Understanding patterns of species occurrence and abundance is a central theme of ecology, natural resource management, and conservation. Although occurrence models have been widely used for describing species distribution, particularly for rare species, abundance models are less common, despite greater information for conservation and management. Because presence-absence data are easier and less expensive to collect, predictions of abundance from patterns of occurrence could prove useful. We examined the relationship between occurrence and abundance for two species with very different life histories: bracken fern Pteridium aquilinum and moose Alces alces. We predicted that if occurrence and abundance were functionally related we should observe: 1) correlation between predicted probability of occurrence and observed abundance; 2) similar environmental covariates and estimated coefficients for occurrence models developed separately for low-density, high-density, and global data sites; and 3) parallel coefficients for the occurrence and abundance components of zero-inflated count models. Probability of occurrence was not correlated with abundance-when-present for bracken fern, while evidence for a relationship for moose was apparent at densities of animals below 7 individuals per cutblock. Coefficients for models at different levels of density did not vary significantly. However, once occurrence was accounted for, measured environmental data appeared less important in describing abundance. For bracken, covariates of zero-inflated count models differed in their expression of occurrence and abundance. Differences were less extreme for moose; however, results from the two-process models suggest that distribution and abundance may be a function of different processes. Environmental factors influencing abundance may differ from those limiting distribution. Life history, scale, site history, and sociocompetitive processes further help shape patterns of abundance. Two-stage modeling provides a powerful tool for describing animal and plant distribution where the processes of occurrence and abundance are influenced by different factors.
use-availability data, prevalence of methods, and the accumulation of spatial digital information now available in geographic information systems (GIS) . Recently, researchers have demonstrated the utility of count models, such as Poisson and negative binomial, for predicting plant and animal density and conducting population estimates (Pearce and Ferrier 2001 , Boyce et al. 2001 , Barry and Welsh 2002 . Relative to occurrence modelling, such approaches typically provide a greater understanding and inference for conservation and management. Most ecological data, however, consists of a large number of absences (zeros) leading to problems of overdispersion (McCullagh and Nelder 1989) . As a solution, researchers have modeled count data as a two-step process: first fitting a model to account for occurrence and a second model to represent abundance once occurrence is predicted (Welsh et al. 1996 , Guisan et al. 1998 ). More recently, Barry and Welsh (2002) suggest use of a zero-inflated count model. Although the above techniques deal with overdispersion, count data are difficult and expensive to collect. Given that we most often collect data describing the presence or absence of plants and animals, conservation and management would benefit if abundance and associated ecological relationships could be inferred from models of occurrence.
At the scale of mapped individuals, abundance can be predicted using aggregation or ''clumping'' parameters (Gaston and Lawton 1990 , He and Gaston 2000 , He et al. 2002 . These approaches are dependent on precise maps of animal or plant distribution and do not relate abundance to environmental conditions. Thus, application is limited by data constraints and results provide only limited inference to conservation and management.
An alternative method is the explicit use of environmental variables to index abundance from predictions of occurrence models. Environment-based modelling has wide application to natural resources management and conservation problems. One can explore, for example, the impacts of land use change or natural disturbance on species occupancy and abundance (McDonald and McDonald 2002) . Boyce and McDonald (1999) suggest the use of a resource selection function to develop a total population estimate for animals that vary in density relative to habitats with differing probabilities of occurrence. Although the technique has shown promise (Boyce and Waller 2003) , little has been done to test the generality of the occurrence-abundance relationship (but, see Pearce and Ferrier 2001) . Given the widespread use of environmental occurrence models and the potential for predicting abundance, perhaps even at large sampling scales, it is important to test potential relationships among occurrence and abundance, examining where and when such relationships may hold true.
Previous research has reported inconsistencies between predictions of occurrence and abundance, but provided little insight into the mechanisms that affect that relationship (Pearce and Ferrier 2001) . With the aim of providing a general understanding of the factors that dictate the strength of correlation between plant and animal occurrence and abundance, we developed probability of occurrence and count models for two species with very different life histories: bracken fern from northern Wisconsin, USA; and moose from northern British Columbia, Canada. For each species, we compared results of logistic regression occurrence models for low-density and high-density sample units as well as our global data set inclusive of the range of observed bracken or moose densities. We then used zero-inflated negative binomial (ZINB) and Poisson (ZIP) count models to assess whether environmental factors determining occurrence also were related to abundance in a simultaneous modeling process. Our working hypothesis was that if occurrence and abundance based on environmental conditions were functionally related we should observe: 1) correlation between predicted probability of occurrence and observed abundance; 2) similar environmental covariates and estimated coefficients for occurrence models developed separately for low-density, highdensity, and global data (full range of densities) sites; and 3) parallel coefficients and covariate inclusion for the occurrence and abundance components of zeroinflated count models.
Methods
Bracken in northern Wisconsin, USA Study area and field sampling Fieldwork on bracken was conducted in 1996 at the 3 488 ha Spread Eagle Barrens Natural Area in eastern Florence Co., Wisconsin (45851?N, 88811?W) . Using 1:24 000 USGS topographic maps, we stratified the study area into a 6.25-ha (250 )/250 m) grid and randomly selected 6 upland grid sites for further study. We stratified the sample grid into 50 )/50 m quadrats (25 in total) and randomly sampled 2 locations per quadrat resulting in an average nearest neighbour distance within each grid of 26.3 m. At each location, 1-m 2 circular quadrats were used to estimate bracken occurrence (presence or absence) and abundance (frond density). Tree ( ]/5 cm diameter at breast height; dbh) and shrub ( B/5 cm dbh and ]/1 m in height) density were tallied in belt transects centred over quadrats. Transects were 10 m in length and 2 and 1 m in width for trees and shrubs, respectively. Densities of trees and shrubs were standardized to a 100-m 2 (0.001 ha) scale. Canopy cover for coniferous and deciduous overstory was estimated using foliar intercept above 10-m transects. At each sample location, slope (%) and aspect (degrees) were estimated using a clinometer and compass, respectively. Using slope and aspect measurements, we estimated a slope-aspect (topoedaphic) index ranging from (/1 (mesic) to '/1 (xeric) following that of Nielsen and Haney (1998) . An index of slope position was further estimated for each site based on the location of the plot within the landscape. This index ranged from 0 (broad plain, !/100 m wide) to 5 (valley bottom or kettle) and represented the likelihood of a growing season frost from cold air drainage, as bracken is sensitive to such events (Watt 1970 , Nielsen 1997 . Soil characteristics for each quadrat were estimated from a composite sample of four soil cores (2 )/15 cm) located in the cardinal corners of quadrats. Samples were analyzed for available potassium, percent soil organic matter, and soil pH. Percent cover of bare soil, lichens, Pennsylvania sedge Carex pennsylvanica , and sweet fern Comptonia peregrina were further estimated in quadrats to assess potential disturbance or competitive explanations in the distribution and abundance of bracken (Vaughan and Ormerod 2003) . In total, 296 of the 300 quadrats were used for modeling as they contained all the covariates of interest.
Moose in central British Columbia, Canada
Study area and field sampling Moose surveys were conducted over an area of ca 13 000-km 2 of high-density winter range near Prince George, British Columbia (53854?N, 122841?W). Our survey sample units were forestry cutblocks. In 1996, there were an estimated 6500 cutblocks across the study area, most of which were logged after the mid-1960s. We randomly selected co-ordinate pairs (n0/434) within the boundaries of the 4 corners of the study area. The cutblock nearest a co-ordinate was considered a potential sampling unit. During the winters of 1996/1997 and 1997/1998 we surveyed 149 and 180 cutblocks, respectively. However, many of the cutblocks identified and surveyed during the 1996/1997 winter were revisited and surveyed the following year. For these analyses, we used counts from only one of the two years, giving preference to the 1997/1998 survey data. Removing counts of moose for the same units across both years we surveyed 24 and 180 cutblocks during the 1996/1997 and 1997/1998 winters, respectively. Nearest neighbour distance between cutblock samples averaged 3.3 km.
One or two crews (each consisting of two observers, a navigator, and the pilot) surveyed cutblocks from a helicopter between 9 and 19 December 1996, and between 9 December 1997 and 9 January 1998. We conducted the surveys flying 65 Á/95 km h
(1 , 30Á/50 m above the ground. For each cutblock, the survey time, presence of fresh or old tracks, and number, age class, and sex of all moose were recorded. Because we surveyed open areas with a contrasting background and employed closely spaced flight lines we are confident that we recorded the presence and correct number of moose; however, we did not perform multiple visits to estimate sighting bias (Tyre et al. 2003) . At the majority of locations, snow depth was measured with a meter stick. For those cutblocks without a suitable landing area for the helicopter (n0/32), we used snow depth data for other blocks and a distance-weighted mean to estimate depth.
After completion of the surveys, we reviewed digital forest inventory data and recorded the area and elevation of the cutblock, all stand-tending activities, and date of logging. Stand-tending activities are a component of most silvicultural plans and are designed to stimulate conifer regrowth through the exclusion of other competing species. We classified stand-tending activities as no treatment, mechanical brushing, burning, herbicide application, and other (manual girdling, juvenile spacing, pruning, sheep grazing, fertilising).
Modeling strategies
Occurrence models and relationships with observed abundance We randomly divided field data into training (85%) and testing (15%) groups for model development and validation, respectively (Fielding and Bell 1997) . We used logistic regression (Stata, Anon. 2001) to model the occurrence of bracken or moose based on the presence or absence of the species (response variable) and selected environmental covariates (Menard 1995) . Occurrence models for bracken and moose were developed from a suite of 13 and 10 environmental covariates, respectively (Table 1 ). We applied quadratic terms to those covariates where non-linear responses were expected and used deviation coding to represent categorical variables. Deviation coding differs from indicator coding in that the effect of each variable in the set is contrasted against an overall mean effect of the independent variable, not an arbitrary reference class (Menard 1995) . We used variance inflation factors (VIF) to assess covariates for multicollinearity. We assumed that multcollinearity was influential when VIF !/10 or the mean of all VIFs were considerably !/1 (Chatterjee et al. 2000) . Given that spatial autocorrelation was likely among sample locations (Lennon 2000) and potentially inflating our Type I error rate (Diniz-Filho et al. 2003) , we calculated robust (sandwich) estimates of variance (White 1980 ) using the robust and cluster options in Stata (Anon. 2001, Long and Freese 2003) . We clustered observations within grids for all bracken models, thereby assuming independence between grid (cluster) observations, but not necessarily for observations within a grid (cluster). This inflated our variances in the presence of positive spatial autocorrelation and assured appropriate inferences. Although moose samples were spatially dispersed, to be conservative we inflated variances around point estimates using robust/sandwich estimates of variance. In the moose case, however, we did not specify cluster, as the data were not organized into spatially distinct groupings.
Occurrence models were developed for three levels of density: 1) global dataset representing the full range of observed densities; 2) low-density sample units (5/5 fronds m (2 or 5/2.5 moose/cut-block); and 3) high-density sample units (!/5 fronds m (2 or !/2.5 moose/cut-block). We assumed that if occurrence and abundance were functionally related across the two density levels, models should contain similar covariates with coefficients of similar sign and strength. Cut-off levels for low-and high-density sample units were determined by assessing median levels of density for presence sites, so as to provide similar sample sizes for low-and high-density models. At each density level, we used an information-theoretic approach to select the most parsimonious model. Sets of a priori biologically plausible candidate models were generated (Table 2) and evaluated using a small sample correction AIC c (Anderson et al. 2000) . The best model of the suite of candidate models had the largest Akaike weight (w i ). We used the AIC c selected ''best'' model for the global dataset to assess relationships between predicted occurrence and observed abundance. Where AIC c weights were similar, we used multi-model inference (MMI) for coefficients and unconditional standard errors (Anderson et al. 2000) . Probability of occurrence for each observation was estimated and compared to observed abundance using a Somers' D statistic (ranging from Á/1 for complete discordance to 1 for complete concordance; Somers 1962 , Newson 2001 . We examined the occurrence-abundance relationship using two tests, 1) probability of occurrence against abundance-when-present (omitting absences) samples (Wright 1991) ; and 2) probability of occurrence against abundance with all samples (including absences). The former test represents the contribution to explaining abundance solely, while the latter includes the discrimination of absent locations (e.g. the logistic process). Somers' D tests were performed on both model training (D train ) and model testing (D test ) data. We used the receiver operating characteristics (ROC) and associated area under the curve estimates to evaluate the predictive accuracy of occurrence models (Metz 1978) . ROC values ranging from 0.5 to 0.7 were considered to have low model accuracy, 0.7 to 0.9 good model accuracy, and !/0.9 high model accuracy (Swets 1988 , Manel et al. 2001 . Both model training (within-sample) and model testing (out-of-sample) data were evaluated with ROC. Percent of deviance explained (D 2 ) was used to qualitatively assess the level of explanation in the data, while likelihood ratio x 2 tests were used to assess overall model significance.
Zero-inflated count models
We used zero-inflated negative binomial (ZINB) or Poisson (ZIP) count models (Anon. 2001) to quantify the effects of environment on abundance of bracken and moose. Although zero-inflated methods were likely given the large number of zero observations within the data ( Fig. 1 ), we used a Vuong (V) test (Vuong 1989 ) to determine if ZINB or ZIP models were required. The zero-inflated count models assumed two latent groups: group A, an always-0 group (inflation group); and group Â A, a not always-0 group. Individuals in group A have an outcome of 0 with a probability of 1, while individuals in Â A might have a zero count, but there is a nonzero probability of being a positive count (Long and Freese 2003) . We used AIC c to rank and select the most parsimonious of the set of candidate models. Nonoverlapping 95% confidence intervals were compared between groups and by variable to determine whether the two processes differed. To assure appropriate confidence intervals and inferences in the presence of spatial autocorrelation we adjusted variances as described in the previous section. We used percent of deviance explained (
) to quantify fit of the count models. Plots of predicted probability of each count against observed probabilities were used to visually assess model fit. We used out-of-sample model testing data to assess ZINB and ZIP model predictive performance by comparing observed counts (model testing group) with predicted counts.
Results

Species occurrence
In total, 183 of 296 (61.8%) quadrats contained bracken (Fig. 1) . Of the six a priori AIC c models tested for bracken occurrence, the site and stem model had the greatest support (Table 3) . The model was statistically significant (x 2 0/134.4, p B/0.001, DF0/9), explained 40.4% of the deviance (D 2 ) and had good model accuracy for both model training (ROC0/0.894) and model testing (ROC0/0.792) data groups. Bracken distribution was related to available soil potassium, soil organic matter, and the slope-aspect index under Gaussian response curves with optimal occurrence at intermediate levels of resources (Table 4) . Slope position was negatively related to bracken fern occurrence with kettles less likely and broad plains more likely to have bracken present. Finally, both tree and shrub densities were positively related to bracken occurrence (Table 4) . Predicted probability of occurrence from the AIC c selected model was poorly correlated with observed abundance-when-present (D train 0/(/0.0369/ 0.051, p0/0.478; D test 0/(/0.167 9/0.164, p0/0.308), indicating little if any relationship between occurrence and observed frond densities ]/1. We noted a significant relationship when all quadrats (including absences) were included (D train 0/0.358 9/0.033, pB/0.001; D test 0/ 0.240 9/0.097, p0/0.013) suggesting a large discrimination in probabilities at absent and present locations (Fig. 2) .
Of the cut-blocks surveyed, 95 of 191 (49.7%) contained moose (Fig. 1) . For moose occurrence, AIC c suggested considerable model selection uncertainty when selecting from candidate models for all cut-blocks (Table 5) . Percent deviance explained (D 2 ) ranged from 3.5 to 15.4%. Model accuracy was good for both training (ROC0/0.765) and testing (ROC 0/0.782) data. Based on MMI estimates, strong relationships were evident for the post-logging and the quadratic of postlogging terms indicating that the number of years since logging was important and non-linear (Table 6 ). Occurrence of moose during winter was greatest for cut-blocks at ca 20 yr in age. Predicted probability of occurrence from MMI marginally correlated with observed abundance-when-present cut-blocks (D 0/0.180 9/0.070, p0/ 0.010), while a relationship with abundance (D train 0/ 0.300 9/0.045, pB/0.001; D test 0/0.353 9/0.099, pB/ 0.001) was evident when absent (zero) locations were included. Apparently, however, predicted probabilities of occurrence were more closely related to observed densities when moose numbers were B/7 animals (Fig. 2) . The relationship (abundance-when-present) between predicted probability of occurrence and moose abundance for cut-blocks with B/7 animals was significant (D 0/0.160 9/0.074, p0/0.031).
Density effects on occurrence models
For bracken, occurrence models developed for low-density quadrats showed similar model selection (Table 3 ) and coefficient coverage (Table 4) with the global occurrence model described above. The site and stem model was significant (x 2 0/103.5, pB/0.001, DF 0/9), explained 44.6% of the deviance (D 2 ), had high model accuracy for model training data (ROC0/0.914), and good accuracy for model testing data (ROC0/ 0.842). In comparison, for the high-density models there was greater model selection uncertainty; the site and stem model was significant overall (x 2 0/97.4, pB/0.001, DF 0/9), explained 39.8% of the deviance (D 2 ), and had Table 5 ). Coefficient coverage was similar to the model using global data (Table 6 ). ROC scores for both the model training (ROC0/0.790) and model-testing (ROC0/0.886) data suggested that the time since cutting model had good predictive capacity. At high-density cut-blocks there was model selection uncertainty between the forage availability and disturbance history models (Table 5 ). The two models had 17.0 and 16.2% of their deviance explained, respectively. Prediction success was again good for model training (ROC0/0.795) and model testing (ROC0/0.718) data. MMI adjusted confidence intervals for the low-and high-density models overlapped suggesting that density does not have a large effect on habitat-selection patterns of moose. Despite coefficient similarities, moose in highdensity cut-blocks demonstrated stronger selection for mechanical treatment, while typically avoiding cutblocks without treatment. In contrast, silvicultural treatment appeared to have much less influence for low-density sample units (Table 6 ).
Zero-inflated count models
For bracken fern, a ZINB model proved a better fit than a ZIP model (Fig. 3) . The AIC c selected ZINB model indicated that processes influencing occurrence differed from those affecting abundance (Table 7) . The site and canopy model was the most parsimonious describing bracken fern abundance (group Â A), given that group A Fig. 2 . Relationship among observed bracken fern frond density in 1-m 2 quadrats (a.) or moose counts in winter cutblocks (b.) and the mean (9/SE) estimated probability of occurrence from the AIC c -selected logistic regression model. was defined as the AIC c selected occurrence model (site and stem model; x 2 0/36.0, pB/0.001, DF0/9). For the abundance model (group Â A), deciduous and coniferous canopy cover and percent soil organic matter had the strongest influence on the density of bracken fern (Table 8) . Although occurrence of bracken fern was more likely at high levels of conifer and deciduous canopy, density of fronds decreased with increasing canopy cover, further suggesting that processes influencing occurrence and abundance were dissimilar. Finally, coefficient coverage between group A and Â A was significantly different for slope position, having a strong influence on occurrence, but little to no impact on abundance.
Insufficient sample size prevented the fitting of ZINB models for moose, thus ZIP models were used. The sitelocation model was the most parsimonious of the set of candidate models tested (Table 7) , was statistically significant (x 2 0/225.9, pB/0.001, DF 0/4), and had good visual concurrence between probability of observed and expected counts (Fig. 3) . The ZIP model suggested that the probability of moose occurrence in cut-blocks was positively related to snow depth and that moose density was greater in large low-elevation cut-blocks (Table 8) .
Discussion
Understanding patterns of species occurrence and abundance is a central theme of ecology. Recent advances have made statistical modelling of occurrence common Zimmerman 2000, Manly et al. 2002) . Often, conservation biologists and wildlife managers have measures of occurrence, not abundance, yet are interested in population numbers and demographics. One approach suggested by Boyce and McDonald (1999) is to stratify an estimated population into habitat densities based on a probability of occurrence model.
The assumption is that probability of occurrence is positively related to abundance (Perkins et al. 2000 , Moorcroft et al. 2002 . When sampling frames are small, specifically the size that allows for only a single individual to occupy it, estimates of populations from occurrence models are simply the sum of probabilities (Manly et al. 2002) . In some cases, however, the sampling frame is too large to facilitate population estimates from occurrence models without assuming an occurrence-abundance relationship. Understanding whether occurrence scales with abundance at scales typical of most studies (Pearce and Ferrier 2001 ) is therefore important. We found that probability of occurrence predicted observed abundance poorly for bracken, while evidence for a relationship was apparent for moose at densities below 7 animals. Additional comparisons of density levels and zero-inflated count models revealed that processes determining occurrence were not always those determining abundance. Measured environmental conditions, although predictive of occupancy, were generally poor predictors of plant and animal abundance across all ranges of density. Life history, socio-competitive factors, and site history were probably important factors moulding observed abundance, once occupancy was established.
Presence of bracken was largely explained by soil nutrients and canopy variables, occurring most frequently at intermediate levels of resource gradients. In contrast, predictions of abundance were only weakly related to these same environmental resources and in some cases contradicting one another. Ultimately, it appeared that unmeasured factors were largely shaping observed patterns of bracken abundance. Time since establishment of bracken, for instance, was probably a major determinant of frond abundance. Clones of bracken readily establish following disturbance (Conway 1952) , with the size of clone relating to age (Oinonen 1967) . In Finland, Oinonen (1967) correlated bracken clone establishment and size to historic disturbances Table 6 . Estimated coefficients and 95% confidence intervals for logistic regression models contrasting presence of moose in central British Columbia at global, low-and high-density winter cut-blocks relative to cut-blocks where moose were not sighted. Confidence intervals (95%) were based on robust estimate of variance to account for possible autocorrelation among samples. occurring !/350 yr prior. As clones expand, patterns of abundance become apparent depending on the local phase of growth. Watt (1947) recognized four phases of growth characterized by the size and density of fronds within the clone. The invading front or pioneer phase was defined by few and relatively small fronds, while the building phase had progressively more and larger fronds. Bracken in the mature phase had large densities and sizes of fronds, while the final degenerate phase contained various mosaics of frond densities. Ultimately, the phase of growth for bracken is influenced by winter and spring frost, rainfall, and burning (Watt 1970) . Based on the work of Watt (1947 Watt ( , 1970 , it seems reasonable to assume life history, weather, and site history played a significant role in shaping bracken abundance, while more typical environmental resources, like those measured in this study (e.g. soil nutrients, light, etc.), largely explained occupancy. More powerful models of abundance will require the inclusion of covariates not directly associated with site productivity. We developed highly predictive occurrence and abundance models for moose, which in contrast to bracken, factors dictating distribution were correlated with abundance. Although we noted some differences in the importance of environmental conditions, candidate models describing high-and low-density blocks had similar rankings. Time since cutting, disturbance history, and forage availability were all suitable models for predicting moose occurrence regardless of animal density. This result is not surprising considering that those three models contained similar variables that broadly represented the availability and production of forage. Silvicultural treatment and disturbance history, which were both constituents of the best models, are important factors dictating the regrowth of deciduous shrubs used by moose during winter as forage (Crete 1988 , Eschholz et al. 1996 , Rea and Gillingham 2001 . Given that there are few territorial or social influences on the movements and aggregation of moose during this period, it is reasonable to expect a good correlation between forage availability and quality and moose distribution, up to some limiting density (Hobbs and Hanley 1990 , Eklöv et al. 1999 , Westerberg and Wennergren 2003 .
Our data suggested that similar environmental factors influenced occurrence and abundance, but the relationship was not consistent across the range of moose densities observed. Although we surveyed few blocks with !/6 moose, we found that those particular blocks did not always have attributes that corresponded with a high probability of moose occurrence. The discrepancy might be a function of variability in counts inherent to small sample sizes or environmental conditions. Moose and bracken vary considerably in life history, scale of measurement and occurrence, and strength of response to environmental features. Given these differences, our case studies exemplify the potential range of influences on the outcome and success of occurrence and abundance models. Our results also suggest that in contrast to extensive and exploratory model fitting exercises (Pearce and Ferrier 2001) , researchers wishing to develop abundance-environment relationships should review the life history of their subject species carefully relative to the availability and scale of predictor data. We present several general points drawn from our data and other studies that might guide researchers when considering the utility of count models or the strength of correlation between occurrence and abundance: 1) As resources become more limiting and patchy, especially for a habitat specialist, the strength of relationship between occurrence and abundance should increase. A relatively homogenous distribution of resources of a near uniform quality may reveal presenceabsence, but will likely prove difficult for modelling plant and animal abundance. If socio-behavioural factors are not influential and resources are freely available and of equal quality, then there is no mechanism for animals or plants to aggregate in patches. However, such responses can be confounded by population density and the scale of resource distribution (Hobbs and Hanley 1990, Edenius et al. 2002) .
2) Strength of correlation between occurrence and abundance may ultimately depend on plant or animal density (Fretwell and Lucas 1970) . After controlling for mechanisms that favour or dictate aggregation, we should observe little if any relationship between occurrence and abundance at low densities. Given equal access to all patches, animals or plants should distribute themselves to avoid competition for resources. As density increases, organisms will aggregate within good patches tolerating intraspecific competition until resource acquisition drops below resources available in neighbouring lower quality patches. At high densities, intraspecific competition will force animals into progressively inferior habitats (Van Horne 1983, Rangeley and Kramer 1998) .
3) We should expect temporal variation in the relationship between occurrence and abundance. Interor intra-specific interactions such as reproduction in animals or dispersal in plants may relate only weakly to environmental conditions, but could be dominant factors determining distribution and abundance during certain times (Bowyer et al. 1999) . For mobile species, distribution relative to resource type and amount of use may differ according to season leading to temporal variation in occurrence-abundance relationships (Mysterud et al. 2001 ).
4) Behavioural or social constraints on distribution, such as territoriality in animals or intra-specific allelopathy in plants, might result in good presence-absence, but poor abundance predictions (Ervin and Wetzel 2003, Focardi et al. 2003) . If territory size varies according to availability or quality of resources then we may observe a relationship between occurrence and abundance at some scales (McLoughlin et al. 2000, Ochiai and Susaki 2002) . Alternatively, species that hold areas of a size unrelated to environmental features would be poor candidates for abundance models.
Conclusions
Environmental factors influencing abundance may differ from those limiting distribution. The majority of explanation in our count models was in the description of absent locations. However, given that the majority of sites measured were absent locations (i.e. habitat poor), common in conservation studies (i.e. rare or endangered species), the dominance of explanation in occurrences likely reflects a real ecological process. Regardless, we did find that moose abundance at low-to mid-densities was related to predicted probability of occurrence. This suggests that occurrence-abundance relationships might be valid for some species and density levels. Alternatively, however, bracken abundance did not vary with measured environmental factors, instead relating to life history (phases of growth), weather (frost and rainfall), and site history. Extrapolation of indices of abundance from our occurrence models of bracken would be imprudent. Previous work has also warned of misuse of habitat models derived from presence data alone (Fagen 1988) . Few would argue that habitat quality models and maps would be best described by direct abundance relationships. However, demographic performances for many species have been found to decrease as density of animals in habitats increase (Van Horne 1983 , Breininger et al. 1998 . In general, occurrence models enlighten management, but with few exceptions density models, followed by demographic models provide progressively more information, better our understanding of processes, and ultimately better management and conservation. We suggest caution when inferring habitat quality from occurrence models or extrapolating abundance from predicted probability of occurrence. Under certain scale, life history, or environmental conditions, these relationships may hold, but should not be assumed.
