We extend the taming techniques developed in [3] and [15] to explicit Milstein schemes to numerically approximate stochastic differential equations driven by Lévy noise. The classical rate of convergence is recovered where the drift coefficient is allowed to grow super-linearly.
Introduction
The models incorporating event-driven uncertainties are increasing becoming popular in finance, economics, engineering, medical sciences, ecology and many other branches of sciences. For example, in finance, often the stock price movements are suddenly and significantly influenced by market crashes, market booms, announcements made by central banks, changes in credit ratings, defaults, etc. The stochastic differential equations (SDEs) driven by Lévy noise are more realistic models to be used in such event-driven phenomena. Some of the references are [2, 12, 16] and references therein.
The Lévy driven SDEs seldom possess explicit solutions, that necessitates the development of numerical schemes to approximate their solutions. Recently, many explicit and implicit numerical schemes of Lévy driven SDEs have been studied and their convergence in strong as well as in weak sense have been proved. The interested reader may refer to [1, 5, 6, 10, 13] along with their references for a comprehensive discussion on numerous numerical schemes of different orders.
In [8] , authors have shown that the efficient Euler schemes of SDEs (no jump) with super-linearly growing drift coefficients diverge in L p -sense. Several numerical schemes based on taming techniques have been proposed in the past few years to overcome these difficulties. One could refer to [7, 9, 15, 17, 19] for order 0.5 tamed Euler schemes and [18, 19] for order 1.0 tamed Milstein schemes of SDEs (no jump). For 0.5 order tamed schemes of SDEs driven by Lévy noise, the only reference available to us is [3] . The taming techniques proposed in this article can be extended to any desired order of convergence. However, for mathematical simplicity, we discuss order 1.0 tamed Milstein scheme of Lévy driven SDEs with superlinearly growing drift coefficients. It can also be concluded that our methodology and techniques can be extended to a tamed scheme of any order of convergence when drift coefficient grows super-linearly. Further, our calculations are motivated by the classical methodology (see also [3, 15] ) and hence are more refined than those present in the literature. To the best of our knowledge, this is the first article on Milstein and higher order (than one) schemes of SDEs driven by Lévy noise when drift grows super-linearly.
We conclude this section by introducing some basic notations. We use |a| to denote the Euclidean norm of a d-dimensional vector a, whereas |A| for the Hilbert-Schmidt norm of a d × m matrix A. Also their transpose are denoted by a * and A * respectively. The inner product of two d-dimensional vectors x and y is denoted by xy. The ith element of a d-dimensional vector is denoted by a i , whereas A (i,j) and A (j) stand for (i, j)th element and jth column of a d × m matrix A respectively, for i = 1, . . . , d, j = 1, . . . , m. Further, the indicator function of a set B is denoted by I B and [x] stands for the integer part of a real number x.
SDEs Driven by Lévy Noise
Let (Ω, {F t } t≥0 , F , P ) be a complete filtered probability space satisfying the usual conditions, i.e. the filtration is right continuous and F 0 contains all P -null sets. Suppose that T is a fixed positive constant. We assume that w t := (w i t ) m i=1 is an R m −valued standard Wiener process. Also let (Z, Z, ν) be σ-finite measure space and N (dt, dz) be Poisson random measure defined on (Z, Z, ν) with intensity ν satisfying ν(Z) < ∞. We setÑ (dt, dz) := N (dt, dz) − ν(dz)dt. Let a(x) and b(x) be B(R d 
for any t ∈ [0, T ], where ξ is an F 0 -measurable random variable in R d .
Remark 1. In the right hand side of the above equation (1), we write x t instead of x t in order to ease the notation. This does not cause any problem, since the compensators of the martingales driving the equation are continuous. This notational convenience shall be followed throughout this article.
We make the following assumptions.
A-1. There is a constant L > 0 such that E|ξ| p ≤ L for a sufficiently large p ≥ 2.
A-2. There is a constant L > 0 such that
for any x ∈ R d .
A-3.
There exists a constant L > 0 such that
There exist constants L > 0 and χ > 0 such that
There exits a constant L > 0 such that
for any x,x ∈ R d and i, u = 1, . . . , d and j = 1, . . . , m.
A-6. There exists a constant L > 0 such that
for every u, i = 1, . . . , d and any x ∈ R d .
Tamed Milstein Scheme
In this article, we propose a taming method to approximate a Lévy driven SDE with super-linearly growing drift coefficients (equation (1)) and propose the following taming functioñ
for any α ≥ 1 2 , n ∈ N and x ∈ R d . Remark 6. One observes that when α = 1 2 , then we obtain tamed Euler schemes similar to those discussed in [3, 15] . In this article, we discuss a tamed Milstein scheme of equation (1) by taking α = 1. It is important to note that by assigning different values to α and appropriately including multiple stochastic integrals in the scheme, one could write a tamed scheme and then perform calculations similar to the methodology developed in this article to achieve an order α. For the purpose of simplicity, we only discuss the case when α = 1 i.e. the tamed Milstein scheme of Lévy driven SDEs with superlinear drift coefficient. From now onward, throughout this article, we take α = 1.
for any n ∈ N and x ∈ R d .
Let κ(n, t) := [nt]/n and define d × m matrices b 1 (x n κ(n,s) ), b 2 (x n κ(n,s) ) and b 3 (x n κ(n,s) ) with their (i, k)-th elements respectively given as
Also, let us denote their kth columns by b
3 (x n κ(n,s) ) andb (k) (x n κ(n,s) ) respectively for k = 1, . . . , m. Furthermore, let us also introduce d-dimensional vectors c 1 (x n κ(n,s) , z 2 ), c 2 (x n κ(n,s) , z 2 ) and c 3 (x n κ(n,s) , z 2 ) with their i-th elements respectively given as,
We propose the following tamed Milstein scheme,
Throughout the article, K > 0 stands for a generic constant which does not depend of n and changes from occurrence to occurrence.
Moment Bounds
Lemma 1. Let r ≥ 2. There exists a constant K, depending only on r, such that for every real-valued,
the following estimate holds,
It is known that if 1 ≤ r ≤ 2, then the second term of the right hand side can be dropped.
Proof. The proof of the lemma can be found in [11] .
Lemma 2. Let A-1, A-2 and A-3 be satisfied. Then
where K is a positive constant.
Proof. The proof of the lemma can be found in [16] .
Lemma 3. Let A-3 holds, then
where K is a positive constant independent of n.
Proof. First one writes,
which on the application of a well known inequality of stochastic integral and Hölder's inequality gives
and then due to Remark 2 along with the boundedness of the derivatives, one obtains
which completes the proof.
Lemma 4. Let A-2 and A-3 hold, then
which on the application of Lemma 1 gives
and then due to Remarks [2, 4] and A-2, one obtains
Lemma 5. Let A-2, A-3 and A-5 hold, then
Proof. First, by using A-3 and Remark 4, one writes
p which due to Lemma 1 gives
and then on using Remark 2 and A-2, one obtains
Lemma 6. Let A-2, A-3 and A-5 hold, then
Proof. Recall definition (3) to write
and then the application of Remark 2, Lemmas [3, 4, 5] completes the proof.
Lemma 7. Let A-2 and A-3 hold, then
Proof. First, one writes
which on using a well-known inequality of stochastic integral and Hölder inequality implies
and then due to Remarks [2, 4] , one obtains
Lemma 8. Let A-2 and A-3 hold, then
Proof. First, one writes,
which due Lemma 1 gives
and then on using Remarks [2, 4] and A-2, one obtains,
Lemma 9. Let A-2, A-3 and A-5 hold, then
Proof. First, on using A-3 and Remark 4, one writes
which due to A-2, Lemma 1 and Remark 2 gives,
Lemma 10. Let A-2, A-3 and A-5 hold, then
Proof. Recall definition (4) to write
and then by applying Remark 2, Lemmas [7, 8, 9] , one completes the proof.
Lemma 11. Let A-2, A-3 and A-5 hold, then
where the positive constant K does not depend on n.
Proof. Due to Hölder's inequality, Lemma 1 and Remark 7, one observes that
and then on using Lemmas [6, 10] , one obtains
Lemma 12. Let A-1, A-2, A-3 and A-5 hold, then
Proof. By Itô's formula,
for any t ∈ [0, T ]. Then, one observes that
n (x n κ(n,s) ) which on using Remark 2 becomes,
and then using Remark 7 and Schwartz inequality, one obtains
Thus, the application of Young's inequality gives,
Hence substituting the estimates from (6) in (5), one obtains
Since the map y → |y| p is of class C 2 , by the formula for the remainder, for any y 1 , y 2 ∈ R d ,
Thus, by using (8) on the last term of (7), one obtains
Due to Young's inequality and Lemma 6, C 1 can be estimated by
For C 2 , one uses well known inequality of stochastic integral and Lemma 6,
Also, Burkholder-Gundy-Davis, Young's and Hölder's inequalities imply that C 3 can be estimated as
which due to Lemma 6 gives
Due to Lemma 1, Young's and Hölder's inequalities, one obtains
which due to Lemma 10 gives
Furthermore, C 5 can be estimated as
which on the application of Young's inequality, Hölder's inequality and Lemma 10 implies
Finally, to estimate C 6 , one writes,
To estimate C 6a , one uses Lemma 1 to write
which on using Young's and Hölder's inequalities gives
and then using Lemma 10,
Further, to estimate C 6b , one observes that due to Young's inequality,
which on using Lemmas [1, 11] gives
and finally due to Lemma 10, one obtains
Thus by substituting estimates from (16) and (17) in (15), one obtains
Hence on substituting estimates from (10), (11) , (12), (13), (14) and (18) in (9), we have
The application of Gronwall's lemma completes the proof. E|a(x
Proof. The proof immediately follows due to equation (2), Remarks [3, 7] and Lemma 12.
Lemma 14. Let A-1, A-2, A-3 and A-5 hold, then
for any q < p, where K is a positive constant independent of n.
Proof. The proof is an immediate consequence of Lemmas [11, 12] .
Lemma 15. Let A-1, A-2, A-3 and A-5 hold, then
where K is a positive constant independent of n and 0 < δ < 1.
Proof. By Itô's formula on
Further recall equation (4),
Further by taking the difference of equations (19) and (20), squaring and taking expectation on both sides, one obtains
which by using Hölder's inequality and a well known inequality of stochastic integral gives,
Thus due to A-5 and Remark 4, one has
and finally Remarks [2, 3] , Lemmas [3, 4, 5, 6, 7, 8, 9, 10, 12, 14] gives
Lemma 16. Let A-1, A-2, A-3 and A-5 hold, then
Proof. Due to Itô's formula on b (k,v) (x n t ) and integrating from τ to κ(n, τ ),
Recall the value ofb (k,v) from (3)
Therefore on using the values from (21) and (22), one obtains
Thus taking square on both the side and then taking expectation along with Remark 2, one obtains
One follows the similar arguments as done before to obtain where K is a positive constant independent of n and 0 < δ < 1.
Proof. Due to Itô's Lemma on the kth element of the function a(x),
and thus one could write
which on taking expectation reduces to
Now, using Young's inequality, F 1 can be estimated as
which due to A-6, Remark 3 and Lemma 12 implies
Similarly, F 2 can be estimated by using Young's inequality, A-6, Remark 2 and Lemma 12,
Now to estimate F 3 , let us define F s -measurable process m
then one easily observes that
and also due to A-6 and Lemmas [6, 12] ,
for any k, i = 1, . . . , d and l = 1, . . . , m. Furthermore, one writes e n,k
which along with notation (28) implies that F 3 can be written as
Now, due to equation (29), F 31 can be estimated as
To estimate F 32 , one writes on using A-3,
and thus substituting the above estimate in F 32 , one obtains
To estimate F 32A , one uses Hölder's inequality with exponent √ 2 and 2 + √ 2
Recalling equation (28) and applying a well known inequality, one obtains
which on the application of A-6 and Lemma 12 gives
Substituting the estimates from (35) in (34), one obtains
and using Hölder's inequality again with exponent √ 2 and 2 + √ 2 along with Lemma 12, one obtains
Finally on the application of Young's inequality, one obtains,
Further, by adopting the same approach used in the estimation of F 32A and using Lemma 14, one obtains, 
Also due to Hölder's, estimates in (30) and Lemma 13, F 32C can be estimated by 
Hence on substituting the estimates from (36), (37) and (38) 
We now proceed to estimate F 33 as follows. For this one writes,
and thus F 33 can be written as ds which due to a well known inequality implies Further by using A-3 and Lemma 16 gives and on the application of Young's inequality, one obtains 
Finally, to estimate F 34 , one writes using Hölder's inequality, 
Thus substituting the estimates from (32), (39), (40) and (41) in (31), one obtains 
By adopting the same approach as followed in the estimation F 3 , one could estimate F 4 and F 5 as 
