For a nite multigraph G, the reliability function of G is the probability R G (q) that if each edge of G is deleted independently with probability q then the remaining edges of G induce a connected spanning subgraph of G; this is a polynomial function of q. In 1992, Brown and Colbourn conjectured that for any connected multigraph G, if q 2 C is such that R G (q) = 0 then jqj 1. We verify that this conjectured property of R G (q) holds if G is a series-parallel network. The proof is by an application of the Hermite-Biehler Theorem and development of a theory of higher-order interlacing for polynomials with only real nonpositive zeros. We conclude by establishing some new inequalities which are satis ed by the f-vector of any matroid without coloops, and by discussing some stronger inequalities which would follow (in the cographic case) from the Brown-Colbourn Conjecture, and are hence true for cographic matroids of series-parallel networks. 1991 Mathematics Subject Classi cation. 05C99, 26C10, 95C15, 06A08.
Introduction
Given a nite multigraph G = (V; E) and 0 q 1, let G(q) denote a random spanning subgraph of G obtained by deleting each edge of G independently with probability q. The reliability function of G is the probability R G (q) that G(q) is connected, considered as a function of q. (Trivially, if G is not connected then R G (q) 0 identically.) In fact (as we see in Section 1) this is a polynomial function of q. In 1992, Brown and Colbourn 6] made the following fascinating conjecture.
A polynomial S(q) is Schur quasi-stable if every q 2 C for which S(q) = 0 is such that jqj 1; for the relevance of this concept to solutions of linear nite di erence equations, see Theorem 3.2 of Barnett 4 ].
Conjecture 0.1 (Brown-Colbourn) . For any connected multigraph G, the reliability polynomial R G (q) is Schur quasi-stable.
In support of this conjecture, Brown and Colbourn verify that this property holds for all simple graphs on up to six vertices (Gordon Royle has extended this to up to nine vertices: private communication, November 1998); they also show that for every multigraph G there is a multigraph G 0 which is obtained from G by repeatedly subdividing edges, and for which R G 0(q) is Schur quasi-stable. The proofs in 6] are based on the Enestr om-Kakeya Theorem, which gives a su cient condition for a polynomial with real coe cients to be Schur quasi-stable. As Brown and Colbourn remark, however, there are multigraphs for which the Enestr om-Kakeya Theorem fails to show that R G (q) is Schur quasi-stable. Some other explanation must be sought if the Brown-Colbourn Conjecture is to be proven.
In this paper we give some indications that the Hermite-Biehler Theorem can provide such an explanation. This theorem is a necessary and su cient condition for a polynomial P(u) with real coe cients to be such that all its zeros have nonpositive real part; by a fractional linear transformation we can map the unit disc to left half-plane and apply the Hermite-Biehler Theorem to reliability polynomials. Informally, the condition is that if P(u) is expanded into its even and odd parts, P(u) = P 0 (u 2 )+uP 1 (u 2 ), then the polynomials P 1 (x) and P 0 (x) have all their zeros on the nonpositive part of the real axis, and these zeros \interlace" (in a sense we make precise in Section 2). This allows the well-developed theory of polynomials with only real zeros to be applied to Conjecture 0.1, but even this is not su cient. More precisely, this theory must be developed further in order to obtain signi cant results on reliability polynomials.
The key extension of technique in this paper is the introduction of a useful concept of higher order interlacing for polynomials with only real nonpositive zeros; this involves the de nition of \interpolatory hypercubes of polynomials" of any dimension. However, because of the complexity of the relations derived from twovertex-cut reduction for reliability polynomials, we have applied this theory here for interpolatory cubes only up to dimension four. The limited scope of Theorem 0.2 in relation to the generality of Conjecture 0.1 re ects only this arti cial restriction, and should not be interpreted as stemming from some intrinsic limitation of the method.
The class SP of series-parallel networks is de ned recursively as follows. Every multigraph G in SP has a distinguished unordered pair fs; tg of distinct vertices, called the terminals of G. If G consists of just one edge connecting its terminals, then G is in SP. Let G and G 0 be in SP, with terminals fs; tg and fs 0 ; t 0 g, respectively. If G and G 0 have no edges in common, and only the vertex t = s 0 in common, then G G 0 is in SP, and is called a series connection of G and G 0 ; its terminals are fs; t 0 g. If G and G 0 have no edges in common, and only the vertices s = s 0 and t = t 0 in common, then G G 0 is in SP, and is called a parallel connection of G and G 0 ; its terminals are fs; tg. Let SP 0 denote the class of connected multigraphs every two-connected component of which is in the class SP (for some choice of terminals). Theorem 0.2. If the multigraph G is in the class SP 0 then R G (q) is Schur quasistable.
Alan Sokal (private communication, September 1998) has found a short and simple proof of Theorem 0:2. His method relies directly on series-parallel reduction; generalization to a larger class of graphs thus seems problematic. We hope that the approach presented here will be capapble of such generalization.
Since at least the early 1970s there has been some interest in obtaining inequalities valid for the f-vectors and/or the h-vectors of simplicial complexes belonging to various classes; in part, this developed from similar investigations in the 19th century into the combinatorial geometry of convex polytopes. Sections II.2, II.3, III.1, and III.3 of Stanley 16] provide an excellent overview of these results. Also, Section 5 of Bj orner 5] considers in detail the case of matroids, and Ball and Provan 3], Colbourn 12 ], Oxley and Welsh 15], and Welsh 19] discuss the application of these ideas to estimation of network reliability. In contrast with the cases of Cohen-Macaulay complexes or simplicial polytopes, the case of matroids is still only rather poorly understood; some recent results in this direction are Brown and Colbourn 7] and Chari 10, 11] . In fact, Conjecture 0.1 implies numerous strong inequalities for the f-vector of a cographic matroid, as we shall see in Section 6; thus, by Theorem 0.2, these inequalities hold for cographic matroids of multigraphs in the class SP 0 .
Moreover, it is an elementary consequence of Chari's recent work 10, 11] that the weakest of these inequalities hold more generally for matroids. Theorem 0.3. Let M be (the set of independent sets of) a matroid of rank d, and for 0 i d let f i denote the number of i-element sets in M. If M has no coloops then for all 0 k d, 0 d X i=k i k (?2) d?i f i : These inequalities are violated by some simplicial polytopes and some brokencircuit complexes, and are satis ed with equality for all 0 k < d if M is a direct sum of 2-circuits. It thus appears that a better understanding of the phenomena underlying Conjecture 0.1 could lead not only to improved methods for estimating network reliability, but perhaps toward a set of strong necessary conditions on the f-vectors of matroids in general.
In Section 1 we review the bare essentials of the combinatorics of reliability polynomials, the deletion/contraction algorithm and two-vertex-cut reduction, and we translate Conjecture 0.1 into a form to which the Hermite-Biehler Theorem applies. (No familiarity with matroid theory is assumed until Section 6.) In Section 2 we review the Hermite-Biehler Theorem and state the lemmas on polynomials with only real zeros which are useful. In Section 3 we sketch how just this amount of theory can be used to verify Conjecture 0.1 for all multigraphs such that the underlying simple graph of every two-connected component is an edge or a cycle. Section 4 contains the new theoretical development of the paper; in Section 5 we apply this technique to prove Theorem 0.2. We conclude in Section 6 with a discussion of reliability polynomials in the more general context of Cohen-Macaulay complexes, for which we assume familiarity with the standard concepts. Readers interested speci cally in Theorem 0.3 can skip directly to Section 6.
Reliability Polynomials
For a more thorough introduction to reliability polynomials, see Colbourn 12] and Oxley and Welsh 15] . By a multigraph we mean a nite graph which may possess both loops and multiple edges. It is clear that for multigraphs G and G 0 , if G ' G 0 then R G (q) = R G 0(q):
(1.1) If G and N are multigraphs with exactly one vertex in common then R G N (q) = R G (q)R N (q); (1.2) as follows directly from the de nition. For a multigraph G = (V; E) and any e 2 E let G r e denote G with e deleted and let G=e denote G with e contracted; then R G (q) = qR Gre (q) + (1 ? q)R G=e (q);
since the conditional probability that G(q) is connected given that e is deleted is R Gre (q), and the conditional probability that G(q) is connected given that e is not deleted is R G=e (q). If G 0 is obtained from G by removing all loops, then R G (q) = R G 0(q); (1.4) since if e is a loop of G then G r e ' G=e, and we can apply (1.1) and (1.3) and induction on the number of loops of G. Henceforth by a network we shall mean a nite connected graph which has no loops but may have multiple edges. For a network G we denote by G \ the underlying simple graph of G, which has the same vertices as G and one edge u v for every pair of vertices fu; vg which are adjacent in G. A spindle in a network G is a (nonempty) maximal set of edges in G all of which are incident with the same pair of (distinct) vertices of G; if the spindle has c edges then we say it is a c-spindle. There is an obvious natural bijection between the spindles of G and the edges of G \ . If is a spindle in G then let Gr be obtained from G by deleting all the edges of , and let G= be obtained from G by contracting all the edges of (notice that G= has no loops). If is a c-spindle in the network G then
(1.5) as follows from (1.3) and (1.4) by induction on c. As examples, let kT n denote a network for which the underlying simple graph is a tree with n vertices and in which each spindle has k edges, and let kC n denote a network for which the underlying simple graph is a cycle with n vertices and in which each spindle has k edges. Since R kT2 (q) = 1 ? q k , it follows by (1.2) and induction on n that R kTn (q) = (1 ? q k ) n?1 for all k 1 and n 2. From this, (1.5), and induction on n it follows that R kCn (q) = (1 ? q k ) n?1 (1 + (n ? 1)q k ) for all k 1 and n 3. As noted by Brown and Colbourn 6] (Proposition 5.1) these examples su ce to show that the closure of the set of all zeros of reliability polyomials contains the whole unit disc fq 2 C : jqj 1g.
Generalizing (1.3) and (1.5), let G and N be two networks which intersect in exactly two vertices v and w, and let G and N be obtained by identifying v and w in G and in N, respectively, and removing any loops thus produced. Then
(1.6) since the conditional probability that G(q) N(q) is connected given that G(q) is connected is R N (q), the second term has a similar interpretation, the third term corrects double counting of the case that both G(q) and N(q) are connected, and if neither G(q) nor N(q) is connected then G(q) N(q) is not connected.
For a network G we denote by m G the number of edges of G and by n G the number of vertices of G, and we let d G := m G ?n G +1; we omit the subscript when no confusion can arise. From (1.5) it follows by induction on m that R G (q) is a polynomial in Z q] of degree m, and the multiplicity of q = 1 as a zero of R G (q) is at least n ? 1. In view of this, for each network G we may de ne the polynomial H G (q) := (1 ? q) 1?n R G (q)
in Z q]. The Brown-Colbourn Conjecture is equivalent to the claim that for any network G, if q 2 C is such that H G (q) = 0 then jqj 1. (1.10)
as follows from (1.5) and (1.7). Similarly, with notation as in (1.6) we see that
(1.11) It follows from (1.10) by induction on m that H G (q) is a polynomial of degree d with nonnegative integer coe cients, and the constant term of H G (q) is 1. (In fact, the coe cients of H G (q) form the h-vector of the cographic matroid of G and have been studied extensively in the context of Cohen-Macaulay simplicial complexes. We shall return to this point in Section 6.)
We From (1.16) and induction on m it follows that J G (u) has nonnegative integer coe cients, but no combinatorial interpretation of these integers is known; we shall return to this point as well in Section 6.
The Hermite-Biehler Theorem
The Hermite-Biehler Theorem is a very useful criterion which determines whether a polynomial with real coe cients has all its zeros in the left half-plane. For a nonzero P(u) 2 R u], if every u 2 C such that P(u) = 0 satis es <(u) 0 then P(u) is Hurwitz quasi-stable. (For the relevance of this concept to solutions of linear ordinary di erential equations, see Theorem 3.1 of Barnett 4] .)
Suppose that A; B 2 R x] both have only real zeros, that those of A are 1 ::: a and that those of B are 1 ::: b . We say that A interlaces B if deg B = 1+deg A and the zeros of A and B satisfy 1 1 2 a a+1 :
We also say that A alternates left of B if deg A = deg B and the zeros of A and B satisfy 1 1 2 a a : We use the notation A B for \either A interlaces B or A alternates left of B." (Any polynomial which stands in this relation a fortiori has only real zeros.) This is a closed condition in the sense that if A n and B n are sequences of polynomials converging to A and B, respectively, and if A n B n for all n 0, then A B. By convention we say that for any polynomial A with only real zeros, both A 0 and 0 A hold. A polynomial is standard when either it is identically zero or its leading coe cient is positive. For brevity, we say that a polynomial has only nonpositive zeros to indicate that either it is identically zero or all of its zeros are real and nonpositive. Henceforth, if we omit the argument of a polynomial then we intend that it is a function of the variable x = u 2 . Theorem 2.1 (Hermite-Biehler). Let P(u) = P 0 (u 2 )+uP 1 (u 2 ) 2 R u] be standard.
Then P(u) is Hurwitz quasi-stable if and only if both P 0 and P 1 are standard, have only nonpositive zeros, and P 1 P 0 .
The proof of the Hermite-Biehler Theorem in Gantmacher 13] covers only the case of polynomials for which all zeros have strictly negative real part, but the statement given here can be deduced from it easily by a limiting argument. The following lemmas will be useful; Lemmas 2.2 and 2.3 can be proven using the techniques from Section 3 of 17] and Lemma 2.4 can be proven using the techniques from Section 5 of 17]. Lemma 2.2. Let P 1 ; : : : ; P k be polynomials in R x], all of which have only real zeros and none of which is identically zero. If P 1 P 2 P k and P 1 P k then P i P j for all 1 i j k. Lemma 2.3. Let A; P; Q be standard polynomials in R x] which have only nonpositive zeros, and assume that A 6 0. 
Thick Cacti
Returning to the case of a network G, we de ne polynomials J G 1 and J G 0 in N x] by separating J G (u) into its odd and even parts, respectively: Proof. We proceed by induction on a+b, the base a+b 1 being evident. If a = 0 then the only nontrivial claim is that O b E b , since O 0 = 0 and E 0 = 1; we can prove this claim by considering the case a 0 := 1 and b 0 := b ? 1 instead. Similarly, we may also dispense with the case b = 0, so assume that a 1 and b 1.
A cactus is a connected simple graph in which each edge is contained in at most one cycle. We now consider the special case of networks G such that G \ is a cactus. It is convenient to introduce the notations, for each natural number c, 
To extend these ideas from squares to hypercubes of any dimension we must rst introduce some notation. Fix an integer k 0, and let P : (Z=2Z) k ! R x]. Let Q k be the set of all such P; we make the identi cation Q 0 = R x].
For each 1 i k and ; > 0, we de ne an i-th interpolation operator i I : Q k ! Q k?1 as follows. For 2 (Z=2Z) k?1 and 1 i k and b 2 Z =2Z, let ji; b] := ( 1 ; : : : ; i?1 ; b; i ; : : : ; k?1 ). For P : (Z=2Z) k ! R x], we de ne i I P : (Z=2Z) k?1 ! R x] by putting ( i I P) := P ji;1] + P ji;0] for all 2 (Z=2Z) k?1 . for each 2 (Z=2Z) k . For any S f1; : : : ; kg we let S := Q i2S i ; since the ip operators commute, this is well-de ned. We say that P : (Z=2Z) k ! R x] is an interpolatory k-cube of polynomials when the following condition holds: for all k-tuples := ( 1 ; : : : ; k ) and := ( 1 ; : : : ; k ) of positive real numbers, and for all S f1; : : : ; kg, the polynomial (I S )P is standard and has only nonpositive zeros.
For example, when k = 1 this condition on P says that for all ; > 0, both P 1 + P 0 and P 0 + xP 1 are standard and have only nonpositive zeros. From Lemma 2:4 it follows that P 1 P 0 , conforming with the de nition of an interpolatory 1cube at the beginning of this section. Similarly, when k = 2 this condition on P says that for all 1 ; 1 ; 2 ; 2 > 0, the four polynomials 1 ( 2 P 11 + 2 P 10 ) + 1 ( 2 P 01 + 2 P 00 ) 1 ( 2 P 01 + 2 P 00 ) + 1 x( 2 P 11 + 2 P 10 ) 1 ( 2 P 10 + 2 xP 11 ) + 1 ( 2 P 00 + 2 xP 01 ) 1 ( 2 P 00 + 2 xP 01 ) + 1 x( 2 P 10 + 2 xP 11 ) are standard and have only nonpositive zeros. Comparison with the proof of Proposition 4:1 shows that P 01 ?! P 00 " " P 11 This shows that 1 I q p P is an interpolatory (k?1)-cube. Also, we have (I r U )( 1 I q p 1 )P = (I S )P, with and above and with S := f1g fu + 1 : u 2 Ug. Since P is an interpolatory k-cube this polynomial is also standard and has only nonpositive zeros. This shows that ( 1 I q p 1 )P is an interpolatory (k ? 1)-cube. This su ces to verify condition C 1 for P.
Conversely, assume that condition C 1 holds for P, so both 1 I q p P and ( 1 I q p 1 )P are interpolatory (k ? 1)-cubes. The argument of the previous paragraph may be run in reverse to deduce that P is an interpolatory k-cube. Lemma 4.6. Fix nonnegative integers k and`, and let P : (Z=2Z) k ! R x] and Q : (Z=2Z)`! R x]. De ne S : (Z=2Z) k+`! R x] by S := P Q for all 2 (Z=2Z) k and 2 (Z=2Z)`. If both P and Q are interpolatory hypercubes then S is an interpolatory (k +`)-cube. Proof. If k = 0 then it may be checked directly that S satis es the de nition of an interpolatory`-cube, and so we proceed by induction on k 1. For any ; > 0 we have, by Proposition 4.5, interpolatory (k ? 1)-cubes 1 I P and ( 1 I 1 )P. By induction, both 1 I S and ( 1 I 1 )S are interpolatory (k ? 1 +`)-cubes, and so Proposition 4.5 implies that S is an interpolatory (k +`)-cube. Lemma 4.7. Fix k 1, and let P; Q : (Z=2Z) k ! R x] be such that P 1 = Q 1 for all 2 (Z=2Z) k?1 , and P 1 6 0 for at least one 2 (Z=2Z) k?1 . for all 2 (Z=2Z) k?2 . Assume that there is a 2 (Z=2Z) k?2 such that either P 00 6 0 or P 11 6 0, and that there is a 2 (Z=2Z) k?2 such that either P 01 6 0 or P 10 6 0. If P is an interpolatory k-cube then Q is an interpolatory (k?1)-cube. Proof. Since P is an interpolatory k-cube, each of 1 I 1 0 P, ( 1 I 0 1 2 )P, 2 I 1 0 P, and ( 2 I 0 1 1 )P is an interpolatory (k ? 1)-cube. By exchanging the rst and second coordinates if necessary, we may assume that P is such that P 10 6 0 for some 2 (Z=2Z) k?2 . Thus we may apply Lemma 4.7 to ( 1 I 0 1 2 )P and 2 I 1 0 P; denote the result by S. If P 01 0 for all 2 (Z=2Z) k?2 then S = Q, which su ces to prove the result. Otherwise, we may also apply Lemma 4.7 to 1 I 1 0 P and ( 2 I 0 1 1 )P; denote the result by T. Then 1 I 1 0 S = 1 I 1 0 T = 1 I 1 0 Q, and by the hypothesis there is some 2 (Z=2Z) k?2 such that Q 0 6 0. Thus we may apply the 1 -conjugate form of Lemma 4.7 to S and T; the result is Q, which proves the result.
Of course, by conjugating with a permutation of indices one may apply Lemma 4.9 to any two coordinates 1 i < j k of P. In this case the correspondence between the indices of P and the indices of Q will be taken to be`7 !`for 1 `< j, j 7 ! i, and`7 !`? 1 for j <` k, generalizing the case of i = 1 and j = 2 in the statement above.
Series-Parallel Networks After much experimentation one arrives at the following hypothesis. For a network G and distinct vertices v and w of G, let G ? be obtained from G by deleting all edges between v and w, and let G be obtained from G by identifying v and w
and removing any loops thus created. We shall say that fv; wg is very amicable in G if J 0 ?! xJ ? If K 1 0 then (5.6) is obtained from (5.5) by applying 3 I 1 0 ; if K 0 0 then (5.6) is obtained from (5.5) by applying 3 I 0 1 2 . In all cases (5.7) is an interpolatory square, showing that fv; w 0 g is amicable in U. Since the hypothesis is symmetric in G and N we also conclude that fv; w 00 g is amicable in U, proving part (a). Index the coordinates of (5.8) by 1; 2; 3; 4 in the order ", !, *, ). If J ? (u) 6 0 and K ? (u) 6 0 then we may apply Lemma 4.9 to coordinates 2 and 4 of ( If J ? (u) 0 then (5.9) is obtained from (5.8) be applying 2 I 0 1 4 (and permuting coordinates); if K ? (u) 0 then (5.9) is obtained from (5.8) by applying 4 I 0 1 2 . In all cases, (5.9) is an interpolatory 3-cube. If J ? (u) 6 0 or K ? (u) 6 0 then we may apply Lemma 4.9 to coordinates 1 and 3 of (5.9), yielding If J ? (u) 0 and K ? (u) 0 then rst assume that neither (G ) \ nor (N ) \ is a tree. By Proposition 3.2 we may apply Lemma 4.9 to (5.9) to produce (5.10). Otherwise, if J 1 0 then (5.10) is obtained from (5.9) by applying 2 I 1 0 , if J 0 0 then (5.10) is obtained from (5.9) by applying 2 I 0 1 3 , and similarly in case K 0 0 or K 1 0. In all cases, (5.10) is an interpolatory square. From For part (c) we begin with (5.4) and its analogue for N, that is
As in the proof of Lemma 5.1, both (5.4) and (5.12) are interpolatory squares, so that by Lemma 4.6 we obtain an interpolatory 4-cube Q; we index the coordinates of Q so that 1 and 3 correspond to " and ! in (5.4) and 2 and 4 correspond to " and ! in (5.12), respectively. The cases in which either a > 0 and G \ is a tree or b > 0 and N \ is a tree are slightly degenerate; assume rst that neither condition holds. Then we can apply Lemma 4.9 to coordinates 1 and 2 of Q to obtain an interpolatory 3-cube T; the entries of T are as follows. ; (5.14) which shows that fw 0 ; w 00 g is very amicable in U in this case. Thus we nd that T 000 = x(J 0 K 0 + xJ 1 K 1 ) and T 100 = x(J 0 K 1 + J 1 K 0 ) and, by using (3.7) and (3.8) , that T 001 + T 010 = xL 1 and T 101 + T 110 = L 0 . Applying (4.2) to 2 I 1 0 T and 3 I 1 0 T we see that T 001 + T 010 ?! T 000 " " T 101 + T 110 ?! T 100 ; (5.15) which shows that fw 0 ; w 00 g is very amicable in U in this case, by (4.1).
In the remaining case, a and b have opposite parity; by symmetry we may assume that a is even and b is odd. Thus ; (5.16) which shows that fw 0 ; w 00 g is very amicable in U in this case, by (4.1). This completes the proof. Corollary 5.3. If G is a series-parallel network with terminals fs; tg then fs; tg is amicable in G, and hence J G 1 J G 0 .
Proof. The basis of induction m = 1 is clear, by (3.11) . For the induction step, let G 0 be a series parallel-network with m 2; so G 0 can be written either as a series connection or as a parallel connection of series-parallel networks G and N both with strictly fewer edges than G 0 . If the connection is series then A simple calculation shows that deg H (q) = t and that H (q) = P t i=0 h i q i depends only upon e F (z). Certain classes of set systems are of special interest with respect to these polynomials. Let S denote the class of simplicial complexes, let M denote the class of (simplicial complexes of independent sets of) matroids, let G denote the class of cographic matroids, and let BC denote the class of set systems for which H (q)
is Schur quasi-stable. For a network G, let M := M (G) be the cographic matroid associated with G; then the polynomials R G (q), H G (q), and J G (u) de ned in Sections 0 and 1 equal the polynomials R M (q), H M (q), and J M (u) de ned in this section, respectively. Thus, the Brown-Colbourn Conjecture is that G is a subclass of BC. Lemma 6.1 and Proposition 6.2 were suggested by Theorem 4.3 and the remark on page 585 of Brown and Colbourn 6] . For a positive integer k and a set system on the set E, we de ne the set system k on the set E f1; : : : ; kg as follows: f(e 1 ; i 1 ); : : : ; (e r ; i r )g E f1; : : : ; kg is a face of k if and only if fe 1 ; : : : ; e r g are pairwise distinct elements of E, and this set is a face of . Lemma 6.1. Let be a set system on a set E of size m and let k be a positive integer. Then R k (q) = ((1 ? q) k + kq(1 ? q) k?1 ) m R kq 1 + (k ? 1)q : Proof. For each of the m elements e 2 E, at most one of the elements (e; 1); : : : ; (e; k) can be selected if the random subset of selected elements S(q) is to be a face of k ; these events occur independently, each with probability (1 ? q) k + kq(1 ? q) k?1 .
Conditioning on the conjunction of these events, the conditional probability that exactly one of (e; 1); : : : ; (e; k) is selected iŝ q := kq(1 ? q) k?1 (1 ? q) k + kq(1 ? q) k?1 = kq 1 + (k ? 1)q (6.6)
for each e 2 E, and hence the conditional probability that S(q) 2 is R (q). Proposition 6.2. For any set system , there is an integer K such that for all k K , k is in the class BC.
Proof. Let be de ned on a set E with m elements. Withq de ned as in (6.6) we have R k (q) = (1 ? q) km?m (1 + (k ? 1)q) m R (q): The zeros of R k (q) due to the factors (1 ? q) km?m (1 + (k ? 1)q) m are inside the unit disc jqj 1 for all k 1. If 2 C is such that R ( ) = 0 then each factor (q ? ) of R (q) contributes a zero of R k (q) at q 0 := =( + k(1 ? )). If = 1 then q 0 = 1, and if 6 = 1 then we can choose k su ciently large that jq 0 j < 1. Since R (q) has only nitely many zeros, there is some K such that k K su ces for all factors, proving the result. In fact, the proof of Brown and Colbourn 6] shows that if M is a matroid then K M = d M +1 su ces in Proposition 6.2, although they do not state this explicitly. Proposition 6.3 provides some weak support for the idea that all matroids are in the class BC, but at present there is not enough evidence to really justify any opinion on this strengthening of the Brown-Colbourn Conjecture. Thef-vector (f 0 ; : : : ;f t ) of a set system in the class BC must satisfy some strong inequalities, as we now explain; when t = d thisf-vector agrees with the f-vector (f 0 ; : : : ; f d ) of . We introduce the J-polynomial of The relation between J (u) and H (q) is as in (1.12) and (1.13). By reasoning analogous to that showing the equivalence of (1.8) and (1.14) , one sees that a set system is in the class BC if and only if J (u) is Hurwitz quasi-stable. A theorem of Asner 2] (see also Kemperman 14] is nonnegative, and det H J(u)] > 0. One direction of this equivalence survives in the limit (the other does not): if J(u) is Hurwitz quasi-stable then every minor of H J(u)] is nonnegative (see 2, 14] ). We let BC 0 denote the class of set systems such that every minor of H J (u)] is nonnegative; this class contains BC (and hence, by Theorem 0.2, the cographic matroid of each network in SP 0 ). Also, we denote by J + the class of set systems such that j k ( ) 0 for all 0 k t ; this class contains BC 0 .
Some so that J I (u) = ?12u + 20u 3 . This is an example of a simplicial polytope which is not in the class J + . As another example, let be the broken-circuit complex (see Brylawski 8] ) of (the graphic matroid of) K 2;3 . Then F (z) = (1 + z)(1 + 5z + 10z 2 +7z 3 ), so d = 4 and t = 3 and we calculate that J (u) = ?1+u+u 2 +7u 3 ;
this is a broken-circuit complex which is not in J + . Simplicial polytopes, brokencircuit complexes, and matroids are each subclasses of the class of Cohen-Macaulay complexes; see Stanley 16] . For a discussion of the location of zeros of F (z) for Cohen-Macaulay complexes in general, see 18].
Our last theorem also supports the possibility that M might be a subclass of BC. Theorem 6.4. Every matroid is in the class J + . Theorem 6.4 raises the problem of interpreting the coe cients of the J-polynomial of a matroid combinatorially; although one can use (6.15) as a guide, a solution to this problem is not presently at hand.
The proof of Theorem 0.3 is now clear. If M is a matroid with no coloops then t M = d M as in the proof of Theorem 6.4, and thus thef-vector of M coincides with the f-vector of M. By Theorem 6.4, M is in the class J + , and hence the conclusion of Theorem 0.3 follows from (6.8).
