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Nowadays, the increasing demand of water resources has become one of the most relevant 
issues when water supply must be guaranteed as in the case of irrigation comunities. It becomes 
difficult to provide the predictive optimal behavior of regulation structures when the regime of 
the flow is changing in time and, moreover, when this regulation modifies the hydraulic 
conditions of the structure. One of the most widely used solution for control is PID. The 
disadvantages of PID control are the difficulties in the presence of non-linearities as well as the 
PID parameters tuning. 
Taking into account previous works about sluice gate formulation and its hydraulics, an 
equivalent formulation is going to be applied to obtain the control signal for the gate. This will 
make possible to build a system that allows the optimal control of the gate in order to obtain, 
for instance, a desired volume of water in the least time possible with the minimum water loss.  
In this work, a reformulation of the problem is analyzed and then, an equivalent the control is 
applied to sluice gate flow to obtain a simulation based control system and a near real-time 




The idea of regulation applied to PDE's is the use of the mathematical model as the system 
which delivers the results of the physical variables which are used to apply the regulation. In 
other words, the mathematical model is used as the representation of the reality when the 
control is applied. Finally, the main question is the inverse, that is how to determine the control 
to optimize a given functional. 
PDE-constrained optimization and the adjoint method for solving the optimal control problem 
appears to be an interesting option when the complexity of the problem does not allow to obtain 
the easy way to know the optimal solution. 
Following the Algorithm (1) and using the technique provided in this work, it is possible to find 
the optimal control. In the future this control will be transformed in a gate opening signal. 
The main ideaas has been obtained from the work [1] and [2] using the numerical resolution for 




ONE DIMENSIONAL SCALAR PROBLEM WITH SOURCE TERMS 
 
In order to establish the basis in a simple example, the technique is introduced by its application 
to the 1D scalar equation with constant velocity and source term identified such as a subtraction 
or injection of some quantity. It is modelled as 
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being A  a constant propagation velocity. The role of ( , )f x t  for our control will be the 
punctual location of the injection in order to produce some profile in $t$ of the controllable 
quantity. This means that, ( , )f x t will be placed at (0, )sx Lx  being 0 in any other 
location in order to satisfy some condition in another location tx the functional that covers the 
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In order to establish some relation between the error and the controllable source ( , )Sf x t it is 
necessary to multiply (1) by ( , )x t and then, integrate over (0, )x L and (0, ),t T taking 
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The new variable ( , )x t  is also known as a Lagrange Multiplier and it is continuous and 
differentiable (once at least). Integrating (3) by parts and taking the first variation with respect 
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objC C Cdxdt   J  (5) 
 
Adding both (4) and (5) to obtain  Q   J J  applying boundary and initial conditions 
for C and placing the following contraints on C and   
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The variation of the objective function can be rewritten as 
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For our purposes and taking into account the punctual source location in x s the regulation will 
be applied by means of the perturbation in the value of ( , )sf x t  using the discrete version of 
(10) for every times (0, )it T such 
 












J x t  (10) 
Discretization 
 
The numerical resolution of equation (1) is performed using an upwind scheme for the spatial 
integration and Forward Euler for the time integration, making possible to formulate the 
































    
 
    
 
 (11) 
The same scheme can be applied in order to solve the adjoint variable 
n
i but taking care with 
the forward integration by means of choosing negative time lengths and updating from the time 
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In order to show the applicability, the using of (10) inside Algorithm (1) with the previous 
schemes are going to applied to the next case. The conditions for the physical problem are 
 
1, 1, 0.01, 1, 0.45, 0.65s tL T x CFL x x        (14) 
 
Where ( , )obj tC x t is defined as 
 
0 if 0.5
20( 0.5) if 0.5 0.6
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Using the next parameters for the gradient method 
 
10 7, 2000, 60.0max maxtol Iter
    (16) 
 
It is possible to obtain exponential convergence to the solution, reaching the tolerance in 1307 





Figure 1 Convergence to the objective function. Evolution of ( , )tC x t (top), ( , )sx t used in 
the gradient and convergence (bottom, left) and J (bottom, right) 
 
ONE DIMENSIONAL SHALLOW WATER EQUATIONS 
 
The 1D Shallow Water Equations derive from the depth-averaged equations of mass 
conservation and of momentum. They form a 2x2 hyperbolic system of equations: 
 
 
( , ) ( , )
( , )













In this study, we will consider constant section of width $B=1$ in order to make easier the 
analysis. This allow to rewrite the terms 
2
1 (1/ 2)I Bh and 2 0I   
 
Moreover, the objective function is introduced in a general form as 
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Next, the formulation of the adjoint equation is obtained by means of multiplying the adjoint 
variable 
1( , )x t by the continuity equation and, the momentum equation by the adjoint 
variable 
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This expression can be integrated by parts as before. Then, variations are estimated by taking 
increments respect to h and q. The first variation of the functional becomes 
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Then J can be rewritten as 
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The expression of (24) establishes the relation between the error and the quantities that may be 
regulated (h.q). This will allow us to evaluate the gradient which will be introduced in the 




Both the shallow water system and (23) are hyperbolic. They include a Jacobian matrix in the 
formulation and share the same set of eigenvalues and eigenvectors. The upwind finite volume 
method applied to both systems relies on the sign of the eigenvalues. An upwind Riemann 
solver [4] for the locally linearized problem is formulated for both problems. For a given cell i 
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Are different for every system of equations. The common definition of (25) usually includes the 
evaluation of the next value n+1 as a function of the previous one n. In this case, the integration 
is being backward in time and then, the expression is reversed. Obviously, in the Adjoint 




The adjoint variables are very useful to find the gradient of J  to changes in inflow or outflow. 
When controlling one of these parameters, the value of J may be introduced in a Iterative 
method to find the solution, (the optimal controlling parameters). In this case, the development 
has been made to control the inflow. 
The first step is to choose initial conditions for both SWE and Adjoint Equations, 
 
1 2( , ) 0, ( , ) 0, 0
( ,0) 0, ( ,0) 0, 0
x T x T x L
h x q x x L
 
 
   
   
 (27) 




(0, ) (0, )
T
J t q t dt     (28) 
 
Considering (28) sensitivity of J , perturbations in q can be applied be means of the discrete 















The case was proposed in [6] where there is a channel without friction nor bed slope with 
constant width B=10m L=1000 m and initial depth 
0 2.0h m and initial flow 
2
1 2.2627 / .q m s The time domain is defined as (0, )t T with T=400 s. and the inlet 
boundary condition is 
2
1( ) sec (0.03( 120))oq t q h t   . The functional is oriented to 
regulate the water depth, considering ( , ) 2.05obj th x t m for (0, )t T with 2.5tx  . The 




Figure 2 Evolution of water depth (top) and the adjoint variable 
1( , )x t  for different times 
In this case, 
1( , )x t evaluated in x=0 only provides information relative to the sensitivity of 
J  respect to 0q but the evaluation of 1(0, )t  can be used to regulate the inlet condition 
forbidding such discharges that may produce overflow in the channel. 
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