The planning of space missions to planets and small Solar-System bodies often requires numerous simulations in order to quantify the relative scientific value of various flyby geometries. Here, using the Born approximation for the unperturbed reference orbit, we describe a new perturbation theory for flyby orbits. Results are expressed in terms of the Doppler shift induced in the frequency of a spacecraft tracking signal. We show how these results can be used to simulate the determination of the body's gravitational field, information that provides important boundary conditions on its interior structure. Covariance simulations for the Galilean satellites and for Titan compare favorably with rigorous results from JPL's Orbit Determination Program (ODP).
INTRODUCTION
We consider flyby orbits where the dimensionless flyby parameter ≡ G M/bv 2 is small. The mass of the primary body is M, G is the gravitational constant, b is the impact parameter for the flyby, and v is the flyby velocity. This flyby parameter is small for flybys of asteroids and comets, and it is sufficiently small for flybys of Jupiter's four Galilean satellites during the Galileo Primary Mission (December 1995 to December 1997 and the Galileo Europa Mission (December 1997 to December 1999), as well as for flybys of Titan during the planned Cassini orbital tour of Saturn in 2004-2008. Using the perturbation method described here, we previously published simulated determinations of satellite gravity fields for the Galileo Primary Mission (Schubert et al. 1994) and for the Cassini mission at Titan (Rappaport et al. 1997) . Before the development of the theory, we relied on simulations of satellite flybys using JPL's Orbit Determination Program (ODP), the software used for the actual Doppler data analysis. A 1994 comparison of the new theory with ODP simulations for the Galileo Primary Mission (Schubert et al. 1994) showed that the two software systems yielded the same results for the predicted accuracy of the satellites' quadrupole gravity moments to a precision ∼10%. Although the method was originally developed for purposes of efficiently determining the relative scientific value of a large number of possible flybys presented by the mission design teams for the Galileo and Cassini missions, the method is sufficiently general that, with appropriate modifications, it can be applied to other space missions as well. We illustrate, with a few examples, the procedure for incorporating in the theory a general class of perturbing forces, both gravitational and nongravitational.
PERTURBATION THEORY
The method of variation of constants, or variation of parameters, has been used since the time of Lagrange (ca. 1762 Lagrange (ca. -1782 to solve perturbation problems in celestial mechanics (see for example, Brouwer and Clemence 1961 , Danby 1988 , Hagihara 1970 . The traditional zero-order reference orbit is the solution of the Newtonian two-body problem, where perturbations are described in terms of time variations in six constants of integration of the elliptic motion. The resulting six first-order differential equations can be solved by approximate series expansions, or in many applications, by numerical integration (see for example, Herrick 1948) . The possibility of developing a perturbation theory for flyby orbits has received little attention, although Hori (1961) and Sauer (1963) discuss the perturbation of a hyperbolic orbit by an oblate planet.
The starting point for the method is three second-order differential equations in cartesian coordinates r = (x, y, z)
We make a change of variables from cartesian to general coordinates q = (q 1 , q 2 , . . . , q 6 ) through the defining equations:
In all regions where the Jacobian matrix
is nonsingular, the coordinates q can be written as functions of r and dr /dt as
With the substitution (2), Eq. (1) can be written as the firstorder system
However, we do not actually need to invert Eq. (2) in order to obtain Eq. (5). We can reduce to a linear system for dq/dt as
This is a 6 × 6 linear system that can be solved for dq/dt no matter how we have defined the functions F and G, provided that the system is nonsingular.
Variation of Parameters
The fundamental condition for variation of parameters is,
The choice for F is arbitrary, but once chosen, G must follow from Eq. (8). Under this condition, Eqs. (6) and (7) become
Note that if the r.h.s. of Eq. (10) is zero, we obtain the trivial solution q = const.
Application to Celestial Mechanics
For any function h(q, t), the total time derivative can be written as
Following Herrick (1972) , we now definė
Important examples for use in derivations are
and it follows thatr
wherer is the unperturbed acceleration, andṙ is the perturbed accelerationṙ
The r.h.s. of Eq. (10) is zero forṙ = 0 (no perturbation); hence, the q are constants only forṙ = 0. In general q will vary with time.
Perturbed Orbits
A fortuitous aspect of the Newtonian two-body problem is that after reduction to an equivalent one-body problem (Goldstein 1980) , it is integrable in terms of well-known functions. Its three second-order differential equations, though nonlinear, can be reduced to six closed-form integrals, for example the orbital angular momentum vector (three integrals), plus three more integrals consisting of the total orbital energy, an inertial angle defining the closest approach point in the orbital plane, and the orbital phase angle at an arbitrary epoch. For a more general orbital problem, the motion can be expressed as a perturbation on the two-body motion by
whereṙ can represent both gravitational and nongravitational perturbations. For a flyby, this two-body approximation may introduce more complications than it is worth, and although it is possible to develop variation of parameters using the hyperbolic orbit as a reference, it is simpler to use the Born approximation for a massless central body (Born 1927 is then taken as a perturbation on the massless flyby, and similarly for the quadrupole terms. For sufficiently small quadrupole perturbations, where the first-order solution for the quadrupole terms is effectively independent of the monopole, the resulting perturbed position and velocity can be added to the exact hyperbolic monopole solution. However, it is more consistent to add linearly the monopole and quadrupole perturbations to the Born reference orbit.
THE BORN APPROXIMATION
We describe a generic orbit in the functional form of a straight line
where the unit vector P is directed from the body to the spacecraft orbit at the point of closest approach, the unit vector Q is along the direction of motion, b is the impact parameter, and η(t) = η i + vt gives the position in the flyby orbit as a function of time t from the epoch (see Fig. 1 ). The six independent variables are b, η i , v, P, Q, where the two unit vectors are by definition orthonormal so that P · Q = 0. We indicate the reference orbit for zero acceleration ( Fig. 1 ) with a suffix 0; i.e.,
where now η 0 (t) = η i0 + v 0 t. The Lagrange constraint r = 0 from Eq. (14) reduces to
The perturbed variation of the velocity vector is related to the perturbing forces:
We now introduce the Euler's angles ( p, q, w) describing the infinitesimal clockwise rotations around the three axes P, Q, and W ≡ P × Q. The three perturbed unit vectors are related to the three perturbed angles by
Some useful relations in derivations are
An inversion of these equations yields the basic variational equations for the six osculating Born parameters p, q, w, b, v, η: 
Among these six parameters, only η is nonconstant along the osculating orbit, sinceη = v. Note that we could consider η i as one of the six parameters, instead of the function η(t) = η i + vt, with the variationsη
so that
The equivalent integral for η is
One can make use of either Eq. (37) or Eq. (38), whichever is the most convenient for integration. This is analogous to the integration of the mean anomaly M for the elliptic reference orbit (Herrick 1951) , where for numerical applications, the double integral implied by Eq. (38) is preferable to the single integral of Eq. (37).
In conclusion, our perturbative method works as follows. First, one chooses a reference trajectory in the form of Eqs. (22) and (23). Then the perturbative acceleration is set equal toṙ in Eqs. (29)-(34). These equations are integrated along the reference trajectory, in order to get the six parameters b, v, η, P, Q as functions of time. The insertion of these functions back in Eqs. (20) and (21) gives position and velocity at time t. Alternatively, Eqs. (29)-(34) could be integrated directly by numerical integration, with initial conditions on r andṙ , but we can think of no particular flyby problem for which numerical integration by variation of parameters would be an advantage.
MONOPOLE ACCELERATION
Because the unperturbed motion is represented by the Born approximation, we must first consider the perturbation caused by the mass of the central body, that iṡ
For convenience, we choose the reference orbit as the osculating straight line at closest approach (see Fig. 1 ). Without loss of generality, we can also choose the epoch as the time of closest approach, so that η i0 = 0. Theṅ
and the set of equations (29)- (34) becomes
Equations (41) and (42) imply that the orbital plane remains fixed, whereas, by Eq. (43), the axis P and Q are rotating around the W axis. Note that by Eqs. (26) and (27) P = P 0 − Q 0 w(t) and Q = Q 0 + P 0 w(t) for the monopole. Eq. (44) shows that the impact parameter of the osculating trajectory decreases at negative times, reaching the minimum b = b 0 at t = 0, and then grows again as the spacecraft flies away from the perturbing body. Explicitely, the integration of Eqs. (43)- (45) gives
where ≡ µ/b 0 v 2 0 , must be small, and
is not as straightforward, because we must add the nonperturbative derivative, so that
Integration of Eq. (50) with the initial condition η(0) = η i0 = 0 gives
Note that the time dependence enters fundamentally in η 0 = v 0 t, which in turn determines r 0 . The other two reference parameters b 0 and v 0 are constants of the motion.
Asymptotic Values
By comparing the asymptotic values as t → ∞ from the preceeding section with those of the exact solution to Eq. (19), we can get a rough indication of how well the approximation fits the hyperbolic orbit. In terms of the hyperbolic eccentricity
the impact parameter and flyby velocity at infinity are
The corresponding expressions for the approximate solution are obtained from Eqs. (48) and (49), respectively. Taking the limit t → ∞ one finds
which agree with Eqs. (53) and (54) to first order in . From Eq. (47) one obtains the approximate deflection angle (see Fig. 1 )
which can be compared with the exact expression
Similarly, the asymptotes for the approximate solution are defined by (see Fig. 1 )
which agrees with the exact relation tan ψ = √ e 2 − 1 to first order in . Note that, in general, θ approx ≤ θ true , and the approximate trajectory yields less bending than the two-body hyperbola. Note also that, for typical spacecraft encounters with small solar system bodies, the smallness parameter satisfies Շ 0.1, so that our approximate description of the flyby trajectory is satisfactory.
NONINERTIAL FORCES
In this section we analyze the noninertial forces. These forces are present when the perturbing body is itself orbiting around another body, as in the case of a planet's satellite. We assume in this case that the angular velocity ω = (0, 0, ω) is directed along the z axis.
Centrifugal Force
With our choice of the reference axes, the perturbative acceleration isṙ
The set of Eqs. (29)- (34) becomes
The integration of these equations yields,
Coriolis Force
The perturbing acceleration iṡ
and after integrating,
QUADRUPOLE GRAVITATIONAL MOMENTS
For flybys of a body with a general shape, the gravitational potential V at an exterior point is modeled by a truncated expansion in spherical harmonics (Kaula 1966) . The general expression for V is
where G M is the monopole coefficient µ discussed above. The spherical coordinates of the exterior point (r, φ, λ) are referred to the center of mass (hence first degree terms are zero), with r the radial distance, φ the latitude and λ the longitude on the equator. P nm is the associated Legendre polynomial of degree n and order m, and C nm and S nm are the corresponding coefficients determined from the flyby data. The coefficients are referred to some arbitrary reference radius on or near the boundary of the body where the density is zero. For a very irregular comet or asteroid, once a shape is known, R can be taken as the radius of a circumferential sphere around the center of mass. For larger bodies that are nearly spherical, R is usually the mean equatorial radius, but alternatively, R can be the radius of an equivalent sphere with the same volume as the body. Once the harmonic coefficients are found from the data, their interpretation involves the computation of theoretical values according to (Sjogren et al. 1976 ),
with a similar expression for the S nm . The integration is carried out over the volume of the body. The density ρ(r) is kept inside the integral for a heterogeneous body, but for a homogeneous body of constant density, it can be brought outside the integral and the first integration with respect to r can be done by elementary methods. The result is the surface integral,
where the integration is carried out over the solid angle . By Eq. (64), the theoretical coefficients can be determined from the measured surface shape R( ), and they can be compared to the measured coefficients from the data. If they agree, the body is homogeneous, but if the actual coefficients are smaller than the homogeneous coefficients, the body is heterogeneous with a concentration of mass toward the center. In this case no unique distribution of mass inside the body can be inferred, but reasonable models can be constructed that fit the gravity coefficients as boundary conditions by Eq. (63). For rendezvous orbits with small bodies, or for orbiters about satellites, it is possible to determine harmonics to a high degree and order, but for flyby orbits only the quadrupole moments (C 2m , S 2m ) can be measured. Nevertheless, the quadrupole moments can yield basic information on internal structure. For example, flybys of the Galilean satellites by the Galileo spacecraft have revealed differentiated structures for Io, Europa, and Ganymede, and a partially differentiated structure for Callisto (Anderson et al. 1996a (Anderson et al. , 1996b (Anderson et al. , 1997a (Anderson et al. , 1997b (Anderson et al. , 1998 ).
Here we concentrate on the two harmonic coefficients J 2 = −C 20 and C 22 , the only quadrupole terms stimulated by rotation and tides (Hubbard and Anderson 1978) .
Quadrupole Zonal Harmonic
In this section we consider the J 2 term. The body's equator is the reference plane, and the x, y, z axes are coincident with the axes for the principle moments of inertia A, B, and C. The axial moment of inertia is C, and A and B are in the equatorial plane (A < B < C). After converting Eq. (62) to cartesian coordinates and taking the gradient, we obtain the perturbative acceleration,
. (65) The set of Eqs. (29)-(34) becomes
The integration of these equations yields 
Quadrupole Sectoral Harmonic
In this section we consider the contribution from the C 22 term. The orientation of the axes is the same as for J 2 .
and the integration yields, 
TIDAL FORCE
Finally, we consider the tidal effect of a distant body of mass M c (µ c = G M c ), located at a distance d along the x axis. This is the configuration that applies to a satellite in synchronous rotation with its circular orbital motion about a central planet. There is a direct perturbation of the flyby orbit, considered here, plus an indirect perturbation caused by the rotational and tidal distortion of the satellite, considered in the previous sections for J 2 and C 22 . The direct tidal perturbation is given bẏ 
Integrate these equations to find
APPLICATION: DOPPLER COVARIANCE ANALYSIS
The basic idea behind the flyby simulations is to derive the partial derivatives of line-of-sight (LOS) Doppler velocity v los with respect to the spacecraft state parameters ( p, q, w, b, v, η) at the epoch and the constant parameters of the theoretical model. The partial derivative of a particular observation z i with respect to a particular parameter q j defines an element a i j of the sensitivity matrix A. This matrix A can be used to evaluate the simulated covariance matrix on all the parameters by the standard techniques of orbit determination theory (see for example, Moyer 1971 , Tapley 1973 , Anderson 1974 . Once the covariance matrix is known, its diagonal elements (variances) are just the squares of the standard errors on the parameters, while the off-diagonal terms yield the correlation coefficients. We choose to compute the covariance matrix by the elementary expression (A T A) −1 σ 2 , where σ is the assumed standard error for the data and the superscript T denotes a transpose. We approximate the discrete sampling of the data v los at a sample interval t by the continuous integral
where the data are assumed to extend over the time interval t 0 to t 1 = t 0 + T , and N = T / t is the number of observations. For simulations where there are significant gaps in the data, the integrals are evaluated in batches of observation time, and the sum of the A T A/σ 2 matrices is inverted. By including σ 2 in this sum, batches of Doppler data with different standard error can be accomodated.
In accordance with Section 6, we use body-fixed axes aligned along the principal moments of inertia. The spacecraft velocity is given by Eq. (21). The unit vectorρ along the Doppler LOS can be resolved along the reference axes P 0 , Q 0 , and W 0 . We evaluate the partial derivatives along the reference Born orbit and drop the zero subscript in
and by Eq. (21), the partial derivative of the spacecraft velocity with respect to a general parameter q is
The required partial derivative for v los is obtained by forming the scalar product of Eqs. (69) and (70):
The procedure for finding the partial derivatives is to take each perturbation in turn, evaluate the partial derivatives of w, v, and p by means of the solution formulae for each, add up all the perturbations, and then insert the results into Eq. (71). The other three solutions (q, b, η) for each perturbation are not needed for LOS Doppler, but might be useful for other types of observations.
Example for Monopole Acceleration
We consider now an ideal situation where the only source of acceleration is the monopole, and the time interval is taken symmetric around the instant of closest approach t = 0. We also assume that b 0 and v 0 are known perfectly from data outside the flyby observation interval.
For the monopole acceleration there is no variation in p. The two variations w and v are given by Eqs. (47) 
Then, in the limit as T approaches infinity (keeping N finite) the integration of the square of Eq. (72) yields the following expression for the fractional error in the mass:
Note that if we take the same limit keeping t = const. (i.e., N → ∞) then the mass will be determined exactly, corresponding to the unrealistic situation where there is infinite information about the flyby dynamics.
Selection of Parameters
In the preceding example for the monopole acceleration, we have assumed a perfect knowledge of the impact parameter b 0 and closest approach velocity v 0 . The resulting Eq. (73) provides a useful estimation for the accuracy in mass determination during a close flyby. It is straightforward to show that the inclusion of b 0 and v 0 in the previous covariance analysis results in a singularity as the observing time T approaches infinity. This problem however does not occur in real life, where one is forced to integrate the information matrix A T A over finite time, thus obtaining additional terms of order O(log T /T ) which remove the singularity. Taking a finite T also avoids problems with an infinite value of N in the numerator of Eq. (68). When performing covariance analyses for the general problem, we integrate over a time interval ∼20b/v, which is also sufficiently short for the inclusion of all three parameters (b 0 , v 0 , ) in the analysis of the monopole. In addition to these three parameters, we add the two quadrupole coefficients (C 22 , J 2 ) and the angular velocity ω. The central mass in the tidal perturbation is assumed perfectly known, and is not included. Similarly, the orientation vectors P, Q, and W are assumed perfectly known. In effect, we assume the geometry of the flyby is fixed and not subject to error. This is reasonable, because the Doppler data cannot determine the geometry of the flyby to the level of accuracy it is known a priori. Our flyby simulations are thus limited to six parameters.
CONCLUSIONS
The analysis of flyby orbits by variation of parameters has proven to be a useful tool for the scientific support of the Galileo and Cassini missions. In addition, results in two publications (Schubert et al. 1994 , Rappaport et al. 1997 for the predicted scientific return for satellite interior structure depended on the method. The alternative of using institutional orbit determination software for covariance analysis has at least two disadvantages; most of the software needed for fitting real data is unnecessary, and the simulation of numerous flyby cases is cumbersome and inefficient. We have found that the selection of the Born parameters and the orbital vectors P, Q, W for the coordinate axes is a convenient way to parameterize a wide spectrum of flyby geometries.
We anticipate that other investigators will find the method useful as well. There is the added advantage of not requiring access to orbit determination software, yet the method gives similar results to JPL's ODP. The chief limitation of the method is that it applies to flyby orbits only, and is not applicable to rendezvous or orbiter missions. However, the covariance analysis of a body's gravity for those missions requires a large number of harmonic coefficients, hence the error analysis must necessarily depend on large institutional software systems. However, future missions, even if primarily directed toward rendezvous or orbiter objectives, may also include one or more flybys of satellites, asteroids, or comets. If so, it is useful to have an implementation of our method in hand.
