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Abstract
The large quantity of information accessible across the Internet has raised
in a new and urgent form the information retrieval problem. The search
engines, services that based on keywords return a list of documents more or
less relevant, represent a first response to this problem. Nevertheless, in spite
of their great utility, the search engines suffer from several limitations that
affect the precision of the results of the queries and, therefore, their utility.
The problems arise from the fact that the current search engines use, for
the most part, simple keyword matching and often the results list is so large
that the user has to see many irrelevant documents or try various queries
before finding what s/he was looking for; both options - to go through a long
page-by-page browsing or to reinitiate the search with a new query - are time
consuming and inefficient.
In the last years the hypothesis of improving the results of the access
to Web information by going beyond the superficial form of the documents,
towards a semantic search, in other words a search that, more that in the lin-
guistic content of a document, will focus in its meaning, has gained ground.
The principal problem for implementing such a plan is that the determina-
tion of the meaning is notoriously problematic. As an example of the many
problems that affect the possibility of a search involving the meaning based
on the original text, here we can mention the polysemy problem. Polysemy
problem means that a word has more then one meaning. The fact that a
document contains a word that one finds in the given query it does not guar-
antee that the document is of interest for the user, because the word can
have in the document a different meaning from what the user meant with
the query.
Solutions based on formal annotations, like the ones that are being pro-
posed in the semantic web, suffer important limitations since they do not
take into account the context in which the search is performed. In this work
we present a search system based on the idea that each search is performed
in the context of a certain activity, context which will be formalized.
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1 Introduction
The Internet is becoming an increasingly preeminent source of information
that not only increases in volume very fast [4], but, the statistics show, is
used every day by more people. In the past eight years (2000 − 2008), as
Internet World Stats [5] shows, the number of Internet users has increased
by 305.5%, a fact that confirms not only an easier access to the Web but also
the richness of information that one can find in it. The internet is today a
truly impressive reservoir of information, so much so that, finding what one is
after has become a challenge, one that needs the intervention of sophisticated
technical instruments. There are two main tools to find information on the
Internet: browsing and searching [51]. Browsing entails navigating special
sites organized according to a category hierarchy. This can be a bit inefficient
when the user wants to access quickly the data that satisfies his information
needs. In this case a better and more common solution is the use of search
engines [27]. Search engines, whose use has grown by 10% in 2006 [1], usually
start from a few keywords that the user types and return a list of results.
Statistics show that 93% of Internet traffic is generated by a search engine
and that 81% of Internet users use a search engine [1]. In other words,
search engines have become a fundamental component of the organization
of the Web, so much that for many of us a Web without search engines
would be almost inconceivable. Still, current search engines are far from
perfect. They use, for the most part, simple keyword matching, which makes
them very sensible to linguistic phenomena like polysemy and synonymy [24],
which affect the precision of the results of the queries. (Polysemy refers to
a word that has multiple meanings and synonyms to different words that
have the same meaning.) The problem arises from the ambiguities that
those phenomena entail, which lead to wrong results if we ignore them in
the searching process. In addition, “the Web queries do not represent all
information needs” [9] in that many results are irrelevant for the users [52,
37, 40, 48]. For an information retrieval system to be successful is not enough
to develop new retrieval techniques or models of Information Retrieval (IR)
without taking into account issues concerning the user [12] and for quite
some time efforts of establishing the user’s information need had been done.
Furthermore, the results list is often so large that the user has to see many
irrelevant documents or try various queries before finding what s/he was
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looking for; both options - to go through a long page-by-page browsing or to
reinitiate the search with a new query - are time consuming and inefficient.
Nevertheless there are exceptions: the web search engines can be very efficient
in the case of very popular queries like giving a certain address in the US and
retrieving in the first results the corresponding map, giving a URL or/and
finding the right home page [9]. Those can be good examples of queries that
will function well but these cases are relatively few.
One way to improve the quality of the results could be to analyze the
linguistic structure of the query text in search of a better indication of the
users desires. Linguisitic analysis extracts from the query the main con-
cepts and the relationships between them, in order to obtain a deep semantic
structure[21] that will be used to search for relevant documents. There are a
few problems in this approach that we could divide in three classes: lexical,
syntactic and semantic. The lexical problems refer to the interpretation of
certain words or sentences and it consists mainly of the ambiguity introduced
by polysemy. The syntactic problems derive from the structural relation be-
tween words or sentences. The semantic problems appear when a sentence is
syntactically correct but its meaning is not clear. For example consider the
query sentence:
Who held the philosophy classes in Berlin when Hegel retired?
This phrase presents semantic problems as Hegel never retired: he died from
a gastrointestinal disease when he was still working.
A more general problem of the linguistic approach has to do with user
interaction and the kind of information one is looking for. Many times, a
user is not after some very specific piece of information like the one repre-
sented by the previous query. Rather, one is looking for some information
about “Hegel” and, in these cases it is more common to just type “Hegel”
rather than using a complicate sentence. Therefore, even though using the
deep structure will improve the precision of the results (i.e. minimize the
number of irrelevant documents), there are still some inconvenient. First,
one essential condition for those systems to work is that the query has to
be entered in the form of complete sentences. In this respect [13] has come
to the conclusion that the users make a difference, linguistically speaking,
in the way they communicate with a computer or with other people. This
could be a problem at the time of the query as the majority of web users are
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used to find information by typing a couple of simple keywords, they might
not know exactly what they are looking for or the query is generic enough
to not need a complex sentence. Second, there are linguistic problems since
a computer is not able to understand how users associate meaning to words
and will always be limited in the way it understand the true meaning of the
user’s sentence.
Another possible solution could be to ask the user for more information
in terms of extending the query using explicit words that better express their
real search intent [47]. However the general tendency among web users is to
use no more than three keywords [67, 66, 43, 38] that are not capable of
providing a complete description of the information need and cannot always
disambiguate ambiguous words. In addition, 89% of users use for the first
time a search service [1] and users seldom take advantage of query expan-
sion [39]. Studies concerning interactive query expansion have shown that
normally users find it difficult to choose the most useful terms [50, 56], and
even for experienced users it is difficult to define their query precisely [18]. In
conclusion, explicitly adding a precise description of contextual information
is a problematic task that implies a certain effort on the part of the users
who have to create large queries. Therefore in order to make it easier for the
user and not lose the advantages of query expansion, it is more realistic to
try to do automatic query expansion.
1.1 Definition of context
Retrieval results could be improved by involving the user context in the
searching process, leading to a better understanding of the user’s information
needs. Context is an important concept in different computer science fields,
but we will focus only on its role in information retrieval. In a non-contextual
search, the same query is treated in the same way by a web search engine
even if it is made by two distinct persons for whom the query means different
things, or by the same person but at different moments of time in which the
context and therefore the expected results have changed. For example, in
the case of a query consisting of the keyword “bank”, the results will be
the same for a businessman searching for the latest news in investment or
for a biologist searching for information on the ecosystem of river banks for
his latest research paper; also, the results will be the same for the biologist
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even though at one moment in time his interests is rivers and at another
moment he wants to gather information to ask for a loan. It is not possible
to understand what the user is really looking for unless we take into account
the context in which the query is made. Spink and Saracevic [68] mentions
the significance of the user’s context in an information demand. In addition,
[23] states the importance of the context: “A searcher’s context affects how
they interact with a retrieval system, what type of response they expect
from a system and how they make decisions about information objects they
retrieve.”. The user context in the search process seems to alleviate some of
this problems.
Using the context for improving the search results represents a big oppor-
tunity for improving search and a considerable technical challenge. On the
one hand, one has to discover ways to identify the contextual information
that makes the best improvement in the relevance of the results, and on the
other hand one has to find efficient ways to use it in the retrieval process.
In this thesis, we shall propose a system for making contextual searches
on the Web that attempts to seize some of these opportunities, and to solve
some of these technical challenges. Before we do so, however, we need to
clarify a little better the concept of context and its role.
If we check the Merriam-Webster Dictionary [6] we will find that the word
“context” has basically two meanings:
1. the parts of a discourse that surround a word or passage and can throw
light on its meaning, and
2. the interrelated conditions in which something exists or occurs: envi-
ronment, settings.
The Cambridge Advanced Learner’s Dictionary [2] gives a similar defini-
tion:
1. the text or speech that comes immediately before and after a particular
phrase or piece of text and helps to explain its meaning, and
2. the situation within which something exists or happens, and that can
help explain it.
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The term “context” is quite frequent in the information retrieval literature
and was defined in various ways, although there isn’t a generally accepted
definition of it [41]. Contextual retrieval is considered to be a long term chal-
lenge in IR and a definition is found in [9]: “Combining search technologies
and knowledge about query and user context into a single framework in order
to provide the most ‘appropriate’ answer for a user’s information needs.”. In
the Inquirus 2 project [31], the context is represented by the category of the
information the user is searching like: “research paper”, “personal home-
page” or “general information”. This contextual information is provided by
the user and it is used for query modification, to choose the search engines
to send queries to, and for the ordering policy that will be used. The Watson
project [17] and the IntelliZap system [28] consider as contextual informa-
tion the text surrounding a user marked query term from a document; [19]
extracts contextual information from open Word documents and Web pages
that the user is manipulating at a particular time and use it to create user
profiles, [69] uses the recent queries as a basis for the user’s context. Another
definition of context can be found in [48] where it is defined as a combination
of titles and descriptions of clicked search results after an initial query. In
[62, 63] the authors propose the use of clicked summary text and previous
queries text as source of contextual information. Also the search context in
SearchPad [15] is represented by the user recently queries terms and the links
of result pages he considered as relevant; [42] discuss the possibility of using
physical information as a source of context in information access.
In our work, the context is represented by the user’s set of documents
that are related with his current interests. In most cases when we are editing
or just reading documents is when questions about the information we are
seeing surge and make us issue a query based on a word/phrase that we
have seen from that particular document. Hence, the activity in which we
are engaged just before/while sending a query could be processed in order
to extract contextual information. Let’s take the following example: a user
who just received an announcement about a vacant position in his institution
and is reading it, probably wants to find for more possibilities of employment
and enters the query “positions”. On the other hand, a user that is reading
about Yoga exercises, and enters the query “positions”, more likely wants to
learn new yoga positions. Therefore, it is desirable to develop new ways to
understand the user interests at a particular time that could be used in the
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retrieval process in order to improve the results of the search.
1.2 How context can be used
As we can see from these studies, “context” means different things in dif-
ferent systems. It can also be used in two majors ways: by expanding the
query or by post-processing the results based on the contextual information
gathered. The approach presented here belongs to the first class: it focuses
on expanding the query in order to improve the precision of the results. In-
quirus 2 [31] is an example of a meta search engine that uses the reordering
of the results differently for different users based on a information need cat-
egory provided by the user. For each category there is an associated scoring
function. When search engines return the results, the scoring function is
computed by downloading and analyzing the text in the Web page. The
contextual information is used at different levels of the retrieving process:
from the selection of the search engines to send the query to, to the ordering
policy used. In [20] user’s profiles are constructed based on topic categories
identified by the user. Each category has assigned a score that represents the
relevance to the user preference. The final result ranking is based on a combi-
nation between this score and the distance between topics and search engine
results. Also, [30, 65] build user’s profiles by selecting categories that will
help in result reordering. Although this approach has the advantages that
the scoring function is computed only for the first documents and the accu-
racy of relevance ranking can be improved, a clear disadvantage is found in
the limitation of organizing the documents returned by the non-contextual
query, which often have low precision in the case of ambiguous query. In
other words, if the search engines have low precision, the reordered results
will have low precision also. This could be resolved by retrieving a larger
number of results but can be very expensive.
The second solution is to use context for query rewriting. Contrary to
results reordering, query rewriting involves the modification of the query. The
query represent the user’s information need by adding contextual information
so as to retrieve documents not only relevant to the user query but also to the
contextual information. For instance, the user may type the query “check”,
but this is ambiguous because we do not know if the user is interested in
finding tricks for his next chess game or if he just wants to know if he can
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cash a check at any bank. Query modification could add the terms “chess” or
“bank” depending on the user’s contextual information. In this example, the
ambiguity was due to homonymy, that is, to a word with multiple meanings.
A similarly ambiguous phenomenon is polysemy, the difference between the
two of them being subtle and consisting in the etymology of the word. These
two phenomena are affecting the precision of the retrieval results. We try
to resolve these kinds of ambiguities introduced by these phenomena. The
contextual information that is used to be appended to the initial user query
was seen in different ways. In [28] the information surrounding the query
words in the document that the user was reading prior the search was used as
additional terms that provide contextual information. In [17] the contextual
information is gathered from the documents the users are manipulating (as
word documents, Web pages etc.) and used as an additional information
in the retrieval process. Other studies [50] had found that six additional
terms are sufficient for improving of the results in the case of an automatic
query expansion. A significant advantage of using this approach is that it
help in improving the precision of the results. Its main drawback is that
through terms expansion the query becomes more complicated and therefore
this result in a lower recall, as all the relevant documents contains all the
query words.
1.3 Context and semantics
The context issue received a lot of attention in many researches in semantic
web [14]. A possible solution for the “semantic problem”, that is receiving
nowadays a lot of attention, consists of formalizing the semantics of the
information that will be published in the web, expressing it in a formal
and not ambiguous language. This is the line of work chosen for so-called
semantic web. Nevertheless, this line of work presents many limitations and
many problems, of a conceptual and pragmatic type. From the conceptual
point of view, the formalization of the information does not consider that
the meaning is not a property of a document, but the result of a dialectical
process of interpretation, a process that always forms part of a given activity
and that, therefore, develops in a context that depends on this activity [59].
From the pragmatic point of view, the success of the formalization depends
on the will of the person who publishes the information to provide a complete
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and precise annotation (meta-data). The sociology and the economic reality
of the web had made that several authors doubted that these perspectives
are realistic [25].
Our work is framed in a somewhat dual perspective: recognizing the
priority of the context in the interpretation of documents, our effort is not
directed towards formal representation of documents, but towards the repre-
sentation (formal or less) of the context and the activity in which the search
is made. In this field, we follow Sperber and Wilson [64, 55] turning the
traditional relationship between context and meaning. The common way of
seeing this relation is to consider the effect of the context on the meaning: to
interpret a document in a context C supposes giving it a different meaning
that if it was interpreting the document in a context C ′. Sperber and Wilson,
and us with them, consider the opposite relation: the meaning of a docu-
ment is determined by the change that the document causes in the context of
interpretation.
We are, for example, in a context C and, in this context, we are inter-
preting a document d. The presence of the meaning of d supposes a change
in our context, from C to C ′ (if the document does not change anything in
our situation, reading it or not would be all the same, that is to say, the
document would not make any sense for us). We postulate that the meaning
of the document is exactly equal to ∆(C,C ′). Some observations about the
idea of meaning are in order.
i) This definition provides us a very natural model for the historicity of
the context: the context is not fixed, it changes with every act of
interpretation. It is a question, as we have seen, of a dialectical process:
the process of interpretation determines the meaning of the document
and, on the other hand, the fact of interpreting a document changes
the context [26].
ii) The literature on formal annotation has been interested occasionally in
context using techniques that we might call “contextual annotation”.
Our way to see the context is very different. In the field of annotations,
the context is often a component of the description of a document,
namely the interpretation context is also a property of the document:
the document admits several interpretive contexts and, in each of them,
12
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its meaning is determined by the corresponding annotation [35]. Con-
ceptually similar it is the case of emergent ontologies (also called folk-
sonomies). In this case, the user community contributes criteria and
interpretations that form the annotation of the document [34]. In these
cases, the vision of the context is different from ours. In the contex-
tual annotation several contributions join to create a context that is
always a context of a document. Each search is done by reference to
the context of the document. In our case, each search involves a differ-
ent context. There is no context associated with the document, but so
many different contexts as the acts of search.
1.4 State of art
Various intents have been made in the sense of determining the context of a
search of a user, that could be divided into the following categories [17, 47]:
1. Feedback is a technique that could be seen as a method of involving
the context in the search because tries to represent the user interests
or lack of it. First the user issues a simple query and based on the
content of the documents that the user evaluates to be relevant, the
initial query is modified by adding words or adjusting the weights of its
words. This new query is used to retrieve a new set of documents. The
principal drawbacks of it are the requiring of explicit user involvement
and the extra time needed. Furthermore statistics showed that users
were unhappy with the results and are unwilling to use it [67, 66].
2. Word sense disambiguation tries to reduce the ambiguity of a user infor-
mation need by asking explicitly the user to provide context information
or by implicitly inferring context information. In the case of Inquirus
2[31, 32] the context is explicitly requiring the user to choose the cat-
egory of the information he needs and based on this decides either to
select the search engines where to send the query, modify the queries
or select the way the results are ordered. Some disadvantages could be
that this work only within given categories and that implies the user
involvement. On the other hand, the systems that infer automatically
context information has the advantage that does not necessitate the
involvement of the user. Watson project [17] is an example of such a
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system that uses the text of the Word document or Web page that the
user is editing or viewing to automatically guessing the context infor-
mation that will be added to the search query. Remembrance Agent
[54], while a user is manipulating a document in the Emacs editor and
based on this text and email messages and research papers of the user,
makes suggestions about possible relevant documents for the current
user situation. This is a program that searches continually without any
user intervention.
3. The representation of the users interests by using user profiles could
be seen as another way of collecting user contextual information. This
profile could be based on the information given by the user and docu-
ments that were previoussly selected as relevant. A posible drawback
is that this represents long-term intereses, therefore are not capable of
proving accurate information about the current user context. Never-
theless, in [70] an user profile is created using contextual information
from Word documents and Web pages that user is working with at the
time he issues the query. In this way the authors tries to capture the
most recent interests of the user.
4. Knowledge engineering approaches use a model of the user behavior in
order to infer the user’s interest in information. The Lumiere project
[36] uses the user’s background, actions and queries in order to infer
the user’s information needs. The EPOS project [61] gathers the user’s
context by observation plugins for applications as Mozilla Firefox and
Thunderbird and use it in order to support aid in the user’s searching,
reading, creating and archiving documents. Other researches that use
as a measure of the user interest the information captured from the user
interaction can be found in [22, 48, 63, 71]. This could be an inaccurate
indicator of the user interests due to facts that it is estimated from
behaviors depending on diferent individual factors [49].
5. Domain specific search engines represent another way of considering
the context by restricting the information that is indexed to a certain
domain. With so many domain specific search engines a user could find
it very difficult to locate such a service and even more to decide which
is the best.
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6. Predict the information that a user is searching for is a technique lim-
ited to very few and popular user keywords. For example, if a user sends
to Google [3] a query that contains a U.S. street name, the returned
result will provide a direct link to the map of it.
2 The context
The purpose of this work is to give a precise formulation that can be applied
in real circumstances to the idea of context-determined semantics that has
been explained briefly in the introduction. Our initial hypothesis is that a
search is being conducted as part of an activity that takes place, at least in
part, on the personal computer of the user. The computer contains docu-
ments of different types: text, spreadsheet, images, etc., that the user has
organized in a way that reflects the important associations to the activity
that is developing; these documents, and their organization contain impor-
tant information about the context of the search, information that we will
use for disambiguation and focusing. The information on the context, in
other words, come from two different sources: on one hand the analysis of
the contents of documents found in the user’s computer (or, as we shall see,
some of them), and on the other hand the analysis of the structure of the
folders in which the user has organized these documents. We always consider
the search as part of an activity, as can be implemented, for example, putting
the search programs as plug-in in applications such as word processors and
electronic sheets. In other words, when the user searches something he is
always working on a document located in a certain folder. The context of
the computer, relativized in reference to this folder, will be used to modify
and focus the search and filter the results.
As an example, we can mention here the contribution of context in reduc-
ing ambiguities due to polysemy. For example, the word “bank” can mean
financial institution, or shore of a river/lake, depending on the context in
which appears. If at any given time a user works with documents related
to financial data, and makes a query about “bank”, she probably refers to
the bank as financial institution, and with this meaning of the word the re-
sults should be recovered. The ambiguity of the meaning (generated in the
example seen by the presence of the polysemic word “bank”) is an essential
characteristic of the natural language at the point that many modern theories
15
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of interpretation deny that a word could be assigned only one and constant
meaning and, consequently, that a text has no fixed meaning [29, 11]; its
meaning is not determined only by its contents, but also by the activity in
which interpretation is placed. For example, if the user is a biologist, is
very likely that in his computer the documents are organized so that a cer-
tain folder contains working papers, in which case the word “bank” probably
refers to the bank of a river, and perhaps another folder contains information
on the bank accounts of the biologist, in which case, the meaning of the word
“bank” will be the bank as a financial institution. This example shows that
we can’t assume that there is a one-to-one correspondence between users and
contexts: a user is not characterized by a unique context, but by a multitude
of contexts, one for each one of his activities.
2.1 Techniques
The context will be represented using information retrieval techniques based
on the text of the documents directly related to the activity that is being
developed (primary context), and of documents indirectly related to these
and that can contribute to the formation of the context (secondary context)
[58]. For example, if a person makes an access to data while creating a
document, the primary context is made up of all the documents that are
in the same folder as the document that’s being edited, and the secondary
context of all the documents that could be found in the folders descendants
of the working folder or, according to the situation, in the “sisters” folders. A
typical situation, where someone is preparing a presentation for a conference,
is presented in figure 1. In this case, which will be our reference case in this
work, the context of the search is built through two distinct operations:
i) in each folder we build a representation of the local context of that folder,
based on the documents therein present; we call this representation the
context generator of the folder;
ii) the generators of the primary context folder and of all secondary context
folders join to create a complete description of the context of work;
this representation will be called the index of the context, and will be
stored in the folder of the primary context.
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Figure 1: The structure of folders and context for the preparation of a pre-
sentation.
In the above example, in each of the six folders a generator will be created,
with an appropriate representation of the context of that folder (that is to say,
a representation of the documents that appear in the folder). The generators
of the pres folder (the primary context) and of the folders paper, bibliogr and
material (the secondary context), will join using appropriate operators, to
form the index of the context of the search, index that is stored in the folder
pres. In reference to this index, we have to make two comments:
i) the folder of the primary context (pres) contains, at the end of the oper-
ation, two kinds of representations of the context: a generator of the
context, that represents only the context of the folder, and an index,
which represents the context of the folder and the secondary contexts
folders; only the index will be used in the search operations: the gen-
erator of the folder is simply an instrument through which the index is
built;
ii) the construction of the index through generators supposes a hypotesis of
compositionality of the representation of context: the representation of
the global context of two or more folders depend only on the represen-
tation of local contexts and the relation between folders; we will see
that this condition is checked for the representation used in this work.
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2.2 The context of a folder
Consider, for the time being, the representation of the context of a single
folder. This context depends only on the documents that are found in it. As
we have already mentioned, in this work the representation of the context is
carried out using techniques of information retrieval, in particular, using a
technique similar to that of the semantic map WEBSOM [44]. This semantic
map presents two features that are essential in our case: the representation
of context by means of self-organizing maps in the Euclidean space of words,
and the use of word contexts as a working and learning unit of the map.
The self-organizing map forms a certain kind of non-linear latent semantic
space, and this non-linearity will result very useful when it comes to making
changes in context (e.g. to express a query, as we shall see shortly). Such
maps can also be useful because over time the context is modified by adding
and/or removing documents; the posibilities of the maps to adapt (learning)
allows us to follow these changes. We note that, on the other hand, the use
of linear techniques, such as Latent Semantics Indexing [24] produces a series
of concepts that relate indirectly terms with documents using singular value
decomposition. From our point of view, the method has the disadvantage of
not allowing local changes of the context, because each change to a linear
transformation is global.
Many representations of documents (including the standard version of
WEBSOM) starts from the frequencies of words of the document; this rep-
resentation is insufficient for our problem because if we use only a word by
itself, the semantics that derives from the co-location of the words will be
lost, and we need co-location to solve problems like the polysemy. On the
other hand, in the technique that we will use, the fundamental unit of repre-
sentation that is extracted from the document is not the word, but a group of
words, that is called word context. The number of words of the word context
may vary. In this work we consider the simplest case: two words, i.e., we
will consider pairs. Each pair of consecutive words in the text is seen as a
symbol to which we assign a weight proportional to the number of times the
symbol (in other words, the pair of words) appears in the text (fig. 2, left).
These pairs are represented in the typical geometric space of many infor-
mation retrieval systems, a space in which each word is an axis. Since our
basis are the contexts, the points from which the representation is derived
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Figure 2: The geometry of the words context.
are not points in one of the axes (as in the case of simple words: each point
is a word with its weight), but points in bi-dimensional sub-spaces: each pair
is a point in the plane represented by the two words that compose it. Using
more complex contexts will result in points contained in spaces of higher
dimension.
The preliminary processing steps for the applying of this algorithm are the
typical ones of the information retrieval systems: it starts with the full text
of the document and the stop-words (words so common that they have no
information value) are eliminated (words like the, of, from, to, ...). Following
this removal, we perform stemming. In other words, the suffixies that change
the words are removed and we retain only the root (e.g. we eliminate the -ed
that marks the last of the verbs, the -s of the plural, irregular expressions
like went are transformed into their roots like go, etc.). The most widely
used and effective algorithm for English stemming is Porter’s algorithm [53],
which consists of a set of rules that are applied in five distinct phases of word
reductions for each word in the text. Within each phase in order to select a
certain rule some conditions have to be met. All the rules in the phase are
tested until either a rule from that phase fires or there are no more rules in
that phase to be tested, an the algorithm goes to the following phase. At
the end of this five phases that are applied sequentially the process stops and
returns the stem. For example, we will obtain the same stem stem in the
case of the words stemmer, stemming and stemmed. For the words stemmed
and stemming the rules 2 and 3 from the step 1 [53] are true, therefore the
suffix ed and ing will be removed:
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stemmed -> stemm
stemming -> stemm
As the second and third rules were true and the words are ending in a double
consonant, the following is done:
stemm -> stem
stemm -> stem
None of the rules from the following steps are true, so the stem in both cases
will be stem.
For the word stemmer others rules are applied, the first one that is true
is the forth one, therefore the suffix er will be removed
stemmer -> stemm
Afterwords, step 5b is true and the final mm becomes m:
stemm -> stem
Therefore, these operations provide a list of stems from which we extract
the word context on which the map operates.
2.3 Self-organizing maps
The self-organizing map (SOM) [46] is one of the most prominent neural net-
work algorithms and was introduced by Teuvo Kohonen. The SOM, based
on the unsupervised learning paradigm, constructs from a high-dimensional
space a map in a lower dimensional space that preserves the topological rela-
tions of the input space. The map consists of a number of neural processing
elements called neurons. To each of the neuron will be associated a weight
vector that must have the same dimensionality as the input data samples.
The neurons usually form a two−dimensional map that can be displayed in
a hexagonal or rectangular grid and each neuron contains semantic informa-
tion. The main idea in order to map a vector from data space onto the map
is to find the neuron that is closest in terms of distance with the data vector
and to modify the weights of that neuron and his neighbours in order to
obtain a better representant of that input vector. In this way different parts
of the network will correspond to certain input patterns.
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Initialize the map with neurons in random positions
for t = 1 to m
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scale neighbors
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end for
Figure 3: The self-organizing map algorithm.
2.3.1 Self-organizing maps main algorithm
The number of neurons is chosen from the start, cannot be modified and
influences the accuracy and generalization of the map.
The map organizes itself by making use of competitive learning where
each neuron is competing for the representation of an input sample. During
the presentation of an input data sample to the network, the neuron that
best represent it, that is, the neuron closest to the sample is chosen using a
distance measure, in our case the Euclidean distance. The neuron that wins
the competition is named the best matching unit (BMU) and is the neuron
that is most similar to the data sample (the Euclidean distance between the
data vector and the neuron is the minimal). After the BMU has been found,
the weights of the winning neuron are adjusted moving it closer to the input
vector in the input space in order help it win the next competition. The
amount that is used to adjust its position is called learning rate α. Also, all
the neighbors within the neighborhood radius σ of the BMU are moved closer
to the input vector. The initial neighborhood radius is chosen in function
of the size of the map and is gradually reduced during the learning until
it reaches one. This means that over time the neurons get closer to be a
better representant of a certain input patterns, so they will only need a
slight modification. As well, only the neurons that are closer to the BMU
require a bigger similarity with that pattern.
The basic steps of the algorithm are presented in figure 3. The first step
in creating a SOM is to initialize the weights vectors of each neuron with
random values. Afterwards for a large number of cycles the algorithm chooses
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randomly an input data sample and for each node of the map computes the
distance and tracks the node that generate the smallest distance (the BMU).
There are different ways of calculating the distance between two vectors,
nevertheless the most common is to use the Euclidean distance from the
formula 1:
distance(di, ni) =
√√√√ n∑
j=1
(dji − nji )2 (1)
where di = (d
0
i , d
1
i , ..., d
n
i ) and ni = (n
0
i , n
1
i , ..., n
n
i ) represent the data input
and neuron vectors.
The BMU is the neuron that best represent the input sample and at any
given moment there can be just one BMU. In order to scale the neighborhoods
there are two things that have to be done: determining which neurons are
considered to form part of the neighborhood of the BMU and the amount
used to make the neurons of the neighborhood become more like the input
sample. The neighborhood function in our case is the Gaussian that is defined
in section 2.5.
Geometrically speaking, the neurons from the neighborhood of the BMU
are moved a bit towards the input data pattern. The initial radius is set
up high and decreases over time. Also, the amount a weight can learn also
decreases with time. The neurons that are farther of the BMU, will learn
less than the ones closer to it.
Therefore, all the neighborhoods of the BMU based on a certain value
of learning rate, are rewarded by being brought more closer to the input
data. These steps define a single training step and they are repeated a
large number of time until the training ends. After the training is over,
the output constitutes a representation of a semantic map which associates
output neurons with patterns in the input data space.
The SOM algorithm is used in a wide rage of practical applications and
the most important advantage of using SOM is the ability to produce an
approximation of the topology of the input samples in a lower space. The
map uses knowledge about previous winners in order to help finding new
ones. The topology makes that a certain part of the output responds for
the same inputs. Nevertheless, one drawback with SOMs is that are very
computationally expensive since the dimensions of the input samples are
big.
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2.4 Calculating pair weights
The most common way to measure the importance of a word to a document
in a collection in information retrieval is the use of tf-idf weighting scheme.
The main idea is that a word is more important if it appears many times in a
document, but its importance decreases as it is contained in many documents.
In our work, we are interested to know the importance of a certain word in the
entire collection. Therefore we will use the term frequency for evaluating how
important is a pair in that collection, and is defined as the number of times
that term appears in the entire collection. In other words, the weight of a
pair is represented by the frequency of that term in the collection normalized
by the number of terms that the collection contains:
ω =
number of times the termappears in the collection
number of terms of the collection
(2)
We define the weighting vector ωi as:
ωi = (0, . . . , ω, 0, . . . , 0, . . . , 0) (3)
Where ω is calculated the for each pair for the generator. This weights
are used at the time of computing the weights for the index, as we shall see
in the following section.
2.5 The index of the context
The index is a union of the generators of the primary and secondary contexts.
In the case of our reference activity, the secondary context is composed of the
folders related to the work folder; a problem that the system has to resolve
is which of these folders should be used. We consider three options: the
secondary context,
i) is identical to the primary context;
ii) contains the primary context and the local contexts of all their descen-
dants;
iii) includes the primary context and all related folders (descendants, siblings
and the parent).
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We call working context to the assembly of folders that are used to calcu-
late the index. In order to calculate the weights of the words that compose
the index, one must take into account the relation between the folders in
question. The folders are organized according to a logical structure and are
grouped by themes, so it is very likely that a word in a descendant folder
have a meaning very related to the same word as found in its ancestor folder.
In our previous example, for the word “bank”, it is probable that its mean-
ing in the material folder be different from that of the admin folder. In the
first case, it might refer to the banks of a river (remember that the user is a
biologist who wants to send an article about his research), and the second,
the data bank accounts (which uses the same user at the time of registration
in the congress or to pay the airplane tickets). For implementation reasons,
we divide the secondary context in two:
• the secondary context corresponding to the descendants of the primary
context folder;
• the secondary context for the sibling and ancestor folders.
More in detail, we will consider the three options above presented, the weight
of the pair constitute by the word number i and word number j (in other
words, the word pair who has values in the ei ans ej axes of the space of
words) and that appears in several folders of the work context, determined
as follows:
i) the work context is identical to the primary context: as there is only one
context folder, the relation between folders does not affect the weights
of the words in the work context, that is we will have:
ωij = ωijCP , (4)
where CP is the primary context, ωij is the weight of the pair i, j in
the index and ωijCP is the weight of the pair in the primary context
generator;
ii) the working context contains the primary context and the local contexts
of all its descendants; in this case the weight of the pair i, j in the index
is given by:
ωij = ωijCP + γ
∑
CS
ωijCS, (5)
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where CS is the secondary context corresponding to the descendants of
the primary context folder (the folder material in our example), ωijCS is
the weight of the pair in the generators of the secondary contexts and
γ is a constant, 0 ≤ γ ≤ 1;
iii) the working context coincides with the global context (in other words,
the primary context and all the secondary ones); in this case the weight
of the pair i, j in the index is given by:
ωij = ωijCP + γ
∑
CS
ωijCS + δ
∑
CSS
ωijCSS, (6)
where CSS is the secondary context for the sibling and ancestor folders,
ωijCSS is the weight of the pair in the corresponding generators and δ is
a constant, 0 ≤ δ ≤ 1.
The pairs of words in the index, with the weights thus determined, are
used as inputs for training the self-organizing map. The map consists of a
matrix of N ×M neurons, each neuron being a vector in the input space. In
our case, that space is the space of words, so if the context is composed of T
words, the neuron µ, ν (1 ≤ µ ≤ N , 1 ≤ ν ≤M) is a vector
[µν] = (u1µν , . . . , u
T
µν) ∈ RT (7)
The map learning is trained under the stimulus of a set of points in the
input space, each point representing a pair of words. Given a total number
of P pairs of words, and given that the pair number k consists of the words
number i and j, the corresponding point in the input space is given by
pk = (
i︷ ︸︸ ︷
0, . . . , ωij, 0, . . . , ωij︸ ︷︷ ︸
j
, 0, . . . , 0) (8)
where ωij is the weight of the pair of words determined by the equations (4-
6). During the learning the pk vectors are presented several times to the map.
We call event the presentation of a vector pk, and iteration the presentation
of all vectors. Learning consists of several iterations. An event in which the
vector pk is presented entails the following operations:
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i) Identify the ”winning” neuron, in other words the neuron that is closest
to the vector pk:
[∗] = min
[µν]
T∑
j=1
(pjk − ujµν)2 (9)
ii) The winning neuron, [∗], and a certain number of neurons in its neigh-
borhood are moved toward the pk point by an amount that depends
on the distance between the neuron and the winner and the number of
iterations that have been performed so far. To this end, we define the
distance between the neurons of the map as:
‖[µν]− [µ′ν ′]‖ = |µ− µ′|+ |ν + ν ′|. (10)
For t = 0, 1, . . . the counter of the iterations of the learning, we define
neighborhood function h(t, n) such that
∀t, n ≥ 0 0 ≤ h(t, n) ≤ 1, h(t, 0) = 1
h(t, n) ≥ h(t, n+ 1)
h(t, n) ≥ h(t+ 1, n)
(11)
and a learning coefficient α(t) such that
∀t ≥ 0, 0 ≤ α(t) ≤ 1, α(t) ≥ α(t− 1) (12)
Then each neuron [µν] of the map moves toward the point pk according
to the learning equation
[µν]← [µν] + α(t)h(t, ‖[∗]− [µν]‖)(pk − [µν]) (13)
The function h generically corresponds to a neighborhood of the winning
neuron that becomes smaller as the number of iterations increases. In this
work the environment function is the Gaussian h(t, n) = exp(−n2/σ(t)2),
with σ(t) ≥ σ(t+ 1) > 0.
At the end of the learning process the map is deployed in the words space
in a way that, in the extreme case of an infinite number of neurons that form
a continuum, it optimally approximates the distribution of the points in the
space [57]. This map represents the semantic space of the context and, as we
mentioned in the previous section, can be assimilated to a nonlinear form of
latent semantics.
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2.6 The query
In its most complete and general form, the procedure of a query is composed
of four phases:
i) through an appropriate user interface or through a program that the user
is using, an initial specification of the query is collected. We will call
it the pre-query. The pre-query can be formed by a few words typed
by the user, a paragraph that the user is editing, etc.. In a multimedia
system (system that we do not consider in this work) the pre-query also
contain an indication of the type of the document that’s being searched
(text, image, video, etc.)..
ii) The pre-query is used to change the current context, transforming it into
a target context. In practice, the configuration of the map (index) of the
current folder is modified through a partial learning, which will give the
context a bias towards the pre-query. The resulting configuration from
this learning could be considered, in some way, as the interpretation of
the pre-query in the actual context.
iii) The difference between the actual and target contexts is the differential
context and, in our model of semantics, corresponds to the semantic of
the ideal document that is searched for: the document that, if assimi-
lated to the current context, will transform it into the target context.
An opportune codification of the ideal document is created and sent to
the search server to retrieve the documents that more respond to that
profile.
iv) The documents elected (e.g. read or downloaded) become part of the
context: a new learning is executed so that the current context reflect
the new situation.
This general model of a query assumes the existence of a search service
(search engine) capable of managing contexts. The construction of such a
service is one of future goals of our work. For the moment, our objective
is to demonstrate the role played by the context using it to focus searches
on existing services. Therefore, it is necessary to transform the differential
context into a list of words with weights, because the search services only
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accepts (if it accepts) this type of queries. Obviously this type of query can’t
make an optimal use of the possibilities of context but, we repeat it, at this
moment our goal is simply to evaluate the influence of the use of the context
in the search. In our tests, the pre-query is formed by one or more keywords.
A keyword that correspond to the i-th word of the space is represented as the
vector ei = (
i︷ ︸︸ ︷
0, . . . , 1, 0, . . . , 0). For simplicity we assume that every word in
the query has the same weight w. Therefore, the query Q, formed by q words,
will be represented as a point in the T -dimensional space: Q = w
∑q
i=1 ei
This vector is used for a partial learning process using the algorithm pre-
sented in the previous section. During this process the neuron [µν] is moved
to the position [µ′ν ′]. The differential context is given by the differences of
the neurons positions, δµν = [µ
′ν ′] − [µν] for each [µν] in a neighbor of the
winning neuron, that is, of the neuron closest to the query vector Q.
Projecting the vector δµν on the word axes, we get the weights of the
words given by this neuron: δµν = (v
1
µν , . . . , v
T
µν). The non-normalized weight
of the word i is given by the sum of their weights relative to all the neurons
in a neighborhood A of the winning neuron
V i =
∑
[µν]∈A
viµν (14)
Considering only the K words with greater weights, and normalizing the
vector of weights for these words we obtain the query that will be send to
the search engine, composed of a set of words each one associated with a
weight.
2.7 Changing the context
During a search, the user can add some new documents to the current con-
text, documents retrieved and relevant according to the user. Those doc-
uments will become part of the current context by downloading them in a
temporary folder in the working directory. Those documents will be part
of the new representation of the context by running a new learning that in-
cludes them. Changing the context by adding new relevant documents helps
in obtaining a better representation of the context and can help in improving
the precision of the results.
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3 Experiments and results
3.1 Evaluation in Information Retrieval
Evaluation in Information Retrieval is an important and well studied task
[60] that tries to measure the effectiveness of the retrieval results in order
to identify the drawbacks and look for better methods that will improve the
results. It is known that that the evaluation is difficult, time-consuming and
expensive to perform [72, 73]. The most common and frequently used re-
trieval evaluation measures are recall and precision [8]. Recall and precision
are defined as [10]:
Precision =
number of retrieved relevant documents
number of retrieved documents
(15)
Recall =
number of retrieved relevant documents
total number of relevant documents in the collection
(16)
Precision measures how well the system works in not retrieving documents
that are not relevant, while recall measures how well the system finds relevant
documents.
These measures revolve around the notion of the relevance of a document,
first used in [45]. A relevant document is usually defined as a document that
the user decides that suites his information needs. We must underscore that
relevance is not evaluated relative to a query but to the user information need.
A user will never consider a document as relevant just because it contains the
words of the query. For example, in the case of the query “coffee limit drink
health”, the user may actually want to get information on how many cups of
coffee one can drink without involving any health risk, and will not judge a
document as relevant just because it happens to contain all the query words.
Other measures of effectiveness used in order to test different approaches in
information retrieval have been proposed:
• Precision@n (P@n) is defined as the precision at the point when we have
only n results and it is used in order to evaluate how many relevant
documents are included in the retrieved results. If its value is high
it means that the system can search can retrieve relevant documents
effectively.
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• Average precision (AP) is the average of the precision of all relevant
retrieved documents and it is used to evaluate the precision and the cov-
erage. This measure combines the precision, the ranking relevance and
the recall. Geometrically speaking, the average precision corresponds
to the area under the precision-recall graph.
• R-Precision represents the precision at the point when R relevant doc-
uments have been retrieved. If the R-Precision is 1 means that the
ranking relevance is perfect.
• Reciprocal Rank (RR) is defined as the reciprocal of the first retrieved
relevant documents.
Usually to evaluate a system one calculates the mean average precision
(MAP) that is defined as the average of the all APs of all queries.
3.2 Our experimental Study
3.2.1 Context of the search
Relevance can be an ambiguous concept [16, 33, 52]; in our case a document
was considered relevant if the information it contains is from the context
area.
The goal of this work was to find out whether our way to see and represent
context can improve Internet searching by expanding user queries based on
the contextual information gathered from the documents contained in his
current working space.
We have decided to base our experiments on the search engineGoogleTM [3],
which, according to Nielsen Online [7], is the leader in Internet search. Our
testbed, called Coeus v1.1 has been designed as a client application that is
running on the user’s system and includes an interface that allows users to
specify queries and to view the results, the main window of the system is
shown in figure 4, where the algoritm query had been issued. Some observa-
tions have to be made. In order to do a context search, the user has to choose
a working context and provide simple keyword query that describe his infor-
mation need. The working context can be provided by the user through the
user interface by choosing a working directory (it is supposed that this direc-
tory contains the documents that the user is working with at that moment or
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are related with his search context). In order to conduct a context search it
is assumed that a prior learning had already been done through by executing
a program. An example of the use of the contextual search interface will be
described in the following. When a user needs to find information regarding
a certain topic, he firstly has to choose a working folder from the application
menu. Once the working context is chosen he has to type the keywords in
the text field in the main window of the application and selects “Search” to
issue the search, as normally done on the Internet. The user keywords are
first processed using a common English stop words list and stemmed using
Porter’s algorithm. After this, in order to extract the additional words that
describe the current context, a partial learning is done on the working con-
text, as explained in the previous section. The words that better define the
working context (as shown in section 2.6) are appended to the user query to-
gether with their context weights. These weights should be passed along with
the query terms to the search engine. However, in this testbed, this is not
possible: Google does not permit querying using weights for each keyword.
Nevertheless there is a possibility of attributing more “weight” to a keyword
versus the others, that is ranking in order of importance the keywords. This
is done by repeating the words that are more important. When the user ini-
tiates a search by providing a query, there are actually two queries that are
sent to Google: one is the user query “as is” and the other that includes the
user’s query plus the contextual information generated by a client module
as described in the previous sections. The client application then retrieves
the results of both queries and displays them to the user: the first half of
the window contains the response of the non-contextual query (the one that
the user typed) and the other one includes the user’s contextual information.
This offers us a good way to see the results in both cases and compare them.
The list of results is composed of the first eight Web pages with the titles
and descriptions returned by the search engine in each case. We limit the
search results to the first eight documents (corresponding to the first result
page), as some researches [39] has found that the number of the result pages
the user is viewing in very few cases goes beyond the first two ones. The user
can see all the words that are contained in the contextual query by selecting
in the interface menu the corresponding option. The interface also offers the
facility to choose between the search results the ones that the user consider
to be relevant in his working context in order to add them to it and use them
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Figure 4: Main window of the Coeus Searcher.
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in for updating the representation of the context. The Web pages selected
by clicking on the check box in front of the result title are downloaded and
parsed with a HTML parser in order to extract the text of the page that will
be saved in a temporary folder that will be created in the working folder. In
order to use those new documents in the search, a new learning has to be
employed.
3.2.2 Textual search results
We conducted the searches for three distinct working contexts, each one
from distinct areas: computer science, philosophy and neurophysiology. The
computer science documents were taken from a real context of a computer
science professor. For philosophy and neurophysiology we downloaded from
the Internet some documents specific to each area that we have considered
to be relevant. For each area, we conducted searches for 30 different queries
with words from the context. For each query we measure the precision for
the first eight results. As in real scenarios is not possible to know the number
of relevant documents in the collection, recall is impossible to be calculated.
The results are shown in the figures 5, 6, 7.
In the following, we will consider some examples of the most represen-
tative queries which leads us the attention: the word relationship in the
context of neuropsychology, the word experience from philosophy and exe-
cuted for computing. In the case of the query word relationship without
taking into account the context, (in other words, the query contains only the
word relationship), in the majority of the results returned the word of the
query has the meaning of couple relationship. By contrast, in the case of
query relationship to which the contextual query was relationships relation-
ships relationships relationships neuron contends inside it can be seen that
the results in most of the cases are related to aspects from neuropsychology
field. In the case of experience, most of the results of the non-contextual
query were referring at work experience, but taking into account that the
context of the search is philosophy, it is more probable that the user meant
experience of life. The contextual query experience experience experience
experience originated originated thereof universe the results were more rele-
vant for the current context. The word executed is also a good example of
seeing how context made the difference as the documents retrieved without
involving the context are in most of the case referring at execution as death
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Context: neurophysiology
0.00 9.00
0.00
1.00
s s s s s s s sc c c c c c c c
s with context
c without context
update context
Figure 5: Precision of the results for the neurophysiology context.
The query words used: stimulus, error, neighboring, electrochemical, nucleus,
memory, education, energy, depression, cerebral, structure, weak, mediation,
features, atoms, neurons, molecules, reactions, anatomy, framework, concen-
tration, hypothesis, learner, net, cells, fire, learning, system, stress, relation-
ships.
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Context: computing
0.00 9.00
0.00
1.00 s s s s s s s s
c c c c c c c c
s With context
c Without context
With update context
Figure 6: Precision of the results for the computing context.
The query words used: manipulation, evaluation, product, operation, nodes,
speaking, translates, sorts, multimedia, acknowledge, camera, executed, cre-
ation, sense, number, rewriting, transform, language, algorithm, technique,
applicability, information, discipline, relational, treatment, systems, collect,
function, framework, network.
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Context: philosophy
0.00 9.00
0.00
1.00
s s s s s s s sc c c c c c c c
s with context
c without context
update context
Figure 7: Precision of the results for the philosophy context.
The query words used: treatment, transcendental, perspective, experience,
adopted, fault, article, failure, error, intelligent, function, ways, doctrine,
expression, negative, result, implicit, features, essential, statement, dilemma,
save, teachings, formal, dramatically, universe, nervous, soul, hopes, brains.
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penalty, and no as execution of a program as it is more probable in the con-
text of computing; the contextual query executed executed executed executed
mediator mediator multimedia unify helped in retrieving more precise results
(see figure 8). In these cases the results were very different. We could see
that the context, made the difference when it comes to improving precision
of the results. Nevertheless, analyzing more, it was seen that for some words
the context didn’t make any difference as the words were containing all the
contextual information necessary for retrieving good results. For the neu-
ropsychology field, we can give some examples of such words: cell, molecule,
atoms, cerebral etc. We could observe the same things in the case of the
word algoritm in computing and teaching or doctrine in philosophy.
As we can observe from the tests the context can significantly improve
the search results. In both cases, the use of context entailed statistically
significant improvement in precision but, from a superficial look at the data,
the improvement appears more pronounced in the case of computing. The
reasons for this might be several, some of which are probably due to the
inherent characteristics of the search engine rather than to the use of con-
text, but it is likely that, on the context side, the difference is due in good
part to the different nature of the words used in the two contexts. Neuro-
physiologists, by and large, use neologisms with relatively uncommon Greek
roots to indicate important concepts so, in this case, even a single word is
sufficient to characterize the context with sufficient precision, and further
contextual information brings only marginal advantages. Computing, on the
other hand, tends to borrow words from other areas without modifying them,
or making only superficial adjustments. That is, computing words are much
more ambiguous than neurophysiological ones, and are by themselves a poor
characterizer of context. In this case, we can expect that a more complete
characterization of context will bring the greatest advantages, as is indeed
observed in the experiments.
Nevertheless in the case of philosophy context, the updated context gave
similar results to the non-contextual search. This could be because of the
fact that philosophy studies general problems and, can contain words that
can be found in different contexts. At this time, we don’t have enough data
to investigate this phenomenon in depth.
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Figure 8: Results for executed query for the computing context.
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Figure 9: The structure of folders and context for the preparation of a paper.
3.2.3 A experimental case study
Let us consider the following case study example: an academic researcher is
currently writing a paper for a neuropsychology conference he is planning to
go. Therefore, he has somewhere on his computer a folder that contains not
only some interesting papers about recently works done in his study area, but
also the paper his is working at. We can get a look at his possible directory
structure in figure 9.
The folder NSC we can find only documents that are related to the
neuropsychology conference that he is planning to go. As he is writing a
neuropsychology paper, the working context is represented by all the files in-
cluded in the folder paper. In this case, the primary context is represented by
the folder paper and the secondary context by all the papers the researcher
is using as bibliography from the bibliog. folder.
Now, let’s suppose that while he was writing his paper he wants to find
more papers that he can use as reference in his work. Therefore he initiates
a search using the word “mediation”, as his paper speaks about mediation in
neuropsychology. In figure 10 are shown part of the results he receives to his
query. As it was explained previously, the left window includes the results of
the user query, in this case only the text mediation was considered as query.
The right window contains the results for the contextual query represented
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Figure 10: Results for mediation query for the neuropsychology context.
by the words mediation mediation mediation mediation greek intracellular
result. The results of the non-contextual query (the mediation query) show
that in the majority of them, the word mediation has the meaning of a form
to get to a dispute resolution, therefore are irrelevant for our user. In the
case of the contextual query, the results were more related with the working
context of the user.
As we can see from the picture some words that represent the context are
cerebral, intracellular, electrochemical. In the case of the query mediation,
for the neuron that is closest to it and his neighborhood is applied a partial
learning. The results of the partial learning for the winning neuron and his
surroundings is shown in figure 12, where in red is represented the winning
neuron. The contextual query obtained from the difference between the
actual and the target context is mediation mediation mediation mediation
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Figure 11: Part of the self-organizing map for the neuropsychology context.
Figure 12: Result of the partial learning for the winning neuron and his
neighborhood.
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Context: computing
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Figure 13: Precision of the image results for the computing context.
The query words used: manipulation, evaluation, product, operation, nodes,
speaking, translates, sorts, multimedia, acknowledge, camera, executed, cre-
ation, sense, number, rewriting, transform, language, algorithm, technique,
applicability, information, discipline, relational, treatment, systems, collect,
function, framework, network.
greek intracellular result.
3.2.4 Image search
The same approach was tested for image retrieval using Google image search
engine. In order to conduct the searches we use the computing and neuro-
physiology context from the previous tests. The results are shown in figures
13 and 14. In each case the results were considered as relevant if the pictures,
in the user judgment, could conceivably be used as a technical illustration
in a presentation or a paper in the subject of the context (computing or
neurophysiology). As we can see the results demonstrate a good starting
point, nevertheless it must be stressed again that these are absolutely pre-
liminary results that we use only as an indication of the viability of context
use in multimedia. We do believe that a proper way of using context in this
case entails the creation of multimedia contexts and the design of specialized
context-sensitive search engines.
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Context: neurophysiology
0.00 9.00
0.00
1.00
s s s s s s s s
c c c c c c c c
s With context
c Without context
Figure 14: Precision of the image results for the neurophysiology context.
The query words used: stimulus, error, neighboring, electrochemical, nucleus,
memory, education, energy, depression, cerebral, structure, weak, mediation,
features, atoms, neurons, molecules, reactions, anatomy, framework, concen-
tration, hypothesis, learner, net, cells, fire, learning, system, stress, relation-
ships.
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4 Conclusions and future work
In this work we presented the preliminary results of a semantics search based
on the formalization of the search context. This solution contrasts, on one
hand, and complements, on the other hand, the current solutions studied for
the semantic web, which are based on the formalization of the contents of
the documents. We have presented results that suggest that the context can
be an important factor in focalization and disambiguation of searches. As
we could observe during our experiments the number of neurons of the SOM
that has to be chosen from the start has a great impact on the accuracy and
generalization of the map, therefore as a future work it will be of great use
to know how can we choose from the start the number that best represent
the context. Also, it will be interesting to find ways of conducting partial
learnings on the actual context in order to obtain the target context for being
able to issue contextual searches with the target context once documents have
been added to the actual context. This work is a interesting starting point for
a number of possible research directions, among which we underline: on one
hand the creation of a search server capable of managing contextual searches,
and on the other, the integration of semantic web techniques and the study
of techniques for the representation of the context that can be integrated
with the typical logic descriptions of the semantic web.
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