Abstract-Methods widely used to design filters for uniformly sampled filter banks (FBs) are not applicable for FBs with rational sampling factors and oversampled discrete Fourier transform (DFT)-modulated FBs. In this paper, we show that the filter design problem (with regularity factors/vanishing moments) for these two types of FBs is the same. Following this, we propose two finite-impulse-response (FIR) filter design methods for these FBs. The first method describes a parameterization of FBs with a single regularity factor/vanishing moment. The second method, which can be used to design FBs with an arbitrary number of regularity factors/vanishing moments, uses results from frame theory. We also describe how to modify this method so as to obtain linear phase filters. Finally, we discuss and provide a motivation for iterated DFT-modulated FBs.
I. INTRODUCTION
T HE spectrum of a signal can be split in various ways using different filter bank (FB) structures. For example, if one is interested in a subband decomposition with uniform subband widths, uniform FBs can be utilized. In particular, a conjugate quadrature filter pair splits the signal spectrum in half. If this FB is iterated on its lowpass branch, a decomposition is obtained where the subband widths are halved at each iteration (see Fig. 1 ). In this scheme, the -factors of the filters, which are defined for each filter to be the ratio of the center frequency to the bandwidth, stay fixed regardless of how many times the FB is iterated. For this reason, such FBs are called constant-FBs. This is a property of the FB structure, i.e., even though using different filters for the base FB changes the particular frequency responses of the subbands, it does not substantially alter how the spectrum is split at each stage and the -factor. Certain applications call for FBs with rational sampling factors (from hereon referred to as rational FBs) (see [3] , [5] , [14] , and [18] ) which are realized by the structure in Fig. 2 (restricting attention to two-band rational FBs). The splitting of the spectrum and the -factor can be controlled by changing and in A different type of FB is the oversampled discrete Fourier transform (DFT) modulated FB, also known as the discrete Gabor or Weyl-Heisenberg frame [9] , [16] . These FBs are derived from a single prototype by frequency modulation and provide a uniform subband decomposition. A complete parameterization of perfect reconstruction (PR) FBs of this type was given in [16] . Like rational FBs, the FB structure is determined by two parameters: the number of channels and downsampling factor.
An important point to consider for iterated FBs is the behavior of the lowpass branch as the number of iterations increase. The iterated lowpass branch should analyze lower frequencies as it is iterated. This in turn requires that the lowpass filter possess a number of certain factors, which will be referred to as regularity factors. Unfortunately, designing filters with regularity factors which yield orthonormal rational FBs cannot be carried out as in the -band uniformly downsampled FBs where one obtains the lowpass filter as the spectral factor of an th-band filter [29] . The filter design problem for the rational FB is discussed by several authors (see [1] , [6] , [23] - [26] , [32] , and [33] ) but none other than Blu [6] attempts to achieve PR and inclusion of regularity factors using a single filter, and Blu reports that his algorithm diverges when more than one regularity factor is requested. Likewise for DFT-modulated FBs, we are not aware of previous work that attempts to design FBs with corresponding regularity factors (Cvetković and Vetterli are primarily interested in the noniterated FB in [16] ) for rational oversampling factors (for integer oversampling, see [8] and [9] ).
In this paper, we show a close connection between orthonormal rational FBs and oversampled DFT-modulated FBs. In particular we show that under certain additional restrictions on DFT-modulated FBs (which we will argue to be desirable), the filter design problems are the same. More precisely, the lowpass filter of an orthonormal rational FB with regularity factors can be used to yield a DFT-modulated FB with regularity factors and vice versa. Following this connection, we provide two methods for finite-impulse-response (FIR) filter design. The first method relies on a complete parameterization of orthonormal rational FBs, applicable when only a single regularity factor is required. Using the parameterization, we transform the problem into an unconstrained optimization problem (also see [13] which deals with -band filter banks). The second method uses results from the theory of frames. This is an iterative algorithm that preserves the regularity factors at each iteration. This allows us to obtain nearly PR FBs with an arbitrary number of regularity factors.
The outline of the paper is as follows. In Section II, we state the filter design problem for orthonormal rational FBs. We do the same for oversampled DFT-modulated FBs and show the equivalence of the two problems in Section III. Section IV describes a filter design method when only a single regularity factor is sought. In Section V, we present the general method allowing an arbitrary number of regularity factors. A linear phase modification is also provided in this section. We discuss some properties of the iterated oversampled DFT-modulated FBs in Section VI. Section VII is the conclusion.
Notation: For a filter transfer function , denotes
where ' ' denotes conjugation. Throughout the paper, we will use . We will refer to the FB in Fig. 2 as a rational FB. Also, an oversampled DFT-modulated FB with channels and downsampling factor will be referred to as a DFTmodulated FB (see Fig. 4 ). We will say that generates this FB if for . 
II. PARAUNITARY FILTER BANKS WITH RATIONAL SAMPLING FACTORS
In this section we will review some facts about orthonormal filter banks with rational sampling factors. We consider twochannel filter banks as shown in Fig. 2 , where and are coprime. It can be shown that, the structure in Fig. 2 is equivalent to a -channel filter bank where the polyphase components of and constitute the filters (see, for example, [2] and [21] - [23] ).
In particular, for , if we define the polyphase components , of by (2) then the two filter banks in Fig. 3 are equivalent. Notice that (2) is different than the usual definition. This choice simplifies some of the equations in the following. For general pairs, we similarly define the polyphase components by
We can always find such a decomposition since and are coprime. The PR conditions in terms of the alias component (AC) matrix imply the following result, which we state as a proposition.
Proposition 1: Suppose the system shown in Fig. 2 has the PR property and that the polyphase components of the filter are defined by (3). Then . . .
where is the identity matrix. The proposition can be proved by writing the PR conditions in terms of the AC matrices for the analysis and synthesis FBs and switching the matrices. Now suppose that we iterate the rational FB in Fig. 2 on its lowpass branch. At the th stage, the lowpass filter may be regarded as a time varying system computing inner products of the input with certain shifts of different discrete-time sequences [27] . As increases, we would like these discretetime sequences to be progressively narrower band lowpass sequences. For this, it is necessary that possess factors of the form [4] , [6] , [27] , which will be referred to as regularity factors for the rational rational FB. For orthonormal systems, this implies that also has as factors [6] . We remark that given the lowpass filter, the highpass filter can be obtained by using known paraunitary matrix completion procedures [31] .
In summary, we would like our lowpass filter to i) satisfy (4) and ii) have the form (5) where is a positive integer and is FIR. 1 
III. OVERSAMPLED DFT-MODULATED FILTER BANKS
We now consider oversampled PR FBs where the filters are obtained by modulating a single prototype. For a given pair (once again we assume coprime ), these are FBs as shown in Fig. 4 , with filters for given by (6) Let us consider the PR conditions for this FB. In contrast to the FBs in the previous section, we will express the conditions in terms of polyphase matrices. For this, we define the polyphase components via (7) This definition yields an interesting relation among the polyphase components. Using the DFT modulation relation (6) , and noting that , we have (8) 1 This implies that H(z) is FIR since the required factors are also FIR.
Using this relation, the PR conditions become (setting to avoid cumbersome notation)
. . .
This is exactly a scaled version of (4). We state this observation as a proposition. 
A. Regularity and Vanishing Moments
If we are interested in iterating a DFT-modulated FB on its lowpass branch, then it is required that the lowpass filter have factors of the form [29] . We will refer to these as regularity factors for the DFT-modulated FB. Another property we seek for the oversampled DFT-modulated FB is that all of the bandpass (and/or highpass) filters annihilate discrete-time polynomials of degree . The FB is said to have vanishing moments in this case (this implies that the underlying wavelets have vanishing moments as well). Since a DFT-modulated FB is determined by its lowpass filter, this has a direct implication on the lowpass filter.
Proposition 3: A DFT-modulated FB has vanishing moments if and only if has as a factor.
Proof: Suppose that the TH highpass filter has vanishing moments. Then it has as a factor. Since , this implies that has as a factor. If all of the highpass filters have vanishing moments (in which case we say that the FB has vanishing moments), then the lowpass filter has (10) as a factor ( is a constant).
The converse is obtained by reversing the argument. Notice that (10) is the correct form for the regularity factor for the rational FB. By this discussion, we conclude the following.
Proposition 4: Suppose is the lowpass filter of an orthonormal rational FB with regularity factors. Then generates a PR DFT-modulated FB with regularity factors and vanishing moments.
Conversely, suppose generates a PR DFTmodulated FB with regularity factors and vanishing moments. Then is the lowpass filter of an orthonormal rational FB with regularity factors.
In other words, the filter design problem for the rational orthonormal FB and the oversampled DFT-modulated FB is the same. Given some , we need to find a filter of the form (5) that satisfies (4). Equation (4) calls for the design of orthonormal lowpass filters which, when combined [as dictated by the polyphase decomposition (3)] possess a specific factor. Unfortunately, this cannot [2] be converted to the problem of designing an autocorrelation sequence with some factor, as is done in the conventional integer sampled FBs [29] . In the following, we will consider two methods for the design of such filters. The first method is based on an observation that the problem can be converted to an unconstrained optimization problem using paraunitary blocks [31] provided only a single regularity factor is required. The second method, applicable for arbitrary number of regularity factors, uses tools from frame theory.
IV. DESIGN OF FILTERS WITH A SINGLE REGULARITY FACTOR
In this section, we restrict our attention to the design of filters which have the form (5) with . Even though this is a relatively modest case, Blu [6] reports that his iterative algorithm (which was also used recently for the design of rational FBs in [14] ) converges only for this case. In contrast to the method in [6] which reaches PR only in the limit, our design is basically an unconstrained optimization on paraunitary blocks.
We will begin by looking at the polyphase matrix of the rational FB. Let us define the polyphase components of the lowpass filter as in (3) . The rational FB is equivalent to a uniform integer sampled (by ) FB where the first filters are given by . In order to form the polyphase matrix of this FB, let us denote the polyphase components of as which are defined through (11) give the entry of the polyphase matrix for the rational FB. Using this in (3), we get (12) Now since , we have that for (13) From (13) we conclude that imposing a single regularity factor constrains only (compare with [13] 
Using this, we can rewrite (13) in matrix form as ' (15) where is a vector, is the unitary DFT matrix and . Multiplying both sides by from the right, this becomes (16) Since is an orthonormal matrix, this equation states that the first column of is equal to . Such orthonormal matrices can be parameterized. In fact, for a orthonormal matrix, defined by (17) will also be orthonormal. Given some orthonormal satisfying (16) will also satisfy (16) . Moreover, every satisfying (16) can be obtained by changing . Next, we will consider factors that do not affect (16) so as to obtain a parameterization of all rational FBs with a single regularity factor.
A. Factorization of Paraunitary Systems Using Householder Type Building Blocks
Consider a system whose polyphase matrix is given by (18) where is a unitary vector (see [31] for a detailed treatment). It can be verified that is a paraunitary matrix and . Obviously, we can cascade such systems and obtain new paraunitary systems. We can also control the behavior of the cascaded system at by using a constant unitary matrix. In fact, any FIR paraunitary system can be factored this way.
Theorem 1 [31] : Let be a paraunitary matrix with . Then, can be written as (19) where with and is an orthonormal matrix. For real coefficient , can be chosen real.
Parameterizing each we obtain a parameterization of degree paraunitary systems. Combining this theorem with the results of the previous subsection, we obtain a parameterization of all degree systems which give a rational FB with 1 regularity factor. Such a parameterization allows us to do unconstrained optimization on the family of filters, so as to "optimize" the frequency response of the filter. Below we present an algorithm so as to demonstrate the usefulness of the derived parameterization. We remark that with increasing , and the degree of the system , the number of parameters grows quickly, and the exploration of the space of filters with high , , becomes a rather computationally demanding task. Thus, the algorithm employs a random restart procedure. However, one might as well explore the whole search space provided it is not huge. This is the case in Example 1 below.
Algorithm 1

Given
, number of paraunitary blocks ; • Let be a length-vector whose first components are equal to and the remaining components are 0. Pick a orthonormal matrix whose first column is .
• Set the best cost , and the threshold .
will be the cost for the best filter found by the algorithm up to the current time. is a threshold to decide whether to perform or not to perform local optimization.
Repeat the following random restart procedure until the cost is below some preset level. 1) Pick randomly, a orthonormal matrix and unit but otherwise arbitrary vectors , . 2) Set (20) (21) Using these construct the polyphase matrix for the rational FB by (22) Derive the lowpass filter from this matrix using the polyphase definitions (3). , we consider the family of FBs with a single regularity factor for which the polyphase matrix is constant. We set (24) Then we consider the family (25) where is any 2 2 orthonormal matrix. This family can be parameterized using a single parameter (up to reflections). On this one-dimensional interval, we search for the filter that minimizes the frequency response magnitude on . The frequency response magnitude of the (length 8) filter found is shown in Fig. 5 . 
Example 2: Again for
, we now consider the family of single regularity factor FBs where the polyphase matrix has one factor of the type (18) . This factor is parameterized by two parameters (used to construct ). With the single parameter for the constant matrix, we have 3 parameters in total. Using the same cost function as the previous example, and utilizing Algorithm 1, 2 we obtain a longer (length 14) impulse response filter with a more selective frequency response magnitude, illustrated in Fig. 5 .
V. DESIGN OF FILTERS WITH AN ARBITRARY NUMBER OF REGULARITY FACTORS
In this section, we will describe an iterative method to obtain FIR filters for DFT-modulated FBs (equivalently, lowpass filters for orthonormal rational FBs), with a prescribed number of regularity factors and vanishing moments. For this, we will first review a few results from frame theory.
A. A Brief Review of Frame Theory
The following is a blend of definitions and results from [11] , [15] .
A sequence of elements in a Hilbert space is a frame for if there exists constants s.t.
In this case, is said to be a lower frame bound and is said to be an upper frame bound. If , then the frame is said to be tight. If , the frame is said to be snug. If is the supremum of the upper frame bounds and is the infimum of the lower frame bounds, then are called the optimal frame bounds.
For a frame in , the operator , defined as (27) is called the synthesis operator. The adjoint of this operator , called the analysis operator is given by (28) Combining these, the frame operator is given by (29) For a tight frame, we have , where is the frame bound and the identity operator.
When a frame is not tight, it can be made tight by applying the inverse square-root of the frame operator to the sequence:
Theorem 2 [11] : Let be a frame for , and let be the operator such that, . Then, is a tight frame with frame bounds equal to 1. Now let us turn to filter banks. Consider an FB as in Fig. 4 . The system as a whole acts as the frame operator on . Likewise, the analysis and synthesis parts correspond to the analysis and synthesis operators respectively.
An equivalent representation of the FB is given by the polyphase representation as shown in Fig. 6, where . Here, the analysis operator is represented by , which maps the polyphase transform of the input to the -transforms of the output of each analysis channel. The synthesis operator is represented by , mapping the -transforms of the channels to the polyphase transform of the output . Finally, the frame operator is represented by , mapping the polyphase decomposition of the input to that of the output.
When is constrained to the unit circle, the polyphase decomposition, mapping a filter to the vector of its polyphase components, is a unitary transform [7] . 3 That a set of filters defines a frame (i.e., the frame operator is invertible) may be investigated by an eigenanalysis of evaluated on the unit circle. The maximum and minimum of the eigenvalues of the positive semi-definite matrix give the optimal frame bounds and respectively. If the filter bank is indeed a frame, possibly nontight, it can be made tight by applying Theorem 2, i.e., calculating .
B. Approximation of the Inverse Square Root Operator
We would like to obtain an almost tight oversampled DFTmodulated FB with regularity factors, starting from one with arbitrary frame bounds but with a lowpass filter that has a form as in (5) . For this, we will invoke Theorem 2. We need to compute the inverse square root operator.
Given an FB frame, hence some , we have two candidates for approximating the inverse square root operator: 1) the finite section method by Ströhmer [30] ; 2) truncating the infinite series representation of [17] (also see [10] , [11] ): (30) where and are the frame bounds. Whichever method we use, we want the new frame to possess the DFT-modulation property (6) and have regularity factors and vanishing moments [i.e., we want the lowpass filter to have the form (5)]. In the following, we will show that if is of the form (5), and represents the synthesis FB for the DFT-modulated FB generated by , then represents an the synthesis FB for an oversampled DFT-modulated FB where the lowpass filter has the form (5) (with a different ). Since the second method above involves a polynomial of , we see that it satisfies our requirements.
Claim 1: For a given filter , suppose , represent the analysis and synthesis FBs respectively in Fig. 4 with . Then (31) represents a synthesis FB with filters where for some . In words, applying to a DFTmodulated FB preserves the DFT-modulation property.
Proof: We first show that . For this, consider the entry of (32) This is a function of . The claim follows since for a -vector , if is a linear combination of 's, and the zeros of the mentioned factor all occur on the unit circle, the claim follows.
Truncating the infinite series (30), we obtain quite long filters which generate DFT-modulated FBs with regularity factors and vanishing moments (that are also snug frames). However, the 'practical support' of the filter is indeed much shorter. A desired next step is then to replace the filters with shorter ones. Also, we would like to preserve the number of regularity factors, vanishing moments while loosening the frame bounds as little as possible. The question becomes one of the behavior of the frame bounds when the frame is perturbed, which we consider next.
C. Perturbation of DFT-Modulated FBs
Given an FB, the following theorem provides bounds on the frame bounds when the coefficients of the lowpass filter are altered. Proof: See the Appendix. Roughly, (the proof of) the theorem suggests that each polyphase component of be simultaneously approximated. This is reasonable since may be regarded as a -channel FB. One possible approach then is to approximate so that the least squares error for each polyphase component is equal to the same value, , which is then minimized. For , this can be tackled by solving a series of problems which are called 'least squares with an inequality' (LSQI) problems (LSQI was studied thoroughly by Gander, see [19] ). However, for general pairs, one ends up with more than one quadratic constraint and the solution is not easy to obtain due to the existence of many local minima. In the following we will use least squares solutions which correspond to the sum of the errors in each polyphase component. The least squares solution can be computed easily, efficiently and they also seem to perform quite well experimentally.
D. The Algorithm
For the final ingredient for a general algorithm let us look at the terms in the series (30) . The th term in this series is (42) In addition to the rapid decay of the constant term in front, observe that the tighter the frame (i.e., closer the frame bounds), the faster will be the decay of . That is, the convergence is faster if the starting frame is fairly tight. But how can we find a fairly tight frame? We take an arbitrary frame, apply the series (30) using a higher than usual (compared to subsequent stages) number of terms and find the approximating filter that is slightly longer than the filter we started with. This is the first step of our algorithm, which we present below. We do not have a proof of convergence (this is not a hill-climbing algorithm) but we did observe convergence as long as the maximum length allowed for the desired filter is sufficiently high.
Algorithm 2
Given
• Sampling and/or modulation factors , • Number of regularity factors (and vanishing moments) , • Desired maximum filter length ,
• Tolerance value "Tol" for the discrepancy of the frame bound ratio from 1, • Length increment value "Inc"; 1) Set (43) as the initial filter. 4 2) Set to be the length of the initial approximation. 3) Also set . 4) Calculate the frame bounds , for the DFT-modulated FB generated by . 5) Set . 6) While , 6.a) Let be the frame operator for the DFT-modulated FB generated by .
where is taken as a "large" integer (e.g., 60) in the first iteration. 5 Example 3: We applied this algorithm for , and asked for four regularity factors. We took in (43), and set . "Inc" was set to 1 for and 25 for
. The results are shown in Fig. 7 . The lengths of the filters are 25 and 70.
E. Linear Phase Filters
We can slightly modify our algorithm presented in the previous subsection and obtain symmetric filters with arbitrary number of regularity factors for general pairs. To see how, let us define the "center of symmetry."
at the beginning of the algorithm. We will have that . Thus, from now on, we will assume, without loss of generality, that has real coefficients.
Notice that for real linear phase , will also be real. Now consider (45) in the frequency domain. We can write (48) 
Noting that and are real, the claim follows. We remark that if is a real linear phase filter, then the DFT-modulated FB satisfies the hypothesis of Claim 3, because modulation does not change the center of symmetry. Thus, (30) applied to would yield a real linear phase filter with the same center of symmetry. Therefore, Algorithm 2 may be used to obtain symmetric filters as well. For this, all we need to do The filter with four regularity factors from Fig. 8 is used. is, to start from a symmetric filter [i.e., take in Step 1)] and at each approximation step [that is (6.c)], find a symmetric . Notice also that the increment value "Inc" needs to be an even integer in order to preserve the type of symmetry.
Example 4: We applied this modified algorithm for , , , and asked for four regularity factors. We set in (43), and . "Inc" was set to 2 for , 16 for and , and 30 for . The results are shown in Fig. 8 . From top to bottom, the lengths of the filters are 25, 59, 79, and 129. Even though the filters are somewhat long, we remark that these are equivalent to the first channels of a rational FB.
VI. ITERATED OVERSAMPLED DFT-MODULATED FILTER BANKS
We finally would like to discuss iterated DFT-modulated FBs briefly, in an attempt to motivate the use of the filters designed in this paper. Conventionally, modulated FBs are intended to be used in applications which require many channels and the FBs are not iterated. However, iterated oversampled DFT-modulated FBs with few channels also possess attractive properties. Consider for example the iterated oversampled DFT-modulated FB with . Provided that the frequency response of is negligible outside , the highpass filters , will have one-sided spectra. As the FB is iterated, these will provide one-sided spectral analyses of the input as shown in Fig. 9 . Also, the two wavelets associated with the FB will be approximately analytic (see Fig. 10 ). This analyticity property can be seen by considering the infinite product formula. We remark that a real transform may be obtained by using , instead of , where
Notice that and will be approximately discrete-time Hilbert transform pairs. This discussion links DFT-modulated FBs to the dual-tree complex wavelet transform - [28] . In fact the iterated oversampled DFT-modulated FB with , mimics the -, but is less redundant for 1-D signals. The 2-D -takes advantage of the analyticity of the analysis/synthesis functions to obtain real, directional transforms. Similarly, one can also obtain a directional real 2-D transform. For this, consider the 
then 's will be real. Moreover, will be a directional filter provided both and are nonzero (see the section 'Oriented Wavelets' in [28] for an explanation and further discussions). Iterating this transform on its lowpass branch, one obtains a multiscale directional transform. Some synthesis functions for this transform are shown in Fig. 11(a) .
For other factors, the DFT-modulated FB will likewise mimic the -band - [12] . For 2-D, this means that we will have a transform with more directions. This is verified by Fig. 11(b) , which shows the synthesis functions for . Another issue with the -is regarding the highpass filters of the first stage. The -uses a specific first stage in order to make the frequency responses of the following stages analytic. More precisely, the FBs in the first stage are related by a unit shift. This specific choice makes the frequency response of the first stage of the -far from being analytic (see Fig. 12 in [28] ) and this undesirable behavior cannot be alleviated through filter design. In contrast, the iterated oversampled DFT-modulated FB uses the same set of filters in every stage. For example, for , the first stage's (as well as the other stages') analyticity property can be improved by using a lowpass filter that is closer to the ideal rectangle filter with frequency support . The downside of the iterated DFT-modulated FB is that it will be more redundant in higher dimensions, compared to the dual-tree type of transforms.
VII. CONCLUSION
In this paper, we showed that the filter design problem posed by the orthonormal rational FBs and oversampled DFT-modulated FBs is the same. Following this, we provided two methods to obtain filters with regularity factors, which are necessary if the FBs are to be iterated. The first method is based on a parameterization of all such FBs with a single regularity factor. The second method is applicable when an arbitrary number of desired regularity factors is desired. The tradeoff in the second method, which is an iterative algorithm, is between the maximum length allowed and computation time for reaching a snug frame. We also provided a motivation for iterated oversampled DFT-modulated FBs, namely the implementation of a complex (almost analytic) DWT, that is essentially different from the dual-tree complex wavelet transform but which provides a comparable frequency decomposition. 
The result follows by squaring the terms.
In the following lemma, denotes the spectral radius of the matrix . This is a corollary of Gershgorin's theorem [20] . 
