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Abstract
Viscosity approximation methods for nonexpansive mappings are studied. Consider the iteration
process {xn}, where x0 ∈ C is arbitrary and xn+1 = αnf (xn)+ (1 −αn)SPC(xn −λnAxn), f is a contrac-
tion on C, S is a nonexpansive self-mapping of a closed convex subset C of a Hilbert space H . It is shown
that {xn} converges strongly to a common element of the set of fixed points of nonexpansive mapping and
the set of solutions of the variational inequality for an inverse strongly-monotone mapping which solves
some variational inequality.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let C be a closed convex subset of a real Hilbert space H and let PC be the metric projection
of H onto C. Recall that a self-mapping f : C → C is a contraction on C if there is a constant
k ∈ (0,1) such that∥∥f (x) − f (y)∥∥ k‖x − y‖, x, y ∈ C.
ΠC denotes the set of all contractions on C. Note that f has a unique fixed point in C.
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The variational inequality problem is to find u ∈ C such that 〈Au,v − u〉  0 for all v ∈ C
(Refs. [1,2]). The set of solutions of the variational inequality is denoted by VI(C,A). A mapping
A of C to H is called inverse-strongly monotone if there exists a positive real number α such
that
〈x − y,Ax −Ay〉 α‖Ax − Ay‖2
for all x, y ∈ C. For such a case, A is α-inverse-strongly monotone.
A mapping S of C into itself is called nonexpansive if ‖Sx − Sy‖ ‖x − y‖ for all x, y ∈ C
(Ref. [3]). We denoted by F(S) the set of fixed points of S.
The viscosity approximation method of selecting a particular fixed point of given nonexpan-
sive mapping was proposed by Moudafi [4] who proved the following strong convergence of both
the implicit and explicit methods in Hilbert space.
Theorem 1.1. In a Hilbert space define {xn} by implicit way
xn = 11 + εn T xn +
εn
1 + εn f (xn),
where εn is a sequence in (0,1) tending to zero. Then {xn} converges strongly to the unique
solution x˜ ∈ C of the variational inequality〈
(I − f )x˜, x˜ − x〉 0.
In other words, x˜ is the unique fixed point of PFix(T )f .
Theorem 1.2. In a Hilbert space define {xn} by (x0 ∈ C is arbitrary)
xn+1 = 11 + εn T xn +
εn
1 + εn f (xn).
Suppose that {εn} satisfies the conditions
lim
n→∞ εn = 0,
∞∑
n=1
εn = ∞; lim
n→∞
∣∣∣∣ 1εn −
1
εn−1
∣∣∣∣= 0.
Then {xn} converges strongly to the unique solution x˜ ∈ C of the variational inequality〈
(I − f )x˜, x˜ − x〉 0.
In other words, x˜ is the unique fixed point of PFix(T )f .
Very recently Xu [5] studied the viscosity approximation methods proposed by Moudafi [4]
for a nonexpansive mapping in a Hilbert space. He proved the following theorems.
Theorem 1.3. (See Xu [5, Theorem 3.1].) Let H be a Hilbert space, C a closed convex subset
of H , and T :C → C a nonexpansive mapping with F(T ) 	= ∅, and f ∈ ΠC . Let {xt } be given
by
xt = tf (xt ) + (1 − t)T xt , t ∈ (0,1).
Then:
(i) s-limt→0 xt =: x˜ exists;
(ii) x˜ = PSf (x˜), or equivalently, x˜ is the unique solution in F(T ) to the variational inequality
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(I − f )x˜, x − x˜〉 0, x ∈ S,
where S = F(T ) and PS is the metric projection from H to S.
Theorem 1.4. (See Xu [5, Theorem 3.2].) Let H be a Hilbert space, C a closed convex subset
of H , and T :C → C a nonexpansive mapping with F(T ) 	= ∅, and f :C → C a contraction.
Let {xn} be given by
x0 ∈ C, xn+1 = αnf (xn) + (1 − αn)T xn, n 0.
Then under the following hypotheses
(H1) αn → 0;
(H2) ∑∞n=0 αn = ∞;
(H3) either ∑∞n=0 |αn+1 − αn| < ∞ or limn→∞ αn+1αn = 1,
xn → x˜, where x˜ is the unique solution of the variational inequality〈
(I − f )x˜, x − x˜〉 0, x ∈ S.
In this paper, we introduce an iterative scheme by viscosity approximation method for finding
a common element of the set of fixed points of a nonexpansive mapping and the set of solu-
tions of the variational inequalities for an inverse-strongly monotone mapping in a real Hilbert
space. Then we show that the sequence converges strongly to a common element of two sets
which solves some variational inequality. Using this results, we first obtain a strong convergence
theorem for finding a common fixed point of a nonexpansive mapping and a strictly pseudocon-
tractive mapping. Further, we consider the problem finding a common element of the set of fixed
points of a nonexpansive mapping and the set of zeros of an inverse-strongly monotone mapping.
2. Preliminaries
Let H be a real Hilbert space with inner product 〈·,·〉 and norm ‖ · ‖, and let C be a closed
convex subset of H . We write xn ⇀ x to indicate that the sequence {xn} converges weakly to x.
xn → x implies that {xn} converges strongly to x. For every point x ∈ H , there exists a unique
nearest point in C, denoted by PCx, such that
‖x − PCx‖ ‖x − y‖
for all y ∈ C. PC is called the metric projection of H to C. It is well known that PC satisfies
〈x − y,PCx − PCy〉 ‖PCx − PCy‖2 (1)
for every x, y ∈ H , and PC is characterized by the following properties:
〈x − PCx,PCx − y〉 0, (2)
‖x − y‖2  ‖x − PCx‖2 + ‖y − PCx‖2 (3)
for all x ∈ H , y ∈ C. In the context of the variational inequality problem, this implies
u ∈ VI(C,A) ⇔ u = PC(u − λAu), ∀λ > 0. (4)
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xn ⇀ x, the inequality
lim inf
n→∞ ‖xn − x‖ < lim infn→∞ ‖xn − y‖
holds for every y ∈ H with y 	= x. If A is an α-inverse-strongly monotone mapping of C to H ,
then it is obvious that A is 1
α
-Lipschitz continuous. We also have that for all x, y ∈ C and λ > 0,
∥∥(I − λA)x − (I − λA)y∥∥2 = ∥∥(x − y) − λ(Ax − Ay)∥∥2
= ‖x − y‖2 − 2λ〈x − y,Ax −Ay〉 + λ2‖Ax −Ay‖2
 ‖x − y‖2 + λ(λ− 2α)‖Ax − Ay‖2.
So, if λ 2α, then I − λA is a nonexpansive mapping of C into H .
A set-valued mapping T :H → 2H is called monotone if for all x, y ∈ H,f ∈ T x and g ∈ Ty
imply 〈x − y,f − g〉 0. A monotone mapping T :H → 2H is maximal if graph G(T ) of T is
not properly contained in the graph of any other monotone mapping. It is known that a monotone
mapping T is maximal if and only if for (x, f ) ∈ H × H, 〈x − y,f − g〉 0 for every (y, g) ∈
G(T ) implies f ∈ T x. Let A is an inverse-strongly monotone mapping of C to H and let NCv
be normal cone to C at v ∈ C, i.e., NCv = {w ∈ H : 〈v − u,w〉 0, ∀u ∈ C}, and define
T v =
{
Av + NCv, v ∈ C,
∅, v /∈ C,
then T is maximal monotone and 0 ∈ T v if and only if v ∈ VI(C,A) (Ref. [7]).
3. Main results
In this section, we prove a strong convergence theorem for nonexpansive mapping and inverse-
strongly monotone mappings.
Lemma 1. (See Goebel and Kirk [8].) Let C be a closed convex subset of a real Hilbert space H
and let T : C → C be a nonexpansive mapping such that Fix(T ) 	= ∅. If a sequence{xn} in C is
such that xn ⇀ z and xn − T xn → 0, then z = T z.
Lemma 2. (See Xu [9].) Let {sn} be a sequence of nonnegative real numbers such that:
sn+1  (1 − λn)sn + βn, n 0,
where {λn}, {βn} satisfy the condition
(i) {λn} ⊂ (0,1) and ∑∞n=1 λn = ∞,
(ii) lim supn→∞ βnλn  0 or
∑∞
n=1 |βn| < ∞.
Then limn→∞ sn = 0.
Proposition 3.1. Let C be a closed convex subset of a real Hilbert space H . Let f :C → C be
a contraction with coefficient k (0 < k < 1), A an α-inverse-strongly monotone mapping of C to
H and let S be a nonexpansive mapping of C into itself such that F(S)∩ VI(C,A) 	= ∅. Suppose
{xn} be sequences generated by
x0 ∈ C, xn+1 = αnf (xn) + (1 − αn)SPC(xn − λnAxn)
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are chosen so that λn ∈ [a, b] for some a, b with 0 < a < b < 2α,
lim
n→∞αn = 0,
∞∑
n=1
αn = ∞,
∑
|αn+1 − αn| < ∞,
∞∑
n=1
|λn − λn+1| < ∞,
then {xn} converges strongly to q ∈ F(S)∩ VI(C,A), which is the unique solution in the F(S)∩
VI(C,A) to the following variational inequality〈
(I − f )q, q − p〉 0, p ∈ F(S) ∩ VI(C,A).
Proof. Put yn = PC(xn − λnAxn) for every n = 0,1,2, . . . . Let u ∈ F(S) ∩ VI(C,A). We have
‖yn − u‖ =
∥∥PC(xn − λnAxn) − PC(u − λnAu)∥∥

∥∥(xn − λnAxn) − (u − λnAu)∥∥
 ‖xn − u‖
for every n = 1,2,3, . . . . Then we have
‖xn+1 − u‖ =
∥∥αnf (xn) + (1 − αn)Syn − u∥∥
 αn
∥∥f (xn) − u∥∥+ (1 − αn)‖Syn − u‖
 αn
∥∥f (xn) − f (u)∥∥+ αn∥∥f (u) − u∥∥+ (1 − αn)‖yn − u‖
 αnk‖xn − u‖ + (1 − αn)‖xn − u‖ + αn
∥∥f (u) − u∥∥
= (1 − (1 − k)αn)‖xn − u‖ + αn∥∥f (u) − u∥∥
max
{
‖xn − u‖, 11 − k
∥∥f (u) − u∥∥
}
.
By induction,
‖xn − u‖max
{
‖x0 − u‖, 11 − k
∥∥f (u) − u∥∥
}
, n 0.
Therefore, {xn} is bounded, {yn}, {Syn}, {Axn}, {f (xn)} are also bounded. Since I − λnA is
nonexpansive and u = PC(u − λnAu), we also have
‖yn+1 − yn‖
∥∥(xn+1 − λn+1Axn+1) − (xn − λnAxn)∥∥

∥∥(xn+1 − λn+1Axn+1) − (xn − λn+1Axn)∥∥+ |λn − λn+1|‖Axn‖
 ‖xn+1 − xn‖ + |λn − λn+1|‖Axn‖
for every n = 1,2,3, . . . . So we obtain
‖xn+1 − xn‖ =
∥∥αnf (xn) + (1 − αn)Syn − αn−1f (xn−1) − (1 − αn−1)Syn−1∥∥
= ∥∥(αn − αn−1)(f (xn−1) − Syn−1)+ (1 − αn)(Syn − Syn−1)
+ αn
(
f (xn) − f (xn−1)
)∥∥
 |αn − αn−1|
∥∥f (xn−1) − Syn−1∥∥+ (1 − αn)‖yn − yn−1‖
+ αnk‖xn − xn−1‖
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(‖xn − xn−1‖ + |λn−1 − λn|‖Axn−1‖)
+ |αn − αn−1|
∥∥f (xn−1) − Syn−1∥∥+ αnk‖xn − xn−1‖

(
1 − (1 − k)αn
)‖xn − xn−1‖ + L|λn − λn−1| + M|αn − αn−1|
for every n = 0,1,2, . . . , where L = sup{‖f (xn) − Syn−1‖: n ∈ N},M = sup{‖Axn‖: n ∈ N},
since
∑∞
n=1 |λn − λn+1| < ∞,
∑∞
n=1 |αn − αn−1| < ∞, in view of Lemma 2, we have
limn→∞ ‖xn+1 − xn‖ = 0. Then we also obtain ‖yn+1 − yn‖ → 0
‖xn − Syn‖ ‖xn − Syn−1‖ + ‖Syn−1 − Syn‖
 αn−1
∥∥f (xn−1) − Syn−1∥∥+ ‖yn−1 − yn‖,
we have ‖xn − Syn‖ → 0. For u ∈ F(S) ∩ VI(C,A),
‖xn+1 − u‖2 =
∥∥αnf (xn) + (1 − αn)Syn − u∥∥2
 αn
∥∥f (xn) − u∥∥2 + (1 − αn)‖yn − u‖2
 αn
∥∥f (xn) − u∥∥2 + (1 − αn)[‖xn − u‖2 + λn(λn − 2α)‖Axn −Au‖2]
 αn
∥∥f (xn) − u∥∥2 + ‖xn − u‖2 + (1 − αn)a(b − 2α)‖Axn −Au‖2.
So, we obtain
−(1 − αn)a(b − 2α)‖Axn − Au‖2
 αn
∥∥f (xn) − u∥∥2 + (‖xn − u‖ + ‖xn+1 − u‖)(‖xn − u‖ − ‖xn+1 − u‖)
 αn
∥∥f (xn) − u∥∥2 + (‖xn − u‖ + ‖xn+1 − u‖)‖xn − xn+1‖.
Since αn → 0 and ‖xn − xn+1‖ → 0, then ‖Axn − Au‖ → 0, n → ∞. Further, from (1), we
obtain
‖yn − u‖2 =
∥∥PC(xn − λnAxn) − PC(u − λnAu)∥∥2

〈
xn − λnAxn − (u − λnAu), yn − u
〉
= 1
2
{∥∥(xn − λnAxn) − (u − λnAu)∥∥2 + ‖yn − u‖2
− ∥∥(xn − λnAxn) − (u − λnAu) − (yn − u)∥∥2}
 1
2
{‖xn − u‖2 + ‖yn − u‖2 − ‖xn − yn‖2 + 2λn〈xn − yn,Axn −Au〉
− λ2n‖Axn −Au‖2
}
.
So, we obtain
‖yn − u‖2  ‖xn − u‖2 − ‖xn − yn‖2 + 2λn〈xn − yn,Axn −Au〉 − λ2n‖Axn −Au‖2.
And hence
‖xn+1 − u‖2  αn
∥∥f (xn) − u∥∥2 + (1 − αn)‖Syn − u‖2
 αn
∥∥f (xn) − u∥∥2 + (1 − αn)‖yn − u‖2
 αn
∥∥f (xn) − u∥∥2 + ‖xn − u‖2 − (1 − αn)‖xn − yn‖2
+ 2(1 − αn)λn〈xn − yn,Axn − Au〉 − (1 − αn)λ2n‖Axn −Au‖2.
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Choose a subsequence {yni } of {yn} such that
lim sup
n→∞
〈
f (q) − q,Syn − q
〉= lim
i→∞
〈
f (q) − q,Syni − q
〉
.
As {yni } is bounded, we have that a subsequence {ynij } of {yni } converges weakly to z. We may
assume without loss of generality that yni ⇀ z. Since ‖Syn − yn‖ → 0, we obtain Syni ⇀ z.
Then we can obtain z ∈ F(S) ∩ VI(C,A). In fact, let us first show that z ∈ VI(C,A). Let
T v =
{
Av + NCv, v ∈ C,
∅, v /∈ C.
Then T is maximal monotone. Let (v,w) ∈ G(T ). Since w − Av ∈ NCv and yn ∈ C we have
〈v − yn,w −Av〉 0.
On the other hand, from yn = PC(xn − λnAxn), we have 〈v − yn, yn − (xn − λnAxn)〉 0 and
hence〈
v − yn, yn − xn
λn
+Axn
〉
 0.
Therefore, we have
〈v − yni ,w〉 〈v − yni ,Av〉
 〈v − yni ,Av〉 −
〈
v − yni ,
yni − xni
λni
+Axni
〉
=
〈
v − yni ,Av −Axni −
yni − xni
λni
〉
= 〈v − yni ,Av − Ayni 〉 + 〈v − yni ,Ayni − Axni 〉 −
〈
v − yni ,
yni − xni
λni
〉
 〈v − yni ,Ayni −Axni 〉 −
〈
v − yni ,
yni − xni
λni
〉
.
Hence we have 〈v − z,w〉 0 as i → ∞. Since T is maximal monotone, we have z ∈ T −10 and
hence z ∈ VI(C,A)
‖xn − Sxn‖ ‖xn − Syn‖ + ‖Syn − Sxn‖ ‖xn − Syn‖ + ‖xn − yn‖,
we have ‖xn − Sxn‖ → 0. In view of Lemma 1, we obtain z ∈ F(S)
lim sup
n→∞
〈
f (q) − q,Syn − q
〉= lim
i→∞
〈
f (q) − q,Syni − q
〉= 〈f (q) − q, z − q〉 0,
‖xn+1 − q‖2 =
∥∥αnf (xn) + (1 − αn)Syn − q∥∥2
= α2n
∥∥f (xn) − q∥∥2 + 2αn(1 − αn)〈f (xn) − q,Syn − q〉
+ (1 − αn)2‖Syn − q‖2

(
1 − 2αn + α2n
)‖xn − q‖2 + α2n∥∥f (xn) − q∥∥2
+ 2αn(1 − αn)
〈
f (xn) − f (q), Syn − q
〉
+ 2αn(1 − αn)
〈
f (q) − q,Syn − q
〉
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[
1 − 2αn + α2n + 2kαn(1 − αn)
]‖xn − q‖2 + α2n∥∥f (xn) − q∥∥2
+ 2αn(1 − αn)
〈
f (q) − q,Syn − q
〉
= (1 − α¯n)‖xn − q‖2 + α¯nβ¯n,
where
α¯n = αn
[
2 − αn − 2k(1 − αn)
]
,
β¯n = αn‖f (xn) − q‖
2 + 2(1 − αn)〈f (q) − q,Syn − q〉
2 − αn − 2k(1 − αn) .
It is easily seen that α¯n → 0,∑∞n=1 α¯n = ∞, and lim supn→∞ β¯n  0, by Lemma 2 we obtain
xn → q . This completes the proof. 
S is a nonexpansive mapping, A is an α-inverse strongly monotone, and f ∈ ΠC. Thus, by
Banach contraction mapping principle, there exists a unique fixed point
z
f
n = αnf
(
z
f
n
)+ (1 − αn)SPC(zfn − λnAzfn ), αn ∈ (0,1).
For simplicity we will write zn for zfn provided no confusion occurs. Next we prove the con-
vergence of {zn}, while they claim the existence of the q ∈ F(S) ∩ VI(C,A) which solves the
variational inequality〈
(I − f )q, q − p〉 0, f ∈ ΠC, p ∈ F(S) ∩ VI(C,A).
Theorem 3.1. Let C be a closed convex subset of a real Hilbert space H . Let f :C → C be a
contraction with coefficient k (0 < k < 1), A an α-inverse-strongly monotone mapping of C to
H and let S be a nonexpansive mapping of C into itself such that F(S)∩ VI(C,A) 	= ∅. Suppose
{zn} be sequences generated by
zn = αnf (zn) + (1 − αn)SPC(zn − λnAzn), αn ∈ (0,1),
where {λn} ⊂ [a, b] and {αn} is a sequence in [0,1). If {αn} and {λn} are chosen so that λn ∈
[a, b] for some a, b with 0 < a < b < 2α, when limn→∞ αn = 0, zn converges strongly to q , and
such that the variational inequality〈
(I − f )q, q − p〉 0, f ∈ ΠC, p ∈ F(S) ∩ VI(C,A).
Proof. Put yn = PC(zn − λnAzn) for every n = 0,1,2, . . . . Let u ∈ F(S) ∩ VI(C,A). We have
‖yn − u‖ =
∥∥PC(zn − λnAzn) − PC(u − λnAu)∥∥

∥∥(zn − λnAzn) − (u − λnAu)∥∥
 ‖zn − u‖
for every n = 1,2,3, . . . . Then we have
‖zn − u‖ =
∥∥αnf (zn) + (1 − αn)Syn − u∥∥
 αn
∥∥f (zn) − u∥∥+ (1 − αn)‖Syn − u‖
 αn
∥∥f (zn) − f (u)∥∥+ αn∥∥f (u) − u∥∥+ (1 − αn)‖yn − u‖
 αnk‖zn − u‖ + (1 − αn)‖zn − u‖ + αn
∥∥f (u) − u∥∥.
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‖zn − u‖ 11 − k
∥∥f (u) − u∥∥
and {zn} is bounded, {yn}, {Syn}, {Azn} and {f (zn)} are also bounded.
‖zn − u‖2 =
∥∥αnf (zn) + (1 − αn)Syn − u∥∥2
 αn
∥∥f (zn) − u∥∥2 + (1 − αn)‖yn − u‖2
 αn
∥∥f (zn) − u∥∥2 + (1 − αn)[‖zn − u‖2 + λn(λn − 2α)‖Azn −Au‖2]
 αn
∥∥f (zn) − u∥∥2 + (1 − αn)‖zn − u‖2 + (1 − αn)a(b − 2α)‖Azn −Au‖2.
Therefore, we have
−(1 − αn)a(b − 2α)‖Azn − Au‖2  αn
(∥∥f (zn) − u∥∥2 + ‖zn − u‖2).
Since αn → 0 (n → ∞), and {f (zn)}, {zn} are bounded, we obtain
‖Azn −Au‖ → 0 (n → ∞).
From (1) we have
‖yn − u‖2 =
∥∥PC(zn − λnAzn) − PC(u − λnAu)∥∥2

〈
zn − λnAzn − (u − λnAu), yn − u
〉
= 1
2
{∥∥(zn − λnAzn) − (u − λnAu)∥∥2 + ‖yn − u‖2
− ∥∥(zn − λnAzn) − (u − λnAu) − (yn − u)∥∥2}
 1
2
{‖zn − u‖2 + ‖yn − u‖2 − ‖zn − yn‖2 + 2λn〈zn − yn,Azn −Au〉
− λ2n‖Azn −Au‖2
}
.
So, we obtain
‖yn − u‖2  ‖zn − u‖2 − ‖zn − yn‖2 + 2λn〈zn − yn,Azn −Au〉 − λ2n‖Azn − Au‖2.
So we have
‖zn − u‖2  αn
∥∥f (zn) − u∥∥2 + (1 − αn)‖Syn − u‖2
 αn
∥∥f (zn) − u∥∥2 + (1 − αn)‖yn − u‖2
 αn
∥∥f (zn) − u∥∥2 + (1 − αn)‖zn − u‖2 − (1 − αn)‖zn − yn‖2
+ 2(1 − αn)λn〈zn − yn,Azn −Au〉 − (1 − αn)λ2n‖Azn − Au‖2.
Hence,
(1 − αn)‖zn − yn‖2  αn
∥∥f (zn) − u∥∥2 − αn‖zn − u‖2
+ 2(1 − αn)λn〈zn − yn,Azn − Au〉 − λ2n‖Azn −Au‖2.
Since αn → 0, ‖Azn −Au‖ → 0, we obtain ‖zn − yn‖ → 0 (n → ∞). By the proof of Proposi-
tion 3.1, we have yni ⇀ q and q ∈ F(S) ∩ VI(C,A), so zni ⇀ q
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∥∥αni f (zni ) + (1 − αni )Syni − q∥∥2
= 〈αni (f (zni ) − q)+ (1 − αni )(Syni − q), zni − q〉
= αni
〈
f (zni ) − q, zni − q
〉+ (1 − αni )〈Syni − q, zni − q〉
 (1 − αni )‖zni − q‖2 + αni
〈
f (zni ) − q, zni − q
〉
.
Hence
‖zni − q‖2 
〈
f (zni ) − q, zni − q
〉
= 〈f (zni ) − f (q), zni − q〉+ 〈f (q) − q, zni − q〉
 k‖zni − q‖2 +
〈
f (q) − q, zn − q
〉
.
This implies that
‖zni − q‖2 
1
1 − k
〈
zni − q,f (q) − q
〉
.
But zni ⇀ q, it follows that zni → q. Now we show that q solves the variational inequality〈
(I − f )q, q − p〉 0, f ∈ ΠC, p ∈ F(S) ∩ VI(C,A).
Because
zn − f (zn) = −1 − αn
αn
(zn − Syn),
for any p ∈ F(S) ∩ VI(C,A) and notice p = PC(p − λnAp), we infer that〈
zn − f (zn), zn − p
〉
= −1 − αn
αn
〈
zn − SPC(zn − λnAzn), zn − q
〉
= −1 − αn
αn
〈
zn − SPC(zn − λnAzn) −
(
p − SPC(p − λnAp)
)
, zn − p
〉
 0,
since I − SPC(I − λnA) is strong monotone. Let i → ∞, we have〈
q − f (q), q − p〉 0. (5)
Assume that there exists another subsequence {znj } of {zn} such that znj → q∗, so q∗ ∈ F(S) ∩
VI(C,A), and from 〈zn − f (zn), zn − p〉 0, let j → ∞ we have〈
q∗ − f (q∗), q∗ − p〉 0, p ∈ F(S) ∩ VI(C,A). (6)
Setting p = q∗ in (5), we have〈
q − f (q), q − q∗〉 0, (7)
and setting p = q in (6), we obtain〈
q∗ − f (q∗), q∗ − q〉 0. (8)
Inequality (7) and (8) yield∥∥q − q∗∥∥2  〈f (q) − f (q∗), q − q∗〉 k∥∥q − q∗∥∥2,
1460 J. Chen et al. / J. Math. Anal. Appl. 334 (2007) 1450–1461which implies that q = q∗, since k ∈ (0,1). Thus, zn → q as n → ∞ and q ∈ F(S) ∩ VI(C,A)
is unique. And q is the unique solution of variational inequality〈
q − f (q), q − p〉 0, p ∈ F(S) ∩ VI(C,A).
This completes the proof. 
Remark. Let f (xn) = x in the proposition, we can obtain Theorem 3.1 in [10].
4. Applications
In this section we prove two theorems in a Hilbert space by using Proposition 3.1 and Theo-
rem 3.1.
A mapping T :C → C is called strictly pseudocontractive if there exists k with 0  k < 1
such that
‖T x − Ty‖2  ‖x − y‖2 + k∥∥(I − T )x − (I − T )y∥∥2
for every x, y ∈ C. If k = 0, then T is nonexpansive. Put A = I − T , where T :C → C is a
strictly pseudocontractive mapping with k. Then A is (1−k)2 -inverse-strongly monotone. Actually,
we have, for all x, y ∈ C,
∥∥(I − A)x − (I − A)y∥∥2  ‖x − y‖2 + k‖Ax − Ay‖2.
On the other hand, since H is a real Hilbert space, we have
∥∥(I − A)x − (I − A)y∥∥2 = ‖x − y‖2 + ‖Ax −Ay‖2 − 2〈x − y,Ax −Ay〉.
Hence we have
〈x − y,Ax −Ay〉 1 − k
2
‖Ax −Ay‖2.
Using Proposition 3.1 and Theorem 3.1, we first prove a strong convergence theorem for finding
a common fixed point of a nonexpansive mapping and a strictly pseudocontractive mapping.
Theorem 4.1. Let C be a closed convex subset of a real Hilbert space H . Let f be a contractive
mapping of C into itself with coefficient k ∈ (0,1), S be a nonexpansive mapping of C into itself
and let T be a strictly pseudocontractive mapping of C into itself with α, such that F(S) ∩
F(T ) 	= ∅. Suppose x1 = x ∈ C and {xn} is given by
xn+1 = αnf (xn) + (1 − αn)S
(
(1 − λn)xn + λnT xn
)
for every n = 1,2, . . . , where {αn} is a sequence in [0,1) and {λn} is a sequence in [0,1 − α). If
{αn} and {λn} are chosen so that λn ∈ [a, b] for some a, b with 0 < a < b < 1 − α,
lim
n→∞αn = 0,
∞∑
n=1
αn = ∞,
∞∑
n=1
|αn+1 − αn| < ∞,
∞∑
n=1
|λn+1 − λn| < ∞,
then {xn} converges strongly to q ∈ F(S) ∩ F(T ), such that〈
f (q) − q, q − p〉 0, p ∈ F(S) ∩ F(T ).
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and PC(xn − λnAxn) = (1 − λn)xn + λnT xn. So by Proposition 3.1 and Theorem 3.1, we obtain
the desired result. 
Theorem 4.2. Let H be a real Hilbert space H . Let f be a contractive mapping of H into itself
with coefficient k ∈ (0,1), S be a nonexpansive mapping of H into itself and let A be a α-inverse-
strongly monotone mapping of H into itself such that F(S) ∩ A−10 	= ∅. Suppose x1 = x ∈ C
and {xn} is given by
xn+1 = αnf (xn) + (1 − αn)S(xn − λnAxn)
for every n = 1,2, . . . , where {αn} is a sequence in [0,1) and {λn} is a sequence in [0,2α). If
{αn} and {λn} are chosen so that λn ∈ [a, b] for some a, b with 0 < a < b < 2α,
lim
n→∞αn = 0,
∞∑
n=1
αn = ∞,
∞∑
n=1
|αn+1 − αn| < ∞,
∞∑
n=1
|λn+1 − λn| < ∞,
then {xn} converges strongly to q ∈ F(S) ∩A−10, such that〈
f (q) − q, q − p〉, p ∈ F(S) ∩ A−10.
Proof. We have A−10 = VI(C,A). So putting PH = I , by Proposition 3.1 and Theorem 3.1, we
obtain the desired result. 
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