Using an acoustic vector sensor (AVS), an efficient method has been presented recently for direction-of-arrival (DOA) estimation of multiple speech sources via the clustering of the inter-sensor data ratio (AVS-ISDR). Through extensive experiments on simulated and recorded data, we observed that the performance of the AVS-DOA method is largely dependent on the reliable extraction of the target speech dominated time-frequency points (TD-TFPs) which, however, may be degraded with the increase in the level of additive noise and room reverberation in the background. In this paper, inspired by the great success of deep learning in speech recognition, we design two new soft mask learners, namely deep neural network (DNN) and DNN cascaded with a support vector machine (DNN-SVM), for multi-source DOA estimation, where a novel feature, namely, the tandem local spectrogram block (TLSB) is used as the input to the system. Using our proposed soft mask learners, the TD-TFPs can be accurately extracted under different noisy and reverberant conditions. Additionally, the generated soft masks can be used to calculate the weighted centers of the ISDR-clusters for better DOA estimation as compared with the original center used in our previously proposed AVS-ISDR. Extensive experiments on simulated and recorded data have been presented to show the improved performance of our proposed methods over two baseline AVS-DOA methods in presence of noise and reverberation.
Introduction
Direction of arrival (DOA) estimation of acoustic sources with a microphone array of small size has drawn much attention due to its low cost, compact physical size and wide-range applications such as video conferencing and intelligent robots for identifying speech source locations swiftly and accurately [1] . Among them, Acoustic Vector Sensor (AVS) is a promising candidate providing great convenience in configuration and portability [2] . Different from the conventional arrays with omnidirectional microphones, an AVS contains one pressure sensor and three orthogonal velocity sensors that are collocated at a point geometry in space, and has a smaller size but provides more directional information [3, 4] . Recently, several AVS based DOA estimation algorithms have been proposed [5] [6] [7] [8] [9] [10] [11] , including those for the under-determined DOA estimation problem [7] [8] [9] [10] [11] , where the number of sources is greater than the number of sensors. In these studies, a common assumption has been made that the target speech dominated TF points (TD-TFPs) can be extracted based on the sparseness of speech signals [12] . In [8, 9] , the subspace characteristics of the local TF covariance matrix have been exploited to determine the TD-TFPs to estimate the DOAs. However, the ambient noise and reverberation may corrupt the signal subspace [13] , which leads to the performance degradation when using the method based on the selection of the TFPs with high Signal to Noise Ratio (HSNR).
In our previous work [7] , the DOA estimation of multi-sources has been addressed by clustering the inter-sensor data ratios of single acoustic vector sensor (AVS-ISDR), where the Sinusoidal Tracks Extraction (SinTrE) method [12] is introduced to extract the reliable TD-TFPs by exploiting the harmonic structure of speech. Then the ISDRs that contain DOA cues are calculated at the extracted TD-TFPs and clustered by the Kernel Density Estimation (KDE) method [14] . As a result, the DOAs are estimated using the centers of the ISDR-clusters. The AVS-ISDR was shown to be effective in estimating the DOAs for up to seven speech sources under low noise and reverberation conditions. However, experimental results also show that the performance of the TDTFPs extraction by SinTrE deteriorates as the level of noise and reverberation increases, resulting in performance degradation in the DOA estimation. Clearly, the reliable extraction of TD-TFPs is crucial for the AVS-ISDR method to obtain good DOA estimation performance under different noisy and reverberant conditions.
To obtain the reliable extraction of TD-TFPs, in this paper, we perform our study from the following aspects. First, we get some insights from the perceptual mechanism of the human auditory system that the target speech and interferers are separated in local TF regions [15] . Second, we evaluate the local spectrogram block (LSB) of the received signals for four channels of the AVS under different noise and reverberation levels.
Experiments showed that the LSBs centered by the TD-TFPs are distinguishable from those centered by the interferers (noise or reverberation) dominated TFPs (ID-TFPs).
Third, the LSBs of TD-TFPs and ID-TFPs can be considered as two different patterns, and hence can be learned in a supervised manner. Based on the above findings, we firstly propose a novel tandem LSB (TLSB) feature, which is defined as the LSBs of the four channels of AVS in tandem that are centered by the same time-frequency point, as the input to the training system. Then, we design two different soft mask learners to extract TD-TFPs:
(1) Making use of the powerful learning ability of deep neural network (DNN) [16] with large scale training dataset, a DNN is trained by mapping the TLSB feature to the Idea Binary Mask (IBM) [17] for each TFP. Then in the testing phase, the received signals of the AVS can be transformed to TLSB features and then decoded by the welltrained DNN to generate the soft mask, which represents the probability of a TFP being considered as TD-TFP. By comparing the soft masks with a predefined threshold, the TD-TFPs can be accurately extracted.
(2) The last hidden layer representations (LHLR) of DNN are taken as the feature for training the linear support vector machine (SVM), which is motivated by the following reasons: 1) DNN can be viewed as a hierarchical feature detector, and each hidden layer of DNN is a different representation of the original feature, where the LHLRs with high dimension are more linearly separable and therefore useful for classification [18] ; 2) SVM can tackle the high dimensional data classification problems [19] , and is currently one of the best performers for a number of classification tasks in speech applications [18, [20] [21] [22] . In addition, the linear separability of LHLRs facilitates the performance of linear SVM with lower computational complexity as compared with kernel SVMs.
Similarly, the soft masks can also be obtained via the decision function of SVM.
Following our previously proposed AVS-ISDR algorithm, the soft masks are also used to calculate the weighted centers of the ISDR-clusters, for further improving the DOA estimation accuracy.
The remainder of this paper is organized as follows. The formulation of the AVS-ISDR algorithm is illustrated in Section 2. In Section 3, we present our proposed soft mask learning algorithms for DOA estimation in details, and experiments and analysis are given in Section 4 before we conclude the paper.
Formulation of AVS-ISDR

Data model for AVS
Assume the acoustic signal is sampled by one single AVS in a noisy and reverberant environment. The signal observed by the AVS at the discrete time instance t can be modeled as
where
x(t)=[xu(t), xv(t), xw(t), xo(t)]
T represents the received signal at three bidirectional sensors (u-, v-, w-sensors) and one omnidirectional sensor (o-sensor) respectively, the superscript T denotes the vector transpose. I is the number of speech sources, si(t) is the ith source, hi(t)=[hui(t), hvi(t), hwi(t), hoi(t)] T (1≤i≤I) is the impulse response sample vector from the ith source to the corresponding sensor, * denotes convolution and
n(t)=[nu(t), nv(t), nw(t), no(t)]
T is defined as the noise components. By taking the shorttime Fourier transform (STFT), Eqn. (1) can be written as
where m is the time frame index and k is the frequency bin index, Si(k,m) is the STFT of si(t). X(k,m), Hi(k) and N(k,m) are the 4-by-1 STFT coefficient vector of x(t), hi(t), and n(t) respectively, which are given by
With the reverberation, Hi(k) (1≤i≤I) can be decomposed into [9] ( ) ( ) ( )
where 
where i isthe direct-path time delay, kis the kth discrete angular frequency, and ai is the manifold vector for speech source si(t) with the elevation i ∈[0°, 180°] and azimuth i ∈[0°, 360°), which has the form [ , , ,1]
where ui, vi and wi are given by sin cos , sin sin , cos 
Inter-sensor data ratio model
The inter-sensor data ratios (ISDR) of the AVS are defined as [7] ( , ) , 
If the time-frequency point X(k,m) is a TD-TFP, which is assumed to be dominated by the ith sources and the direct-path component is significantly larger than the reflection and noise components, X(k,m) can be appproximated by
is the direct-path component defined in (7), then ISDRs can be transformed into
fo e k m is the residual error caused by ambiet noise, reverberation and model mismatch.
ISDRs clustering based DOA estimation
From Eqn.  and ˆi  are the estimated elevation and azimuth for the ith source.
As we can see from (13) 1) The TD-TFPs with low residual errors (in terms of a pre-defined threshold) are identified and extracted.
2) The weighted centers of ISDR-clusters are used to replace the original centers (14) by assigning the ISDRs having large residual errors with small weights, and the ISDRs having small residual errors with large weights.
Our proposed DOA estimation methods
In this section, the proposed novel TLSB features, which show different patterns for TD-TFPs and ID-TFPs, are firstly presented. Then, we present the details of soft mask learning by DNN and DNN-SVM in a supervised manner to extract reliable TD-TFPs.
Finally, our proposed robust DOA estimation methods, by using the weighted centers of the ISDR-clusters (WISDR), termed in short as AVS-WISDR-DNN and AVS-WISDR-DNN-SVM, are introduced.
Extraction of the tandem local spectrogram block
According to above discussions, here we use the log-power STFT, 
where B and C are the row and column offset respectively, which are found empirically in our experiments.
To give some insights, an example is given here to show the patterns of LSBs, where the SNR level of Gaussian noise is set at 5dB and reverberation time at 350ms, Above observations motivate us to use the LSB as a cue to estimate the TF mask.
Based on the structure of AVS, we propose to make use of the LSBs from all the 4 channels of the AVS, as illustrated in 
Design of the soft mask learner
A TD-TFP means the signal-to-noise ratio (SNR) of the TFP is larger than a local SNR where idea binary mask (IBM) has been suggested as a criterion as follows [17] 1,
where  is a constant that is set to be 0.5 in this paper. Clearly, the IBM is 1 for TD-TFP and 0 for ID-TFP. It is noted that the IBM can only be used to determine whether the TFP is TD-TFP or not. To obtain a center that is closer to the true center as shown in Fig 1 , the soft mask can be utilized. The soft mask, denoting the probability of a TFP being TD-TFP, can be used to determine the TD-TFPs and used as the weights to calculate the weighted centers of ISDR-clusters for better DOA estimation. Therefore, two soft mask learners have been proposed in the following subsections.
Soft mask learning by DNN
With the TLSB as input, we propose to employ the DNN to learn the soft TF mask for each TFP, which involves the training phase and test phase.
In algorithm [23] . Then following the learning rate annealing and early stopping strategies used in the BP process [16] , the DNN is fine-tuned using a stochastic gradient descent (SGD) algorithm by maximizing the cross-entropy between the true IBM and the predicted probability.
In the test phase, with the test TLSB at (k, m), the trained DNN is used to generate the soft mask (i.e. a posterior probability, which is the output of DNN) for the TFP as
Then any TFP with the soft mask larger than a predefined value (set to be 0.9 empirically) is taken as a TD-TFP, which is used for DOA estimation.
Soft mask learning by DNN-SVM
With the well-trained DNN, in a generative manner, the last hidden layer representations (LHLR) of DNN can be obtained by using the TLSB as the input
where ()  is the mapping from the input to the last hidden layer of DNN. As discussed above, LHLRs have the linear separability in favour of the linear SVM. Thus, the new training dataset {(LHLRd, ld), d=1, 2, ..., D} can be obtained by Eqn. (19) and used for training a linear SVM, which has the following decision function [24] 
where z is the test LHLR, i is the ith support vector associated with the weight i, Ns is the total number of support vectors, and 0 is the bias term. It is noted that, when the decision function L(z) is positive, the TFP corresponding to the test LHLR is judged to be a TD-TFP. Intuitively, when L(z) has a larger positive value, the TFP is determined as a TD-TFP with a higher confidence, and vice versa. Therefore, similar to the relevance vector machine (RVM) [25] that has the identical function of SVM but provides probabilistic classification, the soft mask based on SVM can be defined by wrapping Eqn. (20) in a sigmoid squashing function
Then any TFP with the soft mask larger than 0.5 (L(z) is positive) is taken as a TD-TFP.
DOA estimation via weighted ISDR centers
Following the ISDR model presented in [7] , we propose a weighted ISDR (WISDR) model for DOA estimation. Specifically, take the J TD-TFPs determined by DNN as an example, assume the corresponding soft masks are {p1, p2, …, pJ}. (10) and clustered into I classes by using the kernel density estimation (KDE) as used in [7] . The soft mask represents the probability of the TFP being considered as a TD-TFP, and as a result, it becomes useful for estimating the centers of the clusters. As shown in Fig 1, 
To distinguish from the baseline AVS-ISDR algorithm, we term the proposed algorithms in short as AVS-WISDR-DNN and AVS-WISDR-DNN-SVM respectively，which are summarized in Tables 1 and 2 . near (1) and far (3, 6, 9 for small, medium, large)
Experiments and analysis
Experimental settings
To create the dataset for training the DNN, the received signal x(t) of the AVS is generated according to Eqn. (1) where the room impulse responses h(t) are simulated following the image method proposed in [26] , and n(t) is of Gaussian distribution. To obtain TLSBs in a variety of conditions, we simulate x(t) with different DOAs, room size, source to AVS distances, noise and reverberation levels, where the detailed configuration is summarized in Table 3 . In each configuration, the elevation and azimuth are randomly sampled from [0°, 180°] and [0°, 360°) respectively. We simulate 3 types of room size: small (4m×5 m×3 m), medium (8m×10m×3.5m), and large (15m×18m×4 m). In each room, the AVS is all placed in the center with the height of 1.5m. 50 sentences randomly selected from the TIMIT corpus [27] are used as the original speech sources, and each sentence is repeatedly used for different simulation As for DNN, the architecture we adopted is demonstrated in Fig. 4 , where the DNN contains one input layer (484-dimension, the block shape is the same as that in Section , ld), d=1, 2, . .., D} can be obtained. As for the linear SVM, we randomly select 10 4 LHLR samples from the LHLR dataset, and use the default settings in the LIBSVM [28] package to train a linear SVM. In the test phase, the unused utterances selected from the TIMIT database are used as speech sources, the room size and the location of AVS are set to be 6m×6m×4m and [3m, 3m, 1.3m], and distances between the AVS and sources are all set to be 1.7m. The AVS-ISDR method [7] and the method by Wu et al. [9] (here termed as AVS-LRSS) are taken as baselines, where the settings of AVS-LRSS are the same as [9] . The root mean squared error (RMSE) is used as the performance metric
where L is the total number of trials, il and il are the estimation of i and i in the lth trial respectively.
Experimental results
Visualization of hidden layer representations of DNN
To illustrate the distribution of learned hidden layer representations (HLR) via DNN, The projection is achieved by the t-SNE algorithm [29] and 10 3 TLSB samples are randomly selected from {(TLSBd, ld), d=1, 2, ..., D}. In a generative manner, the first, second and third HLRs can be obtained via DNN with the TLSB samples as input. From   Fig. 5 , it can be observed that the HLRs become more separable as the depth of hidden layers increases, and the third HLRs, namely LHLRs, provide the best capability to discriminate the most TD-TFPs (IBM=1) and ID-TFPs (IBM=0). These results demonstrate that DNN is able to extract the LHLR features from the raw TLSB features which help to distinguish whether the TFP is a TD-TFP or ID-TFP. Table   4 . From Table 4 , we can see that, as expected, the average F1 scores of all methods decrease when the reverberation time T60 is increased, and our proposed methods have significant improvements over the SinTrE and the coherence test methods, where the DNN-SVM gives the best performance with the highest average F1 scores, since the SVM gives better classification performance than the softmax of DNN [30] . 
Performance comparison for TD-TFPs extraction
Performance evaluation under different noise conditions
The DNN and DNN-SVM used in our work are aimed for predicting the type of the time-frequency points (TD-TFPs or ID-TFPs), which shows good performance under the white noise condition. To analyze the performance of our proposed algorithms under different noise conditions, we conducted experiments under 5 types of noise: white, machniegun, babble, f16 and destroyerops noise, which are seclected from the NOISEX-92 corpus [31] . We used one source, varied the SNR from 0dB to 15dB with 5dB interval and fixed T60 at 0.35s. Then, 100 trials have been repeated for each SNR level, and the DOA is randomly generated for each trial. The experimental results are shown in Fig. 8 . From the results shown in Fig. 8 , we have the following observations. 1)
With the increase in SNR, our proposed methods give lower DOA RMSE results for each noise-type. 2) For a certain type of noise (f16 as an example), our proposed The RMSE results of DOA estimation are shown in Table 5 . It can be seen that the proposed AVS-WISDR-DNN-SVM offers the best performance with the lowest RMSE for each source combination, followed by AVS-WISDR-DNN, AVS-LRSS and AVS-ISDR, which further demonstrates the effectiveness and superiority of our proposed methods. It is noted that the DNN and DNN-SVM are trained without performing any matching from the training dataset to the real test environment. Our proposed methods offer better performance due to the generalization ability of DNN and DNN-SVM to other unseen conditions. We will study the possibility of matching a training dataset to the given test environment for better DOA estimation in our future work.
Through quantitative analysis, by limiting the recorded data to be 3s for each trial, we also record the average running time (ART) of each algorithm in Table 5 , where the AVS-ISDR has the smallest ART and AVS-LRSS has the largest ART. In essence, the DOA estimation of AVS-LRSS is based on the multiple signal classification (MUSIC) algorithm, which involves the MUSIC spectrum search to determine the elevation and azimuth simultaneously, and thus has a higher computational load. In contrast, the AVS-ISDR performs DOA estimation on the TD-TFPs with ISDRs that can be simply calculated with much lower complexity, which therefore has lower computational loads.
Finally, our proposed methods provide a tradeoff between the DOA estimation accuracy and speed (running time), where the computational costs for TD-TFPs extraction by DNN and DNN-SVM are higher than those for the SinTre used in AVS-ISDR and the coherence test used in AVS-LRSS, however their TD-TFPs extraction accuracy is much higher, as shown in Table 4 . In addition, due to the use of a number of support vectors, the computational cost of SVM tends to be higher than that of the softmax of DNN, as a result, the DNN-SVM is slower than DNN. Similiar to AVS-ISDR, our proposed methods are much faster than AVS-LRSS for DOA estimation.
Conclusion
In this paper, we have presented two soft mask learning methods for DOA estimation of multi-sources using DNN and DNN-SVM. The methods are based on the analysis of a previous method, i.e. AVS-ISDR algorithm, which we proposed earlier. The performance of this previous method largely depends on the reliable extraction of TDTFPs that could be affected significantly by the increasing levels of noise and reverberation. A novel TLSB feature, that is shown to be different for TD-TFPs and IDTFPs has been presented. By training a DNN with a large scale dataset that is composed by TLSB and corresponding IBM under various noisy and reverberant conditions, the soft masks can be generated via DNN to determine reliable TD-TFPs and used to calculate the weighted centers of ISDR-clusters for better DOA estimation. Due to the scalability and flexibility of DNN, the LHLR features learned from TLSBs are shown to be more linearly separable and thus used to train a linear SVM with a lower computational complexity. We note that the DNN-SVM can also be used to generate the soft masks by mapping the outputs of SVM to posterior probability for DOA estimation.
The proposed AVS-WISDR-DNN and AVS-WISDR-DNN-SVM methods have shown significant improvements over AVS-ISDR and AVS-LRSS methods, where AVS-WISDR-DNN-SVM offers the best performance among these compared methods.
Our future work aims to exploit the influence of the size and shape of local spectrogram blocks on soft masking and design other DNN architecture to further improve the estimation performance of the soft masks. Besides, the selection of LHLR samples to further improve the training of a linear SVM is also worth studying.
Acknowledgement
This work was partially supported by NSFC and SSRP of China (grant numbers:
61271309 and CXZZ20140509093608290) and the EPSRC of the UK (grant numbers:
EP/L027119/2 and EP/K014307/2).
