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SO0(1, d+ 1) RACAH COEFFICIENTS:
TYPE I REPRESENTATIONS
KIRILL KRASNOV AND JORMA LOUKO
Abstract. We use AdS/CFT inspired methods to study the Racah coeffi-
cients for type I representations of the Lorentz group SO0(1, d+1) with d > 1.
For such representations (a multiple of) the Racah coefficient can be repre-
sented as an integral of a product of 6 bulk-to-bulk propagators over 4 copies
of the hyperbolic space Hd+1. To compute the integrals we represent the bulk-
to-bulk propagators in terms of bulk-to-boundary ones. The bulk integrals can
be computed explicitly, and the boundary integrations are carried out by in-
troducing Feynman parameters. The final result is an integral representation
of the Racah coefficient given by 4 Barnes-Mellin type integrals.
1. Introduction and the Main Result
Racah or Racah-Wigner (RW) coefficients or, as they are often called, 6j-symbols
are important objects in group representation theory. They depend on 6 irreducible
representations of the group and are obtained by multiplying 4 Clebsch-Gordan co-
efficients and summing over the basis labels. Explicit formulas for RW coefficients
are available for the case of group SU(2). They are given by a (finite) general-
ized hypergeometric series 4F3(1) of unit argument [1]. RW coefficients for other
compact groups, especially the unitary group U(n) and the rotation group SO(n)
have also been computed. For non-compact groups these coefficients have received
much less attention. This has to do with the envisaged physical application of
the RW coefficients: they figure prominently in the lattice approach to QCD. As
QCD concerns itself with compact gauge groups such as SU(n) there is no field
theoretic motivation to compute the non-compact RW coefficients. This situation
changed with the introduction of the spin foam models of quantum gravity [2].
Here of physical interest are exactly models with non-compact groups such as the
Lorentz group. These models use RW and other similar coefficients in an essential
way [3]. It thus became of importance to study and derive explicit expressions
for the non-compact RW coefficients. Of particular interest are the Lorentz group
RW coefficients. This is the problem that is considered in the present paper. An-
other obvious complication that arises in the non-compact case is that the unitary
representations are infinite-dimensional. Sums of the compact case get replaced
by integrals; the problem requires a more careful analytical treatment, including a
careful analysis of the convergence of all the expressions. This paper gives such a
treatment for SO0(1, d + 1) RW coefficients for type I representations, for d > 1.
Here SO0(1, d + 1) denotes the connected component of SO(1, d + 1). We shall
assume d > 1 throughout the paper when not explicitly mentioned otherwise.
Motivations for considering the RW coefficients for type I representations are
two-fold: (i) these are the representations that are of importance for quantum
gravity applications [3, 4]; (ii) RW coefficients for type I representations can be
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obtained from a certain integral over several copies of the hyperbolic space. As
we show in this paper, these integrals and thus the RW coefficients can be given
in terms of 4 Barnes-Mellin type integrals. One may be able to use this integral
representation for an analytic continuation, and in this way obtain RW coefficients
for other representations.
We recall here some basic facts about SO0(1, d + 1) representation theory [5].
Representations of type I form the most degenerate series of representations. At the
same time they are the simplest and the most studied ones. These irreducible uni-
tary representations appear in the decomposition of the space L2(Hd+1) of square
integrable functions on the hyperbolic space Hd+1 into irreducible representations.
Thus, type I representations can be realized in the space of L2(Hd+1) functions. It
is this realization that will be the starting point for our analysis.
These representations can also be realized in the space of homogeneous functions
on the light cone in Minkowski space M1,d+1. We shall refer to minus degree of ho-
mogeneity by the conformal dimension ∆ of the representation. For representations
of type I:
∆ = d/2 + iρ, ρ ∈ R. (1.1)
There is another important series of unitary representations with real integral ∆.
We shall not consider them here. We shall also require a notion of the dual repre-
sentation. Its conformal dimension ∆¯ is such that:
∆ + ∆¯ = d. (1.2)
The dual representation is an equivalent representation.
A brief description of the logic of the paper is as follows. We represent the
RW coefficient as an integral over 4 copies of the hyperbolic space of a product
of 6 “propagators”, the corresponding expression to be given in the main text.
This way of representing the 6j-symbols was proposed in [4] and later explored
in papers by many authors, in particular [3] and [6]. In paper [3] the bulk-to-bulk
propagator was represented as a composition of two “bulk-to-boundary” ones. This
representation will be of central importance for us in this paper. The terminology
“bulk-to-boundary” and “bulk-to-bulk” is that used in the AdS/CFT context [7].
Replacing each bulk-to-bulk propagator by a composition of two bulk-to-boundary
ones and using the usual field theoretic trick of Feynman parameters, all the inte-
grals over the hyperbolic space as well as over the boundary can be taken. Moreover,
as we shall see, all the integrals over the Feynman parameters can be taken as well,
at the expense of introducing 4 Barnes-Mellin type integrals. The expression we
end up with has these 4 integrals remaining. Our final result for the RW coefficient
is:
(6∆) = K∆1,∆2,∆3,∆5,∆6K∆4,∆¯2,∆¯3,∆¯5,∆¯6 (1.3)∫
dλds
(2pii)2
∫
dλ′ds′
(2pii)2
Γ(−s)Γ(−λ)Γ(−s′)Γ(−λ′)
Γ(γ − s)Γ(δ − λ)Γ(α + s+ λ)Γ(β + s+ λ)
Γ(γ′ − s′)Γ(δ′ − λ′)Γ(α′ + s′ + λ′)Γ(β′ + s′ + λ′)
pid/2
Υd(λ− s′ − λ′ −A)Υd(λ′ − s− λ+A)
Υd(−s− s′) ,
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where
Υd(x) =
Γ(x)
Γ(d/2− x) . (1.4)
The integration contour in each of the four variables is parallel to the imaginary
axis at Re(z) = r, where the parameter r can be chosen freely in the interval
−d/8 < r < 0. Various quantities that appear in (1.3) are defined as follows:
α =
∆¯1 +∆3 −∆2
2
, α′ =
∆¯4 + ∆¯6 − ∆¯2
2
,
β =
∆¯1 +∆6 −∆5
2
, β′ =
∆¯4 + ∆¯3 − ∆¯5
2
,
γ =
∆2 −∆3 +∆5 −∆6
2
, γ′ =
∆¯2 − ∆¯3 + ∆¯5 − ∆¯6
2
, (1.5)
δ =
∆1 − ∆¯1
2
, δ′ =
∆4 − ∆¯4
2
,
A =
∆1 −∆4 +∆2 +∆5 − d
2
,
K∆1,∆2,∆3,∆5,∆6
=
pi3d/2Γ(∆1+∆2+∆3−d2 )Γ(
∆1+∆5+∆6−d
2 )Γ(
∆2+∆3−∆1
2 )Γ(
∆5+∆6−∆1
2 )
4Γ2(∆1)Γ(∆2)Γ(∆3)Γ(∆5)Γ(∆6)
.
As is shown in the main text, for type I representations the Barnes-Mellin integrals
in (1.3) converge in absolute value, so that this formula gives a well-defined rep-
resentation of the RW coeffcient. The expression (1.3) can potentially be used for
numerical study of the 6j-symbol as well as for the study of the asymptotics. We
do not consider these problems in the present paper.
Given the answer (1.3) for the RW coefficient one may ask if it is “as expected”
from general considerations. For instance, it can be expected that the non-compact
case answer can be obtained by some “analytic continuation” from the one of the
compact case. By “analytic continuation” one could mean some procedure of rather
free manipulation with the compact answer by replacing the finite sums with in-
tegrals and continuing the representation labels to complex values. For example,
the answer for the SU(2) RW coefficient is given by a single finite sum. Should one
expect the SO0(1, 2), and more generally SO0(1, d+ 1), RW coefficient to be given
by a single integral? Here we would like to argue against this expectation.
As is clear from the computation of the 6j-symbol given in [1], the fact that
representations of SU(2) are highest weight is used in an essential way. The idea of
the computation is as follows. Consider a product of 3 Clebsch-Gordan coefficients
contracted to form a “star-triangle”. When the Clebsch-Gordan coefficients are
appropriately normalized, this star-triangle is proportional to a single Clebsch-
Gordan coefficient with the proportionality coefficient being the 6j-symbol:∑
mij
Cl1l12l13m1m12m13C
l2l23l12
m2m23m12C
l3l13l23
m3m13m23 = (6j)C
l1l2l3
m1m2m3 . (1.6)
Here the m-labels should satisfy a conservation law for each Clebsch-Gordan coef-
ficient:
m1 = m12 +m13, m2 = m23 +m12, m3 = m23 −m13, m2 = m1 +m3. (1.7)
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Thus, there is only a single loop “momentum” to be summed over. Each Clebsch-
Gordan coefficient is also given by a finite sum, see [1]. Therefore, we have 4 sums
on the left hand side and one sum times the 6j-symbol on the right hand side. What
simplifies the computation considerably is that one can set the basis labels m1,m2
to be highest weight. For such values of m the sum that gives the Clebsch-Gordan
coefficient reduces to a single term. Thus, if we put two of the external states to
be highest weight, we get only two sums remaining on the left hand side and no
sum times the 6j on the right. One of the summations on the left hand side can be
carried out explicitly using Gauss’s sum. One gets an expression for the 6j given
by a single sum.
Let us now return to the non-compact case. Going to a “momentum” basis, anal-
ogous to the m-basis of SU(2), one can have momentum conserved at each vertex.
One analogously will have to do only a single integral over the loop momentum.
However, in the momentum basis the Clebsch-Gordan coefficients are no longer as
simple as in (4.13). One should expect an integral representation with at least one
integral. Now, the type I representations are not highest or lowest weight. Thus,
there is no simplification of the momentum basis Clebsch-Gordan coefficients that
can be used in the computation of the 6j-symbol. The total number of integrals
remains at least 4 on the right hand side and at least one on the left hand side.
Thus, at the very best one expects the non-compact 6j symbol for type I repre-
sentations to be given by 3 integrals. We have tried to further simplify our answer
(1.3) in line with this this expectation. Unfortunately, no summation theorems for
the generalized hypergeometric series seem to be applicable, and we were not able
to simplify the result further. It thus remains an interesting open problem to find
a simpler representation for the RW coefficient than the one given by (1.3).
This paper is organized as follows. We start in section 2 by reviewing the bulk-
to-bulk and bulk-to-boundary propagators. Section 3 gives a formula for the RW
coefficients in terms of bulk-to-bulk propagators, as well as another convenient
representation in terms of a boundary 4-point function. In section 4 we compute
the 3-point function, and in section 5 we discuss its normalization. An important
regularization procedure is introduced here. In section 6 we compute the 4-point
function. Finally, in section 7 we compute the remaining sphere integrals. Certain
technical results are given in two appendices.
2. Bulk-to-bulk and bulk-to-boundary propagators
In this section we allow d to be any positive integer.
We consider the d-dimensional conformal group SO0(1, d+1). One of the associ-
ated homogeneous spaces is the hyperbolic space Hd+1 = SO0(1, d+1)/ SO(d+1).
The space L2(Hd+1) of square integrable functions on Hd+1 decomposes into ir-
reducible representations of the so-called type I series. More generally, the most
degenerate series of representations of the conformal group is that in the space of
homogeneous functions on the light cone in Minkowski space M1,d+1. Functions of
degree of homogeneity −∆ form an irreducible representation of “conformal dimen-
sion” ∆. Not all of these representations are unitary. For unitary representations
of type I the conformal dimension is given by (1.1).
Thoughout the paper, we label the representations by their conformal dimen-
sion ∆. While the final results will be justified only for the type I values (1.1),
several intermediate results remain valid for more general values, and we present
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the intermediate results in this form in view of potential extensions beyond type I
representations.
To proceed, we need the notions of bulk-to-bulk and bulk-to-boundary propaga-
tors [7]. We use the upper half-space model of Hd+1. Let the coordinates in the
upper half-space be (ξ0 > 0, ξi), i = 1, . . . , d. The metric is then:
ds2 =
1
ξ20
(dξ20 +
∑
i
dξ2i ). (2.1)
The boundary of Hd+1 is the set of points with ξ0 = 0 and the point at infinity.
When referring to points of the boundary we shall use a different letter x : xi = ξi.
Following [7], we introduce the following function of a point on the boundary x
and a bulk point ξ in Hd+1:
K∆(ξ, x) =
ξ∆0
(ξ20 + |ξ − x|2)∆
. (2.2)
We refer to this function as the bulk-to-boundary propagator. Another, more fa-
miliar from mathematics literature, expression for this object is given by:
K∆(ξˆ, xˆ) = (ξˆ · xˆ)−∆, (2.3)
where the vectors ξˆ and xˆ in Minkowski space M1,d+1 are the representatives of
respectively ξ and x in the hyperboloid model of Hd+1 and the dot product is the
Minkowski pairing. ξˆ is unit timelike and xˆ is null.
The bulk-to-bulk propagator is obtained by taking a product of two propaga-
tors (2.2), one for representation ∆, another for the dual representation ∆¯, and
integrating over the point on the boundary:
K∆(ξ1, ξ2) =
∫
Sd
ddxK∆(ξ1, x)K∆¯(ξ2, x). (2.4)
We have denoted the integration domain, x ∈ Rd, by Sd as a reminder of the bound-
ary topology in the Poincare ball model of Hd+1. As the integrand is asymptotic
to a constant times |x|−2d at |x| → ∞, the integral converges for all ∆ ∈ C.
The bulk-to-bulk propagator (2.4) can be computed explicitly. To begin, as-
sume Re(∆) > 0 and Re(∆¯) > 0. Using the Feynman representation reviewed in
Appendix A, we obtain:
K∆(ξ1, ξ2) =
(ξ01)
∆(ξ02)
∆¯
Γ(∆)Γ(∆¯)
∫
Sd
ddx
∫
dtdu t∆−1u∆¯−1 (2.5)
e−t(ξ
0
1)
2−u(ξ02)
2−t|ξ1−x|
2−u|ξ2−x|
2
.
Taking the integral over x yields:
K∆(ξ1, ξ2) =
(ξ01)
∆(ξ02)
∆¯
Γ(∆)Γ(∆¯)
∫
dtdu t∆−1u∆¯−1
e−t(ξ
0
1)
2−u(ξ02)
2 pid/2
(t+ u)d/2
e−
tu
t+u
|ξ1−ξ2|
2
.
By construction, K∆(ξ1, ξ2) is invariant under the action of the Lorentz group and
hence depends on ξ1 and ξ2 only through their hyperbolic distance l. Using this
invariance, we can choose ξ1 = (ξ
0
1 , 0) and ξ2 = (ξ
0
2 , 0), in which case
l = log (ξ01/ξ
0
2). (2.6)
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Writing µ = el and rescaling the integration variables, we obtain:
K∆(ξ1, ξ2) =
pid/2µ∆
Γ(∆)Γ(∆¯)
∫
dtdu
(t+ u)d/2
t∆−1u∆¯−1e−tµ
2−u. (2.7)
The integrals over t and u can now be taken with the change of variables
λ =
t
t+ u
, dt du =
udλ du
(1− λ)2 , (2.8)
where 0 < λ < 1. We get:
K∆(ξ1, ξ2) =
pid/2µ∆
Γ(∆)Γ(∆¯)
∫ 1
0
dλ
(1− λ)2−d/2
∫ ∞
0
du
ud/2−1
(2.9)
(
λu
1− λ
)∆−1
u∆¯−1e−u(
λµ2
1−λ
+1).
The integral over u gives:
K∆(ξ1, ξ2) =
pid/2µ∆Γ(d/2)
Γ(∆)Γ(∆¯)
∫ 1
0
dλλ∆−1(1− λ)d−∆−1(1− λ(1 − µ2))−d/2. (2.10)
Using the integral representation of the hypergeometric function,
F (a, b, c; z) =
Γ(c)
Γ(b)Γ(c− b)
∫ 1
0
dt tb−1(1 − t)c−b−1(1− tz)−a, (2.11)
we finally obtain:
K∆(ξ1, ξ2) =
pid/2µ∆Γ(d/2)
Γ(d)
F (d/2,∆, d, 1− µ2). (2.12)
By analytic continuation, the result (2.12) holds for all ∆ ∈ C. Note that there
is no singularity when ∆ is a non-positive integer; the hypergeometric series just
terminates then. We also note that, in view of the identity:
F (c− a, c− b, c; z) = (1− z)a+b−cF (a, b, c; z) (2.13)
we have K∆(ξ1, ξ2) = K∆¯(ξ1, ξ2). Thus, the bulk-to-bulk propagator is a non-
oriented one. Indeed, the change of orientation is equivalent to the replacement
∆→ ∆¯, but this does not change the propagator.
The result (2.12) can be expressed in terms of a Legendre function [8]. For
d = 1, the formula was given in [6]. For d = 2, the result can be given in terms of
an elementary function as
K∆(ξ1, ξ2) =
pi
∆− 1
sinh (∆− 1)l
sinh l
. (2.14)
For type I representations this reduces to:
Kρ(ξ1, ξ2) =
pi
ρ
sin ρl
sinh l
. (2.15)
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3. Racah-Wigner coefficients
We shall compute the RW coefficients through an object called the (6∆) symbol,
given by an integral over 4 copies ofHd+1 of a product of 6 bulk-to-bulk propagators:
(6∆) =
∫
Hd+1
dξ1 . . . dξ4
∏
i<j
K∆ij(ξi, ξj). (3.1)
Here i, j = 1, . . . , 4 enumerate the points integrated over and ∆ij are the 6 repre-
sentations that the (6∆) symbols depend upon. We begin formally with general
∆ij ∈ C but will eventually specialise to the type I values (1.1). Since the non-
type-I representations are not realizable in L2(Hd+1), we do not expect that the
integral (3.1) can be made convergent for them even after eliminating the infinite
volume factor by the procedure of section 5.
The relation between the (6∆) symbol (3.1) and the RW coefficients has been
discussed in [4]. To make the present paper self-contained, we shall briefly recall
the relation here.
By definition, the representations of type I (with respect to a subgroup H) are
those which contain a vector invariant under H . When G = SO0(1, d + 1), the
subgroup H is taken to be the maximal compact subgroup H = SO(d + 1). Let
piρ be a type I representation, labelled by the index ρ, and let ω be an H-invariant
vector. We define on G the function φρ as the ωω matrix element of piρ,
φρ(g) := tρωω(g) := 〈ω|piρ(g)|ω〉. (3.2)
φρ is called a spherical function. Given φρ, we define the kernel
Kρ(g1, g2) := φ
ρ(g−11 g2). (3.3)
As ω is invariant under H , (3.2) shows that φρ projects into a function on the
double coset H\G/H , and (3.3) then shows that the kernel projects into a function
on two copies of the homogeneous space G/H . In the case of G = SO0(1, d+1) and
H = SO(d + 1), this homogeneous space is the hyperbolic space Hd+1, and from
the explicit evaluation of the spherical function in section 9.3.1 of [5] it is seen that
the kernel (3.3) concides (up to a multiple that depends on the normalization of ω)
with the bulk-to-bulk propagator (2.12).
Next, we recall the definition of the Clebsch-Gordan coefficients. Given two
(irreducible) representations V ρ1 , V ρ2 of G, one can decompose the tensor product
representation V ρ1 ⊗ V ρ2 into irreducible representations V ρ as
V ρ1 ⊗ V ρ2 = ⊕ρ3n(ρ3)V ρ3 , (3.4)
where n(ρ) are multiplicities. The Clebsch-Gordan coefficients are the matrix ele-
ments of the intertwining map defined by this decomposition. Explicitly, if i1 and
i2 are vectors in respectively V
ρ1 and V ρ2 , we have
|i1〉 ⊗ |i2〉 =
∑
αρ3i3
αCρ3i3ρ1i1ρ2i2 |i3〉, (3.5)
where {i3} is a (generalised) basis in V ρ3 , the sum on the right-hand side includes a
sum over the multiplicity label α = 1 . . . n(ρ3), and the sum over the other labels is
understood in the sense of a sum or an integral depending on whether the labels are
discrete or continuous. The C’s on the right-hand side are then the Clebsch-Gordan
coefficients in the respective bases.
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We will further need the orthogonality relation for the matrix elements tρi1i2(g) :=
〈i1|piρ(g)|i2〉. This relation reads∫
dg tρ1i1j1(g)t
ρ2
i2j2
(g) = δρ1ρ2δi1i2δj1j2 , (3.6)
where we have used the reality of the matrix elements for G = SO0(1, d+ 1), and
the deltas on the right-hand side are understood as Kronecker or Dirac deltas as
appropriate. For a compact group, whose representations are finite-dimensional, the
right-hand side of (3.6) would usually be normalised to include the factor 1/dim(j1),
but in our case of a noncompact group the representations are infinite-dimensional
and such a normalisation is not an option. Using (3.5) and (3.6), it is then possible
to compute the integral of the product of three matrix elements, with the result∫
dg tρ1i1j1(g)t
ρ2
i2j2
(g)tρ3i3j3(g) =
∑
α
αCρ3i3ρ1i1ρ2i2
αCρ3j3ρ1j1ρ2j2 . (3.7)
Now, when the the multiplicity of type I representations in the tensor product
(3.4) of two such representations is equal to one, the multiplicity label on the type
I Clebsch-Gordan coefficients becomes redundant, and it can be shown from (3.7)
that the (6∆) symbol (3.1) equals the usual type I RW coefficient, constructed from
the Clebsch-Gordan coefficients, multiplied by four factors of the form Cρ3ωρ1ωρ2ω, one
such factor coming from each ξ in (3.1). In this case one can therefore regard the
(6∆) symbol (3.1) as the type I RW coefficient up to a certain normalisation factor.
When the multiplicity of type I representations in the tensor product of two such
representations is not equal to one, on the other hand, the multiplicity label on
the type I Clebsch-Gordan coefficients cannot be dropped. The (6∆) symbol (3.1)
involves then factors of the form αCρ3ωρ1ωρ2ω for each ξ, and there is a sum over the
four independent multiplicity labels. As the type I RW coefficients then have a
multiplicity label corresponding to each ξ, the (6∆) symbol (3.1) is no longer a
simple multiple of the type I RW coefficients.
Thus, to establish the relation of the (6∆) symbol (3.1) to the usual RW coef-
ficients it remains to find the multiplicity of type I representations in the tensor
product (3.4) of two such representations. For SO0(1, 2) this multiplicity is known
to be 2 [9]. The SO0(1, 2) (6∆) symbol (3.1) is therefore not a simple multiple of
(any of the) RW coefficients. The SO0(1, 2) (6∆) symbol (3.1) can still be computed
and used as a basis of a state sum model [6], but its group theoretic interpretation
does not appear straightforward.
For SO0(1, d + 1) with d > 1, the multiplicity of type I representations in the
tensor product (3.4) of two such representations is one. To see this, we recall that
the principal series representations can be obtained as the induced representations
of the parabolic subgroup MAN , where N is the d-dimensional Abelian group of
null rotations, A is the one-dimensional group of dilatations and M = SO(d), and
in particular the type I representations are induced from the trivial representation
of M [10]. The claim then follows from Theorem 16 of [11] and the discussion of
SO0(1, d + 1) on pages 182–183 therein. This establishes the relation of our (6∆)
symbol (3.1) to the usual RW coefficients for SO0(1, d+ 1) with d > 1.
To proceed with the analysis of the (6∆) symbol, we represent four of the six
bulk-to-bulk propagators in (3.1) as in (2.4), while leaving the two bulk-to-bulk
propagators corresponding to the opposite edges of the tetrahedron in their original
form. By doing this one achieves the representation as is shown in Fig. 1.
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Figure 1. Expression for the Racah-Wigner coeffient in terms of
the 4-point functions.
Thus, let us introduce the following object:
D∆1,∆2,∆3,∆5,∆6(x2, x3, x5, x6) = (3.8)∫
Hd+1
dξdη K∆2(ξ, x2)K∆3(ξ, x3)K∆1(ξ, η)K∆5(η, x5)K∆6(η, x6).
This quantity is a particular 4-point function on the boundary. With the help of
this 4-point function, the RW coefficient can be written as:
(6∆) =
∫
Sd
ddx2d
dx3d
dx5d
dx6 (3.9)
D∆1,∆2,∆3,∆5,∆6(x2, x3, x5, x6)D∆4,∆¯2,∆¯6,∆¯5,∆¯3(x2, x6, x5, x3).
This representation is much more convenient than the one given by (3.1), since the
4-point function D∆1,∆2,∆3,∆5,∆6(x2, x3, x5, x6) can be computed explicitly. Com-
puting the RW coefficient then reduces to the computation of the Sd integrals in
(3.9). As we shall see in section 5, after a certain gauge fixing that is necessary
to render the result finite, what one has is actually not 4 integrals but a single
integral over the sphere. This makes the representation (3.9) very convenient for
practical applications. We note that this representation is only available in the
context of non-compact conformal groups, when there is a boundary and the asso-
ciated representation (2.4). For compact groups like SO(n) one can also compute
the RW coefficients for type I representations by integrating over the appropriate
homogeneous manifold. However, there is no analog of the representation (3.9).
Thus, we would like to compute the 4-point function given by (3.8). In order to
do this, we use the representation (2.4) for the remaining bulk propagator. Thus,
we represent the 4-point function as:
D∆1,∆2,∆3,∆5,∆6(x2, x3, x5, x6) = (3.10)∫
ddx1 C∆1,∆2,∆3(x1, x2, x3)C∆¯1,∆5,∆6(x1, x5, x6),
where we have defined the 3-point function:
C∆1,∆2,∆3(x1, x2, x3) =
∫
Hd+1
dξK∆1(ξ, x1)K∆2(ξ, x2)K∆3(ξ, x3). (3.11)
We need to find this 3-point function.
4. 3-point function
We note in passing that the 3-point function (3.11) is the Clebsch-Gordan co-
efficient when the representations are realised in the space of functions on the
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boundary. Since d > 1 by assumption, these Clebsch-Gordan coefficients have no
multiplicity indices.
The conditions for the integral in (3.11) to converge are
Re(
∑
i
∆i) > d (4.1)
and
Re(∆1 +∆2 −∆3) > 0,Re(∆2 +∆3 −∆1) > 0,Re(∆1 +∆3 −∆2) > 0. (4.2)
These conditions can be conveniently obtained by transforming to the Poincare ball
model of Hd+1: (4.2) comes from neighbourhoods of the three boundary points xi,
and (4.1) comes from the remaining part of the boundary. Note that (4.2) implies
Re(∆i) > 0 for all i. Note also that the convergence holds for type I representations.
In order to compute the bulk integral we use the Feynman parametrization (A.1)
for each of the bulk-to-boundary propagators. We get:
C∆1,∆2,∆3(x1, x2, x3) =
1
Γ(∆1)
1
Γ(∆2)
1
Γ(∆3)
∫ ∞
0
dt1dt2dt3 t
∆1−1
1 t
∆2−1
2 t
∆3−1
3 (4.3)∫ ∞
0
dξ0
ξd+10
ξ
∑
i∆i
0
∫
Sd
ddξ e−t1(ξ
2
0+|ξ−x1|
2)−t2(ξ
2
0+|ξ−x2|
2)−t3(ξ
2
0+|ξ−x3|
2).
We now use the formulas (A.2), (A.3) of Appendix A to get:
C∆1,∆2,∆3(x1, x2, x3) =
pid/2Γ(
∑
i∆i−d
2 )
2Γ(∆1)Γ(∆2)Γ(∆3)
∫ ∞
0
dt1dt2dt3 t
∆1−1
1 t
∆2−1
2 t
∆3−1
3 (4.4)
(St)
−(
∑
i∆i)/2e−
1
St
(
∑
i<j titj |xi−xj|
2).
We now make a series of changes of variables of integration. The first change is:
ti = (St)
1/2t′i = (
∑
j
t′j)t
′
i, det
(
∂ti
∂t′j
)
= 2(St)
3/2. (4.5)
Removing the primes, we get:
C∆1,∆2,∆3(x1, x2, x3) (4.6)
=
pid/2Γ(
∑
i∆i−d
2 )
Γ(∆1)Γ(∆2)Γ(∆3)
∫ ∞
0
dt1dt2dt3 t
∆1−1
1 t
∆2−1
2 t
∆3−1
3 e
−
∑
i<j titjx
2
ij .
Here we have introduced:
xij = |xi − xj |. (4.7)
The second change of variables is:
t1t2 → t1t2
x212
, t1t3 → t1t3
x213
, t2t3 → t2t3
x223
. (4.8)
The integral reduces to:
C∆1,∆2,∆3(x1, x2, x3) =
1
(x12)∆1+∆2−∆3(x13)∆1+∆3−∆2(x23)∆2+∆3−∆1
(4.9)
pid/2Γ(
∑
i∆i−d
2 )
Γ(∆1)Γ(∆2)Γ(∆3)
∫ ∞
0
dt1dt2dt3 t
∆1−1
1 t
∆2−1
2 t
∆3−1
3 e
−
∑
i<j titj .
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It is now possible to take the remaining integral in Feynman parameters by the
following change of variables:
t1t2 = u3, t1t3 = u2, t2t3 = u1, (4.10)
so that:
t21 =
u2u3
u1
, t22 =
u1u3
u2
, t23 =
u1u2
u3
, det
(
∂ti
∂uj
)
=
1
2
√
u1u2u3
. (4.11)
The integral over ti thus reduces to:
1
2
∫ ∞
0
du1du2du3 u
∆2+∆3−∆1−2
2
1 u
∆1+∆3−∆2−2
2
2 u
∆1+∆2−∆3−2
2
3 e
−u1−u2−u3 = (4.12)
1
2
Γ(
∆2 +∆3 −∆1
2
)Γ(
∆1 +∆3 −∆2
2
)Γ(
∆1 +∆2 −∆3
2
).
Thus, we get for the Clebsch-Gordan coefficients:
C∆1,∆2,∆3(x1, x2, x3) =
C(∆1,∆2,∆3)
(x12)∆1+∆2−∆3(x13)∆1+∆3−∆2(x23)∆2+∆3−∆1
, (4.13)
where
C(∆1,∆2,∆3) = (4.14)
pid/2Γ(∆1+∆2+∆3−d2 )Γ(
∆2+∆3−∆1
2 )Γ(
∆1+∆3−∆2
2 )Γ(
∆1+∆2−∆3
2 )
2Γ(∆1)Γ(∆2)Γ(∆3)
.
5. Normalization of the Clebsch-Gordan coefficients. Gauge fixing
procedure.
In this section we introduce a certain gauge fixing procedure that is necessary
to render the integrals defining the RW coefficient finite. We do this considerering
as an example the question of normalization fo the Clebsch-Gordan coefficient. To
this end, let us compute the so-called theta symbol given by:
θ(∆1,∆2,∆3) =
∫
Hd+1
dξ1dξ2K∆1(ξ1, ξ2)K∆2(ξ1, ξ2)K∆3(ξ1, ξ2). (5.1)
Using the expression for the 3j symbol that we have just computed, this becomes:
θ(∆1,∆2,∆3) = C(∆1,∆2,∆3)C(∆¯1, ∆¯2, ∆¯3)
∫
Sd
ddx1d
dx2d
dx3
1
xd12x
d
13x
d
23
. (5.2)
The integral over x1, x2, x3 in (5.2) is divergent. This divergence is a manifestation
of the obvious divergence in integrating over Hd+1 a function that is invariant
under the isometries: The integral is proportional to the infinite volume of Hd+1.
As the volume of Hd+1 is related to the volume of the Lorentz group, the divergence
ultimately comes from the fact that the Lorentz group is non-compact.
In (5.1), the divergence can be removed by fixing one of the integration points
and only integrating over the remaining one. To remove the divergence in (5.2),
and in similar integrals with more integration points, we can use the action of the
conformal group on the sphere to put three of the integration points to specific lo-
cations. For d = 2 this procedure completely fixes the SO0(1, d+1) invariance and
hence eliminates the divergence [12]. For d > 2 this procedure fixes the SO0(1, d+1)
invariance up to the SO(d− 1) subgroup that leaves the three prescribed points in-
variant, but as this subgroup is compact, the divergence has again been eliminated.
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To implement this procedure, one needs to find the Faddeev-Popov determinant
that makes the result independent of the locations to which the three integration
points are fixed. We shall do this in Appendix B by decomposing the Haar measure
on SO0(1, d+1) in terms of the locations of the three fixed points and the invariantly-
normalised volume of the compact subgroup SO(d− 1) (which is trivial for d = 2).
The result is the replacement∏
i
ddxi → |xA − xB|d|xA − xC |d|xB − xC |d (5.3)
δd(xA − x0A)δd(xB − x0B)δd(xC − x0C)
∏
i
ddxi,
where xA, xB and xC are the three integration points that are fixed respectively
to the locations x0A, x
0
B and x
0
C . For d = 2, formula (5.3) reduces to that found
in [12].
In the divergent integral (5.2), the gauge fixing (5.3) simply removes the integral.
This gives for the normalization of the Clebsch-Gordan coefficients the formula
θ(∆1,∆2,∆3) = C(∆1,∆2,∆3)C(∆¯1, ∆¯2, ∆¯3). (5.4)
6. Computation of the 4-point function
Using the expression (4.13) for the 3-point function, the 4-point function be-
comes:
D∆1,∆2,∆3,∆5,∆6(x2, x3, x5, x6) = C∆1,∆2,∆3C∆¯1,∆5,∆6
∫
Sd
ddx1 (6.1)
1
(x12)∆1+∆2−∆3(x13)∆1+∆3−∆2(x23)∆2+∆3−∆1
1
(x15)∆¯1+∆5−∆6(x16)∆¯1+∆6−∆5(x56)∆5+∆6−∆¯1
.
In addition to the convergence conditions of section 4 for each of the 3-point func-
tions, the conditions for the integral in (6.1) to converge are:
Re(∆1 +∆2 −∆3) < d, Re(∆1 +∆3 −∆2) < d, (6.2)
Re(∆¯1 +∆5 −∆6) < d, Re(∆¯1 +∆6 −∆5) < d.
Note that these conditions are satisfied for the type I representations.
We see that only 4 of the quantities in the denominator involve x1. In order to
take the integral, let us use the Feynman representation for them. In other words,
let us consider:
I∆1,∆2,∆3,∆5,∆6(x2, x3, x5, x6) =
∫ ∞
0
dt12dt13dt15dt16 (6.3)
t
∆1+∆2−∆3
2
−1
12 t
∆1+∆3−∆2
2
−1
13 t
∆¯1+∆5−∆6
2
−1
15 t
∆¯1+∆6−∆5
2
−1
16∫
Sd
ddx1e
−t12x
2
12−t13x
2
13−t15x
2
15−t16x
2
16 ,
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In terms of this function:
D∆1,∆2,∆3,∆5,∆6(x2, x3, x5, x6) =
I∆1,∆2,∆3,∆5,∆6(x2, x3, x5, x6)
(x23)∆2+∆3−∆1(x56)∆5+∆6−∆¯1
(6.4)
C∆1,∆2,∆3C∆¯1,∆5,∆6
Γ(∆1+∆2−∆32 )Γ(
∆1+∆3−∆2
2 )Γ(
∆¯1+∆5−∆6
2 )Γ(
∆¯1+∆6−∆5
2 )
.
Let us now evaluate the function (6.3). The integral over x1 is taken using (A.3):∫
Sd
ddx1e
−t12x
2
12−t13x
2
13−t15x
2
15−t16x
2
16 = (6.5)
pid/2
(S1t )
d/2
e−(t12t13x
2
23+t12t15x
2
25+t12t16x
2
26+t13t15x
2
35+t13t16x
2
36+t15t16x
2
56)/S
1
t ,
where
S1t = t12 + t13 + t15 + t16. (6.6)
Let us now make a series of changes of variables. First, let us choose:
t1i = (S
1
t )
1/2t′1i, det
(
∂t1i
∂t′1i
)
= 2(S1t )
2. (6.7)
After this change of variables we get:
I∆1,∆2,∆3,∆5,∆6(x2, x3, x5, x6) = 2pi
d/2
∫ ∞
0
dt12dt13dt15dt16 (6.8)
t
∆1+∆2−∆3
2
−1
12 t
∆1+∆3−∆2
2
−1
13 t
∆¯1+∆5−∆6
2
−1
15 t
∆¯1+∆6−∆5
2
−1
16
e−t12t13x
2
23−t12t15x
2
25−t12t16x
2
26−t13t15x
2
35−t13t16x
2
36−t15t16x
2
56 .
The second change of variables is:
t12t13 → t12t13
x223
, t12t15 → t12t15
x225
, t12t16 → t12t16
x226
, t13t15 → t13t15
x235
. (6.9)
As the consequence we get:
t13t16 =
t13t15t12t16
t12t15
→ x
2
25
x235x
2
26
t13t16, t15t16 =
t13t15t12t16
t12t13
→ x
2
23
x235x
2
26
t15t16. (6.10)
Or, equivalently:
t12 → t12 x35
x23x25
, t13 → t13 x25
x23x35
, t15 → t15 x23
x25x35
, t16 → t16x25x23
x226x35
. (6.11)
As the result of this transformation we get:
I∆1,∆2,∆3,∆5,∆6(x2, x3, x5, x6) = (6.12)
2pid/2
(x23)∆1−∆¯1(x25)∆2−∆3+∆5−∆6(x26)∆¯1+∆6−∆5(x35)∆¯1+∆3−∆2∫ ∞
0
dt12dt13dt15dt16 e
−t12t13−t12t15−t12t16−t13t15−t13t16u−t15t16v
t
∆1+∆2−∆3
2
−1
12 t
∆1+∆3−∆2
2
−1
13 t
∆¯1+∆5−∆6
2
−1
15 t
∆¯1+∆6−∆5
2
−1
16 .
Here we have introduced the cross-ratios:
u =
x225x
2
36
x226x
2
35
, v =
x223x
2
56
x226x
2
35
. (6.13)
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The two cross-ratios are related for d = 2 but independent for d > 2.
We now specialize to the type I representations.
To compute the integrals over the Feynman parameters we, following an analo-
gous computation in [13], use the Mellin-Barnes integral representation:
e−z =
1
2pii
∫ r+i∞
r−i∞
dsΓ(−s)zs, r < 0, |argz| < pi
2
. (6.14)
Thus, the integral over Feynman parameters becomes:
1
2
I∆1,∆2,∆3,∆5,∆6(u, v) :=
∫
dλds
(2pii)2
Γ(−λ)Γ(−s)usvλ (6.15)∫ ∞
0
dt12dt13dt15dt16 e
−t12t13−t12t15−t12t16−t13t15
t
∆1+∆2−∆3
2
−1
12 t
∆1+∆3−∆2
2
+s−1
13 t
∆¯1+∆5−∆6
2
+λ−1
15 t
∆¯1+∆6−∆5
2
+s+λ−1
16 .
To justify the interchange of integrals that has led to (6.15), we assume that the
parameter r in the two Mellin-Barnes contours is the same and satisfies −d/8 <
r < 0. This guarantees that the exponent of each tij in (6.15) has real part greater
than −1.
In the Feynman parameter integrals, we change variables by:
t12t13 = u1, t12t15 = u2, t12t16 = u3, t13t15 = u4, (6.16)
or, equivalently:
t212 =
u1u2
u4
, t213 =
u1u4
u2
, t215 =
u2u4
u1
, t216 = u
2
3
u4
u1u2
. (6.17)
The Jacobian of this transformation is:
det
(
∂t1i
∂uj
)
=
1
2u1u2
. (6.18)
Therefore, we get:
I∆1,∆2,∆3,∆5,∆6(u, v) =
∫
dλds
(2pii)2
Γ(−λ)Γ(−s)usvλ (6.19)
Γ(α + s+ λ)Γ(β + s+ λ)Γ(γ − s)Γ(δ − λ),
where we have introduced the following quantities:
α =
∆¯1 +∆3 −∆2
2
,
β =
∆¯1 +∆6 −∆5
2
, (6.20)
γ =
∆2 −∆3 +∆5 −∆6
2
,
δ =
∆1 − ∆¯1
2
.
Combining this, and the expressions (6.12), (6.4), we have for the 4-point func-
tion:
D∆1,∆2,∆3,∆5,∆6(x2, x3, x5, x6) = K∆1,∆2,∆3,∆5,∆6
I∆1,∆2,∆3,∆5,∆6(u, v)
(x25)∆2−∆3+∆5−∆6
(6.21)
1
(x23)∆2+∆3−∆¯1(x26)∆¯1+∆6−∆5(x35)∆¯1+∆3−∆2(x56)∆5+∆6−∆¯1
,
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where we have introduced:
K∆1,∆2,∆3,∆5,∆6 =
pid/2C∆1,∆2,∆3C∆¯1,∆5,∆6
Γ(∆1+∆2−∆32 )Γ(
∆1+∆3−∆2
2 )Γ(
∆¯1+∆5−∆6
2 )Γ(
∆¯1+∆6−∆5
2 )
.(6.22)
Thus, essentially all non-triviality of the 4-point function is in the dependence of
the function I∆1,∆2,∆3,∆5,∆6(u, v) given by (6.19) on the two cross-ratios u, v. The
integral representation (6.19) that we have obtained may be used to derive power
series expansions of I∆1,∆2,∆3,∆5,∆6(u, v) in u and v [13].
7. Computation of the Racah-Wigner coefficients
Having obtained the 4-point function we can use this result to compute the RW
coefficients. Recalling (3.9), we get:
(6∆) = K∆1,∆2,∆3,∆5,∆6K∆4,∆¯2,∆¯3,∆¯5,∆¯6
∫
Sd
ddx2d
dx3d
dx5d
dx6
xd23x
d
26x
d
35x
d
56
(7.1)
(
1
v
)∆1−∆4+∆2+∆5−d
2
I∆1,∆2,∆3,∆5,∆6(u, v)I∆4,∆¯2,∆¯6,∆¯5,∆¯3(u/v, 1/v).
Here we have used the fact that under the exchange of x3, x6 we have: v → 1/v, u→
u/v. We have also used the relation (1.2) between the conformal dimension and its
dual and combined all powers of xij . Note that the integration measure in (7.1) is
exactly right to give an invariant expression, as this measure can be verified to be
invariant under conformal transformations of the xi.
What remains is to compute the sphere integrals in (7.1). This integral is:
Id(a, b) =
∫
Sd
dx2dx3dx5dx6
xd23x
d
56x
d
26x
d
35
(
x23x56
x26x35
)2a(
x25x36
x26x35
)2b
, (7.2)
where
a = −A+ λ− s′ − λ′, b = s+ s′, A = ∆1 −∆4 +∆2 +∆5 − d
2
(7.3)
As it stands, the integral (7.2) still diverges because of the volume of the gauge
group. We eliminate this divergence by the replacement (5.3), leaving x2 to be
integrated over but fixing the locations of the other three points. The integral
becomes:
Id(a, b) = |x03 − x06|d
∣∣∣∣x05 − x06x03 − x05
∣∣∣∣
2a ∣∣∣∣x03 − x06x03 − x05
∣∣∣∣
2b
I˜d(a, b), (7.4)
where
I˜d(a, b) =
∫
Sd
dx2
|x2 − x03|2a−d|x2 − x05|2b
|x2 − x06|2a+2b+d
. (7.5)
The convergence conditions in (7.5) are
Re(a) > 0, Re(b+ d/2) > 0, Re(a+ b) < 0, (7.6)
and they are satisfied for our Mellin-Barnes contour choice, −d/8 < r < 0.
To compute the integral over x2 we use the Feynman parametrization. We have:
I˜d(a, b) =
1
Γ(d/2− a)Γ(−b)Γ(a+ b+ d/2)
∫
Sd
dx2 t
d/2−a−1
3 t
−b−1
5 t
a+b+d/2−1
6 (7.7)
e−t3|x2−x
0
3|
2−t5|x2−x
0
5|
2−t6|x2−x
0
6|
2
.
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We have already dealt with essentially the same integral in section 4, formula (4.3).
Thus, we shall be sketchy here. One first takes the x2 integral using (A.3). One
then makes a series of rescalings of Feynman parameters ti. The powers of these
parameters in (7.7) are such that the rescaling (4.5) completely removes the quantity
St from the integral. Rescaling (4.8) takes the differences |x0i−x0j | out of the integral,
and their resulting powers are exactly such that they cancel the similar quantities
in (7.4). The last change of variables (4.10) reduces all the integrals to those giving
Γ-functions. The final result is:
Id(a, b) =
pid/2Γ(a)Γ(d/2 + b)Γ(−a− b)
Γ(d/2− a)Γ(−b)Γ(a+ b+ d/2) =
pid/2Υd(a)Υd(−a− b)
Υd(−b) , (7.8)
where we have introduced a dimension-dependent Υ-function given by:
Υd(x) =
Γ(x)
Γ(d/2− x) . (7.9)
Substituting the values (7.3) of the parameters a and b, our final result for the (6∆)
symbol is:
(6∆) = K∆1,∆2,∆3,∆5,∆6K∆4,∆¯2,∆¯3,∆¯5,∆¯6 (7.10)
pid/2
∫
dλds
(2pii)2
∫
dλ′ds′
(2pii)2
Γ(−s)Γ(−λ)Γ(−s′)Γ(−λ′)
Γ(γ − s)Γ(δ − λ)Γ(α+ s+ λ)Γ(β + s+ λ)
Γ(γ′ − s′)Γ(δ′ − λ′)Γ(α′ + s′ + λ′)Γ(β′ + s′ + λ′)
Υd(λ − s′ − λ′ −A)Υd(λ′ − s− λ+A)
Υd(−s− s′) .
Using Stirling’s formula and the assumption −d/8 < r < 0 for the Mellin-Barnes
contours, it can be verified that the quadruple integral in (7.10) is convergent in
absolute value. Equation (7.10) therefore gives a manifestly well-defined expression
for the (6∆) symbol.
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Appendix A. Integrals
In this appendix we give the formulas that are central to the methods of inte-
gration that we use. The same method was exploited in the context of AdS/CFT
correspondence, see e.g. [13]. The standard Feynman parameter method is based
on the following representation:
1
zλ
=
1
Γ(λ)
∫ ∞
0
dttλ−1e−tz. (A.1)
We shall also need the following two integrals:∫ ∞
0
dξ0
ξd+10
ξ
∑
i∆i
0 e
−
∑
i tiξ
2
0 =
1
2
(St)
d−
∑
i ∆i
2 Γ(
∑
i∆i − d
2
), (A.2)
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and ∫
Sd
ddxe−
∑
i ti|x−xi|
2
=
pid/2
S
d/2
t
e−
1
St
(
∑
i<j titj |xi−xj |
2). (A.3)
In both of these formulas:
St =
∑
i
ti. (A.4)
Appendix B. Gauge-fixed integration measure
In this appendix we verify that the gauge-fixing procedure (5.3) results from
decomposing the Haar measure on SO0(1, d+1) as stated in section 5. We assume
d > 1 as in the main text.
B.1. Notation.
We first recall some basic properties of the conformal group [10].
We view SO0(1, d+ 1) as the matrix group in its defining representation, acting
on R1,d+1 by matrix multiplication of a column vector. We write the points in
R1,d+1 as (t, y, z1, . . . , zd) =: (t, y, z), where z is in Rd.
The action of SO0(1, d+1) as the conformal group on R
d∪{∞} is obtained from
that on the future null cone in R1,d+1, t =
√
y2 + z2, by parametrising the cone as
(t, y, z) = s
(
1
2 (1 + x
2), 12 (1 − x2), x
)
, where s ≥ 0 and x ∈ Rd ∪ {∞}. The point
x =∞ corresponds to the null ray t+ y = 0 = z.
If q ∈ Rd and λ > 0, we define the SO0(1, d+ 1) matrices
N+(q) :=

 1 + 12q2 12q2 qT− 12q2 1− 12q2 −qT
q q Id

 , (B.1)
N−(q) :=

 1 + 12q2 − 12q2 qT1
2q
2 1− 12q2 qT
q −q Id

 , (B.2)
A(λ) :=

 12 (λ−1 + λ) 12 (λ−1 − λ) 01
2 (λ
−1 − λ) 12 (λ−1 + λ) 0
0 0 Id

 , (B.3)
where q is viewed as a column vector and Id is the d × d unit matrix. In terms of
the action on R1,d+1, N±(q) are null rotations and A(λ) is a boost. The conformal
action of N+(q) on R
d is the translation x 7→ x + q, the action of N−(q) is the
proper conformal transformation x/(x2) 7→ x/(x2) + q, and the action of A(λ) is
the dilatation x 7→ λx.
Finally, if u and v are two unit vectors in Rd, u 6= −v, we define the SO(d)
matrix
S˜(v, u) := Id + 2 v ⊗ uT − (u+ v)⊗ (u+ v)
T
1 + u · v . (B.4)
S˜(v, u) is a rotation in the plane of u and v and takes u to v, reducing to Id when
u = v. Given S˜(v, u), we define the corresponding block-diagonal SO0(1, d + 1)
matrix by S(v, u) := diag
(
I2, S˜(v, u)
)
.
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B.2. Parametrisation.
Let xA, xB and xC be three distinct points in R
d. We set
xD :=
x2ABx
2
AC
x2BC
(
xB − xA
x2AB
− xC − xA
x2AC
)
, (B.5)
where xij := |xi − xj | as in the main text. As |xD| = xABxACx−1BC , it follows that
xD 6= 0.
Let v be a unit vector in Rd. When xD/|xD| 6= −v, we define
h(xA, xB , xC) := S(v, xD/|xD|)A(1/|xD|)N−(b)N+(a), (B.6)
where a := −xA and b := x−2AC(xA − xC). A direct computation shows that the
conformal action of h takes the triple (xA, xB, xC) to the triple (0, v,∞). Each
SO0(1, d+ 1) matrix g whose conformal action takes (xA, xB, xC) to (0, v,∞) can
therefore be uniquely written as
g = Rh, (B.7)
where R = diag
(
I2, R˜
)
and R˜ is an SO(d) matrix in the SO(d − 1) subgroup that
fixes v. Note that this subgroup is trivial for d = 2 but nontrivial for d > 2.
If v is considered fixed, the above discussion shows that formulas (B.6) and
(B.7) give a unique parametrisation of an open subset in SO0(1, d+1) by the triple
(xA, xB , xC) and a group isomorphic to SO(d− 1). This parametrisation does not
cover all of SO0(1, d + 1), but the missing subset is of measure zero and can be
recovered by choosing a different v and by limits in which one of xA, xB and xC is
taken to infinity.
Now, the right action of SO0(1, d+1) on (B.7) induces on the triple (xA, xB , xC)
the conformal SO0(1, d+1) action of the main text. To eliminate the volume diver-
gence of the main text, we therefore need to write the Haar measure on SO0(1, d+1)
in the decomposition (B.7) and identify the part of the measure that is associated
with the noncompact factor h. If this measure is µ(xA, xB, xC) d
dxA d
dxB d
dxC ,
the divergence will be eliminated by the replacement
ddxA d
dxB d
dxC → δ
d(xA − x0A)δd(xB − x0B)δd(xC − x0C)
µ(xA, xB, xC)
ddxA d
dxB d
dxC , (B.8)
where the distinct points x0A, x
0
B and x
0
C can be chosen arbitrarily.
B.3. Measure computation.
From (B.6) and (B.7) we find
(AR)
−1(
dg g−1
)
(AR) = R−1dR + dS S−1 + SQS−1, (B.9)
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where
Q =
(
|xD|−1d(|xD |) + 2b · da
) 0 1 01 0 0
0 0 0

 (B.10)
+

 0 0 (1 + b2)daT − 2(b · da)bT + dbT0 0 0
(1 + b2)da− 2(b · da)b+ db 0 0


+

 0 0 00 0 (1− b2)daT + 2(b · da)bT − dbT
0 (1− b2)da+ 2(b · da)b − db 0


+

 0 0 00 0 0
0 0 2
(
b⊗ daT − da⊗ bT )

 .
The explicit form of the term dS S−1 can be found from (B.4).
To find the part of the Haar measure that corresponds to the noncompact fac-
tor h, we project the right-hand side of (B.9) to the subspace orthogonal (with
respect to the Killing form) to the subspace generated by R−1dR. Choosing v for
concreteness to be (1, 0, 0, . . .), this amounts to setting the lower-right (d−1)×(d−1)
block to zero but leaving the other components unchanged. From the coefficients of
the remaining 3d Lie algebra elements we can then identify the 3d×3d determinant
that gives the desired measure. Evaluating the determinant by elementary matrix
algebra techniques, we find that this measure is
ddxA d
dxB d
dxC
|xA − xB|d|xB − xC |d|xC − xA|d
. (B.11)
Hence the gauge fixing procedure (5.3) follows.
As a check, it can be directly verified that the measure (B.11) is invariant under
the conformal action of SO0(1, d+ 1).
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