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Chapter 1
Introduction
In [11], Hamilton determined a sharp differential Harnack inequality of
Li–Yau type for complete solutions of the Ricci flow with non-negative
curvature operator. This Li–Yau–Hamilton inequality (abbreviated as
LYH inequality below) is of critical importance to the understanding
of singularities of the Ricci flow, as is evident from its numerous ap-
plications in [10], [12], [13], and [14]. Moreover, it has been informally
claimed by Hamilton that the discovery of a LYH inequality in dimen-
sion 3 valid without any hypothesis on curvature is the main unresolved
step in his program of approaching Thurston’s Geometrization Conjec-
ture by applying the Ricci flow to closed 3-manifolds. See [13] for some
of the reasons why such an inequality is believed to hold. (One may also
consult the survey paper [2].) Based on unpublished research of Hamil-
ton and Hamilton–Yau, the search for such a LYH inequality appears to
be an extremely complex and delicate problem. Roughly speaking, their
approach is to start with the 3-dimensional LYH inequality for solutions
with nonnegative sectional curvature and try to perturb that estimate
so that it holds for solutions with arbitrary initial data. Because of an
estimate of Hamilton [13] and Ivey [15] which shows that the curvature
operator of 3-dimensional solutions tends in a sense to become nonneg-
ative, there is hope that such a procedure will work. Some unpublished
work of Hamilton and Yau appears close to establishing a general LYH
inequality in dimension 3. However, so far no such inequality is known.
Due to the perturbational nature of the existing approaches, it is
also of interest to understand how general a LYH inequality one can
prove under the original hypothesis of nonnegative curvature operator.
In this direction, Hamilton and one of the authors [6] obtained a lin-
1
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ear trace LYH inequality for a system consisting of a solution of the
Lichnerowicz-Laplacian heat equation for symmetric 2-tensors coupled
to a solution of the Ricci flow. Since the pair of the Ricci and met-
ric tensors of a solution to the Ricci flow forms such a system, their
linear trace inequality generalizes the traced case of Hamilton’s tensor
(matrix) inequality. In [10] Hamilton had already observed the formal
similarity between his proof of the 2-dimensional trace LYH inequality
for the Ricci flow and Li and Yau’s proof [16] of their Harnack inequality
for the heat equation on Riemannian manifolds. In a sense, the linear
trace inequality generalizes this link to higher dimensions. In dimension
2, meanwhile, the link was made stronger and more evident by the dis-
covery [3] of a 1-parameter family of inequalities interpolating between
the Li–Yau and linear trace estimates.
In another direction, one recalls that Hamilton’s matrix inequality
is equivalent to the positivity of a certain quadratic form. Hamilton
observed [13] that the evolution equation satisfied by that quadratic
suggests that his LYH inequality may be some sort of extension of non-
negative curvature operator. This was shown to be true by S.-C. Chu
and one of the authors in [4]. They introduced a degenerate metric
and a certain compatible connection on space and time that extends
the Levi-Civita connection of a solution of the Ricci flow. They proved
that Hamilton’s quadratic is in fact the curvature of that connection.
Because the space-time metric and connection satisfy the Ricci flow for
degenerate metrics, one can then apply the methods of [8] to show that
the quadratic satisfies a nice evolution equation. This fact is the starting
point for the present paper.
In this paper, we prove a new differential Harnack inequality of Li–
Yau–Hamilton type for the Ricci flow by generalizing the construction in
[4]. Our inequality applies to solutions of the Ricci flow coupled to a 1-
form and a 2-form solving Hodge-Laplacian heat-type equations. In this
sense, one may regard it as a linear-type matrix LYH inequality. In its
general form, it looks quite different from Hamilton’s matrix inequality
— except in the Ka¨hler case, where as a special case, one may take
the 1-form to be the exterior derivative of the scalar curvature and the
2-form to be the Ricci form, thereby obtaining an inequality slightly
weaker but qualitatively similar to Hamilton’s. (Note that Cao [1] has
extended Hamilton’s LYH inequality in the Ka¨hler case to solutions
with nonnegative bisectional curvature.) We state the general form of
our result (Theorem 40) as our
3Main Theorem: Let (M, g (t)) be a solution of the Ricci flow on a
closed manifold and a time interval [0,Ω). Let A0 be a 2-form which is
closed at t = 0, and let E0 be a 1-form which is closed at t = 0. Then
there is a solution A (t) of
∂
∂t
A = ∆dA, A (0) = A0
and a solution E (t) of
∂
∂t
E = ∆dE − d |A|
2
g , E (0) = E0
which exist for t ∈ [0,Ω), where −∆d + dδ + δd is the Hodge–de Rham
Laplacian. Suppose that the quadratic
Ψ(A,E,U,W )
+ Rm(U,U)− 2 〈∇WA,U〉+ |A (W )|
2 − 〈∇WE,W 〉
= RijkℓU
ijU ℓk + 2W j∇jAkℓU
ℓk + (gpqAjpAℓq −∇jEℓ)W
jW ℓ
is non-negative at t = 0 for any 2-form U and 1-form W . Then the
matrix inequality Ψ(A,E,U,W ) ≥ 0 persists for all t ∈ [0,Ω).
The above linear-type inequality is a special case of Theorem 39 ob-
tained by taking a limit which actually scales away part of the main
highest order terms in the more general LYH matrix inequality estab-
lished in Theorem 39.
Corollary A: Under the hypotheses above, the trace inequality
0 ≤ ψ (A,E,W ) + Rc (W,W )− 2 (δA) (W ) + |A|2 + δE
persists for all t ∈ [0,Ω).
Corollary B: Let (M, g (t)) be a Ka¨hler solution of the Ricci flow with
non-negative curvature operator on a closed manifold M. Then for any
2-form U , 1-form W , and all t > 0 such that the solution exists, one
has the matrix estimate
0 ≤ Rm(U,U)− 2 〈∇Wρ, U〉+
1
4t2
|W |2 +
1
t
Rc (W,W )
+ Rc 2 (W,W ) +
1
2
(∇∇R) (W,W ) ,
4 CHAPTER 1. INTRODUCTION
where ρ is the Ricci form. By setting U = X ∧W and tracing over W ,
this implies the trace estimate
0 ≤
∂
∂t
R+
2R
t
+
n
2t2
+ 2 〈∇R,X〉+ 2Rc (X,X)
for any 1-form X.
Although this LYH inequality is weaker than the trace inequality
special case of the matrix inequality in [1], it qualitatively similar, and
it arises from a much more general inequality.
Corollary C: Let
(
M2, g (t)
)
be a solution of the Ricci flow on a
closed surface. If (φ, f) is a pair solving the system
∂
∂t
φ = ∆φ+Rφ
∂
∂t
f = ∆f + φ2,
then the trace inequality
0 ≤ R |X|2 + 2 〈∇φ,X〉+
∂
∂t
f
is preserved.
This paper is structured as follows:
• In §2, we extend the methods of [4] to the case of the Ricci flow
with a cosmological term µ. Only by doing so for µ ≡ 1/2 are we
able to display Hamilton’s differential Harnack quadratic of Li-Yau
type as exactly equal to the curvature of a space-time connection,
and thus to provide the reader with a precise glossary between the
space-time approach and the computations in [11]. A similar but
less precise correspondence was earlier established in [4].
• In §3, we study all symmetric space-time connections that are com-
patible with the degenerate space-time metric and evolve via the
Ricci flow for degenerate metrics. Because these connections are
not unique, their curvature tensors yield new Li–Yau–Hamilton in-
equalities, which include Hamilton’s matrix inequality as a special
case. We then employ scaling arguments to derive a non-negative
symmetric bilinear form on space-time, which is equivalent to the
quadratic Ψ described in classical language in the Main Theorem,
and whose traced form yields Corollary A.
5• In §4, we develop some examples in order to compare a few special
cases of the new Li–Yau–Hamilton inequality with known results.
In particular, we derive Corollary B (Proposition 44) and Corol-
lary C (a result of tracing the matrix inequality in Proposition
47).
Acknowledgement 1 The authors wish to thank Grigori Perelman for
calling their attention to an error in the original preprint of this paper.
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Chapter 2
The Ricci flow rescaled by
a cosmological term
2.1 Self-similar solutions of the Ricci flow
In this section, we recall the equations for self-similar solutions to the
Ricci flow (called Ricci solitons by Hamilton) in order to motivate the
introduction of the Ricci flow with a cosmological term. The basic
reference is §3 of [11].
Definition 2 A solution (Mn, g (t)) of the Ricci flow
∂
∂t
g = −2Rc
on a time interval I containing 0 is called a homothetic Ricci soliton if
g (·, t) = a (t) (φ∗t gˆ) (·) (2.1)
for some fixed metric gˆ on M, some function a of time satisfying
a (0) = 1, and some 1-parameter family of diffeomorphisms {φt : t ∈ I}
generated by vector fields −V (t) with the property that their dual 1-
forms are closed:
∇iVj = ∇jVi. (2.2)
In this case, we say that (Mn, g (t)) flows along V .
It is not obvious that the representation (2.1) is unique, because
the family {φt} may contain homotheties. We put equation (2.1) in a
canonical form as follows:
7
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Lemma 3 Suppose g is a homothetic Ricci soliton having the form
(2.1). Let aˆ + a˙ (0), and let {ψt : t ∈ I} be the 1-parameter family
of diffeomorphisms generated by the vector fields
−
1
1 + aˆt
V (0) ,
with ψ0 = idM. Then
g (·, t) = (1 + aˆt) (ψ∗t gˆ) (·) .
Proof. Let G (t) be a smooth 1-parameter family of metrics, and let
{θt} be a family of diffeomorphisms generated by vector fields −W (t).
Then we have
∂
∂t
(θ∗tG (t)) =
∂
∂s
∣∣∣∣
s=0
(
θ∗t+sG (t+ s)
)
= θ∗t
(
∂
∂t
G (t)
)
+
∂
∂s
∣∣∣∣
s=0
[(
θ−1t ◦ θt+s
)∗
(θ∗tG (t))
]
= θ∗t
(
∂
∂t
G (t)
)
− L(θ−1t )
∗
W (t) (θ
∗
tG (t)) .
= θ∗t
(
∂
∂t
G (t)− LW (t)G (t)
)
. (2.3)
Applying (2.3) with G (t) = a (t) gˆ and θt = φt, we get
Rc (g) = −
1
2
∂
∂t
g (t) = −
1
2
a˙
a
g +
a
2
φ∗t
(
LV (t)gˆ
)
. (2.4)
Now define
g˜ (t) + (1 + aˆt) (ψ∗t gˆ) .
Applying (2.3) with G (t) = (1 + aˆt) gˆ and θt = ψt, we obtain
∂
∂t
g˜ (t) = ψ∗t
(
aˆgˆ − L 1
1+aˆt
V (0) ((1 + aˆt) gˆ)
)
= ψ∗t
(
aˆgˆ − LV (0)gˆ
)
.
But evaluating equation (2.4) at t = 0 shows that
Rc (gˆ) = Rc (g)|t=0 = −
1
2
aˆgˆ +
1
2
LV (0)gˆ.
Hence
∂
∂t
g˜ (t) = ψ∗t (−2Rc (gˆ)) = −2Rc (g˜ (t)) .
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So g˜ (t) is a solution of the Ricci flow with g˜ (0) = g (0). Since solutions
of the Ricci flow are unique, it follows that g˜ (t) = g (t) for as long as
both solutions exist. q.e.d.
The gist of the lemma is that in (2.1) and (2.4) we may assume
a˙ (t) ≡ aˆ is independent of t, so that a (t) = 1+aˆt and a (t)V (t) = V (0) .
From the point of view of motivating the differential Harnack in-
equality of Li-Yau type, Hamilton considered the extreme case for the
function a (t) in the definition of Ricci soliton. In particular, he was in-
terested in the case where the initial metric g (0) is singular (such as the
metric of a cone) and the metric g (t) expands as t increases. Formally,
this corresponds to letting aˆ = a˙ (0) tend to infinity,
lim
aˆ→∞
a˙
a
= lim
aˆ→∞
aˆ
1 + aˆt
=
1
t
, (2.5)
and motivates the following definition:
Definition 4 A solution (Mn, g (t)) of the Ricci flow
∂
∂t
g = −2Rc
on a time interval (0,Ω) containing 1 is called an expanding Ricci soli-
ton flowing along V if
g (·, t) = t (θ∗t gˆ) (·) (2.6)
for some fixed metric gˆ on M and some 1-parameter family of diffeo-
morphisms {θt : t ∈ (0,Ω)} such that θ1 = idM and the dual 1-forms of
the vector fields −V (t) which generate θt are closed.
Differentiating (2.6) leads to the equation
Rij = ∇iVj −
1
2t
gij , (2.7)
where V (t) = 1tV (1). Notice that (2.7) can be obtained formally by
passing to the limit (2.5) in equation (2.4).
Now observe that t−1g (t) = θ∗t (g (1)) evolves by diffeomorphisms.
This motivates us to make the following transformation for any solution
g (t) to the Ricci flow:
g¯ (t) +
1
t
g (t) .
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To get a nice equation for g¯, we change the time variable by t¯ + ln t.
Then g¯ (t¯) is a solution to the equation
∂
∂t¯
g¯ij = −2
(
R¯ij +
1
2
g¯ij
)
on the time interval (−∞, ln Ω) containing t¯ = 0. We call this equation
the Ricci flow with cosmological constant 1/2. More generally, there is
the following:
Definition 5 We say that (Mn, g (t¯)) is a solution of the Ricci flow
with cosmological term µ (t¯) ∈ R on a time interval I if
∂
∂t¯
g¯ij = −2
(
R¯ij + µg¯ij
)
. (2.8)
A solution of the Ricci flow with cosmological constant µ = 1/2 is
an expanding Ricci soliton
−
1
2
∂
∂t
gij = Rij = ∇iVj −
1
2t
gij
if and only if g¯ (t¯) = e−t¯g
(
et¯
)
satisfies
−
1
2
∂
∂t¯
g¯ij = R¯ij +
1
2
g¯ij = ∇¯iV¯j, (2.9)
where V¯j (t¯) + Vj (t), hence if and only if g¯ (t¯) is a steady Ricci soliton.
Note that V¯ k (t¯) = g¯jk (t¯) V¯j (t¯) = tV
k (t) = V k (1) is independent of t¯,
so that
∂
∂t¯
V¯ k = 0. (2.10)
Taking the divergence of (2.9), using (2.2), and commuting derivatives,
we compute
1
2
∇¯jR¯ = ∇¯i∇¯
iV¯j = ∇¯j∇¯iV¯
i + R¯jkV¯
k = ∇¯j
(
R¯+
n
2
)
+ R¯jkV¯
k
and thus obtain the following useful identities, valid when µ ≡ 12 :
1
2
∇¯R¯ = ∆¯V¯ = −Rc
(
V¯
)
. (2.11)
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2.2 The space-time connection for the Ricci flow
rescaled by a cosmological term
In this section, we show that the definition of the space-time connection
for the Ricci flow in [4] may be extended to the case where there is a
cosmological term µ (t¯) in the flow equation. Motivated by the discus-
sion in the previous section, we are mainly interested in the case µ ≡ 12 .
Since the relevant computations are modifications of those in [4], we
shall omit many details of the proofs.
Let M˜ =Mn×I and denote the time coordinate by x0 + t¯. Recall
that the degenerate space-time metric on T ∗M˜ is defined by
g˜ij +
{
g¯ij if i, j ≥ 1
0 if i = 0 or j = 0
. (2.12)
Modifying the definition in [4], we define a symmetric space-time con-
nection ∇˜ by specifying its Christoffel symbols to be
Γ˜kij = Γ¯
k
ij (C1)
Γ˜ki0 = −
(
R¯ki + µδ
k
i
)
(C2)
Γ˜k00 = −
1
2
∇¯kR¯ (C3)
Γ˜000 = −µ (C4)
Γ˜0ij = Γ˜
0
i0 = 0, (C5)
where i, j, k ≥ 1.
Lemma 6 The connection ∇˜ is compatible with the degenerate metric
g˜: for all i, j, k ≥ 0,
∇˜ig˜
jk = 0.
Proof. This is a straightforward computation using the identity
∇˜ig˜
jk = ∂ig˜
jk + Γ˜jipg˜
pk + Γ˜kipg˜
jp
with formulas (C1), (C2), and (C5). q.e.d.
Given a time-dependent vector field W¯ (t¯) on M, we associate to it
the space-time vector field
W˜ (t¯) +
∂
∂t¯
+ W¯ (t¯) .
In local coordinates, W˜ 0 = 1 and W˜ j = W¯ j if j ≥ 1.
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Lemma 7 The formulas for the covariant derivative of the vector field
W˜ are
∇˜iW˜
j = ∇¯iW¯
j −
(
R¯ji + µδ
j
i
)
(CW1)
∇˜0W˜
j =
∂
∂t¯
W¯ j −
(
R¯jk + µδ
j
k
)
W¯ k −
1
2
∇¯jR¯ (CW2)
∇˜0W˜
0 = −µ (CW3)
∇˜iW˜
0 = 0 (CW4)
for all i, j, k ≥ 1.
Proof. This follows from ∇˜iW˜
j = ∂iW˜
j +
∑n
p=1 Γ˜
j
ipW˜
p + Γ˜ji0W˜
0
and all of the formulas (C1)–(C5). q.e.d.
We can now make the important observation that the space-time
of a steady soliton flowing along V¯ has a geometric product structure.
Recall that a parallel vector field on a Riemannian manifold N gives a
local splitting of N as the product of an open interval with an (n− 1)-
dimensional manifold P. Hence the observation follows from:
Proposition 8 If g¯ (t¯) is a steady soliton of the Ricci flow with cosmo-
logical constant µ = 12 flowing along the vector fields V¯ (t¯), then
∇˜i
(
e
1
2
t¯V˜
)j
≡ 0
for all i, j ≥ 0. That is, the space-time vector field e
1
2
t¯V˜ is parallel.
Proof. If i = j = 0, the formula follows from (CW3). For the case
i = 0, j ≥ 1, we apply equations (CW2), (2.10), and (2.11). If i ≥ 1 and
j = 0, the formula follows from (CW4). And for the case i ≥ 1, j ≥ 1,
we apply (CW1) and (2.9). q.e.d.
2.2.1 The Riemann curvature tensor
Denote the Riemann curvature tensor of the space-time connection ∇˜
by
R˜
(
X˜, Y˜
)
Z˜ = ∇˜X˜∇˜Y˜ Z˜ − ∇˜Y˜ ∇˜X˜Z˜ − ∇˜[X˜,Y˜ ]Z˜. (2.13)
Since e
1
2
t¯V˜ is parallel and R˜
(
X˜, Y˜
)
Z˜ is a tensor, we immediately get:
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Corollary 9 If g¯ (t¯) is a steady soliton flowing along V¯ (t¯) with µ = 12 ,
then
R˜
(
X˜, Y˜
)
V˜ = 0 (2.14)
for all X˜ and Y˜ .
We shall see in the next section how this relates to the derivation of
the Li–Yau–Hamilton quadratic in §3 of [9].
The formulas for the space-time Riemann curvature tensor are as
follows:
Proposition 10 If i, j, k, ℓ ≥ 1 and a, b, c ≥ 0, then R˜m satisfies:
R˜ℓijk = R¯
ℓ
ijk (R1)
R˜ℓij0 = ∇¯jR¯
ℓ
i − ∇¯iR¯
ℓ
j (R2a)
R˜ℓ0jk = ∇¯
ℓR¯jk − ∇¯kR¯
ℓ
j (R2b)
R˜ℓi00 =
∂
∂t¯
R¯ℓi −
1
2
∇¯i∇¯
ℓR¯− R¯pi R¯
ℓ
p − µR¯
ℓ
i +
dµ
dt¯
δℓi (R3)
R˜0abc = 0. (R4)
Remark 11 The standard asymmetries satisfied by the curvature of
any connection imply in particular that
R˜ℓ0jk + R˜
ℓ
j0k = 0
R˜ℓi00 + R˜
ℓ
0i0 = 0.
Because ∇˜ is torsion-free, the first and second Bianchi identities take
the form:
R˜ℓijk + R˜
ℓ
jki + R˜
ℓ
kij = 0 (B1)
∇˜mR˜
ℓ
ijk + ∇˜iR˜
ℓ
jmk + ∇˜jR˜
ℓ
mik = 0 (B2)
for all i, j, k, ℓ,m ≥ 0.
Remark 12 Using the evolution equation
∂
∂t¯
R¯ℓi = ∆¯R¯
ℓ
i + 2R¯
ℓ
ipqR¯
pq + 2µR¯ℓi ,
we may rewrite (R3) as
R˜ℓi00 = ∆¯R¯
ℓ
i −
1
2
∇¯i∇¯
ℓR¯+ 2R¯ℓipqR¯
pq − R¯pi R¯
ℓ
p + µR¯
ℓ
i +
dµ
dt¯
δℓi .
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The identities in Proposition (10) are proved in a manner similar to
Theorem 2.2 and 3.1 of [4], which give the corresponding equations for
the case µ ≡ 0.
The components of the Ricci tensor are given by R˜jk = Σ
n
i=0R˜
i
ijk =
Σni=1R˜
i
ijk. Hence tracing (as in Corollary 2.4 of [4]) gives the following:
Corollary 13 The Ricci tensor satisfies the identities:
R˜ij = R¯ij (Rc1)
R˜0j =
1
2
∇¯jR¯ (Rc2)
R˜00 =
1
2
∂
∂t¯
R¯+ n
dµ
dt¯
. (Rc3)
As in Lemma 3.3 of [4], we notice that:
Remark 14 The covariant derivatives of the Ricci tensor obey the sym-
metries
∇˜iR˜j0 = ∇˜jR˜i0 (CRc1)
∇˜iR˜00 = ∇˜0R˜i0 (CRc2)
for all i, j ≥ 1.
Proof. Using (Rc2) and (C2), we find that
∇˜iR˜j0 = ∇¯i∇¯jR¯+ R¯
2
ij + µR¯ij = ∇˜jR˜i0,
which proves equation (CRc1). Using (Rc2) and (Rc3), we get
∇˜iR˜00 − ∇˜0R˜i0 = ∇¯i
(
1
2
∂
∂t¯
R¯
)
− 2Γ˜pi0R˜p0
−
∂
∂t¯
(
1
2
∇¯iR¯
)
+ Γ˜p0iR˜p0 + Γ˜
p
00R˜ip + Γ˜
0
00R˜i0
where p is summed from 1 to n. Equation (CRc2) then follows by
applying formulas (C2)–(C4) and (Rc1)–(Rc3). q.e.d.
Generalizing the definition in [4], we have the following:
Definition 15 A degenerate metric and compatible connection
(
g˜, ∇˜
)
satisfy the Ricci flow with cosmological term µ if for all i, j, k ≥ 0,
∂
∂t¯
Γ˜kij = g˜
kℓ
(
−∇˜iR˜jℓ − ∇˜jR˜iℓ + ∇˜ℓR˜ij
)
. (2.15)
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Proposition 16 The pair
(
g˜, ∇˜
)
satisfies the Ricci flow with cosmo-
logical term µ.
Proof. If i, j, k ≥ 1, the standard formula
∂
∂t¯
Γ¯kij =
1
2
g¯kℓ
[
∇¯i
(
∂
∂t¯
g¯ℓj
)
+ ∇¯j
(
∂
∂t¯
g¯iℓ
)
− ∇¯ℓ
(
∂
∂t¯
g¯ij
)]
shows that (2.15) holds. If k = 0, the result is trivial by equations (C4)
and (C5). If i = 0 and j, k ≥ 1, the observation Γ˜p0jR˜
k
p = Γ˜
k
opR˜
p
j and
identity (CRc1) together imply that
−∇˜0R˜
k
j − ∇˜jR˜
k
0 + ∇˜
kR˜0j = −∇˜0R˜
k
j = −
∂
∂t¯
R¯kj =
∂
∂t¯
Γ¯k0j .
If i = j = 0 and k ≥ 1, the observation Γ˜p00R˜
k
p = Γ˜
k
0pR˜
p
0 and identity
(CRc2) imply
−2∇˜0R˜
k
0 + ∇˜
kR˜00 = −∇˜0R˜
k
0 = −
∂
∂t¯
(
1
2
∇¯kR¯
)
=
∂
∂t¯
Γ˜k00.
q.e.d.
Lemma 17 If µ is constant, the space-time curvature tensor satisfies
the divergence identity
g˜pq∇˜pR˜
ℓ
qjk = R˜
ℓ
0jk (2.16)
between components of the (2, 1)-tensor on the LHS and components of
the (3, 1)-tensor on the RHS.
Proof. If j ≥ 1 and k ≥ 1, this is just the contracted second Bianchi
identity
g˜pq∇˜pR˜
ℓ
qjk = ∇¯
pR¯ℓpjk = ∇¯
ℓR¯jk − ∇¯kR¯
ℓ
j .
If j ≥ 1, k = 0, and µ is constant, this follows from Remark 12 and the
calculation
g˜pq∇˜pR˜
ℓ
qj0 = −∆¯R¯
ℓ
j +
1
2
∇¯j∇¯
ℓR¯− 2R¯pqR¯ℓjpq + R¯
p
j R¯
ℓ
p − µR¯
ℓ
j .
If j = 0 and k ≥ 1, one computes
g˜pq∇˜pR˜
ℓ
q0k = ∇¯
p∇¯kR¯
ℓ
p − ∇¯
p∇¯ℓR¯pk + R¯
pmR¯ℓpmk = 2R¯
pmR¯ℓpmk = 0.
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Finally, if j = k = 0, one obtains
g˜pq∇˜pR˜
ℓ
q00 = ∇¯
p∆¯R¯ℓp −
1
2
∆¯∇¯ℓR¯+ 2∇¯p
(
R¯ℓpqmR¯
qm
)
−
1
2
R¯ℓp∇¯
pR¯− R¯pq∇¯ℓR¯pq
= 0
by a straightforward calculation. (See also Lemma 2.2 and the remark
after it in [5]). q.e.d.
Remark 18 Tracing formula (2.16) and applying (B2) yields
R˜ℓ0 = g˜
jkg˜pq∇˜pR˜
ℓ
qjk = g˜
pq∇˜pR˜
ℓ
q =
1
2
∇˜ℓR˜ =
1
2
∇¯ℓR¯,
in agreement with (Rc2).
The evolution equation for the space-time curvature tensor is given
by:
Proposition 19 If µ is constant, then
∇˜0R˜
ℓ
ijk = ∆˜R˜
ℓ
ijk + 2
(
B˜ℓijk − B˜
ℓ
jik − B˜
ℓ
jki + B˜
ℓ
ikj
)
+ 2µR˜ℓijk,
where
B˜ℓijk + −g˜
pqR˜mpijR˜
ℓ
kqm.
Proof. This formula may be proved along the lines of [8]. Instead,
we give an alternate proof using the space-time Bianchi and divergence
identities. We note that taking the covariant derivative of identity (2.16)
yields
∇˜iR˜
ℓ
0jk = ∇˜i
(
g˜pq∇˜pR˜
ℓ
qjk
)
− Γ˜mi0R˜
ℓ
mjk.
So by using (B2), substituting, and cancelling terms, we directly obtain
∇˜0R˜
ℓ
ijk = ∇˜iR˜
ℓ
0jk − ∇˜jR˜
ℓ
0ik
= g˜pq
(
∇˜i∇˜pR˜
ℓ
qjk − ∇˜j∇˜pR˜
ℓ
qik
)
− Γ˜mi0R˜
ℓ
mjk + Γ˜
m
j0R˜
ℓ
mik
= ∆˜R˜ℓijk + 2g˜
pq
(
R˜mipkR˜
ℓ
jqm − R˜
ℓ
ipmR˜
m
jqk
)
− g˜pqR˜mijpR˜
ℓ
qmk + 2µR˜
ℓ
ijk,
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where ∆˜ + g˜pq∇˜p∇˜q is the space-time Laplacian. Then using (B1) and
the identity B˜ℓijk = −g˜
pqR˜mpjiR˜
ℓ
kmq, we conclude
∇˜0R˜
ℓ
ijk = ∆˜R˜
ℓ
ijk + 2B˜
ℓ
ikj − 2B˜
ℓ
jki
+ g˜pq
(
R˜mpji − R˜
m
pij
)(
R˜ℓkqm − R˜
ℓ
kmq
)
+ 2µR˜ℓijk
= ∆˜R˜ℓijk + 2
(
B˜ℓikj − B˜
ℓ
jki − B˜
ℓ
jik + B˜
ℓ
ijk
)
+ 2µR˜ℓijk.
q.e.d.
2.2.2 Space-time curvature as a bilinear form
We shall find it convenient to regard the curvature tensor as type (4, 0) .
Since the space-time metric is degenerate, we lower indices as follows:
R˜ijkℓ +


g¯ℓpR˜
p
ijk if ℓ ≥ 1
−g¯kpR˜
p
ijℓ if ℓ = 0 and k ≥ 1
0 if ℓ = k = 0.
. (2.17)
We may now consider R˜m to be a symmetric quadratic form on Λ2TM˜
by defining
R˜m
(
S˜, T˜
)
+
n∑
i,j,k,ℓ=0
R˜ijkℓS˜
ijT˜ ℓk. (2.18)
Note that this differs slightly from [4], where R˜m was regarded as a
tensor of type (2, 2).
Setting B˜ijkℓ + −g˜
pqR˜mpijR˜kqmℓ, we restate Lemma 19 in the form:
Corollary 20 If µ is constant, then
∇˜0R˜ijkℓ = ∆˜R˜ijkℓ+2
(
B˜ijkℓ − B˜jikℓ − B˜jkiℓ + B˜ikjℓ
)
+2µR˜ijkℓ. (2.19)
Recall that the degenerate metric g˜ induces an inner product and
Lie bracket on Λ2T ∗M˜ as follows:〈
S˜, T˜
〉
= g˜ikg˜jℓS˜ijT˜kℓ (2.20)[
S˜, T˜
]
ij
= g˜kℓ
(
S˜ikT˜ℓj − T˜ikS˜ℓj
)
. (2.21)
(Compare formulas (10) and (11) in [4].) The structure constants Cab,cdij
defined by
Cab,cdij dx
i ∧ dxj +
[
dxa ∧ dxb, dxc ∧ dxd
]
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for 0 ≤ a < b ≤ n, 0 ≤ c < d ≤ n and 0 ≤ i < j ≤ n are then given by
Cab,cdij = δ
a
i δ
d
j g˜
bc − δci δ
b
j g˜
ad.
In terms of the natural isomorphism between Λ2T ∗M˜ and Λ2T ∗M⊕
Λ1T ∗M, formula (2.21) corresponds to
[X ⊕ V, Y ⊕W ] = [X,Y ]⊕ (V yY −WyX) ,
where y denotes the interior product. Analogous to [9] and the extension
in [4], we define a symmetric bilinear operator # on Λ2T ∗M˜⊗Λ2T ∗M˜
by
(F#G)ijkℓ + FabcdGpqrsC
ab,pq
ij C
cd,rs
ℓk ,
and adopt the notational convenience F# + F#F . We also define the
square of an element in Λ2T ∗M˜ ⊗ Λ2T ∗M˜ by
F 2ijkℓ + g˜
adg˜bcFijabFcdkℓ.
With these definitions, following [9] and [4], we find that (2.19) takes
the form:
Lemma 21 If µ is constant, then
∇˜0R˜ijkℓ = ∆˜R˜ijkℓ + R˜
2
ijkℓ + R˜
#
ijkℓ + 2µR˜ijkℓ. (2.22)
We omit the long but straightforward computations.
2.3 Hamilton’s quadratic for the Ricci flow
As was remarked in [4], the results above give an explanation for the
surprising identities observed by Hamilton in §14 of [13]. Here, we shall
exhibit a correspondence between the machinery Hamilton uses to prove
his tensor inequality and the geometric structure of space-time, in order
to show that his quadratic and the assumptions made in its derivation
arise very naturally in the space-time context. A similar but less precise
correspondence appeared earlier in [4].
Recall that Hamilton proved that for any 2-form U and 1-form W
on a complete solution (Mn, g (t)) of the Ricci flow with non-negative
curvature operator, the quadratic
Z = Z (U,W ) + MijW
iW j + 2PijkU
ijW k +RijkℓU
ijU ℓk (2.23)
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is non-negative at all positive times, where Rijkℓ = gℓmR
m
ijk,
Mij + ∆Rij −
1
2
∇i∇jR+ 2RipqjR
pq −RipR
p
j +
1
2t
Rij , (2.24)
and
Pijk + ∇iRjk −∇jRik. (2.25)
We shall now relate Hamilton’s proof to our construction. In §2 of
[11], tensors of type (r, s) on a Riemannian manifold (M, g) are regarded
as GL (n,R)-invariant maps from the linear frame bundle GL (M) to
Rn
r+s
. For instance, if P ∈ M and Y = (Y1|P , . . . , Yn|P ) ∈ GL (M)
is given by Ya = y
i
a ∂/∂x
i in a chart
{
xi
}
at P , a 1-form θ may be
identified with the system of component functions θa = θ (Ya) it in-
duces on GL (M). Regarding the Levi-Civita connection of (M, g) as a
GL (n,R)-invariant choice of horizontal subspace for each TY GL (M),
Hamilton takes space-like derivatives by means of the unique horizontal
lift Da of Ya at Y ∈ GL (M). Hamilton then identifies the vertical vec-
tor field ∨ba with the differential of the map Ya 7→ y
i
b
(
y−1
)a
i
Ya; namely
1
∨ab = y
i
b
∂
∂yia
.
Note that ∨ab acts on a covariant tensor by
∨abTcd...z = δ
a
cTbd...z + δ
a
dTcb...z + · · · + δ
a
zTcd...b. (2.26)
For a solution (M, g (t)) to the Ricci flow on an interval I, one con-
siders the bundle GL (M) × I → M˜ = M× I and the sub-bundle of
orthonormal frames O
(
M˜
)
+ ∪t∈I (O (M, g (t)) , t) → M˜. Hamilton
takes time-like derivatives by means of a vector field Dt on GL (M)×I
defined by
Dt +
∂
∂t
+Rabg
bc ∨ac . (2.27)
Dt is tangent to O
(
M˜
)
, because
Dtgab ≡ 0. (2.28)
The geometric structure of space-time reveals why this construction is
natural. Indeed, definition (2.27) corresponds to (C2) in the definition of
1
Hamilton writes ∇
b
a for what we denote ∨
b
a.
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the space-time connection ∇˜ for the Ricci flow without rescaling (µ = 0),
because
∇˜0 =
∂
∂t¯
− Γ˜k0j∨
j
k
when acting on covariant tensors. Property (2.28) corresponds to the
compatibility of ∇˜ with the space-time metric g˜ (Lemma 6).
Now suppose (M, g (t)) is a homothetically expanding soliton flow-
ing along a gradient vector field V . (See Definition 4, and recall that
(M, g¯ (t¯)) is then a steady Ricci soliton flowing along V¯ = et¯V .) In §3
of [11], such a solution is described by the equation
DaVb = DbVa , Rab +
1
2t
gab. (2.29)
Here and in what follows, we use the symbol, to denote an identity that
holds for an expanding gradient soliton. By applying formula (CW1) to
V˜ , we note that condition (2.29) holds if and only if for all i, j ≥ 1, one
has
∇˜iV˜
j = 0.
Hamilton next defines the quadratic Z in terms of the tensors M ,
P , and Rm. (Recall (2.23)–(2.25) and note that our sign convention for
the Riemann curvature tensor is opposite Hamilton’s.) In analogy with
Theorem 2.2 of [4], we apply Proposition 10 with µ ≡ 1/2 to observe
that these also correspond to natural space-time objects:
Lemma 22 Let (M, g (t)) be a solution of the Ricci flow. Set t¯ = ln t
and g¯ (t¯) = 1t g (t). Then for i, j, k, ℓ ≥ 1, one has
Rijkℓ = e
t¯R˜ijkℓ (2.30)
Pℓkj = R˜0jkℓ = R˜kℓ0j (2.31)
Miℓ = e
−t¯R˜i00ℓ. (2.32)
Thus we arrive at the key observation that the LYH quadratic may be
identified with the space-time curvature tensor:
Z = et¯
n∑
i,j,k,ℓ=0
R˜ijkℓT˜
ij T˜ ℓk,
where the space-time contravariant 2-tensor T˜ is defined in terms of
the natural isomorphism Λ2T ∗M˜ ∼= Λ2T ∗M⊕ Λ1T ∗M by T˜ + U ⊕
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(
e−t¯W/2
)
. In components i, j ≥ 1,
T˜ ij = U ij (2.33)
T˜ 0j = −T˜ j0 =
1
2
e−t¯W j =
1
2t
W j. (2.34)
(See also Corollary 2.3 of [4]; a key difference from that paper is that
taking µ = 12 accounts for the term
1
2tRiℓ in Miℓ.)
Differentiating the expanding gradient soliton equation (2.29), Hamil-
ton obtains the following two relations:
Pabc +R
d
abcVd , 0 (2.35)
Mab + PcabV
c , 0. (2.36)
Together, these equations prove the Li–Yau–Hamilton inequality is sharp.
Indeed, ifW is arbitrary and one sets Uab =
1
2 (VaWb − VbWa), a straight-
forward computation gives Z (U,W ) , 0. This fact can be interpreted
using the result of Corollary 9 that
R˜ℓijkV˜
k , 0 (2.37)
holds for all i, j, ℓ ≥ 0:
Lemma 23 The identities (2.35) and (2.36) are equivalent to the fact
that the space-time Riemannian curvature tensor R˜m vanishes in the
direction of the parallel space-time vector field et¯/2V˜ when µ = 1/2.
Proof. If i, j, ℓ ≥ 1, Lemma 22 implies that
R˜ijkℓV˜
k = −et¯/2
(
Pijℓ +RijℓkV
k
)
and
R˜0jkℓV˜
k = −e3t¯/2
(
Mjℓ + PkℓjV
k
)
.
Since R˜0ijk = 0 for all i, j, k, it is clear that (2.37) holds if and only if
both (2.35) and (2.36) do. q.e.d.
The evolution equations satisfied by the coefficients of Hamilton’s
quadratic are derived in Lemmas 4.2, 4.3, and 4.4 of [11]. Written in
Hamilton’s notation, they are
(Dt −△)Rabcd = 2(Babcd −Babdc +Bacbd −Badbc), (2.38)
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(Dt −△)Pabc = −2RdeDdRabce (2.39)
+ 2 (RadbePdec +RadcePdbe +RbdcePade) ,
and
(Dt −△)Mab = 2Rcd (DcPdab +DcPdba) + 2RacbdMcd (2.40)
+ 2PacdPbcd − 4PacdPbdc + 2RcdRceRadbe −
1
2t2
Rab,
where Babcd = RaebfRcedf . In §2.5, we prove the following:
Proposition 24 The evolution equations (2.38), (2.39), and (2.40) are
equivalent to the evolution equation
∇˜0R˜ijkℓ = ∆˜R˜ijkℓ + 2
(
B˜ijkℓ − B˜jikℓ − B˜jkiℓ + B˜ikjℓ
)
+ R˜ijkℓ (2.41)
satisfied by R˜m when µ = 1/2.
In computing the evolution of the quadratic Z, Hamilton makes the
following assumptions on the 2-form U and the 1-form W at a given
point:
(Dt −∆)Wa =
1
t
Wa (A1)
(Dt −∆)Uab = 0 (A2)
DaWb = 0 (A3)
DaUbc =
1
2
(RabWc −RacWb) +
1
4t
(gabWc − gacWb) . (A4)
(See the hypotheses in Theorem 4.1 of [11], and note that equation
(A4) is motivated by the fact that it holds on a soliton if (A3) holds
and U = V ∧W .) We shall now demonstrate that the four assumptions
above are also very natural from the space-time perspective. Indeed,
equations (A1)–(A4) hold at a point in space-time if and only if et¯T˜ ij
satisfies the heat equation and is parallel in space-like directions at that
point:
Lemma 25 If µ = 1/2, assumptions (A1)-(A4) are equivalent to(
∇˜0 − ∆˜ + 1
)
T˜ ij = 0 (2.42)
∇˜kT˜
ij = 0, (2.43)
for all i, j ≥ 0 and k ≥ 1.
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Proof. For i, j, k ≥ 1, we use (C1), (C2), (2.33), (2.34), and the
fact that R¯ik = tR
i
k to compute
∇˜kT˜
ij = ∇kU
ij + Γ˜ik0T˜
0j + Γ˜jk0T˜
i0
= ∇kU
ij −
(
tRik +
1
2
δik
)
1
2t
W j +
(
tRjk +
1
2
δjk
)
1
2t
W i.
Hence (2.43) is valid for all i, j, k ≥ 1 if and only if (A4) holds. For
i = 0 but j, k ≥ 1, we have
∇˜kT˜
0j =
1
2t
∇kW
j.
So (2.43) is valid for ij = 0 and all k ≥ 1 if and only if (A3) holds.
Similarly, since ∇˜qT˜
0j = 12t∇qW
j and ∆˜T˜ 0j = g˜pq∇˜p∇˜qT˜
0j = 12∆W
j,
we compute that(
∇˜0 − ∆˜ + 1
)
T˜ 0j =
∂
∂t¯
(
1
2t
W j
)
+ Γ˜000T˜
0j + Γ˜j0pT˜
0p
−
1
2
∆W j +
1
2t
W j
=
1
2
(
∂
∂t
W j −RjpW
p −∆W j −
1
t
W j
)
.
It follows easily that (2.42) is valid for ij = 0 if and only if (A1) holds.
Finally, we use (C3) to calculate(
∇˜0 + 1
)
T˜ ij =
∂
∂t¯
U ij + Γ˜i0pU
pj + Γ˜i00T˜
0j + Γ˜j0pU
ip + Γ˜j00T˜
i0 + U ij
= t
(
∂
∂t
U ij −RipU
pj −RjpU
ip
)
−
1
4
W j∇iR+
1
4
W i∇jR.
Then noting that for i, j ≥ 1,
∇˜qT˜
ij = ∇qU
ij +
1
2
(
RjqW
i −RiqW
j
)
+
1
4t
(
δjqW
i − δiqW
j
)
,
we compute
∆˜T˜ ij = g˜pq∇˜p∇˜qT˜
ij
= tgpq

 ∇p∇qU ij + 12∇p
(
RjqW i −RiqW
j
)
+ 14t∇p
(
δjqW i − δiqW
j
)
+ Γ˜ip0∇˜qT˜
0j + Γ˜jp0∇˜qT˜
i0


= t
[
∆U ij +Rjp∇
pW i −Rip∇
pW j +
1
4
(
W i∇jR−W j∇iR
)]
+
1
2
(
∇jW i −∇iW j
)
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and collect terms to obtain(
∇˜0 − ∆˜ + 1
)
T˜ ij = t
[
∂
∂t
U ij −∆U ij −RipU
pj −RjpU
ip
]
+
(
tRip +
1
2
gip
)
∇pW
j −
(
tRjp +
1
2
gjp
)
∇pW
i.
So if (A3) holds, then (2.42) is valid for i, j ≥ 1 if and only if (A2) holds.
q.e.d.
2.4 A generalized tensor maximum principle
In order to utilize space-time methods fully in investigating potential
Li–Yau–Hamilton quadratics for the Ricci flow, one needs a version of
the parabolic maximum principle for equations such as (2.22) and (3.9)
Accordingly, we now derive a generalization of the tensor maximum
principle originally proved in [8]. We begin with the observation that
any smooth family {g (t) : 0 ≤ t < Ω} of Riemannian metrics on Mn
induces a nondegenerate metric gˆ on M× [0,Ω) given in coordinates(
∂/∂t = x0, x1, . . . , xn
)
by
gˆij =
{
gij if 1 ≤ i, j ≤ n
δij if i = 0 or j = 0.
We denote the Levi-Civita connection of gˆ by ∇ˆ.
Proposition 26 Let g (t) be a smooth 1-parameter family of complete
metrics on Mn, indexed by t ∈ [0,Ω). Let M˜ +M× [0,Ω) and let g˜ be
the degenerate metric defined on T ∗M˜ by
g˜ij +
{
gij if if 1 ≤ i, j ≤ n
0 if i = 0 or j = 0.
Let ∇˜ be a compatible connection (∇˜ig˜
jk ≡ 0), and let Q denote the
space of symmetric bilinear forms on a tensor bundle X over M˜. Sup-
pose Q ∈ Q is a solution of the reaction-diffusion equation
∇˜0Q = ∆˜Q+Φ(Q) , (2.44)
where Φ : Q → Q is a (possibly nonlinear) locally Lipschitz map which
satisfies the null eigenvector condition that Φ (P ) (X,X) ≥ 0 at any
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point where P (X, ·) vanishes for P ∈ Q and X ∈ X . Assume
∣∣∣∇˜ − ∇ˆ∣∣∣
gˆ
,∣∣∣∇ˆ(∇˜ − ∇ˆ)∣∣∣
gˆ
, and the Lipschitz constant for Φ are bounded on any
subset M× [0, η] ⊂ M˜. If M is not compact, assume also that there
exists ρ : M → [1,∞) with ρ−1 ([1, s]) compact for every s ∈ [1,∞)
and such that |∇ρ|g and |∆ρ| are bounded on M× [0, η]. If Q ≥ 0 on
M× {0}. then Q ≥ 0 on M˜.
Proof. The metric gˆ induces an inner product on X in the usual
way; we shall abuse notation by writing gˆ (X,Y ) for X,Y ∈ X . IfM is
compact, take ρ ≡ 1, and otherwise let ρ : M˜ → [1,∞) be the function
in the statement of the theorem. (By [7] and Lemma 5.1 of [11], such
a function always exists if the time derivatives ∂g/∂t of g and ∂Γ/∂t
of the Levi-Civita connection of g are bounded, and if M has positive
sectional curvature.)
By considering translates in time, it will suffice to prove there is
η > 0 such that for every ε > 0, the quadratic form Qˆ is strictly positive
on M× [0, η], where
Qˆ (x, t) + Q (x, t) + ε (η + t) ρ (x) gˆ (x, t) .
Suppose Qˆ does not remain strictly positive, and let t0 ∈ [0, η] denote
the infimum of all t such that Qˆ (Y, Y )
∣∣∣
(x,t)
= 0 for some Y ∈ X and
x ∈ M with |Y |gˆ = 1 at (x, t). We claim t0 > 0. If not, there will be a
sequence of compact sets Kj exhausting M, points xj ∈ Kj\Kj−1, and
times tj ց t0 = 0 such that the first zero of Qˆ on Kj × [0, η] occurs at
(xj , tj). Since Q ≥ 0 onM×{0} and ρ (xj)→∞ ifM is not compact,
this is impossible.
By the null eigenvector assumption,
Φ(Qˆ) (Y, Y )
∣∣∣
(x,t0)
≥ 0.
Define a tensor field X in a space-time neighborhood O of (x, t0) by
taking X = Y at (x, t0) and extending X by parallel transport along
radial geodesics with respect to the connection ∇˜. (It suffices to ex-
tend X first radially along all ∇˜-geodesics which start tangent to the
hypersurfaceM×{t0}, and then along any curve with tangent ∂/∂t at
(x, t0).) Notice that all symmetric space-like second covariant deriva-
tives of X vanish at (x, t0). (Compare §4 of [9].) Indeed, with respect
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to a gˆ-orthonormal frame {e0 = ∂/∂t, e1, . . . , en}, one observes that for
i = 1, . . . , n,
∇˜ei∇˜eiX
∣∣∣
(x,t0)
= ∇˜ei
(
∇˜eiX
)
− ∇˜
∇˜eiei
X = 0− 0.
Hence for any P ∈ Q, we compute at (x, t0) that
∆˜ (P (X,X)) = g˜ij
[
(∇˜i∇˜jP )(X,X) + 4(∇˜iP )(X, ∇˜jX)
+2P (∇˜iX, ∇˜jX) + 2P (X, ∇˜i∇˜jX)
]
= (∆˜P ) (X,X) .
Now consider the function F defined in O by
F (y, t) = Qˆ (X,X)
∣∣∣
(y,t)
.
Even though gˆ may not be compatible with the connection ∇˜, we still
have |X|gˆ ≥ 1/2 in a possibly smaller neighborhood O
′ ⊆ O. Hence F
attains its minimum in O′ ∩M × [0, t0] at (x, t0), where we therefore
have
0 ≥
∂
∂t
F =
(
∇˜0Qˆ
)
(X,X) ,
and
0 =
∂
∂xi
F =
(
∇˜iQˆ
)
(X,X)
for i = 1, . . . , n, and
0 ≤ g˜ij
(
∂2F
∂xi∂xj
− Γ˜kij
∂F
∂xk
)
= ∆˜F.
To finish the proof, observe that there are constants C1 and C2
depending only on the bounds for
∣∣∣∇˜ − ∇ˆ∣∣∣
gˆ
and
∣∣∣∇ˆ(∇˜ − ∇ˆ)∣∣∣
gˆ
on M×
[0, η] such that
2
(
∇˜0gˆ
)
(X,X)
∣∣∣
(x,t0)
≥ −C1 |X|
2
gˆ = −C1
and
2
(
∆˜gˆ
)
(X,X)
∣∣∣
(x,t0)
≤ C2 |X|
2
gˆ = C2.
There is C3 depending only on the Lipschitz constant of Φ onM× [0, η]
such that
− Φ (Q) (X,X)|(x,t0) ≤ Φ(Qˆ) (X,X)−Φ (Q) (X,X) ≤ C3εη |X|
4
gˆ = εηC3,
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and there is C4 depending only on the bounds for |∆ρ|, |∇ρ|g, and∣∣∣∇˜ − ∇ˆ∣∣∣
gˆ
such that
(
∆˜F
)
(x, t0) =
(
∆˜Q
)
(X,X) + ε (η + t0)


ρ
(
∆˜gˆ
)
(X,X)
+2
(
∇˜
∇˜ρgˆ
)
(X,X)
+ (∆ρ) gˆ (X,X)


≤
(
∆˜Q
)
(X,X) + εη (ρC2 + C4) .
Combining these estimates with equation (2.44), we conclude that at
(x, t0),
0 ≥
∂
∂t
F
=
(
∇˜0Q
)
(X,X) + ε (η + t0) ρ
(
∇˜0gˆ
)
(X,X) + ερgˆ (X,X)
=
(
∆˜Q
)
(X,X) + Φ (Q) (X,X) + ε (η + t0) ρ
(
∇˜0gˆ
)
(X,X) + ερ
≥ ∆˜F − εη (ρC2 + C4)− εηC3 − εηρC1 + ερ
≥ ε [ρ (1− η (C1 +C2))− η (C3 + C4)] .
Because ρ ≥ 1 and the constants Ci cannot increase if η decreases,
choosing η > 0 sufficiently small gives a contradiction. So Qˆ remains
strictly positive on M× [0, η], and the result follows by letting ε ց 0.
q.e.d.
2.5 Evolution equations relating to Hamilton’s
quadratic
This section is devoted to the following:
Proof of Proposition 24. Assume µ ≡ 1/2, and denote the RHS
of (2.19) by ̥ijkℓ. Lemma 22 implies that the following identities are
valid for all i, j, k, ℓ ≥ 1:
B˜ijk0 + −g˜
pqR˜rpijR˜kqr0 = tg
pqRrpijPqkr (2.45)
B˜i00ℓ + −g˜
pqR˜rpi0R˜0qrℓ = −t
2gpqgrsPiprPℓsq (2.46)
B˜i0ℓ0 + −g˜
pqR˜rpi0R˜ℓqr0 = t
2gpqgrsPiprPqℓs (2.47)
B˜iℓ00 + −g˜
pqR˜rpiℓR˜0qr0 = −t
2gpqRrpiℓMqr. (2.48)
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Thus for i, ℓ ≥ 1, we have
̥i00ℓ + ∆˜R˜i00ℓ + 2
(
2B˜i00ℓ − B˜0i0ℓ − B˜00iℓ
)
+ R˜i00ℓ
= ∆˜R˜i00ℓ + 2t
2gpqgrs [RiprℓMqs − Pipr (2Pℓsq + Pqℓs)] + tMiℓ.
On the other hand, we use (C2)–(C4) with Lemma 22 to compute di-
rectly that
∇˜0R˜i00ℓ =
∂
∂t¯
R˜i00ℓ − Γ˜
p
0iR˜p00ℓ − Γ˜
p
0ℓR˜i00p − Γ˜
p
00
(
R˜ip0ℓ + R˜i0pℓ
)
= t
∂
∂t
(tMiℓ) + (tR
p
i + µδ
p
i ) (tMpℓ) +
(
tRpℓ + µδ
p
ℓ
)
(tMip)
+
(
1
2
t2∇pR
)
(Ppiℓ − Pℓpi) + 2µ (tMiℓ)
= t2
[
∂
∂t
Miℓ +R
p
iMpℓ +R
p
ℓMip +
1
2
(∇pR) (Ppiℓ + Ppℓi)
]
+ 3tMiℓ.
In the same way, we compute for q,m ≤ 1 that
∇˜qR˜i00ℓ = t
(
∇qMiℓ +R
m
q Pmiℓ +R
m
q Pmℓi
)
+ µ (Pqiℓ + Pqℓi)
and
∇˜qR˜im0ℓ = ∇qPmiℓ +R
r
qRimrℓ +
µ
t
Rimqℓ.
Then by using the divergence identity
∇qPqiℓ =Miℓ −R
pqRipqℓ −
1
2t
Riℓ,
we can write
∆˜R˜i00ℓ = g¯
pq∇˜p∇˜qR˜i00ℓ
= t2∇q
(
∇qMiℓ +R
m
q Pmiℓ +R
m
q Pmℓi
)
+ tµ∇q (Pqiℓ + Pqℓi)
+ tgpq
(
tRmp + µδ
m
p
) (
∇qPmiℓ +R
r
qRimrℓ +
µ
t
Rimqℓ
)
+ tgpq
(
tRmp + µδ
m
p
) (
∇qPmℓi +R
r
qRirmℓ +
µ
t
Riqmℓ
)
= t2∆Miℓ +
t2
2
(∇qR) (Pqiℓ + Pqℓi) + 2t
2Rpq∇p (Pqiℓ + Pqℓi)
+ 2t2RpmR
mqRipqℓ + 2tMiℓ −
1
2
Riℓ.
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Cancelling terms yields
∇˜0R˜i00ℓ = ∆˜R˜i00ℓ + t
2
(
∂
∂t
−∆
)
Miℓ − 2t
2Rpq∇p (Pqiℓ + Pqℓi)
+ t2
(
RpiMpℓ +R
p
ℓMip − 2R
p
mR
mqRipqℓ
)
+ tMiℓ +
1
2
Riℓ.
Recalling (2.26) and (2.27), we conclude that the special case ∇˜0R˜i00ℓ =
̥i00ℓ of equation (2.19) holds if and only if
DtMiℓ +
∂
∂t
Miℓ +R
q
p ∨
p
q Miℓ =
∂
∂t
Miℓ +R
p
iMpℓ +R
p
lMip
= ∆Miℓ + 2R
pq∇p (Pqiℓ + Pqℓi) + 2R
p
mR
mqRipqℓ
+ 2gpqgrs [RiprℓMqs − Pipr (2Pℓsq + Pqℓs)]−
1
2t2
Riℓ,
hence if and only if equation (2.40) holds.
Now if i, j, k ≥ 1, identities (2.45)–(2.48) let us write
̥ijk0 = ∆˜R˜ijk0 + 2tg
pq
(
RrpijPqkr −R
r
pjiPqkr −R
r
pjkPqir +R
r
pikPqjr
)
+ Pijk
= ∆˜R˜ijk0 + 2tg
pq
(
RrpijPqrk −R
r
pjkPqir +R
r
pikPqjr
)
+ Pijk.
On the other hand, (C2)–(C4) and Lemma 22 imply that
∇˜0R˜ijk0 =
∂
∂t¯
R˜ijk0 − Γ˜
p
0iR˜pjk0 − Γ˜
p
0jR˜ipk0 − Γ˜
p
0kR˜ijp0 − Γ˜
p
00R˜ijkp
= t
(
∂
∂t
Pijk +R
p
iPpjk +R
p
jPipk +R
p
kPijp +
1
2
Rijkp∇
pR
)
+ 2Pijk
and
∇˜qR˜ijk0 = ∇qPijk − Γ˜
p
q0R˜ijkp = ∇qPijk +R
p
qRijkp +
1
2t
Rijkq.
Noticing that ∇qRijkq = Pijk by the second Bianchi identity, we write
the diffusion term in the form
∆˜R˜ijk0 = tg
pq∇˜p∇˜qR˜ijk0
= t∇q
(
∇qPijk +R
p
qRijkp +
1
2t
Rijkq
)
+ gpq
(
tRmp +
1
2
δmp
)
(∇qRijkm)
= t
(
∆Pijk +
1
2
Rijkp∇
pR+ 2Rpq∇
qRijkp
)
+ Pijk
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and cancel terms to obtain
∇˜0R˜ijk0 = ∆˜R˜ijk0 + t
[(
∂
∂t
−∆
)
Pijk +R
q
p ∨
p
q Pijk − 2R
q
p∇qR
p
ijk
]
+ Pijk.
Thus the special case ∇˜0R˜iik0 = ̥ijk0 of equation (2.19) holds if and
only if
DtPijk = ∆Pijk + 2R
q
p∇qR
p
ijk + 2g
pq
(
RrpijPqrk −R
r
pjkPqir +R
r
pikPqjr
)
,
hence if and only if (2.39) holds.
Finally, the equivalence of (2.38) and the case i, j, k, ℓ ≥ 1 of (2.19)
is clear when we observe that
̥ijkℓ = ∆Rijkℓ + 2 (Bijkℓ −Bjikℓ −Bjkiℓ +Bikjℓ) +
1
t
Rijkℓ
and
∇˜0R˜ijkℓ = t
∂
∂t
(
1
t
Rijkℓ
)
+Rqp ∨
p
q Rijkℓ +
2
t
Rijkℓ = DtRijkℓ +
1
t
Rijkℓ.
q.e.d.
Chapter 3
Generalized space-time
connections
In this section, we derive new matrix LYH inequalities for the Ricci flow
by generalizing the definition of the space-time connection in § 2.
So let (Mn, g¯ (t¯)) be a solution of the Ricci flow rescaled by a cos-
mological constant µ:
∂
∂t¯
g¯ = −2
(
Rc + µg¯
)
.
Consider the family of symmetric connections ∇˜ defined on space-time
(M˜, g˜) by
Γ˜kij + Γ¯
k
ij (GC1)
Γ˜ki0 + −
(
R¯ki + µδ
k
i +A
k
i
)
(GC2)
Γ˜k00 + −
(
1
2
∇¯kR¯+Bk
)
(GC3)
Γ˜000 + − (µ+ C) (GC4)
Γ˜0ij + Γ˜
0
i0 = 0, (GC5)
for i, j, k ≥ 1, where A is a tensor of type (1, 1), B is a vector field, and C
is a scalar function. We saw in §2 that the space-time connection ∇˜ has
a number of useful and interesting properties when A = B = C = 0.
Our goal here is to investigate what conditions on A, B, and C are
necessary and sufficient for ∇˜ to retain certain desirable characteristics.
In particular, we determine which connections of this form are both
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compatible with the space-time metric and satisfy the Ricci flow for
degenerate metrics. Such space-time connections are worth studying,
because their curvatures satisfy parabolic evolution equations and thus
furnish Li–Yau–Hamilton quadratics for the Ricci flow.
Define a (2, 0)-tensor A¯ by
A¯ij + A
p
i g¯pj.
Our first observation is that ∇˜ is both torsion-free and compatible with
g˜ exactly when A¯ is a 2-form:
Lemma 27 The metric g˜ is parallel with respect to the symmetric con-
nection ∇˜,
∇˜ig˜
jk = 0,
if and only if (GC1)-(GC5) hold, where A¯ is a 2-form,
Ajpg¯
pk +Akp g¯
jp = 0, (3.1)
and there are no restrictions on either B or C.
Proof. For i, j, k ≥ 1, the equation
0 = ∇˜ig˜
jk = ∂ig˜
jk + Γ˜jipg˜
pk + Γ˜kipg˜
jp
is equivalent to
Γ˜kij = Γ¯
k
ij,
since ∇¯ is the unique torsion-free connection compatible with g¯; this is
(GC1). Assuming (GC2), the equation
0 = ∇˜0g˜
jk = ∂0g˜
jk + Γ˜j0pg˜
pk + Γ˜k0pg˜
jp
is valid for j, k ≥ 1 if and only if
Ajpg¯
pk +Akp g¯
jp = 0.
This says that when we lower an index, A¯ij = A
p
i g¯pj is a 2-form. The
equation
0 = ∇˜ig˜
0k = ∂ig˜
0k + Γ˜0ipg˜
pk + Γ˜kipg˜
0p
is valid for i ≥ 0 and k ≥ 1 if and only if
Γ˜0ip = 0
holds for all i ≥ 0 and p ≥ 1; this is (GC5). The identity ∇˜ig˜
00 is
satisfied automatically for all i ≥ 0. q.e.d.
Hence by lowering indices, we may regard A¯ as a 2-form, B¯i + B
pg¯pi
as a 1-form, and C as a 0-form.
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3.1 The Riemann curvature tensor
The space-time Riemann curvature tensor is defined by (2.13); in com-
ponents, one has
R˜ℓijk = ∂iΓ˜
ℓ
jk − ∂jΓ˜
ℓ
ik + Γ˜
m
jkΓ˜
ℓ
im − Γ˜
m
ikΓ˜
ℓ
jm. (3.2)
By definition, we have the asymmetry R˜ℓijk = −R˜
ℓ
jik. The remaining
formulas are as follows:
Proposition 28 If i, j, k, ℓ ≥ 1 and a, b, c ≥ 0, then R˜m satisfies:
R˜ℓijk = R¯
ℓ
ijk (GR1)
R˜ℓij0 = ∇¯jR¯
ℓ
i − ∇¯iR¯
ℓ
j + ∇¯jA
ℓ
i − ∇¯iA
ℓ
j (GR2a)
R˜ℓ0jk = ∇¯
ℓR¯jk − ∇¯kR¯
ℓ
j + ∇¯jA
ℓ
k (GR2b)
R˜ℓ0j0 = −
∂
∂t¯
R¯ℓj + (µ− C) R¯
ℓ
j +
1
2
∇¯j∇¯
ℓR¯+ R¯mj R¯
ℓ
m (GR3)
−
∂
∂t¯
Aℓj +A
m
j A
ℓ
m + (µ− C)A
ℓ
j + R¯
m
j A
ℓ
m +A
m
j R¯
ℓ
m
+ ∇¯jB
ℓ − µCδℓj.
R˜0abc = 0. (GR4)
Proof. Identities (GR1) and (GR4) follow easily from (3.2). To
derive (GR2a), we use (GC2) to compute
R˜ℓij0 = ∂iΓ˜
ℓ
j0 + Γ˜
ℓ
imΓ˜
m
j0 − ∂jΓ˜
ℓ
i0 − Γ˜
ℓ
jmΓ˜
m
i0
= ∇¯j
(
R¯ℓi +A
ℓ
i
)
− ∇¯i
(
R¯ℓj +A
ℓ
j
)
.
To derive (GR2b), we recall that
∂
∂t¯
Γ¯ℓjk = −∇¯jR¯
ℓ
k − ∇¯kR¯
ℓ
j + ∇¯
ℓR¯jk
and calculate
R˜ℓ0jk = ∂0Γ˜
ℓ
jk −
(
∂jΓ˜
ℓ
0k − Γ˜
m
jkΓ˜
ℓ
0m + Γ˜
ℓ
jmΓ˜
m
0k
)
=
∂
∂t¯
Γ¯ℓjk + ∇¯j
(
R¯ℓk +A
ℓ
k
)
= ∇¯ℓR¯jk − ∇¯kR¯
ℓ
j + ∇¯jA
ℓ
k.
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Finally, to derive (GR3), we use (GC3) and (GC4) to compute
R˜ℓ0j0 = ∂0Γ˜
ℓ
j0 −
(
∂jΓ˜
ℓ
00 + Γ˜
ℓ
jmΓ˜
m
00
)
+ Γ˜mj0Γ˜
ℓ
0m
= −
∂
∂t¯
(
R¯ℓj +A
ℓ
j
)
+ ∇¯j
(
1
2
∇¯ℓR¯+Bℓ
)
− (µ+ C)
(
R¯ℓj + µδ
ℓ
j +A
ℓ
j
)
+
(
R¯mj + µδ
m
j +A
m
j
)(
R¯ℓm + µδ
ℓ
m +A
ℓ
m
)
= −
∂
∂t¯
R¯ℓj + (µ− C) R¯
ℓ
j +
1
2
∇¯j∇¯
ℓR¯+ R¯mj R¯
ℓ
m
−
∂
∂t¯
Aℓj +A
m
j A
ℓ
m + (µ− C)A
ℓ
j + R¯
m
j A
ℓ
m +A
m
j R¯
ℓ
m
+ ∇¯jB
ℓ − µCδℓj .
q.e.d.
Corollary 29 If i, j ≥ 1, then R˜c satisfies:
R˜ij = R¯ij
R˜0k =
1
2
∇¯kR¯−
(
δ¯A¯
)
k
R˜00 =
1
2
∂
∂t¯
R¯+ C
(
R¯+ nµ
)
+
∣∣A¯∣∣2
g¯
+ δ¯B¯,
where (
δ¯A¯
)
k
+ −∇¯pA¯pk = ∇¯pA
p
k
and
δ¯B¯ + −∇¯pB¯p = −∇¯pB
p.
Proof. The first two equations are easy. For the third, we substitute
the formula
1
2
∂
∂t¯
R¯ =
1
2
∆¯R¯+ R¯pqR¯
pq + µR¯
into the calculation
R˜00 = −R˜
j
0j0
=
∂
∂t¯
R¯+ (C − µ) R¯−
1
2
∆¯R¯− R¯mj R¯
m
m −A
m
j A
j
m − ∇¯jB
j + nµC
and cancel terms. q.e.d.
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3.2 Solutions of the Ricci flow for degenerate
metrics
The goal of this section is to determine necessary and sufficient condi-
tions on A, B, and C for
(
g˜, ∇˜
)
to satisfy the rescaled Ricci flow for
degenerate metrics. (Recall Definition 15.) Our results here are most
easily stated if we introduce the 1-form
E¯ + B¯ + 2δ¯A¯.
We shall see that a particularly nice set of equations is obtained when A¯
and E¯ are closed initially. In this case, there is always a solution
(
g˜, ∇˜
)
satisfying Definition 15 for as long as g¯ (t¯) exists.
Proposition 30 Suppose C = µ. Then
(
g˜, ∇˜
)
satisfy the Ricci flow
with cosmological term µ, namely
∂
∂t¯
Γ˜kij = −∇˜iR˜
k
j − ∇˜jR˜
k
i + ∇˜
kR˜ij , (3.3)
if and only if the 2-form A¯ = A¯ij dx
i ⊗ dxj satisfies
∂
∂t¯
A¯ = −dδ¯A¯− 2µA¯ (3.4)
and the 1-form E¯ = E¯idx
i satisfies
∂
∂t¯
E¯ = −dδ¯E¯ − 2µE¯ − d
∣∣A¯∣∣2
g¯
. (3.5)
If dA¯ = 0 initially, then dA¯ ≡ 0 for as long as a solution exists; and if
dE¯ = 0 initially, then dE¯ ≡ 0 for as long as a solution exists. So if A¯
and E¯ are closed initially, (3.3) is valid if and only if A¯ and E¯ evolve
by
∂
∂t¯
A¯ = ∆¯dA¯− 2µA¯ (3.6)
and
∂
∂t¯
E¯ = ∆¯dE¯ − 2µE¯ − d
∣∣A¯∣∣2
g¯
(3.7)
respectively, where −∆¯d + dδ¯ + δ¯d is the Hodge–de Rham Laplacian.
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Remark 31 When A¯ and E¯ are closed initially, (3.6) and (3.7) are
both parabolic equations whose solutions exist as long as the solution of
the Ricci flow with cosmological constant µ exists.
Remark 32 The choice C = µ is useful to obtain good evolution equa-
tion if either A or B is nonzero. But if A and B are both identically
zero, taking C = 0 as in §2 generally yields better results.
Remark 33 If
(
A¯, E¯
)
is a pair of initially-closed forms satisfying equa-
tions (3.6) and (3.7), then the pair
(
λA¯, λ2E¯
)
is also, for any λ ∈ R.
Proof of Proposition 30. Let ̥kij denote the RHS of (3.3). If
i, j, k ≥ 1, then formula (3.3) reduces to the standard evolution equation
for Γ¯kij . It is easily checked that both sides of (3.3) vanish if k = 0,
provided that µ and C are constant. If j = 0 but i, k ≥ 1, then
̥
k
i0 + −∇˜iR˜
k
0 − ∇˜0R˜
k
i + ∇˜
kR˜i0
= −∇¯i
[
1
2
∇¯kR¯−
(
δ¯A¯
)k]
−
(
R¯pi + µδ
p
i +A
p
i
)
R¯kp
−
∂
∂t¯
R¯ki −
(
R¯pi + µδ
p
i +A
p
i
)
R¯kp +
(
R¯kp + µδ
k
p +A
k
p
)
R¯pi
+ ∇¯k
[
1
2
∇¯iR¯−
(
δ¯A¯
)
i
]
+ g¯kℓ
(
R¯pℓ + µδ
p
ℓ +A
p
ℓ
)
R¯ip
= −
∂
∂t¯
R¯ki − 2A
p
i R¯
k
p − ∇¯i∇¯
pAkp − ∇¯
k∇¯pA
p
i .
Since Γ˜ki0 = −
(
R¯ki + µδ
k
i +A
k
i
)
, it follows that (3.3) holds for j = 0 and
i, k ≥ 1 if and only if
∂
∂t¯
Aki = ∇¯i∇¯
pAkp + ∇¯
k∇¯pA
p
i + 2A
p
i R¯
k
p,
hence if and only if
∂
∂t¯
A¯ij =
∂
∂t¯
(
Aki g¯kj
)
= −
(
dδ¯A¯
)
ij
− 2µA¯ij .
If i = j = 0 but k ≥ 1, we recall that
∇¯k
(
∂
∂t¯
R¯
)
=
∂
∂t¯
(
∇¯kR¯
)
− 2
(
R¯kℓ ∇¯
ℓR¯+ µ∇¯kR¯
)
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and compute
̥
k
00 + −∇˜0R˜
k
0 − ∇˜0R˜
k
0 + ∇˜
kR˜00
= −2
[
∂
∂t¯
(
1
2
∇¯kR¯−
(
δ¯A¯
)k)
− Γ˜p00R˜
k
p + Γ˜
k
0pR˜
p
0
]
+ ∇¯k
(
1
2
∂
∂t¯
R¯+ CR¯+
∣∣A¯∣∣2
g¯
+ δ¯B¯
)
− 2g¯kℓΓ˜pℓ0R˜p0
= −
1
2
∂
∂t¯
(
∇¯kR¯
)
− ∇¯k∇¯pB
p − 2BpR¯kp
+ 2
∂
∂t¯
(
g¯kℓ∇¯pA
p
ℓ
)
+ ∇¯k
∣∣A¯∣∣2
g¯
+ 2 (µ− C)
(
∇¯pAkp
)
− 4R¯kp∇¯qA
q
p.
Since Γ˜k00 = −
1
2∇¯
kR¯ −Bk, it follows that (3.3) holds for i = j = 0 and
k ≥ 1 if and only if
∂
∂t¯
(
B¯j + 2∇¯pA
p
j
)
=
∂
∂t¯
[
g¯jk
(
Bk + 2g¯kℓ∇¯pA
p
ℓ
)]
= ∇¯j∇¯pB
p − 2µB¯j − ∇¯j
∣∣A¯∣∣2
g¯
+ 2 (µ+ C) ∇¯pA¯pj.
When C = µ, this equation is the same as
∂
∂t¯
(
B¯ + 2δ¯A¯
)
= −dδ¯B¯ − 2µ
(
B¯ + 2δ¯A¯
)
− d
∣∣A¯∣∣2
g¯
= −dδ¯
(
B¯ + 2δ¯A¯
)
− 2µ
(
B¯ + 2δ¯A¯
)
− d
∣∣A¯∣∣2
g¯
,
because δ¯2 = 0.
To complete the proof, it suffices to note that
∂
∂t¯
(
dA¯
)
= d
(
∂
∂t¯
A¯
)
= −2µ
(
dA¯
)
and
∂
∂t¯
(
dE¯
)
= d
(
∂
∂t¯
E¯
)
= −2µ
(
dE¯
)
,
because the exterior derivative is independent of the metric and satisfies
d2 = 0. q.e.d.
In analogy with Remark 14, we make the following observation:
Remark 34 If A¯ evolves according to equation (3.4), one has the sym-
metry
∇˜iR˜j0 − ∇˜jR˜i0 = ∇˜0A¯ij.
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Proof. Because
∇˜iR˜j0 = ∇¯i
(
1
2
∇¯jR¯+ ∇¯
pA¯pj
)
− Γ˜pi0R¯jp
=
1
2
∇¯i∇¯jR¯+ ∇¯i∇¯
pA¯pj + R¯
p
i R¯pj + µR¯ij + A¯
p
i R¯pj,
we observe that when (3.4) holds, we have
∇˜0A¯ij =
∂
∂t¯
A¯ij − Γ˜
p
0iA¯pj − Γ˜
p
0jA¯ip
= ∇¯i∇¯
pA¯pj − ∇¯j∇¯
pA¯pi +A
p
i R¯pj −A
p
j R¯pi
= ∇˜iR˜j0 − ∇˜jR˜i0.
q.e.d.
3.3 New Li–Yau–Hamilton quadratics
We now wish to regard R˜m as the bilinear form defined on Λ2TM˜ by
(2.17) and (2.18). To be useful as a LYH quadratic, it is desirable that
a bilinear form be symmetric and positive. Fortunately, symmetry of
R˜m is compatible with the other properties we wish ∇˜ to possess. In
particular, we have the following:
Lemma 35 The bilinear form R˜m has the symmetry
R˜ij0ℓ = R˜0ℓij
for all i, j, ℓ ≥ 1 if and only if A¯ is a closed 2-form. Moreover, R˜m has
the symmetry
R˜0j0ℓ = R˜0ℓ0j
for all j, ℓ ≥ 1 if A¯ evolves by (3.4), C = µ, and E¯ is a closed 1-form.
Proof. By (GR2a) and (GR2b), we have
R˜ij0ℓ − R˜0ℓij = g¯ℓpR˜
p
ij0 − g¯jpR˜
p
0ℓi = ∇¯jA¯iℓ − ∇¯iA¯jℓ + ∇¯ℓA¯ij =
(
dA¯
)
jiℓ
.
Next we observe that
g¯jp
∂
∂t¯
R¯pℓ − g¯ℓp
∂
∂t¯
R¯pj = 0
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and
g¯jp
∂
∂t¯
Apℓ − g¯ℓp
∂
∂t¯
Apj = 2
∂
∂t¯
A¯ℓj + 2R¯jpA
p
ℓ − 2R¯ℓpA
p
j + 4µA¯ℓj. (3.8)
Hence by (GR3),
R˜0j0ℓ − R˜0ℓ0j = g¯ℓpR˜
p
0j0 − g¯jpR˜
p
0ℓ0
= g¯jp
(
∂
∂t¯
R¯pℓ +
∂
∂t¯
Apℓ
)
− g¯ℓp
(
∂
∂t¯
R¯pj +
∂
∂t¯
Apj
)
+ 2 (µ− C) A¯jℓ + 2A
k
j R¯kℓ − 2A
k
ℓ R¯kj +
(
∇¯jB¯ℓ − ∇¯ℓB¯j
)
= 2
∂
∂t¯
A¯ℓj + 2 (µ+ C) A¯ℓj −
(
dB¯
)
ℓj
.
If ∂∂t¯A¯ = −dδ¯A¯− 2µA¯, this becomes
R˜0j0ℓ − R˜0ℓ0j = 2 (C − µ) A¯ℓj − d
(
B¯ + 2δ¯A¯
)
ℓj
.
q.e.d.
It is also fortunate that the maximum principle applies to the curva-
ture R˜m of a generalized connection. To see this, it will be convenient
to introduce a (1, 1)-tensor A˜ defined for i, j ≥ 1 by
A˜ji = A
j
i
A˜j0 =
(
B + δ¯A¯
)j
A˜0i = 0
A˜00 = µ.
Proposition 36 Let A¯ and E¯ be closed initially and evolve by (3.6) and
(3.7), respectively. Let C = µ be constant. Then R˜m is a symmetric
bilinear form which evolves by
∇˜0R˜m = ∆˜R˜m + R˜m
2
+ R˜m
#
+ 2µR˜m + A˜ ∨ R˜m. (3.9)
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Proof. Because ∇˜ is symmetric, one computes directly from the
definition that
∂
∂t¯
R˜ℓijk = ∂i
(
∂
∂t
Γ˜ℓjk
)
− ∂j
(
∂
∂t
Γ˜ℓik
)
+
(
∂
∂t
Γ˜mjk
)
Γ˜ℓim + Γ˜
m
jk
(
∂
∂t
Γ˜ℓim
)
−
(
∂
∂t
Γ˜mik
)
Γ˜ℓjm − Γ˜
m
ik
(
∂
∂t
Γ˜ℓjm
)
= ∂i
(
∂
∂t
Γ˜ℓjk
)
− Γ˜mij
(
∂
∂t
Γ˜ℓmk
)
− Γ˜mik
(
∂
∂t
Γ˜ℓjm
)
+ Γ˜ℓim
(
∂
∂t
Γ˜mjk
)
− ∂j
(
∂
∂t
Γ˜ℓik
)
+ Γ˜mji
(
∂
∂t
Γ˜ℓmk
)
+ Γ˜mjk
(
∂
∂t
Γ˜ℓim
)
− Γ˜ℓjm
(
∂
∂t
Γ˜mik
)
= ∇˜i
(
∂
∂t
Γ˜ℓjk
)
− ∇˜j
(
∂
∂t
Γ˜ℓik
)
.
Hence by Proposition 30 and the Ricci identities,
∂
∂t¯
R˜ℓijk = ∇¯j
(
∇kR˜
ℓ
i − ∇˜
ℓR˜ik
)
− ∇˜i
(
∇˜kR˜
ℓ
j − ∇˜
ℓR˜jk
)
+ R˜ℓjimR˜
m
k − R˜
m
jikR˜
ℓ
m.
On the other hand, the second Bianchi identity implies that
∆˜R˜ℓijk + g˜
pq∇˜p∇˜qR˜
ℓ
ijk = −g˜
pq∇˜p
(
∇˜iR˜
ℓ
jqk + ∇˜jR˜
ℓ
qik
)
= ∇˜i∇˜
ℓR˜jk − ∇˜i∇˜kR˜
ℓ
j − ∇˜j∇˜
ℓR˜ik
+ ∇˜j∇˜kR˜
ℓ
i − R˜
m
i R˜
ℓ
jmk − R˜
m
j R˜
ℓ
mik
+ g˜pq

 R˜mpijR˜ℓmqk + R˜mpikR˜ℓjqm − R˜ℓpimR˜mjqk
+R˜mpjiR˜
ℓ
qmk + R˜
m
pjkR˜
ℓ
qim − R˜
ℓ
pjmR˜
m
qik

 ,
while straightforward calculations reveal that
R˜2ijkℓ = g˜
pq g˜rsR˜ijprR˜sqkℓ = −g˜
pq
(
R˜mpijR˜mqkℓ + R˜
m
pjiR˜qmkℓ
)
and
R˜#ijkℓ = R˜abcdR˜pqrs
(
δai δ
q
j g˜
bp − δpi δ
b
j g˜
aq
)(
δcℓδ
s
kg˜
dr − δrℓ δ
d
k g˜
cs
)
= −g˜pq
(
R˜qimℓR˜
m
pjk + R˜
m
pikR˜jqmℓ + R˜jpmℓR˜
m
qik + R˜
m
jqkR˜ipmℓ
)
.
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Because equation (3.9) is readily verified for k = ℓ = 0, we may assume
without loss of generality that ℓ ≥ 1. Then we can combine the identities
above to obtain
∂
∂t¯
R˜ijkℓ = g¯ℓm
∂
∂t¯
R˜mijk − 2R¯ℓmR˜
m
ijk − 2µR˜ijkℓ
= ∆˜R˜ijkℓ + R˜
2
ijkℓ + R˜
#
ijkℓ − 2µR˜ijkℓ − R˜
q
p ∨
p
q R˜ijkℓ,
because g¯lm∆˜R˜
m
ijk = ∆˜R˜ijkℓ and R˜
m
ℓ R˜ijkm = R¯ℓmR˜
m
ijk. Now if we regard
Γ˜0 as a (globally-defined) space-time (1, 1)-tensor
(
Γ˜0
)q
p
= Γ˜q0p, we may
write
∇˜0R˜ijkℓ =
∂
∂t¯
R˜ijkℓ −
(
Γ˜0 ∨ R˜m
)
ijkℓ
,
yielding
∇˜0R˜m = ∆˜R˜m + R˜m
2
+ R˜m
#
− 2µR˜m−
(
Γ˜0 + R˜c
)
∨ R˜m, (3.10)
where R˜c here denotes the (1, 1)-tensor R˜qp + R˜pmg˜
mq. We claim equa-
tion (3.10) is equivalent to equation (3.9). Indeed, it follows from
(GC2)–(GC4) and Corollary 29 that for p, q ≥ 1 one has(
Γ˜0 + R˜c
)q
p
= −µδqp −A
q
p(
Γ˜0 + R˜c
)q
0
= −Bq −
(
δ¯A¯
)q
(
Γ˜0 + R˜c
)0
p
= 0(
Γ˜0 + R˜c
)0
0
= −2µ.
So one need only check that if N denotes the number of space-like
components of R˜ijkℓ, the RHS of (3.10) contains −2 +N +2 (4−N) =
6 − N terms of the form µR˜ijkℓ, while the RHS of (3.9) contains 2 +
(4−N) = 6−N such terms. q.e.d.
Armed with the tools to show that R˜m remains non-negative, we
are now ready to construct Li–Yau–Hamilton quadratics.
Condition 37 Assume in the remainder of this paper that g (t) is a so-
lution of the Ricci flow on M for t ∈ [0,Ω), and that g¯ (t¯) ≡ e−t¯g
(
et¯
)
is the associated solution of (2.8), the Ricci flow with cosmological con-
stant µ = 1/2, for t¯ ∈ (−∞, ln Ω). Assume further that the generalized
connection on (M˜, g˜) defined by (GC1)–(GC5) has C = µ = 1/2.
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Given any 2-form U and 1-form W on M, we define X˜ + U ⊕ 12W ,
so that for i, j,≥ 1,
X˜ij = U ij
X˜0j = −X˜j0 =
1
2
W j.
If there exist A¯ and B¯ such that R˜m is symmetric, we define the forms
Aik + A
j
igjk = tA¯ik
Bk + B
jgjk = tB¯k
Ek +
(
Bj + 2
(
δ¯A¯
)j)
gjk = Bk + 2t (δA)k ,
and make the following observations:
Remark 38 Let ∆¯d and ∆d denote the Hodge–de Rham Laplacians of(
g¯, ∇¯
)
and (g,∇), respectively. Then A¯ is closed and evolves by
∂
∂t¯
A¯ = ∆¯dA¯− 2µA¯
if and only if A is closed and evolves by
∂
∂t
A = ∆dA+
1− 2µ
t
A.
Moreover, E¯ ≡ B¯ + 2δ¯A¯ is closed and evolves by
∂
∂t¯
E¯ = ∆¯dE¯ − 2µE¯ − d
∣∣A¯∣∣2
g¯
if and only if E ≡ B + 2tδA is closed and evolves by
∂
∂t
E = ∆dE +
1− 2µ
t
E − d |A|2g .
If µ = 1/2 and A is closed (exact) initially, then A remains closed
(exact). Likewise, if µ = 1/2 and E is closed (exact) initially, then E
remains closed (exact).
Proof. The evolution equations are straightforward calculations.
Together with Proposition 30, they imply that A and E remain closed
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if they are initially. To prove the assertions about exactness, suppose
that A (0) = dα0 and E (0) = dε0. Let α (t) and ε (t) be solutions of
∂
∂t
α = ∆dα, α (0) = α0
and
∂
∂t
ε = ∆dε− |A|
2
g , ε (0) = ε0
respectively. Then
∂
∂t
(dα) = d
(
∂
∂t
α
)
= −d (dδ + δd)α = − (dδ + δd) (dα) = ∆d (dα) ,
and similarly
∂
∂t
(dε) = d
(
∂
∂t
ε
)
= d
(
∆dε− |A|
2
g
)
= ∆d (dε) − d |A|
2
g .
By uniqueness of solutions to parabolic equations, we have A (t) ≡ dα (t)
and E (t) ≡ dε (t) for as long as g (t) exists. q.e.d.
Theorem 39 Let (Mn, g (t)) be a solution of the Ricci flow on a closed
manifold and a time interval [0,Ω). Let A0 be a 2-form which is closed
at t = 0 and let E0 be a 1-form which is closed at t = 0. Then there is
a solution A (t) of
∂
∂t
A = ∆dA, A (0) = A0
and a solution E (t) of
∂
∂t
E = ∆dE − d |A|
2
g , E (0) = E0
which exist for all t ∈ [0,Ω). Suppose that
0 ≤ Rm(U,U) +
1
4
|W |2 + |A (W )|2 − 2 〈∇WA,U〉 − 〈∇WE,W 〉
at t = 0 for any 2-form U and 1-form W on M, and let R˜m be the
curvature of the generalized connection on (M˜, g˜) with B ≡ E − 2tδA
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and C = 1/2. Then for all t ∈ [0,Ω), one has the estimate
0 ≤ et¯R˜m
(
X˜, X˜
)
= RijkℓU
ijU ℓk + 2 [t (∇ℓRjk −∇kRjℓ) +∇jAkℓ]W
jU ℓk
+


t2
(
∆Rjℓ −
1
2∇j∇ℓR+ 2RjpqℓR
pq −RpjRpℓ
)
+t
(
2µRjℓ +A
p
jRpℓ +A
p
ℓRpj − 2∇j∇
kAkℓ
)
+µ2gjℓ −A
p
jApℓ −∇jEℓ

W jW ℓ.
Proof. By Remark 38, there are closed solutions A¯ and E¯ of (3.6)
and (3.7), respectively, existing for −∞ < t¯ < log Ω. Set Q + et¯R˜m.
Then by Proposition 36,
∂
∂t
Q =
dt¯
dt
∂
∂t¯
(
et¯R˜m
)
=
∂
∂t¯
R˜m + R˜m
= ∆˜R˜m + R˜m
2
+ R˜m
#
+ 2R˜m +
(
Γ˜0 + A˜
)
∨ R˜m. (3.11)
Since Q ≥ 0 at t = 0, it will suffice to apply the space-time maximum
principle (Proposition 26) to Q for 0 ≤ t < Ω. Notice that for j, k ≥ 1,(
Γ˜0 + A˜
)k
j
= −tRkj −
1
2
δkj(
Γ˜0 + A˜
)k
0
= −
t2
2
∇kR+ t (δA)k(
Γ˜0 + A˜
)0
j
= 0(
Γ˜0 + A˜
)0
0
= −
1
2
,
and define a generalized symmetric connection ∇ˆ on M × [0,Ω) for
i, j, k ≥ 1 by
Γˆkij + Γ
k
ij
Γˆki0 + −R
k
i
Γˆk00 + −
(
1
2
∇kR+ F k
)
Γˆ000 = Γˆ
0
i0 = Γˆ
0
ij = 0,
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where the Γkij are determined by the Levi-Civita connection of g, and
F k +
1
2
(t− 1)∇kR− (δA)k .
Let gˆ be the space-time metric on M× [0,Ω) induced by g: namely,
gˆij = gij and gˆi0 = gˆ00 = 0 for i, j ≥ 1. By Lemma 27, gˆ is parallel with
respect to ∇ˆ. One verifies by straightforward calculation that
∆˜R˜m + g˜pq∇˜p∇˜qR˜m = gˆ
pq∇ˆp∇ˆqQ + ∆ˆQ
and
R˜2ijkℓ = g˜
adg˜bcR˜ijabR˜cdkℓ = g
adgbcQijabQcdkℓ + Q
2
ijkℓ,
and
R˜#ijkℓ = R˜abcdR˜pqrsC
ab,pq
ij C
cd,rs
ℓk = QabcdQpqrsc
ab,pq
ij c
cd,rs
ℓk + Q
#
ijkℓ,
where cab,cdij + δ
a
i δ
d
j g
bc − δci δ
b
jg
ad = e−t¯Cab,cdij . Thus equation (3.11) can
be written in the form
∇ˆ0Q = ∆ˆQ+Q
2 +Q#,
whence the theorem follows by applying Proposition 26 to Q for 0 ≤
t < Ω. q.e.d.
If R˜m is symmetric, we define another symmetric bilinear form H˜
on Λ2TM˜ by stipulating that H˜ obey the symmetries
H˜abcd = −H˜bacd = −H˜abdc = H˜cdab
for all a, b, c, d ≥ 0 and satisfy
H˜ijkℓ + R¯ijkℓ
H˜0jkℓ + ∇¯jA¯kℓ
H˜0j0ℓ + A
p
j A¯pℓ + ∇¯jE¯ℓ
for all i, j, k, ℓ ≥ 1. Then we define and expand
Ψ (A,E,U,W ) + et¯H˜
(
X˜, X˜
)
= RijkℓU
ijU ℓk + 2W j∇jAkℓU
ℓk
−
(
ApjApℓ +∇jEℓ
)
W jW ℓ.
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Theorem 40 Let (Mn, g (t)) be a solution of the Ricci flow on a closed
manifold and a time interval [0,Ω). Let A0 be a 2-form which is closed
at t = 0, and let E0 be a 1-form which is closed at t = 0. Then there is
a solution A (t) of
∂
∂t
A = ∆dA, A (0) = A0
and a solution E (t) of
∂
∂t
E = ∆dE − d |A|
2
g , E (0) = E0
which exist for all t ∈ [0,Ω). Suppose that
0 ≤ Ψ(A,E,U,W )|t=0
= Rm(U,U)− 2 〈∇WA,U〉+ |A (W )|
2 − 〈∇WE,W 〉
for any 2-form U and 1-form W on M. Then Ψ(A,E,U,W ) remains
non-negative for all t ∈ [0,Ω).
Proof. Suppose (M, g (t)) exists for t ∈ [0,Ω), and define
Φ (A,E,U,W ) + et¯R˜m
(
X˜, X˜
)
,
where R˜m is the curvature of the generalized connection on (M˜, g˜) with
B ≡ E − 2tδA and C = 1/2. By hypothesis,
0 ≤ Ψ(A,E,U,W ) ≤ Φ (A,E,U,W )
at t = 0 for all U and W . So Φ (A,E,U,W ) ≥ 0 for all t ∈ [0,Ω) and all
U,W by Theorem 39. Now since Ψ
(
λA, λ2E,U,W
)
= Ψ(A,E,U, λW ),
it follows from Remark 33 that Φ
(
λA, λ2E,U,W
)
≥ 0 for all t ∈ [0,Ω),
all U,W , and all λ > 0. In particular, at each fixed t ∈ [0,Ω), we have
0 ≤ Φ
(
λA, λ2E,U, λ−1W
)
for all U,W and λ > 0, and hence
0 ≤ lim
λ→∞
Φ
(
λA, λ2E,U, λ−1W
)
= Ψ(A,E,U,W ) .
q.e.d.
Corollary 41 Let the hypotheses of Theorem 40 hold. Then for any
1-form V , we have
0 ≤ ψ (A,E, V ) + Rc (V, V )− 2 (δA) (V ) + |A|2 + δE
= Rc (V, V )− 2 (δA) (V ) + |A|2 + δB
for as long as the solution (M, g (t)) exists.
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Proof. For an orthonormal frame {ek}, take Uij =
1
2 (ViWj − VjWi)
and trace over W ∈ {e1, . . . , en}. q.e.d.
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Chapter 4
Examples
We shall now develop some examples, which may be regarded as further
corollaries of Theorem 40. Our intent is to explore the utility of the new
LYH quadratics by comparing their implications with known results in
a few special cases. Although our principle examples come from Ka¨hler
geometry, we emphasize that the main results of this paper are more
general, and in no way require a Ka¨hler structure.
4.1 Ka¨hler examples
By definition, a Riemannian manifold (Mn, g) is Ka¨hler if there is
an almost-complex structure J : TM → TM such that g is Hermi-
tian g (JX, JX) = g (X,X) and J is parallel ∇X (JY ) = J (∇XY ).
The latter condition immediately implies the symmetry R (X,Y )JZ =
J (R (X,Y )Z) of the Riemannian curvature.
There is a one-to-one correspondence between J-invariant symmetric
2-tensors and J-invariant 2-forms on a Ka¨hler manifold. Indeed, given
a J-invariant symmetric 2-tensor φ (JX, JY ) = φ (X,Y ) = φ (Y,X),
let F (X,Y ) + φ (JX, Y ). Then F is a 2-form F (Y,X) = −F (X,Y )
which is J-invariant F (JX, JY ) = F (X,Y ). Conversely, given a J-
invariant 2-form H (JX, JY ) = H (X,Y ) = −H (Y,X), let η (X,Y ) +
−H (JX, Y ). Then η is symmetric η (Y,X) = η (X,Y ) and J-invariant
η (JX, JY ) = η (X,Y ). The Ka¨hler form ω is defined to be the 2-form
induced by a Hermitian metric g, and the Ricci form ρ is defined to be
the 2-form induced by the Ricci tensor Rc of g. These definitions are
justified by the following standard facts:
Lemma 42 Let J be an almost-complex structure on (Mn, g).
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1. If (M, g) is Ka¨hler, then Rc is J-invariant.
2. If (M, g) is Ka¨hler, then ρ is closed.
3. If g is Hermitian, then J is parallel if and only if ω is closed.
It follows easily that the Ricci flow preserves a Ka¨hler structure.
Indeed, (1) implies that g remains Hermitian, whence (2) and (3) imply
that J remains parallel, because
∂
∂t
(dω) = d
(
∂
∂t
ω
)
= d (−2ρ) = 0.
A key observation for the constructions in this section is the following:
Lemma 43 Let φ be a J-invariant symmetric 2-tensor and let F be the
corresponding J-invariant 2-form. Then φ satisfies the Lichnerowicz-
Laplacian heat equation
∂
∂t
φ = ∆Lφ,
if and only if F satisfies the Hodge-Laplacian heat equation
∂
∂t
F = ∆dF.
Proof. If ∂∂tφ = ∆Lφ, then direct computation gives
∂
∂t
Fij =
∂
∂t
(
Jki φkj
)
= Jki
(
∆φkj + 2Rkpqjφ
pq −Rℓjφkℓ −R
ℓ
kφjℓ
)
= ∆Fij + 2J
k
i Rkpqjφ
pq −RℓjFiℓ − J
k
i R
ℓ
kφjℓ.
The Hodge–de Rham Laplacian of F is
∆dFij = − (dδF )ij − (δdF )ij
=
(
∇i∇
kFkj −∇j∇
kFki
)
+∇k (∇kFij −∇iFkj +∇jFki)
= ∆Fij −
(
∇k∇i −∇i∇
k
)
Fkj +
(
∇k∇j −∇j∇
k
)
Fki
= ∆Fij + 2g
kℓRmkijFℓm −R
k
i Fkj −R
k
jFik.
The identity
〈R (Z,W )X,Y 〉 = 〈R (X,Y )Z,W 〉
= 〈R (X,Y )JZ, JW 〉 = 〈R (JZ, JW )X,Y 〉
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implies in particular that R (JZ,W )X = −R (Z, JW )X, and hence
Jki Rkpqjφ
pq = −RikqjJ
k
p φ
pq = gkℓRkijqJ
p
ℓ φ
q
p = g
kℓRqkijFℓq.
Thus
∂
∂t
Fij = ∆dFij − J
k
i R
ℓ
kφjℓ +R
k
i Fkj .
But since the Ricci tensor is J-invariant, we have
JℓkR
k
i = J
k
i R
ℓ
k,
so that
−Jki R
ℓ
kφjℓ = −J
ℓ
kR
k
i φjℓ = −R
k
i Fkj .
Hence ∂∂tF = ∆dF . The converse is proved similarly. q.e.d.
Proposition 44 If (Mn, g (t)) is a Ka¨hler solution of the Ricci flow
with non-negative curvature operator on a closed manifold, the choices
A = tρ+
1
2
ω
and
E = −
t2
2
dR
yield the estimate
0 ≤ Rm(U,U)− 2 〈∇Wρ, U〉+
1
4t2
|W |2 +
1
t
Rc (W,W )
+ Rc 2 (W,W ) +
1
2
(∇∇R) (W,W )
for all t > 0 such that the solution exists.
Proof. The choice A = tρ+ 12ω satisfies
∂
∂t
A = ρ+ t
∂
∂t
ρ+
1
2
(−2ρ) = t∆dρ = ∆dA
by the preceding lemma, and
|A|2 = t2 |Rc|2 + tR+
n
4
.
If E = df for some smooth function f , then E will satisfy
∂
∂t
E = ∆dE − d |A|
2
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if and only if
d
(
∂
∂t
f
)
=
∂
∂t
E = d
(
∆f − t2 |Rc|2 − tR−
n
4
)
.
The choice f = −t2R/2 satisfies
∂
∂t
f = ∆f − t2 |Rc|2 − tR.
So to apply Theorem 40, we need only check that Ψ (A,E,U,W ) ≥ 0 at
t = 0 for any 2-form U and 1-form W . Noting that Rc 2 (JW, JW ) =
Rc 2 (W,W ), we compute
Ψ (A,E,U,W ) = Rm(U,U)− 2t 〈∇W ρ, U〉+
1
4
|W |2 + tRc (W,W )
+ t2Rc 2 (W,W ) +
t2
2
(∇∇R) (W,W ) .
This is clearly non-negative at t = 0 whenever the curvature operator
is. Hence Theorem 40 implies in particular that 0 ≤ Ψ
(
A,E,U, 1tW
)
for all U and W at any t > 0 such that the solution exists. q.e.d.
To apply Corollary 41, we note that δE = δdf = t
2
2∆R. Because
(δA)i = t (δρ)i +
1
2
(δω)i = t∇
jρij = tJ
k
i ∇
jRkj =
t
2
Jki ∇kR,
we have
(δA) (V ) =
t
2
Jki ∇kRV
i =
t
2
〈∇R, JV 〉 .
Then setting V = tJX, we compute
ψ (A,E, V ) = Rc (V, V )− t 〈∇R, JV 〉
+
(
t2 |Rc|2 + tR+
n
4
)
+
t2
2
∆R
=
t2
2
[
∆R+ 2 |Rc|2 + Rt
+2 〈∇R,X〉+ 2Rc (JX, JX)
]
+
1
2
(
tR+
n
2
)
,
obtaining:
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Example 45 If (M, g (t)) is a Ka¨hler solution of the Ricci flow with
non-negative curvature operator on a closed manifold, then for any vec-
tor field X and all t > 0 such that a solution exists, we have the estimate
0 ≤
[
∂
∂t
R+
R
t
+ 2 〈∇R,X〉+ 2Rc (X,X)
]
+
(
R
t
+
n
2t2
)
. (4.1)
The terms in square brackets compose Hamilton’s trace quadratic.
So this special case of our general inequality is weaker than that esti-
mate. To gauge the potential usefulness of our inequality, however, we
can make qualitative comparisons. Taking X = 0, we obtain
0 ≤ t2
∂R
∂t
+ 2tR+
n
2
=
∂
∂t
[
t
(
tR+
n
2
)]
.
Hence at any x ∈ M and times t2 ≥ t1 with t2 6= 0, we have
R (x, t2) ≥
(
t1
t2
)2
R (x, t1) +
n
2t2
(
t1
t2
− 1
)
.
If we have an ancient solution, so that the interval of existence is t ∈
(−∞,Ω), we can translate in time t 7→ t−τ and take the limit as τ →∞
to conclude that R is a pointwise nondecreasing function of t. Thus this
particular example (4.1) of our general result is strong enough to recover
that important fact. (Compare [12] and [13].)
On the other hand, suppose t1 > 0 and there is some constant C > 0
such that R (x, t1) ≥ nC/t1. Then for all t2 ∈ [t1, Ct1] we have
R (x, t2) ≥
R (x, t1)
2C2
+
(
t1
t2
)2 nC
2t1
+
n
2t2
(
1
C
− 1
)
≥
R (x, t1)
2C2
.
In all known applications of a trace LYH inequality, one has t1 ≥ c >
0. Thus in this sense also, the special case (4.1) of Corollary 41 is
qualitatively equivalent to Hamilton’s estimate.
Remark 46 If (Mn, g (t)) is a Ka¨hler solution of the Ricci flow on
a closed manifold, we can choose A = ρ and E = −dR/2 (thereby
dropping the explicit time dependency from Example 45) and thus obtain
the quadratic
Ψ
(
ρ,−
1
2
dR,U,W
)
= Rm(U,U)− 2 〈∇W ρ, U〉
+Rc 2 (W,W ) +
1
2
(∇∇R) (W,W ) .
One would not, however, expect this to be positive for general initial
data.
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4.2 Other examples
Proposition 47 Let
(
M2, g (t)
)
be a solution of the Ricci flow on a
closed surface, and let dS denote the area element of g. Then for any
pair (φ, f) solving the system
∂
∂t
φ = ∆φ+Rφ (4.2a)
∂
∂t
f = ∆f + φ2, (4.2b)
the choices A = φdS and E = −2df yield the trace quadratic
ψ (A,E,X) = R |X|2 + 2 〈∇φ,X〉+
∂
∂t
f
and the matrix quadratic
Ψ(A,E,U,W )
= R |U |2 − 2 〈∇φ,W 〉 〈ω,U〉+ φ2 |W |2 + 2 (∇∇f) (W,W ) .
If ψ ≥ 0 (Ψ ≥ 0) at t = 0, then ψ ≥ 0 (Ψ ≥ 0) for as long as the solution
exists.
Example 48 On any closed surface
(
M2, g
)
of non-negative curvature
evolving by the Ricci flow, the pair (φ, f) given by
φ = tR+ 1
f = tφ = t2R+ t
yield the estimate
0 ≤
∂
∂t
R+ 2 〈∇R,X〉+R |X|2 +
2tR+ 1
t2
for any vector field X and all t > 0 such that a solution exists.
It is remarkable that this special case of Proposition 47 recovers the
result in Example 45. Even though Proposition 47 is a priori more
general than Proposition 44 in the sense that it depends only on the
dimension, the construction in Proposition 47 is specific to surfaces,
and does not generalize readily to higher-dimension manifolds (whether
Ka¨hler or not).
In analogy with Remark 46, one can drop the explicit time depen-
dency in Example 48 and notice that the choices φ = f = R solve
system (4.2a)–(4.2b), obtaining:
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Remark 49 On any closed surface
(
M2, g (t)
)
evolving by the Ricci
flow, one has the trace LYH quadratic
ψ (A,E,X) =
∂
∂t
R+ 2 〈∇R,X〉+R |X|2 .
Proof of Proposition 47. Write the area element of g as (dS)ij =
Jki gkj, and suppose that A = φdS for some smooth function φ. Then
using the standard fact that ∂∂tdS = −RdS, we get
∂
∂t
A =
(
∂
∂t
φ−Rφ
)
dS.
Because ∆dA = (∆φ) dS, it follows that A satisfies the Hodge heat
equation ∂∂tA = ∆dA if and only if φ evolve by equation (4.2a). Now
suppose E = −2df for some smooth function f . Then since
|A|2 = φ2gikgjℓJpi gpjJ
q
kgqℓ = 2φ
2,
it follows that E satisfies ∂∂tE = ∆dE − d |A|
2 if and only if
−2d
(
∂
∂t
f
)
= 2 (dδ + δd) (df)− 4φdφ = −2d
(
∆f + φ2
)
.
Hence we can apply Theorem 40 with any solution f of (4.2b).
To apply Corollary 41, we first calculate
(δA)i = (δ (φdS)i) =
(
∇jφ
)
(dS)ij = ∇
jφJki gkj = J
k
i ∇kφ = (J dφ)i .
Then we need only note that δE = 2∆f and set V = 2JX in the
resulting expression:
ψ (A,E, V ) =
1
2
R |V |2 − 2 〈∇φ, JV 〉+ 2φ2 + 2∆f.
q.e.d.
Proof of Example 48. The choice φ = tR+ 1 satisfies
∂
∂t
φ = t
(
∆R+R2
)
+R = ∆φ+Rφ.
Then if f = tφ = t2R+ t, we get
∂
∂t
f = t (∆φ+Rφ) + φ = ∆f + (tR+ 1)φ = ∆f + φ2.
Hence the trace LYH quadratic takes the form
ψ (A,E, tX) = t2
(
R |X|2 + 2 〈∇R,X〉+∆R+R2
)
+ 2tR+ 1,
which is certainly positive at t = 0. q.e.d.
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Remark 50 On any surface
(
M2, g (t)
)
of strictly positive curvature
evolving by the Ricci flow, the trace inequality
0 ≤ R |X|2 + 2 〈∇φ,X〉+
∂
∂t
f
in Proposition 47 can be deduced from the following calculations. Let
F + ∆f + φ2 −R−1 |∇φ|2 and observe that
∂
∂t
F = ∆
(
∆f + φ2
)
+RF +Rφ2 + 2φ∆φ− |∇φ|2
− 2R−1 (〈∇φ,∇∆φ〉+ φ 〈∇φ,∇R〉) +R−2 |∇φ|2∆R.
Since by Bochner,
∆F = ∆
(
∆f + φ2
)
− 2R−1
(
〈∇∆φ,∇φ〉+ |∇∇φ|2 +
R
2
|∇φ|2
)
+R−2
(
|∇φ|2∆R+ 2
〈
∇R,∇ |∇φ|2
〉)
− 2R−3 |∇R|2 |∇φ|2 .
we have
∂
∂t
F = ∆F +RF +Rφ2 + 2φ∆φ
+ 2R−1
(∣∣∇∇φ−R−1∇R⊗∇φ∣∣2 − φ 〈∇φ,∇R〉)
≥ ∆F +RF +R−1 (∆φ− 〈∇φ,∇ lnR〉+ φR)2 .
The inequality on the last line is equivalent to the estimate
N + R
(
Rφ2 + 2φ∆φ
)
+ 2
(∣∣∇∇φ−R−1∇R⊗∇φ∣∣2 − φ 〈∇φ,∇R〉)
− (∆φ− 〈∇φ,∇ lnR〉+ φR)2
= 2
(
|∇∇φ|2 −
〈
∇ |∇φ|2 ,∇ lnR
〉
+ |∇φ|2 |∇ lnR|2
)
−
(
(∆φ)2 − 2∆φ 〈∇φ,∇ lnR〉+ 〈∇φ,∇ lnR〉2
)
= 2 |∇∇φ−∇φ⊗∇ lnR|2 − (∆φ− 〈∇φ,∇ lnR〉)2 ≥ 0.
Our final example makes no use of a Ka¨hler structure:
Example 51 If (Mn, g (t)) is any solution of the Ricci flow on a closed
manifold, the choice A ≡ 0 lets us take E = −df for any solution f of
the ordinary heat equation ∂∂tf = ∆f , and leads to the LYH quadratic
Ψ(0,−df, U,W ) = Rm(U,U) + (∇∇f) (W,W ) .
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In case the curvature operator of (M, g) is non-negative initially (hence
for all time), Theorem 40 applies whenever ∇∇f ≥ 0 initially and is
equivalent to the statement that the weak convexity of f is preserved.
(Compare Remark 2 in §6 of [6].)
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