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RESUMO
O filtro de Kalman é amplamente utilizado para estimar estados em propostas de controle.
Entretanto, ele requer correto conhecimento das estatísticas de incertezas para o bom desempenho
em implementações em sistemas reais. Deste modo, este trabalho apresenta nova proposta de
adaptação em covariância de incertezas de processo aplicada em filtro de Kalman estendido e
filtro de Kalman unscented para sistemas não-lineares. A covariância de incertezas de processo é
estimada em tempo real através de média móvel exponencial. Simulações numéricas de sistema
massa-mola-amortecedor não-linear, bola e barra (instável), e quatro tanques (múltiplas entradas
múltiplas saídas e fase não mínima) foram realizadas para ilustrar o bom desempenho com boas
estimativas e baixos tempos de execução obtido dos algoritmos propostos.
Palavras-chaves: Estimadores. Filtros adaptativos. Matriz de covariância. Sistemas
não-lineares. Filtro de Kalman estendido. Filtro de Kalman unscented. Massa mola
amortecedor. Bola e Barra. Quatro tanques.
ABSTRACT
The Kalman filter is one of the most widely used methods for state estimation and control
purposes. However, it requires correct knowledge of noise statistics in order to obtain optimal
performance in real-life applications. Therefore, this work presents a novel approach to adapt
the process noise covariance applied in nonlinear systems by using the extended Kalman filter
and unscented Kalman filter. The changes of process noise covariance are estimated in real-time
based on exponential moving average. The great performance of the proposed algorithms shown
by good estimations with low execution time is demonstrated with numerical simulations through
examples: nonlinear mass-spring-damper system, ball beam (unstable), and four tank (multiple
input multiple output and non minimal phase).
Keywords: Estimators. Adaptive filters. Covariance matrices. Nonlinear systems.
Extended Kalman filter. Unscented Kalman filter. Mass-spring-damper system. Ball
Beam. Four tank.
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Este capítulo apresenta contextualização e moti-
vação da dissertação. Os objetivos são apresenta-
dos, visando assim satisfazer características pres-
critas para este trabalho. Por fim, a estrutura do
manuscrito é apresentada.
1.1 Contextualização
Estimadores, genericamente chamados filtros, são implementados na predição, filtragem e sua-
vização de sistemas dinâmicos [1]. Dentre estas funções, a filtragem tem significativa importância
em grande número de técnicas de controle, na qual obtém-se a estimativa de comportamento em
tempo real utilizada para estabelecer adequada atuação [2]. Os filtros, assim como os demais
estimadores, além das observações (medições), utilizam-se de modelos matemáticos. Tais modelos
podem ser obtidos por fenômenos físicos [3, 4] ou por representações matemáticas [5–7]. Entre-
tanto, sistemas dinâmicos podem apresentar alto grau de não linearidade e variações com o tempo,
nos quais faz-se necessário modelos não lineares e variantes no tempo [8, 9]. Assim, técnicas de
filtragem não lineares e adaptativas são desenvolvidas e aplicadas [10,11].
A teoria de filtragem de Kalman é baseada no uso de duas fontes de informações incertas:
modelo de planta e de medição. Sua otimalidade depende do conhecimento de suas incertezas. No
presente trabalho, investiga-se e propõe-se utilizações de adaptações para as incertezas do modelo
de planta através das medições que se tornam disponíveis [12]. O filtro de Kalman permite que
pequenas e suaves variações no tempo dos modelos possam ser incorporadas por tais incertezas
representadas pela matriz de covariância Q (incerteza do modelo de planta), e a matriz de cova-
riância R (incerteza do modelo de medição). Deste modo, através da adaptação das matrizes o
filtro passa a melhor representar o sistema dinâmico, permitindo que as matrizes Q e R possam
apresentar variações com o tempo. As metodologias de adaptação foram introduzidas em catego-
rias por Mehra [13], nas quais estão divididas em Bayesiana [14,15], máxima verossimilhança [16],
correlação [17] e covariância correspondente [18]. Os métodos Bayesiano e de máxima verossi-
milhança assumem que as estatísticas são invariantes no tempo, sendo não realísticos [19]. E,
com alto nível de complexidade, podem levar a um grande consumo de tempo em seus cálculos.
Entretanto, são utilizados quando medidas são disponíveis em intervalos irregulares, comum em
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aplicações reais [20]. O desenvolvimento dos métodos abordados e novos métodos são apresentados
por [21–25].
A aplicação de filtros não lineares adaptativos em sistemas não lineares variantes no tempo
demonstra-se um grande desafio. Diferindo entre abordagens e tipos de sistemas, a convergência
das estimativas e sua consistência não são sempre conservadas dependendo de seus parâmetros.
No entanto, a aplicação de filtros não lineares adaptativos apresenta melhoras na performance
do mesmo, assumindo que o desempenho computacional exigido deixou de ser um obstáculo.
Distintas aplicações se encontram, por exemplo, no setor aeroespacial [26–28], na engenharia
naval [29,30], em sensoreamento e localização [31–33], em processos químicos [34,35], em sistemas
de potência [36, 37], na engenharia biomédica [38, 39], na detecção de falhas [40–42], em sistemas
caóticos [43,44], na meteorologia e oceonografia [45,46], e em geofísica e reservatórios de petróleo
[47,48].
As adaptações propostas consistem na utilização da média móvel exponencial e assumem hi-
pótese sobre a dinâmica do sistema e de sua amostragem para estimar em tempo real a matriz
de covariância Q (figura 1.1). Excelente desempenho sendo seus tempos de execução baixos são
atingidos sendo interesante para aplicações reais.
Figura 1.1: Esquemático das adaptações propostas
Fonte: Elaborada pelo autor
1.2 Objetivos da Dissertação
O objetivo deste trabalho é prover uma visão do estado da arte em filtragem para sistemas
não-lineares e adaptativos, fornecer ao leitor fundamentos para compreensão de adaptações de
incertezas, e desenvolver nova adaptação apresentando comparações em sistemas não lineares.
Com a utilização de filtros adaptativos, sistemas inicialmente mal condicionados, isto é, com
suas incertezas expressas pela seleção errônea das matrizes de covariância, apresentam melhor
desempenho através de, por exemplo, a redução o desgaste de atuadores e o aumentar a eficiência
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no consumo de energia. Através de adaptação de incertezas no decorrer do processo de filtragem
não linear, as estimativas dos estados são obtidas de maneira que representam melhor o sistema
real apesar das aproximações realizadas.
No presente trabalho, os seguintes objetivos específicos foram estabelecidos:
• Investigar os métodos na literatura de filtros adaptativos;
• Desenvolver a adaptação baseada em média móvel exponencial;
• Implementar a adaptação proposta em filtros não-lineares (filtro de Kalman estendido e filtro
de Kalman unscented);
• Comparar a adaptação proposta com as adaptações presentes na literatura;
1.3 Descrição do Manuscrito
O presente trabalho está composto por seis capítulos. Inicialmente, no capítulo 2, é apre-
sentado o problema de estimação de estado e o filtro de Kalman discreto fazendo referência a
implementação do filtro em sistemas não lineares, em que são detalhados o filtro de Kalman es-
tendido e o filtro de Kalman unscented. No capítulo 3, adaptações do filtro utilizando método de
correlação, covariância correspondente, e de máxima verossimilhança são descritas. A adaptação
proposta baseada na média móvel exponencial é apresentada no capítulo 4. Neste são apresen-
tadas abordagens através da covariância de medições e de termos de inovação. Posteriormente,
no capítulo 5, apresenta-se três propostas de estudo de caso para validar numericamente a imple-
mentação da adaptação proposta, juntamente com análises de resultados obtidos. Por último, no




Apresentação dos fundamentos e ferramentas de
filtragem, assim como o filtro de Kalman e
suas versões mais utilizadas para sistemas não-
lineares.
O filtro de Kalman (KF), conhecido como estimador linear da média dos mínimos quadrados
– ou simplesmente estimador linear quadrático –, minimiza função de erro quadrado médio para
estimar em tempo real as condições atuais de sistemas dinâmicos, isto é, estados. O KF baseia-se
em modelos dinâmicos estocásticos utilizando conceitos de probabilidade para lidar com incertezas
na modelagem dos sistemas em análise e dos sensores utilizados.
Pelo incentivo da corrida espacial, em 1959, Rudolf Kalman, derivou o algoritmo de filtragem
[49], o qual leva seu nome. O KF obtém uma estimativa dos estados conhecida como Best Linear
Unbias Estimate (BLUE).
Com menos rigor, pode-se dizer que no universo nada é verdadeiramente constante. E faz-se
impossível conhecer precisamente a dinâmica, porém a melhor expressão da ignorância é utilizar
a probabilidade. O modelo matemático a ser proposto representa uma variedade de fenômenos
dinâmicos sob a hipótese de que suas distribuições de probabilidade apresentam médias e segundos
momentos centrais (covariâncias) finitos. Deste modo, o KF permite estimar os estados dinâmicos
de um sistema com comportamentos aleatórios utilizando informações estatísticas.
Originalmente, o termo filtro tem como conceito a separação de sinais de ruído. O conceito é
aplicado em circuitos analógicos que filtram os sinais eletrônicos de diferentes frequências e esses
dispositivos físicos preferencialmente atenuam frequências indesejadas. Além da ideia de separação
de sinais e ruído obtendo uma estimativa para os sinais, o KF inclui a ideia de solução de um
problema inverso, no qual este representa as variáveis de medição como função das variáveis de
interesse. Em essência, o KF inverte a relação funcional e estima as variáveis independentes como
funções inversas das variáveis dependentes.
Segundo Grewal, M. e Andrews, A. [1], a equação Wiener-Hopf usada na derivação do filtro
de Wiener-Kolmogorov, que utiliza de densidade espectral de potência e modelo invariante no
tempo, é equivalente a uma equação diferencial matricial não-linear estudada a dois séculos antes,
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conhecida como equação de Ricatti. Uma das realizações notáveis de Kalman e Richard S. Bucy foi
provar que a equação de Ricatti pode ter solução estável (estado estacionário) mesmo se o sistema
dinâmico for instável – provando que o sistema é observável e controlável. Com a mudança para
a forma em espaço de estados, Kalman derivou o filtro de Wiener-Kolmogorov de maneira que é
necessário simples conhecimento para sua implementação.
Desde sua introdução, o KF tem sido intensamente aplicado em diferentes domínios e áreas
do conhecimento. Assim, é incrementado e modificado para utilização em distintas aplicações de
predição, filtragem e suavização.
2.1 Modelo Matemático
Modelos matemáticos podem ser obtidos especificamente para representar a dinâmica de sis-
temas. Tais modelos são expressos por sistemas de equações diferenciais que descrevem determi-
nisticamente a evolução no tempo dos estados, variáveis que caracterizam os sistemas.
Teóricos de controle usam equações diferenciais contínuas como modelo de sistemas dinâmicos
oriundos de leis físicas ou resultado de experimentos. Essas equações diferenciais podem ser
representas como um sistema de equações de primeira ordem em forma matricial e linear, no qual
é chamado de espaço de estado.
Através desta representação matemática, soluções para os estados são obtidas por valores
iniciais e de entrada, em que saídas mensuráveis dependem dos valores iniciais, de entrada e dos
parâmetros do modelo.
2.2 Discretização
Para aplicação em sistemas reais, a informação é recebida e processada digitalmente, em que
são atribuídos valores discretos para os sinais contínuos (quantização). Assim, na implementa-
ção do KF, os modelos matemáticos contínuos em espaço de estado, representado por equações
diferenciais, são aproximados por procedimentos numéricos em equações de diferenças.
Uma maneira simples de realizar esta aproximação é utilizar o método de Euler (forward
difference) [50]. Através do modelo matemático contínuo em espaço de estado
ẋ(t) = A(t)x(t) +B(t)u(t), (2.1)
z(t) = C(t)x(t), (2.2)
é dada a aproximação
ẋ(t) ≈ x(tk + T )− x(tk)
T
.
Sendo T << 1, os erros de aproximação são muito pequenos para sistemas com faixa de banda
de baixa frequência. Um valor para T , tempo de amostragem, que representa o tamanho de cada
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passo é escolhido para tk = t0 +kT . Assim, o passo tk a partir do passo anterior tk−1 fica definido
como tk = tk−1 + T e x(tk) = xk.
Logo, o seguinte modelo matemático discretizado pode ser obtido
xk = Ak−1xk−1 +Bk−1uk−1, (2.3)
zk = Ckxk, (2.4)
em que Ak−1 = I + TA(tk−1), Bk−1 = TB(tk−1), Ck = C(tk).
2.3 Modelo Estocástico
Representações concisas e fiéis são fornecidas para muitos sistemas dinâmicos de importância,
evidenciando todas as características relevantes em qualquer tempo. Entretanto, esta perfeita
representação é somente umas das infinitas realizações prováveis de repetidos processos. A incer-
teza intrínseca oriunda de fatores únicos e inesperados, não envolvidos na evolução do tempo do
sistema dinâmico, torna-o um processo aleatório.
Para lidar com as incertezas, os modelos matemáticos determinísticos e estatísticos são combi-
nados em modelos estocásticos. Estes representam a evolução ao longo do tempo por parâmetros
estatísticos em sistemas com dinâmica incerta. Através do conhecimento dos parâmetros estatís-
ticos, é possível extrair a informação sobre a estimação mais provável do estado do sistema, assim
como sua incerteza.
A fim de quantificar a incerteza, dado a distribuição de probabilidade definida em termos de




Assim, os seguintes momentos de distribuição são definidos:
– Momentos puros: [N ]µx = E〈xN 〉
– Momentos centrais: [N ]σx = E〈(x− [1]µx)N 〉
em que N ≥ 1 define a ordem dos momentos. Estes, caso existam, são parâmetros constantes de
uma distribuição. Assim:












– Matriz de covariância (momento central de segunda ordem):
P xx = [2]σx = E〈(x− [1]µx)(x− [1]µx)T 〉,
onde pi,j = E〈(xi − [1]µx i)(xj − [1]µx j)T 〉, em que
se i = j, pij é chamado de variância;
se i 6= j, pij é chamado de covariância cruzada.
Sendo Xa e Xb vetores de variáveis com alguma ou ainda não especificada distribuição de













Qualquer combinação linear1 y = Axa +Bxb = [A B]x terá média e covariância:
µy = Aµxa +Bµxb ;






= AP xaxaAT +AP xaxbBT +BP xbxaAT +BP xbxbBT .
CasoXa eXb são estatísticamente independentes, isto é, a distribuição de probabilidade conjunta
é p(xa, xb) = p(xa)p(xb), então
P yy = AP xaxaAT +BP xbxbBT . (2.6)
Adicionando variáveis aleatórias no modelo do processo e da medição, o modelo de sistema
1Mais exemplos e aplicações com operações em transformações de variáveis encontram-se em Grewal, M. e
Andrews, A. [1].
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dinâmico pode ser representado pelo modelo estocástico em espaço de estados. Logo,
xk = Ak−1xk−1 +Bk−1uk−1 +W k−1ωk−1, (2.7)
zk = Ckxk + V kvk, (2.8)
em que Ak−1 ∈ Rn×n, Bk−1 ∈ Rn×p, Ck−1 ∈ Rm×n. E, W k−1 ∈ Rn×q, ωk ∈ Rq×1, V k ∈ Rm×r e
vk ∈ Rr×1 são vetores de ruído branco (variáveis aleatórias independentes entre si). Suas FDPs
gaussianas são pω(ωk−1) e pv(vk), com médias nulas e matrizes de covariância expressas por Qk−1
eRk, respectivamente. Além disso, são consideradas conhecidas a média x̂0(+) e covariância inicial
da estimação P xx0(+)1 da FDP gaussiana do estado estimado inicial px(x0).
2.4 Filtro de Kalman (KF)
Dado o modelo de equações (2.7) e (2.8), o problema de estimação de estados é definido para
k ∈ Z∗+, no qual são conhecidas as medições zk, as entradas uk−1, e as FDPs px0(x0), pωk−1(ωk−1),
e pvk(vk). A solução do problema de estimação de estados é encontrar o maximizador x̂k(+) da
FDP condicional p(xk|(z1, ...,zk)).
Assim, as seguintes equações são obtidas
x̂k(−) = Ak−1x̂k−1(+) +Bk−1uk−1, (2.9)
P k(−) = Ak−1P k−1(+)ATk−1 +W k−1Qk−1W Tk−1, (2.10)
Kk = P k(−)CTk [CkP k(−)CTk + V kRkV Tk ]−1, (2.11)
x̂k(+) = x̂k(−) +Kk [zk −Ckx̂k(−)], (2.12)
P k(+) = P k(−) −KkCkP k(−), (2.13)
em que x̂k(+) e P k(+) = E〈[xk − x̂k(+)]T [xk − x̂k(+)]〉 são os valores posteriores da estimativa de
estado (média) e covariância. Kk ∈ Rn×m é a matriz de ganho de Kalman. Além disso,
P k(−) = E〈[x̂k(−) − xk]T [x̂k(−) − xk]〉,
Qk−1 = E〈[ωk−1 − E〈ωk−1〉]T [ωk−1 − E〈ωk−1〉]〉,
Rk = E〈[vk − E〈vk〉]T [vk − E〈vk〉]〉.
As Equações (2.9), (2.10), (2.11), (2.12), e (2.13) obtidas podem ser expressas na forma pre-
ditora ou preditor de Kalman [7,51,52]:
Kk = P kCTk [CkP kCTk + V kRkV Tk ]−1, (2.14)
P k = Ak−1(P k−1 −Kk−1Ck−1P k−1)ATk−1 +W k−1Qk−1W Tk−1, (2.15)
x̂k = Ak−1x̂k−1 +Bk−1uk−1 +Ak−1Kk−1[zk−1 −Ck−1x̂k−1]. (2.16)
1O KF pode ser dividido em duas etapas: predição e correção; (+) e (-) representam a estimativa depois e antes
do processo de correção (equações 2.12 e 2.13), respectivamente.
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2.5 Filtragem para Sistemas Não-lineares
Apesar do amplo uso do KF por sua otimalidade e facilidade de implementação, as premissas
de linearidade impossibilitam sua aplicação em sistemas não lineares sem realização de métodos
de aproximação ou estratégias alternativas.
Dentre os métodos de aproximação, uma das principais modificações é o filtro de Kalman
estendido (EKF). Este emprega a linearização analítica ou numérica do modelo do sistema. O
EKF é conhecido por ser eficiente em inúmeras aplicações de controle [53]. No entanto, sua
característica acumulativa de erros devido a linearização local torna sua performance sub-ótima.
Deste modo, o EKF apresenta limitações, como sensibilidade às condições iniciais e à sintonia
das matrizes de covariância de incertezas, especialmente, para sistemas fortemente não-lineares,
podendo-se observar divergência ou mesmo instabilidade do estimador [54].
Alternativamente, o filtro de Kalman unscented (UKF), um algoritmo da família dos filtros de
Kalman de pontos sigma [55, 56], foi introduzido por [57]. Por meio da técnica de transformação
unscented, o modelo não-linear é utilizado para propagar um conjunto pequeno de amostras escolhi-
das deterministicamente, que representam as FDPs. Essas amostras convergem progressivamente
para a verdadeira média e covariância, as quais são utilizadas para aproximar a distribuição de
probabilidade do estado. Comparado com o EKF, o UKF apresenta melhor desempenho quando
aplicado a sistemas com alto-grau de não-linearidade, com complexidade computacional de mesma
ordem [58]. Porém depende de condições iniciais para garantia da estabilidade.
Dentre outros métodos não detalhados neste trabalho, encontram-se a filtragem de partículas
[59] e a soma de gaussianas [60], que podem ser empregados para, de forma aproximada, tratar
sistemas não-lineares. Já a estimação verdadeiramente não-linear de processos aleatórios tem sido
estudada por algum tempo. A propagação no tempo da distribuição de probabilidade dos estados
de um sistema dinâmico não-linear é descrito por uma equação parcial não-linear chamada equação
de Fokker-Planck. Ela tem sido estudada por Einstein, Fooker, Planck, Kolmogorov, Stratonovich,
Baras e Mirelli. Já a equação condicionada de Fokker-Planck tem sido estudada por Kushner e
Bucy. Ambas utilizam o cálculo estocástico de Stratonovish ou de Itô [1].
2.5.1 Filtro de Kalman Estendido (EKF)
Em sistemas não-lineares, p(xk|z1, ...zk) não é completamente caracterizada pela sua média
e covariância. A fim de lidar com este problema, aproximações por linearização analítica ou
numérica de modelos não-lineares discretizados são realizadas para implementar as equações do
KF [1,10,11,61].
O modelo em espaço de estados com representação não-linear, estocástica e discreta no tempo
é dado por
xk = f(xk−1,uk−1,ωk−1, k − 1), (2.17)
zk = h(xk,vk, k), (2.18)
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em que f : Rn × Rp × Rq × N → Rn e h : Rn × Rm × N → Rm. n, p, q, r, m são os números de
termos generalizados dos vetores xk, uk, wk, vk, zk.
As matrizes jacobianas de f e h, ou seja, primeiros termos na expansão da série de Taylor, são






























Deste modo, a seguinte representação em espaço de estado pode ser obtida
xk = Âk−1xk−1 + B̂k−1uk−1 + Ŵ k−1ωk−1, (2.20)
zk = Ĉkxk + V̂ k.vk (2.21)
Assim, analogamente ao KF, é definido o problema de estimação de estados tal que k ≥ 1 e
são conhecidas as medições zk, as entradas uk−1, e as FDPs px0(x0), pωk−1(ωk−1), e pvk(vk). A
solução do problema de estimação de estados é encontrar o maximizador x̂k(+) da FDP condicional
p(xk|(z1, ...,zk)). Logo, a solução pode ser expressa pelas seguintes equações
x̂k(−) = f(x̂k−1(+), uk−1, 0q×1, k − 1), (2.22)
P k(−) = Âk−1P k−1(+)Â
T
k−1 + Ŵ k−1Qk−1Ŵ
T
k−1, (2.23)




k + V̂ kRkV̂
T
k ]−1, (2.24)
x̂k(+) = x̂k(−) +Kk [zk − Ĉkx̂k(−)], (2.25)
P k(+) = P k(−) −KkĈkP k(−). (2.26)
E também podem ser escritas na forma preditora
Kk = P kĈk
T [ĈkP kĈ
T
k + V̂ kRkV̂
T
k ]−1, (2.27)
P k = Âk−1(P k−1 −Kk−1Ĉk−1P k−1)Â
T
k−1 + Ŵ k−1Qk−1Ŵ
T
k−1, (2.28)
x̂k = Âk−1x̂k−1 + B̂k−1uk−1 + Âk−1Kk−1[zk−1 − Ĉk−1x̂k−1]. (2.29)
Desta maneira o EKF utilizado é composto pelas equações (2.19) e (2.27) a (2.29).
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2.5.2 Filtro de Kalman Unscented (UKF)
O UKF é baseado na transformação unscented [62]. Dado que xk tem média x̂k ∈ Rn e
covariância P xxk = E〈[xk − x̂k(+)]T [xk − x̂k(+)]〉 ∈ Rn×n conhecidas por hipótese, um conjunto




γjχj, k = x̂k e
2n∑
j=0
γj [χj, k − x̂k][χj, k − x̂k]T = P xxk , (2.30)
com vetor de pesos γ ∈ R2n+1 e elementos
γ0 ,
λ
n+ λ, γj ,
1




γj = 1. A matriz de pontos sigma χk ,
[
χ0, k, χ1, k ...χ2n, k
]
∈ Rn×(2n+1) é escolhida
como




0n×1 (P xxk )1/2 − (P xxk )1/2
]
, (2.32)
em que λ > −n determina o espaçamento dos pontos sigma [62,63], e ( . )1/2 denota a raiz quadrada
matricial, a qual pode ser obtida pela fatorização de Cholesky. A notação
[γ, χk] = ΨUT (x̂k, P xxk , n, λ) (2.33)
é definida para simplificação.
Então, seguindo as equações do KF, realiza-se a etapa de predição do UKF através das gerações
dos pontos sigma e seus pesos
[γ, χk−1(−)] = ΨUT (x̂k−1(+), P xxk−1(+), n, λ). (2.34)
Assim, os pontos sigma são propagados pela função não linear de processo, gerando
χj,k(−) = f(χj,k−1(+), uk−1, 0q×1, k − 1), j = 0, ..., 2n. (2.35)








γj [χj, k(−) − x̂k(−)][χj, k(−) − x̂k(−)]T +Qk. (2.37)
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Já as medições são obtidas pela propagação dos pontos sigma no modelo de medição não linear
Zj,k(−) = h(χj,k(−), 0r×1, k), j = 0, ... 2n, (2.38)








γj [Zj, k(−) − ẑk(−)][Zj, k(−) − ẑk(−)]T +Rk. (2.40)




γj [χj, k(−) − x̂k(−)][Zj, k(−) − ẑk(−)]T . (2.41)
E a etapa de correção de dados é dada por




x̂k(+) = x̂k(−) +Kk [zk − ẑk(−))], (2.43)







Os pontos sigma podem ser encontrados por distintas proposições, além do formato das equa-
ções apresentadas, vide Menegaz et al. [64].
2.6 Problemas Encontrados
Atualmente, o KF é o algoritmo mais popular para estimação de estados de um sistema. Apesar
de seu grande sucesso, exitem limitações na utilização de métodos de aproximação ou de estratégias
alternativas para aplicação em sistemas que possuem não linearidades. A partir da aproximações
realizadas, a descrição incorreta das matrizes de covariância pode afetar a precisão da estimação
do estado e, consequentemente, levar o filtro a divergência [65, 66]. Além disso, a suposição de
conhecer a priori matrizes de covariância é dificilmente obtida em prática. Os valores das matrizes
de covariância podem ser obtidos por extensivos testes experimentais, tornando-se uma tarefa
árdua ou mesmo irrealística. Assim, nas últimas décadas, houve o interesse no desenvolvimento
de métodos para lidar com a incorreta descrição e variações das matrizes de covariância.
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Capítulo 3
Filtros de Kalman Adaptativos
Revisão bibliográfica dos principais algoritmos de
adaptação do filtro de Kalman através da estima-
ção das matrizes de covariância associadas.
Adaptações são designadas para reajustar parâmetros incertos ou variantes baseadas em in-
formações obtidas. Na prática, o conhecimento das matrizes de covariância Qk−1 e Rk, que
representam quantitativamente as incertezas de médias nulas gaussianas de processo e de medi-
ção, impacta diretamente o desempenho do KF. A partir de medições disponíveis, Qk−1 e Rk
também podem ser estimadas.
Os processos de adaptação são dispostos em três cenários: Rk varia e Qk−1 é completamente
conhecida e de valor constante; Qk−1 varia e Rk e completamente conhecida e de valor constante;
e ambas matrizes variam. O segundo cenário se faz de principal interesse neste trabalho, no
qual as incertezas do modelo de medições são geralmente de fácil conhecimento através de pré-
experimentos. Por outro lado, a pré-determinação de Qk−1 se torna uma difícil tarefa. Mostrado
por Daley [67], em um modelo escalar simples não há como realizar a distinção entre o erro do
modelo da planta e das medições, pois o atraso de covariância de termos de inovação depende da
razão entre as matrizes de covariância Qk−1 e Rk. Assumindo que Rk é conhecida, no capítulo
4, propõe-se a adaptação baseada na covariância das medições ou dos termos de inovação para
estimar Qk−1 em cada passo de tempo.
Na literatura, distintos métodos são propostos para estimar as covariâncias das matrizes de
incertezas pela representação em espaço de estados. Tradicionalmente, como descrito em Mehra
[13], estes métodos podem ser divididos em quatro categorias: bayesianos [68, 69], covariância
correspondente [70, 71], correlação [9, 72] e máxima verossimilhança [73]. Alguns artigos [46, 74] e
suas referências fornecem uma caracterização dos métodos mencionados com suas propriedades,
vantagens, limitações e suposições relacionadas aos sistemas descritos. Há ainda métodos que
utilizam múltiplos modelos para obtenção das estimativas [75,76].
Como o método de covariância correspondente, a aproximação de Myers e Tapley [18] busca a
adaptação de forma mais intuitiva. Posteriormente, Maybeck [77] desenvolveu seu procedimento
para o estimador de máxima verossimilhança, considerando que a incerteza do processo é sem viés
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e outras simplificações para alcançar aplicabilidade. Também baseado na abordagem de máxima
verossimilhança, Dee et al. [73] apresentaram esquema de adaptação mais simples para lidar com
a predição operacional meteorológica. Sendo grande influência para este trabalho, os métodos
mencionados neste parágrafo, incluindo o método de correlação de Mehra [13], são brevemente
descritos.
3.1 Método de Correlação
O método de correlação é utilizado para estimar através de séries temporais autocorrelacio-
nando as medições do sistema diretamente ou conhecida a operação linear. Assim, um conjunto
de equações é obtido relacionando os parâmetros do sistema e a função de autocorrelação das
medições. Estas equações são resolvidas simultaneamente para os parâmetros desconhecidos. A
aplicação deste método é realizada principalmente para sistemas completamente observáveis e
controláveis que possuem parâmetros constantes.
O método de correlação pode ser desenvolvido por dois modos distintos, considerando a função
de autocorrelação das medições ou dos termos de inovação. O segundo modo é mais eficiente do
que o primeiro, pois os termos de inovação (νk = zk −Ckx̂k(−)) são menos autocorrelacionados
do que as medições (zk). Entretanto, o primeiro método é aplicado somente se as medições estão
em estado estacionário ou Ak−1 é uma matriz estável.
3.1.1 Output Correlation Method
Defini-se Ψl como o l−ézimo atraso de autocorrelação das medições zk,
Ψl = E{zkzTk−l}. (3.1)
Assume-se que zk está em estado estacionário, então a autocorrelação é somente em função do




T +R, l = 0
CAlΣCT , l > 0
, (3.2)
em que Σ = E{xkxTk } satisfaz
Σ = AΣAT +Q.






 = ΦΣCT , (3.3)
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em que ΦT = [ATCT , ... , (AT )nCT ].
Desde que A é não singular e o sistema é observável, posto(Φ) = n. Resolvendo a equação















 (CT )†, (3.5)
assim, Q = Σ−AΣA
T
R = Ψ0 −CΣCT .
(3.6)
Em geral, uma solução única de Σ não pode ser obtida, consequentemente, a solução única de




e das equações (2.9) e (2.12) tem-se
x̂k+1(−) = A(x̂k(−) +Kνk).
Assim,
π = E{A(x̂k(−) +Kνk)(A(x̂k(−) +Kνk))T } =
E{(Ax̂k(−) +AKνk)(x̂Tk(−)AT + νTkKTAT )} =
E{Ax̂k(−)x̂Tk(−)AT +AKνkνTkKTAT },
pois x̂k(−) e νk são brancos e não correlacionados. Rearranjando os termos
π = A[π +KΓ0KT ]AT , (3.7)
em que Γ0 = E{νkνTk }.
Define-se a equação
xk = x̂k(−) + ek,
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em que ek tem matriz de covariância S. Pelo princípio de ortogonalidade
E{x̂k(−)eTk } = 0, e
Σ = π + S.
Deste modo, o ganho de Kalman é dado por




Γ0 = E{νkνTk } =








K = (Σ− π)CT (Ψ0 +CπCT )−1. (3.8)
Substituindo na equação (3.7), obtem-se
π = A[π + (Σ− π)CT (Ψ0 +CπCT )−1C(Σ− π)]AT . (3.9)
Uma vez ΣCT conhecido a partir das autocorrelações Ψ0, ...,Ψn, encontra-se π e, consequen-
temente, K.
Utilizada a propriedade de ergodicidade1 da sequência aleatória zk, dado que por hipótese Q









em que N é o tamanho da amostra. As estimações Ψ̂Nl podem ser realizadas recursivamente para









Além disso, pode ser mostrado que as estimações de Ψ̂l são assintoticamente normais, sem
viés, e consistentes. Desde que Q e R são linearmente relacionadas a Ψ̂l, suas estimações também
são assintoticamente normais, sem viés, e consistentes.
1Ergodicidade – um processo aleatório é considerado ergódico se todos os seus parâmetros estatísticos (média,
variância, e demais) podem ser determinados por arbitrárias partes de sua sequência [1].
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3.1.2 Innovation Correlation Method
A partir da teoria de filtragem de Kalman, a sequência de termos de inovação
νk = zk −Cx̂k(−) = Cek + vk, (3.12)
é uma sequência branca gaussiana de média nula.
Define-se Γl como autocorrelação da sequência de termos de inovação νk,
Γl = E{νkνTk−l}. (3.13)
Substituindo na equação (3.12) e considerando l > 0,
Γl = E{(Cek + vk)(Cek−l + vk−l)T } = CE{ekeTk−l}CT + E{vkvTk−l}. (3.14)
Para l = 0,
Γ0 = CSCT +R.
Os termos de esperança da equação (3.14) podem ser avaliados utilizando a equação de dife-
renças para ei, e assumindo que o filtro usa um ganho de Kalman, K0, a priori subótimo,
ek = A(I −K0C)ek−1 −AK0vk−1 +wk−1. (3.15)
Levando a equação (3.15) para l passos anteriores,






[A(I −K0C)]j−1wk−j . (3.16)
Entretanto,
E{ekeTk−l} = [A(I −K0C)]lS0, (3.17)
em que S0 = E{ekeTk }. Analogamente,
E{vkvTk−l} = −[A(I −K0C)]l−1AK0R. (3.18)
Substituindo na equação (3.14), tem-se
Γl = C[A(I −K0C)]l−1A[S0CT −K0Γ0]. (3.19)
Para o filtro ótimo,
K = SCT (CSCT +R)−1, (3.20)
então Γl para l > 0 desaparece. Quando existe incertezas em Q e R, a matriz de covariância Sc
calculada pelo KF será diferente da real covariância S0, e o ganho K0 será subótimo. Então, Γl
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será não nulo. K, Q e R podem ser obtidos por pelos seguintes:







Γn +CAK0Γn−1 + ...+CAK0Γ0
 , (3.21)
em que Φ é definida na equação (3.3).
2. Calcular R utilizando Γ0 e S0CT :
R = Γ0 −C(S0CT ). (3.22)
3. Denotar S a covariância do erro associado com o ganho ótimo K. Então, da teoria de
filtragem de Kalman:
S = A(S −KCS)A+Q. (3.23)
Uma equação para S0 é derivada da equação (3.15)
S0 = A(S0 −K0CS0 − S0CTKT0 +K0(CS0CT +R)KT0 )AT +Q. (3.24)
Subtraindo (3.23) de (3.24),
S − S0 = A(S − S0 −KCS +K0CS0 + S0CTKT0 −K0(CS0CT +R)KT0 )AT . (3.25)
Assim, o ganho de Kalman pode ser escrito como
K = (S0CT + δSCT )(Ψ0 +CδSCT )−1, (3.26)
em que δS = S − S0.
Subtituindo (3.26) de (3.25),
δS = A[δS−(S0CT+δSCT )(Ψ0+CδSCT )−1(CS0+CδS)+K0CS0+S0CTK0−K0Γ0KT0 )AT .
(3.27)
É possível notar a analogia entre (3.26) e (3.27) com (3.8) e (3.9). Resolvendo (3.25) para δS,
utilizando S0CT de (3.21) a partir de Γ0,Γ1, ...,ΓN , o ganho ótimo K pode ser obtido com a
equação (3.26).



















em que N é o tamanho da amostra.
3.2 Covariância Correspondente
Este método torna os resíduos consistentes com suas covariâncias teóricas. Por exemplo, dada
a sequência de inovação νk, com covariância teórica de (CkP k(−)CTk +R), se for notado que a
covariância real de νk é muito maior do que (CkP k(−)CTk +R), obtida pelo KF, então o distúrbio
de processo Q deve ser aumentado. Esse efeito aumenta P k(−) e aproxima a covariância real de
νk para (CkP k(−)CTk +R).









em que m é escolhido empiricamente para dar suavidade estatística.
A equação de Q é obtida configurando
CkP k(−)C
T
k +R = Γ0, (3.30)
Ck(Ak−1P k−1(+)ATk−1 +Q)CTk +R = Γ0, (3.31)
CkQC
T
k = Γ0 −CkAk−1P k−1(+)ATk−1CTk −R. (3.32)
A equação (3.32) não resulta em uma solução única para Q caso Ck tem posto menor que n.
Entretanto, se o número de variáveis desconhecidas em Q é restrito, uma única solução pode ser
obtida.
3.2.1 Algoritmo de Myers and Tapley (MT)
O algoritmo tem como objetivo sequenciar o procedimento para aplicação do método de covari-
ância correspondente, utilizando os resíduos rj . Estima-se diretamenteQk através das covariâncias
amostrais M̂mk . Assumindo que Rk é conhecido e somente Qk é estimado, e tomando o estado
estimado x̂k(−), utiliza-se o seguinte procedimento:
1. Computar m vetores de resíduos (j = 1, ...,m) em cada tempo k
rj = x̂k−j(+) −Ak−j−1x̂k−j−1(+) ;




















(Ak−jP k−j(+)ATk−j − P k−j+1(+)).
A estimativa para Qk pode se tornar negativa definida em aplicações numéricas, em particular
quando o tamanho da amostra m é pequena. Para evitar este problema, Myers e Tapley propõem
a reconfiguração de todos elementos diagonais negativos para seus valores absolutos.
Em condições estacionárias, Q̂k se aproxima do valor real quando m aumenta. No caso de
variações dos parâmetros do procedimento estocástico, quanto menor o valor de m, mais rápido é
a reação do KF.
3.3 Algoritmo de Maybeck (MB)
Para obter a estimativa através da máxima verossimilhança, de maneira a ser realizável para
aplicações on-line, Maybeck realizou algumas simplificações. Assim, considera o ruído essencial-










k−j+1 − [Ak−jP k−j(+)ATk−j − P k−j+1(+)].
3.4 Máxima Verossimilhança (ML)
Detalhados em Blanchet et al. [46], é suposto que os elementos do vetor de termos de inovação
ν possuem distribuição com
E(νk) = 0 e E(νkνTk ) = Γ(α),
em que α é um vetor de parâmetros desconhecidos que descreve a matriz de covariância. Dee
sugeriu estimar α baseado em uma única amostra de ν maximizando sua função densidade de
probabilidade condicional p(νk|α), assumindo ser gaussiana:













f(α) = ln[detΓ(α)] + νTkΓ−1(α)νk,
em que Γ pode ser relacionado com as matrizes de covariância dos ruídos. Utilizando (3.32),
Γ(α) = AkCkP k−1(−)CTkATk +CkQk−1(α)CTk +Rk. (3.33)
A estimação é somente relevante quando o número de medições é maior do que duas ordens de
magnitude do número de parâmetros a ser estimado [73]. Então, considerando o ruído estacionário,
utiliza-se uma sequência de termos de inovação, V n, em que n é o número total de elementos da









ln[detΓ(i,α)] + νTi Γ−1(i,α)νi.
Aumentando o número de passos (kstep) a f(α) se torna grande e requer uma grande quanti-
dade de cálculo inviabilizando aplicações em tempo real.
1Regra de Bayes: p(xk|y1, ..., yk) =






Métodos propostos para estimar as matrizes de
covariância associadas ao filtro de Kalman.
Neste capitulo são propostas novas abordagens de adaptação em tempo real da covariância
da incerteza de processo para o KF em sistemas não-lineares. A adaptação é realizada a fim
de estimar as mudanças da matriz de covariância durante a filtragem, através de estimativas da
covariância das medições ou dos termos de inovação, por média móvel exponencial. A utilização
da média móvel exponencial foi proposta para sistemas lineares por [78].
O KF sem adaptação, em que matrizes constantes são pré-estabelecidas para a covariância das
incertezas de processo, apresentam dois possíveis cenários: aumento não necessário de desgastes
no atuador ou baixo desempenho esperado pelo controle. Na prática, a adaptação aumenta a
eficiência de atuadores e a robustez em relação a estabilidade em malha fechada, em que os
estados são melhores estimados em tempo real.
Os métodos clássicos de adaptações mencionados utilizam aproximações por representações
amostrais baseados em média móvel simples. Estas adaptações requerem a armazenagem dos
últimos N conjuntos de medidas e lotes de dados processados em cada passo de tempo k ≥
N . Além disso, as incertezas de processo são consideradas completamente estacionárias, dado o
intervalo de tempo de N amostragens. O tamanho da janela N deve ser ajustado para garantia
da convergência em malha fechada. Já na adaptação proposta, com média móvel exponencial,
é requerido somente a última medida e seu respectivo lote de dados processados para definir as
estimativas de Qk−1 resultando redução do tempo de processamento.
4.1 Média Móvel Exponencial
A média móvel exponencial tem simples implementação e é mais sensível às novas informações
em comparação a média móvel simples, considerando a mesma quantidade de atenuação de ruídos
brancos [79–81]. Sendo sk um sinal qualquer, podemos definir Ok = E〈(sk−E〈sk〉)(sk−E〈sk〉)T 〉
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e Sk = (sk − E〈sk〉)(sk − E〈sk〉)T . Então, a média móvel exponencial pode ser expressa como
Ok = αOk−1 + (1− α)Sk, (4.1)
em que α é um coeficiente de ponderação. O valor de α determina a intensidade da suavização
de Sk. Como a matriz de covariância de uma sequência de dados sk é definida por P sksk =
E〈[sk − E〈sk〉]T [sk − E〈sk〉]〉, então uma aproximação de P sksk pode ser obtida recursivamente
utilizando a equação (4.1).
4.2 Adaptação Baseada em Média Móvel Exponencial
Assumindo o conhecimento de Rk, propõe-se estimar Qk−1 em cada passo de tempo por dois
métodos distintos. O primeiro utiliza média móvel exponencial para estimar a covariância das
medições. O segundo utiliza média móvel exponencial para estimar a covariância dos termos de
inovação.
Dentro destes dois métodos, foram implementados duas abordagens para estimarQk−1 a partir
das covariâncias obtidas de média móvel exponencial: por solução de sistemas de equações; e por
solução de equação discreta de Lyapunov.
4.2.1 Covariância da Medições
Primeiramente, aplica-se a operação de covariância nas equações (2.7) e (2.8):
cov(xk) = Ak−1cov(xk−1)ATk−1 +Bk−1cov(uk−1)BTk−1 +W k−1Qk−1W Tk−1, (4.2)
cov(zk) = Ckcov(xk)CTk + V kRkV Tk , (4.3)
em que Qk−1 = cov(ωk−1) e Rk = cov(vk) 1. Sendo Ak−1 estável, não sendo necessário que seja
não singular, e com sua dinâmica signitivamente mais lenta que o tempo de amostragem, podemos
assumir que, matematicamente, cov(xk) ≈ cov(xk−1). Além disso, cov(uk−1) é considerada zero.
Utilizando a média móvel exponencial, cov(zk) pode ser estimada, e consequentemente, obter-
se as estimativas de Qk−1.
cov(zk) = αcov(zk−1) + (1− α)(zk−1 − refzk−1)(zk−1 − refzk−1)T , (4.4)
em que refzk−1 é a referência desejada para as medições. Então, duas abordagens podem ser
utilizadas.
1Definição: cov(.) = E〈[.− E〈.〉]T [.− E〈.〉]〉.
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4.2.1.1 Abordagem por Sistemas de Equações
A partir da equação (4.3), isola-se a covariância dos estados
cov(xk) = C†k(cov(zk)− V kRkV
T
k )(CTk )†, (4.5)
em que (†) é a inversa de Moore-Penrose. E utilizando a equação (4.2) e aproximações realizadas,
W k−1Qk−1W
T
k−1 = cov(xk)−Ak−1cov(xk)ATk−1. (4.6)
Se m ≥ q, isto é, a dimensão do vetor de medição é maior ou igual a dimensão de vetor de
ruído de processo, e Ck é matriz de posto completo, solução única para Qk−1 é obtida através
de sistema de equações. Em outros casos, deve-se impor restrições adicionais em Qk−1, além da
positividade e simetria, para obter solução única.
4.2.1.2 Abordagem por Equações Discretas de Lyapunov
Uma solução discreta de Lyapunov pode ser obtida para cov(xk) na equação (4.2), em queAk−1







é solução positiva definida para a equação discreta de Lyapunov
Ak−1cov(xk)ATk−1 − cov(xk) +W k−1Qk−1W Tk−1 = 0.
A equação discreta de Lyapunov tem solução única se os autovalores a1, a2, ..., an de Ak−1
satisfaz aiaj 6= 1 para todo (i, j) [82].




q11 0 0 . . . 0
0 q22 0 . . . 0
...
...
... . . .
...
0 0 0 . . . qqq
 , (4.7)
o princípio de superposição pode ser aplicado na solução da equação de Lyapunov para obter

















k−1(W k−1Sj,k−1W Tk−1)(ATk−1)i e Sj,k−1, seguindo que
S1,k−1 =

1 0 . . . 0
0 0 . . . 0
...
... . . .
...
0 0 . . . 0
 , S2,k−1 =

0 0 . . . 0
0 1 . . . 0
...
... . . .
...
0 0 . . . 0
 , ... ,
Sq,k−1 =

0 0 . . . 0
0 0 . . . 0
...
... . . .
...
0 0 . . . 1
 .
Através da substituição de (4.8) em (4.3) e da obtenção das covariâncias de medição por média
móvel exponencial, obtem-se











em que T j,k−1 = CkT j,k−1CTk . Logo, Y k = cov(zk)−V kRV Tk . Assim, os termos de Qk−1 podem
ser numericamente obtidos através dos termos diagonais, sendo m maior ou igual a q.
T 1,11,k−1 T 2,11,k−1 . . . T q,11,k−1
T 1,22,k−1 T 2,22,k−1 . . . T q,22,k−1
...
... . . .
...





















T 1,11,k−1 T 2,11,k−1 . . . T q,k−1
T 1,22,k−1 T 2,22,k−1 . . . T q,22,k−1
...
... . . .
...








4.2.2 Covariância do Termos de Inovação
O termo de inovação definido como νk é uma sequência de média zero gaussiana. Através da
equação (2.8),
νk = zk −Ckx̂k = V kvk +Ckek, (4.10)
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em que ek = xk − x̂k. A utilização do termo de inovação é adotada pois este é menos autocorre-
lacionado do que as medições zk [13].
A partir da subtração das equações (2.7) e (2.16), obtem-se
ek = Ak−1ek−1 +W k−1ωk−1 +Ak−1Kk−1νk−1. (4.11)
Deste modo, é aplicada a operação de covariância em (4.10) e (4.11). Uma vez que vk−1 e ek
são variáveis independentes entre si, assim como ek−1, ωk−1, e vk−1, obtem-se
cov(νk) = V kRkV̂
T
k +Ckcov(ek)CTk , (4.12)
cov(ek) = Ak−1cov(ek−1)Ak−1 +W k−1Qk−1W Tk−1−Ak−1Kk−1cov(νk−1)(Ak−1Kk−1)T . (4.13)
Como Ak−1 é estável, não necessáriamente não singular, e possui dinâmica significativamente
mais lenta que o tempo de amostragem, podemos assumir que, matematicamente, cov(ek) ≈
cov(ek−1).
Utilizando a média móvel exponencial, cov(νk) pode ser estimada
cov(νk) = αcov(νk−1) + (1− α)νk−1νTk−1. (4.14)
Assim, aplica-se a abordagem por sistema de equações ou por equações discretas de Lyapunov
para obter estimativas de Qk−1 .
4.2.2.1 Abordagem por Sistemas de Equações




e utilizando a equação (4.13),
W k−1Qk−1W
T
k−1 = cov(ek)−Ak−1cov(ek)ATk−1 +Ak−1Kk−1cov(νk−1)(Ak−1Kk−1)T . (4.16)
Se m ≥ q, isto é, a dimensão do vetor de medição (igual a dimensão da covariância do termo
de inovação) é maior ou igual a dimensão de vetor de ruído de processo, e Ck é matriz de posto
completo, uma solução única paraQk−1 é obtida através de sistema de equações. Em outros casos,
deve-se impor restrições adicionais em Qk−1, além da positividade e simetria, para obter solução
única.
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4.2.2.2 Abordagem por Equações Discretas de Lyapunov
Uma solução discreta de Lyapunov pode ser obtida para cov(ek) na equação (4.13), em que






[Aik−1(W k−1Qk−1W Tk−1 −Ak−1Kk−1cov(νk−1)(Ak−1Kk−1)T )(ATk−1)i],
é solução para a equação de Lyapunov [82]
Ak−1cov(ek)Ak−1 − cov(ek) +W k−1Qk−1W Tk−1 −Ak−1Kk−1cov(νk−1)(Ak−1Kk−1)T = 0.
Sabendo-se que Qk−1 é matriz diagonal com a estrutura preestabelecida
Qk−1 =

q11 0 0 . . . 0
0 q22 0 . . . 0
...
...
... . . .
...
0 0 0 . . . qnn
 , (4.17)
o princípio de superposição pode ser aplicado na solução da equação de Lyapunov para obter



















em que T j,k−1 =
∑∞
i=0[Aik−1(W k−1Sj,k−1W Tk−1)(ATk−1)i] e Sj,k−1, seguindo que
S1,k−1 =

1 0 . . . 0
0 0 . . . 0
...
... . . .
...
0 0 . . . 0
 , S2,k−1 =

0 0 . . . 0
0 1 . . . 0
...
... . . .
...
0 0 . . . 0
 , ... ,
Sq,k−1 =

0 0 . . . 0
0 0 . . . 0
...
... . . .
...
0 0 . . . 1
 .
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Através da substituição de (4.18) em (4.12) e da obtenção de cov(νk) por média móvel expo-
nencial, obtem-se
cov(νk)− V kRV Tk =
q∑
j=1








qjj,k−1T j,k−1 − Zk,
em que T j,k−1 = CkT j,k−1CTk , Zk =
∑∞
i=0[CkAik−1(Ak−1Kk−1cov(νk−1)(Ak−1Kk−1)T )(ATk−1)iCTk ]
e, Yk = cov(νk)−V kRV Tk . Assim, os termos de Qk−1 podem ser numericamente obtidos através
dos termos diagonais, sendo m maior ou igual a q.

T 1,11,k−1 T 2,11,k−1 . . . T q,k−1
T 1,22,k−1 T 2,22,k−1 . . . T q,22,k−1
...
... . . .
...



























T 1,11,k−1 T 2,11,k−1 . . . T q,k−1
T 1,22,k−1 T 2,22,k−1 . . . T q,22,k−1
...
... . . .
...
















4.3 Aplicação de Adaptações Propostas no EKF
O filtro de Kalman estendido adaptativo (AEKF) é desenvolvido para estimar a dinâmica real
dos estados de sistemas não-lineares e, em concomitância, estimar a covariância de incerteza de
processo. Por meio deste, a característica subótima do EKF no processo é melhorada, uma vez
conhecendo as estimativas da covariância de incerteza de processo. As adaptações propostas no
EKF se fazem de maneira análoga às adaptações propostas para o KF. Nas quais utilizam-se as
matrizes jacobianas (2.19) no lugar das matrizes lineares das equações (4.2) e (4.3).
4.4 Aplicação de Adaptações Propostas no UKF
Já para a aplicação das adaptações propostas no UKF, a alternativa utilizada foi calcular as
matrizes jacobianas, avaliar-las individualmente nos distintos pontos sigma (χk) e obter suas mé-
dias em cada passo de tempo. Isto proporciona uma maior representatividade da não-linearidade
e a utilização de maneira análoga das adaptações propostas para o KF. Logo, o filtro de Kalman
unscented adaptativo (AUKF) proposto utiliza de aproximações por linearização, assim como no
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Apresentação dos resultados numéricos obtidos
com os algoritmos propostos e comparação com
algoritmos presentes na bibliografia.
Neste capítulo, os sistemas massa-mola amortecedor não-linear, bola e barra, e quatro tan-
ques são utilizados como exemplos. Deste modo, algoritmos foram implementados em linguagem
MATLABr e executados em computador Intel Core i7 com clock de 2.00 GHz e 8 GB de memória
RAM para ilustração da efetividade das adaptações propostas. O tempo de simulação (ou sim-
plismente tempo) é o tempo total de execução dos algoritmos em cada simulação nos intervalos
definidos.
A efetividade das adaptações propostas (algoritmos em pseudocódigo no anexo I) são avaliadas
através da raiz do erro quadrado médio (RMSE) e erro absoluto médio (MAE) [83] dos estados
estimados com relação às condições ideais. As condições ideais são obtidas por simulações reali-
zadas sem adição de incertezas. O MAE representa a média em magnitude dos erros absolutos,
significando que todos os erros influenciam igualmente no seu valor. Já o RMSE é um critério
quadrático, assim grandes erros possuem maior influência do que pequenos erros no seu valor. Os
dois critérios de desempenho proporcionam distintas visões do desempenho da estimação utilizados
nos sistemas de malha aberta.
Já em sistemas de malha fechada, para mensurar o desempenho da estimação dos estados,
foram utilizados a integral de quadrado de erros (ISE), a integral de erros absolutos (IAE), e a
integral de erros absolutos ponderados no tempo (ITAE). Enquanto, para avaliar a magnitude da
saída manipulada, a variância total da ação de controle (TVC) é computada [84]. Além destes, são
calculados a média no tempo, RMSE, e MAE dos termos da covariância da incerteza de processo
Qk em intervalos definidos.
5.1 Massa-mola Amortecedor Não-linear (MMA)
O seguinte cenário é proposto para a análise dos filtros adaptativos: o sistema massa-mola
amortecedor não-linear (MMA) é inicializado em posição não-nula, e por ser estável, tende ao
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estado estacionário. Além disso, é utilizado um controle em malha fechada para otimizar sua
dinâmica e auxiliar sua aproximação ao estado estacionário.
Um modelo MMA [85] é dado pelas seguintes equações:

ẋ1 = x2
mẋ2 = −k1x1 − k2x31 − cx2 + u
z = x1
, (5.1)
em que x1 e x2 são posição e velocidade, respectivamente, de um corpo de massa m. A massa é
fixada pelo amortecedor com parâmetro de amortecimento c e uma mola não-linear com parâmetros
k1 e k2 [8]. A entrada de força externa e a medição de posição são u e z, respectivamente.
Discretizando (5.1) e adicionando variáveis aleatórias com média zero e independentes entre si, o
modelo se torna estocástico, como em (2.17) e (2.18):
x1(k) = x1(k − 1) + Tx2(k − 1)










x2(k − 1) +
1
m




z(k) = x1(k) + v(k),
(5.2)
em que T é o período de amostragem e k é a iteração. Assim,






Os parâmetros constantes do modelo utilizados nas simulações estão na tabela 5.1.
Tabela 5.1: Parâmetros de simulações do sistema massa-mola amortecedor não-linear
Parâmetros Valores
Massa (m) 2 [kg]
Constante de mola 1 (k1) 3 [kg/s2]
Constante de mola 2 (k2) 1 [kg/s2]
Coeficiente de amortecimento (c) 1 [kg/s]
Período de amostragem (T ) 0,01 [s]
Condição inicial de posição 2 [m]
Condição inicial de velocidade 0 [m/s]
Desvio padrão de incerteza de medição ideal (rid) 10−2
Desvio padrão de incerteza de processo ideal (qid) 10−2
Condição inicial de posição dos filtros 2 [m]
Condição inicial de velocidade dos filtros 0 [m/s]
Covariância inicial do estado (P 0) 100*I
α (coef. de peso MME de adap. por covariância de medições) 0, 8




Em malha aberta, os filtros para estimar estados foram implementados em modelo estocástico
discretizado (5.2) , em que u(k) = 0 para todo k. Foi gerado um par de vetores contantes
de incerteza gaussiana branca, w(k) e v(k), e utilizado em todas as simulações desta secção. Os
desvios padrão qid e rid constantes são usados na geração do par de vetores, em que sequencialmente
q(k) = qid e r(k) = rid para todo k > 0. E, para as adaptações propostas neste sistema, qe(k)
(estimativas de q(k)) assumem seus valores absolutos para qe(k) < 0 [18].
5.1.1.1 Análise dos filtros
As seguintes simulações foram realizadas:
– Estados totalmente conhecidos (ETC);
– Estados estimados por EKF com q(k) = qid (EKF1);
– Estados estimados por EKF com q(k) = 100qid (EKF2);
– Estados estimados por EKF com q(k) = 0, 01qid (EKF3);
– Estados estimados por AEKF baseado em MME por covariância de medição com q(0) = qid
utilizando função de Lyapunov (AEKFMMEmLYAP1);
– Estados estimados por AEKF baseado em MME por covariância de medição com qe(0) =
100qid utilizando função de Lyapunov (AEKFMMEmLYAP2);
– Estados estimados por AEKF baseado em MME por covariância de medição com qe(0) =
0, 01qid utilizando função de Lyapunov (AEKFMMEmLYAP3);
– Estados estimados por AEKF baseado em MME por covariância de medição com qe(0) =
qid utilizando solução de sistema de equações(AEKFMMEmSE1);
– Estados estimados por AEKF baseado em MME por covariância de medição com qe(0) =
100qid utilizando solução de sistema de equações(AEKFMMEmSE2);
– Estados estimados por AEKF baseado em MME por covariância de medição com qe(0) =
0, 01qid utilizando solução de sistema de equações(AEKFMMEmSE3);
– Estados estimados por AEKF baseado em MME pela covariância de termo de inovação com
qe(0) = qid utilizando função de Lyapunov (AEKFMMEiLYAP1);
– Estados estimados por AEKF baseado em MME pela covariância de termo de inovação com
qe(0) = 100qid utilizando função de Lyapunov (AEKFMMEiLYAP2);
– Estados estimados por AEKF baseado em MME pela covariância de termo de inovação com
qe(0) = 0, 01qid utilizando função de Lyapunov (AEKFMMEiLYAP3);
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– Estados estimados por AEKF baseado em MME por covariância de termo de inovação com
qe(0) = qid utilizando solução de sistema de equações(AEKFMMEiSE1);
– Estados estimados por AEKF baseado em MME por covariância de termo de inovação com
qe(0) = 100qid utilizando solução de sistema de equações(AEKFMMEiSE2);
– Estados estimados por AEKF baseado em MME por covariância de termo de inovação com
qe(0) = 0, 01qid utilizando solução de sistema de equações(AEKFMMEiSE3);
– Estados estimados por UKF com q(k) = qid (UKF1);
– Estados estimados por UKF com q(k) = 100qid (UKF2);
– Estados estimados por UKF com q(k) = 0, 01qid (UKF3);
– Estados estimados por AUKF baseado em MME por covariância de medição com qe(0) =
qid utilizando função de Lyapunov (AUKFMMEmedLYAP1);
– Estados estimados por AUKF baseado em MME por covariância de medição com qe(0) =
100qid utilizando função de Lyapunov (AUKFMMEmLYAP2);
– Estados estimados por AUKF baseado em MME por covariância de medição com qe(0) =
0, 01qid utilizando função de Lyapunov (AUKFMMEmLYAP3);
– Estados estimados por AUKF baseado em MME pela covariância de termo de inovação com
qe(0) = qid utilizando função de Lyapunov (AUKFMMEiLYAP1);
– Estados estimados por AUKF baseado em MME pela covariância de termo de inovação com
qe(0) = 100qid utilizando função de Lyapunov (AUKFMMEiLYAP2);
– Estados estimados por AUKF baseado em MME pela covariância de termo de inovação com
qe(0) = 0, 01qid utilizando função de Lyapunov (AUKFMMEiLYAP3);
Através das simulações realizadas em MATLABr, a utilização da função solve, para aborda-
gem por sistemas de equações, obteve menor eficiência do que utilizando a função dlyap, para
abordagem por equações discretas de Lyapunov. Além do elevado tempo de simulação, a aborda-
gem por sistemas de equações obteve um desempenho inferior (tabela 5.2). Logo, é utilizada ao
longo do trabalho a abordagem por equações discretas de Lyapunov.
Neste sistema e configuração, as adaptações com covariância de medições apresentou melhor
desempenho comparado com as adaptações com covariância de termos de inovação, visto nos ín-
dices realizados no estado estacionário com qid constante.
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Tabela 5.2: Sistema massa-mola amortecedor não-linear em malha aberta - desempenho de esti-
mativas de x2(k) na segunda metade de simulações
Filtros RMSE de x2(k) MAE de x2(k) Tempo de simulação [s]
ETC 6, 3892 10−4 5, 0537 10−4 1, 1 10−2
EKF1 2, 5112 10−4 2, 0979 10−4 1, 7 10−1
EKF2 9, 1278 10−3 7, 2806 10−3 1, 7 10−1
EKF3 1, 4589 10−5 7, 5430 10−6 1, 7 10−1
AEKFMMEmLYAP1 1, 8611 10−3 1, 4316 10−3 9, 2 10−1
AEKFMMEmLYAP2 1, 8611 10−3 1, 4316 10−3 9, 2 10−1
AEKFMMEmLYAP3 1, 8611 10−3 1, 4316 10−3 9, 2 10−1
AEKFMMEmSE1 1, 1855 10−1 1, 9254 10−2 1, 123 103
AEKFMMEmSE2 1, 1855 10−1 1, 9254 10−2 1, 123 103
AEKFMMEmSE3 1, 1855 10−1 1, 9254 10−2 1, 123 103
AEKFMMEiLYAP1 2, 8 10−3 2, 0 10−3 1, 52
AEKFMMEiLYAP2 2, 8 10−3 2, 0 10−3 1, 52
AEKFMMEiLYAP3 2, 8 10−3 2, 0 10−3 1, 52
AEKFMMEiSE1 1, 2657 10−2 7, 8011 10−3 1, 285 103
AEKFMMEiSE2 1, 2657 10−2 7, 8011 10−3 1, 285 103
AEKFMMEiSE3 1, 2657 10−2 7, 8011 10−3 1, 285 103
UKF1 2, 5147 10−4 2, 0957 10−4 4, 4 10−1
UKF2 9, 05513 10−3 7, 2226 10−3 4, 4 10−1
UKF3 1, 0293 10−6 5, 1161 10−7 4, 4 10−1
AUKFMMEmLYAP1 2, 1201 10−3 1, 6394 10−3 1, 24
AUKFMMEmLYAP2 2, 1201 10−3 1, 6394 10−3 1, 24
AUKFMMEmLYAP3 2, 1201 10−3 1, 6394 10−3 1, 24
AUKFMMEiLYAP1 2, 62 10−2 1, 86 10−2 1, 9
AUKFMMEiLYAP2 2, 62 10−2 1, 86 10−2 1, 9
AUKFMMEiLYAP3 2, 62 10−2 1, 86 10−2 1, 9
5.1.1.2 Comparação entre adaptações
Afim de comparar os métodos de adaptação, as seguintes simulações foram realizadas:
• EKF com adaptação de Myers and Tapley (AEKFMT);






Neste sistema em específico, não é possível a implementação das adaptações deQk pelo método
ML. Pois o termoCkQk−1(α)CTk da equação (3.33) assume valor zero. Para contornar tal situação,
a medição deveria ser de velocidade, isto é, o método possui restrição nas medições a serem
realizadas.
Utilizam-se variações degrau na geração de incertezas, através dos desvios padrão:
q(k) =

0, 01 se ts < (1/3)100s
1 se (1/3)100s < ts < (2/3)100s
0, 01 se ts > (2/3)100s
As adaptações, dado Qk variável, são apresentadas na figura 5.1. Já as tabelas 5.3 e 5.4
demonstram quantitativamente os desempenhos obtidos no segundo terço e no terceiro terço das
simulações, respectivamente.
Tabela 5.3: Sistema massa-mola amortecedor não-linear em malha aberta - desempenho de esti-
mativas de qk no segundo terço de simulações
Adaptações Média de qe(k) RMSE de qe(k) MAE de qe(k)
AEKFMT 0,4309 0,7106 0,6276
AEKFMB 0,3022 0,7301 0,6979
AEKFMMEmLYAP1 0,8530 1,2404 0,8840
AEKFMMEiLYAP1 2,5003 4,0378 2,0769
AUKFMMEmLYAP1 1,2161 1,7699 1,1083
AUKFMMEiLYAP1 38,1566 75,3467 37,3105
Tabela 5.4: Sistema massa-mola amortecedor não-linear em malha aberta - desempenho de esti-
mativas de qk no terceiro terço de simulações
Adaptações Média de qe(k) RMSE de qe(k) MAE de qe(k)
AEKFMT 0,0794 0,0786 0,0694
AEKFMB 0,1273 0,1293 0,1174
AEKFMMEmLYAP1 0,0953 0,2606 0,0876
AEKFMMEiLYAP1 4,1798 6,8229 4,1710
AUKFMMEmLYAP1 0,1369 0,3775 0,1286
AUKFMMEiLYAP1 74,857 150,4035 74,8694
Para a obtenção dos resultados do AEKFMT e AEKFMB, foi necessário a realização de dis-
tintas simulações para encontrar o melhor tamanho de janela, m = 50, para ambos, nos quais
convertam para os valores aproximados de Qk. Isto é, variando o tamanho de janela tem-se uma
grande variação em relação à convergência e ao rastreamento do AEKFMT e AEKFMB.
As adaptações baseadas na média móvel exponencial utilizando os termos de medição apre-
sentam bom desempenho de convergência e rastreamento. Embora a média, RMSE, e MAE são
melhores com o AEKFMT e AEKFMB no terceiro terço (tabelas 5.3 e 5.4), o desempenho das
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Covariancia da velocidade simulada
Covariancia da velocidade estimada
(a) AEKFMT









Covariancia da velocidade simulada
Covariancia da velocidade estimada
(b) AEKFMB











Covariancia da velocidade simulada
Covariancia da velocidade estimada
(c) AEKFMMEmLYAP1










Covariancia da velocidade simulada
Covariancia da velocidade estimada
(d) AEKFMMEiLYAP1









Covariancia da velocidade simulada
Covariancia da velocidade estimada
(e) AUKFMMEmLYAP1













Covariancia da velocidade simulada
Covariancia da velocidade estimada
(f) AUKFMMEiLYAP1
Figura 5.1: Simulações de sistema massa-mola amortecedor não-linear com variação em q(k)
adaptações propostas é melhor visualizado na figura 5.1.
Já as adaptações baseadas na média móvel exponencial utilizando os termos de inovação se
mostraram muito reativas e não apresentaram boa convergência e rastreabilidade. Os seus resul-
tados demonstraram inferioridade nesta configuração em malha aberta.
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5.1.2 Malha Fechada
Em projetos de controle de sistemas dinâmicos, todos os estados não são sempre disponíveis por
medição e, há ainda, estados que não representam nenhuma grandeza física. Em grande parte dos
problemas de controle em malha fechada é necessário a utilização de estimadores para a obtenção
de estados desconhecidos. Uma estratégia de controle que pode ser utilizada no sistema MMA é
baseada na realimentação completa de estado estimados:
uk = −Kcx̂k, (5.4)
em queKc é a matriz de ganho de controle. Esta pode ser obtida por Regulador Linear Quadrático
(LQR) [2, 86].
Assim, para determinar Kc constante, utilizou-se a simulação ETC. Desta maneira, foi obser-
vado bom desempenho para
Kc = [0, 0333 0, 4605],
obtida por
Ac = [0 1;−(k1/m)− 3(k2/m)x1(0)2 − (c/m)],
Bc = [0; 1/m],
Qc = diag[1 1],
Rc = [1].
5.1.2.1 Análise dos filtros
AEKFMT1, AEKFMT2, e AEKFMT3 são simulações do EKF com a adaptação de Myers
e Tapley com m = 50 e qe(0) = qid, qe(0) = 100qid, e qe(0) = 0, 01qid, respectivamente. Já
AEKFMB1, AEKFMB2, e AEKFMB3 são simulações do EKF com a adaptação de Maybeck com
m = 50 e qe(0) = qid, qe(0) = 100qid, e qe(0) = 0, 01qid, respectivamente.
Para cada simulação mencionada, a partir da metade dos períodos de simulação em que o
sistema já se encontra em estado estacionário, os índices de desempenho ISE, IAE, e ITAE foram
calculados para os estados não medidos x2(k), além do TVC. Adicionalmente, foram calculados a
média, RMSE, e MAE de qe(k) (tabela 5.5).
Assim, o AEKFMMEm apresentou o melhor resultado de adaptação para o MMA e, adicional-
mente, para os três diferentes cenários, os mesmos valores dos índices foram obtidos demonstrando
a consistência da covergência.
Além disso, nota-se melhor desempenho de adaptação baseadas na média móvel exponencial




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































5.2 Bola e Barra (BB)
O sistema bola e barra (BB) é amplamente utilizado como plataforma de validação em projeto
de controle não-linear. Ele possui simples modelagem, termos altamente não-lineares e é um
sistema instável.
Figura 5.2: Esquemático do sistema bola e barra
Fonte: Filho, J.O.A.L. e Fortaleza, E.L.F. (2014)











em que r e θ são a posição da bola e o ângulo da barra, respectivamente. Também, τm é a
constante de tempo, K1 é o ganho estacionário, Lbeam é o comprimento da barra, m e Jb são a
massa e o momento de inércia da bola, respectivamente. Além disso, R é o raio da bola, g é a
aceleração da gravidade, rarm é o comprimento do braço motor. A entrada do sistema é dado pela
tensão do motor Vm.
Definindo (x1, x2, x3, x4)T = (r, ṙ, θ, θ̇)T , (5.5) pode ser representado por
ẋ1 = x2
ẋ2 = Kbb sin(x3)
ẋ3 = x4















Para a realização das simulações, o modelo em (5.6) é discretizado e são incorporadas incertezas
de medição e de processo (a incerteza de processo é modelada como incerteza de entrada do
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sistema): 
x1(k+1) = x1(k) + Tx2(k)
x2(k+1) = x2(k) + TKbb sin(x3(k))
x3(k+1) = x3(k) + Tx4(k)
x4(k+1) = x4(k) + T (β1x4(k) + β2(Vm(k) + ω(k)))
y(k+1) = x1(k+1) + v(k+1)
. (5.8)
Os parâmetros e constantes utilizadas nas simulações estão na tabela 5.6.
Tabela 5.6: Parâmetros de simulações do sistema bola e barra
Parâmetros Valores
Massa da bola (m) 0,064 [kg]
Momento de inércia da bola Jb 4, 129 106 [kg.m2]
Raio da bola R 0,0127 [m]
Comprimento da barra (Lbeam) 0,4255 [m]
Comprimento do braço motor rarm 0,0254 [m]
τm é constante de tempo 0,0248 [s]
K1 é ganho estacionário 1,5286 [rad/(V.s)]
Aceleração da gravidade g 9,8 [m/s2]
Período de amostragem (T ) 0,01 [s]
Desvio padrão de incerteza de medição ideal (rid) 10−3
Desvio padrão de incerteza de processo ideal (qid) 10−3
Condição inicial do estado [0, 0, 0, 0]
Condição inicial do estado nos filtros [0, 0, 0, 0]
Covariância inicial do estado (P 0) 0,0001*I
α (coef. de peso MME de adap. por covariância de medição) 0, 8
λ (UKF) 1
Com o tempo de simulação ts = 10 s e, dado o valor de referência da posição da bola 0, 05 m
(xref = [0, 05; 0; 0; 0]), o controle baseado na realimentação completa de estado da equação (5.9)
é realizado para o estado alcançar a referência:
uk = −Kc(x̂k − xref ). (5.9)
Através do Regulador Linear Quadrático (LQR),Kc constante é determinada, na qual observa-
se um bom desempenho para
Kc = [1 0, 7399 6, 8247 0, 6301],
obtido com
Ac = [0 1 0 0; 0 0 Kbbcos(x̂3(0)) 0; 0 0 0 1; 0 0 0b1],
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Bc = [0; 0; 0; b2],
Qc = diag[1 0 0 1],
Rc = [1].
Por ser um sistema instável em malha aberta, a solução da equação discreta de Lyapunov não
é alcançada, sendo os autovalores de Ak−1 não dentro do círculo unitário. Entretanto, a imple-
mentação da adaptação proposta através das medições é possível utilizando o sistema aumentado.
Das equações (2.20), (2.29), e (5.9),
xk = Âk−1xk−1 + B̂k−1[−Kc(x̂k−1 − xref )] + Ŵ k−1ωk−1, (5.10)
x̂k = Âk−1x̂k−1 + B̂k−1[−Kc(x̂k−1 − xref )] + Âk−1Kk−1[zk−1 − Ĉk−1x̂k−1]. (5.11)
Utilizando (2.21), tem-se o sistema aumentado
Xk = Λ̂k−1Xk−1 + Ŵ aug k−1ωk−1 + V̂ aug k−1vk−1 + Ω̂k−1xref ), (5.12)





Âk−1Kk−1Ĉk−1 Âk−1 − B̂k−1Kc − Âk−1Kk−1Ĉk−1
]
.
zk = Ĉaug kXk + V̂ k−1vk, (5.13)
em que Ĉaug k−1 = [Ĉk−10p xn].
Aplicando-se a operação de covariância em (5.12) e (5.13), sendo cov(xref ) = 0, tem-se
cov(Xk) = Λ̂k−1cov(Xk−1)Λ̂
T
k−1 + Ŵ aug k−1Qk−1Ŵ
T
aug k−1 + V̂ aug k−1Rk−1V̂
T
aug k−1, (5.14)
cov(zk) = Ĉaug kcov(xk)Ĉ
T
aug k + V kRkV Tk . (5.15)
As equações obtidas são equivalentes a (4.2) e (4.3), assim sendo possível a aplicação da
adaptação proposta, pois Λ̂k−1 é estável, isto é, seus autovalores se encontram dentro do círculo
unitário.
Os índices de desempenho foram calculados para estados estimados e estimativas de q(k)
(tabela 5.7 e 5.8). Para as adaptações propostas foi utilizada a abordagem de Groutage [88], em
que se qe(k) < 10−6, seu valor assume o valor de qe(k − 1).
Nos resultados obtidos, o AEKFMT apresenta uma constante e lenta divergência nas esti-
mativas de qe(k) com tamanho de janela m = 100. Já no AEKFMB, as estimativas de qe(k)
mantêm-se praticamente constantes ao valor inicial (figura 5.3) com tamanho de janela m = 100.
Não foi possível a implementação do AEKFML, pois novamente o termo CkQk−1(α)CTk da equa-
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ção (3.33) obtém valor zero. Enfim, utilizando as adaptações propostas, tanto AEKFMMEm,
quanto AUKFMMEm, realizadas através do sistema aumentado, apresentaram boa convergência
e rastreabilidade, embora foi observado grande valores no período de transição.









Covariancia da velocidade simulada
Covariancia da velocidade estimada
(a) Estimativas de q(k) com AEKFMT2














Covariancia da velocidade simulada
Covariancia da velocidade estimada
(b) Estimativas de q(k) com AEKFMB2













Covariancia da velocidade simulada
Covariancia da velocidade estimada
(c) Estimativas de q(k) com AEKFMMEm2













Covariancia da velocidade simulada
Covariancia da velocidade estimada
(d) Estimativas de q(k) com AUKFMMEm2



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































5.3 Quatro Tanques (QT)
O sistema de quatro tanques (QT) é amplamente utilizado como plataforma de validação em
projeto de controle não linear, por possuir múltiplas entradas e múltiplas saídas (MIMO).
Figura 5.4: Esquemático do sistema de quatro tanques
Fonte: Elaborada pelo autor
Segundo modelo do sistema QT [89], este apresenta quatro estados, teoricamente quatro in-
certezas de processo e somente duas medições, isto é, m < n. Assim, o seguinte modelo não
linear estocástico é construído representando as incertezas nas entradas afim de obter restrições
adicionais em Qk−1 pelo conjunto de equações:
A1ḣ1 = a3
√





2gh4 + γ2κ2(u2 + ω2)− a2
√
2gh2
A3ḣ3 = (1− γ2)κ2(u2 + ω2)− a3
√
2gh3




em que g é a aceleração da gravidade, enquanto que hi, Ai, e ai correspondem ao nível de água, a
área da secção transversal do tanque, e a área da secção transversal do orifício de saída do tanque
i, respectivamente, em que i = 1, 2, 3, 4. Os coeficientes de proporcionalidade γj , em que j = 1, 2,
representam a razão entre os fluxos para os tanques 1 e 4 e para os tanques 2 e 3, respectivamente.
A constante de fluxo e o sinal de controle aplicado na bomba p são dados por κp e up, em que
p = 1, 2.
Assumindo os níveis de água h1 e h2 como saídas do sistema, tem-se como medições:y1 = h3 + v1y2 = h4 + v2 . (5.17)
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Nesta modelagem foram incluídas as incertezas nos sinais de controle ω1 e ω2, e as incertezas
de medição v1 e v2.
O sistema apresenta a característica de mudança de comportamento a depender da configuração
das válvulas, que determinam a razão entre os fluxos. Esta configuração define se o sistema é de
fase mínima ou de fase não mínima. Neste trabalho, utilizaremos a configuração de fase não
mínima (0 < γ1 + γ2 < 1).
Para implementar os estimadores, as equações (5.16) e (5.17) são discretizadas:
h1(k + 1) = h1(k) + T (1/A1)(a3
√
2gh3(k) + γ1κ1(u1(k) + ω1(k))− a1
√
2gh1(k))
h2(k + 1) = h2(k) + T (1/A2)(a4
√
2gh4(k) + γ2κ2(u2(k) + ω2(k))− a2
√
2gh2(k))
h3(k + 1) = h3(k) + T (1/A3)((1− γ2)κ2(u2(k) + ω2(k))− a3
√
2gh3(k))




y1(k) = h3(k) + v1(k)y2(k) = h4(k) + v2(k) . (5.19)
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Tabela 5.9: Parâmetros de simulação do sistema de quatro tanques
Parâmetros Valores
A1; A3 28 [cm]2
A2; A4 32 [cm]2
a1; a3 0,071 [cm]2
a2; a4 0,057 [cm]2
g 981 [kg/s2]
κ1; κ2 3,14; 3,29 [cm]2 / [V ][s]
γ1; γ2 0,43; 0,34
u1; u2 0 < u1, u2 < 10 [V ]
T 0,1 [s]
h(0) [1; 1; 1; 1] [cm]
rid 1 10−2
rid 2 2 10−2
qid 1 2 10−1
qid 2 10−1
5.3.1 Malha Aberta
As simulações do modelo de quatro tanques em malha aberta são inicializadas no estado
não-nulo, h0 = [1; 1; 1; 1], com entrada constante, uk = [1; 1; 1; 1]. Assim, o estado tende
ao estado estacionário hss ≈ [1, 2552; 1, 3295; 0, 4772; 0, 5031] sem incertezas do processo e de
medição (figura 5.5).


























Figura 5.5: Simulação do do sistema de quatro tanques com estados totalmente conhecidos
Nas simulações são incluídas as incertezas de processo e de medições, nas quais os desvios
padrão são q1(k) = qid 1 , q2(k) = qid 2, r1(k) = rid 1 e r2(k) = rid 2, para todo k > 0. Sendo uma
vez geradas, as mesmas incertezas são utilizadas em todas as simulações da secção.
Foram simulados três cenários distintos para cada método. Os valores iniciais de qe 1(0) = qid 1
e qe 2(0) = qid 2 para denominações 1; qe 1(0) = 10 qid 1 e qe 2(0) = 10 qid 2 para denominações 2;
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e qe 1(0) = 0, 1 qid 1, e qe 2(0) = 0, 1 qid 1 para denominações 3. Já a covariância do estado inicial
estimado é P 0 = 0, 1I.
Em AEKFMT1, AEKFMT2, AEKFMT3, AEKFMB1, AEKFMB2, AEKFMB3, AEKFML1,
AEKFML2, e AEKFML3 foram utilizados os tamanhos de janela m = 100.
Para as adaptações propostas foi utilizada a abordagem de Groutage [88], em que se qe 1(k)
ou qe 2(k) < 10−6 seus valores assumem os do passo anterior.
Assim, são obtidos da segunda metade das simulações os índices RMSE e MAE dos estados
h3(k) e h4(k), com referência aos estados ideais; RMSE e MAE dos termos de inovação ĥ3(k)






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































(a) Erros de estimação de h3(k) com
adaptações baseadas em MME
































(b) Erros de estimação de h4(k) com
adaptações baseadas em MME


































(c) Erros de estimação de h3(k) com
adaptações presentes na literatura


































(d) Erros de estimação de h4(k) com
adaptações presentes na literatura












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































(a) Estimativas de q1(k) com adaptações
baseadas em MME


















(b) Estimativas de q2(k) com adaptações
baseadas em MME
Figura 5.7: Sistema de quatro tanques em malha aberta: estimativas de q1 e q2
Dentre todas as adaptações implementadas em malha aberta, o AEKFMMEmLYAP apresen-
tou, para os três diferentes cenários, os mesmos valores dos índices com o melhor resultado de
adaptação para o QT proposto.
5.3.2 Malha Fechada
O controle LQR obtem melhor desempenho dentre os controles propostos em Altabey [86].
Assim, este foi utilizado para o estado seguir a referência hss. A lei de controle baseada na
realimentação completa de estado é
uk = −Kcĥk +Kchss, (5.20)
em que Kc =
[
21,8683 12,4153 -4,9757 7,8147










Qc = diag[10 10 0 0],
Rc = diag[0, 01 0, 01].













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































(a) Estimativas de q1(k)





















(b) Estimativas de q2(k)





















(c) Estimativas de q1(k)





















(d) Estimativas de q2(k)
Figura 5.8: Sistema de quatro tanques em malha fechada: estimativas de q1 e q2
As estimativas de q1(k) e q2(k) com qe 1(0) = 100qid 1 e qe 2(0) = 100qid 2 são plotadas nas
figuras 5.8 (a) e 5.8 (b), em que visualiza-se uma má interpretação do AEKFMMEi2. Já o
AEKFMMEm2, o AUKFMMEm2, e o AEKFMMEi2 apresentam melhor desempenho em relação
ao AEKFML2.
Nas figuras 5.8 (c) e 5.8 (d), as estimativas de q1(k) e q2(k) com qe 1(0) = 0, 01qid 1 e
qe 2(0) = 0, 01qid 2, com as adaptações baseadas em MME, apresentam melhores desempenhos
do que AEKFML3.
5.4 Resultados Alcançados
A adaptação proposta baseada em média móvel exponencial apresentou bons resultados numé-
ricos comparados as adaptações presentes na literatura. Assim, a metodologia se torna promissora
para implementação em controle de sistemas reais.
Além disso, a exposição categórica dos métodos foi elaborada a fim de auxiliar a realização de
aplicações de estimadores adaptativos não-lineares.
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Capítulo 6
Conclusões e Trabalhos Futuros
Como resultado deste trabalho, as adaptações propostas para estimar as matrizes de covariân-
cia de incerteza de processo com a utilização da média móvel exponencial apresentam resultados
satisfatórios de desempenho obtendo estimativas com relação precisão e exatidão/custo computa-
cional superior as adaptações encontradas na literatura, descritas como algoritmo de Myers and
Tapley (MT), algoritmo de Maybeck (MB) e máxima verossimilhança (ML). Estas adaptações são
simuladas numericamente nos sistemas não-lineares: massa-mola amortecedor não-linear (MMA),
bola e barra (BB) e quadro tanques (QT); utilizando o filtro de Kalman estendido (EKF) e o filtro
de Kalman unscented (UKF).
No primeiro sistema, MMA, dentre as adaptações simuladas, a adaptação proposta com co-
variância das medições com o EKF, em malha aberta e fechada, apresentou melhor desempenho
com melhor rastreabilidade e convergência. Já a adaptação proposta com covariância dos termos
de inovação em malha aberta apresenta o pior desempenho. Por outro lado, em malha fechada, a
adaptação proposta com covariância dos termos de inovação apresenta um desempenho satisfatório
utilizando o EKF, em que esta supera as adaptações MT e MB. Além disso, é observado melhor
desempenho e tempo de processamento superior em três ordens de grandeza na abordagem por
equações discretas de Lyapunov em relação a abordagem por sistemas de equações.
Já no segundo sistema, BB, por ser um sistema instável, as simulações são realizadas em malha
fechada e se faz necessário a utilização de sistema aumentado para implementação da adaptação
proposta com covariância das medições. Neste caso, tanto no EKF quanto no UKF, a adaptação
proposta com covariância das medições possui rastrabilidade e convergência não obtidas pelas
adaptações MT e MB. Sendo que pela instabilidade do BB não foi possível durante este trabalho
a implentação da adaptação proposta com covariância dos termos de inovação.
Por fim, o terceiro sistema MIMO, QT, é observado em malha aberta um bom desempenho
tanto para a adaptação proposta com covariância das medições quanto para a adaptação proposta
com covariância dos termos de inovação em relação as adaptações presentes na literatura. Os
resultados em malha fechada se mostram também equivalentes obtendo estimativas consistentes.
Em suma, as adaptações propostas se mostraram promissoras, enfatizando a adaptação pro-
posta com covariância das medições, visto que as estimativas da covariância de incertezas do
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processo apresentaram boa rastreabilidade e convergência nas distintas aplicações simuladas com-
paradas com os métodos da literatura. Embora exista a limitação na aplicação em sistemas com
dinâmica ultra rápida, que vai contra a hipótese da relação entre a dinâmica do sistema e do
tempo de amostragem, as adaptações propostas possuem baixo tempo de processamento devido
a natureza recursiva apresentando melhor eficiência sendo atrativas para processos industriais.
Além disso, com este trabalho é possível uma maior compreensão dos métodos de adaptação de
incertezas e aproximações não lineares.
Para trabalhos futuros é necessário aprimorar as adaptações propostas a fim de solucionar
problemas encontrados. O primeiro problema encontrado está nos casos em que a matriz de cova-
riância das incertezas de medição não é conhecida. Já o outro problema é a validação experimental
para confirmar as vantagens das adaptações propostas em aplicações reais, em que a utilização
de distinto método de discretização e o estudo para sistemas com tempo de amostragem irregular
se tornam interessantes. Por último, o comportamento das adaptações em sistemas de grande
dimensões, isto é, número elevado de variáveis, se mostra como desafio para a estimação de esta-
dos, e um possível caminho é considerar modelos com número reduzido de estado que guarde a
representatividade do modelo original.
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I. ALGORITMOS EM PSEUDOCÓDIGO
Algoritmo 1: Adaptação MME baseada nas medições por equações discretas de
Lyapunov
Entrada: zk,refzk, cov(z0), α, Ak−1, W k−1, Ck, V k, Rk
Saída: Q̂k
1 início
2 para k = 1 até k faça
3 cov(zk) = αcov(zk−1) + (1− α)(zk−refzk)(zk−refzk)T
4 para j = 1 até j = n faça
5 defina Sj, k−1
6 T j, k−1 =dlyap(Ak−1, W k−1Sj, k−1W Tk−1)
7 T j,k−1 = CkT j,k−1CTk










T 1,11,k−1 T 2,11,k−1 . . . T q,11,k−1
T 1,22,k−1 T 2,22,k−1 . . . T q,22,k−1
...
... . . .
...












Algoritmo 2: Adaptação MME baseada nos termos de inovação por equações
discretas de Lyapunov
Entrada: zk, cov(ν0), α, Ak−1, W k−1, Ck, V k, Rk, x̂k
Saída: Q̂k
1 início
2 para k = 1 até k faça
3 νk = zk −Ckx̂k
4 cov(νk) = αcov(νk−1) + (1− α)νkνTk
5 para j = 1 até j = n faça
6 defina Sj, k−1
7 T j, k−1 =dlyap(Ak−1, W k−1Sj, k−1W Tk−1)
8 T j,k−1 = CkT j,k−1CTk
9 Zk = Ck dlyap(Ak−1, Ak−1Kk−1cov[νk](Ak−1Kk−1)T )CTk










T 1,11,k−1 T 2,11,k−1 . . . T q,11,k−1
T 1,22,k−1 T 2,22,k−1 . . . T q,22,k−1
...
... . . .
...









T 1,11,k−1 T 2,11,k−1 . . . T q,11,k−1
T 1,22,k−1 T 2,22,k−1 . . . T q,22,k−1
...
... . . .
...












Algoritmo 3: Adaptação MME baseada nas medições por sistema de equações
Entrada: zk, refzk, cov(z0), α, Ak−1, W k−1, Ck, V k, Rk,
Saída: Q̂k
1 início
2 para k = 1 até k faça
3 cov(zk) = αcov(zk−1) + (1− α)(zk−refzk)(zk−refzk)T
4 C1k = (Ck)†
5 C2k = (CTk )†
6 Yk = cov(zk)− V kRkV Tk
7 cov(xk) = C1kYkC2k




k−1(em função das incógnitas a serem estimadas) = cov(xk) (em
função das incógnitas auxiliares) −Ak−1cov(xk)(em função das incógnitas
auxiliares)ATk−1






Algoritmo 4: Adaptação MME baseada nos termos de inovação por sistema de
equações
Entrada: zk, cov(ν0), α, Ak−1, W k−1, Ck, V k, Rk, x̂k
Saída: Q̂k
1 início
2 para k = 1 até k faça
3 νk = zk −Ckx̂k
4 cov(νk) = αcov(νk−1) + (1− α)νkνTk
5 C1k = (Ck)†
6 C2k = (CTk )†
7 Yk = cov(νk)− V kRkV Tk
8 cov(ek) = C1kYkC2k




k−1(em função das incógnitas a serem estimadas) = cov(ek) (em
função das incógnitas auxiliares) −Ak−1cov(ek)(em função das incógnitas
auxiliares)ATk−1 +Ak−1Kk−1cov(νk)Ak−1KTk−1
11 qjj,k−1 = solve (equações), sendo número de incógnitas menor ou igual ao número
de equações.
12 fim
13 fim
14 retorna Q̂k
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