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ABSTRACT
This paper develops a deep-learning framework to synthesize
a ground-level view of a location given an overhead image.
We propose a novel conditional generative adversarial net-
work (cGAN) in which the trained generator generates re-
alistic looking and representative ground-level images using
overhead imagery as auxiliary information. The generator is
an encoder-decoder network which allows us to compare low-
and high-level features as well as their concatenation for en-
coding the overhead imagery. We also demonstrate how our
framework can be used to perform land cover classification
by modifying the trained cGAN to extract features from over-
head imagery. This is interesting because, although we are
using this modified cGAN as a feature extractor for over-
head imagery, it incorporates knowledge of how locations
look from the ground.
Index Terms— image synthesis, generative adversarial
networks, convolutional neural networks
1. INTRODUCTION
Mapping geographic phenomena on the surface of the Earth is
an important scientific problem. The widespread availability
of geotagged social media has enabled novel approaches to
geographic discovery. In particular, proximate sensing [1, 2],
which uses ground-level images and videos available at shar-
ing sites like Flickr and YouTube, provides a different per-
spective from remote sensing, one that can see inside build-
ings and detect phenomena not observable from above. Prox-
imate sensing has been applied to map land use [3, 4], public
sentiment [5], human activity [6], air pollution [7], and natu-
ral events [8], among other things. However, a fundamental
limitation to using geotagged social media for mapping is its
sparse and uneven spatial distribution. Unlike overhead im-
agery, it generally does not provide dense or uniform cover-
age [9]–it is not available everywhere.
In this paper, we try to get around this limitation of
ground-level images by trying to answer the question “what
does this location look like at ground view based on overhead
imagery?” That is, we synthesize ground-level images using
overhead imagery. Since overhead imagery is available ev-
erywhere, we can generate ground-level images everywhere.
Fig. 1. We develop a novel cGAN framework that takes an
overhead image as input and generates ground-level views.
Pictured above are pairs of ground-level images synthesized
using our method (left) and real images (right) for various
locations.
Figure 1 shows sample ground-level images generated using
our framework.
We use a conditional generative adversarial network
(cGAN) to generate ground-level images using the overhead
imagery as auxiliary information. In previous work [10],
we used simple embeddings of the overhead imagery such
as the grayscale values in a small image patch to condition
the cGAN. In this paper, we develop a novel, more powerful
network that allows us to condition the cGAN on signifi-
cantly more of the overhead image. We do this by designing
the generator of the cGAN as an encoder-decoder network
in which the encoder feature maps are used as the auxiliary
information.
Cross-view image synthesis has been investigated but
only using Google Street View images [11, 12, 13]. These
approaches are limited in that they can only be used to gen-
erate ground-level images at street locations and they are
arguably solving an easier problem since there is less scene
diversity. Researchers have also investigated methods to get
around the sparsity of ground-level images by interpolating
features extracted from the images but this again was only
using Street View images and, as we have shown in previous
work [9], such interpolation methods are problematic since
they fail to infer the spatially discontinuous nature of the
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Fig. 2. The framework of our proposed method. The genera-
tor takes as input an overhead image and generates a ground-
level image. The discriminator tries to distinguish between
the real and generated ground-level images. The generator
has an encoder-decoder structure. The cGAN is conditioned
using different feature map layers of the encoder as well as
their concatenation. See the text for more details.
surface of the Earth.
The contributions of our work are as follows: (1) We pro-
pose a novel cGAN based on an encoder-decoder network for
generating ground-level views given overhead imagery. This
network allows the cGAN to be conditioned on more of the
overhead imagery. (2) We explore different levels of feature
maps in the encoder as well as their concatenation to encode
the overhead imagery. (3) We demonstrate that our frame-
work can be used to perform land cover classification.
2. METHODOLOGY
2.1. Background on GANs
GANs [14] consist of two components, a generator and a dis-
criminator. In vanilla GANs, the generator G generates real-
istic looking but “fake” images by upsampling random noise.
The discriminator’s goal is to distinguish between real and
fake images. GANs learn generative models through adver-
sarial training. That is, G tries create images that look so
realistic that D cannot tell they are fake. G and D are trained
simultaneously. G is optimized to learn the true data distribu-
tion by generating images that are difficult to distinguish from
real images by D. Meanwhile, D is optimized to differentiate
fake images generated by G from real images. Overall, the
training procedure is similar to a two-player min-max game
with the following objective function
min
G
max
D
V (D,G) = Ex∼pdata(x)[logD(x)]+
Ez∼pdata(z)[1− logD(G(z))]
(1)
where z is the random noise vector and x is the real image.
Once trained, G can be used to generate new, unseen images
given random vectors as input.
Vanilla GANs learn the distribution of the entire training
dataset. Conditional GANs (cGANs) were subsequently in-
troduced to learn distributions conditioned on some auxiliary
information. For example, a GAN can be trained to generate
realistic-looking images of hand written digits. However, if
we want images of a specific digit, a “1” for example, the gen-
erative model needs to be conditioned on this information. In
cGANs, the auxiliary information y is incorporated through
hidden layers separately in both the generator and discrimi-
nator. y can take many forms, such as class labels [15]. The
cGAN objective function becomes
min
G
max
D
V (D,G) = Ex∼pdata(x)[logD(x|y)]+
Ez∼pdata(z)[1− logD(G(z|y))].
(2)
2.2. Proposed cGAN-based Framework
Our goal is to generate ground-level views of a location given
overhead imagery. The overhead imagery thus serves as our
auxiliary information. A key question is, however, how to
best incorporate this auxiliary information into the cGAN.
In our previous work [10], we investigated different em-
beddings to encode the raw pixel information from the over-
head imagery. It is these embeddings that were input to the
cGAN. We considered the color of the pixels in a 10×10 patch
of the overhead imagery, the grayscale values of this patch,
and features extracted using a pretrained CNN model.
In this paper, we instead propose a cGAN in which the
generator is an encoder-decoder network in which the feature
maps from the encoding stage serve as the auxiliary informa-
tion. This addresses two shortcomings of our previous ap-
proach. First, the cGAN can “see” more than a 10×10 pixel
patch in the overhead image when generating a ground-level
image. Second, we learn the optimal feature embedding of
the overhead image data.
Our framework is shown in figure 2. This figure actually
shows three variants of our network which differ in the num-
ber of convolutional layers in the encoder. In one variant, cor-
responding to the top portion of the generator subfigure, the
encoder consists of just two convolutional layers. We crop a
4 × 4 region (red dashed region) from the feature maps after
the second convolutional layer and pass this to the decoder
part of the generator. In this variant, this 4 × 4 region can
be thought of as low-level features that are derived from a
smaller receptive field of the overhead image.
In the variant corresponding to the bottom portion of the
generator subfigure, the encoder has four convolutional lay-
ers and the 4 × 4 region is extracted from the feature maps
after the fourth convolutional layer. This 4 × 4 region can
be thought of as high-level features that are derived from a
larger receptive field of the overhead image. The final vari-
ant contains three convolutional layers and extracts mid-level
features.
These three variants allow us to consider whether low-
level features or high-level features are better for generating
the ground-level views. They also allow us to investigate the
effects of different receptive field sizes.
We consider three cases in the experiments below: 1) just
using the low-level features (orange cube in figure 2) ; 2) just
using the high-level features (pink cube); and 3) concatenat-
ing the low-, middle-, and high-level features (orange-green-
blue cube).
2.3. Network Details
The generator is an encoder-decoder network. It takes as input
a 128×128 pixel overhead image and outputs a synthesized
64×64 pixel ground-level view. The encoder and decoder
components consist of convolution layers, batch normaliza-
tion [16], and activation layers. Leaky ReLU with a slope of
0.2 is used as the activation function in the encoder whereas
ReLU is used in the decoder except for the final layer where
tanh is used. Strided convolutions are used to increase or de-
crease the feature map resolution instead of maxpooling.
The discriminator is similar to the encoder of the gener-
ator but without feature map cropping. It follows the same
conv-batchnorm-leakyReLU architecture but its last layer is a
sigmoid activation function that outputs a binary value corre-
sponding to real or fake. The discriminator takes as input a
ground-level image, real or fake, and the auxiliary informa-
tion in the form of the overhead image. It outputs a binary
value indicating whether it thinks the input ground-level im-
age is real or fake. In the case of a real image, the overhead
image is the actual overhead view of where the real image
is located. In the case of a fake image, the overhead im-
age is what was used by the generator to produce the image.
The output of the discriminator is its belief of whether the
ground-level image is real or fake. Two different losses are
used to train the discriminator depending on whether the in-
put ground-level image is real or fake.
Our proposed cGAN architecture has the following objec-
tive functions
LD = E(Ig,ϕ(Io))∼pdata(Ig, Io)+
Eϕ(Io)∼pdata [1− logD(G(ϕ(Io)), Io)]
(3)
LG = Eϕ(Io)∼pdata [1− logD(G(ϕ(Io)), Io)] (4)
where Io and Ig refer to overhead and ground-level images
respectively, and ϕ(I) is the cropped feature maps or their
concatenation.
As mentioned earlier, our goal is not just to create real-
istic looking ground-level views from overhead imagery but
learn a representation that is useful for other tasks, specifically
land-cover classification. Towards this end, following [17],
Fig. 3. Examples of ground-level views generated with our
framework. The leftmost column shows the overhead images
used to generate the views. Columns two through four show
images generated with low-, high-, and concatenated features.
The rightmost column shows the real ground-level view at the
location of the overhead image.
we convert our trained cGAN into a feature extractor by re-
moving the last sigmoid layer of the discriminator and adding
an average pooling layer to generate a 1024D feature vector.
Given an overhead image of a location, we can now extract a
feature vector that can be used to classify that location. Im-
portantly, this feature extractor has been learned with knowl-
edge of what this location looks like from ground level.
3. EXPERIMENT ONE: GENERATING
GROUND-LEVEL VIEWS
This first experiment investigates the ground-level images
generated by our framework. Specifically, given an overhead
image, we use the generator component of our trained cGAN
network to generate a ground-level view. We then compare
this with the real ground-level view.
3.1. Dataset and Training
We need co-located ground-level and overhead imagery to
train our cGAN network. We download ground-level images
with known location using the Geograph API1. We download
co-located georeferenced overhead imagery using the Google
Map Static API2.
We train our cGAN using 4,000 co-located Geograph
and overhead image pairs. We implement our deep learning
framework using the PyTorch3 framework and Adam [18]
is used as our optimizer. The initial learning rate is set to
0.0002. We train our cGAN for 400 epochs with a batch size
of 128 on one NVIDIA TITAN Xp GPU.
3.2. Qualitative results
We generate three sets of ground-level views given overhead
images: 1) views generated with the low-level features from
the encoder; 2) views generated with the high-level features;
and 3) views generated with the concatenation of the low-,
middle-, and high-level features. Figure 3 shows these views
for different overhead images along with the real ground-level
views which we consider as the ground truth. These results
show that the framework is able to learn the transformation
between views. In particular, the ground-level images gen-
erated using the concatenation of different feature levels are
detailed with regions corresponding to roads, trees, sky, grass,
and houses. Their similarity with the ground truth shows they
do characterize what the locations look like from the ground.
The images generated using the low-level features are not as
detailed and not as visually similar to the ground truth. The
images generated using the high-level features are visually
alike, indicating mode collapse during training. (We com-
ment on this further below.)
3.3. Quantitative Results
A common quantitative GAN evaluation measure for image
synthesis is the inception score [19]. The core idea behind the
inception score is to assess how diverse the generated samples
are within a class while being meaningfully representative of
the class. We compute an inception score of our generated
images using an AlexNet [20] model trained on the Places
dataset [21] since our outdoor images are aligned with the
classes in this data. A higher inception score indicates the set
of generated images is more diverse (a desired result). Table 1
shows that, based on this metric, the concatenation of differ-
ent level feature levels is also quantitatively the best method.
4. EXPERIMENT TWO: LAND COVER
CLASSIFICATION
In this experiment, we use our cGAN framework to classify
overhead imagery into rural and urban locations. Specifically,
1http://www.geograph.org.uk/
2https://developers.google.com/maps/documentation/maps-static/intro
3https://pytorch.org
we use our framework to extract features from overhead im-
agery which are then classified using an SVM classifier.
4.1. Dataset and Training
We select 20,000 locations and label them as rural or urban
using the ground-truth land cover map LCM20154. We ex-
tract a 1024D feature from each of these locations using over-
head imagery. 4,000 of these features are used to train a bi-
nary SVM classifier. We evaluate this classifier using the re-
maining 16,000 features.
4.1.1. Classification Accuracy
Table 1 lists the land cover classification accuracy of our
cGAN network using the low-level, high-level, and concate-
nated features. All three results are seen to be better than our
previous method [10] which used the grayscale values from a
10×10 pixel patch in the overhead image as the auxiliary in-
formation for the cGAN. The proposed encoder-decoder gen-
erator is thus seen to be an improvement. While we showed
above that the concatenated features produce more realistic
looking ground-level images, the high-level features are seen
to perform better for classification. This is reasonable since
classification is a high-level task. The high-level features are
good for high-level tasks but do not contain enough detail
information for image synthesis and thus the mode collapse
that was observed above.
Table 1. Quantitative results of image synthesis and land-
cover classification.
Methods Inception
Score
Classification
Accuracy (%)
Previous method [10] - 82.3
Low-level 1.945 83.58
High-level 1.241 86.71
Concatenate 2.526 85.45
5. CONCLUSION
We propose a novel cGAN framework for generating ground-
level views given overhead imagery. By using an encoder-
decoder network as the generator, we can condition the cGAN
on more of the overhead imagery than a previous approach
which uses simple embeddings. We compare conditioning
the cGAN on different feature map levels from the encoder as
well their concatenation. We show the approach generates re-
alistic and representative ground-level images. We also show
that the proposed framework can be used for land cover clas-
sification and outperforms our previous approach on this task.
4https://eip.ceh.ac.uk/lcm/lcmdata
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