Emotions are often understood in relation to conditioned responses. Narrative emotions, however, cannot be reduced to a simple associative relationship between emotion words and their experienced counterparts. Intensity in stories may arise without any overt emotion depicting words and vice versa. In this fMRI study we investigated BOLD responses to naturally fluctuating emotions evoked by listening to a story. The emotional intensity profile of the text was found through a rating study. The validity of this profile was supported by heart rate variability (HRV) data showing a significant correspondence across participants between intensity ratings and HRV measurements obtained during fMRI. With this ecologically valid stimulus we found that narrative intensity was accompanied by activation in temporal cortices, medial geniculate nuclei in the thalamus and amygdala, brain regions that are all part of the system for processing conditioned emotional responses to auditory stimuli. These findings suggest that this system also underpins narrative emotions in spite of their complex nature. Traditional language regions and premotor cortices were also activated during intense parts of the story whereas orbitofrontal cortex was found linked to emotion with positive valence, regardless of level of intensity.
Introduction
Stories are universally used for giving readers or listeners emotional experiences. Any coherent sequence of events could be said to constitute a narrative, but the stories that engage us and which we share are stories that move us, somehow (Hogan, 2003) . Whole departments are dedicated to the study of narratives at almost every university, but the brain processes underlying the experience of narrative emotions have received surprisingly little attention.
There is a long tradition for using story comprehension as a means for studying other cognitive and clinical phenomena, such as theory of mind and autism (e.g. Gallagher et al., 2000; Happé, 1994; Saxe and Kanwisher, 2003; Vogeley et al., 2001) . Recently, researchers have also used stories to investigate the structure of complex linguistic representations (Crinion et al., 2003; Wilson et al., 2007; Xu et al., 2005; Yarkoni et al., 2008) , such as syntax (Brennan et al., in press ), event boundaries (Speer et al., 2007) and motor/perceptual representations (Deen and McCarthy, 2010; Speer et al., 2009; Wallentin et al., in press) . None of these studies, however, take into consideration the emotional experiences, central to story processing.
Emotions in the brain have often been linked to the limbic system, coined by MacLean (1949) . However, no strict criteria exists for inclusion in this system, and it has been suggested to abandon the concept while maintaining the notion that emotions involve relatively primitive circuits found throughout mammalian evolution (LeDoux, 2000) . An alternative avenue for the study of emotions has been in terms of stimulus-reinforcement association, i.e. conditioning (Pavlov, 1927) . Emotions are in this context considered as states elicited by reinforcing stimuli, i.e. rewards and punishers and the signs associated with them (e.g. Rolls, 2000 Rolls, , 2005 . Using fear as a model this approach has led to the discovery of a well-characterized network of brain regions involved in emotion evoked by sound. Conditioned fear responses to auditory stimuli are processed primarily through a nucleus in the lateral amygdala (LeDoux, 1995 (LeDoux, , 2000 . Auditory inputs to the lateral amygdala come both directly from the auditory thalamus (the medial geniculate nucleus) and via the temporal cortices. Cortical inputs to the amygdala are thought to arise from association areas of the temporal cortices, rather than directly from the primary auditory cortex. These secondary auditory regions supposedly provide the amygdala with a more dense representation of the input than can be achieved with thalamic input alone (LeDoux, 2007) . This suggests that there may be two routes to emotion, a fast "automatic" route, linked to direct associations between reinforcers and experience, and a more "cognitive" route with a broader contextual outlook.
Output projections from the lateral nucleus of the amygdala go to, among other regions, the central nucleus of the amygdala which via the brain stem and hypothalamus mediates arousal in terms of behavioral (fight-or-flight) and sympathetic autonomic (e.g. increased heart rate) responses (LeDoux, 2007) .
Recent developments within the study of emotional processing, however, have suggested that rather than being a fear "module", these pathways may constitute a more general system for relevance detection Paton et al., 2006; Sander et al., 2003; Sergerie et al., 2008) monitoring both positive and negative emotions. Amygdala also has dense projections to orbitofrontal parts of the brain, known to be involved in the experience of emotions, in particular hedonic experiences (Kringelbach, 2005; Kringelbach and Rolls, 2004) . Furthermore, the notion of "conflict", central to narratives, has been described as the situation where an environmental stimulus is linked to both positive and negative reinforcers (Rolls, 2005 (Rolls, , 2008 This suggests that experienced emotions in narratives might initially be studied with a two-dimensional model of emotions, including level of arousal and valence (Russell, 1979) , i.e. using a general emotional intensity measure and a measure that treats positive and negative feelings separately (i.e. valence).
Linguistic emotional content has primarily been studied at the single word level. A number of studies have studied the phenomenon with electroencephalography (EEG) using event-related potentials (ERP). Kissler et al. (2007) studied reading of words and found that both positive and negative words lead to an enhanced negativity in the ERP peaking around 200-400 ms after stimulus onset and that pleasant and unpleasant words did not differ. This result has since been replicated a number of times (Herbert et al., 2008; Kissler et al., 2009; Schacht and Sommer, 2009; Scott et al., 2009 ) and the authors suggest that this enhancement may be driven by cortico-amygdaloid connections (Kissler et al., 2007) . Faster effects have also been reported in the N1 time domain (135-180 ms after word presentation) before normal lexical processing is thought to occur (Scott et al., 2009 ). This effect was enhanced for high frequency words, indicating that multiple exposures may turn the processing of linguistic emotional content into an automatic response.
The neuroimaging literature also finds a role for amygdala in the processing of emotional words. Isenberg et al. (1999) in a PET study reported increased blood flow in the amygdala in response to threat words (such as "torture" or "beat") relative to neutral words (such as "wash" or "instruct") even though these words were embedded in a Stroop task where the participants were instructed to report the color of the letters rather than the content of the words. Amygdala activation has also been found with positive words, e.g. "successful" or "happy" (Hamann and Mao, 2002; Herbert et al., 2009) . Furthermore, direct evidence exists for linguistic stimuli being able to alter neurotransmitter release in emotion related brain regions. In their study, Badgaiyan et al. (2009) contrasted a condition where healthy participants read either emotionally neutral words (such as "park" or "pencil") with a condition where they read words with emotional connotations (such as "fire" or "blood") while undergoing a PET scan with a dopamine receptor ligand ( 18 F-Fallypride). Dopamine release was found to increase both in left amygdala and in left inferior frontal cortex as a function of increased intensity. Lastly, intracranial recordings in epilepsy patients have also demonstrated amygdala activation related to subliminally presented emotional words (Naccache et al., 2005) . Together these data suggest that words may form direct long-term associations with structures relevant for processing emotions, to the extent that conscious awareness of having processed the words may no longer be necessary.
However, within narratives a one-to-one mapping between words denoting emotions and actual experienced emotion is rarely found.
Skinner famously tried to describe language processing in behavioristic terms: "If a verbal stimulus frequently accompanies some state of affairs which is the unconditioned or previously conditioned stimulus for an emotional reaction, the verbal stimulus eventually evokes this reaction" (Skinner, 1957, p. 154) . In his critique, Chomsky (1959) , pointed to the difficulty of a direct probabilistic mapping between linguistic stimuli and non-linguistic experiences, saying that according to this logic a person would not be able to respond appropriately to the utterance Your money or your life "unless he has a past history of being killed" (ibid. p. 46). One speculation could be that one function of narratives is to give people the opportunity to simulate exactly these experiences, but even if we allow for a transfer of emotional associations via other means than direct experience (e.g. through narratives) a Skinnerian approach to narrative emotions is still facing the problem that emotions in stories often are evoked without any mentioning of words directly describing emotional states or situations, e.g. a descriptive sentence like "the roulette landed on the number 25" may or may not be highly arousing depending on the context. Analogous to the fear conditioning circuit we therefore tentatively suggest that two routes to emotion also exist in emotional responses to narratives, a more "automatic" route, based on direct associations between reinforcers and descriptors (e.g. words and known scenes) and a more "cognitive" route, with dense contextual input. Evidence for the latter system comes from reading studies showing that readers do build elaborate representations of the emotions of characters in stories (De Vega et al., 1997; Graesser et al., 1994; Gygax et al., 2003) .
We may thus form the hypothesis that both kinds of processes exist in parallel and that experienced emotion resulting from listening to a story will tap into the same basic network of brain regions found to process emotionally relevant processes even in simple conditioning. Alternatively, the complexity of narratives might cause the emotions they evoke to rely on a completely different set of brain regions. This question, however, can only be addressed using real stories as experimental material.
Among the few studies that do study emotions in a greater narrative setting, both results and methods are highly mixed. Some use video clips (Decety and Chaminade, 2003; Hasson et al., 2004) , others auditory input (Ferstl et al., 2005; Sabatinelli et al., 2006) and some use reading paradigms (Jabbi et al., 2008) .
One influential study investigated inter-participant synchronization of BOLD activity during viewing of a motion picture (Hasson et al., 2004) . Widespread parts of the brain were found to synchronize across participants and cortical areas (around 30% of the total brain) in a nonselective manner. Using a reverse correlation approach the authors found that peaks in the BOLD responses for this non-selective component was primarily found during perception of "emotionally arousing scenes". How these findings translate to verbally mediated narratives is unclear. More problematic, however, is the fact that the authors' claim that these scenes are in fact arousing builds entirely on a heuristic analysis of the film clips that come out of the reverse correlation analysis. No attempts at qualifying what constitutes an arousing scene were made. Decety and Chaminade(2003) also used video clips in a PET study on sympathy. These video clips showed actors telling short (60-80 s) either sad or neutral stories with either appropriate or nonappropriate motor expression. Sad stories were found to yield increased blood flow in frontal cortices, including traditional language regions (left inferior frontal gyrus), motor and premotor regions as well as temporal poles and amygdala, bilaterally. Sabatinelli et al. (2006) studied narrative imagery using very short (12 s), verbally presented pleasant, unpleasant or neutral scenes. They found an effect of both pleasant and unpleasant scenes relative to neutrals in secondary auditory cortices and left middle frontal gyrus during listening to the stories. No effects of emotional valence were found. Left inferior frontal cortex and supplementary motor regions were found to respond more to emotional than neutral content during subsequent imagery of the same scenes. Ferstl et al. (2005) also had participants listen to short stories (approx. 40 s long). These either had an emotional or a temporal aspect (defined by the presence of an emotional or temporal target word towards the end of the narrative). In the emotional condition participants listened to the description of an emotional scenario and the target word towards the end would then be either congruent or incongruent with the scene, e.g. "she had never been so happy/sad in her life." In the "temporal" scenes the target word would either be temporally congruent or incongruent with the presented scene, e.g. after telling that a train would not arrive until 20 min later, the story could then go on to say that the passenger was "already waiting" at the platform. When data was analyzed as an event-related experiment with onsets for the individual target words a main effect of emotions was found in ventromedial prefrontal regions as well as amygdala and surroundings. When analyzed as an epoch-related study covering larger sections of the narrative, no results were found. This result is therefore in effect not distinguishable from single word studies. Jabbi et al. (2008) measured fMRI BOLD response while participants read stories (approx. 30 s per story) with either an emotionally neutral content or a content constructed to yield a feeling of disgust. Compared to stories with a neutral content the emotional stories yielded an increased response in left inferior frontal gyrus, and right frontal and temporal cortices. The authors of this study note, however, that one particular challenge when conducting studies of emotional narratives is that "it is difficult to know how the emotional state of the participants fluctuates during the reading of the scenarios" (p. e2939).
In our study, we aimed at investigating exactly these fluctuations, i.e. the neural responses related to experienced emotions evoked from listening to a whole narrative with its naturally fluctuating levels of impact. The Danish fairy tale "The Ugly Duckling" (Danish: "Den grimme aelling") by Hans Christian Andersen (1805-1875) was used as narrative material. The Ugly Duckling tells the story of an ostracized duckling who, after going through much hardship, matures into a graceful swan. The story is considered a Danish Classic and has been translated into many languages, including English (e.g. see http:// www.andersen.sdu.dk/vaerk/hersholt/TheUglyDuckling_e.html).
Continuous intensity and valence ratings from an independent sample were used to obtain a quantification of emotional variation within the text (Fig. 1) . The hypothesis was that emotionally intense parts of a verbally presented story would evoke an fMRI BOLD response in the network of brain regions found in single word studies and conventional studies of emotional conditioning.
We also aimed at studying emotional arousal by its link to responses from the autonomic nervous system (ANS). The ANS is subdivided into an excitatory sympathetic nervous system (SNS) and an inhibitory parasympathetic nervous system (PNS). Changes in the balance between sympathetic and parasympathetic influences on the emotional state can be studied using heart rate variability (HRV) measures (Appelhans and Luecken, 2006) . During arousal heart rate typically increases. This increase can be modeled as taking place in the low frequency (LF) domain of the variability, around 0.05-0.15 Hz whereas the parasympathetic influences can primarily be seen in the high frequency (HF), i.e. 0.15-0.4 Hz domain of the spectrum. The ratio between LF and HF can thus be used as an indicator of changes in ANS response during the story (Berntson et al., 1997; Malik et al., 1996) .
Methods

Rating study
The analysis of fMRI data was based on an independent rating study. A group of students from the Nordic Institute at Aarhus University (n = 53, 40 female, median age 23 years, age range: 19-48 years) rated the story for intensity and valence as part of a course in literary analysis. None of these students participated in the scanning study.
Narrative and procedure
A professional recording of The Ugly Duckling was used. This recording included the first 3115 words of the text, leaving out the two last paragraphs. These paragraphs were not considered essential for the story. The recording lasted 21 min. Sound was played in mono (sample frequency: 22050 Hz) using a laptop computer and attached loudspeakers. Participants were tested in two groups in classroom settings. They were each given a transcription of the story with a box at the end of each line. While listening, half the participants (n = 27) rated their experienced emotional intensity for each line in the text on a scale from 0 to 10. Participants were instructed that zero should indicate extreme boredom and ten extreme emotional arousal. The other half (n = 26) rated their valence experience on a scale from − 5 to 5. Participants were instructed that a rating of −5 should indicate strong negative emotions and 5 strong positive emotions. Five different transcriptions with line shifts at different places were used. Participants were instructed to focus on the story read to them and pay as little attention to the written text as possible. They were asked not to lag behind or read ahead during the testing session. If they detected no changes in experienced emotional intensity they were allowed to just write a dash for each line.
Data from the intensity ratings and the valence ratings were averaged to create time series that described the intensity and valence profile of the story across the 3115 words in the text (see Fig. 1 ). This revealed very consistent peaks both in the intensity and valence ratings (e.g. at words 1289, 1651 and 3097). Pair-wise correlations (Pearson's r) across the whole narrative, averaged over all possible combinations of raters revealed good inter-rater agreement (intensity: r = 0.489, valence: r = 0.431). We also measured inter-rater agreement across the text in rolling windows of 100 words. This was compared to the standard deviation of the mean intensity regressor in the same rolling windows. We found a strong correlation between these two measures (r = 0.904). This demonstrates that the mean intensity ratings have most variance (and thus most predictive power as model regressors) in segments of the text where the inter-rater agreement is high (see Supplementary Figure S1 ). The same analysis was conducted for the standard deviation of the mean valence ratings and the inter-rater agreement in rolling windows. Also here a strong correlation could be observed (r = 0.852).
A reverse correlation analysis (Hasson et al., 2004) enabled us to locate sentences in the text which were accompanied with local maxima in intensity rating, e.g. three representative peak intensity sentences (as defined by the rating study) read: "The ducks nipped him, and the hens pecked him, and the girl who fed them kicked him with her foot." (peak at word number 1289-see Fig. 1 and Supplementary Table 1); and "but at that very moment a fearfully big dog appeared right beside him. His tongue lolled out of his mouth and his wicked eyes glared horribly. He opened his wide jaws, flashed his sharp teeth," (peak at word number 1651-see Fig. 1 and Supplementary Table 1); and "it was no longer the reflection of a clumsy, dirty, gray bird, ugly and offensive. He himself was a swan!" (peak at word number 3097-see Fig. 1 and Supplementary Table 1 ). The two first sentences have clear negative emotional valence, whereas the last has a clear positive valence. See supplementary material, for a full description of the analysis and a list of peak intensity sentences.
fMRI study Participants
Permission for the study was obtained from the local ethics committee (Region Midtjylland, Denmark) and written informed consent was obtained from each participant. Twenty-six participants with no known neurological history took part (17/9 male/female; median age: 25 years, range: 20-47 years). Each received a 100 DKK payment per hour for participation. Gender was not considered important (Wallentin, 2009 ). All participants reported having Danish as their primary language. All participants were right-handed as measured by the Edinburgh Inventory (Oldfield, 1971 ; score range 80-100). One participant was excluded due to not performing above chance level in the post scanning memory test (see results in Memory test). fMRI data from one participant was lost due to a technical problem. Another technical problem caused physiological data to be discarded from three participants. Thus, heart rate data analyses (see Heart rate variability (HRV)) only include 21 out of the 24 analyzed fMRI participants.
Stimuli and material
Narrative. The same recording of The Ugly Duckling as that used in the rating session was used for the scanning experiment (see Narrative and procedure).
Memory test. Before and after the story, participants answered a multiple-choice test probing their detailed knowledge of The Ugly Duckling. Participants read 20 sentences from the narrative and chose for each between five possible completions of the sentence.
Procedure
After initial instructions and screening, participants were given the pre-scan test for knowledge about the story. They were then placed in the MR-scanner and scanned while listening to the story. The story started 12 s after the onset of fMRI acquisition and ended 12 s before the end of the scanning session. Stimuli were delivered through pneumatic headphones from Avotec (Stuart, FL USA). Participants were instructed to listen carefully to the story during which they would have to press a button four times whenever a voice, different from the one telling the story, uttered the Danish word "nu" (English: "now"). Immediately after the scanning session, participants were taken out of the scanner and given the memory test again. All participants confirmed being able to hear the story during scanning. Structural scans were obtained at a subsequent scanning session.
A 3 T General Electrics Medical Systems (Milwaukee, WI USA) MR system with a standard head coil was used to acquire both T 2-weighted gradient echo, echo-planar images (EPI) with Blood Oxygenation Level-Dependent (BOLD) contrast and T 1 -weighted structural images. Five hundred seventy EPI volumes were acquired per participant, not including the first 5 volumes that were discarded to allow for effects of T1 equilibrium. Whole brain coverage was achieved using 35 axial slices of 3 mm thickness with an in-plane resolution of 3 × 3 mm in a 64 × 64 voxel matrix (FOV 192 mm) . Images were obtained with a TR of 2200 ms, a 30 ms TE and a 90°flip angle. A high-resolution 3D GR T 1 anatomical scan was acquired for spatial processing of the fMRI data. It consisted of 256 × 256 × 134 voxels with a 0.94 × 0.94 × 1.2 mm 3 voxel size, obtained with a TR of 6.552 ms, a 2.824 ms TE and a 14°flip angle. Cardiac responses and respiration data were sampled continuously during scanning at 1000 Hz using the scanner equipment. Time stamps for each heartbeat were automatically generated.
Analysis
The two regressors of interest (emotional intensity and valence) were used as independent variables in the analysis of both heart rate variability and fMRI data. We also created an additional regressor, based on the valence ratings, which modeled valence as a bivariate measure, i.e. either positive or negative, not including degree of arousal (see Fig. 2 ). Heart rate variability (HRV). The high frequency (HF) components of the HRV signal (in the 0.15-0.4 Hz range) are thought to reflect parasympathetic modulation of the heart rate. Low frequency (LF) components of the HRV signal (in the 0.05-0.15 Hz range), on the other hand, are thought to reflect sympathetic nervous system, although this is more controversial since LF components have also been argued to contain a parasympathetic component, to some extent. Due to this concern, it has been argued that the ratio of LF to HF power constitutes the most appropriate index of shifts in biases toward sympathetic or parasympathetic control over cardiac function (Appelhans and Luecken, 2006; Berntson et al., 1997; Malik et al., 1996) . The LF/HF ratio regressors were constructed in the following way:
-Differences between time stamps for each heartbeat were used to generate a heart rate time series for each participant. This was first up-sampled to 10 Hz (using a linear interpolation methodinterp1.m in MATLAB) in order to achieve common samples points across participants. -Next a spectrogram (power-density as a function of time and frequency) was created on the basis of the up-sampled heart rate time course using the MATLAB function spectrogram.m. In order to achieve a smoothly varying signal we used segments of 200 samples (20 s) with an overlap of 199 samples, each segment was windowed with a hamming window of 20 s. This relatively short time window allows for a control over when a shift in HRV takes place while still allowing for a determination of frequency components with a 0.05 Hz resolution. The estimated frequency components from each window were considered as belonging to a time point in the middle of the time window (i.e. 10 s after the beginning of each time frame). This meant that there were no HRV measures for the first and last 10 s of the experiment. Since the scanning session started 12 s before the start of the story and ended 12 s after the end of the story, this procedure still enabled us to study the impact of the story on HRV across the whole story. -The power profiles for the first 2 non-DC frequency bins were then summed to create a LF time series and similarly the power profiles of the next 5 frequency bins were summed to create a HF time series. From these time series a LF/HF ratio time series were created. The LF/HF ratio time series was used as dependent variable in a multiple regression analysis using the high-pass filtered intensity and valence regressors (see above) as independent variables.
Analyses were performed using a two-level general linear model approach similar to that used in the analysis of fMRI data (Penny and Holmes, 2007; Worsley and Friston, 1995) . At the single subject level regression coefficients were estimated for each of the three predictors (using the glmfit.m function in MATLAB), and these beta-estimates were then each submitted to a group level random effects one-sample t-test.
Pre-processing of fMRI data. All fMRI image pre-processing and data analyses were performed using Statistical Parametric Mapping software (SPM8; Wellcome Department of Imaging Neuroscience, www.fil.ion.ucl.ac.uk/spm), implemented in MATLAB. Functional images were motion-corrected and registered to the first EPI image. The mean of the motion-corrected images was then co-registered to the individual's structural MRI using a 9-parameter affine transformation. The anatomical image was spatially normalized to the standard MNI space using the unified segmentation-normalization algorithm within SPM (Ashburner and Friston, 2005) with the resulting deformation field subsequently applied to the fMRI data. Finally, data were spatially smoothed with an isotropic 8 mm full width at half maximum (FWHM) Gaussian kernel to account for differences between participants.
Statistical analyses of fMRI data. Statistical analyses of fMRI data were performed using a two-level general linear model approach (Penny and Holmes, 2007; Worsley and Friston, 1995) .
Single subject analyses. The three regressors of interest (intensity, valence and valence bivariate) were convolved with the standard HRF, resampled to the sampling frequency of the scanner and high-pass filtered (128 s cut off) before being used in a multiple regression SPM analysis. The HRV LF/HF regressor (see above) was also resampled and included.
Due to the assumed relationship between emotional responses and physiological variables that are known to cause artefacts in the fMRI signal, such as cardiac pulsation and respiration, studies like the present are under a great risk of reporting false positives directly caused by these physiological effects (and not by their neurological causes). It is therefore important to filter these effects out prior to analysis of emotional effects. In this experiment nuisance effects were factored out using a nuisance variable regression approach (Lund et al., 2006) . This approach includes regressors based on cardiac and respiratory oscillations (Glover et al., 2000-see also Figure S2 for an illustrative example) and six motion parameters (Friston et al., 1996; Lund et al., 2005) in addition to the SPM8 standard discrete cosine set high-pass filter (128 s cut off). Sound intensity was modeled by taking the total power of the sound file frequency spectrum in time bins corresponding to each TR and convolving the resulting time series with the standard hemodynamic response function in SPM. We further added a regressor with the onsets for all words in the text, convolved with the standard HRF together with a parametric modulation of the log-frequency of all words (frequency defined within the text).
To model word co-occurrence effects (Wallentin et al., 2009a; Wallentin et al., 2009b) , we made onset regressors for all distinct words, convolved with the standard HRF. These regressors were then subjected to a principal component analysis and the 10 first components from this procedure were added to the set of regressors. Changes in level of action/dynamism in the text were also factored out using a separate regressor (Wallentin et al., in press) . With an approach similar to that reported by Zacks et al. (2009) two independent raters tagged each clause in the story for whether it contained a finite motion verb or not. We did not distinguish between use of motion verbs in "factive" and "fictive" contexts (Talmy, 2000) as these have previously been found to yield comparable neural responses (Wallentin et al., 2005) . Inter-rater agreement was high (r = 0.84) and discrepancies were solved by discussion. The resulting regressor with onsets and durations for each motion verb clause was convolved with the standard HRF and added to the collection of nuisance regressors. Lastly, onsets from the four button press events convolved with the HRF were each modeled with three separate regressors (HRF plus temporal and spatial derivatives).
The three regressors of interest were orthogonalized to all other modeled effects (see above) using the serial orthogonalization procedure embedded in SPM (spm_orth.m). This means that only effects which could not be modeled by any of the nuisance regressors would be picked up by the emotional intensity and valence regressors.
Additional analyses were performed to investigate the effects of extreme values in our regressors and to check for effects of multicollinearities. In order to investigate if the effects observed from the intensity and valence regressors were caused by extremes or outliers in the regressors, we conducted an analysis were extremes were removed by running a median filter (medfilt1.m in MATLAB) over our regressors with a window size of 10 samples. All main results were also found using these regressors, indicating that extremes are not responsible for our findings. We also performed an analysis using the squared valence ratings. Again, a positive finding here would argue in favor of extreme intensity carrying the effect. This analysis did not yield any significant results.
We found that the regressors of interest were correlated to a certain extent (see Table 1 ). We therefore conducted an analysis investigating if multi-collinearities might have affected our main results. The level of correlation between our intensity and valence regressors could potentially cause uncertain beta-estimates at the first level. We therefore conducted an analysis where we used the two principal components derived from the two regressors, representing the common variance and the difference (see Supplementary Figure S3 ). Effects from the two original regressors were put together again at the 2nd level analysis by adding and subtracting the two principal components. Again, main results were identical to those obtained using the original regressors (see Supplementary Figure S4 ), suggesting that multicollinearites did not affect beta-estimation to any great extent.
Group effects. Two random effects analyses (Penny and Holmes, 2007) were conducted as one-sample t-tests in SPM8 using the estimated intensity and valence beta-images for each participant. Significance threshold was set to p b 0.05, FDR-corrected for multiple comparisons, cluster size N25 voxels. Putative anatomical regions were located using the WFU (Wake Forest University School of Medicine) Pickatlas (Maldjian et al., 2003; Maldjian et al., 2004) referencing the aal atlas (Tzourio-Mazoyer et al., 2002) . Initial 2nd level analyses included the pre-and post-scanning memory test scores (see below) as covariates. As these did not yield any significant results they were removed again.
Results
Memory test
Participants had a median pre-scan memory test score of 7 (range 3-16) and a median post-scan score of 17 (range 8-20) . A score of 8 does not exceed chance level, and this participant was subsequently excluded from all further analyses. The new median post-scan score was 17 (range 14-20). All participants improved from the initial test to the post-scan test.
Heart rate variability data
Initially we created one representative measure of heart rate variability across participants by taking the median of normalized LF/HF ratio measure across participants. A significant Pearson correlation was found between this median HRV and intensity (r(12340) = 0.25, P b 0.001) and an anti-correlation was observed for the valence measure (r(12340) = −0.2, P b 0.001) (Fig. 3) . To enable inference on a population basis, one-sample t-tests on the beta-estimates from singleparticipant regressions were performed. These revealed that the LF/HF power ratio time series was significantly correlated with the intensity measure across participants (t(20)= 3.00, P b 0.01) whereas only a trend, but no significant correlation, was observed for valence (t(20) = −1.78, P b 0.1). The same was true for the bivariate valence measure (t(20) = − 1.64, P b 0.12) (Fig. 3) .
fMRI data
The random effects analysis of the intensity effects resulted in marked bilateral temporal, inferior frontal and premotor cortex activation as a function of increased intensity. While both were bilateral, temporal cortex components were most pronounced on the right side while frontal components were more pronounced in the left hemisphere. Along with this we observed an activation in the right amygdala and a bilateral activation in the medial posterior part of the thalamus (medial geniculate body) together with activations in posterior parietal cortex (Table 2, Fig. 4) .
Based on our hypothesis we conducted a region of interest analysis with a small volume correction for the left amygdala. This analysis yielded no additional significant results.
There were no significant effects of the original valence regressor, neither positive nor negative. The bivariate version of the valence regressor (see Fig. 2 ) yielded a positive effect in a pattern of regions, including medial frontal, bilateral temporoparietal regions and precuneus (see Table 2 and Fig. 5 ). These regions are often referred to as "the default network" (Raichle et al., 2001) . Activations in primary language cortex (Broca's region) were also observed. ROI analysis in the amygdala yielded no significant results for either of the two valence regressors.
We found no significant fMRI effects from the HRV regressor.
Discussion
In this experiment we studied emotional intensity and valence experienced when listening to a story. A group of independent raters were used to obtain continuous measures of experienced emotional intensity and valence while listening to The Ugly Duckling by H.C. Andersen. These measures were used to model both heart rate variability responses and the BOLD signal from the fMRI study using the same story as stimulus. We found that intense parts of a story yielded comparable shifts in the low frequency/high frequency power ratio in the HRV signal. These shifts are thought to reflect changes in the sympathetic and parasympathetic control of heart rate (Appelhans and Luecken, 2006; Berntson et al., 1997; Malik et al., 1996) . This indicates that intense parts of the narrative are accompanied by an increased sympathetic response. The negative correlation between our HRV measure and the valence regressor (see Fig. 3 ) seems to suggest that this primarily reflects the parts with negative emotions, but this may also be due to the fact that these were overall more intense than the positive parts. The stronger correlation for the intensity measure supports an interpretation where it is intensity, regardless of valence, which causes arousal, as measured by changes in HRV. We also found that intensity was accompanied by BOLD responses in the network of brain regions known to process conditioned emotional responses from auditory stimuli (LeDoux, 2000 (LeDoux, , 2007 . These regions include temporal cortices, thalamus (medial geniculate nuclei) and amygdala. Our results therefore suggest that these structures may also be involved in processing the emotional experiences evoked by stories. These findings are consistent with single word studies (see Introduction) and also corroborate findings from studies of narrative emotion of which some found amygdala activations (Decety and Chaminade, 2003; Ferstl et al., 2005) and others found temporal activation (Decety and Chaminade, 2003; Jabbi et al., 2008; Sabatinelli et al., 2006) . We believe, however, that we are the first to show the whole network linked to emotional processing of sound stimuli, including the thalamic nuclei, known to project directly to the amygdala. This indicates that even though narratives form very complex relationships between verbal content and emotional impact, the underlying basic emotional circuitry responsible for processing the emotion is similar to that found in simple conditioning experiments. This network of activations was coupled with increased activation in other cortical regions, including language areas, such as left inferior gyrus and left posterior temporal cortex, and motor cortices (Fig. 4) . This more extended network of activity is consistent with a dual route hypothesis, involving also more contextualized emotions (see Introduction).
Primary language regions, such as left inferior frontal cortex have been found to increase their BOLD response as a function of increased linguistic processing cost or integration error (Christensen and Wallentin, 2011; Fiebach et al., 2005; Hagoort et al., 2004; Wallentin et al., 2006; Xu et al., 2005) . In ERP research, increased emotional Fig. 3 . Heart rate variability. Left-top: normalized median low frequency/high frequency power ratio across participants reflecting changes in sympathetic/parasympathetic neural bias (line) showing a clear correlation with intensity ratings across the story (dashed line). Left-bottom: an anti-correlation was observed for the valence regressor, suggesting that it was the negative parts of the story that were primarily associated with the physiological response. Right: intensity was also found to be correlated with LF/HF HRV ratio when analyzing each participant individually and conducting a random effects analysis across participants. Both valence measures revealed non-significant trends. **: P b 0.01. intensity has also been found to be correlated with increased processing costs (e.g. Kissler et al., 2007) as measured by the increased deflection of the potentials. This raises the question of causality. Do the primary linguistic responses cause the amygdala responses or vice versa? The fact that high frequency emotional words may be accompanied by increased processing already in the prelexical time domain (Scott et al., 2009) points to the fact that fast mappings may exist that surpass cortical processing, such as those observed in conditioning, and that these may account for some of the effect, i.e. suggesting that the causal arrow goes from amygdala to language cortex. According to this line of thinking the emotional response may then be followed by enhanced attention (Dolan, 2002; Lewis, 2005) which then subsequently causes enhanced linguistic processing. This interpretation is consistent with two of the studies on narrative emotions reviewed in the introduction (Decety and Chaminade, 2003; Jabbi et al., 2008 ) that both find increased activity in left inferior frontal gyrus as a function of emotional content. This interpretation is also consistent with findings showing that amygdala also modulates condition-specific activity in other cognitive modalities, such as visual cortex, e.g. during processing of emotional faces (Rotshtein et al., 2001) . One could, on the other hand, argue that it might rather be something in the linguistic structure of the narrative that imposes an increased cost which is then followed by an emotional response, i.e. increased linguistic processing cost may in itself, regardless of content, also be enhancing arousal, suggesting that the causal arrow could go from language cortex to amygdala. Increased syntactic complexity, for example, has been found to affect pupil size, indexing sympathetic arousal (Just and Carpenter, 1993; Schluroff et al., 1986) . Another avenue for investigating effects of structural complexity on arousal is music. Processing of increased rhythmic complexity, such as polyrhythms, has been found to involve language cortex and is followed by the experience of increased tension, both during comprehension and production (Vuust et al., 2006; Vuust et al., 2011) . The present study was not designed to determine whether amygdala causes language cortex to activate or the other way around, but we suggest that the two options may not be mutually exclusive.
The fact that we find motor regions activated for the emotional scenes is likely to reflect that some of these scenes contain descriptions of physical action and danger (e.g. see examples above and in Supplementary Table S1) . A number of studies have documented the involvement of premotor cortices in the processing of language related to action (Boulenger et al., 2006; Hauk et al., 2004; Jeannerod, 2008; Kemmerer et al., 2008; Pulvermüller et al., 2005; Tettamanti et al., 2005) , also during processing of narratives . In the data analysis we factored out signal arising from action verbs (Wallentin et al., 2005; Wallentin et al., in press ). The observed signal, therefore, is unlikely to arise due to a confound between intensity and story dynamism per se. Hearing about characters moving from one place to another does not in itself cause emotions. It is, however, perhaps not surprising that certain types of narrative arousal are linked to descriptions of action. The notion of "action film" illustrates this point. When looking at the emotional valence as analyzed using a bivariate regressor, targeting only whether the emotion was positive or negative and not the level of arousal, we found that positive emotions were accompanied by increased activation in a network including precuneus, bilateral temporoparietal regions and medial orbitofrontal cortex (Fig. 5) . This network is often labeled the "default" network, because it has been found to increase activation in the absence of attention demanding tasks (Raichle et al., 2001; Shulman et al., 1997) . The orbitofrontal brain region has also frequently been linked to emotional processing (e.g. Bechara et al., 2000; Dalgleish, 2004) , in particular hedonic experiences (Kringelbach, 2005; Kringelbach et al., 2008; Kringelbach and Rolls, 2004) . There may thus be multiple explanations for this finding. One could be that on average the positive parts of the story are less arousing and thus potentially less attention demanding. The effect may also reflect processes directly related to positive experiences. More experiments are needed in order to determine which of these interpretations are correct.
The observed activations are unlikely to be accounted for by artefacts caused by sound intensity variation, cardiac pulsation, respiration or head motion, that often accompany emotional experiences as these effects were all removed in the analysis (see Single subject analyses). We note, however, that this rather conservative approach may result in false negatives. There may thus be activated regions that we do not discover with the present analysis. This may explain why we only observe amygdala activation in the right hemisphere.
The study uses a widely known story as test material. This introduces the question of what role familiarity has in modulating emotions during story comprehension. For example, it has hardly come as a surprise to any of the participants that the duckling turns into a swan towards the end of the story. This is common knowledge for all Danish speakers and indeed probably across much of the world. This may of course change the emotional response to that aspect of the narrative compared to that of a naïve listener. Expectancy and experience has been found to alter semantic processing (e.g. Dien and O'Hare, 2008; Kutas and Hillyard, 1984; Obleser and Kotz, 2010) and emotional appreciation (e.g. Hargreaves, 1984) . However, the same applies to the participants in the rating study. Their experience with the story can on average be assumed to be equal to the participants in the scanning study and their intensity rating should thus reflect the intensity experienced by the average young healthy adult Danish listener given his or her prior exposure to the story. Crucially, this does not mean that the average listener knows the story in great details, as our memory test conducted before scanning shows. Most participants actually only have a quite superficial knowledge about the intermediate parts of the story. The memory test in itself probably enhanced attention to the specific sentences that were probed in the test. However, these were not correlated with emotional aspects of the story, e.g. one question asked which language was spoken by the stork in the beginning of the story, another asked about what kind of beating the duckling got and yet another asked about the name of the hen. These questions, in other words, neither specifically targeted the emotional parts nor did they avoid them. We are therefore confident that the putative effect of the initial test on subsequent brain activity is independent of the emotional effects reported in the present paper (Table 3) . Nevertheless, individual differences in prerequisites may of course add noise to the data. However, including the memory tests in analyses of brain imaging data did not yield any significant effects and did not improve the t-statistics for the effects of interest. These covariates were therefore removed from the final analysis and given that we still have significant results in the emotional network hypothesized to be involved in the experience of intensity, we conclude that using a known story did not influence our study in a negative way.
Lastly, it may be pointed out that emotional responses to narratives always to some degree will be based on personal experiences, real or experienced through fiction, e.g. a story about war will be received differently depending on the listener's own experiences with war and war stories. Processes related to memory and satisfaction of predictions are thus integral to any story processing.
Searching for HRV LF/HF ratio effects in the fMRI data yielded no significant effects. There may be several reasons for this. First, the HRV signal may have been removed by the nuisance regressors filtering out heart rate and respiration. This, however, seems not to have been the case to any great extent. The HVR regressors maintained on average approximately 90% of their variance after being orthogonalized to the nuisance regressors. Second, HRV is a noisy measure in itself at the individual level with the used temporal resolution. Moreover, the time constants of the transfer functions from the assumed cause in the central nervous system to measured HRV change and back to observed BOLD response are not, to our knowledge, well-described in the literature. It is therefore not clear, which response function the HRV regressor should be convolved with to get the expected fMRI signal. Among the papers that investigate neural causes of HRV none explicitly deals with this question (Critchley et al., 2003; Lane et al., 2009; Napadow et al., 2008) . A thorough investigation of this important issue, however, is beyond the scope of the present article.
Conclusion
In conclusion, we find that emotional experiences, evoked within an ecologically valid, linguistic narrative setting, can be measured by corresponding physiological signs of arousal in terms of heart rate variability alterations reflecting increased sympathetic nervous response and changes in BOLD responses in temporal cortices, medial geniculate nucleus of the thalamus and right amygdala. This is the same pattern of brain regions found to process simple conditioned responses from auditory stimuli and it therefore supports the assumption that the underlying cognitive processes are at least partly overlapping. 
