Recent commentary has downplayed the growth dividend from international financial integration, highlighting the possibly negative correlation between capital inflows and long-run growth. This paper presents new evidence consistent with standard economic theory and a more benign interpretation of cross-border private capital flows. The key observation is that a country's growth volatility changes over time. With volatility below a threshold, an inflow of foreign capital has promoted growth. However, during periods of volatile growth, more flows have been associated with slower growth. Volatility levels and changes reflect an interaction of domestic production and institutional structures with global factors.
Introduction
By definition, developing countries are short of capital. As such, they stood to benefit from the large inflows of international capital that came online in the 1980s and 1990s; but apparently they did not. In a recent survey, Kose et al. (2006) find little robust evidence for long-run growth benefits from global capital inflows. They suggest instead that international financial integration brings collateral benefits-greater financial development and better macroeconomic policies-but these do not necessarily or immediately translate into superior growth outcomes. Prasad et al. (2006) go a step further. They conclude that developing countries grow faster when they rely less on foreign capital, as revealed by a positive relationship between current account surpluses (capital outflows) and average growth ( Figure   1 ). The implication then is that international capital may even hurt economic growth in poor countries.
1 This determination has acquired the status of a "stylized fact" and is now the cornerstone of a growing theoretical literature (Gourinchas and Jeanne, 2007; Benhima, 2008; Devereux and Sutherland, 2009; Sandri, 2010 ).
Yet some are not persuaded by the emerging consensus. They seek to identify the conditions that generate social value in moving capital from rich to poor countries. Eichengreen (2007, p. 1) has remarked that "…capital flows are something about which it is especially hard to make unconditional statements…" In particular, the effectiveness of capital flows may increase continuously with some conditioning characteristic: for example, Arteta et al. (2003) conclude that greater policy reform allows more gains from capital account liberalization. Similarly, Borensztein et al. (1998) and Alfaro et al. (2004) respectively, show that FDI is more effective in countries with a more educated workforce and stronger financial 1 The Chinese example, a fast-growing exporter of capital, is misleading. In fact, China lies well above the regression line in Figure 1 . This reflects a variety of factors which have contributed to the extraordinary growth performance of China (the same is true of other East Asian economies, Korea and Malaysia). When this extraordinary dimension is controlled for, China's growth is higher with capital inflows, as we show below.
volatility zone, they receive capital flows largely in the form of private capital and these higher inflows are, in fact, associated with higher growth. This relationship holds in the cross-section and in GMM models that potentially account for endogeneity. Interestingly, the aggregate capital inflows/GDP ratio has not necessarily been lower in the high volatility regime: rather, in the high regime, capital arrives mainly in the form of official aid, which (as Deaton, 2010 summarizes) is not associated with higher growth.
Our findings are related to a recent paper by Alfaro et al. (2010) . There the authors argue the negative correlation between capital flows and growth, reported in Kose et al. (2006) and Gourinchas and Jeanne (2008) , is driven principally by depressed growth in aiddependent countries, as well by a few fast-growing capital exporters in Asia-notably China.
Once aid flows are purged from current account data and the Asian outliers are removed, Alfaro et al. (2010) argue that a positive correlation re-emerges. Attempting to purge official financing from current account data however is not trivial and has yielded mixed results. Gourinchas and Jeanne (2008) for instance report a negative correlation between capital flows and productivity growth even when capital flows are netted of foreign aid. 4 Our findings are in agreement with Alfaro et al. (2010) ; flows from official and private sources have differing effects on growth. However, the productivity of capital, even when it is primarily from private sources, varies across volatility regimes. Thus while the composition of the current account matters, it does not offer a complete explanation for the large variations in the relationship between capital flows and growth across countries and over time.
Finally, there is the question whether volatility itself is elevated by capital inflows, in which case our results would lose their force since higher volatility would only be a proxy for larger capital inflows and their harmful impact on growth. Our results show that the quality of institutions is just one of a constellation of factors that combine to determine overall volatility in a country. Rather a country's volatility arises from the interaction of its location and institutional features with global factors. Location is important because it is associated with production diversity (Malik and Temple, 2009) . Conditional on these country characteristics, the level and changes in volatility are, to a large extent, the consequence of specific external factors most germane to the economy's external transactions including global growth, interest rates, and commodity prices (Burnside and Tabova, 2010) . Once these considerations are accounted for, international capital flows do not add to the explanation of either the crosssectional or within-country variation in volatility. Thus, volatility regimes-and with it the effectiveness of capital inflows-can change for exogenous reasons.
The remainder of this paper is organized as follows. To persuade the reader that our results are not the outcome of a particular sample or methodology, in Section 2, we trace the evolution of results from the benchmark regression of Prasad et al. (2006) through variations that highlight the role of volatility. In particular, we find that maximum likelihood estimates, as distinct from standard OLS, support a strongly positive role for capital inflows. This difference stems from the fact that maximum likelihood estimation places lower weight on high growth-volatility observations, reducing their influence in the determination of the coefficients. But since maximum likelihood is expected to increase efficiency and not correct for bias, we interpret the difference between the OLS and maximum likelihood results to signal a misspecification.
The intuition for this statistical finding is developed in Section 3 by identifying a volatility threshold that differentiates two regimes: one where volatility is low and foreign capital is productive, and one where it is high and foreign capital has little growth impact. We also report that conventional distinctions between good and bad institutions do not differentiate the productivity of international capital. In Section 4, GMM results are used to address the endogeneity concern. Here we also report results for private and official flows.
The distinction between low and high volatility regimes continues to be robust.
In Section 5, we examine the determinants of growth volatility. Our analysis, which is based on two recent papers- Malik and Temple (2009) and Burnside and Tabova (2010)- identifies structural characteristics important for understanding cross-country differences in volatility. However, conditional on these characteristics, growth volatility is a function of external drivers, which are largely exogenous. Section 6 concludes.
Specifying the Growth-Capital Flows Relationship
The empirical basis for the capital flows-growth relationship is the standard cross-country growth equation:
Here is the average long-run growth rate of real GDP per capita in country , is a set of controls, and is a measure of the average capital inflow in country . In Prasad et al. (2006) this measure of capital flows is the size of the current account surplus. When countries run a current account surplus, they export capital and when they run a deficit, they receive foreign capital to finance that deficit. Foreign capital inflows may take the form of private investment, portfolio equity, or credit flows; supplemented by loans from official agencies.
The controls for other growth determinants are the usual suspects-initial income, life expectancy, trade openness, fiscal balance, and institutional quality.
We begin by trying to reproduce the Prasad et al. (2006) findings before considering a number of extensions. Since a current account surplus measures an outflow of capital, a positive coefficient on the current account implies that larger outflows are associated with higher growth. There are two main differences between our replication effort and the Prasad Column 1 in Table 1 reports the Prasad et al. (2006) results and column 2 reports our version of their specification. The comparable coefficients are of similar magnitudes, differences in statistical significance notwithstanding. They find that a decline in the current account-to-GDP ratio of one percent (i.e., an increase in the capital inflows-to-GDP ratio) is associated with a 0.1 percentage point drop in the average annual growth rate. From this they conclude that capital inflows hurt rather than help growth. Although with a smaller t-statistic, we find a coefficient of 0.06, supporting their result.
The adverse relationship between capital flows and growth is particularly characteristic of heavily aid-dependent countries, which are developmentally weak (Deaton, 2010) . This is evident in column 3, where we omit countries with average aid flows exceeding ten percent of GDP. That brings the sample down from 87 to 61 countries (see Table A .2, Data Appendix), and the significance of the current account coefficient
disappears. Yet, while capital flows no longer appear detrimental to growth, they do not appear to promote growth either. In particular, when we consider private and official sources of financing separately, we find that the coefficient on private capital is positive, but the relationship is far from statistically significant (column 4). Foreign aid on the other hand appears to be negatively associated with growth and that relationship is statistically significant (column 5). Thus, while our results are consistent with the distinction that Alfaro et al. (2010) make between private and official flows, we do find that this differentiation by itself solves the puzzle.
Dealing with heteroscedasticity reveals misspecification
Typically, when estimating cross-country growth regressions, the average growth rate over the entire period is regressed against initial values or averages of covariates. But is averaging necessary for identifying long-run relationships and is it the most efficient use of data? When data are heteroscedastic, the answer is "no." Growth datasets are panels, providing a time dimension (as well as one that spans countries), and therefore a basis exists for estimating the heteroscedasticity in the errors. It is surprising then that OLS and not GLS is the standard econometric framework for growth-analysis.
A notable exception to the common approach is the important contribution by Ramey and Ramey (1995) . In their study on the link between output volatility and growth, volatility matters not only because it is a determinant of long-run growth, but also because it suggests scope for improving estimation efficiency. To this end, they regress annual growth rates against a set of country-specific growth determinants using a maximum likelihood procedure that simultaneously exploits the time series variation in growth (to estimate growth volatility)
as well as the cross-country variation in explanatory variables.
We adapt the Ramey and Ramey (1995) framework to estimate the following model:
where , is the annual growth rate in country for 1,2, ….61 at time for 1980, 1981,…,2003 . The explanatory variables retain their cross-sectional nature: hence the growth determinants, , vary only across countries, and, thus, is the average size of the current account balance for country . The innovations to growth, , , are assumed to be normally distributed with mean zero and standard deviation, , , which, as in Ramey and Ramey (1995) , varies across countries but-distinctively in our case-also over time. We allow for five non-overlapping time intervals: =1980-84, 1985-89, 1990-94, 1995-99, and 2000-03. Volatility is allowed to change from one interval to another but stays the same within each interval.
To help the reader appreciate the evolution of the results, we present these in a number of steps. First in column 1, of Next, in columns 2 and 3 of Table 2 , we present the maximum likelihood estimates as in Ramey and Ramey (1995) , i.e., allowing volatility to vary only across countries. Now, the sign on the coefficient on the current account balance, suggestively, does change. However, the relationship appears little more than statistical noise. Note that our results are consistent with Ramey and Ramey's finding that higher volatility is associated with lower growth.
The important departure is when we estimate the system 2(a)-(b) allowing volatility to vary not only across countries but also over five-year intervals. In column 4, the covariates are retained as country averages or initial values. The coefficients on income, life expectancy, trade openness and institutional quality are comparable to the earlier regressions. The effect of the current account, however, is very different: the negative coefficient has a larger absolute size and is marginally significant at the 10 percent level. In columns 5 to 8, the covariates also vary over five-year periods, 6 thus the emphasis shifts from a long-run to a medium-term analysis of growth. In these specifications, capital inflows show a strong relationship with higher growth, one that is significant at the conventional 5-percent level.
Thus capital inflows may actually help, as the simplest economic theory leads us to expect.
But why are these results so different from those of Prasad et al. (2006) changes steadily from positive to negative (and significant). Thus, we might conjecture that the models relating capital flows and growth are misspecified, which, in turn, imparts a bias to the estimates. In particular, these results suggest that the relationship between the current account and growth is a function of the volatility of growth. Hence, an estimator that places more weight on observations for which the conditional variance of growth is low will tend to isolate a relationship that only holds during those country-periods.
Moreover, volatility can change significantly within countries. This is evident from 6 Since the institutional quality index (taken from Hall and Jones, 1999) is measured around 1985, this variable is unchanging over time. Also, due to the paucity of annual fiscal-balance data, we use a country average for this variable. Thus both our measures of institutional quality and fiscal imbalances are country-specific and do not exhibit any variation over time.
time varying and if a positive relationship between capital flows and growth only holds when volatility is low, then a division of the sample along country lines will not isolate the capital flows-growth relationship. This is evident from maximum likelihood regressions (Table 2, columns 2 and 3) where we allow volatility to vary only across countries. Some countries receive greater weight, while others with higher average volatility receive lesser weight. The relationship between capital flows and growth is not revealed precisely because capital does not always have a beneficial growth impact in a particular country. This contrasts sharply with the results in Table 2 , where volatility is allowed to vary over time and the coefficient on the current account is negative and significant.
To be sure, the inference from the above exercise should not be about the appropriate methodology. Rather the findings are suggestive that the specification of the growth equation is suspect. In particular time-varying volatility should belong in this equation as a variable that conditions the impact of capital flows.
Alternate specification
If the issue is one of misspecification, then re-specifying the model to account for the variation in the relationship between the current account and growth should yield consistent results, even when the method of estimation is OLS. Below we take this approach. In particular, we regress the average growth rate, , , in country in period (for =1980-84, 1985-89, 1990-94, 1995-99, and 2000-03) against average and initial values of our controls, the average size of the current account, , , as well as a measure of volatility, , , and a term that interacts the current account with volatility. The measure of volatility is obtained from the model estimated in column 7 in Table 2 . The results are presented in Table 4 .
Simply interacting the current account with growth-volatility does not reveal a statistically meaningful relationship (column 1). This could be because the proper specification of the interaction may be nonlinear. Hence, in columns 2 to 4, we consider interactions between the average size of the current account balance and dummies for whether volatility lies below the 25 th percentile (column 2), below the 50 th percentile (column 3) and below the 75 th percentile (column 4). Our results suggest that when volatility is high, the capital flows-growth relationship is weaker. This differentiation is most evident when the top quartile (the highest 25 percent volatility outcomes) is contrasted with the bottom three quartiles. For the top quartile, growth is positively correlated with the current account, i.e., countries exporting more capital grow faster (a one-percentage point increase in the capital inflows-GDP ratio is associated with 0.159 percentage points lower growth). However, countries in the bottom three quartiles benefit from additional flows: a one percent point increase in the capital inflows-to-GDP ratio translates into a growth rate that is 0.075 percentage points higher (Table 4 , column 4). The relevant coefficients are significant at the 7-8 percent confidence level rather than the conventional 5 percent level.
In sum, the evidence presented in this section leads to two significant considerations.
First, time-varying volatility conditions the relationship between capital flows and growth.
Second, the variation in volatility is particularly germane when volatility exceeds a (relatively high) threshold: volatility must be in the top quartile to influence that relationship, but then it does so in a significant way. These results are consistent with threshold effects in the current account-growth-relationship, though they are not based on a formal statistical test for such a hypothesis. In the next section, we provide a more rigorous treatment of threshold effects.
Volatility Thresholds
To test if the capital flows-growth relationship is characterized by threshold effects in volatility, we estimate the following nonlinear growth model:
This specification allows the effect of the current account, , , on growth, , , to vary with growth-volatility, , . As before, the subscript indexes countries and denotes one of the following time periods: =1980-84, 1985-89, 1990-94, 1995-99, and 2000-03. , , is an indicator function that allows the relationship between , and , to change when , exceeds a threshold, . Although is unknown it can be estimated (see Hansen, 1996; , however under the null hypothesis of no threshold, is unidentified. Accordingly the distributions of classical test statistics are non-standard. Nevertheless a test of the null can be formed and p-values can be computed by bootstrap (see Hansen 1996; .
Below we test this null, i.e., the hypothesis : against the alternative : . Since our focus is on a threshold in the current account-growth relationship, we have imposed the restriction that other model parameters are constant across regimes. This restriction is in the spirit of the empirical results reported above, which show that only the capital inflows-growth relationship changes in a meaningful way with volatility.
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The evidence strongly favors a split based on volatility; the null hypothesis is rejected with a p-value of 0.02. The split occurs when the standard deviation of growth crosses 5.35 percent of real GDP per capita (Table 5 ). This is a high threshold; only 25 percent of observations belong to this high volatility regime. Since the low-and high-volatility group regressions are jointly estimated with the threshold using OLS, there is now no weighting of 8 We follow Hansen (1999) in constraining the slope coefficients on a subset of the model variables to be the same across the regimes. This focuses attention on the variable of interest, i.e., the current account. Thus any evidence of a threshold is based solely on the additional explanatory power provided when we allow the effect of the current account to change across regimes.
observations by time-varying volatility as was the case in our exploratory exercise above. In the low-variance regime, an inflow of capital of one percent of GDP is associated with a 0.094 percent increase in the growth rate. In the high-volatility regime capital inflows accompany a sharp reduction in growth. These results are depicted also in Figure 2 . Notice that while China is an "outlier" in cross-sectional regressions, indicating some omitted factors that explain Chinese performance, once these are put into the black box of country fixedeffects, Chinese growth is positively correlated with capital inflows in the low growthvolatility regime and negatively correlated with capital flows in the high volatility regime.
Thus, not taking into account China's special growth drivers, leads to misinterpretation of that country's relationship with capital flows.
If instead, we separate countries by an institutional threshold (columns 3 and 4), the coefficient on capital flows is not significant at the 5 percent level in either the low or the high institutions regime. Thus, institutions do not differentiate countries by the productivity of capital flows; indeed there is no statistical basis for rejecting the null (p-value of 0.54). By contrast, the case for a threshold in income is somewhat stronger. In poor countries, with percapita income less than $2350, capital flows have negative effects on growth; and this relationship is statistically significant. In richer countries, the relationship between capital inflows and growth is unclear. However, these differences are not sufficiently large to reject the null hypothesis of no threshold in income (p-value is 0.2).
The quality of institutions and average per-capita income are only marginally lower in the high volatility group [see Panel A of Table 6 where we sort the 298 observations (=61 countries*5 periods-7 missing observations) by low and high volatility]. A large number of countries fall in both low and high volatility regimes over the 24-year span of our data. Slowmoving variables such as institutions and income do not change with these large volatility movements. While private capital flows are clearly higher in the low volatility regime, total inflows across the regimes are similar (in fact, aggregate capital flows are somewhat larger in the high volatility regime) because of the size of official flows in the high volatility regime.
Another helpful differentiation of countries is by the number of periods spent in the high-volatility regime [Panel B of Table 6 and Figure 3(a) ]. In our 61-country sample, 26
countries were in the low volatility regime throughout. Of the other 35 that experienced high volatility for at least one period, Suriname had four periods of high volatility and the Republic of Congo and Zimbabwe experienced high volatility throughout. Thus, the bulk, 32
countries, experienced high volatility in three periods or less. The incidence of high volatility was not however disproportionately concentrated in any specific time period [Figure 3(b) ].
Countries in a high volatility regime for fewer periods are richer and have better institutions (the exception are countries with only one period of high volatility which perform better on some dimensions than countries with zero periods of high volatility.) As the number of volatility periods increases, the ratio of private capital flows to GDP decreases; with the exception of the last group of three countries with either 4 or 5 periods of volatility where private capital flows are rather high. In this group, Suriname and the Republic of Congo, have large commodity-producing sectors that attract sizeable private capital flows. However, their heavy reliance on commodities implies that private investment is directed to small enclaves while the broader economy remains underdeveloped and subject to high volatility. Finally, the group with zero periods of high volatility has somewhat high foreign aid flows but, thereafter, the ratio of aid flow-to-GDP increases with the number of periods of volatility.
In Table 7 , we present another set of regressions, where observations are organized by the number of periods a country falls into the high volatility regime. Column 1 includes only countries with zero periods of high volatility. Here simple OLS suggests that capital inflows are associated with higher growth; moreover, the maximum likelihood estimates (which weight the observations) are virtually identical to the OLS estimates. In this group, there is, thus, no evidence of misspecification. When we add countries with one period of high volatility, the OLS result becomes fuzzy and it takes the maximum likelihood estimates to reveal the positive relationship between capital inflows and growth. The same conclusion applies to the samples that include two and three periods of high volatility.
In summary, we have presented evidence of a break in the reduced form relationship between capital flows and growth when volatility increases beyond a high threshold. Capital inflows are associated with higher growth only in the low volatility regime. This regime also attracts more private capital and, therefore, stimulates productive investment. A high volatility regime, on the other hand, attracts smaller private capital flows and has greater dependence on foreign aid; in this regime, increased capital flows are associated with reduced growth. We pursue the distinctions between private and official flows in the next section, where we also consider the issue of endogeneity of capital flows.
Panel Regressions and Endogeneity
Our results are subject to the concern that causality may run from growth to capital flows.
Isolating an exogenous source of variation correlated with the flow of capital into countries but uncorrelated with innovations to growth in cross-country data however has proved particularly difficult. Wei and Wu (2002) and Portes and Rey (2005) use distances between nations as an instrument for the volume of bilateral capital flows, the idea being that proximity provides informational advantages to investors and is therefore associated with the volume of capital movements. While distance is a plausible instrument for bilateral capital flows, it is less clear how one might instrument for the average size of the current account balance, which measures the overall net inflow or outflow of capital into a country. One possibility is a measure of "distantness"-a weighted average of distances from one country to other countries. Unfortunately, we found this variable to be weakly correlated with the average size of current account balance and thus not a suitable instrument.
We attempt to address the issue of identification within a panel framework. This also allows us to control for country-specific effects. We estimate our models using the system-GMM estimator outlined in Arellano and Bover (1995) and Blundell and Bond (1998) . This estimator is well suited for handling endogenous variables that exhibit a large degree of persistence (Bond et al., 2001 )-a characteristic common to many macro panels. 9 We report results based on the one-step variant of this estimator, since the standard errors in the twostep estimator are downward biased in finite samples.
Using the threshold level of volatility reported in Table 5 , we split our data into highand low-volatility samples (Table 8 ). While we report fixed effects estimates, which are known to be biased, we rely on the Arellano-Bover estimates in drawing inferences. 10 Fiscal balances and institutional quality are omitted from these regressions due to the lack of timeseries variation in these data. 11 Our finding above is confirmed for the low volatility regime.
In fact, the relationship in the low volatility setting is stronger within countries than across them. A one percent increase in the current account deficit relative to GDP is associated with a 0.184 percent increase in average annual growth rates, which compares with a 0.094 percent increase in the OLS results (Table 5 ). In the high volatility regime, the GMM point estimate on the capital flows coefficient is indistinguishable from zero-thus, while capital does not foster growth in the high volatility regime, it also does not hurt growth as implied by the OLS (and fixed-effects) estimates. Possibly, negative shocks to growth attract capital inflows to smooth the effects of those shocks. Bluedorn (2005) , for instance, finds that a 9 Bond et al. (2001) also note that this estimator mitigates the measurement error problem.
10 Following Arellano and Bond (1991) we are unable to reject the null of the validity of the over-identifying restrictions [ Table 9 , columns (2) and (4)]. Also second-order serial correlation is absent.
11 While annual data on fiscal balances are available. For some countries there are large gaps in these data.
Calculating five-year averages of this variable would therefore sharply reduce the sample. For this reason we have omitted the fiscal balance variable from our analysis.
shock valued at one year's GDP pushes the current account into deficit by 5 percent.
Breakdown by type of flows
Next, we distinguish between private and official forms of external financing in the low and high volatility regimes (Table 9 ). We measure flows as the average net inflow of private capital and the average inflow of foreign aid over each of the five-year periods. Our data on private capital flows, which are sourced from the World Economic Outlook, may, in some cases, include a small element of official flows. Unfortunately, this limitation is not easy to overcome, and better data are, as of yet, unavailable. Alfaro et al. (2010) consider an alternative measure of private inflows which subtracts the official component of capital from the current account balance. Here we do not take this approach, since our estimates of foreign aid, as is conventional, are not just the estimates of official flows on the capital account but also those such as grants, which are included in the current account. Hence the sum of the private capital flows and the official inflows does not equal the current account deficit.
In our benchmark specification, we regress growth against flows, initial period income, life expectancy, the average volume of trade flows and time period dummies; an extended specification also includes population growth, financial development and financial integration as additional controls.
Our results suggest that inflows of private capital are associated with higher growth in the low volatility regime. The Arellano-Bover estimates suggest that a one percent increase in private capital inflows relative to GDP raises growth between 0.144 and 0.242 percent annually (Table 9 , columns 2 and 4). Private capital flows and growth are also positively correlated with growth in the high volatility regime (Table 9 , columns 5 and 6); however this relationship is not statistically significant or robust (Table 9 , columns 7 and 8).
Foreign aid appears to retard growth during periods of low volatility, but not in a statistically significant manner. The negative coefficients on the aid variable are somewhat larger in the high volatility regime but they are also never significant at the 5 percent level.
Moreover, the size of the coefficient is sensitive to the inclusion of Suriname and the Republic of Congo-absent these two countries, the size of the coefficient falls even further.
Thus, whether in the low or high volatility regimes, inflows of official flows do not have a significant effect on growth (as Rajan and Subramanian, 2009, conclude) .
Determinants of Volatility
Our finding that the effect of flows varies across a volatility threshold raises the further question: what exactly does volatility represent? It could be that volatility proxies for a "mysterious" combination of factors that make some economies operate well and others not.
So it may not be volatility, per se, that deters foreign investors and creates a poor response to foreign investment. Rather, factors that raise volatility hurt the investment climate.
In considering the determinants of growth volatility, we base our analysis on two recent papers-Malik and Temple (2009) and Burnside and Tabova (2010) . Using a Bayesian approach, Malik and Temple (2009) distill the most robust cross-country determinants of volatility. While they find that weak institutions contribute to higher volatility, their results also highlight an important role for the geographical features of an economy. These are associated with production structures that create high volatility conditions. In contrast, Burnside and Tabova (2010) compute a summary metric of volatility generated by timevarying global (external) shocks interacting with an indirect characterization of domestic structural features. We find the Burnside and Tabova (2010) metric to be a surprisingly good proxy for the determinants of country-volatility, both in the cross-section (as they report) and within-countries over time, as in our extension.
To obtain their proxy for exposure to external volatility, for each country, Burnside and Tabova begin by regressing the annual GDP growth rate on six global factors. Three of these-US growth, the three month T-Bill rate corrected for inflation, and excess returns on US stock markets-are related to the phase of the US business cycle, and the other three are shocks to commodity price indexes. We estimate a similar set of equations:
The dependent variable, , , is the annual per-capita GDP growth rate in country in each year 1980, … ,2003, and includes the six global factors in Burnside and Tabova's specification along with the median growth rate in our 61-country sample as a proxy for developing-country-growth trends. 12 The correlation between the median growth rate and errors in the country-specific growth equation can be assumed to be negligibly small; as such, all explanatory variables can be treated as exogenous.
Growth responds in each country to these exogenous influences in varying ways. That is, for each country, the regressions generate a specific set of 's, which reflect structural features of that country (such as whether it is an oil importer, its relationship to the US, and so on). Although often these growth equations do not have high explanatory power, the volatility of predicted growth rates from the country-specific growth equations is crosssectionally highly correlated with actual growth volatilities. This is the basis for Burnside and Tabova's conclusion: conditional on domestic structures, the variation in growth generated by external factors picks up much of the actual variation in cross-country growth rates. In our reestimation of their results (for a different country set and time period), the coefficient on the volatility of predicted growth rates, , was 1.469 (t-statistic=7.92) and the R-squared was 0.76 (Table 10 , column 1); 13 this is very similar to the Burnside and Tabova (2010) result, 12 We also considered the mean growth rate in our sample as a regressor, as well as the baseline Burnside and Tabova specification. These alternatives generated qualitatively similar results.
13 Burnside and Tabova (2010) estimate the actual volatility of growth as the standard deviation of the annual real GDP growth rate. To stay consistent with our earlier analysis, we follow Ramey and Ramey (1995) and estimate the volatility of innovations to growth jointly in a maximum likelihood regression of annual growth rates on country-specific determinants of growth. Specifically our estimate of growth volatility is obtained from the regression equation reported in Table 1 , column 6.
confirming the robustness of their original finding.
In columns 2 and 3 of For instance, output is more volatile in smaller countries and volatility rises (although nonlinearly) with a country's distance from the coast. We considered three measures of institutions-the Hall and Jones index, the composite ICRG risk rating and a measure of constraints on the executive branch of government in 1980. All three measures of institutions matter in specifications excluding a proxy for government type. When government type is included in the specification, volatility is found to be lower in democracies (Weede, 1996; Henisz, 2000) , and the other institutional variables become insignificant. Thus political institutions dominate other institutional quality ratings. Ethnic fractionalization and external wars combine to raise volatility and in some specifications terms of trade volatility is significant. Together, however, the Malik and Temple (2009) For our purpose, it is also important to evaluate the determinants of changes in a country's volatility over time. These changes create the potential for a regime change. It is natural to focus on the Burnside and Tabova measure, which is clearly salient in the crosssection and also has a natural time variation arising from the variation in external factors. The inclusion of country-specific fixed effects implies, in any case, that the bulk of the Malik and
Temple variables drop out. 14 In column 4, we report the results from a within-country regression of actual volatility against predicted volatility and time-period dummies. 15 These results suggest that the variation in actual volatility almost exactly mirrors the variation in predicted volatility, implying that the volatility of external influences strongly conditions the changes in volatility within a country.
Although external factors appear to be important, there exists the possibility that the capital inflows themselves raise volatility. Such a correlation would undermine our finding of a positive relationship between capital flows and growth since the implication would be that beyond a certain size, capital inflows actually hurt growth through their volatility-inducing effects. In columns 5 to 6, we include the average size of current account balances, average net private flows and foreign aid, over five-year windows as regressors in our equation. The results suggest that an inflow of capital, i.e., a current account deficit, is unrelated to output volatility. Private capital flows are negatively associated with volatility and official flows are 14 Terms of trade volatility does vary over time but is largely captured by variation in the Burnside and Tabova measure. Institutional variations are captured in the ICRG measure and do show that improved institutions are associated with reduced volatility (results not reported). 15 Actual volatility in this case is estimated jointly in a regression of annual growth rates on country-specific determinants of growth. Specifically our estimate of growth volatility is obtained from the regression equation reported in Table 2 , column 4. Predicted volatility, is the five-year volatility of predicted growth rates estimated from country-specific growth equations of the form (4).
positively associated with volatility; but, given the low statistical significance of these findings, not much can be read from them.
We thus reach a number of conclusions. Externally-induced volatility differentiates country volatility: but, as the Burnside and Tabova method implies, the level of volatility is a function of the domestic structure. Though the Malik and Temple approach helps identify some of these structural factors, the greater explanatory power of the Burnside and Tabova variable suggests that additional structural features are at play. Our new finding is that changes in growth volatility within countries over time, conditioned by unchanging structural features, are largely dependent on changes in global drivers, and are not correlated with capital flows in aggregate (or private and official flows separately).
Thus for countries that stay in a particular regime over time, their structural and institutional characteristics matter. Weak institutions raise volatility, but there is much more going on. As a result institutions are not a good proxy for volatility. Geographical remoteness is an important additional feature and other, as yet unidentified, country features also amplify global shocks. In this sense, volatility is an inclusive measure, encompassing several country features that deter international capital and render them less effective. Our results, however, also highlight that the movement of a country in and out of a volatility regime is most likely due to global factors that can be considered largely exogenous to domestic influences.
Conclusion
The failure to find the expected growth-enhancing role of foreign capital has led some to accept this as a stylized fact. Others have continued an elusive search for non-linearities in that relationship. This paper offers a new perspective. We conclude that non-linearites are important: with countries differentiated by their level of growth volatility. Some countries tend to stay in a volatility regime; but in others, movement from one regime to another causes shifts in the productivity of capital inflows.
We have tried to persuade the reader that our results are not the consequence of a particular sample or methodology. We did so by tracing out the evolution of our result, from a benchmark, where capital flows are negatively correlated with growth-a popular current view-to our final specification where capital flows and growth are positively correlated during periods of low volatility. We find that a standard deviation of innovations to growth of 5.35 percent of real GDP per-capita demarcates low and high volatility regimes. In the high regime, capital inflows are negatively correlated with growth, which also drive the negative correlation between capital inflows and growth when all countries are pooled. Thus, a failure to distinguish between volatility regimes leads to an unwarranted conclusion that capital inflows are damaging in all situations.
Even when growth and capital flows are positively correlated, the possibility exists that growth causes capital flows. Recognizing the limitations of GMM estimates in dealing with endogeneity, our results suggest that capital inflows do spur growth.
The action in our results comes mainly from private capital flows. In a low volatility regime, countries are able to attract larger private capital flows, but importantly also within this regime, capital flows raise growth; in high volatility settings, private capital flows diminish and have an insignificant relationship with growth. Aid flows increase in high volatility regimes but whether in a low or high volatility period, aid has a negative relationship with growth.
That a volatility threshold should distinguish the productivity of foreign capital seems natural. Low volatility conditions are more conducive to investment. They thus tend to attract more private capital. 16 And, in that setting, private capital can undertake more medium-term and riskier investments enhancing growth. In high volatility conditions, reliance on foreign 16 Some heavily commodity-reliant economies do attract private capital that is large in relation to the economy but being of an enclave nature has limited impact on growth or in mitigating the volatility of that economy.
aid is greater, which has had a poor record of accelerating growth.
Our exploration of the determinants of volatility showed that structural features, that include geographical remoteness, distinguish levels of a country's growth volatility. Weak institutions do raise volatility, but are only part of the explanation and hence do not, by themselves distinguish capital flow-growth regimes. Our findings also imply that the shift from one regime to another is largely a function of changes in global factors.
A final implication of our findings is that statements about "long-run" effects of foreign capital do not apply when countries move in and out of regimes. As noted, only 26 of the 61 countries in our sample were in the low volatility regime throughout the period analyzed. For the other 35 countries, the effective long-run relationship between capital inflows and growth will be a combination of the effects in low and high volatility regimes. 1980-84, 1985-89, 1990-94, 1995-99, and 2000-03 .
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Explanatory Variables
Current Account Expressed as a percent of GDP (series BCA, World Economic Outlook). The current account appears as an average, either over the entire sample period or from 1980 -84, 1985 -89, 1990 -94, 1995 -99, and 2000 One minus the Herfindahl index of ethnolinguistic group share, reflecting the probability two randomly selected individuals belong to different groups (Alesina et al., 2003) .
Financial Development
Private credit as a percent of GDP intermediated through the financial sector (World Bank, Financial Structure Database).
Financial Integration
Sum of stocks of (the absolute value of) external assets plus external liabilities as a percentage of GDP (Lane and Milesi-Ferretti, 2007 : 1980-84, 1985-89, 1990-94, 1995-99, and 2000-03 .
Government Type
The difference between democracy and autocracy scores (Polity IV project). Institutional Quality A measure of government anti-diversion policies (Hall and Jones, 1999) constructed from five ICRG variables: "Corruption in Government," "Rule of Law," "Expropriation Risk," "Repudiation of Contracts by Government," and "Quality of the Bureaucracy." This variable is measured for each country around 1985.
Initial Income
Log of real per capita GDP adjusted for differences in purchasing power (series rgdpl, Penn World Tables 6.2 ). In our regressions this variable is either the 1980 value, or the initial value in each of the following periods: 1980-84, 1985-89, 1990-94, 1995-99 The proportion of a country's total area within 100 km of the ocean or ocean navigable river (Gallup et al., 1999) . Landlocked Dummy for landlocked country (Gallup et al., 1999) . Openness Total volume of trade flows as a percent of GDP (series NE.TRD.GNFS. ZS, World Development Indicators, 2008) . We take the average of this variable, either over the entire sample period, or over following periods : 1980-84, 1985-89, 1990-94, 1995-99, and 2000- : 1980-84, 1985-89, 1990-94, 1995-99, and 2000-03 . Private Capital Sum of net direct investment, net portfolio flows, and other net private capital flows (series BFXP, World Economic Outlook). Due to data limitations "other private capital flows" are calculated by subtracting liabilities to official creditors from total other investment. As such, these data may include some official investment. In our regressions, we take the average of this variable over the following periods : 1980 : -84, 1985 : -89, 1990 : -94, 1995 : -99, and 2000 Commodities Price Indexes Oil, metals, and agricultural products price indices, converted to relative prices using the US PPI (Burnside and Tabova, 2010) . US Real GDP Growth Calculated as the log difference of US real GDP per capita in constant 2000 dollars 100 (Burnside and Tabova, 2010) .
US Real Interest Rates
Difference between the 3 month T-bill rate and the rate of inflation of the US producer price index (Burnside and Tabova, 2010) .
US Excess Returns
Excess return on the US stock market (Burnside and Tabova, 2010, original Prasad et al. (2006) , the dependent variable is the average real per capita GDP growth rate from 1970 to 2000. The current account and fiscal balance are averages over the same period. Life expectancy, income and openness-the Sachs and Warner dummy-are measured in 1970 (or the earliest available date), and institutional quality, which is taken from Hall and Jones (1999) , is measured around 1985. In regressions 2 to 5, the sample period is from 1980 to 2003 and openness is measured using the average trade volumes (relative to GDP) over this sample period. The numbers in parentheses below the coefficients are t-statistics based on robust standard errors. Notes: The regressions are based on a pooled panel of observations. The dependent variable in each case is the annual growth rate of real GDP per capita from 1980 to 2003 for each country in our sample however the covariates are sample-period averages and initial period-values of our controls. In regressions 1 to 4, averages are taken over the entire sample period, and initial values are measured in 1980. In the remainder of the regressions averages are taken over five-(and four-year) periods, while income and life expectancy are initial period values. In column 7 we include time period dummies, although the coefficients are not reported here. Regressions 2 to 7 are estimated using maximum likelihood. The numbers in parentheses below the coefficients are t-statistics corrected for cluster dependence. -overlapping intervals: 1980-84, 1985-89, 1990-94, 1995-99, and 2000-03 . Income and life expectancy are initial period values and openness is the period average. Fiscal balance however continues to be measured using an average for the entire sample period and institutional quality is measured around 1985. Our estimate of volatility was obtained from the regression reported in Table 2 , column 7, where it was estimated jointly with the growth equation as a model parameter. Dummies for low, medium-low and medium-high volatility indicate whether volatility lies in the lowest 25 th percentile, in the lowest 50 th percentile or the lowest 75 th percentile. In each specification, we include time period dummies, though the coefficients on these variables not reported. The numbers in parentheses below the coefficients are t-statistics corrected for cluster dependence. At the bottom of the table, in addition to the number of countries and sample size, we report the magnitude of the relationship between the current account and growth in each of the volatility regimes, along with the corresponding t-statistic. 1980-84, 1985-89, 1990-94, 1995-99, and 2000-03 . Income and life expectancy are initial period values and openness is the period average. Fiscal balance however continues to be measured using an average for the entire sample period and institutional quality is measured around 1985. Our estimate of volatility was obtained from the regression reported in Table 2 , column 7, where it was estimated jointly with the growth equation as a model parameter. All the specifications include time-period dummies (coefficients not reported). Threshold regressions were performed using a Gauss code written by the based on Hansen (2000) . In columns 1 and 2 the threshold variable is the volatility of growth, in columns 3 and 4 the threshold variable is the Hall and Jones (1999) institutions measure, in columns 5 and 6 the threshold variable is income. At the bottom of the table, we report in parentheses the p-values associated with Hansen's test of threshold significance, which were generated by bootstrap using 1000 replications. Also reported are the number of observations and countries that constitute each regime. , 1980 to 1984; 1985 to 1989; 1990 to 1994; 1995 Notes: The dependent variable in each case is the annual growth rate of real GDP from 1980 to 2003 for each country in our sample however the covariates are sample-period averages and initial period-values of our controls. Income and life expectancy are initial period values and openness is the period average. Fiscal balance however continues to be measured using an average for the entire sample period and institutional quality is measured around 1985. Specifications (7-3), (7-6), (7-9), and (7-12) include timeperiod dummies (coefficients not reported). The numbers in parentheses below the coefficients are t-statistics where we make allowance for within country cluster dependence, by adjusting the standard errors using the Rogers (1993) approach. Each regression was estimated using maximum likelihood.
OLS OLS OLS OLS (7-1) (7-2) (7-3) (7-4) (7-5) (7-6) (7-7) (7-8) (7-9) (7-10) (7-11) (7-12) Current Account Balance -0. 1980-84, 1985-89, 1990-94, 1995-99, and 2000-03 . Income and life expectancy are initial period values and openness is the period average. Each specification also includes time dummies (coefficients not reported). The low regime includes all observations for which volatility of growth was less than or equal to 5.35 percent; the high volatility regime includes all observations for which volatility exceeded this figure. The numbers in parentheses below the coefficients are robust t-statistics. , 1980 to 1984; 1985 to 1989; 1990 to 1994; 1995 to 2000; 2000 to 2003 Low Regime High Regime Table 9 . Breakdown by Type of Flow Notes: The dependent variable is the average growth rate over the following non-overlapping intervals: 1980-84, 1985-89, 1990-94, 1995-99, and 2000-03 . Income and life expectancy are initial period values. Flows, openness, population growth, financial development and financial integration are period averages. Each specification also includes time dummies (coefficients not reported). The low regime includes observations for which volatility of growth was less than or equal to 5.35 percent; the high volatility regime includes all other observations. Below the coefficients the numbers in parentheses are robust t-statistics, at the bottom of the table they are p-values.
Fixed Effects Arellano-Bover Fixed Effects Arellano-Bover Fixed Effects Arellano-Bover Fixed Effects ellano-Bover (9-1) (9-2) (9-3) (9-4) (9-5) (9-6) (9-7) (9 , 1980 to 1984; 1985 to 1989; 1990 to 1994; 1995 to 2000; 2000 In columns 4 to 6, the dependent variable is our estimate of growth volatility over the following non-overlapping intervals: 1980-84, 1985-89, 1990-94, 1995-99, and 2000-03 . See regression reported in Table 2 , column 7 for details. The current account deficit and private and official flows are averages over the same periods. The specifications in columns (4) to (6) include time dummies (coefficients not reported). The numbers in parentheses below the coefficients are t-statistics where we make allowance for within country cluster dependence, by adjusting the standard errors using the Rogers (1993) approach.
(10-1) (10-2) (10-3) (10-4) (10-5) (10-6) Standard Deviation of Predicted Growth 1980-84 1985-89 1990-94 1995-99 2000-03 Number of Countries
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