Frontier research in EQM concentrates on exotic electronic phases that emerge when electrons interact so strongly that they lack a definite momentum. These electrons often self-organize into complex new states of EQM including, for example, electronic liquid crystals 18, 19 , high temperature superconductors 20,21 , fractionalized electronic fluids and quantum spin liquids. In this field, vast experimental data sets have emerged, for example from real space (r-space) visualization of EQM using spectroscopic imaging scanning tunneling microscopy 17 (SISTM), from momentum space (k-space) visualization of EQM using angle resolved photoemission (ARPES), or from modern X-ray 22 and neutron scattering. The challenge is to develop ML strategies capable of scientific discovery using such large and complex experimental data structures from EQM experiments.
defied microscopic identification for decades 20 , recently it has been reported that rotational and translational symmetry are spontaneously broken in this phase. Rotational symmetry breaking is referred to as a nematic (NE) state 18, 19, 23, 24 ; it occurs at wavevector =0 as the breaking of 90 o -rotational (C4) symmetry at < * ( ) (Fig. 1a ). This presents a conundrum because, in theory, ordering at =0 cannot open an energy gap in the electronic spectrum. The translational symmetry breaking or density wave (DW) state, which should open such an energy gap, is detected using SISTM visualization 17 and X-ray scattering 22 . It consists of periodic spatial modulations of electronic structure with finite wavevector and thus with periodicity = 2 /| |, that occur within the pseudogap phase (Fig. 1a) . A key challenge for this field is to identify the correct microscopic theory for the DW state (Methods Section 1), and to find the relationship (if any) between it and both the NE state and the pseudogap.
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A DW state with wavevector Q is described by a spatially modulating
represents the density amplitude, ! ( ) represents effects of disorder and topological defects, = 2 /| | is the periodicity, /| | is the direction of the modulation, while is the DW form factor symmetry. For a tetragonal crystal, an s-symmetry form factor remains unchanged under 90 o rotations, while a d-symmetry form factor changes sign as observed in cuprates 25 . One theoretical approach to understanding a DW state is based on conventional electrons with welldefined wave momentum = ℏ . DW states can then appear at a wavevector = ( ! = 0 − ! = 0 ) if many pairs of ( ! 0 , ! 0 ) are connected by the same wavevector , i.e., nested (red arrow Fig. 1b ). Under these circumstances, Q should usually be incommensurate (Fig. 1b) . Alternatively, strongly interacting particle-like electrons may have well-defined position in -space, being fully localized in the MI phase or selforganized into electronic liquid crystal states 18, 19, 24 . For cuprates, such states are often predicted 18, 19, 24 to exhibit periodic charge density modulations that are unidirectional, crystal-lattice-commensurate, with wavelength = 4 ! or wavevector = 2 ! 0.25,0 oriented along the Cu-O-Cu axis ( Fig. 1c and Methods Section 1). Such latticecommensurate charge modulations in position-based theories (Fig. 1c ) are expected to be robust against changes with electron-density p and electron-energy, while those associated with the geometry of Fermi surface in momentum-based theories (Fig. 1b) are expected to evolve continuously with p.
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A central challenge has therefore been to determine if the electronic structure modulations in hole-doped CuO2 (e.g. Fig. 1d ,e) are lattice-commensurate, unidirectional, with specific periodicity, or if they evolve continuously with electron-density and electronenergy. But, because of their inherent limitations, it has not been possible to discriminate between these position-based or momentum-based theoretic perspectives by using traditional analysis techniques. First, due to the extreme disorder observed in cuprate EQM images 17 ( Fig. 1d ) or concomitantly the broad line-widths detected in reciprocal space 22 , theory demonstrates that conventional Fourier analysis is fundamentally limited 26, 27 in determining the exact symmetries of the EQM state. Second, when such complicated electronic-structure motifs exist at atomic-scale in r-space 17 , Fourier analysis spreads all that information throughout reciprocal space. Consequently, the customary Fourier analysis of SISTM and X-ray data focusing on a single intensity peak, which has long reported incommensurate modulations that evolve continuously with p in the range Ref. 17, 22) , disregards much information. Specifically, the key insights contained in atomic-scale electronic-structure motifs (Fig. 1d) , discommensurations 28 and topological defects (Methods Section 2) are all discarded. By contrast, ML analysis of EQM images holds great promise because it avoids this information loss and analyzes the complete image array objectively.
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High-data-volume imaging studies of EQM (e.g. Fig. 1e ) use SISTM, a technique for visualizing ( , ) with sub-atomic resolution and crystal-lattice register 17 . The resulting image-array for a given sample is built up from measurements of STM-tip-sample differential electron tunneling conductance / ( , ) ≡ , at a square array of locations r and at a range of tip-sample voltage differences V. For technical reasons, images , ≡ , + / , − , which accurately represent the spatial symmetry of electronic structure but avoid systemic errors 17 , are most frequently used. While Fourier analysis of , to yield , is an obvious approach to studying the EQM modulation wavevectors 17, 22 , it faces severe limitations as discussed above. To identify the fundamental broken-symmetry EQM state from an array of such ( , = ) images (e.g. Fig. 1e) therefore poses an iconic challenge for ML techniques.
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Here we introduce a specific ML approach using ANN's to achieve hypothesis testing with EQM image-arrays. It is based upon supervised ML within an ANN-human coalition. Its goals are to automatically search experimental EQM image-arrays (e.g. Fig. 1e Fig. 1a ) and are equally apparent in the broad fluctuating peaks around Figs. 3a, b) . Definite fundamental periodicities seem undetectable in these Z , Δ ! data. The set of experimental Z , image-arrays have FOV 16nmX16nm, but are measured in a sequence of independent experiments on distinct crystals with p≈0. 06, 0.08, 0.085, 0.14, 0.20 (Tc(K)=20, 45, 50, 74, 82 is identified in the category C. Here the ANNs reveal that, on the average, the phenomenology of the C=2, = 4 ! training-images has the highest probability of being recognized within the , Δ ! image array, but only for electron-densities 0.06 ≤ ≤ 0.14.
Thus, the ANNs identify a predominant translational symmetry breaking, occurring commensurately with the specific wavelength = 4 ! (Fig. 4a-d) . Overall, the ANNs conclude that the identical, commensurate, 4 ! periodic, electronic structure modulations were hidden throughout the ≈ Δ ! EQM images from the 0.06 ≤ ≤ 0.14 area of the CuO2 phase diagram. with the highest recognition probability to again be C=2, meaning that the predominant modulations have period 4 ! for all energies exceeding 66meV ( Fig. 5b-d ). Again, despite intense masking by QPI phenomena, the ANN's recognize commensurate, 4a0 periodic, DW modulations and reveal that it occurs predominantly near the pseudogap energy scale = Δ ! .
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A third ANN discovery in Fig. 5i -l is that the commensurate, 4a0 periodic modulations exhibit a strong preference for breaking symmetry under 90 o rotations (C4).
This is revealed because the ANN array yields up to 3 times higher probability in the specific category (C=2) when the data is presented in the X orientation (red) compared to when the identical data is presented to it in the Y orientation (yellow) ( Fig provide a direct, internally consistent link between a nematic state and the unidirectional 4 ! periodic DW modulations, whose energy gap is the pseudogap (Fig. 4) .
The evidence for a vestigial nematic emerged unexpectedly from ANN analysis of experimental image arrays not optimized for such studies; for the ANN suite to determine a complete p dependence will require new measurements of appropriately optimized image arrays.
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To summarize: we have developed and demonstrated a new general protocol for ML-based identification of the symmetry-breaking ordered states in electronic structure image-arrays from EQM visualization experiments. Our ANNs are trained to learn the defining motifs of each category including its topological defects, and to recognize those motifs in real EQM image arrays (Fig. 1e) . Despite the complexity of the hole-doped Mott insulator state, instrument distortion and noise, and the intense electronic disorder of the EQM image arrays studied (Figs.1d, 3a, b; 4, 5) , the ANNs repeatedly and reliably discover predominant features of a specific ordered state. Its signature, for 0.06 ≤ ≤ 0.14, is a lattice-commensurate, unidirectional, d-symmetry form factor, = 4 ! periodic electronic structure modulation (Fig. 4) . As an advance in CM physics, the predominance of this phenomenology ( Fig. 4) implies that a strong coupling position-based theory is central to these broken-symmetry states of carrier-doped CuO2. The ANN array also reveals evidence that it is the = 4 ! DW modulations at the pseudogap energy that break the global rotational symmetry to generate a nematic state (Fig. 5 , Extended Data Fig. 1 ). This implies that the PG region of the CuO2 phase diagram (Fig. 1a) analysis, one typically picks a compact region in the reciprocal space to be of importance, because the intensity is peaked at that point. Crucially in this approach there is abundant information throughout reciprocal space away from the peak-intensity wavevector that has been discarded. For hole-doped CuO2 the real-space electronic structure at atomic scale is uniquely complex (Fig. 1) . For instance, one always finds that the STM image whose FT peak-intensity occurs away from Q=0.25 (see Extended Data Fig.3a) , hosts vivid local motifs that are commensurate with the lattice (see Extended Data Fig.3b ). Since any information local in position space gets spread over all reciprocal space, when one discards much of the data throughout reciprocal space crucial insights contained in atomic scale electronic-structure motifs, discommensurations and topological defects are all lost. On the other hand, because of the versatility of ANN to capture any function whatsoever, 33 the new ML approach allows one to impartially inspect the entirety of the data in each STM image with no loss of information. This is a key distinction between the traditional FT approach and the ML approach which impartially analyzes all the data throughout real space. the DFF ( !,!,! !"" ) and SFF ( ! !"" )form factor modulations with noise models were (Fig. 3) . The strengths of amplitude and phase fluctuations εA=0.8, εφ=0.5 are also chosen to produce images in rough consistency with a typical , . In each image, there are nd=2 dislocations at random positions xi=(xi,yi), i=1…nd, with windings wi=±2π and total winding 0. The total dislocation-contributed fields are:
where the amplitude recovery length is ξd=a, motivated by , .
Then the training set for each category C combines the different form factor components into image intensity at pixel position (x,y) in units of a through
using atomic masks: the SFF mask , is a sum of two-dimensional Gaussians with maxima equal to one and spatial widths equal to 0.35a, each located at a Cu atom position (x,y integer), while the DFF mask , is a sum of positive Gaussians at locations of Ox and negative ones at Oy's. The total intensity ! , of all simulated images is normalized
to take values between 0 and 1. All simulated images have 6 pixels per nearest Cu-Cu distance a, and contain 2x86x86 unit-cells, for the total size of 516x516pixels.
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Configuration of Artificial Neural Network (ANN).
In a feed-forward fullyconnected artificial neural network, the neurons form a layered structure and the output of Fig.5a . We also use a
for the output layer to normalize the output and allow a probabilistic interpretation for the different categories.
For supervised machine learning, we divide the data set into a training set containing 90% of the images and the rest 10% for unbiased validation, speed control, and overfitting detection during the training. The weights and biases of the ANN are optimized using stochastic gradient descent to minimize the cross-entropy cost function:
where yi and ! are, respectively, the desired output consistent with the label and the actual To verify that our results are robust against changes to the architecture of the ANN, we have trained 6 ANNs with 100 neurons in the single hidden layer, and 6 ANNs with two hidden layers, and we found that the results agree with each other within error bars.
Because they are drawn from a historic image-array archive not designed for ML based studies, the SI-STM image-arrays , vary in spatial resolution from sample to sample from 1.7 to 11.5 pixels per a, the average Cu-Cu distance. The number of CuO2 unitcells in experimental images also varies from 2x55x55 to 2x175x175. The Cu and Ox,y atom positions, registered from the topograph, show random distortions of the lattice due to the STM tip drift effect (Extended Data Fig.6a ).
To correct for the drift and standardize all the , , we prepare each , : (1) using interpolation we map the , to the resulting input image, in a way that each topographic atom position maps onto a position in a perfect atomic lattice with Cu-Cu distance of a=6pixels (see Extended data Fig.6b,c) , which corrects both the drift effect and standardizes the spatial resolution; (2) we crop or tile the image to size 516x516pixels; (3) to study the degree of unidirectionality, for each input image we create a copy rotated by 90 o , since the training images have modulations only along X direction for simplicity and
clarity. An example Mathematica notebook file for data preparation is available. Extended
Data Fig.7 shows the , and prepared input data at different dopings of Bi2Sr2CaCu2O8.
It should be noted that the results are reliable only if the test data lie reasonably consistently within the input space given by the synthetic training sets.
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Validation and Benchmarking. To assess the discriminatory power of ANNs' categorization, we study obvious modulations in two experimental images (Extended Data We also checked the robustness of our approach against existence of Bi2Sr2CaCu2O8 superlattice modulations. The assessment of the ANN's were independent of existence or absence (data with superlattice modulation removed from the FT) of the superlattice modulations.
We further tested the robustness of the ANN decisions against change in the disorder model. For this we trained a new ANN with the training set generated with different disorder parameters. Specifically, we decreased the amplitude fluctuation intensity εA by 13%, and phase fluctuation intensity εφ by 20%, while making the disorder profiles vary more rapidly in space by decreasing the correlation lengths ξA, ξφ by 6%.
Repeating the assessment of experimental data shown in Fig.4k 
where ( Furthermore, the DR based approach therein averaged over topological defects (dislocations) ignoring their role. Finally, the DR based approach required manual choice of Fourier cutoff ( in Eq.S2) again based on human visual inspection of the data. Hence the entire process is time consuming and high-level human labor intensive and fraught with human perceptual bias. It is therefore not possible to study the largest SISTM image-arrays with this FT approach in any consistent way, rendering it impossible to inspect the complete electron-density and electron-energy dependence of the largest EQM image-array archives.
The ANN-based approach we introduce in the main text is far more powerful, analyze a complete image-array data set in its entirety, without any ad-hoc Fourier filtering or selection. Hence the ANN approach is quite unbiased. Moreover, once the ANN's are trained, the automatic assessment of new data set takes minutes, allowing for a highthroughput analysis. It is this efficiency that allowed discovery of the connection between nematic state and commensurate density wave state, both setting in at the pseudogap energy scale (Extended Data Fig.1 ). 
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