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STATIC AND SEMI-STATIC HEDGING AS CONTRARIAN OR
CONFORMIST BETS
SVETLANA BOYARCHENKO AND SERGEI LEVENDORSKI˘I
Abstract. In this paper, we argue that, once the costs of maintaining the hedging portfolio
are properly taken into account, semi-static portfolios should more properly be thought of as
separate classes of derivatives, with non-trivial, model-dependent payoff structures. We de-
rive new integral representations for payoffs of exotic European options in terms of payoffs of
vanillas, different from Carr-Madan representation, and suggest approximations of the ideal-
ized static hedging/replicating portfolio using vanillas available in the market. We study the
dependence of the hedging error on a model used for pricing and show that the variance of the
hedging errors of static hedging portfolios can be sizably larger than the errors of variance-
minimizing portfolios. We explain why the exact semi-static hedging of barrier options is
impossible for processes with jumps, and derive general formulas for variance-minimizing semi-
static portfolio. We show that hedging using vanillas only leads to larger errors than hedging
using vanillas and first touch digitals. In all cases, efficient calculations of the weights of the
hedging portfolios are in the dual space using new efficient numerical methods for calculation
of the Wiener-Hopf factors and Laplace-Fourier inversion.
Key words: static hedging, semi-static hedging, Le´vy processes, exotic European options, bar-
rier options, Wiener-Hopf factorization, Fourier-Laplace inversion, sinh-acceleration
1. Introduction
There is a large literature1 studying static hedging and replication of exotic European op-
tions, and semi-static hedging and replication of barrier and other types of options. What this
literature ignores, however, is the cost of maintaining the hedging position, which can drive the
payoff of the overall portfolio negative. In this paper, we argue that, once the costs of maintain-
ing the hedging portfolio are properly taken into account, semi-static portfolios should more
properly be thought of as separate classes of derivatives, with non-trivial, model-dependent
payoff structures. Depending on the structure of the option being hedged and the model, the
semi-static hedging portfolio may either function as a contrarian bet small losses with high
probability and large gains with low probability or as a conformist bet small gains with high
probability and large losses with low probability.
The authors are grateful to Nina Boyarchenko for the comments on the qualitative effects of semi-static
hedging described in the paper. The remaining errors are ours.
S.B.: Department of Economics, The University of Texas at Austin, 1 University Station C3100, Austin, TX
78712–0301, sboyarch@eco.utexas.edu
S.L.: Calico Science Consulting. Austin, TX. Email address: levendorskii@gmail.com.
1See [33, 25, 27, 30, 4, 40, 64, 3, 61, 29, 31, 46, 31] and the bibliographies therein.
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2 SVETLANA BOYARCHENKO AND SERGEI LEVENDORSKI˘I
We suggest new versions of static and semi-static hedging, provide qualitative analysis of
errors of different static and semi-static procedures, explain why in the jump-diffusion case
the exact replication of barrier options by European options, hence, the model-independent
replication, is impossible, and produce numerical examples to demonstrate how different sources
of hedging errors depend on a model. In the main body of the paper, we consider European
and down-and-in barrier options in Le´vy models, and then indicate the directions in which
the approach of the paper can be generalized and extended to cover options of other types,
in more complicated models. Pricing barrier options and the calculation of the variance of
the hedging portfolio at expiry are based on new efficient numerical procedures for calculation
of the Wiener-Hopf factors and Laplace-Fourier inversion. These procedures can be useful in
other applications as well.
The underlying idea of the static hedge [30] of European options with exotic payoffs is simple.
One replicates the payoff of an exotic European option by a linear combination payoffs of the
underlying stock and vanillas, and uses the portfolio of the stock and options to replicate or
hedge the exotic option. In Section 2, we start with the derivation of integral representations
for an exact static hedging portfolio. Contrary to [30], we work in the dual space, and derive
a representation in terms of vanillas only; this representation if different from the one in [30].
By construction, the portfolios we construct and the portfolio in [30] are model-independent,
which looks very attractive. However, the continuum of vanillas does not exist, and even
if it did, the integral portfolio would had been impossible to construct anyway. Hence, one
has to approximate each integral by a finite sum. The hedging error of the approximation is
inevitably model-dependent. We design simple constructions of approximate hedging portfolios
and study the dependence of the static hedging error on a model using a portfolio of available
vanillas. We derive an approximation in an almost C(R)-norm, and then calculate the weights
of the variance-minimizing hedging portfolio. In both cases, the calculations are in the dual
space using the sinh-acceleration technique [17]. We believe that both approximate hedging
procedures have certain advantages as compared to the two-sep procedure in a recent paper [42],
where, first, one uses the projection of the payoff of the security to be hedged and securities
in the hedging portfolio on the space of model payoffs, then calculates the weights. This
more complicated procedure does not help to decrease the hedging error, and, similarly to
the approximate static hedging that we construct, cannot produce smaller variances than the
variance minimizing hedging portfolio.
In Section 3, we outline the general structure of the semi-static variance-minimizing hedging
of barrier options; in the paper, we consider the down-and-out and down-and-in options. The
initial version of the semi-static hedging portfolio for barrier options was suggested in [33]: put
options with strikes equal to the barrier, with different expiry dates, are added to the portfolio
in such a way that the portfolio value is zero at the barrier. Assuming that, at the moment
the barrier is breached, the underlying is exactly at the barrier, the weights of portfolio can be
calculated backwards. It is clear that if the underlying can cross the barrier with a jump, the
procedure cannot be exact, and the implicit error is inevitably model-dependent. A different
semi-static hedging of barrier options is developed in [25, 27, 29], but the underlying assumption
is the same as in [33]. For a given barrier option, an exotic European payoff Gex is constructed
so that, at maturity or at the time of early expiry (the case of “out” options) or activation (the
case of “in” options), the price of the hedging portfolio for barrier option equals the price of
the European option. At the barrier is reached (the presumption is that it cannot be crossed
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by a jump), the portfolio is liquidated. The European option being exotic, an approximate
static hedging portfolio for the latter is presumed to be used. Hence, in the presence of jumps,
the hedging errors are model-dependent even if one believes that an auxiliary exotic option
can be hedged exactly using a portfolio of vanillas, and the question of the interaction of two
types of errors naturally arises. The option with the payoff Gex is more exotic than the usual
exotic options (the structure of the payoff is more complicated), and the more exotic the option
is, the larger the hedging errors are. Even in the case of diffusion models, the errors can be
quite sizable, and the approximation is justified under a certain rather restrictive symmetry
condition on the parameters of the model. See [61].
The paper [46] uses the approximate semi-static hedging of [29] and an approximation of
the exotic European option which approximates the barrier option; this leads to at least two
sources of model-dependent errors, which can be large if the jump component is sizable; in
addition, the symmetry condition is more restrictive than in the case of diffusion models. In
the introduction of [46], it is claimed that Carr and Lee [29] rigorously justified the semi-
static procedure for jump-diffusion models; the picture is more complicated. In Section 3.1,
we explain that the standard semi-static construction has numerous sources of errors, and
even an approximation can be justified under additional rather restrictive conditions only. In
particular, in the presence of jumps, the semi-static procedure is never exact.
The variance minimizing hedging portfolio has certain advantages. We can directly construct
the hedging portfolio using the securities traded in the market provided that a pricing model
is chosen, and one can calculate the option prices Vj in the portfolio and products of the prices
as functions of (t, x), 0 ≤ t ≤ T , where T is time to maturity. Accurate and fast calculations
are possible for wide classes of options (barrier options, lookbacks, American options, Asians,
etc.), and many popular pricing methods working in the state space can be applied. However,
to calculate the weights of the hedging portfolio, we need to calculate the expectations of the
products of the discounted prices at time τ ∧T , where τ is the first entrance time into the early
exercise region. Hence, one needs to approximate the products of prices by functions which are
amenable to application of efficient option pricing techniques, which are, typically, based on
the Laplace-Fourier transform. In the paper, we suggest and use new efficient methods for the
numerical Fourier-Laplace inversion and calculation of the Wiener-Hopf factors; these methods
are of a general interest.
We work in the dual space; calculations in the dual space are also necessary to accurately
address the following practically important effect. There is an additional source of errors of
hedging portfolios consisting of vanillas only. In all popular models used in finance, the prices of
vanilla options are infinitely smooth before the maturity date and up to the boundary but prices
of barrier options in Le´vy models are not smooth at the boundary, the exceptions being double
jump diffusion model, hyper-exponential jump diffusion model, and other models with rational
characteristic functions. For wide classes of purely jump models, it is proved in [21, 9] that the
price of an “out” barrier option near the barrier behaves as c(T )|x − h|κ, where κ ∈ [0, 1) is
independent of time to maturity T , c(T ) > 0, and |x− h| is the log-distance from the barrier.
For finite variation processes with the drift pointing from the boundary, κ = 0, and the limit
of the price at the barrier is positive. Similarly, the price of the first touch digital behaves as
1− c1(T )|x−h|γ . Even if the diffusion component is present, the prices of the barrier and first
touch options are not differentiable at the barrier [21], and if the diffusion component is small,
then essentially the same irregular behavior of the price will be observed outside a very small
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Figure 1. Solid line: the down-and in call option used in the numerical example in
Section 7 as the function of x = ln(S/H). Dots-dashes: a multiple of the first touch
digital. Dashes: a multiple of the put option with strike K = H. Maturity is 0.1.
vicinity of the barrier. Calculations in the state space are based on approximations by fairly
regular functions, hence, cannot reproduce these effects sufficiently accurately. See examples
in [53], where it is demonstrated that Carr’s randomization method [10], which relies on the
time randomization and interpolation in the state space, underprices barrier options in a small
vicinity of the barrier. From the point of view of the qualitative composition of the hedging
portfolio, one should expect that an accurate hedging of barrier options is impossible unless
the corresponding first touch digitals are included. Fig. 1 clearly shows that the first touch
digital is much closer to the down-and-in option than a put option, and the first-touch options
with the payoffs (S/H)γ , γ > 0, would be even better hedging instruments.
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We calculate hedging portfolios consisting of vanillas only and of vanillas and the first-touch
option in in Sections 5 and 6 using the Wiener-Hopf factorization technique. We recall the
latter in Section 4, and introduce the new efficient method for the calculation of the Wiener-
Hopf factors based on the sinh-acceleration technique [17]. The numerical examples for static
hedging and calculation of the Wiener-Hopf factors and expectations related to barrier options
are discussed at the end of the corresponding Sections; a numerical example for hedging of
barrier options is in Section 7. In Section 8 we summarize the results of the paper and outline
natural extensions. The outline of Gaver-Stehfest-Wynn method, and Tables and Figures (with
the exception of Fig. 1 above and Fig. 2 in Section 3) are relegated to Appendices.
2. Static hedging of European options
2.1. Static hedging in the ideal world. Let X be the Le´vy process, and let G(XT ) =
G(lnXT ) be the payoff at maturity. We assume that G is continuously differentiable, the
measure dG′ is a sum of a finite number of atoms (equivalently, G has a finite number of kinks),
and, under additional weak regularity conditions, prove that if G(S) polynomially decays as
S → +0 (call-like options), then
(2.1) G(S) =
∫ +∞
0
(S −K)+dG′(K),
and if G(S) polynomially decays as S → +∞ (put-like options), then
(2.2) G(S) =
∫ +∞
0
(K − S)+dG′(K).
Assumption (G). G is continuously differentiable function satisfying the following conditions
(i) dG′ is a signed measure, without the singular component;
(ii) G′ has only a finite number of points of discontinuity;
(iii) the measure dG′at =
∑
Y >0(G′(Y + 0)− G′(Y − 0))δY is finite;
(iv) ∃ β ∈ (−∞,−1) ∪ (0,+∞) s.t. S 7→ S−β−1G(S), S 7→ S−β−1G′(S) are of the class L1.
If β < −1, define
(2.3) G1(S) = G(S)−
∑
Y >0
(G′(Y + 0)− G′(Y − 0))(S − Y )+,
and if β > 0, set
(2.4) G1(S) = G(S)−
∑
Y >0
(G′(Y + 0)− G′(Y − 0))(Y − S)+.
Clearly, the measure dG1 is absolutely continuous, and dG′ = dG′at + d(G1)′.
Theorem 2.1. Under Assumption (G), if β > 1 (resp., β < −1), (2.1) (resp., (2.2)) holds.
Proof. In view of (2.3)-(2.4), it suffices to consider the case dG′ = dG′1. Set G1(x) = G1(ex).
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Consider the case β > 0. Set k = lnK, and calculate the Fourier transform of the RHS of
(2.2) w.r.t. x := lnS, for ξ on the line {Im ξ = β}. Using Fubini’s theorem, we obtain∫ +∞
−∞
e−ixξ
∫ +∞
0
(K − S)+d(G1)′(K)dx =
∫ ∞
0
∫ ∞
−∞
e−ixξ(K − ex)+dx d(G1)′(K)
=
∫ ∞
0
K1−iξ
iξ(iξ − 1)d(G1)
′(K)
=
∫
∆G′(k)=0
e−iξk
iξ(iξ − 1)K
2d
2G1
dK2
(K)dk,
where ∆G′(k) = G′(k+0)−G′(k−0). Using K ddK = ddk and K2 d
2
dK2
= d
2
dk2
− ddk , then integrating
by parts and taking into account that e−ikξG′1(k) and e−ikξG1(k) tend to 0 as k → ±∞, we
continue
=
∫
∆G′(k)=0
e−ikξ
iξ(iξ − 1)d(G
′
1(k)−G1(k)) =
∫
R
e−ikξ
iξ − 1(G
′
1(k)−G1(k))dk
=
∫
R
e−ikξ
iξ − 1dG1(k)−
∫
R
e−ikξ
iξ − 1G1(k)dk
=
∫
R
e−ikξG1(k)dk.
Thus, in the case G = G1, the Fourier transforms of the LHS and RHS of (2.2) coincide on the
line Im ξ = β, which proves (2.2). If β < −1, then, in the proof above, we replace (K − S)+
with (S −K)+, and modify all the steps accordingly. 
Remark 2.1. If G has the compact support and no atoms, then both representations, in terms
of puts and calls, are valid, with integration w.r.t. the same measure. This (mildly surprising)
fact can be verified using the put-call parity and the following calculation∫ +∞
0
(S −K)G′′(K)dK = G′(K)(S −K)|+∞0 +
∫ +∞
0
G′(K)dk
= (G′(K)(S −K) + G(K))|+∞0 = 0− 0 = 0.
Example 2.2. The payoff function of the powered call of order β > 1 with the strike K0 is
G(S) = ((S −K0)+)β. Since β > 1, there are no kinks, dG′(K) has no atoms, and
((S −K0)+)β = β(β − 1)
∫ +∞
K0
dK (K −K0)β−2(S −K)+.
Example 2.3. The payoff function of the power call is G(S) = (Sβ − K0)+, where β > 0,
K0 > 0. The measure d(G′)(K) has an atom βδK0 , and, on (K0,+∞), GKK(K) = β(β−1)Kβ−2.
Hence,
(Sβ −K0)+ = β(S −K0)+ + β(β − 1)
∫ +∞
K0
dK Kβ−2(S −K)+.
Example 2.4. Consider the down-and-in call option with barrier H and strike K0 > H. A
popular semi-static replicating portfolio for this option is a European option with the payoff
Gex(S) = ((S−K0)++(S/H)β(H2/S−K0)+)1(0,H] (see (3.1) and Section A). SinceK0 > H, the
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payoff simplifies Gex(S) = (S/H)β(H2/S −K0)+)1(0,H](x) = H−βK0Gex,1(S), where G1(S) =
Sβ−1(K1 − S)+, and K1 = H2/K0 < H. Clearly, it suffices to construct the hedging portfolio
for the option with the payoff function G1, which vanishes above K1. At K1, G1 has a kink, and
G′1(K1−0) = −Kβ−11 . On (0,K1), G1 is infinitely smooth, and G′1(S) = K1(β−1)Sβ−2−βSβ−1,
G′′(S) = K1(β − 1)(β − 2)Sβ−3 − β(β − 1)Sβ−2 = (β − 1)Sβ−2((β − 2)K1/S − β). Hence,
Gex(S) = H−βK0
(
Kβ−11 (K1 − S)+ + (β − 1)
∫ K1
0
dK Kβ−2((β − 2)K1/K − β)(K − S)+
)
.
2.2. Approximate static hedging. In the real world, only finite number of options are avail-
able, hence, one has to approximate the measure dG′(K) using an atomic measure, typically,
with a not very large number of atoms. For instance, it is documented in [31] that static
hedging with 3-5 options produces good results. Hence, the static hedging will be approxi-
mate. Furthermore, as seen from time 0, the hedging error will depend on the choice of the
model used; although the idealized static hedge is model independent, the approximate one is
model-dependent, and the quality of the approximation depends (naturally) on the choice of
the approximation procedure. We will approximate the payoff of an exotic option by linear
combinations of payoffs of vanillas, in the norm of a Sobolev space with an exponential weight.
To be more specific, we minimize the difference between the payoff of an exotic option and the
portfolio payoff G(x) := G(ex) in the norm of the Sobolev space Hs,ω(R) of order s, with an
appropriate exponential weight eωx (a.k.a. dampening factor). The Plancherel theorem allows
us to do the calculations in the dual space. The integrals are calculated accurately and very
fast using the sinh-acceleration techniques [17]. If s > 1/2, Hs(R) is continuously embedded
into C(R), hence, we can estimate the error in the C-norm (with the corresponding weight),
which is natural for the approximate static hedge: if the error 0 is not achievable, we control
the maximal error. We study the dependence of the variance of the hedging error on the model
and s, ω, and demonstrate that the variances of errors in cases s = 1/2 and s > 1/2 close to
1/2 are comparable (and essentially independent of ω in a reasonable range), the differences
being smaller than the differences between the variances of errors of approximate static hedging
portfolios and variance-minimizing portfolio.
Let ω, s ∈ R. The Sobolev space Hs,ω(R) of order s, with weight eωx, is the space of the
generalized functions u such that uω := e
ω·u ∈ Hs(R). The scalar product in Hs,ω(R) is defined
by (u, v)s;ω = (uω, vω)Hs(R). Thus,
(u, v)Hs,ω(R) =
∫
Im ξ=ω
(1 + (ξ − iω)2)suˆ(ξ)vˆ(ξ)dξ.
By one of the Sobolev embedding theorems (see, e.g., Theorem 4.3 in Eskin (1973)), if s > 1/2,
Hs(R) is continuously embedded into C0(R), the space of uniformly bounded continuous func-
tions vanishing at infinity, with L∞-norm. Hence, for any ω ∈ R and s > 1/2, an approximation
in the Hs,ω-topology gives a uniform approximation over any fixed compact K.
Consider an exotic option whose payoff vanishes below K, which we normalize to 1. For
practical purposes, we may assume that the strikes of European options used for hedging are
close to 1, and the spot is close to 1; hence, the log-spot x is close to 0, and if ω is not large in
modulus, the differences among the hedging weights for different omegas are not large. Likewise,
if uˆ(ξ) decay fairly fast at infinity, the norms of u in Hs,ω(R) will be close if s ∈ [1/2, s0] and
s0 is close to 1/2.
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Assume that β < −1. Thus, we have a call-like options, which is hedged using a portfolio
of call options. We fix ω ≤ β as discussed above, s ≥ 1/2, and the set of call options with the
payoff functions Gj := G(Kj ; ·). Set G0 = G. We look for the set of weights n = (n1, . . . , nN )
(numbers of call options in the portfolio) which minimizes StHG(n) := −G0 +
∑N
j=1 njGj in
the Hs;ω(R) norm. Denote Gs;ωjk = (Gj , Gk)s;ω; these scalar products can be easily calculated
with a sufficiently high precision since the integrands in the formula for Gs;ωjk decay as |ξ|−4+s.
Furthermore, if Gˆ0(ξ) is of the form e
−ik0ξGˆ00(ξ), where Gˆ00(ξ) is a rational function, and
k0 ∈ R, then the integrands in the formulas for (Gj , Gk)s;ω are of the form e−ikjkξGˆjk,0(ξ)(1 +
(ξ − iω)2)s, where kjk ∈ R and Gˆjk,0(ξ) are rational functions. Hence, the scalar products can
be calculated with almost machine precision and very fast using the sinh-acceleration technique
[17]. After an appropriate change of variables of the form ξ = iω1+b sinh(iω
′+y), the simplified
trapezoid rule with a dozen of terms typically suffices to satisfy the error tolerance of the order
of 10−10 and less.
The minimizer ns;ω of
F s;ω(n) := ‖StHG(n)‖2 = Gs;ω00 −
N∑
j=1
njsG
s;ω
0j +
N∑
j=1
n2jG
s;ω
jj +
N∑
j 6=k,1≤j,k≤N
njnkG
s;ω
jk
is the solution of the equation ∇F s;ω(n) = 0, equivalently,
(2.5) ns;ω =
1
2
A(G; s, ω)−1Gs;ω,
where Gs;ω = [Gs;ω01 , . . . , G
s;ω
0N ]
′ is a vector-column, and A(G; s, ω) = [Gs;ωjk ]j,k=1,...,N .
2.3. Variance minimizing hedging portfolio. The hedging error is the random variable
Err(n;x,XT ) = e
−rT
−G0(XT | X0 = x) + N∑
j=1
njGj(XT | X0 = x)
 .
Set Vj(T, x) = e
−rTEx[Gj(XT )] (the expectations are under an EMM Q chosen for pricing).
Assuming that Gˆj , j = 0, 1, . . . , N , are calculated, calculation of the mean hedging error
E [Err(n;x,XT )] = −V0(T, x) +
N∑
j=1
njVj(T, x)
is reducible to the Fourier inversion. As it is explained in [14, 54, 17], if (1) Gˆj is of the form
Gˆj(ξ) = e
−ikjξGˆj0(ξ), where kj ∈ R and Gˆj0 is a rational functions, and (2) ψ is of the form
ψ(ξ) = −iµξ+ψ0(ξ), where µ ∈ R and Reψ0(ξ)→ +∞ as ξ →∞ remaining in a cone around
the real axis, then it is advantageous to represent Vj(T, x) in the form
(2.6) Vj(T ;x) =
1
2pi
∫
Im ξ=ω
eix
′
jξ−T (r+ψ0(ξ))Gˆj0(ξ)dξ,
where the set of admissible ω ∈ R depends on Gˆj0, and x′j = x + µT − kj . Then we use a
conformal deformation of the contour of integration in (2.6) and the corresponding change of
variables, and apply the simplified trapezoid rule. The most efficient change of variables (the
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sinh-acceleration) suggested in [17] is of the form ξ = iω1 + b sinh(iω
′ + y), where ω′ is of the
same sign as x′; the upper bound on admissible |ω′| depends on ψ0 and Gˆj0.
The variance can be calculated using the equality
e−2rTE[(G− E[G])2] = e−2rT (E[G2]− E[G]2).
To calculate Ex
[
Err(n;x,XT )
2
]
, we need to calculate Vj`(T, x) := e
−2rTEx [Gj(ST )G`(ST )] , j, ` =
0, 1, . . . , N , which is the “price” of the European option with the payoff Gj(ST )Gk(ST ) at ma-
turity T . We calculate the Fourier transform ĜjG`(ξ) of the product GjG`, multiply by the
characteristic function e−Tψ(ξ), and apply the inverse Fourier transform. For typical exotic op-
tions and vanillas, ĜjG`(ξ) is of the form e
−ikj`ξGˆj`;0(ξ), where Gˆj`;0(ξ) is a rational function,
and kj` ∈ R. Hence,
(2.7) Vj`(T ;X) =
1
2pi
∫
Im ξ=ω
eix
′
j`ξ−T (2r+ψ0(ξ))Gˆj`;0(ξ)dξ,
where x′ = x+µT −kj`. The integral on the RHS of (2.7) can be calculated accurately and fast
using the sinh-acceleration technique [17]. The numbers of options in the variance minimizing
portfolio are given by
(2.8) n(T ;x) =
1
2
A(T ;x)−1V 0(T ;x),
where V 0(T ;x) = ([V0j(T ;x)−V0(T, x)Vj(T, x)]Nj=1)′ is a vector-column, andA(T ;x) = [Vj`(T ;x)−
V`(T ;x)V`(T ;x)]j,`=1,...,N , is a matrix.
2.4. An example: static hedging and variance minimizing hedging of the exotic
option with the payoff function Gex given by (3.1). The case G(S) = (S −K)+. Let
k := lnK > h := lnH. Then G(x)1(−∞,h](x) = 0, and 2h − k = h − (k − h) < h. Direct
calculations show that the Fourier transform of G0(x) = Gex(ex) is well-defined in the half-plane
{Im ξ > 1− β} by
(2.9) Gˆ0(ξ) = H−βK1−β
e−iξ(2h−k)
(−iξ + β − 1)(−iξ + β) .
In the hedging portfolio, we use put options with strikes Kj ≤ K0 = H2/K, j = 1, 2, . . . , N .
Set Gj(x) = (Kj − ex)+; then Gˆj(ξ) = K1−iξj /(iξ(iξ − 1)) is well-defined in the half-plane
{Im ξ > 0}.
2.4.1. Construction of an approximate static hedging portfolio. We take ω > (1 − β)+. Typi-
cally, β < 0, hence, ω > 1. We have
(G0, G0)s,ω = H
−2βK2−2β
∫
R
e(−iξ+ω)(2h−k)
(−iξ + ω + β − 1)(−iξ + ω + β)
× e
(iξ+ω)(2h−k)
(iξ + ω + β − 1)(iξ + ω + β)(1 + ξ
2)sdξ
= H4ω−2βK2(1−β−ω)
∫
R
(1 + ξ2)sdξ
(ξ2 + (ω + β − 1)2)(ξ2 + (ω + β)2) .
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where k = lnK. We can calculate the integral accurately and fast making the simplest sinh-
change of variables ξ = b sinh y, and applying the simplified trapezoid rule. See [17] for explicit
recommendations for the choice of b and the parameters ζ,N of the simplified trapezoid rule.
Next, for j = 1, 2, . . . , N , we set kj = lnKj and calculate
(G0, Gj)s,ω
= H−βK1−βKj
∫
R
e(−iξ+ω)(2h−k)
(−iξ + ω + β − 1)(−iξ + ω + β)
e(iξ+ω)kj
(−iξ − ω − 1)(−iξ − ω)(1 + ξ
2)sdξ
= H2ω−βK1−β−ωK1+ωj
∫
R
e−iξ(2h−k−kj)(1 + ξ2)sdξ
(−iξ + ω + β − 1)(−iξ + ω + β)(iξ + ω + 1)(iξ + ω) .
If kj = 2h − k, we make the sinh-change of variables of the same form as above (the choice
of the parameters b, ζ, N is slightly different). If 2h − k − kj < 0 (resp., > 0), then it is
advantageous to deform the contour of integration so that the wings of the deformed contour
point up (resp., down). Hence, we make the change of variables ξ = iω1 +b sinh(iω
′+y), where
ω′ ∈ (0, pi/2) (resp., ω ∈ (−pi/2, 0)) and set ω1 = −b sinω′. The parameters b, ζ, N are chosen
as explained in [17].
Finally, for j, ` = 1, 2, . . . , N , and ω > 0,
(Gj , G`)s,ω = (KjKk)
1+ω
∫
R
e−iξ(kj−k`)(1 + ξ2)sdξ
(ξ2 + ω2)(ξ2 + (ω + 1)2)
.
If kj > k`, we deform the wings of the contour down, equivalently, use the sinh-acceleration
with ω′ ∈ (−pi/2, 0). If kj < k`, we use ω′ ∈ (0, pi/2). Finally, if kj = k`, we may use any
ω′ ∈ [−pi/2, pi/2]; the choice ω′ = 0 is the best one.
After the scalar products are calculated, we apply (2.5) to find the approximate static hedging
portfolio. Below, we will use a modification of this scheme when the hedging portfolio has the
fixed amount H−βK0K
β−1
1 = (H/K0)
β−2 of put options with strike K1, and the weights of the
other put options in the hedging portfolio are calculated minimizing the hedging error.
2.4.2. Construction of the variance-minimizing hedging portfolio. Calculating the integral on
the RHS of (2.6), we use (2.9) for j = 0; for j = 1, 2, . . . , N , Gˆj(ξ) = K1−iξj /(iξ(iξ − 1). To
calculate the integral on the RHS of (2.7), we need to calculate the Fourier transforms of the
products of the payoff functions. The straightforward calculations give
(1) (̂G0)2(ξ) = e−iξ(2h−k)Gˆ00(ξ), for ξ in the half-plane {Im ξ > 2(1− β)+, where
(2.10) Gˆ00(ξ) =
2H2βK2(1−β)
(−iξ + 2β − 2)(−iξ + 2β − 1)(−iξ + 2β) ;
(2) for j = 1, 2, . . . , N and ξ in the half-plane Im ξ > (1− β)+,
Ĝ0Gj(ξ) = e−ikjξGˆ0j(ξ),
where
(2.11) Gˆ0j(ξ) =
(Kj/H)
β(H2/K)
−iξ + β
[
H2/K
−iξ + β − 1 −
Kj
−iξ + β + 1
]
.
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(3) if Kj ≤ K`, then the Fourier transform of Gjk(x) = (Kj − ex)+(K` − ex)+
(2.12) Gˆj`(ξ) = Kj
e−ikjξ
iξ − 1
(
K`
iξ
− Kj
iξ − 2
)
is well-defined in the half-plane {Im ξ > 0}.
2.4.3. Numerical experiments. In Tables collected in Section E.1, we study the relative perfor-
mance of the static hedging and variance-minimizing hedging. We consider the exotic European
option with the payoff Gex = (S/H)β(H2/S −K0)+; the hedging portfolios consist of put op-
tions with the strikes Kj = H
2/K0−(j−1)0.02, j = 1, . . . ,#K, where #K = 3, 5. For different
variants of hedging, we list numbers nj of the options with strikes Kj in the hedging portfolio.
Static portfolios are constructed minimizing the hedging error in the Hs;ω norm; the results
are essentially the same for ω = 2(1 − β)+ + 0.1, ω = 2(1 − β)+ + 0.2, and weakly depend
on s = 0.5, 0.55. The static portfolios are independent of time to maturity T and the process
but nStd does depend on both as well as on the spot S. We study the dependence of the
(normalized by the price Vex(T, x) of the exotic option) standard deviations nStd of the static
hedging portfolio and variance minimizing portfolio on the process, time to maturity T and
x := log(S/K1) ∈ [−0.03, 0.03]. For the static hedging portfolios, for each process and time to
maturity, we show the range of nStd as the function of x ∈ [−0.03, 0.03]. In the case of the
variance-minimizing hedging, nj depend on x by construction, and we show nj and nStd for
each x in a table. We consider two variants of the variance minimizing portfolios: VM1 means
that n1 (the same as for static portfolios) is fixed, VM2 means that all nj may vary.
In all cases, H = 1, K0 = 1.02, the underlying St = e
Xt pays no dividends, X is KoBoL; in
two tables, the BM with the embedded KoBoL component. The second instantaneous moment
is m2 = 0.1 or 0.15, and c is determined by m2, λ+, λ− and σ. The riskless rate is found from
the EMM condition ψ(−i) + r = 0; β found from ψ(ξ) = ψ(−ξ − iβ). If X is KoBoL, then β
exists only if µ = 0, and then β = −λ−− λ+. If the BM component is present, then we choose
σ and µ so that β = −λ+−λ− = −µ/(2σ2). The results for two cases when such a β exists are
presented in Tables 1-5; in Tables 3 and 5, KoBoL is close to BM (ν = 1.95), and in Tables 1, 2,
4, close to NIG (ν = 1.2). The BM component is non-trivial in Tables 4 and 5. The reader may
notice that the parameter sets are not very natural; the reason is that it is rather difficult to find
natural parameter sets which ensure that (1) β satisfying ψ(ξ) = ψ(−ξ − iβ), ∀ ξ ∈ R, exists;
(2) the EMM condition holds. In Tables 6 and 7, we present results for a sizably asymmetric
KoBoL with µ 6= 0, and consider the same exotic option with β = −λ− − λ+. Naturally, this
exotic option cannot be even formally used to hedge the barrier option but can serve for the
purpose of the comparison of two variants of hedging of exotic European options.
Tables illustrate the following general observations.
(1) If the number of vanillas in a static hedging portfolio is sufficiently large, the portfolio
provides uniform (approximate) hedging over wide stretches of spots and strikes. Hence,
if the jump density decays slowly, one expects that, far from the spot, the static hedging
portfolio will outperform the variance minimizing portfolio. Table 1 demonstrate that even
in cases when the rate of decay of the jump density is only moderately small, and the
process is not very far from the BM, the variance of the static portfolio differs from the
variance of the variance minimizing portfolios (constructed separately for each spot from
a moderate range, and using the information about the characteristics of the process) by
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several percent only; if the jump density decays slower and/or process is farther from the
BM, the relative difference is smaller. Hence, if the rate of decay of the jump density is not
large and the density os approximately symmetric, the static portfolio is competitive for
hedging risks of small fluctuations. It is clear that the hedging performance of the static
portfolio in the tails must be better still.
(2) However, if the jump density decays moderately fast, then the variance of the static portfolio
can be sizably larger than the one of the variance minimizing portfolios (Tables 2-3), and if
a moderate BM component is added, then the relative difference becomes large (Tables 4-5).
(3) In Tables 1-5, the jump density is approximately symmetric. In Tables 6-7, we consider
the pure jump process with a moderately asymmetric density of jumps. In this case, the
variance of the static portfolio is much larger than the variance of variance minimizing
portfolios.
(4) The quality of variance minimizing portfolios VM1 and VM2 is essentially the same in
almost all cases when 5 vanillas are used although the portfolio weights can be rather
different. Hence, as a rule of thumb, one can recommend to use vanillas associated with
the atomic part of the measure in the integral representation of the ideal static portfolio -
provided these vanillas are available in the market.
The implication of observations (1)-(2) for semi-static hedging of barrier options is as follows. If
the the variance of the BM component makes a non-negligible contribution to the instantaneous
variance of the process, the ideal semi-static hedging using a continuum of options improves but
the quality of an approximation of the integral of options by a finite sum decreases. Hence, one
should expect that the variance minimizing hedging of barrier options would be significantly
better than an approximate semi-static hedging in all cases.
3. Hedging down-and-in and down-and-out options
3.1. Semi-static hedging. Carr and Lee [29] formulate several equivalent conditions on a
positive martingale M under the reference measure P, call the class of these martingales PCS
processes, and design semi-static replication strategies for various types of barrier options.
Since the proof of Theorem 5.10 in [29] strongly relies on the assumption that at the random
time τ when the barrier H is breached, the underlying is exactly at the barrier, in Remark
5.11 in [29], the authors state that these strategies replicate the options in question for all
PCS processes, including those with jumps, provided that the jumps cannot cross the barrier.
However, one of the equivalent conditions which define PCS processes is the equality of the
distributions of MT /M0 under P and M0/MT underM, where dM/dP = MT /M . This condition
implies that M has positive jumps if and only if M has negative jumps. Hence, if jumps in
M does not cross the barrier, equivalently, there are no jumps in the direction of the barrier,
then there are no jumps in the opposite direction, and, therefore, M has no jumps. Further
relaxing PCS conditions, Carr and Lee [29] generalize to various asymmetric dynamics, but
the property that jumps in one direction are impossible means that the results for semi-static
replication of barrier options under these asymmetric dynamics are valid only if there are no
jumps. Carr and Lee [29] give additional conditions which will ensure the super-replication
property of the semi-static portfolio for “in” options; but the corresponding portfolio for “out”
options recommended in [29] will under-replicate the option.
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For an additional clarification of these issues, in Section A, we derive the generalized symme-
try condition for the case of a Le´vy process X in terms of the characteristic function ψ: ∃β ∈ R
s.t. ψ(ξ) = ψ(−ξ − iβ) for all ξ in the domain of ψ, and show that this condition implies that
either X is the Brownian motion (BM) and the riskless rate equals the dividend rate or there
are jumps in both directions, and asymmetry of the jump component is uniquely defined by
the volatility σ2 and drift µ. Furthermore, if σ = 0, then µ = 0 as well. For the case of the
down-and-in option with the payoff G(XT ) = G(eXT ) and barrier H, we rederive the formula
for the payoff of the exotic European option, which, in the presence of jumps, replicates the
barrier option only approximately:
(3.1) Gex(ST ) = (G(ST ) + (S/H)βG(H2/S))1ST≤H ,
The numerical examples above show that the variance of the hedging error of the static portfolio
for the exotic option with the payoff (3.1) is close to the variance of the variance-minimizing
portfolio if the BM component is 0, the jump density does not decrease fast and is approximately
symmetric; if the BM component is sizable and/or the density of jumps is either asymmetric or
fast decaying, then the variance of the static portfolio is significantly larger than the variance
of the variance-minimizing portfolio. Hence, the static portfolio is a good (even best) choice
in cases when the idealized semi-static replicated exotic option is a bad approximation fo the
barrier option.
3.2. General scheme of variance minimizing hedging. We consider one-factor models.
The underlying is eXt , there is no dividends, and the riskless rate r is constant. Let V 0(t,Xt)
be the price of the contingent claim to be hedged, of maturity T , under an EMM Q chosen
for pricing. Let V j(t,Xt), j = 1, 2, . . . , N , be the prices of the options used for hedging. We
assume that the latter options do not expire before τ ∧ T , where τ = τ−h is the first entrance
time into the activation region U of the down-and-in option (in the early expiry region of the
down-and-out option). As in the papers on the semi-static hedging, we assume that, at time
τ ∧ T , the hedging portfolio is liquidated. Let (−1, n1, . . . , nN ) be the vector of numbers of
securities in the hedging portfolio. The portfolio at the liquidation date τ ∧ T is the random
variable
P0(τ ∧ T,Xτ∧T ) = −V 0(τ ∧ T,Xτ∧T ) +
N∑
j=1
njV
j(τ ∧ T,Xτ∧T ),
and the discounted portfolio at the liquidation date is P (τ∧T,Xτ∧T ) = e−rτ∧TP0(τ∧T,Xτ∧T ).
One can consider the variance minimization problem for either P0(τ ∧ T,Xτ∧T ) or P (τ ∧
T,Xτ∧T ), and we can calculate the variance under either the EMM Q used for pricing or the
historic measure P. We consider the minimization of the variance of P (τ ∧ T,Xτ∧T ) under Q.
Let x = X0, and, for j, k = 0, 1, . . . , N , set C
0
j`(x) = V
j(0, x)V `(0, x) and
(3.2) Cj`(x) = Ex
[
e−2rτ∧TV j(τ ∧ T,Xτ∧T )V `(τ ∧ T,Xτ∧T )
]
.
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Using E[(U −E[U ])2] = E[U2]−E[U ]2, we represent the variance of P (τ ∧T,Xτ∧T ) in the form
V arP (x) = C00(x)− C000(x)− 2nj
N∑
j=1
(C0j(x)− C00j(x))(3.3)
+
N∑
j=1
w2j (Cjj(x)− C0jj(x)) +
∑
j 6=`,j,`=1,2,...,N
njn`(Cj`(x)− C0j`(x)),
and find the minimizing n = n(x) as
(3.4) n(x) = A(x)−1B(x),
where B(x) = [C0j(x)− C00j(x)]′j=1,...,N is a column vector, and A = [Cj`(x)− C0j`(x)]j,`=1,...,N
is an invertible square matrix if the random variables Vj(τ ∧ T,Xτ∧T ), j = 1, 2, . . . , N, are
uncorrelated.
To calculate C0j`(x), it suffices to calculate V
j(0, x) and V `(0, x). We decompose V j(0, x)
into the sum of the first-touch option V jft(x) with the payoff V
j(τ,Xτ )1τ≤T , and no-touch
option V jnt(x) with the payoff V
j(T,XT )1τ>T . Given a model for X, we can calculate the
prices of the no-touch and first touch options. Similarly, we can decompose Cj`(x) into the
sum of the first-touch option Cft;j`(x) with the payoff V
j(τ,Xτ )V
`(τ,Xτ )1τ≤T , and no-touch
option Cnt;j`(x) with the payoff V
j(T,XT )V
`(T,XT )1τ>T .
The no-touch options can be efficiently calculated if the Fourier transforms of the payoff
functions Gj and GjG` of options V j and V ` can be explicitly calculated; then several methods
based of the Fourier inversion can be applied.
First, one can apply apply Carr’s randomization method developed in [21, 10, 8, 11] for
option pricing in Le´vy models. A simple generalization is necessary in the case of no-touch
options because, in the setting of the present paper, the payoff functions depend on (t,Xt) and
not on Xt only as in [21, 10, 8, 11]. Apart from the calculation of the Wiener-Hopf factors,
which, for a general Le´vy process, must be done in the dual space, the rest of calculations in
[21, 10, 8, 11] are made in the state space. The calculations in the state space [10, 8, 11] can
be efficient for small ∆t and ν if the tails of the Le´vy density decay sufficiently fast. In Section
4.2, we design new efficient procedures for the calculation of the Wiener-Hopf factors. These
procedures are of a general interest.
The second method is a more efficient version of Carr’s randomization. The calculations
at each step of the backward procedure bar the last one are made remaining in the dual
space. These steps are of the same form as in the Hilbert transform method [39] for barrier
options with discrete monitoring, with a different operator used at each time step. In [39],
the operator is (1− e−r∆t)1(I − e∆t(−r+L)), where L is the infinitesimal generator of X under
the probability measure used; in the Carr’s randomization setting, the operator is q−1(q − L),
where q = r + 1/∆t, and ∆t is the time step. If ∆t is not small and/or the order of the
process ν is close to two2, then (1− e−r∆t)1(I − e∆t(−r+L)) can be efficiently realized using the
fast Hilbert transform [39]. Otherwise too long grids may be necessary. An efficient numerical
realization of q−1(q−L) in the dual space requires much longer grids than an efficient numerical
2Recall for stable Le´vy processes, the order of the process as defined in [21] for processes with exponentially
decaying jump densities, is the Blumenthal-Getoor index
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realization of (1 − e−r∆t)1(I − e∆t(−r+L)) if the fast Hilbert transform is used. In the result,
this straightforward scheme can be very inefficient. Instead, we can apply the Double Spiral
method [56] calculating the Fourier transform of the option price at two contours, at each time
step. In [56] discretly sampled Asian options were considered, and a complicated structure of
functions arising at each step of the backward induction procedure required the usage of the
flat contours of integration. In application to barrier options, the contours in the Double Spiral
method can be efficiently deformed and an efficient sinh-acceleration technique developed in
[17] applied. Namely, we can use the change of variables of the form ξ = iω1 + b sinh(iω + y)
and the simplified trapezoid rule. In the result, an accurate numerical calculation of integrals
at each time step needs summation of 2-3 dozen of terms in the simplified trapezoid rule. We
leave the design of explicit procedures for hedging using both versions of Carr’s randomization
to the future.
In the present paper, we directly apply the general formulas for the double Fourier/Laplace
inversion. These formulas are the same as the ones in [13] in the case of no-touch options,
with the following improvement: instead of the fractional-parabolic changes of variables, the
sinh-acceleration is used. In the case of the first touch options, an additional generalization is
needed because, contrary to the cases considered in [13], the payoff depends on (t,Xt) rather
than on Xt only.
One can use other methods that use approximations in the state space. Any such method has
several sources of errors, which are not easy to control. Even in the case of pricing European
and barrier options, serious errors may result (see [14, 12, 54] for examples), and, typically,
very long and fine grids in the state space are needed. The recommendations in [43, 45, 44] for
the choice of the truncation parameter rely on the ad-hoc recommendation for the truncation
parameter used in a series of papers [37, 38, 36]. As examples in [14, 32] demonstrate, this
ad-hoc recommendation can be unreliable even if applied only once. In the hedging framework
suggested in the present paper, the truncation needs to be applied many times, for each tj
used in the time-discretization of the initial problem, hence, the error control becomes almost
impossible.
3.3. Conditions on processes and payoff functions. We consider the down-and-out case;
H = eh is the barrier, T is the maturity date, and G(XT ) is the payoff at maturity. The most
efficient realizations of the pricing/hedging formulas are possible if the characteristic exponent
admits analytic continuation to a union of a strip and cone and behaves sufficiently regularly at
infinity. For the general definition of the corresponding class of Le´vy processes (called SINH-
regular) and applications to pricing European options in Le´vy models and affine models, see
[17]. In the present paper, for simplicity, we assume that the characteristic exponent admits
analytic continuation to the complex plane with two cuts.
Assumption (X).
1. X is a Le´vy process with the characteristic exponent ψ admitting analytic continuation to
the complex plane with the cuts i(−∞, λ−], i[λ+,+∞);
2. ψ admits the representation ψ(ξ) = −iµξ+ψ0(ξ), where µ ∈ R, and ψ0(ξ) has the following
asymptotics as ξ →∞: for any ϕ ∈ (−pi/2, pi/2):
(3.5) ψ0(ρeiϕ) = c0∞e
iνϕρν +O(ρν1), ρ→ +∞,
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where ν ∈ (0, 2], ν1 < ν are independent of ϕ, and c0∞ > 0. Then
(3.6) Re c0∞e
iνϕ > 0, |ϕ| < pi/(2ν).
The condition (3.6) implies that if ν ∈ (0, 1), then |ϕ| ≥ pi/2 can be admissible. For standard
classes of Le´vy processes used in finance, this is possible if we consider analytic continuation to
an appropriate Riemann surface. See [14, 53] for details. We will not use analytic continuation
to Riemann surfaces in the present paper.
Example 3.1. (1) Essentially all Le´vy processes used in quantitative finance are elliptic SINH-
regular Le´vy processes: Brownian motion (BM); Merton model [60]; NIG (normal inverse
Gaussian model) [5]; hyperbolic processes [34]; double-exponential jump-diffusion model
[57, 58, 47, 48, 49]; its generalization: hyper-exponential jump-diffusion model, introduced
in [51, 57] and studied in detail in [51, 52]; the majority of processes of the β-class [50];
the generalized Koponen’s family [19] and its subclass KoBoL [21]. A subclass of KoBoL
(known as the CGMY model - see [28]) is given by the characteristic exponent
(3.7) ψ(ξ) = −iµξ + cΓ(−ν)[λν+ − (λ+ + iξ)ν + (−λ−)ν − (−λ− − iξ)ν ],
where ν ∈ (0, 2), ν 6= 1 (in the case ν = 1, the analytical expression is different: see [19, 21]).
The characteristic exponents of NTS processes constructed in [6] are given by
(3.8) ψ(ξ) = −iµξ + δ[(α2 + (ξ + iβ)2)ν/2 − (α2 − β2)ν/2],
where ν ∈ (0, 2), δ > 0, |β| < α.
(2) For KoBoL, VG and NTS, ψ0 admits analytic continuation to an appropriate Riemann
surface. This extension can be useful when the SINH-acceleration is applied to calculate
the Wiener-Hopf factors, and less so for pricing European options.
(3) The asymptotic coefficient c∞(arg ξ0) is
(i) if X is BM, DEJD and HEJD, c0∞ = σ2/2;
(ii) if X is given by (3.7), c0∞ = −2cΓ(−ν) cos(piν/2);
(iii) if X is given by (3.8), c0∞ = δ.
(4) In [19], we constructed more general classes of Le´vy processes, with the characteristic
exponents of the form
(3.9) ψ(ξ) = −iµξ + c+Γ(−ν+)[λν++ − (λ+ + iξ)ν+ ] + c−Γ(−ν−)[(−λ−)ν− − (−λ− − iξ)ν− ],
where c± ≥ 0, c+ + c− > 0, λ− < 0 < λ+, ν± ∈ (0, 2), ν± 6= 1, with modifications in the
case ν+ = 1 and/or ν− = 1. For these processes, the domains of analyticity and bounds are
more involved. In particular, in general, the coni are not symmetric w.r.t. the real axis.
Note that in the strongly asymmetric version of KoBoL, in the spectrally one-sided case
in particular, the condition c0∞ > 0 does not hold, and should be replaced with arg c0∞ ∈
(−pi/2, pi/2).
Assumption (G).
1. G is a measurable function admitting a bound
(3.10) |G(x)| ≤ C(1 + eβx),
where C > 0 and β ∈ [0,−λ−) are independent of x ∈ R;
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2. either (i) G(x) = eβx, x ∈ R, or (ii) the Fourier transform of G
Gˆ(ξ) =
∫
R
e−ixξG(x)dx
is well-defined on the half-space {Im ξ < −β}, and admits the representation Gˆ(ξ) =
e−iaξGˆ0(ξ), where a ∈ R and Gˆ0(ξ) is a rational function decaying at infinity.
Note that only the values G(x), x > h, matter, hence, we may replace G with 1(h,+∞)G, and
then there is no need to consider the case (i) separately.
Example 3.2. (a) G = 1(−∞,h]: the payoff function of the no-touch option and the square of
this payoff;
(b) G(x) = ex: the value of the underlying at the maturity date T and XT = x, and the
product of the latter and the payoff of the no-touch digital;
(c) G(x) = e2x: the square of the underlying at the maturity date T and XT = x;
(d) G(x) = (ex − K)+: the payoff function of the call option. Gˆ(ξ) = e−ikξGˆ0(ξ), where
k = lnK, and Gˆ0 = K/(iξ(iξ − 1) has two simple poles at 0 and −i.
(e) G(x) = (ex − Kj)+(ex − K`)+: the product of the payoff functions of two call options.
With Kj = K`, we have the payoff function of a powered call option. Gˆ0 has three simple
poles at 0, −i and −2i. If Kj ≥ K`, Gˆ(ξ) is given by (2.12).
(f) G(x) = (K − ex)+: the payoff function of the put option; Gˆ(ξ) = e−ikξGˆ0(ξ), where
k = lnK, Gˆ0 = K/(iξ(iξ − 1) has two simple poles at 0 and −i.
(g) G(x) = (ex − Kj)+(K` − ex)+: the product of the payoff functions of the call and put
options. With Kj = K`, we have the payoff function of a powered put option. Gˆ0 has three
simple poles at 0, −i and −2i. If Kj ≤ K`, Gˆ(ξ) is given by (2.12).
Remark 3.1. In (a) and (f) (after the multiplication by 1(h,+∞)), G satisfies condition 2 with
β = 0, in (b) and (d) - with β = 1, and in the other cases - with β = 2.
3.4. More general payoff functions and embedded options. In the case of embedded
options, the simple structure of Gˆ formalized in Assumption (G) is impossible. The following
generalization allows us to consider payoffs that are prices of vanillas and some exotic options.
For γ ∈ (0, pi/2), define cones in the complex plane C+γ = {z ∈ C | arg z ∈ (−γ, γ)}, Cγ =
C+γ ∪ (−C+γ ). For µ− < µ+, set S(µ−,µ+) := {ξ | Im ξ ∈ (µ−, µ+)}.
Assumption (Gemb).
1. G is a measurable function admitting the bound (3.10);
2. there exist a ∈ R, δ > 0 and γ ∈ (0, pi/2) such that Gˆ(ξ) = e−iaξGˆ0(ξ), where Gˆ0(ξ) is
meromorphic in S(λ−,λ+) ∪ Cγ , has a finite number of poles and decays as |ξ|−δ or faster as
ξ →∞ remaining in S(λ−,λ+) ∪ Cγ .
4. Wiener-Hopf factorization
4.1. Wiener-Hopf factorization: basic facts used and derived in [20, 21, 10, 13, 53].
Several equivalent versions of general pricing formulas for no-touch and first touch options were
derived in [20, 21, 10, 13, 53], in terms of the Wiener-Hopf factors. In this subsection, we list
the notation and facts which we use in the present paper.
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4.1.1. Three forms of the Wiener-Hopf factorization. Let X be a Le´vy process with the charac-
teristic exponent ψ. The supremum and infimum process are defined by Xt = sup0≤s≤tXs and
Xt = inf0≤s≤tXs, respectively. Let q > 0 and let Tq be an exponentially distributed random
variable of mean 1/q, independent of X. Introduce functions
(4.1) φ+q (ξ) = E
[
eiξXTq
]
, φ−q (ξ) = E
[
e
iξXTq
]
,
and normalized resolvents (the EPV operators under X, X and X, respectively)
Equ(x) = E
[
u(XTq)
]
= Ex
[∫ +∞
0
qe−qtu(Xt)dt
]
,(4.2)
E+q u(x) = E
[
u(XTq)
]
= Ex
[∫ +∞
0
qe−qtu(Xt)dt
]
,(4.3)
E−q u(x) = E
[
u(XTq)
]
= Ex
[∫ +∞
0
qe−qtu(Xt)dt
]
.(4.4)
If E
[
eβXTq
]
< +∞ for β ∈ [β−q , β+q ], then the operators Eq, E+q , E−q are well-defined in spaces
of measurable functions bounded by C
(
eβ
−
q x + eβ
+
q x
)
, where C depends on a function but not
on x, and the Wiener-Hopf factors are well-defined and bounded on the closed strip {Re ξ ∈
[β−, β+]} and analytic in the open strip.
The Wiener-Hopf factorization formula in the form used in probability [62, p. 98] is
(4.5) E
[
eXTq
]
= E
[
eXTq
]
· E[eXTq ],
and its operator analog Eq = E−q E+q = E+q E−q is proved similarly to (4.5) (see, e.g., [10, 11]).
Finally, introducing the notation φ+q (ξ) = E
[
eiξXTq
]
, φ−q (ξ) = E
[
e
iξXTq
]
and noticing that
E
[
eiXTq ξ
]
= qq+ψ(ξ) , we can write (4.5) in the form
(4.6)
q
q + ψ(ξ)
= φ+q (ξ)φ
−
q (ξ).
Equation (4.6) is a special case of the factorization of functions on the real line into a product
of two functions analytic in the upper and lower open half planes and admitting the continuous
continuation up to the real line. This is the initial factorization formula discovered by Wiener
and Hopf [65] in 1931, for functions of a much more general form than in the LHS of (4.6).
4.1.2. Explicit formulas for and properties of the Wiener-Hopf factors. Let X be a Le´vy process
with characteristic exponent admitting analytic continuation to a strip Im ξ ∈ (λ−, λ+), λ− <
0 < λ+, around the real axis, and let q > 0. Then (see, e.g., [22, 21])
(I) there exist σ−(q) < 0 < σ+(q) such that
(4.7) q + ψ(η) 6∈ (−∞, 0], Im η ∈ (σ−(q), σ+(q));
(II) the Wiener-Hopf factor φ+q (ξ) admits analytic continuation to the half-plane Im ξ > σ−(q),
and can be calculated as follows: for any ω− ∈ (σ−(q), Im ξ),
(4.8) φ+q (ξ) = exp
[
1
2pii
∫
Im η=ω−
ξ ln(q + ψ(η))
η(ξ − η) dη
]
;
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(III) the Wiener-Hopf factor φ−q (ξ) admits analytic continuation to the half-plane Im ξ < σ+(q),
and can be calculated as follows: for any ω+ ∈ (Im ξ, σ+(q)),
(4.9) φ−q (ξ) = exp
[
− 1
2pii
∫
Im η=ω+
ξ ln(q + ψ(η))
η(ξ − η) dη
]
.
Note that one may use 1 + ψ(η)/q instead of q + ψ(η); the integrals (4.8)-(4.9) do no change.
Naturally, in this case, we require
(4.10) 1 + ψ(η)/q 6∈ (−∞, 0], Im η ∈ (σ−(q), σ+(q)).
Under additional conditions on ψ, there exist more efficient formulas for the Wiener-Hopf
factors. See Section B.
4.1.3. Analytic continuation of the Wiener-Hopf factors w.r.t. ξ, for q fixed. Under Assump-
tion (X), ψ(η) is analytic in the complex plane with two cuts i(−∞, λ−] and i[λ+,+∞), and,
for any [ω−, ω+] ⊂ (λ−, λ+), Reψ(η) → +∞ as η → ∞ remaining in the strip. Hence, for
[ω−, ω+] ⊂ (λ−, λ+), there exists σ > 0 s.t. if Re q ≥ σ, then (4.7) holds. It follows that, for q
in the half-plane {Re q ≥ σ},
(1) (4.8) defines φ+q (ξ) on the half-plane {Im ξ > ω−}, and analytic continuation of φ−q (ξ) to
the strip S(ω−,ω+) can be defined by
(4.11) φ−q (ξ) =
q
(q + ψ(ξ))φ+q (ξ)
;
(2) (4.9) defines φ−q (ξ) on the half-plane {Im ξ < ω+}, and analytic continuation of φ+q (ξ) to
the strip S(ω−,ω+) can be defined by
(4.12) φ+q (ξ) =
q
(q + ψ(ξ))φ−q (ξ)
.
Remark 4.1. It follows that φ+q (ξ) (resp., φ
−
q (ξ)) admits analytic continuation w.r.t. ξ to
C \ i(−∞, ω−] (resp., C \ i[ω+,+∞)).
For ω1, ω ∈ R and b > 0, introduce the function
C 3 y 7→ χ(ω1, ω, b; y) = iω1 + b sinh(iω + b) ∈ C,
and the curve L(ω1, ω, b) = χ(ω1, ω, b;R), the image of the real line under χ(ω1, ω, b; ·). If
ω = 0(> 0, < 0), the curve is flat (wings point upward, wings point downward, respectively).
For simplicity, we will use ω ∈ [−pi/2, pi/2] only; if ψ admits analytic continuation to an
appropriate Riemann surface, then ω 6∈ [−pi/2, pi/2] can be used, and then the curve lies on
this surface. See [14, 13, 53, 17] for details, and Fig. 2 for an illustration.
Depending on the situation, we will need the Wiener-Hopf factors either on a curve L(ω1, ω, b)
with the wings pointing up (ω > 0), or on a curve L(ω′1, ω′, b′) with the wings pointing down
(ω < 0). In the former case, we deform the contour of integration (in the formula for the
Wiener-Hopf factors that we use) so that the wings of the deformed contour L(ω′1, ω′, b′) point
down (ω′ < 0), and in the latter case - up (ω′ > 0). This straightforward requirement is easy to
satisfy, as well as the second requirement: the curves do not intersect. Indeed, if ω ∈ (0, pi/2]
and ω′ ∈ [−pi, 2, 0), the curves do not intersect if and only if the point of intersection of the
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former with the imaginary axis is above the point of the intersection of the latter with the same
axis:
(4.13) ω1 + b sinω > ω
′
1 + b
′ sinω′.
The last condition on L(ω′1, ω′, b′) is that for q of interest, the function L(ω′1, ω′, b′) 3 η 7→
1 +ψ(η)/q ∈ C (or η 7→ q+ψ(η)) is well-defined, and, in the process of the deformation of the
initial line of integration into L(ω′1, ω′, b′), image does not intersect (−∞, 0]. If the parameters
of the curve are fixed, this requirement is satisfied if Re q ≥ σ and σ > 0 is sufficiently large.
For details, see [53], where a different family of deformations (farctional-parabolic ones) was
used. In cases of the sinh-acceleration and fractional-parabolic deformation, at infinity, the
curves stabilize to rays, hence, the analysis in [53] can be used to derive the conditions on the
deformation parameters if q > 0.
If the Gaver-Stehfest method is applied, then we need to use the Wiener-Hopf factorization
technique for q > 0 only, and the analysis in [53] suffices. An alternative method used in [13] is
to deform the contour of integration in the Bromwich intergral; in this case, the deformation of
the latter and the deformation of the contours in the formulas for the Wiener-Hopf factors must
be in a certain agreement. We outline the restrictions on the parameters of the deformations
in Section C.
For positive q, the maximal (in absolute value) σ±(q) are easy to find for all popular classes of
Le´vy processes used in finance. As it is proved in [21] (see also [53]), the equation q+ψ(ξ) = 0
has either 0 or 1 or two roots in the complex plane with the two cuts i(−∞, λ−] and i[λ+,+∞).
Each root is purely imaginary, and of the form −iβ±q , where −β−q ∈ (0, λ+) and −β+q ∈ (λ−, 0).
If the root −iβ±q exists, then σ∓(q) = −β±q otherwise σ±(q) = λ±.
4.2. Calculation of the Wiener-Hopf factors using the sinh-acceleration. If for the
Laplace inversion the Gaver-Stehfest method or other methods utilizing only positive q is used,
then we can take any ω ∈ [−pi/2, pi/2] and ω′ = −ω. If ψ admits analytic continuation to an
appropriate Riemann surface (as it is the case for the some classes of Le´vy processes), then
ω 6∈ [−pi/2, pi/2] can be used. The curve lies in the complex plane but the “conical” region
around the curve, in the y-coordinate, is a subset of the Riemann surface. See [14, 13, 53, 17]
for details. In [14, 13, 53], fractional-parabolic deformations of the contour of integration into
a Riemann surface significantly increased the rate of the decay of the integrand as compared to
deformations into the complex plane with the two cuts; the number of terms in the simplified
trapezoid rule decreased by a factor of 10-1000 and more (see [54] for a detailed analysis). If
the sinh-acceleration is used, the gain is not large if any: the number of terms in the simplified
trapezoid rule decreases by a factor of 1.5-2, at best, but the analytic expressions that one has
to evaluate become more involved. Hence, in the present paper, we use ω, ω′ ∈ [−pi/2, pi/2],
of opposite signs. The sinh-acceleration has another advantage as compared to the fractional-
parabolic deformations. As it is shown in [53], if q > 0 is small (which is the case for some
terms in the Gaver-Stehfest formula if T is large), then one of the σ±(q) in Subsection 4.1.2
or both are small in absolute value, and then the strip of analyticity of the integrand is too
narrow. Hence, if the fractional-parabolic change of variables is applied, the size ζ of the mesh
in the simplified trapezoid rule necessary to satisfy the desired error tolerance  is too small,
and the number of terms N too large. A rescaling in the dual space can increase the width of
the strip of analyticity but then the product Λ := Nζ must increase, and the decrease in N is
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Figure 2. Examples of contours for KoBoL model. Parameters: ν = 1.4, c =
0.1466, λ− = −30, λ+ = 25. Cross and circle: −iβ∓q . Dashes: L(15.0, 0.71, 8.1). Dot-
dashes: L(0, 0.76, 12.2). Dots: L(−1,−0.35, 8.6). Solid line: L(−15,−0.71, 12.1)
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insignificant. If the sinh-acceleration is used, then the rescaling (using an appropriately small
b) does not increase Λ significantly. Roughly speaking, in the recommendation for the choice
Λ, 1/ should be replaced with 1/+ a ln(1/b), where a is a moderate constant independent of
, b and other parameters. As numerical examples in [16] demonstrate, this kind of rescaling
is efficient even if the initial strip of analyticity is of the width 10−6 and less. Hence, in this
paper, we will use the Gaver-Stehfest method with the Rho-Wynn acceleration. For each q, we
use the following versions of (4.8)-(4.9):
(i) for ξ ∈ L(ω1, ω, b),
(4.14) φ+q (ξ) = exp
[
b′
2pii
∫
R
ξ ln(q + ψ(χ(ω′1, ω′, b′, y))
η(ξ − χ(ω′1, ω′, b′, y))
b′ cosh(iω′ + y)dy
]
;
(ii) for ξ ∈ L(ω′1, ω′, b′),
(4.15) φ−q (ξ) = exp
[
− b
2pii
∫
R
ξ ln(q + ψ(χ(ω1, ω, b, y))
η(ξ − χ(ω1, ω, b, y)) b
′ cosh(iω + y)dy
]
.
Each integral is evaluated applying the simplified trapezoid rule.
4.3. Numerical examples. In Table 8, we apply the above scheme to calculate φ±q (ξ) in
KoBoL model of order ν = 1.2. If the factors are calculated at 30 points, then approximately
1.5 msec is needed to satisfy the error tolerance  = 10−15, and 1.0-1.2 msec are needed to
satisfy the error tolerance  = 10−10. The number of terms is in the range 350-385 in the first
case, and 159-175 in the second case. To satisfy the error tolerance of the order of 10−20, about
500 terms would suffice but, naturally, high precision arithmetics will be needed.
5. Calculation of no-touch options and expectations of no-touch products
5.1. General formulas for no-touch options. In [10, 13, 53], it is proved that the Laplace
transform V˜1(G;T, x) of V1(G;T, x) = e
rTV (G;T, x) w.r.t. T is given by
(5.1) V˜1(G; q, x) = q
−1(E−q 1(h,+∞)E+q G)(x).
The result is proved under conditions more general than Assumptions (X) and (Gemb).
Let F denote the operator of the Fourier transform, and set Π+h := F1(h,+∞)F−1. The
operator Π+ arises systematically in the theory of the Wiener-Hopf factorization and boundary
value problems. See [35] for the general setting in applications to multi-dimensional problems.
Using F and Π+h and taking into account that E±q = F−1φ±q F , we rewrite (5.1) as
(5.2) V˜1(G; q, x) = q
−1(F−1φ−q Π+h φ+q FG)(x).
Lemma 5.1. Let f be an analytic function in a strip S(σ−,σ+), where σ− < σ+, that decays as
|ξ|−s, s > 1, as ξ →∞ remaining in the strip.
Then (Π+h f)(ξ) is analytic in the half-plane {ξ | Im ξ < σ+}, and can be defined by any of
the following three formulas:
a) for any ω+ ∈ (Im ξ, σ+),
(5.3) Π+h f(ξ) =
1
2pii
∫
Im η=ω+
eih(η−ξ)f(η)
ξ − η dη;
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b) for any ω− ∈ (−∞, Im ξ),
(5.4) Π+h f(ξ) = f(ξ) +
1
2pii
∫
Im η=ω−
eih(η−ξ)f(η)
ξ − η dη;
c)
(5.5) Π+h f(ξ) =
1
2
f(ξ) +
1
2pii
v.p.
∫
Im η=Im ξ
eih(η−ξ)f(η)
ξ − η dη,
where v.p. denotes the Cauchy principal value of the integral.
Proof. a) Applying the definition of Π+h and Fubini’s theorem, we obtain
Π+h f(ξ) = (F1(h,+∞)F−1f)(ξ) =
∫ +∞
h
e−ixξ(2pi)−1
∫
Im η=ω+
eixηf(η)dηdx
=
∫
Im η=ω+
f(η)(2pi)−1
∫ +∞
h
ei(η−ξ)xdxdη =
1
2pii
∫
Im η=ω+
eih(η−ξ)f(η)
ξ − η dη,(5.6)
which proves (5.3).
b) We push the line of integration in (5.6) down. On crossing the simple pole at η = ξ, we
apply the Cauchy residue theorem, and obtain (5.4).
c) Let ω := Im ξ and a = Re ξ. We deform the contour Im ξ = ω into
L = iω + ((−∞, a− ) ∪ (a+ ,+∞)) ∪ {eiϕ | 0 ≤ ϕ ≤ pi}
and then pass to the limit  ↓ 0. The result is (5.5).

Remark 5.1. a) Let ω = h = 0. Then (5.5) can be written in the form Π+0 =
1
2I+
1
2iH, where
I is the identity operator, and H is the Hilbert transform. Therefore, a realization of Π+0
is, essentially, equivalent to a realization of H.
b) Similar formulas are valid in the multi-dimensional case, and for Π+h acting in appropriate
spaces of generalized functions. In particular, the condition on the rate of decay of f at
infinity can be relaxed. Under appropriate regularity conditions on f , equation (5.5) can be
proved for f defined on the line iω + R, the result being a function on the same line that
admits analytic continuation to the half-plane below this line. See [35].
The following theorem is a part of the proof of the general theorem for pricing no-touch
options in [20, 21]; we will outline the proof based on (5.2).
Theorem 5.2. Let Assumptions (X) and (Gemb) hold, and let ω− ∈ (λ−,−β) and ω+ ∈
(ω−,−β). Then there exists σ > 0 such that for all q in the half-plane {Re q ≥ σ}, and all
x > h,
V˜1(G; q, x) =
1
2piq
∫
Im ξ=ω+
dξ eixξφ−q (ξ)
1
2pi
∫
η=ω−
dη
eih(η−ξ)φ+q (η)Gˆ(η)
i(ξ − η)(5.7)
+
1
2pi
∫
Im ξ=ω+
dξ
eixξGˆ(ξ)
q + ψ(ξ)
.(5.8)
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Proof. We can choose σ so that, for a fixed q in the half-plane {Re q ≥ σ}, φ±q (η) and Gˆ(η) are
analytic in the strip η ∈ S[ω−,ω+]. Hence, the product φ+q (η)Gˆ(η) is analytic in the same strip,
and, by Lemma 5.1, the function (Πhφ
+
q Gˆ)(ξ) is analytic in the half-plane {Im ξ ∈ (−∞, ω+)}.
Applying (5.4), we obtain (5.7)-(5.8). In more detail, on the RHS of (5.8), we obtain, first,
1
2piq
∫
Im ξ=ω+
dξ eixξφ−q (ξ)φ
+
q (ξ)Gˆ(ξ),
and then apply the Wiener-Hopf factorization formula (4.6). The integrals on the RHS of (5.7)-
(5.8) absolutely converge (or absolutely converge after integration by parts in the oscillatory
integrals w.r.t. ξ) and their sum equals V˜ (G; q, x). See [20, 21, 9].

Denote byM the set of q’s in the Gaver-Stehfest formula and by Q(q) the weights. We have
an approximation
(5.9) V (G,T ;x) = e−rT
∑
q∈M
Q(q)eqT V˜1(G; q, x).
It remains to design an efficient numerical procedure for the evaluation of V˜1(G; q, x), q > 0.
5.2. Sinh-acceleration in the integrals on the RHS of (5.7)-(5.8). First, we rewrite
(5.7)-(5.8) as follows: for x > h,
V˜ (G; q, x) =
1
2piq
∫
Im ξ=ω+
dξ eiξ(x−h)φ−q (ξ)
1
2pi
∫
Im η=ω−
dη
e−iη(a−h)φ+q (η)Gˆ0(η)
i(ξ − η)(5.10)
+
1
2pi
∫
Im ξ=ω+
dξ
ei(x−a)ξGˆ0(ξ)
q + ψ(ξ)
,(5.11)
where a ≥ h and Gˆ0 satisfy the conditions in Assumption (Gemb).
As η → ∞, Gˆ0(η) → 0. If the order ν ∈ [1, 2] or µ = 0, then φ±q (ξ) → 0 as ξ → ∞ in the
domain of analyticity; if ν < 1 and µ 6= 0, then one of the Wiener-Hopf factors stabilizes to
constant at infinity, and the other one decays as 1/|ξ|. Since x − h > 0, it is advantageous to
deform the outer contour on the RHS of (5.10) so that the wings of the deformed contour point
upward: L+ := L(ω1, ω, b) = χ(ω1, ω, b;R), where ω > 0. At this stage, we deforms the contour
so that no pole of the integrand (if it exists) is crossed, and consider the cases of crossing later.
In all cases, in the process of deformations, the curves must remain in S(λ−,λ+) ∪ Cγ , where Cγ
is the cone in Assumption (Gemb), and S(λ−,λ+) = {ξ | Im ξ ∈ (λ−, λ+)}. If Assumption (G)
holds, then we may take any γ ∈ (0, pi/2); in our numerical experiments, we will take γ = pi/4.
The type of the deformation of the inner contour depends on the sign of a − h. If a ≥ h,
which, in the case of puts and calls means that the strike is above or at the barrier, then we
may deform the contour downward. The deformed contour is of the form L− := L(ω′1, ω′, b′) =
χ(ω′1, ω′, b′;R), where ω′ < 0; as in the case of the deformation of the outer contour, we choose
the parameters of the deformation so that, in the process of deformation, no pole of the inner
integrand is crossed, and consider the cases of crossing later. The parameters of the both
contours are chosen so that L+ is strictly above L−. The case a < h (the strike is below the
barrier) is reducible to the case G(x) = 1[h,+∞)eβx. We have Gˆ(ξ) = eβh−ihξφ+q (−iβ)/(iξ− β),
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hence, Assumption (G) is valid with a = h. If G is the value function of an embedded option,
then a < h is possible (e.g., the strike of the embedded European put or call is below the
barrier). We consider this case separately, in Section 5.4.
The type of deformation of the contour of integration on the RHS of (5.11) depends on the
sign of x − a. If x − a > 0, we use L+, and if x − a < 0, then L−. If x − a = 0, then either
deformation can be used. We conclude that, for the majority of applications when embedded
options are not involved, we may use deformed contours of the form L+ in the outer integral
and of the form L− in the inner integral, and, for x > h, write
V˜1(G; q, x)(5.12)
=
1
2piq
∫
L+
dξ eiξ(x−h)φ−q (ξ)
1
2pi
∫
L−
dη
e−iη(a−h)φ+q (η)Gˆ0(η)
i(ξ − η) +
1
2pi
∫
L′
dξ
ei(x−a)ξGˆ0(ξ)
q + ψ(ξ)
,
where the type of the deformed contour L′ depends on the sign of x− a: L′ = L+ if x− a ≥ 0,
and L′ = L− if x − a ≤ 0. To evaluate the integrals numerically, we make the changes of
variables ξ = iω1 + b sinh(iω + y) and η = iω
′
1 + b
′ sinh(iω′ + y′), and apply the simplified
trapezoid rule w.r.t. y and y′.
5.3. Crossing poles. For simplicity, we consider the case q > 0. Hence, the results in this
Subsection can be applied only if the Gaver-Stehfest method or other similar methods are
applied.3 Assume that both solutions −iβ±q exist.
5.3.1. Case h ≤ a ≤ x, x > h. If G(x) = (ex − ea)+ or G(x) = (ea − ex)+, the condition x ≥ a
means that the corresponding European call is ITM or ATM, and put OTM or ATM. Recall
that the initial lines of integration and the deformed contours are in the strip of analyticity
of the integrand, around the real axis. It follows that the intersection of L+ (resp., L−) with
the imaginary line iR is below −iβ−q (resp., above −iβ−q ). On the RHS of (5.12), we move L+
up (resp., L− down), cross the simple pole at −iβ−q (resp., at −iβ+q ), and stop before the cut
i[λ+,+∞) (resp., i(−∞, λ−]) is reached. On crossing the pole, we apply the residue theorem
and the equalities
(5.13) lim
ξ→−iβ±q
q−1φ±q (ξ)(ξ + iβ
±
q ) =
1
ψ′(−iβ±q )φ∓q (−iβ±q )
,
which follow from (4.11)-(4.12). Denote the new contours L++ and L−−. In the last integral
on the RHS of (5.12), we deform L′ into L++ (or a contour with the properties of L++). In
the process of the deformation, we may have to cross the poles of Gˆ0 that are above the line
{Im ξ = ω−} but below the contour L++. Let Z(Gˆ0;ω−,L++) the set of these poles, and let
3 Under additional assumptions on the process, similar constructions can be applied if the contour deformation
in the Bromwich integral is applied. See, e.g., [55], where the fractional-parabolic deformation was applied.
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the poles be simple and different from −iβ−q ; then
V˜1(G; q, x) =
1
2piq
∫
L++
dξ eiξ(x−h)φ−q (ξ)
1
2pi
∫
L−−
dη
e−iη(a−h)φ+q (η)Gˆ0(η)
i(ξ − η)(5.14)
− e
β−q (x−h)
φ+q (−iβ−q )ψ′(−iβ−q )
1
2pi
∫
L−−
dη
e−iη(a−h)φ+q (η)Gˆ0(η)
η + iβ−q
−e
−β+q (a−h)Gˆ0(−iβ+q )
φ−q (−iβ+q )ψ′(−iβ+q )
1
2pi
∫
L++
dξ eiξ(x−h)
φ−q (ξ)
ξ + iβ+q
− e
β−q (x−h)
φ+q (−iβ−q )ψ′(−iβ−q )
e−β
+
q (a−h)Gˆ0(−iβ+q )
φ−q (−iβ+q )ψ′(−iβ+q )(β+q − β−q )
+
1
2pi
∫
L++
dξ
ei(x−a)ξGˆ0(ξ)
q + ψ(ξ)
+
ieβ
−
q (x−a)Gˆ0(−iβ−q )
ψ′(−iβ−q )
+
∑
z∈Z(Gˆ0;ω−,L++)
ie−iz(x−a)
q + ψ(z)
lim
z′→z
Gˆ0(z
′)(z′ − z).
Note that if −iβ±q do not exist or not crossed in the process of the deformations, than
(5.14) is valid after all terms with β±q are removed. In applications to pricing call options,
Gˆ(η) = e−iaηGˆ0(η), where a = lnK, and Gˆ0(η) = −Ke−rTη(η+i) has two simple poles at −i, 0, it is
advantageous to cross these two poles even if the poles −iβ±q are not crossed:
V˜call(q, x) = −Ke
−rT
(2pi)2q
∫
L+
dξ eiξ(x−h)φ−q (ξ)
∫
L−
dη
e−iη(a−h)φ+q (η)
η(η + i)i(ξ − η)(5.15)
−Ke
−rT
2pi
∫
L+
dξ
ei(x−a)ξ
(q + ψ(ξ))ξ(ξ + i)
+Ke−rT
(
ex−a
q + ψ(−i) −
1
q
)
.
5.3.2. Case h < x < a. In typical examples G(x) = (ex − ea)+ or G(x) = (ea − ex)+, the
corresponding European call is OTM, and put ITM. In the case x ≥ a, the last two terms on
the RHS of (5.14) appear as we push up the line of integration in the last integral on the RHS
of (5.12). Now x ≥ a, hence, we deform this line down, and obtain (5.14) with the following
modification: the last three terms on the RHS are replaced with the sum
(5.16)
1
2pi
∫
L−−
dξ
ei(x−a)ξGˆ0(ξ)
q + ψ(ξ)
− ie
β+q (x−a)Gˆ0(−iβ+q )
ψ′(−iβ+q )
5.3.3. Approximate formulas in the case of a wide strip of analyticity. If −λ−, λ+ are large, q
is not large, so that −iβ±q are not large in absolute value, and x−h and x−a are nor very small
in absolute value, then we can choose the deformations L++ and L−− so that the integrals over
L++ and L−− are small, and can be omitted (we do not copy-paste the result in order to save
space); a small error results. The resulting formulas are given by simple analytical expressions
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in terms of β±q and φ−q (−iβ+q ), φ+q (−iβ−q ), ψ′(−iβ±q ) (see [53]). E.g., if h < x < a, then
V˜1(G; q, x)(5.17)
= − e
β−q (x−h)
φ+q (−iβ−q )ψ′(−iβ−q )
e−β
+
q (a−h)Gˆ0(−iβ+q )
φ−q (−iβ+q )ψ′(−iβ+q )(β+q − β−q )
− ie
β+q (x−a)Gˆ0(−iβ+q )
ψ′(−iβ+q )
5.4. Case of G the value function of an embedded put option, with the strike below
the barrier. Let a < h; then x − a > 0. We deform both contours on the RHS of (5.10)
up. First, we deform the outer contour into L+ = L(ω1, ω, b), and then the inner one, into
L+2 = L(ω12, ω2, b2). We choose the parameters of the latter(ω12, ω2, b2) so that L+2 is strictly
below L+2 , and, furthermore, so that the angles between the asymptotes of the two contours
are positive: 0 < ω2 < ω. Instead of (5.12), we have
V˜1(G; q, x)(5.18)
=
1
2piq
∫
L+
dξ eiξ(x−h)φ−q (ξ)
1
2pi
∫
L+2
dη
e−iη(a−h)φ+q (η)Gˆ0(η)
i(ξ − η) +
1
2pi
∫
L+
dξ
ei(x−a)ξGˆ0(ξ)
q + ψ(ξ)
.
The crossing of possible poles can be done similarly to the case a ≥ h.
5.5. Numerical examples.
5.5.1. Pricing no-touch options and first touch digitals, down case (Table 9). Let Vnt(T, x) and
Vft(T, x) be the prices of the no-touch and first touch digital option, respectively. Then, for
any ω ∈ (σ−(q), 0) and ω+ ∈ (0, σ+(q)), V˜nt(G; q, x) is given by
V˜nt(G; q, x) =
e−rT
2piq
∫
Im ξ=ω
ei(x−h)ξ
φ−q (ξ)
−iξ dξ
=
e−rT
q
+
e−rT
2piq
∫
Im ξ=ω+
ei(x−h)ξ
φ−q (ξ)
−iξ dξ.(5.19)
A similar formula for Vft(T, x) (see [53]) is
(5.20) V˜ft(G; q, x) = − e
−rT
2pi(q − r)
∫
Im ξ=ω+
ei(x−h)ξ
φ−q (ξ)
−iξ dξ,
where ω+ ∈ (0, σ+(q − r)). The integrals on the RHSs of (5.19) and (5.20) differ by scalar
factors in front of the integrals, hence, both options can be evaluated simultataneously. If −β−q
exists and λ+ + β
−
q > 0 is not small, it may be advantageous to move the line of integration
up and cross the simple pole at −iβ−q .
In both cases, the line of integration is deformed into a contour L+ := L(ω1+, ω+, b+) in
the upper half-plane, with wings pointing up. To evaluate φ−q (ξ), ξ ∈ L+, we use (4.8) to
calculate φ+q (ξ) (the line of integration is deformed into a contour in the lower half-plane with
the wings pointing down), and then (4.11). We calculate prices of no-touch options and first
touch digitals in the same KoBoL model as in Table 2. Our numerical experiments show that,
for integrals for the Wiener-Hopf factor and the Fourier inversion, the relative error of the order
of E-8 and better (for prices) can be satisfied using the general recommendations of [17] for
the error tolerance  = 10−10; if  = 10−15 is used, the pricing errors decrease insignificantly.
Hence, in this example, the errors of GWR method are of the order of 10−10− 10−8. The CPU
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time (for 7 spots) is less than 10 msec for the error tolerance  = 10−6, and less than 25 msec
for the error tolerance  = 10−10. The bulk of the CPU time is spent on the calculation of the
Wiener-Hopf factor at the points of the chosen grids; this calculation can be easily paralellized,
and the total CPU time significantly decreased. The CPU time can be decreased further using
more efficient representations for the Wiener-Hopf factors.
5.5.2. Pricing down-and-out call option (Tables 10-11). We consider the same model, and the
call options with the strikes K = 1.04, 1.1 In both cases, the barrier H = 1, and T = 0.1, 0.5.
In (5.15), we make the corresponding changes of variables and apply the simplified trapezoid
rule. In Table 10, we see that even in cases when the spot is close to the barrier, the error
tolerance of the order of E-05 and smaller can be satisfied at a moderate CPU-time cost: about
0.1 msec for the calculation at 7 spots.
In Table 11, we show the prices Vcall(H,K;T, S) for S very close to the barrier H (x :=
ln(S/H) ∈ [0.0005, 0.0035] and the prices divided by xν/2. We see that the ratio is approxi-
mately constant which agrees with the asymptotics of the price of the down-and-out option
Vcall(H,K;T, S) ∼ c(K,T )xν/2, x ↓ 0.
6. Pricing first-touch options and expectations of first-touch products
Conditions on processes and payoff functions are the same as in Section 3.3. We consider the
down-and-in case; H = eh is the barrier, T is the maturity date, and G(τ,Xτ ) is the payoff at
the first entrance time τ into (−∞, h]. We need to calculate V (G;T ;x) = Ex [G(τ,Xτ )1τ<T ].
6.1. The simplest case. Let G(τ,Xτ ) = e
−rτ+βXτ , where β ∈ [0,−λ−). For β = 0,
V (G;T ;x) is the time-0 price of the first-touch digital, for β = 1 of the stock which is due
at time τ if τ < T . The case of the down-and-in forwards obtains by linearity. If we need to
calculate the expectation of the product of two payoffs of this form, β may assume value β = 2;
in this case, we need to replace r with 2r.
Since β ∈ [0,−λ−), φ−q (−iβ) = E
[
eβXTq
]
is finite for any q in the right half-plane. Fur-
thermore, for any σ > 0, there exists ω > 0 such that, for any q in the half-plane Re q ≥ σ,
φ−q (ξ) admits analytic continuation to the half-plane {Im ξ < ω}. For such σ and ω, the general
formula for the down-and-out options derived in [20, 10] (see also [13, 53]) is applicable: for
x > h,
(6.1) V (G;T ;x) =
eβh−rT
2pii
∫
Re q=σ
dq eqTφ−q (−iβ)−1
1
2pi
∫
Im ξ=ω
ei(x−h)ξ
φ−q (ξ)
β − iξ dξ.
Assuming that we use the Gaver-Stehfest method to evaluate the Bromwich integral (the outer
integral on the RHS of (6.1)), we need to calculate the inner integral for q > 0. As in the case
of no-touch options, we deform the contour upward and cross the simple pole at −iβ−q if β−q
exists and −β−q is not close to λ+:
1
2pi
∫
Im ξ=ω
ei(x−h)ξ
φ−q (ξ)
β − iξ dξ =
1
2pi
∫
L++
ei(x−h)ξ
φ−q (ξ)
β − iξ dξ −
qeβ
−
q (x−h)
φ+q (−iβ−q )ψ′(−iβ−q )
.
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If x − h > 0 is not very small, q not too large and λ+ and −λ− are large, then a good
approximation can be obtained using the last term on the RHS above and omitting the integral
over L++.
6.2. General case. Even in a simple case of the down-and-in option which, at time τ , becomes
the call option with strike K and time T − τ to maturity, G(τ,Xτ ) = e−rτVcall(K;T − τ,Xτ ),
the payoff at time τ , is more involved than the payoff functions in [20, 10] because the pric-
ing formulas in [20, 10] were derived under assumption that the dependence of G(τ,Xτ ) on
τ is of the simplest form e−rτG1(Xτ ). If we calculate the expectation of the product of a
discounted down-and-in call option e−rτVcall(K;T − τ,Xτ ) and e−rτ+βXτ , then G(τ,Xτ ) =
e−2rτ+βXτVcall(K;T −τ,Xτ ). In the case of the expectation of the product of discounted prices
of European options, the structure of G(τ,Xτ ) is even more involved.
First, we calculate the expectation V (G;T ;x) = Ex[1τ<TG(τ,Xτ )] in the general form, and
then make further steps for the special cases mentioned above. We repeat the main steps of
the initial proof in [20] omitting the technical details of the justification of the application
of Fubini’s theorem; they are the same as in [20, 9]. Let L = −ψ(D) be the infinitesimal
generator of X. Recall that the pseudo-differential operator ψ(D) with the symbol ψ is the
composition of the Fourier transform, multiplication operator by the function ψ, and inverse
Fourier transform. If uˆ is well-defined and analytic in a strip, ψ admits analytic continuation
to the same strip, and the product ψ(ξ)uˆ(ξ) decays sufficiently fast as ξ → ∞ remaining in
the strip, an equivalent definition is ̂(ψ(D)u)(ξ) = ψ(ξ)uˆ(ξ), for ξ in the strip. For details, see
[35, 21, 20].
The function V1(G; t, x) := V (G;T − t;x) is the bounded sufficiently regular solution of the
boundary value problem
(∂t + ψ(D))V1(G; t, x) = 0, t > 0, x > h;(6.2)
V1(G; t, x) = G(t, x), t > 0, x ≤ h;(6.3)
V1(G; 0, x) = 0, x ∈ R.(6.4)
Making the Laplace transform w.r.t. t, we obtain that if σ > 0 is sufficiently large, then, for
all q in the half-plane {Re q ≥ σ}, V˜1(G; q, x) solves the boundary problem
(q + ψ(D))V˜1(G; q, x) = 0, x > h;(6.5)
V˜1(G; q, x) = G˜(q, x), x ≤ h,(6.6)
in the class of sufficiently regular bounded functions. If {V˜1(G; q, ·)}Re q≥σ is the (sufficiently
regular) solution of the family of boundary problems (6.5)-(6.6) on R, then V1(G; t, x) can be
found using the Laplace inversion formula. Finally, V (G; t, x) = V1(G;T − t, x).
The family of problems (6.5)-(6.6) is similar to the one in [20]; the only difference is a more
involved dependence of G˜ on q (in [20], G˜(q, x) = G(x)/(q − r)). Hence, we can apply the
Wiener-Hopf factorization technique as in [20] and obtain
(6.7) V˜1(G; q, ·) = E−q 1(−∞,h](E−q )−1G˜(q, ·).
Let ω ∈ (0, λ+). If σ > 0 is sufficiently large, then, for q in the half-plane {Re q ≥ σ}, φ−q (ξ)
is analytic in the half-plane {Im ξ ≤ ω}. For ξ in this half-plane, the double Laplace-Fourier
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transform of V1(G; t, x) w.r.t. (q, x) is given by
(6.8) Vˆ1(G; q, ξ) = φ
−
q (ξ)
̂1(−∞,h]W (q, ·)(ξ),
where ̂1(−∞,h]W (q, ·)(ξ) is the Fourier transform of 1(−∞,h]W (q, ·), W (q, ·) = (E−q )−1G˜(q, ·).
We take ω′ < −β, and, similarly to the proof of Lemma 5.1, calculate
̂1(−∞,h]W (q, ·)(ξ) =
∫ h
−∞
dx e−ixξ(2pi)−1
∫
Im η=ω′
dη eixηφ−q (η)
−1Gˆ(q, η)
=
∫
Im η=ω′
φ−q (η)
−1Gˆ(q, η)(2pi)−1
∫ h
−∞
ei(η−ξ)xdxdη.
The result is: for (q, ξ) s.t. Re q ≥ σ and Im ξ > ω′,
(6.9) ̂1(−∞,h]W (q, ·)(ξ) =
1
2pii
∫
Im η=ω′
eih(η−ξ)φ−q (η)−1Gˆ(q, η)
η − ξ dη.
Applying the inverse Fourier transform, we obtain
V˜1(G; q, x) =
1
2pi
∫
Im ξ=ω
dξ ei(x−h)ξφ−q (ξ)
1
2pii
∫
Im η=ω′
eihηGˆ(q, η)
φ−q (η)(η − ξ)
dη.(6.10)
Since x − h > 0, we deform the outer contour upward, the new contour being of the type L+
(meaning: of the form L(ω1, ω, b), where ω > 0):
V˜1(G; q, x) =
1
2pi
∫
L+
dξ ei(x−h)ξφ−q (ξ)
1
2pii
∫
Im η=ω′
eihηGˆ(q, η)
φ−q (η)(η − ξ)
dη.(6.11)
If −iβ−q exists and −β−q is not close to λ+, we push the contour up, cross the simple pole at
ξ = −iβ−q , and obtain
V˜1(G; q, x) =
1
2pi
∫
L++
dξ ei(x−h)ξφ−q (ξ)
1
2pii
∫
Im η=ω′
eihηGˆ(q, η)
φ−q (η)(η − ξ)
dη(6.12)
+
qeβ
−
q (x−h)
φ+q (−iβ−q )ψ′(−iφ−q )
1
2pi
∫
Im η=ω′
eihηGˆ(q, η)
φ−q (η)(η + iβ−q )
.(6.13)
An admissible type of the deformation of the inner integral on the RHS of (6.12) and the
integral on the RHS of (6.13) depends on the properties of eihηGˆ(q, η). If G is the price of a
vanilla option or the product of prices of two vanilla options, then an admissible deformation
is determined by the relative position of the barrier and the strikes of the options involved.
Hence, we are forced to consider several cases.
6.3. Down-and-in call and put options.
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6.3.1. Call option, the strike is at or above the barrier. Consider first the down-and-in call
option. Since the strike is at or above the barrier, a := lnK ≥ h = lnH. We must have
λ− < −1. Let ω′ ∈ (λ−,−1) and σ > 0 be such that Re(q + ψ(ξ)) > 0 if Re q ≥ σ and
Im ξ ∈ [ω′,−1). Then the double Laplace-Fourier transform w.r.t. (t, x) of the discounted price
G(t, x) = e−r(T−t)Vcall(T,K;T − t, x) is well-defined in the region {(q, η) | Re q ≥ σ, Im η ∈
[ω′,−1)}, and it is given by
Gˆ(q, η) = e−rT
∫ +∞
0
e−qt
K1−iηe−tψ(η)
iη(iη − 1) dt.
Integrating, we obtain Gˆ(q, ξ) = e−iaξGˆ0(q, ξ), where a = lnK, and
(6.14) Gˆ0(q, η) =
Ke−rT
(q + ψ(η))iη(iη − 1) = −
Ke−rT
(q + ψ(η))η(η + i)
.
Under condition (X), for each q > 0, Gˆ0(q, ·) is a meromorphic function in the complex plane
with two cuts i(−∞, λ−], i[λ+,+∞) and simple poles at 0, −i (and −iβ±q , if the latter exist).
Since h < a, we may deform the inner contour of integration on the RHS of (6.12) and the
contour of integration on the RHS of (6.13) down. On the strength of (4.6),
Gˆ0(q, η)
φ−q (η)
= − Ke
−rT
φ−q (η)(q + ψ(η))η(η + i)
= −Ke
−rTφ+q (η)
qη(η + i)
.
Hence, (6.11) becomes
V˜1(G; q, x) = −Ke
−rT
2piq
∫
L+
dξ ei(x−h)ξφ−q (ξ)
1
2pii
∫
Im η=ω′
ei(h−a)ηφ+q (η)
η(η + i)(η − ξ)dη,(6.15)
and (6.12)-(6.13) can be rewritten as
V˜1(G; q, x) = −Ke
−rT
2piq
∫
L++
dξ ei(x−h)ξφ−q (ξ)
1
2pii
∫
Im η=ω′
ei(h−a)ηφ+q (η)
η(η + i)(η − ξ)dη(6.16)
− e
β−q (x−h)
φ+q (−iβ−q )ψ′(−iφ−q )
Ke−rT
2pi
∫
Im η=ω′
ei(h−a)ηφ+q (η)
η(η + i)(η + iβ−q )
dη.
If −iβ+q exists, we can cross the pole at −iβ+q , and obtain
V˜1(G; q, x) =
Ke−rT
2pi
∫
L++
dξ ei(x−h)ξφ−q (ξ)
(
− 1
2pii
∫
L−−
ei(h−a)ηφ+q (η)
qη(η + i)(η − ξ)dη(6.17)
+
eβ
+
q (h−a)
φ−q (−iβ+q )ψ′(−iβ+q )β+q (β+q − 1)(iβ+q + ξ)
)
− e
β−q (x−h)
φ+q (−iβ−q )ψ′(−iφ−q )
Ke−rT
2pi
∫
L−−
ei(h−a)ηφ+q (η)
qη(η + i)(η + iβ+q )
dη
+
eβ
−
q (x−h)
φ+q (−iβ−q )ψ′(−iβ−q )
Ke−rT eβ
+
q (h−a)
φ−q (−iβ+q )ψ′(−iβ+q )β+q (β+q − 1)(β+q − β−q )
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6.3.2. Put option, the strike is at or above the barrier. In the case of the put option, we have
(6.16) with ω′ ∈ (0, ω). Hence, deforming the contours of integrations w.r.t. η down into L−−,
we cross not only a simple pole at −iβ+q but simple poles 0,−i as well. Hence, to the RHS of
(6.17), we need to add
V˜1,add(G; q, x) = −Ke
−rT
2pi
∫
L++
dξ ei(x−h)ξφ−q (ξ)
(
1
iqξ
+
eh−aφ+q (−i)
q(1− iξ)
)
(6.18)
− Ke
−rT qeβ
−
q (x−h)
φ+q (−iβ−q )ψ′(−iβ−q )
(
1
qβ−q
+
eh−aφ+q (−i)
q(1− β−q )
)
6.3.3. Call option, the strike is below the barrier. We start with the contour {Im η = ω′}, where
ω′ ∈ (−β+q ,−1). Since a < h, we need to deform the inner contour of integration on the RHS
of (6.12) and the contour of integration in (6.13) up. Since φ+q (η) is analytic and bounded in
the half-plane {Im η ≥ ω′}, the inner integrand on the RHS of (6.16) has three simple poles at
η = −i, 0, ξ, and the 1D integrand on the RHS of (6.16) has three simple poles at −i, 0,−iβ−q ;
after the poles are crossed, we can move the line of integration up to infinity, and show that
the integrals after crossing are zeroes. Hence, we obtain
V˜1(G; q, x) = −Ke
−rT
2pi
∫
L++
ei(x−a)ξdξ
(q + ψ(ξ))ξ(ξ + i)
(6.19)
+
Ke−rT eβ
−
q (x−a)
ψ′(−iφ−q )qβ−q (β−q − 1)
− V˜1,add(G; q, x).
Remark 6.1. If −iβ±q either do not exist or not crossed, in all cases above the contours of the
types L± are used, and, in all formulas above, all the terms that contain β±q should be omitted.
6.3.4. Put option, the strike is below the barrier. Evidently, the price is the same as the one of
the European put.
6.3.5. The case of the product of discounted a European call or put option and eXτ . In the case
of the call option, we have G(t, x) = e−2rT ex+2rtVcall(T,K;T − t, x). Assuming that λ− < −2,
we take ω′ ∈ (λ− + 1,−1), and write
G(t, x) = e−2rT ex+rt
1
2pi
∫
Im ξ=ω
eixη−tψ(η)
K1−iη
iη(iη − 1)dη
= e−2rT ert
1
2pi
∫
Im ξ=ω
eix(η−i)−tψ(η)
K1−iη
iη(iη − 1)dη
= e−2rT ert
1
2pi
∫
Im ξ=ω−1
eixη−tψ(η+i)
K2−iη
(iη − 2)(iη − 1)dη.
Let λ− < −2 and choose ω ∈ (λ−,−2) and σ > 0 so that Re(q − r+ ψ(ξ)) > 0 if Re q ≥ σ and
Im ξ ∈ [ω,−2). Then the double Laplace-Fourier transform of G(t, x) w.r.t. (t, x) is well-defined
in the region {(q, η) | Re q ≥ σ, Im η ∈ [ω,−2)}, and it is given by
Gˆ(q, η) = e−2rT
∫ +∞
0
e−(q−r)t
K2−iηe−tψ(η+i)
(iη − 2)(iη − 1)dt.
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Thus, Gˆ(q, η) = e−iaηGˆ0(q, η), where a = lnK and
Gˆ0(q, η) =
K2e−2rT
(q − r + ψ(η + i))(iη − 2)(iη − 1) .
If the strike is at or above the barrier, the remaining steps are essentially the same as in
Subsections 6.3.1-6.3.2. The poles of the integrands are at −2i and −i rather than −i and 0, and
the contour L− must be below −2i rather than −i. Also, due to a different factor q−r+ψ(η+i)
in the denominator, we have an additional restriction on σ and L−−. Furthermore, instead of
the equality φ−q (η)(q + ψ(η)) = q/φ+q (η) we have a more complicated equality
φ−q (η)(q − r + ψ(η)) = q(q − r + ψ(η))/(φ+q (η)(q + ψ(η)),
hence, some of the poles and the corresponding residue terms are different.
In the case of the put, the calculations are the same only ω′ ∈ (0, ω) must be chosen at the
first step, and in the process of the deformation of the contours of integration w.r.t. η down,
tho poles at η = −i,−2i are crossed rather than at η = 0,−i.
If the strike is below the barrier, the above argument is modified similarly to the modification
in Subsection 6.3.3.
6.4. The case of the product of two European call or put options.
6.4.1. General formulas. In the case of calls, we have
G(t, x) = e−2rT e2rtVcall(T,K1;T − t, x)Vcall(T,K2;T − t, x),
where Kj ≥ H. Set aj = lnKj . Assuming that λ− < −2, we take ω1, ω2 ∈ (λ− + 1,−1), and
calculate, first, the Laplace transform of
G1(t, x) := e
2rtVcall(T,K1;T − t, x)Vcall(T,K2;T − t, x)
=
1
(2pi)2
∫
Im η1=ω1
dη1e
ixη1−tψ(η1) K
1−iη1
1
iη1(iη1 − 1)
∫
Im η2=ω2
dη2e
ixη2−tψ(η2) K
1−iη1
2
iη2(iη2 − 1) .
Using the Fubini theorem, we have
G˜1(q, x) =
K1K2
(2pi)2
∫
Im η1=ω1
∫
Im η2=ω2
ei(η1+η2)xe−ia1η1−ia2η2dη1 dη2
(q + ψ(η1) + ψ(η2))iη1(iη1 − 1)iη2(iη2 − 1) .
Since (E−q )−1ei(η1+η2)x = φ−q (η1 + η2)−1ei(η1+η2)x, we derive
(E−q )−1G˜1(q, x) =
K1K2
(2pi)2
∫
Im η1=ω1
∫
Im η2=ω2
ei(η1+η2)xe−ia1η1−ia2η2dη1 dη2
φ−q (η1 + η2)(q + ψ(η1) + ψ(η2))η1(η1 + i)η2(η2 + i)
.
Next, the Fourier transform of 1(−∞,h](x)eiβx is well-defined in the half-plane Im ξ > −β by
e(β−iξ)/(β − iξ), therefore, taking ω ∈ (0,−β−q ), we can represent
V˜1(G; q, x) := E−q 1(−∞,h](E−q )−1G˜1(q, x)
in the form
V˜1(G; q, x) =
K1K2
(2pi)3
∫
Im ξ=ω
dξ ei(x−h)ξφ−q (ξ)
∫
Im η=ω1
∫
Im η=ω2
e−i(a1−h)η1−i(a2−h)η2dη1dη2
Φ(q, ξ; η1, η2)η1(η1 + i)η2(η2 + i)
,
where Φ(q, ξ; η1, η2) = φ
−
q (η1 + η2)i(η1 + η2 − ξ)(q + ψ(η1) + ψ(η2)).
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Since x− h > 0, we deform the outer contour into a contour of the form L++, crossing the
pole at ξ = −iβ−q if it exists:
V˜1(G; q, x)(6.20)
=
K1K2
(2pi)3
∫
L++
dξ ei(x−h)ξφ−q (ξ)
∫
Im η1=ω1
∫
Im η2=ω2
e−i(a1−h)η1−i(a2−h)η2dη1dη2
Φ(q, ξ; η1, η2)η1(η1 + i)η2(η2 + i)
,
+
K1K2
(2pi)2
iqeβ
−
q (x−h)
φ+q (−iβ−q )ψ′(−iβ−q )
∫
Im η1=ω1
∫
Im η2=ω2
e−i(a1−h)η1−i(a2−h)η2dη1dη2
Φ(q,−iβ−q ; η1, η2)η1(η1 + i)η2(η2 + i)
.
If the first option is a call and the other is a put, then ω1 ∈ (−β+q ,−1) and ω2 ∈
(0,−β−q ) should satisfy ω1+− b+ sin(ω+)− (ω1 +ω2) > 0, where ω1+, ω+, b+ are the parameters
that define the curve L++ (recall that the lowest point of the latter is i(ω1+ − b+ sin(ω+))).
In the case of two put options, the calculations are the same but we take ω1, ω2 ∈
(0,−β−q ), and (6.20) can be justified if ω1+ − b+ sin(ω+)− (ω1 + ω2) > 0.
6.4.2. Reductions. All three cases are reducible one to another. We start with the product of
two call options. We move the lines of integration {Im ηj = ωj}, ωj ∈ (−β+q ,−1), j = 1, 2, up,
and, on crossing the poles, apply the residue theorem. Let ω′1, ω′2 > 0, ω′1 + ω′2 < Im ξ. Then,
moving the innermost line of integration up, we obtain
1
(2pi)2
∫
Im η1=ω1
∫
Im η2=ω2
e−i(a1−h)η1−i(a2−h)η2dη1dη2
Φ(q, ξ; η1, η2)η1(η1 + i)η2(η2 + i)
(6.21)
=
1
(2pi)2
∫
Im η1=ω1
∫
Im η2=ω′2
e−i(a1−h)η1−i(a2−h)η2dη1dη2
Φ(q, ξ; η1, η2)η1(η1 + i)η2(η2 + i)
+
1
2pi
∫
Im η1=ω1
e−i(a1−h)η1dη1
Φ(q, ξ; η1, 0)η1(η1 + i)
− e
h−a2
2pi
∫
Im η1=ω1
e−i(a1−h)η1dη1
Φ(q, ξ; η1,−i)η1(η1 + i)
The first term on the RHS is the integral for the case of a call and put, the remaining two terms
can be calculated similarly to the integrals in formulas for put and call options. If a1 − h ≤ 0,
the line {Im η1 = ω1} is deformed into a contour of the form L−, and if a1 < h, then of the
form L+ or L++. The new contour must be strictly below the contour of integration L++ w.r.t.
ξ, and the angles between the asymptotes of the two contour must be non-zero.
Pushing the lines of integration w.r.t. η1 up, we obtain a repeated integral which arises when
the product of puts is considered (plus 4 one-dimensional integrals):
1
(2pi)2
∫
Im η1=ω1
∫
Im η2=ω2
e−i(a1−h)η1−i(a2−h)η2dη1dη2
Φ(q, ξ; η1, η2)η1(η1 + i)η2(η2 + i)
(6.22)
=
1
(2pi)2
∫
Im η1=ω′1
∫
Im η2=ω′2
e−i(a1−h)η1−i(a2−h)η2dη1dη2
Φ(q, ξ; η1, η2)η1(η1 + i)η2(η2 + i)
+
1
2pi
∫
Im η1=ω1
e−i(a1−h)η1dη1
Φ(q, ξ; η1, 0)η1(η1 + i)
− e
h−a2
2pi
∫
Im η1=ω1
e−i(a1−h)η1dη1
Φ(q, ξ; η1,−i)η1(η1 + i)
+
1
2pi
∫
Im η2=ω′2
e−i(a2−h)η2dη2
Φ(q, ξ; 0, η2)η2(η2 + i)
− e
h−a1
2pi
∫
Im η2=ω′2
e−i(a2−h)η2dη2
Φ(q, ξ;−i, η2)η2(η2 + i) .
STATIC AND SEMI-STATIC HEDGING 35
Below, we consider the calculation of the repeated integrals above, denote them J(ξ;ω1, ω2),
for strikes below or above the barrier. Depending on a case, it will be convenient to calculate
either J(ξ;ω1, ω2) or J(ξ;ω1, ω
′
2) or J(ξ;ω
′
1, ω
′
2), and, then, if necessary, use (6.21) and (6.22).
Since the choice of the parameters of the contours of integration are simpler if the contours
of integration w.r.t. η1, η2 are in the lower half-plane, we would recommend the reduction to
the case of two calls unless β+q − 1 is much smaller than −β−q .
6.4.3. Both strikes are at or above the barrier. Since aj ≥ h, the contours of integration w.r.t.
η1 and η2 are deformed down, into contours of the form L− = L(ω1j , ωj , bj), where ωj < 0
are different from the ones in (6.20). In the process of the deformation, neither of these two
contours may cross the cut i(−∞, λ−]. In addition, the factor q + ψ(η1) + ψ(η2) must remain
separated from 0 for all η1, η2 on the contours. A simple general requirement (sufficient for
large Re q; if Re q > 0 is not large, an additional control of the behaviour of the contours in
the process of the deformation is needed) is as follows. By Assumption (X), ψ is of the form
ψ(η) = −iµ0η + ψ0(η), where µ ∈ R and ψ0(η) ∼ c0∞|η|νeiνγ , where γ = arg η ∈ (−pi/2, pi/2),
and c0∞ > 0. Hence, we can choose the sinh-deformation with the desired properties in the
following cases
(1) if ν ∈ (1, 2] or µ ≤ 0 then 0 > ωj > −min{pi/2, pi/(2ν)};
(2) if ν = 1 and µ > 0, then 0 > ωj > − arctan(c0∞/µ).
If ν ∈ (0, 1) and µ > 0, then only less efficient conformal deformations and changes of variables
are possible (labeled sub-polynomial in [15] where efficient methods for evaluation of stable
distributions have been developed). Keeping the notation L− for this case as well, we obtain
V˜1(G; q, x)(6.23)
=
K1K2
(2pi)3
∫
L++
dξ ei(x−h)ξφ−q (ξ)
∫
L−
∫
L−
e−i(a1−h)η1−i(a2−h)η2dη1dη2
Φ(q, ξ; η1, η2)η1(η1 + i)η2(η2 + i)
,
+
K1K2
(2pi)2
iqeβ
−
q (x−h)
φ+q (−iβ−q )ψ′(−iβ−q )
∫
L−
∫
L−
e−i(a1−h)η1−i(a2−h)η2dη1dη2
Φ(q,−iβ−q ; η1, η2)η1(η1 + i)η2(η2 + i)
.
If the characteristic exponent is a rational function, then we may push the contour L++ to
infinity upwards, and L− downwards. After all the poles are crossed, instead of the triple
integral, we will obtain a triple sum expressible in terms of a1, a2, h, the parameters of the
characteristic exponent and its roots and poles.
The same can be done in the beta-model [50]; the resulting sums will be infinite, though,
and one will have to solve a rather non-trivial problem of a sufficiently accurate truncation of
these infinite sums.
6.4.4. The case when one of the strikes is below the barrier. Let K2 < H ≤ K1. Then a2−h <
0 ≤ a1, and the sinh-deformation of the line of integration w.r.t. η2 is impossible, hence, we
apply the simplified trapezoid rule to the initial integral w.r.t. η2 (flat iFT). The integrands
decay very slowly, hence, the number of terms N2 in the simplified trapezoid rule is too large.
The number N2 can be significantly decreased using the summation by parts in the infinite
trapezoid rule
I = ζ
∑
j∈Z
e−iaζjfj .
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if f ′(y) decreases faster than f(y) as y → ±∞ (as is the case in the setting of the present
paper). Indeed, then the finite differences ∆fj = fj+1 − fj decay faster than fj as j → ±∞ as
well. The summation by parts formula is as follows. We choose ζ > 0 so that 1− e−iaζ is not
close to 0. Then
ζ
∑
j∈Z
e−iaζjfj =
ζ
1− e−iaζ
∑
j∈Z
e−iaζj∆fj .
If each differentiation increases the rate of decay, then the summation by part procedure can
be iterated. In the setting of the present paper, the rate of decay increases by approximately
1 with each differentiation. In the numerical examples, we apply the summation by parts 3
times, which decreases the number of terms many times, and makes the number comparable
to the number of terms when the sinh-acceleration can be applied.
6.4.5. The case when both strikes are below the barrier. In this case, the sinh-acceleration in
the integrals w.r.t. η1 and η2 is impossible, hence, we apply the simplified trapezoid rule to the
initial integrals w.r.t. η2 and η1. The numbers N1, N2 can be significantly decreased using the
summation by parts in the infinite trapezoid rule applied to evaluate the repeated integrals on
the RHS of (6.23).
7. Semi-static hedging vs Variance minimizing hedging of down-and-in options:
a numerical example and qualitative analysis
In this section, we present and discuss in detail several important observations and practically
important conclusions using an example of a down-and-in call option. The process (KoBoL)
is the same as in Table 2 , maturity is T = 0.1, but the strike K = 1.04 is farther from
the barrier than in Table 2 . The reason for that is two-fold: 1) to show that if the restrictive
formal conditions for the semi-static hedging are satisfied, then the semi-static procedure works
reasonably well for jump-processes with a rather slowly-decaying jump component even if the
distance from the barrier to the support of the artificial exotic payoff is sizable (about 4
percent); 2) if this support is too close to the barrier, then the summation-by-part procedure
can be insufficiently accurate unless high precision arithmetic is used. In the paper, we do
calculation with double precision.
We consider the standard situation: an agent sells the down-and-in call option, and invests
the proceeds into the riskless bond. We assume that the spot S0 = e
0.04 is almost at the strike.
That is, the agent makes the bet that the barrier will not be breached during the lifetime of
the option.
Fig. 3 shows that the probability of this happy outcome is not very large; even the probability
that the barrier will be breached before τ = 0.05 is about 42%.
However, with the probability about 50%, at the time the portfolio is breached, the portfolio
value is positive. This is partially due to the fact the bond component in the portfolio increases
fairly fast.4 Nevertheless, if the barrier is breached at time close to 0, the loss in the portfolio
value can be rather sizable (see Fig. 4). Hence, it is natural for the agent to hedge the bet.
Assume that the agent uses the semi-static hedging constructed in the paper. The standard
static and semi-static arguments construct model- and spot-invariant portfolios, which make it
4Recall that even a small asymmetry of the jump component requires the riskless rate be sizable in order
that the semi-static procedure be formally justified.
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impossible to take into account that a hedging portfolio needs to be financed. If we consider
the portfolio of 3 put options, and ignore the riskless bonds borrowed to finance the position,
then, at any time τ the barrier is breached, and at any level Sτ ≤ H, the portfolio value is
positive or very close to zero (Fig. 5). Thus, the semi-static hedge seems to work very well
even if the portfolio consists of only 3 options. Furthermore, if only one option is used, then
the portfolio value decreases except in a relatively small region far from the barrier and close
to maturity (Fig. 6). Since the probability of the option expiring in that region is very small,
a naive argument would suggest that increasing the number of options in the hedging portfolio
would increased the overall hedging performance of the portfolio. Recall, however, that the
agent borrows riskless bonds to finance the put option position. If the barrier is breached,
this short position in the riskless bond has to be liquidated alongside the other positions in
the portfolio, complicating the overall picture. Fig. 7 demonstrates that, when Sτ is close to
the barrier (a high probability event conditional on breaching the barrier), the value of the
hedging portfolio is negative and large. Thus, the hedge is far from perfect. Furthermore, in
Fig. 8 we see that if τ > 0.037 and Sτ is not too far from the barrier, then the semi-static
portfolio consisting only of a put option whose strike is at the kink of the exotic option has a
larger value then the value of the semi-static portfolio consisting of 3 put options. The value
of the hedging portfolio with one put option is shown in Fig. 9. Table 12 shows that, if the
barrier is not breached during the lifetime of the options, both portfolios have negative value
but the losses on the one with 3 options is twice as large. Hence, it is better to use fewer
options unless the agent is betting on a very low probability event realizing: if a larger fraction
of wealth is invested in options, the cost of these options is higher, eroding the advantage of a
more accurate semi-static hedging.
Fig. 10 demonstrates that the variance-minimizing portfolio of the same three put options
hedges the risk of the down-and-in option, but only partially: if τ < 0.06 (approximately), and
Sτ is not far from the barrier, the value of the portfolio is negative; for τ closer to maturity,
the portfolio value becomes sizably positive.
Comparing Fig. 12 and Fig. 10, we observe that the inclusion of the first-touch digital
increases the hedging performance of the portfolio somewhat. Fig. 11, 13 and 14 show that
portfolios with one put option or one first touch digital perform approximately as well as
portfolios with 3 options, and the portfolio with the first touch digital as the only hedging
instrument is better than portfolios with one put option (with strikes either at the barrier or
at the kink).
We emphasize once again that, since the hedging portfolio is not costless, proper analysis of
the efficiency of hedging should incorporate both the payoff to the short position in the riskless
bond and the value of the hedging portfolio at maturity in case the barrier is not breached. In
the case of the formally perfect semi-static hedging with 3 put options, the loss of the portfolio
when the barrier is not breached is quite sizable (about 0.6 of the value of the hedged option
at time 0); in contrast, if only one option is used, then the loss is about 0.3 of the value of the
hedged option. Instead, if we use a variance-minimizing portfolio with 3 or 1 put options, the
gain when the barrier is not breached is sizable (about the value of the hedged option); if the
first touch digital is used, then the gain is close to 0 (positive if, in addition to the first touch
digital, two put options are used, and negative if only the first touch digital is used).
To sum up: any realistic hedging portfolio replaces the initial non-hedged bet with another
one, which can be more risky than the initial bet, once we take the investment in the riskless
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bond into account. In particular, the semi-static hedging portfolio with 3 put options, which
seems perfect from the point of view of the replication of the payoff of the down-and-in call
option, ignoring the upfront payments for the hedging instruments, is, in fact, another and
much riskier bet: only if the barrier is breached, and the underlying is sizably below the
barrier at that moment, the hedging portfolio is in the black; otherwise, it is is the red, and,
with the large probability, significantly so. Thus, semi-static hedging portfolios can be regarded
as contrarian bets: if the realization of the underlying is very bad (which occurs with small
probability), the portfolio gains a lot, but looses a lot otherwise. The portfolios with first touch
digitals have the most concentrated profile of the payoffs.
Table 12 illustrates the bet structure implicit in different hedging portfolios, showing the
approximate payoffs in the vicinity of the barrier when the barrier is breached and the payoff
at maturity if the barrier is not breached.5 We see that the replacement of the initial bet (the
naked short down-and-in call option) with the portfolios based on the semi-static argument
may lead to a sizable loss with probability more than 90%. At the same time, there is a small
probability of a significant gain, if the barrier is breached by a large jump. In our opinion,
Table 12 demonstrates that the most efficient hedge is with the first touch digital.
In Table 13, we show the normalized standard deviation of different portfolios, computed
at 1%-7% from the barrier. The irregular structure of the payoff to the semi-static hedging
portfolio implies that the portfolio volatility must be high, as demonstrated in Table 13. The
volatilities of other portfolios are of the same order of magnitude, although the volatilities
of portfolios that contain the first touch digital are sizably smaller, which is an additional
indication of the advantages of the first touch digitals.
In Table 14, we show the variance-covariance matrix which is used to construct several
hedging portfolios; the reader may check that the matrix is rather close to a matrix of a
smaller rank 2-3 rather than 5. This explains why the variances of different portfolios that we
construct are very close, and why, as far as the hedging of small fluctuations is concerned, there
is no gain in using several options; and the cost of using several options can be uncomfortably
high.
8. Conclusion
8.1. Hedging: results and extensions. We developed new methods for constructing static
hedging portfolios for European exotics and variance-minimizing hedging portfolios for Euro-
pean exotics and barrier options in Le´vy models; in both cases, the calculations are in the
dual space. In particular, we constructed approximate static portfolios for exotic options ap-
proximating an exotic payoff with linear combinations of vanillas in the norm of the Ho¨lder
space with an appropriate weight; the order of the Ho¨lder space is chosen so that the space of
continuous functions with the same weight is continuously embedded in the weighted Ho¨lder
space, hence, we obtain an approximation in the C-norm. The weights are easy to calculate
because the weighted Ho´lder space is the Hilbert space, and the scalar products of the elements
of this space can be easily calculated evaluating integrals in the dual space.
5Payoffs in the vicinity of the barrier when the barrier is breached are shown for several small time intervals.
For omitted time intervals, approximate probabilities and payoffs can be reconstructed using the interpolation;
the probabilities of realizations of Sτ farther from the barrier are small because the tails of the Le´vy density
decay exponentially, and the rate of decay is not small.
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We have discussed the limitations of the static hedging/replication of barrier options, and,
in applications to Le´vy models, listed the rather serious restrictions on the parameters of
the model under which the approximate replication of a barrier option with an appropriate
European exotic option can be justified. We explained why in the presence of jumps a perfect
semi-static hedging is impossible, and, using an example of the down-and-in call option in
KoBoL model, demonstrated that
(a) the formal semi-static procedure of hedging barrier options based on the approximation of
the latter with exotic European options and the static hedging algorithm of the present
paper produce a good super-replicating portfolio even if only 3 put options are used;
(b) however, if the borrowed riskless bond needed to finance the hedging portfolio is taken into
account, then the hedging portfolio of the short down-and-in call option, 3 put options
and riskless bond has the payoff structure resembling contrarian bets. With a very high
probability, the portfolio suffers sizable losses (several dozen percent and more of the value
of the down-and-in option at the initiation). This happens if the barrier is not breached
during the lifetime of the option or, at the moment of breaching, the spot does not jump
too far below the barrier. Only if the jump down is large, the hedging portfolio will turn
out the profit, and the profit can be very large;
(c) if only one put option is used for hedging, then the performance of the portfolio significantly
improves although the super-replicating property becomes imperfect, naturally. This obser-
vation undermines a general idea behind the semi-static hedging/replication. An accurate
replication needs more options in the hedging/replicating portfolio but the associated costs
may outweigh the formal advantage of the model-free replication/hedging;
(d) in the example that we considered, variance-minimizing hedging portfolios are less risky
than the semi-static hedging portfolios, and the ones with the first touch digitals are the
best. This observation implies that, surprisingly enough, for barrier options, the variance-
minimizing objective leads to smaller losses even at the scale which is not expected to be
characterized by the variance;
(e) in the case of the short down-and-out call option, the natural hedging portfolio is a short
position in a European call; similarly, the natural hedging portfolio for the down-and-in
option is a long position in a European call. Fig. 15, 16, 17 show the (normalized) payoffs of
the naked down-and-out option, the semi-static hedging portfolio without taking the bond
component into account, and the semi-static hedging portfolio with the bond component
taken into account. While the former suffers losses unless the breach happens exactly at
the barrier, the payoff of the latter is 0.3 at maturity (if no breach happens), and positive
in a small neighborhood of the barrier if the breach happens. Thus, if the bond component
is taken into account and the non-negligible probability of a large loss is ignored, the
semi-static portfolio almost looks like a good hedge.
The results the paper suggest that it might be natural to consider semi-static hedging portfolios
as separate classes of derivative securities, with non-trivial payoff structures, which are model-
dependent. The numerical examples in the paper demonstrate that the properties of the payoffs
of semi-static hedging portfolios for short down-and-out options are fundamentally different
from the properties of semi-static hedging portfolios for short down-and-in options. For the
process and down-options considered in the paper, the semi-static hedging portfolios for down-
and-out options do have properties close to the properties of good hedging portfolios: with
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high probability, the payoff at expiry (or maturity) is positive although with small probability
the payoff is negative. However, for the down-and-out options, the properties are the opposite:
small losses with high probability and large gains with small probability (essentially, contrarian
bets). For up-options under the same process, the semi-static hedging portfolios for “out”
options are good but the ones for “in” options are contrarian bets. The properties change with
the change of the sign of the drift as well. For barrier options, the picture becomes even more
involved.
To conclude, the formal semi-static argument is applicable only under rather serious restric-
tions, cannot be exact in the presence of jumps, may lead to very risky portfolios, and the
hedging errors of the variance-minimizing portfolios can be sizable (although less than the er-
rors of the formal semi-static hedging portfolios). The deficiencies of both types of the hedging
portfolios stem from the fact that both are static. If we agree that a model-independent hedg-
ing is seriously flawed (the semi-static hedging disregards the cost of hedging), and the variance
minimizing one does not take into account the payoff of the portfolio at the time of breaching
explicitly, then a natural alternative is a hedging portfolio which is rebalanced after reasonable
short time interval so that the profile of the payoff at an uncertain moment of breaching is
approximately equal to the profile at the moment of the next rebalancing. The portfolio can
be calculated using the approximation in the Ho¨lder space norm, and the following versions
seems to be natural:
I. Myopic hedging, when the hedging instruments expire at the moment of the next rebal-
ancing.
II. Quasi-static hedging, when the first hedging portfolio is constructed using the options of
the same maturity as the barrier option, and the other options are added to the existing
portfolio at each rebalancing moment.
III. Hedging using first touch digitals only. Possible versions: each period, buy the digital
which expires at the end of the rebalancing period; each period, buy first touch digitals
which expire at the maturity date.
As Fig.1 suggests, and our numerical experiments confirm, the use of the first touch digitals
has certain advantages, and the first-touch options with the payoffs (S/H)γ , γ > 0, would be
even better hedging instruments.
We leave the study of these versions of hedging to the future.
8.2. The technique used in the paper to price options with barrier features and
its natural extensions. The construction of the variance minimizing portfolio for barrier
options is based on the novel numerical methods for evaluation of the Wiener-Hopf factors
and pricing barrier options that are of a more general interest than applications to hedging.
In particular, the Wiener-Hopf factors can be evaluated with the relative error less than E-
12 and barrier options with the relative error less than E-08 in a fraction of a msec. and
several msec., respectively. The efficient evaluation of the Wiener-Hopf factors, and, in many
cases, the numerical realization of the inverse Fourier transform in the option pricing formulas
are based on the sinh-acceleration method of evaluation of integrals of wide classes, highly
oscillatory ones especially, developed in [17]. In some cases, the sinh-acceleration method
is not applicable. These cases are the ones when the standard Fourier inversion techniques
may require the summation of millions of terms and more; the same problem arises when the
Hilbert transform method is applied in Le´vy models of finite variation. In the present paper,
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we suggested and successfully applied the summation by parts trick in the infinite trapezoid
rule. In the result, the rate of the convergence of the infinite sum significantly increases, and it
suffices to add thousands of terms in the infinite trapezoid rule instead of millions. Note that
the same summation by parts can be applied when the Hilbert transform is used to evaluate
discrete barrier options, and in other cases.
Similarly to [53], it is possible to derive simplified asymptotic formulas, which are fairly
accurate if the spot is not very close to the barrier and the tails of the jump density decay fast.
Similar exact formulas with larger number of terms are valid in models with rational exponents
ψ, if the roots and poles of the characteristic equation q+ψ(ξ) = 0 can be efficiently calculated,
and the number of zeros and poles is not large. This is the case in the double-exponential jump
diffusion model (DEJD model [47]) used in [58, 57, 47, 48, 49, 63, 59], and its generalization,
the hyper-exponential jump-diffusion model (HEJD model) introduced and studied in detail
in [52] (and independently outlined in [57]), and used later in [41, 26, 7, 8] and many other
papers. In the case of the beta-model [50], similar formulas with series instead of finite sums
can be derived; but it is unclear how to truncate repeated series in order to satisfy the desired
error tolerance.
The approach of the paper can be applied to construct hedging portfolios for lookbacks
[13], American options, barrier options and Asians with discrete monitoring [32], Bermudas,
where the Fourier transform of the option price can be efficiently calculated. To this end,
one can reformulate the backward induction procedures in the discrete time models or Carr’s
randomization method making the calculations in the dual space as in [56], where Asian options
were priced making calculations in the dual space. The double-spiral method introduced in [56],
together with the sinh-acceleration, should be used to decrease the sizes of arrays one works
with at each time step. The sinh-acceleration allows one to make calculations fast in regime
switching models as well (calculation of the Wiener-Hopf factors in the matrix case is possible
using the sinh-acceleration technique), hence, approximations of models with stochastic interest
rates and stochastic volatility can be considered, similarly to [23, 24, 18], where American
options were priced using Carr’s randomization in the state space. The double-barrier options
can be treated by reformulating the method of [11] in the dual space.
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Appendix A. Standard semi-static hedging under Le´vy processes
We consider the down-and-in option (with the value function) V (G;H; t,Xt) with the barrier
H = eh. Let τ := τh be the first entrance time by the Le´vy process X with the characteristic
exponent ψ into (−∞, h]. If τ < T , then, at time τ , the option becomes the European option
with the payoff G(XT ) at maturity date T . The standard semi-static hedge is based on the
assumption that there exists β ∈ R such that, for any stopping time τ ,
(A.1) Eτ [G(XT )1XT>h] = Eτ
[
eβ(XT−Xτ )G(2Xτ −XT )12Xτ−XT>h
]
.
If (A.1) holds, we consider the European option V (Gex; t,Xt) of maturity T , with the payoff
function
(A.2) Gex(x) = (G(x) + e
β(x−h)G(2x− h))1(−∞,h])(x).
If τ > T, the down-and-in option and the European option expire worthless. At time τ , the
option values coincide on the strength of (A.1) provided Xτ = h because
Eτ [G(XT )1XT>h] + Eτ [G(XT )1XT≤h] = Eτ [G(XT )].
But the assumption Xτ = h means that there are no jumps down. In a moment, we will show
that then there are no jumps up as well. Let G(x) = (ex −K)+ or, more generally, let Gˆ(ξ)
be well-defined in the half-plane {Im ξ < −1} and decay as |ξ|−2 as ξ → ∞ remaining in this
half-plane. Let ψ be analytic in a strip S(λ−,λ+), where λ− < −1. Take ω ∈ (λ−,−1), denote
x = Xτ , and represent the LHS of (A.1) in the form
(A.3) Eτ [G(XT )1XT>h] =
1
2pi
∫
Im ξ=ω
eixξ−(r+ψ(ξ))(T−τ) ̂G1(h,+∞)(ξ)dξ.
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The RHS of (A.1) can be represented as the repeated integral
1
2pi
∫
Im ξ=ω′
dξ eixξ−(r+ψ(ξ))(T−τ)
∫
R
dy e−iyξeβ(y−x)G(2x− y)12x−y>h.
if ω′ ∈ R can be chosen so that the repeated integral converges (this imposes an additional
condition on ψ, which will be made explicit in a moment). Changing the variable 2x− y = y′,
and then −ξ − iβ = ξ′, we obtain
Eτ
[
eβ(XT−Xτ )G(2Xτ −XT )12Xτ−XT>h
]
=
1
2pi
∫
Im ξ=ω′
dξ eixξ−(r+ψ(ξ))(T−τ)
∫
R
dy′ e−i(2x−y
′)ξeβ(x−y
′)G(y′)1y′>h
=
1
2pi
∫
Im ξ=ω′
dξ e−(r+ψ(ξ))(T−τ)
∫
R
dy′ ei(x−y
′)(−ξ−iβ)G(y′)1y′>h
=
1
2pi
∫
Im ξ′=−ω′−β
dξ′ e−(r+ψ(−ξ
′−iβ))(T−τ)
∫
R
dy′ ei(x−y
′)ξ′G(y′)1y′>h
=
1
2pi
∫
Im ξ=−ω′−β
eixξ−(r+ψ(−ξ
′−iβ))(T−τ) ̂G1(h,+∞)(ξ)dξ.
We see that ω′ and β must satisfy −ω′−β ∈ (λ−,−1), and, comparing with (A.3), we see that
the characteristic exponent ψ and β must satisfy
(A.4) ψ(ξ) = ψ(−ξ − iβ).
Given a class of Le´vy processes, the equation (A.4) imposes one condition on the diffusion part,
and the second condition on the jump part; hence, the dimension of the admissible parameter
space drops by 2 if there are both diffusion and jump component, and by one if there is only
one of these components.
If X is the BM with drift µ and volatility σ, then (A.4) is equivalent to β = −µ/(2σ2).
Equivalently, ψ(−i) = 0 (the stock is a martingale), hence, δ = r (the dividend rate equals the
riskless rate). In the case of the BM with embedded KoBoL component:
ψ(ξ) =
σ2
2
ξ2 − iµξ + c−Γ(−ν+)(λν++ − (λ+ + iξ)ν+) + c+Γ(−ν−)((−λ−)ν− − (−λ− − iξ)ν−),
the conditions become: 1) c+ = c− (hence, either there are no jumps or there are jumps in
both directions), and ν+ = ν−; and 2) β = −µ/(2σ2) = −λ+ − λ−. 3) ψ(−i) + r − δ = 0. We
see that if there is no diffusion components, then the “drift” µ = 0, and if there is a diffusion
component, and µ > 0 (resp., µ < 0), then λ+ > −λ− (resp., λ+ < −λ−), which means that
the density of jumps decays slower in the direction of the drift.
We finish this section with a discussion of a possible size of hedging errors induced by the
assumption that the process does not cross the barrier by a jump when, in fact, it does. In the
case of the down-and-in options the expected size of the overshoot decreases when λ+ increases;
in the case of up-and-in options, −λ− increases in absolute value. Hence, if the diffusion
component is sizable: σ2 > 0 is not small, then the condition β = −µ/(2σ2) = −λ+ − λ−
implies a strong symmetry λ+ ≈ −λ− of the positive and negative jump components.
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If σ2 is small, then a strong asymmetry is possible; but then µ must be very large in absolute
value. To sum up: the conditions on the parameters of the model which allow one to formally
apply the semi-static hedging procedure to Le´vy processes with jumps are rather restrictive.
Appendix B. Additional representations of the Wiener-Hopf factors
In the case of processes of order ν < 1 (that is, processes of finite variation), with non-
zero drift, formulas (4.8)-(4.9) for the Wiener-Hopf factors can be made more efficient for
computational purposes. Set
(B.1) Ψ(q, η) = (1 + ψ(η)/q)/(1− iµη/q).
(IV) If ν < 1 and µ > 0, then, for the same ξ and ω± as above,
φ+q (ξ) = (1− iµξ/q)−1 exp
[
1
2pii
∫
Im η=ω−
ξ ln Ψ(q, η))
η(ξ − η) dη
]
(B.2)
φ−q (ξ) = exp
[
− 1
2pii
∫
Im η=ω+
ξ ln Ψ(q, η)
η(ξ − η) dη
]
.(B.3)
(V) If ν < 1 and µ < 0, then, for the same ξ and ω± as above,
φ+q (ξ) = exp
[
1
2pii
∫
Im η=ω−
ξ ln Ψ(q, η)
η(ξ − η) dη
]
(B.4)
φ−q (ξ) = (1− iµξ/q)−1 exp
[
− 1
2pii
∫
Im η=ω+
ξ ln Ψ(q, η)
η(ξ − η) dη
]
.(B.5)
Formulas (B.2)-(B.5) are more efficient than (4.8)-(4.9) because if either q or η (or both) tend
to∞ in the complex plane so that the RHS in (B.1) does not cross (−∞, 0], and (q− iµη)−1 =
O((|q|+ |η|)−1, then ln Ψ(q, η)) is well-defined and tends to zero as |η|ν/(|q|+ |η|). Hence, the
integrals converge faster.
(VI) Similarly, if the process has the BM component of volatility σ, and ν < 2 is the order of
the pure jump component, we introduce
(B.6) Ψ(q, η) = (1 + ψ(η)/q)/(1 + η2σ2/(2q)),
set β±q = ±
√
2q/σ, and represent the Wiener-Hopf factors in the form
φ+q (ξ) =
β+q
β+q − iξ
[
1
2pii
∫
Im η=ω−
ξ ln Ψ(q, η)
η(ξ − η) dη
]
(B.7)
φ−q (ξ) =
β−q
β−q + iξ
exp
[
− 1
2pii
∫
Im η=ω+
ξ ln Ψ(q, η)
η(ξ − η) dη
]
.(B.8)
(VII) Finally, if the process has the BM component of volatility σ, µ is the drift, and ν < 1 is
the order of the pure jump component, we introduce
(B.9) Ψ(q, η) = (q + ψ(η))/(q − iµη + η2σ2/2),
and β±q = (−µ± (µ2 + 2qσ2)1/2)/σ2 and represent the Wiener-Hopf factors in the form (B.7)-
(B.8). The rate of convergence of the integrals increases further.
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Appendix C. Sinh-acceleration in the Laplace inversion formula
Let σ, ω′′, b′′ > 0 and σ − b′′ sinω′′ > 0. Introduce the function
(C.1) C 3 q = χ0(σ, ω′′, b′′, y) := σ + ib′′ sinh(iω′′ + y) ∈ C,
and denote by L0 = L0(σ, ω′′, b′′) be the image of R under the map χ0(σ, ω′′, b′′, ·). We fix
ω′′ ∈ (0, pi/4), kd ∈ (0, 1), and set d′′ = kd|ω′′|, γ′′± = ω′′ ± d′′. If the contour L(ω′1, ω′, b) with
ω′ > 0 is used to calculate the Wiener-Hopf factors, we set d′ = kd|ω′| and choose ω′ ∈ (0, pi/4).
Denote by S the image of the strip S(−d′′,d′′) under the map y 7→ χ0(σ, ω′′, b′′, y) and by S ′ the
image of the strip S(−d′,d′) under the map y 7→ ψ(χ(ω′1, ω′, b′, y)). We choose the parameters
of the deformations so that the sum S + S ′ = {q ∈ S, η ∈ S ′} does not intersect (−∞, 0]
in the process of deformation of the two initial lines of integration; then the initial formulas
(4.8)-(4.9) can be applied (provided ξ is below S′). The other formulas for the Wiener-Hopf
factors above can be applied under weaker conditions. See [13, 53] for details in the similar
case of the fractional-parabolic deformations.
The necessary condition on the pair ω′ and ω′′, which ensures that the intersection of S+S ′
with the exterior of a sufficiently large ball in C does not intersect (−∞, 0]. At infinity, S
stabilizes to the cone C ∪ C¯, where z¯ denotes the complex conjugation, and
C := {eiφR++ | φ ∈ (−ω′′ − d′′ − pi/2,−ω′′ + d′′ − pi/2)}.
S ′ also stabilizes at infinity to a cone of the form C′ ∪ C¯′, but the description of C′ is more
involved than that of C. We need to consider 3 cases: (1) ν ∈ (1, 2] or ν ∈ (0, 1] and µ = 0; (2)
ν = 1 and µ 6= 0; (3) ν ∈ (0, 1) and µ 6= 0.
(1) We use (3.5) to conclude that
C′ := {eiφR++ | φ ∈ (ν(ω′ + d′), ν(ω′ − d′))}.
Let ω′ ≥ 0, then (C∪C¯)+(C′∪C¯′) does not intersect (−∞, 0], if and only if ν(ω′+d′)+ω′′+d′′ ∈
(0, pi/2). The case ω < 0 is by symmetry. In both cases, if kd < 1 can be chosen arbitrarily close
to 1, then the necessary and sufficient condition on (ω′, ω′′) ∈ (0, pi/2)2 is ω′′ + ν|ω′| < pi/2.
(2) Let ϕ0 = arg (−iµ+ c0∞) = − arctan(µ/c0∞). Then
C′ := {eiφR++ | φ ∈ (ω′ + d′ + ϕ0, ω′ − d′ + ϕ0)},
and, therefore, the condition is: |ω′|+ d′ + ω′′ + d′′ < pi/2− |ϕ0|.
(3) Formally, we have the same condition as in (2), with |ϕ0| = pi/2. Clearly, this condition fails
for any positive |ω′| and ω′′. Hence, in this case, it is impossible to use the sinh-acceleration
w.r.t. q and η and apply (4.8)-(4.9). However, it is possible to choose the deformations so that
S+S′ 63 0. If, in addition, the parameters are chosen so that, for q, η of interest, |1−Ψ(q, η)| < 1,
then we can apply the sinh-acceleration in (B.2)-(B.5), and the sinh-acceleration in the integral
for the Laplace inversion.
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Appendix D. Gaver-Stehfest method
If f˜(q) is the Laplace transform of f : R+ → R, then the Gaver-Stehfest approximation to f
is given by
(D.1) f(M ;T ) =
ln(2)
T
2M∑
k=1
ζk(M)f˜
(
k ln(2)
T
)
,
where M is a positive integer,
(D.2) ζk(M) = (−1)M+k
min{k,M}∑
j=b(k+1)/2c
jM+1
M !
(
M
j
)(
2j
j
)(
j
k − j
)
and bac denotes the largest integer that is less than or equal to a. If f˜(q) can be calculated
sufficiently accurately,then, in many cases, the Gaver-Stehfest approximation with a moderate
number of terms (M ≤ 8) is sufficiently accurate for practical purposes even if double precision
arithmetic is used (sometimes, even M = 9 can be used). However, it is possible that larger val-
ues of M are needed, and then high precision arithmetic becomes indispensable. The required
system precision is about 2.2 ∗M , and about 0.9 ∗M significant digits are produced for f(t)
with good transforms. “Good” means that f is of class C∞, and the transform’s singularities
are on the negative real axis. If the transforms are not good, then the number of significant
digits may not be so great and may not be proportional to M . See [2].
As [1] indicates and the numerical experiments in the setting of pricing barrier options
and CDSs confirm [53], Wynn’s rho algorithm is more stable than the Gaver-Stehfest method.
Given a converging sequence {f1, f2, . . .}, Wynn’s algorithm estimates the limit f = limn→∞ fn
via ρ1N−1, where N is even, and ρ
j
k, k = −1, 0, 1, . . . , N , j = 1, 2, . . . , N − k + 1, are calculated
recursively as follows:
(i) ρj−1 = 0, 1 ≤ j ≤ N ;
(ii) ρj0 = fj , 1 ≤ j ≤ N ;
(iii) in the double cycle w.r.t. k = 1, 2, . . . , N , j = 1, 2, . . . , N − k + 1, calculate
ρjk = ρ
j+1
k−2 + k/(ρ
j+1
k−1 − ρjk−1).
We apply Wynn’s algorithm with the Gaver functionals
fj(T ) =
j ln 2
T
(
2j
j
) j∑
`=0
(−1)j
(
j
`
)
f˜((j + `) ln 2/T ).
Appendix E. Tables
E.1. Tables 1-7: Dual-Static vs Variance minimizing hedging of the European op-
tion with the payoff Gex(S) = (S/H)β(H2/S −K0).
E.2. Tables for the Wiener-Hopf factors (rounded) and prices of barrier options.
E.3. Tables for Section 7.
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Table 1. KoBoL close to NIG, with an almost symmetric slowly decaying jump den-
sity, and no “drift”: m2 = 0.1, ν = 1.2, λ− = −5, λ+ = 6, µ = 0, σ = 0, c = 0.1670
(rounded), β = −1, r = 0.100 (rounded).
T = 0.01 #K = 3 #K = 5
Static n1 n2 n3 nStd n1 n2 n3 n4 n4 nStd
s = 0.5 1.061 -0.794 1.756 0.26-2.64 1.061 -0.084 0.168 -0.604 1.836 0.26-2.65
s = 0.55 1.061 -0.745 1.683 0.33-2.92 1.061 -0.070 0.164 -0.570 1.765 0.13-0.65
VM1
x′ = −0.03 1.061 -0.102 0.880 0.300 1.061 0.1448 0.204 -0.916 2.000 0.249
x′ = −0.01 1.061 -0.236 1.149 0.566 1.061 0.1556 0.268 -1.390 2.516 0.480
x′ = 0.00 1.061 -0.368 1.348 0.902 1.061 0.156 0.314 -1.629 2.760 0.774
x′ = 0.01 1.061 -0.513 1.555 1.449 1.061 0.1503 0.367 -1.863 2.994 1.255
x′ = 0.03 1.061 -0.800 1.946 2.851 1.061 0.1333 0.479 -2.310 3.431 2.503
VM2
x′ = −0.03 1.200 -0.304 0.948 0.230 1.106 0.077 0.237 -0.931 2.004 0.249
x′ = −0.01 1.161 -0.419 1.238 0.564 1.102 0.075 0.328 -1.418 2.524 0.480
x′ = 0.00 1.1621 -0.573 1.459 0.900 1.099 0.072 0.381 -1.658 2.767 0.774
x′ = 0.01 1.181 -0.769 1.696 1.446 1.099 0.0619 0.440 -1.892 3.001 1.255
x′ = 0.03 1.245 -1.197 2.166 2.85 1.103 0.033 0.559 -2.339 3.438 2.503
T = 0.1
Static 0.57-1.02 0.51-0.93
VM1
x′ = −0.03 1.061 -1.394 2.535 0.567 1.061 0.079 0.645 -2.370 3.219 0.506
x′ = 0.00 1.061 -1.293 2.456 0.741 1.061 0.090 0.623 -2.439 3.358 0.659
x′ = 0.03 1.061 -1.309 2.517 1.003 1.061 0.092 0.643 -2.640 3.614 0.893
VM2
x′ = −0.03 1.510 -2.244 2.941 0.566 1.124 -0.051 0.730 -2.392 3.223 0.506
x′ = 0.00 1.456 -2.065 2.839 0.740 1.120 -0.035 0.708 -2.460 3.363 0.659
x′ = 0.03 1.438 -2.067 2.905 1.001 1.118 -0.033 0.732 -2.666 3.619 0.893
T = 0.5
Static 1.02-1.19 0.93-1.09
VM1
x′ = −0.03 1.061 –7.000 9.246 0.870 1.061 -0.288 2.836 -11.023 11.155 0.811
x′ = 0.00 1.061 -6.393 8.563 0.943 1.061 -0.245 2.606 -10.193 10.446 0.878
x′ = 0.03 1.061 -5.890 7.997 1.030 1.061 -0.211 2.417 -9.512 9.863 0.957
VM2
x′ = −0.03 2.927 -10.687 11.074 0.869 1.223 -0.643 3.080 -11.084 11.166 0.811
x′ = 0.00 2.759 -9.763 10.243 0.942 1.211 -0.575 2.834 -10.251 10.456 0.878
x′ = 0.03 2.619 -8.999 9.555 1.029 1.201 -0.519 2.632 -9.567 9.873 0.957
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Table 2. KoBoL close to NIG, with an almost symmetric jump density, and no
“drift”: m2 = 0.1, ν = 1.2, λ− = −11, λ+ = 12, µ = 0, σ = 0, c = 0.3026 (rounded),
β = −1, r = 0.100 (rounded).
T = 0.01 #K = 3 #K = 5
Static n1 n2 n3 nStd n1 n2 n3 n4 n4 nStd
s = 0.5 1.061 -0.794 1.756 0.22-0.91 1.061 -0.084 0.1684 -0.604 1.836 0.14-0.67
s = 0.55 1.061 -0.745 1.683 0.21-0.88 1.061 -0.070 0.164 -0.570 1.765 0.13-0.65
VM1
x′ = −0.03 1.061 0.024 0.487 0.104 1.061 0.158 0.115 -0.192 0.840 0.068
x′ = −0.01 1.061 0.023 0.535 0.163 1.061 0.170 0.111 -0.295 0.987 0.110
x′ = 0.00 1.061 0.002 0.582 0.226 1.061 0.175 0.114 -0.350 1.058 0.155
x′ = 0.01 1.061 -0.028 0.638 0.326 1.061 0.178 0.121 -0.407 1.127 0.226
x′ = 0.03 1.061 -0.098 0.755 0.652 1.061 0.176 0.145 -0.520 1.254 0.465
VM2
x′ = −0.03 1.146 -0.109 0.538 0.103 1.102 0.092 0.150 -0.205 0.844 0.068
x′ = −0.01 1.128 -0.101 0.598 0.161 1.097 0.094 0.166 -0.318 0.994 0.109
x′ = 0.00 1.124 -0.126 0.653 0.223 1.098 0.096 0.176 -0.377 1.066 0.153
x′ = 0.01 1.126 -0.165 0.716 0.322 1.098 0.096 0.187 -0.435 1.134 0.225
x′ = 0.03 1.137 -0.264 0.850 0.647 1.098 0.0920 0.213 -0.546 1.260 0.464
T = 0.1
Static 0.24-0.36 0.20-0.29
VM1
x′ = −0.03 1.061 -0.876 1.764 0.239 1.061 0.121 0.400 -1.304 1.958 0.188
x′ = 0.00 1.061 -0.705 1.556 0.280 1.061 0.133 0.345 -1.140 1.815 0.217
x′ = 0.03 1.061 -0.596 1.422 0.340 1.061 0.142 0.311 -1.044 1.736 0.262
VM2
x′ = −0.03 1.371 -1.470 2.053 0.238 1.113 0.013 0.471 -1.322 1.961 0.188
x′ = 0.00 1.317 -1.208 1.807 0.279 1.109 0.031 0.415 -1.159 1.819 0.217
x′ = 0.03 1.282 -1.040 1.650 0.339 1.1067 0.042 0.381 -1.064 1.740 0.261
T = 0.5
Static 0.72-0.78 0.63-0.68
VM1
x′ = −0.03 1.061 -5.943 7.964 0.567 1.061 -0.206 2.353 -9.077 9.315 0.507
x′ = 0.00 1.061 -5.298 7.223 0.596 1.061 -0.162 2.107 -8.155 8.498 0.530
x′ = 0.03 1.061 -4.745 6.582 0.629 1.061 -0.125 1.897 -7.360 7.789 0.556
VM2
x′ = −0.03 2.657 -9.101 9.532 0.566 1.201 -0.513 2.564 -9.130 9.324 0.507
x′ = 0.00 2.483 -8.126 8.634 0.594 1.189 -0.443 2.302 -8.204 8.506 0.530
x′ = 0.03 2.335 -7.289 7 7.858 0.628 1.178 -0.384 2.077 -7.406 7.797 0.556
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Table 3. KoBoL close to BM, with an almost symmetric jump density, and no “drift”:
m2 = 0.1, ν = 1.95, λ− = −11, λ+ = 12, µ = 0, σ = 0, c = 0.0029 (rounded), β = −1,
r = 0.100 (rounded).
T = 0.01 #K = 3 #K = 5
Static n1 n2 n3 nStd n1 n2 n3 n4 n4 nStd
s = 0.5 1.061 -0.794 1.756 0.20- 0.78 1.061 -0.084 0.168 -0.604 1.836 0.16- 0.36
s = 0.55 1.061 -0.745 1.683 0.19-0.75 1.061 -0.070 0.164 -0.570 1.766 0.15- 0.34
VM1
x′ = −0.03 1.061 0.117 0.226 0.028 1.061 0.168 0.073 0.084 0.276 0.015
x′ = −0.01 1.061 0.143 0.182 0.037 1.061 0.176 0.060 0.079 0.354 0.022
x′ = 0.00 1.061 0.151 0.173 0.046 1.061 0.180 0.054 0.072 0.412 0.029
x′ = 0.01 1.061 0.155 0.176 0.062 1.061 0.184 0.048 0.061 0.475 0.039
x′ = 0.03 1.061 0.152 0.228 0.129 1.061 0.190 0.040 0.004 0.614 0.081
VM2
x′ = −0.03 1.114 0.028 0.267 0.027 1.099 0.101 0.111 0.072 0.280 0.014
x′ = −0.01 1.105 0.059 0.228 0.034 1.098 0.103 0.110 0.059 0.361 0.019
x′ = 0.00 1.103 0.066 0.224 0.042 1.097 0.104 0.110 0.048 0.421 0.024
x′ = 0.01 1.102 0.068 0.232 0.056 1.097 0.105 0.110 0.031 0.486 0.032
x′ = 0.03 1.101 0.060 0.291 0.118 1.095 0.107 0.113 -0.035 0.629 0.068
T = 0.1
Static 0.17-0.27 0.15-0.25
VM1
x′ = −0.03 1.061 -0.655 1.444 0.148 1.061 0.138 0.298 -0.875 1.455 0.103
x′ = 0.00 1.061 -0.466 1.193 0.158 1.061 0.151 0.237 -0.657 1.230 0.106
x′ = 0.03 1.061 -0.327 1.000 0.173 1.061 0.160 0.192 -0.496 1.056 0.112
VM2
x′ = −0.03 1.313 -1.141 1.682 0.147 1.108 0.040 0.364 -0.892 1.458 0.103
x′ = 0.00 1.258 -0.856 1.388 0.157 1.105 0.058 0.300 -0.674 1.233 0.106
x′ = 0.03 1.220 -0.646 1.164 0.172 1.102 0.070 0.254 -0.513 1.060 0.112
T = 0.5
Static 0.65-0.68 0.55-0.57
VM1
x′ = −0.03 1.061 -5.609 7.560 0.495 1.061 -0.180 2.202 -8.471 8.741 0.436
x′ = 0.00 1.061 -4.956 6.804 0.514 1.061 -0.136 1.953 -7.526 7.897 0.449
x′ = 0.03 1.061 -4.391 6.144 0.536 1.061 -0.098 1.734 -6.705 7.157 0.465
VM2
x′ = −0.03 2.571 -8.600 9.046 0.494 1.194 -0.473 2.404 -8.521 8.750 0.436
x′ = 0.00 2.397 -7.614 8.131 0.513 1.182 -0.403 2.137 -7.573 7.905 0.449
x′ = 0.03 2.247 -6.760 7.333 0.535 1.171 -0.342 1.907 -6.748 7.165 0.465
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Table 4. BM with an embedded KoBoL close to NIG, an almost symmetric jump
density: m2 = 0.15, σ
2 = 0.05, µ = 0.05, ν = 1.2, λ− = −12, λ+ = 12.5, c = 0.31865
(rounded), β = −0.5, r = 5.0 ∗ 10−6 (rounded).
T = 0.01 #K = 3 #K = 5
Static n1 n2 n3 nStd n1 n2 n3 n4 n4 nStd
s = 0.5 1.030 -1.520 2.232 0.34- 1.12 1.030 -0.326 0.121 -0.968 1.983 0.27- 0.70
s = 0.55 1.030 -1.282 1.921 0.29- 0.97 1.030 -0.267 0.101 -0.821 1.717 0.23-0.59
VM1
x′ = −0.03 1.030 0.005 0.099 0.020 1.030 0.039 0.022 -0.019 0.129 0.012
x′ = −0.01 1.030 0.011 0.098 0.027 1.030 0.040 0.020 -0.026 0.146 0.016
x′ = 0.00 1.030 0.012 0.101 0.033 1.030 0.041 0.019 -0.032 0.156 0.019
x′ = 0.01 1.030 0.011 0.105 0.041 1.030 0.042 0.019 -0.040 0.167 0.025
x′ = 0.03 1.030 0.005 0.119 0.072 1.030 0.043 0.020 -0.057 0.189 0.044
VM2
x′ = −0.03 1.049 -0.027 0.114 0.020 1.040 0.022 0.032 -0.021 0.130 0.012
x′ = −0.01 1.046 -0.019 0.113 0.026 1.039 0.023 0.032 -0.030 0.147 0.015
x′ = 0.00 1.045 -0.018 0.116 0.032 1.039 0.023 0.032 -0.037 0.157 0.019
x′ = 0.01 1.045 -0.019 0.122 0.040 1.039 0.023 0.033 -0.046 0.169 0.024
x′ = 0.03 1.045 -0.026 0.137 0.071 1.039 0.023 0.036 -0.064 0.191 0.044
T = 0.1
Static 0.30-0.45 0.25-0.36
VM1
x′ = −0.03 1.030 -0.237 0.437 0.048 1.030 0.028 0.098 -0.323 0.440 0.036
x′ = 0.00 1.030 -0.194 0.383 0.052 1.030 0.031 0.084 -0.274 0.395 0.039
x′ = 0.03 1.030 -0.160 0.341 0.059 1.030 0.033 0.073 -0.237 0.361 0.043
VM2
x′ = −0.03 1.111 -0.394 0.513 0.048 1.043 0.001 0.116 -0.327 0.441 0.036
x′ = 0.00 1.099 -0.328 0.449 0.052 1.042 0.005 0.101 -0.279 0.396 0.039
x′ = 0.03 1.088 -0.277 0.400 1 0.058 1.041 0.008 0.090 -0.242 0.361 0.043
T = 0.5
Static 0.22-0.32 0.21-0.30
VM1
x′ = −0.03 1.030 -1.467 1.886 0.109 1.030 -0.050 0.558 -2.136 2.097 0.096
x′ = 0.00 1.030 -1.344 1.749 0.113 1.030 -0.042 0.512 -1.964 1.948 0.098
x′ = 0.03 1.030 -1.233 1.624 0.116 1.030 -0.035 0.471 -1.808 1.813 0.101
VM2
x′ = −0.03 1.426 -2.248 2.272 0.109 1.064 -0.124 0.609 -2.149 2.099 0.096
x′ = 0.00 1.393 -2.061 2.104 0.112 1.062 -0.111 0.560 -1.976 1.950 0.098
x′ = 0.03 1.363 1 -1.894 1.953 0.116 1.060 -0.100 0.516 -1.820 1.815 0.101
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Table 5. BM with an embedded KoBoL model close to BM, an almost symmetric
jump density: m2 = 0.15, σ
2 = 0.05, µ = 0.05, ν = 1.95, λ− = −12, λ+ = 12.5,
c = 0.0029 (rounded), β = −0.5, r = 1.8 ∗ 10−7 (rounded).
T = 0.01 #K = 3 #K = 5
Static n1 n2 n3 nStd n1 n2 n3 n4 n4 nStd
s = 0.5 1.030 -1.520 2.232 0.32- 1.13 1.030 -0.326 0.121 -0.968 1.983 0.28- 0.57
s = 0.55 1.030 -1.282 1.921 0.27- 0.96 1.030 -0.267 0.101 -0.821 1.717 0.24-0.48
VM1
x′ = −0.03 1.030 0.023 0.061 0.008 1.030 0.040 0.015 0.017 0.054 0.003
x′ = −0.01 1.030 0.031 0.048 0.008 1.039 0.024 0.025 0.014 0.055 0.003
x′ = 0.00 1.030 0.033 0.043 0.009 1.030 0.042 0.011 0.020 0.057 0.005
x′ = 0.01 1.030 0.035 0.040 0.011 1.030 0.043 0.010 0.020 0.062 0.006
x′ = 0.03 1.030 0.037 0.037 0.017 1.030 0.044 0.008 0.017 0.080 0.011
VM2
x′ = −0.03 1.044 -0.001 0.072 0.007 1.039 0.024 0.025 0.014 0.055 0.003
x′ = −0.01 1.041 0.009 0.059 0.008 1.039 0.024 0.024 0.015 0.055 0.003
x′ = 0.00 1.041 0.012 0.055 0.009 1.039 0.0243 0.024 0.015 0.058 0.004
x′ = 0.01 1.040 0.014 0.052 0.010 1.039 0.025 0.024 0.014 0.064 0.005
x′ = 0.03 1.040 0.016 0.051 0.015 1.039 0.025 0.024 0.010 0.082 0.008
T = 0.1
Static 0.30-0.44 0.28-0.38
VM1
x′ = −0.03 1.030 -0.212 0.403 0.040 1.030 0.030 0.087 -0.278 0.392 0.028
x′ = 0.00 1.030 -0.166 0.345 0.042 1.030 0.033 0.072 -0.224 0.340 0.029
x′ = 0.03 1.030 -0.130 0.298 0.044 1.030 0.035 0.060 -0.181 0.297 0.030
VM2
x′ = −0.03 1.1047 -0.356 0.473 0.039 1.042 0.004 0.104 -0.282 0.393 0.028
x′ = 0.00 1.092 -0.287 0.405 0.041 1.041 0.008 0.088 -0.228 0.341 0.029
x′ = 0.03 1.082 -0.232 0.350 0.044 1.041 0.012 0.076 -0.185 0.298 0.030
T = 0.5
Static 0.22-0.32 0.21-0.29
VM1
x′ = −0.03 1.030 -1.441 1.856 0.105 1.030 -0.048 0.547 -2.092 2.057 0.092
x′ = 0.00 1.030 -1.317 1.717 0.108 1.030 -0.040 0.500 -1.918 1.906 0.094
x′ = 0.03 1.030 -1.205 1.591 0.111 1.030 -0.033 0.459 -1.760 1.769 0.096
VM2
x′ = −0.03 1.419 -2.208 2.235 0.105 1.063 -0.121 0.597 -2.105 2.059 0.092
x′ = 0.00 1.386 -2.021 2.066 0.108 1.061 -0.108 0.548 -1.929 1.908 0.094
x′ = 0.03 1.356 -1.852 1.913 0.111 1.059 -0.096 0.503 -1.771 1.771 0.096
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Table 6. KoBoL close to NIG, with a sizably asymmetric jump density, and positive
“drift”: m2 = 0.1, ν = 1.2, λ− = −12, λ+ = 8, µ = 0.15, σ = 0, c = 0.26312 (rounded),
β = 4, r = 0.0035 (rounded).
T = 0.01 #K = 3 #K = 5
Static n1 n2 n3 nStd n1 n2 n3 n4 n4 nStd
s = 0.5 0.961 -0.880 -0.071 0.47- 2.50 0.961 -0.883 0.005 0.001 -0.077 0.45-2.36
s = 0.55 0.961 -0.906 -0.041 0.48-2.53 0.961 -0.907 0.004 0.000 -0.045 0.46-2.44
VM1
x′ = −0.03 0.961 -0.088 -0.396 0.088 0.961 -0.196 -0.087 0.075 -0.482 0.040
x′ = −0.01 0.961 -0.088 -0.427 0.134 0.961 -0.215 -0.067 0.123 -0.550 0.066
x′ = 0.00 0.961 -0.072 -0.460 0.186 0.961 -0.223 -0.062 0.149 -0.582 0.094
x′ = 0.01 0.961 -0.048 -0.498 0.267 0.961 -0.226 -0.064 0.178 -0.612 0.136
x′ = 0.03 0.961 0.003 -0.574 0.509 0.961 -0.227 -0.076 0.233 -0.667 0.265
VM2
x′ = −0.03 0.873 0.046 -0.445 0.086 0.909 -0.113 -0.129 0.092 -0.487 0.039
x′ = −0.01 0.889 0.045 -0.493 0.130 0.912 -0.118 -0.138 0.153 -0.559 0.061
x′ = 0.00 0.893 0.067 -0.533 0.179 0.914 -0.121 -0.142 0.182 -0.591 0.088
x′ = 0.01 0.892 1 0.098 -0.579 0.259 0.916 -0.123 -0.147 0.211 -0.621 0.129
x′ = 0.03 0.882 0.175 -0.670 0.497 0.916 -0.120 -0.162 0.264 -0.675 0.258
T = 0.1
Static 0.75-1.16 0.70-1.12
VM1
x′ = −0.03 0.961 0.341 -0.985 0.180 0.961 -0.198 -0.177 0.468 -0.849 0.108
x′ = 0.00 0.961 0.278 -0.912 0.210 0.961 -0.204 -0.159 0.429 -0.820 0.124
x′ = 0.03 0.961 0.240 -0.870 0.254 0.961 -0.208 -0.148 0.410 -0.811 0.147
VM2
x′ = −0.03 0.769 0.706 -1.1596 0.178 0.908 -0.087 -0.250 0.487 -0.852 0.108
x′ = 0.00 0.791 0.609 -1.075 0.208 0.909 -0.093 -0.234 0.449 -0.824 0.123
x′ = 0.03 0.806 0.551 -1.028 0.251 0.910 -0.097 -0.225 0.432 -0.815 0.147
T = 0.5
Static 0.73-0.90 0.70-0.87
VM1
x′ = −0.03 0.961 1.340 -2.197 0.273 0.961 -0.150 -0.478 1.655 -1.952 0.188
x′ = 0.00 0.961 1.246 -2.092 0.287 0.961 -0.156 -0.449 1.555 -1.866 0.196
x′ = 0.03 0.961 1.1619 -1.996 0.303 0.961 -0.161 -0.423 1.464 -1.788 0.205
VM2
x′ = −0.03 0.515 2.216 -2.628 0.271 0.894 -0.005 -0.577 1.680 -1.956 0.188
x′ = 0.00 0.542 2.074 -2.501 0.285 0.896 -0.013 -0.547 1.579 -1.870 0.196
x′ = 0.03 0.566 1.947 -2.387 0.301 0.897 -0.021 -0.519 1.487 -1.792 0.205
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Table 7. KoBoL close to BM, with a sizably asymmetric jump density, and positive
“drift”: m2 = 0.1, ν = 1.95, λ− = −12, λ+ = 8, µ = 0.15, σ = 0, c = 0.00288 (rounded),
β = 4, r = 0.000 (rounded).
T = 0.01 #K = 3 #K = 5
Static n1 n2 n3 nStd n1 n2 n3 n4 n4 nStd
s = 0.5 0.961 -0.867 -0.080 0.50- 1.12 0.961 -0.870 0.006 0.001 -0.086 0.46-1.07
s = 0.55 0.961 -0.896 -0.049 0.51- 1.15 0.961 -0.898 0.004 0.001 -0.054 0.48- 1.12
VM1
x′ = −0.03 0.961 -0.163 -0.192 0.032 0.961 -0.207 -0.059 -0.081 -0.194 0.016
x′ = −0.01 0.961 -0.186 -0.157 0.043 0.961 -0.217 -0.042 -0.082 -0.242 0.025
x′ = 0.00 0.961 -0.193 -0.152 0.054 0.961 -0.223 -0.033 -0.082 -0.270 0.033
x′ = 0.01 0.961 -0.197 -0.158 0.071 0.961 -0.228 -0.024 -0.078 -0.298 0.044
x′ = 0.03 0.961 -0.195 -0.208 0.140 0.961 -0.236 -0.010 -0.047 -0.367 0.086
VM2
x′ = −0.03 0.899 -0.058 -0.239 0.029 0.915 -0.120 -0.107 -0.065 -0.199 0.012
x′ = −0.01 0.906 -0.082 -0.214 0.036 0.913 -0.123 -0.106 -0.057 -0.251 0.015
x′ = 0.00 0.910 -0.089 -0.214 0.044 0.914 -0.124 -0.105 -0.051 -0.281 0.0181
x′ = 0.01 0.910 -0.087 -0.227 0.057 0.915 -0.126 -0.105 -0.041 -0.312 0.023
x′ = 0.03 0.911 -0.079 -0.284 0.113 0.916 -0.128 -0.106 0.002 -0.385 0.046
T = 0.1
Static 0.73-1.08 0.70-1.04
VM1
x′ = −0.03 0.961 0.232 -0.825 0.124 0.961 -0.205 -0.138 0.300 -0.651 0.068
x′ = 0.00 0.961 0.147 -0.714 0.132 0.961 -0.211 -0.114 0.224 -0.575 0.069
x′ = 0.03 0.961 0.080 -0.624 0.144 0.961 -0.216 -0.095 0.165 -0.515 0.073
VM2
x′ = −0.03 0.797 0.547 -0.978 0.122 0.910 -0.097 -0.209 0.312 -0.654 0.068
x′ = 0.00 0.822 0.420 -0.849 0.130 0.911 -0.104 -0.186 0.243 -0.579 0.069
x′ = 0.03 0.841 0.320 -0.746 0.142 0.912 -0.109 -0.169 0.185 -0.519 0.072
T = 0.5
Static 0.72-0.88 0.70-0.85
VM1
x′ = −0.03 0.961 1.292 -2.137 0.251 0.961 -0.153 -0.460 1.582 -1.881 0.172
x′ = 0.00 0.961 1.187 -2.018 0.260 0.961 -0.160 -0.428 1.467 -1.780 0.177
x′ = 0.03 0.961 1.091 -1.908 0.271 0.961 -0.165 -0.398 1.3560 -1.686 0.182
VM2
x′ = −0.03 0.527 2.145 -2.558 0.249 0.895 -0.009 -0.559 1.607 -1.885 0.172
x′ = 0.00 0.556 1.988 -2.415 0.258 0.897 -0.018 -0.525 1.491 -1.784 0.177
x′ = 0.03 0.582 1.843 -2.282 0.269 0.898 -0.027 -0.494 1.384 -1.690 0.182
Table 8. Wiener-Hopf factors φ±q (ξ), q = 1.1, ξ = sinh(−0.15i + y), |y| ≤ 15, for
KoBoL close to NIG, with an almost symmetric jump density, and no “drift”: m2 = 0.1,
ν = 1.2, λ− = −11, λ+ = 12, µ = 0, σ = 0, c = 0.3026 (rounded)
y -15 -10 -5 0 5
Reφ+q (ξ) -3.573612313E-07 -4.67991818674E-05 -3.8732615824580E-03 1.03663360053561 -3.8732615824580E-03
Imφ+q (ξ) -3.3276442219E-06 4.358762795728E-04 -5.8173831101994E-02 2E-19 5.8173831101994E-02
Reφ−q (ξ) 7.6320768431674E-07 1.0003700599534E-04 1.68715279339566E-02 0.972251835483482 1.68715279339566E-02
Imφ−q (ξ) 4.06659819933492E-06 5.3263366781895E-04 6.88181160078408E-02 -6E-19 -6.88181160078408E-02
Err15 1.14E-16 9.86E-17 2.71E-16 2.22E-16 3.19E-16
Err10 6.31E-11 5.57E-11 4.99E-11 1.79E-12 4.99E-11
φ+q (ξ) is calculated applying the sinh-acceleration with the parameters ω1 = 0, b = 3.37, ω = 0.79 to the integral in (4.8).
φ−q (ξ) is calculated applying the sinh-acceleration with the parameters ω1 = −0.26, b = 3.96, ω = −0.86 to the integral in (4.9).
The parameters are chosen using the general recommendations for the sinh-acceleration method.
The mesh and number of points are chosen using the general recommendations for the given error tolerance
If  = 10−15 (ζ− = 0.0969, N− = 385 for φ+q (ξ), and ζ+ = 0.107, N+ = 350 for φ
−
q (ξ)); if  = 10
−10 (ζ− = 0.1410, N− = 175 for
φ+q (ξ), and ζ+ = 0.1559, N+ = 159 for φ
−
q (ξ)).
The last two lines are absolute differences between φ+q (ξ) calculated using (4.8) and φ
+
q (ξ) calculated using (4.9) and the
Wiener-Hopf identity. CPU time for the calculation at 30 points, the average over 10k runs: 1.63 and 1.48 msec if  = 10−15,
and 1.15 and 1.06 msec if  = 10−10.
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Table 9. Pricing no-touch and first-touch options (down case) using Gaver-Wynn-
Rho method with M = 8 and sinh-acceleration. Benchmark prices and errors for
different choices of the parameters of the sinh-acceleration are rounded. The underlying:
KoBoL model as in Table 2. Parameters m2 = 0.1, ν = 1.2, λ− = −11, λ+ = 12, µ = 0,
σ = 0, c = 0.3026 (rounded), β = −1, r = 0.100 (rounded). Time to maturity T = 0.1,
barrier H = 1, S the spot.
ln(S/H) 0.01 0.03 0.05 0.07 0.09 0.11 0.13
Vnt 0.159611796 0.349192704 0.50261129 0.628008257 0.727388428 0.803409906 0.859701515
Vft 0.837533576 0.645372195 0.490377871 0.363952758 0.263898333 0.187440524 0.130864377
(A) 1.01E-08 -4.65E-10 -1.45E-08 6.09E-09 7.80E-09 -6.29E-09 3.80E-09
-6.32E-09 -2.76E-09 8.74E-10 -3.19E-09 -6.68E-09 -1.41E-08 -1.30E-09
(B) 2.08E-05 -7.47E-06 -2.68E-05 -3.36E-05 -1.89E-04 8.85E-05 5.24E-06
-2.22E-05 7.70E-06 2.93E-05 4.94E-05 2.38E-04 -8.50E-05 -5.71E-06
Curve used in the Fourier inversion L+ := L(0, 1.1, 9.6). Curve used to calculate φ−q (ξ), ξ ∈ L+: L− := L(−1,−1.1, 8). N±, ζ±
are chosen using the universal simplified recommendation in [17] for  = 10−10 (A) and  = 10−6 (B), with ζ± 30% smaller than
recommended. Recommendation based on  = 10−15 does not lead to a sizable improvement. Hence, the errors of GWR method
are of the order of 10−10 − 10−8.
(A): ζ− = 0.1559, N− = 139, ζ+ = 0.1559, N+ = 39; (B): ζ− = 0.2449, N− = 51, ζ+ = 0.2449, N+ = 23
CPU time for calculation of Vnt and Vft at seven spots: 8.28 msec (A) and 23.7 msec (B). Averages over 1000 runs.
Table 10. Pricing down-and-out call options using Gaver-Wynn-Rho method with
M = 8 and sinh-acceleration. Benchmark prices and errors for different choices of the
parameters of the sinh-acceleration are rounded. The underlying: KoBoL model as in
Table 2. Parameters m2 = 0.1, ν = 1.2, λ− = −11, λ+ = 12, µ = 0, σ = 0, c = 0.3026
(rounded), β = −1, r = 0.100 (rounded). Strike K = 1.04, 1.1, time to maturity
T = 0.1, 0.5, barrier H = 1, S the spot.
ln(S/H) 0.01 0.03 0.05 0.07 0.09 0.11 0.13
K = 1.04 T = 0.1
Vcall 0.013292606 0.029690703 0.045214455 0.0613371 0.078535419 0.096973726 0.116654007
Err 4.1E-10 3.4E-10 -7.7E-10 -3.5E-10 2.5E-09 1.3E-08 -2.2E-11
K = 1.04 T = 0.5
Vcall 0.021574742 0.047816254 0.071305316 0.093913695 0.11618586 0.138385615 0.1606790678
Err 6.7E-08 4.2E-08 -1.1E-08 -1.9E-08 -4.1E-10 -9.4E-10 -1.4E-09
K = 1.1 T = 0.1
Vcall 0.006541799 0.014745612 0.023095024 0.032627133 0.043822976 0.056937082 0.07205657
Err 8.9E-11 1.3E-10 1.9E-10 7.35E-11 2.4E-10 -1.0E-08 4.43E-09
K = 1.1 T = 0.5
Vcall 0.017419401 0.03862725 0.057705653 0.076216112 0.094638672 0.113222686 0.1321308674
Err 2.3E-09 1.4E-09 1.3E-09 1.0E-09 6.3E-10 4.74E-10 3.5E-10
K = 1.04, T = 0.1: meshes: ζ± = 0.1339; numbers of terms: N− = 24, 58 (for the realization of Π+ and 1D integral in the case
ln(S/K) < 0), N+ = 30.47 (for the iFT and 1D integral in the case log(S/K) ≥ 0), N− = 114 and N+ = 113 (for calculation of
the Wiener-Hopf factors; CPU time 47.8 msec (average over 1000 runs).
IK = 1.04, T = 0.5: meshes ζ± = 0.1607; N− = 38, 63 (for the realization of Π+ and 1D integral in the case ln(S/K) < 0),
N+ = 36, 61 (for the iFT and 1D integral in the case log(S/K) ≥ 0), N− = 176 and N+ = 174 (for calculation of the
Wiener-Hopf factors; CPU time 74.5 msec (average over 1000 runs).
K = 1.1, T = 0.1: meshes: ζ± = 0.1753; numbers of terms: N− = 23, 52 (for the realization of Π+ and 1D integral in the case
ln(S/K) < 0), N+ = 33, 51 (for the iFT and 1D integral in the case log(S/K) ≥ 0), N− = 124 and N+ = 1237 (for calculation
of the Wiener-Hopf factors; CPU time 54.2 msec (average over 1000 runs).
K = 1.1, T = 0.5: meshes: ζ± = 0.1378; numbers of terms: N− = 37, 73 (for the realization of Π+ and 1D integral in the case
ln(S/K) < 0), N+ = 48, 72 (for the iFT and 1D integral in the case log(S/K) ≥ 0), N− = 205 and N+ = 203 (for calculation of
the Wiener-Hopf factors; CPU time 87.6 msec (average over 1000 runs).
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Table 11. Prices Vcall(x), x = ln(S/H) and normalized prices normVcall(x) =
Vcall(x)x
−ν/2 of the down-and-out call options close to the barrier. Parameters are
the same as in Table 10.
ln(S/H) 0.0005 0.001 0.0015 0.002 0.0025 0.003 0.0035
K = 1.04 T = 0.1
Vcall 0.001957852 0.002998404 0.003858716 0.004623158 0.005325463 0.005983272 0.006607213
normVcall 0.187239703 0.189186516 0.19089213 0.192451269 0.193906949 0.195283701 0.196597273
K = 1.04 T = 0.5
Vcall 0.003165882 0.004850658 0.006244885 0.007484685 0.00862443 0.009692532 0.010706088
normVcall 0.302769882 0.306055829 0.308936848 0.311569941 0.314026582 0.316347549 0.318559081
K = 1.1 T = 0.1
Vcall 0.000969788 0.001484144 0.001908772 0.002285612 0.002631453 0.002955087 0.0032618217
normVcall 0.092745937 0.093643172 0.094427692 0.095144674 0.095814566 0.096448958 0.0970553081
K = 1.1 T = 0.5
Vcall 0.002557148 0.003917862 0.005043789 0.006044921 0.006965194 0.007827566 0.008645856
normVcall 0.24455353 0.247200368 0.249518145 0.251635921 0.253611648 0.255478276 0.257256996
Table 12. Hedging portfolios as bets: payoffs and probabilities (rounded)
τ 0.000-0.005 0.0015-0.02 0.035-0.04 0.045-0.05 0.06-0.065 0.075–0.08 0.09-0.095 > 0.1
Prob 0.0349 0.0554 0.0324 0.0250 0.0179 0.0136 0.0107 0.4339
HPCall -2.0340 -1.5958 -0.9729 -0.6423 -0.1206 1 0.4218 0.9027 1.0101
SS3 -0.6275 -0.6628 -0.7030 -0.7149 -0.7126 -0.6780 -0.6298 -0.6195
SS1 -0.9378 -0.8109 -0.6506 -0.5755 -0.4719 -0.3840 -0.3215 -0.3082
HP3 -2.0075 -1.5800 -0.9705 -0.6459 -0.1322 0.4027 0.8746 0.9795
HP (K1) -1.9986 -1.5704 -0.9625 -0.6401 -0.1320 0.3958 0.8632 0.9674
HP (1) -1.8971 -1.4841 -0.9003 -0.5923 -0.1100 0.3807 0.7799 1.0085
HFTP2 -1.3220 -0.8995 -0.2980 0.0220 0.5287 1.0582 1.5298 0.0862
HFT -1.145 -0.7086 -0.0881 0.2413 0.7613 1.3020 1.7812 -0.1526
Bins: time intervals when the barrier is breached or not at all (the last bin)
Prob: probability that the barrier is breached during the time interval or not breached at all (the last column). Since not all
events are shown, the probabilities do not sum up to 1.
The other rows: approximate payoffs of the initial bet HPCall and values of hedging portfolios, in units of Vd.in.call at
initiation, if Sτ is close to the barrier.
The last column: the values at maturity, if the barrier has not been breached.
SS3: semistatic portfolio of 3 put options.
SS1: semistatic portfolio of 1 put option.
HP3: variance-minimizing portfolio constructed using put options with strikes Kj = 1/1.04− (j − 1) ∗ 0.02, j = 1, 2, 3)
HFTP2: variance-minimizing portfolio constructed using the first touch digital and put options with strikes K1, K3.
HFT and HP (K): variance-minimizing portfolio constructed using the put option with strike K.
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Table 13. Semistatic and mean-variance hedging of a down-and-in call option
Vd.in.call(T,K0;S), using European put options Vput(T,Kj ;S) and the first touch dig-
ital. Standard deviations nStd and weights w of options in hedging portfolios are in
units of the price of the down-and-in call option. The underlying: KoBoL, parameters
m2 = 0.1, ν = 1.2, λ− = −11, λ+ = 12, µ = 0, σ = 0, c = 0.3026 (rounded), r = 0.100
(rounded). Time to maturity T = 0.1, strike K0 = 1.04, barrier H = 1, S the spot.
ln(S/H) 0.01 0.02 0.03 0.04 0.05 0.06 0.07
nStd
d.− in call 2.144 2.585 3.069 3.612 4.226 4.925 5.721
SS3 8.173 9.067 10.32 11.84 13.58 15.67 18.05
HP3 2.068 2.541 3.024 3.558 4.146 4.843 5.619
HFTP2 2.027 2.471 2.938 3.461 4.049 4.732 5.507
HFT 2.067 2.481 2.944 3.467 4.062 4.742 5.521
HP (K1) 2.129 2.574 3.058 3.599 4.211 4.907 5.700
HP (1) 2.144 2.585 3.069 3.612 4.226 4.925 5.721
Weights
SS3
w(K1) 1.034 1.141 1.227 1.305 1.379 1.452 1.524
w(K2) -0.658 -0.720 -0.768 -0.811 -0.852 -0.891 -0.931
w(K3) 0.926 1.006 1.066 1.119 1.170 1.219 1.269
HP3
w(K1) 0.080 0.088 0.095 0.101 0.106 0.112 0.117
w(K2) -0.160 -0.175 -0.186 -0.197 -0.207 -0.216 -0.226
w(K3) 0.105 0.114 0.121 0.127 0.132 0.138 0.143
HPFTP2
w(FT ) 0.627 0.713 0.794 0.874 0.954 1.034 1.115
w(K1) 0.0025 0.0027 0.0029 0.0031 0.0032 0.0034 0.0035
w(K3) 0.0313 0.0340 0.0361 0.0379 0.0396 0.0412 0.0429
w(FT ) 1.300 1.210 1.174 1.151 1.1500 1.1424 1.1388
w(K1) 0.0456 0.0397 0.0402 0.0422 0.0446 0.0472 0.0497
w(1) 0.170 0.149 0.166 0.1878 0.208 0.225 0.238
Table 14. Variance-covariance matrix (in units of 0.001), almost at the strike:
log(S/H) = 0.04. T = 0.1, barrier H = 1
Call(1.04) FT Put(K1) Put(K2) Put(K3)
Call(1.04) 0.900 4.133 0.178 0.0138 0.0723
FT 4.133 243.9 3.336 2.207 1.236
Put(K1) 0.178 3.336 4.895 2.560 1.699
P (K2) 0.0138 2.207 2.560 1.844 1.047
P (K3) 0.0723 1.236 1.699 1.047 0.798
Call(1.04): down-and-in call with strike 1.04; FT : first-touch digital; Put(Kj): put option with strike Kj .
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Figure 3. Cumulative probability distribution of the time the barrier is breached;
S0/H = e
0.04.
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Figure 4. The value of the portfolio of 1 short down-and-in call option of maturity
T = 0.1 and strike K = 1.04, and the riskless bonds with B0 = Vd.in.call(T ;K; 0, S0),
in units of Vd.in.call(T ;K; 0, S0), where S0 = e
0.04, if the barrier H = 1 is breached at
time τ , and Sτ = S (no hedging).
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Figure 5. The value of the approximate semi-static hedging portfolio for 1 short
down-and-in call option of maturity T = 0.1 and strike K = 1.04, in units of
Vd.in.call(T ;K; 0, S0), where S0 = e
0.04, if the barrier H = 1 is breached at time τ ,
and Sτ = S, without counting the riskless bond component. Hedging instruments: put
options of the same maturity and strikes K1 = 1/1.04,K2 = K1−0.02,K3 = K1−0.04,
weights w = [1.305,−0.811, 1.119].
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Figure 6. The difference V0(SS1)− V0(SS3) of the values of the approximate semi-
static hedging portfolios for 1 short down-and-in call option of maturity T = 0.1 and
strike K = 1.04, in units of Vd.in.call(T ;K; 0, S0), where S0 = e
0.04, if the barrier H = 1
is breached at time τ , and Sτ = S, without counting the riskless bond component.
Hedging instruments: put options of the same maturity and strikes K1 = 1/1.04,K2 =
K1 − 0.02,K3 = K1 − 0.04, weights w = [1.305,−0.811, 1.119] (portfoilio V0(SS3).
V0(SS1): only the option of maturity K1 is used, weight w = 1.305.
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Figure 7. The value of the approximate semi-static hedging portfolio for 1 short
down-and-in call option of maturity T = 0.1 and strike K = 1.04, in units of
Vd.in.call(T ;K; 0, S0), where S0 = e
0.04, if the barrier H = 1 is breached at time τ , and
Sτ = S. The riskless bond component is taken into account. Hedging instruments: put
options of the same maturity and strikes K1 = 1/1.04,K2 = K1−0.02,K3 = K1−0.04,
weights w = [1.305,−0.811, 1.119].
64 SVETLANA BOYARCHENKO AND SERGEI LEVENDORSKI˘I
-3
0.1
-2
0.08
-1
0
V(
SS
1)-
V(
SS
3)
0
0.06 -0.02
1
-0.04
ln(S/H)
0.04
2
-0.06
0.02
-0.08
0
-0.1
Figure 8. The difference V (SS1) − V (SS3) of the values of the approximate semi-
static hedging portfolios for 1 short down-and-in call option of maturity T = 0.1 and
strike K = 1.04, in units of Vd.in.call(T ;K; 0, S0), where S0 = e
0.04, if the barrier
H = 1 is breached at time τ , and Sτ = S. The riskless bond component is taken
into account. Hedging instruments: put options of the same maturity and strikes
K1 = 1/1.04,K2 = K1 − 0.02,K3 = K1 − 0.04, weights w = [1.305,−0.811, 1.119]
(portfoilio V (SS3). V (SS1): only the option of maturity K1 is used, weight w = 1.305.
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Figure 9. The value of the approximate semi-static hedging portfolio for 1 short
down-and-in call option of maturity T = 0.1 and strike K = 1.04, in units of
Vd.in.call(T ;K; 0, S0), where S0 = e
0.04, if the barrier H = 1 is breached at time τ ,
and Sτ = S. The riskless bond component is taken into account. Hedging instruments:
put option of the same maturity and strike K1 = 1/1.04, weight w = 1.305.
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Figure 10. The value of the variance-minimizing hedging portfolio for 1 short
down-and-in call option of maturity T = 0.1 and strike K = 1.04, in units of
Vd.in.call(T ;K; 0, S0), where S0 = e
0.04, if the barrier H = 1 is breached at time τ , and
Sτ = S. The riskless bond component is taken into account. Hedging instruments: put
options of the same maturity and strikes K1 = 1/1.04,K2 = K1−0.02,K3 = K1−0.04,
weights w = [0.101,−0.197, 0.127].
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Figure 11. The value of the variance-minimizing hedging portfolio for 1 short
down-and-in call option of maturity T = 0.1 and strike K = 1.04, in units of
Vd.in.call(T ;K; 0, S0), where S0 = e
0.04, if the barrier H = 1 is breached at time τ ,
and Sτ = S. The riskless bond component is taken into account. Hedging instruments:
put option of the same maturity and strike K1 = 1/1.04, weight w1 = 0.042.
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Figure 12. The value of the variance-minimizing hedging portfolio for 1 short
down-and-in call option of maturity T = 0.1 and strike K = 1.04, in units of
Vd.in.call(T ;K; 0, S0), where S0 = e
0.04, if the barrier H = 1 is breached at time
τ , and Sτ = S. The riskless bond component is taken into account. Hedging
instruments: first touch digital and put options of the same maturity and strikes
K1 = 1/1.04,K3 = K1 − 0.04, weights w = [0.874, 0.003, 0.038].
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Figure 13. The value of the variance-minimizing hedging portfolio for 1 short
down-and-in call option of maturity T = 0.1 and strike K = 1.04, in units of
Vd.in.call(T ;K; 0, S0), where S0 = e
0.04, if the barrier H = 1 is breached at time τ ,
and Sτ = S. The riskless bond component is taken into account. Hedging instruments:
first touch digital of the same maturity, weight w = 1.151.
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Figure 14. The value of the variance-minimizing hedging portfolio for 1 short
down-and-in call option of maturity T = 0.1 and strike K = 1.04, in units of
Vd.in.call(T ;K; 0, S0), where S0 = e
0.04, if the barrier H = 1 is breached at time τ ,
and Sτ = S. The riskless bond component is taken into account. Hedging instruments:
put option of the same maturity and strike K1 = 1, weight w1 = 0.188.
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Figure 15. The value of the portfolio of 1 short down-and-out call option of maturity
T = 0.1 and strike K = 1.04, and the riskless bonds with B0 = Vd.o.call(T ;K; 0, S0), in
units of Vd.o.call(T ;K; 0, S0), where S0 = e
0.04, if the barrier H = 1 is breached at time
τ , and Sτ = S (no hedging).
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Figure 16. The value of the approximate semi-static hedging portfolio for 1 short
down-and-out call option of maturity T = 0.1 and strike K = 1.04, in units of
Vd.o.call(T ;K; 0, S0), where S0 = e
0.04, if the barrier H = 1 is breached at time τ ,
and Sτ = S, without counting the riskless bond component. Hedging instruments: put
options of the same maturity and strikes K1 = 1/1.04,K2 = K1−0.02,K3 = K1−0.04,
weights w = [−1.305, 0.811,−1.119].
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Figure 17. The value of the approximate semi-static hedging portfolio for 1 short
down-and-out call option of maturity T = 0.1 and strike K = 1.04, in units of
Vd.o.call(T ;K; 0, S0), where S0 = e
0.04, if the barrier H = 1 is breached at time τ , and
Sτ = S. The riskless bond component is taken into account. Hedging instruments: put
options of the same maturity and strikes K1 = 1/1.04,K2 = K1−0.02,K3 = K1−0.04,
weights w = [−1.305, 0.811,−1.119].
