To test the existence of spatial dependence in an econometric model, a convenient test is the Lagrange Multiplier (LM) test. However, evidence shows that, in finite samples, the LM test referring to asymptotic critical values may suffer from the problems of size distortion and low power, 
Introduction
To test the existence of spatial dependence in an econometric model, a convenient test is the Lagrange Multiplier (LM) test as it requires model estimation only under the null hypothesis (Anselin, 1988b ). However, evidence shows that, in finite samples, the true sizes of the LM test referring to the asymptotic critical values can be quite different from their nominal sizes, and more so with a denser spatial weight matrix and with one-sided tests. As a result, the LM tests in such circumstances may have low power in detecting a 'negative' or 'positive' spatial dependence. Also, LM tests may not be robust against the misspecification in error distribution. Standardization (Koenker, 1981; Robinson, 2008; Yang, 2010; Yang and Shen, 2011; Baltagi and Yang, 2013) robustifies the LM tests. It also helps alleviate the problem of size distortion for two-sided tests, but not for one-sided tests. Furthermore, standardization does not solve the problem of low power in detecting a negative or positive spatial 1 The author would like to thank Peter Robinson, Anil Bera, Federico Martellosio, three anonymous referees, an Associate Editor and Co-Editor Cheng Hsiao for their constructive comments that have led to significant improvements in the paper; and the seminar participants at the V th World Conference of Spatial Econometrics Association, Toulouse, 2011, and the 2012 Tsinghua International Conference in Econometrics for helpful comments. Zhenlin Yang gratefully acknowledges the support from a research grant (Grant number: C244/MSS10E007) from Singapore Management University.
dependence. The reason is that a denser spatial weight matrix makes the shape of the finite-sample distribution of the LM statistic deviate more from the shape of its limiting distribution (rendering the asymptotic critical values less accurate). In the special case where the LM test is univariate and asymptotically standard normal under the null, a denser spatial weight makes its finite sample distribution more skewed to the left or right depending on the design of the regressors. Standardization only changes the location and scale, but not the shape of the distribution of the LM test. This is why it cannot solve the problems of size distortion and low power for one-sided tests. However, we demonstrate in this paper that standardization coupled with bootstrap provide a satisfactory solution to these problems.
It is well documented in the econometrics literature that bootstrap method is able to provide asymptotic refinements on the critical values of a test statistic if this statistic is asymptotically pivotal under the null hypothesis. See, among others, Beran (1988) , Hall (1992) , Horowitz (1994 Horowitz ( , 1997 , Hall and Horowitz (1996) , MacKinnon (1999, 2006) , van Giersbergen and Kiviet (2002), MacKinnon (2002), Cameron and Trivedi (2005, Ch. 11) , and Godfrey (2009), for theoretical analyses and numerical evidence for many different type of econometric models. However, as pointed out by Davidson (2007) and reiterated in Godfrey (2009, p. 82) , it is not always the case that the asymptotic analysis seems to provide a good explanation of what is observed in finite samples. For the residual-based bootstrap method which is followed in this paper, Godfrey (2009, Ch. 3) , based on the work of van Giersbergen and Kiviet (2002) and MacKinnon (2002) , give a detailed discussion on the type of residuals (restricted under the null hypothesis or unrestricted) to be resampled and the type of estimates (restricted or unrestricted) of the nuisance parameters to be used as parameters in the bootstrap world. However, the debate on the choices of parameter estimates and residuals does not seem to have been settled. These issues carry over to spatial models. In contrast to the vast literature on the bootstrap tests in general econometrics, such a literature in spatial econometrics is rather thin, in both applications (e.g., Burridge and Fingleton, 2010; Lin et al., 2007 Lin et al., , 2009 Lin et al., , 2011 and Burridge, 2012) , and in theory (e.g., Yang, 2011; and Jin and Lee, 2012a,b) . This research completes Yang (2011) by providing second-order asymptotic analyses in LM test setting, which provides a good explanation of what is observed in finite sample and settles the debate over the choice of bootstrap parameters.
Residual-based bootstrap methods are introduced for asymptotically refined approximations to the finite sample critical values of the LM statistics. Conditions for their validity are clearly laid out and formal justifications are given in general, and in details under several popular spatial LM tests, namely, LM tests for spatial error dependence (SED), LM tests for spatial lag dependence (SLD), and LM tests for spatial error components (SEC). The key methodologies used in the proofs are asymptotic expansions (Beran, 1988) for general LM tests, and Edgeworth expansions (Hall, 1992, Ch. 3) for the three specific LM tests. The validity of the proposed methods is further demonstrated using more complicated spatial LM tests: joint LM test for SLD and SED, LM test of SED allowing SLD and vise versa, spatial LM tests under local misspecification, and spatial LM tests with unknown heteroskedasticity. Our results show that with the unrestricted estimates/residuals, bootstrap is able to provide critical values that are stable (with respect to the true value of the tested parameters) and achieve full asymptotically refined approximations to the finite sample critical values of the test statistic, leading to correct size and reliable power. In contrast, use of restricted estimates/residuals, the bootstrap critical values can be either smaller or larger (in absolute value) than the 'true' values when the null is false, leading to the power of the test that is either higher or lower than the 'true' underlining power. However, we show that while use of restricted estimates/residuals does not lead to full asymptotic refinements, it does provide partial asymptotic refinements. This explains why in certain situations bootstrap based the sense that its limiting distribution is free of parameters, such as standard normal or chi-square, depending on whether λ is a scalar or a vector. However, if the error distribution is misspecified, LM n (λ) may not even be an asymptotically pivotal quantity as its limiting distribution may depend on the unknown error distribution, as well as the model parameters (see Section 3.3 for such a case), and this will have important implications on the performance of the bootstrap procedures (Beran, 1988) .
The most interesting inference in a spatial model is perhaps to test H 0 : λ = 0, i.e., non-existence of spatial dependence, versus H a : λ = 0 (< 0, > 0), i.e., existence of spatial dependence (negative spatial dependence or positive spatial dependence). To test this hypothesis using the test statistic LM n (0), one often refers to the asymptotic critical values of LM n (0) at H 0 , or LM n (0)| H0 . However, as argued in the introduction, these asymptotic critical values may give poor approximations in cases of heavy spatial dependence. 3 It is thus desirable to find better approximations to the finite sample critical values of LM n (0)| H0 . As LM n (λ) is not a pivotal quantity, it is not possible to find the exact finite sample critical values. However, if LM n (λ) is asymptotically pivotal, the bootstrap approach can be used to obtain critical values that are more accurate than the asymptotic critical values, according to Beran (1988) , Hall (1992) , Horowitz (1994) and Hall and Horowitz (1996) . See also Cameron and Trivedi (2005, Ch. 11) and Godfrey (2009, Ch. 2 & 3) for detailed descriptions on bootstrap tests. Our discussions above and below are for the LM tests of spatial regressions models. However, they can be applied to the LM tests of other types of models as well. It is the unique feature of LM tests (requiring the estimation of the null model only) and the unique feature of the spatial models (finite sample behavior of the LM tests of spatial dependence can be heavily affected by the spatial weight matrix W n ) that make it more appealing to study bootstrap methods in approximating the finite sample critical values of spatial LM statistics.
The methods
To facilitate our discussions, suppose that the model can be written as, q(Y n , X n , W n ; θ, λ) = e n ,
where e n is an n-vector of model errors, with iid elements {e n,i }, of zero mean, unit variance, and cumulative distribution function (CDF) F. The error standard deviation σ is absorbed into θ. 4 Suppose that the model can be inverted to give Y n = h(X n , W n ; θ, λ; e n ).
Consider a general hypothesis: H 0 : λ = λ 0 versus H a : λ = λ 0 (< λ 0 , > λ 0 ). The test statistic to be used is the LM n (λ 0 ), derived under a 'specified' error distribution, typically N (0, 1), although the true F may not be the CDF of N (0, 1). We are interested in the finite sample null CDF G n (·, θ, F ) 3 The denser the matrix Wn is, the more skewed is the finite sample null distribution of the LM test, e.g., the first three cumulants of LMSED| H 0 considered in Section 3.1 are shown to be O( p hn/n), 1 + O(hn/n), and O( p hn/n), respectively, where hn can be understood as a dense measure of Wn as it corresponds to the number of non-zero elements in each row of Wn. This suggests that for a fixed n the first three cumulants of LMSED can be quite different from their asymptotic values 0, 1 and 0, and more so with a larger hn (denser Wn). See Section 3.1 and the proof of Proposition 3.1 for details. The same results hold for the other spatial LM tests considered in Subsections 3.2 and 3.3, and in Section 4.
4 Model (1) encompasses many popular spatial models, linear or nonlinear, such as SAR, SARAR, SEC, spatial probit, spatial Tobit, etc.; see Kelejian and Prucha (2001) . It can be extended to include more than one spatial weight matrix and to have non-spherical disturbances of the form un ∼ (0, σ 2 Ωn(ρ)), where Ωn(ρ) is an n × n positive definite matrix, known up to a finite number of parameters ρ. Writing un = σΩ 1/2 n (ρ)en and merging σ and ρ into θ give the form of (1).
of LM n (λ 0 ), in particular the finite sample critical values of LM n (λ 0 )| H0 , c n (α; θ, F ), 0 < α < 1, and investigate how bootstrap can provide a valid method for approximating these critical values.
In what follows,θ n denotes the restricted estimate of θ under H 0 , and (θ n ,λ n ) the unrestricted estimates of (θ, λ). The observable counterpart of e n is referred to as residuals. If the residuals are obtained from the null model, i.e.,ẽ n = q(Y n , X n , W n ;θ n , λ 0 ), they are called the restricted residuals; if they are obtained from the full model, i.e.,ê n = q(Y n , X n , W n ;θ n ,λ n ), they are called the unrestricted residuals. The corresponding empirical distribution function (EDF) of the restricted residuals is denoted asF n , and that of the unrestricted residuals asF n .
Note that the null model is determined by the pair {θ, F}, and that under the LM framework only the estimation of the null model is required. In order to approximate the finite sample null distribution (or critical values) of LM n (λ 0 ), the bootstrap world must be set up so that it is able to mimic the real world at the null. Thus, the bootstrap DGP should take the following form:
whereθ n is the bootstrap parameter vector (an estimate of the nuisance parameter vector based on the original data) which mimics (consistently estimates) θ, andF n is the bootstrap error distribution (the EDF of some type of residuals) mimicking (consistently estimating) F . The steps for finding the bootstrap critical values for LM n (λ 0 )| H0 is summarized as follows:
(a) Draw a bootstrap sample e * n fromF n ; (b) Compute Y * n = h(X n , W n ;θ n , λ 0 ; e * n ) to obtain the bootstrap data {Y * n , X n , W n }; (c) Estimate the null model based on {Y * n , X n , W n }, and then compute a bootstrapped value LM
, and its α-quantile gives a bootstrap estimate of c n (α; θ, F ), the true finite sample α-quantile of LM n (λ 0 )| H0 .
5
In reality, one does not know whether or not H 0 is true, thus it incurs an important issue: the choice of the pair {θ n ,F n }. We argue in this paper that for the bootstrap DGP Y * n = h(X n , W n ;θ n , λ 0 ; e * n ) to be able to mimic the real world null DGP Y n = h(X n , W n ; θ, λ 0 ; e n ) in general, {θ n ,F n } must be consistent for {θ, F} whether or not H 0 is true. In this spirit, the only choice for {θ n ,F n } that can be correct in general is {θ n ,F n }. As this resampling scheme is based on the unrestricted estimates of the nuisance parameters and the unrestricted residuals, it is termed as the unrestricted resampling scheme, or the resampling scheme with unrestricted estimates and unrestricted residuals (RS uu ).
There are many special cases whereθ n and/orF n are consistent whether or not H 0 is true. This leads to other choices for the pair {θ n ,F n }: {θ n ,F n }, {θ n ,F n }, or {θ n ,F n }, giving, respectively, the so-called the restricted resampling scheme (RS rr ), and the hybrid resampling schemes 1 (RS ur ) and the hybrid resampling schemes 2 (RS ru ), to adopt the similar terms as in Godfrey (2009) .
Alternative to the bootstrap method based on RS uu , one may consider the bootstrap analog of H 0 , H * 0 : λ =λ n . To test H * 0 , one generates the response values through the estimated full model, and performs bootstrap estimation conditional onλ n . Thus, the bootstrap critical values of LM n (λ 0 )| H0 are simply the empirical quantiles of the bootstrap distribution of LM n (λ n ) conditional onλ n . This resampling scheme is denoted as RS uf , and the corresponding bootstrap procedure is as follows:
5 By choosing an arbitrarily large B, the EDF of
gives an arbitrarily accurate approximation to the true bootstrap CDF of LMn(λ 0 )| H 0 and its quantiles (Efron, 1978; Beran, 1988) . Hence, in the subsequent discussions on the validity of the proposed bootstrap method this type of approximation errors are ignored.
(a) Draw a bootstrap sampleê * n from the EDFF n ofê n , (b) Compute Y * n = h(X n , W n ;θ n ,λ n ;ê * n ) to obtain the bootstrap data {Y * n , X n , W n }, (c) Conditional onλ n , estimate the model based on {Y * n , X n , W n }, and then compute LM n (λ n ) and denote its value as LM
, and the quantiles of it give the bootstrap critical values of LM n (λ 0 )| H0 .
Among the five resampling schemes (RS uu , RS rr , RS ur , RS ru , RS uf ) described above, RS rr is the simplest as the estimation of λ is not required in both the model estimation based on the original data and the model estimation based on the bootstrap data. This method is attractive, but it is valid only under special scenarios. Other schemes all require the estimation of λ based on the original data, but not based on the bootstrapped data, to be in line with the LM principle. The proposed bootstrap methods preserve the feature of LM tests in the process of bootstrapping the values of the test statistic, thus greatly alleviate the computational burden as compared with bootstrapping, e.g., a Wald type test, or a likelihood ratio type test where the full model is estimated in every bootstrap sample. This point is particularly relevant to the tests of spatial dependence as spatial parameters often enter the model in a nonlinear fashion, and hence the estimation of them must be through a numerical optimization, which is avoided by the LM tests.
Validity of the bootstrap methods
When do the bootstrap methods described above offer asymptotically refined (higher-order) approximation to the finite sample critical values of the LM statistic? To address this issue, we need the following general assumptions regarding the LM test statistic LM n (λ 0 ) and its finite sample null distribution G n (·, θ, F ) at the true (θ, F ). Let N θ,F denote a neighborhood of (θ, F ). When the 'specified' CDF for e n,i (i.e., the CDF under which LM n (λ 0 ) is developed) is the same as F , we say F is correctly specified, otherwise misspecified.
, it remains to be asymptotically pivotal at H 0 ) or its robust version, denoted as SLM n (λ 0 ), exists and is used. Assumption G3. For (ϑ, F ) ∈ N θ,F , the null CDF G n (·, ϑ, F ) converges weakly to a limit null CDF G(·, ϑ, F ) as n increases, and admits the following asymptotic expansion uniformly in t and locally uniformly for (ϑ, F ) ∈ N θ,F :
where G(·, ϑ, F ) is differentiable and strictly monotone over its support, and g(t, ϑ, F ) is a functional of
Assumption G1 is standard for likelihood-based inferences. Assumption G2 (consistency part) is also standard for quasi-likelihood-based inferences (see, e.g., White, 1982; White, 1994) . Assumption G3 is adapted from Beran (1988) . The difference is that the θ in our set-up contains only the nuisance parameters. Clearly, the limit null CDF G(t, θ, F ) depends on (θ, F ) in general, unless F is correctly specified. In this case, an asymptotically robust version, SLM n (λ 0 ), has to be used for the bootstrap methods to be effective. In an important special case where λ 0 is a scalar and the test statistic is asymptotic N (0, 1), the asymptotic expansion (4) at (θ, F ) reduces to:
where Φ and φ are, respectively, the CDF and pdf of N (0, 1), provided that the jth cumulant κ j,n ≡ κ j,n (θ, F ) of LM n (λ 0 ) H0 can be expanded as a power series in n −1 :
(θ n ,F n ) is consistent for (θ, F ) and G n (·, θ, F ) converges weakly to the limit CDF G(·, θ, F ) (Assumptions G1-G3), it can be easily argued based on the triangular-array convergence that G n (·,θ n ,F n ) converges weakly to G(·, θ, F ). This shows that the test based on the bootstrap critical values has correct sizes asymptotically. When do the bootstrap methods offer asymptotically refined approximations? Clearly, under Assumption G3, the asymptotic expansion (4) holds for (θ, F ), which gives,
Assume (W.L.O.G.) plim n→∞ (θ n ,F n ) ∈ N θ,F . As (4) holds locally uniformly for any (ϑ, F ) ∈ N θ,F , the bootstrap CDF admits the following asymptotic expansion:
Comparing (8) with (7), the scenarios under which the bootstrap is able to provide asymptotic refinements on the critical values are clear. First, for Proposition 2.1, as F is correctly specified, G(t, θ, F ) = G(t), i.e., the limit null CDF is independent of the unknown parameter (θ). As (7) holds locally uniformly in (θ, F ), it follows that G(t,θ n ,F n ) = G(t). Taking difference between (7) and (8), we have whether or not H 0 is true,
where the latter equality is due to the differentiability of g(·, θ, F ) and the √ n-consistency of (θ n ,F n ).
It follows that
2 ), where c(α) is the asymptotic critical value of LM n (λ 0 )| H0 or the α-quantile of G(t), showing that the bootstrap critical value gives a higher-order approximation to the finite sample critical value of LM n (λ 0 )| H0 than does the c(α). Thus, the RS uu scheme is valid. Similar arguments lead to the validity of the RS fu scheme. Finally, when the pair (
2 ) holds in general, because neitherθ n norF n is generally consistent when H 0 is false. This shows that the remaining resampling schemes cannot be valid in general.
To prove Proposition 2.2, we have in view of (7),
The fact that LM n (λ 0 )| H0 (or its robust version) is asymptotically pivotal even if F is misspecified implies that G(t, θ, F ) = G(t) and that 
Bootstrap LM Tests for Spatial Dependence
In this section, we consider several popular spatial LM tests to demonstrate the general methodology described in the last section. These include the LM tests for spatial error dependence (SED), the LM tests for spatial lag dependence (SLD), and the LM tests for spatial error components (SEC), presented respectively in Subsections 3.1-3.3. In each subsection, we present the LM tests (existing or new), formal arguments for the validity of the five bootstrap methods to supplement the general theoretical arguments presented in Section 2, and Monte Carlo results to support these arguments.
In what follows, the set of notation used above will be followed closely. Specifically, Y n denotes an n × 1 vector of response values, X n an n × k matrix containing the values of nonstochastic regressors with its first column being a column of ones, W n is an n × n spatial weight matrix, and F the CDF of the standardized errors {e n,i }, with following conditions maintained.
Assumption S1. The innovations {e n,i } are iid random draws from F with mean zero, variance 1, and finite cumulants κ j ≡ κ j (F ), j = 3, 4, 5, 6.
Assumption S2. n uniformly for all i, j, with the rate sequence {h n } satisfying h n /n → 0 as n → ∞. {W n } are uniformly bounded in both row and column sums with w n,ii = 0 and j w n,ij = 1 for all i.
We adopt the notation: E * , Var * ,
, to indicate that the expectation, variance, convergence in distribution, convergence in probability, smaller order of magnitude in probability, etc., are with respect to the bootstrap error distributionF n , to distinguish from the usual notation corresponding to F . We assume throughoutF n has a zero mean and a unit variance (which are achievable through centering and scaling), and jth cumulantκ jn ≡κ j (F n ), j = 3, 4, 5, 6. Further, let tr(A) denote the trace of a square matrix A, and diagv(A) the column vector formed by the diagonal elements of A.
Denote n/h n by n r . Recall: '˜' means restricted, and 'ˆ' means unrestricted.
Linear Regression with Spatial Error Dependence
We consider the LM test of Burridge (1980) (or Moran's I) and the standardized LM test of Baltagi and Yang (2013) . As shown in Baltagi and Yang (2013) , these tests are robust against nonnormality. Also, they are invariant of the nuisance parameters. According to the general principles laid in Section 2, the three bootstrap methods using the unrestricted residuals are valid for any F . Indeed, this result is shown to be true, and further the two bootstrap methods using the restricted residuals are also valid if the error distribution is symmetric, but if not they are still able to achieve partial asymptotic refinements. Monte Carlo results confirm these findings and show that the gains from using the bootstrap critical values can be great. While the literature does contain some works on bootstrap tests for this model (Lin et al., 2011; Jin and Lee, 2012b ) it seems to be lacking on both theoretical justifications and detailed comparisons on various bootstrap methods.
The model and the LM tests.
The linear regression model with spatial error dependence (SED) takes the form:
where ρ is the spatial parameter, β is a k × 1 vector of regression coefficients, and σ is the error standard deviation. Clearly, this model falls into the general framework of Model (1) with θ = {β , σ 2 } ,
n (ρ)e n , where B n (ρ) = I n −ρW n and I n is an n×n identity matrix. Given ρ, the restricted QMLEs of β and σ 2 under Gaussian
Gaussian likelihood of ρ numerically leads to the unrestricted QMLEρ n of ρ, which upon substitutions gives the unrestricted QMLEsβ n ≡β n (ρ n ) andσ
We are interested in testing the lack of SED in the model, i.e., H 0 : ρ = 0 vs H a : ρ = 0 (< 0, > 0), based on the LM principle. The LM test of Burridge (1980) takes the form:
whereε n is the vector of restricted (or OLS) residuals under H 0 and K n = tr(W n W n + W n W n ). To improve the finite sample performance and to enhance the robustness of LM SED , Baltagi and Yang (2013) introduced a standardized version:
where
nεn (orF n ). Baltagi and Yang (2013) show that both LM SED and SLM SED have limiting null distribution N (0, 1) and are robust to F . To implement the bootstrap method under the RS uf scheme, we derived an LM statistic for a nonzero ρ, LM SED (ρ), and a standardized version of it, SLM SED (ρ), which are given in (B-2) and (B-3) of Appendix B.
Validity of the bootstrap methods
To see the validity of the various bootstrap methods presented in Section 2, we concentrate on LM SED . Under the real world null DGP: Y n = X n β + σe n ,ε n = σM n e n , and In the bootstrap world, the bootstrap DGP that mimics the real world null DGP is Y * n = X nβn + σ n e * n , where the elements of e * n are random draws fromF n , the EDF of standardized residuals. Based on the bootstrap data (Y * n , X n ), computing the OLS estimates of (β n ,σ n ), the OLS residuals and the LM test (10), we have the bootstrap analogue of LM SED | H0 :
which shows that LM * SED is invariant ofβ n andσ 2 n . Thus, whetherβ n andσ 2 n correspond to the restricted or unrestricted estimates of β and σ makes no difference on the performance of the bootstrap procedures.
Comparing (13) with (12) 
where 
Taking difference between (15) and (14), we obtain,
By Lemma A8, whenF n =F n ,κ r ), from which we see precisely the reason why the finite sample distribution of a spatial LM test deviates more from its limiting distribution with a denser spatial weight matrix.
Monte Carlo Results
The Monte Carlo experiments are carried out based on the following DGP:
The parameter values are set at β = {5, 1, 1} and σ = 1 or 2. Four different sample sizes are considered, i.e., n = 50, 100, 200, and 500. All results are based on M = 2, 000 Monte Carlo samples, and B = 699 bootstrap samples for each Monte Carlo sample. The methods for generating spatial layouts, error distributions, and fixed regressors' values are described in Appendix C. is used; they don't change much with n but decrease when B increases (both are as expected). As far as the rejection frequency is concerned we found that using B = 699 is sufficient;
4. Use of the bootstrap critical values significantly improves the size of the LM tests, and the power of the left-tailed LM tests. 9 Robinson and Rossi (2010) developed a finite sample correction for a simpler version of (10) without regressors and with normal errors, using Edgeworth expansion. Jin and Lee (2012b) presented first-order results for a test that can be approximated by a linear-quadratic form in the error vector, and gave a preliminary discussion of possible asymptotic refinements. The key issue on the type of estimates and residuals to be used in bootstrap DGP was not addressed.
5. When the regressors are generated under the iid setting (XVAL-A), the finite sample distribution of LM SED is more skewed to the right, making the left-tail rejection frequencies much lower than their nominal values. Use of a denser spatial weight matrix worsens this problem. However, in all these scenarios, standardizations method help and bootstrap methods work well.
<< Insert Table 3 .1a Here >> A note in passing to read Table 3 .1b is that the values under the column of |ρ| should read as negative if L2.5% and L5%, i.e., the left-tailed 2.5% and 5% tests, are concerned. All results in Table  3 .1b correspond to LM SED , except the rows labeled with ACR * which correspond to SLM SED referring to the asymptotic critical values.
<< Insert Table 3 .1b Here >>
Linear Regression with Spatial Lag Dependence
We now present a case where the LM statistics depends on the nuisance parameters, the restricted estimates of nuisance parameters are inconsistent when the null hypothesis is false, but the LM statistic at the null is still robust against nonnormality. According to the general results presented in Section 2, only the bootstrap methods under RS uu and RS uf are valid. As this case is more involved, a more detailed study is given. This study contributes to the spatial econometrics literature by (i) providing theoretical justifications on the validity of various bootstrap methods with respect to the choice of bootstrap parameters and the choice of bootstrap error distribution, and (ii) providing detailed Monte Carlo results to support these theoretical arguments, in particular the results on the bootstrap critical values. Common Monte Carlo study on the performance of bootstrap tests typically reports the empirical rejection frequencies (size and power). This study reveals that judging a bootstrap test based only on size and power may be misleading as in reality one does not know whether or not the null hypothesis is true, and hence the seemingly 'correct' size and 'higher' power for certain tests may not be achievable. Some related works can be found in Lin et al. (2007 Lin et al. ( , 2009 ).
The Model and the LM Tests.
The linear regression model with spatial lag dependence (SLD), also known as the spatial autoregressive (SAR) model, takes the following form:
where e n , X n and W n satisfy Assumptions S1-S3, λ is the spatial parameter, and β is a k × 1 vector of regression coefficient. Clearly, Model (16) fits into the general framework of Model (1) with
, where A n (λ) = I n −λW n . Given λ, the restricted QMLEs of β and σ 2 under Gaus-
Maximizing the concentrated Gaussian likelihood for λ gives the unrestricted QMLEλ n , and hence the unrestricted QMLEsβ n ≡β n (λ n ), andσ
. A standardized version of LM SLD , having better finite sample properties and more robust against the spatial layouts, is given in Yang and Shen (2011):
andκ 4n are, respectively, the 3rd and 4th cumulants ofẽ n =σ −1 nεn . Yang and Shen (2011) show that both LM SLD and SLM SLD have limiting null distribution N (0, 1), whether or not F is correctly specified, showing that both are asymptotically robust against distributional misspecification. To implement the bootstrap method under the resampling scheme RS uf , more general LM statistics for a nonzero λ, LM SLD (λ), and its standardized version, SLM SLD (λ), can be found in Yang and Shen (2011).
Validity of the Bootstrap Methods
To study the validity of various resampling schemes when bootstrapping the critical values of the LM and SLM tests of spatial lag dependence, we concentrate on the test LM SLD . Under the real world null DGP: Y n = X n β + σe n , we have after some algebra,
is not an exact pivot whether or not F is known as its finite sample null distribution is governed by F , the CDF of {e n,i }, and the values of the nuisance parameters β and σ 2 , given X n and W n . Under the bootstrap world, the bootstrap DGP that mimics the real world null DGP takes the form: Y * n = X nβn +σ n e * n , where the elements of e * n are random draws fromF n . Based on the bootstrap data (Y * n , X n ), estimating the bootstrap model and computing the test statistic (17) lead to the bootstrap analogue of LM SLD | H0 :
Comparing (20) with (19), it is intuitively clear that for bootstrap to provide a higher-order approximation to the finite sample critical values of LM SLD | H0 , it is necessary thatβ n ,σ 2 n , andF n are consistent whether or not H 0 is true. We have the following result. Proof: For a quick appreciation of the results, we present the key arguments here, and give details in Appendix B (Lemma A8 and Proof of Proposition 3.
Proposition 3.2. Suppose Model (16) satisfies Assumptions
The finite sample CDF of LM SLD | H0 admits the following Edgeworth expansion:
With these two expansions, the conclusions reached in Proposition 3.2 are clear. In particular,
r ) only whenθ n =θ n andF n =F n . Similar to the SED model, p(t, θ, F ) depends on F only through κ 3 , thusF n can be replaced byF n when κ 3 = 0 and the conditions in (A-3) hold, leading to the validity of RS ur . Finally, the same set of results are obtained for SLM SLD .
Remark 3.3:
When the error distribution is skewed, the bootstrap method under RS ur , though not strictly valid, improves upon the asymptotic method as the main second-order terms involving T 5 , c 0 (θ)c 1 and S 4 (θ) are captured by bootstrap due to the consistency ofθ n , leading to the so-called partial asymptotic refinements. This explains why the Monte Carlo results (not reported for brevity) under RS ur are very similar to these under RS uu even when the errors are skewed.
Remark 3.4:
Again, the cumulants of LM SLD | H0 given in Appendix B show clearly the effect of spatial weight matrix on the finite sample distribution of LM SLD | H0 .
Monte Carlo Results.
The finite sample performance of LM SLD and SLM SLD for testing H 0 : λ = 0 vs H a : λ < 0 or H a : λ > 0, when referring to the asymptotic critical values and the bootstrap critical values under various resampling schemes, are investigated in terms of accuracy and stability of the bootstrap critical values with respect to the true value of λ, and the size and power of the tests. The Monte Carlo experiments are carried out based on the following data generating process:
where the methods for generating W n , X n and ε n are described in Appendix C. Bootstrap critical values. We first report in The bootstrap critical values do not depend much on the error distributions due to the fact that the LM tests involved are asymptotically pivotal at the null under a general F . As sample size n increases, the bootstrap critical values move closer to their limiting values, but the instability of those based on restricted estimates still exists. The above observations are consistent with the theoretical results: while the tests are asymptotically pivotal, their finite sample distributions depends on the nuisance parameter and the restricted estimates of the nuisance parameters are not consistent when null is false, which make the bootstrap methods based on the restricted estimates invalid.
<< Insert Table 3 .2a Here >> Size and power of the tests. We now report in Tables 3.2b and 3 .2c the size and power of the one-sided LM tests based on the asymptotic critical values (ACR) and the bootstrap critical values with RS rr and RS uu . Again the results based on other three resampling schemes RS ru , RS ur and RS uf (not reported for brevity and clarity of presentation) are very close to those based on either RS rr or RS uu , showing again the type of residuals to be used in resampling does not affect much the performance of the bootstrap methods. The results (reported and unreported) further reveal the following:
1. The tests referring to the asymptotic critical values can have severe size-distortion, and more so with heavier spatial dependence. Referring to bootstrap critical values effectively remove the size distortions under any resampling method, but one must bear in mind that this is unachievable with the restricted estimates as in practice whether H 0 is true or false remains unknown.
2. The bootstrap critical values of the LM statistic based on the restricted estimates tend to increase in magnitude as λ increases. As a result, the power tends to be lower for a right-tailed test, and higher for a left-tailed test, compared with the power of the tests based on the unrestricted estimates. The bootstrap critical values of the SLM statistic based on the restricted estimates decrease as λ increases. As a result, the power of both left-and right-tailed tests tends to be higher than that based on the unrestricted estimates. However, the former corresponds to a larger size due to smaller underlining bootstrap critical values.
3. As the original LM test is already asymptotically pivotal and robust, standardization does not provide further improvements on the bootstrap critical values in that the use of restricted estimates still lead to bootstrap critical values that vary with λ.
To summarize, using the restricted estimates of the nuisance parameters in the bootstrap DGP results in bootstrap critical values that can be either larger or smaller than the 'true' ones, leading to a test with either higher or lower power than it supposes to be. In contrast, using the unrestricted parameter estimates leads to test with 'realizable or achievable' power.
<< Insert Table 3.2b and Table 3 .2c Here >>
The bias of the restricted estimators of the regression coefficients and the error standard deviation when H 0 is false is investigated under the same setup as for the above results, as it is the major cause of instability of the bootstrap critical values. The results (not reported for brevity) show that the empirical means of the restricted estimators of (β 0 , β 1 , β 2 , σ) = (5, 1, 1, 1) range from (3.35, 0.76, 0.70, 1.04) to (9.96, 1.75, 1.92, 1.19) as λ changes from −0.5 to 0.5 with n = 100, and that the bias does not go away with larger sample sizes. In contrast, the unrestricted estimators are nearly unbiased.
Linear Regression with Spatial Error Components
In this section, we present a case where the usual LM test is not robust against the misspecification of the error distribution F , but its finite sample distribution is invariant of the nuisance parameters. According to the general theories presented in Section 2, the bootstrap methods under RS ru , RS uu and RS uf are valid. The results presented in this section contribute to the spatial econometrics literature by providing theoretical justifications and empirical evidence concerning the validity of various bootstrap methods applied to LM and SLM tests of spatial error components.
The Model and the LM Tests
Kelejian and Robinson (1995) proposed a spatial error components model which provides a useful alternative to the traditional spatial models with a spatial autoregressive (SAR) or a spatial moving average (SMA) error process, in particular in the situation where the range of spatial autocorrelation is constrained to close neighbors, e.g., spatial spillovers in the productivity of infrastructure investments (Kelejian and Robinson, 1997; Anselin and Moreno, 2003) . The model takes the form:
with u n = W n v n + ε n , and ε n = σe n (23) where v n is an n × 1 vector of errors that together with W n incorporates the spatial dependence, and ε n is an n × 1 vector of location specific disturbance terms. The error components v n and ε n are assumed to be independent, with iid elements of mean zero and variances σ 2 v and σ 2 , respectively.
Maximizing the Gaussian likelihood for a given λ gives the restricted QMLEsβ
] of β and σ 2 , and maximizing the concentrated Gaussian likelihood of λ numerically gives the unrestricted QMLEλ n of λ, which upon substitutions gives the unrestricted QMLEs for β and
Although this model is not in the standard form used in Section 2, it can be 'turned' into that form as indicated in the footnote therein. In this case, simply write u n = σΩ 1 2 n (λ)e n , where Ω 1 2 n (λ) is the square-root matrix of Ω n (λ), and e n ∼ (0, I n ) though it is not exactly the same as the e n in (23) in general. However, as far as bootstrap methods is concerned, all it is important is to be able to get a set of residuals whose EDF consistently estimates the true distribution of e n,i .
For this model the null hypothesis of no spatial effect can be either H 0 : σ
The alternative hypothesis can only be one-sided as σ 2 ν cannot be negative, i.e., H a : σ 2 ν > 0, or λ > 0. Anselin (2001) derived an LM test based on the assumptions that errors are normally distributed, which can be rewritten in a simpler form
Comparing (24) and (25) with (10) and (11), we see that they possess very similar structure. The major difference is that the diagonal elements of W n in (10) are zero and as a result the quantity a n a n in (11) is of smaller order than K † n , but the diagonal elements of W n W n in (24) are not zero and as a result the quantity a n a n in (25) can be of the same order as K † n therein. This gives the exact reason on why SLM SEC is robust against the distributional misspecification and why LM SEC is not.
Validity of the bootstrap methods
Note that under H 0 ,ε n = M n ε n = σM n e n , and the statistics LM SEC can be written as
which shows that LM SEC | H0 is invariant of the nuisance parameters, and thus a pivot if F is known (to be Φ or some other CDF). In this case one can again, as for the SED model, simply use Monte Carlo method to find the finite sample critical values of LM SEC | H0 to any level of accuracy. However, when F is unknown and possibly misspecified, LM SEC | H0 is not even an asymptotic pivot as indicated above.
Indeed, Lemma A2 leads to (1 + κ 4 c 0 )
10 Then, what is the consequence of ignoring this when conducting bootstrap?
The bootstrap DGP that mimics the real world null DGP is again: Y * n = X nβn +σ n e * n . Based on the bootstrap data (Y * n , X n ), compute the OLS estimate of (β n ,σ n ), the corresponding OLS residuals, and the statistic (24) . Some algebra leads to the bootstrap analogue of (26):
Similarly, Lemma A2 leads to (1 +κ 4n c 0 )
. This show that the leading terms in the asymptotic expansions of the finite sample CDF of LM SEC | H0 and the bootstrap CDF of LM * SEC are, respectively, Φ(t/ √ 1 + κ 4 c 0 ) and Φ(t/ √ 1 +κ 4n c 0 ). Thus,
(See Lemma A8 in Appendix A.) This clearly shows that when F is misspecified the bootstrap method is not able to provide an improved approximation to the finite sample critical values of LM SEC | H0 10 Yang (2010) 
where κ 4 (e n ) is the 4th cumulant of M n e n / e n M n e n /n, and its bootstrap analogue
Similar to the fact that
The implication of these results is that when bootstrapping the standardized LM test given in (25), using either unrestricted residuals or restricted residuals leads to bootstrap critical values that are correct asymptotically. However, as stated in the following proposition, only the use of unrestricted residuals leads to full asymptotic refinements. As the implementation of the resampling scheme RS uf is more complicated than RS uu , it is excluded from this study for saving space. (23) 
Proposition 3.3. Suppose Assumptions S1-S3 hold for Model
Proof: Again, we highlight the key arguments here for a quick understanding of the results, and put details in Appendix B (Lemma A8 and Proof of Proposition 3.3 (Cont'd)). We show that the finite sample CDF of SLM SEC | H0 admits the following Edgeworth expansion:
where c 1 = lim n→∞ n −1 r (K † n + κ 4 a n a n ), K † n and a n are defined in (25) ,
r T i,n , and T i,n are defined in the detailed proof in Appendix B. Similarly, the bootstrap CDF of SLM * SEC admits the following asymptotic expansion:
It is thus clear from (30) and (31) r ). This means that at least in theory the bootstrap critical values based on the restricted residuals offer no improvement over the asymptotic ones. However, a closer examination on the Edgeworth expansion shows that the bootstrap based onF n can still do a better job as the main second-order effect, term involving 1 3 (2T 3 − T 1 + 3T 5 ), is captured by the bootstrap. Our Monte Carlo results given below confirm this point.
Remark 3.6. The point that a denser weight matrix makes the finite sample null distribution of the test statistic deviate more from the limiting distribution is once again demonstrated by the first three cumulants of LM SEC | H0 , which are derived as those of SLM SEC | H0 given in Appendix B.
Monte Carlo results
The finite sample performance of LM SEC and SLM SEC for testing H 0 : λ = 0 vs H a : λ > 0, when referring to the asymptotic critical values and the bootstrap critical values under various resampling schemes, are investigated in terms of the accuracy and stability of the bootstrap critical values with respect to the true value of λ, and the size and power of the tests. The Monte Carlo experiments are carried out based on the following data generating process: Similar to the LM tests for SED model considered earlier, the LM tests for SEC model are also invariant of the nuisance parameters, thus the bootstrap methods with RS ur and RS ru are omitted as the former produces identical results as RS rr and the latter produces identical results as RS uu . We also omit the RS uf method in this study as it requires the derivation of the test statistics for a general value of λ, and concentrate on RS rr and RS uu .
Bootstrap critical values. We first report in Table 3 .3a the bootstrap critical values for LM SEC and SLM SEC . As discussed above, LM SEC is sensitive to the distributional misspecification, thus it is expected to produce bootstrap critical values that vary with λ whenF n is used, even if F is N (0, 1). Indeed this is observed from the results under RS rr and Normal Error though the change is not big. In contrast, the bootstrap critical values based onF n with normal error are very stable.
When error distribution is not normal and is unknown, LM SEC | H0 is no longer a pivot, and not even an asymptotic pivot as both its finite sample and limiting distributions depend on F . It is thus expected that bootstrap critical values based on LM SEC would vary more with λ whether RS rr or RS uu is followed. Again, this is very much true and in fact the bootstrap critical values change (drop) much more significantly as λ increases. In contrast, if we bootstrap SLM SEC , the bootstrap critical values become much more stable. In both cases, the method with RS uu performs better. We end the section with some important remarks. The bootstrap LM test seems to offer higher power than does the bootstrap SLM test. However, as cautioned earlier, such a higher power is built upon the 'hidden' lower critical values, thus is unachievable as in practice one does not know whether or not the null is true. Once again, we stress on that the performance of a bootstrap test should be judged based on whether it can offer critical values which are stable with respect to the change in the value of the parameters of interest. The Monte Carlo results reported in Table 3 .3 correspond to a spatial layout (group interaction with fixed group sizes) that may not fully satisfy the condition stated in Proposition 3.3 (see the proof of Lemma A.8), which is why the bootstrap critical values are not as stable as those in the previous two models. However, the the results under group interaction with growing group sizes (unreported for brevity) show much more stable bootstrap critical values.
<< Insert
As discussed above, the SEC model is not the standard model considered in this paper. Proposition 3.3 clearly reveals the complications caused by the existence of error components u n = W n v n + σe n : u n = Y n − X nβn cannot be decomposed intov n andê n to give a consistentF n directly basedê n , unless H 0 is imposed or v n and ε n are normal. In contrast, the same model but with u n = σΩ 1 2 n (λ)e n leads tô e n and hence a consistentF n directly. This reveals an interesting issue: bootstrap in models with error components, such as the SEC model and the panel error components models with short panels, which merits a further study. See Lemma A8 and its proof for more detailed discussions.
Bootstrap LM Tests for More General Spatial Models
Section 3 proves/disproves the validity of the five bootstrap methods introduced in Section 2 in the context of three popular spatial regression models, and concludes that only the methods using unrestricted estimates of nuisance parameters and unrestricted residuals are generally valid. In this section, we further illustrate these methods using a more general model: the linear regression with both SLD and SED, also referred to as the SARAR model in the literature:
where all quantities are defined as in (9) and (16) . The spatial weight matrices W 1n and W 2n can be the same. Clearly, (32) has the form of the general model given in (1):
where A n (λ) = I n − λW 1n and B n (λ) = I n − ρW 2n . QMLEs (restricted or unrestricted) of model parameters can be obtained in a similar manner. Several interesting tests arise from this model: (i) joint or marginal LM tests, (ii) LM tests of spatial dependence under local misspecification, and (iii) LM tests of spatial dependence under unknown heteroskedasticity. We apply the proposed bootstrap methods to each of these tests. Monte Carlo results show strong support of the main point of the paper: in bootstrapping the finite sample distribution of an LM test, the unrestricted estimates and residuals should be used in setting up the bootstrap DGP.
Bootstrap LM tests for SARAR effects
We are interested in testing three hypothesis: H 
where all quantities are defined in (10) and (17); for testing
n . Recall thatθ n andε n denote generically the restricted QML estimates of the nuisance parameters θ and the errors ε n under the null hypothesis.
The bootstrap methods can be implemented in the same manner as in Section 3. The bootstrap DGPs that mimic the real world null DGPs are,
, and standardize, to giveF n ; (c) Draw a bootstrap sample e * n fromF n , and compute Anselin et al. (1996) , following Bera and Yoon (1993), obtained a modified LM test for testing H a 0 : ρ = 0, robust against the presence of local misspecification involving a spatial lag with λ = δ/ √ n:
Bootstrap spatial LM tests under local misspecification
and a modified LM test for testing H b 0 : λ = 0, robust against local misspecification involving a spatial error process with ρ = δ/ √ n: Monte Carlo results. The same DGP as in Section 4.1 is followed. The local misspecification parameter is taken as λ = 0.1/ √ n for (36) and ρ = 0 for (37) . Partial Monte Carlo results are give in Table 4 .2. The results show that the bootstrap method under RS uu is the most reliable one, leading to significant improvements on the finite sample performance of the LM tests. Comparing the results in Table 4 .2b with the corresponding results in Table 3 .2b, we see that LM SLD|ρ is less powerful than LM SLD , consistent with the observations made by Anselin et al. (1996) . Detailed comparisons of (LM SED , LM SED|SLD , LM SED|λ ); and of (LM SLD , LM SLD|SED , LM SLD|ρ ) are interesting. Formal justifications on the validity of the bootstrap methods applied to (36) and (37) need to be given. These studies are clearly beyond the scope of this paper, and will be pursued in a future research.
<< Insert Tables 4.2a and 4.2b Here >>

Bootstrap spatial LM tests with unknown heteroskedasticity
When the errors in the spatial models are heteroskedastic, none of the tests considered above are generally valid. Born and Breitung (2011) proposed OPG (outer product of gradients) variants of the three LM tests given in (10), (17) and (33) , which are shown to be robust against unknown heteroskedasticity and non-normality. The three tests can be written more compactly as:
, and Like the original tests, the OPG variants do not take into account the estimation of β, and hence may suffer from the problems of size distortion due mainly to the lack of centering and rescaling (Baltagi and Yang, 2013) . It is interesting to see how the bootstrap can help in this regard. The three tests have the same null DGP: Y n = X n β + σe n where the errors e n,i are independent but heteroskedastic. As indicated by Davidson and Flachaire (2008) , heteroskedasticity of unknown form cannot be mimicked in the bootstrap distribution. The wild bootstrap gets round this problem by using a DGP:
where f i is a transformation, and the v i are mutually independent draws, completely independent of original data, from an auxiliary distribution with mean 0 and variance 1. We follow Davidson and Flachaire (2008) and consider an identity function for f i and a two points (-1,1) distribution with equal probability for v i . More detailed discussions on this can be found in Godfrey (2009, Ch. 5).
Monte Carlo results. The same set of DGPs as in Sections 3.1, 3.2 and 4.1 are used. Error variances are made proportional to the group sizes. Partial results are reported in Table 4. 3., from which we see (i) the OPG variants of LM tests can have large finite sample size distortion when referred to the asymptotic critical values, which are largely removed when referred to the bootstrap critical values; (ii) bootstrap critical values show noticeable variations for all four resampling schemes considered. This is because both restricted and unrestricted estimates used in the bootstrap DGP ignore the unknown heteroskedasticity, and hence are inconsistent in general (Lin and Lee, 2010).
The above observations are in fact consistent with our theoretical findings: use of consistent (fully unrestricted) estimates leads to full asymptotic refinements, whereas use of inconsistent (restricted somehow) estimates may still lead to partial asymptotic refinements, provided the underlining test statistic is an asymptotic pivot. The latter finding is also interesting as in certain LM testing situations fully unrestricted (or generally consistent) estimates may not be available, such as QML estimation with unknown heteroskedasticity. The robust GMM estimators of Lin and Lee (2010) or Kelejian and Prucha (2010) may be used instead, and formal justification on the validity of the bootstrap method described above should be given. However, these studies are clearly beyond the scope of this paper, and will be pursued in a future research. 
Conclusions and Discussions
In bootstrapping the critical values of an LM test, one faces two important issues: one is the choice of the type of estimates of nuisance parameters to be used as parameters in the bootstrap data generating process, and the other is the choice of the type of residuals to be used to construct the bootstrap error distribution. We argue in general and show through three popular spatial regression models that the choice that is correct in general is the one which uses the unrestricted estimates and the unrestricted residuals. However, if the test statistic is invariant of the nuisance parameters or the restricted estimates of the nuisance parameters are consistent in general, the restricted estimates can be used in place of the unrestricted estimates; if the test statistic at the null is robust against the distributional misspecification, then use of restricted residuals leads to full asymptotic refinements if the error distribution is symmetric, otherwise it leads to partial asymptotic refinements.
It is emphasized that comparison on the performance of various bootstrap methods should not be made based on the size and power of the tests, instead it should be made based on the stability of the bootstrap critical values with respect to the change in the value of the parameters of interest. The main reason is that in reality, one does not know whether or not the null hypothesis is true, thus the size of the bootstrap tests based on restricted estimates and/or residuals may not be achievable if the null hypothesis is false, and the resulting power would be unreliable. The power in this situation tends to be higher (than that based on unrestricted resampling) if the underlining bootstrap critical values are smaller than the true ones, or lower if the underlining bootstrap critical values are larger. Furthermore, the evaluation of the performance of various bootstrap methods should also be based on how close the bootstrap critical values are to the Monte Carlo critical values.
While the theories and Monte Carlo results presented the paper clearly suggest that the bootstrap with RS uu scheme be followed in practice for its ability to achieve full asymptotic refinements on the finite sample critical values of LM tests and for its simplicity when compared with RS uf , 11 we do not 11 The computational cost of the five resampling schemes is the same in the process of bootstrapping the test statistics.
Except RSrr , all other four require the estimation of the parameter(s) being tested based on the original data. The RS uf is equivalent to RSuu, at least in theory, but it involves more complicated expressions of LM statistics.
rule out the other three schemes as they may be able to achieve partial asymptotic refinements for cases where the fully unrestricted estimates are not available, such as the LM tests of spatial dependence under unknown heteroskedasticity considered in Section 4.3.
With the general principles laid out in this paper, it would be interesting to proceed to study the properties of the bootstrap LM tests discussed in Section 4. While the validity of the bootstrap methods applied to the LM tests in Sections 4.1 and 4.2 can largely be inferred from the results presented in Section 3, formal theoretical justifications needs to be given. The LM tests in Section 4.3 deviate from the main set up of the paper, traditional bootstrap resampling methods fail, but the wild bootstrap methods are shown to be very promising. Hence, further theoretical and empirical investigations would be highly desirable. Nonetheless, the results presented in this section are very supportive to the general theoretical findings of this paper, and encouraging for further research.
Appendix A: Some Fundamental Results
Following lemmas are essential for the theoretical discussions in Sections 2 and 3.
Lemma A1: (Kelejian and Prucha, 2001; Lee, 2004a) Let A n and B n be n × n matrices, c n be an n × 1 vector, a n = diagv(A n ) and b n = diagv(B n ). Let ε n be an n × 1 vector of iid elements with mean zero, variance σ 2 , and jth cumulant κ j , j = 3, 4. Define P n = ε n A n ε n + c n ε n and Q n = ε n B n ε n . Then,
(ii) Var(P n ) = σ 4 tr(A n A n + A 2 n ) + κ 4 a n a n + σ 2 c n c n + 2κ 3 a n c n ,
Lemma A2: (CLT for Linear-Quadratic Forms, Kelejian and Prucha, 2001 ) Let A n , a n , c n and ε n be defined in Lemma A1. Assume (i) A n is bounded uniformly in row and column sums, (ii) n
{σ 4 tr(A n A n + A 2 n ) + κ 4 a n a n + σ 2 c n c n + 2κ 3 a n c n }
Lemma A3: Let P n = ε n A n ε n + c n ε n be defined in Lemma A1. Let A n = {a ij }, c n = {c i } and ε n = {ε i } where ε i has cumulants κ j , j = 1 · · · , 6, κ 1 = 0, and κ 2 = σ 2 . Then, we have,
n , the sum of upper triangular, lower triangular, and diagonal matrices, and define
Taking use of the facts that u i s are uncorrelated due to the independence between ε i and ζ i , v i s are independent, and u n and v n are uncorrelated, the rest of the proof is straightforward though tedious. 
Lemma A5: (Lee, 2004b , Lemma A.9) Let X n be defined at the beginning of Section 3 and satisfy Assumption S2. Let M n = I n − X n (X n X n ) −1 X n , and A n be an n × n matrix uniformly bounded in both row and column sums. Then,
Lemma A6: For X n and W n defined at the beginning of Section 3, satisfying, respectively, Assumption S2 and Assumption S3 therein, let
and write A n = {a ij }. Then, we have,
If W n is replaced by a general n × n matrix W n , which shares all the properties of W n except that the diagonal elements are not zero but rather
Proof: Following the arguments in the proof of Lemma A.9 in Lee (2004b).
Lemma A7: (Hall, 1992 , p.46-48) Let T n denote a statistic with a limiting standard normal distribution, and κ j,n be the jth cumulant of T n . If κ 4,n exists, and κ j,n can be expanded as a power series in n −1 : κ j,n = n
, where k 1,1 = 0 and k 2,1 = 1, then,
, and φ and Φ are, respectively, the pdf and CDF of N (0, 1).
Note: From the expansion for κ j,n , we see k 1,2 = lim n→∞ n 1 2 κ 1,n , and k 3,1 = lim n→∞ n 1 2 κ 3,n . That k 1,1 = 0 and k 2,1 = 1 correspond to κ 1,n = E(T n ) → 0 and κ 2,n = Var(T n ) → 1.
Lemma A8: For models specified by (9) , (16) and (23) n (λ) defined therein are uniformly bounded in both row and column sums. Then,
, and (iii) if κ 3 = 0 and conditions in (A-3) hold for model (16) , then bothκ 3n andκ 3n are o p (1) . Finally, the results remain for Model (23) if instead u n = W n v n + ε n such that the jth sample
Proof: Note thatκ jn is the jth cumulant ofσ −1 nεn where¨denotes eitherˆor˜, and thatκ 1n = κ 1 = 0 andκ 2n = κ 2 = 1 by construction. Detailed proofs for the three models are tedious, and are put in 12 The √ nr -consistency ofλn for the SLD model is proved by Lee (2004a) . Similarly, one can prove the √ nr-consistency ofρn for the SED model and that ofλn for the SEC model. Following Lee (2004a) , it can be proved thatσ 2 n is always √ n-consistent, butβn is √ nr -consistent in general for the SLD model and √ n-consistent for the other two models.
a Supplementary Appendix made available at http://www.mysmu.edu/faculty/zlyang/. A sketch is given here. For the SED model, we have using M n (ρ) defined below (9), 
into three sums of martingale difference sequences and usingσ (1) . The remaining elements in (ii) follow similarly. The results in (iii) follow directly from the results in (i) and (ii) by setting κ 3 = 0.
The proof for the SLD model is similar to that for the SED model, except for (iii):
The proof for the SEC model with u n = Ω 1 2 n (λ)ε n is similar to that for the SED model. For the SEC model with u n = W n v n + ε n , it is easy to see thatε n = Ω
Thus, if the sample cumulants κ jn of σ
n (λ)u n converges to κ j , the sample cumulants ofσ
nεn , κ jn , follows. To see the plausibility of this condition, we have proved the following useful result,
where κ vj is the jth cumulant of v n,i , {h n,it } are the elements of Ω 
Appendix B: Derivations and Proofs for Section 3
Derivations of LM SED (ρ) and SLM SED (ρ) in Section 3.1: To implement the RS uf scheme, the LM statistics under ρ = 0 are needed. The loglikelihood function is:
The score functions are: 
n (ρ). The expected information matrix is:
, where {J n,ij , i, j = 1, 2} partitions J n according to (β, σ 2 ) and ρ. Putting the two together gives:
To improve the finite sample performance and to enhance the robustness of LM SED (ρ), we derive a standardized version of it by centering and rescaling (without assuming normality) its numerator ε n (ρ) Q
• n (ρ)ε n (ρ). The resulted statistic takes the form:
n (ρ)ε n (ρ). These two statistics can also be used to construct a confidence interval for ρ without having to estimate it.
Proof of Proposition 3.1 (Cont'd):
Additional details needed are the proofs of
where n + A n A n ) +κ 4n a n a n .
By Assumption S3 and Lemma A4, K n = O(n r ); by Lemmas A5 and A6, lim n→∞ K
n a n a n = 0, and lim n→∞ K With (a) and (b), and the existence of the 4th moment of LM SED | H0 , Lemma A7 is applicable to LM SED | H0 and LM * SED , leading to (14) and (15) . For these it suffices to show (c) and (d). Applying Lemma A3 with A n = M n W n M n , c n = 0, ε n = e n (σ 2 = 1) and the quantities T in , i = 1, · · · , 5, defined therein,
It left to show that the first three cumulants of LM SED | H0 have the following asymptotic expansions:
r ), and κ 3,n = n
By (a) and the conditions given in Proposition 3.1, we have by the dominated convergence theorem (DCT), (see, e.g., Chung, 1974, p. 42), κ 1,n = o(1), κ 2,n = 1 + o(1) and κ 3,n = o (1) . To derive the higher-order terms for κ j,n , let
n e n A n e n and q n = 1 n e n M n e n , so that LM SED | H0 = Z n /q n . As
2 ), j = 1, 2, 3, 4. By Taylor series expansion,
one proves (d) and hence (15) . The rest follows from Lemma A8.
Proof of Proposition 3.2 (Cont'd):
Similar to the proof of Proposition 3.1, the necessary details for the proof of Proposition 3.2 amount to show that
2 ), and
First, (a) is proved in Yang and Shen (2011). We prove (b) by directly applying Lemmas A1 and A2 to (20) under A n = M n W n and c n = M nηn . In particular, by Lemma A1, we have,
n + A n A n ) +κ 4n a n a n + 2κ 3n a n M nηn , By Lemmas A5 and A6, we have as n → ∞, K
n a n a n → 0, and
13 This is a slight simplification as in Hall (1992, p. 54-55), which is also followed in the derivations for κ 2,n and κ 3,n . 14 The remainder of (14) is
r ), the key term in the Edgeworth expansion; see Hall (1992, p.46-28) .
Furthermore, it is easy to show that plim n→∞ K −1 n a n M nηn = 0. It follows thaẗ
Thus, by Lemma A2 and Slutsky's theorem, we have LM * SLD With (a) and (b) , and the existence of the 4th moment of LM SLD | H0 , Lemma A7 is applicable to LM SLD | H0 and LM Spatial Weight Matrix. The spatial weight matrices used in the Monte Carlo experiments are generated according to Rook Contiguity, Queen Contiguity and Group Interaction, using the same methods as in Baltagi and Yang (2013) , except that in the group interaction scheme, the group sizes (n 1 , n 2 , · · · , n g ) are generated according to a discrete uniform distribution from 2 to m − 2 where g = Round(n δ ), and δ is chosen to be 0.3, 0.5 and 0.7. In the first two cases, the number of neighbors for each spatial unit does not change with n, whereas in the last case, the number of neighbors for each spatial unit increases with n but at a slower rate, and changes from group to group. A special group interaction scheme is also considered, where a set of fixed group sizes, e.g., {2, 3, 4, 5, 6, 7}, is repeated m times. In this case, the group sizes and their variance are both fixed fixed with respect to n, leading to a case where the LM SEC test in Section 3.3 is non-robust against nonnormality. See Case (1991), Lee (2007) and Yang (2010) for more discussions on the group interaction scheme.
Error Distributions. The reported Monte Carlo results correspond to the following three error distributions:
where ξ i is Bernoulli with parameter p = .05 or .1, Z i is N (0, 1) independent of ξ i , and τ = 4; and (iii)
. See Baltagi and Yang (2013) for details. 
