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Resumen
En este trabajo estudiamos el problema de clasicación para 3-variedades que tienen estructura
de haz brado o de espacio brado de Seifert. Inicialmente estudiamos algunos resultados bási-
cos sobre haces brados, incluyendo los teoremas de levantamiento de homotopías la secuencia
de homotopía asociada a un haz brado. Con base en los resultados anteriores presentamos teo-
remas de clasicación para haces brados principales y haces brados cuya base es una n-esfera,
luego revisamos las consecuencias de estos teoremas en el caso particular en que el espacio es
una 3-variedad. Finalmente estudiamos la clasicación de los espacios brados de Seifert, la
cual se realiza mediante la técnica de cirugía de Dehn.
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Introducción
Desde nales del siglo XIX, el problema de clasicación de las 3-variedades ha motivado el
desarrollo de diversas áreas de las matemáticas. Desde ese entonces han surgido numerosas
técnicas para el estudio de espacios topológicos, algunas de estas consisten en dotar al espacio
de una estructura adicional, la cual facilita la labor de identicar su clase de homeomorsmo.
En esta monografía nos ocuparemos del estudio de una familia importante de 3-variedades:
aquellas que tienen estructura de haz brado o de espacio brado de Seifert.
Un haz brado es, intuitivamente, un espacio topológico que localmente luce como un espacio
producto; aunque globalmente puede tener una estructura topológica diferente.
Un haz brado es un espacio topológico B que tiene asociado un espacio X, el cual llamamos
espacio base, y una función continua y sobreyectiva p : B ! X que llamamos la proyección de
B sobre X. La proyección debe satisfacer que para cada x 2 X el subespacio p 1(x)  B es
homeomorfo a un cierto espacio Y , que llamamos la bra del haz. Podemos entonces pensar
en B como un tejido de bras pegadas mediante el espacio X, de forma que en cada punto
x 2 X hay una copia de Y . Usualmente denotaremos un haz brado como B = fB; p;X; Y g,
lo que indica que B es el espacio total, p es la proyección, X es el espacio base y Y es la bra.
Más adelante ampliaremos esta notación para incluir otros elementos característicos de un haz
brado.
El ejemplo más claro del tipo de espacios a los que nos referimos es un espacio producto.
Sea B = X Y ; B es un haz brado con base X, bra Y y proyección p(x; y) = x. Claramente
para cualquier x 2 X se tiene que p 1(x) = fxg  Y que es homeomorfo a Y mediante el
homeomorsmo natural (x; y) 7! y. Note que en esta situación también se puede pensar en B
como un haz brado con bra X y base Y .
Otro ejemplo clásico de un haz brado es la Banda de Möbius. Sean L = [ 1; 1] y Y = [0; 1];
la banda de Möbius es el espacio B obtenido del producto LY al identicar los puntos ( 1; y)
y (1; 1  y) para cada y 2 Y . Identicando los extremos del segmento L obtenemos un círculo
X, de tal forma que la proyección natural L Y ! L induce una proyección p : B ! X. Así,
B es un haz brado sobre un círculo con bra Y . Note que la banda de Möbius no tiene la
estructura de un espacio producto, sin embargo, cada punto en la banda tiene una vecindad
que puede ser identicada con un cierto producto de la forma U  Y , como se ve en la Figura
0-1.
Los haces brados son espacios topológicos con características particulares, por lo tanto, al
estudiar funciones entre haces brados, nos interesan funciones que además de ser continuas
preserven la estructura adicional que tienen estos espacios. Si tenemos dos haces brados B1
y B2 con la misma bra, las funciones entre ellos que nos interesan son aquellas que envían
bras de B1 de manera homeomorfa en bras de B2. Decimos que una función que cumple
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Figura 0-1: Banda de Möbius
estas condiciones preserva bras".
Diremos además que una función que preserva bras es un isomorsmo de haces, si dicha
función es invertible. En esta situación decimos que los haces brados son isomorfos. Como es
de esperarse, la relación ser isomorfos" es una relación de equivalencia en el conjunto de todos
los haces brados con una bra determinada.
Como es usual, uno de los problemas fundamentales es el de clasicación:
PROBLEMA: Dados espacios topológicos X y Y , hacer una lista que contenga exacta-
mente un representante de cada clase de equivalencia de haces brados con base X y bra Y .
Además determinar un algoritmo ecaz para establecer en qué lugar de la lista está un haz
brado arbitrario.
En este trabajo se exponen algunas de las soluciones conocidas del problema de clasicación
para haces brados con características particulares. En primer lugar se estudia la holonomía
de un haz brado, la cual resulta ser un invariante completo para haces brados principales; en
este caso el problema de clasicación se reduce a calcular la holonomía del espacio. Tenemos
también el teorema de clascación de haces brados cuya base es una n-esfera. En este caso se
le asocia a cada haz brado una función llamada el mapeo característico del haz y se demuestra
que es un invariante completo. Por último estudiamos la clasicación de los espacios brados
de Seifert. Estos espacios son 3-variedades que se pueden descomponer en círculos disjuntos
de manera especial, de forma que tienen una estructura de haz brado excepto por algunos
círculos especiales llamados bras singulares, las cuales no tienen vecindades isomorfas a un
espacio producto.
La clasicación de los espacios brados de Seifert constituye un paso importante hacia la
clasicación de las 3-variedades. La Conjetura de Geometrización de Thurston (ver [25, Sección
6, pregunta 1]), probada por Grigori Perelman en el año 2003, arma que toda 3-variedad prima,
compacta, conexa y sin frontera,se puede descomponer de forma que cada componente tiene a
lo sumo una de ocho posibles estructuras geométricas. De estas ocho estructuras geométricas
hay seis para las cuales, si un espacio tiene dicha geometría, entonces se puede dotar de una
estructura de espacio brado de Seifert. De esta manera se puede reducir el problema de
clasicación al estudio de las dos geometrías restantes, incluyendo la geometría hiperbólica.
Adicionalmente, algunas de las técnicas que se utilizan en la actualidad para estudiar variedades
que tienen geometría hiperbólica, consisten en realizar cirugía en un nudo hiperbólico, la cual en
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la mayoría de los casos produce otra variedad hiperbólica. Sin embargo, hay casos excepcionales
en los que tal procedimiento genera una variedad que se puede dotar de estructura de espacio
brado de Seifert. Estos casos excepcionales son un objeto de estudio intensivo actualmente.
Ver, por ejemplo, [9], [30] y [14].
En el Capítulo 1 denimos nuestros objetos de interés y estudiamos algunos resultados
y conceptos básicos de la teoría de haces brados, incluyendo la noción de pullback. Estos
resultados nos serán de gran utilidad en el desarrollo de los capítulos siguientes. En la Sección
1.3 desarrollamos varios ejemplos, entre los cuales se encuentra la construcción cilíndrica, que
será de vital importancia en la clasicación de haces brados sobre S1. Además incluimos
el cálculo del pullback de un haz brado que produce una 3-variedad que puede ser obtenida
identicando caras en un cubo. El espacio obtenido es un caso particular de haz brado toroidal
sobre S1, es decir, un haz brado cuya base es S1 y cuya bra es un toro. Los haces brados
toroidales sobre S1 son 3-variedades que se pueden obtener identicando las caras opuestas de
un cubo y además son casos particulares de la construcción cilíndrica.
En el Capítulo 2 enunciamos los teoremas de cubrimiento de homotopías y los utilizamos
para demostrar una relación fundamental entre los grupos de homotopía de un haz brado y su
base. Con la relación obtenida llegamos a la secuencia de homotopía asociada a un haz brado,
la cual relaciona los grupos de homotopía del espacio total, la base y la bra.
En el Capítulo 3 veremos algunos teoremas de clasicación para haces brados con carac-
terísticas especiales. Inicialmente denimos la holonomía de un haz brado principal utilizando
los teoremas de cubrimiento de homotopías. Mediante la holonomía se clasican los haces -
brados principales con una base dada. Después se clasican los haces brados cuya base es
una n-esfera utilizando la noción de haz brado en forma normal y deniendo la función carac-
terística de estos haces brados. Recordemos que en particular nos interesan los haces brados
que además son 3-variedades. Si la base del haz brado es una n-variedad y la bra es una
m-variedad, entonces el haz brado es una (n +m)-variedad. Por lo tanto los casos que nos
interesan son aquellos en que la base es una curva (supercie) y la bra es una supercie (re-
spectivamente una curva). En la Sección 3.3 se profundiza en el primer caso, es decir, cuando
la base es S1 y la bra es una supercie compacta y sin frontera. En particular se obtiene la
clasicación de los haces toroidales sobre S1. Estas 3-variedades fueron utilizadas por Henri
Poincaré en 1892 para demostrar que el grupo fundamental es un invariante topológico más no
que los números de Betti, lo cual motivó ampliamente el estudio de la teoría de grupos. En la
última sección del Capítulo 3 estudiamos los complementos de los nudos de una familia de nudos
toroidales. Especicamente mostramos cómo se puede dotar el complemento de estos de nudos
de estructura de haz brado sobre S1. La importancia de brar el complemento de un nudo
radica en que hay características de éste que se pueden determinar si se identica la holonomía
de la bración del complemento. Especicamente, estudiar la holonomía del complemento del
nudo nos permite determinar si éste no es anquiral o invertible.
En el Capítulo 4 nos centramos en el caso en que la base es una supercie y la bra es
una curva. Estudiamos los espacios brados de Seifert que, como dijimos antes, son espacios
que tienen estructura de haz brado, excepto por algunas bras llamadas bras singulares.
Existen diversos métodos para estudiar los espacios brados de Seifert, en este trabajo optamos
por seguir el trabajo original de Herbert Seifert que involucra técnicas usuales del estudio de
3-variedades. Otros tratamientos involucran el estudio de acciones de grupos sobre espacios
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topológicos, en particular se estudia cuándo es posible denir una acción de S1 en una 3-
variedad. Este no será el enfoque que daremos en este trabajo, sin embargo se incluyen algunas
referencias como el texto de Peter Orlik [19].
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Capítulo 1
Teoría General de Haces Fibrados
En este capítulo se denen los objetos de estudio de este trabajo y además se demuestran
algunos resultados básicos que serán de utilidad en los capítulos siguientes.En la Sección 1.3
desarrollamos varios ejemplos interesantes, como el brado tangente de una variedad diferen-
ciable. En particular tenemos el ejemplo de la construcción cilíndrica, el cual juega un papel
importante en la clasicación de haces brados con base S1. Al nal de esta sección calculamos
el pullback de un haz brado y vericamos que un espacio topológico puede tener diversas
estructuras de haz brado no isomorfas. Un estudio extensivo de los haces brados se puede
encontrar en [24], [10] y [16].
1.1 Deniciones y Resultados Básicos
Empezamos esta sección con una denición preliminar del concepto de haz brado, la cual
nos permitirá familiarizarnos con el tipo de espacios que queremos estudiar. Más adelante
veremos la necesidad de introducir otros elementos característicos de un haz brado, como el
grupo estructural y las funciones de transición. También denimos los conceptos de mapeo e
isomorsmo entre haces brados y demostramos algunos lemas que son útiles en la construcción
de mapeos o isomorsmos.
Denición 1.1.1 Un haz brado B está compuesto por los siguientes elementos:
(i) Un espacio topológico B, llamado espacio total.
(ii) Un espacio topológico X, llamado la base del haz.
(iii) Una función continua y sobreyectiva p : B ! X, llamada proyección.
(iv) Un espacio topológico Y , llamado bra.
Si tomamos el conjunto Yx = p 1(x) para cada x 2 X, llamado la bra sobre x, se debe
cumplir que Yx es homeomorfo a Y . Además, para cada x 2 X debe existir una vecindad abierta
Vx y un homeomorsmo
 : Vx  Y ! p 1(Vx)
1
tales que p  (x0; y) = x0 para x0 2 X, y 2 Y . Lo anterior es equivalente a decir que existe un
homeomorsmo  tal que el siguiente diagrama conmuta:
Vx  Y     ! p 1(Vx)??y ??yp
Vx
Id    ! Vx
:
Una sección transversal de un haz brado es una función continua f : X ! B tal que
p  f(x) = x para todo x 2 X, es decir, f(x) 2 Yx. Siempre es posible denir secciones
transversales de manera local en abiertos de X lo "sucientemente pequeños", sin embargo,
hay ocasiones en las que la estructura del espacio total es muy complicada para poder denir
una sección transversal global. La existencia de secciones transversales globales en un haz
brado es una característica importante del espacio total, aunque en este texto no entramos en
mucho detalle al respecto. Se puede encontrar más información en [24], [10] y [16].
Denotamos un haz brado con espacio total B, proyección p, espacio base X y bra Y por
la tupla B = fB; p;X; Y g. En ocasiones llamamos haz brado al espacio total B y dejamos
implícito que B tiene asociados un espacio base, una proyección y una bra, aunque no se men-
cionen explícitamente. Esta notación será ampliada más adelante para incluir otros elementos
importantes al referirnos a un haz brado.
Un haz brado es un espacio topológico que localmente pareceun espacio producto. Note
que en esta denición no existe restricción sobre el homeomorsmo entre Yx y Y . Sin embargo
debemos incorporar a la denición anterior un grupo topológico de automorsmos de Y que
dotará al haz brado de estructura adicional. Los siguientes ejemplos muestran la necesidad de
añadir a la denición el grupo mencionado, el cual llamamos grupo estructural.
Ejemplo 1.1.1 Espacio producto. Los espacios producto tienen una estructura natural de
haz brado. Si B = X  Y , la proyección canónica sobre X dota a B de estructura de haz
brado con bra Y . Para cada x 2 X tenemos que Yx = fxg  Y , que es homeomorfa a Y
mediante (x; y) ! y. En esta situación también podemos pensar en B como haz brado sobre
Y con bra X, para ello debemos utilizar la proyección canónica sobre Y . Veremos que no
siempre es posible intercambiar el rol de la base y la bra en un espacio brado, como pasa
con los espacios producto. En este caso el grupo estructural consiste únicamente del elemento
identidad.
Ejemplo 1.1.2 Banda de Möbius. Sean L = [ 1; 1] y Y = [0; 1]. La banda de Möbius se
obtiene de L  Y identicando los puntos ( 1; y) y (1; 1   y) para cada y 2 Y . La base del
espacio se obtiene de L identicando los extremos del intervalo. La proyección es la inducida
por la proyección L  Y ! L. De esta forma se obtiene una estructura de haz brado cuya
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base es un círculo y cuya bra es un intervalo. Note que en este caso no existe un único
homeomorsmo natural entre las bras Yx y Y , en vez de eso se tienen los homeomorsmos
(l; y) 7! y y (l; y) 7! 1  y para (l; y) 2 Yp(l).
Ejemplo 1.1.3 Botella de Klein. Como en el Ejemplo 1.1.2, tomamos L = [ 1; 1], pero en
esta ocasión hacemos Y = S1. Identicamos los extremos del cilindro L  Y como ( 1; y) 
(1; y0) donde y0 se obtiene de y después de realizar la reexión de S1 respecto a un diámetro
jo. El espacio obtenido se denomina botella de Klein y es un haz brado sobre un círculo cuya
bra es también un círculo. Note que en este caso los posibles homeomorsmos entre Yx y Y
son el trivial y la reexión respecto al diámetro jado anteriormente.
Para incluir los requerimientos adicionales a nuestra denición de haz brado necesitamos
el concepto de grupo de transformación efectivo para un espacio topológico. Algunos resultados
sobre grupos topológicos y acciones de grupo se pueden encontrar en el Apéndice B. También
se pueden encontrar estos resultados en [24].
Denición 1.1.2 Un haz coordenado consta de los siguientes elementos:
(i) Un haz brado B = fB; p;X; Y g:
(ii) Un grupo topológico de transformación efectivo G para Y , llamado el grupo estructural
del haz.
(iii) Una familia fVj ; jgj2J , donde fVjgj2J es un cubrimiento por abiertos de X tal que para
cada j 2 J se tiene un homeomorsmo j que hace conmutar el diagrama
Vj  Y
j    ! p 1(Vj)??y ??yp
Vj
Id    ! Vj
:
 La familia fVj ; jgj2J se llama un sistema coordenado de B, los Vj se llaman vecindades
coordenadas y los j se llaman funciones coordenadas.
 Sea j;x : Y ! p 1(x) denida por
j;x(y) = j(x; y):
Se requiere que para cada par i; j 2 J y cada x 2 Vi \ Vj el homeomorsmo  1j;x  i;x :
Y ! Y se obtenga mediante la acción de un elemento de G, que es único ya que G es
efectivo. Además la función
gij : Vi \ Vj ! G
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denida por gij(x) =  1i;x  j;x debe ser continua.
Las funciones gij son llamadas las funciones de transición del haz coordenado. Note que las
funciones de transición satisfacen las siguientes relaciones, donde e denota la identidad de G:
gij(x)gjk(x) = gik(x) x 2 Vi \ Vj \ Vk (1.1)
gii(x) = e x 2 Vi (1.2)
[gij(x)]
 1 = gji(x) x 2 Vi \ Vj : (1.3)
Supongamos que x 2 X está en la vecindad coordenada Vj . Decimos que un homeomorsmo
 : Y ! Yx es un mapeo admisible si  1j;x : Y ! Y coincide con la acción de un elemento de
G. Esta denición no depende de la vecindad coordenada en la que se encuentra x, ya que si
x 2 Vj \ Vk, entonces
 1k;x = 
 1
k;xj;x
 1
j;x = gkj(x)
 1
j;x
que también coincide con un elemento de G.
Cuando sea necesario hacer referencia al grupo estructural G y al sistema coordenado
fVj ; jg, utilizaremos la notación B = fB; p;X; Y;G; Vj ; jg. En ocasiones omitiremos algunos
de los elementos en esta notación. Cuando sea necesario hacer referencia a un segundo haz
brado usualmente utilizaremos el apóstrofo (0) para diferenciar las componentes del segundo
haz. Así, por ejemplo, escribiremos B0 = fB0; p0; X 0; Y 0; G0; V 0j ; 0jg para denotar un segundo
haz coordenado, y fg0ijg para sus funciones de transición.
Más adelante veremos que las funciones de transición de un haz coordenado junto a su bra,
espacio base y grupo estructural, determinan dicho haz completamente. Antes de dar nuestra
denición nal de haz brado denimos una relación de equivalencia en el conjunto de haces
coordenados con la misma base, bra, proyección y grupo estructural. Los haces brados serán
las clases de equivalencia de esta relación.
Denición 1.1.3 Dos haces coordenados B, B0 con el mismo espacio total, la misma base,
la misma bra, la misma proyección y el mismo grupo estructural se dicen equivalentes, si la
unión de sus sistemas coordenados es otro sistema coordenado. Es decir, si {Vj ; j} y {V
0
k; 
0
k}
son sistemas coordenados de B y B0, respectivamente, entonces se cumple que
gjk(x) = 
0 1
k;x  j;x : Y ! Y x 2 Vj \ V 0k
coincide con el homeomorsmo inducido por un elemento g 2 G y la función
gjk : Vj \ V 0k ! G
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es continua.
La relación denida es una relación de equivalencia. En efecto:
Reexividad: Es inmediata de la denición.
Simetría: Note que si 0 1k;x  j;x coincide con la acción del elemento g 2 G entonces
 1j;x  0k;x = (0 1k;x  j;x) 1 coincide con la acción del elemento g 1. La simetría se sigue de la
continuidad de g 7! g 1.
Transitividad: Si 00 1n;x 0k;x y 0 1k;x j;x coinciden con la acción de g1 y g2, respectivamente,
entonces 00 1n;x  0k;x  0 1k;x  j;x = 00 1n;x  j;x coincide con la acción de g1g2. La transitividad
se sigue de la continuidad de (g1; g2) 7! g1g2.
Un haz brado es una clase de equivalencia de haces coordenados. De ahora en adelante cada
vez que nos referimos a un haz brado hablamos de una clase de equivalencia de haces coorde-
nados. Sin embargo, el estudio de los haces brados se realizará mediante sus representantes
de clase y por tal razón nos enfocamos en estudiar haces coordenados.
Denición 1.1.4 Mapeos entre haces coordenados. Sean B y B0 haces coordenados con
la misma bra y el mismo grupo estructural. Un mapeo h : B ! B0 es una función continua
entre los espacios totales que denotaremos, sin ambigüedad, con la misma letra h : B ! B0. La
función h debe satisfacer las siguientes propiedades:
(i) h envía cada bra Yx de B de manera homeomorfa en una bra Yx0 de B0, induciendo así
una función continua h : X ! X 0 tal que p0 h = hp. Es decir que el siguiente diagrama
conmuta:
B
h    ! B0
p
??y ??yp0
X
h    ! X 0
:
(ii) Sean x 2 Vj\h 1(V 0k), x0 = h(x) y hx : Yx ! Yx0 la restricción de h a la bra Yx, entonces
la función
gkj(x) = 
0 1
k;x0  hx  j;x
coincide con la acción de un elemento de G; además, el mapeo obtenido
gkj : Vj \ h 1(V 0k)! G
es continuo.
Las funciones gkj se llaman las transformaciones del mapeo y cumplen las siguientes rela-
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ciones:
gkj(x)gji(x) = gki(x) x 2 Vi \ Vj \ h 1(V 0k) (1.4)
g0lk(x
0)gkj(x) = glj(x) x 2 Vj \ h 1(V 0l \ V 0k); (1.5)
las cuales se obtienen directamente de las deniciones de gji, g0lk y gkj.
La función identidad B ! B y la composición B ! B0 ! B00 son mapeos de haces
coordenados. En efecto, es claro que la función identidad en el espacio total induce la función
identidad en el espacio base, en este caso, las transformaciones del mapeo gkj coinciden con las
funciones de transición gkj . Ahora bien, si h1 : B ! B0 y h2 : B0 ! B00 son mapeos de haces
coordenados con transformaciones de mapeo fkj y glk respectivamente, tenemos que h2  h1 =
h2  h1. Además se puede vericar, directamente de la denición, que las transformaciones de
h2  h1 son 00 1l;x00  h2x0  0k;x0  0 1k;x0  h1x  j;x = glk  fkj .
Ejemplo 1.1.4 Un mapeo frecuente entre haces coordenados es el mapeo inclusión B  B0
obtenido de la siguiente manera. Sea B0 un haz coordenado con base X 0 y sea X  X 0.
Tomamos B = p0 1(X), p = p0jB y denimos las funciones coordenadas de B como las restric-
ciones de las funciones 0i a los conjuntos (Vi\X)Y . De esta forma B es un haz coordenado
y la inclusión B ! B0 es un mapeo de haces coordenados B ! B0. Llamamos a B la porción
de B0 sobre X o B0 restringido a X y lo denotamos B0jX o simplemente B0X .
El siguiente lema arma que un mapeo h entre haces coordenados está completamente
determinado por el mapeo inducido h y sus transformaciones.
Lema 1.1.1 Sean B y B0 haces coordenados con bra Y y grupo G. Sea h : X ! X 0 una
función continua entre los espacios base. Finalmente sean gki : Vi \ h 1(V 0k) ! G funciones
continuas que satisfacen las relaciones (1.4) y (1.5). Entonces existe un único mapeo de haces
coordenados h : B ! B0 cuya función inducida en los espacios base es h y cuyas transforma-
ciones son las funciones gki.
Demostración: Denimos hki : p 1(Vi \ h 1(V 0k))! B0 como
hki(b) = 
0
k;x0(gki(x):
 1
i;x (b))
donde x = p(b) y x0 = h(x). Note que hki es una función continua y que hkijYx es un
homeomorsmo entre las bras Yx y Yx0 , lo que implica que p0  h = h  p. Más aún,
gki(x) = 
0 1
k;x0 hkijYx i;x. Por lo tanto cualquier función denida en B, que coincida con cada
hki en sus respectivos dominios, debe cumplir las condiciones (i) y (ii) de la Denición 1.1.4 y
tener a {gki} como sus transformaciones.
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Ahora bien, si b 2 p 1(Vi \ Vj \ h 1(V 0k \ V 0l )) entonces
hki(b) = 
0
k;x0(gki(x):
 1
i;x (b)) = 
0
k;x0(g
0
kl(x)glj(x)gji(x):
 1
i;x (b))
= 0l;x0(glj(x):
 1
j;x(b)) = hlj(b)
Tenemos entonces que cualquier par de funciones de la colección {hki} coinciden en la intersec-
ción de sus dominios. Como los dominios de estas funciones son un cubrimiento abierto para
B, se puede denir una función continua h que coincida con cada hki.
Finalmente, si h : B ! B0 es un mapeo de haces coordenados con {gki} como sus fun-
ciones de transición, entonces h debe coincidir con las funciones {hki} denidas anteriormente.
Concluimos entonces que h es único. 
Lema 1.1.2 Sean B y B0 haces coordenados con la misma bra y el mismo grupo estructural,
y sea h : B ! B0 un mapeo de haces coordenados tal que la función inducida h : X ! X 0 es
un homeomorsmo. Entonces h tiene una inversa continua h 1 : B ! B0, la cual es un mapeo
de haces coordenados y cuyo mapeo inducido en los espacios base es h 1.
Demostración: Por cada transformación gki de h denimos fik : Vk \ h(Vi)! G como
fik(x
0) = [gki(h 1(x0))] 1
Note que fik es continua ya que es compuesta de funciones continuas. Tomemos x = h 1(x0),
entonces tenemos que se cumplen las relaciones
fik(x
0)g0kl(x
0) = [gki(x)] 1g0kl(x
0) = [g0lk(x
0)gki(x)] 1 = [gli(x)] 1
= fil(x
0)
gji(x) fik(x
0) = gji(x)[gki(x)] 1 = [gki(x)gij(x)] 1 = [gkj(x)] 1
= fjk(x
0):
Según el Lema 1.1.1 existe un único mapeo h0 : B0 ! B que tiene a { fik} como sus transfor-
maciones y que induce a h 1. Ahora bien, sabemos que
h(b) = 0k;x0(gki(x):
 1
i;x (b))
h0(b0) = 0i;x( fik(x
0):0 1k;x0(b
0)):
De donde se desprende que h  h0 = IB0 y h0  h = IB, por lo tanto h = h0 1. 
Decimos que dos haces coordenados con la misma base, bra y grupo estructural son isomor-
fos si existe un mapeo entre ellos que induzca la función identidad en la base. La reexividad y
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la transitividad de la relación de isomorsmo son inmediatas, la simetría está garantizada por
el lema anterior. Note que si dos haces brados son equivalentes en el sentido de la Denición
1.1.3, entonces dichos haces brados son isomorfos; por lo tanto todos los representantes de
clase de un haz brado son equivalentes bajo la relación de isomorsmo.
Dos haces brados con la misma base, bra y grupo estructural se dicen isomorfos si tienen
representantes de clase isomorfos. Si un haz brado es isomorfo a un espacio producto diremos
que el haz brado es trivial. Los teoremas de clasicación que veremos más adelante clasicarán
ciertas familias de haces brados salvo isomorsmos.
El siguiente lema es útil para obtener haces brados isomorfos a un haz brado jo, modi-
cando únicamente sus funciones de transición.
Lema 1.1.3 Sean B y B0 haces coordenados con la misma base, bra, grupo estructural y
vecindades coordenadas. Sean fgjig y
n
g0ji
o
las funciones de transición de B y B0 respecti-
vamente. B y B0 son isomorfos si y sólo si para cada j 2 J existe una función continua
j : Vj ! G tal que
g0ji(x) = j(x)
 1gji(x)i(x); x 2 Vi \ Vj :
Demostración: Si B y B0 son isomorfos, existe h : B ! B0 que induce el mapeo identidad
en el espacio base. Teniendo en cuenta que las vecindades coordenadas son las mismas para
ambos haces tenemos que
g0ij(x)gjj(x) = gij(x) = gii(x)gij(x) x 2 Vi \ Vj ;
de donde
g0ij(x) = gii(x)gij(x)gjj(x)
 1:
Tomando i = g 1ii se tiene que g
0
ij(x) = i(x)
 1gij(x)j(x).
Por otro lado, si existen las funciones i podemos denir los mapeos gij : Vi \Vj ! G como
gij(x) = i(x)gij(x). Estos mapeos cumplen las relaciones
gij(x)gjk(x) = i(x)gij(x)gjk(x) = i(x)gik(x)
= gik(x) x 2 Vi \ Vj \ Vk
g0ij(x)gjk(x) = g
0
ij(x)j(x)gjk(x) = i(x)gij(x)gjk(x) = i(x)gik(x)
= gik(x) x 2 Vi \ Vj \ Vk
Según el Lema 1.1.1, existe un único mapeo de haces coordenados h : B ! B0 que induce la
identidad X ! X y cuyas transformaciones son las funciones gij . 
Supongamos ahora que E, B y X son espacios topológicos tales que E tiene estructura
de haz brado sobre B y a su vez B tiene estructura de haz brado sobre X. Bajo ciertas
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condiciones, dadas en el lema siguiente, se puede dotar a E de una estructura de haz brado
sobre X con proyección igual a la compuesta de las proyecciones E ! B y B ! X.
Lema 1.1.4 Sean E = fE; p;B; Y1; G1; Vi; ig y B = fB; q;X; Y2; G2; Uj ;  jg haces brados.
Sean I y J los conjuntos indizantes de los sistemas coordenados de E y B respectivamente. Si
para cada j 2 J existe un i 2 I tal que q 1(Uj)  Vi, entonces E puede ser dotado de estructura
de haz brado sobre X, con bra Y1  Y2 , proyección qp : E ! X y vecindades coordenadas
fUjgj2J .
Demostración: Claramente la proyección qp : E ! X es continua y sobreyectiva. Veamos
que para cada j 2 J , (qp) 1(Uj) = Y1  Y2  Uj . Sea i 2 I tal que q 1(Uj)  Vi. Tenemos los
homeomorsmos
Y1  Y2  Uj
IdY1 j ! Y1  q 1(Uj)
ijY1q 1(Uj) ! (qp) 1(Uj)
Denimos entonces j : Y1 Y2Uj ! (qp) 1(Uj) como la compuesta j := ijY1q 1(Uj) 
IdY1   j . Directamente se verica que el diagrama siguiente conmuta:
Y1  Y2  Uj
j    ! (qp) 1(Uj)??y ??yqp
Uj
Id    ! Uj
:
Concluimos que fUj ; jg es un sistema coordenado para E con base X y bra Y1  Y2.
La construcción dada en el teorema siguiente es una fuente importante de haces brados y
mapeos entre haces. Un caso particular de esta construcción es el Ejemplo 1.1.4.
Teorema 1.1.5 Dados un haz brado B0 = fB0; p0; X 0; Y;G; V 0j ; 0jg y una función continua
f : X ! X 0 existen un haz brado B = fB; p;X; Y;G; Vj ; jg y un mapeo de haces brados
f : B ! B0 tal que el mapeo inducido en las bases por f coincide con la función f . El haz
obtenido se denota f 1B0 y se denomina Pullback de B0 mediante f .
El teorema anterior arma que dada la función continua f podemos completar el diagrama
siguiente garantizando la conmutatividad:
B0??yp0
X
f    ! X 0
 !
B
f    ! B0
p
??y ??yp0
X
f    ! X 0
:
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Demostración: Denimos
B = f(x; b0) 2 X B0 : f(x) = p0(b0)g:
p : B ! X está dada por p(x; b0) = x y f : B ! B0 por f(x; b0) = b0. Las vecindades
coordenadas son Vj = f 1(V 0j ) y las trivializaciones locales j : Vj Y ! p 1(Vj) se denen de
la siguiente manera
j(x; y) = (x; 
0
j(f(x); y)):
Se puede vericar que el haz brado denido cumple las condiciones especicadas en el
teorema. 
Si X  X 0, la porción de B0 sobre X no es más que el Pullback de B0 mediante la inclusión
X ,! X 0:
Teorema 1.1.6 Sean B0 = fB0; p0; X 0; Y;G; V 0j ; 0jg y f : X ! X 0 una función continua. Si
B = fB; p;X; Y;G; Vj ; jg es un haz brado y h : B ! B0 es un mapeo que induce a f en las
bases, entonces B y f 1B0 son equivalentes. Además existe un isomorsmo  : B! f 1B0 tal
que f = h.
Demostración: Denimos  : B ! f 1B0 por (b) = (p(b); h(b)). Fácilmente se verica que
 es un isomorsmo y que el diagrama
B
    ! f 1B0
h
??y ??yf
B0 Id    ! B0
:
conmuta.
1.2 Haz Fibrado Principal Asociado
Un haz brado B = fB; p;X; Y;Gg se llama principal si G = Y y la acción de G en Y
corresponde a las traslaciones por izquierda en G. En esta sección vemos como podemos asociar
a un haz bradoB, otro haz brado principal, que denotaremos por ~B, el cual comparte algunas
de las características de B. Debido a que los haces brados principales frecuentemente tienen
una estructura topológica más simple, podremos estudiar algunas propiedades de un haz brado
mediante el estudio de su haz brado principal asociado.
Sabemos que un haz bradoB = fB; p;X; Y;Gg con vecindades coordenadas fVj ; jg dene
una familia de funciones de transición gkj : Vj \ Vk ! G. Estas funciones cumplen que
glk(x)gkj(x) = glj(x) x 2 Vj \ Vk \ Vl: (1.6)
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El Teorema siguiente arma que el recíproco es cierto.
Teorema 1.2.1 Sean X un espacio topológico, fVjg un cubrimiento por abiertos de X y G
un grupo de transformación para el espacio Y . Suponga que tenemos denidas funciones gkj :
Vj \Vk ! G que cumplen la relación (1.6). Entonces existe un haz brado B con base X, bra
Y , grupo estructural G y cuyas funciones de transición coinciden con las gkj dadas. Este haz
brado es único salvo isomorsmos.
Demostración: Sea J el conjunto indizante del cubrimiento fVjg y consideremos a J como
un espacio topológico con la topología discreta. Sea T  X  Y  J tal que
T = f(x; y; j) 2 X  Y  J : x 2 Vjg:
Denimos en T una relación de equivalencia como sigue:
(x; y; j)  (x0; y0; k) sii x = x0 y gkj(x)y = y0: (1.7)
El espacio total del haz brado será el espacio cociente B = T=  y la topología de B se
obtiene mediante la proyección natural q : T ! B que asigna a un elemento de T su clase de
equivalencia. La proyección p : B ! X está dada por p[(x; y; j)] = x. Note que por (1.7), p
está bien denida.
p es continua: si U  X es abierto, (pq) 1(U) = q 1(p 1(U)) = T \ (U  Y  J), que es
abierto en T . Por lo tanto p 1(U) es abierto en B.
Denimos j : Vj  Y ! p 1(Vj) como j(x; y) = q(x; y; j). Claramente j es continua e
inyectiva, ya que si q(x; y; j) = q(x0; y0; j), entonces x = x0 y gjj(x)y = y0. La condición (1.6)
implica que gjj = e, el elemento identidad de G, por lo tanto y = y0 y así (x; y) = (x0; y0).
Además j es sobreyectiva ya que si [(x; y; k)] 2 p 1(Vj), entonces j(x; gjk(x)y) = [(x; y; k)].
La continuidad de  1j se desprende de que q sea una función abierta.
Tomemos ahora x 2 VJ \Vk.  1k;xj;x(y) =  1k;x([(x; y; j)]). Como vimos antes, la preimagen
de [(x; y; j)] bajo k es (x; gkj(x)y), luego 
 1
k;x([(x; y; j)]) = gkj(x)y. Esto demuestra que las
funciones de transición del haz brado obtenido coinciden con las funciones gkj que teníamos
inicialmente.
Si tuviéramos otro haz brado con base X, bra Y , grupo G y funciones de transición
gkj , éste tendría que ser equivalente al obtenido en esta construcción, ya que las funciones de
transición caracterizan al haz brado. 
Con el Teorema 1.2.1 estamos en condiciones de denir el Haz Fibrado Principal asociado
a un haz brado.
Denición 1.2.1 Sea B = fB; p;X; Y;Gg un haz brado con funciones de transición gkj. El
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haz brado principal asociado a B es el haz ~B = f ~B; ~p;X;G;Gg, obtenido con la construcción
del Teorema 1.2.1, usando como bra al grupo G.
Note que haces brados con la misma base y el mismo grupo estructural, pueden tener el
mismo haz brado principal asociado, aunque no tengan la misma bra. Sin embargo, debido
a que los haces brados con misma base, bra y grupo estructural están caracterizados por sus
funciones de transición, tenemos que dos haces brados con estas características son isomorfos
si y sólo si sus haces brados asociados son isomorfos.
Denición 1.2.2 SeanB = fB; p;X; Y;Gg un haz brado y ~B = f ~B; ~p;X;G;Gg su haz brado
asociado. Consideramos el haz producto ~B Y = f ~B  Y; q; ~B; Y;Gg con q(~b; y) = ~b. Entonces
existe un mapeo de haces P : ~B  Y ! B que induce el mapeo ~p : ~B ! X en las bases. Este
mapeo está dado por
P (~b; y) = i(x; ~pi(
~b):y) ~p(~b) = x 2 Vi: (1.8)
El mapeo P se denomina el Mapeo Principal.
Denición 1.2.3 SeanB yB0 haces brados con la misma bra Y y el mismo grupo estructural
y h : B ! B0 un mapeo de haces con transformaciones de mapeo fgkjg. Sabemos que existe
un único mapeo de haces ~h : ~B ! ~B0 que está determinado por las transformaciones fgkjg.
Llamaremos a ~h el mapeo asociado a h.
Se puede vericar que si h y ~h son como en la denición anterior y P , P 0 son los mapeos
principales de B y B0, respectivamente, entonces
hP (~b; y) = P 0(~h(~b); y): (1.9)
Es decir, el siguiente diagrama conmuta:
~B Y ~hId    ! ~B0  Y
P
??y ??yP 0
B
h    ! B0
:
1.3 Ejemplos
En esta sección estudiamos con detalle la estructura de haz coordenado de los Ejemplos 1.1.2
y 1.1.3, además de otros ejemplos importantes como el haz brado tangente a una variedad
diferenciable.
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Ejemplo 1.3.1 Construcción Cilíndrica: Sean L = [ 1; 1], Y un espacio topológico y  :
Y ! Y un homeomorsmo. Tomemos el espacio B obtenido del producto L  Y después de
identicar los puntos ( 1; y) y (1; (y)) para cada y 2 Y . La proyección  : L Y ! L induce
la proyección p : B ! X, donde X es el círculo obtenido al identicar los extremos del intervalo
L. Denotamos los elementos de B como (x; y) (la clase de equivalencia de la pareja (x; y)).
Estructura de haz coordenado: Tomemos en X los abiertos V1 = ( 1; 1) y V2 =
[ 1; 0) [ (0; 1], teniendo en cuenta que en V2,  1 y 1 están identicados. Note que
p 1(V1) = f(x; y) 2 B : x 6= 1; 1g
p 1(V2) = f(x; y) 2 B : x 6= 0g:
Consideremos las funciones
1 : V1  Y ! p 1(V1) tal que (x; y) 7! 1(x; y) = (x; y) y
2 : V2  Y ! p 1(V2) tal que (x; y) 7! 2(x; y) =
(
(x; y) si x 2 [ 1; 0)
(x; (y)) si x 2 (0; 1]:
Se puede probar fácilmente que 1 y 2 son homeomorsmos y además, pi(x; y) = x para
cada (x; y) 2 Vi  F . Tenemos entonces que fVi; igi=1;2 es un sistema coordenado para el haz
brado.
Ahora calculamos las funciones de transición: Note que V1 \ V2 = ( 1; 0) [ (0; 1). Si
x 2 ( 1; 0) entonces
g12(x)(y) = 
 1
1;x  2;x(y) =  11;x(x; y) = y:
Por otro lado, si x 2 (0; 1) se tiene que
g12(x)(y) = 
 1
1;x  2;x(y) =  11;x(x; (y)) = (y):
Resumiendo tenemos que
g12(x) =
(
Id si x 2 ( 1; 0)
 si x 2 (0; 1) y g21(x) = [g12(x)]
 1.
El grupo estructural G debe ser un grupo de automorsmos de Y que contenga a . En
particular, puede suceder que G = hi.
Este ejemplo es particularmente importante para nosotros ya que, en el caso en que Y es una
2-variedad, el haz brado resultante es una 3-variedad. Después estudiaremos con más detalle
estos haces brados. Los ejemplos 1.3.2 y 1.3.3 son casos particulares de esta construcción.
Ejemplo 1.3.2 Banda de Möbius: La banda de Möbius se obtiene mediante la construcción
cilíndrica en el caso particular en que Y = [0; 1] y (y) = 1   y. Note que 2 = Id, así que
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podemos considerar que el grupo estructural G está compuesto por los automorsmos y 7! y y
y 7! 1  y de Y en Y . Este grupo es isomorfo a Z2 y tiene la topología discreta.
Ejemplo 1.3.3 Botella de Klein: Nuevamente utilizamos la construcción cilíndrica. Tomando
Y = S1  C y  : S1 ! S1 dado por (ei) = e i, es decir,  es la reexión de S1 respecto
al eje horizontal en C. Tenemos entonces que la botella de Klein es un haz brado cuya base
y bra son círculos. Ya que 2 = Id, podemos tomar como grupo estructural a G = fId; g.
Este grupo es isomorfo a Z2.
Ejemplo 1.3.4 Fibrado tangente de una variedad: Sea M una n-variedad suave y sin
frontera. El brado tangente TM de M es la unión disjunta de los espacios tangentes a la
variedad en cada uno de sus puntos, es decir
TM =
[
p2M
fpg  TpM:
Cada elemento de TM es de la forma (p; v) donde p 2 M y v es un vector tangente a M en
p. De esta forma tenemos una proyección natural  : TM ! M tal que (p; v) = p. Note
que  1(p) = TpM . En este caso la bra del haz sería Rn ya que, como sabemos, todos los
espacios tangentes de una n-variedad diferenciable son homeomorfos a Rn. Es más, cada TpM
es isomorfo a Rn como espacio vectorial.
Estructura de haz coordenado: TM tiene una topología natural como unión de espacios
topológicos disjuntos, pero no es esta topología la que nos interesa. La topología de TM que
nos interesa se obtiene de la siguiente manera: Ya que M es una n-variedad suave, existe un
cubrimiento por parches fUj ; jgj2J tales que j : Rn ! Uj es un difeomorsmo. Sabemos que
si p 2 Uj entonces TpUj = TpM , así que podemos denir la función
^j : Uj  Rn !  1(Uj) =
[
p2Uj
fpg  TpUj
(p; v) 7! ^j(p; v) = (p;Dj (x):v);
donde x es un punto en Rn tal que j(x) = p y Dj (x) denota la derivada de j evaluada en x.
Se puede ver fácilmente que la función anterior es biyectiva ya que al restringirla a un conjunto
de la forma fpg Rn, obtenemos un isomorsmo de espacios vectoriales sobre el espacio TpUj .
Ahora bien, existe una única topología en  1(Uj) que hace que ^j sea un homeomorsmo.
Es fácil ver que las topologías de  1(Uj) y  1(Uk) coinciden en la intersección, por lo tanto
se puede denir una topología en el espacio total TM con las propiedades que nos interesan.
Note que con esta topología TM es una 2n-variedad.
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Por último estudiamos las funciones de transición del brado tangente. Sean V = Uj \ Uk
y p 2 V . Llamemos xj y xk a los elementos de Rn tales que j(xj) = p = k(xk). Como j es
un difeomorsmo la transformación lineal Dj (xj) es invertible. Un cómputo sencillo muestra
que gjk(p) = (Dj (xj))
 1Dk(xk). Note que gjk varía continuamente respecto a p ya que j
y k son funciones de clase C
1. Por otro lado, note que gjk no sólo es un homeomorsmo de
Rn en si mismo, sino que es un isomorsmo de espacios vectoriales. Tenemos entonces que el
grupo estructural del brado tangente es subgrupo del grupo de automorsmos (como espacio
vectorial) de Rn, el cual se puede identicar con GLn(R).
Ejemplo 1.3.5 Fibrado tangente esférico o unitario: Como en el Ejemplo 1.3.4, M es
una n-variedad suave y sin frontera. El brado tangente esférico, que será denotado ST (M),
es el subespacio de TM formado por los elementos de la forma (p; v) tales que kvk = 1. La
proyección es la restricción de la función  dada en el Ejemplo 1.3.4 a ST (M) y la bra es
Sn 1. Es usual denotar a la bra sobre el punto p como STp(M).
Estructura de haz coordenado: Nuevamente el sistema coordenado se obtiene de un
cubrimiento por parches fUj ; jgj2J para M . En esta ocasión la función ^j es ligeramente
diferente:
^j : Uj  Rn !  1(Uj) =
[
p2Uj
fpg  STp(Uj)
(p; v) 7! ^j(p; v) =
 
p;
Dj (x):v
kDj (x):vk
!
:
Se puede vericar que esta función es en efecto un homeomorsmo. Las funciones de transición
son de la forma
gjk(p)(v) =
 
(Dj (xj))
 1Dk(xk)(v)
k(Dj (xj)) 1Dk(xk)(v)k
!
para p 2 Uj \ Uk, v 2 Sn 1 y xj ; xk 2 Rn tales que j(xj) = p = k(xk).
Ejemplo 1.3.6 Clases laterales de un grupo de Lie: En este ejemplo vemos como un
grupo de Lie G que actúa de forma transitiva sobre una variedad suave M , tiene estructura de
haz brado con base M .
Tenemos una acción de grupo  : GM !M que es transitiva, es decir, para cada par de
elementos p1 y p2 de M existe un g 2 G tal que g p1 = p2. Denimos la proyección  : G!M
jando un punto p0 2 M y tomando (g) = g  p0. El hecho de que la acción sea transitiva
garantiza que la proyección denida sea sobreyectiva.
Ahora bien, sea F = fg 2 Gjg p0 = p0g el estabilizador de p0 (note que F es un subgrupo de
G). F es la bra del haz, como veremos a continuación: Sean g1; g2 2  1(p) para algún p 2M .
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Tenemos entonces que g1  p0 = p = g2  p0, de donde g 12 g1  p0 = p0, es decir g 12 g1 2 F y por
lo tanto ambos elementos pertenecen a la misma clase lateral izquierda g1F . Es fácil vericar
que g1F   1(p). De esto se desprende que  1(p) = gF , donde g es alguna preimagen de p.
Observe que F es homeomorfo a gF mediante el mapeo y 7! gy para y 2 F . Para nalizar note
que los homeomorsmos y 7! g1y y y 7! g2y de F en Fp =  1(p), inducen el homeomorsmo
y 7! g 12 g1y de F en F . Esto quiere decir que los automorsmos de la bra están dados por los
mismos elementos de F , en otras palabras, el grupo estructural es F .
Ejemplo 1.3.7 Calculando un Pullback:
Consideremos la Botella de Klein K = fK; p; S1; S1; G; Vj ; jg. En este ejemplo consider-
amos los elementos de K como parejas de la forma (ei; ei) con ;  2 [ ; ]. La barra en
la notación es importante, ya que indica que la botella de Klein no es simplemente el producto
S1  S1. Más claramente, los elementos de forma (ei; ei) se comportan como parejas coorde-
nadas para todo  2 ( ; ), pero si  =  entonces tenemos que (e i; ei) 6= (ei; ei), aunque
se cumple que (e i; ei) = (ei; e i). Con esta notación tenemos que
p(ei; ei) = ei; V1 = S
1nf 1g; V2 = S1nf1g:
Además sabemos que el grupo estructural G = Z2 es conformado por el elemento identidad y el
automorsmo  : S1 ! S1 tal que (eit) = e it, que es la reexión respecto a eje horizontal.
Las transformaciones coordenadas son
1 : V1  S1 ! p 1(V1) 2 : V2  S1 ! p 1(V2)
(ei; ei) 7! 1(ei; ei) = (ei; ei) (ei; ei) 7! 2(ei; ei) =
(
(ei; ei)  2 [ ; 0)
(ei; e i)  2 (0; ]:
Ahora bien, tomemos el toro T = S1  S1 y la proyección en la primera componente f :
S1  S1 ! S1. Nos interesa estudiar el pullback de la botella de Klein mediante f . Usemos la
notación B = f 1K. Daremos 3 descripciones diferentes del espacio total obtenido.
1) Construcción del Pullback: Según la construcción dada en el Teorema 1.1.5 tenemos
que B = fB; q; T; S1; G; Uj ; 'jg, donde
B =
n
(ei; ei); (ei; ei)

2 T K : f(ei; ei) = ei = ei = q

(ei; ei)
o
:
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B completa el siguiente diagrama, de forma que conmuta:
K??yp
T
f    ! S1
 !
B
f    ! K
q
??y ??yp
T
f    ! S1
:
Las vecindades coordenadas son Uj = f 1(Vj) = Vj  S1 y las transformaciones coordenadas
'j : UjS1 = VjS1S1 ! q 1(Uj) están dadas por 'j(ei; ei; ei) =
 
(ei; ei); j(e
i; ei)

.
Utilizando las fórmulas para los j obtenemos los 'j de forma explícita:
'1(e
i; ei; ei) =

(ei; ei); (ei; ei)

; '2(e
i; ei; ei) =
8<:

(ei; ei); (ei; ei)

 2 [ ; 0)
(ei; ei); (ei; e i)

 2 (0; ]:
La construcción del pullback proporciona poca información respecto a la identidad del espacio
total B. Sabemos que dicho espacio es una 3-variedad, ya que tiene como base al toro T y
como bra al círculo S1, sin embargo la descripción que tenemos de B como haz brado sobre
T es poco sugestiva. Por esta razón utilizamos el Lema 1.1.4 para darle a B estructura de haz
brado sobre S1 con bra S1  S1 = T .
Las hipótesis necesarias para aplicar el teorema se cumplen trivialmente si consideramos al
toro como haz brado trivial T = fT; f; S1; S1; Vjg. No hacemos referencia al grupo estructural
ni a las transformaciones coordenadas ya que el haz brado es trivial, lo que implica que
el grupo estructural sólo contiene el elemento identidad y las transformaciones coordenadas
son funciones identidad. Obtenemos entonces el haz brado ~B = fB; ~q; S1; T;G; Vj ;  jg. De
esta forma ~q = fq, las vecindades coordenadas son las mismas de K y las transformaciones
coordenadas
 j :
 
Vj  T = Vj  S1  S1
!  ~q 1(Vj) = q 1(Uj)
son tales que  j = 'j . Note que el grupo estructural es el mismo de B, es decir, G = fId; g.
Permitimos que el grupo actúe sobre la bra T considerando únicamente la acción de G sobre
la segunda coordenada, es decir,  induce un automorsmo ~ : T ! T tal que ~(eis; eit) =
(eis; (eit)) = (eis; e it).
Aunque esta estructura no es mucho más clara que la anterior, es más apropiada para com-
pararla con nuestra siguiente descripción del espacio obtenido. Para este propósito calculamos
las funciones de transición g12; g21 : V1 \ V2 ! G del haz brado obtenido:
Sean ei 2 V1 \ V2 y (ei; ei) 2 T . Si  2 ( ; 0), entonces
g12(e
i)(ei; ei) =   1
1;ei
 2;ei(e
i; ei) =   1
1;ei

(ei; ei); (ei; ei)

= (ei; ei)
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g21(e
i)(ei; ei) =   1
2;ei
 1;ei(e
i; ei) =   1
2;ei

(ei; ei); (ei; ei)

= (ei; ei)
Si  2 (0; ), entonces
g12(e
i)(ei; ei) =   1
1;ei
 2;ei(e
i; ei) =   1
1;ei

(ei; ei); (ei; e i)

= (ei; e i)
g21(e
i)(ei; ei) =   1
2;ei
 1;ei(e
i; ei) =   1
2;ei

(ei; ei); (ei; ei)

= (ei; e i)
Concluimos que g12(ei) = g21(ei) =
(
Id  2 ( ; 0)
~  2 (0; ):
2) Un cubo con caras identicadas: Consideramos ahora el haz brado obtenido rea-
lizando la construcción cilíndrica, tomando al toro T como la bra e identicando los extremos
del cilindro [ 1; 1]T mediante el homeomorsmo ~(eis; eit) = (eis; e it). Obtenemos entonces
un haz brado sobre S1 con bra T . La base se obtiene identicando los extremos del intervalo
[ 1; 1], lo cual denotamos [ 1; 1]. De esta forma la función [ 1; 1]! S1 dada por x 7! eix es
un homeomorsmo y las vecindades coordenadas del haz brado obtenido son justamente las
V1 y V2 dadas en la descripción 1. Como vimos en el ejemplo de la construcción cilíndrica, las
funciones de transición h12; h21 del haz brado obtenido cumplen que
h12(e
it) =
(
Id t 2 ( ; 0)
~ t 2 (0; ):
y h21(eit) = [h12(eit)] 1. Como ~
 1
= ~ tenemos que h21 = h12. El Lema 1.1.3 nos permite
concluir que el haz brado obtenido es equivalente a ~B. Esta descripción es mucho más clara
que la anterior y nos permite visualizar el espacio total obtenido como un cubo con caras
identicadas (ver Figura 1-1).
3) Un espacio producto: En la segunda descripción vimos que el espacio total de B se
puede obtener identicando caras opuestas en un cubo. Según la Figura 1-1, primero identi-
camos la cara frontal con la posterior y la cara superior con la inferior, nalmente se identican
las caras laterales utilizando el homeomorsmo ~. Si cambiamos el orden en que se hacen
las identicaciones, podemos visualizar el espacio obtenido como un producto. Identicando
primero las caras laterales y luego la cara superior con la inferior, obtenemos el producto de la
botella de Klein con un intervalo, al hacer el pegado nal obtenemos K  S1 (ver Figura 1-2).
La suposición de que B = K S1 se puede vericar si consideramos el pullback del haz brado
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Figura 1-1: Izquierda: [ 1; 1]  T . Derecha: Se identican las caras laterales mediante el
homeomorsmo ~
trivial T mediante la proyección p : K ! S1, es decir, completando el diagrama
T??yf
K
p    ! S1
 !
B0 p

    ! T??y ??yf
K
p    ! S1
:
Se sigue que p 1T es un haz brado con base K, bra S1 y grupo estructural trivial, es decir que
su espacio total B0 es homeomorfo aKS1. Siguiendo la construcción del pullback encontramos
que el espacio total es
B0 =
n
(ei; ei); (ei; ei)

2 K  T : f(ei; ei) = ei = ei = q

(ei; ei)
o
;
que es claramente homeomorfo a B, cambiando el orden de las coordenadas.
El Ejemplo 1.3.7 muestra que es posible que un espacio topológico tenga diferentes es-
tructuras de haz brado no isomorfas. Por lo tanto una clasicación de haces brados salvo
isomorsmos es más débil que una clasicación de los espacios topológicos totales asociados
salvo homeomorsmos.
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Figura 1-2: Izquierda: [ 1; 1]K. Derecha: La cara frontal y posterior se identican mediante
el homeomorsmo identidad.
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Capítulo 2
Homotopía de Haces Fibrados
En este capítulo denimos homotopías entre haces brados y enunciamos los teoremas de
cubrimiento de homotopías. Estos teoremas son herramientas valiosas para el estudio de las
homotopías entre haces brados. En particular nos permiten denir la secuencia de homotopía
de un haz brado, la cual relaciona los grupos de homotopía del espacio total, la base y la
bra de un haz brado. Además, en el Capítulo 3, los teoremas de cubrimiento de homotopías
nos permiten denir la traslación de una bra a lo largo de un camino, la cual es una noción
es importante al momento de denir la holonomía de un haz brado. La demostración del
primer teorema de cubrimiento de homotopías no está incluida en este texto, ya que involu-
cra numerosos detalles técnicos que se alejan del objetivo de este trabajo. Para más detalles
recomendamos el texto de Norman Steenrod [24, Pag 50.].
2.1 Teoremas de Cubrimiento de Homotopías
Sea B = fB; p;X; Y;G; Vj ; jg un haz brado. Se dene el haz B  I = fB  I; q;X 
I; Y;G; Vj  I;  jg, donde
q(b; t) = (p(b); t) y  j(x; t; y) = (j(x; y); t)
y notemos que BI es equivalente al pullback de B bajo la función proyección  : XI ! X.
Dos mapeos de haces coordenados h0; h1 : B! B0 son homotópicos si existe un mapeo de
haces coordenados H : B I ! B0 tal que H(b; 0) = h0(b) y H(b; 1) = h1(b).
La homotopía entre mapeos de haces brados se puede denir de forma equivalente, sin
denir el haz B  I, exigiendo la existencia de una función continua H : B  I ! B0 tal
que para cada t 2 I, Ht(b) = H(b; t) es un mapeo de haces coordenados que satisface que
H(b; 0) = h0(b) y H(b; 1) = h1(b).
La homotopía H induce una función H : X  I ! X 0 que es una homotopía entre las
funciones inducidas entre las bases h0 y h1 (ver Denición 1.1.4).
Una homotopía H : B  I ! B0 se dice estacionaria respecto a la función inducida H,
si se cumple que para cada b 2 B y cada intervalo [t1; t2]  I, si H(p(b); t) es constante para
t 2 [t1; t2], entonces H(b; t) también es constante en este intervalo.
Un espacio X se llama un C-espacio si es normal, localmente compacto y cada cubrimiento
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por abiertos de X tiene un subcubrimiento contable.
Teorema 2.1.1 (Primer Teorema de Cubrimiento de Homotopías) Sean B y B0 haces
con la misma bra y grupo estructural. Suponga que el espacio base X de B es un C-espacio.
Sean h0 : B ! B0 un mapeo de haces coordenados y H : X  I ! X 0 una homotopía de la
función inducida h0, i.e. H(x; 0) = h0(x). Entonces existe una homotopía H : B I ! B0 de
h0 que induce y es estacionaria respecto a H.
Una demostración de este Teorema se puede encontrar en [24, Pag 50.]. La demostración
es trivial en el caso en que los haces brados son triviales. La idea de la demostración en el
caso general es ir construyendo la función H por partes. Inicialmente se toma un cubrimiento
contable del espacio base X, de forma que cada abierto de este cubrimiento esté contenido en
una vecindad coordenada de X y su imagen esté contenida en una vecindad coordenada de
X 0. En esta parte son fundamentales las hipótesis que tenemos sobre X. Luego se utiliza el
hecho de que las porciones de los haces brados que yacen sobre cada abierto del cubrimiento
y sus imágenes son triviales, de esta forma se construyen cubrimientos locales de la homotopía.
Finalmente se obtiene el cubrimiento mediante un proceso de inducción.
Como corolario del Primer Teorema de Cubrimiento de Homotopía obtenemos:
Teorema 2.1.2 (Segundo Teorema de Cubrimiento de Homotopías) Sea B0 un haz -
brado con base X 0, X un C-espacio y f : X ! B0 una función continua. Sea h0 : X ! X 0
denida por h0 = p0f . Si H : X  I ! X 0 es una homotopía de h0 entonces existe una
homotopía F : X  I ! B0 tal que p0F = H y F es estacionaria respecto a H.
Demostración: Sea B = h0
 1
B0 tal que h0 : B ! B0 induce a h0 en las bases. El Primer
Teorema de Cubrimiento de Homotopías nos proporciona una homotopía H : B  I ! B0
que induce y es estacionaria respecto a H. Tenemos además que  : X ! B dada por (x) =
(x; f(x)) es una sección transversal de B. Denimos F : XI ! B0 como F (x; t) = H((x); t).
Fácilmente se verica que F cumple las condiciones requeridas. 
Como primera aplicación de los teoremas de cubrimiento de homotopías, demostramos que
cualquier haz brado cuyo espacio base es contraible (entre otras condiciones razonables), debe
ser trivial. El resultado es un corolario de los siguientes teoremas:
Teorema 2.1.3 Sea X un C-espacio. Cualquier haz brado B0 con base X  I es equivalente
a un haz brado de forma B I.
Demostración: Denimos h0 = (x; 0). Sea B el pullback de B0 mediante h0 y denotemos por
h0 : B ! B0 al mapeo inducido. Ya que la función H(x; t) = (x; t) es una homotopía de h0,
el primer teorema de cubrimiento de homotopías proporciona una homotopía H : B I ! B0
22
que cubre a H. Como H es la identidad tenemos que H es una equivalencia entre B I y B0.

Teorema 2.1.4 Sea B0 un haz brado sobre X 0. Sea X un C-espacio y sean h0 y h1 funciones
continuas homotópicas de X a X 0. Entonces los pullback h 10 B
0 y h 11 B
0 son equivalentes.
Demostración: Sea H una homotopía entre h0 y h1. El pullback H 1B0 es un haz brado
sobre X  I y por el Teorema 2.1.3 obtenemos que H 1B0 = B I; donde B es un haz brado
con base X. Denotamos por H a la función B  I ! B0 que induce a H. Ahora bien, para
cada t 2 I, la función t : B ! B  I dada por t(b) = (b; t) es un mapeo de haces brados.
Así pues tenemos un diagrama conmutativo para cada t:
B
t    ! B I H    ! B0??y ??y ??y
X     !
t
X  I     !
H
X 0
:
Por lo anterior, Ht : B! B0 es un mapeo de haces que induce a Ht : X ! X 0. El Teorema
1.1.6 garantiza que para cada t, el pullback de B0 mediante Ht es equivalente a B. En
particular tenemos que ( H0)
 1B0 y ( H1) 1B0 son equivalentes, pero H0 = h0 y H1 = h1,
completando así la prueba del teorema. 
Corolario 2.1.5 Si X es un C-espacio contraible, cualquier haz brado sobre X debe ser
trivial.
Demostración: Ya queX es contraible, la función identidad enX es homotópica a una función
constante c. Si B es un haz brado sobre X, el Teorema 2.1.4 arma que los pullback de B
mediante la identidad y mediante la función c son equivalentes. Fácilmente se puede vericar
que el pullback de B mediante la identidad es B y el pullback mediante c es trivial. 
2.2 Secuencia de Homotopía de un Haz Fibrado
A continuación se utilizan los teoremas de cubrimiento de homotopías para describir una relación
fundamental entre los grupos de homotopía de un haz brado y su base. Utilizando esta relación
se dene la secuencia de homotopía del haz brado.
Teorema 2.2.1 (Teorema Fundamental de homotopía de haces brados) SeaB un haz
brado con base X, A  X, b0 2 p 1(A) y x0 = p(b0). Entonces
p : n(B; p 1(A); b0) = n(X;A; x0) n  2:
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Demostración: p es inyectiva: Sea  2 n(B; p 1(A); b0) tal que p() = 0. Suponga
que f : (In; In 1; Jn 1) ! (B; p 1(A); b0) es un representante de . Tenemos que pf :
(In; In 1; Jn 1) ! (X;A; x0) es homotópico a la función constante x0; sea H : In  I ! X
dicha homotopía. El Teorema 2.1.2 nos proporciona una homotopía F1 entre f y otra función
g : (In; In 1; Jn 1)! (Yx0 ; Yx0 ; b0)
tal que F1 cubre a H. Ahora bien, si denimos F2 : In  I ! B como
F2(s1; : : : ; sn; t) = g(s1; : : : ; sn 1; (1  t)sn + t);
entonces F2 es una homotopía entre g y la función constante b0. Concluimos así que f es
homotópica a la función constante, por lo tanto  = 0.
p es sobreyectiva: Sean  2 n(X;A; x0) y g : (In; In 1; Jn 1) ! (X;A; x0) un repre-
sentante de . Consideramos las funciones constantes b0 : In ! B y x0 : In ! X; además
sabemos que pb0 = x0. Denimos la homotopía H : In  I ! X como
H(s1; : : : ; sn; t) = g(s1; : : : ; sn 1; (tsn + (1  t)):
H es una homotopía entre x0 y g. Note que esto no implica que  = 0, ya que esta homotopía
no necesariamente cumple que para cada t 2 I, la función Ht(s) = H(s; t) envíe la terna
(In; In 1; Jn 1) en (X;A; x0). El Teorema 2.1.2 proporciona una homotopía F : In  I ! B
entre b0 y una función f : (In; In 1; Jn 1)! (B; p 1(A); b0). Como F cubre a H, se tiene que
pf = g, así que si  es la clase de homotopía de f obtenemos que p() = . 
En el caso particular en que A = x0 se tiene el isomorsmo
p : n(B; Y0; b0) ~!n(X;x0) n  2 (2.1)
donde Y0 es la bra sobre x0.
Ahora bien, para (B; Y0; b0) se tiene la secuencia exacta
   ! n(Y0; b0) i! n(B; b0) j! n(B; Y0; b0) ! n 1(Y0; b0)!    ! 1(Y0; b0) i! 1(B; b0):
Reemplazando en la secuencia anterior los términos n(B; Y0; b0) por n(X;x0); mediante el
isomorsmo dado en (2.1), obtenemos
   ! n(Y0; b0) i! n(B; b0) p^! n(X;x0) ^! n 1(Y0; b0)!   
   ! 1(Y0; b0) i! 1(B; b0) p! 1(X;x0): (2.2)
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En (2.2) tenemos que p^ = pj y ^ = p 1 . Note que hemos agregado el término 1(X;x0) al nal
de la secuencia. Veamos que la exactitud se mantiene en 1(B; b0). Sea  : I ! B un camino
cerrado cuya clase de homotopía está en im(i), es decir que (I)  Y0. Tenemos entonces que
p es la función constante x0 y por lo tanto está en ker(p). Por otro lado, si  2 ker(p),
existe una homotopía H : I  I ! X entre p y la función constante x0. Utilizando el segundo
teorema de cubrimiento de homotopías encontramos una homotopía H : I  I ! B entre  y
un camino cuya imagen está enteramente contenida en Y0, es decir que la clase de  está en
im(i).
25
Capítulo 3
Teoremas de Clasicación
En este capítulo se demuestran dos teoremas de clasicación de haces brados. El primer
teorema involucra el concepto de holonomía de un haz brado y proporciona una clasicación
de los haces brados principales con base determinada y grupo estructural totalmente disconexo.
El segundo teorema proporciona una clasicación para haces brados que tienen como base una
n-esfera.
3.1 Holonomía de un Haz Fibrado
Sean B = fB; p;X; Y;Gg un haz brado, x0, x1 2 X y  : I ! X un camino que conecta
a x0 con x1. Denotamos por Yt a la bra sobre el punto (t); en particular Y0 = p 1(x0) y
Y1 = p
 1(x1). Si consideramos a Y0 como un haz brado cuya base es únicamente el punto x0,
tenemos que la inclusión Y0 ,! B es un mapeo de haces brados que induce la inclusión x0 ,! X
en la base. Si pensamos en el camino  como una homotopía de esta inclusión, el teorema de
cubrimiento de homotopías, Teorema 2.1.1, nos proporciona una homotopía H : Y0  I ! B.
La homotopía H cubre a , lo cual implica que para cada t, Ht : Y0 ! Yt, denido como
Ht(b) = H(b; t), es un homeomorsmo. A H se le denomina una traslación de Y0 hasta Y1 a lo
largo de . Denotamos por #H al homeomorsmo (H1)
 1 : Y1 ! Y0: Esta notación se debe a
que es posible que existan diversos cubrimientos diferentes para .
Si la curva  es cerrada, #H es un homeomorsmo de Y0 en sí mismo. Si tomamos un
mapeo admisible  : Y ! Y0, tenemos que #H 1 es un homeomorsmo de Y en sí mismo
que corresponde a un elemento de G. En general, el homeomorsmo obtenido no tiene que ser
único. Sin embargo, si G es totalmente disconexo, entonces el homeomorsmo varía sólo bajo
automorsmos internos de G. Este resultado depende del siguiente lema.
Lema 3.1.1 Sean B = fB; p;X; Y;Gg un haz brado y  un camino que conecta a los puntos
x0 y x1 de X. Si la topología del grupo G es totalmente disconexa, existe una única homotopía
H que cubre a , así que el homeomorsmo #H depende únicamente de dicho camino.
Demostración: Veamos que la homotopía H que cubre a  es única.
Sea ~B el haz brado principal asociado a B. Se puede vericar fácilmente que G I es el
haz brado principal asociado a Y  I. Tenemos entonces que el mapeo H : Y  I ! B tiene
un mapeo asociado ~H : G I ! ~B.
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Sean P : ~B  Y ! B y P 0 : G  I  Y ! Y  I los mapeos principales correspondientes.
Utilizando (1.8) podemos calcular P 0 explícitamente:
P 0(g; t; y) = (g:y; t):
Además, por (1.9), tenemos que HP 0(g; t; y) = P ( ~H(g; t); y), de donde obtenemos que
H(g:y; t) = P ( ~H(g; t); y): (3.1)
Hemos encontrado que H está determinada por ~H. Demostremos que ~H es única. Supongamos
que existe otra homotopía ~H 0 que cubre a . Ya que I es compacto, se puede dividir en
subintervalos Ik = [tk; tk+1] de forma que la imagen de cada subintervalo bajo  esté contenida
completamente en una de las vecindades coordenadas que cubren a X. Como ~H y ~H 0 cubren
a , coinciden en t0 = 0.
Supongamos que ~H y ~H 0 coinciden en tk y que (Ik)  Vj . Tomemos el homeomorsmo
~
 1
j : ~p
 1(Vj) ! Vj  G y denotemos por  : Vj  G ! G a la proyección natural. Fijando
g 2 G obtenemos funciones continuas ~ 1j ~H y ~
 1
j
~H 0 : fgg Ik ! G. Como G es totalmente
disconexo, estas dos funciones deben ser constantes. Además como coinciden en tk, ambas
funciones deben ser iguales, es decir
~
 1
j
~H(g; t) = ~
 1
j
~H 0(g; t) t 2 Ik (3.2)
Sabemos también que como ~H y ~H 0 cubren a , entonces ~p ~H = ~p ~H 0. Combinando esto con la
Ecuación (3.2) obtenemos que
~
 1
j
~H(g; t) = ~
 1
j
~H 0(g; t):
Ya que ~
 1
j es inyectiva, concluimos que ~H(g; t) = ~H
0(g; t) para t 2 Ik. 
Durante el resto de la sección supondremos que la topología de G es totalmente disconexa.
En vista del lema anterior, y bajo la suposición de que G es totalmente disconexo, podemos
simplicar un poco la notación. Si  es una curva que comienza en x0 y termina en x1,
denotamos por # : Y1 ! Y0 al homeomorsmo (H1) 1. La unicidad demostrada en el Lema
3.1.1 implica que si 1 y 2 son curvas que conectan a x0 con x1 y a x1 con x2, respectivamente,
entonces
(12)
# = #1 
#
2 :
Note que esto implica que ( 1)# = (#) 1.
Proposición 3.1.2 Suponga que 0 y 1 son caminos que conectan a x0 con x1. Si existe una
homotopía entre estos caminos que deja los extremos jos entonces #0 = 
#
1 .
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Demostración: Sabemos que existe una homotopía H : Y0  I ! B que cubre a 0 y que
además es un mapeo de haces brados. Sea F : II ! X una homotopía tal que F (t; 0) = 0(t),
F (t; 1) = 1(t), F (0; s) = x0 y F (1; s) = x1. Aplicando el primer Teorema de cubrimiento de
homotopía encontramos una homotopía F : Y0  I  I ! B que cubre a F y satisface que
F (y; t; 0) = H(y; t). Tenemos entonces que
F (y; 1; 0) = H(y; 1) = ( 10 )
#(y): (3.3)
Ahora bien, ya que F cubre a F tenemos en particular que pF (y; t; 1) = F (t; 1) = 1(t). En
vista del Lema 3.1.1, podemos concluir que
F (y; 1; 1) = ( 11 )
#(y): (3.4)
Fijemos y 2 Y0. Ya que para todo s 2 I, pF (y; 1; s) = F (1; s) = x1 y F es estacionaria respecto
a F , tenemos que F (y; 1; s) debe ser constante para todo s. Teniendo en cuenta (3.3) y (3.4)
concluimos que #0 (y) = 
#
1 (y). 
Sea  : Y ! Y0 un mapeo admisible. Denimos  : 1(X;x0) ! G como ([]) =  1#.
Los resultados anteriores muestran que  está bien denida y es un homomorsmo. Una
escogencia diferente de  altera  por automorsmos internos de G, es decir, si  : Y ! Y0 es
otro mapeo admisible entonces
 1# =  1 1# 1 =  1([]) 1:
Ya que  1 = g 2 G tenemos que  1# = g 1([])g.
Denimos en el conjunto de todos los posibles homomorsmos de 1(X;x0) en G, la relación
de equivalencia , donde 1  2 si y sólo si existe g 2 G tal que 1 = g 12g.
Denimos la holonomía del haz brado B como la clase de equivalencia del homomorsmo
 obtenido mediante la traslación de bras. Denotamos la holonomía de B por (B).
Lema 3.1.3 Sean X un espacio arco-conexo y B un haz brado sobre X. La holonomía de B
es igual a la holonomía de su haz brado principal asociado, es decir, (B) = ( ~B).
Demostración: Denotaremos a la holonomía de ~B por ~ para que no haya conicto con la
notación para la holonomía de B. Sea  un camino cerrado en X que comienza y termina en x0.
Llamamos Y0 y G0 a las bras sobre x0 que están en B y ~B respecivamente. Sea  : Y ! Y0 un
mapeo admisible. Tomamos H : Y I ! B, una homotopía que cubre a  y tal que H0 = . Al
mapeo de haces coordenados H le corresponde un mapeo asociado ~H : GI ! ~B. Al camino 
le corresponden automorsmos de Y0 y G0 que denotamos por # y ~# respectivamente. Estos
automorsmos son los que se obtienen trasladando las bras Y0 y G0 a lo largo de , así que
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tenemos que
# = H0H
 1
1 : Y0 ! Y0; ~# = ~H0 ~H 11 : G0 ! G0:
Para calcular la holonomía tomamos como mapeos admisibles a H1 : Y ! Y0 y ~H1 : G ! G0,
así obtenemos que
() = H 11 
#H1 = H
 1
1 H0; ~() =
~H 11 
#
1
~H = ~H 11 ~H0:
Ahora bien, la ecuación (1.9) en este caso queda como
Ht(g:y) = P ( ~Ht(g); y): (3.5)
El diagrama conmutativo correspondiente es
G Y ~HtId    ! ~B0  Y
Q
??y ??yP
Y
Ht    ! B0
;
donde Q : G  Y ! Y es tal que Q(g; y) = g:y. La relación (3.5) es válida para cada t 2 I y
cada g 2 G y en particular se satisface si tomamos t = 1 y g = ~H 11 ~H0(e), donde e denota la
identidad del grupo G. En este caso (3.5) queda como
H1( ~H
 1
1
~H0(e):y) = P ( ~H0(e); y): (3.6)
Por otro lado, si tomamos t = 0 y g = e obtenemos
H0(y) = P ( ~H0(e); y): (3.7)
De (3.6) y (3.7) obtenemos queH1( ~H 11 ~H0(e):y) = H0(y), es decir que ~H
 1
1
~H0(e):y = H
 1
1 H0(y).
Por lo tanto el elemento de G al cual corresponde el automorsmo H 11 H0 : Y ! Y es justa-
mente ~H 11 ~H0(e), es decir que () = H
 1
1 H0 =
~H 11 ~H0(e). Además ~() = ~H
 1
1
~H0 : G ! G
debe ser una traslación izquierda en G que se realiza mediante el elemento ~H 11 ~H0(e). De esta
forma concluimos que ~() = ~H 11 ~H0(e) = (). Como el camino  tomado fue arbitrario
concluimos que (B) = ( ~B). 
Los siguientes teoremas arman que la holonomía de un haz brado es un invariante
topológico. Además, imponiendo ciertas condiciones sobre el espacio base y la bra, se tiene
que la holonomía es un invariante completo.
Teorema 3.1.4 Sea X arco-conexo y localmente arco-conexo. Sean B y B0 haces brados
con base X y grupo G totalmente disconexo. Los haces brados ~B y ~B0 (los haces brados
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principales asociados) son isomorfos si y sólo si (B) = (B0).
Demostración: Inicialmente suponemos que ~B y ~B0 son isomorfos. Usando un isomorsmo
entre ~B y ~B0 es fácil demostrar que las holonomías de ~B y ~B0 coinciden, es decir ( ~B) = ( ~B0).
Veamos que (B) = (B0). Por el Lema 3.1.3 sabemos que (B) = ( ~B) y (B0) = ( ~B0), de
donde se sigue que (B) = ( ~B) = ( ~B0) = (B0).
Supongamos ahora que (B) = (B0). Utilizando el Lema 3.1.3 nuevamente obtenemos
que ( ~B) = ( ~B0). Utilizamos este hecho para demostrar que ~B y ~B0 son isomorfos. Tomemos
un punto base x0 2 X. Llamamos G0 y G00 a las bras sobre x0 en ~B y ~B0 respectivamente.
Escogemos mapeos admisibles  : G ! G0 y 0 : G ! G00 que determinan homomorsmos
; 0 : 1(X;x0) ! G. Ya que ( ~B) = ( ~B0), podemos escoger  y 0 de forma que  = 0.
Ahora bien, para cada x 2 X tomamos un camino  que conecte a x0 con x. Denotamos por
Gx y G0x a las bras sobre x en ~B y ~B0 respectivamente. Tenemos entonces los homeomorsmos
# : Gx ! G0 y  : G0x ! G00 obtenidos al trasladar bras a lo largo del camino . Denimos la
función hx : Gx ! G0x como la composición dada en (3.8), es decir, hx(g) = () 10 1#(g).
Gx
#! G0 
 1
! G 
0
! G00
() 1! G0x: (3.8)
Se puede vericar que la función denida no depende del camino  escogido, utilizando que
 = 0. Sean 1 y 2 dos caminos que conectan a x0 con x, llamamos fx y gx a las funciones
denidas mediante 1 y 2 respectivamente. Tenemos entonces que
f 1x gx = [
# 1
1 
0 11] [(
 1
2 )
0 1#2 ]
= # 11  [
0 1(1
 1
2 )
0 1#2
= # 11  [
0(1
 1
2 )] 
 1#2
= # 11  [(1
 1
2 )] 
 1#2
= # 11  [
 1(1
 1
2 )
#]  1#2 = Id:
Finalmente, denimos h : ~B ! ~B0 como h(g) = hx(g) si g 2 Gx. Se sigue que h es un
isomorsmo entre los haces ~B y ~B0 pues h envía bras de ~B sobre bras de ~B0 y la función
inducida en las bases es la identidad.
Note que si B y B0 son isomorfos, entonces necesariamente (B) = (B0). El recíproco no
es cierto ya que haces brados que no son equivalentes pueden tener haces brados principales
asociados equivalentes. Como ejemplo considere la banda de Möbius y la botella de Klein,
ambos son haces brados con base S1 y grupo G = Z2, además las funciones de transición gkj
coinciden. Tenemos entonces que los haces brados principales de la banda de Möbius y la
botella de Klein son equivalentes aunque ellos dos no lo sean.
30
Por otro lado, note que si nos restringimos al caso de haces brados principales, el Teorema
3.1.4 establece que la holonomía en efecto caracteriza completamente a los haces brados.
Teorema 3.1.5 Sea X arco-conexo, localmente arco-conexo y semi-localmente 1-conexo (es
decir, todo punto tiene una vecindad simplemente conexa). Sea G un grupo totalmente disconexo
y x0 2 X. Dado un homomorsmo  : 1(X;x0)! G existe un haz brado principal con base
X y grupo G cuya holonomía es justamente la de .
Los Teoremas 3.1.4 y 3.1.5 nos permiten armar que existe una correspondencia biyectiva
entre las clases de equivalencia de haces brados principales con base X y grupo G y las clases
de equivalencia (bajo automorsmos internos de G) de los homomorsmos de 1(X;x0) ! G.
La demostración del Teorema 3.1.5 consiste en construir funciones de transicion basados en el
homomorsmo , luego utilizando el Teorema 1.2.1 se obtiene un haz brado cuya holonomía
coincide con la clase de . Dicha demostración se puede encontrar en [24, Pag. 64].
Como corolario obtenemos el siguiente enunciado:
Corolario 3.1.6 Si X es arco-conexo, localmente arco-conexo y simplemente conexo; y G es
totalmente disconexo; cualquier haz brado con base X y grupo G es equivalente a un haz
producto.
3.2 Haces Fibrados Sobre Esferas
Forma normal de un haz brado sobre Sn
Consideremos a la esfera unitaria Sn y a Rn como subespacios de Rn+1. La esfera Sn 1 =
Sn \Rn es una (n  1)-esfera máxima contenida en Sn y dene dos hemisferios cerrados de Sn
que denotaremos E1 y E2. Sean V1 y V2 vecindades abiertas en Sn de E1 y E2 respectivamente;
exigimos que estas vecindades abiertas tengan como frontera (n   1)-esferas paralelas a Sn 1.
De esta forma, V1 y V2 forman un cubrimiento de Sn cuya intersección V1 \ V2 es una banda
que contiene a Sn 1. Fijemos un punto x0 2 Sn, diremos que un haz brado sobre Sn está en
forma normal si las vecindades coordenadas son V1 y V2 y las funciones de transición cumplen
que g12(x0) = g21(x0) = e. (Ver Figura 3-1).
Proposición 3.2.1 Todo haz brado sobre Sn es equivalente a un haz brado en forma normal.
Demostración: Sea B un haz brado sobre Sn con bra Y . Denotamos por Bi a la porción
de B sobre el abierto Vi, con i = 1; 2. Ya que los Vi son contraibles a un punto, el Corolario
2.1.5 nos garantiza que cualquier haz brado sobre ellos debe ser trivial, por lo tanto los Bi son
triviales. Existen entonces mapeos de haces brados i : ViY ! Bi. Tomemos el haz brado
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Figura 3-1: Vecindades coordenadas de un haz brado en forma normal.
B0 con bra Y y base Sn cuyas vecindades coordenadas son Vi y cuyas funciones coordenadas
son justamente las funciones i. El haz brado B
0 es equivalente a B.
Ahora bien, si g012(x0) = a (la función de transición de B0), denimos 1 : V1 ! G como
1(x) = a; 2 : V2 ! G como 2(x) = e y hij(x) =  1i (x)g0ij(x)j(x) para i; j = 1; 2. Con las
funciones hij , utilizando el Lema 1.1.3 y el Teorema 1.2.1, podemos obtener un haz brado B00
equivalente a B0, con vecindades coordenadas Vi y cuyas funciones de transición son las hij .
Fácilmente se verica que h12(x0) = h21(x0) = e. 
Función característica de un haz en forma normal
Dado un haz brado en forma normal B con grupo G, se dene la función característica
T : Sn 1 ! G de B como T (x) = g12(x). Note que T (x0) = e, por lo tanto T es una función
de (Sn 1; x0) en (G; e).
Lema 3.2.2 Cualquier función continua T : (Sn 1; x0)! (G; e) es la función característica de
un haz brado en forma normal sobre Sn.
Demostración: Sea r : V1 \ V2 ! Sn 1 la retracción de la banda a la esfera. Denimos las
funciones de transición g12; g21 : V1 \ V2 ! G como g12(x) = T (r(x)) y g21 = g 112 . Además
tomando g11 = g22 = e tenemos unas funciones de transición denidas en Sn. Por el Teorema
1.2.1 sabemos que existe un haz brado cuyas funciones de transición son las gij y cuyas
vecindades coordenadas son los Vi. Fácilmente se verica que g12(x0) = g21(x0) = e. 
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Teorema 3.2.3 Sean B y B0 haces brados en forma normal sobre Sn con la misma bra y
grupo estructural. Sean T y T 0 las funciones características de B y B0 respectivamente. B y
B0 son equivalentes si y sólo si existe un elemento a 2 G tal que T 0 es homotópico a aTa 1. Si
G es arco-conexo, entonces B y B0 son equivalentes si y sólo si T y T 0 son homotópicos.
Demostración: Supongamos que B y B0 son equivalentes. Por el Lema 1.1.3 sabemos que
existen funciones continuas i : Vi ! G tales que g012(x) = 1(x)g12(x) 12 (x). Restringiendo
a Sn 1 tenemos que T 0(x) = 1(x)T (x) 12 (x). Ya que T
0(x0) = T (x0) = e, encontramos que
1(x0) = 2(x0) = a 2 G.
Ahora bien, cada hemisferio Ei se puede contraer al punto x0 dejando a x0 jo. Llamamos
fi : Ei  I ! Ei a la homotopía que contrae Ei a x0, es decir, fi(x; 0) = x, fi(x; 1) = x0
y fi(x0; t) = x0 para todo t 2 I. Denimos homotopías hi : Sn 1  I ! G como hi(x; t) =
i(fi(x; t)). Note que hi(x; 0) = i(x) y hi(x; 1) = i(x0) = a.
Finalmente denimos la homotopía H : Sn 1  I ! G como
H(x; t) = h1(x; t)T (x)h
 1
2 (x; t):
Note que H(x; 0) = 1(x)T (x) 12 (x) = T
0(x) y H(x; 1) = aT (x)a 1.
Supongamos ahora que T 0 es homotópico a aTa 1. Si denimos i : Vi ! G como i(x) = a,
obtenemos un haz brado equivalente a B con función característica aTa 1. Podemos entonces
suponer que a = e y T 0 es homotópico a T .
Ahora bien, si V 02 es el interior de E2, cambiando V2 por V 02 y restringiendo las funciones
de transición de forma apropiada, obtenemos haces brados B1 y B01 equivalentes a B y B0,
respectivamente. Veamos que B1 y B01 son equivalentes.
Denimos 2 : V 02 ! G como 2(x) = e. Ya que T y T 0 son homotópicos, T 0T 1 : Sn 1 ! G
es homotópico a una función constante y por lo tanto podemos extender T 0T 1 a un función
 : E1 ! G. Denimos 1 : V1 ! G como
1(x) =
(
(x) x 2 E1
g012(x)g12(x) 1 x 2 V1 \ E2
Fácilmente se verica que 1 es continua y que
g012(x) = 1(x)g12(x)2(x)
 1 x 2 V1 \ V 02 :
Nuevamente, utilizando el Lema 1.1.3, concluimos que B1 y B01 son equivalentes.
Si G es arco-conexo, existe un camino  : I ! G que conecta a a con e. Entonces H(x; t) =
(t)T (x)(t) 1 es una homotopía entre aTa 1 y T . 
El Teorema 3.2.3 arma que los haces brados B y B0 son equivalentes si y sólo si existe
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a 2 G tal que T 0 y aTa 1 representan el mismo elemento en n 1(G; e). Ya que la acción de
0(G; e) en n 1(G; e) está dada por automorsmos internos, se puede reformular el teorema
de la manera siguiente:
B y B0 son equivalentes si y sólo si [T ] y [T 0] son equivalentes en n 1(G; e) bajo la acción
de 0(G; e).
En el caso en que B es un haz brado principal en forma normal, el siguiente teorema nos
proporciona una forma de determinar cuál es la clase [T ] de su función característica. Sean
tN = (0; : : : ; 0; 1) el polo norte" de Sn y G1 la bra sobre tN . Tomamos el mapeo admisible
 = 1;tN : G ! G1. Si llamamos y1 = (e), tenemos que  induce un isomorsmo entre los
grupos de homotopía  : n 1(G; e) ~!n 1(G1; y1). Por otro lado tenemos el homomorsmo
^ : n(S
n; tN )! n 1(G1; y1) de la secuencia de homotopía para B, dada en (2.2).
n 1(G; e)??y
n(S
n; tN )
^    ! n 1(G1; y1)
Con estas condiciones enunciamos el teorema.
Teorema 3.2.4 Sean B un haz brado principal en forma normal sobre Sn y T su función
característica. Llamamos  al generador del grupo n(Sn; tN ) = Z Entonces T : (Sn 1; tN )!
(G1; y1) es un representante de ^() en n 1(G1; y1) y por lo tanto T representa a  1 ^() en
n 1(G; e).
Demostración: Inicialmente denimos f : (E2; Sn 1)! (Sn; tN ) como
f(x = (x1; : : : ; xn+1)) = tN   2xn+1x:
Se puede vericar fácilmente que f es sobreyectiva y que envía a Sn 1 en tN . De hecho f es el
resultado nal de una homotopía en la que el hemisferio E1 se contrae a tN y el hemisferio E2
se expande hasta cubrir toda la esfera. Por esta razón [f ] =  en n(Sn; tN ).
Adicionalmente denimos la función k para cada elemento de E2 diferente de  tN como
k(x) =
~x
jj~xjj
donde ~x denota la proyección de x sobre Rn. Note que k(x) 2 Sn 1. Ahora denimos h :
(E2; S
n 1; tN )! (B;G1; y1) como
h(x) =
(
1(f(x); Tk(x)) f(x) 2 E1
2(f(x); e) f(x) 2 E2
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y se sigue que h es continua. Si f(x) 2 E1 \ E2 = Sn 1, tenemos que f(x) = k(x). Así
1(f(x); T f(x)) = 1(f(x); g12(f(x))) = 1;f(x)(
 1
1;f(x)2;f(x)(e)) = 2(f(x); e):
Fácilmente se verica que
ph = f; h(Sn 1)  G1; h(x0) = y1:
Cuando x 2 Sn 1 tenemos que f(x) = tN y k(x) = x. Luego h(x) = 1(tn; T (x)) = T (x).
Ahora bien, por el Teorema 2.2.1, sabemos que p : n(B;G1; y1) ! n(Sn; tN ) es un
isomorsmo. Como  = [f ] = [ph] = p([h]) tenemos que [h] = p 1 (). Restringiendo h a Sn 1
tenemos que [T ] = @([h]) = @p 1 () = ^(). 
Finalmente, combinando el Lema 3.2.2 y los Teoremas 3.2.3 y 3.2.4 tenemos el siguiente
Teorema.
Teorema 3.2.5 (Teorema de Clasicación) Existe una correspondencia biyectiva entre las
clases de equivalencia de haces brados sobre Sn con grupo estructural G y las clases de equi-
valencia de los elementos de n 1(G; e) bajo la acción de 0(G; e) (ver Denición B.0.2). La
correspondencia está dada por B 7! [T ], donde T es la función característica de un haz brado
en forma normal equivalente a B.
3.3 3-variedades bradas sobre S1
A continuación estudiamos algunas 3-variedades utilizando las herramientas que hemos desar-
rollado en este capítulo. Nos interesan las 3 variedades obtenidas mediante la construcción
cilíndrica en el caso particular en que la bra Y es una supercie compacta, orientable y sin
frontera.
Antes de comenzar recordamos la noción de isotopía. Sean X un espacio topológico y f0,
f1 : X ! X homeomorsmos. Decimos que f0 y f1 son isotópicos si existe una función continua
H : X  I ! X tal que H(x; 0) = f0(x), H(x; 1) = f1(x), y para cada t la función Ht : X ! X
denida como Ht(x) = H(x; t) es un homeomorsmo.
Lema 3.3.1 Sea Y un espacio topológico Hausdor¤ compacto y 0; 1 : Y ! Y homeomors-
mos isotópicos. Sean B0 y B1 los haces brados obtenidos mediante la construcción cilíndrica
tomando a Y como bra y usando los homeomorsmos 0 y 1 respectivamente. En ambos
casos suponemos que el grupo estructural G es el grupo de automorsmos de Y con la topología
compacto-abierto. Con estas condiciones, los haces brados B0 y B1 son isomorfos.
Demostración: Consideramos los haces brados B0 y B1 con sistemas coordenados ligera-
mente diferentes a los que describimos en el ejemplo de la construcción cilíndrica, Ejemplo 1.3.1.
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Tomamos la base S1 como subespacio de C y las vecindades coordenadas, que son las mismas
para ambos haces brados, son
V1 =

ei 2 S1 :  2

 3
4
;
3
4

y V2 =

ei 2 S1 :  2


4
;
7
4

:
Con esta escogencia de vecindades coordenadas tenemos que V1 \ V2 = U1 [ U2 donde U1 y U2
son los abiertos
U1 =

ei 2 S1 :  2

 3
4
; 
4

y U2 =

ei 2 S1 :  2


4
;
3
4

:
Denotamos por gij a las funciones de transición de B0 y por hij a las de B1. Si consideramos
que el "pegado" se hizo sobre el punto  1 2 S1, se puede vericar que las funciones de transición
son
g12(z) =
(
Id si z 2 U1
0 si z 2 U2
y h12(z) =
(
Id si z 2 U1
1 si z 2 U2
y que además g21 = [g12] 1, h21 = [h12] 1.
Para probar el resultado denimos funciones continuas i : Vi ! G, i = 1; 2 tales que
 1i (z)gij(z)j(z) = hij(z) para z 2 V1 \ V2, luego utilizamos el Lema 1.1.3 para concluir
que los haces brados son equivalentes. Inicialmente denimos 2 : V2 ! G como la función
constante 2(z) = Id, el automorsmo identidad de Y . Ahora denimos 1: el hecho de que
0 y 1 sean isotópicas implica que existe un camino en G que conecta a ambos elementos.
Lo anterior es equivalente a que existe un camino en G que conecta al elemento identidad con
0
 1
1 , lo cual equivale a que existe una isotopía F : Y 
 4 ; 4 ! Y tal que F  y; 4  = y,
F
 
y; 4

= 0
 1
1 (y) y Ft(y) = F (y; t) es un homeomorsmo para cada t 2
 4 ; 4 . De esta
forma podemos tomar 1 : V1 ! G como
1(e
i) =
8><>:
Id si  2   34 ; 4 
F si  2
 4 ; 4 
0
 1
1 si  2


4 ;
3
4

:
Rápidamente se verica que 1 es continua. Note que al restringir 1 a U1 y a U2 se obtienen
respectivamente las funciones constantes 1(z) = Id y 1(z) = 0 11 . Para concluir vericamos
que  11 (z)g12(z)2(z) = h12(z); la igualdad intercambiando los subíndices se desprende de esta
relación. Si z 2 U1 todas las funciones involucradas en la ecuación son la identidad. Si z 2 U2
se tiene  11 (z)g12(z)2(z) = 1
 1
0 0Id = 1 = h12(z). 
Si Y es un espacio Hausdor¤ compacto, denotamos al grupo de automorsmos de Y con
la topología compacto-abierta como Aut(Y ). En este espacio la relación "ser isotópicos" es de
equivalencia, así que enimos el mapping class group de Y , denotado mcg(Y ), como el conjunto
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Figura 3-2: a) Vecindades coordenadas. b) Funciones de transición. c) La función 1.
de clases de isotopía de automorsmos de Y . La topología de mcg(Y ) es la topología cociente,
luego es la discreta ya que la preimagen de cada punto es una de las componentes arco-conexas
de Aut(Y ). Note que la denición anterior coincide con 0(Aut(Y )), ya que la noción de isotopía
entre automorsmos coincide con que exista un camino en Aut(Y ) que los conecta. Al utilizar la
construcción cilíndrica, el resultado anterior nos permite restringir nuestra atención a los haces
brados obtenidos con automorsmos de la bra diferentes salvo isotopía, es decir, elementos
de mcg(Y ).
Ejemplo 3.3.1 Consideramos un haz brado B con base S1 y bra Sn 1, suponemos que
este haz brado está en forma normal. Como grupo estructural tomamos el grupo ortogonal
de orden n, O(n;R). Sabemos que todo automorsmo de Sn es isotópico a un automorsmo
dado por un elemento de O(n;R), por lo tanto mcg(Sn 1) = 0(O(n;R)). Ahora bien, la
componente conexa de la identidad en O(n;R) es el grupo especial ortogonal SO(n;R), de donde
obtenemos que 0(O(n;R)) es isomorfo a f 1; 1g. El teorema de clasicación de haces sobre
esferas, Teorema 3.2.5, dice que hay una correspondencia biyectiva entre los haces con base
S1 y grupo estructural O(n;R) y las clases de equivalencia de 0(O(n;R)) bajo automorsmos
internos. Ya que 0(O(n;R)) = f 1; 1g es abeliano, la acción de este grupo sobre sí mismo
por automorsmos internos es trivial, así que existen sólo dos clases de equivalencia de haces
brados.
Veamos cuales son estos dos haces brados. Tomemos S0 = f 1; 1g  S1. Según el
teorema, y teniendo en cuenta que la acción de 0(O(n;R)) es trivial, los dos haces brados
están determinados por las clases de homotopía de funciones T : S0 ! O(n;R) tales que
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T (1) = Id 2 O(n;R). Es decir que el haz brado está determinado por el valor que toma su
función característica en el punto  1.
 El primer haz brado posible es, por supuesto, el trivial Sn 1S1. En este caso la función
característica es tal que T ( 1) = Id. Cualquier otra posible función característica T 0 que
satisfaga det(T 0( 1)) = 1 es homotópica a T y produce un haz brado trivial. Esto se
debe a que T 0( 1) estaría en la misma componente arco-conexa de la identidad.
 El otro haz brado posible se puede conseguir mediante la construcción cilíndrica uti-
lizando una isometría  de Sn 1 que invierta la orientación. Dicho automorsmo cor-
responde a un elemento de O(n;R) con determinante  1. Al observar las funciones de
transición de este haz brado, notamos que T ( 1) = . Cualquier otra posible función
característica T 0 que satisfaga det(T 0( 1)) =  1 es homotópica a T y por lo tanto produce
un haz brado equivalente.
Note que las consideraciones que hicimos en este ejemplo son válidas para cualquier caso en
que la bra Y es tal que mcg(Y ) = f 1; 1g. Esto incluye el caso en que Y es el intervalo [0; 1]
o , en general, Y es una bola cerrada en Rk.
En particular, el ejemplo anterior nos permite armar que los dos únicos haces brados sobre
S1 con bra S1 son el toro y la botella de Klein. También podemos decir que los dos únicos
haces brados sobre S1 con bra [0; 1] son un cilindro y una banda de Möbius.
Lema 3.3.2 Sea B un haz brado sobre S1 con grupo estructural G totalmente disconexo.
Entonces B es equivalente a un haz brado obtenido con la construcción cilíndrica.
Demostración: Por la Proposición 3.2.1 podemos suponer que B está en forma normal.
Supongamos que las vecindades coordenadas de B son V1 y V2 de forma que V1 \ V2 = U1 [U2
como se muestra en la Figura 3-2 a). Como U1 y U2 son conexos y G es totalmente disconexo,
se tiene que la función de transición g12 : U1 [ U2 ! G es localmente constante, es decir que
existen ;  2 G tales que
g12(x) =
(
 si x 2 U1
 si x 2 U2
:
Denimos las funciones i : Vi ! G, i = 1; 2, como 1(x) =  y 2(x) = Id. El Lema 1.1.3
nos permite armar que B es equivalente a un haz brado B0 con funciones de transición
hij(x) = 
 1
i (x)gij(x)j(x). Note que en particular se satisface
h12(x) =
(
 1 si x 2 U1
Id si x 2 U2
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y h21(x) = [h12(x)] 1. Estas funciones de transición son justamente las del haz brado obtenido
al realizar la construcción cilíndrica mediante el homeomorsmo  1. 
El Lema 3.3.2 nos dice que si G es un grupo totalmente disconexo que actúa efectivamente
sobre el espacio Y , entonces los únicos haces brados sobre S1 con bra Y y grupo estructural G
son los que se pueden obtener mediante la construcción cilíndrica utilizando un homeomorsmo
inducido por un elemento de G. Con esta información podemos calcular la holonomía de un
haz brado con estas características.
Sea B un haz brado sobre S1 con bra Y y grupo estructural G totalmente disconexo.
En vista del Lema 3.3.2 podemos suponer que B se obtuvo mediante la construcción cilíndrica
utilizando un cierto homeomorsmo  de la bra Y en sí misma. Dicho homeomorsmo es
inducido por un elemento de G que denotaremos de la misma forma. Pensamos en los elementos
del espacio total B como parejas de forma (ei; y) con  2 [ ; ]. Recordemos que la barra en
la notación implica que estas parejas se comportan como parejas ordenadas excepto para  en
los extremos del intervalo, donde se tiene que (e i; (y)) = (ei; y). Ahora bien, nos interesa
calcular el homomorsmo  : 1(S1; 1)! G descrito en la Sección 3.1 para este caso particular.
Ya que 1(S1; 1) = Z, basta calcular la imagen del generador del grupo fundamental de S1.
Tomemos entonces el camino  : [0; 1]! S1 dado por (t) = eit2, cuya clase genera a 1(S1; 1).
Denimos una homotopía de la inclusión Y1 ,! B que cubre al camino  de la siguiente manera
H : Y1  [0; 1]! B
((1; y); t) 7! H((1; y); t) =
(
(eit2; y) si t 2 0; 12
(ei(t 1)2; (y)) si t 2 12 ; 1 :
Encontramos que el automorsmo de Y1 obtenido al trasladar la bra a lo largo de  es
# : Y1 ! Y1, #((1; y)) = (1; (y)). Tomando como mapeo admisible a  : Y ! Y1, tal que
(y) = (1; y), podemos concluir que ([]) = # 1 = . Es decir que la holonomía de B es
el homomorsmo que envía al generador de 1(S1; 1) en el automorsmo  mediante el cual se
hizo el pegado en la construcción cilíndrica.
Usando el Teorema 3.1.4 y los Lemas 3.3.1 y 3.3.2, tenemos que existe una correspondencia
biyectiva entre los posibles haces brados sobre S1 con bra Y y grupo estructural G y las
clases de equivalencia de los elementos de mcg(Y ), bajo automorsmos internos del grupo.
3.4 Nudos Fibrados
En esta sección mencionamos algunos resultados sobre nudos brados, es decir, nudos en S3
cuyo complemento es una 3-variedad que puede ser brada sobre S1. Además damos una
descripción explícita de la bración del complemento de un (2; n)-nudo toroidal. Las pruebas
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de los resultados se pueden encontrar en [3].
Teorema 3.4.1 (Stallings) Sea G el grupo de un nudo K. Si el conmutador de G, G0, es
nitamente generado, G0 = F2g, entonces el complemento del nudo C = S3   V (K) tiene
estructura de haz brado sobre S1 con bra una supercie de Seifert de género g.
En la prueba del teorema, [3, Pag. 68], se realiza una construcción que conduce al siguiente
corolario:
Corolario 3.4.2 El complemento de un nudo de género g se obtiene mediante la construcción
cilíndrica tomando como bra a la supercie compacta, orientada, de género g que tiene una
componente conexa no vacía en su frontera. La construcción se realiza con un homeomorsmo
que preserva orientación.
Los resultados de la Sección 3.3 implican que, si un nudo es brado con bra S mediante
el automorsmo h : S ! S, entonces la bración de su complemento está completamente
determinada por la clase de h enmcg(S), salvo automorsmos internos. La siguiente proposición
arma que a partir de propiedades del automorsmo h se puede determinar cuándo un nudo
brado no es anquiral o no es invertible.
Proposición 3.4.3 Sea K un nudo brado mediante el automorsmo h : S ! S.
Si K es anquiral, entonces h y h 1 son equivalentes bajo automorsmo internos de
mcg(S).
Si K es invertible, entonces existe un automorsmo f : S ! S que invierte orientación tal
que h y fh 1f 1 son equivalentes bajo automorsmo internos de mcg(S).
Tenemos entonces que se puede obtener información relevante sobre un nudo a partir de la
bración de su complemento. Veamos ahora un ejemplo en el cual damos una bración explícita
para el complemento de un nudo.
Sea K un (2; n)-nudo toroidal donde n es un número impar, suponemos que K está en la
frontera de un toro sólido T embebido de forma estándar en S3. La Figura 3-3 muestra los
nudos para los valores n = 3; 5; 7.
Para simplicar las fórmulas consideramos la cubierta universal del toro p : ~T ! T donde
~T = f(x; y; z) 2 R3jy2 + z2  1g. En este cilindro innito, la preimagen K del nudo está
compuesta por las dos curvas dadas por las parametrizaciones 1(t) = (t; sin(
n
2 t); cos(
n
2 t)),
2(t) = (t;  sin(n2 t);  cos(n2 t)), t 2 R.
Tomamos la supercie (con singularidades) S en ~T dada por la parametrización
(s; t) = (st+(1 s)(2
n
 t)+k2
n
; s sin(
nt
2
) (1 s) sin( nt
2
); s cos(
nt
2
) (1 s) cos( nt
2
));
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Figura 3-3: Nudos toroidales
Figura 3-4: La supercie S y su proyección en T .
con s 2 [0; 1], t 2 [0; 2n ] y k 2 Z.
Consideramos ahora la transformación R : ~T ! ~T dada por R(x; y; z) = (x+ n ; cos( 2)y+
sin( 2)z;  sin( 2)y + cos( 2)z). Esta transformación es la composición de una rotación por un
ángulo de 2 alrededor del eje x y una traslación de

n paralela al eje x. Note que R deja
invariante a K. Tomamos la colección de supercies ~S = R(S) para  2 [0; 2]. Estas
supercies llenan el cilindro y son disjuntas, excepto en K que está contenido en cada ~S
y además ~S0 = ~S2. La proyección de esta familia de supercies en T es otra familia de
supercies S = p( ~S) que contienen a K y llenan al toro. Para cada , la frontera de S
es la unión de K con dos circunferencias longitudinales en el toro, como se ve en la Figura
3-4. Denotamos estas circunferencias por c0 y c
1
 y así obtenemos que c
0
0 = c
1
2 y c
1
0 = c
0
2.
Ahora bien, sabemos que en el toro S3   T las circunferencias c0 y c1 son meridianos y bordean
discos disjuntos D0 y D
1
 , excepto en el caso  = 0 en que se tiene D
0
0 = D
1
2 y D
1
0 = D
0
2.
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Finalmente denimos F = (int(S)[D0 [D1) K (ver Figura 3-5). La colección de supercies
F cubre al complemento del nudo y son disjuntas excepto en  = 0, además cada una de ellas
es homeomorfa a la supercie de Seifert del nudo. Podemos entonces denir una proyección
sobre S1 como q : S3   V (K) ! S1 tal que q(w) = ei donde  es el único número en [0; 2)
tal que w 2 F. Esta proyección dota al complemento de K de estructura de haz brado.
Figura 3-5: Supercie de Seifert
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Capítulo 4
Espacios Fibrados de Seifert
En este capítulo bosquejamos algunas propiedades básicas de una clase particular de espacios
brados, estudiados ampliamente por el matemático alemán Herbert Seifert en la primera mitad
del siglo 20. Los espacios brados de Seifert son 3-variedades que se pueden descomponer como
unión de círculos disjuntos llamados bras. Esta descomposición no necesariamente dota a
la variedad de estructura de haz brado, ya que pueden existir bras, que llamamos bras
singulares, que no tienen una vecindad trivial. Sin embargo, al remover las bras singulares de
forma adecuada, obtenemos un haz brado cuya base es una supercie y cuya bra es S1.
Los espacios que estudiamos en este capítulo están clasicados, salvo homeomorsmos que
preserven bras. A lo largo de este capítulo, cuando decimos Espacio Fibrado nos referimos a
un espacio brado de Seifert.
4.1 Deniciones
Iniciamos la sección describiendo posibles braciones para un toro sólido. Sean p y q enteros
relativamente primos. Sea D  C el disco unitario y R : D ! D tal que R(z) = zei pq 2. Es
decir, R es la rotación por un ángulo de pq2. Del cilindro D  I obtenemos un toro sólido
identicando los puntos (z; 0)  (R(z); 1). Podemos descomponer el toro en círculos disjuntos
llamados bras de la siguiente manera:
 Si z = 0, el segmento f0g  I forma un círculo después de identicar los puntos (0; 0) 
(0; 1). Este círculo se llama la bra central.
 Si z 6= 0, los segmentos fzg  I, fR(z)g  I, fR2(z)g  I, : : :, fRq 1(z)g  I forman un
círculo después de hacer las identicaciones pertinentes (ver Figura 4-1).
Sea F una bra orientada del toro. Si la orientación de F corresponde a recorrer los segmen-
tos de los que está compuesta desde la tapa inferior del cilindro Df0g, hasta la tapa superior
D  f1g, decimos que la bra está orientada positivamente. Si la orientación corresponde a
recorrer los segmentos en sentido contrario, decimos que F está orientada negativamente. De-
cimos que las bras de un toro sólido brado están orientadas simultáneamente si todas están
orientadas positivamente o todas están orientadas negativamente.
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Dos toros sólidos brados son isomorfos si existe un homeomorsmo entre ellos que preserve
bras, es decir, que al restringir el homeomorsmo a bras del dominio se obtienen homeomor-
smos sobre bras del codominio. Una curva transversal en la supercie de un toro brado es
una curva cerrada simple que corta cada bra en un único punto.
Figura 4-1: Fibración de un toro mediante una rotación con p = 2 y q = 5
Sin perder generalidad, se puede suponer que 0  pq  12 . Si pq < 0 ó pq  1 la rotación que
se obtiene corresponde a un ángulo negativo o a un ángulo mayor que 2. En este caso se puede
componer con una rotación de 2k, para algún entero k adecuado y así obtener una rotación
por un ángulo p
0
q0 2, con 0  p
0
q0 < 1, que produce el mismo toro sólido brado que la rotación
por pq2. Ahora bien, si
1
2 <
p
q < 1, entonces 0 < 1  pq < 12 . En este caso se puede vericar que
el homeomorsmo  : D I ! D I dado por (z; t) = (z; t), induce un isomorsmo entre los
toros brados obtenidos mediante rotaciones por los ángulos pq2 y

1  pq

2.
A la fracción pq con 0  pq < 12 se le llama pendiente de la bración; si la pendiente es 0
decimos que el toro es un toro sólido ordinario. Si un toro está brado mediante la fracción
m
n , según la discusión anterior, podemos encontrar la pendiente
p
q hallando un entero k tal que
m
n = pq + k: La siguiente proposición nos dice que un toro sólido brado está completamente
determinado por su pendiente.
Proposición 4.1.1 Sean T1 y T2 toros sólidos brados con pendientes p1q1 y
p2
q2
respectivamente.
Entonces T1 y T2 son isomorfos si y sólo si
p1
q1
= p2q2 .
Demostración: Es evidente que si las pendientes son iguales entonces los toros sólidos son
isomorfos. Supongamos que existe un isomorsmo  : T1 ! T2. Tomemos en T1 el meridiano
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orientado dado por M1 = f(eit; 0) : t 2 [0; 2]g, la longitud orientada L1 = f(eit
p1
q1
2
; t) : t 2
[0; 1]g y una bra orientada F1. Ya que M1 y L1 generan el grupo de homología H1(@T1),
tenemos que F1 se puede escribir como combinación de M1 y L1. De hecho tenemos que
F1  p1M1 + q1L1: (4.1)
El símbolo  indica que las curvas son homólogas. Ahora bien, como  es isomorsmo, tenemos
que (M1) = M2, (L1) = L2 y (F1) = F2 son, respectivamente, meridiano, longitud y bra
en T2. Así tenemos que F2 es combinación de M2 y L2:
F2  mM2 + nL2: (4.2)
La relación (4.2) implica que el toro T2 está brado mediante una rotación por un ángulo mn 2.
Además tenemos las relaciones
M1  M2; L1  L2 + kM2; F1  F2 ; ;  2 f1g; k 2 Z: (4.3)
La última relación se debe a que todas las bras en la frontera de un toro son homólogas salvo
orientación. Combinando las relaciones (4.1), (4.2) y (4.3) encontramos que
p1M1 + q1L1  mM2 + nL2
p1M2 + q1(L2 + kM2)  mM2 + nL2
(p1 + q1k)M2 + q1L2  mM2 + nL2:
De donde obtenemos que p1 + q1k = m y q1 = n. Por lo tanto mn = p1q1 + k, es decir
p1
q1
= p2q2 . 
Un espacio brado de Seifert es una 3-variedad compacta, conexa y sin fronteraM , con una
descomposición en bras disjuntas homeomorfas a S1. Cada bra F debe tener una vecindad
brada, esto es, un conjunto de bras de M que contiene a F y que es isomorfo a un toro sólido
brado de forma que F es enviado a la bra central. El interior de un toro sólido brado T
es un espacio brado de Seifert. Cada bra diferente a la central tiene una vecindad brada
isomorfa a un toro sólido ordinario. La bra central tiene una vecindad cuya pendiente es igual
a la pendiente de T .
Dado un espacio brado de Seifert M , podemos establecer la relación de equivalencia x  y
si x y y pertenecen a la misma bra enM . Sean B =M=  y p :M ! B la proyección natural.
Dotamos a B de la topología cociente. B se llama el espacio base de M y es una supercie
compacta conexa y sin frontera.
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Sea b 2 B, entonces existe una bra F de M tal que p(F ) = b. Podemos pensar que F es
la bra central de un toro sólido brado T obtenido del cilindro D  I identicando las caras
superior e inferior. Si el toro es ordinario, a cada bra de T le corresponde exactamente un
punto de la cara D  f0g y al punto (0; 0) le corresponde la bra central F . Así pues, el disco
D  f0g es una 2-celda que contiene al punto b. Por otro lado, si T tiene pendiente pq 6= 0,
entonces el disco D  f0g corta cada bra diferente de la bra central en q puntos diferentes.
Tomamos en este disco un sector circular de ángulo 2q e identicamos los dos radios de la
frontera de forma que a cada bra de T le corresponda exactamente un punto de este sector.
De esta forma obtenemos una vecindad del punto b homeomorfa a una 2-celda. El hecho de que
B es compacta, conexa y sin frontera se desprende de que la proyección p :M ! B es continua.
Si V  B es la proyección de una vecindad brada contenida en M , es decir, V = p(T ) para
algún toro sólido brado T M , entonces V se llama una vecindad coordenada en B.
Decimos que dos espacios brados de Seifert M1 y M2 son isomorfos si existe un homeo-
morsmo h : M1 ! M2 que preserva bras. Note que h induce un homeomorsmo entre los
espacios base h : B1 ! B2, de forma que el siguiente diagrama conmuta
M1
h    ! M2
p1
??y ??yp2
B1     !
h
B2
:
El lema siguiente será bastante útil para demostrar resultados posteriores.
Lema 4.1.2 Sean F una bra en un espacio brado de Seifert y T una vecindad brada de
F . Sean V = p(T ), b0 = p(F ), U  V una vecindad de b0 y supongamos que existe un
homeomorsmo ' : U ! V que deja jo a b0. Entonces la preimagen p 1(U) del subespacio U
es isomorfa a T mediante un isomorsmo que deja ja la bra F .
Demostración: Como T es isomorfo a un toro brado, podemos decir que T se obtiene del
cilindro D  I pegando los discos D  f0g y D  f1g de manera adecuada. Si la pendiente del
toro es p=q, entonces V es un sector circular con ángulo 2=q y con los radios de la frontera
identicados. De esta forma se tiene que el disco está formado por q copias de V como se muestra
en la Figura 4-2. En cada copia Vi tenemos una copia del subespacio U , que denotamos Ui,
y un homeomorsmo 'i : Ui ! Vi que actúa de la misma forma que '. Podemos denir un
homeomorsmo ~' :
S
Ui !
S
Vi como ~'(b) = 'i(b) si b 2 Ui; este homeomorsmo deja jo
el centro del disco. Note que la preimagen de U en el cilindro es el espacio (
S
Ui)  I con
las caras superior e inferior identicadas apropiadamente. El isomorsmo '^ que buscamos se
obtiene al copiar el efecto de ~' en cada nivel del cilindro, es decir, '^ : (
S
Ui)  I ! T es tal
que '^(b; t) = (~'(b); t). 
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Figura 4-2: D =
S
Vi
La siguiente proposición nos permite denir la multiplicidad de una bra en un espacio
brado de Seifert.
Proposición 4.1.3 Sea M un espacio brado de Seifert y F una bra de M . Si T1 y T2 son
vecindades bradas de F entonces son isomorfas.
Demostración: Sea T = T1\T2. Veremos que T es una vecindad brada de F que es isomorfa
tanto a T1 como a T2. Sean V1 = p(T1) y U = p(T ). V1 se puede obtener de un sector circular
contenido en un disco meridiano de T1 identicando los radios de la frontera y U es una 2-
celda contenida en este sector circular. Tomamos un homeomorsmo  : U ! V1 que deje
jo el vértice del sector circular p(F ). Utilizando el Lema 4.1.2 obtenemos un isomorsmo
^ : T ! T1. De forma similar obtenemos un isomorsmo de T en T2. Concluimos entonces que
T1 y T2 son isomorfos.
Si F es una bra de un espacio brado de Seifert que tiene una vecindad brada con
pendiente pq , denimos la multiplicidad de F como q. Si la pendiente es 0 decimos que la
multiplicidad de F es 1. Las Proposiciones 4.1.1 y 4.1.3 garantizan que la multiplicidad de una
bra está bien denida. Si la multiplicidad de una bra es mayor que 1 diremos que la bra es
singular o excepcional, en caso contrario decimos que la bra es ordinaria. Note que en un toro
sólido brado la única bra que puede ser excepcional es la bra central, esto implica que en un
espacio brado de Seifert las bras excepcionales están aisladas. Más aún, ya que los espacios
brados son variedades compactas, éstos deben tener nitas bras singulares. La imagen de
una bra singular en el espacio base de un espacio brado de Seifert se llama un punto singular.
La clasicación de los espacios brados de Seifert se hará con base en las bras singulares del
espacio y en las pendientes de las vecindades bradas de estas bras.
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Antes de proceder con la clasicación necesitamos desarrollar una técnica conocida como
cirugía. Dicha técnica nos permitirá remover o añadir bras, singulares u ordinarias, a un es-
pacio brado de Seifert arbitrario. Este proceso es fundamental en la demostración del teorema
de clasicación.
4.2 Cirugía
Sea M un espacio brado de Seifert. Realizar cirugía en M consiste en remover el interior
de una vecindad brada de una de las bras, de forma que se obtiene una variedad ~M cuya
frontera es un toro. Después "rellenamos el hueco" en ~M identicando @ ~M con el toro de la
frontera de un toro sólido T mediante un homeomorsmo. Este homeomorsmo induce una
bración en @T que a su vez induce una bración en T . Escogiendo el homeomorsmo de forma
apropiada, podemos hacer que la bración obtenida en T tenga una pendiente predeterminada.
Esta técnica nos permitirá cambiar bras singulares por bras ordinarias o, si es necesario,
cambiar bras ordinarias por bras singulares con una pendiente de nuestra escogencia.
El siguiente lema establece que el espacio obtenido al remover una bra no depende de la
vecindad brada escogida.
Lema 4.2.1 Sean M un espacio brado de Seifert, F  M una bra y V1 y V2 vecindades
bradas de F . Existe un isomorsmo de M en sí mismo que deja ja la bra F y envía a V1
en V2.
Demostración: Tomemos una vecindad brada V de F contenida en V1 \ V2. Veremos que
existen isomorsmos i : M ! M , i = 1; 2 que dejan ja a F y tales que i(V ) = Vi. El
isomorsmo que buscamos es la composición 2
 1
1 . Es suciente construir 1; 2 se obtiene de
forma similar. Sabemos que p(V ) = U y p(V1) = U1 son 2-celdas que contienen a p(F ) = p0 y
además U  U1. Tomemos una 2-celda W en el espacio base de M que contenga a U1 y que no
contenga más puntos singulares además de p0. Esto es posible ya que, igual que las bras, los
puntos singulares son aislados en el espacio base. Podemos pensar en las 2-celdas U  U1 W
como bolas cerradas en C con centro en el origen y radios 1, 2 y 3 respectivamente. La función
h : B3(0)! B3(0) dada por h(z) =
(
2z z 2 B1(0) jzj
2 +
3
2

z
jzj z 2 B3(0) nB1(0)
es un homeomorsmo que deja jo al origen y a la frontera de B3(0). Además envía a B2(0) en
B2(0). Así se obtiene un homeomorsmo de W en sí mismo que deja jo a p0 y a @W y además
envía U en U1. Utilizando el Lema 4.1.2, denimos un isomorsmo ~h : p 1(W ) ! p 1(W ).
Finalmente obtenemos 1(x) para x 2 M como 1(x) = ~h(x) si x 2 p 1(W ) y 1(x) = x si
x 62 p 1(W ). 
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Restringiendo el isomorsmo obtenido en el Lema 4.2.1 obtenemos un isomorsmo entre
M n int(V1) y M n int(V2). De esta forma vericamos que la escogencia de la vecindad brada
cuando se remueve una bra no cambia el espacio obtenido. El lema siguiente arma que el
espacio obtenido al remover una bra ordinaria no depende de la bra ordinaria escogida.
Lema 4.2.2 Sean M un espacio brado y F1 y F2 bras ordinarias en M . Entonces existe un
isomorsmo ' de M que envía la bra F1 en la bra F2.
Demostración: Sean p1 = p(F1) y p2 = p(F2). Ya que ambos puntos son ordinarios y los
puntos singulares son aislados, podemos encontrar una 2-celda W en el espacio base de M que
contenga a p1 y p2 en su interior y que no contenga puntos singulares. Podemos pensar que
esta 2-celda es la bola cerrada con centro en el origen y radio 2 contenida en C, y que p1 y p2
corresponden a los puntos  1 y 1 2 B2(0).
La función h : B2(0)! B2(0) tal que h(z) = zeijzj, es un homeomorsmo que intercambia los
puntos  1 y 1 y deja ja la frontera de la bola. Tenemos entonces un homeomorsmo  de
W en sí mismo que intercambia los puntos p1 y p2 y que deja ja a @W . Utilizando el Lema
4.1.2 se puede construir un isomorsmo  : p 1(W )! p 1(W ) copiando el efecto de  en cada
altura del toro p 1(W ).  deja ja la frontera de p 1(W ) e intercambia las bras F1 y F2.
Finalmente denimos
' :M !Mcomo sigue: '(x) =
(
(x) si x 2 p 1(W )
x si x 62 p 1(W ) :
Si se tienen 2 bras ordinarias F1 y F2 y V1 es una vecindad brada de F1, entonces el
isomorsmo dado por el Lema 4.2.2 se puede restringir a un isomorsmo entre M n int(V1)
y M n int('(V1)). Así concluimos que el espacio obtenido al remover una bra ordinaria no
depende de la escogencia de la bra.
Suponga que ~M es un espacio brado del cual hemos removido una bra. Sea T el toro tal
que T = @ ~M . Después de escoger en T una curva cerrada simple que no es nulhomóloga ni
homóloga a una bra, se puede "rellenar" el toro de manera única. El lema siguiente garantiza
esta armación.
Lema 4.2.3 Sea ~M un espacio brado cuya frontera @ ~M es un toro. Sea C una curva en @ ~M
que no es nulhomóloga ni homóloga a una bra. Entonces existe exactamente un toro sólido
brado T cuya frontera es isomorfa a @ ~M mediante un isomorsmo ' : @ ~M ! @T , de forma
que la imagen de la curva C bajo ' es un meridiano en @T . El espacio que resulta al "rellenar"
@ ~M mediante ', es decir, ( ~M tT )=', depende únicamente de ~M y de la clase de homología de
C en T .
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Demostración: Tomemos en @ ~M una bra orientada F y una curva transversal orientada
Q. La curva transversal está determinada por la bración del toro, es decir, si se tiene otra
curva transversal orientada Q0 se tiene la relación Q  "Q0 + kF , donde " 2 f1g, k 2 Z.
F y Q forman un sistema fundamental de curvas en @ ~M , es decir que cualquier otra curva es
homológica a una combinación lineal de ellas dos. Ya que C es una curva que no es nulhomóloga
ni homóloga a una bra se tiene que C  Q+F , donde  y  son primos relativos con  6= 0.
Tomemos enteros  y  tales que    
 = 1:
Es posible encontrar estos enteros ya que el máximo común divisor entre  y  es 1. Esta
condición implica que la curva D  Q + F junto a C forma un sistema fundamental de
curvas para @ ~M . Consideremos un toro sólido T y un homeomorsmo ' : @ ~M ! @T tal que
'(C) = N sea un meridiano y '(D) = L sea una longitud en @T . El homeomorsmo induce
una bración en @T de forma que '(Q) = Q0 y '(F ) = F 0 son, respectivamente, una curva
transversal y una bra en @T y ' es un isomorsmo. Tenemos entonces las relaciones
N  Q0 + F 0 , N   L  Q0
L  Q0 + F 0  N + L  F 0
La relación  N + L  F 0 determina la pendiente de la bración de T de manera única. 
Note que si al aplicar el Lema 4.2.3 tomamos C igual a una curva transversal, entonces
 = 1 y  = 0. Así se tiene que la relación que determina la pendiente de la bración de T
es  N  L  F 0 con  2 Z. Esta relación implica que las bras en @T recorren una vez la
longitud y  veces el meridiano, lo cual implica que la bración de T se realiza mediante una
rotación por un ángulo que es un múltiplo de 2. En este caso tenemos entonces que T es un
toro sólido ordinario. En general, si escogemos los números  y  de forma apropiada, podemos
hacer que la bración obtenida en T tenga cualquier pendiente de nuestra escogencia.
4.3 Clasicación de Espacios Fibrados de Seifert
Ahora utilizamos las herramientas desarrolladas en las secciones anteriores para obtener resulta-
dos de clasicación de los espacios brados de Seifert. Inicialmente se hace una clasicación de
las posibles supercies base para espacios brados, dotadas de una valuación. Encontraremos
que espacios brados con bases valuadas diferentes no pueden ser isomorfos. Después distin-
guimos entre espacios brados que tengan la misma supercie valuada, haciendo cirugía.
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4.3.1 Clases de Espacios Fibrados de Seifert
Una supercie valuada es una supercie S junto a un homomorsmo  : 1(S) ! f 1; 1g.
Denotamos una supercie valuada por (S; ). Un isomorsmo de supercies valuadas, (S1; 1)
(S2; 2), es un homeomorsmo entre las supercies que respeta la valuación, es decir, un home-
omorsmo ' : S1 ! S2 tal que el siguiente diagrama conmuta:
1(S1)
'    ! 1(S2)
1
??y ??y2
f 1; 1g     !
Id
f 1; 1g
:
Teorema 4.3.1 A cualquier espacio brado de Seifert se le puede asociar de manera única,
salvo isomorsmos, una supercie valuada.
Demostración: Sea M un espacio brado de Seifert. Veamos que la bración de M induce
una valuación de su supercie base B. Tomamos un punto distinguido b0 2 B y jamos
una orientación para la bra sobre este punto F0 = p 1(b0). Tomemos un camino cerrado
 : [0; 1] ! B que empiece y termine en b0. Llamamos bt = (t) y Ft = p 1(bt), la bra
sobre bt, de esta forma tenemos que b0 = b1 y F0 = F1. Dividimos el intervalo [0; 1] =
[t0; t1] [    [ [tn 1; tn] con t0 = 0, tn = 1 y ti 1 < ti para i = 1;   n. Los subintervalos deben
cumplir que ([ti 1; ti])  Vi, donde Vi es una vecindad coordenada de B, es decir, p 1(Vi),
i = 1;   n es un toro brado. Inicialmente tomamos el toro p 1(V1), la bra inicial F0 está
contenida en este toro. La orientación de F0 induce una única orientación del resto de las bras
del toro sólido de manera que todas estén simultáneamente orientadas y en particular, induce
una orientación para la bra Ft1 . Continuando este proceso de manera inductiva obtenemos
que la orientación de F0 induce una orientación en cada bra Ft, t 2 [0; 1]. A las bras sobre
los puntos múltiples del camino se les asocian múltiples orientaciones de esta manera. En
particular, para la bra F0 tenemos la orientación que jamos inicialmente y otra orientación,
que llamamos la orientación nal, inducida al recorrer todo el camino . Decimos que el valor
del camino  es 1 si las orientaciones inicial y nal de F0 coinciden, en caso contrario decimos
que el valor de  es  1. Veamos que el valor asignado a una curva cerrada es invariante bajo
homotopías, lo que nos permite denir una valuación  : 1(B; b0) ! f 1; 1g tal que ([])
coincide con el valor de . Supongamos que 1; 2 : [0; 1] ! B son caminos cerrados tales que
[1] = [2] 2 1(B; b0); esto implica que el camino 1 12 bordea una colección nita de 2-celdas
D1;    ; Dk. Triangulamos cada Di, i = 1;    ; k, de forma que cada triángulo esté contenido en
una vecindad coordenada de B. Ahora bien, el camino 1
 1
2 se puede obtener recorriendo las
fronteras de los triángulos, cancelando los bordes que se recorren en sentidos opuestos. Además
es evidente que la orientación de la bra inicial se preserva bajo caminos que están contenidos
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completamente en una vecindad coordenada. De esta forma obtenemos que la orientación de
F0 se preserva bajo el camino 1
 1
2 , lo que indica que ([1]) = ([2]). Se puede vericar
fácilmente que  es un homomorsmo.
Supongamos ahora que M1 y M2 son espacios brados de Seifert y que h : M1 ! M2 es
un isomorsmo. Veamos que sus supercies valuadas asociadas son isomorfas. Ya sabemos que
h induce un homeomorsmo h : B1 ! B2 entre los espacios base; veriquemos que h preserva
la valuación. Sea  : [0; 1] ! B1 un camino que empieza y termina en el punto b0; tenemos
entonces el camino correspondiente h : [0; 1]! B2 que comienza y termina en el punto h(b0).
Denotamos a la bra sobre (t) por Ft y a la bra sobre h(t) por Gt así que h(Ft) = Gt. Como
hicimos anteriormente, dividimos el intervalo [0; 1] = [t0; t1] [    [ [tn 1; tn] con t0 = 0, tn = 1
y ti 1 < ti para i = 1;   n. La imagen bajo  del i-ésimo subintervalo debe estar contenida en
una vecindad coordenada Vi de B1. Si llamamos Ui = h(Vi), tenemos que Ui es una vecindad
coordenada de B2 que contiene a la imagen bajo h del i-ésimo subintervalo. Fijemos una
orientación para F0 y asignemos una orientación a G0 de forma que h : F0 ! G0 preserve la
orientación. Ahora bien, sabemos que F0 y G0 inducen orientaciones en las bras de p 11 (V1)
y p 12 (U1) respectivamente, de forma que las bras de estos toros quedan simultáneamente
orientadas. Con las orientaciones inducidas de esta manera se tiene que h : p 11 (V1)! p 12 (U1)
preserva las orientaciones de las bras. Al continuar el proceso de manera inductiva encontramos
que h : F1 ! G1 preserva la orientación, lo que implica que los valores asignados a los caminos
 y h coinciden. 
Con el Teorema 4.3.1 podemos ofrecer una primera clasicación de los espacios brados de
Seifert, la cual es un paso importante hacia la clasicación nal. Decimos que dos espacios
brados de Seifert pertenecen a la misma clase si existe un isomorsmo entre sus supercies
valuadas asociadas. El Teorema 4.3.1 establece que si dos espacios brados de Seifert son
isomorfos entonces pertenecen a la misma clase, sin embargo, pueden existir numerosos espacios
brados de Seifert que pertenezcan a la misma clase y que no sean isomorfos. Para vericar
esta armación notemos que al realizar cirugía en un espacio brado de Seifert no se afecta la
valuación inducida en su supercie base; si un camino pasa por la proyección de la vecindad
removida, se puede encontrar otro camino homotópico a él que no contenga puntos en esta
proyección. Una consecuencia de lo anterior es que todo espacio brado de Seifert está en
la misma clase de algún espacio sin bras singulares, ya que todas estas se pueden remover
mediante cirugía.
El siguiente resultado arma que toda supercie valuada es la base de un espacio brado
de Seifert con la valuación inducida por la bración.
Teorema 4.3.2 Dada una supercie valuada (S; ) compacta, conexa y sin frontera, existe un
espacio brado de Seifert sin bras excepcionales cuya supercie valuada asociada es (S; ).
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Figura 4-3: a) El polígono fundamental de la supercie orientable de género 2. b) El polígono
con una 2-celda removida y un camino cerrado .
Demostración: Sabemos que la supercie S se puede obtener de un polígono de n lados donde
n es un número par, los lados están identicados por pares y todos los vértices corresponden al
mismo punto v de la supercie, ver [15, Pag. 84]. La Figura 4-3: a) muestra tal polígono para
el caso de la supercie orientable de género 2. Consideramos la supercie S^ = S  int(D) donde
D es una 2-celda de S que contiene al punto v. S^ se puede obtener de un polígono P con 2n
lados de los cuales n deben ser identicados por pares. Llamemos l1;    ; ln a los lados de P que
deben ser identicados. Ahora bien, sea T = P S1, T es un toro sólido brado ordinario en el
cual orientamos todas las bras de manera simultánea. Sobre los lados l1;    ; ln del polígono
yacen anillos A1;    ; An que están en la frontera de T . Identicamos estos anillos por pares de
la siguiente manera: Si lj y lk deben ser identicados en el polígono P , entonces identicamos
los anillos Aj y Ak en la supercie de T . Para saber de qué forma se deben identicar los
anillos consideramos un camino cerrado  en S^ que esté completamente contenido en el interior
de P , excepto por un punto contenido en los segmentos lj y lk. Un ejemplo de un camino con
estas características se puede ver en la Figura 4-3: b). Note que todos los posibles caminos con
estas características son homotópicos y por lo tanto tienen la misma valuación. La forma en que
identicaremos los anillos Aj y Ak será mediante un homeomorsmo que preserve la orientación
de los segmentos lj y lk, además dicho homeomorsmo deberá preservar la orientación de los
círculos si el valor de  es 1 y deberá revertir dicha orientación si el valor de  es  1. De esta
forma garantizamos que la valuación inducida en S^ por la bración coincida con la valuación
original de S^.
Con la construcción anterior hemos obtenido un espacio brado E^ sobre la supercie S^. E^
es una tres variedad cuya frontera es un haz brado con bra S1 y base @D = S1, es decir que
la frontera de E^ es un toro o una botella de Klein. Veamos que @E^ es un toro. Sabemos que
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@D está compuesto por los n lados de P que no fueron identicados, así que cuando se recorre
@D se debe pasar por cada vértice de P . Tomemos un vértice q de P , q está en un extremo
de uno de los lados lj que fueron identicados. Dependiendo de la forma como se identicó el
anillo Aj , tenemos que al pasar por q se preserva o se revierte la orientación de la bra. Ya que
cada lado lj contiene dos de los vértices de P , tenemos que al recorrer @D la orientación de la
bra se revierte un número par de veces. Es decir que el haz brado sobre @D es un toro. Para
nalizar "rellenamos" el toro en la frontera de E^ de manera que el espacio de Seifert obtenido
no tenga bras excepcionales, lo cual es posible según el Lema 4.2.3. 
El Teorema 4.3.2 nos permite armar que cada clase de espacios brados de Seifert contiene
por lo menos un espacio sin bras singulares. Queremos saber si puede existir más de un espacio
brado sin bras singulares en la misma clase y, si en efecto existen, ver cómo están relacionados.
Para ello tomamos un espacio brado M sin bras singulares sobre la supercie valuada (S; ).
Siguiendo la construcción dada en la demostración del Teorema 4.3.2, removemos el interior de
una 2-celda de S y cortamos la supercie resultante en un polígono P similar al de la Figura
4-3: b). Denotamos por M^ a la porción de M que está sobre P de modo que M^ es un espacio
cuya frontera es un toro. Ya que M no tiene bras singulares, podemos utilizar el Corolario
2.1.5 para concluir que la porción de M^ que está sobre el interior de P es trivial. De lo anterior
podemos concluir que M^ se obtiene del toro sólido P  S1 identicando pares de anillos en su
frontera, como se hizo en la demostración, es decir que M^ es isomorfo al espacio E^. Tenemos
entonces que todo espacio brado sin bras singulares se puede obtener del espacio E^ obtenido
en el Teorema 4.3.2 "rellenando" el toro de la frontera de manera apropiada. Ahora bien,
según el Lema 4.2.3, para "rellenar" la frontera de E^ de manera que quede un espacio sin bras
singulares, debemos escoger una curva transversal en @E^ que será enviada a un meridiano en la
frontera del toro con el que se hará el relleno. En este punto es importante notar que escogencias
diferentes de la curva transversal pueden producir espacios brados diferentes. Sin embargo,
todos los espacios brados sin bras singulares, más aún, todos los espacios brados de la clase,
se pueden obtener realizando cirugía en el espacio E^. Debido a su importancia llamamos a E^ el
espacio clasicador asociado a la supercie (S; ). El siguiente teorema establece que el espacio
clasicador asociado a una supercie valuada tiene una sección transversal que es única salvo
homotopías.
Teorema 4.3.3 Sea E^ el espacio clasicador asociado a (S; ). Sabemos que la supercie base
de E^ es S^, la cual se obtiene de S después de remover el interior de un disco. Denotamos la
proyección de E^ sobre S^ por p. Existe una sección transversal f : S^ ! E^, es decir, una función
continua tal que pf : S^ ! S^ es la identidad, además cualquier otra sección transversal posible
es homotópica a f .
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Figura 4-4: a) La curva tranversal C. b) La imagen de P bajo f .
Demostración: Consideramos la supercie S^ como un polígono P con 2k caras que están
identicadas por pares al cual se le ha removido un disco del interior; además requerimos que
todos los vértices del polígono se correspondan al mismo punto v después de la identicación.
Denotamos los lados del polígono como li con i = 1;    ; 2k, de forma que el lado li esté
identicado con el lado li+k para i = 1;    ; k. Sabemos que E^ es el espacio obtenido del
toro hueco P  S1 después de identicar de manera apropiada los anillos Ai que se encuentran
sobre los lados del polígono. En particular tenemos que los círculos que están sobre los vértices
del polígono se identican con la bra p 1(v). Ahora construimos la función f . Inicialmente
tomamos un punto x0 2 p 1(v) y denimos f(v) = x0. Note que al punto x0 le corresponden
dos puntos x1i y x
2
i en la frontera del anillo Ai, para cada i. Tomamos caminos i : li ! Ai,
i = 1;    ; k, que conecten los puntos x1i y x2i de forma que la imagen de cada punto en
li pertenezca a la bra sobre ese punto. Ya que los anillos Ai y Ai+k se deben identicar,
denimos i+k : li+k ! Ai+k como una copia del camino i, de manera que si el punto q 2 li
está identicado con q0 2 li+k, entonces i(q) 2 Ai se identica con i+k(q0) 2 Ai+k. Denimos
entonces f(q) = i(q) si q 2 li. Una escogencia diferente del punto x0 y de los caminos i
produce una función que es homotópica a la que hemos denido en la frontera del polígono.
Ahora bien, la unión de los caminos i con i = 1;    ; 2k es una curva transversal C en el toro
exterior de P  S1. Por cada punto x 2 C trazamos un radio ortogonal al eje del toro y al
proyectar este rayo sobre P obtenemos un segmento de recta que conecta p(x) con la frontera
del círculo que fue removido de P . Si q es un punto en este segmento de recta, denimos f(q)
como el punto en el radio correspondiente, que fue proyectado sobre q. De esta forma tenemos
la sección transversal f . 
El Teorema 4.3.3 nos permite armar que existe una curva transversal Q0 en la frontera
del espacio clasicador E^ que es única salvo homotopías. Esta curva transversal es importante
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para determinar uno de los invariantes que obtendremos para la clasicación.
4.3.2 Espacios Fibrados de Seifert Orientables
Ahora ofrecemos una lista de invariantes que permiten caracterizar completamente los espacios
brados de Seifert orientables, salvo isomorsmos. El caso de los espacios brados de Seifert
no orientables puede encontrarse en [23].
Sea M un espacio brado de Seifert orientable con supercie valuada asociada (S; ), deno-
tamos por p a la proyección p :M ! S. Los primeros invariantes que nos interesan se reeren a
(S; ). Veamos que en este caso sólo existe una valuación posible de la supercie base. Tomemos
un camino cerrado  : [0; 1] ! S; ya que los puntos singulares son aislados podemos suponer,
sin perder generalidad, que este camino no pasa por ningún punto singular de S. Dividimos
el intervalo [0; 1] = [t0; t1] [    [ [tn 1; tn] con t0 = 0, tn = 1 y ti 1 < ti para i = 1;   n. La
división debe cumplir que ([ti 1; ti])  Vi, donde Vi es una vecindad coordenada en S. Deno-
tamos por Ft a la bra sobre (t) y jamos una vecindad brada U ( p 1(V1) de la bra inicial
F0. Aplicamos en V1 la deformación dada en la demostración del Lema 4.2.2 para intercambiar
las bras F0 y Ft1 , modicándola levemente para asegurarnos de que la imagen de U quede
contenida en p 1(V2). Continuando de forma inductiva trasladamos la bra inicial F0 y su
vecindad brada U a lo largo del camino . En el último paso nos aseguramos de que la imagen
de U sea esta misma vecindad. Al nalizar este proceso tenemos un isomorsmo  : U ! U
que es isotópico a la identidad, ya que las deformaciones que se hicieron en cada paso lo son.
Como M es orientable y  es una deformación de U ,  debe preservar la orientación de U .
Tenemos entonces que el valor del camino  depende completamente de si invierte o preserva
la orientación en la supercie S (ver [8, Pag. 22]). Si el camino  preserva la orientación en
S, entonces debe preservar la orientación de una bra que se traslada sobre él para garantizar
que se preserve la orientación de U . Si por el contrario  invierte la orientación en S, entonces
la orientación de una bra trasladada debe revertirse para que la orientación de U se preserve.
De cualquier forma tenemos que la valuación depende únicamente de la supercie S, por lo
tanto los invariantes que obtenemos en esta parte son justamente los que caracterizan a S: o-
rientabilidad y género. En el caso en que S es orientable escribimos los invariantes como fo; gg,
que signica que S es orientable de género g. En el caso no orientable escribimos fn; gg, no
orientable de género g.
Ahora encontramos invariantes propios del espacio M . Inicialmente jamos una orientación
para M ; los invariantes dependerán de la orientación. Supongamos primero que M no tiene -
bras singulares. Entonces tenemos que al remover una vecindad brada U de una bra ordinaria
de M , obtenemos el espacio clasicador E^ asociado a (S; ). Por el Teorema 4.3.3 sabemos que
existe una curva transversal distinguida Q0 en la frontera de E^. Orientamos a Q0 y a una bra
F0 en @E^ de forma que la orientación inducida en este toro por las curvas sea la misma que la
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heredada del espacio total M . Un meridiano N en el toro U es una curva transversal en @U ,
ya que U está brado de manera ordinaria. Obtenemos entonces que al identicar @U con @E^,
N es una curva transversal en @E^, así que tenemos la siguiente relación: N  Q0 + kF0 donde
k 2 Z. Note que el entero k está completamente determinado por Q0 y F0, es decir, k depende
del espacio clasicador E^ y la bración y orientación del espacio M . El entero k determina
cómo se rellena el espacio clasicador para obtener el espacio brado M .
El resto de los invariantes dependen de las bras singulares de M . Primero tomamos una
bra singular F1 con una vecindad brada V . En @V tomamos una curva transversal Q y una
bra F orientadas de manera que la orientación que inducen en @V coincida con la orientación
heredada de M . Si tomamos otro sistema Q0, F 0 de curva transversal y bra orientadas de
forma congruente con la orientación de M , se tienen las relaciones
F  "F 0 Q  "Q0 + nF 0 " 2 f 1; 1g; n 2 Z: (4.4)
Ahora bien, si N es un meridiano en @V , tenemos que N  Q+F  "Q0+(n+")F 0 
1Q
0 + 1F 0. Escogiendo Q0 y F 0 de forma apropiada, podemos garantizar que 0 < 1 <
1 < 1. De esta manera obtenemos números 1 y 1 completamente determinados por la
bración y la orientación de M . Para terminar es necesario remover la bra singular F1, así
que tomamos el espacio M   int(V ) y lo "rellenamos" con un nuevo toro sólido T de forma que
la curva transversal Q0 sea enviada a un meridiano en @T . El toro T queda brado de manera
ordinaria y el nuevo espacio obtenido M 0 queda determinado completamente por el espacio M
y su orientación. Note que este proceso se puede hacer con todas las bras singulares de M
simultáneamente, siempre y cuando las vecindades bradas que se tomen sean disjuntas. Así
obtenemos invariantes f(i; i)gri=1, donde r es el número de bras singulares del espacio M .
Al terminar este proceso se obtiene un espacio brado de Seifert sin bras singulares, del cual
se obtiene el invariante k hallado anteriormente.
Resumiendo, un espacio brado de Seifert orientable M está completamente determinado
por los invariantes
fo=n; gjk; (1; 1);    ; (r; r)g
En la notación anterior, o=n se reere la orientabilidad o no orientabilidad de la supercie
base, g es el género de dicha supercie, k determina el espacio obtenido de M al remover sus
bras singulares y las parejas (i; i) determinan las pendientes de las bras singulares.
La conjetura de geometrización de Thurston, demostrada en el año 2003 por el matemático
ruso Grigori Perelman, combinada con la clasicación de los espacios brados de Seifert, propor-
ciona una solución parcial al problema de clasicación de 3-variedades. Esta conjetura establece
que cada 3-variedad prima, cerrada y orientable puede ser cortada mediante toros embebidos en
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ella, de manera que el interior de cada una de las subvariedades resultantes tiene a lo sumo una
de ocho posibles estructuras geométricas con volumen nito: la geometría euclídea, la geometría
esférica, la geometría hiperbólica, la geometría de S2R, la geometría de H2R, la geometría
de la cubierta universal de SL(2;R), la geometría Nil y la geometría Sol (ver [26, Pag. 181]).
Ahora bien, si una 3-variedad puede ser dotada de una de las estructuras geométricas que no
sea la hiperbólica o la geometría Sol, entonces se le puede dar una estructura de espacio brado
de Seifert. Dado que los espacios brados de Seifert están clasicados, es posible identicar
efectivamente la clase de homeomorsmo de la 3-variedad.
Respecto a las geometrías restantes, el caso de las variedades con geometría hiperbólica,
llamadas variedades hiperbólicas, ha recibido especial atención por parte de los investigadores
en la actualidad. La razón es que existe una cantidad enorme de ejemplos de variedades hiper-
bólicas y su clasicación aún no se entiende completamente. En [26] Thurston muestra que
si K es un nudo en S3 que no es toroidal ni satelital, entonces su complemento S3   V (K)
es una variedad hiperbólica. Más aún, en ese mismo trabajo Thurston demuestra que al re-
alizar cirugía de Dehn en un nudo hiperbólico, sólo en nitos casos se obtiene una variedad no
hiperbólica, de manera que existen numerosos ejemplos de variedades hiperbólicas. Una de la
técnicas utilizadas para estudiar estas variedades consiste en estudiar las cirugías excepcionales
de la variedad, es decir, aquellas cirugías que producen variedades no hiperbólicas. En partic-
ular, es interesante estudiar en qué casos la variedad obtenida tiene una estructura de espacio
brado de Seifert. Esta pregunta es el objeto de estudio de numerosos artículos publicados
recientemente, como [5], [17] y [13] entre otros.
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Apéndice A
Teoría de Nudos
A continuación denimos algunos conceptos básicos de teoría de nudos, que se requieren para
formular varios resultados de la Sección 3.4. Para un tratamiento extensivo de teoría de nudos
se puede consultar [3], [4], o [20].
Un subespacio K  S3 es un nudo si existe un homeomorsmo  : S1 ! K. Si K1 y K2 son
nudos, decimos que K1 y K2 son equivalentes si existe un automorsmo f : S3 ! S3 tal que
f(K1) = K2. El complemento de un nudo es S3   V (K), donde V (K) es una vecindad tubular
del nudo. Note que si dos nudos son equivalentes, entonces sus complementos son homeomorfos.
Así se tiene que los invariantes topológicos correspondientes al complemento del nudo, como la
homotopía y la homología, también son invariantes para el nudo bajo la noción de equivalencia.
En particular nos interesa determinar cuándo el complemento de un nudo puede ser dotado de
estructura de haz brado sobre S1. Esto lo hacemos en la Sección 3.4 para el caso de nudos
toroidales de tipo K(2; n) con n = 3; este tipo de nudos se dene más adelante en este apéndice.
En muchas ocasiones pensaremos en un nudo como subespacio de R3, ya que esto nos
permite visualizar el nudo como una curva cerrada simple en el espacio euclídeo. Decimos que
un nudo es manso si es equivalente a un polígono cerrado en R3, en caso contrario diremos que
el nudo es salvaje (ver [3, Pag. 3]). En este texto sólo nos interesan los nudos mansos.
Proyección de un nudo
Supongamos que K es un nudo poligonal en R3. Podemos proyectar el nudo en un plano
contenido en R3 para obtener un diagrama del nudo; esta proyección debe hacerse de manera
apropiada, es decir, debe ser una proyección regular. Decimos que una proyección es regular si
cumple dos condiciones:
 La proyección tiene un número nito de puntos múltiples y cada uno de estos es un punto
doble.
 Ninguno de los vértices del nudo es proyectado en un punto múltiple.
Para que la proyección regular de un nudo determine completamente al nudo debemos
especicar en cada punto múltiple cuál línea cruza por encima y cuál por debajo como se ve en
la Figura A-1.
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Figura A-1: a) Trébol derecho. b) Trébol izquierdo.
Basado en la proyección de un nudo podemos denir propiedades geométricas como las
simetrías.
Sea K un nudo. Ya que K es homeomorfo a S1, tiene 2 posibles orientaciones. Si K es
un nudo orientado, denotamos por  K al nudo obtenido después de invertir la orientación.
Decimos que K es invertible si K y  K son equivalentes.
Dado un diagrama del nudoK, denimos su imagen espejo como el nudo obtenido al cambiar
el tipo de cada cruce, como se muestra en la Figura A-1. Denotamos la imagen espejo de K
por K. Decimos que K es anquiral si K y K son equivalentes.
Las propiedades de ser invertible y ser anquiral son invariantes de nudos. Se ha probado
que existen nudos que tienen sólo una de las dos propiedades o ambas.
Nudos Toroidales
Sea T un toro embebido de manera stándar en R3. Por ejemplo, podemos suponer que
T = f(r; ; z)j(r   2)2 + z2 = 1g donde (r; ; z) son las coordenadas cilíndricas de un punto
arbitrario en R3. Fijamos en T un meridiano M y una longitud L. Un nudo toroidal de tipo
(p; q), donde p y q son primos relativos, es una curva en la supercie de T que corta a M en p
puntos y a L en q puntos. En términos de homología, si K es un nudo toroidal de tipo (p; q),
entonces K  qM + pL. Denotamos por K(p; q) a un nudo toroidal de tipo (p; q). Los tréboles
derecho e izquierdo (Figura A-1) son los nudos toroidales K(2; 3) y K(2; 3) respectivamente.
Más ejemplos de nudos toroidales se pueden encontrar en la Figura 3-3 de la Sección 3.4.
Sobre los nudos toroidales se conoce bastante, en particular se tienen la siguiente proposición
y teorema de clasicación:
Proposición A.0.4 El inverso del nudo toroidal K(p; q) es el nudo K( p; q). La imagen
espejo del nudo toroidal K(p; q) es el nudo K(p; q).
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Teorema A.0.5 K(p; q) es equivalente a K(p0; q0) si y sólo si (p0; q0) es una de las siguientes
parejas: (p; q), (q; p), ( p; q), ( q; p).
Como corolario de estos resultados se tiene que los nudos toroidales son invertibles y no son
anquirales. Las demostraciones se pueden encontrar en [3, Pag. 47-48].
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Apéndice B
Grupos Topológicos
En este apéndice denimos algunos conceptos relacionados con grupos topológicos, los cuales
se requieren para denir el grupo estructural de un haz brado. En [1] y [2] se puede encontrar
más información básica sobre este tema.
Denición B.0.1 (a) Un grupo topológico es un grupo G dotado de una topología que satis-
face que la función GG! G denida por (g1; g2) 7! g1g 12 es continua, cuando GG
tiene la topología usual del producto.
(b) Una acción de un grupo G sobre un conjunto A es una función  : GA! A tal que
(i) e  a = a para cada a 2 A, donde e es la identidad de G.
(ii) Si g1; g2 2 G entonces g1  (g2  a) = (g1g2)  a, para todo a 2 A
Decimos que  es una acción efectiva si g  a = a, para todo a 2 A, implica que g = e.
(c) Si G es un grupo topológico, Y es un espacio topológico y  : G  Y ! Y es una acción
de G sobre Y, decimos que G es un grupo de transformación para Y si  es una función
continua. Si además  es una acción efectiva decimos que G es un grupo de transformación
efectivo para Y.
Note que si G es un grupo de transformación para Y, cada g 2 G induce un homeomorsmo
g : Y ! Y dado por g(y) = g  y (con inversa g 1); más aún, si G es un grupo de transfor-
mación efectivo, entonces cada g 2 G induce un homeomorsmo diferente. Podemos entonces
pensar en G como un subgrupo del grupo de automorsmos de Y.
Sea G un grupo topológico. Denotamos por Ge a la componente arco-conexa que contiene
al elemento identidad.
Veamos que Ge es subgrupo normal de G. Si g1; g2 2 Ge y 1; 2 son caminos que conectan
a la identidad con g1 y g2 respectivamente, (t) = 1(t)(2(t))
 1 es un camino que conecta a la
identidad con g1g 12 , por lo tanto g1g
 1
2 2 Ge. Si g 2 G, el automorsmo interno denido por g
es un homeomorsmo de G en si mismo y por lo tanto preserva las componentes arco-conexas.
Como geg 1 = e tenemos que gGeg 1 = Ge.
Denición B.0.2 Denimos 0(G; e) = G=Ge y notamos que g1Ge = g2Ge si y sólo si g1 y g2
pertenecen a la misma componente arco-conexa de G.
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Cada elemento de G dene un automorsmo interno que deja jo al elemento identidad, así
que cada g 2 G induce un automorsmo de n(G; e). Si g1; g2 2 G están conectados por un
camino , entonces los automorsmos internos denidos son homotópicos. Una homotopía está
dada por H(g; t) = (t)g((t)) 1; note que para cualquier t, H(e; t) = e. Tenemos entonces
que los elementos de g que pertenecen a la misma componente arco-conexa inducen el mismo
automorsmo en n(G; e). De esta forma podemos denir una acción de 0(G; e) en n(G; e).
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