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ABSTRACT
The specialized pigment-protein complexes involved in the first process of pho-
tosynthesis are light-harvesting structures that are composed of networks of chro-
mophores in protein scaffolds. Though light-harvesting complexes vary in chromophore
composition and protein structure, they are capable of transferring the absorbed en-
ergy as molecular excitation energy from chromophore to chromophore with maximal
efficiency. Thus, numerous interdisciplinary studies focus on elucidating energy trans-
fer mechanisms in these biological complexes and how the same principles can be
applied to artificial photosynthetic and photovoltaic machines.
From advanced spectroscopic measurements and theoretical models, the interac-
tion between the excited electronic states and the nuclear vibrational degrees of free-
dom is now established to be crucial for efficient energy transfer. In light-harvesting
complexes of plants and bacteria, it is now understood that the classical-like vibra-
tional modes of the protein and solvent environment drive energy transfer between the
vi
energetically close electronic states of the chromophores. On the other hand, recent
spectroscopic measurements on algae light-harvesting complexes discovered signatures
of quantized, high frequency vibrational modes of the chromophore. Unfortunately, a
deterministic interpretation of the data and the underlying Hamiltonian is hindered
due to significant inhomogeneous spectral line-broadening. Though numerous model
Hamiltonians have been proposed from theoretical work, various computational ap-
proximations employed in these studies necessitate empirical parameter tuning in
order to obtain agreement with benchmark linear optical spectra.
Thus in this work, we present a simple, but improved, computational prescrip-
tion to compute the ensemble of Hamiltonians for four closely-related algae light-
harvesting complexes. We verify the reliability of our proposed models by comparing
simulated optical spectra with experimental measurements. We show that static dis-
order and inhomogeneous broadening are significant for phycobiliproteins due to large
site energy fluctuations. We also show that the nuclear environment plays an impor-
tant role in defining the trapping state, or the final energy acceptor. Finally, our work
for the first time suggests that EET dynamics can be tuned by varying the titration
states of the chromophores.
vii
Contents
1 Introduction 1
2 Computational Background 7
2.1 System-Bath Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Molecular Dynamics Simulation . . . . . . . . . . . . . . . . . . . . . 20
2.3 Electronic Structure Methods . . . . . . . . . . . . . . . . . . . . . . 23
2.3.1 Ab initio Methods . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3.2 Density Functional Theory and Approximations . . . . . . . . 36
2.4 Quantum Dynamical Methods . . . . . . . . . . . . . . . . . . . . . . 40
2.4.1 Redfield Equation of Motion . . . . . . . . . . . . . . . . . . . 41
2.4.2 Partial Linearized Density Matrix Propgation Method . . . . . 50
2.5 System Bath Interactions: Non-adiabatic parameters . . . . . . . . . 61
2.5.1 Ab initio Parameterization of System-Bath Interaction Models 62
2.5.2 Ab initio Spectral Densities for the Fenna-Matthews-Olson Com-
plex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3 Phycobiliproteins 84
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.2 Phycoerythrin Complexes: PE545 and PE555 . . . . . . . . . . . . . 89
3.3 Phycocyanin Complexes: PC645 and PC612 . . . . . . . . . . . . . . 99
3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
viii
4 Linear Optical Spectroscopy 112
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
4.2 Redfield Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
4.3 PLDM Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
4.4 Vibronic Representation . . . . . . . . . . . . . . . . . . . . . . . . . 135
5 Conclusions 139
Bibliography 141
Curriculum Vitae 167
ix
List of Tables
3.1 Bilin composition and binding sites for the four phycobiliprotein com-
plexes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
x
List of Figures
1·1 Monomer subunit of the Fenna Matthews Olson complex. . . . . . . . 3
2·1 Harmonic model of the ground and excited state potential energy sur-
faces along the ground state normal mode coordinate Qi. . . . . . . . 14
2·2 The harmonic behavior of the (dark-green) MM ground state potential
energy surface with curvature Ωi; and (dark-pink) QM ground and
excited state potential energy surface with curvatureωi along a chosen,
common collective coordinate Qi. . . . . . . . . . . . . . . . . . . . . 68
2·3 Spectral densities computed for a gas phase bacteriochlorophyll molecule
using the CHARMM normal mode coordinates as the common col-
lective coordinate. The spectral densities with respect to the MM
(CHARMM) ground state with (TD)B3LYP gradients are shown in
black. The spectral densities with respect to QM (B3LYP-3-21G) ground
state with (TD)B3LYP gradients are shown in dark-pink. . . . . . . . 70
2·4 Curvature values of the (MM) CHARMM ground state surface and
(QM) B3LYP/3-21G surface along the CHARMM normal mode coor-
dinates. The filled-in circles highlight the modes with relatively large
magnitude of excited state gradients. These modes give rise to the
spectral peaks in the spectral density. The position of these peaks will
be governed by the reference ground state frequencies: ΩCHARMM for
J(ω)CHARMM in black; and ωB3LYP/3−21G for J(ω)B3LYP in dark-pink. 71
xi
2·5 The computed Huang Rhys factors for BCL 3 in FMO subunits A,
B, C are shown in each sub-panel as blue peaks. The experimentally
measured Huang Rhys factors for BCL 3 in FMO are shown in gray.
The total Huang Rhys factors and reorganization energies are shown
on the right. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
2·6 Spectral densities for BCL 1 to 8 in the FMO complex computed with
(TD)PBE0/6-31G(d)//PBE0/6-31G(d) are shown in colored-curves.
The spectral density computed from the experimentally determined
Huang Rhys factors for BCL3 are shown as filled-gray curves. The
computed total reorganization energies for each BCL configuration are
shown on the right. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
2·7 Spectral densities for BCL 1 to 8 in the FMO complex computed from
various functionals are shown as colored-curves. The spectral density
computed from the experimentally determined Huang Rhys factors for
BCL3 are shown as filled-gray curves. . . . . . . . . . . . . . . . . . . 81
2·8 Total intramolecular reorganization energies for BCLs 1 to 8 in FMO
subunit A computed from different DFT functionals. Values for B3LYP,
LC-B3LYP*, CAM-B3LYP*, PBE0, HSE, and HISS are shown on the
left y-axis. Values for CAM-B3LYP and LC-BLYP are shown on the
right y-axis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
xii
3·1 The structural details of the pigment-protein complexes (from left to
right) PE545, PC645, PE555, and PC612 are shown in the top panel.
The corresponding linear absorption spectra measured at 77K, from
Reference [42], are shown in the bottom panel as thick, black lines.
The absorption spectra for the three other complexes are shown in
gray for comparison. . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3·2 Structure and the approximated excitation energy for the four different
types of bilins. The bilins found in the PC complexes are indicated with
ovals. The bilins found in the PE complexes are indicated with rectangles. 87
3·3 The configuration-dependent site energies, mean site energies, and the
exciton energies are shown in the top panel for PE545, and in the
bottom panel for PE555. The absolute energies are shown on the left
y-axis in eV. The relative site energy difference about the lowest site
energies are shown in cm−1 on the right y-axis. . . . . . . . . . . . . . 90
3·4 The site contributions,γ2, averaged over all the configurations are shown
for exciton states 1 to 8 for PE545 on the top-left panel. The percent-
age of configurations that are delocalized exciton states (light gray)
and localized exciton states (dark gray) are shown with values corre-
sponding to the right y-axis. Schematic view of the averaged electronic
coupling between different sites are shown on the top-right panel. The
dark-thick lines connect the pairs of bilins that are strongly coupled
with small, mean site energy gap. The thin lines connect the pairs that
are moderately coupled, but with large, mean site energy gap. The cou-
plings for pairs of bilins that are less than ∼15 cm−1 are not shown.
The same is shown for the PE555 complex in the bottom panels. . . . 94
xiii
3·5 Detailed average site contributions are shown for PE545 on left; and
PE555 on right. The mean site compositions computed only from the
delocalized exciton states are shown in the top panels. The mean
site compositions computed only from the localized exciton states are
shown in the bottom panels. . . . . . . . . . . . . . . . . . . . . . . . 95
3·6 Spectral densities for the 59 sampled configurations of PE545 are shown
on the left. Spectral densities for the 69 sampled configurations for
PE555 are shown on the right. The mean, total intramolecular reorga-
nization energies are shown for each bilin in each subpanel. . . . . . . 96
3·7 Differences in the coordination for different sites in PE545 and PE555.
On the left-most, a representative PEB bilin and its coordination to as-
partic acid is shown. In the middle, coordination of the DBV bilin with
a water molecule is shown for the PE545 complex. This water is also
coordinated with histidine. Thus, water is rotationally constrained. In
the right, loss of coordination with glutamic acid for PEB20 bilins is
shown for PE555. The glutamic acid rotates during the molecular dy-
namics simulation and forms new hydrogen bond with a nearby lysine
residue. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
3·8 Two different protonation states of MBV18A and MBV18B in PC645.
Complexes where both MBV sites are protonated will be called PC645HMBV.
Complexes where both MBV sites are unprotonated will be called
PC645MBV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
3·9 Site and exciton energies for (top) PC645HMBV complex and (bottom)
PC645MBV complex. . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
xiv
3·10 Molecular orbitals for (top) protonated and (bottom) unprotonated
MBV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
3·11 The site contributions, γ2, averaged over all configurations are shown
for exciton states 1 to 8 for PC645HMBV on top; and for PC645MBV on
bottom. The percentage of configurations that are delocalized states
(light-gray) and localized excited states (dark-gray) are shown with
values corresponding to the right y-axis. Schematic view of the aver-
aged electronic coupling between different sites are shown on the right.
In both complexes, the DBV central pair is strongly coupled and is
energetically separated by a small gap. In PC645HMBV, excitons form
for majority of the configurations between the bilins connected by the
dark-pink lines. Though the DBVs and MBVs are moderately coupled,
excitation do not delocalize between these pairs due to large site energy
gaps. However, in PC645MBV, site energies for unprotonated MBVs are
comparable to the DBVs and thus can form exciton states, as indicated
by the connecting blue lines. For this complex, site energy gaps between
MBVs and PCBs are large and MBV-PCB excitons do not form. Thus,
the dark-pink and the blue lines correspond to the possible excitons
that can form for PC645HMBV and PC645MBV, respectively. . . . . . 103
3·12 Detailed average site contributions are shown for the PC645HMBV on
left and PC645MBV on right. The mean site compositions computed
only from the delocalized exciton states are shown in the top panels.
The mean site compositions computed only from the localized exciton
states are shown in the bottom panels. . . . . . . . . . . . . . . . . . 104
xv
3·13 Spectral densities computed for 49 sampled configurations for PC645HMBV
are shown on the left. Spectral densities for 46 sampled configurations
for PC645MBV are shown on the right. The mean, total intramolecular
reorganization energies are shown for each bilin in each subpanel. . . 105
3·14 On the left, configurational fluctuation of the solvated PC612 complex
from the molecular dynamics simulation is shown. The overlaid snap-
shots were taken from every 2 ns of the trajectory. In the middle, the
configurational change of the glutamic acid and the loss of coordina-
tion of the PCB20A is shown. On the other hand, the configurational
change of the lysine that immobilizes the glutamic acid and stabilizes
the interaction with the PCB20B is shown on the left. . . . . . . . . . 107
3·15 Site energies for PC612 are shown on the left panel. The exciton ener-
gies for PC612 are shown on the right panel. . . . . . . . . . . . . . . 108
3·16 Spectral densities for PC612. . . . . . . . . . . . . . . . . . . . . . . . 108
4·1 The total simulated linear absorption (top) and circular dichroism spec-
tra (bottom) from the Redfield equation in the excitonic basis and with
only system-bath interactions from the intermolecular degrees of free-
dom are shown as thick lines. The mean excitonic contributions to the
total spectra are shown as colored lines. The experimentally measured
spectra are shown as filled gray curves. . . . . . . . . . . . . . . . . . 123
xvi
4·2 The λ-shifted, total simulated linear absorption (top) and circular
dichroism spectra (bottom) from the Redfield equation in the excitonic
basis and with only system-bath interactions from the intermolecular
degrees of freedom. The spectral peaks have been heuristically shifted
by the intramolecular reorganization energies. The mean excitonic con-
tributions to the total spectra are shown as colored lines.The experi-
mentally measured spectra are shown as filled gray curves. . . . . . . 124
4·3 The linear absorption and circular dichroism computed spectra from
each sampled configuration are overlaid as gray curves in the top and
bottom panel respectively. For the two different protonated states for
the PC645 complex, the spectra are shown as light-pink and sky-blue
curves. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
4·4 Detailed analysis of the simulated linear absorption and circular dichro-
ism complex for the PC645HMBV and PC645HMBV complex. The left
spectra are computed in the excitonic basis with only intermolecular
effects. The right spectra are computed in the excitonic basis with the
λ-shifts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
4·5 Simulated linear absorption and excitonically-coupled circular dichro-
ism spectra in the adiabatic, 0→ 0 basis with the Redfield equation. 129
4·6 Site contributions, γ2, averaged for only the delocalized, adiabatic (0→
0) states for all configurations for the PC645MBV complex on left; and
PC645HMBV complex on right. . . . . . . . . . . . . . . . . . . . . . . 130
4·7 Simulated (top) linear absorption and (bottom) circular dichroism spec-
tra with the Redfield equation in the adibatic, 0→ 0, basis for the four
phycobiliprotein complexes. . . . . . . . . . . . . . . . . . . . . . . . 132
xvii
4·8 Simulated (top) linear absorption and (bottom) circular dichroism spec-
tra from the PLDM density matrix propagation method in the adia-
batic, 0→ 0 representation. . . . . . . . . . . . . . . . . . . . . . . . 133
4·9 Simulated (top) linear absorption and (bottom) circular dichroism spec-
tra from the PLDM density matrix propagation method in the adia-
batic, 0 → 0 representation for the PC645HMBV complex in the left
panel; and PC645MBV complex in the right panel. . . . . . . . . . . . 133
4·10 Decay of the initially populated coherence elements ρM0 for the ran-
domly chosen configuration number 250 in the top panels; and config-
uration number 10 in bottom panels for the PC645MBV complex in the
adiabatic, 0 → 0 basis. The corresponding Hamiltonians are shown.
In both of the left panels, the coherence element between the ground
state and the MBV18B excited states are initially excited. In both of
the right panels, the coherence element between the ground state and
the DBV50D excited states are initially excited. . . . . . . . . . . . . 134
4·11 The 0 → 0 and 0 → 1 vibrationally excited diabatic energy levels
for each chromophore sites in the PC645MBV complex are shown for
selected configurations. All energies are shown with respect to a global
offset of 14400 cm−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
4·12 Simulated (top) linear absorption and (bottom) circular dichroism spec-
tra from PLDM in the vibronic basis that includes the adiabatic,0→ 0,
and the 0→ 1 vibrationally excited states. . . . . . . . . . . . . . . . 137
xviii
List of Abbreviations
BCL . . . . . . . . . . . . . Bacteriochlorophyll
DBV . . . . . . . . . . . . . Dihydrobiliverdin
DFT . . . . . . . . . . . . . Density Functional Theory
DOF . . . . . . . . . . . . . Degree of Freedom
CD . . . . . . . . . . . . . Circular Dichroism
EET . . . . . . . . . . . . . Excitation Energy Transfer
FMO . . . . . . . . . . . . . Fenna Matthews Olson
LA . . . . . . . . . . . . . Linear Absorption
MBV . . . . . . . . . . . . . Mesobiliverdin
MD . . . . . . . . . . . . . Molecular Dynamics
MM . . . . . . . . . . . . . Molecular Mechanics
PCB . . . . . . . . . . . . . Phycocyanobilin
PC612 . . . . . . . . . . . . . Phycocyanin 612
PC645 . . . . . . . . . . . . . Phycocyanin 645
PEB . . . . . . . . . . . . . Phycoerythrobilin
PES . . . . . . . . . . . . . Potential Energy Surface
PE545 . . . . . . . . . . . . . Phycoerythrin 545
PE555 . . . . . . . . . . . . . Phycoerythrin 555
PLDM . . . . . . . . . . . . . Partial Linearized Density Matrix
QM . . . . . . . . . . . . . Quantum Mechanics
SOS-CIS(D) . . . . . . . . . . . . . Scaled Opposite Spin CIS(D)
(TD)DFT . . . . . . . . . . . . . Time-Dependent Density Functional Theory
xix
1Chapter 1
Introduction
Photosynthesis is the process of converting solar energy to chemical bond energy.
It is a multi-component process that involves a myriad of biological protein com-
plexes functioning concertedly to maximize energy conversion efficiency while min-
imizing damage1. The first step of photosynthesis is the absorption of sunlight by
networks of chromophores in specialized pigment-protein complexes called the light-
harvesting complexes. Upon photon absorption, the chromophores in light-harvesting
complexes become electronically excited and this molecular excitation energy is trans-
ferred within the complex typically in picosecond (10−12 s) timescale, and between
complexes on a much longer timescale. This energy is ultimately transferred to the
Photosystem complex that contains the specialized subunit called the reaction center.
Here, excitation energy is used to create charge-transfer states and catalyze the main
biochemical photosynthetic reactions and cycles.
The structures of reaction centers are highly conserved across all photosynthetic
species and can be categorized to be either part of the Photosystem (PS) I complex
or Photosystem (PS) II complex. On the other hand, light-harvesting complexes have
been evolutionary tailored for optimal performance in different light and environmen-
tal conditions, and can differ significantly from one another. Yet, these complexes have
been measured to have near unit efficiency under low-light condition, i.e., molecular
excitation energy is almost always converted to charge-transfer states and is not lost
2through radiative and non-radiative processes1. Thus, the underlying energy trans-
fer mechanism in light-harvesting complexes are being actively studied in order to
determine biomimetic features that can be implemented in current photovoltaic and
artificial photosynthetic machines to improve efficiency.
In biological systems, both photosystem complexes are capable of harvesting light.
However, to increase the effective absorption cross-section2, each photosystem com-
plex is surrounded by a large number of light-harvesting complexes. These surrounding
antenna complexes differ in the structure of the protein scaffold and in chromophore
composition3. The various types of chromophores found in different light-harvesting
complexes can be categorized to be either chlorophylls, bilins, or carotenoids4. The
most abundant chromophore on Earth is the chlorophyll A molecule, a magnesium -
centered porphryrin ring with maximum absorption wavelength of 665 nm in methanol
and approximately 700 nm in protein environments. Slight variation in the sidechains
of the porphryin ring leads to a myriad of chlorophyll derivatives with different ab-
sorption wavelength5. Thus, photons of wavelengths in the visible and near-IR regions
of the solar spectrum can be absorbed by tuning the chromophore composition.
The first resolved crystal structure for light-harvesting complexes was for the
Fenna Matthews Olson (FMO) complex found in anaerobic, green-sulfur cyanobac-
teria6,7. The FMO complex, as shown in Figure (1·1), is a trimer of β-barrel protein
subunits with seven bacteriochlorophyll A (BCL A) chromophores intercalated in the
protein β-barrel, and one BCL A outside the β-barrel8. Another noteworthy com-
plex is the Light Harvesting Complex II (LHC II) that is the most abundant light-
harvesting complex on Earth. LHC II complexes, found in higher plants, also exist as
trimers of protein subunits where each subunit is composed of eight chlorophyll A and
six chlorophyll B chromophores9,10. The complexes that will be studied in this work
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Figure 1·1: Monomer subunit of the Fenna Matthews Olson complex.
are a different class of light-harvesting complexes called phycobiliprotein complexes
and as the name suggests, these complexes use bilin chromophores to absorb light.
Phycobiliprotein complexes are found in unicellular marine algae that live deep
underwater. At those depths, lower-energy photons are already removed through ab-
sorption by water and other species, and only the higher-energy photons are avail-
able4. Thus, these algae do not employ magnesium-centered porphyrins but instead
utilize linear tetrapyrrole molecules, called bilins, as chromophores11. Generally, bilins
absorb approximately between 500 to 600 nm.
A wide-variety of experimental techniques have been applied to explore various
properties of light-harvesting complexes. In particular, studies from linear and non-
linear spectroscopy have provided insightful estimates of excited state energies, energy
transfer pathways and rates but currently, further deterministic analysis is hindered
by the complexity of the measured spectra12–14. The spectral signals, for many of
the light-harvesting complexes, are highly congested due to dense manifold of elec-
tronically and vibrationally excited states of the chromophores. Furthermore, static
4disorder, i.e., the distribution of excited state energies arising from the different equi-
librium conformations adopted by the fluctuating pigment-protein complexes, signif-
icantly convolutes the measured spectra15.
Thus, computational and theoretical work are invaluable tools that can, in prin-
ciple, identify and assign the origins of spectral signatures. Furthermore, if model
Hamiltonians can be determined from ab initio, then computational studies will
have the power to explain, assign, and predict key underlying properties of light-
harvesting complexes16–20. Conventionally, an ensemble of pigment-protein configu-
rations are generated from classical Molecular Dynamics (MD) simulations in order
to represent static disorder21,22. This approach provides a realistic method to capture
the ensemble-averaged properties of systems. For each of these sampled configura-
tions, chromophore-dependent electronic properties (such as transition energies) can
be computed from “cheap” electronic structure calculations23. For electronic-nuclear
interactions that describe how the electronic states of the chromophores change with
nuclear vibrations, both classical MD and electronic structure methods are employed
such that the frequencies of the vibrational modes are determined by classical force-
field and the changes in the excited state electronic energies are determined by elec-
tronic structure methods24–26. However, the various approximations made for com-
putational feasibility have led to numerous inaccurate predictions and the models
have had to be empirically adjusted in order to improve agreement with experimental
data23,27–33.
In order to reliably construct the multi-dimensional and multi-level potential en-
ergy surfaces, the chosen computational methods need to be able to correctly quantify
the ground and electronically excited state energies of the chromophores. In partic-
ular, a single light-harvesting complex often contains multiple replicas of the same
5chromophore that only differ in the local protein and solvent environment. This fea-
ture requires that the chosen quantum chemistry methods need to be sensitive and
perform consistently in order to capture the slight differences in the electronic struc-
ture of different chromophore sites34–38. Moreover, for the phycobiliproteins that will
be studied in this work, electronic properties of bilins are highly sensitive to the sam-
pled reference geometries39–41. This necessitates an accurate method to generate an
ensemble of reliable bilin geometries. Accurate description of the electronic-nuclear
interaction terms also requires employing a method that is able to predict the local
shape of the potential energy landscape about various local minimum on the ground
state potential energy surface.
In this work, discussions will focus on the computation, analysis, and verification
of Hamiltonians computed with an improved, but a simple computational prescrip-
tion for four closely-related phycobiliprotein light-harvesting complexes called Phy-
coerythrin 545 (PE545), Phycocyanin 645 (PC645), Phycoerythrin 555 (PE555), and
Phycocyanin 612 (PC612) complexes42. Similar to standard procedures, an ensem-
ble of pigment-protein configurations are sampled from the classical MD trajectories.
However, for each of these configurations, quantum chemical geometry optimization is
subsequently performed for each chromophore site to improve the forcefield-predicted
local chromophore geometries. Higher-level quantum chemistry approaches beyond
the popular (TD)DFT and semi-empirical methods are then chosen to predict both
the absolute and relative energetic properties of the chromophores. The reliability
of the computed Hamiltonians is assessed by comparing the simulated optical linear
spectra with experimentally measured linear absorption and excitonically-coupled cir-
cular dichroism spectra.
In Chapter 2, the computational details of (1) the Frenkel-exciton Hamiltonian,
6(2) the electronic structure methods chosen to parameterize the model Hamiltonian,
and (3) the quantum dynamical methods implemented to simulate time-dependent
properties, will be discussed. The last section of this Chapter will also outline a new
method to compute electronic-nuclear couplings for large systems. The Hamiltonians
computed from these methods will be analyzed in Chapter 3. Finally, in Chapter 4,
the linear optical spectra generated from these Hamiltonians will be benchmarked
against experimental measurements.
7Chapter 2
Computational Background
Electronic excitation energy transfer processes in light-harvesting complexes are com-
monly characterized by parameterizable system-bath Hamiltonians. In order to de-
termine all the parameters from first-principles, reference structures first need to be
generated. These configurations will represent all the possible equilibrium confor-
mations the pigment-protein complex can adopt in solution. Next, for each unique
configuration, energetic parameters and potential energy surfaces are computed from
electronic structure calculations. Once all parameters are defined, time-dependent
properties can be simulated with reliable quantum dynamical methods.
In this section, all the computational methods employed to generate results in
Chapter 3 and 4 will be discussed. First, in Section (2.1), key approximations made
to reduce the full Hamiltonian into a Frenkel-exciton model Hamiltonian will be pre-
sented. In Section (2.2), details of classical Molecular Dynamics simulation will be
discussed. In Section (2.3), detailed description of the electronic structure methods
chosen to compute electronic properties of the chromophores will be given. In Sec-
tion (2.4), two different quantum dynamical approaches used to simulate the optical
spectra presented in Chapter 4 will be discussed. Finally, in Section (2.5), a novel
computational prescription to compute non-adiabatic coupling parameters will be
presented; the reliable performance of this method will be shown.
82.1 System-Bath Hamiltonian
For electronic excitation energy transfer in biological light-harvesting complexes, the
simplest and the most ubiquitously used form of the system-bath Hamiltonian,
Hˆ = Hˆsys + Hˆbath + Hˆsys−bath, (2.1)
is the Frenkel-exciton Hamiltonian43,44. In this model, the system describes all the
relevant electronic states of the chromophores and has the form,
Hˆsys =
∑
a
εa(Q0)
∣∣ a 〉〈 a ∣∣+∑
a 6=b
∆ab(Q0)
∣∣ a 〉〈 b ∣∣. (2.2)
In Equation (2.2), the parameters εa(Q0) and ∆ab(Q0) are the diabatic energies and
diabatic couplings for electronic states
∣∣ a 〉 = ∣∣ a(Q0) 〉. These states characterize the
localized excitation of a single chromophore site while the remaining chromophores
are in the electronic ground state. Thus, εa(Q0) is called the site energy and is the
chromophore-dependent vertical transition energy at the Franck-Condon point Q0.
The second parameter, ∆ab(Q0), represents pair-wise electrostatic interaction between
site transition densities.
The bath contains all the nuclear degrees of freedom that are coupled to the
electronic system. If the nuclear bath is represented as classical, independent harmonic
oscillators with frequencies {ωi} and mass-weighted phase space coordinates {Pi,Qi},
the bath Hamiltonian has the form,
Hˆbath =
1
2
∑
i
P2i +ω
2
i Q
2
i . (2.3)
9Lastly, the system-bath interaction term, given in Equation (2.4),
Hˆsys−bath =
∑
ab
∑
i
ci,ab Qi
∣∣ a 〉〈 b ∣∣, (2.4)
depends linearly on the nuclear and linearly on the electronic degrees of freedom.
The strength of interaction between these two subsystems is quantified by the cou-
pling parameters {ci,ab}. For the light-harvesting complexes studied in this work,
the system-bath Hamiltonian is assumed to be diagonal in the site basis such that
Equation (2.4) becomes,
Hˆsys−bath =
∑
a
∑
i
cia Qi
∣∣ a 〉〈 a ∣∣. (2.5)
Thus, sites are only electronically coupled.
This Frenkel-exciton model derives from the time-independent total Hamiltonian,
Hˆ(r,R) = TˆN(R) + Hˆel(r,R) , (2.6)
where {r,R} are the electronic and nuclear coordinates and,
Hˆ(r,R)
∣∣ψ(r,R) 〉 = E(R)∣∣ψ(r,R) 〉. (2.7)
The first term on the right-hand side of Equation (2.6) is the nuclear kinetic energy
operator:
TˆN(R) = −
∑
i
}2
2Mi
∇2i . (2.8)
The second term in Equation (2.6) is the electronic Hamiltonian that contains the
electronic kinetic operator and all electrostatic interaction terms:
Hˆel(r,R) = Tˆel(r) + VˆNN(R) + VˆNe(r,R) + Vˆee(r). (2.9)
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Given the large differences between the masses of electrons and nuclei, Born-Oppenheimer
approximation can be made i.e., the nuclei are “clamped-down” relative to the fast
moving electrons. The eigenfunction-eigenvalue problem for the electronic degrees of
freedom,
Hˆel(r ; R)
∣∣φn(r ; R) 〉 = n(R)∣∣φn(r ; R) 〉, (2.10)
are then solved for static external field and the electronic wavefunctions and energies
parametrically depend on nuclear coordinates.
In order to reduce the total Hamiltonian in Equation (2.6) into the Frenkel-exciton
model, a simple system of infinitely separated, non-interacting chromophores will be
analyzed first. In this case, the electronic Hamiltonian can be expressed as a sum of
monomer terms, hˆel(rα ; R), where each term depends on the geometry of the total
nuclear framework, but only on the electronic coordinates (rα) of chromophore α:
Hˆel(r,R) =
∑
α
hˆel(rα ; R). (2.11)
The eigensolutions to each monomeric eigen-equation,
hˆel(rα ; R)
∣∣φαn(rα ; R) 〉 = αn(R)∣∣φαn(rα ; R) 〉, (2.12)
will be the set of monomer wavefunctions, {φαn(rα; R)}, with electronic energies,
{αn(R)}, where the subscript n denotes the electronic energy level of chromophore α.
In the subset of ground S0 and first S1 excited states of the chromophores, (n = 0 or 1),
the eigenstates to Equation (2.11) are the (Hartree) products of monomer wavefunc-
tions. The total energy of the system will be the sum of monomer energies. The
ground state wavefunction of the total system will correspond to the product of the
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monomer ground state wavefunctions,
∣∣ 0 〉 = ∏
α
∣∣α0(R) 〉 (2.13)
with ground state energy,
ε0(R) =
∑
α
α0 (R). (2.14)
Note, the following notation has been used for simplicity:
∣∣φαn(rα ; R) 〉 = ∣∣αn(R) 〉.
The excited states will consist of subsets of states where only one chromophore is
excited at a time, states where two chromophores are excited at a time, etc. In the
manifold of single chromophore excitations, the excited states are,
∣∣ a(R) 〉 = ∣∣α1(R) 〉∏
β6=α
∣∣β0(R) 〉, (2.15)
with excited state energies,
εa(R) = 
α
1 (R) +
∑
β6=α
β0 (R). (2.16)
Here,
∣∣ a(R) 〉 corresponds to the state of the total system when chromophore α is
excited while the remaining chromophores β are in the ground state. With respect to
the ground state, these excited state energies are the S0 → S1 transition energies of
chromophore α,
εa(R) = 
α
1 (R)− α0 (R). (2.17)
The total wavefunction for the non-interacting system can now be taken as Born-
Huang expansion in the above define electronic basis,
∣∣ψ(a,R) 〉 = ∑
a
χa(R)
∣∣ a(R) 〉, (2.18)
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where χa(R) are the nuclear configuration-dependent expansion coefficient functions.
The square modulus, |χa(R)|2, of the expansion coefficient gives the fractional occu-
pation of electronic state a. In this definition, the eigen-equation in Equation (2.7)
becomes,
Hˆ(R)
∣∣ψ(a,R) 〉 = ∑
a
[∑
i
− }
2
2Mi
∇2i χa(R) + χa(R)Hˆel(R)
]∣∣ a(R) 〉
−
∑
i
}2
2Mi
∑
a
2∇iχa(R)∇i
∣∣ a(R) 〉+ χa(R)∇2i ∣∣ a(R) 〉.
(2.19)
The first two terms correspond to the nuclear kinetic and electronic energies respsec-
tively. The last two terms contain the effects of the nuclear kinetic energy operator
on the electronic states and describe how much the electronic wavefunctions change
with nuclear configuration. For the pigment-protein complexes studied in this work,
these two non-Born Oppenheimer terms are approximately zero. For regions on the
potential energy surface relevant for EET, the S0 and S1 potential energy surfaces are
well-separated and from first order-perturbation theory, the derivative terms can be
shown to be negligible.45,46
The total ground state energy is then just the sum of the total nuclear kinetic
energy and the ground state electronic energy, where the latter defines the ground
state potential energy surface,
E0(R) = TN(R) + ε0(R). (2.20)
The total energy for the manifold of excited states defined with respect to the ground
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state can similarly be expressed as,
Ea(R) = TN(R) + εa(R). (2.21)
It is convenient from this point to work with mass-weighted nuclear coordinates where
R→ √MR. In these new coordinates, the kinetic energy term becomes, TN(R) = 12
∑
i P
2
i .
Before electronic excitation, the chromophores are taken to be at the minimum,
R0, of the locally harmonic surface and ε0(R) is Taylor series expanded up to second
order:
ε0(R− R0) ∼ ε0(R0) + 1
2
∑
ij
∂2ε0(R)
∂Ri∂Rj
∣∣∣∣
R0
(Ri − Ri0)(Rj − Rj0). (2.22)
The first derivative terms are not shown in Equation (2.22) since they are zero at the
minimum. The second derivative terms make up the Hessian matrix. Diagonalizing
the Hessian results in a set of orthogonal normal mode coordinates, {Qi}, where
these coordinates represent the collective nuclear motion about the minimum point
Q0. They are nothing more than linear combinations of mass-weighted Cartesian
displacement coordinates with respect to the equilibrium point, {(Ri − Ri0)}. The
resulting eigenvalues are the frequencies, {ωi}, where ω2i defines the local curvature
of the surface. Under this harmonic approximation, Equation (2.20) becomes,
E0(Q) = ε0(Q0) +
1
2
∑
i
P2i +ω
2
i Q
2
i . (2.23)
The excited states can be also expressed in terms of ground state normal modes. In
particular, assuming that the curvature of the excited state is the same as the ground
state, but the minimum along each normal mode coordinate is shifted by amount dia,
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Figure 2·1: Harmonic model of the ground and excited state potential
energy surfaces along the ground state normal mode coordinate Qi.
the total excited state energy with respect to the ground state, is
Ea(Q) = εa(da) +
1
2
∑
i
P2i +ω
2
i (Qi − dia)2. (2.24)
Here, εa(da) is the “adiabatic” excitation energy, which is the energetic difference be-
tween the ground state electronic energy at the minimum, and the electronically ex-
cited energy at the excited state minimum. These quantities are schematically shown
in Figure (2·1), where the different parabolas represent the harmonic potential en-
ergy surface of the different electronic states, i.e., electronic excitation on different
chromophores. The potential energy surface for each electronic state will be shifted
by different amounts with respect to the common ground state due to differences in
the electronic structure of each state and also to the differences in the local nuclear
environment. The total nuclear reorganization energy, λ, that quantifies the amount
of energy that needs to be dissipated to reach the new excited state equilibrium point,
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will depend on the magnitude of the shift:
λa =
1
2
∑
i
ω2i d
2
ia. (2.25)
The excited state energy in Equation (2.24) can also be written as,
Ea(Q) = εa(Q0) +
∑
i
ciaQi +
1
2
∑
i
Pi +ω
2
i Q
2
i , (2.26)
where, cia = ω
2
i dia, is the gradient on the excited state surface at the Frank Condon
point; and
εa(Q0) = εa(da) + λa (2.27)
is the vertical transition energy. Thus, the excited state Hamiltonian for the non-
interacting system becomes,
Hˆ =
∑
a
εa(Q0)
∣∣ a 〉〈 a ∣∣+∑
a
∑
i
ciaQi
∣∣ a 〉〈 a ∣∣+ 1
2
∑
i
P2i +ω
2
i Q
2
i (2.28)
The Hamiltonian in matrix representation will be diagonal for the non-interacting
system. However for realistic systems, the Hamiltonian in the site basis will not be
diagonal: the off-diagonal elements will describe the electrostatic interaction between
different chromophore sites.
For systems where inter-chromophore distances are large enough such that elec-
tronic exchange effects can be neglected (i.e., negligible inter-chromophore wavefunc-
tion overlap), electrostatic interaction between different excited chromophores is the
Coulomb interaction between transition densities:
∆ab =
〈
a|Vˆαβ(rαβ; R)|b
〉
=
〈
α1β0|Vˆαβ(rαβ; R)|α0β1
〉
, (2.29)
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where here, Vˆαβ(rαβ; R) takes into account the 1/r interaction between transition
densities of chromophores α and β. There are various approximate methods to solve
Equation (2.29). For example, the TrESP (Transition charges from ElectroStatic Po-
tential) method, developed by Renger and coworkers47,48, coarse grains the transition
densities into point transition charges (about each of the nuclear centers) such that the
integral is approximated by a summation. Equation (2.29) also can be approximated
using the transition-dipole interaction:
∆ab =
1
4pi
[
~dα · ~dβ
R3αβ
− 3(
~dα · Rˆαβ)(~dβ · Rˆαβ)
R5αβ
]
(2.30)
Here, Rαβ is the inter-chromophore separation pointing in the direction of the unit
vector Rˆαβ; the vector quantities ~dα/β are the chromophore transition dipoles; and
the dielectric constant, , is typically taken to be 2 for protein environments49. The
above outlined approximations will fail for closely-spaced chromophores where the
chromophore densities overlap. In this case, the site basis needs to be redefined, for
example, by considering two chromophore sites at a time50,51. Or as an approximation,
the antisymmetric wavefunction in the one-chromophore site basis can be constructed
and ∆ab will be reduced by the exchange interactions
52. Thus, from Equation (2.26),
the Hamiltonian for the manifold of singly excited states can be expressed with respect
to the electronic ground state as,
Hˆ =
∑
a
εa(Q0)
∣∣ a 〉〈 a ∣∣+∑
a 6=b
∆ab(Q0)
∣∣ a 〉〈 b ∣∣
+
∑
a
∑
i
ciaQi
∣∣ a 〉〈 a ∣∣+ 1
2
∑
i
P2i +ω
2
i Q
2
i (2.31)
This is the Frenkel-exciton model that is defined in the electronic site basis, where
this basis represents the first locally excited states of the chromophores at the Frank-
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Condon point. The off-diagonal couplings, ∆ab, are typically computed using the
ground state equilibrium geometries. The bath is modeled as a set of harmonic oscil-
lators with curvatures that remain invariant to electronic transitions. However, the
equilibrium point on the new electronic state will shift and the process of nuclear reor-
ganization from Q0 → dia will drive the dissipative, non-equilibrium EET dynamics.
Diagonalizing the system Hamiltonian in Equation (2.31) defines the system eigen-
states, else known as exciton states
∣∣A 〉, as linear combinations of site basis states,
∣∣A 〉 = ∑
a
γAa
∣∣ a 〉, (2.32)
with expansion coefficients {γAa }. The exciton states will be either localized or delo-
calized states with excitation delocalized typically over 2-3 chromophore sites. The
nature of these states will depend on the value of ∆ab(Q0) and the site energy gaps,
εa(Q0)− εb(Q0).
In the excitonic basis, the model Hamiltonian becomes,
Hˆ =
∑
A
EA(Q0)
∣∣A 〉〈A ∣∣+∑
AB
∑
i
Ci,ABQi
∣∣A 〉〈B ∣∣+ 1
2
∑
i
P2i +ω
2
i Q
2
i , (2.33)
where,
EA(Q0) =
∑
a
|γAa |2εa(Q0) (2.34)
Ci,AB =
∑
a
γAa γ
B
a cia. (2.35)
The exciton energy, EA(Q0), will be modulated by the diagonal elements of the
system-bath terms, Ci,AA
∣∣A 〉〈A ∣∣. The off-diagonal elements Ci,AB∣∣A 〉〈B ∣∣ will gov-
ern the non-adiabatic electronic transitions between states
∣∣A 〉 and ∣∣B 〉. Thus, the
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system-bath coupling parameters are called the non-adiabatic coupling vectors.
Another type of model Hamiltonian is the vibronic Hamiltonian. Unlike Frenkel-
exciton models where only electronic states constitute the system, in the vibronic
model, vibrational modes are also treated as part of the system. This explicit modeling
of nuclear quantum states are important, particularly for systems with vibrational
degrees of freedom that give rise to measurable spectroscopic features, e.g., vibronic
progressions in absorption spectra.
Vibronic models can be easily constructed with all the parameters already defined
in the Frenkel-exciton model. The diabatic basis,
∣∣ a 〉→ ∣∣ a,ν 〉, (2.36)
will now depend on the electronic site and vibrational state ν . For example, in the
ground state, the eigenstates to the total Hamiltonian,
Hˆ = ε(Q0)
∣∣ 0 〉〈 0 ∣∣+ 1
2
∑
i
Pˆ2i +ω
2
i Qˆ
2
i (2.37)
will be ∣∣ 0,ν 〉 = ∣∣ 0 〉∏
i
∣∣χi,νi(Q0) 〉. (2.38)
Here, νi denotes the mode-dependent, vibrational quantum number. In the same
vibrational basis, the diabatic states for the shifted oscillators on the electronically
excited surfaces are, ∣∣ a,ν 〉 = ∣∣ a 〉∏
i
∣∣χai,νi(Q0 − dia) 〉. (2.39)
In this work, all the vibrational states on the S0 surface will be assumed to be in the
ground state, ν = 0. On the S1 surface, population of different vibrational states will
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depend on the nuclear overlap or the square root of Franck Condon factors,
〈
νi|0
〉
=
(
1
νi!
Sνi e
−Si
)1/2
(2.40)
where Si is the Huang Rhys factor for mode i and is related to the reorganization
energy by,
λi = }ωiSi (2.41)
From the excited state gradients, cia, the Huang Rhys factors can be computed as,
Si =
1
2}
c2i
ω3i
. (2.42)
If the set of Huang Rhys factors are small such that vibrational excitation is negligible,
the system Hamiltonian (labelled as Hˆad) can be expressed as,
Hˆad =
∑
a
εa(da)
∣∣ a 〉〈 a ∣∣+∑
a6=b
∆ab
∣∣ a 〉〈 b ∣∣. (2.43)
For systems with only one vibrational excitation along mode i, i.e., the vector
∣∣ν 〉
has the form
∣∣ 01, . . . , 1i, 0i+1, . . . 〉, the vibronic system Hamiltonian is,
Hˆsys = Hˆad +
∑
aν
(
εa(da) + νi}ωi
)∣∣ a,ν 〉〈 a,ν ∣∣.+ ∑
aν,bµ
∆aν,bµ
∣∣ a,ν 〉〈 b,µ ∣∣, (2.44)
For the off-diagonal elements, the electronic couplings will be modulated by the prod-
uct of the overlap factors:
∆aν,bµ = ∆ab
∏
ij,νµ
〈
χaiν(Q0 − dai )|χai0(Q0)
〉〈
χbjµ(Q0 − dbj )|χbj0(Q0)
〉
. (2.45)
The bath in the vibronic representation will only consist of the vibrational modes
pertaining to the protein and solvent environment.
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2.2 Molecular Dynamics Simulation
In order to approximate the distribution of energy transfer rates and pathways, as well
as the static disorder that leads to inhomogeneous line broadening in spectroscopic
measurements, all different possible but stable configurations of the pigment-protein
complex need to be generated. This ensemble of pigment-protein complexes should
correspond to different local minimum points on the ground state potential energy
surface and can be generated from Molecular Dynamics (MD) simulations initialized
from crystallographic structure. Though there are many different classes of molecular
dynamics simulation, classical molecular dynamic simulations and the relevant com-
putational details employed to simulate the light-harvesting complexes studied in this
work will only be discussed briefly.
Classical MD methods propagate the atomic nuclear positions with Newtonian
equation of motions along an empirically determined potential energy surface of the
form55,
V(R) =
∑
bonds
kbond(l− leq)2 +
∑
angles
kangle(θ− θeq)2 +
∑
dihe
vn
2
(1 + cos(nφ− γ))
+
∑
i<j
(
1
4pi
qiqj
rij
)
+
(
Aij
R12ij
− Bij
R6ij
)
. (2.46)
The first two terms describe bonded interactions as harmonic motion with force con-
stants {kbonds} and {kangle} for bond-stretching and bending about equilibrium lengths
and angles {leq} and {θeq}. The third term describes the internal rotational about
equilibrium dihedral angles {γ} with barrier heights {vn}. This term is also used to
enforce the molecular planarity along improper torsional degree of freedom, where
the improper torsional angle is defined by four atomic centers that are not necessarily
21
bonded to each other. The last two terms describe the non-bonded interactions where
the first term takes into account Coulomb interaction between point-partial charges
positioned at each atomic centers. Computed from electronic structure theory, these
partial charges represent the net charge arising from the ground state electronic den-
sity about each nuclear center. Since electrostatic interactions are already taken into
account implicitly in bonding terms, pair-wise Coulomb interaction is only computed
for atoms that are not bonded, or those that are separated by 3 bonds. The last
term is the Lennard-Jones potential where the set of {Bij} parameters measures the
dispersion attraction and {Aij} measures the repulsion between atoms at small in-
ternuclear separation. Volume effects are thus indirectly taken into account with this
last term where repulsion arises from overlapping electronic densities; and attraction
arises from instantaneously polarizable electronic densities.
These energetic and reference equilibrium parameters need to be assigned for the
explicitly defined internal coordinates and bond connectivity of the system. Alto-
gether, this set of information makes up the force field and the topology for the
molecular mechanics potential energy surface. The functional form of the PES shown
in Equation (2.46) corresponds to the model used for Amber force fields56,57, but
can vary for different models developed by different groups (for example, from the
CHARMM force field58). The parameters themselves that define the equilibrium po-
sitions and energetic penalties to deviate from the equilibrium are unique for each
system, but optimizing these parameters specific for each system is a cumbersome
task. Instead, based on its atomic number, orbital hybridization, aromaticity, and the
chemical environment (the types of bonded atoms)55, each atom in the system is as-
signed to be a particular “atom-type” . Once the atom-types are specified, pre-defined
force field parameters computed for different atom-type combinations are used to de-
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fine the potential energy surface, where the accuracy and the reliability of the param-
eterization scheme significantly depends on the transferability of the generalized force
field. For standard residues - molecular units that are found in many different systems
(e.g. protein amino residues) - the atom-types specific to each standard residues are
relatively well-defined and are popularly employed. Likewise for water, the TIP3P59
model are ubiquitously employed and has been demonstrated to be a reliable repre-
sentation to describe solute-solvent systems. For the non-standard residues, however,
atom-types are not as well-defined, but a set of generalized atom-types parameterized
for a small set of representative organic molecules are available. The force field pa-
rameters for these non-standard residues such as chromophores are assigned by best
matching the atomic character, but the reliability of these parameters needs to be
tested for each of non-standard residues.
Once the atom-types, force field parameters, and the connectivity is defined for
the pigment-protein complex in solvated environment, simulations are performed with
periodic boundary conditions (PBC), where the main unit cell is replicated infinitely.
This setup best represents realistic systems.
In order to compute the nuclear trajectories for this work, a small timestep of
∆t = 1 fs has been employed to generate new positions and velocities with Verlet
leapfrog algorithm:
~r(t + ∆t) =~r(t) + ~v(t− 1
2
∆t)∆t
~v(t +
1
2
∆t) = ~v(t− 1
2
∆t) +
~F(t)
m
∆t.
However, this timestep is still too large for fast oscillating bonds such as C-H bonds.
These bonds typically have bond-stretching periods of approximately 10 fs and during
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the MD simulation, these coordinates may not be fully sampled. Thus, these bonds
were constrained to a fixed value with the ShakeH algorithm. For this work, the
solvated systems were equilibrated for approximately 3 ns before configurations were
sampled for subsequent electronic structure analysis.
hhyuuyuuujtgyyy
2.3 Electronic Structure Methods
In order to parameterize the system-bath Hamiltonian, the eigenstates of the elec-
tronic Hamiltonian (in atomic units where } = me = 1),
Hˆel(r ; R) = −1
2
N∑
i
∇2i −
Nn,N∑
I,i
ZI
RI − ri +
Nn∑
I>J
ZIZJ
RI − RJ +
N∑
i>j
1
ri − rj , (2.47)
need to be found. However, the wavefunctions and energies cannot be solved for ex-
actly with analytical methods due to the electronic interaction terms. Thus, a wide-
variety of approximate methods has been developed, which can generally be catego-
rized as Density Functional Theory (DFT) or wavefunction-based ab-initio methods.
In this section, discussions will be limited to only the methods employed in this work.
First, the Hartree-Fock (HF) method and Mo¨ller-Plesset perturbation method will
be discussed in order to introduce the SOS-CIS(D)60 excited state method that was
chosen to compute the transition energies of chromophores. In the second section, a
cursory introduction to ground state DFT and excited state TD-DFT methods will
be discussed. It is to be noted that the notations used in this section are conventional
notations61–63,55, and are not related to the notations that are used in other sections.
This section follows very closely to References [61] and [55].
In this work, all chromophore sites were treated quantum mechanically while the
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environment (the protein, solvent, and the remaining chromophores in the ground
state) was treated as point charges. This type of embedding scheme, as implemented
within ONIOM64,65 or QM/MM66,67 framework, will not be discussed.
2.3.1 Ab initio Methods
In order to properly take into account fermonic properties of electrons, the approx-
imate many-body (electronic) wavefunction needs to be anti-symmetrized. The sim-
plest form of an N-electron wavefunction is an anti-symmetrized product of one elec-
tron spin orbitals, i.e., Slater determinants,
ψ =
1√
N!
∣∣∣∣∣∣∣∣∣
χ1(1) χ2(1) · · · χN(1)
χ1(2) χ2(2) · · · χN(2)
...
... · · · ...
χ1(N) χ2(N) · · · χN(N)
∣∣∣∣∣∣∣∣∣ , (2.48)
where for the one-electron spin orbital χj(i), the subscript labels the orbital and the
parenthesis refers to the spatial and spin coordinates of electron i. Each spin orbital
is a product of spatial molecular orbital and spin function of the electron,
χi(1) = φi(1)α(1), (2.49)
where φ is the spatial molecular orbital and α and β denotes the ms = ±1/2 states of
the electron. The spatial molecular orbitals are defined as linear combination of fixed
atomic orbitals (MO-LCAO),
φi =
K∑
µ
cµi ϕµ, (2.50)
where the Greek letters label the atomic orbital ϕ. The atomic orbitals are called
basis functions and the total number of basis functions is usually much larger than the
total number of electrons in the system. Thus, there will be occupied and unoccupied
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(virtual) molecular orbitals.
The electronic ground state energy is the expectation value of the electronic Hamil-
tonian, 〈
ψ0|Hˆel|ψ0
〉〈
ψ0|ψ0
〉 = E0, (2.51)
where ψ0 and E0 are the exact ground state wavefunction and energy. Together with
Equation (2.48), the energy on the right-hand side of Equation (2.51) can be ex-
pressed,
E0 =−1
2
∑
i
〈
χi(1)|∇21|χi(1)
〉−∑
i,I
ZI
〈
χi(1) |R−11,I | χi(1)
〉
+
∑
I>J
ZIZJ
RIJ
+
∑
i>j
[
〈
χi(1)χj(2) |r−112 | χi(1)χj(2)
〉− 〈χi(1)χj(2) |r−112 | χj(1)χi(2) 〉]. (2.52)
The last two terms describe the Coulomb and exchange interaction between two
electrons. The exchange term arises due to the anti-symmetric property of the wave-
function.
For two electrons with opposite spins,
χi(1) = φi(1)α(1)
χj(2) = φj(2)β(2)
the matrix element for Coulombic interaction becomes,
〈
χi(1)χj(2) |r−112 | χi(1)χj(2)
〉
=∫
dr1 dr2
φ∗i (1)φ
∗
j (2)φi(1)φj(2)
r12
〈
α(1)|α(1) 〉〈β(2)|β(2) 〉,
where the integral involving the spin functions evaluates to one. However, for ex-
26
change,
〈
χi(1)χj(2) |r−112 | χj(1)χi(2)
〉
=∫
dr1 dr2
φ∗i (1)φ
∗
j (2)φj(1)φi(2)
r12
〈
α(1)|β(1) 〉〈β(2)|α(2) 〉,
the spin component integrates to zero. Thus, exchange energy between opposite-
spinned electrons is zero. For like-spins, the exchange integral is,
〈
χi(1)χj(2) |r−112 | χj(1)χi(2)
〉
=∫
dr1 dr2
φ∗i (1)φ
∗
j (2)φj(1)φi(2)
r12
,
Thus, electronic interaction between like-spinned electrons in general will be smaller
than opposite-spinned electrons.
In the Hartree-Fock68 (HF) method, the ground state wavefunction and energy
are obtained variationally, where the variational principle,〈
ψHF|Hˆel|ψHF
〉〈
ψHF|ψHF 〉 > E0, (2.53)
states that the estimated ground state energy computed from a trial wavefunction
ψHF is greater than the exact ground state energy E0. The equality will only hold
for the exact wavefunction. Starting from an anti-symmetrized trial wavefunction in
Equation (2.48), HF ground state energy and wavefunction are obtained variationally
by minimizing the functional in Equation (2.53) with the orthogonality constraint for
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the molecular orbitals:
〈
φi|φj
〉
= δij
δEHF + δ
∑
ij
λij
(〈
φi|φj
〉− δij) = 0. (2.54)
Here, λij is the Lagrange multiplier.
The variation of the energy functional with respect to molecular orbitals results
in a set of one-particle eigenvalue equations defined in terms of effective, one-electron
Fock operators fˆ(i), where,
fˆ(1) = hˆ(1) +
N∑
j
Jˆj(1)− Kˆj(1), (2.55)
and,
hˆ(1)χi(1) =
[∇21 + Vˆ1,N]χi(1)
Jˆj(1)χi(1) = χi(1)
∫
dτ 2
χ∗j (2)χj(2)
r12
Kˆj(1)χi(1) = χj(1)
∫
dτ 2
χ∗j (2)χi(2)
r12
. (2.56)
The integral variable τ2 represents both the spatial and spin variables of electron 2.
The Coulomb operator Jˆj represents the electrostatic interaction between electron 1
and the electronic density, χ∗j (2)χj(2), of electron 2. The exchange operator, Kˆj, swaps
electrons 1 and 2 between orbitals χj and χi. If {χi(1)} are the orbital solutions to
HF equations, then
fˆ(1)χi(1) = i χi(1) (2.57)
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where the eigenvalue i is the molecular orbital energy,
i =
〈
χi(1)|ˆf(1)|χi(1)
〉
= hii +
N∑
j
(
Jij −Kij
)
(2.58)
These one-electron operators and equations can be rendered into matrices in the
basis of atomic orbitals. The resulting matrix formulations are called Roothan-Hall
equations. For example, for closed-shell systems with the paired electrons occupying
the same spatial orbitals, the Fock operator defined in terms of spatial orbitals can
be written as,
fˆ(1) = hˆi(1) +
N/2∑
j
(
2Jˆj(1)− Kˆj(1)
)
(2.59)
Expanding the molecular orbitals into atomic orbital basis (Equation (2.50)) results
in,
fˆ(1)φi(1) =
K∑
ν=1
ciνfˆ(1)ϕν(1), (2.60)
and,
Jˆj(1)φi(1) =
K∑
ν=1
ciνϕν(1)
∫
dr2
K∑
λσ=1
cj∗λ c
j
σ
ϕ∗λ(2)ϕσ(2)
r12
Kˆj(1)φi(1) =
K∑
σ=1
cj∗σϕσ(1)
∫
dr2
K∑
λν=1
cj∗λ c
i
ν
ϕ∗λ(2)ϕν(2)
r12
. (2.61)
The matrix element of these two-electron operators between the atomic orbitals ϕµ
and ϕν is then,
N/2∑
j
〈
ϕµ(1)|2Jˆj(1)− Kˆj(1)|ϕν(1)
〉
=
K∑
λσ=1
Pλσ
[〈
µλ|νσ 〉− 1
2
〈
µλ|σν 〉] (2.62)
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where,
Pλσ =
N/2∑
j
2cjλc
j
σ (2.63)
is the charge density matrix. The short-hand notation is explicitly defined as,
〈
µλ|νσ 〉 = 〈ϕµ(1)ϕλ(2) |r−112 | ϕν(1)ϕσ(2) 〉〈
µλ|σν 〉 = 〈ϕµ(1)ϕσ(2) |r−112 | ϕσ(1)ϕν(2) 〉. (2.64)
Note the summation index j only goes up to N/2 since the paired electrons are in the
same spatial orbital; the factor of 1/2 in front of the exchange element incorporates
the orthogonal properties of the opposite spins, as discussed previously. Altogether,
〈
ϕµ(1)|ˆf(1)|φi(1)
〉
=
K∑
ν=1
ciν
〈
ϕµ(1)|ˆf(1)|ϕν(1)
〉
=
K∑
ν=1
ciννfµν, (2.65)
where
〈
ϕµ(1)|ˆf(1)|ϕν(1)
〉
= hµν +
K∑
λσ=1
Pλσ
[〈
µλ|νσ 〉− 1
2
〈
µλ|σν 〉] (2.66)
Thus, the Hartree-Fock problem becomes a matrix problem,
FC = SCE (2.67)
C+SC = 1 (2.68)
where F is the Fock matrix; C is the matrix of expansion coefficients in MO-LCAO; S
is the overlap matrix of the atomic orbitals
〈
ϕλ|ϕσ
〉
; and E is the diagonal matrix of
orbital energies. For a defined basis set of non-orthogonal Gaussian atomic orbitals,
the basis set furthermore can be orthogonalized trivially from the following unitary
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transformation,
UTSU = 1
S−1/2SS−1/2 = 1, (2.69)
where the unitary matrix U = S−1/2. Then,
FC = SCE
S−1/2FC = S1/2CE
S−1/2FS−1/2S1/2C = S1/2CE (2.70)
such that, the Roothan-Hall problem becomes,
F′C′ = C′E (2.71)
In the SCF procedure, the electronic interaction is approximated within the mean-field
treatment, where the electrons interact with the averaged, “smeared-out” potential
of the remaining electrons. The orthogonalized molecular orbitals and the energies
obtained by solving the Hartree-Fock Roothan equations are used to compute the
ground state energy and the electronic configuration by following the Aufbau princi-
ple. The sum of the Fock orbital energies,
∑
i
i =
∑
i
[
hii +
∑
j
(Jij −Kij)
]
(2.72)
double-counts electronic interactions, such that ground state HF energy is defined as,
EHF =
∑
i
i − 1
2
∑
ij
(Jij −Kij). (2.73)
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This will be the starting point for higher level ab-initio calculations that adds cor-
rections to the mean-field approximation. The difference in energy between the exact
and the HF energies,
Ecorr = Eexact − EHF (2.74)
is called correlation energy, where for the systems studied in this work, this energy
will be called dynamical correlation. Static correlation effects that require multi-
determinant (configurational) treatment to represent the near-degenerate electronic
configurations of the ground state will not be considered. The first approach to incor-
porate electronic correlation is to expand the wavefunction as a linear combination of
all possible excited Slater determinants of the system from the reference HF molecular
wavefunction:
ψCI = c0ΦHF +
∑
i,a
cai Φ
a
i +
∑
i<j,a<b
cabij Φ
ab
ij + ..., (2.75)
Here, {Φi}’s are excited Slater determinants in which HF occupied orbitals labeled
with i, j... are replaced with i, j... with the virtual orbitals a, b, .... Incorporating all
possible excited state configurations for a given basis set is called the full Configura-
tion Interaction (CI) method. The level at which the CI expansion is truncated will
define the approximate method where for the CIS method, expansion is truncated to
single excitation. In the CIS treatment, the Hamiltonian matrix elements are,
〈
ψCIS|Hˆel|ψCIS
〉
=c20
〈
ΦHF|Hˆel|ΦHF
〉
(2.76)
+
∑
i,a
c0c
a
i
〈
ΦHF|Hˆel|Φai
〉
+
∑
i,a
∑
j,b
cai c
b
j
〈
Φai |Hˆel|Φbj
〉
.
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where,
〈
ΦHF|Hˆel|Φai
〉
=
〈
χi(1)|ˆf(1)|χa(1)
〉
. (2.77)
Furthermore, from Brillouin theorem,
〈
φi(1)|ˆf(1)|φa(1)
〉
= a
〈
φi(1)|φa(1)
〉
= aδia = 0, (2.78)
the singly excited configurations do mix with reference HF ground state. Conse-
quently, the Hamiltonian matrix in the CIS subspace will be block-diagonal, which
when diagonalized, will give rise to the ground HF state, and the manifold of singly
excited states. The states and energies obtained from CIS will not correct for the
missing dynamical correlation, but will provide an estimation of the excited states
with transition energies }ωcis. The excited electron from the CIS treatment will be
called the “CIS-active” electron.
Instead, dynamical correlation can be included perturbatively,
Hˆ = HˆHF + λHˆ
′ (2.79)
where the perturbation is the difference in the exact Coulomb interactions and the
mean-potential from HF:
Hˆ′ =
∑
i>j
1
rij
−
∑
i>j
Jˆj(i)− Kˆj(i) (2.80)
The reference zeroth order Hamiltonian is the HF Hamiltonian,
HˆHF =
N∑
i
fˆ(1), (2.81)
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and the zeroth order energy is the sum of HF molecular orbital energies:
E
(0)
0 =
N∑
i
i. (2.82)
The first order correction to the zeroth order energy is,
E
(1)
0 =
〈
ψ
(0)
HF|Hˆ′|ψ(0)HF
〉
=
∑
i>j
(
Jij −Kij
)−∑
ij
(
Jij −Kij
)
= −1
2
∑
ij
Jij −Kij. (2.83)
First order energy E
(1)
0 thus corrects for the double counting of electronic interactions
in Equation (2.73). The first order correction to the wavefunction, ψ
(1)
0 , following
conventional perturbative treatment for non-degenerate systems, are expanded in the
eigenstates of the zeroth order Hamiltonian, where these states are the excited Slater
determinants,
ψ
(1)
0 =
∑
n6=0
c(1)n Φ
(0)
n , (2.84)
and
ψ
(1)
0 =
∑
m 6=n
〈
Φ
(0)
m |Hˆ′|Φ(0)HF
〉
E
(0)
HF − E(0)m
Φ(0)m (2.85)
From Slater-Condon rules, any matrix elements with configurations that differ by
three or more molecular orbitals are zero. Together with Brillouin theorem, the only
terms that contribute to the first order correction to the wavefunction are the doubly
excited configurations. Therefore,
ψ
(1)
0 =
1
4
occ∑
ij
virt∑
ab
〈
ij|ab 〉− 〈 ij|ba 〉
a + b − i − j Φ
ab
ij (2.86)
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The second order correction to the energy,
E
(2)
0 = −
∑
m 6=n
∣∣〈Φ(0)m |Hˆ′|Φ(0)HF 〉∣∣2
E
(0)
m − E(0)HF
(2.87)
is known as the MP2 method and can be easily shown to be,
E
(2)
0 = −
1
4
occ∑
ij
virt∑
ab
∣∣〈 ij|ab 〉− 〈 ij|ba 〉∣∣2
a + b − i − j . (2.88)
The scaled-opposite-spin (SOS) MP269,70 method takes the above expression and
separates the terms involving same spins (SS) and opposite spins (OS) such that,
using bars to denote different spins,
E
(2)
0 = −
1
2
occ∑
j¯¯i
virt∑
b¯a¯
∣∣〈 i¯¯j|a¯b¯ 〉− 〈 i¯¯j|b¯a¯ 〉∣∣2
a + b − i − j −
1
2
occ∑
i¯j
virt∑
ab¯
∣∣〈 i¯j|ab¯ 〉− 〈 i¯j|b¯a 〉∣∣2
a + b − i − j
= EMP2SS + E
MP2
OS . (2.89)
Then, based on the idea that electronic correlation for like spins is fundamentally
different from opposite spins, second-order corrections are empirically scaled by cSS
and cOS factors:
E
(SCS−MP2)
0 = cSSE
MP2
SS + cOSE
MP2
OS . (2.90)
Furthermore, as previously mentioned, electronic interaction between pair of same-
spin electrons is smaller than that between opposite-spin. Thus, in SOS-MP2, same-
spin contributions are neglected to give
E
(SOS−MP2)
0 ∼ cOSEMP2OS , (2.91)
with cOS = 1.3
71,70.
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From these ground state formulation, the excited state method employed in this
work, called SOS-CIS(D)60,72, is considered to be the excited state analogue of the
ground state MP2. From the CIS excited state energy, ECIS = EHF + }ωCIS, dynami-
cal correlation effects are incorporated perturbatively, which is denoted by ‘(D)’. And
as the name suggests, only the perturbative contributions between electrons with
opposite-spin are considered.
Starting from CIS, the second order correction energy can be expressed as (using
the notations from Reference [60]),
ECIS(D) =
〈
ψCIS|Hˆ′|Uˆ2ΦHF
〉
+
〈
ψCIS|Hˆ′|Tˆ2Uˆ1ΦHF
〉
, (2.92)
where Uˆ2 generates “the excited state pair correlations”:
Uˆ2ΦHF = −1
4
∑
ij
∑
ab
〈
Φabij |Hˆ′|Uˆ1ΦHF
〉
a + b − i − j − }ωCIS Φ
ab
ij . (2.93)
such that the first term in Equation (2.92) becomes,
〈
ψCIS|Hˆ′|Uˆ2ΦHF
〉
= −1
4
∑
ij
∑
ab
∣∣〈Φabij |Hˆ′|ψCIS 〉∣∣2
a + b − i − j − }ωCIS (2.94)
Thus, this term incorporates electronic correlation between the “CIS-active” electron
and the remaining electrons. For the second term in Equation (2.92), Uˆ1 generates
the CIS wavefunction from ΦHF:
ψCIS = Uˆ1ΦHF. (2.95)
From this configuration, the Tˆ2 operator will generate double excitations from the
remaining electrons in the ground state in order to take into account dynamical
correlation between the “CIS-inactive” electrons. With the SOS approximation, the
36
expression for the second order energy correction is,
ESOS−CIS(D) = cOSU
〈
ψCIS|Hˆ′|UˆOS2 ΦHF
〉
+ cOST
〈
ψCIS|Hˆ′|TˆOS2 Uˆ1ΦHF
〉
, (2.96)
The second parameter, cOST = 1.3, is equivalent to that for ground state SOS-MP2
method. The first parameter, cOSU = 1.51, has been optimized to a test set mainly
consisting of organic molecules that undergo pi→i ∗ and n→ pi∗ vertical transitions,
similar to those of biological chromophores. Numerous benchmark studies have shown
that transition energies computed with SOS-CIS(D) are highly reliable73–77, which will
be critically important for accurate predictions of relative site energies and electronic-
nuclear couplings. Moreover, SOS-CIS(D) is implemented using the Resolution of
Identity (RI) approximation that accelerates evaluation of perturbative termst60,78.
As a result, the overall computational cost is comparable to TD-DFT such that SOS-
CIS(D) provides an attractive alternative from the conventional methods chosen in
this field.
2.3.2 Density Functional Theory and Approximations
DFT79-based methods are alternatives to wavefunction-based methods and are ubiq-
uitously applied to compute electronic properties for a wide-variety of systems. DFT
formalism originates from start from the Hohenberg-Kohn80 theorem that states “the
ground state density ρ0(r) of a bound system of interacting electrons in some external
potential determines this potential uniquely.” Following, since the ground state den-
sity uniquely determines the external potential, the ground state energy and other
ground state electronic properties can be determined from ρ0(r). Thus, the ground
37
state energy becomes a functional of the ground state density,
E0[ρ0(r)] =
∫
dr ρ0(r)vext(r) + T[ρ0(r)] + Vee[ρ0(r)], (2.97)
where ρ0(r) is normalized to integrate to the total number of electrons in the system,∫
dr ρ0(r) = N, (2.98)
and the external potential, vext(r), is the electron-nuclear electrostatic potential for
isolated systems.
The functional form of E[ρ0(r)] is unknown, but from Hohenberg-Kohn variational
theorem81,
E[ρtr(r)] > E[ρ0(r)], (2.99)
with ρtr(r) > 0 and
∫
dr ρtr(r) = N, the trial density can be optimized variationally.
The Kohn-Sham82 method provides a self-consistent variational prescription by ex-
ploiting mapping between original system of N electrons and a fictitious system of N
non-interaction electrons, that yields the same charge density. The energy functional
of the real system is expressed with respect to the fictitious system as,
E0[ρ(r)] = Ts[ρ(r)] + ∆T[ρ(r)] +
∫
dr ρ(r)vext(r)
+
1
2
∫
dr1 dr2
ρ(r1)ρ(r2)
r12
+ ∆Vee[ρ(r)], (2.100)
where Ts[ρ(r)] is the kinetic energy functional corresponding to the non-interacting
system. The term ∆T[ρ(r)],
∆T[ρ(r)] ≡ T[ρ(r)]− Ts[ρ(r)], (2.101)
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describes the kinetic energy difference between the interacting and the reference non-
interacting system. The Coulomb repulsion between charge densities is described by∫
dr1 dr2 ρ(r1)ρ(r2)/r12.
The last term, ∆Vee[ρ(r)], contains the remaining electronic interaction terms,
∆Vee[ρ(r)] ≡ Vee[ρ(r)]− 1
2
∫
dr1 dr2
ρ(r1)ρ(r2)
r12
, (2.102)
to describe exchange and dynamical correlation. Altogether, the sum of the “∆” terms
is called the exchange-correlation functional, Exc[ρ(r)]:
Exc[ρ(r)] = ∆T[ρ(r)] + ∆Vee[ρ(r)]. (2.103)
With the exchange-correlation potential defined as,
vxc(r) ≡ δExc[ρ(r)]
δρ(r)
, (2.104)
and the electronic density in terms of the Kohn-Sham orbitals as,
ρ(r) =
∑
i
|θKSi (r)|2, (2.105)
the Kohn-Sham orbitals and energies are solved self-consistently from the one-electron
Kohn Sham equation,
hˆKSi θ
KS
i = ε
KS
i θ
KS
i
hˆKSi = −
1
2
∇21 −
∑
I
ZI
r1,I
+
∫
dr2
ρ(r2)
r12
+ vxc(1). (2.106)
The exact form of the exchange-correlation potential is unknown and the large
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variety of DFT-based methods found in literature differ in the approximate form
of the exchange-correlation functional. In the local (spin) density approximation83,
(LDA and LSDA), the exchange-correlation functionals are defined for a homogeneous
electron gas. Given that the exchange and correlation functionals are additive,
vxc(r) = vx(r) + vc(r), (2.107)
LDA exchange functional is exact for this system, but LDA and LSDA methods are
only applicable to systems with slowly varying electronic density. Thus, they are rarely
applied to molecular systems. The next rung of exchange-correlation functionals are
based on the generalized-gradient approximation (GGA),
EGGAxc [ρ(r)] =
∫
dr ρ4/3(r)F(ρ(r),∇ρ(r)). (2.108)
The GGA functionals depend on the local value of the density and its gradient i.e.,
the local variation in the density84–86. Though GGA methods are capable of describ-
ing inhomogeneity in the electronic density, these functionals are only capable of
describing local exchange and correlation effects87,88. As a consequence, GGA and
hybrid-GGA’s are not capable of describing non-local correlation effects and in par-
ticular, dispersion interactions. DFT-based methods that empirically correct for this
shortcoming by incorporating additive dispersion corrections, for example as proposed
by Grimme89,90,
EDFT−D = EDFT − s6
∑
i>j
Cij6
R6ij
fdmp(Rij), (2.109)
are called dispersion-corrected DFT methods.
To take into account non-local exchange interactions, GGA methods that empir-
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ically incorporate fractional amount of HF exchange,
Exc = (1− cx)EGGAx + cxEHFx (2.110)
are categorized as hybrid-GGA91. For well-known hybrid methods such as B3LYP92–95
or PBE096,97, the empirically-determined fractional contribution, cx, from HF ex-
change (else referred to as non-local exchange or exact exchange) is taken to be 0.20
and 0.25 respectively. Popular hybrid methods however suffer from self-interaction
error, which arises from incomplete cancellation of “self” Coulomb and exchange in-
teractions98–100. Various range-separated hybrid DFT methods such as CAM-B3LYP
and LC-BLYP attempt to correct for this incorrect behavior by making cx distance-
dependent101,102.
The excited-state extension of DFT, called Time-Dependent (TD) DFT, is based
on Runge-Gross105 theorem that states, “a given time-dependent density can arise
from at most one time-dependent external potential.” Starting from the ground state
DFT density and energy, TD-DFT excited states are computed within the linear
approximation to a weak electric field106,107.
In summary, because the exact functional form of the energy is unknown, plethora
of empirically determined functionals give rise to the infamous “alphabet soup”. The
reliability of the DFT results heavily depends on the system and the functional,
particularly for the excited states108–112.
2.4 Quantum Dynamical Methods
Simulating non-adiabatic processes from the exact time-dependent Schro¨dinger equa-
tion is a nontrivial process for systems with large number of degrees of freedom.
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Various approximate methods have been proposed113–120,54, where in this work, two
specific types of methods will be used for spectral computations presented in Chap-
ter 4. The Redfield equation of motion121,122, a perturbative method to evolve the
reduced density, will be discussed following closely to Reference [53]. The Partial Lin-
earized Density Matrix Method (PLDM)123, based on the semi-classical, path-integral
representation of the evolution operator will be discussed afterwards.
2.4.1 Redfield Equation of Motion
For an appropriately chosen basis set {∣∣ n 〉}, the time-dependent electron-nuclear
wavefunction can be expanded such that,
∣∣ψ(t) 〉 = ∑
n
cn(t)
∣∣ n 〉.
The density operator ρ(t) is defined as,
ρˆ(t) ≡ ∣∣ψ(t) 〉〈ψ(t) ∣∣ = ∑
nm
cn(t)c
∗
m(t)
∣∣ n 〉〈m ∣∣, (2.111)
with matrix element ρnm,
ρnm(t) = cn(t)c
∗
m(t). (2.112)
The diagonal elements of ρ are referred to as population elements and represent the
probability of the system being in state n. The off-diagonal elements of ρ are called co-
herence elements and represent interference effects. In the Schro¨dinger representation,
time evolution of ρˆ(t) is governed by Liouville-von Neumann equation,
∂
∂t
ρˆ(t) = − i
}
[
Hˆ, ρˆ(t)
]
= −iLˆρˆ(t), (2.113)
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where the Liouville operator Lˆ is defined as,
Lˆ = 1
}
[
Hˆ, ·
]
, (2.114)
and
ρˆ(t) = e−iLˆρˆ(0) = e−i/}Hˆtρˆ(0)ei/}Hˆt (2.115)
The interaction representation is more useful for time-dependent perturbation theory
where the Hamiltonian is partitioned into,
Hˆ = Hˆ0 + Vˆ. (2.116)
Here, Hˆ0 corresponds to the Hamiltonian for the unperturbed system with known
eigenstates and eigenvalues; and Vˆ is the perturbation. The wavefunction in the in-
teraction representation, indicated below by the symbol ,˜ is
∣∣ ψ˜(t) 〉 = eiHˆ0t/}∣∣ψ(t) 〉, (2.117)
where the fast oscillating component that arises from the eigenenergies in the phase
of
∣∣ψ(t) 〉 is removed. The Liouville-von Neumann equation of motion then becomes,
∂
∂t
ρ˜(t) = − i
}
[
V˜(t), ρ˜(t)
]
, (2.118)
and the time-independent perturbation in the Schro¨dinger representation becomes
time-dependent in the interaction representation:
V˜(t) = ei/}Hˆ0tVˆe−i/}Hˆ0t. (2.119)
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The corresponding Liouville operator is now defined as,
L˜ = 1
}
[
V˜, ·
]
. (2.120)
The Redfield equation of motion propagates the reduced density of the system by
treating system-bath interactions as second order perturbation. The reduced density
matrix124 , σ, only depends on the system variables and can be obtained from the
full density matrix by applying the thermal projection operator, Pˆ:
Pˆρˆ(t) = ρˆeqTrbρˆ(t) = ρˆeqσˆ(t)
Trbρˆ(t) = σˆ(t) (2.121)
Trb here denotes the trace over the bath degrees of freedom and ρˆeq is the time-
independent equilibrium density operator for the bath degrees of freedoms:
ρˆeq =
1
Z
e−βHˆbath (2.122)
All bath degrees of freedom here will be taken to be harmonic and Z is the partition
function for harmonic oscillators for a given temperature. The system degrees of
freedom will be taken to be the exciton states that were introduced in Section (2.1).
The complementary operator to Pˆ is the Qˆ operator where Qˆ = 1− Pˆ. Altogether,
these projection operators satisfy the following relationships.
Pˆ2 = Pˆ Qˆ2 = Qˆ PˆQˆ = QˆPˆ = 0 (2.123)
The unperturbed Hamiltonian, Hˆ0, will be defined as the sum of the system Hˆsys and
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the bath Hˆbath Hamiltonians such that
Hˆ = Hˆsys + Hˆbath + λVˆ = Hˆ0 + λVˆ. (2.124)
Here, λ is the perturbation parameter and Vˆ is the system-bath interaction Hamilto-
nian.
The Liouville-von Neumann equations of motions for the projected densities in
the interaction representation are
∂
∂t
Pˆρ˜(t) = − i
}
Pˆ
[
λV˜(t), ρ˜(t)
]
= − i
}
Pˆ
[
λV˜(t),
(
Pˆ + Qˆ
)
ρ˜(t)
]
(2.125)
∂
∂t
Qˆρ˜(t) = − i
}
Qˆ
[
λV˜(t), ρ˜(t)
]
= − i
}
Qˆ
[
λV˜(t),
(
Pˆ + Qˆ
)
ρ˜(t)
]
. (2.126)
The exact solution to these coupled first order differential equations is the Nakajima-
Zwanzig equation of motion125. With the initial condition, ρˆ(0) = σˆ(0)ρˆeq(0), expand-
ing the Nakajima-Zwanzig expression up to second order in λ results in:
˙˜σ(t) = − i
}
[
V˜(t), ρˆeqσ˜
]
− 1
}2
t∫
0
dτTrb
[
V˜(t),
[
V˜(τ), ρˆeqσ˜(τ)
]]
(2.127)
−Trb
[
V˜(t), ρˆeqTrb
[
V˜(τ), ρˆeqσ˜(τ)
]]
.
The Frenkel-exciton system-bath operator V˜ can be written as
V˜(t) = V˜b(t)V˜s(t)
Vˆ =
∑
i
∑
AB
cABi Qˆi
∣∣A 〉〈B ∣∣→∑
i
cABi Qˆi
∑
AB
∣∣A 〉〈B ∣∣.
Due to the linear dependence on the bath coordinates, the expectation value of Vb is
zero,
Trb
(
Vˆbρˆeq
)
=
〈
Vˆb
〉
= 0, (2.128)
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Altogether, Equation (2.127) can be simplified to the following expression:
˙˜σ(t) = − 1
}2
t∫
0
dτTrb
[
V˜(t),
[
V˜(τ), ρˆeqσ˜(τ)
]]
. (2.129)
The trace over the bath degrees of freedom in the nested commutation relationship
will give rise to four correlation functions:
˙˜σ(t) = − 1
}2
∞∫
0
dτ
〈
Vb(t− τ)Vb(0) 〉V˜s(t)V˜s(τ)σ˜(τ) (2.130)
+
〈
Vb(τ− t)Vb(0) 〉σ˜(τ)V˜s(τ)V˜s(t)
−〈Vb(t− τ)Vb(0) 〉V˜s(τ)σ˜(τ)V˜s(t)
−〈Vb(τ− t)Vb(0) 〉V˜s(t)σ˜(τ)V˜s(τ),
where
〈
...
〉
denotes thermal averaging: Trb
(
V˜b(t− τ)V˜b(0)ρˆeq
)
. Rewriting the above
expression in matrix representation of the operator (in the exciton basis) gives:
˙˜σAB(t) = − 1}2
∑
CD
t∫
0
dτ
〈
Vb(t− τ)Vb(0) 〉V˜sAC(t)V˜sCD(τ)σ˜DB(τ)
+
〈
Vb(τ− t)Vb(0) 〉σ˜AC(τ)V˜sCD(τ)V˜sDB(t)
−〈Vb(t− τ)Vb(0) 〉V˜sAC(τ)σ˜CD(τ)V˜sDB(t)
−〈Vb(τ− t)Vb(0) 〉V˜sAC(t)σ˜CD(τ)V˜sDB(τ), (2.131)
where
V˜sAC(t) =
〈
A|eiHˆst/}Vˆse−iHˆst/}|C 〉 = VsACeiωACt
σ˜CD(τ) =
〈
C|eiHˆst/}σˆ(t)e−iHˆst/}|D 〉 = σCD(τ)eiωCDτ,
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with, for example,ωAC = (EA − EC)/}. Transforming the right-hand side of Equation
(2.131) back to the Schro¨dinger representation gives:
− 1
}2
∑
CD
t∫
0
dτ
〈
Vb(t− τ)Vb(0) 〉VsACeiωACtVsCDeiωCDτσDB(τ)eiωDBτ
+
〈
Vb(τ− t)Vb(0) 〉σAC(τ)eiωACτVsCDeiωCDτVsDBeiωDBt
−〈Vb(t− τ)Vb(0) 〉VsACeiωACτσCD(τ)eiωCDτVsDBeiωDBt
−〈Vb(τ− t)Vb(0) 〉VsACeiωACtσCD(τ)eiωCDτVsDBeiωDBτ.
Transforming ˙˜σAB(t) on the left-hand side of Equation (2.131) to Schro¨dinger repre-
sentation with the relationship,
˙ˆσ(t) = − i
}
[
HˆS, σˆ(t)
]
+ e−i/}HˆSt ˙˜σ(t) ei/}HˆSt
σ˙AB(t) = −iωABσAB(t) + ˙˜σAB(t)e−iωABt,
and simplifying all the phase relationships gives,
σ˙AB(t) = −iωABσ(t)− 1}2
∑
CD
t∫
0
dτ
〈
VAC(t− τ)VCD(0)
〉
σDB(τ)e
iωBC(t−τ)
+
〈
VCD(τ− t)VDB(0)
〉
σAC(τ)e
iωDA(t−τ)
−〈VDB(t− τ)VAC(0) 〉σCD(τ)eiωDA(t−τ)
−〈VDB(τ− t)VAC(0) 〉σCD(τ)eiωBC(t−τ). (2.132)
Here the following notation has been introduced:
VAC(t− τ) =
∑
i
cACi Qˆi(t− τ)
〈
A|
(∑
A′B
∣∣A′ 〉〈B ∣∣) |C 〉. (2.133)
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In order to apply the Markovian approximation to Equation (2.132), it is easier to
first transform the time variable from τ to τ→ (t− τ) to get for the second order
term,
− 1
}2
∑
CD
t∫
0
dτ
〈
VAC(τ)VCD(0)
〉
σDB(t− τ)eiωBCτ
+
〈
VCD(−τ)VDB(0)
〉
σAC(t− τ)eiωDAτ
−〈VDB(τ)VAC(0) 〉σCD(t− τ)eiωDAτ
+
〈
VDB(−τ)VAC(0)
〉
σCD(t− τ)eiωBCτ. (2.134)
From this equation, the Markovian approximation can be made where the system-
bath correlation function is assumed to decay rapidly to zero such that only terms
contributing to the integral are for small τ’s. Then, σ(t− τ) can be approximated to
be:
σ˜(t− τ) ∼ σ˜(t). (2.135)
Thus, first taking Equation (2.134) into the interaction representation,
− 1
}2
∑
CD
t∫
0
dτ σ˜DB(t− τ)e−iωDBt
〈
VAC(τ)VCD(0)
〉
ei(ωBC+ωDB)τ
+σ˜AC(t− τ)e−iωACt
〈
VCD(−τ)VDB(0)
〉
ei(ωDA+ωAC)τ
−σ˜CD(t− τ)e−iωCDt
〈
VDB(τ)VAC(0)
〉
ei(ωDA+ωCD)τ
−σ˜CD(t− τ)e−iωCDt
〈
VDB(−τ)VAC(0)
〉
ei(ωBC+ωCD)τ, (2.136)
the reduced density matrix elements, within the Markovian approximation, are as-
sumed to be independent of τ and can be taken out of the integral. Furthermore, since
the correlation function is also assumed to approach zero quickly, the integration limit
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can be taken to ∞. The resulting equation for σ˙(t) is,
σ˙AB(t) =−iωABσAB(t)
−
∑
CD
RAC,CD(ωDC)σDB(t) + R
∗
BD,DC(ωCD)σAC(t)
− [RDB,AC(ωCA) + R∗CA,BD(ωDB)]σCD(t), (2.137)
where the Redfield tensor elements such as RAC,CD(ωDC) are the Fourier-Laplace
transformed system-bath correlation functions:
RAC,CD(ωCD) =
1
}2
∞∫
0
dτ
〈
VˆAC(τ)VˆCD(0)
〉
eiωDCτ
R∗BD,DC(ωCD) =
1
}2
∞∫
0
dτ
〈
VCD(−τ)VDB(0)
〉
eiωDCτ
The Markovian-approximated Redfield equation for the population terms, A = B, will
be
σ˙AA(t) = −
∑
CD
RAC,CD(ωDC)σDA(t) + R
∗
AD,CD(ωCD)σAC(t)
−[RDA,AC(ωCA) + R∗CA,AD(ωDA)]σCD(t). (2.138)
In Equations (2.137) and (2.138), not all terms will contribute to the system
dynamics. For example, for the evolution of the coherence elements, terms on the
right-hand side with phase factors that are not resonant with the phase factor on the
left hand side will, on average, not contribute to the dynamics. This is more clearly
seen when Equation (2.137) is written in the interaction picture with the relationship,
˙˜σAB(t) = iωABσAB(t)− σ˙AB(t)eiωABt, (2.139)
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to give,
˙˜σAB(t) = −
∑
CD
RAC,CD(ωDC)σ˜DB(t)e
−iωDBteiωABt
+R∗BD,DC(ωCD)σ˜AC(t)e
−iωACteiωABt
−RDB,AC(ωCA)σ˜CD(t)e−iωCDteiωABt
−R∗CA,BD(ωDB)σ˜CD(t)e−iωCDteiωABt (2.140)
In Equation (2.140), all terms are slowly varying except for the phase factors that are
non-resonant and whose phases do not add up to zero. These terms will lead to highly
oscillatory dynamics that, when averaged over the period such as 1/(ωDB −ωAB)126
for the first term, will be zero. Thus, the secular approximation will be made where
all terms except D = A for the first term, C = B for the second term, and C = A for
the third and last term, will be considered. The resulting Redfield equation within
the secular and Markovian approximation is written for the coherence elements as,
σ˙AB(t) = −iωABσAB(t) (2.141)
−
∑
C
[
RAC,CA(ωAC) + R
∗
BC,CB(ωBC)− RAA,BB(0)− R∗BB,AA(0)
]
σAB(t)
and for the population elements as
σ˙AA(t) = −
∑
C
[
RAC,CA(ωAC) + R
∗
AC,AC(ωAC)
]
σAA(t)
−[RCA,AC(ωCA) + R∗CA,AC(ωCA)]σCC(t). (2.142)
The system-bath correlation functions will be complex valued due to the Fourier-
Laplace transform and the real part will govern the dephasing rate. This can be easily
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demonstrated for the coherence terms, where time-integration leads to,
σAB(t) = σAB(0)e
−iωABte−
∑
C[RAC,CA(ωAC)+R
∗
BC,CB(ωBC)−RAA,BB(0)−R∗BB,AA(0)]t. (2.143)
Without system-bath interactions, σAB will oscillate with Rabi frequency ωAB.
When the interactions are turned on, the imaginary components of the Redfield ten-
sors will shift this oscillation frequency, where the magnitude of this shift will be
governed by the strength of the system-bath coupling parameter and the delocaliza-
tion length of excitons. The real component of the tensors will dampen and cause
dephasing of coherence. The dephasing however will only result from system-bath
interactions, and not coherence transfer in the secular approximation.
The equation of motion for the population terms is separated from the coher-
ence terms (hence, the name secular approximation), but population transfer terms,
σAA → σCC, are retained. Equation (2.142) can further be simplified to,
σ˙AA(t) = −2
∑
C
Re
{
RAC,CA(ωAC)
}
σAA(t)− Re
{
RCA,AC(ωCA)
}
σCC(t). (2.144)
From Equation (2.144), population dynamics is incoherent (not oscillatory) and has
been known to overestimate population transfer rates126–128.
2.4.2 Partial Linearized Density Matrix Propgation Method
In the path-integral formulation of time-dependent quantum mechanics, the propa-
gator (evolution operator) is formulated in coordinate representation. With the given
initial, x0, and final point, xt
129, the propagator U(x0, xt) is
U(x0, xt) = AN
∑
paths
e
i
}S[x(t)]. (2.145)
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All the paths that connect the two end points are computed, and the contribution
from each path is taken as the exponent of the action, S[x(t)],
S[x(t)] =
t∫
0
dτL(x, x˙, τ). (2.146)
Here L = T− V is the Lagrangian that can be obtained from Legendre transform of
the Hamiltonian,
L = x˙p− H. (2.147)
Not all paths will significantly contribute to the propagator. Many of the paths will
lead to highly oscillatory phase factors that will destructively interfere. Only the
classical trajectories, which obey the stationary phase approximation,
δS = S[xcl(t) + δx(t)]− S[xcl(t)] = 0, (2.148)
and the Euler Lagrange equations of motion,
∂L
∂q
− d
dt
[
∂L
∂q˙
]
= 0 (2.149)
will mainly contribute to the summation. Approximating the summation over only a
subset of paths that obey the Euler Lagrange equations is categorized as semiclassical
method.
Computation of the propagator requires knowing the initial and final positions,
which can lead to numerous problems. In the Initial Value Representation130–132 (IVR)
method, instead of searching for all paths that satisfy the initial and final boundary
conditions, the paths are computed from an ensemble of sampled initial position and
momentum values. The Partial Linearized Density Matrix (PLDM)123,133,134 propaga-
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tion method, developed by Dr. Sara Bonella and Dr. Frank Huo, is a semiclassical-IVR
path integral based method that treats both the bath and system degrees of freedom
on “equal dynamical footing”. The following discussion of PLDM follows closely to
References [133] and [123].
In PLDM, phase space variables of the bath are propagated with classical-like
equations of motions, while for the system degrees of freedom, the Nsys number of
quantized DOFs are first mapped135–138 onto a fictitious space of Nsys harmonic os-
cillators. With this mapping, population/excitation of state a is represented as the
excitation of the ath harmonic oscillator from ν = 0 to ν = 1 state,
∣∣ a 〉→ ∣∣ 01, ...1a....0Nsys 〉. (2.150)
The projection operators in the system Hamiltonian operator,
Hˆsys =
∑
a
εa(Q)
∣∣ a 〉〈 a ∣∣+∑
a6=b
∆ab
∣∣ a 〉〈 b ∣∣, (2.151)
are replaced with the raising (creation) and lowering (annihilation) operators for
harmonic oscillators: ∣∣ a 〉〈 b ∣∣→ aˆ+a aˆb, (2.152)
where
aˆa =
√
1
2}
(
xˆa + ipˆa
)
aˆ+a =
√
1
2}
(
xˆa − ipˆa
)
. (2.153)
Thus, the mapped system Hamiltonian, Hˆsys → hˆm, can be expressed with (phase
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space) position and momentum coordinates,
hˆm =
1
2}
∑
a
εa(Q)
(
xˆ2a + pˆ
2
a + ixˆapˆa − ipˆaxˆa
)
(2.154)
+
1
2}
∑
a 6=b
∆ab
(
xˆaxˆb + pˆapˆb + ixˆapˆb − ipˆaxˆb
)
,
where here,
εa(Q) = εa(Q0) +
∑
i
[
cai Qˆi +
1
2
ω2i Qˆ
2
i
]
. (2.155)
From the commutation relationships between position xˆ and momentum pˆ operators,
the expression for hˆm simplifies to,
hˆm =
1
2}
∑
a
εa(Q)
(
xˆ2a + pˆ
2
a − }
)
+
1
2}
∑
a6=b
∆ab
(
xˆaxˆb + pˆapˆb
)
, (2.156)
The mapped states can now be similarly represented with classical-like position and
momentum variables, where it has been shown that this continuous representation is
exact139 in Reference [139]. Coherent basis states are used to represent the mapping
degrees of freedoms, where these states,
∣∣ z 〉, are the eigenstates of the raising and
lowering operators,
aˆ
∣∣ z 〉 = z∣∣ z 〉 〈 z ∣∣aˆ+ = 〈 z ∣∣z∗, (2.157)
with z =
√
1
2}
(
q + ip
)
. Coherent states are Gaussian wavepackets that maintain the
minimum uncertainty relationship under evolution,
〈
∆q
〉
z
〈
∆p
〉
z
= }/2
and with coherent state width set to 1/2, the ground and first excited state of the
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harmonic oscillator in coherent state representation are,
〈
ψz(q, p)|ψ0(q)
〉
= e−
1
4
(
q2+p2)e
i
2
pq (2.158)〈
ψz(q, p)|ψ1(q)
〉
=
1
2
(
q + ip
)
e−
1
4
(
q2+p2
)
e
i
2
pq
The density matrix evolution from time 0 to t is then governed by the mapped system-
bath Hamiltonian Hˆ = Pˆ
2
2M
+ hˆm, and is expressed as
〈
Qtat|ρˆ(0)|Q˜ta˜t
〉
= (2.159)∑
a0,a˜0
∫
dQ 0dQ˜0
〈
Qtat|e− i} Hˆt|Q0a0
〉〈
Q0a0|ρˆ(0)|Q˜0a˜0
〉〈
Q˜0a˜0|e i} Hˆt|Q˜ta˜t
〉
To reach the path-integral formulation for each of the matrix elements for the forward
and backward (denoted by ˜ ) propagation140–142, the total propagation time, t, is
segmented into N steps, which for the forward element, the matrix element becomes,
〈
Qtat|
(
e−
i
} [Pˆ
2/2M+hˆm(Q)]
)N|Q0a0 〉. (2.160)
Further, assuming that the timestep,  = t/N, is small, the propagator can be factor-
ized:
e−
i
} [Pˆ
2/2M+hˆm(Q)] = lim
→0
e−
i
} Pˆ
2/2Me−
i
} hˆm(Q). (2.161)
This Trotter approximation becomes exact in the limit of infinitely small time steps.
For large timesteps, the commutation relationship between the kinetic energy operator
and coordinate-dependent mapping Hamiltonian needs to be taken into account. The
propagator matrix elements can thus be expressed as,
〈
Qtat|
(
e−
i
} Pˆ
2/2Me−
i
} hˆm(Q)
)N|Q0a0 〉. (2.162)
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Next, inserting resolutions of identity,
∫
dQ k
∣∣Qk 〉〈Qk ∣∣, for k = 1 to N− 1 results
in,
〈
Qtat|e− i} Hˆt|Q0a0
〉
=
∫ N−1∏
k=1
dQ k
〈
Qtat|
(
e−
i
} Pˆ
2/2Me−
i
} hˆm(Q)
)|QN−1 〉 · · · (2.163)
· · ·〈Qk+1|(e− i} Pˆ2/2Me− i} hˆm(Q))|Qk 〉 · · ·
· · ·〈Q1|(e− i} Pˆ2/2Me− i} hˆm(Q))|Q0a0 〉.
The intermediate elements simplifies to,
〈
Qk+1|
(
e−
i
} Pˆ
2/2Me−
i
} hˆm(Q)
)|Qk 〉 = 〈Qk+1|e− i} Pˆ2/2M|Qk 〉e− i} hˆm(Qk) (2.164)
=
∫
dP k+1
2pi}
〈
Qk+1|e− i} P2k+1/2M|Pk+1
〉〈
Pk+1|Qk
〉
e−
i
} hˆm(Qk),
which together with the coordinate representation of the momentum state,
〈
Q|P 〉 = eiPQ/}, (2.165)
becomes,
〈
Qk+1|
(
e−
i
} Pˆ
2/2Me−
i
} hˆm(Q)
)|Qk 〉 = (2.166)
e−
i
} hˆm(Qk)
∫
dPk+1
2pi}
e−
i
}
(
P2k+1/2M−Pk+1(Qk+1−Qk)/
)
Performing the same transformation for each of the elements with the exception of
the first and last in Equation (2.167) results in,
〈
Qtat|e− i} Hˆt|Q0a0
〉
=
∫ N−1∏
k=1
dP k
2pi}
dQk e
i
} 
∑N
k=1[Pk(Qk−Qk−1)/−P2k/2M] (2.167)
×〈 at|e− i} hˆm(QN−1) · · · e− i} hˆm(Q0)|a0 〉
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For the mapped systems variables, the path integral expression along the station-
ary path is called the Herman-Kluk propagator143–146:
e−
i
} hˆm(Q)t =
1
2pi}N
∫
dp0 dq0 Ct(p0, q0)e
i
}St(p0,q0)
∣∣ ptqt 〉〈 p0q0 ∣∣. (2.168)
This method is based on IVR and transforms the root-searching procedure (that
satisfies the two-boundary condition) to a Monte-Carlo procedure that sums over
the trajectories associated with the distribution of initial conditions, as represented
by the integral over initial mapping variables p0 and q0. The monodromy matrix or
the Jacobian, Ct(p0, q0), relates the final position and the initial momentum
147. The
operator
∣∣ ptqt 〉〈 p0p0 ∣∣ projects the initial and final mapped states onto coherent
states to give elements,
〈
p0q0|a0
〉
=
1
2
(
qa0 − iqa0
)
e
i
2
∑
a(qa0pa0 )e−
1
4
∑
a(q
2
a0
+p2a0 ) (2.169)〈
ptqt|at
〉
=
1
2
(
qa0 + iqa0
)
e−
i
2
∑
a(qatpat )e−
1
4
∑
a(q
2
at
+p2at )
Note, the polynomial factors,
(
qa0 − iqa0
)
and
(
qa0 + iqa0
)
, arise from the initially
excited mapped state. The remaining states that are in the ground state at t = 0 are
Gaussians. Since the Gaussian distribution of phase variables does not change under
evolution, the average distribution between t = 0 and t = N will be taken. Then,
Equation (2.167) becomes,
〈
Qtat|e− i} Hˆt|Q0a0
〉
=
∫ N−1∏
k=1
dQk
dP k
2pi}
dP N
2pi}
e
i
}S0Tat,a0 [Qk] (2.170)
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where S0 is the nuclear kinetic action,
S0 = 
N∑
k=1
(
P2k+1/2M + Pk+1(Qk+1 −Qk)/
)→ t∫
0
dτ
[
P Q˙− P2/2M], (2.171)
and Tat,a0 [Qk] is the quantum transition amplitude from state
∣∣ a0 〉 to ∣∣ at 〉 along the
nuclear paths {Qk}:
Tnt,n0 [Qk] =
∫
dp 0dq 0Ct(p0, q0)e
i
}St(p0,q0) (2.172)
1
4
(
qat + ipat
)(
qa0 − ipa0
)
e−
i
2
∑
a(qatpat−qa0pa0 )e−
1
2
∑
a(q
2
a0
+p2a0 )
Further simplification involving cancellation of the phase factors arising from the
monodromy terms and the zero-point terms in the action133 of Equation (2.172) are
shown in Reference [133], which will ultimately give the following simple expression
for the transition amplitude:
Tat,a0 [Qk] =
∫
dp 0dq 0G0
1
4
(
qat + ipat
)(
qa0 − ipa0
)
eiS
cl
1 e−
i
2
∑
a(qatpat−qa0pa0 ), (2.173)
where, G0 = e
−∑a(q2a0+p2a0 ) and
eiS
cl
1 = ei
∫ t
0 dτ
[
(
∑
a paq˙a)−hclm(Q)
]
. (2.174)
The expression hclm(Q) is the mapped Hamiltonian in the coherent state basis,
hclm(Q) =
1
2
∑
a
εa(Q)(p
2
a + q
2
a) +
1
2
∑
a6=b
∆ab(papb + qaqb). (2.175)
The same approximation and simplification will lead to similar expression for the
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backward propagation. Then, the starting Equation (2.159) becomes,
〈
Qtat|ρˆ(0)|Q˜ta˜t
〉
=
∑
a0,a˜0
∫
dQ0 dQ˜0
N−1∏
k,l=1
dQk dQ˜k
dPk
2pi}
dPN
2pi}
dP˜k
2pi}
dP˜N
2pi}
e
i
} (S0−S˜0)
∫
dq0 dp0 dq˜0 dp˜0 G0G˜0
1
4
(qN0 − ipN0)(q˜N0 + ip˜N0)
1
4
(qNt + ipNt)(q˜Nt − ip˜Nt)
ei(S1(t)−S˜1(t))e−
i
2
∑
a(qatpat−qa0pa0 )e
i
2
∑
a(q˜at p˜at−q˜a0 p˜a0 ) (2.176)
Transforming the bath variables into the mean and difference coordinate and momen-
tum of the forward and backward paths,
Q¯ =
1
2
(
Q + Q˜
)
Z = (Q− Q˜) (2.177)
P¯ =
1
2
(
P + P˜
)
Y = (P− P˜)
transforms the difference in the nuclear kinetic action to,
(S0 − S˜0) = P¯NZN − P¯1Z0 −
Nt−1∑
k=1
(P¯k+1 − P¯k)Zk −
Nt∑
k=1

m
P¯k − (R¯k − R¯k−1)Yk
(2.178)
The action for the mapping variables in the new nuclear coordinates can be estimated
to be,
S1 − S˜1 =
t∫
0
dτ
[∑
a
paq˙a − hclm(Q, p, q)
]− [∑
a
p˜a ˙˜qa − hclm(Q˜, p˜, q˜)
]
∼
t∫
0
dτ
[∑
a
paq˙a − hclm(Q¯, p, q)
]− [∑
a
p˜a ˙˜qa − hclm(Q¯, p˜, q˜)
]
−1
2
∇Q¯
[
hclm(Q¯, p, q) + h
cl
m(Q¯, q˜, p˜)
]
Z +O(Z2) (2.179)
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Furthermore, from Hamilton’s equation,
q˙ =
∂hclm
∂p
−p˙ = ∂h
cl
m
∂q
(2.180)
and the relationship,
1
2
∂
∂τ
pq =
1
2
[
p
∂hclm
∂p
− q∂h
cl
m
∂q
]
(2.181)
=
1
2
∑
a
εa(Q)(p
2
a − q2a) +
∑
a6=b
∆ab(papb − qaqb),
the first order (in Z) approximation to the difference in the action becomes,
∆S1(t) ∼1
2
t∫
0
∂
∂τ
∑
a
(
paqa)dτ +
1
2
t∫
0
∇Q¯
[
hmap(Q¯, p, q) + hmap(Q¯, p
′, q′)
]
Zdτ
=
1
2
∑
a
[
qatpat − qa0pa0
]
+
1
2
t∫
0
dτ∇Q¯
[
hmap(Q¯, p, q) + hmap(Q¯, p
′, q′)
]
Z.
Altogether, assuming that the bath and the system are uncoupled before excitation
such that ρ(0) = ρeqσ, Equation (2.176) becomes,
〈
Qtat|ρˆ(0)|Q˜ta˜t
〉
=
∑
a0,a˜0
∫
dQ¯0 dq0 dq˜0 dp0 dp˜0 G0G˜0
1
4
(
qa0 − ipa0
)(
q˜a0 + ip˜a0
)
∫ N−1∏
k=1
dQ¯k
dP¯k
2pi}
dP¯N
2pi}
ρ(0)e
i
} P¯1Z0
1
4
(
qat − ipat
)(
q˜at + ip˜at)e
− i} P¯NZN
e
i
}
∑N−1
k=1
(
P¯k+1−P¯k
)
Zke
i
2
∫ t
0 dτ
∑
a∇Q¯
[
hclm(Q¯,p,q)+h
cl
m(Q¯,p˜,q˜)
]
Ze
i
}
∑N−1
k=1

m
P¯k−(R¯k−R¯k−1)Yk ,
where,
ρ(0) =
〈
Q0a0|ρ(0)|Q˜0a˜0
〉
=
〈
Q¯0 +
Z0
2
|ρˆ(0)|Q¯0 − Z0
2
〉
a0,a˜0
,
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is the initial density matrix in the transformed bath variables. Integration over the
mean coordinate and momentum variables results in the final expression for PLDM
propagation:
〈
Qtat|ρˆ(0)|Q˜ta˜t
〉
=
∑
a0,a˜0
∫
dq0 dq˜0 dp0 dp˜0 G0G˜0
1
4
(
qn0 − ipn0
)1
4
(
q˜n0 + ip˜n0
)
∫
dQ¯0
dP¯k
2pi}
dP¯N
2pi}
ρW(Q¯0, P¯1)
1
4
(
qnt − ipnt
)(
q˜nt + ip˜nt)e
i
} P¯NZN
N−1∏
k=1
δ
(
P¯k+1 − P¯k

− Fk
) N−1∏
k=1
δ
(
P¯k
M
− Q¯k − Q¯k+1

)
. (2.182)
The G0 and G˜0 are again the initial Gaussian distributions for the mapping variables.
G0 = e
− 1
2
∑
a(q
2
a0
+p2a0 ) G˜0 = e
− 1
2
∑
a(q˜
2
a0
+p˜2a0 )
The initial distribution for the nuclear degrees of freedom is the Wigner distribu-
tion148,
ρW(Q¯0, P¯0) =
∫
dZ 0
〈
Q¯0 +
Z0
2
|ρˆ(0)|Q¯0 − Z0
2
〉
a0,a˜0
e−
i
} P¯1Z0
=
[mω
pi}
tanh (}ω/kBT)
] 1
2
e
−mω} tanh
(
}ω
kBT
)
Q¯2+ 1
4
coth
(
}ω
kBT
)
Z
.
The equation of motion for the bath degrees of freedom depends on the force
Fk = −1
2
∇Q¯k
[
hm(Q¯k, pk, qk) + hm(Q¯k, p˜k, q˜k)
]
,
that arises from the averaged forward and backward mapping paths. The mapping
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variables from the semiclassical approximation satisfy the Hamilton equations,
q˙ =
∂hclm
∂p
p˙ = −∂hm
∂q
˙˜q =
∂hclm
∂p˜
˙˜p = −∂h
cl
m
∂q˜
(2.183)
Thus, in Equation (2.182), the integration over the initial values is done numerically
by sampling the initial nuclear position and momentum values from the Wigner distri-
bution for a given temperature T ; and the initial forward and backward mapping vari-
ables from the Gaussian distributions. Each set of sampled point, (Q¯, P¯, q0, p0, q¯0, p¯0),
will give rise to different trajectories, where the interference from each trajectory
will lead to quantum effects arising from the system variables. The nuclear degrees
of freedom are propagated according to the time-stepping relationship given in the
delta-functions in Equation (2.182):
P¯k+1 = P¯k + Fk (2.184)
Q¯k+1 = Q¯k − P¯k/M,
The final propagated density is obtained by the Wigner transformation,∫
dZN
〈
Q¯N +
ZN
2
|ρˆ(t)|Q¯N − ZN
2
〉
at,a˜t
e−
i
} P¯NZN .
2.5 System Bath Interactions: Non-adiabatic parameters
Modeling site-dependent electronic-nuclear couplings for complex systems is not an
easy process. Although advanced experimental techniques150–158 can now estimate
the magnitude of non-adiabatic coupling, system-bath interactions can be character-
ized only for a select group of light-harvesting systems where the fluorescing state
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is a well-defined (energetically separated) exciton state. On the other hand, vari-
ous theoretical and computational approaches exist to compute the magnitude of
electronic-nuclear couplings for each chromophore site159–161. However, conventional
methods have been primarily based on characterizing the nuclear vibrational fre-
quencies from forcefield-parameterized ground state potential energy surface, which
oftentimes are not capable of quantitatively describing the ground state properties of
the chromophores162–164,24,26,31. Thus, a new computational prescription, built upon
previous work of Rivera et al.182, is discussed in this section. This new method has
been shown to be reliable in modeling system interaction with the protein and sol-
vent nuclear environment, and system interaction with the internal motions of the
chromophores. In this Section, the proposed method is discussed in detail in Sec-
tion (2.5.1) and benchmark studies on the Fenna-Matthews-Olson (FMO) complex is
discussed in Section (2.5.2).
2.5.1 Ab initio Parameterization of System-Bath Interaction Models
As mentioned in Section (2.1), the set of parameters {cai } represent the nuclear forces
on the ath excited state potential energy surface along {Qi}. In the eigenstate basis,
this term governs the non-adiabatic energy transfer processes. There are several ap-
proaches to compute {cai }. The most straightforward approach is to identify all the
normal modes of entire pigment-protein complex and along each independent coor-
dinate, compute the gradient for each excited state surface at the Franck Condon
point. This method, however, is computationally inefficient not only because of the
challenges presented in estimating the large number of collective coordinates for big
systems, but also because only a small subset of these modes are actually involved in
EET. Rather, the conventional approach has been to construct correlation functions
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of excitation energy fluctuation165,21,24,166,
C(t− t0) =
〈
δε(t− t0)δε(t0)
〉
t0
, (2.185)
where δε(t− t0) = ε(t− t0)− ε¯ is the excitation energy difference from the mean
excitation energy and the notation
〈
. . .
〉
t0
indicates average over the different time
origins, t0, of the stationary (equilibrium) random process. For simplicity, the sub-
script a is not indicated explicitly, but the following discussions are developed in the
context of site basis {∣∣ a 〉} where chromophore a is excited, and all the observables
such as ε and c are site-dependent quantities. It is also assumed here that fluctuation
in excitation energies for different sites are uncorrelated, such that the only terms
considered are,
Ca(t− t0) =
〈
δεa(t− t0)δεa(t0)
〉
t0
. (2.186)
Within the approximations outlined in Section (2.1), the correlation function in Equa-
tion (2.185) is related to nuclear dynamics via,
〈
δε(t− t0)δε(t0)
〉
t0
=
∑
i
c2i
〈
Qi(t− t0)Qi(t0)
〉
, (2.187)
where the notation
〈
. . .
〉
on the right hand side follows from ergodic hypothesis and
denotes the average over all possible initial conditions, {Qi(t0),Pi(t0)}. The orthog-
onal normal mode coordinates are assumed to be uncorrelated and the cross-terms,〈
Qi(t− t0)Qj(t0)
〉
, are assumed to be zero for all time. The left-hand side of Equa-
tion (2.187) can be numerically constructed by computing excitation energies along
the MD trajectory. That is, for pigment-protein configuration at each timestep in
the simulation, excitation energy is computed with some chosen electronic structure
method. The right-hand side of Equation (2.187) can be solved analytically for har-
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monic degrees of freedom53,167. If the ground state nuclear trajectories are simulated
with quantum equations of motion, then the quantum correlation function for mode i
(with frequencyωi, manifold of harmonic oscillator states {n}, and quantum partition
function Z), is
〈
Qˆi(t− t0)Qˆi(t0)
〉
=
∑
n
1
Z
〈
n|Qˆi(t− t0)Qˆi(t0)e−βHˆ|n
〉
. (2.188)
With the following useful relationships for quantum harmonic oscillators,
Hˆ
∣∣ n 〉 = (n + 1
2
)}ωi
∣∣ n 〉 e−βHˆ∣∣ n 〉 = e−β(n+ 12 )}ωi∣∣ n 〉
aˆ+
∣∣ n 〉 = √n + 1∣∣ n + 1 〉 aˆ∣∣ n 〉 = √n∣∣ n− 1 〉
Qˆi(t0) =
√
}
2ωi
(
aˆ+ + aˆ
)
Qˆi(t− t0) = e i} Hˆ(t−t0)Qˆi(t0)e− i} Hˆ(t−t0), (2.189)
and with bath partition function,
Z =
∑
n
e−β(n+
1
2
)}ωi =
e−
1
2
β}ωi
1− e−β}ωi (2.190)
the following expression is obtained (setting t0 = 0 for simplicity):
〈
δε(t)δε(0)
〉
=
}
2
∑
i
c2i
ωi
{
(n(ωi) + 1)e
−iωit + n(ωi)eiωit
}
, (2.191)
Writing the correlation function as a continuous function of frequencies, Equation
(2.187) becomes,
〈
δε(t)δε(0)
〉
=
}
2
∞∫
0
dω J(ω)
{
(n(ω) + 1)e−iωt + n(ω)eiωt
}
, (2.192)
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where n(ω) is the thermally averaged occupation number,
n(ω) =
1
Z
∑
n
ne−β(n+
1
2
)}ω =
1
e−β}ω − 1 . (2.193)
The spectral density, J(ω), in Equation (2.192) is defined as,
J(ω) ≡
∑
i
c2i
ωi
δ(ω−ωi) (2.194)
and identifies all the modes that are coupled to the electronic system.
The spectral density can be extracted from the time-dependent correlation func-
tion by the following cosine Fourier transform:
2
}
tanh
(
β}ω
2
) ∞∫
0
dtR
〈
δε(t)δε(0)
〉
cos(ωt) = J(ω) (2.195)
For nuclear degrees of freedom that are simulated classically with Newtonian equa-
tions of motion, such as in classical MD simulations, the correlation function of mode
i in Equation (2.187) is integrated over all possible initial conditions, {Qi(0),Pi(0)},
each weighted by the classical Boltzmann factor:
〈
Qi(t)Qi(0)
〉
=
1
Z
∞∫
−∞
dPi(0)
∞∫
−∞
dQi(0)
{
Qi(t)Qi(0)e
−β( 12 P2i (0)+ 12ω2i Q2i (0))
}
(2.196)
Knowing that the trajectory of a classical oscillator is,
Qi(t) = Qi(0) cos(ωit) +
Pi(0)
ωi
sin(ωit) (2.197)
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and the Boltzmann partition function as,
Z =
∞∫
−∞
dPi(0)
∞∫
−∞
dQi(0) e
−β( 12 P2i (0)+ 12ω2i Q2i (0)) =
βωi
2pi
(2.198)
Equation (2.196) becomes, in terms of J(ω),
〈
δε(t)δε(0)
〉
=
1
β
∞∫
0
dω
J(ω)
ω
cos(ωt). (2.199)
The spectral density can be extracted by the following transformation:
β
∞∫
0
dt
〈
δε(t)δε(0)
〉
ω cos(ωt) = J(ω) (2.200)
In real systems, the sharp δ-peaks in the spectral densities defined in Equation
(2.194) will be broadened by dynamics that lead to nuclear dephasing168,167. For
example, anharmonic evolution of the nuclear bath from one thermally accessible
minima to another minima of the potential energy surface will lead to changes from the
initial normal mode coordinates and frequencies. These changes can be incorporated
by assigning a finite lifetime τi to the correlation functions where τi is oftentimes
empirically determined. For example, from the damped correlation function shown
below, 〈
Qi(t)Qi(0)
〉→ 〈Qi(t)Qi(0) 〉e−t/τi , (2.201)
the resulting spectral density for classical oscillators is a Lorentzian-like function:
J(ω) =
∑
i
λi
{
τiωi
τ2i + (ω+ωi)
2 +
τiωi
τ2i + (ω−ωi)2
}
(2.202)
Spectral densities computed from cosine transform of numerically constructed func-
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tions (along MD trajectories) will have complicated peak distributions. The peaks
will be broadened since anharmonicity of the bath has been inherently taken into
account. The site-dependent total reorganization of the bath can be extracted from
these spectral densities by:
λ =
1
pi
∞∫
0
dω
J(ω)
ω
(2.203)
For correlation functions of excitation energy fluctuations constructed along MD
trajectories, it is imperative to have an accurate representation of the potential energy
surface169–173. A simple diagnostic tool to assess the credibility of the MM potential
energy surface is to compare the curvature of the MM potential energy surface to
that mapped out by the electronic structure method. If the two surfaces are different,
then the computed spectral densities will be inaccurate. In fact, a simple analytical
model has been constructed in Reference [173] to demonstrate how the shape of the
spectral densities can be affected by mismatched potential energy surfaces such as
the ones shown in Figure (2·2).
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Figure 2·2: The harmonic behavior of the (dark-green) MM ground
state potential energy surface with curvature Ωi; and (dark-pink) QM
ground and excited state potential energy surface with curvature ωi
along a chosen, common collective coordinate Qi.
In Figure (2·2), shown along some common collective coordinate Qi are (in dark-
green) ground harmonic potential energy surface with curvature Ωi, and (in dark-
pink) ground and excited “QM” potential energy surfaces with curvature ωi. The
“QM” curves represent the surfaces constructed from electronic structure calculations.
The dark-green MM curve represents the potential energy surface on which the MD
trajectories are computed. With respect to both these surfaces, the gradient ci is
computed on the dark-pink QM excited state surface.
For a simple, hypothetical model where the normal mode eigenvectors are reliably
represented by the MM potential but the frequencies are not174, the spectral densities
computed along the MM ground state surface has spectral peaks positioned at the
MM frequencies {Ωi},
JMM(ω) =
∑
i
c2i
Ωi
δ(ω− Ωi), (2.204)
with amplitude c2i /Ωi. On the other hand, along the same coordinates, the spectral
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density computed along the QM ground state surface has spectral peaks positioned
at the QM frequencies {ωi} with spectral amplitudes c2i /ωi:
JQM(ω) =
∑
i
c2i
ωi
δ(ω−ωi) (2.205)
Note, this model has been considered for simplicity and mismatches in normal mode
coordinates (eigenvectors) are ignored.
For erroneous MM potential energy surfaces, the peak positions will be shifted
from ωi → Ωi and the peak heights will be altered from c2i /ωi → c2i /Ωi. These effects
can be seen in Figure (2·3), where the spectral densities have been computed for a
gas phase bacteriochlorophyll molecule with the following prescription. First, normal
mode analysis on the optimized geometry of the system was performed along the MM
ground potential energy surface with CHARMM forcefield175 parameters commonly
used to characterize bacteriochlorophylls in MD simulations. The resulting eigenvec-
tors were used as the common coordinate to compute two different spectral densities:
the black spectral density, JCHARMM(ω), in Figure (2·3) were computed with respect
to CHARMM ground state frequencies and with (TD)B3LYP/3-21G excited state
gradients; the pink spectral density, JB3LYP(ω), were computed with respect to the
curvature of the mapped out B3LYP/3-21G ground state potential energy surface
and with the same excited state gradients as those used for JCHARMM(ω).
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Figure 2·3: Spectral densities computed for a gas phase bacteriochloro-
phyll molecule using the CHARMM normal mode coordinates as the
common collective coordinate. The spectral densities with respect to the
MM (CHARMM) ground state with (TD)B3LYP gradients are shown
in black. The spectral densities with respect to QM (B3LYP-3-21G)
ground state with (TD)B3LYP gradients are shown in dark-pink.
Differences between JCHARMM(ω) and JB3LYP(ω) are noticeable, particularly for
frequency range 1100 cm−1 to 1300 cm−1 where the spectral amplitude for JB3LYP(ω)
is large while for JCHARMM(ω) is small. For frequency region greater than 1600 cm
−1,
the opposite is observed. These differences arise due to the mismatch in the two
surfaces for frequency values greater than 1500 cm−1, as shown in Figure (2·4). In
the center panel of Figure (2·4), the curvature of the (MM) CHARMM and (QM)
B3LYP ground state surfaces are compared where the x-axis are the frequencies of the
CHARMM surface and the y-axis are the frequencies of the B3LYP/3-21G surface. In
the low frequency regions, the CHARMM ground state surface mirrors the B3LYP/3-
21G surface: ωB3LYP ∼ ΩCHARMM. Thus, JMM(ω) and JQM(ω) are relatively alike in
this region. However, for ΩCHARMM > 1500 cm
−1, the B3LYP/3-21G surface is much
softer with estimated frequency values ranging from 1100 cm−1 to 1300 cm−1. In fact,
the QM frequencies, ωB3LYP, are always below 1500 cm
−1. Because of this mismatch,
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Figure 2·4: Curvature values of the (MM) CHARMM ground state
surface and (QM) B3LYP/3-21G surface along the CHARMM normal
mode coordinates. The filled-in circles highlight the modes with rela-
tively large magnitude of excited state gradients. These modes give rise
to the spectral peaks in the spectral density. The position of these peaks
will be governed by the reference ground state frequencies: ΩCHARMM for
J(ω)CHARMM in black; and ωB3LYP/3−21G for J(ω)B3LYP in dark-pink.
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the JCHARMM(ω) spectral peaks with amplitude c
2
i /Ωi are shifted to ωB3LYP/3−21G
positions in JB3LYP(ω) with spectral amplitude c
2
i /ωi.
To fix such problems, the forcefield can be tailored to better represent the chro-
mophore system. For example, in the high-frequency region highlighted above, where
C=C, C=O, and C=N stretching dominate176, the observed differences in the spectral
density strongly suggest that the bond-stretching terms for the various heteratomic
double-bonds are not described accurately with the employed CHARMM forcefield
and should be re-parameterized.
Ab-initio molecular dynamics simulations177, or even semi-empirical simulations178,
can instead be used to compute nuclear trajectories. However, though these methods
provide better descriptions of the ground state potential than the “generalized” MM
forcefields, these methods are computationally cumbersome since (1) system-specific
forcefield parameterization is not a straightforward process; and (2) adiabatic quan-
tum simulations are computationally expensive and severely restricts the length of the
simulation. Though novel simulation methods utilizing on-the-fly adaptive forcefield
algorithms are becoming more prevalent, these methods are still in development and
are not generally available in commercial packages179,177,180.
2.5.2 Ab initio Spectral Densities for the Fenna-Matthews-Olson Com-
plex
The issues presented above have been the motivation to develop an alternative method
to compute spectral densities. The method is based on separation of the nuclear de-
grees of freedom into those of the inner sphere and those of the outer sphere. As
first introduced by Professor H. Taube and Professor R. Marcus in the context of
electron transfer181, nuclear modes in the inner sphere describe the internal motions
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of chromophores, where the direct intramolecular geometry distortion will induce
large changes in excitation energy. In comparison, changes in excitation energy due
to nuclear motions of the outer sphere, i.e. the environment of the chromophores,
will be smaller since the magnitude of intermolecular interactions is relatively small.
The fluctuation in excitation energy is thus decomposed into intermolecular and in-
tramolecular components,
δε(t) = δεinter(t) + δεintra(t) (2.206)
and the correlation function of excitation energy fluctuation can be approximated as,
〈
δε(t)δε(0)
〉 ∼〈 δεinter(t)δεinter(0) 〉+ 〈 δεintra(t)δεintra(0) 〉. (2.207)
Furthermore, assuming that intermolecular and intramolecular fluctuations are un-
correlated, the total spectral density can be approximated as,
J(ω) ∼ Jinter(ω) + Jintra(ω). (2.208)
The changes in excitation energy due to intermolecular interactions mainly arise from
long-range, electrostatic interaction between the environment of point charges {QJ},
and the ground and excited states of the chromophore charge density. To a good
approximation, the ground and excited state of the chromophore electronic densities
can be modeled as sets of point partial charges, {qexi , qgri }, centered at the chromophore
nuclei centers. Then, δεinter(t) can be computed as,
δεinter(t) ∼
∑
i,J
(qexi − qgri ) QJ
|ri(t)− RJ(t)| , (2.209)
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where i runs over all the nuclear centers of the chromophore and J over all the nuclear
centers of the environment (including the solvent environment). The intermolecular
component of the correlation function in Equation (2.207) is then computed along
classical MD trajectories, but instead of computing the vertical excitation energies
with electronic structure methods at each snapshot, the long-range contribution to
the excitation energy fluctuation is approximated using Equation (2.209). The partial
charges can be fixed to pre-defined values under the assumption that the electronic
densities of chromophores do not fluctuate significantly along the trajectories. Else,
the charges can be re-computed and re-assigned during the ensemble-averaging.
The spectral densities computed from this approximation will describe how ex-
citation energy fluctuates from the slow, collective motion of the environment, and
also from the correlated motion of the environment with the excited chromophore.
Fluctuation of excitation energy arising from intramolecular vibrations, which re-
quires explicit quantum chemical treatment of the changing intramolecular electronic
and intramolecular nuclear interactions, are taken into account separately. Instead of
computing δεintra(t) first to extract the target parameters, ci and ωi, the latter two
sets of values are computed directly from electronic structure calculations. The entire
pigment-protein complex is first reduced to just the inner shell of the chromophore,
which can consist of the locally excited chromophore and the nearby, strongly inter-
acting residues that can either significantly affect the intramolecular normal modes or
cause large changes in the excitation energies. The geometry of the inner sphere is op-
timized with reliable electronic structure methods, and a simple normal mode analysis
is performed to compute the intramolecular vibrational frequencies that range from
0 cm−1 to 3000 cm−1. Along these normal modes, the excited state gradients, {ci}, at
the Franck-Condon point are computed directly with the analytical implementation
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of excited state gradient calculations available for large number of electronic structure
methods in commercial packages. These calculations will compute the gradients with
respect to the atomic Cartesian coordinates, but can easily be transformed to nor-
mal mode coordinates. Specifically, for normal mode coordinates Q defined as linear
combination of Cartesian displacement coordinates X such that,
Q = MX, (2.210)
where M is the matrix of eigenvectors of the Hessian, and for E = E(X), the gradients
in normal mode coordinates,
dE (X)
dQ
=
dE (X)
dX
dX
dQ
(2.211)
can be computed from,
CQ = M
−1CX (2.212)
If analytical implementation is unavailable, then the gradients can be computed
straightfowardly with finite difference methods.
The cross-correlation term such as
〈
δinter(t)δintra(0)
〉
in Equation (2.207) for
light-harvesting complexes studied here is assumed to be negligible. This cross-correlation
term describes how the excitation energy fluctuation arising from intramolecular vi-
brations are correlated with the changes arising from intermolecular vibrations. It
is noted that these effects can become important if the ground state intermolecular
interactions between the chromophore and the environment are strong, but can be ne-
glected if these interactions are taken into account by expanding the quantum system
in the above computation.
Computation of the intermolecular component to the spectral density, Jinter(ω),
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has been implemented by Dr. E. Rivera, Dr. D. Montemayor, and Professor M. Masia
and has successfully predicted the complex shape of the site-dependent Jinter(ω) of
the bacteriochlorophyll A’s in the FMO complex182. In particular, in accordance with
experimental findings183, the total intermolecular reorganization energies has been
found to be small for the BCLs, ranging from 11 cm−1 to 38 cm−1. Further discussions
can be found in Reference [182].
The reliability of this decomposition scheme for the intramolecular component
has been tested for the same BCLs in the FMO complex by comparing results
to those obtained from the Difference Fluorescence Line Narrowing (∆FLN) tech-
nique184,185,183. From ∆FLN experiments, the selectively stimulated emission spectra
are highly resolved and have three distinct components: the large amplitide zero
phonon line (ZPL), the broad phonon-side band (PSB), and the sharp and less in-
tense vibrationally-excited side peaks. The ZPL arises from the purely electronically
excited state where the 0→0 transition does not involve any vibrational excitation.
The PSB band is often a broad Lorentzian blob in the low-frequency region and re-
sults from the vibrationally excited, quasi-continuous distribution of environmental
modes. Typically, a mean frequency value and a mean Huang Rhys factor are fitted to
quantify the environment. The sharp vibrationally-excited peaks in light-harvesting
complexes is due to 0→ 1 transitions of the higher frequency, intramolecular modes.
The Huang Rhys factors for these transitions can be estimated from the relative
amplitudes of the vibrationally-excited peak to the ZPL signal. Though ∆FLN is a
powerful technique to measure electronic-nuclear couplings, meaningful results can be
measured only for the lowest exciton state that is the ultimate fluorescing state. This
is due to spectral congestion of the higher lying exciton states involving the different
chromophores. In FMO, the lowest exciton state is a highly localized state, where
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BCL 3 is the final energy acceptor and emitter186. Thus, the computed Huang Rhys
factors for BCL 3 will be presented first.
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Figure 2·5: The computed Huang Rhys factors for BCL 3 in FMO
subunits A, B, C are shown in each sub-panel as blue peaks. The exper-
imentally measured Huang Rhys factors for BCL 3 in FMO are shown
in gray. The total Huang Rhys factors and reorganization energies are
shown on the right.
In the three subpanels of Figure (2·5), the distribution of Huang Rhys factors
are shown for the QM/MM geometry optimized BCL 3 in FMO subunits A, B, and
C in blue. The geometry of the QM subsystem was first optimized with PBE0/6-
31G(d) in order to perform normal mode analysis at the same level of theory. The
analytical gradients were computed with (TD)PBE0/6-31G(d)96,97 as implemented
in the Gaussian 09 package187. The Huang Rhys factors resolved from ∆FLN are
shown in gray for comparison. Further computational details can be found in the
Supplementary Material of Reference [173].
For the three sampled configurations, the trimodal distribution that divides the
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frequency range into the low-frequency region (0-500 cm−1), the mid-frequency region
(500-1000 cm−1) and the high-frequency region (1000-1800 cm−1) is well-captured.
The computed Huang Rhys factors are the largest for the low-frequency modes since
the overlap between the nuclear wavefunction is greater for more delocalized, vi-
brational wavefunctions. However, the Huang Rhys factors for the first few lowest
frequency modes are most likely overestimated due to artificial partitioning of the sys-
tem into a QM/MM system e.g., frozen MM environment and linking-atoms188,189.
In the higher frequency region shown on the right panel, the Huang Rhys factors
are much smaller in comparison to the lower frequency region. With respect to the
experimentally determined values, magnitude of the Huang Rhys factors are under-
estimated, where this disagreement most likely arises from the shortcomings of the
PBE0 functional. The configuration-dependent fluctuations in the Huang Rhys factors
between subunit A, B, and C are relatively small. This suggests that inhomogeneous
distribution of electronic-vibrational couplings is small for chromophores in FMO,
reflecting the rigidity of the protein β-barrel environment and the rigidity of the BCL
pi-conjugated ring.
To assess the differences and similarities in the electronic-nuclear couplings for
seven other sites in FMO, the spectral densities are presented instead of Huang Rhys
factors. From the computed sets of gradients, spectral densities were computed ac-
cording to Equation (2.194), where the δ-function in Equation (2.194) was replaced
with Gaussian functions centered about the computed frequencies. This broadening
of the δ-function reflects realistic effects such as nuclear dephasing, and provides a
simple method to compute spectral densities for easier comparative analysis. Each
of the broadened J(ω) were normalized to conserve the total intramolecular reorga-
nization energy. It is noted that this artificial broadening will not affect quantum
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dynamics, since the computed {ci} and {omegai} will be implemented directly into
the Hamiltonian.
In each of the eight sub-panels in Figure (2·6), the spectral densities for each BCL
in the three different FMO subunits are presented.
𝐉(𝛚)(c
m
-1
)
𝛚 (cm-1)
BCL1
BCL2
BCL3
BCL4
BCL5
BCL6
BCL7
BCL8
 50
 150
 250
 0  100  200  300  400  500  600  800  1000  1200  1400  1600  1800
 2000
 4000
 50
 150
 250
 0  100  200  300  400  500  600  800  1000  1200  1400  1600  1800
 2000
 4000
 50
 150
 250
 0  100  200  300  400  500  600  800  1000  1200  1400  1600  1800
 2000
 4000
 50
 150
 250
 0  100  200  300  400  500  600  800  1000  1200  1400  1600  1800
 2000
 4000
 50
 150
 250
 0  100  200  300  400  500  600  800  1000  1200  1400  1600  1800
 2000
 4000
 50
 150
 250
 0  100  200  300  400  500  600  800  1000  1200  1400  1600  1800
 2000
 4000
 50
 150
 250
 0  100  200  300  400  500  600  800  1000  1200  1400  1600  1800
 2000
 4000
 50
 150
 250
 0  100  200  300  400  500  600  800  1000  1200  1400  1600  1800
 2000
 4000
𝛌𝐭𝐨𝐭𝐚𝐥=145.53 cm-1
147.13 cm-1
139.79 cm-1
𝛌𝐭𝐨𝐭𝐚𝐥=145.68 cm-1
147.36 cm-1
139.75 cm-1
𝛌𝐭𝐨𝐭𝐚𝐥=147.13 cm-1
147.11 cm-1
153.85 cm-1
𝛌𝐭𝐨𝐭𝐚𝐥=131.51 cm-1
133.69 cm-1
137.04 cm-1
𝛌𝐭𝐨𝐭𝐚𝐥=144.70 cm-1
138.93 cm-1
147.51 cm-1
𝛌𝐭𝐨𝐭𝐚𝐥=143.22 cm-1
140.18 cm-1
143.22 cm-1
𝛌𝐭𝐨𝐭𝐚𝐥=145.80 cm-1
145.94 cm-1
149.57 cm-1
𝛌𝐭𝐨𝐭𝐚𝐥=232.30 cm-1
184.25 cm-1
271.84 cm-1
Figure 2·6: Spectral densities for BCL 1 to 8 in the FMO complex
computed with (TD)PBE0/6-31G(d)//PBE0/6-31G(d) are shown in
colored-curves. The spectral density computed from the experimen-
tally determined Huang Rhys factors for BCL3 are shown as filled-gray
curves. The computed total reorganization energies for each BCL con-
figuration are shown on the right.
From site to site, the trimodal behavior observed in BCL 3 is also observed for all
eight sites. BCL 8 has the largest inhomogeneous distribution of electronic-nuclear
coupling and is manifested in the relatively large fluctuation of reorganization ener-
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gies that range from 184 cm−1 to 271 cm−1. This variation reflects the unique, local
environment of BCL 8, where this chromophore is the located outside of the protein
β-barrel and is mostly solvated with water. For the remaining seven chromophores
intercalated in the β-barrel, only small variations are observed in the shape and mag-
nitude of the spectral densities for different sites. Larger site-dependent differences
are noticed in the lower-frequency region than the high-frequency region, where the
more delocalized motions of low frequency modes resemble librational motions and
thus are more sensitive to differences in the local environment.
The total intramolecular reorganization energies, ranging from 138 cm−1 to 153
cm−1, are smaller than the total intramolecular reorganization energy of 209.328 cm−1
determined for BCL 3 from ∆FLN185. As mentioned previously, the underestimation
could result from the need for more configurational averaging, but also could reflect
the inadequacies of the chosen functional.
Thus, in Figure (2·7) the spectral densities computed from a wide-variety of pop-
ular functionals for the BCLs in FMO subunit A are presented. The corresponding
total intramolecular reorganization energies are presented in Figure (2·8). In both
Figures, the ‘*’ on the functionals CAM-B3LYP190,191 and LC-BLYP192 denote that
the range-separation parameter has been taken from Reference [193], where the values
were optimally-tuned for best energetic predictions for bacteriochlorophyll molecules
in solution193–195.
First, in Figure (2·7), spectral densities predicted by the functionals, B3LYP92–95
and PBE0, and the mid-range separated functionals (HSE196,197 and HISS198,199) are
similar in magnitude and shape for the eight sites. However, for the long-range sep-
arated functionals, CAM-B3LYP* and LC-BLYP*, the predicted spectral densities
vary widely from site to site, and also with respect to other functionals. For the unique
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Figure 2·7: Spectral densities for BCL 1 to 8 in the FMO complex
computed from various functionals are shown as colored-curves. The
spectral density computed from the experimentally determined Huang
Rhys factors for BCL3 are shown as filled-gray curves.
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BCL 8, spectral amplitudes are significantly enhanced for all frequency range; and
for BCL 1, 2, 3, and 7, larger spectral amplitudes are computed in the low-frequency
region.
For the corresponding total intramolecular reorganization energies presented in
Figure (2·8), those predicted by B3LYP, PBE0, HSE, and HISS remain relatively in-
variant for BCLs 1 to 7 to both (1) slight differences in the optimized geometries of the
BCLs; and (2) slight differences in the heterogeneous point-charge environment. The
reorganization energies predicted for BCL 8 with these functionals are consistently
larger, though the absolute magnitude varies from functional to functional.
For the two long-range separated functionals with optimally-tuned range-separation
parameters, both functionals predict unrealistically large intramolecular reorganiza-
tion energies for BCL 8. In fact, CAM-B3LYP* predicts larger reorganization ener-
gies for all BCLs. Interestingly, the reorganization energies predicted by these two
functionals with the originally proposed range-separation parameters are among the
smallest for BCL8. However, for the remaining 7 chromophores, LC-BLYP and CAM-
B3LYP consistently predicts the largest reorganization energies out of all the func-
tionals. As to why the various range-separated functionals predict inconsistent re-
organization energies is to be further explored. One possibility is the sensitivity of
the different functionals to the “environmental screening” introduced into the QM
subsystem in the QM/MM scheme.
Overall, the presented decomposition method to compute the electronic-nuclear
coupling terms has been shown to be reliable, particularly for the FMO complex.
However, the reliability of the results will significantly depend on the chosen elec-
tronic structure method, where it is crucial for the method to be able to capture the
relative energy differences for fluctuating configurations. As long as the appropriate
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electronic structure method is chosen for the excited state calculations, the role of in-
termolecular and intramolecular modes in EET can easily be separated and analyzed,
since the intramolecular modes can be readily identified from normal mode analysis.
For the results shown in Chapter 3, this method will be employed to compute the
intramolecular electronic-nuclear interaction.
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Chapter 3
Phycobiliproteins
In this chapter, computed Hamiltonians for four light-harvesting complexes belong-
ing to the group of phycobiliprotein pigment-protein complexes11,200 are presented.
These phycobiliprotein complexes are unique to unicellular algae and differ from light-
harvesting complexes found in plants and bacteria: instead of chlorophylls and bac-
teriochlorophylls, linear tetrapyrrole molecules, called bilins, make up the network of
pigments. The important structural details of the four phycobiliproteins complexes -
Phycoerthryn 545 (PE545), Phycoerythryn 555 (PE555), Phycocyanin 645 (PC645),
and Phycocyanin 612 (PC612) complex42 - will be discussed in Section (4.1). The
differences and similarities in the model Hamiltonian for the closely-related PE545
and PE555 complexes will be discussed in Section (3.2); and for PC645 and PC612
in Section (3.3). Notable attributes, common to these complexes, will be summarized
in Section (3.4).
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3.1 Introduction
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Figure 3·1: The structural details of the pigment-protein complexes
(from left to right) PE545, PC645, PE555, and PC612 are shown in
the top panel. The corresponding linear absorption spectra measured
at 77K, from Reference [42], are shown in the bottom panel as thick,
black lines. The absorption spectra for the three other complexes are
shown in gray for comparison.
Phycobiliprotein complexes have recently gained much attention due to their unique
structural and dynamical properties. Unlike the chlorophyll-based complexes that
absorb photons in the near-IR region of the solar spectrum, these complexes utilize
bilins and absorb in the visible, blue-green region. The chromophore-to-chomophore
distances are large with average inter-chromophore distance of approximately 20 A˚.
Yet, energy is successfully transferred to the universal, chlorophyll-based Photosystem
II complex that functions in the ∼ 700 nm region201,202.
Each algae species produce only one type of phycobiliprotein complex that are not
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membrane-bound. The complexes are found between the folds of the thylakoid mem-
brane (in the thylakoid lumen) and the chromophores are highly solvated such that
water offers additional functional tune-ability203, as will be explored later. The num-
ber and type of bound pigments vary for different types of phycobiliprotein complexes,
but for the four complexes studied in this Chapter, each complex is composed of eight
linear-tetrapyrrole chromophores that are pseudo-symmetrically arranged about the
pseudo-symmetric protein scaffold. The protein scaffold is a dimer of αβ subunits
where the α subunit is a short, extended polypeptide that binds one bilin; and the
β subunit, consisting of alpha-helices, binds three bilins. The bound bilins are either
singly or doubly bonded to conserved cysteine sites and are commonly labeled with
subscripts that reflect the binding sites42.
The four complexes that will be discussed in this Chapter, and their measured 77K
linear absorption spectra are shown in Figure (3·1). The first two complexes are the
closely-related Phycoerythrin 545 (PE545) and Phycocyanin 645 (PC645) complexes
that have garnered interest due to the unexpected spectroscopic measurement of long-
lived coherent energy transfer behavior in the initial stages of EET dynamics204. In
both complexes, the two central bilin chromophores, PEB50s in PE545 and DBV50s in
PC645, are uniquely within van der Waals contact and the magnitude of the electronic
coupling is thus large. These pairs have also been empirically assigned with the largest
site energies such that when the complex is initially excited, the excitation delocalizes
between these two bilins and is coherently transferred to the peripheral chromophores
that are approximately ∼20A˚ away205. Numerous experimental and computational
studies have focused on developing an understanding of the role played by these
delocalized states and how (and if) the resulting coherent dynamics promotes efficient
EET.206–211,154,212–214.
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Comparison of PE545 and PC645 shows little structural difference in the protein
scaffold and in the bilin-binding sites. However, the differences in chromophore com-
position give rise to distinctive absorption profiles as evident in the experimentally
measured linear absorption spectra shown in Figure (3·1). In PE545, only two differ-
ent types of bilins, called the phycoerythrobilin (PEB) and dihydrobiliverdin (DBV)
chromophores, absorb in the 500 nm region. On the other hand, three different types
of bilins, called dihydrobiliverdin (DBV), phycocyanobilin (PCB), and mesobiliverdin
(MBV) chromophores, are found in PC645 to give rise to a broader absorption profile
that is red-shifted with respect to the PE545 profile. This difference in the absorp-
tion wavelength results from the variation in the bilin pi-conjugation length, where as
shown in Figure (3·2), the bilins in PC645 (in ovals) overall have longer pi-conjugation
length than those in PE545 (in boxes).
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Figure 3·2: Structure and the approximated excitation energy for the
four different types of bilins. The bilins found in the PC complexes
are indicated with ovals. The bilins found in the PE complexes are
indicated with rectangles.
The last two complexes shown in Figure (3·1) are the Phycoerythrin 555 (PE555)
and Phycocyanin 612 (PC612) complexes that are structurally homologous to one an-
other. With respect to the first two PE545 and PC645, the chromophore composition
between the PE complexes are identical, while between the PC complexes are nearly
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identical. The slight differences in the binding-sites (particularly for the α sites) and
the chromophore compositions are tabulated in Table 3.1.
complex type α18/19/20 β50 β82 β158
PE545 closed DBV PEB PEB PEB
PE555 open PEB DBV PEB PEB
PC645 closed MBV DBV PCB PCB
PC612 open PCB DBV PCB PCB
Table 3.1: Bilin composition and binding sites for the four phyco-
biliprotein complexes.
The protein subunit sequences between all four complexes are highly conserved,
but a single insertion of an aspartic acid residue near the α binding sites in PE555
and PC612 drastically changes the tertiary arrangement of the subunit dimers and
opens up a water-channel at the center of the complex. Thus, the first two PE545
and PC645 complexes are commonly referred to as closed structures; and PE555 and
PC612 as open structures. The strong coupling between the central bilin pairs in the
open structures is diminished by the increased inter-chromophore distances, and inco-
herent energy transfer dynamics have been suggested from experimental observations.
Though the rate of energy transfer from the initially excited chromophore to final ac-
ceptor chromophore has been determined to be twice as long for open-structures than
for closed structures, EET efficiency seems to be insensitive to the loss of coherent
EET pathway. This critical distinction between the closed and open complexes sug-
gests hidden mechanisms beyond coherent dynamics that protect the loss of harvested
photon energy during the long-range, multi-chromophoric EET process42.
In this Chapter, model Hamiltonians are presented and analyzed. The site-dependent
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transition energies and electronic-nuclear couplings (as spectral densities) will be pre-
sented for the PE complexes and the PC complexes in Sections (3.2) and (3.3) re-
spectively.
3.2 Phycoerythrin Complexes: PE545 and PE555
Energetic parameters for the PE545 and PE555 complexes have been computed for an
ensemble of, respectively, 270 and 344 pigment-protein configurations sampled from
NPT Molecular Dynamics simulations at temperature of 298K and pressure of 1 atm.
The site energies and transition dipoles have been computed at the Frank Condon
point for each local minimum on the ground state, where this point has been further
refined by separate QM/MM geometry optimizations of the bilins. The couplings
between sites have been estimated from the point-transition dipole approximation as
outlined in Section (2.1). Additional computational details can be found in Reference
[203]. In Figure (3·3), the site energies of the eight bilins in PE545 and PE555, as
well as the exciton energies are shown on the left and right panel respectively.
For PE545, all eight site energies for PE545 fluctuate significantly from configu-
ration to configuration with standard deviation values ranging from 200 cm−1 to 400
cm−1. Two bands of site energies are formed, where the upper band is composed of
the PEB50 and PEB58 bilins; and the lower band of DBV19 and remaining PEB82
bilins. The site energy differences between the PEB50s and PEB58s with the chem-
ically identical PEB82s highlight how site energies of bilins can be tuned by vary-
ing bilin conformation. Unlike the upper PEB sites, the local environment around
PEB82s is less polar and the bilin geometries are not as significantly influenced by
intermolecular interactions, such as hydrogen-bonding, with nearby protein residues.
Thus, compared to the upper band of PEBs, torsional distortion about the methine-
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Figure 3·3: The configuration-dependent site energies, mean site en-
ergies, and the exciton energies are shown in the top panel for PE545,
and in the bottom panel for PE555. The absolute energies are shown
on the left y-axis in eV. The relative site energy difference about the
lowest site energies are shown in cm−1 on the right y-axis.
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bridge between pyrrole rings A and B for PEB82s is smaller. This results in longer
“effective” pi-conjugation length and smaller energy gap between the ground and the
S1 excited state
215,32. For the DBVs, the additional double bond in pyrrole ring A
gives rise to site energies that is comparable to PEB82s.
For PE555, although the complex is composed of the same types of bilins as PE545,
the magnitude, ordering, and distribution of site energies shown in the bottom-left
panel of Figure (3·3) are noticeably different. The site energies for PEBs and DBVs
in PE555 are comparable to those of the lower-band in PE545, reflecting conforma-
tional similarity between all the PEBs in PE555 and the unique PEB82 in PE545.
On average, PEB58 bilins have the largest site energies while the PEB20s have the
lowest. Unlike many other light-harvesting complexes, the site energy ordering varies
widely from configuration to configuration due to quasi-degenerate site energies186,216.
Consequently, the initially excited state will differ for different configuration and the
EET pathways will vary significantly.
The off-diagonal elements of the system Hamiltonian are estimated from configu-
ration - dependent transition dipoles and from bilin-to-bilin center of mass separation.
The couplings, schematically shown in Figure (3·4), do not vary significantly between
different configurations (see Supplementary Material of Reference [203] for further
details). As expected, the coupling values between the central pairs, PEB50 in (left)
PE545 and DBV50 in (right) PE555, are significantly different and change from 164
cm−1 to 14 cm−1 with the opening of the protein. The remaining coupling values
between other bilin sites are similar between the two complexes, with magnitudes
ranging from 20 cm−1 to 50 cm−1.
The exciton energies are obtained by diagonalizing the site Hamiltonian and the
exciton states are defined as linear combination of sites. For example, for a two chro-
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mophore system, the exciton energies obtained by diagonalizing the below site Hamil-
tonian,
Hsys =
[
εa ∆ab
∆ab εb
]
, (3.1)
are,
E+ =
1
2
(
εa + εb
)− 1
2
√
(εa − εb)2 + 4∆2ab
E− =
1
2
(
εa + εb
)
+
1
2
√
(εa − εb)2 + 4∆2ab. (3.2)
The excitonic splitting, defined as (E− − E+), is
√
(εa − εb)2 + 4∆ab, and will depend
on the site energy gap and the coupling strength. If ∆ab is zero and εa < εb, the exciton
energies will correspond to the site energies, E+ = εa and E− = εb; and the exciton
states will be localized states,
∣∣+ 〉 = ∣∣ a 〉 and ∣∣− 〉 = ∣∣ b 〉. On the other hand, if the
site energies are degenerate, εa = εb, and ∆ab 6= 0, the exciton energies are,
E+ =
1
2
(
εa + εb
)−∆ab
E− =
1
2
(
εa + εb
)
+ ∆ab. (3.3)
The exciton states,
∣∣+ 〉 = √1
2
(∣∣ a 〉+ ∣∣ b 〉)
∣∣− 〉 = √1
2
(∣∣ a 〉− ∣∣ b 〉), (3.4)
will be delocalized states and will be equally composed of chromophore a and b: the
lower state will be the plus, in-phase combination of the two sites, and the higher state
will be the minus, out-of-phase combination of the two sites. Thus, variation in site
energy gaps and couplings will give rise to exciton states of varying site composition
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and exciton energies of different values.
The exciton energies for PE545 and PE555 are shown in the top-right panel of Fig-
ure (3·3). For PE545, due to excitonic splitting induced by the moderate to strong site
interactions, the upper and lower site energy bands are transformed into near-uniform
and dense distribution of exciton states, where the mean excitonic gap between suc-
cessive states is approximately 200 cm−1. The only exception is for the gap between
the highest states 7 and 8, where the mean gap is twice as large. In PE555, the exci-
ton manifold is even denser where the distribution of excitonic energies span a much
smaller energetic region.
To analyze configuration-dependence of these excitons, the site composition and
the extent of excitation delocalization for the 270 sampled configurations for PE545,
and 344 configurations for PE555, are shown in Figure (3·4). The mean site contri-
bution to each exciton state, quantified by the square of the linear, site expansion
coefficient, are shown as colored bars with percentage values on the left y-axis. In
addition, for each exciton state, the percentage of configurations that are delocalized
and localized is shown as gray bars with values corresponding to the y-axes on the
right.
First for PE555, there are no clear trends in site composition of the exciton states.
The only exception is for PEB20 sites that are, for significant portion of the config-
urations, the lowest and localized exciton state. This excitation localization onto the
PEB20s results not only from the fact that these bilins on average are the lowest sites,
but also because the PEB20s are only coupled to the PEB58s. PEB58s have the largest
mean site energies and the resulting large site energy gap localizes the excitation onto
PEB20s.
For PE545, the higher exciton states are primarily composed of PEB50 and PEB58
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Figure 3·4: The site contributions,γ2, averaged over all the configu-
rations are shown for exciton states 1 to 8 for PE545 on the top-left
panel. The percentage of configurations that are delocalized exciton
states (light gray) and localized exciton states (dark gray) are shown
with values corresponding to the right y-axis. Schematic view of the
averaged electronic coupling between different sites are shown on the
top-right panel. The dark-thick lines connect the pairs of bilins that
are strongly coupled with small, mean site energy gap. The thin lines
connect the pairs that are moderately coupled, but with large, mean
site energy gap. The couplings for pairs of bilins that are less than ∼15
cm−1 are not shown. The same is shown for the PE555 complex in the
bottom panels.
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Figure 3·5: Detailed average site contributions are shown for PE545
on left; and PE555 on right. The mean site compositions computed
only from the delocalized exciton states are shown in the top panels.
The mean site compositions computed only from the localized exciton
states are shown in the bottom panels.
bilins. Contributions from these sites decrease and contributions from the lower sites
increase for lower exciton states. From the left-panel of Figure (3·4), exciton 8 for
∼50 percent of the configurations is a delocalized state that is primarily the minus
combination of the strongly coupled central PEB50 pair. The complementing plus
combination of the central pair will oftentimes form exciton 7. However, due to large
excitonic splitting, this state will also form exciton states 6 or 5. For these cases,
the locally excited states of the PEB58s will define exciton 7. For the remaining ∼50
percent of the configurations, exciton 8 is a localized state with excitation residing
on DBV50D (see Figure (3·5) for details). The lowest exciton state in PE545, similar
to state 1 in PE555, is a localized state for approximately 80 percent of the configu-
rations.
The kinetically dominant energy transfer pathways will depend on the system-bath
coupling to the nuclear environment. Intramolecular spectral densities that summa-
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Figure 3·6: Spectral densities for the 59 sampled configurations of
PE545 are shown on the left. Spectral densities for the 69 sampled
configurations for PE555 are shown on the right. The mean, total in-
tramolecular reorganization energies are shown for each bilin in each
subpanel.
rize the frequency-dependent distribution of electronic-nuclear couplings are shown in
Figure (3·6) for each bilin site for 59 randomly sampled configurations for PE545; and
69 configurations for PE555. The mean total intramolecular reorganization energies
are shown in gray for each sub-panel. For both complexes, the reorganization energies
quantifying the energetic difference between vertical transition energy ε(Q0) and adi-
abatic transition energy ε(d), are much larger than those typical of chlorophyll-like
chromophores. For the latter system, total reorganizations are typically ∼200 cm−1.
On the left-hand panels, the shapes of the eight spectral densities computed for
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each of the bilins in PE545 are similar, reflecting structural similarity of the chro-
mophores. The highest PEB50 sites on average have the smallest total reorganization
energies, which is reflected by smaller magnitude of spectral peaks. On the other hand,
lower PEB82 sites have the largest mean reorganization energies with enhanced spec-
tral amplitudes particularly for modes above 1600 cm−1. These high-frequency modes
are associated with localized C=C and C=N stretching motions217,218. The spectral
densities for intermediate PEB58 symmetric pair are asymmetric with respect to each
other, where PEB58C more closely resembles PEB50s while its complement PEB58D
more closely resembles PEB82s. For PE555 on the right panel of Figure (3·6), the
shape of the spectral densities and the total mean reorganization energies resemble
those for PE545. However, the mean reorganization energies do not show as strong
site-dependence as in PE545.
Before concluding this section, it is noted that all eight bilins in PE545 and PE555
are zwitterionic. From the crystal structures, the central nitrogens for bilins in both
PE complexes have been hypothesized to be protonated due to coordination with
negatively charged aspartic acid residues, as shown in the left panel of Figure (3·7).
Protonation of the titratable central nitrogens leads to a 1+ charge on the pyrrole
backbone and the unconjugated propionic sidechains give a combined charge of 2-.
The only exceptions are for DBV19 sites in PE545 and PEB20 sites in PE555, where
in PE545, the DBV bilins are coordinated with a relatively immobile water molecule;
and in PE555, the PEB bilins are coordinated with glutamic acid, which differs from
aspartic acid by an additional CH2 group in the sidechain. These coordinations are
shown in the middle and right panel of Figure (3·7). For DBVs in PE545, the water
that remains coordinated to the bilin for 38 ns of MD simulation is also coordinated
with a nearby histidine residue such that the orientation of the oxygens and hydro-
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Figure 3·7: Differences in the coordination for different sites in PE545
and PE555. On the left-most, a representative PEB bilin and its co-
ordination to aspartic acid is shown. In the middle, coordination of
the DBV bilin with a water molecule is shown for the PE545 complex.
This water is also coordinated with histidine. Thus, water is rotation-
ally constrained. In the right, loss of coordination with glutamic acid
for PEB20 bilins is shown for PE555. The glutamic acid rotates during
the molecular dynamics simulation and forms new hydrogen bond with
a nearby lysine residue.
gens strongly suggests that the protonated form of the DBVs is favorable. However,
coordination between the PEB20s with glutamic acid in PE555 is observed to be la-
bile in the simulation, where the sidechain of the glutamic acid rotates to form new
hydrogen bond with a nearby, positively-charged lysine residue. Water eventually fills
up the unoccupied cavity and PEB20 bilin forms new hydrogen bonds with water.
This opens up the possibility of the central nitrogens becoming deprotonated. As to
whether this loss of coordination with the environment is an artifact from the approx-
imations employed in the MD simulation is uncertain. However, it is not surprising
that the longer-chained glutamic acid shows more conformational flexibility than the
shorter aspartic acid sidechains. The possibility of changing protonation states for
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the PEB20s would lead to drastically different ensemble of Hamiltonian, as will be
demonstrated for the PC645 complex. These effects for PE555 will not be studied in
this work, but will be explored in the future.
3.3 Phycocyanin Complexes: PC645 and PC612
For the PC complexes, Hamiltonians for PC645 and PC612 will be analyzed sep-
arately. First, results for two different representation of PC645, PC645HMBV and
PC645MBV, will be discussed. Results for the PC612 complex will be presented after-
wards.
Closed-PC Complex: PC645HMBV and PC645MBV
Chromophore composition in PC645 is the most diverse out of the four complexes
presented in Section (4.1). The central pair with the strongest couplings and largest
vertical transition energies are the same DBV50 bilins that were also found in PE545
complex as one of the final energy acceptors. The remaining bilins are a pair of MBV18s
and pairs of PCB58s and PCB82s that have much longer pi-conjugation length than
DBVs, but only differ from one another by a single double bond in pyrrole ring D.
Due to the highly conserved protein scaffold between PE545 and PC645, both bilin-
binding sites (as indicated by the nearly identical subscripts on the bilin labels),
and the main interactions with the environment are highly conserved. In particularly,
all the bilins in PC645 are also coordinated with negatively charged aspartic acid
residues with the exception of MBV18 sites. The MBVs are coordinated with water,
similar to those of DBV19s in PE545. However, a small but crucial variation in the
local environment at the α sites lead to a large uncertainty in the protonation states
of the MBV bilins219,220. In contrast to PE545, where the bilin-coordinated water is
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deprotonation deprotonation
MBV18A MBV18B
histidine
histidine
Figure 3·8: Two different protonation states of MBV18A and MBV18B
in PC645. Complexes where both MBV sites are protonated will be
called PC645HMBV. Complexes where both MBV sites are unprotonated
will be called PC645MBV.
also coordinated with a nearby histidine residue, the water molecule in PC645 is only
coordinated with MBVs, as shown in Figure (3·8). The water molecule is therefore
rotationally unconstrained, and when the central nitrogens of the MBV bilins are
protonated, water can act as a hydrogen-acceptor. On the other hand, when one
of the central nitrogen is unprotonated, water can act as a hydrogen donor. Since
both interactions are stable and equally likely to exist, two independent systems for
PC645 were simulated and modeled: in the first system, both MBV18A and MBV18B
are modeled in the fully protonated form; and in the second system, the proton of the
central nitrogen (NB) has been removed for both MBV bilins and are unprotonated.
The former complex with all DBV, PCB, and MBV bilins in the fully protonated
form will be called PC645HMBV; the latter complex with DBV and PCB bilins in the
fully protonated form, and MBVs in the unprotonated form will be called PC645MBV.
In Figure (3·9), the site and exciton energies for (top) PC645HMBV and (bottom)
PC645MBV complexes are presented. Site energies for the six DBV and PCB bilins in
PC645HMBV and PC645MBV remain relatively unperturbed by the changes in proto-
nation state of MBVs. In both complexes, site energies for DBVs are the largest and
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Figure 3·9: Site and exciton energies for (top) PC645HMBV complex
and (bottom) PC645MBV complex.
lie approximately 1600 cm−1 above the degenerate PCBs. This indistinguishability
in site energies between PCB58s and PCB82s is different from those in PE545 where
noticeable site energy gaps were computed for PEB58s and PEB82s. For MBVs, site
energies drastically increase from the protonated to unprotonated form. When the
pyrrole backbone is neutralized by deprotonation, MBV transition energies increase
by more than 1600 cm−1, and are on average, larger than those for the central DBV
pair. Sensitivity to configurational fluctuation also drastically increases, where the
standard deviation of site energy fluctuation increases from ∼ 300 cm−1 to ∼ 750
cm−1. The increase in transition energy can be explained by analyzing HF/6-31G(d)
orbitals shown in Figure (3·10). In both protonated and unprotonated forms of MBV,
S1 excitation is characterized by HOMO→ LUMO transition. For both MBVs, the ni-
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trogen lone pairs contribute significantly to LUMO, as indicated by partial electronic
densities on the central nitrogens. However, a node is computed for both central nitro-
gens for the HOMO orbital, indicating that the nitrogen lone pairs do not contribute
to HOMO. Thus, the HOMO is expected to remain unaffected by the protonation
state of the molecule, but the LUMO will be affected. In the protonated case, the
positive charge will stabilize the LUMO orbital and lower the transition energy203.
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Figure 3·10: Molecular orbitals for (top) protonated and (bottom)
unprotonated MBV.
The exciton energies for PC645HMBV reflect the ordering of site energies, where for
approximately 70 percent of configurations, the two highest green exciton states are
mainly delocalized states with excitation residing on the strongly coupled DBV dimer.
This site composition for excitons 7 and 8 remain invariant for different configurations.
Consequently, correlated exciton energy fluctuations are observed in Figure (3·9),
where exciton energy for 7 increases and decreases with state 8. However, excitonic
gap will stochastically fluctuate between 400 cm−1 to 1800 cm−1. The lower exciton
band is composed of states with excitations residing on the PCBs and MBVs. Of
these states, the delocalized excitons will primarily consist of the moderately coupled
PCBs and MBVs. Very few delocalization will occur between the two different PCBs
due to negligible electronic couplings.
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Figure 3·11: The site contributions, γ2, averaged over all configura-
tions are shown for exciton states 1 to 8 for PC645HMBV on top; and for
PC645MBV on bottom. The percentage of configurations that are delo-
calized states (light-gray) and localized excited states (dark-gray) are
shown with values corresponding to the right y-axis. Schematic view of
the averaged electronic coupling between different sites are shown on
the right. In both complexes, the DBV central pair is strongly coupled
and is energetically separated by a small gap. In PC645HMBV, excitons
form for majority of the configurations between the bilins connected
by the dark-pink lines. Though the DBVs and MBVs are moderately
coupled, excitation do not delocalize between these pairs due to large
site energy gaps. However, in PC645MBV, site energies for unprotonated
MBVs are comparable to the DBVs and thus can form exciton states,
as indicated by the connecting blue lines. For this complex, site energy
gaps between MBVs and PCBs are large and MBV-PCB excitons do not
form. Thus, the dark-pink and the blue lines correspond to the possible
excitons that can form for PC645HMBV and PC645MBV, respectively.
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Figure 3·12: Detailed average site contributions are shown for the
PC645HMBV on left and PC645MBV on right. The mean site composi-
tions computed only from the delocalized exciton states are shown in
the top panels. The mean site compositions computed only from the
localized exciton states are shown in the bottom panels.
For the PC645MBV complex, migration of MBVs from the lower to higher site
energy band results in two additional states contributing to the higher exciton band.
From the histogram distribution shown in the bottom panel of Figure (3·11), for
more than 50 percent of the configurations, the two highest exciton states are in fact
composed of unprotonated MBVs. The bottom-right panel in Figure (3·12) also shows
that MBVs mainly form localized exciton states. Thus, though “DBV excitons” will
no longer form the highest states, excitation delocalization between the DBVs will
remain largely unaffected by the unprotonated MBVs in PC645MBV complex. The
remaining lower excitonic band is, however, significantly affected where, as seen in
Figure (3·11), majority of the lower states are now localized states on the PCBs.
The corresponding spectral densities computed for 49 and 46 configurations are
shown in Figure (3·13) for (left) PC645HMBV and (right) PC645MBV respectively. The
peak positions in the spectral densities computed for all eight bilins in both PC645
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Figure 3·13: Spectral densities computed for 49 sampled configura-
tions for PC645HMBV are shown on the left. Spectral densities for 46
sampled configurations for PC645MBV are shown on the right. The
mean, total intramolecular reorganization energies are shown for each
bilin in each subpanel.
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very much resemble those computed for PE545, reflecting similarities in the chemical
nature of these linear tetrapyrroles. The total intramolecular reorganization energies
are also comparable to those computed for the PE complexes, particularly for the
DBV bilins found in both complexes. For the DBVs, the shape and magnitude of the
spectral densities remain highly insensitive to the differences in binding site and local
environment.
Comparing the total mean intramolecular reorganization energies, DBVs have the
smallest reorganization energies while the lowest PCB82 sites have the largest. The
latter sites also have noticeably enhanced spectral peaks for modes with frequencies
above 1200 cm−1. The cause of amplified electronic-nuclear couplings for the PCB82s
for the higher frequency modes is to be further explored. PCB58s show similar asym-
metry to those found in PE545, where the spectral densities for PEB58C more closely
resemble the spectral densities of the highest DBVs while its complementary PEB58D
closely resemble the lowest PCB82s.
For MBVs, upon deprotonation, reorganization energies more than double, which
is reflected in larger peak magnitudes. These peak enhancements are consistent with
large site energy fluctuations observed in Figure (3·9) for the deprotonated MBV and
suggest that the electronic states of the neutral pyrrole backbone are highly sensitive
to conformational fluctuations.
Opened-PC Complex: PC612
The open PC612 complex consists of bilins characteristic of PC645, but with protein
scaffold that resembles PE555. Thus, as in PE555, all the bilins in PC612 are coor-
dinated with aspartic acid residues except for the PCB20 bilins at α20 site. These, as
shown in Figure (3·14), are coordinated to the promiscuous glutamic acid residues.
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PCB20A
Glutamic
Acid
Glutamic
Acid
LysineLysine
PCB20B
Figure 3·14: On the left, configurational fluctuation of the solvated
PC612 complex from the molecular dynamics simulation is shown. The
overlaid snapshots were taken from every 2 ns of the trajectory. In
the middle, the configurational change of the glutamic acid and the
loss of coordination of the PCB20A is shown. On the other hand, the
configurational change of the lysine that immobilizes the glutamic acid
and stabilizes the interaction with the PCB20B is shown on the left.
Similar to what has been observed for PE555, the sidechain of glutamic acid in
PC612 shows high flexibility during the MD simulation, i.e., the sidechain that is
initially coordinated to PCB20A rotates and forms new hydrogen bond with a nearby
lysine residue. Eventually, water molecules fill up this space. Due to this change,
as shown in the middle panel of Figure (3·14), the bilin loses its coordination with
the negatively charged propionic group and forms new hydrogen bonds with wa-
ter molecules. Interestingly, for the other PCB20B, the sidechain of the nearby ly-
sine residue shows large conformational change and hydrogen bonds with the bilin-
coordinated glutamic acid. The glutamic acid is thus anchored down and remains
coordinated with the bilin for the entire 100 ns of MD simulation. Again, to study
the effects arising from these changes, deprotonated forms of PCB20 will be further
explored in the future. All the results in this section are for the fully protonated bilins,
where all eight bilins have both of central nitrogens protonated.
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Figure 3·15: Site energies for PC612 are shown on the left panel. The
exciton energies for PC612 are shown on the right panel.
Shown in the left and right panels of Figure (3·15) are site and exciton energies
computed for PCB and DBV bilins in PC612. The spectral densities are shown in
Figure (3·13).
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Figure 3·16: Spectral densities for PC612.
With respect to the Hamiltonian parameters computed for the closed PC complex,
only small variations are noted for this open complex. Unlike PC645 complex, PC612
complex does not bind MBV bilins and instead binds a pair of DBVs, and three pairs
109
of PCBs. Despite this difference, the two bands of site and exciton energies very much
resemble those for PC645HMBV. In fact, the spectral densities and the reorganization
energies, shown in Figure (3·16), resemble those computed for the closed PC complex.
However, while site energies for DBV50D were on average larger than those for
DBV50C in PC645, the DBV site energies in PC612 are degenerate. Instead, nontrivial
site energy gaps are computed for the unique PCB20 pair where the site that loses its
coordination to glutamic acid (PCB20A) has the lowest site energy and its complement
PCB20B has the highest among the PCBs. This difference between the PCB20 pair
could have resulted from the conformational changes of the local environment
3.4 Summary
The computed Frenkel-exciton Hamiltonians for the closed complexes have notable
similarities. In both PE545 and PC645, the highest exciton states often reside on
the central bilin pair. However, there are configurations where the two highest ex-
citon states are not delocalized states. Thus, energy transfer to the peripheral chro-
mophores will not always occur coherently and the pathways will show significant
configurational dependence. In PE545, these pathways will “flicker on and off”203
due to large, stochastic site energy fluctuations that can increase the site energy gap
between the central pair and lead to localized exciton states. In PC645, the pathways
will mainly depend on the protonation states of the peripheral MBV bilins. Despite all
this disorder, analysis of both complexes show preferred population of the β58 bilins
as the intermediate states, and the β82 bilins as the lowest exciton states, suggesting
that there will be parts of the multi-chromophoric EET pathways that will remain
invariant to site disorder.
In both complexes, the central pairs overall have the lowest intramolecular reorga-
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nization energies suggesting that excitation of the central pair will be pure electronic
excitation without any vibrational excitation. On the other hand, the peripheral chro-
mophores have much larger intramolecular reorganization energies, particularly for
the β82 bilins. In fact, often as the lowest sites, β82 bilins are predicted to be the ul-
timate energy trapping and final energy acceptor sites. Thus, as energy is transferred
outwards from the central bilins to the β82 bilins, electronic excitation energy will
be dissipated into vibrational energy. The intermediate β58 bilins in both complexes
show similar asymmetry between the C and D protein subunits, where the bilins on
chain D have larger reorganization energies, particularly for higher frequency modes.
This increased electronic-nuclear interaction suggest pathways along the D side of the
protein subunit will be dominant.
For the open complexes, the initially excited states are localized states such that
EET pathways will reside on only one side of the protein. Unlike the closed forms
where the decreased inter-chromophore distance between the central dimers opened
up the possibility of inter-subunit EET pathways, such pathways are removed by the
rearrangement of the dimer.
The lowest exciton states for both PE555 and PC612 are mainly localized states.
Assuming that these localized sites form the final energy acceptor of the complex
and consequently are the transmitter to other pigment-protein complexes such as the
PSII complex, this localization may play a role in enhancing EET efficiency, i.e., lo-
calized exciton states may result in greater spatial overlap (smaller inter-chromophore
distances between the donor and acceptor chromophores residing on the donor and
acceptor complexes) for more enhanced Fo¨rster energy transfer between complexes.
These hypothesized energy transfer pathways rely on the validity and the accuracy
of the computed Hamiltonian parameters, where the reliability will be measured from
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the simulated linear absorption and circular dichroism spectra presented in the next
Chapter.
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Chapter 4
Linear Optical Spectroscopy
Presented in this Chapter are the predicted linear absorption (LA) and excitonically-
coupled circular dichroism (CD) spectra for the four phycobiliprotein complexes from
the ensemble of computed parameters presented in Chapter 3. From these Hamiltoni-
ans, computation of linear optical spectra is not a straightforward process. For each
realization in the ensemble, the spectral peak positions will depend on the wavelength
of the electronic excitation and also on the accompanying vibrational excitations. Each
of these peaks will be homogeneously broadened from non-adiabatic interactions in-
duced by coupling to the environment. The ultimate cumulation of these absorption
profiles will further lead to inhomogeneous broadening. The homogeneously broad-
ened absorption profile for a single configuration will not only depend on the accuracy
of the model Hamiltonian, but will also significantly depend on the approximate dy-
namical method used to simulate the lineshape.
First in Section (4.1), computational details for LA and CD spectroscopy are pre-
sented. The computed spectra in the excitonic basis are analyzed in Sections (4.2)
and (4.3), where in the first section, spectral simulations from Redfield master equa-
tion are analyzed and compared with results from Partial Linearized Density Matrix
propagation method. This Chapter is concluded with introduction and preliminary
studies in vibronic representation.
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4.1 Introduction
Linear absorption (LA) and circular dichroism (CD) spectroscopy measure the re-
sponse of the system to the applied unpolarized and polarized light respectively.
Starting from the linear response approximation to light-matter interaction, compu-
tational details of linear absorption (LA) and circular dichroism (CD) spectroscopy
simulations are discussed in this Section.
First, only considering a single isolated chromophore in some solvated environ-
ment, first order response of the system to the weak applied field is given by the
transition dipole autocorrelation function221. The absorption spectrum is obtained
by Fourier transforming this time-dependent quantity and taking the real component
of the correlation function:
IABS(ω) =
4pi2ωnmol
3c}nr
Re
∞∫
0
dt Tr
[
µˆ(t) · µˆ(0)Wˆeq
]
e−iωt, (4.1)
where,
µˆ = −
∑
i
ei~ri +
∑
I
ZI~RJ = µˆel(~r) + µˆnuc(~R), (4.2)
with matrix elements
~µa0 =
〈
ψa(r,Q)|µˆel(~r)|ψ0(r,Q)
〉
r,Q
+
〈
ψa(r,Q)|µˆnuc(~R)|ψ0(r,Q)
〉
r,Q
. (4.3)
In addition, Wˆeq is the statistical equilibrium operator for the system and bath degrees
of freedom. In the spectral region of interest and to a good approximation, the dipole
operator does not depend on the bath degrees of freedom. Thus, the bath variables
can be traced out to give:
Trb
[
µˆ(t)µˆ(0)Wˆeq
]
= µˆ(t)µˆ(0)σˆ, (4.4)
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where σˆ is the reduced density operator. Equation (4.1) can then be written as,
IABS(ω) =
4pi2ωnmol
3c}nr
Re
∞∫
0
dt Tr
[
µˆ(t) · µˆ(0)σˆ]e−iωt. (4.5)
Here, the reduced density operator depends on the electronic states of the chro-
mophore as well as the intramolecular vibrational modes of the chromophores such
that,
σˆ =
∑
a,Q
∣∣ψa(r,Q) 〉〈ψa(r,Q) ∣∣. (4.6)
From the Born-Oppenheimer approximation, the total wavefunction is a product of
the electronic and nuclear wavefunctions where the nuclear component is centered
about some equilibrium point Qa,
∣∣ψa(r,Q) 〉 = ∣∣φa(r ; Q) 〉∣∣χ(Q−Qa) 〉., (4.7)
Applying the Condon approximation, Equation (4.3) can be re-expressed as
~µa0 =
〈
φa(r ; Q0)|µˆel(~r)|φ0(r ; Q0)
〉
r
〈
χ(Q−Qa)|χ(Q−Q0)
〉
Q
. (4.8)
The terms involving the nuclear dipole operator vanish due to the orthogonality of
the electronic wavefunctions. The electronic transition dipoles are computed from
electronic structure calculations and are taken to be the value at the Franck-Condon
point Q0
222–224. If the overlap between the ground and excited electronic wavefunc-
tions is small, such as in charge-transfer excitations, electronic transition dipoles will
be zero. If nuclear displacement in the excited state is large with respect to ground
state equilibrium point Q0, non-negligible nuclear overlap factors will modulate the
electronic component.
115
The equation for the LA lineshape is,
IABS(ω) =
4pi2ωnmol
3c}nr
Re
∑
a
∞∫
0
dt |µa0|2σa0(t)e−iωt. (4.9)
For an ensemble of configurations, Equation (4.9) needs to be computed for each of
the configuration-dependent system-bath Hamiltonian in order to take into account
inhomogeneous broadening. Each of the contributing realization will be spectrally
unique with intensity that is proportional to the square modulus of the transition
dipole. The reliability of the method used to simulate the off-diagonal or the coherence
element of the reduced density matrix, σa0(t), will govern the peak positions and the
width of homogeneous line-broadening.
For multi-chromophoric systems involving networks of chromophores, the rele-
vant electronic states are the S1 manifold of singly excited sites, {
∣∣ψA(r; Q) 〉}. The
equation for the absorption lineshape226,227 does not alter significantly from Equa-
tion (4.9). The only alternation is the re-computation of all observables from site to
excitonic basis where for,
∣∣ψA(r; Q) 〉 = ∑
a
γAa
∣∣ψa(r; Q) 〉, (4.10)
the excitonic transition dipole moment can be defined as
~µA0 =
〈
ψA(r; Q0)|µˆ|ψ0(r; Q0)
〉
=
∑
a
γAa
〈
ψa(ra; Q0)|µˆ|ψ0(r; Q0)
〉
=
∑
a
γAa ~µa0,
(4.11)
and the square modulus as,
|µA0|2 =
∑
ab
γAa γ
A
b ~µa0 · ~µb0.
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In this basis, the absorption lineshape for a multi-chromophoric system is,
IABS(ω) =
4pi2ωnmol
3c}nr
∑
A
Re
∞∫
0
dt |µA0|2σA0(t)e−iωt (4.12)
Circular Dichroism
Circular dichroism spectroscopy measures the differential absorption of right and left
circularly polarized light, where the electric and magnetic field vector rotates clock-
wise and counter-clockwise about the axis of field propagation. CD can be applied to
measure different properties for different systems. The most-well known type of CD
technique is MCD spectroscopy that measures the “handedness” of a chiral molecule,
determined by the differences in molecular response to left- and right- polarized mag-
netic field (Cotton effect)228. For light-harvesting complexes, excitonically-coupled
CD measurements provide additional information about the excitonic structure of the
system when the spectrum is analyzed in conjunction with absorption spectrum229–232.
Computation of CD lineshape is not significantly different from that for absorp-
tion. Homogeneous line-broadening will still depend on the temporal behavior of co-
herence elements ρA0(t), but the intensity of the signal will depend on the rotational
strength R. For an isolated chromophore, Rosenfeld showed that rotational strength
can be written, from first order time-dependent perturbation treatment of system
interaction with electric and magnetic field233,226, as
RA = −Im
[〈
ψa(r ; R)|mˆ|ψ0(r ; R)
〉 · 〈ψa(r ; R)|µˆ|ψ0(r ; R) 〉] = −Im[~ma0 · ~µa0]
(4.13)
This Equation can be simplified by first expressing the magnetic dipole operator mˆ
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as,
mˆ =
e
2mec
(
~r× ~p), (4.14)
where ~r and ~p are the electronic position and “momentum” operators. Given that the
momentum operator is,
~p = me
d~r
dt
(4.15)
and from the Heisenberg relationship,
dr
dt
=
i
}
[
Hˆ,~r
]
(4.16)
magnetic dipole moment can be expressed as,
mˆ ∼ i
}
(~r× [Hˆ, ~µ]), (4.17)
and matrix element as,
〈
ψa(r; R)|mˆ|ψ0(r; R)
〉 ∼ −iωa0〈ψa|~r× µˆ|ψ0 〉. (4.18)
Here, }ωa0 is the transition energy (Ea − E0). For a multi-chromophoric system, elec-
tronic coordinate vector ~r for a single chromophore is written with respect to the
origin of the system such that
~r = ~Ra +~re. (4.19)
Here, ~Ra is the center of charge of chromophore a from the origin of the system; and
~re is the electronic coordinate of chromophore a with respect to ~Ra. In this coordinate
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frame, the transition magnetic dipole moment for chromophore a can be written as,
~ma0 ∼ −iωa0
[〈
ψa|~Ra × µˆ|ψ0
〉
+
〈
ψa|~re × µˆ|ψ0
〉]
(4.20)
∼ −iωa0
[
~Ra ×
〈
ψa|µˆ|ψ0
〉
+
〈
ψa|~re × µˆ|ψ0
〉]
∼ −iωa0
[
~Ra × ~µa0 + ~mina0
]
.
Here, ~mina0 is the intrinsic magnetic dipole moment arising from interaction with the
magnetic field. The magnitude of this term is small relative to ~Ra × ~µa0 and will be
neglected for multi-chromophore systems.
The excitonic transition magnetic dipole in the site basis is expressed as,
~mA0 =
∑
a
γAa ~ma0, (4.21)
such that the excitonic rotational strength is
RA ∼ −Im
∑
ab
γAa γ
A
b ~ma0 · ~µb0 ∼
∑
ab
γAa γ
A
b
[
}ωa0~Ra × ~µa0
]
· ~µb0. (4.22)
Furthermore, the site energies for the systems studied here do not differ significantly
such that ωa0 can be taken to be constant
234. The final expression for the rotational
strength is then,
RA ∼
∑
a>b
γ(A)a γ
(A)
b
~Rab · (~µa × ~µb) . (4.23)
The expression for the CD lineshape is,
ICD(ω) =
4pi2ωnmol
3}2c2
Re
∑
A
∞∫
0
dt RAσA0(t)e
−iωt. (4.24)
The rotational strength for excited state A depends on the magnetic transition dipole
moment, which describes the circular displacement of charges during electronic ex-
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citation, and on the electronic transition dipole moment, which describes the linear
displacement of charges. Thus, CD will measure the extent of the helical electronic
transition between excitonically coupled chromophores. The rotational strength for
localized excitonic states will be zero and only delocalized states will give rise to either
positively or negatively signed signals.
Homogeneous line-broadening in both LA and CD spectra for multi-chromophoric
systems will not only arise from chromophoric interaction with the bath, but will also
result from non-adiabatic interactions within the manifold of electronically excited
states. Thus, the dynamical methods employed to simulate the decaying behavior of
ρA0 will need to accurately take into account both types of interactions. In this work,
two different dynamical methods are tested. First, results from the Markovian and
secular approximated Redfield equation of motions will be discussed. Then, spectra
computed from the Partial Linearized Density Matrix propagation method will be
presented. With this path-integral based method, the importance of the intramolec-
ular degrees of freedom will be explored in the final section, where the strongly cou-
pled intramolecular modes will be explicitly taken into account as quantized vibronic
states.
4.2 Redfield Spectroscopy
From Equation (2.143) in Section (2.4), the Redfield expression for coherence element
σAB(t) within the Markovian and secular approximation was shown to be,
σAB(t) = σAB(0)e
−iωABte−
∑
C[RAC,CA(ωAC)+R
∗
BC,CB(ωBC)−RAA,BB(0)−R∗BB,AA(0)]t. (4.25)
120
For the coherence element between the Ath excited state and the ground state, this
expression is,
σA0(t) = σA0(0)e
−iωA0te−
∑
C[RAC,CA(ωAC)+R
∗
0C,C0(ωBC)−RAA,00(0)−R∗00,AA(0)]t, (4.26)
whereωA0 is the transition frequency from ground to the excited state A. The Redfield
tensor elements,
RAC,CA(ωAC) =
1
}2
∞∫
0
dt
〈
VAC(t)VCA(0)ρeq
〉
eiωACt, (4.27)
can be written in terms of the spectral densities where from Section (2.5),
〈
VAC(t)VCA(0)ρeq
〉
=
}
2
∞∫
0
dω J(ω)
[
(n(ω) + 1)e−iωt + n(ω)eiωt
]
(4.28)
Equation (4.27) can be simplified significantly by realizing that all the Redfield tensor
elements involving the ground state are zero, since the ground and the electronically
excited states are only coupled through interaction with radiation. Thus, σA0(t) can
be expressed as,
σA0(t) = σA0(0)e
−iωA0te−
∑
C RAC,CA(ωAC)t (4.29)
= σA0(0)e
−iωA0te−RAA,AA(0)t−
∑
C 6=A RAC,CA(ωAC)t,
For the four phycobiliproteins, only a few of the off-diagonal Redfield tensor elements
will be relevant for dynamics. This can be seen when the system-bath coupling in the
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tensor element RAC,CA is written in the site basis:
VˆAC =
∑
i
cACi Qˆ
∣∣A 〉〈C ∣∣ (4.30)
=
∑
a
(
γAa γ
C
a
)∑
i
cai Qˆi
∣∣ a 〉〈 a ∣∣.
The elements of VˆAC will be non-zero when the product of the expansion coefficients,
γAa γ
C
a , is not zero. This entails that both exciton states A and C need to be com-
posed of the same sites. Thus, the off-diagonal elements between excitons composed of
different sites will be zero and only the diagonal elements will contribute to dephasing.
At this point, a slight modification to Equation (4.29) will be made following
the work of Renger and Marcus235. In this work, Markovian approximation was only
made to the off-diagonal tensors. The bath history for the diagonal elements were
incorporated such that,
σ˙A0(t) = −iωA0σA0 − 1}2
t∫
0
dτ
〈
VAA(t− τ)VAA(0)
〉
σAA(t)
−
∑
A 6=C
RAC,CA(ωAC)σAC(t)
to get,
σA0(t) = σA0(0)e
−iωA0t− 1}2
∫ t
0 dτ
∫ τ
0 dτ
′
〈
VAA(τ−τ′)VAA(0)
〉
−∑C 6=A RAC,CA(ωAC)t. (4.31)
Simplification of the double time integral leads to,
− i
}
λA −
[
GAA,AA(t)−GAA,AA(0)
]
,
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where
λA =
}
2
∞∫
0
dω
J(ω)
ω
GAA,AA(t) =
}
2
∞∫
0
dω
J(ω)
ω2
[
1 + n(ω)
]
e−iωt +
J(ω)
ω2
n(ω)eiωt.
The final expression for σA0(t) is then,
σA0(t) = σA0(0)e
−i(ωA0−λA/})teGAA,AA(t)−GAA,AA(0)e−
∑
C 6=A RAC,CA(ωAC)t. (4.32)
Fourier transform of σA0(t) will result in peaks shifted from the excitonic transition
frequency ωA0. The imaginary components of the correlation functions will lead to
additional shifts, but will be smaller in magnitude in comparison to λ. The real
components of GAA,AA and RAC,CA will lead to dephasing and will mainly govern the
width of the homogeneous line-broadening.
First, in order to measure the importance of the strongly coupled intramolecular
vibrational modes, the computed room-temperature LA and CD spectra that only
takes into account intermolecular effects are discussed. In this framework, Redfield
treatment of the system-bath couplings has been shown to be reliable, since exci-
tonic interactions with the protein and solvent are small in magnitude. Thus, it is
expected that discrepancy with the experimental spectra arises from the neglected
intramolecular effects.
Linear Absorption
Overall, the spectra computed using Redfield theory for the four phycobiliprotein
complexes show good qualitative agreement with experimental measurements (filled-
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Figure 4·1: The total simulated linear absorption (top) and circular
dichroism spectra (bottom) from the Redfield equation in the excitonic
basis and with only system-bath interactions from the intermolecular
degrees of freedom are shown as thick lines. The mean excitonic con-
tributions to the total spectra are shown as colored lines. The experi-
mentally measured spectra are shown as filled gray curves.
gray) in Figures (4·1) and (4·2). The ability to capture the main spectral peaks
and relative gaps reflects the reliability of the computed site Hamiltonians. However,
the absolute peak positions are all consistently blue-shifted due to complete neglect
of intramolecular relaxation effects. The large electronic-nuclear couplings from the
internal vibrational reorganization will lead to significant excitonic dissipation and
red-shifting of the spectral peaks236. This effect is demonstrated in Figure (4·2), where
for each of the excitonic states contributing to the ensemble average, the absorption
peaks were heuristically shifted by the mean excitonic reorganization energies λA.
As can be seen in the Redfield expression in Equation (4.32), incorporation of the
intramolecular modes will introduce a large reorganization shift, λA. Thus, only taking
into account the λ-shift, the red-shifted peaks are in better agreement with respect
to the references, though the right-most PC612 spectra are over red-shifted.
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Figure 4·2: The λ-shifted, total simulated linear absorption (top)
and circular dichroism spectra (bottom) from the Redfield equation
in the excitonic basis and with only system-bath interactions from
the intermolecular degrees of freedom. The spectral peaks have been
heuristically shifted by the intramolecular reorganization energies. The
mean excitonic contributions to the total spectra are shown as col-
ored lines.The experimentally measured spectra are shown as filled gray
curves.
125
It should be noted that for these λ-shifted spectra, the mean reorganization en-
ergies were employed to estimate the peak shifts. This is due to the limited number
of computed spectral densities available in comparison to the number of computed
site Hamiltonians. Preliminary studies not presented here have shown that employ-
ing a representative set of spectral densities to all the configuration-dependent system
Hamiltonians is as accurate as employing configuration-dependent spectral densities.
This approximation is expected to be valid as long as the site-dependencies are cap-
tured.
The small changes in the spectral shapes after λ-shifting arise from differences in
the magnitude of reorganization energies for each excitonic peak. For example, in the
PE545 complex, the highest central dimers have the smallest reorganization energies
while the sink sites at the α82 positions have reorganization energies that are 400 -
600 cm−1 larger. This difference will lead to non-uniform shifting of the higher and
lower-lying excitonic peaks and give rise to a broader absorption band, as indicated
by the arrows. These effects are also seen for PC645 and the PC612 complex where
for the latter, the differences in the reorganization energies for the DBVs and the
lower PCB sites lead to larger gap between the two main absorption peaks and the
appearance of a shoulder peak.
In both the unshifted and shifted LA spectra, the spectral linewidth is dominated
by inhomogeneous broadening due to significant static disorder. This is demonstrated
in Figure (4·3), where the configuration-dependent absorption profiles for approxi-
mately 100 configurations are overlaid in gray curves. Each absorption profile differs
in shape, intensity, and position of the peaks.
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Figure 4·3: The linear absorption and circular dichroism computed
spectra from each sampled configuration are overlaid as gray curves in
the top and bottom panel respectively. For the two different protonated
states for the PC645 complex, the spectra are shown as light-pink and
sky-blue curves.
Circular Dichroism
This spectral dispersion is considerably larger and more prominent for CD, where
the intensity signs can alternate. However, the averaged results show good agreement
with experiment. As previously mentioned, non-zero excitonic rotatory strengths are
only computed for delocalized exciton states where (1) the sign of the signal will
depend on the signs of the cross product (µA × µB), and the expansion coefficients;
and (2) the intensity will depend on the magnitude of the transition dipole moments.
Moreover, the zero crossing point of the CD bands will depend on the accuracy of
each excitonic bandshape, where as seen in both Figures (4·1) and (4·2), the highly
varying and broad positive and negative bands for each exciton states will need to
exactly cancel237,238,50,239.
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Two different protonation states of PC645
In the experimental LA spectrum, there are two main spectral peaks near 2.1 and
1.9 eV, and in-between shoulder peak near 2.0 eV. For PC645HMBV, in both the
shifted and un-shifted LA spectra shown in Figure (4·4), the differences in the relative
amplitudes of these two main peaks are not well captured. For this complex, six
exciton states consisting of MBV and PCB bilins contribute to the lower-energy
peak while the two delocalized DBV exciton states give rise to the 2.1 eV peak.
Furthermore, the 2.1 eV peak is mostly attributed to the plus combinations of the
DBVs, since the minus state is mainly a dark state. Removing a proton from MBV in
the PC645MBV complex improves the relative amplitudes, where in this complex, only
four states (involving the PCBs) give rise to a less intensive peak. The MBVs instead
contribute to the higher-energy band and give rise to a broad tail for the unshifted
spectra in the left panel.
The λ-shifting for the localized MBV states in PC645MBV will significantly red-
shift the MBV peaks such that these will contribute significantly to the lower energy
LA band. However as seen in the right panel, the tail of MBV bands will also con-
tribute to the higher energy band.
The experimentally measured CD spectrum shows three main features: a negative
band near 1.9 eV, and a positive band with two peaks approximately at 2.0 eV and
2.1 eV. From computation shown in the bottom panel for PC645HMBV, excitonic com-
ponent analysis assigns the right-most 2.1 eV positive band to the plus combination
of the DBV states, which agrees with the LA assignment; the 2.0 eV positive peak
as well as the negative band are assigned to the lower excitonic states delocalized
on MBV and PCB bilins. For the dark-blue computed CD spectra for PC645MBV,
excitonic contributions are broad and weak, reflecting the highly localized nature of
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Figure 4·4: Detailed analysis of the simulated linear absorption and
circular dichroism complex for the PC645HMBV and PC645HMBV com-
plex. The left spectra are computed in the excitonic basis with only
intermolecular effects. The right spectra are computed in the excitonic
basis with the λ-shifts.
the exciton states. These results will change when intramolecular vibrational modes
are explicitly taken into account, as discussed in the next Section.
Excitonic to Adiabatic 0→ 0 Basis Representation
As discussed in Chapter 2, the quantized nature of high frequency and localized
modes can be treated explicitly240,241 by forming vibronic basis242,243. Since the rel-
ative magnitude of the Huang Rhys factors are small with values typically less than
0.2, only the0 → 0 and 0 → 1 vibrational transitions simultaneously occurring with
electronic excitation need to be taken into account. The 0 → 0 states can be ex-
trapolated from the computed gradients and the reorganization energies. The Huang
Rhys factors can also be computed from the gradients. Once these states are defined
and the off-diagonal couplings are adjusted accordingly, diagonalization of the system
Hamiltonian will lead to the eigenstates of the vibronic system53,244. In these basis,
129
 1.8  2  2.2  2.4  2.6
 1.8  2  2.2  2.4  2.6
 1.8  2  2.2  2.4  2.6
 1.8  2  2.2  2.4  2.6
PC645HMBV PC645MBV
eV
From DBV+ states
From DBV and 
MBV
From DBV-
From MBV and 
PCB
From DBV+
Figure 4·5: Simulated linear absorption and excitonically-coupled cir-
cular dichroism spectra in the adiabatic, 0→ 0 basis with the Redfield
equation.
the system-bath couplings will involve the weakly-coupled intermolecular vibrational
degrees of freedom. In this Section, as a starting point, results computed from 0→ 0
states, referred to as adiabatic states, will be discussed. Spectra computed in this ba-
sis will only take into account purely electronically excited states and no vibrational
excitations.
Shown in Figure (4·5) are the simulated spectra for PC645HMBV and PC645MBV.
In comparison to spectra computed in the excitonic basis, several noticeable changes
are observed. For PC645HMBV on the left panel, the absorption spectrum remains
unchanged. However, for CD, the relative intensities of the two positive bands change
where the intensity of the 2.1 eV band decreases with respect to the 2.0 eV band.
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Partly contributing to this change is the decreased disorder in the eigenstates in
the adiabatic basis. In the excitonic basis, the 2.0 eV positive band arises from the
delocalized MBV and PCB58 and MBV and PCB82 states. In the adiabatic basis, the
reorganization energies for the PCB82s are large enough to increase the energetic gap
with the PCB58s and the MBVs. Thus, as demonstrated in the right-panel Figure
(4·6), the PCB82s form the lowest adiabatic states that are mainly localized, while
the MBVs and the PCB58s give rise to the intermediate delocalized states 4 and 5.
These states will remain invariant from configuration to configuration and will all
contribute with the same-signed rotatory strength that all adds up to an enhanced
CD band.
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Figure 4·6: Site contributions, γ2, averaged for only the delocalized,
adiabatic (0→ 0) states for all configurations for the PC645MBV com-
plex on left; and PC645HMBV complex on right.
In the PC645MBV complex, the relative LA intensities of the two main absorption
peaks match with experiment. In adiabatic basis, state 6 contributes almost equally
to both lower and higher absorption bands while in the excitonic basis, state 6 mainly
contributes to the lower band. This state 6, similar to PC645HMBV complex, is mainly
delocalized MBV and PCB58 states, but for small percentage of the configurations,
this state is also the plus combination of the DBV states that contributes to the
higher band.
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The largest changes are noticed in the CD spectrum, where a prominent 2.0 eV
positive band is computed for the deprotonated complex. This band arises from the
delocalized states consisting of the unprotonated MBVs and PCB58s, which now form
due to the large reorganization shift that brings the MBV transition energies much
closer to those of PCBs. Though this computed CD spectrum does not show perfect
agreement with the experiment, the main CD features are reproduced suggesting that
at 298K, majority of the experimentally measured PC645 complex are composed of
unprotonated MBV bilins.
Better agreement with experiment may be achieved by going beyond the point
transition-dipole interaction when computing the diabatic couplings. In particular,
for the closely-spaced DBV bilins, the electronic densities may overlap such that
point dipole representation may not be sufficient. In the current computational pre-
scription, the energetic states and the associated electronic properties, such as the
electronic transition dipoles, were computed in the site basis. Then, an approximate
inter-chromophore distance was assigned to compute distance-dependent properties
such as electronic couplings and the CD spectrum. However, for the DBV dimers, with
possibly overlapping electronic densities, a proper treatment would require comput-
ing the S1 and S2 excited state energies, electronic transition dipoles, and magnetic
transition dipoles for the enlarged QM system consisting of DBV50C and DBV50D
50,51.
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Figure 4·7: Simulated (top) linear absorption and (bottom) circular
dichroism spectra with the Redfield equation in the adibatic, 0 → 0,
basis for the four phycobiliprotein complexes.
4.3 PLDM Spectroscopy
Unlike Redfield, the PLDM method propagates the full density matrix and does not
assume Markovian and secular approximations. However, the bath degrees of free-
dom are treated classically, limiting the applicability of PLDM. However, for systems
involving system-bath interactions only with protein and solvent degrees of freedom,
numerous studies have established the accuracy of PLDM245–248,19.
Shown in Figure (4·8) are the LA and CD spectra computed in the adiabatic basis
and is directly comparable with Figure (4·7). Only trivial differences between the
sets of spectra computed with the two dynamical methods are noticed, suggesting
the reliability of the secular approximation to the system degrees of freedom and
the Markovian approximation to the bath degrees of freedom. Small discrepancies,
particularly for both PC645 complexes, however arise due to non-secular contributions
in coherence transfer. These non-secular contributions are expected to be significant
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Figure 4·8: Simulated (top) linear absorption and (bottom) circular
dichroism spectra from the PLDM density matrix propagation method
in the adiabatic, 0→ 0 representation.
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Figure 4·9: Simulated (top) linear absorption and (bottom) circular
dichroism spectra from the PLDM density matrix propagation method
in the adiabatic, 0 → 0 representation for the PC645HMBV complex in
the left panel; and PC645MBV complex in the right panel.
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Figure 4·10: Decay of the initially populated coherence elements ρM0
for the randomly chosen configuration number 250 in the top panels;
and configuration number 10 in bottom panels for the PC645MBV com-
plex in the adiabatic, 0 → 0 basis. The corresponding Hamiltonians
are shown. In both of the left panels, the coherence element between
the ground state and the MBV18B excited states are initially excited.
In both of the right panels, the coherence element between the ground
state and the DBV50D excited states are initially excited.
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for systems with closely spaced energies. Based on the derivations shown in Section
(2.4),
˙˜σAB(t) = −
∑
CD
RAC,CD(ωDC)σ˜DB(t)e
−iωDBteiωABt (4.33)
+R∗BD,DC(ωCD)σ˜AC(t)e
−iωACteiωABt
−RDB,AC(ωCA)σ˜CD(t)e−iωCDteiωABt
−R∗CA,BD(ωDB)σ˜CD(t)e−iωCDteiωABt,
only reduced density elements on the right-hand side with phase that matched the
phase of the reduced density matrix element on the left-hand side were incorporated.
This was done by matching the indices such that, for example, D = A and A = B for
the first element since the overall phase will be zero for that element. However, the
σDB elements can contribute to the dynamics of σAB if the energy gap between states
D and B, }ωDB, is resonant with }ωAB. For systems with highly degenerate states,
secular approximation is expected to be unreliable249–251,113,226,252.
4.4 Vibronic Representation
Number of states in the system increases drastically with the inclusion of vibra-
tionally excited states. Particularly for PC645MBV where unprotonated MBVs have
large Huang Rhys factors, the number of vibronic states constructed for modes higher
than 100 cm−1 can range from 30 to 50 states, as shown in Figure (4·11). From con-
figuration to configuration, the energy gap between these diabatic states is small.
Significant disorder is observed for states associated with the MBVs where these
bilins can give rise to spectroscopic signals across the entire absorption range. The
number of states associated with DBVs is relatively small and competes with MBVs
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Figure 4·11: The 0 → 0 and 0 → 1 vibrationally excited diabatic
energy levels for each chromophore sites in the PC645MBV complex are
shown for selected configurations. All energies are shown with respect
to a global offset of 14400 cm−1.
to be the highest states. The PCB82s at the other end of the spectrum often consti-
tute the lowest states but also competes with MBVs to be the final acceptor. In this
manifold, as discussed above, non-secular contributions is expected to be significant.
Thus, LA and CD spectra were computed with PLDM and are shown in Figure (4·12)
for representative 40 to 60 configurations.
It should be noted that computational cost increases as ∼ N2 with the number
of states in the system. Thus, a smaller number of configurations were taken for
the ensemble averaging. This results in “noiser” spectra when compared to those in
previous Figures.
Overall, the spectroscopic features do not significantly change with the addition
of vibrational excitation. This invariance may be due to the fact that in the vibronic
basis, the oscillatory strengths and the rotatory strengths are scaled by the nuclear
overlap factors (discussed in the Introduction), which ranges from 0.9-1.0 for the
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Figure 4·12: Simulated (top) linear absorption and (bottom) circular
dichroism spectra from PLDM in the vibronic basis that includes the
adiabatic,0→ 0, and the 0→ 1 vibrationally excited states.
0→ 0 states and less than ∼0.1 for the vibrationally excited states. Thus, the scaled
intensities for the vibrationally excited states are not large enough to make signifi-
cant contribution in the spectra. The population dynamics, however, are expected to
significantly change with the inclusion of these vibronic states. In particular, larger
number of states will multiply the number of EET pathways available. As to whether
adding alternative pathways will enhance EET rates will be explored in the future.
Lastly, it is noted that the absorption linewidth for PE555 and the relative LA
peak intensities for PC612 differ noticeably when compared to experimental spec-
tra. These differences highly suggest that, as mentioned in Chapter 3, unprotonated
states of the bilins at the α20 sites may exist and play a significant role broadening
the spectra to higher energies. Similar to what was observed for the MBVs in the
PC645 complex, removing a proton from the central nitrogens drastically increased
the transition energies and the reorganization energies. This in consequence changed
the excitonic and vibronic structure of the system. The inability to capture the broad
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high-energy tail of the absorption spectrum for PE555 and the underestimated peak
intensity of the high energy peak for PC612 is thus expected to improve for calcula-
tions on the unprotonated PE555 and PC612 complexes.
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Chapter 5
Conclusions
In this work, configuration-dependent model Hamiltonians for the Phycoerythrin 545,
Phycocyanin 645, Phycoerythrin 555, and Phycocyanin 612 complexes have been pre-
sented and analyzed. Similar to conventional computational schemes, large number
of realistic pigment-protein configurations were generated from classical Molecular
Dynamics simulation. Subsequently, the local geometry of the chromophores were
optimized with DFT methods. This additional step has proven to be crucial where
generalized force fields, determined for a test set of small rigid molecules, are not capa-
ble of accurately capturing the correct geometries of the highly flexible and distorted
“linear” tetrapyrrole chromophores. The electronic transition energies computed from
the wavefunction-based, SOS-CIS(D) method have been tested to be reliable, which is
consistent with numerous benchmark studies that have shown superior performance
of SOS-CIS(D) for conjugated molecules. The electronic-nuclear couplings that de-
pends on both the chromophore geometries and the electronic structure method, have
thus been computed using the composite method developed by the Coker Group, for
QM-optimized geometries with reliable electronic structure methods.
Though almost identical from the macroscopic point of view, the electronic proper-
ties of the four phycobiliproteins studied in this work have shown to be highly different
due to the slight differences in the local environment. In PE545, electronic properties
of the bilins were tuned by the local protein and solvent environment, where the lo-
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cal interactions governed the geometries of the chemically identical chromophores. In
PC645, the environment tuned the protonation states of the chromophores, where the
bilins showed large changes in both the electronic excitation and nuclear reorganiza-
tion energies. In the open PE555 and PC612 complexes, the local environment was
shown to be highly labile, and the conformational state of the protein are expected
to govern the protonation states of the chromophores.
The simulated linear optical spectroscopy from the computed Hamiltonians have
shown to be in good agreement with experimentally measured spectra. Agreement
in the relative and absolute spectral peak positions for the four complexes validates
the reliability of the computed system-bath Hamiltonians. Thus, quantum dynami-
cal simulations based on the proposed models have high potential to elucidate the
underlying physics responsible for highly efficient EET processes in biological light-
harvesting complexes.
The presented models, however, need further improvements. In particular, the
possible breakdown of the single chromophore diabatic representation for the closely-
spaced central dimers in the closed complexes needs to be further explored. The
possibility of the open complexes existing in two different protonated forms needs to
be also validated by computing an ensemble of Hamiltonians for the unprotonated
PCB20s. Results are expected to be accurate with the computational prescription
outlined and employed in this work.
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