The b1 Hz slow oscillation (SO) and spindles are hallmarks of mammalian non-rapid eye movement and slow wave sleep. Spindle activity occurring phase-locked to the SO is considered a candidate mediator of memory consolidation during sleep. We used source localization of magnetoencephalographic (MEG) and electroencephalographic (EEG) recordings from 11 sleeping human subjects for an in-depth analysis of the temporal and spatial properties of sleep spindles co-occurring with SOs. Slow oscillations and spindles were identified in the EEG and related to the MEG signal, providing enhanced spatial resolution. In the temporal domain, we confirmed a phase-locking of classical 12-15 Hz fast spindle activity to the depolarizing SO up-state and of 9-12 Hz slow spindle activity to the up-to-down-state transition of the SO. In the spatial domain, we show a broad spread of spindle activity, with less distinct anterior-posterior separation of fast and slow spindles than commonly seen in the EEG. We further tested a prediction of current memory consolidation models, namely the existence of a spatial bias of SOs over sleep spindles as a mechanism to promote localized neuronal synchronization and plasticity. In contrast to that prediction, a comparison of SOs dominating over the left vs. right hemisphere did not reveal any signs of a concurrent lateralization of spindle activity co-occurring with these SOs. Our data are consistent with the concept of the neocortical SO exerting top-down control over thalamic spindle generation. However, they call into question the notion that SOs locally coordinate spindles and thereby inform spindle-related memory processing.
Introduction
Sleep is a time of reduced sensory input which is actively utilized by the brain to process and consolidate previously acquired memories. For declarative memory, Non-Rapid Eye Movement (NonREM) sleep, in particular slow wave sleep (SWS), has been found to be instrumental, as well as the electrophysiological spindles and slow oscillations (SOs) characterizing this stage of sleep (Diekelmann and Born, 2010) . SOs are highly synchronous fluctuations in the local field potential that are generated in neocortical networks (Steriade et al., 1993) . SOs represent widely coherent membrane potential changes between depolarized upstates and hyperpolarized down-states that also reach deeper structures including the thalamus and hippocampus (Contreras and Steriade, 1995; Wolansky et al., 2006) . They are not perfectly synchronous throughout the cortex but instead propagate via preferred routes, mostly along the anterior-posterior axis Murphy et al., 2009 ). Studies experimentally enhancing or attenuating SO activity have demonstrated a causal contribution of the SO to the consolidation of hippocampus-dependent declarative types of memory (Marshall et al., 2004 (Marshall et al., , 2006 Ngo et al., 2013) . Increases in SO activity that occur during sleep after learning show local maxima over those cortical regions intensively involved in this learning . It has been proposed that the memory-enhancing effect of SOs is conveyed by their organizing influence on faster brain rhythms, specifically sleep spindle activity (Contreras and Steriade, 1995; Cox et al., 2012; Mölle et al., 2002; Piantoni et al., 2013; Ruch et al., 2012) .
Sleep spindles can be recorded in neocortex, thalamus, and the hippocampus while their generators are thalamic reticular neurons that are synchronized via cortico-thalamic feedback (Gennaro and Ferrara, 2003; Timofeev and Bazhenov, 2005) . Like SOs, sleep spindle activity is tightly linked to memory consolidation. It has been shown to increase after intense declarative learning and to be correlated with sleep-associated performance improvements on declarative tasks (Schabus et al., 2004) and, even locally, with motor memories (Nishida and Walker, 2007) . Sleep spindles can be subdivided into classical fast 12-15 Hz spindles with a centro-parietal maximum in the EEG and slow 9-12 Hz spindles showing a more anterior distribution (Mölle et al., 2011) . Both kinds of spindles have been shown to be temporally grouped by the SO, with fast spindle activity prevailing during the depolarizing SO up-state, whereas slow spindle activity occurs mainly at the SO up-to-down-state transition. However, they show distinct pharmacological properties (Ayoub et al., 2013) and also the link to memory processing appears to be closer for fast than slow spindles (Rasch and Born, 2013) .
SOs may not only bias the timing of spindles but may also be a mechanism by which higher frontal cortical association areas, over which SOs are maximal, control the domain and content of memory processing mediated by spindle activity. Although a considerable proportion of slow oscillations appear to be rather local events SOs often cover large areas of the cortex. The question arises how widespread events can coordinate local spindle-associated memory processing. Such fine-tuned coordination would implicate that the spatial distribution of spindles is influenced by local features of SOs, providing them with spatial specificity despite their global appearance. Here we tested this hypothesis by examining the temporal and spatial interrelationships between SOs and spindles during sleep in healthy human subjects. First, we used the EEG as the de facto standard to identify reference SOs and spindles. Then we used high-density MEG data to investigate the temporal relation of these events as well as their spatial properties at the cortical source level using source analysis. In particular, we tested the hypothesized spatial bias on spindles by local SO features by investigating whether spindle activity lateralizes depending on the lateralization of SO amplitude and slope.
Methods

Participants and data acquisition
Eleven students (6 females), 20-31 years old (mean age ± SD: 24.33 ± 3.45 years), participated in the study. Data from one further participant were discarded due to signal artifacts. None of the participants reported ongoing medication, health problems or a history of psychiatric, neurological, or sleep disorders. Further exclusion criteria were night and shift work during an 8-week interval prior to the experimental night or stressful activities on the days before the experiment. To increase sleep pressure for sleeping under MEG recording conditions, subjects were instructed to restrict sleep to 4 h during the preceding night and not to take naps during the day of the experiment. This sleep restriction was not verified or enforced beyond verbal instruction. Subjects were not allowed to consume caffeine or alcohol on this day. The study was approved by the local ethics committee and participants gave their written informed consent before the recordings.
Subjects attended an adaptation session in which they were familiarized with the experimental setup, procedures, and the recording bed which permitted a supine sleeping position. For the recording session participants arrived in the evening, were prepared and instructed to sleep in the MEG as long as they could but maximally for 3.5 h after recording onset (around 23:00 h). MEG recordings were obtained at a sampling rate of 1200 Hz using a 275 channel first-order axial gradiometer system (CTF MEG system by MEG International Services Ltd., Coquitlam, Canada). Additionally, six EEG channels (at F3, Fz, F4, C3, Cz, C4, offline re-referenced to the averaged signal from the mastoid electrodes M1 and M2) and the electrocardiogram were recorded. For standard polysomnography, a vertical and horizontal electrooculogram (EOG) and the electromyogram (EMG; from electrodes at the chin) were recorded. Head localization coils at nasion and left and right ear were used to continuously track the subject's head position relative to the MEG dewar.
Sleep scoring
Sleep stages were determined visually by two raters who were ignorant of the research question. The scoring was based on EEG recordings from C3, C4, EOG, and EMG for subsequent 30-s epochs according to standard criteria (Rechtschaffen and Kales, 1968) . Total sleep time (TST), time spent in different sleep stages (wake; sleep stages 1, 2, 3, 4; slow-wave sleep, i.e., the sum of sleep stage 3 and 4; REM sleep), and movement arousals were determined for the time spent in the MEG.
Detection of EEG slow oscillations and sleep spindles
SOs and spindles were detected in the EEG to ensure conformity with prior research and to exploit the information on polarity that is ambiguous in the MEG. EEG analysis was performed with Spike2 (Cambridge Electronic Design Limited, Cambridge, England). Event detection was restricted to NonREM sleep stages 2-4. Detection criteria were adopted from Mölle et al. (2011) . In brief: To emphasize rather global SOs, data from all six recorded EEG electrodes were averaged to one virtual channel on which automatic detection was performed. Data from this virtual channel were low-pass filtered at 3.5 Hz, down-sampled to 100 Hz, all positive-to-negative zero crossings were registered and within each pair of successive crossings the negative and positive peak potentials were detected. Our aim was to focus on large SOs with frequencies between 0.5 and 1.25 Hz. Further analysis was thus limited to intervals that displayed (i) a negative peak amplitude of 1.25 multiplied by the subject's average negative peak amplitude or lower, (ii) a positive-to-negative peak amplitude difference of at least 1.25 times the subject's average positive-to-negative peak amplitude difference, and (iii) a length of 0.8 to 2 s.
Spindle detection was performed on data that was low-pass filtered at 35 Hz and downsampled to 100 Hz. Fast spindles were detected in the central EEG channels (C3, Cz, C4) and slow spindles in the frontal EEG channels (F3, Fz, F4). First, for each subject, individual peak frequencies were identified in the NonREM sleep power spectra for fast spindles (13.55 ± 0.11 Hz, across all subjects) and slow spindles (10.46 ± 0.22 Hz). Then the EEG signal was filtered with a band-pass width of 3 Hz centered on the detected individual peak frequency. A rootmean-square (RMS) representation of the filtered signal was calculated using a sliding window of 0.2 s with a step size of one sample, corresponding to 10 ms. Additional smoothing was performed with a sliding-window average of the same 0.2-s size. Time frames were considered as spindle intervals if the RMS signal exceeded a threshold of 1.5 standard deviations of the filtered signal for 0.5-3 s.
MEG data processing
Analysis of the MEG data was carried out using Matlab (Mathworks, Natick, USA) as well as the free and open-source toolboxes SPM8 (http://www.fil.ion.ucl.ac.uk/spm) and Fieldtrip (Oostenveld, Fries, Maris, & Schoffelen, 2011) . All MEG datasets were cut into time windows of 4 s that were centered on the negative half-wave peaks of SO events detected in the EEG. Data in these time windows were bandpass filtered between 2 and 180 Hz using a finite impulse response filter (10-s data padding) with two passes to prevent phase shifts. Line noise (50 Hz) was eliminated using a discrete Fourier transform-based filter. Trials with jump and muscle artifacts were excluded in two steps, first manually and then by an automatic rejection algorithm. The latter was based on identifying unusually large local amplitude deflections by zscores for each time point over all channels. Further artifacts were removed based on visual rejection of ICA components showing cardiac confounds or electrical noise.
To establish an appropriate baseline contrast, each SO event was matched to a 4-s time window within the same sleep stage but not containing an SO. Systematic signal dependencies were excluded by randomly scattering these "non-event" time windows around the SO time windows according to a normal distribution (SD = 30 s). All presented results are based on contrasts of SO events to non-event time windows.
Sensor-level analysis
For the sensor-level analyses data were down-sampled to 400 Hz and transformed to the more intuitive planar-gradient representation in which the maximal signal is located above its magnetic source. Frequency domain representations of the data were calculated using 12-cycle Morlet wavelets in 100-millisecond time steps. We performed the same analysis again using a 6-cycle wavelet to increase temporal precision (at the expense of spectral precision) which yielded nearly identical results. Data are presented as time-frequency diagrams and topographic representations.
Source-level analysis of spindle activity
Sensor-level data were projected to a three-dimensional source grid by beamforming using adaptive spatial filters operating in the frequency domain (Gross et al., 2001 ). We chose beamforming in particular because, in addition to increasing spatial accuracy and interpretability, this class of algorithms effectively reduces eye-and muscle artifacts (Hipp and Siegel, 2013) and attenuates the effects of field spread (Schoffelen and Gross, 2009 ). Single-shell head models were generated based on individual T1-weighted MRI images (Siemens Trio 3 T-MRI scanner, Siemens, Erlangen, Germany). To compare results from different subjects, a source grid with a dipole spacing of 8 mm was generated in MNIcoordinates based on the SPM brain template. This grid was warped to the individual anatomical images by performing non-linear transformations so that each grid point was placed approximately in the same position in all subjects. Only grid points situated in cerebral gray matter were considered for further analysis, as determined by the Automated Anatomical Labeling atlas (Tzourio-Mazoyer et al., 2002) .
Many studies estimate MEG source activity based on the subject's head position at recording onset. In sleep studies this approach is rarely suitable as subjects tend to show considerable drifts and jumps in head position after sleep onset before they establish a stable position. This problem was addressed here by incorporating continuously recorded head positions into the lead field construction. Head positions were clustered into a few principal positions (k-means clustering algorithm), the mean of which was used for constructing the lead field (Stolk et al., 2013; Uutela et al., 2001) .
The time windows and center frequencies selected for source localization were based on the maximal sensor-level spindle activity, i.e., 0.3-0.8 s at 14 Hz for fast spindle activity and −0.4-0.1 s at 10 Hz for slow spindle activity. The cross-spectral density (CSD) matrix, the frequency-equivalent of the time-domain covariance matrix, was estimated for both analysis windows by performing a multitaper frequency transformation (discrete prolate spheroidal sequences) centered on the frequency of interest ± 2 Hz. For each subject, time window, and frequency band, one common spatial filter was calculated based on a CSD estimated for the joined set of all artifact-free slow oscillation and baseline events. The filter was then used to calculate sources for each condition separately. This common-filter approach ensured that differences between conditions can be attributed to true differences in brain activity, rather than deviant spatial filters. Furthermore, using the maximal amount of data allows for an optimal estimation of the cross-spectral density matrix and thus the most reliable assessment of source activity. Spatial filter outputs were projected onto a surface reconstructed from the SPM brain template.
To compensate for large interindividual differences in the magnitude of power changes, source data from each subject were normalized before grand average and group statistics were calculated. This was done by creating for each subject a vector composed of the power estimates for all voxels and setting the length of this vector to 1. The factors used for this normalization were averaged over subjects and multiplied by the grand average power to enable a meaningful interpretation of the final power magnitude.
Statistical analyses
Non-parametric cluster-permutation statistics were used for statistical testing to correct for the inflation of type I errors due to multiple comparisons (Maris and Oostenveld, 2007) . For sensor-level data these were calculated by pre-selecting, for each time point and frequency, channels that showed significant differences in power in relation to baseline (two-tailed paired-samples t-tests on group level or unpairedsamples t-tests on subject level). In the resulting thresholded statistical map, significant time-frequency-channel triplets were grouped into connected positive and negative clusters for which statistics were calculated by summing up the t-values within each cluster. These clusterlevel statistics were then subjected to a Monte-Carlo permutation algorithm in which the association of data and condition was shuffled and the maximal cluster statistics for each permutation was used to create a reference distribution (Maris and Oostenveld, 2007) . Clusterstatistics were considered significant if the proportion of random associations leading to higher cluster-level statistics did not exceed 2.5%. For two-sided tests this threshold is equivalent to a cluster-level falsepositive rate of p b .05. For source-level data the identical procedure was performed with the only difference that both time and frequency dimensions were collapsed as a result of the Fourier transform.
Results
Sleep parameters and SO event detection
On average subjects slept for 111.82 ± 9.86 min (mean ± SEM) in the MEG scanner. Of this time they spent 91.23 ± 6.56 min in NonREM sleep stages S2-S4. The time spent in the different sleep stages were (in min) for W: 10.41 ± 4.04, S1: 14.68 ± 3.54, S2: 47.09 ± 6.18, S3: 23.95 ± 2.88, S4: 20.18 ± 4.98, REM sleep: 5.55 ± 2.44. During NonREM sleep stages 2-4 a total of 541.82 ± 40.43 SOs per subject were identified (Supplementary Table 1, see Fig. 1 for grand average SO waveforms).
Fast and slow spindles show distinct temporal distributions but overlapping topographies
Sensor-level power analyses showed that both slow and fast spindles were consistently phase-amplitude coupled to the SO. Compared with non-event intervals (without SOs), fast spindle power was increased during almost the entire SO interval (i.e., ±1 s around the negative half-wave peak), except for a 500-ms time window centered around the SO negative half-wave peak (Fig. 1) . However, there was a clear maximum in fast spindle activity during the SO up states (300-800 ms after the SO negative half-wave peak) which had the highest amplitude at sensors over centro-parietal areas. A cluster of decreased power confined to the SO down state in the fast spindle range was localized in sensors over parieto-occipital regions. Slow spindle activity increased most prominently during the SO up-to-down transition (−400 to 100 ms) with this increase showing a more anterior distribution than the maximum in fast spindle power. Notably, the frontocentral increase in slow spindle power extended to lower frequencies in the theta range (5-8 Hz). Size, topography and timing of this increase were indeed similar to those of the slow spindle activity peak, hampering the straightforward dissociation of the SO effect on theta and slow spindles.
To further investigate the dynamics of spindle power changes, we show the data topographically resolved in 200-ms steps across the SO interval, separately for the 8-12 Hz and 12-16 Hz frequency bands (Fig. 2) . Activity in the fast and slow spindle bands showed increases over widespread cortical areas. Fast spindles peaked over the central midline, slow spindles over more frontal regions, with a slight lateralization to the left hemisphere in some subjects. Concomitant decreases in power observed over posterior areas did not survive the clusterbased correction for multiple comparisons.
Co-occurrence analysis reveals tight link between MEG activity and EEG spindles
To ensure that the analyzed spindle power relates to the welldefined phenomenon of EEG spindles we performed further analyses in which we relied on discrete EEG spindles as determined by an automated detection procedure (see Methods). We formed subsets of detected SOs that either showed a fast spindle during the SO up state, i.e., between 0 s and + 1.0 s, or a slow spindle during the SO up-to-down state transition, i.e., between − 0.75 s and 0.25 s). For a detailed listing of SOs per subject see Supplementary Table 1, for  spindle events per subject see Supplementary Table 2 . In total, 123.36 ± 13.70 SOs per subject were identified that co-occurred with either a fast or slow or both kinds of discrete spindles. More SOs co-occurred with a fast than a slow spindle (78.27 ± 8.72 (14.45%) vs. 51.55 ± 7.27 (9.51%), p = .005).
Compared to the prior analysis, the confinement to discrete spindles during the SO interval amplified the respective increases in power during the SO up-state (fast spindles, Fig. 3a) and at the SO up-to-down transition (slow spindles, Fig. 3b ; compare color scaling in Fig. 2 vs. Fig. 3) . However, the overall topography of spindleassociated MEG activity remained unchanged. Generally, areas of maximal spindle activity now covered larger areas of the scalp, probably reflecting the propensity of the detection algorithm to favor large events over smaller more local ones. Within the spindle detection windows, regions with elevated spindle power covered almost the entire scalp with the occipital area (fast spindles) and parietal area (slow spindles) as the only exceptions. Results for SOs that did not co-occur with any discrete EEG spindle are provided in Supplementary Fig. 2. 3.4. Source-level analysis detects broad activation patterns and shows high between-subject variability Next, we used source analysis (beamforming) to investigate spindle activity at the cortical source level. We directly analyzed power in the fast (12-16 Hz) and slow spindle (8-12 Hz) frequency bands only in those SOs during which fast and slow spindles were identified, respectively. When averaging over all subjects, increases in activity were spread broadly over the brain surface (Fig. 4) . Fast spindle activity peaked in central and fronto-central areas, particularly around motor areas, however without being clearly restricted to specific brain regions. Slow spindle activity was most strongly increased in frontal and prefrontal areas. However, increases in power were also seen at temporal and parietal sites. When slow spindles were directly contrasted with fast spindles, slow spindle activity was markedly stronger in frontal and temporal regions ( Supplementary Fig. 3 ).
We observed a remarkable inter-subject variability in both frequency bands (see individual examples in Fig. 4) . On a descriptive level, the relative power increases of fast and slow spindles were more similar within than between subjects. For example, results for subject 08 (Fig.  4 A and B) indicate overall strong power increases in both spindle bands with broad peaks over central and parietal regions. In contrast, subject 11 showed more modest and topographically restricted increases in power which, for slow spindles, also emerged over posterior areas.
Slow oscillations did not impose hemispheric lateralization onto spindle activity
We assumed that a functionally relevant control of SOs over spindles would express itself in an influence of SOs on the topographic distribution of spindles, in addition to the temporal phase-locking of spindle activity shown above. We hypothesized that the rather global SOs detected by our algorithm exhibit local features of neural synchronization, as reflected by their amplitude or slope, which influence spindle activity in a spatially confined manner. To test this hypothesis, we examined whether SOs that were lateralized towards one hemisphere Fig. 1 . Fast and slow spindle activity peaks during different phases of the SO. Wavelet-based power analysis of the MEG data at time windows centered around detected EEG SOs (grand average across all subjects, i.e., 541.82 ± 40.43 trials, contrasted to non-events without SO; n = 11; 0 s indicates the SO negative half-wave peak). Colors indicate power change relative to non-events. Non-significant time-frequency clusters are masked (non-parametric cluster-permutation statistics; sample level p b .05; cluster level p b .05). Arrangement of time-frequency plots reflects the MEG channel topography. Top left: approximate location of MEG channels for which data are shown. Channels closest to EEG electrodes used for SO detection are marked in red. Grand average SOs inserted as black waveforms.
according to these local features of synchronization also entailed lateralized spindle activity. For this purpose, we subdivided SOs cooccurring with identified EEG spindles into SOs with left vs. right hemispheric dominance. An SO was considered to be lateralized if (i) its trough-to-peak amplitude, (ii) its trough-to-peak slope, or (iii) both were maximal at either one of the left (F3, C3) or one of the right target electrode sites (F4, C4). Amplitude and slope were chosen as local features because they are considered valid proxies of neural synchronization . The slope of individual SOs was determined in the down-to-up state transition as the ratio between the absolute value of the negative half-wave peak and the time delay to the next zero crossing (Riedner et al., 2007) . The three criteria were analyzed separately (see Supplementary Table 1 for a distribution of lateralized SOs across subjects). Thus for each subject, 12 source estimations were performed (amplitude/slope/both X left/right X fast spindles/slow spindles). Across subjects, the number of SOs with right-hemispheric amplitude dominance was generally slightly higher than the number of SOs with left-hemispheric amplitude dominance, which approached significance for the SOs co-occurring with slow spindles (p = 0.046, uncorrected, Supplementary Table 3 ). There was no such tendency for hemispheric dominance of slope. Amplitudes and slopes for each condition are provided in Supplementary Table 4 . When compared to non-event intervals (without SO), source-level analyses revealed widespread increases in fast and slow spindle power, which for both types of SO subsets (left and right dominant) were very similar to those obtained in the foregoing analyses performed across all SOs co-occurring with spindles. Visual inspection did not suggest a lateralization, neither for fast nor slow spindle activity. Indeed, a direct statistical comparison of left and right pairs of SO across subjects (without prior contrast to non-events) showed no significant differences (all p N .37 for fast spindles, all p N .11 for slow spindles; uncorrected). To test for an overall shift in brain activity we calculated lateralization indices (LAIs) for each subject. The LAIs were based on the sum of power in all significantly increased voxels in each hemisphere (sum right − sum left) / (sum right + sum left). Two LAIs (one for the right-dominant and left-dominant condition, respectively) were obtained for each subject and parameter used for classifying the SOs (Fig. 5) . Testing these indices for group level differences yielded only one spurious significance that showed a direction contrary to our hypothesis and did not survive Bonferroni correction for multiple comparisons (when SO amplitude and slope were both right-lateralized the number of significant MEG power increases in the slow spindle range were slightly higher in the left than right hemisphere, p = .04 uncorrected).
Complementary to the source-level lateralization analysis we also tested for lateralization at the EEG sensor level. For all SOs that cooccurred with a spindle, the maximum root-mean-square (maxRMS) over the detection time window was calculated for fast spindles at C3 and C4 and slow spindles at F3 and F4. For each co-occurrence event, lateralization indices were calculated for SO amplitude, SO slope, and fast/ slow spindle maxRMS. The spindle maxRMS lateralization indices were then correlated for each subject with the indices for SO amplitude and slope at the same electrode pair. In agreement with the source-level Fig. 3 . Topography of MEG spindle power during SOs co-occurring with discrete EEG spindles. MEG power (12-16 Hz) during SOs co-occurring with a fast EEG spindle (A) and MEG power (8-12 Hz) during SOs co-occurring with a slow EEG spindle (B). Shown are grand averages (n = 11) and, for the marked time window (red arrow), four representative subjects (01, 06, 08, and 11). Time steps, color coding, and significance masking as in Fig. 2 ; note larger relative power values here compared to Fig. 2. analysis, lateralization of SO amplitude or slope was likewise not associated with a lateralization of fast or slow spindle maxRMS on the sensor level (the correlation coefficients did not differ significantly from zero across subjects, two-tailed one-sample t-tests, all p N .13).
Discussion
The present data confirm and extend previous findings in showing that fast and slow spindles are temporally organized by the phase of slow oscillations (Mölle et al., , 2011 Piantoni et al., 2013) . Fast spindle activity was most prominent during the SO up states, whereas slow spindle activity occurred mainly during the up-to-down state transition of the SO. Also in accordance with prior research (Dehghani et al., 2010b) , fast and slow spindles resulted in overall comparable MEG signal power. Unexpectedly, our MEG-based approach revealed that, in comparison with NonREM sleep periods without acute presence of SOs, fast spindle activity was increased throughout the SO cycle and the suppression of fast spindle activity typically accompanying the SO Fig. 4 . Source localization reveals widespread neuronal spindle generators. Beamforming was used to estimate neural sources for restricted spectral and temporal bands. (A) Fast spindle activity: 14 ± 2 Hz, +0.3 s to +0.8 s (relative to SO negative half-wave peak at 0 s). (B) Slow spindle activity: 10 ±2 Hz, −0.4 s to +0.1 s. Colors code for power during SOs with identified EEG spindles relative to matched non-event time windows without SO. Shown are the grand average (n = 11) and the same four representative subjects as in Fig. 3 . Both grand average and single subject data are masked with cluster permutation statistics (voxel level p b .05; cluster level p b .05). For a direct contrast of slow vs. fast spindle activity see Supplementary  Fig. 3. down-state was restricted to posterior cortical areas. Diverging from previous EEG studies (e.g. Mölle et al., 2011) , MEG-based source localization revealed a more fronto-central rather than centro-parietal focus of fast spindle activity, resulting in considerable topographical overlap with slow spindle activity which dominated in frontal areas. Contrary to our hypothesis, we did not obtain evidence for SOs exerting a topdown control over the spatial expression of spindle activity.
Our combined MEG-EEG study aimed at a methodologically solid analysis of the spatial and temporal interrelationships between SOs and spindles. For this reason, we used an MEG-based approach which, in particular, allows for higher spatial resolution than high-density EEG. We used additional EEG recordings to identify SO and spindle reference signals as these oscillations have been almost exclusively characterized by EEG recordings in previous work. In order to precisely localize spindle activity we used source modeling which attenuates errors due to extracranial artifacts and magnetic field spread (Schoffelen and Gross, 2009 ) and provides a more straightforward physiological interpretation of the results. Particularly adaptive spatial filters, as used here, are well suited for this task because they are rather resistant to noise (Hong et al., 2013) and can be used without prior knowledge about the number or location of potential sources (Grech et al., 2008) . Nevertheless, despite our efforts to maximize the spatial resolution of our source reconstruction, non-invasive electrophysiological approaches always suffer from some form of spatial blurring. However, we draw our main conclusions from observations that are probably rather insensitive to such slight inaccuracies, e.g., by looking at broad lateralizations instead of small-grained activity shifts. Previous studies attempting to source localize spindle activity employed a variety of techniques, e.g., dipole fitting on MEG data (Manshanden et al., 2002; Urakami, 2008) , LORETA on EEG components (Anderer et al., 2001; Ventouras et al., 2010) , or minimum-norm estimates on concurrent MEG and EEG data (Dehghani et al., 2010a) . Further studies combined EEG and intracranial recordings to map spindle occurrences and their temporal locking to SOs Nir et al., 2011) . Results of these studies varied highly depending on the implemented analyses, differentiation of spindles, and recording modality, and none of these studies focused on the spatial topography when investigating spindles phase-locked to the SO. Another factor adding to the partly divergent topographies observed in the different studies is the high variability in cortical spindle distribution both within and among subjects. A large proportion of prior studies was based on rather small subject samples or rather low number of spindle events (e.g., Ishii et al., 2003; Urakami, 2008 , for an overview see Gumenyuk et al., 2009, Table 1 ). Whenever large numbers of spindles were considered, the areas of spindle generation extended over large portions of the neocortex even within single subjects, which was confirmed in the present study. The most direct characterization of human spindle activity and its relation to SOs has been presented by invasive studies on medicated neurosurgical patients with epilepsy Clemens et al., 2007; Nir et al., 2011) . The present study complements this research by extending it to healthy subjects and a comprehensive sampling of cortical activity using MEG.
Unlike other studies that typically employed a pre-SO baseline (Clemens et al., 2007; Mölle et al., 2002 Mölle et al., , 2011 Piantoni et al., 2013) , we used non-event intervals to assess baseline conditions, which occurred in the same sleep stage as the SO intervals but did not contain SOs. This new approach revealed continuously enhanced levels of fast spindle activity throughout the SO cycle. In our analysis, the global suppression of fast spindle activity accompanying the SO down-state observed in previous studies remained restricted to posterior areas and was not at all seen in the analyses based on identified discrete EEG spindles. This pattern argues against the view of a suppressive effect of the SO down-state that is followed by a rebound increase in fast spindle activity, as put forward in those previous studies (Clemens et al., 2007; Mölle et al., 2011) . Rather, the pattern is consistent with the presence of SOs defining a brain state favoring in parallel spindle and SO activity, with the additional increase in spindle activity during the SO up-state marking a window of opportunity, possibly also for spindle-associated plastic synaptic processes (Rosanova and Ulrich, 2005; Steriade and Timofeev, 2003) .
For detection of the oscillatory phenomena of interest the EEG signal was used to link our study to previous work. Furthermore, only in the EEG the polarity information with regard to the SO and spindle can be meaningfully interpreted. Nevertheless, the question arises how closely the two phenomena are related across both recording modalities. Preceding studies comparing MEG and EEG spindles found that MEG spindles tended to be less coherent (Dehghani et al., 2010b) and less correlated throughout the cortical surface (Dehghani et al., 2010a) which lead some authors to propose that MEG and EEG spindles are generated by different thalamic projections (Bonjean et al., 2012) . However, in the mentioned studies, 85% of all detected EEG spindles were also seen in the MEG (Dehghani et al., 2011) . Also here, MEG spindle power increased drastically in the presence of detected EEG spindles. In combination with the observation that the topography of spindle activity did not substantially change depending on whether or not we limited our analysis to intervals with or without identified discrete EEG spindles makes us confident that the signals in both recording modalities result from the same neurophysiological generators.
Interestingly, the increase in slow spindle activity at the SO upto-down state transition was accompanied by an increase in lower frequencies, specifically in the 5-8 Hz theta range. The theta increase was independent from that of slow spindle activity, as revealed by comparison between the analyses of all SOs and those restricting to SOs co-occurring with discrete slow spindles ( Fig. 1 and Supplementary Fig. 1 ). The latter distinctly enhanced slow spindle power at the SO up-to-down state transition which was not paralleled by an enhancement in theta activity. The rise in theta power, which was most prominent over frontal cortical areas, is of interest on the background of recent studies suggesting that the reactivation of memory during SWS is likewise coupled with a transient increase in theta activity (Schreiner and Rasch, 2014) , perhaps being a sign for increased hippocampo-neocortical communication (e.g., Fuentemilla et al., 2014) . The phenomenon is most likely not linked to hippocampal theta as a recent study on intracranial hippocampal recordings in humans did not see a respective increase in hippocampal theta power during slow oscillation down states (Staresina et al., 2015) . To enable a functional evaluation, further studies are needed to exclude that the neocortical rise in theta is not a mere spectral reflection of the SO up-to-down transition which could comprise spectral components that extend into the theta frequency range (Cox et al., 2014) .
Brain oscillations are thought of as interdependent phenomena that are structured by a functional hierarchy operating on wide spatial and spectral scales and thereby orchestrate the communication in distributed neural networks (Buzsáki, 2006; Engel et al., 2013; Steriade, 2006) . Specifically it has been proposed that the hierarchical nesting of neocortical SOs, thalamic spindles, and hippocampal sharp wave-ripples reflects a top-down control of SOs over the formation of spindle-ripple events (Diekelmann and Born, 2010; Inostroza and Born, 2013) . Spindle-ripple events are considered a mechanism serving the transfer of reactivated hippocampal memory information and, thereby, the redistribution of these representations towards preferentially neocortical storage sites. The notion that SOs orchestrate spindles and ripples tempts the question whether, in addition to temporal phase-locking, SOs exert a spatial bias on these rhythms towards the "epicenters" of individual SOs. Such bias could translate into an immediate influence of SOs on the content of memory processing. However, by comparing SOs dominating over either left or right frontal cortical areas the present study did not reveal any hints at a spatial biasing of spindle activity. SOs that were lateralized in either or both of two investigated parameters (amplitude, slope) were associated with similar patterns of spindle activity in both hemispheres. A limitation of our analysis is that our detection algorithm focusses on rather large and widespread SOs whereas spatial biasing of spindles may be more obvious for spatially more restricted SOs. Indeed, a recent high density EEG study by Cox et al. (2014) reveal hints at a SO up-state dependent spatial biasing of local fast spindle power when comparing SOs separately at frontal, central, and parietal midline locations, respectively. Further studies are required to determine whether here we failed to find a spatial biasing because we concentrated on less localized SOs or on a comparison of left vs. right rather than anterior vs. posterior SOs, as in the study by Cox et al. (2014) . In either case, the present negative finding suggests that if a spatial control of SOs over spindle activity exists, it probably is only of moderate size, all the more so considering that SOs are trans-cortically traveling waves Nir et al., 2011) .
In conclusion, our data corroborate the distinction between slow and fast spindle activity as transient oscillatory phenomena that are temporally organized by the SO in quite specific manner. Source analyses revealed a more frontocentral distribution and, importantly, much stronger interindividual variability for the classical fast spindle activity, than evidenced in previous work. However, our data do not support the view that SOs strongly bias spindle topography and, thereby, the associated content of information processing.
Supplementary data to this article can be found online at http://dx. doi.org/10.1016/j.neuroimage.2016.04.031.
