Abstract. We study real and complex interpolation of abstract Cesàro, Copson and Tandori spaces, including the description of Calderón-Lozanovskiǐ construction for those spaces. The results may be regarded as generalizations of interpolation for Cesàro spaces Ces p (I) in the case of real method, but they are new even for Ces p (I) in the case of complex method. Some results for more general interpolation functors are also presented. The investigations show an interesting phenomenon that there is a big difference between interpolation of Cesàro function spaces in the cases of finite and infinite interval.
Definitions and basic facts
We recall some notations and definitions which will be needed. Let (I, Σ, m) be a σ-complete measure space. By L 0 = L 0 (I) we denote the set of all equivalence classes of real-valued m -measurable functions defined I. A Banach ideal space X = (X, · ) is understood to be a Banach space contained in L 0 , which satisfies the so-called ideal property: if f, g ∈ L 0 , |f | ≤ |g| m-a.e. on I and g ∈ X, then f ∈ X and f ≤ g . Sometimes we write · X to be sure which norm is taken in the space. If it is not stated otherwise we understand that in a Banach ideal space there is f ∈ X with f (x) > 0 for each x ∈ I (such an element is called the weak unit in X), which means that suppX = I. In the paper we concentrate on three underlying measure spaces (I, Σ, m). If we say that X is a Banach function space it means that it is a Banach ideal space where I = [0, 1] or I = [0, ∞) and m is just the Lebesgue measure, and X is a Banach sequence space when I = N with counting measure. Later on by saying Banach ideal space we mean only one of those three cases.
For two Banach spaces X and Y the symbol X A ֒→ Y means that the embedding X ⊂ Y is continuous with the norm at most A, i.e., f Y ≤ A f X for all f ∈ X. When X A ֒→ Y holds with some constant A > 0 we simply write X ֒→ Y . Furthermore, X = Y (or X ≡ Y ) means that the spaces are the same and the norms are equivalent (or equal).
For a Banach ideal space X = (X, · ) the Köthe dual space (or associated space) X ′ is the space of all f ∈ L 0 such that the associated norm
|f g| dm is finite. The Köthe dual X ′ = (X ′ , · ′ ) is then a Banach ideal space. Moreover, 1 X 1 ֒→ X ′′ and we have equality X = X ′′ with f = f ′′ if and only if the norm in X has the Fatou property, that is, if the conditions 0 ≤ f n ր f a.e. on I and sup n∈N f n < ∞ imply that f ∈ X and f n ր f .
For a Banach ideal space X = (X, · ) on I with the Köthe dual X ′ the following generalized Hölder-Rogers inequality holds: if f ∈ X and g ∈ X ′ , then f g is integrable and (1.2)
A function f in a Banach ideal space X on I is said to have an order continuous norm in X if, for any decreasing sequence of m-measurable sets A n ⊂ I with m( A n ) = 0, we have that f χ An → 0 as n → ∞. The set of all functions in X with an order continuous norm is denoted by X a . If X a = X, then the space X is said to be order continuous (we write shortly X ∈ (OC)). For an order continuous Banach ideal space X the Köthe dual X ′ and the dual space X * coincide. Moreover, a Banach ideal space X with the Fatou property is reflexive if and only if both X and its associate space X ′ are order continuous. For a given weight w, i.e. a measurable function on I with 0 < w(x) < ∞ a.e. and for a Banach ideal space X on I, the weighted Banach ideal space X(w) is defined as X(w) = {f ∈ L 0 : f w ∈ X} with the norm f X(w) = f w X . Of course, X(w) is also a Banach ideal space and
By a rearrangement invariant or symmetric space on I with the Lebesgue measure m, we mean a Banach function space X = (X, · X ) with additional property that for any two equimeasurable functions f ∼ g, f, g ∈ L 0 (I) (that is, they have the same distribution functions d f ≡ d g , where d f (λ) = m({x ∈ I : |f (x)| > λ}), λ ≥ 0), and f ∈ E we have that g ∈ E and f E = g E . In particular, f X = f * X , where f * (t) = inf{λ > 0 : d f (λ) < t}, t ≥ 0. Similarly one can define a symmetric sequence space. For general properties of Banach ideal spaces and symmetric spaces we refer to the books [BS88] , [KA77] , [KPS82] , [LT79] and [Ma89] .
In order to define and formulate results we need the (continuous) Cesàro and Copson operators C, C * defined, respectively, as
where I = [0, 1] or I = [0, ∞). The nonincreasing majorant f of a given function f , is defined for x ∈ I as f (x) = ess sup t∈I, t≥x
For a Banach function space X on I we define the abstract Cesàro (function) space CX = CX(I) as
and the abstract Tandori space X = X(I) as
are bounded in any symmetric function space X on I and σ τ X→X ≤ max (1, τ ) (see [BS88, p. 148] and [KPS82, ). These operators are also bounded in some Banach function spaces which are not necessary symmetric.
, then σ τ X→X = τ 1/p+α (see [Ru80] for more examples). In the sequence case the discrete Cesàro and Copson operators
The nonincreasing majorant a of a given sequence a = (a n ) is defined for n ∈ N as a n = sup k∈N, k≥n
Then the corresponding Cesàro sequence space C d X, Copson sequence space C * d X and Tandori sequence space X d are defined analogously as in (1.4), (1.5) and (1.6). Moreover, for every m ∈ N let σ m and σ 1/m be the dilation operators defined in spaces of sequences a = (a n ) by (cf. 
These operators are discrete analogs of the dilation operators σ τ defined in function spaces. They are bounded in any symmetric sequence space but also in some Banach sequence spaces, for example,
. Properties of Cesàro sequence spaces ces p = Cl p were investigated in many papers (see [MPS07] and references given there), while properties of Cesàro function spaces Ces p (I) = CL p (I) we can find in [AM09] and [AM14b] . Abstract Cesàro spaces CX for Banach ideal spaces X on [0, ∞) were defined already in [Ru80] and spaces CX, X for X being a symmetric space on [0, ∞) have appeared, for example, in [KMS07] , [DS07] and [AM13] . General considerations of abstract Cesàro spaces began to be studied in papers [LM15a, LM15b] .
Copson sequence spaces cop p = C [LM15a] for a simpler proof). Namely, for 1 < p < ∞ we have (Ces We will need the following result on duality of abstract Cesàro spaces proved in [LM15a] .
Theorem A. Let X be a Banach ideal space with the Fatou property such that the Cesàro operator C is bounded on X.
(i) If I = [0, ∞) and the dilation operator σ τ is bounded on X for some 0 < τ < 1, then
(iii) If X is a sequence space and the dilation operator σ 3 is bounded on X ′ , then
The paper is organized as follows. In Section 2 we present comparisons of Cesàro, Copson and Tandori spaces as well as the "iterated" spaces CCX and C * C * X. Section 3 contains results on commutativity of the Calderón-Lozanovskiǐ construction with abstract Cesàro spaces and with generalized Tandori spaces. There are some differences in assumptions on Cesàro function spaces in the cases on [0, ∞) and on [0, 1], and the sequence case, as we can see in Theorem 3. Important in our investigations were results proved in [LM15a] on Köthe duality of CX (cf. Theorem A). In the case of generalized Tandori spaces we were able to prove an analogous result in Theorem 4 by using another method, that ommits the duality argument.
Results proved here are then used to described interpolation of abstract Cesàro and Tandori spaces by the complex method. Identifications in Theorem 5 are new even for classical Cesàro spaces Ces p (I).
In Section 4, the commutativity of the real method of interpolation with abstract Cesàro spaces is investigated in Theorem 6. We also collected here our knowledge about earlier results on interpolation of Cesàro spaces Ces p and their weighted versions. 
, and sup
Since X 1 ֒→ X it follows that C X 1 ֒→ CX and the reverse imbedding, under some assumptions on X, was proved in [LM15b, Theorem 1]. Namely, consider the maximal operator M (defined for x ∈ I by Mf (x) = sup a,b∈I,0≤a≤x≤b 
In particular, if X is a symmetric space on I and C is bounded on X, then
We should mention here that the boundedness of C on a symmetric space X implies boundedness of the maximal operator M on X, which follows from the Riesz inequality (Mf ) * (x) ≤ c Cf * (x) true for any x ∈ I with a constant c ≥ 1 independent of f and x (cf. [BS88, p. 122]). Now, we collect inclusions and equalities between Cesàro spaces CX, Copson spaces C * X, their iterations CCX, C * C * X and Tandori spaces X. Some results were proved
. Moreover, Curbera and Ricker in [CR13] already proved point (viii) in the theorem below. Let us recall that the unilateral shift S on a sequence space is defined by S(x 1 , x 2 , x 3 , . . .) = (0, x 1 , x 2 , x 3 , . . .).
Theorem 1. (a) Let X be a Banach function space on I = [0, ∞).
(i) If C is bounded on X, then X ֒→ CX and if, additionally, the dilation operator σ 1/a is bounded on X for some a > 1, then CX = CCX.
* is bounded on X, then X ֒→ C * X and if, additionally, the dilation operator σ 1/a is bounded on X for some 0 < a < 1, then
If both operators C and C * are bounded on X, and X is a symmetric space, then
The first inclusion is clear from which we obtain also CX ֒→ CCX. Then the equality CX = CCX follows from Lemma 6 in [LM15a] , where it was proved that CC|f |(x) ≥ ln a a C|f |(x/a) for all x > 0 with arbitrary a > 1. Thus
and so
which gives the required inclusion CCX ֒→ CX.
(ii) Once again the first inclusion comes directly from the assumption and thus C * X ֒→ C * C * X. To get the reverse inclusion observe that for f ≥ 0, x > 0 and 0 < a < 1 by monotonicity of C * f we have
Thus,
which gives the required inclusion C * C * X ֒→ C * X.
Therefore, 
To finish the proof we need to show the embedding
Moreover, by the Hölder-Rogers inequality (1.2), we obtain for f ∈ X and any 0 < t < 1,
and consequently
(vii) The first equality follows from (vi) and the second from (2.3). it follows that 
where S is the unilateral shift and S * its dual. Of course, his proof is also working for more general Banach sequence spaces. Namely,
Putting together both inclusions we obtain C d X = C * d X. Remark 1. On [0, 1] the space CXX may be essentially bigger than CX. In fact, taking f (x) = 1 (1−x) 2 , x ∈ (0, 1) we have f ∈ CCL p for any 1 ≤ p < ∞ and f ∈ CL p since
Cf
Calderón-Lozanovskiǐ construction
Let us recall the Calderón-Lozanovskiǐ construction for Banach ideal spaces. The class U consists of all functions ϕ : R + × R + → R + that are positively homogeneous (i.e., ϕ(λs, λt) = λϕ(s, t) for every s, t, λ ≥ 0) and concave, that is ϕ(αs 1 + βs 2 , αt 1 + βt 2 ) ≥ αϕ(s 1 , t 1 ) + βϕ(s 2 , t 2 ) for all α, β ∈ [0, 1] with α + β = 1, and all s i , t i ≥ 0, i = 0, 1. Note that any function ϕ ∈ U is continuous on (0, ∞) × (0, ∞).
Given such ϕ ∈ U and a couple of Banach ideal spaces (X 0 , X 1 ) on the same measure space, the Calderón-Lozanovskiȋ space ϕ(X 0 , X 1 ) is defined as the set of all f ∈ L 0 such that for some f 0 ∈ X 0 , f 1 ∈ X 1 with f 0 X 0 ≤ 1, f 1 X 1 ≤ 1 and for some λ > 0 we have
The norm f ϕ(X 0 ,X 1 ) of an element f ∈ ϕ(X 0 , X 1 ) is defined as the infimum of those values of λ for which the above inequality holds and the space (ϕ(X 0 , X 1 ), · ϕ ) is then a Banach ideal space. It can be shown that
with the norm
In the case of power functions ϕ(s, t) = s θ t 1−θ with 0 ≤ θ ≤ 1 spaces ϕ(X 0 , X 1 ) became the well known Calderón spaces X θ 0 X 1−θ 1 (see [Ca64] ). Another important situation, investigated by Calderón and independently by Lozanovskiȋ, appears when
The properties of ϕ(X 0 , X 1 ) were studied by Lozanovskiǐ in [Lo73, Lo78a] and [Lo78b] (see also [Ma89] ), where among other facts it is proved the Lozanovskiǐ duality theorem: for any Banach ideal spaces X 0 , X 1 with suppX 0 = suppX 1 and ϕ ∈ U we have
where the conjugate functionφ is defined bŷ
There holdφ ∈ U andφ = ϕ (see [Lo78b,  We shall now identify the Calderón-Lozanovskiǐ construction for abstract Cesàro spaces.
Theorem 2. For any Banach ideal spaces X 0 , X 1 and ϕ ∈ U the following embeddings hold
Proof. Suppose X 0 , X 1 are Banach function spaces on I = [0, ∞) and let f ∈ ϕ(CX 0 , CX 1 ) with f ϕ(CX 0 ,CX 1 ) < λ. Then |f | ≤ λϕ(|f 0 |, |f 1 |) a.e. for some f i ∈ CX i with f i CX i ≤ 1 for i = 0, 1. Using now the Jensen inequality for concave function we obtain
C|f | ϕ(X 0 ,X 1 ) ≤ λ and the first embedding in (3.3) is proved. To prove the second embedding in (3.3) let f ∈ ϕ( X 0 , X 1 ) with f ϕ( X 0 , X 1 ) < λ. This means that |f | ≤ λϕ(|f 0 |, |f 1 |) a.e. for some f i ∈ X i with f i X i ≤ 1, i = 0, 1. Therefore, for all x ∈ I, f (x) = ess sup 
Of course, f i ∈ X i and f i X i ≤ 1 for i = 0, 1, which means that f ∈ ϕ(X 0 , X 1 ) or f ∈ ϕ(X 0 , X 1 ) with f ϕ(X 0 ,X 1 ) ≤ f ϕ( X 0 , X 1 ) . This proves the second embedding in (3.3) for the case of I = [0, ∞). The remaining cases of I = [0, 1] or I = N require only the evident modifications and therefore will be omitted.
Of course, the natural question is if there are equalities in (3.3) and, in fact, it is the case when we assume something more on spaces X 0 and X 1 . Theorem 3. Let X 0 , X 1 be Banach ideal spaces with the Fatou property and such that the Cesàro operator C is bounded on X 0 and X 1 . Suppose that one of the following conditions hold:
(i) I = [0, ∞) and the dilation operator σ τ is bounded in X 0 and X 1 for some 0 < τ < 1, (ii) I = [0, 1] and X 0 , X 1 are symmetric spaces with the Fatou property such that both operators C, C * : X i → X i are bounded for i = 0, 1, (iii) I = N and the dilation operator σ 3 is bounded on dual spaces X ′ 0 and X ′ 1 . Then
Proof. In view of Theorem 2 we need to prove only the remaining inclusion. It appears however, that both inclusions in (3.3) are complemented to each other by duality. Thus we have for particular cases: (i) Let I = [0, ∞). Using twice the Lozanovskiȋ duality theorem (3.1), Theorem A(i) on duality of Cesàro spaces and the second imbedding from Theorem 2 we obtain
In the last equality, in order to use Theorem A(i), we notice that if σ τ is bounded on X 0 and X 1 for some 0 < τ < 1, then it is also bounded on ϕ(X 0 , X 1 ) (one can also use here a more general result that ϕ(X 0 , X 1 ) is an interpolation space between X 0 and X 1 for positive operators -see [ 
which finishes the proof in this case.
(ii) Let I = [0, 1]. Similarly as before, by the Lozanovskiȋ duality result (3.1) used twice, Theorem A(ii) on duality of Cesàro spaces, property (3.2) and the second imbedding from Theorem 2 we have
where the weight v is v(x) = 1 − x, x ∈ [0, 1). Observe that assumptions of the Theorem A(ii) are satisfied for ϕ(X 0 , X 1 ) thanks to interpolation property of the Calderón-Lozanovskiǐ construction for positive operators. Once again, by the Fatou property of both spaces, we have
Proof in the sequence case is similar to the proof of case (i).
Immediately from Theorems 2 and 3 by taking ϕ(s, t) = min(s, t) and ϕ(s, t) = max(s, t) ≈ s + t we obtain results for the intersection and the sum of Cesàro spaces.
On the other hand, taking ϕ(s, t) = s 1−θ t θ , 0 < θ < 1 and X i = L p i or X i = l p i , i = 0, 1 we obtain another corollary.
Corollary 1. Under the assumptions of Theorem 3 for Banach ideal spaces
Note that one can even prove that C(X 0 ∩ X 1 ) ≡ C(X 0 ) ∩ C(X 1 ) without additional assumptions on the spaces, but the second equality in (3.5) is not true in general. If we consider spaces on [0,
and
It seems to be of interest to investigate structure of the space
Corollary 2. Let 1 < p 0 , p 1 < ∞ and 0 < θ < 1 be such that
Note that by the duality Theorem A and Theorem 3 we have also equality ϕ( X 0 , X 1 ) = [ϕ(X 0 , X 1 )] ∼ . It is however instructive to see that assumptions on X 0 and X 1 may be weakened if we do not use the duality argument in the proof. 
Proof. Of course, we need to prove only the inclusion "֒→" and the Fatou property is not necessary here. We restrict ourselfs to the case of function spaces on I = [0, ∞), since the remaining cases are analogous. Let f ∈ ϕ(X 0 , X 1 ) with f ϕ(X 0 ,X 1 ) < λ. Then f ∈ ϕ(X 0 , X 1 ) and so there are f i ∈ X i with f i X i ≤ 1 for i = 0, 1 such that
Now, if we assume that both spaces X 0 and X 1 are symmetric, then the argument is as follows. Firstly, we have
1 (x/2)) a.e. on I, where the last inequality is a consequence of the estimation
Observe that the inequality (3.8) follows from the fact that the conjugation operation on U is an involution. In fact, by a standard inequality for rearrangements (f + g)
for all a, b > 0.
Taking the infimum over all a, b > 0 we get
If we assume that both C and C * are bounded on X 0 and X 1 , then we use the following estimation
In fact, we have for a.e. x ∈ I and all a, b > 0
Then, by linearity and monotonicity of C and C * we get for
for all a, b > 0. Using again the involution property of the conjugation we obtain
Consequently,
However, by our assumption CC * (|f i |) ∈ X i and CC * |f i | = CC * |f i |, which means that CC * |f i | ∈ X i for i = 0, 1. Therefore,
. Corollary 3. Let 1 < p 0 , p 1 < ∞ and 0 < θ < 1 be such that
Applying Theorem 4 we can get some "one-sided" result similar to (3.4).
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Corollary
In particular,
Proof. (a) Using twice the Lozanovskiǐ duality result, twice Theorem A and Theorem 4 we obtain
Then, by the Fatou property of
Equality (3.13) follows from (3.12) and the identification (
Similarly as in (a), with Theorem A replaced by the Luxemburg-Zaanen duality result [LZ66] (see also [LM15a, Theorem 7 
and by the Fatou property ϕ(
Example 3. In the case I = [0, 1] one cannot expect a general result like in Corollary 4(a) even for X = L 2 . In fact, for the weight v(x) = 1 − x we have
where X (2) is 2-convexification of X. On the other hand,
Since we deal with Banach ideal spaces, the previous results one can apply to the complex method of interpolation. In order to present it we need the following simple lemma. Proof. (a) Let f ∈ CX, where X is a Banach ideal space and let (A n ) be a sequence of measurable sets such that A n+1 ⊂ A n , n = 1, 2, 3, ..., and m( A n ) = 0. Then, by the Lebesgue domination theorem, for each x > 0
Thus, C|f | ≥ C|f |χ An → 0 a.e. and by order continuity of X we obtain f χ An CX = C|f |χ An X → 0, as required. Simple modification proves the case of sequence spaces.
(b) Let x ∈ X. It is enough to check whether xχ [n,∞) X → 0. We havex ≥ xχ [n,∞) . On the other hand, since X ⊂ c 0 , one gets ( xχ [n,∞) )(i) ≤ x n → 0 for each i = 1, 2, 3, . . . , so that order continuity of X gives the claim.
Notice that the reverse implication in the above Lemma 1(a) does not hold (cf. Ex-
. It is also worth to emphasize here once more conclusion of Lemma 1(b). Namely, in contrast to the Tandori function spaces, which are never order continuous (cf. [LM15a] ), the construction in sequence case behaves quite well.
To simplify an exposition of the next theorem we assume that Banach ideal spaces contain all characteristic functions of subsets of finite measure of underlying measure space. This assumption is equivalent to the imbedding (cf. [KPS82, Lemma 4.1, p. 90]):
Condition (3.15) is a little stronger than existence of a weak unity. Moreover, if X is a Banach ideal space and (3.15) holds, then also X is a Banach ideal space with property (3.15). If additionally C is bounded on X, then also CX satisfies property (3.15).
The Calderón (lower) complex method of interpolation is defined only for a couple of Banach spaces (X 0 , X 1 ) over the complex field therefore we must, in fact, apply it to the couple (X 0 (C), X 1 (C)), where X k (C) denotes the complexification of X k (namely the space of all complex-valued measurable functions f : I → C such that |f | ∈ X k with the norm f X k (C) = |f | X k ), k = 0, 1. Let [X 0 , X 1 ] θ denote the subspace of real-valued functions in Calderón's interpolation spaces [X 0 (C), X 1 (C)] θ for 0 < θ < 1. For formal definition and properties of the Calderón (lower) method of complex interpolation we refer to original Calderón's paper [Ca64] and books [BL76, BK91, KPS82] .
All proofs given for Banach ideal spaces of real-valued functions are true also for complexified Banach ideal spaces of measurable functions on I (cf. [Ca64, CN03, Cw10] ). For example, if suppX 0 = suppX (a) If I = [0, ∞), the dilation operator σ a for some 0 < a < 1 is bounded on X 0 and X 1 and at least one of the spaces X 0 or X 1 is order continuous, then
(b) If I = [0, 1], X 0 , X 1 are symmetric spaces such that C * is bounded on both of them and at least one of the spaces X 0 or X 1 is order continuous, then
(c) Let X 0 , X 1 be Banach sequence spaces such that the dilation operator σ 3 is bounded on dual spaces X ′ 0 , X ′ 1 and at least one of the spaces X 0 or X 1 is order continuous, then 
Proof. The main tool in the proof of all points will be Theorem 3 and Shestakov's representation of the complex method of interpolation for Banach ideal spaces X 0 , X 1 (cf. [Sh74, Theorem 1]; see also [RT10, Theorem 9]), i.e.,
In fact, the proofs of all our points relay on this theorem. It is enough to notice that in all cases from (a) to (c) we have [KL10] , where (OC) property of ϕ(X 0 , X 1 ) was investigated), so that simple functions are dense therein. Using all of these representations we get
θ with a corresponding modifications in points (d) and (e), where instead of Theorem 3 we use Corollary 4. To prove (f) we need a little more delicate argument. First of all recall that X are never order continuous in a function case and even worse X a = {0} (see [LM15a, Theorem 1(e)]). So that at the first look it seems to be hopeless to apply an argument like above here. Fortunately, order continuity means only that one can approximate any function in a norm by each majorized sequence tending to it almost everywhere, but we need to approximate a given function at least by one sequence, so that the lack of order continuous elements will not be an obstacle. Of course,
We will show that in the above imbedding we have equality. Firstly, consider the case , n] such that, |g n | ≤ |f | and (f − g n )χ [ 1 n
,n] ∞ ≤ f (n). Clearly, g n ∈ X 0 ∩ X 1 . We have |f − g n | ≤ |f |χ [0, 
Real method
One of the most important interpolation methods is the K-method known also as the real Lions-Peetre interpolation method. For a Banach coupleX = (X 0 , X 1 ) the Peetre K-functional of an element f ∈ X 0 + X 1 is defined for t > 0 by K(t, f ; X 0 , X 1 ) = inf{ f 0 X 0 + t f 1 X 1 : f = f 0 + f 1 , f 0 ∈ X 0 , f 1 ∈ X 1 }.
Let G be a Banach ideal space on (0, ∞) containing function min(1, t). Then the space of real interpolation or the K-method of interpolation (X 0 , X 1 ) K G = {f ∈ X 0 + X 1 : K(t, f ; X 0 , X 1 ) ∈ G} is a Banach space with the norm f (X 0 ,X 1 ) K G = K(t, f ; X 0 , X 1 ) G . This space is an intermediate space between X 0 and X 1 , that is, X 0 ∩ X 1 ֒→ (X 0 , X 1 ) K G ֒→ X 0 + X 1 . Moreover, (X 0 , X 1 ) K G is an interpolation space between X 0 and X 1 . The most common with several applications is K-method, where G is given by f G = ( ∞ 0 (t −θ |f (t)|) p dt t ) 1/p for 0 < θ < 1, 1 ≤ p < ∞ or f G = (sup t>0 t −θ |f (t)|) for 0 ≤ θ ≤ 1 (when p = ∞) and then (X 0 , X 1 ) spaces on I = [0, ∞) such that both C and C * are bounded on X 0 and on X 1 , then (CX 0 , CX 1 ) is a Calderón couple.
Let us notice also that Masty lo-Sinnamon [MS06] proved that (L 1 , Ces ∞ ) is a Calderón couple and Leśnik [Le15] showed that also ( L 1 , L ∞ ) is a Calderón couple.
The following problems are natural to formulate here. The last identification can be useful for factorization since there appeared for 1 < p < ∞ the p-convexification of Ces ∞ , that is, Ces 
Eventual identification in Problem 3 will suggests how to generalize factorization results presented in [AM09] and [KLM14] . 
