Abstract-Classification of imbalanced dataset is the most popular and challenged problems for researchers to solve in nowadays. This paper proposed a two-steps approach to improve the quality of class prediction imbalanced breast cancer dataset. The two-steps approach consists of two main techniques: 1) using feature selection techniques to filter out unimportant features from the dataset; and 2) using the over-sampling technique to adjust the size of the minority class to be similar to the size of the majority class. The three different classification algorithms: artificial neural network (MLP), decision tree (C4.5) and Naï ve Bayes, were applied. The classification result indicated that C4.5 was the most suitable to classify this dataset which can give the highest accuracy of 83.80%.
I. INTRODUCTION
Data mining is a popular research tool used to classify high dimensional data. Data classification is one of an important technique in data mining that can construct a model for classifying data into the assigned classes. The model of the classification can also consider the class of unseen data in the future.
Nowadays, most of data collected are imbalanced datasets that cause the imbalanced problem of the class distributions. The imbalanced dataset [1] means the number of samples in one class is exceedingly more than the other classes. The efficiency of classifying imbalanced dataset is quite terribly because of the majority class is given precedence to classify while the minority class is not. Hence, data mining technique is necessary to preprocess this kind of data before classifying to yield better classification results.
Breast cancer is the most frequent cause of cancer incidence among women all over the world. The number of cases reported is increasing every day. Consequently, the breast cancer prediction model is needed to lighten the doctors' duties in diagnosis the grade of each patient.
In this study we purposed a two-steps approach to improve the quality of breast cancer dataset. The two-steps approach consists of two main techniques: 1) using feature selection techniques to filter out unimportant features from the dataset; and 2) using the over-sampling technique to adjust the size of Manuscript received February 7, 2014 ; revised April 10, 2014 the minority class to be similar to the size of the majority class. Finally, the prediction model was built by using classification algorithms.
The rest of the paper is organized as follows. Section II provides related works which are the brief of techniques used to address imbalanced data classification. Section III and Section IV describe the research approaches and the classification algorithms used in this study, respectively. Section V shows the experimental design and evaluation methods. Section VI shows the experimental results. And finally, the summary is presented in Section VII.
II. RELATED WORKS
The two majority approaches for handling class imbalanced problems are data level approach and algorithm level approach [2] . Data level approaches aim to solve imbalanced problems by dealing the class distribution or reducing the high dimensionality of the dataset. While the algorithm level approaches will adjust the existing learning algorithms to emphasize to the minority class [3] .
In this paper, we only focused on the data level approaches to handle imbalanced breast cancer dataset. There are two distinguished techniques adoring used to deal high dimensional and imbalanced dataset; they are feature selection techniques and over-sampling techniques, respectively.
Salama et al. [4] apply with all dataset. The experimental results indicated that feature selections greatly enhanced the accuracy of classification and a particular feature selection using CART enhanced the classification accuracy of a particular datasets. Wang et al. [6] proposed an over-sampling technique, LLE (the locally linear embedding algorithm) -based SMOTE (Synthetic Minority Oversampling TEechnique) to classify imbalanced dataset (chest x-ray image dataset). In the beginning, LLE algorithm is applied to handle the high-dimensional data into a low-dimensional space until the input variables are more separable, they oversampled data by SMOTE. After that they learned data by applying three classification algorithms: Naï ve Bayes, K-Nearest Neighbor (K-NN) and support vector machine. The Experimental results indicated that the LLE-based SMOTE algorithm achieves a performance superior to that of the traditional SMOTE.
Geo et al. [7] aimed to address the problems of binary-imbalanced data classification, the combination of SMOTE and PSO (Particle Swarm Optimization) by using RBF (Radial Basis Function) as classifier, was presented in this paper. Three different datasets: Pima Indian Diabetes (768 records), Haberman Survival (306 records), and Austempered Ductile Iron (2,923 records) were selected to apply with the proposed method. The experimental result demonstrated that SMOTE combined with PSO when RBF is a classifier, attained high performance in handling the classification of binary-imbalanced data.
III. RESEARCH APPROACHES

A. Feature Selection Techniques
Dash and Liu [8] concluded the meaning of feature selection that is the selection of subset of the smallest attribute which is according to the conditions: the precision of the classification will not decrease significantly, and the class distribution after feature selection is similar to the initial class distribution of full features.
Feature selection methods are classified as filter, wrapper and hybrid approaches. In this paper, the filter approach was applied to the data before the classification.
The objectives of feature selection are to improve the performance of classifiers in predicting data and to prepare the features for rapidly process predicting.
In general, there are four steps of feature selection as shown in Fig. 1 . The first step is subsets generation after that evaluate them by using any of the evaluation functions which are distance measures; information measures; dependence measures; consistency measures; and classifier error rate measures. Repeat the loop until the best subset is chosen according to the stopping criterion. Finally, validate that subset again by using classifier algorithm.
B. Over-Sampling by Synthetic Minority Over-Sampling Technique (SMOTE)
Over-sampling is a technique used to reduce the degree of imbalanced class distribution. The method is increasing the size of the minority class either by duplicating or interpolating the minority samples [3] . Fig. 1 . General feature selection procedure [9] One of the most famous oversampling method is SMOTE which developed by Chawla [2] . SMOTE is a preprocessing method used to generate synthetic minority class samples by interpolating between minority instances that lie together. Fig.  2 shows the algorithm of SMOTE, it begins with searching the k-nearest neighbors for each minority instance and each neighbor. It selects the point from the line connecting the neighbor of the same class and the instance itself randomly [3] . However, SMOTE algorithm can generate synthetic samples rather than duplicate minority class instances. Consequently, it can avoid the over-fitting problem of the generated prediction model [3] .
IV. CLASSIFICATION ALGORITHMS
We used three different classification algorithms for our experiment as classifiers.
Artificial neural networks (ANNs): is a supervised learning inspired by the human brain. Multi layer perceptron (MLP) is one kind of ANN which focuses on searching linear equations that can separate the instances of each class [10] .
The algorithm of MLP is searching the appropriate weight for generating the linear equation that can correctly separate every instance. The general method of MLP is presented in Fig. 3:   Fig. 3 . Multi layer perceptron [10] . where x 1 , x 2 , …, x n are input examples and w 1 , w 2 , …, w n are weights of each example which fn is an activation function. C4.5 Decision tree: is the improvement from the ID3 algorithm. C4.5 builds decision trees from a set of training data using the concept of information entropy. For further details see [10] .
where P i is the proportion of data in class i compare with all data and c is the number of class of data. Naï ve Bayes: The Naï ve Bayes classifier can be computed the conditional probability which means the probability of the incidence of situations under the condition of another situation happened [11] .
P(A|B) = P(A)P(B|A)/P(B)
V. EXPERIMENTAL DESIGN AND EVALUATION METHODS
A. Dataset
In this paper we used breast cancer dataset from the Surviellance Epidimiology and End Result (SEER) Program [12] . It is the dataset year 2009 which consists of 191 attributes and 240,616 instances. After using the data preparation and data cleaning, the final dataset was constructed, which consisted of 17 attributes and 215,950 instances. The final dataset contain 17 attributes which are presented in Table I . From Table II we can consider that the number of instances distributed in each class was imbalanced especially for grade 4 and grade 2, were less than the other classes considerably. Therefore, before classifying these data, we have to adjust the size of the minority class to be similar to the size of the majority class to yield better classification results.
B. Methodology
In this paper we purposed the two-steps approach to improve the quality of breast cancer dataset before classifying. The two-steps approach consists of two main techniques: 1) using feature selection techniques to filter out unimportant features from the dataset. The filter methods with three evaluated functions; ChiSquareAttributeEvaluation, ConsistencySubsetEvaluation, and InfoGainAttribute-Evaluation, were applied in this step. Finally, the best final attribute set after selected by those methods was constructed; and 2) using the over-sampling technique to adjust the size of the minority class to be similar to the size of the majority class. The dataset used in this step was the best final attribute set from feature selection in the first step with the over-sampling technique, SMOTE.
Finally, after the two-steps approach above was done, learn the data by using three different classification algorithms: multi layer perceptron (MLP), decision tree (C4.5), and Naï ve Bayes.
Our proposed method and classification phase were demonstrated by WEKA software version 3.6.0.
An experimental framework of this paper is shown in Fig.  4 . Fig. 4 . Experimental framework.
C. Evaluation Methods
We tended to use k-fold cross validation (10-fold in this paper) in order to minimize the bias of the training and the testing data and used three performance measures [13] : accuracy, sensitivity, and specificity, which were shown in equation (3), (4) , and (5) 
VI. EXPERIMENTAL RESULTS
As the above methodology, there are two main steps of our experiment: preprocess data and classification. In preprocessing data, there are two sub-techniques using in this step, the first technique is feature selections and the other one is over-sampling data. After data was preprocessed, the classification results were applied. Therefore in this section, we showed the several results of each experimental step.
()
where TP denotes true positive, TN denotes true negative, FP denotes false positive, and FN denotes false negative [13] .
A. Feature Selection Results
From Table III , we can see that set of attributes selected by ConsistencySubsetEvaluation gave the best preliminary classifying result that was 62.40%. The set of those selected attributes contain 9 attributes which consist of Sex, Radiation, CS tumor size, CS extension, Number of primary, Age at diagnosis, Marital status, CS lymph node and Grade. So, the 9 attributes above will be used in the next step of over-sampling.
B. Over-Sampling Results
The over-sampled rate for over-sampling class 2 and class 4 were 100% and 250%, respectively, gave the best preliminary classifying result that was 83.80%. Therefore, we chose this dataset to classify by the different classification algorithms in the next step. 
C. Classification Results
After we got the new dataset from feature selections and over-sampling, we learned it by using three classifiers: multi layer perceptron (MLP), decision tree (C4.5), and Naï ve Bayes. The results of classification are shown in Table V . There are three measurement methods used to measure the performance of our dataset: accuracy, sensitivity, and specificity. From the above Table V, we can see that MLP, C4.5 and Naï ve Bayes gave the accuracy of 78.54%, 83.80% and 75.62%, respectively. C4.5 did not give the highest accuracy only but when we noticed the sensitivity and specificity, it gave the highest values of those two measurements also (85.17% and 82.36%, respectively). Therefore, we can conclude that for this breast cancer dataset, C4.5 classifier achieved better in classifying data than the other two remain classifiers, MLP and Naï ve Bayes.
VII. SUMMARIES
In this paper we purposed a two-steps approach to improve the quality of breast cancer dataset before classifying. The two-steps approach consists of two main techniques: feature selection and over-sampling techniques. For feature selection, ConsistencySubsetEvaluation selected the best set of attributes which consisted of 9 attributes including Sex, Radiation, CS tumor size, CS extension, Number of primary, Age at diagnosis, Marital status, CS lymph node and Grade. Then, those 9 attributes were fed into the over-sampling phase to adjust the sizes of the minority class, class 2 and class 4. They were over-sampled by SMOTE with the over-sampled rates for over-sampling class 2 and class 4 were 100% and 250%, respectively.
After we got the new dataset from that two-step approach above, we learned the data with three different classification algorithms: artificial neural network (MLP), decision tree (C4.5) and Naï ve Bayes which gave the accuracy of 78.54%, 83.80% and 75.62%, respectively. The results indicated that decision tree (C4.5) was the most suitable to classify this dataset. 
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