We consider load balancing in a network of caching servers delivering contents to end users. Randomized load balancing via the so-called power of two choices is a well-known approach in parallel and distributed systems. In this framework, we investigate the tension between storage resources, communication cost, and load balancing performance. To this end, we propose a randomized load balancing scheme which simultaneously considers cache size limitation and proximity in the server redirection process. In contrast to the classical power of two choices setup, since the memory limitation and the proximity constraint cause correlation in the server selection process, we may not benefit from the power of two choices. However, we prove that in certain regimes of problem parameters, our scheme results in the maximum load of order Qðlog log nÞ (here n is the network size). This is an exponential improvement compared to the scheme which assigns each request to the nearest available replica. Interestingly, the extra communication cost incurred by our proposed scheme, compared to the nearest replica strategy, is small. Furthermore, our extensive simulations show that the trade-off trend does not depend on the network topology and library popularity profile details.
INTRODUCTION

Problem Motivation
A DVANCEMENT of technology leads to the spread of smart multimedia-friendly communication devices to the masses which causes a rapid growth of demands for data communication [2] . Although Telcos have been spending hugely on telecommunication infrastructures, they cannot keep up with this data demand explosion. Caching predictable data in network off-peak hours, near end users, has been proposed as a promising solution to this challenge. This approach has been used extensively in content delivery networks (CDNs) such as Akamai, Azure, Amazon Cloud-Front, etc. [3] , [4] , and mobile video delivery [5] . In this approach, a cache network is usually referred to as a set of caching servers that are connected over a network, giving content delivery service to end users.
As a schematic view of a typical cache network see Fig. 1 . This figure shows caching servers connected through a backhaul network. These servers are responsible for delivering contents requested by customers. Each server should assign the demand to a responding server (which could be itself) via an assignment strategy. In every cache network we have three critical parameters, namely, Storage Resource, Communication Cost, and Network Imbalance. Storage, or memory characterizes what percentage of the total content library can be cached at each server. Communication cost is the amount of data transferred inside the backhaul network to satisfy content requests. Finally, network imbalance characterizes how uniformly the requested contents' loads are distributed among different responding servers. This is usually measured by comparing the load of the busiest server with the average load of all servers after request assignments. Every request assignment strategy, in fact, leads to a trade-off between these three quantities.
From a practical viewpoint, we are interested in distributed server selection strategies which are scalable in large networks. Randomized load balancing via the so-called "power of two choices" is a well-investigated paradigm in parallel and distributed settings [6] , [7] , [8] , [9] . In this approach, upon arrival of a request, the corresponding user will query about the current loads of two independently at random chosen servers, and then allocates the request to the least loaded server. Considering only the load balancing perspective, Berenbrink et al., [10] , showed that in this scheme after allocating m balls (requests, tasks, etc.) to n bins (servers, machines, etc.) the maximum number of balls assigned to any bin, called maximum load, is at most m=n þ Oðlog log nÞ with high probability. This only deviates Oðlog log nÞ from the average load and the deviation depends on the number of servers.
Although the power of two choices strategy addresses the load balancing issue in a distributed manner, it does not consider the role of two other important quantities, namely, memory and communication cost. Our goal in this paper is to extend the power of two choices framework in order to characterize the trade-off between these three quantities. Our results show that the maximum load, communication cost, and servers' memory are three entangled parameters. Thus, the previous studies are not sufficient for designing a practical load balancing strategy in cache networks.
Problem Setting and Our Contributions
In this paper, we consider a general cache network model that entails basic characteristics of many practical scenarios. We consider a network of n servers and a library of size K files. Each server can cache M files in network low-traffic hours. Let us assume a popularity distribution P ¼ fp 1 ; . . . ; p K g on the library. We assume that the cache content placement at each server is proportional to this popularity distribution. In high-traffic hours there are n sequential file requests, from the library, distributed among servers uniformly at random. Every server either serves its requests or redirects them (via an assignment scheme) to other nodes which have cached the files. We define the maximum load L of an assignment scheme as the maximum number of allocations to any single server after assigning all requests. The communication cost C is the average number of hops required to deliver the requested file to its request origin.
As the baseline assignment scheme, we consider that each request arrived at every server is dispatched to the nearest file replica. This scheme results in the minimum communication cost, while ignoring maximum load of servers. We show that, for a grid topology and every constant 0 < a < 1=2, if K ¼ n, M ¼ n a , and P is a uniform distribution, this scheme will result in the maximum load L in the interval ½Vðlog n= log log nÞ; Oðlog nÞ with high probability 1 (w.h.p.). Moreover, for every constant 0 < < 1, if K ¼ n 1À and M ¼ Qð1Þ, then the maximum load is Qðlog nÞ w.h.p. We also investigate the communication cost incurred in this scheme for Uniform and Zipf popularity distributions. In particular, we derive the communication cost C of order Qð ffiffiffiffiffiffiffiffiffiffiffiffi K=M p Þ for the Uniform distribution in a grid topology.
In contrast, we propose a new scheme which considers memory, maximum load, and communication cost, simultaneously. For each request, this scheme chooses two random candidate servers that have cached the request while putting a constraint on their distance r to the requesting node (i.e., the proximity constraint). Due to cache size limitation and the proximity constraint, current results in the balanced allocation literature cannot be carried over to our setting. Basically, we show that here the two chosen servers will become correlated and this might diminish the power of two choices. Since this correlation arises from both memory limitation and proximity constraint, the main challenge we address in this paper is characterizing the regimes where we can benefit from the power of two choices and at the same time have a low communication cost.
In particular, suppose 0 < a; b < 1=2 be two constants and let K ¼ n, M ¼ n a , r ¼ n b , and P be a Uniform distribution. Then, for grid topology, provided a þ 2b ! 1 þ 2ðlog log n=log nÞ, the maximum load is Qðlog log nÞ w.h.p., and the communication cost is QðrÞ. Therefore, if we set b ¼ 1Àa 2 þ log log n=log n we achieve the power of two choices with the communication cost of order QðrÞ ¼ Qðn 1Àa 2 log nÞ. This communication cost is only log n factor above the communication cost achieved by the nearest replica strategy, which is Qð ffiffiffiffiffiffiffiffiffiffiffiffi
Þ. This result also shows an interesting trade-off between memory and communication cost. Simply put, if memory is decreased by decreasing a, then we should increase b such that a þ 2b remains more than 1, and then we can achieve the power of two choices. In a similar manner, if we cannot tolerate high communication costs, we should increase memory size such that a þ 2b remains more than 1 (assuming that both are less than 1=2). Furthermore, it should be noted that while our theoretical results are derived for grid networks, the main reason for assuming a grid is presentation clarity and the results can be extended to other topologies.
While our theoretical results are derived for large networks (i.e., asymptotic analysis), our simulation results show their validity even for finite sized networks. Also, in simulations we investigate the problem in more diverse settings such as considering other network topologies.
Related Work
Load balancing has been the focus of many papers on cache networks [11] , [12] , [13] , among which distributed approaches have attracted a lot of attention (e.g., see [14] , [8] , and [15] ). Randomized load balancing via the power of two choices, is a popular approach in this direction [7] . Chen et al. [16] consider the two choices selection process, where the second choice is the next neighbor of the first choice. In [17] , Xia et al. use the length of common prefix (LCP)-based replication to arrive at a recursive balls and bins problem. In [16] and [17] , the authors benefit from the metaphor of power of two choices to design algorithms for randomized load balancing. In contrast to these works, we follow a theoretical approach to derive provable results for cache networks.
Theoretical works investigating the power of two choices in cache networks all just consider the role of two parameters among Memory Resource, Load Balancing, and Communication Cost. These works can be summarized in three categories as follow.
Memory Resource versus Communication Cost trade-off has been investigated in many works such as [5] , [18] , [19] , [20] , and [21] . None of these papers have considered the load 1. With high probability refers to an event that happens with probability 1 À 1=n c , for some constant c > 0.
balancing issue in cache networks, which is very important in practice.
Load Balancing versus Memory Resource trade-off has been investigated in [22] and [23] . In [22] the authors consider the supermarket model for performance evaluation of CDNs. Although the work [22] considers the memory limitation into account, it does not consider the proximity principle which is a central issue in our paper. Liu et al. [23] study the setting where the clients compare the servers in terms of hit-rate (for web applications), or bit-rate (for video applications) to choose their favourite ones. Their setup and objectives are different from those we consider here. Moreover, they have not considered the effect of their randomized load balancing scheme on communication cost.
Communication Cost versus Load Balancing trade-off has been investigated in [24] , [25] , [26] , [27] , [28] , [29] , and [30] , without considering the effect of cache size limitation. Although the works [24] , [25] , and [26] have mentioned this trade-off, non of them provides a rigorous analysis.
In contrast to the standard balls and bins model, the works [27] , [28] , [29] , and [30] introduced the effect of proximity constraint to the ball and bins framework. In the standard balls and bins model, each ball (request) picks two bins (servers) independently and uniformly at random and it is then allocated to the one with lesser load [6] . However, in many settings, selecting any two random servers might be infeasible or costly. In other words, this proximity constraint translates to a correlation between the two choices, i.e., the balls and bins model with related choices.
The most related work to our paper is [28] . Kenthapadi and Panigrahi [28] proposed a model where n bins are connected as a d-regular graph. Corresponding to each ball, a node is chosen uniformly at random as the first candidate. Then, one of its neighbours is chosen uniformly at random as the second candidate and the ball is allocated to the one with the minimum load. Under this assumption, they proved that if the graph is sufficiently dense (i.e., the average degree is n Vðlog log n=log nÞ ), then after allocating n balls, the maximum load is Qðlog log nÞ w.h.p.
Although the model used in [28] considers the proximity principle by assigning each request to the origin neighbors, it cannot be directly applied to our cache network setup. First, they do not consider multi-hop communication, while in practice the communication is done in a multi-hop fashion. Second, the above model cannot accommodate the cache size limitation of servers. Cache size limitation introduces the notion of cache content placement which should be based on the popularity profile. In addition, this limitation will introduce a new source of correlation between choices which is not considered in [28] .
The organization of the paper is as follows. In Section 2, we present our notation and problem setup. Then, in Section 3 the nearest replica strategy, is investigated as the baseline scheme. In Section 4, we propose and analyze the proximityaware two choices strategy, which at the same time considers memory limitation, proximity constraint, and benefits from the power of two choices. In Section 5 the performance of these two schemes are investigated via extensive simulations. Finally, our discussions and concluding remarks are presented in Section 6.
NOTATION AND PROBLEM SETTING
Notation
Throughout the paper, let G ¼ ðV; EÞ be a graph with vertex set V and edge set E where eðGÞ :¼ jEj. For u 2 V let dðuÞ denote for the degree of u in G. For every pair of nodes u; v 2 V , d G ðu; vÞ denotes the length of a shortest path from u to v in G. The neighborhood of u at distance r is defined as B r ðuÞ :¼ v : d G ðu; vÞ r and v 2 V ðGÞ f g :
Finally, we use PoðÞ to denote for the Poisson distribution with parameter .
Problem Setting
We consider a cache network consisting of n caching servers (also called cache-enabled nodes) and edges connecting neighboring servers forming a ffiffiffi n p Â ffiffiffi n p grid. Direct communication is possible only between adjacent nodes, and other communications should be carried out in a multi-hop fashion.
Remark 1. Throughout the paper for the sake of presentation clarity we may consider a torus with n nodes. This helps to avoid boundary effects of grid and all the asymptotic results hold for the grid as well.
Suppose that the cache network is responsible for handling a library of K files W ¼ fW 1 ; . . . ; W K g, whereas the popularity profile follows a known distribution P ¼ fp 1 ; . . . ; p K g.
The network operates in two phases, namely, cache content placement and content delivery. In the cache content placement phase each node caches M K files randomly from the library according to their popularity distribution P ¼ fp 1 ; . . . ; p K g with replacement, independent of other nodes.
Remark 2.
It should be noted that random caching with replacement is less efficient compared to random caching without replacement. However, almost all our results in the paper are for the memory sizes which satisfy M ( K. In this regime, caching the same file more than once in each server is very improbable and the two cache content placement strategies will be similar in large networks. In all other places where M ( K does not hold, we use random cache content placement without replacement.
Consider a time block during which n files are requested from the servers sequentially that are chosen uniformly at random. Let D i denotes the number of requests (demands) arrived at server i. Then for large n we have D i $ Poð1Þ for all 1 i n.
For library popularity profile P, we consider two probability distributions, namely, Uniform and Zipf with parameter g. In the Uniform distribution we have
which considers equal popularity for all the files. In Zipf distribution the request probability of the ith popular file is inversely proportional to its rank as follows
which has been confirmed to be the case in many practical applications [31] , [32] . For any given cache content placement, an assignment strategy determines how each request is mapped to a server. Let T i denotes the number of requests assigned to server i at the end of mapping process. Now, for each strategy we define the following metrics.
Definition 1 (Communication Cost and Maximum Load).
The communication cost of a strategy is the average number of hops between the requesting node and the serving node, denoted by C.
The maximum load of a strategy is the maximum number of requests assigned to a single node, denoted by L ¼ max 1 i n T i .
NEAREST REPLICA STRATEGY
The simplest strategy for assigning requests to servers is to allocate each request to the nearest node that has cached the file. This strategy, formally defined below, leads to the minimum communication cost, while does not try to reduce maximum load.
Definition 2 (Strategy I: Nearest Replica Strategy). In this strategy each request is assigned to the nearest node -in the sense of the graph shortest path distance-which has cached the requested file. If there are multiple choices ties are broken randomly.
Consider the set of nodes that have cached file W j , say S j . According to Strategy I, each demand from node u for file W j will be served by arg min v2S j d G ðu; vÞ. This induces a Voronoi Tessellation on the torus corresponding to file W j which we denote by V j . Then, alternatively, we can define Strategy I as assigning each request of file W j to the corresponding Voronoi cell center.
In order to analyze the maximum load imposed on each node, we should investigate the size of such Voronoi regions. The following Lemma is in this direction. Lemma 1. Under the Uniform popularity distribution, the maximum cell size (number of nodes inside each cell) of V j , 1 j K, is at most O K log n=M ð Þw.h.p. In particular, every Voronoi cell centered at any node is contained in a sub-grid of size r Â r with r ¼ Oð which are shown in Fig. 2 . It is easy to see that all four areas have the same size, that is
Let us fix some arbitrary 1 j K and for every node u define indicator random variable X u;j taking value 1 if u has cached file W j and there is no node in A 1 ðuÞ that has cached file W j , and 0 otherwise. Then,
where the first term determines the probability that u caches W j and the second one determines the probability that nodes in A 1 ðuÞ n fug do not cache W j . By setting
and applying Inequality (1) we have,
where it follows from 1 À 1=K ¼ e À1=K ð1 þ oð1ÞÞ and M=K ¼ oð1Þ. Moreover, by using the approximation
Therefore applying the union bound over all n nodes and K files implies that w.h.p. for every u there exists at least one node in A 1 ðuÞ which shares a common file with u, supported that we choose r ¼ 5 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi K log n=M p . We can similarly prove the same argument for A 2 ðuÞ, A 3 ðuÞ and A 4 ðuÞ.
Suppose that u has cached file W j , and we want to find an upper bound for the size of the Voronoi cell centered at u corresponding to W j . In order to do this let us define x ; v 1 y Þ 2 A 1 ðuÞ to be the nearest node to u with file W j . Similarly define v i 2 A i ðuÞ, 2 i 4. W.l.o.g. assume that u is the origin and the nodes are in a xy-coordinate system. Define
x and v 4 y y v 2 y g:
Now we show that the Voronoi cell of u is contained in B, and thus the size of B is an upper bound to the size of the Voronoi cell. Consider Fig. 2 . Let us consider node w in the complement of B with w y > v 2 y and w x > 0. Assume that P uw is a shortest path from w to u that passes node ð0; v 2 y Þ. By definition of A 2 ðuÞ, we know the length of a shortest path from ð0; v 2 y Þ to ðv 2
This shows that w is closer to v 2 than u, and by definition it does not belong to the Voronoi cell centered at u. We similarly can show that each arbitrary node w 2 B c is closer to either v i 's rather than u. Since we arbitrarily choose u and 1 j K, there is sub-grid B that contains every Voronoi cell in V j , centered at any given u. So the size of any Voronoi cell centered at an arbitrary node u is bounded from above by jBj, which is at most
Lower Bound -Let us define indicator random variable Y u;j for every u and some fixed j taking value 1 if u has cached file W j and there is no v 2 B r ðuÞ that has cached file W j , and 0 otherwise. Note that jB r ðuÞ n fugj ¼ 2rðr þ 1Þ. Then we have
and using similar approximations used in (2) we have
Then, we have the following claim. t u Claim 1. For every j we have Y j ! 1 with probability 1 À oð1Þ.
This claim shows that there exists at least a Voronoi cell of size Qðr 2 Þ ¼ QðK log n=MÞ which concludes the proof. Now, in order to prove the claim note that
Also, we know that
where the last equality holds because Y u;j 's are indicator random variables. It is easy to see that for every u and v with d G ðu; vÞ > 2r, CovðY u;j ; Y v;j Þ ¼ 0 as cache content placement at different nodes are independent processes. So we only consider pairs u and v, with d G ðu; vÞ 2r. Then for each pair of nodes three following cases should be considered:
r < d G ðu; vÞ 2r: In this case we have
Now let us split the summation (3) based on d G ðu; vÞ as follows
Applying results (4), (5) , and (6) yields
where we use the fact that 4rð2r þ 1Þ 9r 2 3K log n. Applying Chebychev's inequality leads to
Therefore, Y j concentrates around its mean, i.e., np ¼ Qðn =2 Þ, which proves the claim. Now, we are ready to present our main results for this section which characterize the maximum load of Strategy I, for two different parameter regimes, in Theorems 1 and 2.
Proof. Consider node u which has cached a set of distinct files, say S, with jSj M. Applying Lemma 1 shows that all Voronoi cells centered at u corresponding to cached files at u are contained in a sub-grid of size at most OðK log n=MÞ w.h.p. Also in each round, every arbitrary node requests for a file in S with probability jSj=nK M=nK, as each request randomly chooses its origin and type. Hence, by union bound, a node in the sub-grid may request for a file in S with probability at most OðK log n=MÞ Á ðM=nKÞ ¼ Oðlog n=nÞ. Since there are n requests, the expected number of requests imposed to node u is Oðlog nÞ. Now using a Chernoff bound (e.g., see the Appendix, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety. org/10.1109/TPDS.2017.2781242.) shows that w.h.p. u has to handle at most Oðlog nÞ requests.
On the other hand, to establish a lower bound on the maximum load we proceed as follows. Lemma and zero otherwise. It is easy to see that X u;j 's are correlated. For example, consider the set of files T ¼ fW j 1 ; W j 2 ; . . . ; W j t g & S, where X u;j 0 ¼ 1 for every W j 0 2 T . Then conditioned on this event, each node in B r ðuÞ has cached files from a subset of the library of size K À jT j. Then probability that a node in B r ðuÞ caches W j is at most M=ðK À tÞ. Hence, for every W j 2 S,
where jB r ðuÞ n fugj ¼ 2rðr þ 1Þ ¼ QðK=MÞ and hence p is a constant. Let Z ¼ P W j 2S X u;j and then E Z ½ ! s Á p. Using a Chernoff bound for moderately correlated indicator random variables (e.g., see the Appendix, available in the online supplemental material.) implies that
Therefore B r ðuÞ does not contain any replica of at least p=2 fraction of files cached at u, namely S 0 . Using the union bound over all nodes we deduce the similar statement for every node with probability at least 1 À oð1=nÞ. Therefore, for every u we have
where it follows from jS 0 j ¼ QðMÞ, jB r=2 ðuÞj ¼ QðK=MÞ.
Since there are n requests, it is easy to see that the load of each server is bounded from below by a Poisson distribution PoðcÞ, where c is a constant. On the other hand, it is known that (e.g., see [33] ) the maximum number taken by n Poisson distribution PoðcÞ is Vðlog n=log log nÞ w.h. p. and hence the lower bound is proved. t u
Next, we investigate the communication cost of Strategy I in the following theorem. Qð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi K=Mlog K p Þ : g ¼ 1;
8 > > > > > > > < > > > > > > > :
Proof of Theorem 3. Assume a request from an arbitrary node u for file W j . The probability that this file is cached at another node v is q j :¼ 1 À ð1 À p j Þ M . Cache content placement at different nodes is independent. Thus, the number of nodes which should be probed is a geometric random variable with success probability q j . This results in the average 1=q j trials that leads to expected distance of
When averaged over different files we will have
For Uniform distribution we have p j ¼ 1=K and then
For Zipf distribution with M ¼ Qð1Þ we have
Define LðgÞ :¼ P K j¼1 j Àg , for every g. On the other hand it is known that for every g > 0 (e.g., see [34] )
Now inserting the above equations into (11) completes the proof. t u Theorem 3 shows how non-uniform file popularity reduces communication cost. The skew in file popularity is determined by the parameter g which will affect the communication cost. For example, for g < 1 communication cost is similar to the Uniform distribution, while for g > 2, it becomes independent of K.
Since in Strategy I we have assigned each request to the nearest replica, Theorem 3 characterizes the minimum communication cost one can achieve. However, Theorems 1 and 2 show a logarithmic growth for the maximum load as a function of network size n. This imbalance in the network load is because in Strategy I each request assignment does not consider the current load of servers. A natural question is whether, at each request allocation, one can use a very limited information of servers' current load in order to reduce the maximum load. Also one can ask how does this affect the communication cost. We address these questions in the following section.
PROXIMITY-AWARE TWO CHOICES STRATEGY
Strategy I, introduced in the previous section, will result in the minimum communication cost, while, the maximum load for that strategy is at least of order V log n=log log n ð Þ . In this section, we investigate a strategy which will result in an exponential decrease in the maximum load, i.e., reduces maximum load to Q log log n ð Þ , formally defined as follows.
Definition 3 (Strategy II: Proximity-Aware Two Choices Strategy). For each request born at an arbitrary node u consider two uniformly at random chosen nodes from B r ðuÞ, that have cached the requested file. Then, the request is assigned to the node with lesser load. Ties are broken randomly.
For the sake of illustration, first, we consider some examples in the following. Example 1 (M ¼ K and r ¼ 1 2 ). In this example each node can store all the library and there is no constraint on proximity. As mentioned in Section 1, the number of files that should be handled by each node (i.e., D i for i ¼ 1; . . . ; n) will be a Poð1Þ random variable. In this case, according to Strategy II, two random nodes are chosen from all network nodes and the request is assigned to the node with lesser load.
Therefore, in terms of maximum load, this problem is reduced to the standard power of two choices model in the balanced allocations literature [6] . In this model there are n bins and n sequential balls which are randomly allocated to bins. In every round each ball picks two random bins uniformly, and it is then allocated to the bin with lesser load [6] . Then it is shown that the maximum load of network is L ¼ max i T i ¼ log log nð1 þ oð1ÞÞ w.h.p. [6] , which is an exponential improvement compared to Strategy I.
However, in contrast to Example 1, in cache networks usually each node can store only a subset of files, and this makes the problem different from the standard balls and bins model, considered in [6] . Here, due to the memory constraint at each node, the choices are much more limited than the M ¼ K case. In other words here we have the case of related choices. In the related choices scenario, the event of choosing the second choice is correlated with the first choice; this correlation may annihilate the effect of power of two choices as demonstrated in Example 2. Example 2 (K ¼ n, M ¼ Qð1Þ, and r ¼ 1). In this regime, there is a subset of the library, say S, with jSj ¼ QðnÞ, whose files are cached inside the network. On the other hand, each file type is requested Poð1Þ times and hence w.h.p. there will be a file in S which is requested Qðlog n=log log nÞ times (e.g., see [33] ). Since each file in S is replicated at most M times, requests for the file are distributed among at most M nodes and thus the maximum load of the corresponding nodes will be at least Qðlog n=log log nÞ=M. Hence, due to memory limitation we cannot benefit from the power of two choices.
Although Example 2 shows that memory limitation can annihilate the power of two choices but this is not always the case. Example 3 shows even for M ¼ 1 for some scenarios we can achieve L ¼ Oðlog log nÞ. Example 3 (K ¼ n 1À for every constant 0 < < 1, M ¼ 1, and r ¼ 1). For any popularity distribution P where P K j¼1 ðp j nÞ Àc ¼ oð1Þ, Strategy II achieves maximum load L ¼ Oðlog log nÞ w.h.p. Also, notice that Uniform and Zipf distributions satisfy this requirement, whenever 2 ð gÀ1 g ; 1Þ for g ! 1, where g is the Zipf parameter. Roughly speaking, when M ¼ 1, we may partition the servers based on their cached file and hence we have K "disjoint" subsets of servers. Similarly there are K request types where each request should be addressed by the corresponding subset of servers. Thus, here we have K disjoint Balls and Bins sub-problems, and the sub-problem with maximum load determines the maximum load of the original setup. The reason that here, in contrast to Example 2, we can benefit from power of two choices is the assumption of K ( n.
Proof of Example 3. It is easy to see that for M ¼ 1, the number of caching servers with a specific file, say W j 2. It should be noted that r ! ffiffiffi n p
. Thus in this paper we use r ¼ ffiffiffi n p and r ¼ 1 alternatively. denoted by S j , is distributed as a Binðn; p j Þ. Thus applying a Chernoff bound for S j (e.g., see the Appendix, available in the online supplemental material.) implies that
Moreover, let R j denote the number of requests for file W j , which is the sum of n i.i.d. Binðn; p j Þ random variables. Again applying a Chernoff bound (e.g., see the Appendix, available in the online supplemental material.) for Poisson random variables yields that
Also define E j to be the event that the two-choice model with S j bins (caching servers) and R j balls (requests) achieves maximum load R j =S j þ Qðlog log S j Þ. It is shown that this event happens with probability 1 À Oð1=S c j Þ, for every constant c (e.g., see [6] ). So we have that
> ð1 À 2ðp j nÞ Àc Þð1 À 4expðÀp j n=12ÞÞ þ ð1 À 2ðp j nÞ Àc Þð4expðÀp j n=12ÞÞ ! 1 À 8ðp j nÞ Àc :
Since we have K disjoint subsystems, the union bound over all subsystems shows that the two choice model does achieve the desired maximum load with probability 1 À 8 P K j¼1 ðnp j Þ Àc ¼ 1 À oð1Þ which concludes the proof due to example's assumption on popularity profile. Now we show that the Uniform and Zipf distributions satisfy the example's assumption. When P is the Uniform distribution over K files, 8j; p j Á n ¼ n . Now by setting c ¼ 3=, we have that
Also, for Zipf distribution we have
Depending on g, we consider two cases: where we used K < n and (12). 0 < b < 1: By setting c ¼ 2=g and using the fact that K < n, we have LðgÞ n c LðgcÞ ¼ Q K ð1ÀgÞc n c n ð1ÀgÞcÀc LðgcÞ ¼ n Àgc LðgcÞ ¼ oð1Þ;
where we applied (12) .
t u
Above examples bring to attention the following question. Question 1. In view of the memory limitation at each server in cache networks, what are the regimes (in terms of problem parameters) one can benefit from the power of two choices to balance out the load?
Addressing Question 1, for the general M > 1 case, is more challenging than Example 3 and needs a completely different approach. The simplicity of case M ¼ 1 is that there is no interaction between K Balls and Bins subproblems. On the other hand, consider M > 1. If a request, say W j , should be allocated to a server then the load of two candidate bins that have cached W j should be compared. However, load of other file types will also be accounted for in this comparison. So there is flow of load information between different sub-problems which makes them entangled.
In all above examples, we have not considered the proximity constraint, i.e., r ¼ 1, yet. This results in a fairly high communication cost C ¼ Q ffiffiffi n p ð Þ. However, in general since parameter r controls the communication cost, it can be chosen to be much less than the network diameter, i.e., Qð ffiffiffi n p Þ.
This proximity awareness introduces another source of correlation (other than the memory limitation) between the two choices. Thus, considering the proximity constraint may annihilate the power of two choices even in large memory cases as demonstrated in the following example. Example 4 (M ¼ K and r ¼ 1). In this example, when a request arrives at a server, the server chooses two random choices among itself and its neighbours. Then the request is allocated to the one with lesser load. Since there exists a server at which max i D i ¼ Qðlog n=log log nÞ requests arrive, maximum load of network (i.e., L ¼ max i T i ) will be at least Qðlog n=log log nÞ=5.
Thus, similar to Question 1 regarding the memory limitation effect, one can pose the following question regarding proximity principle.
Question 2. In view of the proximity constraint of Strategy II,
what are the regimes (in terms of problem parameters) one can benefit from the power of two choices to balance out the load?
In order to completely analyze load balancing performance of Strategy II, one should consider both sources of correlation simultaneously (which is not the case in above examples). To this end, in the following, we investigate two memory regimes, namely M ¼ K and M ¼ n a for some 0 < a < 1=2.
Our main result for M ¼ n a is presented in the following theorem. Proof Sketch. In order to prove this theorem, due to the cache size limitation and proximity constraint (which are characterized by the parameters a and b, respectively), the classic balls-into-bins results are not applicable. The main idea behind our proof is reducing the problem to the problem of balls-into-bins on graphs. Suppose instead of choosing two random bins one chooses bins as nodes of a randomly chosen edge from a graph. Then, simply put, the result in [28] (formally stated as Theorem 5 below) says that if the graph is denseenough then the power of two choices is achievable. In our distributed cache network setup, we prove that the proposed server selection process is equivalent to choosing the bins on a Configuration Graph. Moreover, we show that if a þ 2b ! 1 þ 2 log log n=log n then the configuration graph is dense and thus according to the result in [28] the power of two choices is achievable. t u Remark 4. To have a more accessible proof, in Theorem 4, we have assumed that K ¼ n. Note that the proof techniques can also be extended to the case where K ¼ OðnÞ.
In order to prove the theorem, let us first present an interesting result that was shown in [28] as follows.
Theorem 5 ( [28] ). Given an almost D-regular graph 3 G with eðGÞ edges and n nodes representing n bins, if n balls are thrown into the bins by choosing a random edge with probability at most Oð1=eðGÞÞ and placing into the smaller of the two bins connected by the edge, then the maximum load is Qðlog log nÞ þ Oð log n log ðD=log 4 nÞ Þ þ Oð1Þ w.h.p. Remark 5. Note that in the original theorem presented in [28] , it is assumed that each edge is chosen uniformly among all edges of graph G. However, here we slightly generalize the result so that each edge is chosen with probability at most Oð1=eðGÞÞ. The proof follows the original proof's idea with some modifications in computation parts, where due to lack of space we omit.
In order to apply Theorem 5, we first need to define a new graph H as follows.
Definition 4 (Configuration Graph).
For the given parameter r, configuration graph H is defined as a graph whose nodes represent the servers and two nodes, say u and v, are connected if and only if u and v have cached a common file and dðu; vÞ 2r in the torus.
For every two servers u and v, let T ðu; vÞ be the set of distinct files that have been cached in both nodes u and v. Also denote jT ðu; vÞj by tðu; vÞ. Define tðuÞ to be the number of distinct cached files in u. Now, let us define goodness of a placement strategy as follows. Proof. Clearly, every set of cached files in every node (with replacement) can be one-to-one mapped to a non-negative integral solution of equation
where each x i expresses the number of times that file i has been cached in the node. A combinatorial argument shows that, the equation has KþMÀ1 M À Á non-negative integer solutions. So for each 1 s M, we have
where we first fixed a set of file indexes of size s, say I ¼ fi 1 ; i 2 ; . . . ; i s g, and then count the number of integral solutions to the equation P i2I x i ¼ M À s. In order to bound (13) , we note that for every 1 a b; ðb=aÞ a b a À Á b a and also b a À Á 2 b . Recall that we assumed K ¼ n and M ¼ n a , 0 < a < 1=2. Hence for every 1 s dM, we have
ð2n a n dÀ1 Þ M : Thus, by choosing d ¼ ð1 À aÞ=3, for every 1 s dM, we have
where the last equality follows from M ¼ n a ¼ vð1Þ. Now the union bound over all 1 s dM and n nodes yields Pr 9u 2 V : tðuÞ dM ½ ¼ n Àvð1Þ :
By a similar argument, for each 1 t M and every u and v, we have
Thus, for any constant m ! 5=ð1 À 2aÞ, we can write
By applying the union bound over all pairs of servers, for every u and v we have Pr tðu; vÞ ! m ½ ¼Oð1=n 3 Þ:
Hence, tðu; vÞ < m w.h.p. Putting (14) and (15) together concludes the proof. t u
The following lemma presents some useful properties of H and Strategy II. Proof. Consider an arbitrary node u with s distinct files.
Then by definition of H, for every node v we have
where 1 s M. On the other hand u and v are connected in H, if in addition we have d G ðu; vÞ 2r. Therefore for every given node u with s distinct cached files, dðuÞ in H (degree of u in H) has a binomial distribution Binðb 2r ðuÞ; p s Þ, where b 2r ðuÞ ¼ jB 2r ðuÞj. Hence applying a Chernoff bound implies that with probability 1 À n Àvð1Þ , we have
Conditioning on the goodness of file placement, s ¼ tðuÞ ¼ QðMÞ. Also by symmetry of torus, we have b 2r ðuÞ ¼ Qðr 2 Þ, for every u. So, with high probability for every u, we have
where this concludes the proof of part (a). Now it remains to show that Strategy II picks an edge of H, with probability Oð1=eðHÞÞ. First, notice that
as K ¼ n. Then recall that each file is cached in every node with probability p ¼ 1 À ð1 À 1=KÞ M ¼ M=Kð1 þ oð1ÞÞ, independently. For any given node u and file W j , let F j ðuÞ be the number of nodes at distance at most r that have cached file W j . Then F j ðuÞ has a binomial distribution Binðb r ðuÞ; pÞ, where b r ðuÞ ¼ jB r ðuÞj. So
where b r ðuÞ ¼ Qðr 2 Þ for every u. Since a þ 2b ! 1 þ 2 log log n=log n, we have E F j ðuÞ Â Ã ¼ vðlog nÞ, for every u and j. Now, applying a Chernoff bound for F j ðuÞ implies that with probability 1 À n Àvð1Þ , F j ðuÞ concentrates around its mean and hence, w.h.p., we have for every u and j F j ðuÞ ¼ Qðr 2 M=KÞ ¼ Qðr 2 M=nÞ:
Consider an edge ðu; vÞ 2 EðHÞ, with tðu; vÞ ¼ t. Define S u;v to be the set of nodes that may pick pair u and v randomly in Strategy II. It is not hard to see that jS u;v j ¼ Oðr 2 Þ. Now we have, where it follows because a þ 2b ! 1 þ 2 log log n=log n and hence D ¼ M 2 r 2 =n ¼ n 2aþ2bÀ1 > n a . Proof. Let us choose r ¼ n b , for some b ¼ Vðlog log n=log nÞ.
By the assumption M ¼ K, the configuration graph H (corresponding to r) is a graph in which two nodes u and v are connected if and only if dðu; vÞ 2r. Since our network is symmetric, for every u, jB r ðuÞj ¼ Qðr 2 Þ and hence H is a regular graph with D ¼ Qðr 2 Þ. Also it is not hard to see that Strategy II is equivalent to choosing an edge uniformly from H. Applying Theorem 5 ( [28] ) to H results in the maximum load of Qðlog log ðnÞÞ. In addition, choosing two random nodes in jB r ðuÞj ¼ Qðr 2 Þ results in communication cost of
The main point of Theorem 6 is that we should just endure C ¼ Q n b ð Þ, for b ¼ Vðlog log n=log nÞ, to benefit from the luxury of power of two choices, which is a very encouraging result.
SIMULATIONS
In this section, we demonstrate the simulation results for two strategies introduced in the previous sections, namely, nearest replica and proximity aware two choices strategies. Our simulations are implemented in Python where the code is available online at [35]. Fig. 3 shows the maximum load of Strategy I as a function of the number of servers where different curves correspond to different cache sizes. The network graph is a torus, where 100 files with Uniform popularity are placed uniformly at random in each node. Each point is an average of 10,000 simulation runs. This figure is in agreement with the logarithmic growth of the maximum load, asymptotically proved in Section 3, even for the intermediate values of n % 100; . . . ; 3000; which makes the results of Section 3 more general. Comparing different curves reveals the fact that in larger cache size setting, we have a more balanced network. That happens because enlarging cache sizes results in a more uniform Voronoi tessellation, i.e., having cells with smaller variation in size.
Furthermore, Fig. 4 shows the communication cost of Strategy I as a function of cache size where different curves correspond to different library sizes. Here, the network graph is a torus of size 2025 and each point is an average of 10000 simulation runs. This figure is in agreement with the result of Theorem 3.
In order to simulate Strategy II, first we set r ¼ 1 to study the effect of cache size on the maximum load and communication cost, and then consider the effect of limited r on the performance of the system. Fig. 5 shows the maximum load of the network versus number of servers where each curve demonstrates a different cache size. The network graph is a torus, where 2000 files with Uniform popularity are placed uniformly at random in each node. Each point is an average of 800 simulation runs. In each curve, since cache size and number of files are fixed, increasing the number of servers translates to increasing each file replication. Fig. 5 demonstrates the system performance for large system sizes, i.e., n % 10 4 ; . . . ; 10 5 .
It should be noted that in Fig. 5 , for the cases of M ¼ 1 and M ¼ 2, we observe peaks in the curves of maximum load versus number of servers. The reason behind this phenomenon is that for small number of servers Strategy II cannot achieve the power of two choices, due to low file replication inside the network. However, for large number of servers, which leads to high file replication, we have a significant drop in the maximum load due to the availability of the power of two choices. Different behaviour of the maximum load in these two operating regimes is the reason behind observing the peaks. Also, to get a better understanding of this phenomenon, let us compare the load balancing performance of Strategies I and II in Fig. 6 where the file library size is K ¼ 100 and n % 10 3 .
In Fig. 6 , when the file replication is low, due to high correlation between the two choices of Strategy II, power of two choices is not expected. This is reflected in Fig. 6 ; for example in the curve corresponding to M ¼ 1 for n 400 we have a fast growth in maximum load which mimics the load balancing performance of Strategy I. We see the same trend for the curve corresponding to M ¼ 2 for n 200. However, assuming M ! 2, for n > 1000, since there is enough file replication in the network, the load balancing performance is greatly improved due to the power of two choices. This is in accordance with the lessons learned from Section 4. Also, in between, we have a transition region where a mixed behavior is observed. Observations made above from Fig. 6 have an important practical Fig. 3 . The maximum load versus number of servers for Strategy I. Here, the network topology is a torus, the file popularity is Uniform, and we have K ¼ 100. Here, the network topology is torus, the file popularity is Uniform, and the library size is K ¼ 2000. Moreover, we assume r ¼ 1. Fig. 6 . The maximum load versus number of servers for Strategies I and II. Here, the network topology is torus, the file popularity is Uniform, and the library size is K ¼ 100. Moreover, we assume r ¼ 1.
implication. Since employing Strategy II is only beneficial in networks with high file replication, for other situations with limited cache size, the less sophisticated Strategy I is a more proper choice. Fig. 7 draws the communication cost versus number of servers for various cache sizes for similar setting used in Fig. 5 . Since in this figure there is no constraint on the proximity, the communication cost growth is of order Qð ffiffiffi n p Þ.
In simulations presented so far, we only considered the case r ¼ 1. In order to investigate the effect of parameter r on the performance of the system, in Fig. 8 , we have simulated network operation for different values of r. This results in a trade-off between the maximum load and communication cost, as shown in Fig. 8 . Here we consider a torus with 2025 servers, where 500 files with Uniform popularity are placed uniformly at random in each node. Each point is an average of 5000 simulation runs.
In this figure, like before (i.e., Fig. 6 ), we observe two performance regimes based on the file replication in the network. In high memory regime, e.g., for curves corresponding to M ¼ 50 and M ¼ 200, we can achieve the power of two choices by sacrificing a negligible communication cost. On the other hand, in low memory regime, i.e., M ¼ 1, we cannot decrease the maximum load even at the expense of high communication cost values. For intermediate values of M, we clearly observe the trade-off between the maximum load and communication cost.
All above simulations investigated the performance for networks with torus topology and Uniform file popularity distribution, being in agreement with our theoretical results'
indications. However, one may ask how sensitive are our findings to the network topology and file popularity choices. Thus, in the following, we examine network performance for Zipf file popularity profile and more practical network topologies, namely, random geometric graph (RGG) and power law random graph model [36] .
Figs. 9, 10, and 11, show the maximum load versus the number of servers for different network topologies (namely, torus, RGG, and power law model) and Zipf distribution with parameter 4 g 2 f0; 1; 1:5g. Here, the settings are similar to that of Fig. 5 . Fig. 8 . The trade-off between the maximum load and communication cost for Strategy II. Here, the network topology is a torus of size 2025, the file popularity is Uniform, and the library size is K ¼ 500. Fig. 9 . The maximum load versus number of servers for Strategies I and II. Here, the network topology is torus, the file popularity is Zipf, the library size is K ¼ 64, and the cache size is M ¼ 2. Moreover, we assume r ¼ 1. Each point is an average over 1000 independent simulation runs. Fig. 10 . The maximum load versus number of servers for Strategies I and II. Here, the network topology is RGG. The remaining settings are similar to that of Fig. 9 . Fig. 11 . The maximum load versus number of servers for Strategies I and II. Here, the network topology is power law random graph. The remaining settings are similar to that of Fig. 9 .
4. Note that the Zipf distribution with g ¼ 0 corresponds to the Uniform distribution.
Also Figs. 12, 13 , and 14, demonstrate the performance trade-off between maximum load and communication cost for different network topologies (namely, torus, random RGG, and power law model) and Zipf distribution with parameter g 2 f0; 1; 1:5; 2g. All these simulations show that the trends and the trade-off we found in our theoretical results are also valid for more practical network settings.
It should be noted that since simulation parameters are varying in different figures, we have used smaller networks where simulation is more time-consuming (e.g., we have used smaller networks in random graphs compared to the 2D-grid, due to more time consuming shortest path finding algorithms). For convenience, a summary of simulation parameters are stated in Table 1 .
DISCUSSION AND CONCLUDING REMARKS
In this section, we first discuss a number of important practical issues related to our proposed scheme, then we will conclude the paper.
Our theoretical results in Sections 3 and 4 are stated for a 2D-Grid topology. The main reason for assuming this rather unrealistic topology is developing the main idea of the paper clearly. However, it should be noticed that our approach can be extended to more general graph models at the expense of lengthy proofs and calculations. For example, as mentioned in Section 4, jB r ðuÞj is the size of the ball of radius r around node u. The main feature of the 2D-Grid which affects our results is that jB r ðuÞj ¼ Qðr 2 Þ for all u. Now suppose that, instead of assuming a 2D-Grid, we consider a graph in which jB r ðuÞj ¼ Qðr dim Þ, w.h.p. Then the parameter dim will appear in our results instead of dim ¼ 2 in the special case of 2D-Grid. For example, the term a þ 2b in the statement of Theorem 4 would be generalized to a þ dim Â b. More generally, even for jB r ðuÞj ¼ QðfðrÞÞ, our basic technicalities can be extended too. However, in this paper we investigate other network topologies, such as Random Geometric Graphs and Scale-Free (power law) networks via extensive simulations in Section 5. As we have discussed it there, the main trends are also valid for these topologies as well. Thus, our findings cover a wider class of graph models which are more similar to real-world CDN network topologies.
The proposed proximity-aware two choices scheme can be implemented in a distributed manner. To see why, notice that upon arrival of each request at each server, this strategy needs two kinds of information to redirect the request. This information can be provided to the requesting server without the need for a centralized authority in the following way. The first one is the cache content of other users in its neighborhood with radius r. Since, the cache content dynamic of servers is much slower than the requests arrival, this can be done by periodic polling of nearby servers without introducing much overhead (also see Distributed Hash Table ( DHT) schemes, e.g., [37] and [38] ). The second type of information is the queue length information of two randomly chosen nodes inside its neighborhood with radius r, which can also be efficiently done in a distributed manner by polling or piggybacking. Fig. 12 . The trade-off between the maximum load and communication cost for Strategy II. Here, the network topology is a torus of size 2025, the file popularity is Zipf, the library size is K ¼ 500, and the cache size is M ¼ 10. Each point is an average over 5000 independent simulation runs. Fig. 13 . The trade-off between the maximum load and communication cost for Strategy II. Here, the network topology is a RGG of size 2025. The remaining settings are similar to that of Fig. 12 . In practice, request arrivals and servers' operation happen in continuous time which needs a queuing theory based performance analysis. However, as shown in [7] and [39] , the behaviour of load balancing schemes in continuous time (i.e., known as the supermarket model) and static balls and bins problems are closely related. Thus, we conjecture that our proposed scheme will also have the same performance in the queuing theory based model. We postpone a rigorous analysis of such scenario to future work.
In this paper, we have assumed that the number of requests and the number of servers are the same. The main reason for this assumption is that, intuitively speaking, when we have small number of requests compared to the number of servers, no server will be overloaded. On the other hand if we have large number of requests, the deviation of server load from the average load is negligible (see [10] for a discussion in the classical balls-into-bins setup). Thus, the only interesting regime for analysis is the critical regime where we have the same number of requests and servers. A rigorous analysis for other regimes is postponed to future work.
It should be noted that in this work we have considered hop count as the proximity metric. Using this metric does not consider propagation or capacity limitations inside the network. Furthermore, in the mobile content delivery scenarios, other channel characteristics should be taken into account as discussed in [40] and [41] , thus our results are more indicative of the performance of wired networks. Considering other communication issues into our analytical framework such as propagation, link capacities and mobile channel specifications are interesting directions for future work.
In summary, in this work, we have considered the problem of randomized load balancing and its tension with communication cost and memory resources in cache networks. By proposing two request assignment schemes, this tradeoff has been investigated analytically. Moreover, extensive simulation results support our theoretical findings and provide practical design guidelines. Moreover, he is interested in the connection between Communication and Computer Sciences. In particular, he is interested in theory and algorithms for network information flow, network coding, network algorithms, information and coding theory, and wireless communication networks. He is a member of the IEEE.
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