We focus on a comparative study of three recently developed natureinspired optimization algorithms, including state transition algorithm, harmony search and artificial bee colony. Their core mechanisms are introduced and their similarities and differences are described. Then, a suit of 27 well-known benchmark problems are used to investigate the performance of these algorithms and finally we discuss their general applicability with respect to the structure of optimization problems.
Introduction
Existing natural phenomena, such as natural selection and survival of the fittest (genetic algorithm), natural annealing process in metallurgy (simulated annealing), foraging behavior of real ant colonies (ant colony optimization), and social behavior of bird flocks and fish schools (particle swarm optimization) have inspired researchers to develop algorithms for optimization problems. These nature-inspired algorithms have received considerable attention due to their strong adaptability and easy implementation. Inspired by the improvisation process of musicians and foraging behavior of real honeybees, harmony search (HS) [1] [2] [3] and artificial bee colony (ABC) [4] [5] have been proposed respectively in recent few years. At the same time, in terms of the concepts of state and state transition, a new heuristic random search algorithm named state transition algorithm (STA) has been introduced in order to probe into classical and intelligent optimization algorithms [6] [7] [8] [9] . In STA, a solution to a specific optimization problem is regarded as a state, and the process to update current state is considered as a state transition. For continuous optimization problem, it has designed four special geometrical operators called rotation, translation, expansion and axesion for both local exploitation and global exploration. For discrete optimization problem, some intelligent operators such as swap, shift, symmetry and substitute are designed for adapting to various types of problems. In this study, we focus on a comparative study of state transition algorithm with harmony search and artificial bee colony in their standard versions.
Three Stochastic Algorithms
In this section, we give a brief description of the three stochastic algorithms with respect to their mechanisms, and the similarities and differences are also discussed.
Harmony Search
In HS, there exist three possible choices to generate a new piece of music: (1) select a note stored in harmony memory at a probability of HMCR (harmony memory considerate rate); (2) adjust the pitch slightly at a probability of PAR (pitch adjusting rate); (3) compose any pitch randomly within bounds. The pitch is adjusted by
where, rand is a random number from [0,1], and b is the pitch bandwidth.
Artificial Bee Colony
In ABC, the colony of artificial bees contains three groups of bees: (1) employed bees, going to the food source visited previously; (2) onlookers, making decision to choose a food source; (3) scouts, carrying out random search. A new position is produced by
where, i is the index of ith food position, j is the jth component of a position, k is a different index from i, and j, k are created randomly. An artificial onlooker bee chooses a food source depending on a probability by 
State Transition Algorithm
In STA, there are four special geometrical operators defined by (1) Rotation transformation 
where, β is a positive constant, R t is a random variable from [0,1].
where, γ is a positive constant, R e is a random diagonal matrix with its entries obeying the standard norm distribution.
where, δ is a positive constant, R a is a random diagonal matrix with its entries obeying the standard norm distribution and only one random position having nonzero value.
Similarities and Difference
There are two main similarities among the three algorithms in the discussed versions: Firstly, a new solution is created randomly, and they are all stochastic algorithms. Second, "greedy criterion" is adopted to evaluate a solution, and it is different from simulated annealing, in which, a bad solution is accepted in probability.
The differences between STA and other two algorithms are: (1) both HS and ABC focus on updating each component of a solution, while STA treats a solution in whole for update except the axesion transformation; (2) the comparing STA is individualbased, while both HS and ABC are population-based; (3) the mutant operators are different in three algorithms; (4) in HS, there is a probability in choosing an update, while in STA, the updating procedures are determined; (5) in ABC, choosing a food source depending on a probability associated with the fitness, while in STA, a candidate solution with better fitness is preferred; (6) in ABC, the fitness is standardized, while in STA, the fitness is based on objective function.
Experimental Results
All these benchmark instances are taken from [10] . In our experiments, we use the codes of standard HS and ABC from [11, 12] , and comparing version of the STA is from [7] . The size of the population is 10, and the maximum iterations (make sure that the maximum number of function evaluations is the same) are 1e3, 2e3, 4e3, 1e4, 5e4, and 1e5 for n = 2, 3, 4, 10, (20, 24, 25) and 30, respectively. For each benchmark instance, the initial population is the same for three algorithms at a run, and 20 runs are performed for each algorithm. Statistics like mean, std (standard deviation), and Wilcoxon rank sum test are used to evaluate the STA with other two algorithms.
Benchmark instances
The details of the benchmark instances are given as follows. Ackley function 
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Results and Discussion
Test results are listed in Table 1 . We can find that the results of HS are always not as good as that of ABC and STA, except for f 11 , f 15 and f 23 . It seems that HS are capable of solving problems without much interaction between variables, and the solution accuracy and global search ability of HS are also not satisfactory. Considering that both HS and ABC focus on the mutation of each component of a solution, we can observe that, in HS, the pitch adjustment is a little blind, while in ABC, a new solution is created by adding a certain difference between current solution and a randomly different solution to current solution, which can be viewed as a strategy to share information and it is quite significant in swarm intelligence. 
0.08±0.14 - For ABC and STA, we can find their results are much more satisfactory, and they are able to obtain the global solutions for the majority of the test problems. To be more specific, we can find that ABC outperforms STA for f 4 , f 7 and f 13 , and it can gain higher precision than STA, especially for f 7 , which indicates that ABC are more suitable for problems with strongly interacted structure. On the other hand, for f 2 , f 6 , f 8 , f 9 , f 14 , f 16 , f 18 , f 20 , f 24 , f 25 and f 27 , STA outperforms ABC in terms of solution accuracy, which indicates STA has stronger local exploitation ability than that of ABC. Fig.1 . gives the average fitness curve of Matyas function by the three algorithms. We can find that STA is more capable of searching in depth. The reason can be explained by the rotation transformation. In standard STA, a rotation factor is decreasing from a certain constant to an extremely small one in a periodical way.
However, due to the simple dimensional search along each axes and the base on individual search, standard STA are not good for problems with strongly interacted variables. Although population-based STA has been proposed in [8] and it indicated that communication can ameliorate its performance greatly, how to share information among different individuals are key issues. Furthermore, by this study, it shows that highlighted mutation in each component of a solution is a beneficial method, and these are useful indications for future development of state transition algorithm. 
Conclusion
In this paper, we investigate the mechanisms and performances of state transition algorithm, harmony search and artificial bee colony. Similarities and differences of the algorithms are mainly focused. A suit of unconstrained optimization problems have been used to evaluate these algorithms. Experimental results show that both state transition algorithm and artificial bee colony have better global search capability and can achieve higher solution accuracy than harmony search, artificial bee colony is more capable of solving problems with strongly interacted variables, and state transition algorithm has the potential ability to search in depth.
