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Abstract 
Time to time, many researchers have suggested modifications to the standard particle swarm optimization to find 
good solutions faster than the evolutionary algorithms, but they could be possibly stuck in poor region or diverge to 
unstable situations. For overcoming such problems, this paper proposes new Fast Convergence Particle Swarm 
Optimization (FCPSO) approach based on balancing the diversity of location of individual particle by introducing a 
new parameter, particle mean dimension (Pmd) of all particles to improve the performance of PSO. The FCPSO 
method is tested with five benchmark functions by variable dimensions and fixed size population and compared with 
PSO & Constriction factor approach of PSO (CPSO). Finally, search performances of these methods on the 
benchmark functions are tested.  
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of C3IT 
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1. Introduction   
The particle swarm optimization (PSO) algorithm was initially introduced by Kennedy and Eberhart 
[1, 2] in 1995. The basic idea behind PSO is to simulate a swarm of birds looking for food. Similar to 
other population based algorithms, such as evolutionary algorithms. PSO can solve a variety of difficult 
optimization problems, but has shown a faster convergence rate than other evolutionary algorithms on 
some problems [3]. Another advantage of PSO is that it has very few parameters to adjust, which makes it 
particularly easy to implement. In more complex multimodal problems, PSO is very sensitive to fall into 
the phenomenon of local minima. Many other improvements of PSO algorithm have been used to 
enhance the abilities of PSO. So, it has gained much attention and wide applications in many areas such 
as neural network [4], etc. 
The PSO algorithm searches a space by adjusting the trajectories of moving points in a 
multidimensional space. The individual particles are drawn stochastically toward the position of present 
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velocity of each individual, their own previous best performance, and the best previous performance of 
their neighbours [6]. In traditional PSO the particle is attracted toward the best position it has visited and 
towards the best position found by the particle in its neighbourhood referred as best-of-neighbourhood 
strategy. A prominent alternative to the best-of-neighbourhood velocity update strategy is the one used in 
fully informed particle swarm optimization algorithm (FIPS) [7, 8]. In FIPS a particle is attracted to the 
best positions of all the particles in the neighbourhood, not only to the best one. In these and subsequent 
studies, FIPS with a fully connected topology, i.e., when each particle has all the particles in the swarm as 
neighbours, has exhibited a particularly bad performance in comparison with the one obtained with other 
topologies. It has been argued that this happens because the simultaneous attraction to multiple points 
“confounds” the particles, provoking a random behaviour of the particle swarm [9, 10]. A random 
behaviour of the particles could explain FIPS’s performance with a fully connected topology, especially 
in high-dimensional search spaces.  if a particle’s current position coincides with the global best 
position/particle, the particle will only move away from this point if its previous velocity and weight are 
non-zero. If their previous velocities are very close to zero, then all the particles will stop moving once 
they catch up with the global best particle, which may lead to premature convergence of the algorithm. In 
fact, this does not even guarantee that the algorithm has converged on a local minimum - it merely means 
that all the particles have converged on the best position discovered so far by the swarm. This 
phenomenon will be referred to as stagnation. A more formal proof of this property can be found in [5]. 
In this paper, an improved method known as First Convergence Particle Swarm Optimization 
(FCPSO) has been proposed for functions to improve the speed of convergence and balancing the 
diversity of the population by combining the learning experience of particle itself and other particles 
experiences. The global best position plays an important role in improving the convergence rate but 
reduce the diversity of population. If global optimum is not close to the best particle the particles may 
trap in local minima. At the same time the Particle mean dimension (Pmd) can lead the particles 
exploring to a better location by balancing their positions and weaken the attraction of the best particle. 
The mean dimension of first particle is calculated by taking mean of all dimensions position of first 
particles, the mean dimension of second particle is calculated by taking mean of all dimensions position 
of second particles, and so on.       
2. Standard Particle Swarm Optimization 
PSO is relatively a newer addition to a class of population based search technique for solving 
numerical optimization problems. Its mechanism is inspired from the complex social behavior shown by 
the natural species like flock of birds.  Each member of swarm (called particle) has a velocity and a 
position. The particles fly through a multidimensional search space looking for a potential solution. Each 
particle adjusts its position in the search space from time to time according to the flying experience of its 
own and its neighbors [1]. For an n-dimensional search space, the movement of each particle is governed 
by the following two equations (1) and (2). 
 
vij(t + 1) = wvij(t) + c1. rand1.(pbestij(t) – xij(t)) + c2. rand2.(gbestj(t) – xij(t))                          (1) 
xij(t+1)= xij(t ) + vij(t + 1)                                                                                                           (2) 
 
Where xi is the position of the ith particle; vi represents the velocity of the ith particle; pbesti is the 
previous best particle of the ith particle and gbest is the global best particle found by all particles so far. 
rand1 and rand2 are two random vector within [0, 1], w is a inertia weight, c1 and c2 are two learning 
factors, the value of each velocity vector is clamped with in the range [vmax, vmin] to reduce the likelihood 
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of  the particle leaving the search space,  and t = 1,2,…, indicates the iterations.  
Another important variant of standard PSO is the constriction factor approach of PSO (CPSO), which 
was proposed by Clerc and Kennedy [6, 11]. The velocity of CPSO is updated by the following equation 
(3) as below: 
 
vij(t + 1) = Ȥ.(vij(t) +c1. rand1.(pbestij(t) – xij(t)) + c2. rand2.(gbestj(t) – xij(t)))                        (3) 
 
Where, F is called a constriction factor, given by equation (4): 
 
Ȥ = 2 » ( | 2 – ĳ + ¥ (ĳ2 - 4ĳ) ) |                                                                                                  (4) 
 
Where, ĳ =  c1 + c2   ,            ĳ > 4                                                                                                            (5) 
 
The CPSO ensures the convergence of the search procedures and can generate higher-quality solutions 
than the standard PSO with inertia weight on some studied problems [11]. 
3. Fast Convergence Particle Swarm Optimization (FCPSO) 
Since in PSO initial particle distributed evenly in the searching field, PSO was effective for low-
dimension function optimization problem. But for many high dimension function optimization problem, 
the algorithm may be trapped in local minima and personal best position may not change over several 
steps, due to the mutual restriction of each dimensional variable. It is not easy for the algorithm to escape 
from the local minima, as a result the solution cannot be found out. The basic PSO can converge fast, but 
susceptible to fall into local minima easily. To solve this problem, in this paper attempt has been made 
with the following improvements.  
When the particle swarm updates from the t generation to  t + 1, apart from following the pbesti and 
gbest, the particle  could follow the Pmdi which is selected from the particles swarm. The third parameter 
Pmdi of ith particles and velocity equation are generated by the following methods: 
 
 
 
 
 
 
 
 
Fig. 1.Mean dimension calculation for N numbers of particles 
Pmdi  = ( xi1 + xi2 + ……………..+ xiD ) / D                                                                                                  (6) 
 
Where, D is the dimension of particles in the swarm and the velocity v ij is represented by, 
 
vij(t + 1) = wvij(t) + c1. rand1.(pbestij(t) – xij(t)) + c2. rand2.(gbestj(t) – xij(t))  
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                                                                              + c3. rand3.( Pmdi (t) – xij(t))                         (7) 
xij(t+1)= xij(t ) + vij(t + 1)                                                                                                            (8) 
 
Where, c3 is the average best learning factor rand3 is the random vector within the range [0, 1] and  
ĳ =  c1 + c2  +  c3    ,            ĳ  4                                                                                                      (9) 
After, involving pmdi to the velocity formula, pbesti , gbest and pmdi  provide information to the next 
generation together and increases the amount of information. Therefore, it is possible to find the optimal 
solution quickly. At the same time, the proposed weight coefficient of pmdi is small, which is equivalent 
to disturbance information, increases the diversity of particles. The gbest position is used to improve 
convergence rate but reduces the diversity of population that leads to local minima, at the same time the 
newly added parameter pmdi can move the particles to a better location and weakens the attraction of the 
gbest position to local minima.  
4. Experiment Results and Discussions     
4.1. Benchmark functions 
     To compare the performance of FCPSO algorithm with PSO & CPSO, those described in [1-8], five 
benchmark functions are used, as given in Table 1.These functions possess some properties similar to real 
world problems and provide a better launch pad for testing the credibility of an optimization algorithm.  
Table 1. Basic information of benchmark functions 
Function Problem Range Global Minimum Classification 
F1-Sphere ݊ ݅ = 1ݔ2 ݅ [-100;100] 0 Unimodal 
F2-Rastrigin ݊ ݅ = 1( ݔ2 ݅í 1 0 c o s ( 2 ߨ ݔ݅) + 1 0 ) [-5.12; 5.12] 0 Multimodal 
F3-Griewank  ( 1 / 4 0 0 0 )݊ ݅ = 1ݔ2 ݅í ݊ ݅ = 1c o s ( ݔ݅/ ¥݅ ) + 1 [-600;600] 0 Multimodal 
F4-Rosenbrock ݊ í 1 ݅ = 1( 1 0 0 ( ݔ݅ + 1í ݔ2 ݅)2+ ( ݔ݅í 1 )2) [-2;2] 0 Multimodal 
F5-Alpine |ݔሺሺݔሻ+ 0.1ݔ| [-10;10] 0 Multimodal 
4.2. Experimental setting 
To evaluate the performance of the proposed FCPSO, two variants of PSO are used for comparisons:  
PSO and CPSO. The population size was set to 30 and dimension set to 500 for all algorithms used in this 
experiment. The maximum velocity vmax and minimum velocity vmin for PSO, CPSO, FCPSO were set at 
1/10th value of the upper bound and lower bound, i.e, (xmax - xmin)/10 and –( xmax -xmin)/10 respectively. 
The inertia weight w linearly decreased from 0.9 to 0.4 for PSO and FCPSO. In the CPSO acceleration 
factors c1 and c2 linearly varies from 2.55 to 1.55 for calculating the constriction factor in each iteration. 
The acceleration factors c1 and c2 were both 2.0 for PSO as proposed by Kennedy and Eberhart [3]. For 
the FCPSO acceleration factor c1 was set to 2.0, where as c2 and c3 set to the value 1.0. The parameter 
values of c1 and c2 are taken from, Kennedy and Eberhart [3], Kennedy and Mendes [13], Eberhart and 
Shi [14], Shi and Eberhart [12], and c3 is taken by trial and error experimental studies. Also it is observed 
that contribution of c2 in PSO is shared by c2 and c3 in FCPSO.       
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4.3. Experimental studies 
      Table 2. presents the experimental results of PSO, CPSO, FCPSO for dimensions of 500 with 
population 30 including the best value, average value, worst value, standard deviation and time for 30 
independent runs. The maximum number of function evaluations was set to 500. The result of FCPSO 
was obviously better than PSO and CPSO in all test functions as given in Table 2, except in F2. This 
indicates from the figure that the function is trapped at local minima and may escape by adjusting the 
parameters of FCPSO. The time factor increases in functions where it takes more iteration to converge 
and in FCPSO it takes less time in comparisons to other methods.   
Table 2. Experiment result for dimension 500 using all function at population size 30 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.2. Resultant figure for dimension 500 using all function at population size 30 
Function Method Best Value Average Value Worst Value Standard Deviation Time 
 
F1- Sphere 
PSO 2 .06e+006 2.26e+006 2 . 4 6 e + 0 0 6 7 . 4 2 e + 0 0 4 3.180e+000 
CPSO 2 .15e+006 2.35e+006 2 . 5 5 e + 0 0 6 8 . 3 9 e + 0 0 4 2.970e+000 
FCPSO 2 .05e+000 1.11e+002 3 . 7 8 e + 0 0 2 1 . 0 2 e + 0 0 2 4.233e+000 
 
F2- Rastrigin 
PSO 8 .13e+003 8.70e+003 9 . 2 6 e + 0 0 3 2 . 9 5 e + 0 0 2 4.843e+000 
CPSO 1 .40e+004 1.41e+004 1 . 4 1 e + 0 0 4 4 . 8 8 e + 0 0 1 5.143e+000 
FCPSO 1 .26e+004 1.28e+004 1 . 3 1 e + 0 0 4 1 . 1 2 e + 0 0 2 5.731e+000 
 
F3- Griewank 
PSO 1 .35e+003 1.86e+003 2 . 3 3 e + 0 0 3 2 . 6 0 e + 0 0 2 9.866e+000 
CPSO 2 .12e+003 2.48e+003 2 . 8 3 e + 0 0 3 1 . 9 2 e + 0 0 2 6.298e+000 
FCPSO 5 . 1 7 e - 0 0 1 1.96e+000 3 . 7 8 e + 0 0 0 7 . 4 6 e - 0 0 1 7.758e+000 
 
F4- Rosenbrock 
PSO 9 .50e+004 1.02e+005 1 . 0 7 e + 0 0 5 3 . 3 4 e + 0 0 3 3.244e+000 
CPSO 9 .03e+004 9.67e+004 1 . 0 1 e + 0 0 5 2 . 5 7 e + 0 0 3 3.619e+000 
FCPSO 2 .44e+002 1.29e+003 3 . 0 1 e + 0 0 3 7 . 8 9 e + 0 0 2 4.806e+000 
 
F5- Alpine 
PSO 1 .73e+003 1.81e+003 1 . 9 4 e + 0 0 3 5 . 6 4 e + 0 0 1 3.867e+000 
CPSO 1 .34e+003 1.42e+003 1 . 5 5 e + 0 0 3 5 . 7 5 e + 0 0 1 3.796e+000 
FCPSO 1 . 0 2 e - 0 0 7 3.67e-001 6 . 9 7 e + 0 0 0 1 . 3 2 e + 0 0 0 4.925e+000 
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5. Conclusion & Future work 
In this paper, the modified PSO algorithm termed as FCPSO is presented for locating the global 
optimum solution. It uses the exploration ability of PSO and Particle Mean Dimension value of particles 
as a parameter to escape from local minima. The experimental results are also shown the proposed 
algorithms are showing optimum performance in comparison to the standard PSO variants in unimodal, 
multimodal and noisy functions. The results clearly demonstrate that the incorporation of new features in 
FCPSO conducive to better convergence. The FCPSO algorithm with more benchmark functions and 
high dimensional problems are the future scope to our research. 
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