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Abstract 
The analysis performed as well as extensive numerical simulations have revealed the 
possibility of the generation of homoclinic orbits as a result of homoclinic bifurcation in a porous 
pellet. A method has been proposed for the development of a special type of diagrams - the so-
called bifurcation diagrams. These diagrams comprise the locus of homoclinic orbits together with 
the lines of limit points bounding the region of multiple steady states as well as the locus of the 
points of Hopf bifurcation. Thus, they define a set of parameters for which homoclinic bifurcation 
can take place. They also make it possible to determine conditions under which homoclinic orbits 
are generated. 
 Two kinds of homoclinic orbits have been observed, namely semistable and unstable orbits. 
It is found that the character of the homoclinic orbit depends on the stability features of the limit 
cycle which is linked with the saddle point. 
 Very interesting dynamic phenomena are associated with the two kinds of homoclinic orbits; 
these phenomena have been illustrated in the solution diagrams and phase diagrams. 
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1. INTRODUCTION 
 
The coupling of physical and chemical processes such as diffusional and convective mass 
and heat transport and chemical reactions may lead, in a given system, to a number of interesting 
dynamic phenomena which can be rather difficult to predict without a thorough mathematical 
analysis. These phenomena include the multiplicity of steady states and the accompanying 
hysteresis, as well as the oscillatory destabilization of the system, which can also lead to the 
appearance of hysteresis. 
All these phenomena are of primary importance in the design, start-up and control of 
chemical reactors. If these phenomena are insufficiently described either qualitatively (no 
information about the possible existence of multiple steady states) or quantitatively (unknown 
amplitude and frequency of self-excited oscillations of the system), the reactor may not operate at 
its optimum or can even be severely damaged (Vleeshouver et al., 1992, Morud et al., 1998, 
Mancusi et al., 2000). 
In heterogeneous catalytic reactors the chemical transformation of matter takes place in a 
catalyst pellet. Consequently, all the processes and phenomena associated with this transformation 
are generated within the pellet. The fluid flowing through the reactor supplies reactants for the 
reactions occurring in the pellet and takes away the products formed therein. Obviously, the fluid 
affects the processes within the pellet, but only in an indirect way, through the appropriate boundary 
conditions  at  the fluid-pellet interface. Thus, the process occurring in a heterogeneous catalytic 
reactor is determined by the phenomena within the catalyst pellet. A precise quantitative description 
of these phenomena is therefore of utmost importance. 
The problem of defining the exact criteria determining the conditions of the occurrence of 
steady-state multiplicity in porous catalyst pellets has received a great deal of attention and may 
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now be regarded as solved (Hu, Balakotaiah and Luss, 1985a, 1985b, 1986, Burghardt and 
Berezowski, 1989, 1990a, 1990b). 
Consequently, the question arises about the stability of the stationary states thus determined, 
especially in the multiplicity region. Analysis of the stability of steady states of a catalyst pellet was 
performed by means of the various approximation methods such as the linearization technique 
(Hlavacek et al., 1969a, 1969b) or the averaging technique (Luss and Lee, 1971, Lee et al., 1972 
and Ray and Hastings, 1980). 
Burghardt and Berezowski (1991) analysed the stability of stationary solutions of the system 
considered with respect to static bifurcations, i.e., the analysis concerned the case of small Lewis 
numbers (Le → 0). As a result of partial integration and further transformation, the system of two 
partial differential equations has been reduced to one ordinary differential equation. The stability 
analysis of this equation led to the characteristics of the static bifurcation by means of developing 
analytical equations for the local and global stability. 
A number of authors (Sony, Schmidt and Aris, 1991, Van den Bosch and Padmanabhan, 
1974, Subramanian and Balakotaiah, 1996) have placed emphasis on deriving a method whereby 
the parameter region could be determined in which the bifurcation to periodic solutions is possible. 
The most important result of the studies by Burghardt and Berezowski (1993) is a set of analytical 
relations between the parameters of the system which define the limits of oscillatory instability 
(Hopf bifurcation) and saddle type instability as well as approximate formulae to determine the 
critical values of the Lewis number (i.e. the value above which an oscillatory destabilization of the 
system becomes possible). 
The possibility of determining the limits of oscillatory instability without resorting to 
tedious and time-consuming computations is especially useful in modelling processes that occur in 
heterogeneous chemical reactors. 
Of special interest are the conclusions of the study by Burghardt and Berezowski (1997), 
where extensive numerical results have revealed three scenarios for the generation of self-excited 
oscillations of the temperature and composition inside the pellet. Besides the well-known 
supercritical and subcritical Hopf bifurcations to oscillatory solutions the authors also observed 
homoclinic bifurcation in the region of multiple steady states. To the best of our knowledge the 
possibility of the homoclinic bifurcation occurring in the dynamic processes taking place in a 
porous catalyst pellet has not so far been reported in the existing literature. 
The generation of a homoclinic orbit proceeds according to the following scenario. 
Changing the bifurcation parameter, part of an existing limit cycle moves closer and closer to a 
saddle point. At the homoclinic bifurcation the limit cycle touches the saddle point and becomes a 
homoclinic orbit. According to Strogatz (1994) and Wiggins (1988) this phenomenon represents 
another type of the infinite-period or global bifurcation. The key feature of this bifurcation is the 
fact that the stable and unstable manifolds of the saddle point join the existing limit cycle, and thus 
the homoclinic orbit connects the saddle point to itself, developing a limit cycle of an infinite period 
(Guckenheimer and Holmes, 1983, Thompson and Stewart, 1993, Wiggins, 1998). 
The aim of the analysis carried out in the present study is to determine conditions under 
which homoclinic bifurcation can develop, using the model of the processes occurring in the 
catalyst pellet. The next step is to investigate the dynamics of the formation of the homoclinic orbit. 
It has to be borne in mind that these goals cannot be achieved based solely on the analysis of 
the dynamics of the generation of the homoclinic orbit following the change in a selected 
bifurcation parameter of the model. Rather, this analysis should be carried out in relation with other 
bifurcation phenomena, such as bifurcation to multiple steady state solutions and Hopf bifurcation. 
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2. MODEL OF THE PROCESS AND A METHOD FOR DEVELOPING BIFURCATION 
DIAGRAMS AND PHASE DIAGRAMS 
 
The basic equations describing the non-stationary process of mass and heat transport with a 
simultaneous chemical reaction in a porous catalyst pellet are as follows: 
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 The transport across the boundary is determined by the following relationships between the 
fluxes: 
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 If we restrict ourselves to symmetrical profiles, the remaining boundary conditions take the 
form: 
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 The transient eqs. (1) and (2) as well as boundary conditions (3)-(5) can be expressed in the 
following dimensionless form: 
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 The dimensionless variables together with the dimensionless numbers are defined in 
“Notation”. 
 In our previous analyses concerning the stability of steady-state solutions (Burghardt and 
Berezowski, 1993, 1997) we employed a model of a porous catalyst pellet which takes into account 
the concentration gradients inside the pellet and assumes that the pellet temperature is uniform but 
different from that of the surrounding fluid. Thus, the resistance to heat transfer is concentrated in a 
boundary layer around the pellet, while the resistance to mass transfer occurs only inside the pellet. 
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 The assumption concerning the mass-transfer resistance ∞→MBi  transforms boundary 
condition (9) to the following form: 
at     1x =      1y ≈                    (11) 
Before introducing the second assumption (concerning the heat transfer), we average Eq. (7) 
over the volume of the pellet:  
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 Introducing the following definitions: 
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and expressing the value of VdV  for the three pellet shapes (slab, cylinder, sphere) as 
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we can rewrite Eq. (12) in the following form: 
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Using boundary conditions (8) and (10) we finally obtain an equation defining the mean 
temperature of the catalyst pellet: 
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 Introducing the second assumption, according to which the intraparticle temperature 
gradient is negligible in comparison with the temperature difference in the fluid film surrounding 
the pellet, we can write 
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 Finally, the system of equations describing the process according to the model assumed 
takes the form: 
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Introducing, as previously, the modified Thiele modulus valid for power law kinetics 
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and transforming the energy balance equation (20), the following set of equations can be obtained: 
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subject to boundary conditions (21) and (22) and initial conditions (23) and (24). The modified 
parameters Le and *β  are defined as follows: 
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Assuming the following relation describing the reaction rate 
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we replace z with a new state variable 
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which is more convenient in further analysis. 
 For the appropriate representation of the formation of homoclinic orbits and the region of 
their existence it is of crucial importance to illustrate, in a single bifurcation diagram (Kubiĉek and 
Marek, 1983), the coexistence of three basic bifurcation phenomena occurring in the catalyst pellet. 
In the present study these coexisting phenomena are defined as bifurcation to multiple steady state 
solutions for the pellet (LP), Hopf bifurcation (HB) and homoclinic bifurcation (Hcl). Also, solution 
diagrams (Kubiĉek and Marek, 1983)  are derived which show the branches of both steady and 
unsteady states of the pellet, the points of the Hopf bifurcation and the branches of periodic 
solutions along with their complete amplitudes. These diagrams illustrate, for a strictly defined set 
of the model parameters, the process of generating the homoclinic bifurcation. The detailed location 
of the homoclinic orbit relative to the points determining steady states of the pellet and the possible 
limit cycles is shown in the phase diagram in the system of coordinates which define state variables 
of the system analysed as functions of time. 
 The approach used to derive these three types of diagrams is as follows. 
 Using the method of orthogonal collocation the model equations for the pellet are 
discretized, thus leading to n ordinary differential equations with temporal derivatives. This system 
is then analysed numerically. 
 Based on the one-parameter continuation procedure solution diagrams of the steady states 
are derived along with the points of the Hopf bifurcation (HB) situated on their branches. These 
diagrams form the basis for the construction of bifurcation diagrams. The bifurcation diagrams 
illustrate the regions of multiple steady states bounded by the lines of static bifurcations (LP), as 
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well as the regions of oscillations bounded by the lines of the Hopf bifurcation (HB). The two sets 
of bounding lines are obtained employing the two-parameter continuation procedure. 
 The calculations were performed using the Auto 97 package (Doedel et al., 1997). 
 In order to obtain a full picture of the branches of periodic solutions (i.e. maximums and 
minimums of the amplitudes) necessary in further analysis, the package had to be modified 
(originally, it generated only maximums of these solutions). 
 The most complex task was to determine numerically the lines of homoclinic bifurcations 
(Hcl) in the bifurcation diagram. Therefore, the following procedure was adopted. The solution 
diagram was determined in which the branch of periodic solutions was linked with the saddle point 
on an unstable branch of steady states thus forming the homoclinic orbit. Parameters of a single 
point of the homoclinic bifurcation were thus obtained. Then, starting at this point of the homoclinic 
bifurcation the line of the homoclinic bifurcation was determined (Hcl) in the bifurcation diagram 
by using the two-parameter continuation procedure. Of great help were  suggestions  made by  one  
of  the  authors of  Auto 97, Prof. Eusebius Doedel. 
 In order to develop the homoclinic orbit in the phase diagram it was necessary to analyse the 
full dynamics of its generation by means of numerical integration of the system of nonlinear 
equations (26) and (27) subject to boundary conditions (21) and (22) and different initial conditions 
(23) and (24). 
 The integration led to the temperature transients for the catalyst pellet and to the transient 
concentration profiles inside the pellet. The classification of the dynamic behaviour of a given 
system may be best done using two-dimensional phase diagrams. Therefore the concentration 
profile has been replaced with the spatial integral average of this profile: 
( ) ( ) ( )dx1ax,xy a1 0 +τ=τη ∫                   (33) 
If, then, the variables θη  i  are used in the phase diagram, it is possible to carry out a rigorous 
analysis of the dynamic behaviour of the system and to determine the homoclinic orbit which 
connects the saddle point to itself, as well as the location of other stationary points and possible 
limit cycles. The exceptionally strong sensitivity of the location of the homoclinic orbit in the phase 
diagram to the initial conditions used in numerical simulations led to serious problems. 
 
3. RESULTS AND DISCUSSION 
 
The bifurcation diagrams discussed earlier were derived using two model parameters as 
coordinates, namely the parameter γ  and the Thiele modulus 0θ , at constant values of the 
parameters *β  and Le. In the solution diagrams the dimensionless pellet temperature θ  is selected 
as a state variable, while the Thiele modulus 0θ  is a bifurcation parameter. 
 The phase diagrams, which illustrate the dynamic behaviour of the process analysed, are 
drawn in the system of coordinates θη  ,  representing state variables of the system. 
 The analysis was performed  for  two  different  values  of  the  Lewis  number: Le = 10 and 
Le = 50, at a constant value of 25.0* =β . 
In Table 1 the values of the Lewis numbers are listed for the various operating conditions typical of 
actual processes in fixed-bed reactors. This table fully confirms the practical significance of the 
choice of the two Lewis numbers employed in our analysis. 
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Table 1. Lewis numbers for the various operating conditions 
                                                  L = 1 (cm)                                                                     L = 0.5 (cm) 
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       274 
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  0.60 
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  9.44 
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610−  
    6.00 
  23.4 
  94.4 
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710−  
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  944 
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810−  
201 
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19,288 
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       100.8 
       362.5 
     1286 
     3072 
  0.43 
  1.55 
  5.92 
13.1 
610−  
    4.3 
  15.5 
  59.2 
131 
  
710−  
    43 
  155 
  592 
1310 
    
810−  
   ( )smD 2e    ( )smD 2e  
 
It is seen from Fig. 1, which is the bifurcation diagram for Le = 10, that below 65.7=γ  only 
single stable steady states exist for any value of 0θ . Over the range 939.7650.7 −=γ  the loci of the 
Hopf bifurcation determine such intervals of the Thiele modulus over which periodic solutions 
exist. These loci form the limits of the branches of periodic solutions in the solution diagrams, i.e. 
the points of the Hopf bifurcation (HB). 
 
Fig.1. Bifurcation  diagram:  10Le ,25,0 1,n ,0a * ==β== .  —   LP   –   locus   of   limit   points, – – – HB – 
locus of Hopf bifurcation points, ·  ·  ·  Hcl – locus of homoclinic bifurcation points. 
 
 An interesting feature from the standpoint of the dynamics of the system studied is the 
moment at which the locus of the Hopf bifurcations begins to touch the lines limiting the region of 
multiple solutions (the so-called limit points), and then enters this region. It can be seen from Fig. 2 
(which is an enlargement of a part of Fig. 1) that the line of the points of the Hopf bifurcations, once 
inside the region of multiple solutions, becomes automatically the locus of the homoclinic 
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bifurcation. This is a direct proof that for the values of γ  and 0θ  which lie on this line the limit 
cycle has indeed joined the saddle point as a result of the so-called infinite-period bifurcation and 
the formation of a homoclinic orbit. 
 
Fig.2. Bifurcation diagram: enlargement of a part of Fig. 1. 
 
 For the values of 957.794.7 −=γ  the branch of periodic solutions extends from the lower 
line of the points of the Hopf bifurcations up to the line of homoclinic bifurcations inside the region 
of multiple solutions. 
 To carry out a detailed analysis of the generation of homoclinic bifurcation and the 
formation of homoclinic orbit, solution diagrams were prepared (Figs 3 and 4). In Fig. 3 ( )939.7=γ  
two points of the Hopf bifurcation still exist which constitute the boundary of the branches of 
periodic solutions; the region of multiple solutions is only being formed, as demonstrated by two 
barely visible limit points (LP). However, already for 940.7=γ  the limit cycle clearly meets the 
saddle point of the unstable branch of steady states and the homoclinic orbit is formed. 
 9 
 
Fig.3. Solution   diagram:   10Le 7,939, ,25,0 1,n ,0a * ==γ=β== .   —   stable   steady   states, – – – 
unstable steady states, • • • stable limit cycles, – • – unstable limit cycles. 
 
 Consequently, over the range 957.794.7 −=γ  solution diagrams exist of the form  presented  in 
Fig. 4. 
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Fig.4. Solution   diagram:   10Le 7,95, ,25,0 1,n ,0a * ==γ=β== .   —   stable    steady    states, – – – 
unstable steady states, • • • stable limit cycles, – • – unstable limit cycles. 
 
 Particular characteristics of the homoclinic orbit have now to be discussed. This orbit is 
formed as a result of the stable limit cycle joining both stable and unstable manifolds of the saddle, 
and surrounds an unstable stationary point. Therefore, the homoclinic orbit has to be internally 
stable; otherwise, the area inside the orbit would not possess any attractor, which is impossible on 
both mathematical and physical grounds. The nature of the external side of the homoclinic orbit was 
analysed using the phase diagram (Fig. 5).  
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Fig.5. Phase diagram: 548621,0 10,Le 7,95, ,25,0 1,n ,0a 0* =θ==γ=β== . • stable steady state, ◦ 
unstable steady state, – – → trajectories. 
 
It is obvious from this diagram that this orbit is externally unstable. Consequently, the homoclinic 
orbit formed is semistable, i.e., it is stable on the inside and unstable on the outside (Fig. 5). It can 
be seen from the phase diagram that the trajectories originating inside the homoclinic orbit, when 
moving closer to the orbit finally meet the orbit and thus tend towards the saddle point (obviously, 
for an infinitely long period of time). This is quite a surprising conclusion, as a region has thus been 
created with a special property: trajectories originating from this region can reach an unstable 
saddle point (or, strictly speaking, can approach this point at an infinitely short distance). This 
phenomenon would be absolutely impossible without the existence of the above–mentioned 
homoclinic orbit, as otherwise the reaching of the saddle would be feasible only along the stable 
manifolds (which form the lines). 
 The dynamic system formed has therefore two attractors, one attractor proper (i.e. the stable 
stationary point on the upper branch of the solution diagram) and the other attractor which is 
reached indirectly via the homoclinic orbit (i.e. the saddle point). The latter attractor can be 
regarded as such only for trajectories originating from the inside of the region bounded by the 
homoclinic orbit. 
 For the Thiele moduli 5489.0548621.00 −=θ  (Fig. 4) a region exists characterized by two 
unstable steady states (a saddle and the lower steady state) and one stable steady state (the upper 
steady state). This is an interesting example of the existence of a region of multiple steady states 
with only one stable steady state. 
 It follows from the bifurcation diagram (Fig. 2) that with a further increase in γ  above 
957.7=γ  the loci of the Hopf bifurcation enter the region of multiple solutions, crossing the line of 
the limit points. Starting from the point at which the line of the Hopf bifurcations crosses that of the 
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homoclinic bifurcations inside the region of multiple solutions, a basic change in the shape of the 
solution diagram can be seen (Fig. 6).  
 
Fig.6. Solution   diagram:   10Le ,0,8 ,25,0 1,n ,0a * ==γ=β== .    —    stable    steady    states, – – – 
unstable steady states, – • – unstable limit cycle. 
 
Due to the small distance between the point of the Hopf bifurcation and the line of saddle points, 
the branch of periodic solutions is unable to develop fully and is lacking a part of the branch with 
stable limit cycles. Therefore, upon meeting the saddle point it forms an unstable homoclinic orbit 
illustrated in the phase diagram (Fig. 7).  
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Fig.7. Phase diagram: 54332,0 10,Le ,0,8 ,25,0 1,n ,0a 0* =θ==γ=β== . •  stable  steady  state, ◦ 
unstable steady state, – – → trajectories. 
 
Consequently, the dynamic system shown in this diagram has two stable steady states (on both the 
upper and the lower branch of the steady states), along with a saddle point. The unstable homoclinic 
orbit plays here the role of a closed separatrix which divides the whole region into two subregions 
with different attractors (inside and outside the homoclinic orbit). 
 A further increase in the Thiele modulus leads to the break-up of the homoclinic orbit and 
the formation of an unstable limit cycle surrounding a stable steady state (Fig. 6). This cycle 
gradually diminishes and finally meets the Hopf bifurcation point ( )5437.00 =θ , thus destabilizing 
this steady state. For 5437.00 >θ  two unstable steady states exist in the region of multiple solutions 
(a saddle and the lower steady state) along with a single stable state (the upper steady state), 
similarly as in Fig. 4. 
 With an increase in γ  the Hopf bifurcation point, together with the homoclinic bifurcation 
point, moves towards the limit point (Fig. 1). When the meeting with the limit point (LP) occurs 
(this takes place at 55.8=γ ), the Hopf  bifurcation  point  disappears  due  to  the  so-called 
“double-zero singularity”. 
 For Le = 50 the system (whose dynamics is illustrated in Figs 8-15) becomes by far more 
complex than that analysed previously, and reveals some additional interesting bifurcation 
phenomena. 
 It follows from the analysis of the bifurcation diagrams (Figs 8 and 9) that for γ  less than 
7.95 a region of single steady states exists in which two lines of the Hopf bifurcation points occur. 
These lines define the ranges of the Thiele moduli associated with the feasible periodic solutions, 
similarly as in the previous case. 
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Fig.8. Bifurcation  diagram:  05Le ,25,0 1,n ,0a * ==β== .  —  LP  –  locus   of   limit   points, – – – HB – 
locus of Hopf bifurcation points, ·  ·  ·  Hcl – locus of homoclinic bifurcation points. 
 
 
Fig.9. Bifurcation diagram: enlargement of a part of Fig. 8. 
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 For γ  equal to about 7.94 a region of multiple steady states is formed entirely surrounded by 
a stable limit cycle. Such a system is illustrated in the solution diagram (Fig. 10) valid for 
99.794.7 −=γ . 
 
Fig.10. Solution   diagram:   05Le ,95,7 ,25,0 1,n ,0a * ==γ=β== .   —   stable   steady    states, – – – 
unstable steady states, • • • stable limit cycles, – • – unstable limit cycles. 
 
With an increase in γ  the Hopf bifurcation point, located on the upper branch of steady states, 
moves towards the upper limit point, while the Hopf bifurcation point located on the lower branch 
of steady states moves towards the lower limit point. An important moment is that when the limit 
cycle meets the lower limit point (due to the above-mentioned shift of the upper point of the Hopf 
bifurcation), and then when the Hopf bifurcation point enters the region of multiple solutions 
(which occurs at 99.7≅γ ). 
 At this point, as can be seen from the bifurcation diagram (Fig. 9), a homoclinic bifurcation 
line is initiated which, with increasing γ , is contained within the region of multiple steady states. 
 The solution diagram typical of the range of 16.899.7 −=γ  is shown  in Fig. 11.  
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Fig.11. Solution   diagram:   05Le ,05,8 ,25,0 1,n ,0a * ==γ=β== .   —   stable    steady    states, – – – 
unstable steady states, • • • stable limit cycles, – • – unstable limit cycles. 
 
A more detailed illustration of the phenomenon of homoclinic bifurcation over the above range of 
the parameter γ  is given in the phase diagram for 53632.00 =θ  (Fig. 12). 
 
Fig.12. Phase diagram: 53632,0 0,5Le ,05,8 ,25,0 1,n ,0a 0* =θ==γ=β== . • stable steady state, ◦ 
unstable steady state, – – → trajectories. 
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The analysis of this diagram reveals the existence of a large stable limit cycle, inside which an 
unstable homoclinic orbit is located that surrounds a stable stationary point. Outside the homoclinic 
orbit (obviously, over the region of the large stable limit cycle) an unstable stationary point is 
situated. The system discussed has therefore two attractors: a stable limit cycle and a stable 
stationary point inside the homoclinic orbit. The homoclinic orbit thus divides the region inside the 
stable limit cycle into two subregions. Over a certain distance the stable limit cycle and the unstable 
homoclinic orbit run so close to one another that, based on the phase diagram (Fig. 12), one might 
have the impression that they have merged altogether which, obviously, does not take place. 
Similarly, the visible trajectory clearly tends towards the stable stationary point; this is fully 
corroborated by numerical calculations. 
 Around the value of 16.8≅γ  (cf. Fig. 9) the Hopf bifurcation point moving along the lower 
branch of steady states enters the region of multiple solutions, thus leading to the formation of a 
second line of the points of homoclinic bifurcation inside this region. Consequently, in the solution 
diagram (Fig. 13) two homoclinic orbits form for the given values of the Thiele modulus.  
 
Fig.13. Solution   diagram:   05Le ,175,8 ,25,0 1,n ,0a * ==γ=β== .   —   stable   steady   states, – – – 
unstable steady states, – • – unstable limit cycles. 
 
A  further  increase  in  γ  (Fig. 9) leads to the merger of the Hopf bifurcation point located on the 
upper branch of steady states with the upper limit point ( )37.8≅γ , to the disappearance of this 
point of the Hopf bifurcation and, finally, to the disappearance of periodic solutions. 
 On the other hand, the Hopf bifurcation point moving along the lower branch of steady 
states towards the lower limit point generates branches of periodic solutions of the form illustrated 
in Fig. 14.  
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Fig.14. Solution   diagram:   05Le ,32,8 ,25,0 1,n ,0a * ==γ=β== .   —    stable    steady    states, – – – 
unstable steady states, – • – unstable limit cycles. 
 
The phase diagram (Fig. 15) corresponding to this solution diagram shows the system dynamics for 
50972.00 =θ , i.e., for such a value of the Thiele modulus for which homoclinic bifurcation takes 
place.  
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Fig.15. Phase diagram: 50972,0 0,5Le ,32,8 ,25,0 1,n ,0a 0* =θ==γ=β== . • stable steady state, ◦ 
unstable steady state, – – → trajectories. 
 
In this diagram, apart from two stable steady states an unstable homoclinic orbit can be seen. The 
trajectory shown in this diagram passes outside the unstable homoclinic orbit and approaches this 
orbit so closely that it seems to glide along the orbit; then, after covering a certain distance, it leaves 
the orbit and tends towards the stable stationary point. 
 It follows from the analysis of the solution diagrams (Figs 11, 13 and 14) and the 
corresponding phase diagrams (Figs 12 and 15) that the homoclinic orbits for the system studied are 
unstable. This is due to the fact that the branches of periodic solutions, which correspond to the 
subcritical Hopf bifurcation include only a part of the branch containing unstable limit cycles as, 
before the part of the branch with the stable limit cycles becomes fully developed, it meets the 
saddle point to form a homoclinic orbit. 
 For 28≅γ  the Hopf bifurcation point located on the lower branch of steady states joins the 
limit point and vanishes altogether. 
 
4. CONCLUSIONS 
 
 The analysis performed and the simulations carried out in the present study reveal the 
possibility of the occurrence of the homoclinic bifurcation which forms a homoclinic orbit during 
the phenomena taking place in a catalyst pellet. 
 A method is developed which makes it possible to determine, in the bifurcation diagram, the 
loci of the homoclinic bifurcation (Hcl), together with the lines of the limit points (LP) and the loci 
of the Hopf bifurcation. It is clearly seen that the formation of the homoclinic bifurcation depends 
upon the coexistence of periodic solutions and the region of multiple steady states and, in particular, 
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upon the existence of the unstable branch of steady states with all the characteristics of saddle 
points in the neighbourhood of the branch of periodic solutions. It is only under these conditions 
that the limit cycle can join the saddle point to form the homoclinic orbit. Furthermore, the 
bifurcation diagrams define such a set of parameters for which homoclinic bifurcations can appear. 
 It is found that two types of homoclinic orbits can form, namely, an unstable orbit and a 
semistable orbit. The unstable homoclinic orbit appears as a result of the merger between an 
unstable limit cycle and a saddle point and surrounds the stable stationary point. This orbit plays 
therefore the role of a closed separatrix, dividing the region of state variables in the phase diagram 
into two subregions with two attractors. Two stable stationary points or a stable stationary point 
inside the orbit and a stable limit cycle outside the homoclinic orbit can be these attractors. 
 On the other hand, the merger of a stable limit cycle and a saddle point leads to the 
formation of a semistable homoclinic orbit which is stable on the inside and unstable on the outside. 
The internal stability of the orbit is due to the fact that the orbit surrounds an unstable stationary 
point. The absence of stability of the internal side of the homoclinic orbit would mean that the 
region inside the orbit does not have any attractor, which is impossible form the standpoint of the 
principles of dynamics. 
 A further highly interesting dynamic phenomenon is associated with the existence of a 
semistable homoclinic orbit. The internal stability of this orbit leads to the fact that the trajectories 
originating from the region surrounded by the semistable homoclinic orbit tend to this orbit and, 
consequently, to the unstable saddle point (obviously, after an infinitely long time). A region of 
state variables is thus created with a special property: the trajectories issuing from this region can 
reach the unstable stationary point – a phenomenon absolutely impossible without the existence of 
the homoclinic orbit. 
 It has also to be stressed that all the points of the Hopf bifurcation determined in the present 
study are the points of subcritical bifurcation. This leads to the possibility of the occurrence, under 
strictly defined conditions, of unstable homoclinic orbits. 
 
NOTATION 
 
a – geometric factor defining  the  shape  of  the  pellet  (a = 0,  slab;  a = 1,  cylinder; a = 2,  sphere) 
e
H
LBi
λ
α
=    – Biot number for heat transfer 
e
M D
kLBi =    – Biot number for mass transport 
AC     – concentration of species A, 
3mkmol −⋅  
eD     – effective diffusivity, 
12 sm −⋅  
E    – activation energy, 1kmolkJ −⋅  
HB    – Hopf bifurcation point 
Hcl    – homoclinic bifurcation point 
H∆     – heat of reaction, 1kmolkJ −⋅  
k    – mass transfer coefficient, 1sm −⋅  
L    – characteristic dimension of the pellet, m 
( )
( ) ek Dc
1aLLe
ρ
+α
=   – modified Lewis number 
( ) ek
e
Dc
'Le
ρ
λ
=   – Lewis number 
LP    – limit point 
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n    – reaction order 
( )T,Cr A    – reaction rate, 13 smkmol −− ⋅⋅  
( ) ( )( )00AA
AA
T,Cr
T,Cr
z,yR =   – dimensionless rate of reaction 
T    – temperature, K 
t    – time, s 
V    – volume of the pellet, 3m  
0
x
ρ
ρ
=    – dimensionless coordinate in the pellet 
0A
A
C
Cy =    – dimensionless concentration 
0T
T
z =    – dimensionless temperature 
GREEK LETTERS 
 
α     – heat transfer coefficient, 12 KmW −− ⋅⋅  
( )
e0
0Ae
T
CDH
λ
∆−
=β   – dimensionless Prater number 
( )
( )1nBi
1a2
H
*
+
+β
=β   – dimensionless parameter 
0gTR
E
=γ    – dimensionless activation energy 
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0
0 2
1n
1a





 +
+
φ
=θ   – modified Thiele modulus 












−γθ=θ
z
11exp20
2
 – transformed dimensionless temperature 
eλ     – effective conductivity, 11 KmW −− ⋅⋅  
ν     – stoichiometric coefficient ( )1A −=ν  
( )kcρ     – heat capacity of catalyst, 13 KmkJ −− ⋅⋅  
2
e
L
tD
=τ    – dimensionless time 
( )
0Ae
00A
2
2
0 CD
T,CrL
=φ   – Thiele modulus 
 
SUBSCRIPTS 
 
0    – refers to conditions in bulk phase 
z    – refers to surface conditions 
 
 
 
 
 
 22 
REFERENCES 
 
[2] Burghardt A. and Berezowski M., (1989). Analysis of the structure of steady-state solutions 
for a porous catalyst pellet – I. Determination of parameter regions with different bifurcation 
diagrams. Chemical Engineering and Processing, 26, 45-57. 
[3] Burghardt A. and Berezowski M., (1990a). Analysis of the structure of steady-state solutions 
for a porous catalyst pellet – II. Determination of catastrophic sets. Chemical Engineering and 
Processing, 27, 131-143. 
[4] Burghardt A. and Berezowski M., (1990b). Analysis of the structure of steady-state solutions 
for a porous catalyst pellet – first order reversible reaction. Chemical Engineering Science, 
45, 705-719. 
[5] Burghardt A. and Berezowski M., (1991). Stability analysis of steady-state solutions for 
porous catalytic pellets. Chemical Engineering Science, 46, 2669-2677. 
[6] Burghardt A. and Berezowski M., (1993). Stability analysis of steady-state solutions for 
porous catalytic  pellet:  influence  of  the  Lewis  number.  Chemical  Engineering  Science,  
48, 1517-1534. 
[7] Burghardt A. and Berezowski M., (1997). Generation of oscillatory solutions in a porous 
catalyst pellet. Chemical Engineering Science, 52, 1767-1776. 
[8] Doedel E.J., Champneys A.R., Fairgrieve T.F., Kuznetsov Y.A., Sanstede B. and Wang X. 
Auto 97: Continuation and Bifurcation Software for Ordinary Differential Equations. 
Technical Report, Computational Mathematics Laboratory, Concordia University, also 
http://indy.cs.concordia.ca/auto. 
[9] Guckenheimer J. and Holmes P., (1983). Nonlinear Oscillations, Dynamical Systems and 
Bifurcations of Vector Fields. Springer Verlag, New York, Berlin.  
[10] Hlavacek V., Kubiĉek M. and Marek M., (1969a). Analysis of nonstationary heat and mass 
transfer in a porous catalyst. Part I. Journal of  Catalysis, 15, 17-24. 
[11] Hlavacek V., Kubiĉek M. and Marek M., (1969b). Analysis of nonstationary heat and mass 
transfer in a porous catalyst. Part II. Journal of Catalysis, 15, 31-40. 
[12] Hu R., Balakotaiah V. and Luss D., (1985a). Multiplicity features of porous  catalytic  pellets 
- I. Single zeroth order reaction case. Chemical Engineering Science, 40, 589-598. 
[13] Hu R., Balakotaiah V. and Luss D., (1985b). Multiplicity features of porous catalytic  pellets 
– II. Influence of reaction order and pellet geometry. Chemical Engineering  Science,  40, 
599-610. 
[14]  Hu R., Balakotaiah V. and Luss D., (1986). Multiplicity features of porous  catalytic  pellets 
– III. Uniqueness criteria for the lumped thermal model. Chemical  Engineering  Science,  41, 
1525-1537. 
[15] Kubiĉek M. and Marek M., (1983). Computational Methods in Bifurcation Theory and 
Dissipative Structures. Springer Verlag, New York, Berlin.   
[16] Lee J.C.M., Padmanabhan L. and Lapidus L., (1972). Stability of an exothermic reaction 
inside a catalyst pellet with external transport limitations. Industrial and Engineering 
Chemistry Fundamentals, 11, 117-125. 
[17] Luss D. and Lee J.C.M., (1971). Stability of an isothermal catalytic reaction with complex 
reaction expression. Chemical Engineering Science, 26, 1433-1443. 
[18] Mancusi E., Merola G. and Crescitelli S., (2000). Multiplicity and hysteresis in an industrial 
ammonia reactor. American Institute of Chemical Engineering Journal, 46, 824-828. 
[19] Morud J.C. and Skogestad S., (1998). Analysis of instability in an industrial ammonia reactor. 
American Institute of Chemical Engineering Journal, 44, 888-894. 
[20] Ray W.H. and Hastings S.P., (1980). The influence of the Lewis number on the dynamics of 
chemically reacting systems. Chemical Engineering Science, 35, 589-595. 
 23 
[21] Song  X.,  Schmidt  L.D. and  Aris  R.,  (1991).  Steady  states  and  oscillations  in 
homogeneous-heterogeneous  reaction  systems.  Chemical   Engineering   Science,   46, 
1203-1215. 
[22] Strogatz S.H., (1994). Nonlinear Dynamics and Chaos. Addison-Wesley Publishing 
Company, New York. 
[23] Subramanian S. and Balakotaiah V., (1996). Classification of steady state and dynamic 
behaviour of distributed reactor models. Chemical Engineering Science, 51, 401-421. 
[24] Thompson J.M.T. and Stewart H.B., (1993). Nonlinear Dynamics and Chaos – Geometrical 
Methods for Engineers and Scientist. John Wiley and Sons, New York.  
[25] Van den Bosch B. and Padmanabhan L., (1974). Use of orthogonal collocation methods for 
modelling of catalyst particle – II. Analysis of stability. Chemical Engineering Science, 29, 
805-810. 
[26] Vleeschouver P.H.M., Garton R.T. and Fortuin J.M.H., (1992). Analysis of limit cycles  in  an  
industrial oxo reactor. Chemical Engineering Science, 47, 2547-2552. 
[27] Wiggins S., (1988). Global Bifurcation and Chaos – Analytical Methods. Applied 
Mathematical Sciences, 73. Springer Verlag, New York, Berlin. 
 
