Examples of summing, integral and nuclear operators on the space C([0,1],X) with values in c0  by Popa, Dumitru
J. Math. Anal. Appl. 331 (2007) 850–865
www.elsevier.com/locate/jmaa
Examples of summing, integral and nuclear operators
on the space C([0,1],X) with values in c0
Dumitru Popa
Department of Mathematics, University of Constanta, Bd. Mamaia 124, 8700 Constanta, Romania
Received 16 January 2006
Available online 16 October 2006
Submitted by J. Diestel
Abstract
We give necessary and sufficient conditions that some operators on the space C([0,1],X) with values
in c0 be as in the title. Related questions are investigated.
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1. Introduction
Let Ω be a compact Hausdorff space, let X be a Banach space, and let C(Ω,X) stand for
the Banach space of continuous X-valued functions on Ω under the uniform norm and C(Ω)
when X is the scalar field. It is well known that if Y is a Banach space, then any bounded linear
operator U :C(Ω,X) → Y has a finitely additive vector measure G :Σ → L(X,Y ∗∗), where
Σ is the σ -field of Borel subsets of Ω , such that
y∗U(f ) =
∫
Ω
f dGy∗ , f ∈ C(Ω,X), y∗ ∈ Y ∗.
The measure G is called the representing measure of U . For details, see [2, p. 217], [3, Theo-
rem 2.2], [7, p. 182].
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bounded linear operators
U# :C(Ω) → L(X,Y ) and U# :X → L
(
C(Ω),Y
)
defined by(
U#ϕ
)
(x) = U(ϕ ⊗ x) and (U#x)(ϕ) = U(ϕ ⊗ x),
where for ϕ ∈ C(Ω), x ∈ X we denote (ϕ ⊗ x)(ω) = ϕ(ω)x, ω ∈ Ω .
We think that it can be of some interest to point out that the operator U# also appears in
[8, Theorem 1, p. 377], where it is denoted by U ′.
We denote by (L,‖ ‖op) the class of all bounded linear operators acting between two Banach
spaces, (Πr,p,Πr,p(·)) the normed ideal of (r,p)-summing operators, where 1  p  r < ∞,
(Πr,Πr(·)) for r = p, (As,‖ ‖as) for r = 1, (I,‖ ‖int) the normed ideal of (Grothendieck)
integral operators, (Nr ,‖ ‖rnuc) the normed ideal of r-nuclear operators, where 1  r < ∞,
(N ,‖ ‖nuc) for r = 1, the normed ideal of nuclear operators. We refer the reader to [4,6,11,12]
for details.
If X is a Banach space, 1 p < ∞ and (xn)n∈N ⊂ X is such that for any x∗ ∈ X∗ the series∑∞
n=1 |x∗(xn)|p is convergent, then wp(xn | n ∈ N; X) = sup‖x∗‖1(
∑∞
n=1 |x∗(xn)|p)1/p < ∞
and we denote by wp(X) the set of all such a sequences, see [4], [6, Chapter 2], [11, 16.3.1].
We use that T ∈ Πr,p(X,Y ) if and only if for each (xn)n∈N ∈ wp(X) it follows that
(T (xn))n∈N ∈ lr (Y ), see [11, 17.2.2 Proposition].
For lp with 1 p < ∞ and c0 we denote by (en)n∈N the canonical basis in these spaces and
for 1 < p < ∞ we write, as usual, p∗ for the conjugate of p, i.e. 1
p
+ 1
p∗ = 1.
For a vector measure G :Σ → X we denote |G| and ‖G‖ the variation and semivariation
of G, see [7, Chapter I].
We denote by B the σ -field of Borel subsets of [0,1], μ :B→ [0,1] the Lebesgue measure,
(rn)n∈N the sequence of Rademacher functions and if (S,Σ,ν) is a finite measure space, X is a
Banach space and f :S → X is a ν-Bochner integrable function we denote by B − ∫
( )
f dν the
Bochner integral.
For all the definitions, notations and results in operator ideal theory we refer the reader to
[4,6,11]. The notations and notions used and not defined in this paper can be found in [6].
We recall the general results known in this topic which we use for finding the necessary and
sufficient conditions that examples of operators which we study, to be in some normed operator
ideals. For a best understanding of the development of the research we indicate also the year
publication of the results.
Let U :C(Ω,X) → Y be a bounded linear operator, G the representing measure of U and
the operators U# :C(Ω) → L(X,Y ), U# :X → L(C(Ω),Y ). Then the following statements are
true:
Swartz’s Theorem. [21, 1973] U is absolutely summing ⇔ G :Σ → As(X,Y ) is of bounded
variation ⇔ U# ∈ As(C(Ω),As(X,Y )).
Saab’s Theorem. [19, 1991] U is integral ⇔ G :Σ → I (X,Y ) is of bounded variation ⇔
U# ∈ I (C(Ω), I (X,Y )).
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(a) If U ∈N (C(Ω,X),Y ), then G :Σ →N (X,Y ) is of bounded variation.
(b) Suppose X∗ has the Radon–Nikodym Property. Then U ∈ N (C(Ω,X),Y ) if and only if
G :Σ →N (X,Y ) is of bounded variation and G has a |G|nuc-Bochner integrable deriva-
tive.
For a proof, see [1, Theorem III.4] as is cited in [20], [13, Theorem 1], [20, Theorem 5].
Theorem 2. [16, 2006] Let (U,A) be a maximal normed operator ideal.
If G :Σ → (U(X,Y ),A) is of bounded variation, then U ∈ U(C(Ω,X),Y ).
For a proof, see [16, Theorem 3].
If we use [7, Theorem 3, p. 162], the condition G :Σ → (U(X,Y ),A) is of bounded variation
is equivalent to U# ∈ As(C(Ω),U(X,Y )).
Theorem 3. ([10, 1992]; [15, 2001]) Let 1 p  r < ∞.
(a) If U ∈ Πr,p(C(Ω,X),Y ), then U# ∈ Πr,p(C(Ω),Πr,p(X,Y )).
(b) If U ∈ Πr,p(C(Ω,X),Y ), then U# ∈ Πr,p(X,Πr,p(C(Ω),Y )).
We remark that in [10, Theorem 2.1] is proved (a), for p-summing operators and in [15,
Theorem 1], for (r,p)-summing operators, but as is easily seen from the proof, by symmetry, we
get that (b) is also true.
In [10] and [14] examples which prove that the converse in Theorem 3(a) is not in general
true, are given.
If Ω is a compact Hausdorff space, Σ is the σ -algebra of all Borel sets in Ω , X a Banach
space, we denote by B(Σ,X) the space of X-valued totally measurable functions endowed with
the uniform norm.
If we use the fact that the bidual of a p-summing operator is p-summing, see [4], [6, 2.19
Proposition, p. 50], [11], that each p-summing operator is weakly compact, see [4], [6, 2.17 The-
orem, p. 50], [11], from [2, pp. 220–221] or [3, Theorem 2.2] we get
Extension theorem for p-summing operators. Let 1 p < ∞.
If U :C(Ω,X) → Y is p-summing, then its representing measure G takes its values in
L(X,Y ) and its canonical extension Û :B(Σ,X) → Y defined by
Û (f ) =
∫
Ω
f dG for f ∈ B(Σ,X),
is p-summing.
The main goal of this paper is to obtain necessary and sufficient conditions for some operators
to satisfy the hypotheses of the above mentioned general results. This will reveal, among others,
what is hidden in these general theorems—in particular, whether the converses of the above
general results are true or not. Further, in addition to [10] and [14], we consider whether the
converse of Theorem 3(b) is true.
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We begin with an example which appear in this form in [18, Theorems 2.1 and 3.1] and in
a more general context in [14, Proposition 2].
Example 1. Let X be a Banach space, (x∗n)n∈N ⊂ X∗ a bounded sequence and T :X → l∞ the
operator defined by T (x) = (x∗n(x))n∈N. Let U :C([0,1],X) → c0 be the operator defined by
U(f ) =
( 1∫
0
x∗nf (t)rn(t) dt
)
n∈N
.
(a) Let (U,A) be a maximal normed operator ideal. If T ∈ U(X, l∞), then U ∈ U(C([0,1],
X), c0) and A(U)A(T ).
(b) U is (r,p)-summing (respectively integral) ⇔ T is (r,p)-summing (integral). Further
Πr,p(U) = Πr,p(T ) (respectively ‖U‖int = ‖T ‖int).
(c) Suppose x∗n → 0 weak∗ and let T :X → c0 be the operator defined by T (x) = (x∗n(x))n∈N.
(i) Let (U,A) be a maximal normed operator ideal.
If T ∈ U(X, c0), then U ∈ U(C([0,1],X), c0) and A(U)A(T ).
(ii) U is (r,p)-summing (respectively integral) ⇔ T is (r,p)-summing (respectively inte-
gral). Further Πr,p(U) = Πr,p(T ) (respectively ‖U‖int = ‖T ‖int).
(iii) If T is a nuclear operator, then U is a nuclear operator and ‖U‖nuc  ‖T ‖nuc.
(iv) If X∗ has the Radon–Nikodym property and U is a nuclear operator, then T is a nuclear
operator and ‖T ‖nuc = ‖U‖nuc.
(d) Let 1 p < ∞. If (x∗n)n∈N ∈ lp(X∗), then U is a p-nuclear operator.
Proof. The fact that U is well defined and the representing measure of U is G :B→ L(X,c0)
defined by
G(E)(x) =
(
x∗n(x)
∫
E
rn(t) dt
)
n∈N
, E ∈ B, x ∈ X,
is clear.
(a) For any E ∈ B we have G(E) = SET , where SE : l∞ → c0 is the multiplication operator,
SE((αn)n∈N) = (αn
∫
E
rn(t) dt)n∈N. Since T ∈ U(X, l∞), by the ideal property of the class U ,
we get
G(E) ∈ U(X, c0) and A
(
G(E)
)
A(T )‖SE‖.
From the obvious inequality ‖SE‖ μ(E) we deduce
A(G(E))A(T )μ(E) for E ∈ B.
This implies that G :B→ (U(X, c0),A) has bounded variation. From Theorem 2 we obtain
the statement.
(b) Let x ∈ X. The representing measure of U#(x) is Gx(E) = G(E)(x) and ‖U#(x)‖op =
‖Gx‖([0,1]), see [7, Riesz’s representation theorem, p. 152]. We also have∥∥T (x)∥∥= sup∣∣x∗n(x)∣∣= ‖Gx‖([0,1])= ∥∥U#(x)∥∥op.n∈N
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Πr,p(U#)Πr,p(U). From ‖U#(x)‖op Πr,p(U#(x)) for x ∈ X we get∥∥T (x)∥∥Πr,p(U#(x)) for x ∈ X,
and the fact that U# :X → Πr,p(C[0,1], c0) is (r,p)-summing implies T :X → l∞ is (r,p)-
summing and Πr,p(T )Πr,p(U#)Πr,p(U).
If U is integral, then by the Montgomery-Smith and Saab Theorem, see [10, Theorem 2.1], it
follows that
U# :X → I
(
C[0,1], c∗∗0 = l∞
)
is integral and ‖U#‖int  ‖U‖int.
Since I (C[0,1], l∞) = rcabv(B, l∞), see [7, Theorem 3, p. 162] and S : rcabv(B, l∞) → l∞
defined by S((μn)n∈N) = (
∫ 1
0 rn(t) dμn(t))n∈N is bounded linear with ‖S‖  1, it follows that
SU# :X → l∞ is also integral. Calculations based on the orthonormality of Rademacher function
show SU# = T and hence ‖T ‖int  ‖U‖int.
The converse follows from (a) because the ideal of (r,p)-summing and integral operators are
maximal, see [4, p. 203].
(c) The proofs of (i) and (ii) are analogous to that of (a) and we omit the details.
(iii) Since T is a nuclear operator, the function ϕ : [0,1] → L(X,c0) defined by
ϕ(t)(x) = (x∗n(x)rn(t))n∈N, t ∈ [0,1], x ∈ X,
takes its values among the nuclear operators and moreover ϕ : [0,1] →N (X, c0) is μ-Bochner
integrable. Indeed, for any t ∈ [0,1] we have ϕ(t) = StT , where St : c0 → c0 is the multiplication
operator St ((αn)n∈N) = (αnrn(t))n∈N and by the ideal property of the class of nuclear operators,
ϕ(t) ∈N (X, c0) and∥∥ϕ(t)∥∥
nuc
 ‖T ‖nuc‖St‖ ‖T ‖nuc.
Since ϕ : [0,1] →N (X, c0) is obvious μ-Bochner measurable with respect to nuclear norm,
it follows that ϕ : [0,1] →N (X, c0) is μ-Bochner integrable and
G(E) = B −
∫
E
ϕ dμ for E ∈ B.
Then, see [1,13], or [20], U is nuclear and
‖U‖nuc = |G|nuc
([0,1])= 1∫
0
∥∥ϕ(t)∥∥
nuc
dt  ‖T ‖nuc.
(iv) Since U is a nuclear operator and X∗ has the Radon–Nikodym property, by Theorem 1(b),
there exists a |G|nuc-Bochner integrable function g : [0,1] →N (X, c0) such that
G(E) = B −
∫
E
g d|G|nuc for E ∈ B.
Since for any E ∈ B with μ(E) = 0 we have G(E) = 0, so ‖G(E)‖nuc = 0, hence by Pettis’s
theorem, see [7, p. 10], |G|nuc  μ, thus there exists a μ-integrable function ψ : [0,1] → [0,∞)
such that d|G|nuc = ψ dμ. Then G(E) = B −
∫
E
ψg dμ for E ∈ B, i.e. there is a μ-Bochner
integrable function h : [0,1] →N (X, c0) such that
G(E) = B −
∫
hdμ for E ∈ B.E
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ϕ : [0,1] → L(X,c0) defined by
ϕ(t)(x) = (x∗n(x)rn(t))n∈N, t ∈ [0,1], x ∈ X,
is well defined, μ-Bochner integrable and
G(E) = B −
∫
E
ϕ dμ for E ∈ B.
By [7, Corollary 5, p. 47], for μ-almost all t ∈ [0,1] we have ‖ϕ(t) − h(t)‖op = 0 and hence
h(t)(x) = (x∗n(x)rn(t))n∈N for any x ∈ X. From r2n(t) = 1 for any n ∈ N, t ∈ [0,1] and T =
Sth(t), by the ideal property of nuclear operators, it follows that T is a nuclear operator and for
μ-almost all t ∈ [0,1] we have
‖T ‖nuc 
∥∥h(t)∥∥
nuc
‖St‖
∥∥h(t)∥∥
nuc
.
Then
‖T ‖nuc 
1∫
0
∥∥h(t)∥∥
nuc
dt = |G|nuc
([0,1]) ‖U‖nuc.
(d) We have U = ∑∞n=1 λn ⊗ en, where λn(f ) = ∫ 10 x∗n(f (t))rn(t) dt . If p = 1, then from
hypothesis, U is nuclear. From ‖λn‖ = ‖x∗n‖, hypothesis and wp∗(en | n ∈ N; c0) = ‖I : l1 ↪→
lp∗‖ = 1, we get that U is p-nuclear, if p > 1. 
In Example 1 a technique to construct an operator from C([0,1],X) into c0 which belongs to
some normed operator ideal, starting from an operator from X into c0 which belongs to the same
normed operator ideal, is considered.
In our examples, where X will be a sequence space, we will make use of this technique,
starting with the multiplication operator between two sequence spaces. If a = (an)n∈N and b =
(bn)n∈N are two scalar sequences we write, as usual, ab = (anbn)n∈N and if a = (an)n∈N is a
scalar sequence, we denote by Ma the multiplication operator which acts between two sequence
spaces and is defined by Ma(x) = ax.
The following proposition, which gives necessary and sufficient conditions that the multi-
plication operator from lp into c0 be s-summing, nuclear and (2,1)-summing, is perhaps well
known, but we do not know an exact reference.
Proposition 2. Let 1 < p < ∞, a ∈ l∞, Ma : lp → c0 and 1 s < ∞. Then:
(i) Ma is absolutely summing ⇔ Ma is nuclear ⇔ a ∈ lp∗ .
(ii) If p∗ < s, then Ma is s-summing ⇔ Ma is s-nuclear ⇔ a ∈ ls .
(iii) If s  p∗, then Ma is s-summing ⇔ Ma is nuclear ⇔ a ∈ lp∗ .
(iv) If 1 < p < 2, then Ma is (2,1)-summing.
(v) If 2 p < ∞, then Ma is (2,1)-summing ⇔ a ∈ lr , where 12 = 1p + 1r .
Proof. We use in the proof the following well-known
Fact. If 1 < p < ∞, a is a sequence of scalars such that for any b ∈ lp it follows that ab ∈ l1,
then a ∈ lp∗ .
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w1(lp), hence
∑∞
n=1 ‖Ma(bnen)‖ < ∞, i.e. ab ∈ l1. Fact implies a ∈ lp∗ .
Conversely, if a ∈ lp∗ , then there are c ∈ c0 and b ∈ lp∗ such that a = bc, see [12, 1.7.4,
p. 65]. Then, by Hölder’s inequality Mb : lp → l1 is well defined and Mc : l1 → c0 is nuclear, see
[12, 1.7.19, p. 73]. From Ma = McMb it follows that Ma : lp → c0 is nuclear. Since the ideal of
nuclear operators is the smallest normed operator ideal, see [11, 6.7.2 Theorem], we get that Ma
is absolutely summing.
In the proof of (ii) and (iii) we will use the following
Remark. Ma is p∗-summing ⇔ Ma is nuclear ⇔ a ∈ lp∗ .
Indeed, if Ma : lp → c0 is p∗-summing, since wp∗(en | n ∈N; lp) = ‖I : lp∗ → lp∗‖, it follows
that (‖Ma(en)‖)n∈N ∈ lp∗ , i.e. a ∈ lp∗ . The converse follows from (i).
(ii) Suppose Ma is s-summing. Since p∗ < s, we have ws(en | n ∈ N; lp) = ‖I : lp∗ ↪→ ls‖,
hence (‖Ma(en)‖)n∈N ∈ ls , i.e. a ∈ ls .
If a ∈ ls , then Ma = ∑∞n=1 anen ⊗ en is a s-nuclear representation of Ma , because ws∗(en |
n ∈N; c0) = 1.
(iii) If Ma is s-summing, then from s  p∗, by [11, 17.3.9 Proposition], it follows that Ma is
p∗-summing and we apply remark.
(iv) Since, for 1  p  2, the space lp has the Orlicz property, i.e. the identity operator is
(2,1)-summing, the statement follows.
(v) Suppose Ma is (2,1)-summing. Then for any b = (bn)n∈N ∈ lp , we have (bnen)n∈N ∈
w1(lp) and hence
∑∞
n=1 ‖Ma(bnen)‖2 < ∞, i.e. ab ∈ l2. This means that Ma : lp → l2 is well
defined and, as is well known, since 2 p < ∞, this implies a ∈ lr , where 12 = 1p + 1r (for p = 2
we take r = ∞).
If a ∈ lr , then by Hölder’s inequality, 12 = 1p + 1r , it follows that Ma : lp → l2 is well de-
fined. Since the identity operator I : l2 → l2 is (2,1)-summing, we get that Ma : lp → l2 and thus
Ma : lp → c0 is (2,1)-summing. 
In the next example we analyze a different operator than that in Example 1. We remark that
the condition that such an operator be s-summing is equivalent to the Pettis integrability of the
modulus of some function, see (b)(ii).
Example 3.
(a) Let (gn)n∈N ⊂ L1[0,1] be such that supn∈N
∫ 1
0 |gn(t)|dt < ∞ and let U :C([0,1], l1) → c0
be the operator defined by
U(f ) =
( 1∫
0
〈
f (t), en
〉
gn(t) dt
)
n∈N
and G the representing measure of U .
(i) Let (U,A) be a maximal normed operator ideal. Then: G :B→ L(l1, c0) is of bounded
variation ⇔ G :B → (U(l1, c0),A) is of bounded variation ⇔ supn∈N |gn| is μ-
integrable. In particular, U is dominated ⇔ U is absolutely summing ⇔ is integral
⇔ supn∈N |gn| is μ-integrable.
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tion ⇔ the operator T :C[0,1] → c0 defined by
T (ϕ) =
( 1∫
0
ϕ(t)gn(t) dt
)
n∈N
is absolutely summing ⇔ ∫
E
gn(t) dt → 0 for each E ∈ B and supn∈N |gn| is μ-
integrable.
(iii) If T :C[0,1] → c0 defined as in (ii) is nuclear, i.e. gn → 0 μ-a.e. and supn∈N |gn| is
μ-integrable, then U is nuclear.
(b) Let 1 < p < ∞, (gn)n∈N ⊂ L1[0,1] be such that supn∈N
∫ 1
0 |gn(t)|dt < ∞ and for any
ϕ ∈ C[0,1] denote S(ϕ) = (∫ 10 ϕ(t)gn(t) dt)n∈N. Let U :C([0,1], lp) → c0 be the operator
defined by
U(f ) =
( 1∫
0
〈
f (t), en
〉
gn(t) dt
)
n∈N
and let G be the representing measure of U and 1 s < ∞.
Then:
(i) U is absolutely summing ⇔ U is nuclear ⇔ (gn)n∈N ∈ L1([0,1], lp∗).
(ii) If p∗ < s, then U is s-summing ⇔ U is s-nuclear ⇔( 1∫
0
∣∣gn(t)∣∣dt)
n∈N
∈ ls;
U# ∈ Πs
(
C[0,1],Πs(lp, c0)
) ⇔ S ∈ Πs(C[0,1], ls);
G :B→ Πs(lp, c0) is of bounded variation ⇔ (gn)n∈N ∈ L1([0,1], ls).
Further if g(t) = (gn(t))n∈N ∈ ls for μ-almost all t ∈ [0,1], let |g| :S → ls be the
modulus of g. Then U is s-summing ⇔ |g| is Pettis integrable and in this case
Πs(U) = ‖|g|‖Pettis;
G :B→ Πs(lp, c0) is of bounded variation ⇔ |g| is Bochner integrable and in this case
|G|Πs ([0,1]) = ‖|g|‖Bochner.
(iii) If s  p∗, then U s-summing implies (∫ 10 |gn(t)|dt)n∈N ∈ lp∗ ; U# ∈ Πs(C[0,1],
Πs(lp, c0)) ⇔ S ∈ Πs(C[0,1], lp∗);
G :B→ Πs(lp, c0) is of bounded variation ⇔ U is nuclear.
(iv) If 1 < p < 2, then U# ∈ Π2,1(C[0,1],Π2,1(lp, c0)) ⇔ S ∈ Π2,1(C[0,1], l∞); G :B→
Π2,1(lp, c0) is of bounded variation ⇔ supn∈N |gn| is μ-integrable.
(v) If 2 p < ∞, then U# ∈ Π2,1(C[0,1],Π2,1(lp, c0)) ⇔ S ∈ Π2,1(C[0,1], lr ); G :B→
Π2,1(lp, c0) is of bounded variation ⇔ (gn)n∈N ∈ L1([0,1], lr ), where 12 = 1p + 1r .
Proof. (a) The representing measure of U is
G(E)(ξ) =
(
〈ξ, en〉
∫
E
gn(t) dt
)
n∈N
, E ∈ B, ξ ∈ l1,
i.e. G(E) = Mν(E) ∈ L(l1, c0), where ν(E) = (
∫
gn(t) dt)n∈N.E
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any E ∈ B we have∥∥ν(E)∥∥
l∞ =
∥∥G(E)∥∥
op 
∥∥G(E)∥∥int  ∥∥ν(E)∥∥l∞,
i.e. ‖G(E)‖int = ‖G(E)‖op = ‖ν(E)‖l∞ . Since the ideal of integral operators is the smallest
maximal operator ideal, [6, 6.15 Corollary, p. 139], we obtain A(G(E))  ‖G(E)‖int. From
‖G(E)‖op A(G(E)) we get
A(G(E))= ∥∥G(E)∥∥
op =
∥∥ν(E)∥∥
l∞ .
This implies G :B→ L(l1, c0) is of bounded variation if and only if G :B→ (U(l1, c0),A)
is of bounded variation if and only if ν :B → l∞ is of bounded variation. Since |ν|(E) =∫
E
(supn∈N |gn|) dμ, the statement follows.
The last part of the statement follows from what we proved above, the well-known fact that the
dominated operators are characterized by the fact that their representing measures are of bounded
variation [8, Theorem 2, p. 380] and Swartz’s and Saab’s theorems.
(ii) By [12, 1.7.19, p. 73], G(E) ∈N (l1, c0) if and only if
∫
E
gn(t) dt → 0 and ‖G(E)‖nuc =
‖ν(E)‖c0 . Then G :B→N (l1, c0) is of bounded variation if and only if ν :B→ c0 is of bounded
variation and this, by [17, Proposition 3(iii)], is equivalent to the statement.
(iii) For the fact that the operator T is nuclear is equivalent to the conditions stated, see
[17, Proposition 3(iv)]. If gn → 0 μ-a.e., then, by [12, 1.7.19, p. 73], the function h : [0,1] →
N (l1, c0) defined by
h(t)(ξ) = (〈ξ, en〉gn(t))n∈N, t ∈ [0,1], ξ ∈ l1,
takes μ-almost all its values inN (l1, c0), is μ-Bochner measurable and for μ-almost all t ∈ [0,1]
we have
sup
n∈N
∣∣gn(t)∣∣= ∥∥h(t)∥∥op  ∥∥h(t)∥∥nuc  sup
n∈N
∣∣gn(t)∣∣.
Our hypothesis assures that h : [0,1] → N (l1, c0) is Bochner integrable and from G(E) =
B − ∫
E
hdμ for E ∈ B, again by [1,13,20], we deduce that U is nuclear.
(b)(i) The representing measure of U is
G(E)(ξ) =
(
〈ξ, en〉
∫
E
gn(t) dt
)
n∈N
, E ∈ B, ξ ∈ lp,
i.e. G(E) = Mν(E) ∈ L(lp, c0), where ν(E) = (
∫
E
gn(t) dt)n∈N.
For any E ∈ B, by Proposition 2(i) we have G(E) ∈ As(lp, c0) if and only if G(E) ∈
N (lp, c0) if and only if ν(E) ∈ lp∗ and∥∥ν(E)∥∥= ∥∥G(E)∥∥
as
= ∥∥G(E)∥∥
nuc
.
By Swartz’s Theorem, U is absolutely summing if and only if G :B→ As(lp, c0) has bounded
variation if and only if G :B→N (lp, c0) has bounded variation and by above proved relations
this is equivalent to the fact that ν :B → lp∗ has bounded variation. Since lp∗ has the Radon–
Nikodym Property, this is equivalent to (gn)n∈N ∈ L1([0,1], lp∗).
Conversely, by Proposition 2(i), the function h : [0,1] → L(lp, c0) defined by
h(t)(ξ) = (〈ξ, en〉gn(t))n∈N, t ∈ [0,1], ξ ∈ lp,
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0 ‖h(t)‖nuc dt =
∫ 1
0 ‖g(t)‖lp∗ dt < ∞.
From G(E) = B − ∫
E
h(t) dt for E ∈ B, by [1,13,20], we get that U is nuclear.
(ii) For any ϕ ∈ C[0,1] we have U#ϕ = MS(ϕ). By Proposition 2(ii), p∗ < s, U#ϕ ∈
Πs(lp, c0) if and only if S(ϕ) ∈ ls and Πs(U#ϕ) = ‖S(ϕ)‖. From here the statement follows.
We remark, after Theorem 2, that the condition G :B→ Πs(lp, c0) is of bounded variation,
is equivalent to U# :C[0,1] → Πs(lp, c0) absolutely summing, i.e. S ∈ As(C[0,1], ls) and, this,
since ls has the Radon–Nikodym Property, is equivalent to (gn)n∈N ∈ L1([0,1], ls).
(iii) By Proposition 2(iii), s  p∗, U#ϕ ∈ Πs(lp, c0) if and only if S(ϕ) ∈ lp∗ and Πs(U#ϕ) =
‖S(ϕ)‖. The statement follows.
As in (ii) G :B → Πs(lp, c0) is of bounded variation is equivalent to U# :C[0,1] →
Πs(lp, c0) absolutely summing, i.e. S ∈ As(C[0,1], lp∗) so (gn)n∈N ∈ L1([0,1], lp∗) (lp∗ has
the Radon–Nikodym Property). The last equivalence follows from (i).
We prove now for (ii) and (iii) the conditions stated in order that U be s-summing.
(ii) If U is s-summing, then the canonical extension Û :B(B, lp) → c0 is s-summing. From
p∗ < s and [12, 1.1.16 Example, p. 40] we have
ws
(
sgngn ⊗ en
∣∣ n ∈N; B(B, lp))ws(en | n ∈N; lp) = ‖I : lp∗ ↪→ ls‖ = 1
thus
(∥∥Û (sgngn ⊗ en)∥∥)n∈N ∈ ls , i.e.
( 1∫
0
∣∣gn(t)∣∣dt)
n∈N
∈ ls .
The converse is true, because U = ∑∞n=1 λn ⊗ en is a s-nuclear representation of U , where
λn(f ) =
∫ 1
0 〈f (t), en〉gn(t) dt . This follows from ‖λn‖ =
∫ 1
0 |gn(t)|dt , hence (‖λn‖)n∈N ∈ ls and
ws∗(en | n ∈N; c0) = 1.
In addition, from |g|(t) = (|gn(t)|)n∈N, using the positivity of each |gn|, it is easy to
prove that |g| is Pettis integrable if and only if (∫ 10 |gn(t)|dt)n∈N ∈ ls and ‖|g|‖Pettis =
‖(∫ 10 |gn(t)|dt)n∈N‖ls ; see [7, p. 53] for the definition of Pettis integrability and the Pettis norm.
The second part is clear if we recall that ‖|g|‖Bochner =
∫ 1
0 ‖g(t)‖dt .
(iii) If U is s-summing, from s  p∗, it follows that U is p∗-summing and so the canonical
extension Û :B(B, lp) → c0 is p∗-summing. Since, see [12, 1.1.16 Example, p. 40],
wp∗
(
sgngn ⊗ en
∣∣ n ∈N; B(B, lp))wp∗(en | n ∈N; lp) = ‖I : lp∗ → lp∗‖ = 1
it follows that (‖Û (sgngn ⊗ en)‖)n∈N ∈ lp∗ .
From Û (sgngn ⊗ en) = (
∫ 1
0 |gn(t)|dt)en, we get (
∫ 1
0 |gn(t)|dt)n∈N ∈ lp∗ .
(iv) By Proposition 2(iv), for any ϕ ∈ C[0,1] we have U#ϕ ∈ Π2,1(lp, c0) if and only if
S(ϕ) ∈ l∞ and for some absolute constant C > 0 we have∥∥S(ϕ)∥∥Π2,1(U#ϕ) C∥∥S(ϕ)∥∥.
From these inequalities the statement follows.
We remark, after Theorem 3, that the condition G :B→ Π2,1(lp, c0) is of bounded variation
is equivalent to S ∈ As(C[0,1], l∞) and by [7, Theorem 3, p. 162] this is equivalent to the
statement.
860 D. Popa / J. Math. Anal. Appl. 331 (2007) 850–865(v) By Proposition 2(vii) for any ϕ ∈ C[0,1] we have U#ϕ ∈ Π2,1(lp, c0) if and only if
S(ϕ) ∈ lr , where 12 = 1p + 1r , and for some absolute constant C > 0 we have∥∥S(ϕ)∥∥Π2,1(U#ϕ) C∥∥S(ϕ)∥∥.
From these inequalities the statement follows. The case when the representing measure is of
bounded variation follows as in (ii). 
In the next example: (b)(v) shows that for (2,1)-summing operators, the converse of Theo-
rem 3(a) is not true in general, which, as we know, is the first example of this kind; (b)(iv) and (v)
are new examples different from those in [10] and [14] which show that the converse of Theo-
rem 3(a) is not true in general; also we show that in Example 3(b)(iii), in this particular situation,
the converse is true.
Example 4.
(a) Let a = (an)n∈N ∈ l∞ and U :C([0,1], l1) → c0 be the operator defined by
U(f ) =
(
an
1∫
0
〈
f (t), en
〉
rn(t) dt
)
n∈N
.
Then U is integral, while U is nuclear ⇔ a ∈ c0.
(b) Let 1 < p < ∞, 1  s < ∞, a = (an)n∈N ∈ l∞ and U :C([0,1], lp) → c0 be the operator
defined by
U(f ) =
(
an
1∫
0
〈
f (t), en
〉
rn(t) dt
)
n∈N
.
Then:
(i) U is absolutely summing ⇔ U is nuclear ⇔ a ∈ lp∗ .
(ii) If p∗ < s, then U is s-summing ⇔ U is s-nuclear ⇔ a ∈ ls .
(iii) If s  p∗, then U is s-summing ⇔ U is nuclear ⇔ a ∈ lp∗ .
(iv) If 1 < p < 2, then U is (2,1)-summing; U# ∈ Π2(C[0,1],Π2(lp, c0)); U is 2-summing
⇔ U is nuclear ⇔ a ∈ lp∗ .
(v) If 2  p < ∞, then U# ∈ Π2,1(C[0,1],Π2,1(lp, c0)); U is (2,1)-summing ⇔ a ∈ lr ,
where 12 = 1p + 1r ; U# ∈ Π2(C[0,1],Π2(lp, c0)); U is 2-summing ⇔ a ∈ l2.
Proof. (a) The fact that U is integral follows from the well-known fact that the inclusion
J : l1 ↪→ c0 is integral, see [4,6,11] and Example 1(b).
If U is nuclear, then U is compact and thus ‖λn‖ → 0, see [5, Exercise 4, p. 114], where
λn(f ) = an
∫ 1
0 〈f (t), en〉rn(t) dt . Since ‖λn‖ = |an|, we get a ∈ c0.
If a ∈ c0, then Ma : l1 → c0 is nuclear, see [12, 1.7.19, p. 73] and by Example 1(c)(iii) U is
nuclear.
(b) The assertions (i) and (ii) are particular cases of Example 3(b)(i) and (ii), or are easy to
deduce from Example 1 and Proposition 2.
(iii) If U is s-summing, by Example 3(b)(iii) we get a ∈ lp∗ .
Conversely, if a ∈ lp∗ , then by Proposition 2(i) Ma : lp → c0 is nuclear, which by Exam-
ple 1(c)(iii) gives U is nuclear. The other assertion in (iii) follows from Example 3(b)(iii).
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Theorem 2, or [15, Theorem 4], U is (2,1)-summing.
By orthonormality of Rademacher functions and a ∈ l∞, it follows that S :C[0,1] → l2 de-
fined by S(ϕ) = (an
∫ 1
0 ϕ(t)rn(t) dt)n∈N is bounded linear. From the inequality
∥∥S(ϕ)∥∥ ‖a‖∞( 1∫
0
∣∣ϕ(t)∣∣2 dt) 12 for ϕ ∈ C[0,1],
as is well known, see [4,6], [11, 17.3.3 Theorem], it follows that S ∈ Π2(C[0,1], l2) and
since 2 < p∗ < ∞, we get S ∈ Π2(C[0,1], lp∗). By Example 3(b)(ii), it follows that U# ∈
Π2(C[0,1],Π2(lp, c0)). The last condition follows from (iii), 2 < p∗.
(v) The operator V :C[0,1] → l2 defined by V (ϕ) = (
∫ 1
0 ϕ(t)rn(t) dt)n∈N is clearly well de-
fined and since l2 has the Orlicz property, we get V ∈ Π2,1(C[0,1], l2). Using that 12 = 1p + 1r , so
2 < r < ∞ and a ∈ l∞, we obtain that S :C[0,1] → lr is (2,1)-summing. From Example 3(b)(v)
we get U# ∈ Π2,1(C[0,1],Π2,1(lp, c0)).
From Example 1(b) and Proposition 2(v) we have the equivalence: U is (2,1)-summing ⇔
a ∈ lr , where 12 = 1p + 1r .
Since p∗ < 2, by (ii) U# ∈ Π2(C[0,1],Π2(lp, c0)) if and only if S ∈ Π2(C[0,1], l2), which
as we see in (iv) is true.
The fact that U is 2-summing ⇔ a ∈ l2, follows from (ii), because p∗ < 2. 
In the next two examples we show that the converse in Theorem 3(b) and the converse in
Example 3(b)(iii) do not necessarily hold.
Example 5. Let X be a Banach space, an ↘ 0, ϕ : (0,1] → R a continuous function, (x∗n)n∈N ⊂
X∗ such that x∗n
∫ an
an+1 |ϕ(t)|dt → 0 in norm. Let U :C([0,1],X) → c0 be the operator defined
by
U(f ) =
( an∫
an+1
ϕ(t)x∗n
(
f (t)
)
dt
)
n∈N
G the representing measure of U and 1 s < ∞.
Then:
(i) U is s-summing ⇔ U# ∈ Πs(C[0,1],Πs(X, c0)) ⇔ U is s-nuclear ⇔
(x∗n
∫ an
an+1 |ϕ(t)|dt)n∈N ∈ ls(X∗).
(ii) U# ∈ Πs(X,Πs(C[0,1], c0)) ⇔ S ∈ Πs(X, ls), where S(x) = (x∗n(x)
∫ an
an+1 |ϕ(t)|dt)n∈N.(iii) G :B→ L(X,c0) is of bounded variation ⇔ U is nuclear.
In particular, if (U,A) is a normed operator ideal, then G :B → (U(X, c0),A) is of bounded
variation ⇔ U is nuclear.
Proof. The representing measure of U is
G(E)(x) =
(
x∗n(x)
∫
E∩[a ,a ]
ϕ(t) dt
)
n∈N
, E ∈ B, x ∈ X.
n+1 n
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orem 2], for any finite partition {E1, . . . ,En} ⊆ B of [0,1],
n∑
k=1
[
Πs
(
G(Ek)
)]s Πs(U)s.
In particular,
n∑
k=1
[
Πs
(
G
(
(ak+1, ak) ∩ [ϕ  0]
))]s  [Πs(U)]s .
Since the intervals (ak+1, ak)k∈N are pairwise disjoint
G
(
(ak+1, ak) ∩ [ϕ  0]
)= (x∗k
ak∫
ak+1
ϕ+(t) dt
)
⊗ ek,
a rank one operator, thus
Πs
(
G
(
(ak+1, ak) ∩ [ϕ  0]
))= ∥∥x∗k∥∥
ak∫
ak+1
ϕ+(t) dt.
Hence
n∑
k=1
(∥∥x∗k∥∥
ak∫
ak+1
ϕ+(t) dt
)s

[
Πs(U)
]s
.
In the same way∥∥∥∥∥
(∥∥x∗n∥∥
an∫
an+1
ϕ−(t) dt
)
n∈N
∥∥∥∥∥
s
Πs(U).
For the converse, observe that U = ∑∞n=1 λn ⊗ en, where λn(f ) = ∫ anan+1 x∗n(f (t))ϕ(t) dt .
From ‖λn‖ = ‖x∗n‖
∫ an
an+1 |ϕ(t)|dt , (‖λn‖)n∈N ∈ ls , ws∗(en | n ∈ N; c0) = 1, it follows that U
is s-nuclear and
Ns(U)
∥∥∥∥∥
(∥∥x∗n∥∥
an∫
an+1
∣∣ϕ(t)∣∣dt)
n∈N
∥∥∥∥∥
s
.
The converse follows from the fact that any s-nuclear operator is s-summing, see [11,
18.2.2 Proposition].
(ii) For any x ∈ X we have U#(x)(ϕ) = (x∗n(x)
∫ an
an+1 ϕ(t) dt)n∈N and as in (i) we obtain
U#(x) ∈ Πs(C[0,1], c0) if and only if(
x∗n(x)
an∫
an+1
∣∣ϕ(t)∣∣dt) ∈ ls and 12∥∥S(x)∥∥Πs(U#(x)) ∥∥S(x)∥∥.
From this inequality the statement follows.
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op = sup
n∈N
(∥∥x∗n∥∥∣∣∣∣ ∫
E∩[an+1,an]
ϕ(t) dt
∣∣∣∣).
If G :B→ L(X,c0) is of bounded variation, then for any n ∈N we have
n∑
k=1
∥∥G((ak+1, ak) ∩ [ϕ  0])∥∥ |G|([0,1]),
i.e.
∑n
k=1 ‖x∗k ‖
∫ ak
ak+1 ϕ+(t) dt  |G|([0,1]), which, since n is arbitrary gives∥∥∥∥∥
(∥∥x∗n∥∥
an∫
an+1
ϕ+(t) dt
)
n∈N
∥∥∥∥∥
1
 |G|([0,1]).
In the same way∥∥∥∥∥
(∥∥x∗n∥∥
an∫
an+1
ϕ−(t) dt
)
n∈N
∥∥∥∥∥
1
 |G|([0,1]).
From here we deduce (‖x∗n‖
∫ an
an+1 |ϕ(t)|dt)n∈N ∈ l1.
The converse follows from the proof of (i).
The last part in (iii) follows from the above and the fact that ‖ · ‖op A(·). 
Example 6. Let an ↘ 0, ϕ : (0,1] → R be a continuous function such that
∫ an
an+1 |ϕ(t)|dt → 0
and let U :C([0,1], l1) → c0 be the operator defined by
U(f ) =
( an∫
an+1
ϕ(t)
〈
f (t), en
〉
dt
)
n∈N
.
G the representing measure of U and 1 s < ∞.
Then:
(i) U is absolutely summing ⇔ U is nuclear ⇔ ∫ 10+ ϕ(t) dt is absolutely convergent.
(ii) G :B→N (l1, c0) is of bounded variation ⇔ U is nuclear.
(iii) U# ∈ As(l1,As(C[0,1], c0)) ⇔ (
∫ an
an+1 |ϕ(t)|dt)n∈N ∈ l2.
(iv) U is s-summing ⇔ U is s-nuclear ⇔ (∫ an
an+1 |ϕ(t)|dt)n∈N ∈ ls .
(v) If 1  s < 2, then U# ∈ Πs(l1,Πs(C[0,1], c0)) ⇔ (
∫ an
an+1 |ϕ(t)|dt)n∈N ∈ lr , where 1s =
1
2 + 1r ; if 2 s < ∞, then U# ∈ Πs(l1,Πs(C[0,1], c0)).(vi) G :B→ Πs(l1, c0) is of bounded variation ⇔ U is nuclear.
Proof. (i), (ii), (iv) and (vi) are particular cases of Example 5.
(v) By Example 5(ii) U# ∈ Πs(l1,Πs(C[0,1], c0)) ⇔ S = Mα ∈ Πs(l1, ls), where α =
(
∫ an
an+1 |ϕ(t)|dt)n∈N. If 1  s < 2, by [9, Theorem 9], Mα ∈ Πs(l1, ls) ⇔ α ∈ lr . If 2  s < ∞,
by Grothendieck’s theorem, see [4,6], the inclusion J : l1 ↪→ l2 being s-summing, we get
Mα ∈ Πs(l1, ls). Further (iii) is a particular case of (v). 
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the divisions of the unit interval.
Example 7. Let X be a Banach space, x∗n → 0 weak∗ and T :X → c0 defined by T (x) =
(x∗n(x))n∈N. Let U :C([0,1],X) → c0 be the operator defined by
U(f ) =
( 1∫
0
x∗1
(
f (t)
)
dt,
1/2∫
0
x∗2
(
f (t)
)
dt,
1∫
1/2
x∗2
(
f (t)
)
dt, . . . ,
1/n∫
0
x∗n
(
f (t)
)
dt,
2/n∫
1
n
x∗n
(
f (t)
)
dt, . . . ,
1∫
(n−1)/n
x∗n
(
f (t)
)
dt, . . .
)
.
Then U is absolutely summing ⇔ T :X → c0 is absolutely summing. Further ‖U‖as = ‖T ‖as.
Proof. For any n ∈N and any 1 k  n we have | ∫ k/n(k−1)/n x∗n(f (t)) dt | ∫ 10 |x∗n(f (t))|dt , thus
by hypothesis, U takes its values in c0. The representing measure of U is
G(E)(x) =
(
x∗1 (x)μ
(
E ∩ [0,1]), x∗2 (x)μ(E ∩ [0, 12
])
, x∗2 (x)μ
(
E ∩
[
1
2
,1
])
, . . . ,
x∗n(x)μ
(
E ∩
[
0,
1
n
])
, . . . , x∗n(x)μ
(
E ∩
[
n − 1
n
,1
])
, . . .
)
.
For any x ∈ X the representing measure of U#(x) is Gx(E) = G(E)(x) and ‖U#(x)‖as =
|Gx |([0,1]), see [7, Theorem 3, p. 162]. An easy calculation shows that |Gx |([0,1]) =
‖(x∗n(x))n∈N‖ = ‖T (x)‖, so∥∥U#(x)∥∥as = ∥∥T (x)∥∥.
If U is absolutely summing, by Theorem 3(b) U# ∈ As(X,As(C[0,1], c0)) and thus
T :X → c0 is absolutely summing.
For the converse, observe that for any E ∈ B we have G(E) = SET , where SE : c0 → c0 is
defined by
SE(α) =
(
α1μ
(
E ∩ [0,1]), α2μ(E ∩ [0, 12
])
, α2μ
(
E ∩
[
1
2
,1
])
, . . . ,
αnμ
(
E ∩
[
0,
1
n
])
, . . . , αnμ
(
E ∩
[
n − 1
n
,1
])
, . . .
)
.
By the ideal property of the class of absolutely summing operators we get G(E) ∈ As(X, c0)
and ‖G(E)‖as  ‖T ‖as‖SE‖.
For any α ∈ c0 we have∥∥SE(α)∥∥= sup
n∈N
(
|αn| max
1kn
μ
(
E ∩
[
k − 1
n
,
k
n
]))
 ‖α‖μ(E),
i.e. ‖SE‖  μ(E), hence ‖G(E)‖as  ‖T ‖asμ(E), which implies that G :B → As(X, c0) has
bounded variation and |G|as([0,1])  ‖T ‖as. Using Swartz’s theorem we deduce that U is ab-
solutely summing and ‖U‖as  ‖T ‖as. 
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