Abstract. The Markov and Lagrange dynamical spectra, was introduced by Moreira and share several geometric and topological aspects with the classical ones. However, some features of generic dynamical spectra associated to hyperbolic sets can be proved in the dynamical case and we do not know if they are true in classical case.
1. Introduction .
1.1.
The classical Markov and Lagrange spectra from Number Theory. Regular Cantor sets on the real line play a fundamental role in dynamical systems and notably in problems from Number Theory related to diophantine approximation. They are defined by expansive maps and have some kind of self similarity property: small parts of them are diffeomorphic to big parts with uniformly bounded distortion. Some background on the regular Cantor sets with are relevant to our work can be found in [4] , [12] , [10] and [9] .
The classical Lagrange spectrum arises in number theory as the set of finite best constants of irrational numbers when it is approximated by rational numbers. Precisely, given any irrational number α we know by Dirichlet's theorem that the inequality, |α − p/q| < 1/q 2 , has infinitely many rational solutions p/q. Hurwitz and Markov improved this result showing that |α − p/q| < 1/( √ 5q 2 ).
Meanwhile, for a fixed irrational α, better results can be expected. This leads us to associate to each α its best constant of approximation (Lagrange value of α), The Hurwitz-Markov's theorem implies that k(α) ≥ √ 5. The set of irrational numbers α such that k(α) < ∞ has zero Lebesgue measure, but Hausdorff dimension 1. Consider the set L = {k(α); α ∈ R − Q, k(α) < ∞}.
The set L is known as the Lagrange spectrum. It is a closed subset of R and Markov showed in [6] the
where k 2 n ∈ Q for every n ∈ N and k n → 3 when n → ∞ (for more properties of L, cf. [CF 89]).
In 1947, M. Hall C(4) + C(4) = {x + y; x, y ∈ C(4)} = [
We can write the continued fraction of α as α = [a 0 ; a 1 , ...] and for each n ∈ N, we put α n = [a n ; a n+1 , ...] and β n = [0; a n−1 , a n−2 , ..., a 1 ]. Using elementary continued fraction techniques it can be showed that k(α) = lim sup n→∞ (α n + β n ).
With the above characterization of k(α) and from Hall's results, it follows that L ⊃ [6, +∞) .
In 1975, Freiman (cf. [4] ) proved some difficult results on the arithmetic sums of regular Cantor sets, related to continued fractions, and using them he showed that the biggest interval contained in L is [c, +∞), where c = 2221564096 + 283748 √ 462 491993569 4, 52782956616...
There are several characterizations of L. We give one that will be useful for dynamical generalizations. Throughout in this paper, we denote N = {1, 2, ...} the set of natural numbers while N 0 = N ∪ {0}.
Consider Σ = N Z and let σ : Σ → Σ be the shift map defined by σ((a n ) n∈Z ) = (a n+1 ) n∈Z . If we define f : Σ → R by f ((a n In a similar way we can define the set
The set M is called Markov spectrum and it also has an arithmetical interpretation. In fact, if Q = {f (x, y) = ax 2 + bxy + cy 2 ; f real indefinite b 2 − 4ac = 1} and m(f ) = inf{|f (x, y)|; (x, y) ∈ Z 2 − (0, 0)} then (cf. [4] ) M = {m(f ) −1 < ∞; f ∈ Q}.
Thanks to (1.1) we have that L ⊂ M . During a long time it was believed that L = M . In fact this is not true, Freiman showed that the number σ ≈ 3.118120178... is in M but not in L ( cf. [4] ). Moreover L and M are closed sets. An important open question related to Lagrange and Markov spectra is to know whether C(2) + C(2) contains any interval. S. Astels (cf. [1] ) showed using a method similar to local thickness that C(2) + C(5) + Z = R. C. G. Moreira showed in [8] that if we define d(t) = HD(L ∩ (−∞, t)) then d(t) is a continuous and surjective function from R onto [0, 1] and
where HD(A) is the Hausdorff dimension of a set A ⊂ R. Let a = inf{t ∈ R; d(t) = 1}. It follows from the results in [8] and the Bumby's results in [2] that 3.33437... < a < √ 12. In [8] Moreira ask the following question: Question 1. Is it true that for every δ > 0 int(L ∩ (∞, a + δ)) = ∅? (1.3) In the same context we leave the following question: Question 2. In the negative case for Question 1, what is the smallest δ > 0 for which (1.3) holds?
We write C(N ) = {x = [0; a 1 , a 2 , ...]; a j ≤ N, ∀ j ≥ 1}. Since HD(C(2)) > 0.53, a positive answer for Question 1 implies that C(2) + C(2) contains an interval.
In a similar way as the classical Lagrange and Markov spectra we can define two real functions (1.4) d L f (Λ) (t) = HD(L f (Λ) ∩ (−∞, t)) and (1.5) d M f (Λ) (t) = HD(M f (Λ) ∩ (−∞, t)).
We leave the question Question 3. When d L f (Λ) (t) = d M f (Λ) (t) and is it continuous functions?
Cerqueira, Matheus and Moreira showed in [3] in the conservative case, i.e., ϕ is
and it is a continuous function. The other cases remains open.
Our main goal in this paper is to give a positive answer to question 1 for the Markov and Lagrange spectra associated to generic hyperbolic dynamics.
Given f : M → R we define
We can imagine Λ t as the horseshoe under the viewpoint of f up the time t, but Λ t may not be a horseshoe. Each continuous function sees the horseshoe at time t in its own way.
Given ϕ ∈ Diff 2 (M ) with a horseshoe Λ, such that HD(Λ) > 1 and f ∈ C 1 (M, R) we put a = a(f, ϕ) = sup{t ∈ R; HD(Λ t ) < 1}.
there is an open set U ϕ and a residual set R ⊂ U such that for every ψ ∈ R there exists a
In a similar way, we can define b(f, ϕ) = inf{t ∈ R; HD(Λ t ) > 0}. We also prove the following theorem
We observe that, while 1.2 is unknown to the classical Markov and Lagrange spectra, the 1.2 is also true in the classical case (cf. [8] ).
These results are close related to fractal geometry of horseshoe. We begin giving some important results on the fractal geometry of regular Cantor sets and horseshoes which have relevance by yourself.
Non-stability of the Hausdorff dimension of regular Cantor sets
In this section, we prove that given a regular Cantor set K, there is, for any k ∈ N, C k -arbitrarily close to it, another regular Cantor set with different Hausdorff dimension. We begin recalling the definition of regular Cantor sets. Definition 2.1. A set K ⊂ R is called a C s -regular Cantor set, s ≥ 1, if there exists a collection P = {I 1 , I 2 , ..., I r } of compacts intervals and a C s expanding map ψ, defined in a neighbourhood of ∪ 1≤j≤r I j such that (i) K ⊂ ∪ 1≤j≤r I j and ∪ 1≤j≤r ∂I j ⊂ K, (ii) For every 1 ≤ j ≤ r we have that ψ(I j ) is the convex hull of a union of I t 's, for l sufficiently large ψ l (K ∩ I j ) = K and
We say that P is a Markov partition for K and we will write, when necessary, (K, P, ψ) to understand that K is defined by P and ψ.
Remark 2.2. We gave a definition of regular Cantor set from [12] . There are alternative definitions of regular Cantor sets. For instance, in [10] they defined as follows:
Let A be a finite alphabet, B ⊂ A 2 , and Σ the subshift of finite type of A Z with allowed transitions B which is topologically mixing, and such that every letter in A occurs in Σ. An expanding map of type Σ is a map g with the following properties:
(1) the domain of g is a disjoint union B I(a, b), where, for each (a, b), I(a, b) is a compact subinterval of I(a) := [0, 1] × a; (2) for each (a, b) ∈ B, the restriction of g to I(a, b) is a smooth diffeomorphism onto I(b) satisfying |Dg(t)| > 1, for all t. The regular Cantor set associated to g is defined as the maximal invariant set
Remark 2.3. These two definitions are equivalent. On one hand, we may, in the first definition take I(j) := I j , for each 1 ≤ j ≤ r, and for each pair j, k such that ψ(I j ) ⊃ I k , take I(j, k) = I j ∩ ψ −1 (I k ). Conversely, in the second definition, we could consider an abstract line containing all intervals I(a) as subintervals, and {I(a, b); (a, b) ∈ B} as the Markov partition. Moreover we write the data (A, B, Σ, g) defining K.
The Markov partition P = {I 1 , I 2 , ..., I r } and the map ψ define an r × r matrix
which encodes the combinatorial properties of K. To give B is equivalent to give B. We put Σ B = {θ = (θ 1 , θ 2 , ...) ∈ {1, 2, ..., r} N ; b θi,θi+1 = 1, ∀i ≥ 1} and σ : Σ B → Σ B such that σ(θ) =θ,θ i = θ i+1 we call the shift map. There is a natural homeomorphism between the pairs (K, ψ) and (Σ B , σ). For each finite word (a 1 , a 2 , ..., a n ) such that (a i , a i+1 ) ∈ B, 1 ≤ i ≤ n − 1, the intersection
is a non-empty interval and by the mean-value theorem there is x ∈ I a such that
which is exponentially small if n is large. Then, the map
defines a homeomorphism between Σ B and K such that
We will denoteÎ a 1 ,a 2 ,...,a k the convex hull of intervals
and a j is an admissible word, in the sense that if
We say that a regular Cantor set is affine if ψ |Ij is affine and ontoÎ 1,r , the convex hull of I 1 , ..., I r . Let K be an affine regular Cantor set. We know that (cf. [12] , pag. 71) if |ψ |Ij | = λ j then the Hausdorff dimension of K is the only number d > 0 such that
Note that, in the case of affine regular Cantor sets, if we forget any non-extremal interval of the Markov partition P, say J, we still have thatP = P − {J} is a Markov partition of another regular Cantor set,
The following example give us an idea of how to decrease the Hausdorff dimension of a regular Cantor set.
Example 2.4. Let (K, P, ψ) be an affine regular Cantor set. We suppose that |ψ |Ij | = λ j . We know that the Hausdorff dimension of K is the number d such that
So, if we forget, for example, I 2 , the new regular Cantor set defined byP = {I 1 , I 3 , ..., I r } has as Hausdorff dimension the numberd such that Recall that the pressure of ψ and a potential φ is given by
Moreover, by the Ergodic Decomposition Theorem and the Jacobson's theorem, the last supremum can be taken on the ergodic invariant measure. We say that a measure m is an equilibrium state if the supremum is attained it in (2.1). When ψ is C 1+α and the potential φ = −s log |ψ |, we know that (cf. [13] , pag. 203, thm 20.1, (2)) there exists an unique equilibrium measure and it is equivalent to the d-dimensional Hausdorff measure, where d is the Hausdorff dimension of Cantor set defined by ψ.
In the next lemma, we show that if K is a regular Cantor set and J is an interval of the construction of K, i.e., there are m ∈ N and j ∈ {1, 2, ..., r} such that J ∈ ψ −(m−1) (I j ), the Cantor setK obtained by the omission of J has Hausdorff dimension strictly smaller than the Hausdorff dimension of K. Precisely Lemma 2.5. Given (K, P, ψ) a C s -regular Cantor set, s > 1, we denote P m the set of connected components of ψ
for some natural number m and some j ≤ r such that P m − {J} is a Markov partition of ψ, then the Cantor setK
Proof. Note that we can write (K, P, ψ) = (K, P m , ψ m ), in the sense that
So, to show the lemma is equivalent to show that if we forget some interval of P then the Hausdorff dimension decreases. Let d = HD(K) and m d be the Hausdorff dimension of K and the d-dimensional Hausdorff measure, respectively. We know that m d (K) > 0 and there exists c > 0 such that, for all x ∈ K and 0 < r ≤ 1 (cf. [12] , pag. 72, proposition 3),
Moreover, if µ denotes the unique equilibrium measure corresponding to the Hölder continuous potential −s log |ψ |, we have that m d is equivalent to µ (cf. [13] , pag. 203). By uniqueness, µ is an ergodic invariant measure for ψ. Consider for
From the Birkhoff's ergodic theorem,
This implies that the set of points which never visit I l has measure zero. Note that this set containsK
Throughout the text, let B ∞ = n≥0 B n be the language of the Cantor set K, where B 0 = {( )} is the set consisting of the empty word. Moreover, if a ∈ B ∞ is in B n we write |a| = n the length of a. For us B 1 = A and B 2 = B. Our next result is technical and we need some definitions. (a 1 , a 2 , ..., a n−1 ) (resp. E c (a) = (a 2 , ..., a n )), if a = (a 1 , a 2 , ..., a n ). We set E f (( )) = ( ) = E c (( )) where ( ) is the empty word. Definition 2.7. Given a word a ∈ B n we call another word b ∈ B n a sister of a and we denote a ∼ b, if E f (a) = E f (b). Moreover, two intervals I a and I b are brothers and we denote I a ∼ I b , iff a ∼ b. We call the interval I a of child of
Remark 2.8. It follows from the above definitions that ∼ is an equivalence relation on B n and P n = ∪ 1≤j≤r ψ −(n−1) (I j ). We note that the convex hull of all brothers of I a is precisely
In other words, deg(a) represents the number of intervals that are visited by the interval I a . In particular, ψ(I a ) is the convex hull of deg(a) intervals. In a similar way, if a = (a 1 , ..., a n ) ∈ B n we define deg(a) := deg(a n ). Definition 2.10. We say that a Markov partition P has the interior property (IP) if there exists an interval I ∈ P such that for every J ∈ P with the following property:
where int (A) denotes the interior of a set A.
Example 2.11. Let P = {I 1 , I 2 , I 3 } be a Markov partition of a regular Cantor set K, defined by an expanding map ψ satisfying ψ(I 1 ) =Î 1,2 , ψ(I 2 ) =Î 2,3 and
. Then P does not has (IP).
In the above example we note that deg(a) ≤ 2 for all a ∈ A. We shall see below when there is a word a with deg(a) = 3, easily we can to obtain a refinementP of P such thatP has (IP ).
Example 2.12. Let P = {I 1 , I 2 , I 3 } be a Markov partition of a regular Cantor set K, defined by an expanding map ψ satisfying ψ(I 1 ) =Î 1,2,3 , ψ(I 2 ) =Î 2,3 and ψ(I 3 ) = I 1 . So A = {1, 2, 3} and B = {(1, 1), (1, 2), (1, 3), (2, 2), (2, 3), (3, 1)}. Now, we considerP = {I 11 , I 12 , I 13 , I 2 , I 3 }. Hence, in a similar way as the above example, we have thatP is a Markov partition. Observe that deg(1) = 3 and
Since for every J ∈P we have ψ(J) = I a for some a ∈ A, it follows that
In this present case we have thatP has (IP ).
Inspired by the above examples, we prove the following Lemma 2.13. If (K, P, ψ) is a C s -regular Cantor set there exists a Markov partitionP ≺ P determining K such thatP has (IP ).
Proof. We begin supposing that there is j ∈ A such that deg(j) ≥ 3. Thus, there is l(j) such that int(I j ) ⊃ I jl(j) . 
..jls . For every J ∈P − {I j } the convex hull does not change, so ψ(J) is the convex hull of elements inP because if ψ(J) ⊃ I j then we use that
, thusP is the Markov partition in the statement with I = I jl(j) .
Suppose then deg(a) ≤ 2 for every a ∈ A. There is j ∈ A such that deg(j) = 2. Thus, there is l 1 (j) = l 2 (j) such that I jl1(j) and I jl2(j) are brothers. The mixing condition implies that there is an admissible word d 1 (where
In the same way as (2.3) we have
we have by the remark Figure 2 . arrangement of intervals 2.8 that
. Firstly, we suppose l 1 (j) = j and ψ does not change the orientation on I j . In this case
and this implies that
.In all the steps we used (2.5) and (2.6) (see figure  3) .
is the convex hull of elements in
we have thatP is a Markov partition of
In any case, int(ψ(J)) ⊃ I b 1 . If l 1 (j) = j but deg(l 1 (j)) = 2 take P 3 = {I c 1 , ψ(I c 1 )} and we obtain the same conclusion. If ψ change the orientation on I j we do the same 
. Consider the sets:
Claim. For any letter v that appears in b 1 , I v is the convex hull of a union of elements of P 1 ∪ P 2 ∪ P 3 .
In fact, note thatÎ c 1 , 
In the general case, note that if we write
2 ) coincide with a final segment of d 1 , and all the intervals I a , where a appears in the initial segment of (l 2 (j), d
2 ), is the convex hull of elements of P 1 ∪ P 2 ∪ P 3 by the same reason of the intervals I a where a appears in c 2 . The claim is proved. Take P 4 = {I a ; a does not appear in b 1 }. Theñ
is the Markov partition of the statement. In fact, either ψ(J) ∈P or is the convex hull of elements in P by construction. Moreover, take
, where j ∈ B(a), because (j, l 1 (j)) only appears at the beginning or end of b i or c 1 , i = 1, 2. In both cases we have that int(ψ(J)) ⊃ I.
Remark 2.14. Thanks the lemma 2.13 if we forget I, id est, if we consider P 0 = P − {I}, then P 0 is still a Markov partition of ψ, and thanks the lemma (2.5) the Cantor set
has Hausdorff dimension strictly smaller than K. Moreover, we can suppose that our Markov partitions have the property of above lemma. We will suppose this one.
Remark 2.15. Note that the property of the above lemma is a C 0 -open property. We use this one in the next section.
Next, we define when two regular Cantor sets, K and K are C s -close.
Definition 2.16. Given a C s , s ≥ 1, regular Cantor set, K, with a Markov partition P, we say that another C s regular Cantor set, K , with a Markov partition P , is C s close to K if #P = #P , the extremal points of any element P i ∈ P is close to the extremal points of P i ∈ P and maps ψ and ψ are close in the C s topology.
We remember that if we have a regular Cantor set K with a Markov partition P = {P 1 , ..., P r } we can define P n as being the connected component of ψ −(n−1) (I j ), 1 ≤ j ≤ r. Moreover, if we can write
and define β n implicitly by
then β n ≥ HD(K) for all n ∈ N and (2.7) lim n→∞ β n = HD(K).
see [12] pp 68-71.
Proposition 1. Given any C ω -regular Cantor set (K, P, ψ) there exist C k -arbitrarily close to it, k ∈ N, another C ω -regular Cantor set (K,P,ψ) with
Proof. By Lemma 2.13 we can suppose that P has the (IP ). Let I l = [a l , b l ] be the set of P as the above lemma. For λ ∈ (0, 1) let us define, b
and ψ λ in the following way:
We claim that P λ is a Markov partition to ψ λ . We need only to prove that ψ λ (I s ) is the convex hull of a union of I t 's. Let S be the set of index such that if s ∈ S then ψ(I s ) ⊃ I l . If s / ∈ S then ψ λ (I s ) = ψ(I s ) is the convex hull of intervals distinct from I λ l . If s ∈ S then ψ λ (I s ) = ψ(I s ) =Î, where I = I j1 ∪ ... ∪ I l ∪ ... ∪ I jp andÎ is the convex hull of I. If we set I a < I b iff for every x ∈ I a and for every y ∈ I b we have x < y, so I l cannot be an extremal, because it is contained in the interior of any ψ(J) that contains it. So
where
Thus, for any I s ∈ P λ we have that ψ λ (I s ) is the convex hull of intervals in P λ . We write P λ = {I 
K λ have the same combinatorics for λ ∈ (0, 1]. Let B n = {a = (a 0 , a 1 , ..., a n−1 ); (a i , a i+1 ) ∈ B, ∀i ∈ {0, 1, ..., n − 2}} be the set of admissible words of length n. Given 0 ≤ j ≤ n − 1 and k ∈ A we denote B n (j, k) = {a ∈ B n ; a j = k} and B n (k) = ∪ 0≤j≤n−1 B n (j, k). We observe that B n (l) c is the set of admissible words of length n associated to K 0 , where K 0 is the regular Cantor set obtained by forgetting I l . Suppose that d λ = d µ for some λ = µ.
Since the map (λ, x) → ψ λ (x) is analytic, by Ruelle (cf. [15] , Corollary 3), the map λ → HD(K λ ) is also analytic. Since analytic functions cannot be locally constant we have that arbitrarily close to 1 there exists K λ such that HD(K λ ) = HD(K). Suppose, by contradiction that λ → d λ is a constant map, we set d λ = a, λ ∈ (0, 1]. If b = (b 0 , ..., b n−1 ) ∈ B n (j, l) and x ∈ I b , from the chain rule, we have
The same holds if j = n − 1, without the first factor, here Since B n = B n (l) ∪ B n (l) c , (2.10) can be written by
Thus, since λ −a n,b → 0 when λ → 0 we have that the first parcel in the sum in (2.11) goes to zero when λ → 0. This implies that (2.12)
If we define β 0 n in the same way as β λ n , we see that β 0 n ≥ a. However, B n (l) c is the set of admissible words of length n associate to K 0 and then we have
contradiction. Thus, the map λ → d λ is not a constant map. Then there is λ arbitrarily close to 1 such that HD(K λ ) = HD(K). Moreover, given k ∈ N for every λ sufficiently close to 0 we have that K λ is C k -arbitrarily close to K. Therefore HD(K λ ) = HD(K) for some λ sufficiently close to 0. Corollary 1. Given a ∈ (0, 1), the set U = {K ∈ K; HD(K) = a} of regular Cantor sets is an open and dense set.
Proof. Since the map K → HD(K) is a continuous function U is an open set. Since the analytic Cantor sets are dense, we can suppose that we have an analytic Cantor set K such that HD(K) = a. By the proposition 1 we can find another analytic Cantor set with HD(K) = a. This conclude the proof.
Non-stability of the Hausdorff dimension of horseshoes
Let ϕ : M → M be a C 2 -diffeomorphism of a surface with a horseshoe Λ and p ∈ Λ a saddle fixed point. Consider the regular Cantor sets
[12], p. 54). We can define K s and K u as follows: We define g s and g u in the following way: If y ∈ R a1 ∩ ϕ(R a0 ) we put
and if z ∈ R a0 ∩ ϕ −1 (R a1 ) we put 
This definition is in accordance with the remark 2.2. The stable and unstable Cantor sets, K s and K u , respectively, are closely related to the fractal geometry of the horseshoe Λ; for instance, it is well-known that
We recall that a Markov partition of Λ for ϕ is a finite collection P = {P 1 , P 2 , ..., P k } of boxes, i.e., diffeomorphic images of the square Q = [−1, 1], say
There is a positive integer n such that ϕ n (P i ) ∩ P j = ∅, for all 1 ≤ i, j ≤ k.
We remark that we can obtain Markov partitions with similar properties as the lemma (2.13). We have the following theorem about Markov partitions useful for us in many results (cf. [12] , pag. 172, theorem 2). We shall use the next theorem many times Theorem 3.1. If Λ is a horseshoe associated to a C 2 -diffeomorphism ϕ, then there are Markov partitions for Λ with arbitrarily small diameter.
Given a C
2 -diffeomorphism ϕ with a horseshoe Λ = n∈Z ϕ n (U ), we mean by a subhorseshoeΛ of Λ, a non trivial maximal invariant subset of the form
where P is a Markov partition of Λ and Q ⊂ P, Q = P. It follows that there is an open subsetŨ of U , such thatΛ = n∈Z ϕ n (Ũ ). Note thatŨ ⊃ ∪ P ∈Q P . We don't ask ϕ |Λ transitive.
Remark 3.2. Note that there are countably many subhorseshoe of Λ. In fact, each Markov partition has only finitely many elements and therefore the number of boxes in all the Markov partition is countable.
Recall that every C 1 -manifold has a C ω -subatlas, so without loss of generality we assume, from now on, that M is a real analytic surface. We want to use the above results about regular Cantor sets on the real line for K s and K u to show the following proposition Proposition 2. Let ϕ : M → M be a C 2 -diffeomorphism with a horseshoe Λ ϕ and HD(Λ ϕ ) ≥ b > 0. There is a C 2 -open set U ϕ and a residual set R ⊂ U such that for ψ ∈ R with a horseshoe Λ ψ , continuation of Λ ϕ , every subhorseshoeΛ ψ have Hausdorff dimension different from b. Next, we give a simple but central lemma for our goal. Proof. Let δ > 0 be the injectivity radius of M . Then, if ϕ and ψ are δ-C 1 -close then for every x ∈ U there exists v(x) ∈ T ϕ(x) M such that exp ϕ(x) (v(x)) = ψ(x).
and v is defined implicitly by C r functions, over U , we have that the map H :
is a C r path between ϕ and ψ as the statement
We shall use the following version of a result due to Mark Pollicott:
is a horseshoe for ϕ 0 and Λ µ denote the hyperbolic continuation of Λ 0 associated to ϕ µ . Then,
is an analytic function.
Proof. We observe that by the basic structural stability theorem for Axiom A diffeomorphisms there is a natural bijection between the periodic points of ϕ 0 and ϕ µ . Moreover, the map µ → p µ the hyperbolic continuation of periodic points is C ω , because ϕ µ |U is analytic. The claim follows from lemmas 9 and 10 in [14] . Lemma 3.6. If Λ ϕ is a horseshoe associated to a C ω -diffeomorphism ϕ, with HD(Λ ϕ ) = b. Then, there is a C 2 -diffeomorphismφ, C 2 -close to ϕ, such that HD(Λφ) = b, where Λφ is the hyperbolic continuation of Λ ϕ .
Proof. Let ϕ : M → M be a C ω -diffeomorphism of a compact connected surface with a horseshoe Λ ϕ . The foliations of Λ may be only C 1+ . We know that there is a Markov partition of Λ ϕ such that in each piece P i of the partition P, in C 1 coordinates given by stable and unstable foliations, the diffeomorphism has the form ϕ(x, y) = (f i (x), g i (y)) at P i ∈ P. Taking a fixed point p ∈ Λ and consider the stable regular Cantor set
We know that K s is a regular Cantor set. We can suppose that its Markov partition has the interior property (IP ) as in the lemma 2.13. Now, we replace the foliations by C ω foliations, C 1 -close to the previous ones, and change the diffeomorphism in order to have the new invariant foliations in a neighbourhood of the horseshoe, defining it by the C ω formulas ϕ(x, y) = (f i (x),g i (y)) in the piecesP i , whereφ is C 1 -close to ϕ (cf. [7] ). As we observe in the remark 2.15 the Markov partition associated to now C ω -regular Cantor setK s = W s ϕ (p) ∩ Λφ, also have the property in the Lemma 2.13, where (p,Λ) are the hyperbolic continuation of (p, Λ),p ∈Λ. By the proposition 1 there is a C w mapf i , C 2 close to f i , such that if we putφ(x, y) = (f i (x),g i (y)) in the corresponding Markov partition for the extended diffeomorphismφ : M → M with the property thatφ = ϕ on M \U , where U is the neighbourhood of Λ ϕ such that Λ ϕ = n∈Z ϕ n (U ), we have either
We suppose without loss of generality that HD(K s ) = HD(K s ). Thus, both diffeomorphisms ϕ andφ are analytic when restrict to U and by the Lemma 3.4 we have a family {ϕ µ } µ∈[0,1] of C ω maps, ϕ µ : U → M , such that ϕ 0 = ϕ|U and ϕ 1 =φ|U . Takingf i andg i sufficiently C 1 close to f i and g i andf i sufficiently C 2 close tof i , respectively, for every i such that makes sense talk toP i andP i , we can assume that, for a possible small neighbourhoodŨ ⊂ U , because the continuity of (µ, x) → ϕ µ (x), ϕ µ (Ũ ) ⊂ ϕ(U ), for all µ ∈ [0, 1]. Thus, we can extend ϕ µ to M with the property that ϕ µ = ϕ on M \U (cf. [5] , Lemma 2.8, p.50). Note that ϕ 1 =φ is C 1 -close to ϕ, because inside U we only have ϕ|U C 1 -close toφ|U but for µ close to 0 we have that ϕ µ is C 2 -close ϕ, by the Lemma 3.4. Then we have a family of C 2 -diffeomorphisms satisfying the hypotheses of Theorem 3.5 and since the map µ → HD(Λ µ ) is analytic with HD(Λ 0 ) = HD(Λ 1 ) there are arbitrarily close to 0 parameters µ such that HD(Λ µ ) = HD(Λ 0 ) = HD(Λ ϕ ), because (3.1). But, ϕ µ is C 2 -close to ϕ when µ is close to 0.
Lemma 3.7. If Λ ϕ is a horseshoe with HD(Λ ϕ ) = b, associated to a C ω -diffeomorphism ϕ. Then, there is a C 2 -diffeomorphismφ, C 2 -close to ϕ, such that HD(Λφ) = b, where Λφ is the hyperbolic continuation of Λ ϕ .
Proof. Let ϕ : M → M be a C ω -diffeomorphism of a compact connected surface with a horseshoe Λ ϕ . The foliations of Λ may be only C 1+ . We know that there is a Markov partition of Λ ϕ such that in each piece P i of the partition P, in C 1 coordinates given by stable and unstable foliations, the diffeomorphism has the form ϕ(x, y) = (f i (x), g i (y)) at P i ∈ P. Taking a fixed point p ∈ Λ and consider the stable regular Cantor set K s = W s ϕ (p) ∩ Λ. We know that K s is a regular Cantor set. We can suppose that its Markov partition has the interior property (IP ) as in the lemma 2.13. Now, we replace the foliations by C ω foliations, C 1 -close to the previous ones, and change the diffeomorphism in order to have the new invariant foliations in a neighbourhood of the horseshoe, defining it by the C ω formulas ϕ(x, y) = (f i (x),g i (y)) in the piecesP i , whereφ is C 1 -close to ϕ (cf. [7] ). As we observe in the remark 2.15 the Markov partition associated to now C ω -regular Cantor setK s = W s ϕ (p) ∩ Λφ, also have the property in the Lemma 2.13, where (p,Λ) are the hyperbolic continuation of (p, Λ),p ∈Λ. By the proposition 1 there is a C w mapf i , C 2 close to f i , such that if we putφ(x, y) = (f i (x),g i (y)) in the corresponding Markov partition for the extended diffeomorphismφ : M → M with the property thatφ = ϕ on M \U , where U is the neighbourhood of Λ ϕ such that
We suppose without loss of generality that HD(K s ) = HD(K s ). Thus, both diffeomorphisms ϕ andφ are analytic when restrict to U and by the Lemma 3.4 we have a family {ϕ µ } µ∈[0,1] of C ω maps, ϕ µ : U → M , such that ϕ 0 = ϕ|U and ϕ 1 =φ|U . Takingf i andg i sufficiently C 1 close to f i and g i andf i sufficiently C 2 close tof i , respectively, for every i such that makes sense talk toP i andP i , we can assume that, for a possible small neighbourhoodŨ ⊂ U , because the continuity of (µ,
. Thus, we can extend ϕ µ to M with the property that ϕ µ = ϕ on M \U (cf. [5] , Lemma 2.8, p.50). Note that ϕ 1 =φ is C 1 -close to ϕ, because inside U we only have ϕ|U C 1 -close toφ|U but for µ close to 0 we have that ϕ µ is C 2 -close ϕ, by the Lemma 3.4. Then we have a family of C 2 -diffeomorphisms satisfying the hypotheses of Theorem 3.5 and since the map µ → HD(Λ µ ) is analytic with HD(Λ 0 ) = HD(Λ 1 ) there are arbitrarily close to 0 parameters µ such that HD(Λ µ ) = HD(Λ 0 ) = HD(Λ ϕ ), because (3.1). But, ϕ µ is C 2 -close to ϕ when µ is close to 0.
Remark 3.8. The same statement is true if we change the word horseshoe by the word subhorseshoe. In fact, every subhorseshoeΛ ϕ , by the spectral decomposition Theorem, can be write as a finite union of horseshoes
∈ R is a continuous function, where U is the open set where there is hyberbolic continuation andΛ ψ is the hyperbolic continuation ofΛ ϕ .
Thus, we can apply the Lemma 3.7 in a finite number of steps. Suppose by simplicity that there is a unique j such that HD(Λ ϕ ) = HD(Λ j ϕ ). Without loss of generality, by the continuity of ϑ, we can suppose that U is such that every ψ ∈ U satisfies HD(Λ 
It follows from our results in this section and of the Theorem 3.9 that Corollary 2. LetΛ ϕ be a subhorseshoe of Λ ϕ with HD(Λ ϕ ) = b, associated to a C 2 diffeomorphism ϕ. Then, there is a C 2 -open set U, which does not depend oñ Λ ϕ , such that U * = {ψ ∈ U; HD(Λ ψ ) = b} is a C 2 -open and dense subset of U, whereΛ ψ denotes the hyperbolic continuation ofΛ ϕ . Proof. We know that given ϕ ∈ U there is an open set U ϕ and a residual R ϕ ⊂ U ϕ such that if ψ ∈ R ϕ we have HD(Λ ψ ) = b for every subhorseshoe of Λ ψ . Since U = ϕ∈U U ϕ is Lindelöf we can take a countable subcover of {U ϕ } ϕ . Then U = j∈N U ϕj . So R = ∪ j≥1 R ϕj is a residual set in the statement.
The Markov and Lagrange dynamical spectra
We begin this section giving all the ingredients outside this thesis and we give a crucial corollary for our theorem. These results are fundamentals for our result. Recall that by the section 3, if p is a fixed point in Λ, the sets * ⊂ U such that, for ψ ∈ U * , the corresponding pair of expanding (g,g) belongs to V ( cf. [11] and [10] ).
Using [11] , we can write the main theorem in [9] in the following way 
There is a residual set R ⊂ U such that if ψ ∈ R and Λ ψ is a horseshoe of ψ with HD(Λ ψ ) > 1 and
Proof. Firstly we observe that there are only a countable many choice of the combinatorics of a subhorseshoe, that is, its associated subshift. Fix any combinatorics c. For each ϕ we can associated Λ 
where l f,ϕ(x) = lim sup n→+∞ f (ϕ n (x)). The set
where m f,ϕ (x) = sup n∈Z f (ϕ n (x)), is called Markov spectrum of (f, K) and it is closely related to L f (K). We have, by example, that L f (K) ⊂ M f (K) (cf. [9] ).
Suppose that Λ is a horseshoe associated to ϕ. We define for t ∈ R
Remark 4.3. We observe that if F is a closed invariant set of M then
In fact, if x ∈ F then ϕ n (x) ∈ F for all n ∈ Z and so f (ϕ n (x)) ∈ f (F ), since f (F ) is a compact set on the real line, it follows that l f,ϕ (x) = lim sup n f (ϕ n (x)) ∈ f (F ). Next we note that
This implies that x ∈ Λ t . Since ϕ(Λ t ) = Λ t we have ω(x) ∪ α(x) ⊂ Λ t , where ω(x) and α(x) are the ω-limit set and α-limite set of x, respectively. Thus, m ∈ f (Λ t ).
HD(Λ t ) < 1} be the phase transition parameter associated (f, ϕ, Λ ϕ ). We observe that, by the remark 4.3,
Remark 4.4. For every t ∈ R and a continuous function f : M → R we have that
From now on we assume that M is a real analytic surface. Fix a C k -function f from M to R, k ≥ 1. Consider U be the open set and R ⊂ U be the residual set as in the proposition 2, where b = 1. Let Λ = Λ ψ be the hyperbolic continuation of Λ ϕ . When ψ ∈ R we write a = a(f, ψ).
−1 (a) and Λ, and a = a(f, ψ). By the continuity of f there exist an δ 0 > 0 such that d(f −1 (a + δ), Λ) > 0 for all 0 < δ < δ 0 . Then, there is a Markov Partition P of Λ such that d(f −1 (a + δ),P) > 0, 0 < δ < δ 0 for all Markov partitioñ P ≺ P, because there are Markov partition whose elements have arbitrarily small diameter. Therefore, the number of elements ofP in f −1 ((−∞, a + δ)) ∩P is constant, independently of 0 < δ < δ 0 . This implies that Λ a is a subhorshoe of Λ. Since HD(Λ) = 1 for all subhorshoe of Λ, we must have HD(Λ a ) < 1. Moreover,
However, in this case we have Λ a+δ = Λ a in contradiction with the definition of a.
Proof. By contradiction, suppose that 0 is isolated. Therefore, there is > 0 such that
If x ∈ Λ a+δ is such that there is n ∈ Z with a < f (ψ n (x)) ≤ a + δ, hence we have ψ n (x) ∈ f −1 ((a + δ 1 )) ∩ Λ, for some δ 1 < δ, contradiction, because δ 1 / ∈ A. By the same arguments above we have that Λ a is a subhorshoe with HD(Λ a ) < 1 and Λ a = Λ a+δ when δ < , contradiction with the definition of a.
The following proposition is fundamental for our goal and it explains the reason of the name of a(f, ψ).
(a) and f −1 (a + δ) are disjoint compacts sets. By the Theorem 3.1 we can take a Markov partition P with sufficiently small diameter such that
By shrinking the diameter of P if necessary,, we can take an open neighbourhood of elements of P which intersects Λ a but which has a positive distance from f −1 (a + δ). By (4.1) we have that the maximal invariant set of this neighbourhood in a subhorshoe Λ such that
In the same way as 4.2, if δ < δ with δ ∈ A, we can find another subhorseshoe Λ such that Λ a ⊂ Λ Λ a+δ ⊂Λ Λ a+δ .
Since ψ ∈ R we must have HD(Λ) > 1, because HD(Λ a ) ≤ HD(Λ). Thus, for all δ > 0 we have that HD(Λ a+δ ) > 1. This implies that a = inf{t ∈ R; HD(Λ t ) > 1}
and HD(Λ a ) = 1. In fact, if a = a(f, ψ) = b(f, ψ) = inf{t ∈ R; HD(Λ t ) > 1} then given a < c < b we have by definitions of a and b that Λ c = 1. But by (4.2) implies that there is a subhorseshoeΛ with HD(Λ) = 1.
Corollary 5. If ψ ∈ R then Λ a is not a subhorseshoe of Λ, where a := a(f, ψ).
Now we are ready to prove our main result:
Theorem A. Given ϕ ∈ Diff 2 (M ) with a horseshoe Λ and HD(Λ) > 1, there is an open set U ϕ and a residual set R ⊂ U such that for every ψ ∈ R and k ≥ 1 there exists a
Proof. Let ϕ be a C 2 -diffeomorphism with a horseshoe Λ with HD(Λ) > 1. By the Corollary 4 there are an open set U ϕ and a residual set R 1 ⊂ U with a nice properties for us; if ψ ∈ R 1 there is a residual set H ψ such that Consider R = R 1 ∩ R 2 . So R is a residual subset and every ψ ∈ R has the properties (4.3) and (4.4) . By the remark 4.4 we have
Then, if ψ ∈ R, the proof of proposition (5) Proof. Given any sequence θ = (a n ) n∈Z ∈ N Z let us consider the set N j (θ) = {n ∈ N; a n ≥ j}. It is easy to see that if N j (θ) is infinite then A little bit more is true, in fact L ∩ (−∞, √ 32] = L f (Λ 4 ), but it is not so easy to show.
From this, we hope that the question 1 by Moreira is true: Conjecture: Let L be the classical Lagrange spectrum. Consider d(t) = HD(L ∩ (−∞, t)) and a = inf{t ∈ R; d(t) = 1} then int(L ∩ (−∞, a + δ)) = ∅, for all δ > 0. If the above conjecture is true we have the following striking result: int(C(2) + C(2)) = ∅, where C(2) + C(2) = {x + y; x, y ∈ C(2)}.
Recall that HD(C(2) × C(2)) = HD(C(2)) + HD(C(2)) > 1. Moreover, if we define f : U → R by f (x, y) = x + y then L ∩ (−∞, c) ⊃ L f (Λ 2 ), observe that max L f (Λ 2 ) = max f (Λ 2 ) = 2 + 2B 2 = √ 12. On the other hand, by remark 4.3 we have that
Since a < √ 12 (cf. [8] ) we must have for δ > 0 suficiently small that f (Λ a+δ ) ⊂ f (Λ 2 ) =C(2) + C(2). So, if the conjecture is true, ∅ = int(L ∩ (−∞, a + δ)) ⊂C(2) + C(2).
Thus, C(2) + C(2) = ∅.
Remark 4.5. We observe for that the above conjecture is true is sufficient that ϕ ∈ R, i.e., ϕ can not subhorshoes of Hausdorff dimension equal to 1 and for every subhorshoe of Hausdorff dimension greater than 1, we have int L f (Λ) = ∅, where ϕ and f as same above. We note that in this case we have f ∈ H ϕ .
4.2.
The beginning of the spectra. Next we prove a theorem about the beginning of the Markov and Lagrange dynamical spectra for all C 2 -diffeomorphism ϕ having a horseshoe Λ and the most C 1 -maps f : M → R. Let b(f, ϕ) = inf{t ∈ R; HD(Λ t ) > 0}. Note that b(f, ϕ) < +∞. Let B = {δ ∈ (0, +∞); f −1 (b + δ) ∩ Λ = ∅}. Note that Λ b cannot be a subhorseshoe, because otherwise we could find another subhorseshoe with smaller Hausdorff dimension than it, in a similary way such as lemma 6 of [9] . Similarly to the proposition 4, B satisfies the following propositions Proposition 7. 0 is an accumulation point of B.
Proof. The proof is analogous to the proof of Proposition 4. Otherwise Λ b = Λ b+δ for some δ. But this implies that Λ b is a subhorseshoe, contradiction. Proof. Essentially the same proof of the proposition 5, but now we take take δ ∈ B. We only observe that in this present case we do not need of a residual subset R because there is no subhorseshoe with zero Hausdorff dimension.
Remark 4.7. We note that the above theorems does not occur in all the cases. The most simple example is to take f any constant function.
