ABSTRACT The received signal strength (RSS)-based target localization is an important field of research with numerous applications in wireless sensor networks. By exploiting the sparsity of localization, the compressive sensing (CS) can be applied to develop an effective localization framework for multiple targets. However, the existing CS-based method considers localization directly from real-valued sensor measurements, which implicitly assume that the measurements have infinite bit precision. When the assumption is violated, the localization performance will deteriorate dramatically, especially at low quantization bit rates. In this paper, we first design a quantizer for efficiently processing the raw RSS measurements and then develop a novel Bayesian CS framework for estimating target locations from the quantized measurements. By modeling the quantization errors as independent random variables, the non-linear localization problem is formulated in a linear CS observation model. Following this idea, we solve the problem from a Bayesian perspective and design some sophisticated prior distributions to guarantee the performance. To address this, we resort to the variational Bayesian inference methodology and propose a novel iterative algorithm for jointly estimating target locations and dealing with quantization errors. The extensive simulation results demonstrate the superiority of the proposed algorithm in comparison with the state-of-the-art methods.
I. INTRODUCTION
Wireless sensor networks (WSN) have been extensively employed for detection, localization, and tracking of one or more targets [1] - [3] . Typically, a WSN consists of a large number of low-cost, low-power and densely distributed sensors with known positions. Sensors receive the signal broadcasted by the target and extract some desired attribute. Then, their measurements are assembled to a Fusion Centre (FC) and a localization algorithm is performed in the FC to estimate the locations of targets.
Existing localization methods make use of four types of measurements: time of arrival (TOA), time difference of arrival (TDOA), direction of arrival (DOA) and received
The associate editor coordinating the review of this manuscript and approving it for publication was Giovanni Angiulli. signal strength (RSS). Each measurement type has its own merits and this paper focuses on RSS. This is mainly due to the fact that RSS measurements can be obtained with minimal effort and do not require extra circuitry, with remarkable savings in cost and energy consumption of sensors [4] , [5] .
The traditional wisdom of RSS-based localization method is trying to extract the distance information between sensor and target from the RSS measurements. Unfortunately, due to the degrading effects of fading, shadowing, and reflections of the radio signal, the traditional RSS-based localization method usually fails to achieve a satisfactory accuracy when the number of sensors is not large enough. Moreover, in multiple target localization scenarios, different targets are simultaneously active and signals transmitted by targets are overlapped at each sensor. It is impossible for a sensor to extract the distance information with any target directly, leading the traditional method infeasible. Therefore, it is quite meaningful to develop an effective RSS-based localization method with respect to multiple targets.
The newly developed sampling theory, compressive sensing (CS) [6] , [7] , can be used to solve the problem. It explores the fact that a small number of measurements are sufficient for recovering a sparse signal. The application of CS in the localization field provides several advantages: (i) as targets only cover a few parts of the total localization area, target localization problem has the intrinsic sparse nature. It implies that CS can be applied to significantly decrease the number of sensors, (ii) the centralized localization methodology could also benefit from CS. As sensors usually have limited energy for computation while the FC does not have, their workload can be alleviated by performing the localization algorithm (i.e., the signal reconstruction algorithm of CS) in the FC, (iii) different from traditional localization method that extracting the distance information between sensor and target, CS-based method develop a novel framework by formulating the localization problem as a sparse estimation problem. Consequently, the CS-based localization method has been drawing extensive research interests [23] - [36] .
Existing CS-based localization researches are mainly focused on the required number of measurements (i.e., the number of sensors) for guaranteed localization accuracy. They consider target localization directly from real-valued sensor measurements, which have infinite bit precision. However, it is well known that sensors are typically battery powered and have limited wireless communication bandwidth [8] . Therefore, it is desirable for sensors to only transmit multi-bit quantized data to the FC. That is, the localization algorithm should be run on quantized RSS measurements.
Motivated by this, some papers have studied target localization with quantized RSS measurements [9] - [13] . The research in [9] proposed a maximum-likelihood (ML) location estimator using quantized RSS data and derived the corresponding Cramer-Rao lower bound of the estimator. Based on this, the statistics of imperfect wireless channels between sensors and the FC were considered for target localization and tracking in [10] , [11] . Further, the channel error-correcting codes were combined with target localization in [12] . Different from centralized localization, a distributed gradient algorithm has been proposed for target localization in [13] . However, these works focus on localizing a single target. It is still a tough problem to localize multiple targets using only quantized RSS. Because in such a scenario, sensors can only obtain the superimposed RSS measurements when multiple targets concurrently emit signals, which makes existing solutions for single target infeasible.
Since the CS-based method provides an effective framework for multiple target localization, it is desirable to tackle the quantization problem in CS-based localization framework. However, the researches in [14] - [16] indicate that quantization on the acquired measurements has a significant effect on the performance of the CS reconstruction. Accordingly, several recent papers have focused on addressing the problem of quantized CS [17] - [22] . Nevertheless, to localize targets with quantized RSS measurements using CS, several key issues remain to be solved: (i) the inefficiency of existing quantizer with respect to the highly non-linear RSS measurements, (ii) the gap between the nonlinearity of quantization and the linear observation model of CS, (iii) the accurate reconstruction of location information from quantized, noisecorrupted RSS measurements.
To address the issues, we first design a quantizer for efficiently processing the RSS measurements. Then, we bridge the gap between the nonlinearity of quantization and the linear observation model of CS by modeling the quantization errors as independent random variables. In this way, the non-linear problem is reformulated in a linear localization model and the effect of quantization can be alleviated through the variable estimation. Following this idea, we present a Bayesian CS framework for jointly estimating the locations of targets and dealing with quantization errors and measurements noises. In this framework, a two-layer hierarchical Gaussian prior distribution is introduced to prompt the sparsity of location variable and the prior distributions of quantization errors are approximated according to the designed quantizer and distribution of RSS measurements. It is worth pointing out that introducing these sophisticated prior distributions is significant to guarantee the efficiency of Bayesian inference. However, the Bayesian inference of such a complex problem is complicated and intractable. Thus, we resort to the variational Bayesian inference approach and proposed an iterative algorithm to solve the problem, which iteratively estimates the sparse signal, quantization errors and measurement noises until convergence. To substantiate the algorithm, we conduct extensive simulations in various settings. The results demonstrate the effectiveness and robustness of the proposed method.
The rest of this paper is organized as follows. Section II presents an overview of related works. Section III describes the superimposed RSS model and formulates the multiple target localization using quantized measurements. Based on this, we respectively provide the quantization design method in Section IV and develop the localization algorithm in Section V. Experimental results are reported in Section VI and conclusions are given in Section VII.
II. RELATED WROK
In this section, we review the related work in the following two aspects: the compressive sensing with quantized samples and the compressive sensing based localization methods.
A. COMPRESSIVE SENSING WITH QUANTIZED SAMPLES
So far, most of the CS literature has considered signal recovery directly from linear samples without quantization. It is highly challenging for estimating signal from quantized samples, due to the nonlinearity of quantization. The effect of quantization on CS reconstruction has been studied in [14] - [16] and several papers were further proposed to solve the problem [17] - [22] . In [17] , [18] , the CS reconstruction VOLUME 7, 2019 algorithm was adapted to mitigate quantization effects, and better reconstruction performance was further reached by forcing consistency between the observations and the re-observed estimate [19] . However, these methods only studied the noise-free case, where the CS reconstruction error is dominated by quantization. It is rational when the quantization is very coarse, e.g., 1 or 2 bits per measurement.
Thus, to jointly consider the effect of quantization error and measurement noise, the research in [20] proposed two methods for estimating a sparse signal from quantized, Gaussian noise-corrupted measurements. More recently, researchers tried to solve the same problem from a Bayesian perspective and achieved superior performance in comparison with previous methods [21] , [22] . However, the message-passing de-quantization algorithm [21] is sensitive to the restricted isometry property (RIP) of sensing matrix, and thus it cannot be applied in localization where the sensing matrix holds a relatively high correlation. Differently, the quantized variational message passing (Q-VMP) algorithm [22] was derived from sparse Bayesian learning, which has become a popular method for CS-based localization. However, the uniform quantizer was used for processing measurements and the quantization errors were characterized by uniform distributions. It will lead to poor performance in localization, due to the highly non-linear property of RSS.
B. COMPRESSIVE SENSING BASED LOCALIZATION
Driven by its importance, the CS-based localization methods have been rapidly developing in recent years. The research in [23] formulated the target localization problem in a distributed sparse approximation framework for the first time, but incurred a high computation burden due to the local construction of localization dictionary. Further, the authors introduced a Bayesian framework for localization and provided sparse approximations to its optimal solution [24] . Another CS-based localization algorithm was proposed in [25] , which modeled the locations of multiple targets as a sparse matrix. It achieves multiple target localization but leads to a heavy workload. To reduce the complexity and mitigate the RSS deviation effect, the authors developed a two-stage CS-based framework for indoor localization [26] - [27] . However, the construction of RSS database is time-consuming. Differently, the research in [28] modeled the locations of multiple targets as a sparse signal and proposed a greedy matching pursuit algorithm for signal recovery. It also theoretically confirmed the validity of CS-based problem formulation.
More recently, some new research results about CS has been applied in localization. By conducting CS on the least squares (LS) residual, the LS-CS recovery algorithm was adopted to further improve localization accuracy [29] . To localize mobile targets, the multi-task Bayesian CS was applied by jointly using the RSS samples of each target [30] . The research in [31] considered the same problem in a novel two-dimensional framework, where RSS samples are compressed in the space domain and the location information is compressed in the time domain. By exploiting the joint sparsity feature of the target location, the multiple measurement vectors model was adopted to tackle the time-varying environment [32] . In [33] , a multi-channel indoor localization approach was proposed to overcome the channel mismatch problem and the matrix completion theory was adopted to reduce the training workload. Similarly, the research in [34] considered localization in multipath channel environment and further exploited the potential information in the crosscorrelations of received signals to improve the localization performance. In [35] , a novel target counting and localization system were developed using online compressive sensing, where RSS samples are recorded at runtime and the locations of targets are estimated immediately. To consider target localization in the presence of sensor position uncertainty, a CS-based framework was developed for jointly localizing targets and adjusting inaccurate sensor positions [36] . Moreover, the works presented in [37] , [38] focused on solving the off-grid target problem in CS-based localization and proposed effective solutions by using the sparse Bayesian learning method.
In summary, out of their contributions, existing CS-based localization methods only consider location estimation from real-valued, linear-sampled RSS measurements. However, the quantization of measurements is inevitable in the practical implementation of CS-based localization.
III. PROBLEM FORMULATION
In this section, we first present the signal model and then develop the CS-based system model for localizing targets with quantized measurements.
A. SIGNAL MODEL
Without loss of generality, we consider the localization in a two-dimensional area, which is monitored by a number of low-cost and randomly distributed sensors. These sensors receive the signals broadcasted by targets and calculate the received signal strength (RSS) values. These local measurements are reported to the fusion center, which estimates the target locations. Note that the targets considered here are noncooperative with the localization system. It means that we do not need targets to emit specific signals to assist localization, but the signals for communications are exploited to estimate their locations. Under this premise, the proposed localization method can be used in a wide range of applications.
In this paper, we do not specify the type of targets but assume their emitted signals follow an energy decay model. The model adopted here is quite general, which is based on the fact that an omnidirectional point target emits signals that attenuate at a rate inversely proportional to the distance from the target. For example, spherical acoustic waves propagate through the air [39] , or an isotropically radiated electromagnetic wave propagates in free space [40] . Specifically, let t = (x t , y t ) T denote target position and s = (x s , y s ) T denote sensor position. The distance between them is given by
2 and the signal energy received at the sensor can be expressed as [8] - [12] :
where the energy decay model consists of the target signal power P 0 measured at a short distance d 0 (typically d 0 = 1m), and an energy decay exponent γ , which is equal to 2 for detection distances less than 1 km. Additionally, when multiple targets are simultaneously active, signals transmitted by targets are overlapped at each sensor. To this end, as in [8] , [28] , [32] , [36] - [38] , we further assume that the strengths of targets will be linearly superimposed without any interaction between them. For instance, as shown in Fig. 1 , the sensor can only measure a superimposed signal, instead of three separated signals from targets A-C. Thus, the RSS measurement of the sensor is the sum of the strengths of all received signals from different targets.
More specifically, let s 1 , . . . , s M and t 1 , . . . , t K denote the locations of M sensors and K targets respectively. The RSS value measured at the i-th sensor can be expressed as
where p(s i , t k ) is the energy decay model as presented in (1), and ε i is the measurement noise, which is generally considered as Gaussian distribution, i.e., ε i ∼ N (0, σ 2 ε ). It is worth pointing out that the non-cooperative targets are passively localized and hence the measurement y i cannot be decomposed into its components p (s i , t k ). Under this premise, it is impossible for a sensor to extract the distance information with any target directly. As a result, the existing solutions for single target localization become infeasible in multiple target localization scenario. Thus, the problem here is to simultaneously localize multiple targets using the superimposed RSS measurements.
B. CS-BASED LOCALIZATION WITH QUANTIZED MEASUREMENTS
Localizing multiple targets is highly challenging due to the superposition of RSS measurements. Fortunately, since the targets only cover a few parts of the total spatial domain, the localization problem has an intrinsic sparse nature. It implies that we can use the CS theory to convert the difficult problem into a linear optimization problem. To achieve this, we first discretize the continuous localization area into discrete grids and represent the unknown target locations on the grids as a sparse vector. Then, the sparse location vector is linearly related to the superimposed RSS measurements through a sensing matrix, which is designed before localization.
To be specific, the localization area is virtually divided into N grids. We number them form 1 to N and record their positions as g 1 , . . . , g N . Consider K targets and M sensors located in the area. The targets are simultaneously active with unknown positions and the sensors are randomly distributed with known positions, denoted by s 1 , . . . , s M . Sensors can be located anywhere and have no connection with the grids. Our objective is to localize K targets simultaneously based on the superimposed RSS measurements of sensors, as shown in Fig. 2 .
When the grid size is small enough, each target can be guaranteed to locate at a unique grid. Thus, we can approximate a target location by the centroid of the grid it located in. Based on this, the locations of multiple targets can be represented as an N × 1 vector w = [w 1 , . . . , w N ] T . Its element w i = 1 if a target is located at the grid i and w i = 0 otherwise. Clearly, w is exactly sparse as it only contains K (K << N ) nonzero elements. If w is obtained, we can simultaneously give the estimates of multiple target locations along with their number. Consequently, the localization problem has been transformed into a sparse estimation problem.
Note that if the multiple targets have different signal powers, the nonzero elements of w are no longer the 1, but the proportionality coefficients with respect to the defined P 0 . Thus, estimating w will also return the signal powers as a by-product. Moreover, to simultaneously localize multiple targets, the location of each target is approximated by the centroid of the grid it located in. As a result, the grid size is a tradeoff between complexity and accuracy. When the grid size is small, this approximation has little effect on the localization performance. Otherwise, the miss-distance between the actual and approximated location of the target will deteriorate the estimation accuracy. We referred it as the off-grid problem, which can be handled by further approximating the sensing matrix with its Taylor expansion to estimate the mismatch between target location and grid centroid, as proposed in [37] , [38] . In this paper, we preclude the off-grid problem, and focus on investigating and handling the effect of quantization.
Due to the sparsity of w, the CS theory can be used to significantly decrease the number of measurements for recovering w. In particular, denote a 1 × N measurement vector as φ
, where p(s i , g j ) is the energy decay parameter between the i-th sensor and the target located in the j-th grid as defined in (1) . Thus, the superimposed RSS value measured at the i-th sensor from all targets can be represented as
where ε i is the measurement noise and M is the number of sensors. Then, by constructing a M × N measurements matrix as
where is referred as the sensing matrix. Consequently, the sparse location vector w is linearly related to the superimposed RSS measurements y. However, recovering w from the under-sampled measurements y is an under-determined problem as M << N . Fortunately, the CS theory states that under certain conditions the sparse vector w can be accurately recovered by utilizing appropriate sparse recovery algorithm.
Nevertheless, since quantization is necessary for practical considerations, it is inevitable to quantize the continuous measurements into some discrete values in a finite set. More specifically, consider a quantizer function Q with B quantization bits. The quantizer Q is defined by its output levels v 1 , . . . , v L and decision boundaries u 0 , . . . , u L , where
B is the number of quantization levels. Accordingly, for a measurement y i , its quantized output z i can be represented as
Note that, the quantizer Q is called uniform if the quantization intervals have the equal width, or nonuniform otherwise.
Thus, after quantization, the measurement model can be reformulated as
where Q (·) operates elementwise for a vector input. As can be seen, the quantization is a non-linear transformation that distorts the linear observation procedure of CS. Consequently, the reconstruction accuracy of w may deteriorates dramatically, especially at low quantization bit rates. In summary, as depicted in Fig. 3 , sensors locally collect the raw RSS measurements from targets, quantize them, and then send quantized measurements to the fusion center. The fusion center fuses the received measurements using a localization algorithm to give estimates of the target locations. In what follows, we will respectively present the methods for designing the quantizer Q and developing the localization algorithm.
IV. QUANTIZER DESIGN
In target localization, estimation error depends on several factors (e.g., number of sensors, relative locations between sensors and targets, measurements noises). Furthermore, when quantization is involved, it plays a major role in determining the error performance of the localization system. The effectiveness of quantized sensor measurements depends to a large degree on the quantizer design employed by sensors. Thus, it is quite necessary to develop an effective quantizer for RSS-based multiple target localization, which is the focus of this section.
A. EXISTING DESIGN METHOD
Existing quantization methods fall into two categories: scalar quantization and vector quantization. The scalar quantization is the most practical and straightforward approach to signal quantization. A scalar quantizer treats and quantizes each of the signal measurements independently. Differently, the vector quantization is more efficient and sophisticated by further considering the cross-correlation of measurements (e.g., Sigma-Delta quantization). A vector qauntizer use more than one measurement in forming a quantized representation. In this paper, we focus on the scalar quantization due to the fact that: (i) sensors locally and independently process the measurements, (ii) the implementation simplicity of the scalar quantizer is particularly suitable for sensors with limited resources.
One of the most popular methods for scalar quantization is the uniform quantizer, where the quantization intervals have an equal width. It is widely used in practice and has interesting asymptotic properties. However, the uniform quantizer is inefficient for processing the signal with the highly non-linear property. In particular, since the signal power decreases rapidly in the signal propagation, the distribution of RSS measurements is highly nonuniform. As a result, the small values account for the majority of measurements while the large values are less likely to occur. It is inadvisable to process them with the uniform quantization intervals.
The nonuniform quantizer is developed to solve the problem. Ordinarily, designing a nonuniform quantizer depends on the distribution of the input measurements, with an implicit aim of minimizing the mean square error (MSE) between the quantizer input and output. One standard way is using the Lloyd algorithm, which iteratively adjusts the decision boundaries and output levels by applying necessary conditions for quantizer optimality. It is also referred to as the optimal quantization.
B. PROPOSED DESIGN METHOD
Typically, the general quantizer is used to process a known input signal and hence the quantizer can be designed according to the prior knowledge of the signal distribution. However, in target localization, it is impossible to know the distribution of RSS measurements as it is determined by the placement of targets, which are nothing but the unknown that needs to be estimated. A possible solution is to assume that targets fall into anywhere of the localization area with equal probability. Following this idea, we can calculate the distribution of the RSS measurements at a random location of the specific localization area.
Without loss of generality, we consider the energy decay model as presented in (1), and further assume the coordinate of a target follows a uniform distribution in the interval [0, b] , where b is the length of the localization area, which is a square with the area b 2 . For a sensor at a random location in the area, denote the square of the distance from its location to the target as v, the probability density function (PDF) of v can be derived as [9] 
otherwise.
According to the energy decay model (1) and the probability transformation rule, the PDF of the RSS measurements y at a random location in the area can be further represented as
When consider multiple targets, we know that the RSS measurement of a sensor is the sum of the strengths of all received signals from different targets, as depicted in (2) . Thus, the PDF in multiple target scenario is the multiple convolution of f Y (y). Specifically, let K denotes the number of targets, the PDF of the RSS measurements is
where * denotes the convolution operation.
Once the PDF of measurements is available, the optimal quantizer can be designed using the Lloyd algorithm. However, the optimality of the Lloyd algorithm is with respect to the MSE between the raw measurements y and their quantized outputs z. For the CS-based localization framework, the minimum MSE between the raw and quantized measurements is not necessarily equivalent to the minimum MSE between the sparse vector w and its CS reconstruction. This is due to the nonlinear effect inherent in any CS reconstruction algorithm. As the localization performance is determined by the recovered sparse vector, we are more concerned about the reconstruction accuracy of CS rather than the distortion of RSS measurements.
Following this idea, we aim to design a specific quantizer for the CS-based localization. In essence, estimation in the CS framework is a dictionary element selection problem by regarding the sensing matrix as a dictionary and its column vectors as elements. Then, the reconstruction algorithm is used to choose the dictionary elements whose linear combination best model the sensor measurements. However, the measurements are quantized into some values in a finite set during VOLUME 7, 2019 FIGURE 4. Illustration for designing the equal probability quantizer.
the quantization process. It inevitably incurs the loss of target information. Thus, in order to contain more information in quantized measurements, an intuitive method is to set the quantized outputs to arise with an equal probability. This is inspired by the maximum entropy concept in information theory, which states that the maximum information of a discrete memoryless source can be achieved when the probabilities of each output symbol are the same.
To be specific, we design the quantizer based on the following steps. Firstly, we calculate the PDF of the RSS measurement F Y (y) according to (9) . Then, we divide the PDF F Y (y) into L segments with an equal probability 1/L, where L is the number of quantization levels. Accordingly, the segment points are chosen as the quantization decision boundaries u 1 , . . . , u L−1 and we set u 0 = 0, u L = +∞ to allow the data saturation in quantization. Finally, to decrease the distortion between RSS measurements and their quantized outputs, we calculate the centroid of each segment and set it to be the quantization levels v 1 , . . . , v L . An example for L = 4 is shown in Fig. 4 .
Note that the quantizer is designed numerically before localization. Once the quantizer is actually used, all the sensors employ the identical quantizer and each of them quantizes the RSS measurements available to it independently. Moreover, it is worth pointing out that the proposed quantizer design method is particularly suitable for the CS-based localization due to its simplicity. Since the CS framework makes the signal acquisition inexpensive by shifting the bulk of system complexity to the reconstruction algorithm, it is imperative to keep the simplicity and universality of the quantizer.
V. LOCALIZATION FROM QUANTIZED MEASUREMENTS
In this section, we focus on localization from the quantized and noisy measurements. As depicted in (6), the problem is equivalent to recovering the sparse vector w from the quantized measurements z. Since quantization is a non-linear transformation that distorts the linear observation procedure of CS, it is difficult to accurately recover w, especially at low quantization bit rates. Thus, we bridge the gap between the nonlinearity of quantization and the linear observation of CS by introducing an auxiliary variable e to model the quantization errors.
Specifically, let e i = z i − y i denotes the quantization error, where z i is the quantized measurement and y i is the raw, noise corrupted measurement for i = 1, · · · , M . Accordingly, the measurement model (6) can be reformulated as
where e = [e 1 , · · · , e M ] T is the quantization error variable. In this way, the non-linear localization problem is formulated in a linear observation model and the effect of quantization can be alleviated through the estimation of the variable e.
Note that, since the quantizer Q is already designed, the value domain D (i) e of the quantization error e i is known, which can be computed as
where
In the following subsections, we first formulate the problem in the Bayesian estimation framework, and then introduce the general principle of the variational Bayesian inference. Based on this, we develop the quantized variational Bayesian inference algorithm for localization. Finally, we derive a fast implementation method of the proposed algorithm.
A. BAYESIAN FORMULATION
In this paper, we solve the CS reconstruction problem (10) from a Bayesian perspective. Compared with the extensively studied deterministic approach, the Bayesian approach provides certain distinct advantages, including probabilistic prediction, automatic incorporation and estimation of model parameters. The Bayesian inference is exploited by firstly imposing some prior probabilistic models on random variables, and then trying to obtain their posterior distributions. Thus, the prior probability distributions need to be appropriately designed to guarantee the estimation accuracy.
To be specific, we treat the sparse vector w, measurement noise ε and quantization error e as independent random variables, and develop three prior probabilistic models for Bayesian inference. The graphical model of this problem is shown in Fig. 5 for representing dependencies among variables and parameters.
1) SPARSE VECTO w
We impose a two-layer hierarchical Gaussian prior distribution for w to induce its sparsity. In the first layer, w is assigned with a nonstationary Gaussian prior
where α i is the inverse variance of each w i and α
In the second layer, the precision parameters α 1 , · · · , α N are constrained by treating them as random variables and imposing independent Gamma prior distributions on them according to
where (a) = ∞ 0 t a−1 e −t dt is the Gamma function with parameter of a and b.
2) MEASUREMENT NOISE ε
As discussed earlier, the measurement noise is considered as Gaussian distribution with zero-mean and common variance ε ∼ N (0, β −1 ). Further, we treat the noise inverse variance β as a random variable and assume it with a Gamma prior distribution
with parameters c and d.
3) QUANTIZATION ERROR e
Since the quantization of measurements is locally performed at each sensor, the quantization errors e 1 , · · · , e M can be considered as independent random variables. Thus, we separately design the prior distribution of e i (i = 1, · · · , M ) according to its value domain D
(i)
e and the probability density function of the RSS measurements F Y (y).
As the quantization error is the difference between the RSS measurement and its quantized value, its distribution is equivalent to F Y (y) in a certain quantization interval. However, due to the complexity and nonlinearity of the function, we use the piecewise linearization method to replace the segments of F Y (y) by their linear approximation. Specifically, let l ei and u ei denotes the lower and upper bound of D (i) e , the prior distribution of the quantization error e i is defined as
k i e i + h i de i is the normalizing constant used to make p(e i ; k i , h i ) a true probability density function, and the parameters k i , h i is computed as
Then, from the measurement model (10) and the distribution of noise, we obtain the likelihood function as
The Bayesian inference requires to compute the posterior distribution
However,
which cannot be analytically computed with respect to the defined distributions. Thus, we resort to approximate Bayesian inference methods and specifically to the variational inference methodology.
B. VARIATIONAL BAYESIAN INFERENCE
The difficulty of applying Bayesian inference lies in the typically intractable computation of the posterior probability function. To solve this problem, Tzikas et al. [41] introduced the variational method to bypass the difficulty by finding an approximation to the posterior of the variable.
Consider a model with observed variables z, hidden variables x and deterministic parameters θ. For any probability density function q (x), the log-likelihood function can be written as
with
where KL (q p) is the Kullback-Leibler divergence between p (x|z; θ) and q (x). Since KL (q p) 0, it always holds that ln p (z; θ) F (q, θ), indicating that F (q, θ) is a lower bound of the log-likelihood. It is easy to see that the lower bound F (q, θ) can be maximized when KL (q p) = 0, in other words, when q (x) = p (x|z; θ). In this way, the Bayesian inference maximizes the lower bound F (q, θ) and hence the log-likelihood.
However, in many complicated models, the posterior distributions p (x|z; θ) are intractable to obtain. Fortunately, the variational methods can be used to find approximate solutions by assuming the functions have specific forms. A particular form that has been used with great success is the factorized one, which assumes posterior independence between hidden variables. According to this approximation, q(x) are assumed to be factorized as q (x) = i q i (x i ).
Then, denoting q j x j = q j , the lower bound F (q, θ) can be rewritten as
where lnp z, x j ; θ = ln p (z, x; θ) i =j and · i =j is the expectation with respect to q i (i = j). Clearly, F (q, θ) is maximized when KL q j p = 0. Accordingly, the expression for the optimal distribution for q j x j is
In this methodology, the posteriors of hidden variables are iteratively updated by maximizing the lower bound of the likelihood function which also guarantees local convergence.
C. QUANTIZED VARIATIONAL BAYESIAN INFERENCE ALGORITHM
According to the variational methods, we assume the posterior independence between w, α, β and e p (w, e, α, β|z) ≈ q (w, e, α, β) = q (w) q (α) q (e) q (β) .
Then, by applying the variational Bayesian inference conclusion (23) and the prior probabilistic models defined in the first subsection, the posterior distributions of w, α, β and e can be approximately calculated as
where · denotes the expectation of the random variable.
1) UPDATE OF THE SPARSE VECTOR w AND VARIABLES α, β
By substituting the prior (12) and likelihood (17) into (25), we obtain the posterior distributions of w
Substitute the priors (12) and (13) into (26), the posterior of α can be obtained
where var (·) denotes the variance of the random variable. By substituting the prior (14) and likelihood (17) into (27), we have
Note that, due to the independence between e i and e j for i = j, e T e can be computed as e T e = M i=1 e 2 i , which is the sum of the second moments. Moreover, the above procedure parameters a, b, c and d are typically set to very small values (e.g., 10 −6 ), which amounts to provide noninformative prior for α and β.
2) UPDATE OF THE QUANTIZATION ERROR e
By substituting the prior (15) and likelihood (17) into (28), we have
Since e i is independent with e j for i = j, (36) can be partitioned as
where φ T i is the i-th row vector of the matrix and (15) . From (37) , it follows that the posterior q (e i ) is the product of p (e i ) and the Gaussian distribution N e i |µ ei , σ 2 ei , where
It is equivalent to the product of the linear function and a truncated Gaussian distribution with the interval (l ei , u ei ). As a result, the first and second moment of e i can be given in closed form after derivations:
where µ k (k = 1, 2, 3) is the k-th moment of the truncated Gaussian distribution. Based on the conclusions in [42] , µ k can be computed as
with the quantity L j satisfies the recursion:
dt. In summary, by virtue of the above results, we devise a quantized variational Bayesian inference (Q-VBI) algorithm for localization from quantized and noisy measurements. For each iteration, the approximate posterior distributions of variables w, α, β and e are successively updated, since they depend on the statistics of others. In this way, the algorithm is iteratively performed until the termination criterion is attained. It is worth pointing out that the algorithm is guaranteed to be convergent based on the local convergence property of the variational Bayesian inference.
D. FAST IMPLEMENTATION
The computational cost of the proposed algorithm is dominated by the evaluation of the covariance matrix in each iteration. To evaluate , the complexity is O N 3 for calculating the inversion of an N × N matrix in (30) . It will incur a heavy workload when the number of grid N is large enough. To this end, we introduce the matrix inversion lemma and the grid pruning method to give a fast implementation of the proposed algorithm.
According to the matrix inversion lemma, the covariance matrix can be reformulated as:
where A = diag {α} and C = β −1 I + A −1 T . The inversion of A is easy to be obtained as it is a diagonal matrix and the complexity for evaluating the inversion of C is only O M 3 . Thus, the complexity is reduced from O N 3 to O M 3 , which is clearly desirable as the measurement number M is much smaller than N .
In addition, we further reduce the computational cost by exploiting the grid pruning method. As discussed before, estimation in the CS framework is a problem of dictionary element selection. Naturally, only parts of elements hold good fitness in synthesizing the observed signal. Based on this, the algorithm can prune the current grids before conducting optimization over it. In particular, we prune the current grids according to the value of α i , i = 1, · · · , N . From (30) , it can be seen that when α i is large enough, µ i and i,i will be very close to zero, which means that the contribution of the i-th grid to measurements is negligible, and hence can be removed from the current grids.
Specifically, by denoting the threshold as α th , we prune the i-th grid if α i > α th at each iteration of the algorithm. Note that, µ and should be pruned accordingly. As a result, the computational cost will decrease with the reduction of the number of considered grids.
Based on the results presented in above subsections, we now summarize the proposed quantized variational Bayesian inference algorithm. It starts with the sensing matrix , the noisy quantized measurements z, the designed quantizer Q, the pruning threshold α th , the maximum iterations τ max and a termination threshold δ. The procedure of the algorithm is summarized in Algorithm 1, where the superscripts denote the iteration number.
VI. NUMERICAL SIMULATIONS
In this section, we validate and illustrate our theoretical results by Monte Carlo simulations. These are conducted in different scenarios to compare the proposed Q-VBI algorithm with five of the best representative algorithms currently available in the literature: (i) Basis Pursuit (BP) [25] , [31] , (ii) Orthogonal Matching Pursuit (OMP) [43] , (iii) Bayesian Compressive Sensing (BCS) [44] , (iv) Variational Bayesian Expectation-Maximization (VBEM) [37] , and (v) Quantized Variational Message Passing (Q-VMP) [22] .
In all simulations, we consider a localization area with the size of 100m × 100m, in which M sensors are randomly deployed with known positions. The area is uniformly divided into 10×10 (N = 100) grids and we randomly select K grids out of N to allocate targets at each realization. Without loss of generality, we set the parameters of the energy decay model as P 0 = 5000, d 0 = 1m, γ = 2, and choose the parameters of Q-VBI as α th = 10 4 , δ = 10 −4 , τ max = 500. Similarly, the maximum iteration of VBEM and Q-VMP is set to be 500.
The localization performance is reflected by the Average Error (Avg.Error) of multiple targets:
where (x i , y i ) and (x i ,ŷ i ) is the actual and estimated position of i-th target. All results are calculated based on 1000 Monte Carlo simulation runs. Compute the value domain of quantization error D e according to (11) . Initialize the prior of e according to (15)- (16) and calculate e (τ ) , e T e (τ ) .
Using e (τ ) and the priors of α,β, evaluate the posterior of w (τ ) according to (30) , (42) . while τ < τ max and r > δ do Update the posterior of α (τ +1) according to the current distribution of w (τ ) and (32) . Update the posterior of β (τ +1) according to e (τ ) ,
e T e (τ ) , current distribution of w (τ ) and (34), (35) .
Update the value of e (τ +1) , e T e (τ +1) according to D e , current distributions of w (τ ) , β (τ +1) and (38)- (41).
Update the posterior of w (τ +1) according to e (τ +1) , current distributions of α (τ +1) , β (τ +1) and (30), (42) . Prune the current grids according to α (τ +1) , and prune the posterior mean and covariance matrix of
end while Choose the current distribution mean of w as its estimate.
A. EFFECTIVENESS OF QUANTIZER DESIGN METHOD
In this subsection, we investigate the effectiveness of the quantizer design method proposed in Section IV. As discussed earlier, it is rational to only consider the scalar quantization for target localization in wireless sensor networks. Thus, we compare the proposed method with the two most prominent scalar quantizer, i.e, the Uniform quantizer and the Optimal quantizer. Note that, the Optimal quantizer is designed using the Lloyd algorithm. For simple reference, our proposed method is referred to as EquPro, since it is designed based on the idea of equal probability.
In Fig. 6 , we investigate the localization performance of different algorithms with respect to the number of quantization bits, where the number of sensors and targets are set to be M = 20 and K = 3. It can be seen in Fig. 6(a) , all algorithms show poor performances with the Uniform quantizer. This is because the Uniform quantizer is inefficient for processing the RSS measurements. By exploiting the distribution of RSS measurements, the Optimal and EquPro quantizer can achieve better performance. To compare the effectiveness of different quantizer, the ordinate of the three figures are set to be the same. Thus, as is clear from Fig. 6(b)-(c) , the EquPro quantizer greatly outperforms the Optimal quantizer in all conditions. The inferior performance of the Optimal quantizer is due to the fact that it only optimizes the MSE between raw and quantized measurements, ignoring the following nonlinear reconstruction of CS. In contrast, we design the EquPro quantizer by exploiting the characteristic of CS. As a result, all algorithms achieve better performance in any bit number when using the EquPro quantizer.
Therefore, in all the following simulations, we only use the EquPro quantizer and focus on investigating the effectiveness of the proposed Q-VBI algorithm.
B. EFFECT OF QUANTIZATION BITS
In this subsection, we further investigate how the quantization bit influences the localization performance of different algorithms. Fig. 7 illustrates the Avg.Error of localization algorithms under different quantization bits when fixing M = 40 and K = 5. As expected, the accuracy on the localization improves with the increase of the quantization bits. It is rational as the more bit used, the less quantization error will be caused. We can see that with the very small number of bits, it is difficult to achieve accurate localization for all algorithms, but the Q-VMP and Q-VBI is much better than other algorithms. As the bit number increases, the differences between all algorithms become clearer and the Q-VMP becomes inferior to our Q-VBI.
The bit number used for quantization strikes the tradeoff between estimation accuracy and resource consumption of the localization system, while the target number determines the difficulty of accurate localization. Thus, we intend to assess the effect of target number and bit number on the localization performance of the proposed Q-VBI algorithm. Following this idea, we vary bit number from 2 to 5 and change the target number from 3 to 9 at a step of 2, where M = 30. Fig. 8 plots the average localization errors as a function of bit number and target number. It can be seen that the Avg.Error decreases rapidly with the increase of bit number and increases slowly with the increase of target number. Based on these results, we can see that the localization accuracy is dominated by the number of quantization bits, no matter how many targets exist. Note that, the localization accuracy can be further improved by increasing either the bit number or the measurement number M .
C. ROBUSTNESS TO MEASUREMENT NOISE
As the measurement noise is an inescapable fact of signal acquisition and degrades performance, we intentionally impose an additive Gaussian noise N 0, σ 2 on the measurement of each sensor. The signal-to-noise ratio (SNR) is defined as 10log 10 y 2 2 (M σ 2 ) , where y denotes the raw RSS measurements of M sensors. In order to validate the robustness of the proposed algorithm, we vary the SNR from 0 dB to 30 dB, where M = 30, K = 4 and the bit number is set to be 3 and 4 respectively. The Avg.Error of different algorithms is depicted in Fig. 9 . With the increasing of SNR, the localization performance improves and it is clear that Q-VBI is consistently better than other algorithms in all level of noise. Therefore, it confirms that Q-VBI is more robust to noise than others are. Additionally, another important observation is that the curves in Fig. 9 (b) decrease more rapidly than those in Fig. 9(a) . It is because the localization error is dominated by quantization process when the bit number is small and hence the measurement noises have limited influences on the localization performance. In other words, the noise causes the measurement to move by less than the quantization interval can be safely ignored. Thus, a conclusion can be reached that the quantization process can tolerate a certain level of measurement noise.
D. EFFECT OF NUMBER OF MEASUREMENTS
Increasing the number of measurements is the most common and efficient approach to improve localization performance. To this end, we study the effectiveness of different algorithms by increasing M when fixing K = 4, SNR = 20 dB and setting the bit number as 3 and 4 respectively. The simulation results are shown in Fig. 10 .
As is clear from the figure, when the measurement number M is small, the Avg.Error of most algorithms are nearly the same. As expected, with the increasing of M , the accuracy on the localization improves and the differences between algorithms become clearer. Notably, Q-VMP and Q-VBI greatly outperform others. It is mainly attributed to the two algorithms consider the effect of quantization in CS reconstruction. Furthermore, the proposed algorithm Q-VBI is consistently better than Q-VMP in all measurement number. The performance gain primarily comes from the fact that we design the specific distributions for Bayesian inference and apply the variational method to solve the problem. It is worth mentioning that all algorithms use the EquPro quantizer proposed in this paper, otherwise their performance will be much worse.
E. COMPLEXITY ANALYSIS
Finally, we analyze the computational cost of different algorithms. For BP, OMP, and BCS, the complexity is O N 3 , O (KMN ) and O N M 2 . For each iteration of VBEM and Q-VMP, the complexity is O N 3 and O M 3 . For our Q-VBI, the complexity of each iteration is reduced from O N 3 to O M 3 by using matrix inversion lemma and can be further reduced with the grid pruning method as discussed in Section V-D. It is worth pointing out that the complexity is not a big issue in the centralized localization methodology considered in this paper, as the Fusion Centre holds a powerful computational capacity to perform the localization algorithm.
VII. CONCLUSION
In this paper, we studied the challenging problem of multiple target localization with quantized RSS measurements. By exploiting the property of RSS distribution, we first designed a quantizer for efficiently processing the raw measurements. Then, a novel Bayesian CS framework was developed for estimating target locations from the quantized measurements. To achieve this, we converted the non-linear localization problem to a linear CS reconstruction problem, and further formulated it in the Bayesian inference framework with some specific designed prior distributions. To solve such a problem, we resorted to the variational inference methodology and proposed a novel iterative algorithm for jointly estimating target locations and dealing with quantization errors. Numerical simulations were provided to demonstrate the superiority of the proposed algorithm against state-of-theart methods.
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