ABSTRACT In foreground segmentation, it is challenging to construct an effective background model to learn the spatial-temporal representation of the background. Recently, deep learning-based background models (DBMs) with the capability of extracting high-level features have shown remarkable performance. However, the existing state-of-the-art DBMs deal with video segmentation as single-image segmentation and ignore temporal cues in video sequences. To exploit temporal data sufficiently, this paper proposes a multi-input multi-output (MIMO) DBM framework for the first time, which is partially inspired by the binocular summation effect in human eyes. Our framework is an X-shaped network which allows the DBM to track temporal changes in a video sequence. Moreover, each output branch of our model could receive visual signals from two similar input frames simultaneously like the binocular summation mechanism. In addition, our model can be trained end-to-end using only a few training examples without any postprocessing. We evaluate our method on the largest dataset for change detection (CDnet 2014) and achieve the state-of-the-art performance by an average overall F-Measure of 0.9920.
I. INTRODUCTION
Foreground segmentation, also known as background subtraction, is a crucial task for video processing. It is fundamental for many advanced applications such as traffic monitoring [1] , anomaly detection [2] and behavior recognition [3] . Given one scenario S, foreground segmentation algorithms are generally achieved by building a representation of S, called Background Model (BM), and then detecting the changing regions (foreground) of each incoming frame by this model [43] . Over the years, various methods have been proposed to construct a proper BM.
Statistically modeling background is a popular strategy to segment foreground objects for its efficiency. Some typical algorithms such as GMM [37] , KDE [38] and PBAS [39] assume the independence among pixels and model the variation of each pixel over time. Another prevalent strategy such as RPCA [33] , [41] and RNMF [32] uses the idea of The associate editor coordinating the review of this manuscript and approving it for publication was Jad Nasreddine. dimension reduction to achieve robustness. However, these conventional approaches lack the ability to extract high-level features to represent each pixel for semantic prediction [42] . They cannot address numerous challenges such as dynamic background, illumination changes, heavy shadows, camouflage, and camera motion simultaneously.
Recently, Convolutional Neural Networks (CNNs) have proved to be a powerful extractor in learning useful feature representations from data [24] , [25] . Particularly, Fully Convolutional Networks (FCNs) [19] based on transfer learning have shown competitive performance in pixel-level classification tasks [16] - [18] . Deep learning based Background Models (DBMs) have thus emerged in the spotlight and outperformed conventional methods by large margins. In general, existing DBMs can be classified into the following two categories: patch-wise and image-wise. Patch-wise approaches [7] - [10] feed the image patches to CNNs to predict foreground probabilities of the center pixels of the patches. These models are simple and small, but there are considerable overlaps between neighboring pixels, which will lead to computational inefficiency and overfitting. Furthermore, fixed patch sizes may cause loss of higher contextual information, especially when objects are significantly larger than the patch. Image-wise methods address these problems by using whole resolution images to predict foreground masks. Some image-wise methods [11] - [13] deal with video sequence segmentation as single-image segmentation. These works ignore temporal coherence in videos but produce remarkable results. Other methods [14] , [15] use one target frame and its references (its previous frames) to produce one foreground mask at a time. Although these DBMs take advantage of temporal data, their accuracy still fails to outperform some single-image methods, such as FgSegNet_v2 [11] .
Nevertheless, we reasonably believe that we can further improve segmentation accuracy by effectively exploring temporal data. The key is to utilize the correlation between consecutive frames. Therefore, we propose a novel DBM with multi-input multi-output (MIMO) structure because of the following consideration:
1. The multi-input (MI) structure provides references to the target frame, allowing the model to see more details and discriminative features due to information processing from multiple sources at the same time.
2. The multi-output (MO) structure makes each input frame act as both a target frame and a reference, enabling the model to capture the similarities and differences among multiple frames more straightforwardly.
3. Moreover, the MO structure naturally leads to multi-output loss function and multi-task learning, which usually brings improvement on performance in inter-related tasks [13] .
4. The MIMO structure might bring important prior knowledge to foreground segmentation, since the similar regions between multiple input frames generally belong to background, while foreground objects are usually in regions with differences. Therefore, the model can learn the spatial-temporal representation of the background more effectively.
However, the MIMO model suffers from several limitations when dealing with multiple frames, e.g. M frame. First, the inference of the first frame needs to wait until the M-th frame appears, which will lead to latency. Second, the larger the M, the more complex the model might be, which tends to cause overfitting under few training examples. Thus, we consider M = 2 as a compromise.
Furthermore, we notice the human binocular vision system which has a fundamental X-shaped structure (Fig. 1) [20] . It allows each half of the brain to receive visual signals from both eyes to generate binocular summation after fusing and superimposing monocular visual signals. The binocular summation is not a simple summation of monocular information [48] . It could lower visual thresholds (contrast thresholds), enhance the visual sensitivity and improve the function of object detection and recognition [21] , [45] , [47] . Moreover, these advantages are more obvious under low luminance conditions [46] . FIGURE 1. The X-shaped optic nerve in the human binocular vision system. At the chiasm, fibers from the nasal (medial, blue) half of each retina cross over to the contralateral optic tract, while fibers from the lateral (orange) halves remain ipsilateral. This X structure allows each half of the brain to receive visual signals from both eyes to generate binocular summation.
Motivated by this, we instantiate our MIMO structure into an X-shaped network, named X-Net. More specifically, it combines two branches of encoder and decoder networks via a fusion network to form an X-shaped architecture (Fig. 2) . This architecture not only simulates the structure but also the mechanism of binocular summation. It perceives two similar images synchronically, extract features from them and then fuse the information. Moreover, each branch of the decoder network in the X-Net can receive visual information from both input images like the human binocular vision system.
The main contributions of this paper are as follows: 1. We propose an MIMO DBM framework for the first time, which is partially inspired by the binocular summation mechanism in human eyes. Our method effectively incorporates temporal data to learn the spatio-temporal representation of background across various scenarios.
2. We develop a novel loss function termed soft focal loss to address class imbalance in foreground segmentation, which is modified from the focus loss [30] but achieves a higher performance.
3. Our method surpasses the accuracy of all existing stateof-the-art methods on the CDnet2014 dataset.
The rest of this paper is organized as follows: Section II introduces related works of DBMs in recent years. In Section III, we describe the proposed X-Net and the soft focal loss. Section IV talks about the details of the experiment results. Section V further verifies the effectiveness of the MO structure and the soft focal loss. Finally, the conclusion of this paper is drawn in Section VI.
II. RELATED WORKS
In the last two decades, numerous BMs have been proposed, and a thorough review is beyond the scope of this paper. For an overview of non-deep-learning methods, readers can VOLUME 7, 2019 FIGURE 2. An instance of the X-Net Architecture: an encoder network (marked in green), a fusion network (marked in blue) and a decoder network (marked in yellow). Conv and Tconv represent convolution and transposed convolution operation. Each rectangle represents a feature map, with a number or an arithmetic expression to indicate the number of channels. H and W is the full resolution frame's height and width. The blue hollow arrows represent the concatenation of three-scale feature maps from two branches of the encoder after 1×, 2× and 4× up-sampling respectively. It generates the multi-scale feature maps represented by the grid rectangles in Figure. refer to [40] . In this section, we mainly present recent DBMs from three perspectives: network architecture, temporal data usage, and loss function, which play decisive roles in model performance.
A. DBM ARCHITECTURES
Early DBMs tend to adopt CNN architectures which typically use fully connected layers after a series of convolutional layers. To avoid huge computation cost incurred by fully connected layers, Braham and Droogenbroeck [7] used image patches for training. Later on, multiple modifications were made for its insufficiency described earlier. An advanced method proposed by [9] extended basic CNN to a multi-scale CNN and trained it with multi-scaled images (including down-scaled images) to cover large objects. Latest studies such as [8] improved computational efficiency by matching the dimension of the last fully connected layers to the number of patch pixels. As an alternative, some DBMs are designed to be an encoder-decoder architecture based on FCN and perform prediction at the whole image level [16] . For example, Zhao et al. [13] proposed a two-stage DBM in which an encoder-decoder sub-network was employed to generate a background. Then they fed this background and a target frame to a multi-channel FCN sub-network to segment foreground objects. Conversely, without reconstructing the background, FgSegNet_M [12] proposed a triplet of encoders to extract multi-scale features and then used transposed convolution in the decoder to learn a mapping from feature space to image space. FgSegNet_S [12] adopted a single encoder but achieved high performance by applying several parallel dilated convolutions [28] with different dilation rates to extract multi-scale features. Recently, FgSegNet_v2 [11] adapted from FgSegNet_S reached state-of-the-art results by integrating attention mechanism to learn multi-scale features without incorporating temporal data.
B. TEMPORAL DATA FOR DBMS
Proper use of temporal data might help increase segmentation accuracy while reducing DBMs' execution time. In foreground segmentation tasks, temporal data can be incorporated into DBMs by 3D or 2D convolution on multiple consecutive frames. 3D convolution, as a spatio-temporal filter, can capture motion information in video sequences [23] . Relevant studies such as [15] applied 3D convolution to track temporal changes in scenes. This model used 4 groups of chronologically parallel convolutions to process 10 consecutive input frames, then slowly merged feature maps to produce only one foreground mask for a target frame. Its multi-input single-output structure brought heavy computation burden. A more lightweight method proposed by [14] adapted VGG-16 Net [36] as the encoder and took a concatenation of 3 grayscale images (previous frame, target frame, and generated background image) as input to detect temporal changes. Although this model generated a lower computational load, its performance could be affected by information loss due to the compression of RGB images into grayscale versions. Instead of resorting to the concatenation strategy in [13] and [16] , our X-Net pursues a thorough separation by feeding each branch of the encoder with one of the consecutive frames to extract complete temporal features via 2D convolution. Furthermore, multi-task learning led by MO structure usually brings improvement on performance in inter-related tasks [13] . In addition, we also notice various methods that utilize temporal coherence in video sequences to shorten inference time. For example, Shelhamer et al. [24] used semantic changes to motivate the updating of feature maps with different layer depths. Instead of reducing inference, our model could boost segmentation speed by parallelizing multiple encoder and decoder branches on multiple GPUs.
C. LOSS FUNCTIONS FOR DBMS
DBMs are prone to suffer from class imbalance, especially in complex scenarios in which the background pixels exceed the foreground pixels extremely [12] . In this case, the standard Cross Entropy (CE) loss function could easily be influenced by the foreground-background class imbalance. A series of variants based on the CE loss have been developed to alleviate this problem. A common method was to weight the CE loss by a class-balance factor which was set by inverse class frequency or treated as a hyperparameter [12] , [29] . These methods enforced the learning of minority (foreground) and focused on the imbalanced quantity (foreground/background). On the other hand, the Focal loss (FL) proposed by [30] paid attention to the imbalanced complexity (easy/hard). By adding a modulating factor to the CE loss, it down-weighted the loss assigned to well-classified (easy) examples to prevent the vast number of easy examples from overwhelming the detector. Recently, the weighted focus loss proposed by [31] integrated the above two strategies to make the model sensitive to both hard examples and minority examples. In this paper, we extend the concept of complexity to relative complexity by introducing a relative modulating factor. Our work can provide more competitive results compared with the focal loss, more details will be studied in discussion Section.
To sum up, existing DBMs adopt single-input singleoutput (SISO) structure [11] - [13] , [16] or multi-input singleoutput (MISO) structure [15] , [18] to incorporate temporal data, while the X-Net is an MIMO DBM partially inspired by binocular summation. Its two branches of the decoder network form the MO structure, which lets the model straightforwardly capture the similarities and differences between both input frames to learn the spatial-temporal property of the background effectively. Note that our method extracts multi-scale features by multi-scale input technique as FgSegNet_M, but the use of temporal data makes it even outperform FgSegNet_v2 and achieve top results on CDnet 2014 dataset (Tab. 3).
III. METHOD A. THE X-NET ARCHITECTURE
As a simulation of the human binocular summation, our conceptual idea leads to flexible and effective designs for the X-Net to incorporate temporal data. An instance of the X-Net architecture is illustrated in Fig. 2 . It includes an encoder network with two branches (marked in green), a fusion network (marked in blue), and a decoder network with two branches (marked in yellow). We also describe the exact configurations of the X-Net in blocks (Tab. 1). Such architecture allows the model to produce two foreground masks at a time.
1) THE ENCODER NETWORK
Its two branches form MI structure and work like the binocular optic nerves in human eyes, performing feature extraction from two similar frames. What's more, this MI structure provides references for the target frame and is thus favorable for extracting discriminative features via comparison. They gradually reduce the size of the feature maps and increase the number of feature channels to learn advanced and non-local features. In addition, the encoder network is designed to be a siamese [27] because of the following consideration. First, sharing the same weights means that they use the same approach to extract features from two images [26] . As the two input images are adjacent frames with similar characteristics and temporal continuity, it is natural to extract features in the same way. Second, weight sharing mechanism can reduce network parameters by half to avoid overfitting due to few training examples (usually 200 frames or less). Our encoder network can be instantiated with different backbones, but for a fair comparison with state-of-the-art models, we follow VOLUME 7, 2019 TABLE 1. The X-Net configurations. The block 1 refers to the encoder modified from VGG-16 Net. The block 2 and 3 represent the configurations of the fusion network. The block 4 to block 6 represent the configurations of the decoder. F and S represent filter and stride respectively. the practice in FgSegNet_v2 [11] . The first four blocks of VGG-16 Net [36] are adapted as the backbone of our encoder network (green path in Fig. 2 ).
In addition, we cannot use too many pooling layers to increase the receptive field size for extracting high-level information. This poses serious challenges to up-sample the segmentation output back to full resolution [25] . We alleviate this contradictory in a naive way, i.e., multi-scale input, as FgSegNet_M [12] . More precisely, given a pair of input images I L0 /I R0 represented in RBG color space, they are downscaled into two different scales I L1 /I R1 and I L2 /I R2 . In this paper, we use 0.5 and 0.25 for the two scales. These three pairs of images are fed simultaneously to the encoder network in parallel. This produces three pairs of outputs at three different scales: In contrast to the encoder networks, the fusion network and decoder network should gradually reduce the feature channels and step-wise upscale the feature maps to the full resolution to produce foreground masks. To avoid the information loss caused by sharp decrease of the feature maps, the output feature maps of each block are designed to be step-wise reduced by half (block 2 to block 5 in Tab.1). Moreover, for computational efficiency, each block first applies 1 × 1 transposed convolution to project the high dimensional feature maps into 64 feature maps, then operates with the bigger kernel transposed convolution to increase the receptive field size. Note that ReLU non-linearities are applied to every layer of the X-Net, except the last layer where a sigmoid activation is used.
2) THE FUSION NETWORK
The representations learned from two branches of the encoder are merged by the fusion network (blue path in Fig. 2) . Hence, each branch of the decoder network can be aware of the information from each input frame, similar to the function of the human binocular summation. To be concrete, the configurations of the fusion network is illustrated in block 2 and block 3 in Tab. 1. Due to the concatenation of features across three different scales in both branches of the encoder, the feature maps extracted by the encoder network have a large depth, i.e. 3072 = 6×512 (block 0 in Tab. 1). Therefore, the block 2 first projects this high dimensional feature maps into H 4 × W 4 × 64 via 1 × 1 transposed convolution, then use 3 × 3 transposed convolution for feature fusion. After that, to increase the non-linear representation ability, 1 × 1 transposed convolution is used again to enlarge the number of feature maps to 512. A similar process is operated in blocks 3, except that we apply 5×5 transposed convolution with a stride of 2 to upscale feature maps. In addition, the output channels of the block 3 are reduced to 256.
3) THE DECODER NETWORK
This network is MO structure which includes two independent branches (yellow path in Fig. 2 ) with the same configurations (from block 4 to 6 in Tab. 1). It performs detection, location, and classification at the same time. Meanwhile, to compensate for the low resolution of high-level features during up-sampling [16] , feature maps from the middle and early layers are exploited by skip-connections (blue hollow arrows between the encoder and decoder in Fig. 2 ). More specifically, the three-scale feature maps from two branches of the encoder, after 1×, 2× and 4× up-sampling, are combined to both branches of the decoder and generate the concatenated feature maps of
and H × W × (64 + 64) in block 5. In block 6, the feature maps of H ×W ×64 are projected into H ×W ×2 using a 1×1 transposed convolution with a stride of 1. Finally, we reduce the feature channels to 1 and apply a sigmoid function to generate a pair of probability masks for each pixel.
Different from existing SISO and MISO DBMs, our decoder network is an MO structure which could further improve the foreground segmentation performance. Furthermore, the advantages of the MO structure are more obvious in scenes with poor light conditions such as nightVideos and lowFramerate in ablation experiment of MO structure (Tab. 5), which is similar to one of the benefits enabled by binocular summation.
B. SOFT FOCAL LOSS
Foreground segmentation suffers from class imbalance in two scenarios. First, foreground objects are too far away from the camera, making them too small in the frame. Second, videos contain a large number of training frames without any foreground object. To prevent vast numbers of easy background examples from misguiding the classifier, multiple modifications are made for the cross entropy (CE) loss function. One of the most remarkable works in this regard is the focus loss [30] . We apply the focal loss proposed for object detection (object-level task) to foreground segmentation (pixellevel task) and redefine it as: In the above equation, y ∈ {0, 1} specifies the ground-truth class. q t ∈ [0, 1] is the model's estimated probability for example t with label y = 1. CE t represents the cross entropy loss of example t. n is the number of valid pixels in both input frames, excluding pixels in non-region-of-interest (NON-ROI) and unknown region. According to [30] , γ ∈ [0, 5] and the ideal value of γ is 2. M (p t ) is a modulating factor which down-weights the loss assigned to well-classified examples to prevent numerous easy examples from overwhelming the classifier. Furthermore, it is obvious that (1 − p t ) determines whether example t is a well-classified (easy) example or a badly-classified (hard) one. In other words, (1 − p t ) represents the complexity of example t. However, we believe the complexity of an example in foreground segmentation, a pixel-level classification task, should be described from two aspects, i.e. complexity (absolute complexity) and relative complexity to other examples in the same frame (relative complexity). Hence, we extend the modulating factor M (p t ) to an absolute modulating factor M a (p t ) and a relative modulating factor M r (p t ).
M a (p t ) can greatly down-weight the loss of easy examples, playing the role of ''rough modulation''. We note two properties of it. First, when example t is well-classified and p t → 1, M a (p t ) goes to 0 and the loss for this example is extremely down-weighted. In this case, M a (p t ) is close to M (p t ), especially when p t is bigger than 0.9 (Fig. 3) . Second, as p t → 0, M a (p t ) is near 1 and the loss is unaffected. Moreover, M a (p t ) can better avoid down-weighting the loss of mis-classified examples (p t less than 0.5 in Fig. 3 interval (1, e) , the difference in the relative complexity among examples is less than e times. Similar to the Softmax function commonly used in neural networks [44] , M r (p t ) shares characteristics such as normalization, interpretability and easy derivation.
To sum up, we term our novel loss function as the soft focal loss (SFL) and define it as:
IV. EXPERIMENTS A. DATASET AND PROTOCOL
We evaluated our method on the CDnet2014 dataset [34] , the largest video dataset with pixel accurate groundtruth [9] , [15] . The dataset consists of 53 scenes in 11 categories including badWeather (BW), baseline (BL), cameraJitter (CJ), dynamicBackground (DB), interactive Object Motion (IOM), lowFramerate (LF), nightVideos (NV), PTZ, shadow (SH), thermal (TH) and turbulence (TU). It contains 150,000 frames of annotation data, covering a wide range of challenging scenarios. This makes it a rigorous and integrated academic benchmark that allows a more comprehensive assessment of our method. As officially presented, there are seven evaluation metrics [34] , [35] : Recall (Re), Specificity (Sp), False Positive Rate (FPR), False Negative Rate (FNR), Percentage of Wrong Classifications (PWC), Precision (Pr) and F-Measure (FM). Among them, FM is widely accepted as a metric that can comprehensively represent the overall performance of a model, and it highly relates to the ranking in the CDnet2014 website. Therefore, we primarily use FM to compare the performance. Its value ranges from 0 to 1: the larger the value goes, the better the effect is. It is expressed as:
where precision = 
B. IMPLEMENTATION DETAILS
We train our X-Net architecture end-to-end using the configurations illustrated in Fig. 2. To incorporate high-level semantic knowledge and improve training efficiency, our encoder network is initialized with the weights of pre-trained VGG-16 model. The experiments are implemented on Keras framework with Tensorflow backend. Data loss is computed using the soft focal loss with γ = 1 for its best performance. Note that the model does not perform gradient back propagation on the loss caused by NON-ROI regions and the unknown regions during training. RMSProp optimizer is used for updating parameters with an initial learning rate of 1e-4, a batch size of 1 and 60 epochs for each scene's training. To alleviate overfitting, we apply L2 regularization to the weights of the fusion network and decoder network and set the strength to 2e-4 during training.
Unlike single-image DBM, the X-Net, as a pair-wise input network, needs to select pairs of frames to build the training set. Such networks normally construct a training set after traversing all pairs of given frames. When given m frames, the maximum size of the training set can reach m 2 . To take advantage of temporal data without training time explosion, we propose a different strategy and the steps are listed as:
1. Re-arrange the m frames according to their time sequence in the video and re-number them as 1, 2, · · · , m.
2. Calculate the serial number difference between paired frames, select those paired frames whose absolute value of difference is less than k_close and greater than 0 to form a training set. For example, when m = 200 and k_close = 2, we can select 398 pairs of frames.
3. Randomly split 80% of all selected paired frames for training and 20% for validation.
In the training phase, we set k_close to 6 for 50-trainingexample case (m = 50) and k_close to 2 for 200-trainingexample case (m = 200). Based on this strategy, we choose 470 and 398 pairs of frames respectively, then further split 80% for training and 20% for validation. In 50-frame experiments, each epoch takes about 56 seconds for 320 × 240 resolution on a single NVIDIA GTX 1080TI GPU during training. In the test phase, our model is fed with consecutive frames pair by pair at the stride of two and can segment around 22 fps for 320 × 240 resolution on the same GPU.
C. RESULTS
Since the output of our network is two probability masks that value between 0 and 1 for each pixel, we set threshold as 0.5 to convert these probabilities to binary masks for a better explanation. With 200 frames and 50 frames as training examples, we perform experiments on two settings. To make a fair comparison, we use the training examples provided by FgSegNet_S [12] , in which examples are selected by random manual selection. Furthermore, we report test results by only considering the frames containing the ground truth labels in Tab. 2. Note that these values are computed using only the test frames, i.e. the training frames are excluded in the performance evaluation.
With the settings mentioned above, the X-Net generates an overall FM of 0.9748 with 50-frame experiments and 0.9839 with 200-frame experiments (Tab. 2). As shown in Tab. 2, our method provides high accuracy in foreground segmentation using 200-frames in training. The BL category generates the highest average FM compared to the other categories. Though the LF category has the lowest average FM , the value also reaches 0.9304. When the number of training examples is downsized to 50 frames, FM inevitably decreases by some margins. Especially, in the LF category, FM decreases by 0.0464 compared to the model with 200 training examples. However, it still generates acceptable results with an average overall FM of 0.9748 across 11 categories, which shows that our method works robustly in many challenging scenarios.
D. COMPARING WITH STATE-OF-THE-ART
We compare our results with six methods mentioned in Related Works and the best methods reported on the official website (Tab. 3). FgSegNet_v2, FgSegNet_S and FgSegNet_M (all single-image DBM) are by far the top three DBMs in CDnet2014; in particular, the FgSegNet_M is our baseline method, because the X-Net uses the same multi-scale feature extracting strategy (multi-scale input), backbone network (the first block of VGG-16), and decoder component (transposed convolution); 3D SegNet is a multi-stream fusion DBM with encoder-decoder structure; Cascade CNN is an advanced patch-wise DBM; IUTIS-5 is the best non-deeplearning method. To compare our results with these methods, we need to consider all the frames, i.e. training and test frames, since these methods also include all frames. The FM performances of different methods are provided in Tab. 3. In general, DBMs can outperform conventional BMs by large margins, especially in very challenging categories such as nightVideos and PTZ. Furthermore, our model can achieve the highest average accuracy of all. FgSegNet_v2 (currently ranking 1 st ) has raised the FM of FgSegNet_S (ranking 2 nd ) by 0.0014 with 200-frame experiments (Tab. 4), but our model can further raise this metric by 0.005, which is 3.5 times higher than the improvement achieved by FgSegNet_v2. In the case of fewer training examples, the advantages of our method are more obvious. As Tab. 4 shows, our method improves overall FM by 0.0203 and 0.0115 with 50-frame experiments (Tab. 4) compared with FgSegNet_M and FgSegNet_S respectively. In categories with poor light conditions, such as nightVideos, the FM is even raised from 0.9216 [12] to 0.9587 compared with our baseline method FgSegNet_M due to the usage of temporal data.
Due to space limitations, we provide some exemplary results in Fig. 4 that demonstrates the segmentation results of several methods in typical complex scenarios. As can be seen from these figures, our method can accurately estimate the boundaries of objects, both large-scale (Fig. 4 CJ) and small objects (Fig. 4 TU) . Meanwhile, our method produces less false positive even when facing tiny foreground objects (Fig. 4 LF) and poor illumination (Fig. 4 NV) . In addition, for some scenes with great similarities between the foreground and background (Fig. 4 IOM) , which causes ambiguity for segmentation, our model can still make an accurate judgment.
However, taking down-scaled frames as input might aggravate the misguiding to the model, which is caused by the NON-ROI regions around the ROI regions, especially in scenes with small ROI regions. On the contrary, the FgSegNet_S and FgSegNet_v2, which are fed with full resolution frames and apply multi-rate dilate convolution to aggregate context. This shows advantages in several categories, such as IOM in which most of its scenes are small ROI region. In addition, multi-scale input strategy is computationally VOLUME 7, 2019 more expensive and tends to cause larger network parameters and slower segmentation speed (Tab. 4). Relevant improvement approaches will be studied in our future work.
V. DISCUSSION
To further evaluate the effectiveness of the MO structure and the soft focal loss in our method, we perform two additional experiments with 200 frames.
A. MO STRUCTURE EXPERIMENTS
Since existing DBMs are either SISO or MISO structures, the ablation experiment of MO structure can only be conducted on the X-Net. We remove one branch of the decoder from the X-Net (Fig. 2 ) and refer to this multi-input singleoutput (MISO) network as Y-Net. The comparative experiment is performed by the Y-Net with the soft focal loss. As a result, the X-Net with MIMO structure shows a higher average FM than the Y-Net with MISO structure by 0.0025 (Tab. 5). The X-Net has a higher recall in scenes where the environment is camouflaged (TH-(c) & (e) in Fig. 5 ) or changes dynamically (LF-(c) & (e) in Fig. 5) . Especially, the X-Net improves the FM over Y-Net by 0.0127 in the LF category. The results reveal that a multi-task learning mechanism brought by the MO structure can straightforwardly facilitate the model to learn the spatio-temporal representation of the background.
B. SOFT FOCAL LOSS EXPERIMENTS
In this study, we perform comparative experiments between the FL and the SFL. Since the ideal value of γ is 2 according to [30] , we train the X-Net using SFL and FL with γ = 1, 2, 4 respectively. As can be seen in Tab. 6, our SFL can further improve the average FM by 0.0011. By taking both the absolute complexity and relative complexity into consideration, the SFL can better focus on hard regions/pixels, such as tiny foreground objects (LF-(c) & (d) in Fig. 5 ). In contrast, the effectiveness is less obvious in those scenes with moderate-scale foreground objects, such as BL, TH (TH-(c) & (d) in Fig. 5 ).
VI. CONCLUSION
In this work, we propose a novel DBM with MIMO structure for foreground segmentation. To incorporate temporal data, our DBM is designed to be an X-shaped network partially inspired by the human binocular summation mechanism. This model can learn the spatio-temporal representation of the background even using a few training examples. Without any post-processing, our method can achieve state-of-the-art performance on CDnet 2014 dataset. Meanwhile, to overcome class imbalance, we propose a novel soft focal loss by adding the relative modulating factor and the absolute modulating factor to the cross entropy loss. This strategy can further improve the performance in complex scenes. However, since multi-scale input is computationally more expensive, our future work is to explore an adaptive multi-scale feature extraction network with attention mechanism to boost segmentation speed.
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