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We present a critical comparison of the dielectric properties of three models of water - TIP4P/2005,
TIP4P/2005f and TTM3F. Dipole spatial correlation is measured using the distance dependent Kirkwood
function along with one dimensional and two dimensional dipole correlation functions. We find that the
introduction of flexibility alone does not significantly affect dipole correlation and only affects ε(ω) at high
frequencies. By contrast the introduction of polarizability increases dipole correlation and yields a more
accurate ε(ω). Additionally the introduction of polarizability creates temperature dependence in the dipole
moment even at fixed density, yielding a more accurate value for dε/dT compared to non-polarizable models.
To better understand the physical origin of the dielectric properties of water we make analogies to the physics
of polar nanoregions in relaxor ferroelectric materials. We show that ε(ω, T ) and τD(T ) for water have strik-
ing similarities with relaxor ferroelectrics, a class of materials characterized by large frequency dispersion in
ε(ω, T ), Vogel-Fulcher-Tamann behaviour in τD(T ), and the existence of polar nanoregions.
I. INTRODUCTION
Water’s dielectric properties are central to understand-
ing water’s role as a solvent and are important in areas
such as climate science, remote sensing and microwave
engineering. The great practical importance of water’s
dielectric properties has led to their measurement to high
accuracy at a large gamut of state points.1–3
A central question we seek to answer is what the rela-
tive effects of water model geometry, flexibility and polar-
ization are on the dielectric constant. The usefulness of
adding flexibility to water models has been investigated
before with mixed results,4–8 and many polarizable mod-
els have likewise been created and investigated.9–19 Crit-
ical comparisons of rigid vs. flexible and/or polarizable
models have been done before with a focus on reproduc-
ing the density anomaly,20 IR spectra,21 water clusters,22
and H-bond dynamics.23 In this paper we examine the
importance of both flexibility and polarizability on the
dielectric properties of water. We do this by comparing
three models with similar geometries - the rigid and flexi-
ble versions of TIP4P/2005 and TTM3F, which is flexible
and polarizable.
In the process of comparing these three models we com-
pare the nature and degree of dipolar correlation in detail
and investigate how this correlation contributes to the
dielectric properties. To better understand the dielec-
tric properties as a whole we ask if water can be under-
stood as a relaxor ferroelectric. Relaxor ferroelectrics are
highly polarizable materials characterized by broad tem-
perature dispersion in ε(ω, T ) and the presence of polar
nanoregions.24,25
A. Dipolar correlations in water
Water is exceptional in its ability to form highly or-
dered phases under certain conditions. Most strikingly,
Ice XI is a proton-ordered ferroelectric phase which forms
when Ice Ih is cooled below 72 K. Local ferroelectric or-
dering is preserved when Ice XI is transformed into Ice Ih,
leading to easier reformation of Ice XI upon recooling.26
Water confined in carbon nanotubes or membrane chan-
nels is believed to exhibit ferroelectric order.27–29The
presence of an interface is known to influence the struc-
ture of water and degree of dipolar correlation up to sev-
eral nanometers into the bulk.30–33 In biophysics, some
proteins have “ferroelectric” hydration shells with thick-
nesses of 3-5 water diameters,34 and antifreeze proteins
are believed to influence water structure up to a nanome-
ter into the bulk.35
In bulk water the degree of dipolar correlation is well
quantified by the Kirkwood factor GK . Assuming con-
ducting boundary conditions, the dielectric constant can
be calculated in a computer simulation using the follow-
ing linear response relation:
ε(0)− ε∞ =
1
3kBǫ0TV
(
〈M2〉 − 〈M〉2
)
(1)
Here M =
∑N
i µi is the total dipole moment of the sim-
ulation box. ε∞ = 1 for a rigid model and can be well
estimated using the Clausius-Mossotti relation for flexi-
ble and polarizable models.11,36 To see the dependence of
ε(0) on dipolar correlation it is useful to recast equation
1 as:
ε(0)− ε∞ =
Nµ2
3kBǫ0TV
GK (2)
Here GK is the finite system g-factor. If we assume
2〈M〉2 → 0 then
ε(0)− ε∞ =
Nµ2
3kBǫ0TV
(1 +N〈cos(θ)〉) (3)
〈cos(θ)〉 is the average cosine of the angle between
dipoles. It is important to distinguish between the finite
system Kirkwood factor GK and infinite system Kirk-
wood factor gK .
37 gK was defined by Kirkwood as:
38
(ε(0)− 1)(2ε(0) + 1)
3ε(0)
=
Nµ2
3kBǫ0TV
gK (4)
This equation is the exact equation for rigid dipoles in
an infinite medium with no boundary at infinity.38,39 The
relation between gK and GK varies considerably depend-
ing on the boundary conditions and method employed for
treating the long range interactions.37 For Ewald summa-
tion with conducting boundary conditions:37
gK =
2ε(0) + 1
3ε(0)
GK (5)
Note that equations 4 and 5 are only strictly correct for
rigid dipoles (ε∞ = 1), but we found that the correction
to 4 from polarization contributes negligibly to gK (about
1.5 %).36 Looking at equation 2 we see that if the dipoles
are uncorrelated (〈cos(θ)〉 = 0) then GK = 1 and ε(0)
would equal 30 for water at 298 K (assuming a dipole of
2.95 D). The actual value is 78.4, indicating that dipolar
correlations increase ε(0) by a factor of GK = 2.6.
In bulk water it is well known that the tetrahedral
hydrogen bond network increases dipolar correlation.38
If we assume a four-site tetrahedral bonding model with
bonding probability P and ignore all H-bond loops, then
the contribution of the ith H-bonded shell to GK is given
by:40
4P i cos2(θHOH/2) cos(π − θHOH)
i−1 (6)
Assuming θHOH = 109
◦ and P = .875 then this yields
GK = 2.65 with contributions of GK − 1 = 1.18 + .34 +
.09 + .03 + · · · .
The importance of the H-bond network is confirmed in
computer simulations which show a strong correlation be-
tween hydrogen bond density and dielectric constant.41,42
The importance of the H-bond network can also be in-
ferred from the observation that dissolved solutes de-
crease ε(0). Remarkably, the decrease in ε(0) with so-
lute concentration is largely independent of the type of
solute,43 suggesting that the depression in ε(0) is not due
to local interaction of water with the solute but rather
to the overall disruption of the H-bond network.
The real H-bond network is not perfectly tetrahedral
and contains loops and cooperative H-bonding effects.
Bulk water is populated by many different types of H-
bonded structures with varying lifetimes. The concept
of polar nanoregions (PNRs) may be useful towards un-
derstanding this situation. Polar nanoregions are regions
of dipole correlation on the nanometer scale which relax
more or less independently of each other.24 Polar nanore-
gions have been well characterized in several relaxor fer-
roelectrics, where they are found to range in size from 1
- 100 nm.44
The average lifetime of PNRs clearly would be quan-
tified by the Debye relaxation time τD as it is computed
in computer simulation. However, the relaxation time of
some special structures may be much longer than others.
Perhaps the most striking evidence for long lived (and
long ranged) dipole correlations in water comes from the
analysis of the “site-dipole field” first introduced by Higo,
et. al. in a study of SPC/E.45–49 Additionally, there are
tantalizing experimental hints of very slow relaxations in
the bulk.50–55
B. The importance of water model geometry
Typically empirical models are optimized to reproduce
experimental values for easily computable quantities such
as the density, enthalpy of vaporization, the location of
peaks in radial distribution functions and possibly one
or two other variables. These optimizations have led to
a considerable range of dielectric constants, as shown in
Table I. Reparameterization to fix the dielectric constant
has been done for SPC/E56 and TIP4Q.69
The dielectric constant is very sensitive to the equi-
librium bond angle θeqHOH and rOH distance. These two
parameters, along with the hydrogen charge qH deter-
mine the dipole moment and quadrupole moment of the
molecule for a three site model. Four and five site mod-
els contain additional geometric parameters. In gen-
eral ε(0) increases as µ2 and decreases with an increas-
ing quadrupole moment QT , which disrupts dipole-dipole
correlations.64 Increasing rOH increases both the dipole
moment and quadrupole moment, leading to only modest
increases in ε(0), since these changes act in opposite di-
rections. Increasing θ
eq
HOH decreases the dipole moment
and decreases the quadrupole moment, both of which act
in the same direction to decrease ε(0). Increasing θ
eq
HOH
also reduces the degree to which the H-bonded shells con-
tribute to ε(0) (see eqn. 6), which further decreases the
dielectric constant. Overall, the differences in dielectric
constant between rigid models can be largely accounted
for by differences in θHOH and qH.
57 It is important to
bear in mind that even small changes in θ
eq
HOH and qH
can have a larger effect on ε(0) than the introduction of
flexibility or polarizability to a model.
II. SIMULATION DETAILS
A. Molecular dynamics
To determine the effect of flexibility we choose to com-
pare the TIP4P/2005 model of Abascal & Vega70 and
the TIP4P/2005f model of Gonzalez & Abascal.62 Al-
though its value for ε(0) is less accurate than other
3model µ (D) QT (DA˚) ε(0) τD (ps) -dε/dT at 298K (K
−1) gK GK
SPC 2.274 1.969 65.6(2)56 857 0.09(1)56 2.48 3.70
SPC/E 2.351 2.038 71.8(1),71.1(1)56 1257 0.09(1)56 2.52 3.76
SPC/fw 2.390 2.017 78.1(2)58 106 2.68 4.00
TIP3P 2.347 1.720 101(2),94-100(2)6,59 66 7.3(7)57 3.46 5.16
TIP4P 2.180 2.345 51 (1), 50(3)59 660 0.19(1) 2.07 3.08
TIP4P/2005 2.305 2.514 59.3(4),63(1)61 13 0.18,0.23(1)61 2.19 3.26
TIP4P/2005f 2.319 2.561 58.8(4),55.362 12 0.20 2.14 3.18
TIP5P 2.290 1.565 81-91(5)59,63,64 865 .31(1)63,64 3.22 4.80
TTM3F 2.750 1.986 94.4 12 .46 2.45 3.66
Exp. 2.9566,67 2.565∗68 78.61 8.326 .401 1.77 2.64
TABLE I. Dielectric properties for some popular empirical water models at 298/300 K. The magnitude of the quadruple moment
for water is well quantified by the tetrahedral quadrupole moment QT =
1
2
(|Qxx| + |Qyy|).
64 GK was calculated using eqn.
2 and gK was calculated using eqn. 5. Values without references are from this work. Numbers in parenthesis refer to the
estimated error in the last reported digit. ∗The experimental value for QT is for the gas phase geometry.
more popular empirical models (like SPC/E or TIP4P)
TIP4P/2005 was recently scored as best overall among
five popular rigid models.59 In particular, it is better
at reproducing the liquid structure, density-temperature
curve and phase diagram. Although the value of ε(0) of
TIP4P/2005 is not as good as other models, it more ac-
curately describes the variation of the dielectric constant
with temperature (discussed below).
Our TIP4P/2005 simulations were performed with the
GROMACS molecular dynamics package (versions 3.3.3
and 4.5.5).71 All of our GROMACS runs used a Nose´-
Hoover thermostat with τ = 1 ps or τ = .1 ps. For
rigid simulations we used a timestep of 2 fs and for flex-
ible simulations we used a timestep of .5 fs. The GRO-
MACS simulations with 512 molecules (used for all di-
electric constant calculations) employed a Coulomb cut-
off of 1.2 nm and a shifted VdW cutoff of 1.1 nm. For
the long range part of the Coulomb interaction particle
mesh Ewald (PME) was employed.
For a polarizable model we choose the TTM3F model
of Fanourgakis & Xantheas.72 It is a four site model, so
it has a similar geometry to TIP4P/2005. The model
contains one polarization dipole per molecule located on
the m-site. It also contains fluctuating charges, which are
determined using a potential energy surface and dipole
moment surface derived from ab-initio simulation. This
fluctuation of charge is also a polarization effect, how-
ever we measured the charge fluctuations to be small
(only ±2% at 300 K). We determined that the contri-
bution to the dipole fluctuation from charge fluctuation
is about 4.3 times smaller than the contribution from the
polarization dipole at 300 K. Our TTM3F runs used a
Nose´-Hoover thermostat with τ = .1 ps, a timestep of .5
fs and Coulomb and VdW cutoffs of .7 nm. The VdW
cutoff was switched off using the “GROMACS switch”73
and long range VdW corrections to the energy were ap-
plied. Ewald summation was used, where the smeared
dipoles and charges are considered as point dipoles and
point charges. The polarization dipole was calculated
using a convergence tolerance of 10−5 D per molecule.
A fourth order predictor was used to provide the first
guess for each iteration, reducing the number of required
iterations per timestep from 15 to 2 - 3.
We ran all of our simulations in the NVT ensemble. We
decided not to use a barostat largely for simplicity but
also to prevent the possibility of the barostat interfering
with the dynamics of the system. The NVT ensemble
also allows us to analyse the effects from changes in den-
sity and effects from changes in temperature separately.
B. Calculation of dynamical quantities
The frequency dependent dielectric constant was calcu-
lated from the dipole autocorrelation function Φ(t) using
the linear response equation:
ε(ω)− ε∞ = (ε(0)− ε∞)L[−Φ˙] (7)
Φ(t) =
〈M(0) ·M(t)〉
〈M2〉
(8)
Here L[] is the “Fourier-Laplace” (one-sided Fourier)
transform:
L[f(t)] =
∫
∞
0
dte−iωtf(t) (9)
The Debye relaxation time τD and the single molecule
relaxation time τs were calculated by fitting an exponen-
tial to the total box and single molecule dipole autocor-
relation functions, which are denoted by Φ(t) and φ(t).
The short time parts (0 - .5 ps) of Φ(t) and φ(t) exhibit
a rapid decrease and oscillatory behavior due to rapid li-
brational and vibrational motions. Sometimes this part
is accounted for by fitting with two exponentials, the
shorter relaxation time τ2 being called the “second Debye
relaxation”. In our case we choose to simply ignore the
short time behavior of φ(t) and did our fits starting at
around 2 ps and going out a few ps until the correlation
function was no longer converged. The fitting function
was :
f(t) = Aet/τ (10)
4Thermostat τ (ps) Length (ns) P (bar) ε(0)
Nose´ -Hoover .01 9 1264 52.5±.5
Nose´ -Hoover 1 10 1260 53.1±.5
Nose´ -Hoover 100 9 1265 53.6±.5
Berendsen .01 9 1261 54.0±.6
Berendsen 1 9 1265 53.8±.6
Berendsen 100 10 1367 53.6±.4
TABLE II. Test thermostating runs at 300 K performed with
512 TIP4P.
with A and τ as the free parameters.
Time correlation functions of dynamical quantities are
known to converge very slowly.74 For this reason it is es-
sential to fit an exponential to the Φ(t) obtained from
the simulation in order to properly calculate the long
time part when computing ε(ω). To prevent artifacts in
ε(ω) due to poor joining of the data and fit we used a cu-
bic spline with a length of ≈ 1 ps. Even with a spline we
found that the joining of the fit introduces noise in ε(ω)
in the range 1013 to 1014 Hz. This noise can be reduced
by increasing or decreasing the length of the smoothing
spline but is hard to eliminate completely. Similar noise
appears in the ε(ω) plots of van der Spoel, et al, who
employed a linear interpolation function.75
C. Convergence tests
1. Convergence of ε(0)
It is well known that long simulations are required to
ensure the proper convergence of ε(0) in water. A com-
parison of five 50 ns runs shows that at least 20 ns are
necessary for 1% convergence in SPC/E.56 Many older
studies reporting ε(0) did not allow enough time for ade-
quate convergence (ie. to within 10%) (this is clearly seen
in 1998 summary of literature values by van der Spoel,
et. al.75) It is interesting to note that molecular dynam-
ics simulations of acetonitrile, another polar liquid, show
convergence to within ±5% in only .4 ns.76 It appears
that the presence of hydrogen bonding slows down dipo-
lar fluctuations and leads to longer convergence times.
This is confirmed by the fact that the time required for
convergence varies dramatically with temperature from
1 - 2 ns at 400 K to 100+ ns at 220 K.
2. Test for artifacts from thermostating
Previously it has been reported that changing from a
Berendsen to a Nose´-Hoover thermostat resulted in an
increase in ε(0) of 5%.77 To see if thermostating has any
effect on ε(0) and ε(ω) a series of simulations were run
at 300 K with 512 TIP4P molecules using Berendson and
Nose´-Hoover thermostats with time constants of τ = .01,
1, and 100 ps. It was observed that all of the simulations
maintained their temperatures properly and yielded ε(0)
which were equivalent within their errors (table II). No
systematic dependence of ε(0) on τ was discernible, nor
was there any discernible difference between the Berend-
son & Nose´-Hoover techniques. The previously reported
discrepancy of 5 % is likely attributable to improper con-
vergence as their simulations were only 8 ns.77 When
comparing ε(ω) for these simulations no noticeable dif-
ferences were observed even with τ = .01 ps.
Even though thermostating had no effect on ε(0) or
ε(ω) it was noticed that the presence of a thermostat did
increase the time required for proper convergence com-
pared to an NVE simulation. This is not surprising, es-
pecially for the Berendson thermostat which periodically
rescales the velocities of molecules, interrupting cooper-
ative fluctuations in M.
3. Test for finite size artifacts
Whenever one does a computer simulation one should
always consider the possibility of finite size effects, espe-
cially when using periodic boundary conditions to simu-
late a non-periodic system. For a system of dipoles on a
cubic lattice with PBC and Ewald summation it has been
shown that ε(0) approaches the proper thermodynamic
limit from below as N−2/3.78 To see if this is the case
in water we ran a series of 20 ns TIP4P simulations at
300 K with 16, 64, 256, 512 and 1000 molecules (see sup-
plementary material79). There was no difference in ε(0)
between 512 and 1000 molecules, suggesting 512 is ade-
quate. The convergence does not follow the N−2/3 law,
but the system appeared to be approaching the thermo-
dynamic limit from below as expected.
III. RESULTS FOR ε(0)
Figure 1 shows the dielectric constants of the three
models. The experimental ε(0) values along the 1.00
kg/L and 1.20 kg/L isochores are taken from the ε(0) vs.
pressure tables developed by Uematsu and Frank.80 The
dependence of ε(0) on pressure is very close to linear, so
a linear extrapolation of the Uematsu & Frank data was
used to estimate ε(0) at 1.2 kg/L. The pressure required
to achieve 1.0 kg/L or 1.2 kg/L at different tempera-
tures were taken from the ASME Steam Tables based on
the IAPWS-1997 formulation,81 which are freely accessi-
ble at wolframalpha.com. We also plotted experimental
data taken along the 1 bar isobar.1,82
At all state points the dielectric constant of
TIP4P/2005 is nearly equal to that of TI4P/2005f. This
lack of change should be contrasted with the changes
in ε(0) observed in flexible versions the SPC model.
The flexible model of Wu, Tepper & Wolf (SPC/Fw)
yields a dielectric constant which is 23% larger than
SPC at STP,58 and the flexible model of Dang & Pet-
tit (SPC/Fd) yields a dielectric constant which is 54%
larger.6
5FIG. 1. Dielectric constants for TIP4P/2005, TIP4P/2005f
and TTM3F at 1 kg/L and 1.2 kg/L. The experimental val-
ues along the 1.0 kg/L isochore were taken by interpolating
the tables given by Uematsu and Frank.80 The experimental
values at 1.2 kg/L were obtained by extrapolating the same
tables to higher pressure.
In developing TIP4P/2005f, the flexibility was added
in a careful manner to ensure that the geometry of
TIP4P/2005 was well preserved. The percent differences
in the liquid HOH angle and rOH distance are only .26 %
and 1 %.62 The only other change they made was to make
the Leonard-Jones σ parameter in TIP4P/2005f a little
bit (.002%) smaller. In the SPC/Fw model of Wu et al.
the flexibility was parametrized specifically to reproduce
the experimental ε(0) and diffusion constant Ds. As a
result of this SPC/Fw has a smaller liquid phase θ
eq
HOH
(107.7◦ vs. 109.47◦) and a longer rOH, changes of 1.6%
and 4 %. This resulted in SPC/Fw having a larger aver-
age dipole moment ( 2.39D vs. 2.275D - an increase of 5
%). The same is true in SPC/Fd, but to an even greater
extent, yielding a dipole of 2.47D. By contrast the av-
erage dipole of TIP4P/2005f is only slightly larger than
that of TIP4P/2005 (2.319D vs. 2.305D - an increase
of .6 %). Another difference is that the HOH bending
potential in both SPC/Fw and SPC/Fd allow greater
flexibility, since the coefficient Kθ is 14% smaller in both
models.
TTM3F has a larger dielectric constant than
TIP4P/2005, despite having a slightly larger θHOH an-
gle (105.13◦ vs 104.52◦), which by itself would decrease
the dielectric constant by a few percent.6 The increase is
clearly due to a larger overall dipole moment and greater
dipole-dipole correlation (discussed below).
Increasing the density increases ε(0) as can clearly be
seen from equation 2. Table III shows the percentage
increase in ε(0) for the three models when the density
is increased to 1.20 kg /L. For both rigid and flexible
TIP4P/2005 the increase is around 22% at nearly all tem-
peratures. From equation 2 one sees that this linear in-
crease with density is consistent with GK not increasing
Temperature (K)
240 270 300 330 370 400
TIP4P/2005 23 23 22 23 22 21
TIP4P/2005f 27 18 20 23 23 25
TTM3F 31 28 31 31 34 35
Expt - - 23 26 27 30
TABLE III. Percentage increase in dielectric constant going
from 1 kg/ L to 1.2 kg / L.
density (kg/L) 1.00 1.20 % increase
TIP4P/2005f 2.319±0.14 2.323±0.14 .1
TTM3F total dipole 2.750±0.19 2.785±0.24 1.2
TTM3F polarization dipole 0.827±0.16 0.857±0.16 3.6
TTM3F geometric dipole 1.922 1.927 .2
TABLE IV. Average dipole moments and their standard de-
viations for TIP4P/2005f and TTM3F.
with density. With TTM3F, the increase is significantly
larger than 20%, indicating that GK increases with den-
sity. Although TTM3F overestimates this increase when
compared to experiment, it captures the temperature de-
pendence of the increase correctly.
Table IV shows the average dipole moments of
TIP4P/2005f and TTM3F at the two densities. The in-
crease in the dipole moment of TTM3F with density is
almost completely due to an increase in the polarization
dipole.
A. Temperature derivative of ε(0)
The temperature derivative of ε(0) is an important
quantity which has been largely neglected in studies of
water models. The temperature derivative is directly pro-
portional to the change in entropy of the liquid under the
FIG. 2. Average dipole moments for TTM3F and
TIP4P/2005f vs. temperature at a fixed density of 1 kg/L.
The error bars show the standard deviations of the dipole mo-
ment distributions. The results show that the addition of po-
larization leads to a temperature dependent dipole moment,
even when the density is fixed.
6FIG. 3. GK(r) for the models at different temperatures, calcu-
lated using ε(0)(T ) and µ(T ). The experimental data was cal-
culated using experimental ε(0)1,82 using eqn. 2 and µ = 2.9.
application of an electric field.8384 Thus an accurate value
of dε(0)/dT is important for capturing the change in the
entropy (ordering) of the liquid around ions and predict-
ing the solvation free energy of charged species.84 For
this reason dε(0)/dT at 298/300K is compared for some
popular water models in table I. Interestingly, SPC/E
greatly underestimates dε(0)/dT while TIP3P overesti-
mates it. SPC/E and TIP3P are the two most popular
explicit water models in the biophysics community.85 Of
the water models listed, TTM3F most accurately cap-
tures the slope at 300 K.
It is also useful to look at the temperature depen-
dence of GK when comparing the models (see figure
3). All three models overestimate the degree of corre-
lation but TTM3F yields the correct monotonic decrease
in GK with increasing temperature, while TIP4P/2005
and TIP4P/2005f show an unphysical increase in GK
with temperature between 240 and 300 K and then little
change at higher temperatures.
TTM3F exhibits temperature dependence of µ even at
fixed density, as shown in figure 2. This is likely the dis-
tinguishing factor which allows TTM3F to have a better
temperature derivative compared to the other models.
IV. RESULTS FOR ε(ω)
Figure 4 shows the real and imaginary dielectric func-
tions. The experimental data between 50 - 33,333 cm−1
(1.5 × 1011 - 1015 Hz) was taken from index of fraction
data using the relation ε(ω) = n2(ω).87
Of particular interest is the the feature centered at 180-
200 cm−1 which is most clearly present in ε′′(ω). Neu-
mann noted that this feature is absent in the dielectric
spectra of TIP4P and proposed that it must be due to
polarization effects.60 Raman and FIR spectra of water
also show a band between 170-190 cm−1.88–91
The exact nature of the 180 cm−1 Raman band has
FIG. 4. Real part (top) and imaginary part (bottom) of the
dielectric spectra at 300 K. The region between 10 to 100
cm−1 is plagued by noise from the fitting process.
been the subject of some controversy.89 The prevail-
ing view is that it is due to the stretching vibrations
of nearly-linear hydrogen bonds, but others have inter-
preted it as being due to cage vibrations or more exotic
hydrogen bond network relaxations.89
If the feature at 180-200 cm−1 is indeed due to the
stretching of hydrogen bonds, then it will only appear in
ε(ω) if polarization is included, as the geometric dipoles
of two H-bonded molecules do not change during H-bond
stretching. Indeed, the TTM3F spectrum shows a shal-
low peak in this region, while the flexible TIP4P/2005
shows nothing. The fact that the TTM3F peak is smaller
than experiment makes sense considering that the hydro-
gens are not polarizable in TTM3F and the only polar-
ization dipole is located on the m-site.
At high frequencies we see that both TTM3F and
TIP4P/2005f do a good job of reproducing the libra-
tional resonances and the bending (v2) and symmetric &
antisymmetric modes (v1 + v3), with TTM3F perform-
ing noticeably better in reproducing ε′′(ω). Using the
Clausius-Mossotti equation we calculated ε∞ for TTM3F
to be 1.76 using the polarizability of the polarization
dipole only. The molecular polarizability from flexibility
was estimated by calculating the change in dipole due
to bending in an electric field oriented along the HOH
bisector. For TIP4P/2005f we found ε∞ ≈ 1.04.
7FIG. 5. The temperature dependence of ε′(ω) at different frequencies. The experimental data is a two-Debye fit function
ε′(ω,T ) derived from experimental data by Meissner and Wentz.86 It was shown to very accurately reproduce experimental
measurements between 273 and 373 K.
A. Temperature dependence of ε(ω)
Figure 5 shows the temperature dependence of the
real part of the dielectric constant ε′(ω) at different fre-
quencies. To our knowledge such plots have only been
presented once before for water, on the website of M.
Chaplin.92
According to a review article on relaxor ferroelectrics,
“a universal signature of the relaxor state is a broad
frequency-dependent peak in the real part of the
temperature-dependent dielectric susceptibility”.24 The
“experimental data” here comes from a two-Debye fit
function for ε′(ω, T ) derived from experimental data by
Meissner and Wentz.86,92 It was shown that this fit-
ting function well reproduces the experimental data for
ε′(ω, T ) between 273 and 373 K. Of particular interest is
the temperature dependence of the ε′(ω) peak, which is
better captured by TTM3F.
V. THE DIPOLAR RELAXATION TIME
The temperature dependence of both τD and τs is best
described by the Vogel-Fulcher-Tammann (VFT) equa-
tion:
τ = τ∞ exp
(
DTVFT
T − TVFT
)
(11)
(See the supplementary material for a comparison of the
VFT fit with other fitting functions.93) This fact is very
interesting because VFT relaxation is a universal feature
FIG. 6. Relaxation times for the entire box (squares) and for
a single molecule (triangles). VFT fits are shown as dashed
lines. To improve the quality of these fits they were done
logarithmically, as is a standard procedure for producing ex-
ponential fits. Otherwise, the least squares minimization is
dominated by the lower temperature data and the higher tem-
perature is not fit. The spread in the points at low tempera-
ture is likely due to incomplete convergence of the correlation
functions due to the glassy nature of the system.
of relaxor ferroelectrics and dipolar glasses.94,95 The un-
derlying origin of the VFT equation is not very well un-
derstood, but most theories assume a distribution of re-
laxation environments within the bulk. An influential
theory for the VFT equation is the Adam-Gibbs model,
which assumes the existence of cooperatively rearrang-
ing regions.96 The cooperatively rearranging concept is
nearly identical to the polar nanoregion concept used to
8FIG. 7. Values of τ for sub-boxes of different sizes,
TIP4P/2005 at 300 K. The total boxes contained either 512,
1,000, 10,000 or 28,178 molecules. For the 512 molecule box
the sub-boxes had sizes of L = 3, 6, 10 and 24.8 A˚ correspond-
ing to boxes with approximately 1, 7, 33 and 512 molecules.
Care was taken to use a consistent fitting procedure. The
error was estimated to be 5% or less.
describe relaxor ferroelectrics. The fact that the Debye
relaxation is larger than the single molecule relaxation
function is a direct consequence of dipolar correlations. A
model which assumes spherical relaxation clusters (anal-
ogous to PNRs) predicts τD/τs = 3GK .
97 A comparison
of the three models studied here shows little difference
in τs(T ) or τD(T ) between the models (figure 6). Thus
the introduction of polarization does not appear to sig-
nificantly effect the Debye or single molecule relaxation
times.
VI. RELAXATION AT DIFFERENT LENGTH SCALES
The relaxation times of sub-boxes of different sizes
gives information about the size of the polar nanoregions
responsible for the Debye relaxation time. We broke the
simulation cell into boxes of different sizes and calculated
the total dipole moment of each box at each timestep.
The dipole correlation function is computed separately
for each box and then averaged over all boxes. Figure
7 shows the resulting dependence of of the relaxation
time τ on the box size. A convergence of τ appears to
be reached when L = 40A˚, however beyond this τ be-
gins to decrease in large boxes. The reason for this de-
crease is unknown, but is likely due to the artifact from
periodic boundary conditions (discussed below), which
causes decorrelation at long distances. Averaging over
non-overlapping spheres with diameter L gives the same
result (not shown).
FIG. 8. 〈cos(θ)〉 for the three models at 300 K. The O-O
RDFs (rescaled by a factor of .1) are shown for comparison.
FIG. 9. The dip-dip correlation function defined by equation
13. The O-O RDFs (rescaled by a factor of .1) are shown for
comparison.
FIG. 10. Positive, negative and induced components of the
dip-dip correlation function for TTM3F.
9FIG. 11. Positive and negative components of the dip-dip
correlation function for the rigid (solid) and flexible (dashed)
versions of TIP4P/2005. The rigid and flexible curves nearly
overlap.
FIG. 12. Dip-dip correlation function at different tempera-
tures for TTM3F. Dashed lines show the contribution of the
polarization dipoles.
FIG. 13. Dip-dip correlation function at different tempera-
tures for TIP4P2005f.
VII. 1D ANGULAR CORRELATION FUNCTIONS
In this section we investigate two 1D correlation func-
tions which we call the cosine function and the dip-dip
correlation function. The cosine function simply gives the
average cosine of the angle between the dipole moments
of two molecules as a function of r:
〈cos(θ)〉(r) =
1
N(r)
′∑
i,j
µi · µj
|µi||µj |
r < rij < r + δr (12)
The prime on the summation indicates that we do not
include i = j. In everything that follows, angle brack-
ets indicate an ensemble average. The cosine function
is shown in figure 8. Oxygen-oxygen RDFs are shown
for reference to emphasize that the peaks in the cosine
function do not necessarily overlap with the RDF peaks,
since the cosine function does not contain any informa-
tion about the density of molecules. We clearly see that
TTM3F has much larger correlation, especially in the
first shell.
The dip-dip correlation function is defined by:
φ(r) =
1
Ngas(r)
′∑
i,j
µi · µj r < rij < r + δr
= 〈µ1 · µ2〉(r)gOO(r)
(13)
Here Ngas(r) is the number of molecules that would be
found in a shell of thickness δr at radius r for a homoge-
neous “gas” (Ngas(r) = 4/3π[(r + δr)
3 − r3]N/V ). The
dip-dip correlation function for the different models at
300 K is shown in figure 9. Figures 10 and 11 show dif-
ferent contributions to the dip-dip correlation function,
including the positive and negative components and (for
TTM3F) the contribution of the induced dipoles.
From inspection of the first peak we see that the first
H-bonded shell contributes a large positive component
as expected. The region of the second H-bonded shell
(4 - 5 A˚) contains both positive and negative contribu-
tions. In such plots it is difficult to distinguish the contri-
butions from H-bonded shells and non H-bonded shells,
since they overlap considerably. It appears that the first
interstitial shell contributes significantly to the minima
at 4 A˚.
Figures 12 and 13 compare the dip-dip correlation
functions at different temperatures for TTM3F and
TIP4P/2005f. TTM3F exhibits more dramatic temper-
ature dependence and a more clearly pronounced 3rd
peak. By contrast, the third peak is almost non-existent
in TIP4P/2005f. The expected temperature dependence
of the dipole correlation is in the expected direction
in TMM3F – ie. enhanced correlation at lower tem-
peratures. This behaviour is not captured by either
TIP4P/2005 or TIP4P/2005f, which shows less correla-
tion in the 2nd shell at lower temperatures.
The polarization dipoles in TTM3F contribute mainly
in the first shell, where they have a large positive compo-
nent. Beyond that the polarization dipoles contribute
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FIG. 14. GK(r) function at three different temperatures for
10,000 TIP4P/2005 (L = 66.9A˚). The shaded regions show
the estimated error. The dipolar ordering becomes longer
ranged at lower temperatures, but also decreases in magni-
tude, leading to the wrong temperature dependence in GK .
FIG. 15. GK(r) functions for the three models showing the
axial (dashed) and equatorial (dotted) components. Esti-
mated errors are shown in yellow for TTM3F (the other errors
were negligible). All GK(r) data beyond ≈ 9A˚ is unphysical,
as is discussed further in the supplementary material.
nearly equal positive and negative components which
nearly cancel out. The result is a small positive contri-
bution to the second peak and almost zero contribution
to the third peak.
VIII. DISTANCE DEPENDENT KIRKWOOD
FUNCTION
Perhaps the most physically meaningful measure of
dipole correlation is the distance dependent Kirkwood
function, since it can be directly related to the dielectric
constant via equation 2. For a single molecule, GK(r) is
given by:
GK(r) =
∑
j µ1 · µj
〈µ2〉
, r1j < r (14)
Averaged over N molecules and all timesteps, GK(r) be-
comes:
GK(r) =
〈∑
i,j µi · µj
〉
N〈µ2〉
, rij < r (15)
The previous two dipole correlation functions become
very small beyond the second shell. However, even small
correlations beyond the second shell may be important
as the number of molecules participating in these cor-
relations grows as r2. The Kirkwood correlation func-
tion accounts for this by reporting the total correlation
of dipoles in a sphere of radius r normalized only by the
dipole moment of the central molecule.
Since GK(r) is more sensitive to small correlations at
large distances, it is also more sensitive to artifacts aris-
ing from the use of periodic boundary conditions (PBCs)
and Ewald summation.98–100 When PBCs and Ewald
summation are used GK(r) begins to artificially grow be-
yond a certain point which we found is usually around
half the minimum image distance (L/4). The artifact
is most clearly differentiated from the physical data in
very large simulations (fig 14). While the artifact ap-
pears large in such plots, it is accounted for in eqn. 1
and is locally very small.
To obtain a physically accurate GK(r) simulations of
at least a few ns should be run in a box containing at
least 5,000 molecules to cleanly separate the artifact from
the data. Unfortunately such calculations are computa-
tionally impractical for TTM3F, so simulations of 1,000
molecules were run with lengths of 1.75 ns for TTM3F
and 8 ns for TIP4P/2005 and TIP4P/2005f (figure 15).
With 1000 molecules all GK(r) data beyond ≈ 10A˚ is
unphysical. The GK(r) data clearly shows the relative
contributions from different H-bonded shells to GK and
therefore to the dielectric constant. Flexibility decreases
GK(r) slightly in TIP4P/2005, which might be due to
a weaker H-bond network. On the other hand, TTM3F
GK(r) exhibits larger GK(r) values and displays a more
pronounced contribution from the second shell. The third
and fourth shells do not contribute to GK in any of the
models but appear more pronounced in TTM3F.
Further insight can be gained by breaking GK(r) into
axial and equatorial components:98
GK(r) = G
a
K(r) −G
e
K(r) (16)
If a dipole is embedded in a homogeneous dielectric con-
tinuum, the axial region is a region of positive corre-
lation, while the equatorial is anti-correlated. The two
regions are separated by a conical surface at an angle of
θc = arcsin
(√
2
3
)
≈ 54.74 deg. Unlike the continuum
case, the equatorial component is correlated (negative)
in water out to about 1.2 nm due to the H-bond net-
work (fig. 14). In our simulations with 1,000 molecules
the equatorial component remains negative even at large
distances due to the artifact (fig. 15).
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FIG. 16. Comparison of 1000 TIP4P/2005f (left panels) with 1000 TTM3F (right panels). The three 2DRDFs correspond to
the 2D O-O RDF (left), the 2D cosine function (middle) and the 2D dipole-dipole energy function (right). Each pixel represents
a square histogram bin with L = .1A˚.
IX. 2D ANGULAR CORRELATION FUNCTIONS
The one dimensional angular correlation functions are
useful for measuring the overall correlation in each shell
but do not contain any information about the structure
within shells. Fully capturing the geometric correlations
between molecules requires calculating the full pair cor-
relation function g(1, 2) which has (for a rigid non-linear
molecules) seven dimensions - a distance r and three an-
gles for each molecule (ie. Euler angles). Thus some
reduction of information is necessary and many different
reductions are possible. To better understand the struc-
ture we use follow the approach of Matthias & Tavan98
to produce 2D plots using two variables - a radial dis-
tance r = |rij | between molecules and the angle θ, which
is the angle between the dipole moment of molecule i
and rij . Here θ = 0 corresponds to the direction of the
dipole moment (axial direction), which is called the “z”
axis. The “x” axis lies in the plane perpendicular to the
z axis (the equatorial plane). Producing this 2D plot is
equivalent to doing cylindrical averages over the angle φ,
the equatorial angle.
Following Mathias & Tavan we use the three “basis
functions” introduced by Wertheim:98
S ≡ 1
∆ ≡ µˆ1 · µˆ2
D ≡ 3(µˆ1 · rˆ)(µˆ2 · rˆ)− µˆ1 · µˆ2
(17)
These three functions are used to make three correlation
functions:
gs(r, θ) ≡
V
N2
〈∑
ij
Sδ(r − rij)δ(θ − θij)
〉
h∆(r, θ) ≡
〈∑
ij
∆ijδ(r − rij)δ(θ − θij)
〉
hD(r, θ) ≡
〈∑
ij
Dijδ(r − rij)δ(θ − θij)
〉
(18)
The function gs is a two dimensional radial distribution
function, h∆ is a two dimensional analog of cosine func-
tion and hD gives the angular dependence of the energy
of interaction (positive hD correspond to lower energies).
Figure 16 shows a comparison of the 2D correlation
functions for TTM3F and TIP4P/2005f. The rigid and
flexible versions of TIP4P/2005 are not compared here
since they are nearly identical in appearance. Perhaps
the most striking thing about these plots is their similar-
ity – differences in magnitude are not very visible here.
Several small differences can be observed, however. The
first shell in TTM3F is more spread out and thus has
a smaller maxima (6.52 vs. 9.35). The TTM3F 2D co-
sine function exhibits slightly more structure and anti-
correlation in the interstitial regions.
In the supplementary material 2D correlation functions
for 1000 SPC/E and TIP3P are also presented.101 In all
five of the models presented the dipole correlations re-
semble a dielectric continuum at distances larger than 1.5
nm, confirming the findings of Mathias & Tavan. We pro-
pose that this distance corresponds to the largest possible
radius of the polar nanoregions. A sphere with r = 1.5
nm contains around 424 molecules. A similar maximum
radius can also be deduced from the τ vs box size data
or from GK(r).
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X. CONCLUSIONS
The results indicate that the addition of flexibility to a
model, when no other reparameterizations are done, has
little effect on the dielectric properties except at high fre-
quencies. The introduction of polarization, however, does
have a significant effect in several regards. Firstly, it in-
troduces significant temperature and density dependence
to the the dipole moment resulting in better values for
dε(0)/dT and dε(0)/dV . An accurate value for dε(0)/dT
ensures that the entropy change in an electric field is de-
scribed accurately, even at fixed temperature. Secondly,
polarization better reproduces ε(ω), especially the 200
cm−1 H-bond stretching feature and high-frequency fea-
tures. Finally, polarization enhances dipole correlation
and leads to a more physically accurate change in dipole
correlation with temperature. This indicates that ab ini-
tio molecular dynamics simulations of liquid water will
have larger dipole correlations. As a consequence, the
analysis of local dipolar order in the form of polar nanore-
gions might be relevant to understanding such simula-
tions.
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