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Abstract
In this paper, we will prove the existence of infinitely many solutions for the following elliptic problem
with critical Sobolev growth:
−pu = |u|p∗−2u+μ|u|p−2u in Ω, u = 0 on ∂Ω,
provided N > p2 + p, where p is the p-Laplacian operator, 1 < p < N , p∗ = pNN−p , μ > 0 and Ω is an
open bounded domain in RN .
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction
Let 1 < p < N , p∗ = pN
N−p , and Ω be an open bounded domain in R
N
. We consider the
following elliptic problem:
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u(x) = 0, x ∈ ∂Ω, (1.1)
where μ> 0 is a positive constant, and
pu =
N∑
i=1
∂(|∇u|p−2 ∂u
∂xi
)
∂xi
.
The functional corresponding to (1.1) is
I (u) = 1
p
∫
Ω
(|∇u|p −μ|u|p)dx − 1
p∗
∫
Ω
|u|p∗ dx, u ∈ W 1,p0 (Ω). (1.2)
Since the pioneer work of Brezis and Nirenberg [6], there are enormous results for semilinear
problems involving critical Sobolev exponent. See for example [3,8,9,12,27], and in particular,
the survey paper [4] and the references therein. In the last twenty years, a lot of efforts have
been made to obtain similar results for the quasilinear cases p = 2. By using the concentration
compactness principle [22], the results of [6] were extended to the quasilinear cases more than
two decades ago [2,19,21,29], while results in [8] were extended to the quasilinear cases only a
few years ago. See [14]. As far as we know, there is no result similar to that in [3] on the effect
on the domain topology on the existence of positive solution for the quasilinear problem. So,
it is not always obvious to extend the results for semilinear problems to quasilinear problems.
For the quasilinear problems with critical nonlinearities, one may meet with different technical
difficulties for different problems. The readers can refer to [10,11,13,14,16,23] for some recent
results for quasilinear elliptic problems with critical nonlinearities.
Devillanova and Solimini in [15] considered problem (1.1) with p = 2. They proved the exis-
tence of infinitely many solutions for any μ > 0 if N  7. The aim of this paper is to generalize
their result to the quasilinear cases. The main result of this paper is the following.
Theorem 1.1. Suppose that μ> 0, N > p2 + p. Then (1.1) has infinitely many solutions.
One of the major difficulty to prove the existence of infinitely many solutions for (1.1) by
using the variational methods is that I (u) does not satisfy the Palais–Smale condition for large
energy level, since p∗ is the critical exponent for the Sobolev embedding from W 1,p(Ω) to
Lq(Ω). Following the idea in [15], we first investigate the following perturbed problem:
{−pu = |u|p∗−2−εu+μ|u|p−2u, x ∈ Ω,
u(x) = 0, x ∈ ∂Ω, (1.3)
where ε > 0 is a small constant.
The functional corresponding to (1.3) becomes
Iε(u) = 1
p
∫ (|∇u|p −μ|u|p)dx − 1
p∗ − ε
∫
|u|p∗−ε dx, u ∈ W 1,p0 (Ω). (1.4)Ω Ω
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It follows from the symmetric mountain pass lemma [1,25] that (1.3) has infinitely many so-
lutions. See [18, Theorem 6.1], and also [26]. More precisely, there are positive numbers cl,ε ,
l = 1,2, . . . , which are critical values of Iε(ul,ε), and satisfy cl,ε → +∞ as l → +∞ for any
fixed ε > 0. Moreover, cl,ε are uniformly bounded for fixed l with respect to ε.
Now the central task is to show that ul,ε converges strongly in W 1,p0 (Ω) to ul as ε → 0. Then
ul is a solution of (1.1) with I (ul) = cl =: limε→0 cl,ε . We prove that I (u) still has infinitely
many critical points in the possible case that cl = c for all l  l0 > 0 by showing that the genus
of Kc = {u ∈ W 1,p0 (Ω): I ′(u) = 0, I (u) = c} is at least two.
Throughout this paper, we denote the norm of W 1,p0 (Ω) by ‖u‖ = (
∫
Ω
|∇u|p dx) 1p , the norm
of Lq(Ω) (1  q < ∞) by ‖u‖q = (
∫
Ω
|u|q dx) 1q . Sometimes we will also use ‖u‖q to denote
(
∫
Ω1
|u|q dx) 1q if no confusion is caused from the context. We always denote positive constants
(possibly different) by C for convenience.
The following compactness result plays an important role in the proof of Theorem 1.1.
Theorem 1.2. Suppose that μ > 0, N > p2 + p. Suppose that un (n = 1,2, . . .) is a solution of
(1.3) with ε = εn → 0, and un satisfies ‖un‖  C for some constant C independent of n, then
{un}n1 has a subsequence which converges strongly in W 1,p0 (Ω) as n → +∞.
Before we close this section, let us outline the proof of Theorem 1.2 and explain the difficulties
we will meet.
For any λ > 0 and x ∈ RN , define
ρx,λ(u) = λ
N
p∗ u
(
λ(· − x)).
Let un be a solution of (1.3) with ε = εn → 0, satisfying ‖un‖ C for some positive constant
C independent of n. It follows from the global compactness that un, as a special Palais–Smale
sequence of the functional I (u), has the following decomposition:
un = u0 +
k∑
j=1
ρxn,j ,λn,j (Uj )+ωn, (1.5)
where u0 is a solution of (1.1), ‖ωn‖ → 0 as n → +∞, and Uj is a solution of
−pu = |u|p∗−2u, u ∈ D1,p
(
R
N
)
. (1.6)
Let us recall the main techniques used in [15] to prove Theorem 1.2 in the case p = 2.
The main task is to show that the bubble ρxn,j ,λn,j (Uj ) does not appear in (1.5). To achieve
this goal, Devillanova and Solimini showed that un is bounded in a region which is suitably
away from the blow-up point even if a bubble ρxn,j ,λn,j (Uj ) appears in (1.5). Then they used a
local Pohozaev identity near a blow-up point to obtain a contradiction if there are bubbles in the
decomposition (1.5). Let un be a solution of (1.3) with ε = εn → 0. To show that un is bounded
in a region suitably away from the blow-up point, Devillanova and Solimini in [15] introduced
a norm ‖ · ‖p1,p2,λ, defined in (2.1), which captures the concentration property of the bubbles in
the decomposition of un. They showed first that ‖un‖p ,p ,λ  C and then the result.1 2
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case p = 2, there are serious technical difficulties to overcome. Here, we would like to point out
some of the difficulties we will encounter.
The first one is the pointwise control of the solution w for
−pw = f1(x)+ f2(x) in Ω, w = 0 on ∂Ω,
by the solution wi (i = 1,2) of
−pwi =
∣∣fi(x)∣∣ in Ω, wi = 0 on ∂Ω.
If p = 2, then |w(x)|w1(x) + w2(x). For p = 2, such simple relation does not exist. Instead,
we need to use the Wolff potential and some results from [20] to obtain a pointwise control of w.
The second difficulty in obtaining the main result of Section 2 is to get the decay estimate for
the solution of (1.6). If p = 2, then one can use the Kelvin transformation to change the decay
estimate at infinity to the L∞ estimate of the solution near the origin. For p = 2, there is no
Kelvin transformation for (1.6). In Appendix B, we will use an iteration argument to obtain the
decay estimate for the solution of (1.6). This part is of independent interest.
In Section 3, we will show that |un| is bounded in some sense in regions suitably away from
the blow-up point. See Proposition 3.1 in this paper and Proposition 3.3 in [15]. To obtain the
estimate in Proposition 3.3 of [15], the following identity is used
u(x) = 1
ωNtN−1
∫
∂Bt (x)
u(y)+
t∫
0
( ∫
Bs(x)
(−u(y))dy) ds
ωNsN−1
, (1.7)
where ωN is the volume of the unit ball in RN . Note that (1.7) can be proved by calculating the
convolution of u with the fundamental solution of  in the ball Bt(x). Since (1.7) depends on
u linearly, it cannot be true for p-Laplacian. So, the third difficulty is to find a suitable counter-
part of (1.7) for p-Laplacian. In Section 3, some ideas from [20] are used to prove Lemma 3.2,
though Theorem 1.6 in [20] cannot be used directly.
Let us point out that to generalize results from semilinear problems to quasilinear problems, it
is expected that new techniques need to be developed. For example, to obtain the decay estimate
for semilinear problem with critical nonlinearities, the Kelvin transformation can be used. Since
there is no Kelvin transformation for quasilinear problem, we need to find new techniques to
achieve such decay estimates. Another example is that Theorem 1.6 in [20] can be obtained easily
by calculating the convolution of u with the fundamental solution of the Laplacian operator.
For the quasilinear problems, such tool does not exist and therefore, a new iteration scheme was
developed in [20]. In this paper, we will point out from time to time the difficulties arising from
the nonlinearity of p when we estimate the solutions of the quasilinear equations.
Finally we would like to point out that by combining the methods in this paper and those
in [7] it is possible to consider the quasilinear problems with critical growth and a Hardy term
− α|x|p |u|p−2u.
2. Some integral estimates
In this section, we will generalize the estimates in Section 2 of [15] to the quasilinear case.
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ρxn,j ,λn,j (Uj ) will not appear in the decomposition of un.
Among all the bubbles ρxn,j ,λn,j (Uj ), we can choose a bubble, such that this bubble has the
slowest concentration rate. That is, the corresponding λ is the lowest order infinity among all the
λ appearing in the bubbles. For simplicity, we denote λn the slowest concentration rate and xn
the corresponding concentration point.
For any p2 <p∗ <p1, α > 0 and λ 1, we consider the following relation:{‖u1‖p1  α,
‖u2‖p2  αλ
N
p∗ − Np2 .
(2.1)
In the spirit of [15], we define
‖u‖p1,p2,λ = inf
{
α > 0: there are u1 and u2, such that (2.1) holds and |u| u1 + u2
}
.
The main result of this section is the following proposition.
Proposition 2.1. Let un be a weak solution of (1.3) with ε = εn → 0. For any p1, p2 satisfying
(1 − 1
p
)p∗ <p2 <p∗ <p1, there is a constant C, depending on p1 and p2, such that
‖un‖p1,p2,λn  C.
When p = 2, Proposition 2.1 is obtained in [15]. But the proof for this result depends essen-
tially on the linearity of the differential operator . For the p-Laplacian operator, new techniques
are needed. The following lemma plays a very important role in the proof of Proposition 2.1.
Lemma 2.2. Assume that Ω1 is a bounded domain satisfying Ω  Ω1. For any functions
f1(x) 0 and f2(x) 0, let w  0 be the solution of
−pw = f1(x)+ f2(x) in Ω1, w = 0 on ∂Ω1. (2.2)
Let wi , i = 1,2, be the solution of
−pwi = fi(x) in Ω1, wi = 0 on ∂Ω1.
Then, there is a constant C > 0, depending only on r = 13 dist(Ω, ∂Ω1), such that
w(x) C inf
y∈Br(x)
w(y)+Cw1(x)+Cw2(x), ∀x ∈ Ω.
Proof. Let r = 13 dist(Ω, ∂Ω1). Then it follows from Theorem 1.6 in [20] that for any x0 ∈ Ω ,
w(x0) C2 inf
x∈Br(x0)
w(x)+C3W1,p(x0,2r, f1 + f2),
where W1,p(x0, r, f ) is the Wolff potential for the function f :
W1,p(x0, r, f ) =
r∫ ( ∫
|f |
) 1
p−1 dt
t
N−p
p−1 +1
.0 Bt (x0)
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W1,p(x0,2r, f1 + f2) 2
1
p−1 W1,p(x0,2r, f1)+ 2
1
p−1 W1,p(x0,2r, f2).
So, using Theorem 1.6 in [20] again, we obtain
w(x0) C inf
x∈Br(x0)
w(x)+CW1,p(x0,2r, f1)+CW1,p(x0,2r, f2)
 C inf
x∈Br(x0)
w(x)+C′w1(x0)+C′w2(x0). 
Lemma 2.3. Let w be the solution of{−pw = a(x)vp−1 in Ω,
w = 0 on ∂Ω,
where a(x) 0 and v  0 are functions satisfying a, v ∈ L∞(Ω). Then, for any p1 >p∗ >p2 >
(1 − 1
p
)p∗, there is a constant C = C(p1,p2, |Ω|), such that for any λ 1,
‖w‖p1,p2,λ  C‖a‖
1
p−1
N
p
‖v‖p1,p2,λ.
Proof. For any small θ > 0, let v1  0 and v2  0 be the functions such that v  v1 + v2, and
(2.1) holds with α = ‖v‖p1,p2,λ + θ . Choose a domain Ω1 with Ω Ω1. We let a(x) = 0 and let
vi = 0 in Ω1 \Ω . Consider {
−pwi = 2p−1a(x)vp−1i in Ω1,
wi = 0 on ∂Ω1.
Then, it follows from Corollary A.3 that
‖wi‖pi  C‖a‖
1
p−1
N
p
‖vi‖pi , i = 1,2.
On the other hand, by the comparison principle, we can deduce w  w˜ in Ω , where w˜ is the
solution of {−pw˜ = 2p−1a(x)(vp−11 + vp−12 ) in Ω1,
w˜ = 0 on ∂Ω1.
(2.3)
It follows from Corollary A.3 that
‖w˜‖p2  C‖a‖
1
p−1
N
p
∥∥(vp−11 + vp−12 ) 1p−1 ∥∥p2  C‖a‖
1
p−1
N
p
(‖v1‖p2 + ‖v2‖p2)
 C‖a‖
1
p−1
N
p
(‖v1‖p1 + ‖v2‖p2). (2.4)
As before, let r = 1 dist(Ω, ∂Ω1). So, we obtain3
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x∈Br (x0)
w˜(x) Cr−N
∫
Br (x0)
w˜  Cr−
N
p2 ‖w˜‖p2
 C′‖a‖
1
p−1
N
p
(‖v1‖p1 + ‖v2‖p2), ∀x0 ∈ Ω. (2.5)
On the other hand, it follows from Lemma 2.2 that there is C1 > 0, such that
w˜(x0) C inf
x∈Br (x0)
w˜(x)+Cw1(x0)+Cw2(x0)
 C1‖a‖
1
p−1
N
p
(‖v1‖p1 + ‖v2‖p2)+C1w1(x0)+C1w2(x0). (2.6)
Combining w(x) w˜(x), ∀x ∈ Ω , and (2.6), we obtain
w(x) wˆ1(x)+ wˆ2(x), ∀x ∈ Ω, (2.7)
where
wˆ1(x) = C1‖a‖
1
p−1
N
p
(‖v1‖p1 + ‖v2‖p2)+C1w1(x),
and
wˆ2(x) = C1w2(x).
From (2.4), noting that λ
N
p∗ − Np2  1 since λ 1, we find
‖wˆ1‖p1  C‖a‖
1
p−1
N
p
(‖v1‖p1 + ‖v2‖p2)+C‖w1‖p1  C′‖a‖ 1p−1N
p
(‖v1‖p1 + ‖v2‖p2)
 C′‖a‖
1
p−1
N
p
(‖v‖p1,p2,λ + θ),
and
‖w2‖p2  C‖a‖
1
p−1
N
p
‖v2‖p2  C′‖a‖
1
p−1
N
p
(‖v‖p1,p2,λ + θ)λ Np∗ − Np2 .
So, the result follows. 
Lemma 2.4. Let w  0 be a weak solution of
{
−pw = 2vp∗−1 +A in Ω,
w = 0 on ∂Ω,
2868 D. Cao et al. / Journal of Functional Analysis 262 (2012) 2861–2902where v  0 and v ∈ L∞(Ω). For any p1,p2 ∈ (p∗ − 1, Np (p∗ − 1)) with p2 < p∗ < p1, let qi
be given by
1
qi
= p
∗ − 1
(p − 1)pi −
p
N(p − 1) , i = 1,2.
Then there is a constant C = C(p1,p2), such that for any λ > 0,
‖w‖q1,q2,λ  C‖v‖
p∗−1
p−1
p1,p2,λ
+C.
Proof. For any small θ > 0, let v1  0 and v2  0 be the functions such that v  v1 + v2, and
(2.1) holds with α = ‖v‖p1,p2,λ + θ . Let w˜ be the solution of{
−pw˜ = 2p∗vp
∗−1
1 + 2p
∗
v
p∗−1
2 +A in Ω1,
w˜ = 0 on ∂Ω1.
Then w  w˜. It follows from Proposition A.1 that there is a p¯ > 0, such that ‖w˜‖p¯  C. Thus,
inf
x∈Br(x0)
w˜(x) C, ∀x0 ∈ Ω.
Consider {
−pw1 = 2p∗vp
∗−1
1 +A in Ω1,
w1 = 0 on ∂Ω1,
and {
−pw2 = 2p∗vp
∗−1
2 in Ω1,
w2 = 0 on ∂Ω1.
Then, by Lemma 2.2,
w˜(x0) C +Cw1(x0)+Cw2(x0), ∀x0 ∈ Ω.
Let pˆi = pip∗−1 , then qi = N(p−1)pˆiN−ppˆi , i = 1,2. Besides, for pi ∈ (p∗ − 1, Np (p∗ − 1)), we have
pˆi ∈ (1, Np ).
By Proposition A.1, we have
‖C +Cw1‖q1  C′ +C‖w1‖q1  C′ +C′
∥∥vp∗−11 +A∥∥ 1p−1pˆ1  C(‖v1‖
p∗−1
p−1
p1 + 1
)
 C
((‖v‖p1,p2,λ + θ) p∗−1p−1 + 1),
and
‖w2‖q2  C‖v2‖
p∗−1
p−1
p2  C
((‖v2‖p1,p2,λ + θ)λ Np∗ − Np2 ) p∗−1p−1
= C(‖v‖p ,p ,λ + θ) p∗−1p−1 λ Np∗ − Nq2 ,1 2
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N
p∗
− N
p2
)
p∗ − 1
p − 1 −
(
N
p∗
− N
q2
)
= N
p∗
p∗ − p
p − 1 −
N(p∗ − 1)
p2(p − 1) +
N
q2
= N
(
p
N(p − 1) −
(p∗ − 1)
p2(p − 1) +
1
q2
)
= 0.
So, the result follows. 
Let wn be the solution of
−pw = 2|un|p∗−1 +A in Ω, w = 0 on ∂Ω, (2.8)
where A> 0 is a large constant.
By the comparison principle, we have∣∣un(x)∣∣wn(x), x ∈ Ω. (2.9)
Lemma 2.5. Let wn(x) be the solution of (2.8). Then there are constants C > 0, and p1,p2 ∈
((1 − 1
p
)p∗,+∞) with p2 <p∗ <p1, such that
‖wn‖p1,p2,λn  C.
Proof. From Appendix D, we have
un = u0 +
k∑
j=1
ρxn,j ,λn,j (Uj )+ωn,
where u0 is a C1,α function, and ‖ωn‖ → 0 as n → +∞.
Let w˜n be the solution of
⎧⎪⎨
⎪⎩
−pw˜n = C
(
|u0|p∗−p +
k∑
j=1
∣∣ρxn,j ,λn,j (Uj )∣∣p∗−p + |ωn|p∗−p
)
w
p−1
n +A in Ω1,
w˜n = 0 on ∂Ω1,
(2.10)
where Ω1 is a bounded domain in RN satisfying Ω Ω1, C > 0 is a fixed large constant. Then,
by the comparison principle,
wn(x) w˜n(x), x ∈ Ω.
Moreover, it is easy to check that ∫
|w˜n|p∗  C. (2.11)Ω1
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w(x) = 0, x ∈ ∂Ω1.
Then, it follows from Lemma 2.2 and (2.11) that
w˜n  C +G
(|u0|p∗−pwp−1n +A)+ k∑
j=1
G
(∣∣ρxn,j ,λn,j (Uj )∣∣p∗−pwp−1n )+G(|ωn|p∗−pwp−1n ).
Firstly, we treat the term G(|u0|p∗−pwp−1n +A). Take any q ∈ ( pNpN−N+p , p
∗
p−1 ). Then,
p1 = Nq(p − 1)
N − pq > p
∗.
It follows from Proposition A.1 that
∥∥G(|u0|p∗−pwp−1n +A)∥∥p1
 C
∥∥|u0|p∗−pwp−1n +A∥∥ 1p−1q
 C +C
( ∫
Ω
∣∣|u0|p∗−pwp−1n ∣∣q dx
) 1
q(p−1)
 C +C
( ∫
Ω
|wn|(p−1)q dx
) 1
q(p−1)
 C. (2.12)
Next, we treat the term G(|ρxn,j ,λn,j (Uj )|p∗−pwp−1n ). Let p2 ∈ ( (p−1)NN−p ,p∗) be a constant.
By Corollary A.4, we obtain
∥∥G(∣∣ρxn,j ,λn,j (Uj )∣∣p∗−pwp−1n )∥∥p2
 C
∥∥∣∣ρxn,j ,λn,j (Uj )∣∣p∗−p∥∥ 1p−1r ‖wn‖p∗
 C
∥∥∣∣ρxn,j ,λn,j (Uj )∣∣p∗−p∥∥ 1p−1r ,
where r is determined by 1
r
= p−1
p2
+ p
N
− p−1
p∗ . But
∫
Ω
∣∣ρxn,j ,λn,j (Uj )∣∣(p∗−p)r dx = λ−N+prn,j
∫
Ωxn,j ,λn,j
|Uj |
p2r
N−p dx,
where Ωx,λ = {y: x + λ−1y ∈ Ω}.
For j = 1, . . . , k, from Lemma B.3, there is a σ > 0, such that
∣∣Uj(x)∣∣ CN−p
p
+σ . (2.13)1 + |x|
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p
− θ with θ > 0 small, we have
∫
Ωxn,j ,λn,j
|Uj |
p2r
N−p dx  C, j = 1, . . . , k.
Note that r → N
p
as p2 → p∗. So, we can choose p2 < p∗, such that the corresponding
r > N
p
− θ . Thus, we have proved that there is a p2 <p∗, such that
∥∥G(∣∣ρxn,j ,λn,j (Uj )∣∣p∗−pwp−1n )∥∥p2  Cλ(p−
N
r
) 1
p−1
n = Cλ
N
p∗ − Np2
n . (2.14)
Finally, we treat the term G(|ωn|p∗−pwp−1n ). It follows from Lemma 2.3 that
∥∥G(|ωn|p∗−pwp−1n )∥∥p1,p2,λn  C∥∥|ωn|p∗−p∥∥
1
p−1
N
p
‖wn‖p1,p2,λn
 1
2
‖wn‖p1,p2,λn +C, (2.15)
since ‖|ωn|p∗−p‖N
p
→ 0 as n → ∞.
Combining (2.12), (2.14) and (2.15), we obtain
‖wn‖p1,p2,λn
 C +C∥∥G(|u0|p∗−pwp−1n +A)∥∥p1,p2,λn +C
k∑
j=1
∥∥G(∣∣ρxn,j ,λn,j (Uj )∣∣p∗−pwp−1n )∥∥p1,p2,λn
+C∥∥G(|ωn|p∗−pwp−1n )∥∥p1,p2,λn
 C +C∥∥G(|u0|p∗−pwp−1n +A)∥∥p1 +C
k∑
j=1
∥∥G(∣∣ρxn,j ,λn,j (Uj )∣∣p∗−pwp−1n )∥∥p2λ
N
p2
− N
p∗
n
+C∥∥G(|ωn|p∗−pwp−1n )∥∥p1,p2,λn
 C + 1
2
‖wn‖p1,p2,λn .
So the result follows. 
Proof of Proposition 2.1. The constants q1 and q2 defined in Lemma 2.4 satisfy q1 > p∗ and
q1 → +∞ as p1 → Np (p∗ − 1), while q2 <p∗ and q2 → (1 − 1p )p∗ as p2 → p∗ − 1.
Using (2.9), we just need to show the result for wn.
Since wn satisfies (2.8), we can use Lemmas 2.4 and 2.5 to prove that
‖wn‖p1,p2,λn  C
holds for any p1,p2 with (1 − 1p )p∗ <p2 <p∗ <p1. 
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Noting that the number of the bubbles of un is finite and using Proposition D.1, we can always
find a constant C¯ > 0, independent of n, such that the region
A1n =
(
B
(C¯+5)λ−
1
p
n
(xn) \B
C¯λ
− 1p
n
(xn)
)∩Ω
does not contain any concentration point of un for any n. We call this region a safe region for un.
Let
A2n =
(
B
(C¯+4)λ−
1
p
n
(xn) \B
(C¯+1)λ−
1
p
n
(xn)
)∩Ω.
In this section, we will prove the following result.
Proposition 3.1. Let un be a solution of (1.3) with ε = εn → 0. Then there exists a constant
C > 0, independent of n, such that
∫
A2n
|un|q dx  Cλ−
N
p
n ,
where q  p is any constant.
To prove Proposition 3.1, we need the following lemma.
Lemma 3.2. Let un be a solution of (1.3) with ε = εn → 0. Then there exist a number γ ∈
(p − 1, N(p−1)
N−p+1 ), and a constant C > 0 which is independent of n, such that
(
1
rN
∫
Br(y)∩Ω
|un|γ
) 1
γ
 C, ∀y ∈ Ω,
for all r  C¯λ−
1
p
n .
Before proving Lemma 3.2, we give a remark.
Remark 3.3. The assumption that r  C¯λ−1/pn is essential and necessary. Indeed, since
un behaves like U(x) = λ
N−p
p
n C0
[1+|λn(x−x0)|
p
p−1 ]
N−p
p
around a blow-up point x0, the calculation of
1
rN
∫
Br (x0)
Uγ (x) dx indicates that we need to assume r  C¯λ
− 1
p
n . Without loss of generality,
we take x0 = 0.
For any γ < N(p−1) , we have N − N−pγ > 0. SoN−p p−1
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rN
∫
Br(0)
Uγ (x) dx = 1
rN
C
γ
0
∫
Br(0)
λ
N−p
p
γ
n
[1 + |λnx|
p
p−1 ]N−pp γ
dx
 1
rN
C
γ
0
∫
Br(0)
λ
N−p
p
γ
n
[λn|x|
p
p−1 ]N−pp γ
dx = ωNC
γ
0
rN
r∫
0
λ
N−p
p
γ−N−p
p−1 γ
n s
N−1
s
(N−p)γ
p−1
ds
=
[
ωNC
γ
0
N − N−p
p−1 γ
]
1
(λ
1
p
n r)
N−p
p−1 γ
 C′,
where C′ > 0 is independent of λn > 1. In the last inequality, we have used r  C1λ
− 1
p
n .
On the other hand, γ cannot be too large. For example, if γ > N(p−1)
N−p , then by r  C¯λ
− 1
p
n ,
1
rN
∫
Br (0)
Uγ (x) dx  1
rN
Cλ
−N+ γ (N−p)
p
n  Cλ
N
p
−N+ γ (N−p)
p
n → ∞.
Proof of Lemma 3.2. Let w˜n be the solution of{−pw˜n = 2|un|p∗−1 +A in Ω1,
w˜n = 0 on ∂Ω1.
(3.1)
Then, by the comparison principle, |un|  w˜n in Ω . It follows from Proposition C.1 that there
exist a number γ ∈ (p − 1, N(p−1)
N−p+1 ) and a constant C independent of n such that for r ∈ (0,R),
where R = dist(Ω, ∂Ω1),
(
r−N
∫
Br(y)
w˜
γ
n
) 1
γ
 C +C
R∫
r
(
1
tN−p
∫
Bt (y)
(
2|un|p∗−1 +A
)) 1p−1 dt
t
 C +C
R∫
r
(
1
tN−p
∫
Bt (y)
|un|p∗−1
) 1
p−1 dt
t
. (3.2)
We now estimate
∫ R
r
( 1
tN−p
∫
Bt (y)
|un|p∗−1)
1
p−1 dt
t
for all r  C¯λ
− 1
p
n .
By Proposition 2.1, we know that ‖un‖p1,p2,λn  C for any p1, p2 satisfying (1 − 1p )p∗ <
p2 <p∗ <p1.
Let p2 = p∗ − 1, and let p1 > p∗. Then we can choose v1,n and v2,n, such that |un| v1,n +
v2,n, and
‖v1,n‖p1  C, ‖v2,n‖p2  Cλ
N
p∗ − Np2
n .
If we choose p1 >p∗ large enough, then
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r
1
t
N−p
p−1 +1
( ∫
Bt (y)
v
p∗−1
1,n dx
) 1
p−1
dt 
R∫
r
1
t
N−p
p−1 +1
(( ∫
Bt (y)
v
p1
1,n dx
) p∗−1
p1
t
N(1− p∗−1
p1
)
) 1
p−1
dt
 C
R∫
r
1
t
N−p
p−1 +1
t
N(1− p∗−1
p1
) 1
p−1 dt  C, (3.3)
and
R∫
r
1
t
N−p
p−1 +1
( ∫
Bt (y)
v
p∗−1
2,n dx
) 1
p−1
dt  C
R∫
r
1
t
N−p
p−1 +1
(
λ
(p∗−1)( N
p∗ − Np∗−1 )
n
) 1
p−1 dt
 Cr−
N−p
p−1 λ
− N−p
p(p−1)
n  C, (3.4)
since r  C¯λ−1/pn .
Combining (3.3) and (3.4), we obtain
R∫
r
(
1
tN−p
∫
Bt (y)
|un|p∗−1
) 1
p−1 dt
t
 C
R∫
r
1
t
N−p
p−1 +1
( ∫
Bt (y)
v
p∗−1
1,n dx
) 1
p−1
dt
+C
R∫
r
1
t
N−p
p−1 +1
( ∫
Bt (y)
v
p∗−1
2,n dx
) 1
p−1
dt  C. (3.5)
The conclusion for r R is obvious and thus we complete our proof. 
Now we are ready to prove Proposition 3.1.
Proof of Proposition 3.1. Let γ be the same as in Lemma 3.2. Then it follows from Lemma 3.2
that for any y ∈ A2n, we have ∫
B
λ
− 1p
n
(y)
|un|γ  Cλ−
N
p
n .
Let
vn(x) = un
(
λ
− 1
p
n x
)
, x ∈ Ωn,
where Ωn = {x: λ−
1
p
n x ∈ Ω}.
Then vn satisfies {−pvn  λ−1n (2|vn|p∗−p +A)vp−1n in Ωn,vn = 0 on ∂Ωn.
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1
p
n y. Since B
λ
− 1p
n
(y), y ∈ A2n, does not contain any concentration point of un, we can
deduce that
∫
B1(z)
∣∣λ−1n (2|vn|p∗−p +A)∣∣Np dx  C
∫
B
λ
− 1p
n
(y)
|un|p∗ dx +Cλ−
N
p
n → 0
as n → +∞. Thus, by Lemma A.5, we obtain
‖vn‖Lq(B 1
2
(z))  C
( ∫
B1(z)
|vn|γ dx
) 1
γ +C = C
(
λ
N
p
n
∫
B
λ
− 1p
n
(y)
|un|γ dx
) 1
γ +C  C.
As a result,
λ
N
p
n
∫
B
1
2 λ
− 1p
n
(y)
|un|q dx  C, ∀y ∈ A2n.
Thus, for any q > p∗,
∫
A2n
|un|q  Cλ−
N
p
n .
For p  q  p∗, take q¯ > p∗. Then,
∫
A2n
|wn|q dx  C
( ∫
A2n
|wn|q¯ dx
) q
q¯
λ
−N
p
(1− q
q¯
)
n
 Cλ
−N
p
q
q¯
−N
p
+ qN
pq¯
n = Cλ−
N
p
n . 
Let
A3n =
(
B
(C¯+3)λ−
1
p
n
(xn) \B
(C¯+2)λ−
1
p
n
(xn)
)∩Ω.
Proposition 3.4. We have
∫
3
|∇un|p dx  C
∫
2
(|un|p∗ + 1)dx +Cλn
∫
2
|un|p dx. (3.6)
An An An
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∫
A3n
|∇un|p dx  Cλ
p−N
p
n . (3.7)
Proof. Let φn ∈ C20(A2n) be a function with φn = 1 in A3n, 0 φn  1 and |∇φn| Cλ
1
p
n .
From ∫
Ω
|∇un|p−2∇un∇
(
φ
p
n un
)
dx 
∫
Ω
(
2|un|p∗−p +A
)
φ
p
n |un|p dx,
we can prove (3.6).
From (3.6) and Proposition 3.1, we find
∫
A3n
|∇un|p dx  Cλ−
N
p
n +Cλ1−
N
p
n  C′λ
p−N
p
n . 
4. Proof of the main result
Take a tn ∈ [C¯ + 2, C¯ + 3], satisfying
∫
∂B
tnλ
− 1p
n
(xn)
(
λ−1n |un|p
∗−εn + |un|p + λ−1n |∇un|p
)
dσ
 Cλ
1
p
n
∫
A3n
(
λ−1n |un|p
∗−εn + |un|p + λ−1n |∇un|p
)
dx. (4.1)
Using Proposition 3.1, (4.1) and (3.7), we obtain
∫
∂B
tnλ
−1/p
n
(xn)
(
λ−1n |un|p
∗−εn + |un|p + λ−1n |∇un|p
)
dσ  Cλ
1
p
−N
p
n . (4.2)
Proof of Theorem 1.2. We have two different cases:
(i) B
tnλ
− 1p
n
(xn)∩ (RN \Ω) = ∅;
(ii) B
tnλ
− 1p
n
(xn) ⊂ Ω .
Let pn = p∗ − εn. We have the following local Pohozaev identity for un on Bn =
B − 1p (xn)∩Ω :tnλn
D. Cao et al. / Journal of Functional Analysis 262 (2012) 2861–2902 2877
(
N
pn
− N − p
p
)∫
Bn
|un|pn dx +μ
∫
Bn
|un|p dx
= 1
pn
∫
∂Bn
|un|pn(x − x0) · ν dσ + μ
p
∫
∂Bn
|un|p(x − x0) · ν dσ
+
∫
∂Bn
|∇un|p−2
(∇un · (x − x0))(∇un · ν)dσ
− 1
p
∫
∂Bn
|∇un|p(x − x0) · ν dσ + N
p∗
∫
∂Bn
|∇un|p−2∇un · νun dσ, (4.3)
where ν is the outward normal to ∂Bn. The point x0 in (4.3) is chosen as follows. In case (i), we
take x0 ∈ RN \Ω with |x0 − xn| 2tnλ−
1
p
n and ν · (x − x0) 0 in ∂Ω ∩Bn. In case (ii), we take
a point x0 = xn.
Since pn < p∗, the first term in the left-hand side of (4.3) is non-negative. We thus obtain
from (4.3) that
μ
∫
Bn
|un|p dx  1
pn
∫
∂Bn
|un|pn(x − x0) · ν dσ + μ
p
∫
∂Bn
|un|p(x − x0) · ν dσ
+
∫
∂Bn
|∇un|p−2
(∇un · (x − x0))(∇un · ν)dσ
− 1
p
∫
∂Bn
|∇un|p(x − x0) · ν dσ + N
p∗
∫
∂Bn
|∇un|p−2∇un · νun dσ. (4.4)
Now we decompose ∂Bn into
∂Bn = ∂iBn ∪ ∂eBn,
where ∂iBn = ∂Bn ∩Ω and ∂eBn = ∂Bn ∩ ∂Ω .
Noting un = 0 on ∂Ω , we find
1
pn
∫
∂eBn
|un|pn(x − x0) · ν dσ + μ
p
∫
∂eBn
|un|p(x − x0) · ν dσ
+
∫
∂eBn
|∇un|p−2
(∇un · (x − x0))(∇un · ν)dσ
− 1
p
∫
∂eBn
|∇un|p(x − x0) · ν dσ + N
p∗
∫
∂eBn
|∇un|p−2∇un · νun dσ
=
(
1 − 1
p
) ∫
|∇un|p(x − x0) · ν dσ  0. (4.5)∂eBn
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μ
∫
Bn
|un|p dx  1
pn
∫
∂iBn
|un|pn(x − x0) · ν dσ + μ
p
∫
∂iBn
|un|p(x − x0) · ν dσ
+
∫
∂iBn
|∇un|p−2
(∇un · (x − x0))(∇un · ν)dσ
− 1
p
∫
∂iBn
|∇un|p(x − x0) · ν dσ + N
p∗
∫
∂iBn
|∇un|p−2∇un · νun dσ. (4.6)
Using (4.2), noting that |x − x0| Cλ−
1
p
n for x ∈ ∂iBn, we see
RHS of (4.6) Cλ
− 1
p
n
∫
∂iBn
(|un|pn + |un|p + |∇un|p)dσ +C
∫
∂iBn
|∇un|p−1|un|dσ
 Cλ
−N−p
p
n . (4.7)
Recall that in the proof of Lemma 2.5, we have the decomposition
un = u0 +
k∑
j=1
ρxn,j ,λn,j (Uj )+ωn =: u0 + un,1 + un,2,
with ‖un,2‖ → 0 as n → +∞. By Proposition B.1, we find that if N > p2,∫
RN
|Uj |p < +∞, j = 1, . . . , k. (4.8)
On the other hand, let B ′n = BLλ−1n (xn), where L> 0 is so large that∫
BL(0)
|Uj |p > 0, j = 1, . . . , k.
Since un = 0 in RN \Ω , we have
∫
Bn
|un|p dx =
∫
B
tnλ
− 1p
n
(xn)
|un|p dx 
∫
B ′n
|un|p dx
 1
2
∫
′
|un,1|p −C
∫
′
|u0|p −C
∫
′
|un,2|p. (4.9)
Bn Bn Bn
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∫
B ′n
|u0|p  Cλ−Nn = o(1)λ−pn , (4.10)
and
∫
B ′n
|un,2|p  C
( ∫
B ′n
|un,2|p∗
) p
p∗
λ
−p
n = o(1)λ−pn , (4.11)
since ‖un,2‖ → 0 as n → +∞.
On the other hand, let us assume that ρxn,1,λn,1(U1) is the bubble with slowest concentration
rate. Then
∫
B ′n
|un,1|p  12
∫
B ′n
∣∣ρxn,1,λn,1(U1)∣∣p +O
(
k∑
j=2
∫
B ′n
∣∣ρxn,j ,λn,j (Uj )∣∣p
)
.
Direct calculations show
∫
B ′n
∣∣ρxn,1,λn,1(U1)∣∣p = λ−pn,1
∫
BL(0)
|U1|p  c′λ−pn,1,
for some constant c′ > 0. Similarly,
∫
B ′n
∣∣ρxn,j ,λn,j (Uj )∣∣p = λ−pn,j
∫
(B ′n)xn,j ,λn,j
|Uj |p. (4.12)
Here we use the notation Sx,λ = {y: λ−1y + x ∈ S} for any set S.
If λn,j
λn,1
→ +∞, then we obtain from (4.12)
∫
B ′n
∣∣ρxn,j ,λn,j (Uj )∣∣p = o(λ−pn,1).
If λn,j
λn,1
 C < +∞, then
(
B ′n
)
xn,j ,λn,j
= {y: λ−1n,j y + xn,j ∈ B ′n}
= {y: ∣∣λ−1 y + xn,j − xn,1∣∣ Lλ−1}⊂ {y: ∣∣y + λn,j (xn,j − xn,1)∣∣ C}.n,j n,1
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obtain from (4.8) and (4.12) that ∫
B ′n
∣∣ρxn,j ,λn,j (Uj )∣∣p = o(λ−pn,1).
So, we have proved that there is a constant c′ > 0, such that∫
B ′n
|un,1|p  c′λ−pn . (4.13)
Therefore, by (4.9)–(4.11), and (4.13), we have proved
LHS of (4.6) c
′
4
λ
−p
n . (4.14)
From (4.7) and (4.14), we find
λ
−p
n  Cλ
−N−p
p
n , (4.15)
which is a contradiction if N > p2 + p. 
Proof of Theorem 1.1. For any k ∈ N, define the Z2-homotopy class Fk by
Fk =
{
A; A ∈ W 1,p0 (Ω) is compact,Z2-invariant, and γ (A) k
}
,
where the genus γ (A) is smallest integer m, such that there exists an odd map φ ∈ C(A,Rm \
{0}).
For k = 1,2, . . . , we can define the minimax value (see [17, p. 134])
ck,ε = inf
A∈Fk
max
u∈A Iε(u). (4.16)
From Corollary 7.12 in [17], for each small ε > 0, ck,ε is a critical value of Iε(u), since Iε(u)
satisfies the Palais–Smale condition. Thus (1.3) has a solution uk,ε such that Iε(uk,ε) = ck,ε .
To show that ck,εn is uniformly bounded for fixed k, we introduce the following auxiliary
functional:
I∗(u) = 1
p
∫
Ω
(|∇u|p −μ|u|p)dx − 1
p∗
∫
Ω
|u|σ dx,
where σ = 12 (p + p∗) ∈ (p,p∗).
In the sequel, we will always assume that 0 < ε < p
∗−p
2 and thus σ ∈ (p,p∗ − ε). Using
1
∗
(|u|σ − 1) 1∗ |u|p∗−ε,p p − εn
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I∗(u)+ c0  Iε(u), (4.17)
where c0 = 12p∗ |Ω|.
For k = 1,2, . . . , we also have the minimax value
ak = inf
A∈Fk
max
u∈A I∗(u).
By (4.17) and the definition of ck,εn and ak , we have
ck,ε  ak + c0. (4.18)
Therefore for fixed k, ck,ε is uniformly bounded for ε ∈ (0,p∗ − σ). From Iε(uk,ε) = ck,ε and
the equation satisfied by uk,ε , we get∫
Ω
(|∇uk,ε|p −μ|uk,ε|p)dx =
∫
Ω
|uk,ε|p∗−ε dx = p(p
∗ − ε)
p∗ − ε − pck,ε  C1.
Using Hölder inequality we have
∫
Ω
|uk,ε|p dx 
( ∫
Ω
|uk,ε|p∗−ε dx
) p
p∗−ε |Ω| p
∗−ε
p∗−p−ε  C2,
where C2 depends on |Ω|, p and N only. Therefore there is a positive constant C3 independent
of n such that ∫
Ω
|∇uk,ε|p dx  C3.
Thus ‖uk,ε‖ is uniformly bounded with respect to ε. So we can apply Theorem 1.2 and obtain a
subsequence of {uk,εn}n1, such that, as n → ∞, uk,εn → uk strongly in W 1,p0 (Ω) for some uk
and ck,εn → ck . Then uk is a solution of (1.1) and I (uk) = ck .
We are now ready to show that I (u) has infinitely many critical points. Noting that ck is
non-decreasing in k, we have the following two cases:
Case I. There are 1 < k1 < · · · < ki < · · · , satisfying ck1 < · · · < cki < · · · . In this case, (1.1) has
infinitely many solutions ui such that I (ui) = cki .
Case II. There is a positive integer m such that ck = c for all k m.
If for any δ > 0, I (u) has a critical point u with I (u) ∈ (c − δ, c + δ) and I (u) = c, then we
are done. So from now on we assume that there exists a δ > 0, such that I (u) has no critical point
u with I (u) ∈ (c − δ, c)∪ (c, c + δ). In this case, we claim that
γ (Kc) 2, (4.19)
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critical points.
Suppose, on the contrary, that γ (Kc) = 1. Take a small δ1 > 0, such that γ (K) = 1, where
K = {u ∈ W 1,p0 (Ω): ‖u−Kc‖ δ1}.
Define
Dε =
(
Kc+δε \Kc−δε
) \ K,
where
Ktε =
{
u ∈ W 1,p0 (Ω): Iε(u) < t
}
.
We now claim that if ε > 0 is small, Iε(u) has no critical point u ∈ Dε . Otherwise, suppose
that there are εn → 0 and un ∈ Dεn satisfying
I ′εn(un) = 0, un /∈ K.
Then, by Theorem 1.2, un (up to a subsequence) converges strongly to u in W 1,p0 (Ω) as n →+∞. So, I ′(u) = 0, I (u) ∈ (c − δ, c + δ) and u /∈ K. This contradicts to the assumption.
So, for any ε > 0 small, there exists a constant c∗ε > 0, such that∥∥I ′ε(u)∥∥ c∗ε > 0, ∀u ∈ Dε.
Standard techniques show that we can find an odd homeomorphism η :W 1,p0 (Ω) → W 1,p0 (Ω),
such that
η
(
Kc+δε \ K
)⊂ Kc−δε . (4.20)
See for example the proof of Theorem 1.9 in [24]. Here, we need to replace the vector field V
defined on page 150 of [24] by 1
c∗ε
V .
Now we are ready to follow the proof of Theorem 3.37 in [24] to show γ (Kc) 2.
Fix k >m. Since ck,ε, ck+1,ε → c as ε → 0, we can find an ε > 0 small, such that
ck,ε, ck+1,ε ∈
(
c − 1
4
δ, c + 1
4
δ
)
.
By the definition of ck+1,ε , we can find a set A ∈ Fk+1, such that
Iε(u) < ck+1,ε + 14δ < c + δ, u ∈ A.
So, A ⊂ Kc+δε . By (4.20), A˜ =: η(A \ K) ⊂ Kc−δε . That is
Iε(u) < c − δ, ∀u ∈ A˜.
D. Cao et al. / Journal of Functional Analysis 262 (2012) 2861–2902 2883On the other hand, by Lemma 3.32 of [24] and our assumption that γ (K) = 1, we find that
A \ K ⊂ Fk . Using Theorem 1.9 in [24], we conclude A˜ ⊂ Fk . As a result,
ck,ε  sup
u∈A˜
Iε(u) < c − δ.
This is a contradiction to ck,ε > c − 14δ. 
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Appendix A. Estimates for solutions of p-Laplacian equations
In this section, we assume that Ω1 is a bounded domain in RN .
Proposition A.1. Let w ∈ W 1,p0 (Ω1) be the solution of
−pw = f (x) in Ω1.
Suppose that f  0, f ∈ L∞(Ω1). Then, for any Np > q  1, there is a constant C = C(q), such
that
‖w‖Nq(p−1)
N−pq
 C‖f ‖
1
p−1
q .
Remark A.2. If p = 2, Proposition A.1 is a direct consequence of the Lq estimate and the
Sobolev embedding:
‖w‖ Nq
N−2q
 C‖w‖W 2,q  C′‖f ‖q .
For p , we do not know whether there is any result similar to the Lq estimate for . Thus, we
need to proceed differently.
Proof of Proposition A.1. We claim that for r > 1 − 1
p
we have
∫
Ω1
|∇w|p−2∇w∇(w1+p(r−1))dx  ∫
Ω1
f (x)w1+p(r−1) dx. (A.1)
First we assume r  1 and let η = w1+p(r−1). Then from
∇η = (1 + p(r − 1))wp(r−1)∇w,
2884 D. Cao et al. / Journal of Functional Analysis 262 (2012) 2861–2902and r  1, it is easy to see that η ∈ W 1,p0 (Ω1) since w ∈ L∞(Ω1). So, we have∫
Ω1
|∇w|p−2∇w∇(w1+p(r−1))dx = ∫
Ω1
f (x)w1+p(r−1) dx,
and thus (A.1) follows.
Now we consider the case r ∈ (1 − 1
p
,1). In this case, w1+p(r−1) may not be in W 1,p0 (Ω1).
So we need to proceed differently. By the comparison principle, we know that w  0 in Ω1. For
any θ > 0 being a small number, let η = w(w + θ)p(r−1). Then η ∈ W 1,p0 (Ω1), and
∇η = (w + θ)p(r−1)∇w + p(r − 1)(w + θ)p(r−1)−1w∇w.
So, we have ∫
Ω1
(
(w + θ)p(r−1) + p(r − 1)(w + θ)p(r−1)−1w)|∇w|p dx
=
∫
Ω1
f (x)w(w + θ)p(r−1) dx. (A.2)
On the other hand, by Fatou’s lemma,
(
1 + p(r − 1))∫
Ω1
wp(r−1)|∇w|p dx
 lim inf
θ→0
∫
Ω1
(
(w + θ)p(r−1) + p(r − 1)(w + θ)p(r−1)−1w)|∇w|p dx
=
∫
Ω1
f (x)w1+p(r−1) dx. (A.3)
So, our claim is proved.
From (A.1), by Sobolev embedding and Hölder inequality, we have
c′‖w‖prp∗r 
∫
Ω1
f (x)w1+p(r−1)  ‖f ‖q
( ∫
Ω1
w
(1+p(r−1)) q
q−1
)1− 1
q
. (A.4)
Choose r , such that
(
1 + p(r − 1)) q
q − 1 = p
∗r.
Then,
r = q(p − 1)∗ . (A.5)qp − p (q − 1)
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p
. So, r > 0 and
r >
q(p − 1)
qp
= 1 − 1
p
.
For such r ,
p∗r = p
∗q(p − 1)
qp − p∗(q − 1) =
Npq(p − 1)
qp(N − p)−Np(q − 1) =
Nq(p − 1)
N − pq .
Thus, from (A.4),
‖w‖pr−p
∗r(1− 1
q
)
p∗r  C‖f ‖q . (A.6)
But from (A.5), we find
pr − p∗r
(
1 − 1
q
)
= r pq − p
∗(q − 1)
q
= p − 1. (A.7)
So, the result follows from (A.6) and (A.7). 
Corollary A.3. Let w ∈ W 1,p0 (Ω1) be the solution of
−pw = a(x)vp−1 in Ω1,
where a(x) 0, v  0 are functions satisfying a, v ∈ L∞(Ω1). Then, for any q > (1 − 1p ) NpN−p ,
there is a constant C = C(q), such that
‖w‖q  C‖a‖
1
p−1
N
p
‖v‖q .
Proof. For any q1 ∈ (1, Np ), set q = Nq1(p−1)N−pq1 . It is not difficult to verify that Np > q1 > 1 is
equivalent to (1 − 1
p
)
Np
N−p < q < +∞.
By Proposition A.1, we have a constant C(q1) > 0 such that
‖w‖q  C(q1)
∥∥avp−1∥∥ 1p−1
q1
. (A.8)
On the other hand, using Hölder inequality we have
∥∥avp−1∥∥ 1p−1
q1
 ‖a‖
1
p−1
N
p
‖v‖q, (A.9)
which, together with (A.8), completes our proof of Corollary A.3. 
2886 D. Cao et al. / Journal of Functional Analysis 262 (2012) 2861–2902Corollary A.4. Let w ∈ W 1,p0 (Ω1) be the solution of
−pw = a(x)vp−1 in Ω1,
where a(x)  0 and v  0 are functions satisfying a, v ∈ L∞(Ω1). Then, for any p2 ∈
(
(p−1)N
N−p ,p
∗), there is a constant C = C(p2), such that
‖w‖p2  C‖a‖
1
p−1
r ‖v‖p∗,
where r is determined by 1
r
= p−1
p2
+ p
N
− p−1
p∗ .
Proof. By the assumption we know that w  0. Set p2 = Nq2(p−1)N−pq2 and choose r > 0 such that
1
r
= p − 1
p2
+ p
N
− p − 1
p∗
,
then (p−1)rq2
r−q2 = p∗. It is easy to verify that
(p−1)N
N−p < p2 <p
∗ is equivalent to
1 < q2 <
N
p + (N − p)(1 − 1
p
)
,
which implies that 1 < q2 < Np . For such p2 and q2 we can apply Proposition A.1 to obtain a
constant C(q2) > 0 such that
‖w‖p2  C(q2)
∥∥avp−1∥∥ 1p−1
q2
.
On the other hand, using Hölder inequality we have
∥∥avp−1∥∥ 1p−1
q2
 ‖a‖
1
p−1
r ‖v‖p∗ .
Thus, Corollary A.4 follows. 
Lemma A.5. Let w  0,w ∈ W 1,ploc (RN) be a weak solution of
−pw  a(x)wp−1 in RN,
where a(x)  0. Then, for any p¯ > p∗, there is a small constant δ > 0, depending on p¯, such
that if ∫
B1(y)
|a|Np dx  δ,
then, for any γ > 0,
‖w‖Lp¯(B 1 (y))  C‖w‖Lγ (B1(y)).
2
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section, we give a proof of the lemma.
Let 1  R > r > 0. Take ξ ∈ C20(BR(y)), with ξ = 1 in Br(y), 0  ξ  1, and |∇ξ | 
2(R − r)−1. Let η = ξpw1+p(q−1), q > 1. We have∫
RN
|∇w|p−2∇w∇η dx 
∫
RN
a(x)wp−1η dx.
Firstly,
∫
RN
a(x)wp−1η dx 
( ∫
B1(y)
|a|Np dx
) p
N
( ∫
BR(y)
(
ξwq
)p∗
dx
) p
p∗
. (A.10)
On the other hand,
∫
RN
|∇w|p−2∇w∇η dx
= (1 + p(q − 1)) ∫
BR(y)
ξp|∇w|pwp(q−1) + p
∫
BR(y)
|∇w|p−2w1+p(q−1)ξp−1∇w∇ξ
 c
′
qp−1
∫
RN
∣∣∇(ξwq)∣∣p dx −C ∫
RN
|∇ξ |pwpq
 c
qp−1
( ∫
B1(y)
(
ξwq
)p∗) pp∗ −C ∫
BR(y)
|∇ξ |pwpq. (A.11)
Combining (A.10) and (A.11), we find
c
qp−1
( ∫
B1(y)
(
ξwq
)p∗) pp∗ −C ∫
BR(y)
|∇ξ |pwpq

( ∫
B1(y)
|a|Np dx
) p
N
( ∫
BR(y)
(ξwq)p
∗
dx
) p
p∗
. (A.12)
If (
∫
B1(y)
|a|Np dx) pN  c2qp−1 , we obtain from (A.12) that
( ∫
B1(y)
(
ξwq
)p∗) pp∗  Cqp−1 ∫
BR(y)
|∇ξ |pwpq (A.13)
which implies
2888 D. Cao et al. / Journal of Functional Analysis 262 (2012) 2861–2902( ∫
Br(y)
|w|qp∗ dx
) 1
qp∗
 q
1
q
(1− 1
p
)
(
C
R − r
) 1
q
( ∫
BR(y)
|w|pq dx
) 1
pq
, ∀1 >R > r > 0. (A.14)
Let χ = p∗
p
= N
N−p > 1. For any 0 < r
∗ < R∗  1, define ri = r∗ + 12i (R∗ − r∗), i =
0,1,2, . . . . Then ri − ri+1 = 12i+1 (R∗ − r∗). Taking R = ri , r = ri+1, q = χi in (A.14), we
obtain
( ∫
Bri+1 (y)
|w|pχi+1 dx
) 1
pχi+1
 χ(1−
1
p
) i
χi
(
C2i+1
R∗ − r∗
) 1
χi
( ∫
Bri (y)
|w|pχi dx
) 1
pχi
, ∀1 >R > r > 0. (A.15)
By iteration, we can obtain from (A.15)
( ∫
Bri+1 (y)
|w|pχi+1 dx
) 1
pχi+1
 C
(R∗ − r∗)
∑i
j=1 1χj
( ∫
BR∗ (y)
|w|p∗ dx
) 1
p∗
, ∀1 >R∗ > r∗ > 0, (A.16)
since
∞∑
i=1
i
χi
< +∞.
Note that
i∑
j=1
1
χj
<
∞∑
j=1
1
χj
= 1
χ
1
1 − 1
χ
= N − p
p
.
So, we have proved that for any p¯ > p∗, there is a δ > 0 small enough, such that if∫
B1(y)
|a|Np  δ, then
‖w‖Lp¯(Br (y)) 
C
(R − r)t ‖w‖Lp∗ (BR(y)), 0 < r < R  1,
where t > 0 is a constant, depending on p¯.
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C
(R − r)t
( ∫
BR(y)
|w|p∗ dx
) 1
p∗
 C
(R − r)t ‖w‖
κ
Lγ (BR(y))
‖w‖1−κ
Lp¯(BR(y))
 1
2
‖w‖Lp¯(BR(y)) +
C
(R − r)t ′ ‖w‖Lγ (BR(y)),
where κ ∈ (0,1) and t ′ > 0 are some constants. So, we obtain
‖w‖Lp¯(Br (y)) 
1
2
‖w‖Lp¯(BR(y)) +
C
(R − r)t ′ ‖w‖Lγ (BR(y)), ∀0 < r < R  1. (A.17)
By using iteration argument, we deduce from (A.17) that
‖w‖Lp¯(Br (y)) 
C′
(R − r)t ′ ‖w‖Lγ (BR(y)), ∀0 < r < R  1.  (A.18)
Appendix B. Decay estimate
Let u be a solution of {
−pu = |u|p∗−2u in RN,
u ∈ W 1,p(RN ). (B.1)
In this section, we will estimate the decay of the solution of (B.1). We have the following
result:
Proposition B.1. Let u be a solution of (B.1). Then, for any θ > 0, we have
∣∣u(x)∣∣ C
1 + |x|N−pp−1 −θ
.
Remark B.2. If p = 2, using the Kelvin transformation v(x) = |x|2−NU( x|x|2 ), we know that v
satisfies
−v = |v|2∗−2v, ∀|x| 1.
We also have ∫
B1(0)
|∇v|2 dx,
∫
B1(0)
|v|2∗ dx  C.
Thus, |v(x)| C in B 1
2
(0). This shows
∣∣u(x)∣∣ C
N−2 , |x| 2.|x|
2890 D. Cao et al. / Journal of Functional Analysis 262 (2012) 2861–2902But if p = 2, there is no Kelvin transformation for the p-Laplacian equation. So, new technique
is needed.
First, we prove
Lemma B.3. Let u be a solution of (B.1). Then, there is a σ > 0, and we have
∣∣u(x)∣∣ C
1 + |x|N−pp +σ
.
Proof. Choose R0 > 0 large. For any R > r > R0, take ξ ∈ C2(RN), with ξ = 0 in Br(0), ξ = 1
in RN \ BR(0), 0  ξ  1, and |∇ξ |  2(R − r)−1. Let η = ξpu1+p(q−1)+ . Since for any small
δ > 0, ∫
RN\BR0
|u|(p∗−p)Np =
∫
RN\BR0
|u|p∗  δ,
if R0 > 0 is large enough, we can prove in a similar way as in (A.16) that for any p¯ > p∗, there
is an R0 > 0 large, depending on p¯, such that
‖u+‖Lp¯(RN\B2R(0)) 
C
R
N−p
p
−op¯(1)
‖u+‖Lp∗ (RN\BR(0)), (B.2)
where op¯(1) → 0 as p¯ → +∞.
Next, we estimate ‖u+‖Lp∗ (RN\BR(0)).
Let η = ξpu+, where ξ satisfies ξ = 0 in BR(0), ξ = 1 in RN \ B2R(0), 0  ξ  1, and
|∇ξ | 2R−1. Then, similar to the proof of (A.13), we can deduce
( ∫
RN
|ξu+|p∗
) 1
p∗
 C
( ∫
RN
|∇ξ |p|u+|p
) 1
p
= C
( ∫
B2R(0)\BR(0)
|∇ξ |p|u+|p
) 1
p
 C
(
1
Rp
∫
B2R(0)\BR(0)
|u+|p
) 1
p
 C
( ∫
B2R(0)\BR(0)
|u+|p∗
) 1
p∗
. (B.3)
As a result,∫
RN\B2R(0)
|u+|p∗ 
∫
RN
|ξu+|p∗
 C
∫
B (0)\B (0)
|u+|p∗ = C
∫
N
|u+|p∗ −C
∫
N
|u+|p∗ . (B.4)
2R R R \BR(0) R \B2R(0)
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RN\B2R(0)
|u+|p∗  C
C + 1
∫
RN\BR(0)
|u+|p∗ . (B.5)
Let Ψ (R) = ∫
RN\BR(0) |u+|p
∗
, and let τ = C
C+1 < 1. Then from (B.5),
Ψ (2R) τΨ (R), ∀R R0,
from which we deduce
Ψ
(
2iR0
)
 τ iΨ (R0).
For any |x|R0, there is an i, such that
2iR0  |x| 2i+1R0.
Hence
Ψ
(|x|) Ψ (2iR0) τ iΨ (R0) τ log2 |x|−log2(2R0)Ψ (R0).
Since
τ log2 |x| = 2log2 |x| log2 τ = |x|log2 τ ,
we obtain
Ψ
(|x|) C
|x|log2 1τ
.
So, we have proved that there is a σ > 0 independent of p¯ > p∗ such that
Ψ
(|x|) C
1 + |x|σ .
Fixing p¯ > p∗ so large that op¯(1) < σ2 , we obtain from (B.2) that
‖u+‖Lp¯(RN\B2R(0)) 
C
R
N−p
p
+ σ2
, ∀|x| = R R0. (B.6)
Similarly
∥∥(−u)+∥∥Lp¯(RN\B2R(0))  C
R
N−p
p
+ σ2
, ∀|x| = R R0. (B.7)
So, we obtain
‖u‖Lp¯(RN\B2R(0)) 
C
N−p + σ , ∀|x| = R R0. (B.8)
R p 2
2892 D. Cao et al. / Journal of Functional Analysis 262 (2012) 2861–2902Now, for any x with |x| = 4R  2R0,
∣∣u(x)∣∣ max
y∈B1(x)
∣∣u(y)∣∣ C‖u‖Lp¯(B2(x))  ‖u‖Lp¯(RN\B2R(0))  C
R
N−p
p
+ σ2
.
Thus, the result follows. 
Before we prove Proposition B.1, let us point out that the result in Lemma B.3 is good enough
to prove Lemma 2.5.
Proof of Proposition B.1. Direct calculations show that for any α ∈ (1, N−p
p−1 ), there is a constant
c > 0, such that
−p 1|x|α =
c
|x|α+2+(p−2)(α+1) .
On the other hand, it is easy to check that if β > N−p
p
, then
β + 2 + (p − 2)(β + 1) < (p∗ − 1)β.
So, we can find a small θ¯ > 0, such that for |x| 1,
−p 1
|x|N−pp +σ+θ¯
= c
|x|N−pp +σ+θ¯+2+(p−2)( N−pp +σ+θ¯+1)
 c
|x|(p∗−1)( N−pp +σ)
.
From Lemma B.3,
−pu+  up
∗−1
+ 
C
|x|(p∗−1)( N−pp +σ)
, |x|R0.
By comparison, we have
u+(x)
C
|x|N−pp +σ+θ¯
.
We can continue this procedure up to i, with N−p
p
+ σ + iθ¯ < N−p
p−1 . So, for any θ > 0,
u+(x)
C
|x|N−pp−1 −θ
, |x|R0.
Similarly,
(−u)+(x) C
|x|N−pp−1 −θ
, |x|R0. 
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Let f ∈ L1(Ω1), f  0 and u be a solution of the following problem:
−pu = f in Ω1. (C.1)
In this appendix, we want to estimate (r−N
∫
Br (x0)
uγ )
1
γ by using the Wolff potential, where
γ is some positive constant. If p = 2, then using the formula
u(x0) = 1
ωNtN−1
∫
∂Bt (x0)
u(y)+
t∫
0
( ∫
Bs(x0)
(−u(y))dy) ds
ωNsN−1
, (C.2)
we obtain
d
dt
(
1
tN−1
∫
∂Bt (x0)
u(y)
)
+ 1
tN−1
∫
Bt (x0)
f (y) dy = 0, (C.3)
which yields
1
rN−1
∫
∂Br (x0)
u(y) = 1
RN−1
∫
∂BR(x0)
u(y)+
R∫
r
1
tN−1
∫
Bt (x0)
f (y) dy dt. (C.4)
When p = 2, there is no way to obtain such a simple formula (C.4), which gives a linear
relation between u and f . In this appendix, we prove
Proposition C.1. There is a γ ∈ (p − 1, N(p−1)
N−p+1 ), such that for any solution u ∈ W 1,p(Ω1) ∩
L∞(Ω1) of (C.1), there exists a constant C = C(N,γ,p), such that for any x0 ∈ Ω1, r ∈ (0, r0),
(
r−N
∫
Br(x0)
uγ
) 1
γ
 C +C
r0∫
r
(
1
tN−p
∫
Bt (x0)
f
) 1
p−1 dt
t
, (C.5)
where r0 = dist(x0, ∂Ω1).
To prove Proposition C.1, we need two lemmas which are contained in the proof of Theo-
rem 4.8 in [20]. For the readers’ convenience, we copy the proofs from [20]. Firstly, we need the
following result, which is Lemma 4.1 in [20].
Lemma C.2. Suppose that u ∈ W 1,p(Ω1) ∩ L∞(Ω1) is a solution of (C.1). If a is a real
constant, d > 0 and γ ∈ (p − 1, N(p−1)
N−p+1 ), then there are constants q = q(p,γ ) > p and
c = c(N,p,γ ) > 0 such that
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d−γ r−N
∫
Br(x0)∩{u>a}
(u− a)γ dx
)p/q
 cd−γ r−N
∫
B2r (x0)∩{u>a}
(u− a)γ dx + cd1−prp−N
∫
B2r (x0)
f dx,
provided that
∣∣B2r (x0)∩ {u > a}∣∣< 12d−γ
∫
Br(x0)∩{u>a}
(u− a)γ dx. (C.6)
Proof. Without loss of generality we may assume that a = 0. Set
q = pγ
p − γ /(p − 1) .
Notice that p < q < p∗. Using (C.6) we obtain
d−γ
∫
Br(x0)∩{0<u<d}
uγ dx 
∣∣B ∩ {u > 0}∣∣ ∣∣B2r (x0)∩ {u > 0}∣∣ 12d−γ
∫
Br (x0)∩{u>0}
uγ dx,
which deduces that
d−γ
∫
Br (x0)∩{u>0}
uγ dx  2d−γ
∫
Br (x0)∩{ud}
uγ dx  c
∫
Br(x0)
wq dx, (C.7)
where
w =
(
1 + u+
d
)γ /q
− 1.
Note that
∇w = γ
qd
(
1 + u+
d
)γ /q−1
∇u+.
Let η be a cut-off function in C∞0 (B2r (x0)) such that 0  η  1, η = 1 on B and |∇η|  2/r .
The Sobolev inequality yields
(
r−N
∫
Br(x0)
wq dx
)p/q

(
r−N
∫
B2r (x0)
(wη)q dx
)p/q
 crp−N
∫
|∇w|pηp dx + crp−N
∫
|∇η|pwp dx. (C.8)
B2r (x0) B2r (x0)
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p−1 . Using v = (1 − (1 + u+d )1−τ )ηp as a test function of (C.1) we obtain
∫
B2r (x0)∩{u>0}
|∇u|p
(1 + u/d)τ η
p dx
= pd
(1 − τ)
∫
B2r (x0)∩{u>0}
|∇u|p−2∇u · ∇η
(
1 −
(
1 + u
d
)1−τ)
ηp−1 dx
+ d
(τ − 1)
∫
B2r (x0)
vf dx
 cd
∫
B2r (x0)∩{u>0}
|∇u|p−1ηp−1|∇η|dx + cd
∫
B2r (x0)
ηpf dx
 1
2
∫
B2r (x0)∩{u>0}
|∇u|p
(1 + u/d)τ η
p dx + c
(
d
r
)p ∫
B2r (x0)∩{u>0}
(
1 + u
d
)γ
dx
+ cd
∫
B2r (x0)
ηpf dx, (C.9)
where in the last inequality we employed Young’s inequality.
Hence ∫
B2r (x0)
|∇w|pηp dx  cd−p
∫
B2r (x0)∩{u>0}
|∇u|p
(1 + u/d)τ η
p dx
 cr−p
∫
B2r (x0)∩{u>0}
(
1 + u
d
)γ
dx + cd1−p
∫
suppη
f dx. (C.10)
Keeping (C.6) in mind we obtain
∫
B2r (x0)∩{u>0}
(
1 + u
d
)γ
dx  cd−γ
∫
B2r (x0)∩{u>0}
uγ dx. (C.11)
Since wq  (1 + u/d)γ , using (C.11) and (C.6) we have
rp
∫
B2r (x0)
|∇η|pwp dx  c
∫
B2r (x0)
wp dx
 c
( ∫
B2r (x0)
wq dx
)p/q ∣∣B2r (x0)∩ {u > 0}∣∣1−p/q
 cd−γ
∫
uγ dx.  (C.12)
B2r (x0)∩{u>0}
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Let u be a solution of (C.1). Set rj = 21−j r0 for j = 1,2, . . . , and a0 = 0. Define
aj+1 = aj + 1
δ
(
r−Nj
∫
Brj+1 (x0)∩{u>aj }
(u− aj )γ
) 1
γ
, (C.13)
where γ ∈ (p − 1, N(p−1)
N−p+1 ), and δ > 0 is a small fixed constant.
Lemma C.3. If δ > 0 is small enough, then there exists a constant C = C(N,p,γ ), such that for
all k,
ak  2a1 +C
k∑
j=1
(
1
r
N−p
j
∫
Brj (x0)
f dx
) 1
p−1
.
Proof. The proof of this lemma is contained in the first part of the proof of Theorem 4.8 in [20].
For the reader’s convenience, we copy the proof from [20].
Denote Bj = Brj (x0). We first derive the estimate
δpγ/q  cδγ
(
aj − aj−1
aj+1 − aj
)γ
+ c(aj+1 − aj )1−p 1
r
N−p
j
∫
Bj
f dx, (C.14)
if j  1 is such that aj+1 > aj and q = (p(p − 1)γ )/(p(p − 1) − γ ) is as in the proof of
Lemma C.2. From now on we assume that δ > 0 is so small that
δγ  2−N−1r−Nj |Bj |.
Since
∣∣Bj ∩ {u > aj }∣∣ (aj − aj−1)−γ
∫
Bj∩{u>aj }
(u− aj−1)γ dx
 (aj − aj−1)−γ
∫
Bj∩{u>aj−1}
(u− aj−1)γ dx = δγ rNj−1
= 2Nδγ rNj = 2N(aj+1 − aj )−γ
∫
Bj+1∩{u>aj }
(u− aj )γ dx, (C.15)
we have that
∣∣Bj ∩ {u > aj }∣∣ 1 |Bj | (C.16)2
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dj = 2−(N+2)/γ (aj+1 − aj ).
Hence it follows from Lemma C.2 that
(
d
−γ
j r
−N
j
∫
Bj+1∩{u>aj }
(u− aj )γ dx
)p/q
 Cd−γj r
−N
j
∫
Bj∩{u>aj }
(u− aj )γ dx + cd1−pj rp−Nj
∫
Bj
f dx. (C.17)
Finally, because
d
−γ
j r
−N
j
∫
Bj∩{u>aj }
(u− aj )γ dx  d−γj r−Nj
∫
Bj∩{u>aj−1}
(u− aj−1)γ dx = c(dj−1/dj )γ δγ ,
we arrive at
δpγ/q  c
(
d
−γ
j r
−N
j
∫
Bj+1∩{u>aj }
(u− aj )γ dx
)p/q
 cd−γj r
−N
j
∫
Bj∩{u>aj }
(u− aj )γ dx + cd1−pj rp−Nj
∫
Bj
f dx
 cδγ
(
dj−1
dj
)γ
+ cd1−pj rp−Nj
∫
Bj
f dx,
and (C.14) follows.
Next we claim that
aj+1 − aj  12 (aj − aj−1)+ c
(
1
r
N−p
j
∫
Bj
f dx
)1/(p−1)
. (C.18)
Indeed, if aj+1 − aj  12 (aj − aj−1), the estimate (C.18) is trivial. If aj − aj−1  2(aj+1 − aj ),
then (C.14) implies that
δpγ/q  cδγ + c(aj+1 − aj )1−p 1
r
N−p
j
∫
Bj
f dx.
Now choosing 0 < δ = δ(N,p,γ ) 1 small enough we obtain
δpγ/q > 2cδγ
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(aj+1 − aj )p−1  c 1
r
N−p
j
∫
Bj
f dx;
hence (C.18) holds also in this case.
Now by using (C.18) we can conclude the proof:
ak − a1  ak+1 − a1 =
k∑
j=1
(aj+1 − aj )
 1
2
k∑
j=1
(aj − aj−1)+ c
k∑
j=1
(
1
r
N−p
j
∫
Bj
f dx
)1/(p−1)
= 1
2
ak + c
k∑
j=1
(
1
r
N−p
j
∫
Bj
f dx
)1/(p−1)
. 
Proof of Proposition C.1. Let ak be defined by (C.13). From Lemma C.3, we obtain
ak  C +C
r0∫
rk
(
1
tN−p
∫
Bt (x0)
f
) 1
p−1 dt
t
. (C.19)
By the definition of ak , we find
(
r−Nk
∫
Brk (x0)∩{u>ak}
(u− ak)γ
) 1
γ
 C′ +C′
r0∫
rk
(
1
tN−p
∫
Bt (x0)
f
) 1
p−1 dt
t
. (C.20)
As a result,
(
r−Nk
∫
Brk (x0)∩{u>ak}
uγ
) 1
γ
 C
(
r−Nk
∫
Brk (x0)∩{u>ak}
(u− ak)γ
) 1
γ +Cak
 C′ +C′
r0∫
rk
(
1
tN−p
∫
Bt (x0)
f
) 1
p−1 dt
t
,
which implies
(
r−Nk
∫
B (x )
uγ
) 1
γ
 C
(
r−Nk
∫
B (x )∩{u>a }
uγ
) 1
γ +C
(
r−Nk
∫
B (x )∩{ua }
uγ
) 1
γrk 0 rk 0 k rk 0 k
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(
r−Nk
∫
Brk (x0)∩{u>ak}
(u− ak)γ
) 1
γ +Cak
 C′ +C′
r0∫
rk
(
1
tN−p
∫
Bt (x0)
f
) 1
p−1 dt
t
.
For any r ∈ (0, r0], we can find an integer k  1 such that rk+1 < r  rk . Thus
(
r−N
∫
Br(x0)
uγ
) 1
γ

(
2Nr−Nk
∫
Brk (x0)
uγ
) 1
γ
 C +C
r0∫
r
(
1
tN−p
∫
Bt (x0)
f
) 1
p−1 dt
t
,
which completes our proof of Proposition C.1. 
Appendix D. Decomposition of approximating solutions
In this section, we give a result describing the composition of approximating solutions
bounded in W 1,p0 (Ω) obtained as a solution of (1.3) with ε = εn.
Proposition D.1. Let {εn}n1 be a sequence of positive decreasing numbers such that ε1 <p∗−2
and εn → 0 as n → +∞. For n = 1,2, . . . , let un be a solution of (1.3) with ε = εn. Suppose
that there exists a positive constant C such that ‖un‖ C for all n = 1,2, . . . . Then {un}n1 has
a subsequence (still denoted by {un}n1) such that
(i) un can be decomposed as
un = u0 +
k∑
j=1
ρxn,j ,λn,j (Uj )+ωn,
where ωn → 0 in W 1,p(Ω), u0 is a solution for (1.1). For j = 1, . . . , k, xn,j ∈ Ω , and Uj is
a solution of
−pu = bj |u|p∗−2u in RN, u ∈ D1,p
(
R
N
)
, (D.1)
for some bj ∈ (0,1].
(ii) For i, j = 1, . . . , k, if i = j , then, as n → ∞,
λn,j
λn,i
+ λn,i
λn,j
+ λn,jλn,i |xn,i − xn,j |2 → ∞. (D.2)
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the global compactness for any Palais–Smale sequence of the functional 12
∫
Ω
(|∇u|2 − μu2) −
1
2∗
∫
Ω
|u|2∗ , u ∈ H 10 (Ω), was obtained. This result was extended to the quasilinear case p = 2.
See [28]. In the present situation, we can follow exactly the same way as in [28] to prove Propo-
sition D.1, where the decomposition of Palais–Smale sequence of I0(u) was studied. Therefore
we only give the sketch of the proof.
Assume that un ⇀ u0 weakly in W 1,p0 (Ω) and un → u0 a.e. in Ω . The main ingredient in the
proof of this proposition is applying the concentration compactness principle [22] to show that
there exist at most finite many points x1, . . . , xl ∈ Ω¯ such that
un → u0 strongly in W 1,ploc
(
Ω¯ \ {x1, . . . , xl}
)
. (D.3)
Using Vitali’s convergence theorem, together with the claim (D.3), we can deduce that u0 is a
solution for (1.1).
Now let vn,1 = un − u0, and define
Jε(u) = 1
p
∫
Ω
|∇u|p − 1
p∗ − ε
∫
Ω
|u|p∗−ε, ∀u ∈ W 1,p0 (Ω).
Similar to [5], from (D.3) and Vitali’s convergence theorem, we can show that
Jεn(vn,1) = Iεn(un)− I0(u0)+ o(1),
and that {vn,1} is a Palais–Smale sequence for Jεn , that is
DJεn(vn,1) = o(1).
If vn,1 → 0 strongly in W 1,p0 (Ω), then k = 0 and we complete our proof. Hence, without loss
of generality, we suppose that vn,1 ⇀ 0 weakly but does not converge strongly to 0 in W 1,p0 (Ω).
By properly rescaling vn,1 and using idea of concentration compactness principle we can find
λn,1 → ∞ and xn,1 ∈ Ω , b1 ∈ (0,1] and a nontrivial solution U1 of
−pu = b1|u|p∗−2u in RN, u ∈ D1,p
(
R
N
)
, (D.4)
such that if we set
vn,2(x) = vn,1(x)− λ
N−p
p
n,1 U1
(
λn,1(x − xn,1)
)
,
then vn,2 is a Palais–Smale sequence for Jεn once again. Furthermore, vn,2(x) satisfies
Jεn(vn,2) = Iεn(un)− I0(u0)−Eb1(U1)+ o(1),
where Eb(u) = 1
∫
N |∇u|p − b∗
∫
N |u|p∗ .p R p R
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vn,k+1 =
k∑
j=1
ρxn,j ,λn,j (Uj )+ o(1) in W 1,p0 (Ω), (D.5)
and
Jεn(vn,k+1) = Iεn(un)− I0(u0)−
k∑
j=1
Ebj (Uj )+ o(1).
It is easy to see that Ebj (Uj )  1
Nb
N−p
p
j
S
N
p
p  1N S
N
p
p , where Sp is the best Sobolev constant
given by
Sp = inf
{ ∫
RN
|∇u|p
(
∫
RN
|u|p∗) pp∗
: u ∈ D1,p(RN ), u ≡ 0}.
This implies that the number of the terms ρxn,j ,λn,j (Uj ) must be finite and the iteration process
must end at finite step. 
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