Abstract. Models with structured additive predictor provide a very broad and rich framework for complex regression modeling. They can deal simultaneously with nonlinear covariate effects and time trends, unit-or cluster specific heterogeneity, spatial heterogeneity and complex interactions between covariates of different type.
Introduction
The last 10 to 15 years have seen enormous progress in Bayesian semiparametric regression modeling based on MCMC simulation for inference. A particularly broad and rich framework is provided by generalized structured additive regression (STAR) models introduced in Fahrmeir et al. (2004) and Brezger and Lang (2006) . STAR models assume that, given covariates, the distribution of response observations y i , i = 1, . . . , n, belongs to an exponential family. The conditional mean μ i is linked to a semiparametric additive predictor η i by μ i = h(η i ) where h(·) is a known response function. The predictor η i is of the form
where f 1 , . . . , f q are possibly nonlinear functions of the covariates z 1 , . . . , z q and x i γ is the usual linear part of the model. In contrast to pure additive models the nonlinear functions f j are not necessarily smooth functions of some continuous (one-dimensional) covariates z j . Instead, a particular covariate may for example indicate a time scale, a spatial index denoting the region or district a certain observation pertains to, or a unit-or cluster-index.
Moreover, z j may be two-or even three dimensional in order to model interactions between covariates. Summarizing, the functions f j comprise usual nonlinear effects of continuous covariates, time trends and seasonal effects, two dimensional surfaces, varying coefficient terms, cluster-and spatial effects.
The nonlinear effects in (1) are modeled by a basis functions approach, i.e.
a particular nonlinear function f of covariate z is approximated by a linear combination of basis or indicator functions
The B k 's are known basis functions and β = (β 1 , . . . , β K ) is a vector of unknown regression coefficients to be estimated. Defining the n × K design matrix Z with elements
function evaluations can be written in matrix notation as f = Zβ. Accordingly, for the predictor (1) we obtain
In this paper we discuss a hierarchical or multilevel version of STAR models.
That is the regression coefficients β j of a term f j may themselves obey a regression model with structured additive predictor, i.e.
where the terms Z j1 β j1 , . . . , Z jqj β jqj correspond to additional nonlinear functions f j1 , . . . , f jqj , X j γ j comprises additional linear effects, and ε j ∼ N (0, τ 2 j I) is a vector of i.i.d. Gaussian errors. A third or even higher levels in the hierarchy are possible by assuming that the second level regression parameters β jl , l = 1, . . . , q j , obey again a STAR model. In that sense, the model is composed of a hierarchy of complex structured additive regression models.
The typical application for hierarchical STAR models are multilevel data where a hierarchy of units or clusters grouped at different levels is given. One of the main aspects of the paper are applications of multilevel STAR models to insurance data. In a first example, we apply our methods to analyze the amount of loss and claim frequency for car insurance data from a German insurance company. In our analysis in section 4.1 we will distinguish three levels: policyholders (level-1) are nested in districts (level-2) and districts are nested in counties (level-3). Our second example analyzes time-space trends for health insurance data.
Priors for the regression coefficient
We distinguish two types of priors: "direct" or "basic" priors for the regression coefficients β j (or β jl in a second level equation) and compound priors (4). We first briefly describe the general form of "basic" priors in the next subsection. Subsection 2.2 shows how the basic priors can be used as building blocks for the compound priors.
General form of basic priors
In a frequentist setting, overfitting of a particular function f = Zβ is avoided by defining a roughness penalty on the regression coefficients, see for instance Belitz and Lang (2008) in the context of structured additive regression. The standard are quadratic penalties of the form λβ Kβ where K is a penalty matrix. The penalty depends on the smoothing parameter λ that governs the amount of smoothness imposed on the function f .
In a Bayesian framework a standard smoothness prior is a (possibly improper) Gaussian prior of the form
where I(·) is the indicator function. The key components of the prior are the penalty matrix K, the variance parameter τ 2 and the constraint Aβ = 0. 
Specific examples for modeling nonlinear terms are one or two dimensional P-splines for nonlinear effects of continuous covariates, or Gaussian Markov random fields and Gaussian fields (kriging) for modeling spatial heterogeneity, see Brezger and Lang (2006) for details.
Compound priors
In the vast majority of cases a compound prior is used if a covariate z j ∈ {1, . . . , K} is a unit-or cluster index and z ij indicates the cluster observation i pertains to. Then the design matrix Z j is a n × K incidence matrix with In a number of applications geographical information and spatial covariates are given at different resolutions. For instance, in our case studies on insurance problems, the districts (level-2) are nested within counties (level-3) . This allows to model a spatial effect over two levels of the form
Here, the first covariate z j1 in the district specific effect is another cluster indicator that indicates the county in which the districts are nested. Hence Z j1 is another incidence matrix and β j1 is the vector of county specific effects modeled through the level-3 equation.
Other possibilities for compound priors can be found in Lang et al. (2010) .
Sketch of MCMC Inference
In the following, we will describe a Gibbs sampler for models with Gaussian errors. The non-Gaussian case can be either traced back to the Gaussian case via data augmentation, see e.g Frühwirth-Schnatter et al. (2008), or is technically similar (Brezger and Lang, 2006) .
For the sake of simplicity we restrict the presentation to a two level hierarchical model with one level-2 equation for the regression coefficients of the first term Z 1 β 1 . That is, the level-1 equation is y = η+ε with predictor (3) and er-
The level-2 equation is of the form (4) with j = 1.
The parameters are updated in blocks where each vector of regression coefficients β j (β 1l in a second level of the hierarchy) of a particular term is updated in one (possibly large) block followed by updating the regression coefficients γ, γ 1 of linear effects and the variance components τ
The next subsection 3.1 sketches updates of regression coefficients β j , β 1l of nonlinear terms. Updates of the remaining parameters are straightforward.
Full conditionals for regression coefficients of nonlinear terms
The full conditionals for the regression coefficients β 1 with the compound prior (4) and the coefficients β j , j = 2, . . . , q, β 1l , l = 1, . . . , q 1 with the basic prior (5) are all multivariate Gaussian. The respective posterior precision Σ −1 and mean μ is given by
where r is the current partial residual and r 1 is the "partial residual" of the level-2 equation. More precisely, r 1 = β 1 −η 1 andη 1 is the predictor of the level-2 equation excluding the current effect of z 1l .
MCMC updates of the regression coefficients takes advantage of the following key features:
Sparsity: Design matrices Z j , Z 1l and penalty matrices K j , K 1l and with it cross products Z j WZ j , Z 1l Z 1l and posterior precision matrices in (6) 
Full details of the MCMC techniques can be found in Lang et al. (2010) .
Alternative sampling scheme based on a transformed parametrization
An alternative sampling scheme works with a transformed parametrization such that the cross product of the design matrix and the penalty matrix of a nonlinear term are diagonal resulting in a diagonal posterior precision matrix. Then the decomposition β = R −T Qβ yields
where the transformed design matrixZ is defined byZ = ZR −T Q.
We now obtain for the cross product
and for the penalty
with the new diagonal penalty matrix S given by the singular value decom-
Summarizing, we obtain the equivalent formulation f =Zβ for the vector of function evaluations based on the transformed design matrixZ and the transformed parameter vectorβ with (possibly improper) Gaussian prior
The result of the transformation is that the prior precision or penalty matrix S is diagonal resulting in a diagonal posterior precision matrix. More specifically, the full conditional forβ is Gaussian with k-th element μ k , k = 1, . . . , K, of the mean vector μ given by
where λ = σ 2 /τ 2 and u k is the k-th element of the vector u =Z Wr with r the partial residual. The covariance matrix Σ is diagonal with diagonal
More details on this alternative sampling scheme can be found in Lang et al. (2010) .
The main advantage of the transformation is that it provides fast MCMC inference even in situations where the posterior precision is relatively dense as is the case for many surface estimators. The prime example is a Gaussian random field (kriging) which is almost intractable in the standard parametrization.
Applications to insurance data

Car insurance data
The analyzed data set contains individual observations for a sample of policyholders with full comprehensive car insurance for one year. Regression analyzes for claim probabilities and amount of loss were carried out separately for different types of damage: traffic accidents, breakage of glass and theft. Here we report only results for claim probabilities of one type (specific type not mentioned to guarantee anonymity of the data source).
Claim probabilities were analyzed with a multilevel structured additive probit model y i ∼ B(π i ) with three hierarchy levels for the probability π i = Φ(η i ) that a damage occurred:
The level-1 equation consists of a nonlinear function f 1 of the covariate "no-claims bonus" (nclaim) and of nonlinear effects of three other continuous covariates (indicated through the dots, results not shown to guarantee anonymity of the data provider). All nonlinear effects are modeled using Psplines. Additionally a random effect of the "car classification" (g) measured by scores from 10-40 and a spatial random effect of the districts (dist) in Germany is included. For "car classification" a simple i.i.d random effect with
2 ) is assumed, see the first level-2 equation. The spatial random effect is modeled through the other level-2 equation and is composed of a spatially correlated effect f 31 using a Markov random fields prior, another spatial random effect of the counties, and a smooth nonlinear effect of the population density (dens). The "error term" in the district effect is a i.i.d random effect, i.e. 
Health insurance data
In our second example we exemplify modeling of space-time interactions using data from a German private health insurance company. In a consulting case the main interest was on analyzing the dependence of treatment costs on covariates with a special emphasis on modeling the spatio-temporal development. We distinguish several types of treatment costs. In this demonstrating example, we present results for "treatment with operation" in hospital. We assumed a two level Gaussian model for the log treatment costs
for policyholder i at time t and with predictor
where f 1 is a nonlinear effect of the policyholders age modeled via P-splines, f 2 represents county specific nonlinear time trends modeled again using Psplines, and f 3 is a district specific spatial random effect modeled in a second -0.14 0 0.14 
