We give a new method to compute the normalizer of an element in Artin braid groups and, more generally, in Garside groups. This method, together with the solution of the conugacy problem given by the authors in [8] , are two main steps for solving conjugacy systems, thus breaking recently discovered cryptosystems based in braid groups [2] . We also present the result of our computations, which lead us to state the following surprising conjecture: The normalizer of any element in the braid group B n can be generated by no more than n − 1 elements.
Introduction
Given a group G, the normalizer of an element a ∈ G, denoted N (a), is the subgroup of G consisting of all elements which commute with a. Our goal in this paper is to give a good algorithm to compute a generating set for the normalizer of an element in a Garside group.
Garside groups were introduced by Dehornoy and Paris [6] (their original name was small Gaussian groups, but there has been a convention to call them Garside groups). We will consider Artin braid groups [1] as the main examples of Garside groups. Given an integer n ≥ 2, the braid group on n strands, B n , is defined by the following presentation:
B n = σ 1 , σ 2 , . . . , σ n−1 σ i σ j = σ j σ i (|i − j| ≥ 2) σ i σ i+1 σ i = σ i+1 σ i σ i+1 (i = 1, . . . , n − 2)
.
Braid groups are of interest not only in Combinatorial Group Theory, but also in Low Dimensional Topology and, more recently, in Cryptography. Other examples of Garside groups are spherical (finite type) Artin groups [4] and torus knot groups, among others.
Computing normalizers in a Garside group is of interest on itself, but can also be applied to solve other questions. For instance, consider two elements a, b in a Garside group G. Suppose that we know an element c ∈ G that conjugates a to b, that is, c This property may be used for solving conjugacy systems in Garside groups: Given a 1 , a 2 , . . . , a k , b 1 , b 2 , . . . , b k ∈ G, find an element c ∈ G such that c −1 a i c = b i , for i = 1, . . . , k. The solutions of such a system are the elements in Z a 1 ,b 1 ∩ · · · ∩ Z a k ,b k . These kind of problems play a central role in some new public-key cryptosystems (see [2] and [10] ), based on braid groups. To break such cryptosystems, one must solve a conjugacy system as the previous one.
In [8] , the authors gave an algorithm to solve the conjugacy problem in Garside groups, that is, to find an element c ∈ G such that c −1 ac = b. Using the algorithm that we shall explain in this paper, we can compute a generating set for N (b), so we know how to generate elements in Z a,b . We still do not know how to compute an element in Z a 1 ,b 1 ∩ · · · ∩ Z a k ,b k even if we know how to generate elements in each Z a i ,b i . We believe that a deeper study of the structure of normalizers in Garside groups will provide a solution to this problem. Anyway, we think that the algorithm we give to compute normalizers in Garside groups is a good step towards the solution of these systems.
There exists another algorithm to compute the normalizer of an element in braid groups, which was given by Makanin [12] . It can be easily generalized to all Garside groups, but it is a fairly theoretical algorithm, which has a huge complexity and gives a large amount of redundant generators. The new method that we introduce is quite simple and surprisingly efficient. Actually, the generating sets obtained in our computations with braid groups are so small, that they make us state the following conjecture:
Conjecture 1: Given a ∈ B n , the normalizer of a can be generated by no more than n − 1 elements.
Our algorithm works as follows: given an element a in a Garside group G, it constructs a graph Γ associated to a, such that the fundamental group of Γ maps onto N (a). Then it computes a generating set for the fundamental group of Γ, which maps to a generating set for N (a).
This paper is structured in the following way: In Section 1 we give the basic definitions and results concerning Garside groups. In Section 2, we introduce a special kind of elements, the minimal simple elements, which are used to construct the graph Γ. This graph is studied in Section 3. We explain our algorithm in detail in Section 4, then we study its complexity in Section 5 and, finally, in Section 6 we present the results obtained by implementing the algorithm.
Garside groups and simple elements
In this section we will give the definitions of Garside monoids and groups, and the basic results which we shall need to present our algorithm. To find the proofs of the results, and more details, see [9] , [7] , [15] , [3] , [6] , [5] and [13] .
Consider a monoid M . We define a partial order on its elements, called the prefix order, as follows: For a, b ∈ M , we say that a ≺ b if b can be written in such a way that a is a prefix of b, that is, if there exists c ∈ M such that ac = b. In this case, we say that a is a left divisor of b. There also exists the suffix order, but we will not use it in this paper, so in the above situation we will just say that a divides b, or that b is a multiple of a.
Given a, b ∈ M , we can naturally define their (left)least common multiple, a ∨ b, and their (left) greatest common divisor, a ∧ b, if they exist. That is, a ∨ b is the minimal element (with respect to ≺) such that a ≺ a ∨ b and b ≺ a ∨ b. In the same way, a ∧ b is the maximal element (with respect to ≺) such that a ∧ b ≺ a and a ∧ b ≺ b. Definition 1.1. Let M be a monoid. We say that x ∈ M is an atom if x = 1 and if x = yz implies y = 1 or z = 1. M is said to be an atomic monoid if it is generated by its atoms and, moreover, for every a ∈ M , there exists an integer N a > 0 such that a cannot be written as a product of more than N a atoms. It is known that every Garside monoid admits a group of fractions, and we have: Definition 1.5. A group G is called a Garside group if it is the group of fractions of a Garside monoid.
The main example of a Garside monoid, as it happened with groups, is the Artin braid monoid on n strands, B + n . It is defined by Presentation (1), considered as a presentation for a monoid. Its group of fractions is the braid group B n , and Garside [9] showed that B + n ⊂ B n . Actually, every Garside monoid embeds into its corresponding Garside group [6] . Braids in B n are usually represented as n disjoint strands in R 3 , whose endpoints are fixed, where every horizontal plane between the top and the bottom level intersects each strand in exactly one point, as in Figure 1 . Simple elements in B + n are easy to recognize: they are those braids in which any two strands cross at most once. The Garside element of
, and is represented in Figure 1 for n = 4 (where, as usual, σ i represents a crossing of the strands in positions i and i + 1).
There is another important example of Garside monoid, the Birman-Ko-Lee monoid [3] , which has the following presentation:
Its group of fractions is again the braid group B n . The Garside element in BKL + n is δ = a n,n−1 a n−1,n−2 · · · a 2,1 . In this monoid we can perform some computations concerning braid groups faster than using Artin monoids. Anyway, as we can see in [8] , the conjugacy problem has virtually the same complexity in both monoids.
From now on, M will denote a Garside monoid, G its group of fractions and ∆ the corresponding Garside element. Since M ⊂ G, we will refer to the elements in M as the positive elements of G.
We have introduced monoids for the following reason: Consider an element a ∈ G. We know [6] that there exists a power of ∆, say ∆ k , such that ∆ k is in the center of G. Moreover, for some integer r big enough, one has a ′ = ∆ kr a ∈ M . We claim that the normalizer of a is equal to the normalizer of a ′ .
This claim is easy to prove: An element c belongs to N (a), that is, c −1 ac = a, if and only if ∆ kr c −1 ac = ∆ kr a. Since ∆ kr is in the center of G, this is equivalent to c −1
. Therefore, we can restrict our attention to the elements in M .
From the existence of l.c.m.'s and g.c.d.'s, it follows that (M, ≺) has a lattice structure, and S becomes a finite sublattice with minimum 1 and maximum ∆. In Figure 2 we can see the Hasse diagram of the lattice of simple elements in B + 4 , where the lines represent left divisibility (from bottom to top).
We end this section with an important result concerning Garside groups. 
Minimal simple elements
Simple elements represent a key concept in almost every algorithm concerning Garside groups (or braid groups): they have been used to compute bi-automatic normal forms in [15] , to solve the conjugacy problem in [14] , [7] and [3] , and to compute normalizers in [12] . In some cases, the complexity of these algorithms is too big due to the size of the set S. For instance, in B + n , the cardinal of S is n!, and this makes the algorithm in [7] to work too slowly. This problem was avoided in [8] , by considering minimal simple elements. We will also use minimal simple elements in this paper, so this section is devoted to them.
Consider an element b in a Garside monoid M . If we conjugate b by a nontrivial simple element, we obtain an element in G, that may or may not be in M . We will consider just the elements in S\{1} that conjugate b to a positive element. Among these simple elements, we take those which are minimal with respect to ≺, and we call this set S + b . In other words, we define S + b as the set of minimal elements (with respect to ≺) in s ∈ S\{1} : s −1 bs ∈ M . There are two important results concerning these minimal simple elements: 
We will represent the above property as follows:
where s i ∈ S + u i for every i, and the arrow means conjugation by the corresponding s i . We call such a sequence a minimal chain from u to v. 
n , the atoms are σ 1 , . . . , σ n−1 , and in the above example we can clearly see which element in S + b correspond to each atom. In general, for b ∈ M , there are strictly less minimal simple elements than atoms, as we can see in the following example:
But the minimal multiple of σ 2 which conjugates b to a positive element is σ 2 σ 1 σ 2 , which is also a multiple of σ 1 , so it is not in S + b .
In [8] the authors give an algorithm to compute S + b , given b ∈ M , and use it to compute the whole conjugacy class (in M ) of any element. Sometimes, a problem can be solved using either simple elements, or minimal simple elements. The latter possibility is usually much faster. For instance, in the braid monoid B + n , computing the set S + b takes time O(ln 4 log n), where l is the length of b. After performing this fast computation, we can work with a set of less than n − 1 elements (S + b ), instead of a set with n! elements (S). In order to compute normalizers in Garside groups, Makanin [12] used simple elements, but we are going to see in the next section how the use of minimal simple elements, and a new approach to the problem, can make the computations be much faster.
Minimal conjugacy graph
We shall explain in this section a new approach to our problem, which involves the fundamental group of a certain graph. Consider an element a in a Garside group G. We want to find a generating set for the normalizer of a. As we saw in Section 1, we can assume that a belongs to the corresponding Garside monoid M .
Let us construct a directed graph Γ, that we call minimal conjugacy graph of a. The vertices of Γ are the positive elements (elements in M ) in the conjugacy class of a. The arrows of Γ are labelled by simple elements, in the following way: For every two vertices v and w, an arrow labelled by s goes from v to w if and only if s ∈ S + v and s −1 vs = w. In other words, s is a minimal simple element that conjugates v to a positive element, and w is the result of that conjugation. Therefore, every path in Γ going from a vertex u to another vertex v, and moving always in the sense of the arrows, is a minimal chain from u to v (see Proposition 2.2).
The minimal conjugacy graph of σ 1 ∈ B + 4 is represented in Figure 3 , and that of σ 1 σ 2 in Figure 4 . . The main idea in our algorithm is the following: Every element in N (a) can be seen as a loop in Γ, based at a. So every generating set for the fundamental group of Γ corresponds to a generating set for N (a). Let us prove this throughout the rest of the Section. We shall need the following results: Lemma 3.1. For every a ∈ M , the normalizer of a in G can be generated by elements in M .
Proof. Let c ∈ N (a). We will try to write c as a product of positive elements in N (a) (and their inverses). We know that there is an integer k such that ∆ k is in the center of G (thus in N (a)), and another integer r, big enough, such that ∆ kr c ∈ M . Hence, c = (∆ kr ) −1 (∆ kr c), where ∆ kr and ∆ kr c belong to M ∩ N (a). This implies the result. 
is a minimal chain from u to v.
Proof. First, let us decompose x = t 1 t 2 · · · t p−1 , where for every i, t i is the maximal simple prefix of t i t i+1 · · · t p−1 (this is the left greedy normal form of x, in the sense of [15] ). By Theorem 3.2, we obtain a chain
where w i ∈ M for i = 1, . . . , p. But this chain is not necessarily minimal. Now, for every t i , we proceed as follows: if it is minimal (among the simple elements that conjugate w i to a positive element), we do not touch it. Otherwise, there exists an element r ∈ S + w i dividing t i . So we can decompose the arrow w i
, where t i = r r ′ and w ′ ∈ M . If r ′ is not minimal, we decompose it in the same way. If we continue this process we obtain, at each step, a decomposition t i = r 1 · · · r m , where every r j is a simple element. Hence we have a chain r 1 ≺ r 1 r 2 ≺ r 1 r 2 r 3 ≺ · · · ≺ (r 1 · · · r m ) of simple elements. But the length of such a chain is bounded above, since there is a finite number of simple elements. Therefore, we cannot decompose t i indefinitely, and this process must stop.
At the end, we will have decomposed every t i as a product of minimal simple elements, so the result follows.
We can finally prove the main result of this section. Consider the natural group homomorphism p : π 1 (Γ, a) −→ G, which sends every loop in Γ to the element in G obtained by reading the labels in the path, with the corresponding signs. One has the following:
Theorem 3.4. Under the above conditions, let F be a set of generators for π 1 (Γ, a). Then p(F ) is a set of generators for N (a).
Proof. Since every loop γ ∈ π i (Γ, a) starts and ends at a, then p(γ) conjugates a to itself, so p(γ) ∈ N (a). Hence, we get p :
By Lemma 3.1, we know that N (a) is generated by positive elements. Every positive element x ∈ N (a) verifies x −1 ax = a, so by Corollary 3.3, x can be decomposed into minimal simple elements, yielding a minimal chain from a to itself. This minimal chain is actually an element in p −1 (x). Hence, there exist preimages by p for all positive elements in N (a). Since the positive elements generate N (a), we get that p is a surjection, and we are done.
By the above result, in order to compute a generating set for N (a) we just need to compute a generating set for π 1 (Γ, a). It is well known how to do this (see, for instance, [11] ): Choose a maximal tree T in Γ. For every vertex v in Γ, call γ v the only simple path in T going from a to v. Let A be the set of arrows in Γ\T and, for every x ∈ A, denote s(x) and t(x) the starting vertex and the target of x, respectively. Then there is a generating set F for π 1 (Γ, a) , which is in one-to-one correspondance with A. It is the following: F = {γ s(x) x γ −1 t(x) ; x ∈ A}. So p(F ) is the generating set for N (a) that our algorithm will compute.
The algorithm
We shall now explain our algorithm in detail. Let a be an element of a Garside monoid M , and let Γ be the minimal conjugacy graph of a. We will start by computing Γ and, for every vertex v ∈ Γ, a path γ v going from a to v in a maximal tree T in Γ.
In the following routine, v denotes the current vertex of Γ under study, U is the set of known vertices of Γ (i.e. the known positive elements in the conjugacy class of a), and V is the set of vertices which have already been studied by the routine.
Routine 1: Computation of Γ and T.
Input: a ∈ M .
1. Set v = a, U = {a}, V = φ, Γ = φ, T = φ and γ a = 1.
3. For every s ∈ S + v do the following:
(a) Set w = s −1 vs ∈ M , written in normal form. Set Γ = Γ ∪ {(v, s, w)}.
4. Set V = V ∪ {v}. If U = V , take an element x ∈ U \V . Set v = x and go to Step 2.
Stop.
From the results in the previous sections we can see that, at the end of this routine, we will obtain the following data:
• A set U = V , which is the set of vertices of Γ (the positive elements in the conjugacy class of a).
• A set Γ which corresponds to the graph Γ: it contains an element (v, s, w) for every arrow of the graph Γ labelled by s, and going from v to w.
• A set T which corresponds to a subgraph of Γ.
• For every v ∈ V , a path γ v in the subgraph T , going from a to v.
Proposition 4.1. T is a maximal tree in Γ.
Proof. The graph T is computed by Routine 1 as follows: Let s be an arrow such that t(s) = w = a. Then s is added to T (in Step 3(b)) if and only if it is the first arrow considered by Routine 1 whose target is w. Hence, for every w ∈ V , w = a, there is exactly one arrow in T ending at w. And there is no arrow in T ending at a. Therefore, if we start at a vertex v, and we try to construct a path in T , as long as possible, moving always in the sense opposite to the arrows, we have a unique choice. This path would always end at a, and it is actually the inverse of the path γ v computed by Routine 1: Just notice that the path γ v goes from a to v always in the sense of the arrows.
Let us then show that T is a tree. Suppose that there exists a nontrivial simple loop α in T . Since there is no pair of arrows of T with the same target, we can assume that α moves always in the sense of the arrows. Since a is not the target of any arrow in T , then a does not belong to the set of vertices in α. But, if we start at a vertex v in α, and we try to follow γ −1 v as above, we would go along α −1 an infinite number of times, never reaching a. This contradiction shows that there are no loops in T , so it is a tree.
Finally, T is maximal since it is connected (every vertex is connected to a), and it contains all the vertices in Γ.
Therefore, we can use the data given by Routine 1 to compute a generating system for N (a), by the procedure explained in the previous section:
Routine 2: Computation of N(a).
Input: a ∈ M , the graphs Γ, T and, for every v ∈ V , a path γ v in T . 3. Stop.
Complexity
In order to study the complexity of our algorithm, we should know some data concerning the Garside monoid M , and the element a ∈ M under study:
• t: The number of atoms in M .
• m: The maximal length of a simple element in M .
• k: The number of elements in the conjugacy class of a ∈ M (i.e. the number of vertex in Γ).
• l: The maximal word length of an element in the conjugacy class of a.
• C: The complexity of an algorithm to compute S + v for an element v of word length l.
• N i : The complexity of computing the normal form of a word of length i.
If we know all the previous data, we can compute the complexity of our algorithm by the following result:
It would remain to know, in both cases, a bound for k in terms of l and n. This is still not known, but Thurston, in [15] , conjectures that k is bounded by a polynomial in l (although it seems to be exponential in n).
Effective computations
In this section we show the results we have obtained by implementing our algorithm. We have computed generating sets for the normalizers of many positive elements in the braid monoids B + n , for n = 3, . . . , 8. We tried to be exhaustive, computing normalizers of all braids of a given length, in order to conjecture an upper bound for the number of generators.
We proceeded as follows: first, by using the algorithm in [8] , we computed the conjugacy classes in B + n of all braids of the considered length. Notice that two elements in the same conjugacy class have conjugated normalizers: if c −1 ac = b and x ∈ N (a), then c −1 xc ∈ N (b); hence, the number of generators in the normalizer of a and b are the same. Therefore, we just had to compute the normalizer of one representative for each conjugacy class in B + n . The results of these computations were surprising, since the number of generators were quite small. In the following table we can see the braids that we tested, and the maximal size of a generating set for the normalizer, in each case: Actually, we found out that the generators obtained by the algorithm were not always independent, so we were able to eliminate some of them. For instance, if we compute N (a) for a = σ 1 ∈ B + 4 , the algorithm will give the following generating set:
But the fourth element can also be written as (σ 3 ) −1 (σ 2 σ 1 σ 1 σ 2 )(σ 3 ), so it can be eliminated from the generating set, yielding:
In the case of B + 3 , we were able to obtain the following: for every positive braid a ∈ B + 3 of length l ≤ 20, there is a generating set for N (a) with at most two elements.
We cannot show here all the results but we can see, as an example, the following table: it contains a representative for each conjugacy class of elements in B When n becomes bigger, it is more difficult to eliminate generators by hand. Nevertheless, we can show as an example the following table, where we can see a representative for every conjugacy class of elements of length 6 in B + 4 . We were able to reduce the number of generators to be less than or equal to 3 in every case:
Normalizers of braids in B + 4 of length 6 a Generators for N (a) σ Actually, every time that we try to reduce the number of generators associated to a conjugacy class, we are able to keep just n − 1. Remark also that there are 1634 different conjugacy classes of elements of length l (4 ≤ l ≤ 20) in B + 3 , all of them with no more than two generators. So all these evidences made us state Conjecture 1 in the introduction.
We believe that there is a relation between the generators of N (a) and the minimal simple elements for a ∈ G, in the sense that there may be one generator associated to each atom in G. This would explain Conjecture 1, since in B + n there are n − 1 atoms. We also think that this kind of relation would help in finding solutions for the conjugacy systems considered in the introduction.
