We study an online problem in which a set of mobile servers have to be moved in order to efficiently serve a set of requests that arrive in an online fashion. More formally, there is a set of n nodes and a set of k mobile servers that are placed at some of the nodes. Each node can potentially host several servers and the servers can be moved between the nodes. There are requests 1, 2, . . . that are adversarially issued at nodes one at a time. An issued request at time t needs to be served at all times t ′ ≥ t. The cost for serving the requests is a function of the number of servers and requests at the different nodes. The requirements on how to serve the requests are governed by two parameters α ≥ 1 and β ≥ 0. An algorithm needs to guarantee at all times that the total service cost remains within a multiplicative factor of α and an additive term β of the current optimal service cost.
Introduction
Consider of a company with several project teams which are located at different places. Moving a whole team to a new location is expensive, however depending on where new customers arrive, it might still be desirable to do. The cost for serving the customers at a certain location clearly depends (in a possibly non-linear way) on the number of project teams and on the number of customers at the location. Alternatively think of a distributed service that is offered on a large network such as the Internet. To offer the service, a provider might have a budget to place k servers in the network. The best placement of servers depends on the distribution of the users of the distributed service. As the set of users might grow (or even change arbitrarily) over time, from time to time, we might have to move some of the servers, even though migrating a whole server might be a relatively costly thing to do. These scenarios could be generally seen as a problem where servers are relatively large entities such that while they can be moved, doing this is a relatively costly operation, irrespective of, e.g., between which nodes a movement occurs. The above scenarios are applications of the abstract problem studied in this paper. The problem studied in this paper can be formally modeled as follows.
Assume two parameters α and β are given such that α ≥ 1 and max {α − 1, β} ≥ 1. There is a set V of n nodes and there are k mobile servers, where each server has to be placed at one of the nodes. Further, there are requests that arrive at the nodes in an online fashion and which need to be "permanently" served, i.e. an issued request at time t has to be served at all times t, t + 1, . . .. We assume that any node can potentially host an arbitrary number of servers. Formally, the cost for serving the requests at each node v, which is called service cost of node v, is given by a general cost function that depends on v, on the number of requests at node v, as well as on the number of servers placed at v. Generally, the more requests there are at some node, the more it costs to serve these requests. Further, if we place more servers at a given node, the cost for serving the requests at this node becomes smaller (formally defined in Section 2.2). 1 The requests arrive one by one and the task of an algorithm is to plan the movements of the k servers in a way to keep a feasible configuration of the k servers at all times. A configuration of servers is called feasible whenever the total service cost, that is the summation of service costs for all nodes, is upper bounded by αS * t + β, where, S * t is the optimal total service cost at time t.
We consider two different objective functions. We first study a natural variant of the problem where the goal is to minimize the total number of movements. For this setting, we show that any deterministic online algorithm has a competitive ratio of at least Ω(n), independent of the value of k.
Given this negative result, we then consider an objective function where the cost at time t is the sum of the total number of movements up to time t and the total service cost at time t (shown by Cost A t for a given algorithm A). We study a simple online greedy algorithm which a) only moves when it needs to move because the configuration is not feasible any more and b) always moves a server which improves the service cost as much as possible. We show that the total number of movements up to a time t of this online greedy algorithm can be upper bounded as a function of the optimal service cost S * t at time t. Most significantly, we show that even for α = 1, for any ε > 0, as long as β = Ω(k + k/ε), at all times t, the cost Cost We also show that this result is essentially tight. In particular, an additive term which is at least linear in k is unavoidable (even for much larger multiplicative competitive ratio).
Related Work
In its basic version, where we only consider the movement cost, the problem considered in the present paper generally falls into a class of movement problems introduced in [7] . In this version, the most similar of the classic problems is the k-server problem [17] or more specifically the paging problem [20] (equivalent to the k-server problem with uniform distances). In the k-server problem, every new request has to be served by moving some server to the location of the request and the only cost considered is the total movement cost. The k-server problem is well studied. For general metric spaces, the best competitive ratios known are 2k − 1 [15] andÕ(log 2 k log 3 n) [4] . The authors of [4] use a problem called the allocation problem (AP) to solve the k-server problem. The AP and also the results on the AP have some resemblances to the model and results in the present paper when considering the objective function based on service and movement costs. However, like k-server, in the AP the requests are served only once they arrive at the requested points while in our model the requests are permanently served and servers are not necessarily moved to the requested points.
When considering the variant of our problem where the service cost is included in the objective function, the problem can be seen as an online version of the mobile facility location problem (MFLP) with uniform distances. MFLP in general metrics was introduced in [7, 11] as a movement problem. It can be seen as a generalization of the standard k-median and facility location problems [11] . The k-median and facility location problems have been widely studied in both operations research and computer science [3, 5, 6, 8, 12, 14] . In [1, 11] , MFLP is modeled in such a way that the algorithm moves each facility and client to a point where in the final configuration, each client is at a node with some facility. The goal is to minimize the total movement cost of facilities and clients. The movement cost between the clients and the final configuration points could be interpreted as a service cost somewhat similar to what we use in this paper. Note that since in our case, requests need to be permanently served, we cannot model the service cost as a movement cost.
Classically, the cost of serving a request in the facility location problem is given by the distance from the request to the facility to which it is assigned. In a uniform metric, this corresponds to the most basic cost function that can be studied in our framework (service cost is equal to the number of requests at nodes with no servers). As described, we significantly generalize this basic service cost model. In the context of facility location, a similar approach was used in [13] . More concretely, in [13] , it is assumed that the cost of a facility increases as a function of the requests it needs to serve.
There exist various natural models in which the locations of requests are not known in advance, and a solution must be built or maintained gradually over time without any knowledge about future requests like online facility location problem. The first algorithm for online facility location was introduced in [18] . For a broad discussion of models and results on online facility location problem, we refer to the survey in [10] .
Finally, the problem studied in this paper has some resemblance to learning problems [2, 16, 19] . Somewhat similarly to expert learning algorithms where in essence, one converges to the "right set of experts", our algorithm has to converge to the "right set of nodes" to place its servers. However, in our case, the cost will usually be dominated by the total movement cost, i.e., the total cost for replacing the servers. In learning, switching to a different set of experts is usually not considered a (main) cost.
Problem Statement
We are given a set V of n nodes and there is a set of k servers. Further, there are requests 1, 2, . . . that adversarially arrive one at a time. Moreover two parameters α and β are given such that α ≥ 1 and max {α − 1, β} ≥ 1.
(
We assume that at time t ≥ 1, request t arrives at node v(t) ∈ V . For a node v ∈ V , let r v,t be the number of requests at node v after t requests have arrived, i.e., r v,t := |{i ≤ t : v(i) = v}|. In order to keep the total service cost small, an algorithm can move the servers between the nodes (if necessary, for answering one new request, we allow an algorithm to also move more than one server). However throughout the execution, each of the k servers is always placed at one of the nodes v ∈ V . We define a configuration of servers by integers
We describe such a configuration by a set of pairs as
The initial configuration is denoted by F 0 . Service Cost: We implicitly assume that if a node v has some servers, all requests at v are served by these servers. This also implies that the "assignment" of requests to servers can change over time and the service cost is not cumulative. Depending on the number of servers and the number of requests at a node v ∈ V , an algorithm has to pay some service cost to serve the requests located at v. This service cost of node v is defined by a service cost function σ v such that σ v (x, y) ≥ 0 is the cost for serving y requests if there are x servers at node v. For convenience, for t ≥ 1, we also define σ v,t (x) := σ v (x, r v,t ) to be the service cost with x servers at node v at time t. For some configuration F , we denote the total service cost at time t by
We define a configuration F to be feasible at time t iff
where S * t is the optimal total service cost at time t, i.e. S * t := min
Note that S * t is not necessarily the same as the total service cost S O t of an optimal algorithm O at time t. We say that a configuration F * is an optimal configuration at time t if S t (F * ) = S * t . Feasible Solution: For a given algorithm A, we denote the solution at time t by
, where F A (t) is the configuration after reacting to the arrival of request t and where F A (0) = F 0 . Note that for two integers a ≤ b, [a, b] := {a, . . . , b} denotes the set of all integers between a and b. Further, for an integer a ≥ 1, we use [a] as a short form to denote [a] := [1, a] . The service cost of an algorithm A at time t is denoted by S A t := S t (F A (t)). Movement Cost: We define the movement cost M A t of given algorithm A to be the total number of server movements by time t. Generally, for two feasible configurations,
v ∈ V }, we define the distance χ(F, F ′ ) between the two configurations as follows:
The distance χ(F, F ′ ) is equal to the number of movements that are needed to get from configuration F to configuration F ′ (or vice versa). Based on the definition of χ, we can express the movement cost of an algorithm A with solution
Objective Functions
As described in Section 1, we consider two different objective functions.
Minimizing the Movement Cost:
The goal is to keep the number of movements as small as possible. In other words, the cost Cost 
Service Cost Function Properties
The service cost function σ has to satisfy a number of natural properties. First of all, for every v ∈ V , σ v (x, y) has to be monotonically decreasing in the number of servers x that are placed at node v and monotonically increasing in the number of requests y at v.
Further, the effect of adding additional servers to a node v should become smaller with the number of servers (convex property in x) and it should not decrease if the number of requests gets larger. Therefore, for all v ∈ V and all x, y ∈ N 0 , we have
In the following, whenever clear from the context, we omit the superscript A in the algorithm-dependent quantities defined above.
Contributions
The following theorem provides a lower bound for any deterministic online algorithm that solves the problem of minimizing the total number of movements as described in Section 2.1. We remark that this lower bound as well as the lower bound in Theorem 3.3 even hold for the simple (and natural) scenario, where the service cost at a node with at least 1 server is 0 and the service cost at a node with 0 servers is equal to the number of requests at that node. Theorem 3.1 (Lower Bound). Assume that we are given parameters α and β which satisfy (1) and assume that the objective is to minimize the number of movements. Then, for any online algorithm A, there exists an execution and a time t > 0 such that the competitive ratio between the number of movements by A and the number of movements of an optimal offline algorithm is at least n/2. More precisely for all
Given the large lower bound of Theorem 3.1, we adapt the objective function to also include the service cost. The following Theorems 3.2 and 3.3 upper and lower bound the achievable competitive ratio in this case. In Section 5.1, we describe a simple, deterministic online algorithm A with the following properties. For two given parameters α and β, A guarantees that at all times t ≥ 0, (2) is met. Algorithm A guarantees (2) while keeping the total movement cost small. More precisely, we prove the following main theorem.
Theorem 3.2 (Upper Bound).
There is a deterministic algorithm A such that for all times t ≥ 0, the following statements hold.
• If α = 1 and β = Ω k + k ε for an abitrary ε > 0,
• If α = 1 and β = Ω k·log k log log k , for every ε ≥ log log k/ log 1−δ k and any constant 0 < δ ≤ 1,
We also prove an almost matching lower bound. The total cost of both online and optimal offline algorithms are bounded by functions of the optimal service cost. • For α = 1 and β = Ω(k/ε) for any ε > 0, it holds that
• For α = 1 and β = Ω k·log k log log k for every ε ≥ log log k/ log 1−δ k and any constant 0 < δ ≤ 1 we obtain
Choosing α > 1: The results of the above theorems all hold for α = 1, i.e., an algorithm is always forced to move to a configuration which is optimal up to the additive term β. Even if α is chosen to be larger than 1, as long as we want to guarantee a reasonably small multiplicative competitive ratio (of order o(k)), an additive term of order Ω(k) is unavoidable. In fact, in order to reduce the additive term to O(k), α has to be chosen to be of order k δ for some constant δ > 0. Note that in this case, the multiplicative competitive ratio grows to at least α ≫ 1. However, it might still be desirable to choose α > 1. In that case, it can be shown that the movement cost M A t of our simple greedy algorithm A only grows logarithmically with the optimal service cost S * t (where the basis of the logarithm is α). As an application, this for example allows to be (1 + ε)-competitive for any constant ε > 0 against an objective function of the form γ · S A t + M A t even if γ is chosen of order k −O(1) .
Minimizing the Number of Movements
We provide a proof for our lower bound as claimed in Theorem 3.1 in Section 3. As we can assume that each node either has 0 or 1 servers, we slightly overload notation and simply denote a feasible configuration by a set F ⊂ V of size |F | = k.
Lower Bound
We first fix A to be any deterministic online algorithm and O to be any optimal offline algorithm. For proving the statement of Theorem 3.1, we distinguish two cases, depending on the number of servers k. In both cases, we define iterations to be subsequences of requests such that A needs to move at least once per iteration. The number of movements by A is therefore at least the number of iterations of a given execution. Case k ≤ ⌊n/2⌋: At the beginning, we place a large number of requests on any k − 1 nodes that initially have servers. We choose this number of requests sufficiently large such that no algorithm can ever move any of these k − 1 servers. This essentially reduces the problem to k = 1 and n − k + 1 nodes.
To bound the number of movements by O, we then consider intervals of n − k iterations such that A is forced to move in each iteration. During each interval, the requests are distributed in such a way that at the beginning of the i-th iteration of the interval there are at least n − k − i + 1 nodes such that if any offline algorithm places a server on one of these nodes, Condition (2) remains satisfied throughout the whole interval. Hence, there exists an offline algorithm that moves at most once in each interval and therefore the number of movements by O is upper bounded by the number of intervals. Case k > ⌊n/2⌋: In this case, there is some resemblance between the constructed execution and the lower bound constructions for the paging problem. For simplicity assume that there are n = k + 1 nodes (we let requests arrive at only k + 1 nodes). At the beginning of each iteration we locate a sufficiently large number of requests on the node without any server of A such that (2) is violated. Thus, A has to move at least one server to keep (2) satisfied. By contrast, O does not need to move in each iteration. There is always a node which will not get new requests for the next k interations and therefore O only needs to move at most once every k iterations to keep (2) satisfied.
Proof of Theorem 3.1. Consider any request sequence. First we provide a partitioning of the request sequence as follows. The request sequence is partitioned into iterations. Iteration 0 is the empty sequence and for every i ≥ 1, iteration i consists of a request sequence of a length dependent on α, β, and the iteration number i. The request sequence of an iteration i is chosen dependent on a given online algorithm A such that A must move at least once in iteration i. We will see that while A needs to move at least once per iteration, there is an offline algorithm which only moves once every at least n/2 iterations.
In the proof, we reduce all the cases to two extreme cases. In the first case, we reduce the original metric on a set of n nodes with k ≤ ⌊n/2⌋ servers to the case where there is only 1 server. To do this, we first place sufficiently many requests on k − 1 nodes that have servers at the beginning of execution (for simplicty, assume that we place an unbounded number of requests on these nodes). This prevents any algorithm from moving its servers from these k − 1 nodes during the execution and hence we can ignore these k − 1 nodes an servers in our analysis. In contrast, for the second case where k > ⌊n/2⌋, we assume that w.l.o.g., k = n − 1 by simply only placing requests on the k nodes which have servers at the beginning and on one additional node.
In the following, we let t i denote the end of an iteration i. Moreover suppose I is the total number of iterations, where we assume that I ≡ 0 (mod max {k, n − k}). Case k ≤ ⌊n/2⌋: The idea behind the execution is to uniformly increase the number of requests on the n − k nodes that do not have the server at the beginning of an iteration i (i.e., at time t i−1 ) in such a way that A has to move at least once to satisfy (2) at the end of iteration i. Moreover the distribution of requests guarantees that any node without the server at time t i−1 is a candidate to have the (free) server of A at time t i . Let v A t denote the node on which A locates its server at time t and let U (t) be the set of all nodes without server at time t. Moreover, let v * t be a node which has the largest number of requests among all nodes at time t. The node with the largest number of requests at the end if an iteration i, i.e. v * t i , is chosen such that v * t i = v A t i−1 . At time 0, we have r u = 0 for all nodes u. The distribution of requests at the end of iteration i is as follows:
Note that since it is clear from the context, we skip the second subscript (i.e., t) when referring to the number of requests at a node (cf. Section 2). Proof. Consider any interval of n − k iterations such that the first iteration of this interval has ending time τ 1 and the finishing time of the last iteration (or the finishing time of the interval) is τ n−k . Further, suppose the previous interval has finished att. Obviously, if this is the first interval,t = 0. Let U :=
denote the set of nodes which have not had the server of A during this interval. The offline algorithm for all iterations of this interval, locates its server either on node v A τ n−k if set U is empty or on some node in U , otherwise. The case in which U is empty indicates that every node in U (t) has had the server of A exactly once within the interval. Whenever the offline algorithm needs to move, it locates its server at a node in U ∪ v A τ n−k
. On the one hand and according to (8) , node v A τ n−k or any node in U (in the case this set is not empty) has at least r v * t i−1 + max {β, 1} requests at the end of each iteration i that is in this interval. Therefore, the offline service cost at t i is
On the other hand, the optimal service cost is
using (8), (9), and (10). Hence (11) and (12) imply that
This guarantees that offline algorithm does not need to move more than once during any interval of n − k iterations. In other words, at the beginning of the interval, the offline algorithm decides to locate its server to a node in
if it needs because it knows the behaviour of the online algorithm in advance as well as the request sequence. According to (13) , this one movement by A is sufficient to keep (2) satisfied within the interval. Therefore, the offline algorithm moves at most I/(n − k) times.
At the end of each iteration i, if the online algorithm has not moved yet within the iteration i then we
with respect to (8), (9) , and (10). Therefore due to (12) and (14) we have S A t i = αS * t i + β. This implies that the online algorithm must had moved at least once to guarantee
Thus A has to move once per iteration and then the claim holds.
Corollary 4.2. The Claim 4.1 implies that
where t be the ending time of (c · (n − k))-th iteration for any integer c ≥ 1.
Proof. It follows the fact that
Case k > ⌊n/2⌋: Here when we have more servers than half of the nodes, we assume, w.l.o.g. n = k + 1. This is doable by letting the requests arrive at a fix set of nodes of size k + 1 including k servers. Therefore, at each time there is only one node without a server in which this situation holds for any algorithm. Letv A t denote the node without any server of A at time t. We force A to move in each iteration i by putting large enough number of requests onv A t i−1 while any optimal offline algorithm only moves one of its servers after at least k iterations. Consider an interval of k iterations starting from the first iteration of this interval with ending time τ 1 and ending at the last iteration at time τ k . For any iteration i of this interval the distribution of the requests at the end of the iteration is as follows.
According to (15) the optimal service cost does not change during the interval, i.e. S *
Claim 4.3. The above execution guarantees that A has to move at least once per iteration while the number of movements by any optimal offline algorithm is at most I/k.
Proof. At the end of iteration
using (15) . It implies that the online algorithm must had moved at least once to guarantee
The optimal offline algorithm, by contrast, need to move a server fromv A τ k tov A τ 1 during the interval with respect to the request distribution in (15) . The nodev A τ k is the node has αS * t + max {β, 1} requests within the interval due to (15) wheret is the ending time of any iteration of the previous interval. Hence, at the end of any iteration i in the interval, the optimal offline service cost equals the optimal service cost and thus (2) remains satisfied. Consequently it implies that at most one movement by optimal offline algorithm is sufficient during the interval. This concludes that the number of movements by any optimal offline algorithm is at most I/k in this case.
Let t be the ending time of (c · max {k, n − k})-th iteration for any integer c ≥ 1. Using Corollary 4.2 and
Thus the claim of the theorem holds.
Minimizing Movements and Service Cost
We will now extend the objective function used in Section 4 by also including the service cost. We will see that this allows us to be able to compete against an optimal offline algorithm O. In the rest of this section, first we devise a simple and natural online greedy algorithm. We then analyze the algorithm and provide an almost tight lower bound.
Algorithm Description
The goal of our algorithm is two-fold. On the one hand, we have to guarantee that the service cost of the algorithm is always within some fixed bounds of the optimal service cost. On the other hand, we want to achieve this while keeping the overall movement cost low. Specifically, as we are given α and β in which (1) holds, we guarantee that at all times (2) remains satisfied. Condition (2) is maintained in the most straightforward greedy manner. Whenever after a new request arrives, (2) is not satisfied, the algorithm greedily moves servers until (2) holds again. Hence, as long as (2) does not hold, the algorithm moves a server that reduces the total service cost as much as possible. The algorithm stops moving any server as soon as the validity of (2) is restored. Whenever the algorithm moves a server, it does a best possible move, i.e., a move that achieves the best possible service cost improvement. Thus, the algorithm always moves a server from a node where removing a server is as cheap as possible to a node where adding a server reduces the cost as much as possible. Therefore, for each movement m, we have
where arg min v and arg max v denote the sets of nodes minimizing and maximizing the respective terms.
Analysis Overview
While the algorithm itself is quite simple, its analysis turns out relatively technical. We thus first describe the key steps of the analysis by discussing a simple case. We assume that the service cost at any node is equal to 0 if there is at least one server at the node and the service cost is equal to the number of requests at the node, otherwise. Further, we assume that we run the algorithm of 5.1 with parameters α = 1 and β = 0, i.e. after each request arrives, the algorithm moves to a configuration with optimal service cost. Note that these parameter settings violate Condition (1) and we will therefore get a weaker bound than the one promised by Theorem 3.2. First, note that in the described simple scenario, the algorithm clearly never puts more than one server to the same node. Further, whenever the algorithm moves a server from a node u to a node v, the overall service cost has to strictly decrease and thus, the number of requests at node v is larger than the number of requests at node u. Consider some point in time t and let r min (t) := min v∈V :fv,t=1 r v,t be the minimum number of requests among the nodes v with a server at time t. Hence, whenever at a time t, the algorithm moves a server from a node u to a node v, node u has at least r min (t) requests and consequently, node v has at least r min(t) + 1 requests. Further, if at some later time t ′ > t, the server at node v is moved to some other node w, because the algorithm always removes a server from a node with as few requests as possible, we have r min (t ′ ) ≥ r min (t) + 1. Consequently, if in some time interval [t 1 , t 2 ], there is some server that is moved more than once, we know that r min (t 1 ) < r min (t 2 ). In our analysis, we partition time into phases, where the first phase starts at time 0 and where phases are maximal time intervals in which each server is moved at most once (cf. Def. 5.1 in the formal analysis of the algorithm).
The above argument implies that after each phase r min increases by at least one and therefore at any time t in phase p, we have r min (t) ≥ p − 1 and at the end of phase p, we have r min (t) ≥ p. In Section 5.3, the more general form of this statement appears in Lemma 5.1. There, γ p is defined to be the smallest service cost improvement of any movement in phase p (γ p = 1 in the simple case considered here), and Lemma 5.1 shows that r min grows by at least γ p in phase p. Assume that at some time t in phase p, a server is moved from a node u to a node v. Because node u already had its server at the end of phase p − 1, we have r u,t = r min (t) ≥ p − 1. Consequently, at the end of phase p, there is at least one node (the source of the last movement) that has no server and at least p − 1 requests. The corresponding (more technical) statement in our general analysis appears in Lemma 5.3.
We will bound the total cost of the online algorithm and an optimal offline algorithm from above and below, respectively, as a function of the optimal service cost. Hence, the ratio between these two total costs provides the desired competitive factor. Our algorithm guarantees that at all times, the service cost is within fixed bounds of the optimal service cost (in the simple case here, the service cost is always equal to the optimal service cost). Knowing that there are nodes with many requests and no servers, therefore allows to lower bound the optimal service cost. In the general case, this is done by Lemmas 5.6 and 5.7. In the simple case, considered here, as at the end of phase p, there are k nodes with at least p requests (the nodes that have servers) and there is at least one additional node with at least p − 1 requests, we know that at the end of phase p, the optimal service cost is at least p − 1. Consequently, the online algorithm (in the simple case) pays exactly the optimal service cost (as mentioned before, in the general case, the service cost is within fixed bounds of the optimal service cost) and at most (p − 1)k as movement cost. Hence, the total cost paid by online algorithm is at most a factor k + 1 times the optimal service cost since the optimal service cost is at least p − 1. By choosing α which is slighly larger than 1 and a larger β (β ≥ k), the algorithm becomes more lazy and one can show that the difference between the number of movements of A and the optimal service cost becomes significantly smaller. Also note that by construction, the service cost of A is always at most αS * t + β ≤ αS O t + β. When analyzing our algorithm, we mostly ignore to take into account the movement cost of an optimal offline algorithm. We only exploit the fact that by the time A decides to move a server for the first time, any other algorithm must also move at least one server and therefore the optimal offline cost becomes at least 1.
Upper Bound Analysis
In the following, we show that how to upper bound the combined cost (service cost and movement cost) of our online algorithm A by a function of the combined cost of an optimal offline algorithm O. Clearly, the algorithm at all times t ≥ 0 guarantees that the service cost can be bounded as
In order to upper bound the combined cost, it therefore suffices to study how the movement cost M A t of the online algorithm grows as a function of the combined optimal offline algorithm cost. Let O be an optimal offline algorithm and let F O (t) be the configuration of O at time t. Recall that χ(F 0 , F O (t)) denotes the total number of movements required to move from the initial configuration to configuration F O (t). We therefore have Cost
. In order to upper bound M A t as a function of Cost O t , we will upper bound it as a function of S * t + χ(F 0 , F O (t)). Instead of directly dealing with χ(F 0 , F O (t)), we will make use of the fact that our analysis works for a general cost function σ satisfying the conditions given in (4), (5), (6) , and (7). Given a service cost function σ, consider a function σ ′ which is defined as follows: ∀v ∈ V, ∀x ∈ {0, . . . , k} , ∀y ∈ N 0 : σ
where f v (t) is the number of servers at time t on node v. Clearly, σ ′ also satisfies the conditions given in (4), (5), (6) , and (7). In addition, for any time t and any configuration F = {(v, f v ) : v ∈ V }, we have
where S ′ t (F ) refers to the total service cost w.r.t. the new cost function σ ′ . Hence, S ′ t (F ) exactly measures the sum of service cost and movement cost of a configuration F . Of course now, in all our results, S * t corresponds to the combination of service and movement cost of an optimal configuration F * .
We are now going to analyze the algorithm of Section 5.1. In the following, whenever we refer to the algorithm introduced in Section 5.1, we omit the superscript A. In our analysis, we will bound the total costs of optimal offline algorithm O and online algorithm A from below and above, respectively, as functions of optimal service cost and thus provide the upper bound (competitive factor) promised in Theorem 3.2. Hence we first go through calculating the optimal service cost.
For the analysis of the described online algorithm, we partition the movements into phases p = 1, 2, . . . , where roughly speaking, a phase is a maximal consecutive sequence of movements in which no server is moved twice. We use m p to denote the first movement of phase p (for p ∈ N). In addition, we define v src,A m and v dst ,A m to be the nodes involved in the m-th server move, where we assume that A moves a server from node v src m to v dst m . Formally, the phases are defined as follows. 
Definition 5.1 (Phases
For a phase p ≥ 1, let λ p := m p+1 − m p be the number of movements of Phase p.
Optimal Service Cost Analysis
The algorithm moves servers in order to improve the service cost. Throughout the rest of the paper, we use τ A m to denote the time of the m th movement. For a given movement m, we use γ(m) > 0 to denote service cost improvement of m. Further, we use F 0 to denote the initial configuration of the k servers and for a given (deterministic) algorithm A, for any m ≥ 1, we let F A m = (v, f A v,m ) : v ∈ V be the configuration of the k servers for A after m server movements (i.e., after m server movements of A, node v has f A v,m servers).
For each Phase p, we define the improvement γ p of p and the cumulative improvement Γ p by Phase p as follows
We are now ready to prove our first technical lemma, which lower bounds the cost of removing servers from nodes with servers (for all v ∈ V such that f v ≥ 1) at any point in the execution. The result of following Lemma implies that removing any server of an optimal configuration during some phase p increases the optimal service cost at least Γ p−1 (and Γ p at end of phase p) since the servers of an optimal configuration are located at places with maximum number of requests. 
where p is the phase in which movement m occurs.
Proof. We will show that for each server movement m ∈ N of the algorithm, it holds that
where p is the phase in which movement m occurs (i.e., the claim of the lemma holds immediately after movement m). The lemma then follows because (i) any configuration {(v, f v ) : v ∈ V } occurring after movement m is the configuration F m ′ for some movement m ′ ≥ m, (ii) the values Γ p−1 are monotonically increasing with p, and (iii) by (7), for all v ∈ V , the value σ v,t (f − 1) − σ v,t (f ) is monotonically non-decreasing with t.
It therefore remains to prove (24) for every m, where p is the phase of movement m. We prove a slightly stronger statement. Generally, for a movement m ′ and a phase p ′ , let V dst p ′ ,m ′ be the set of nodes that have received a new server by some movement m ′′ ≤ m ′ of Phase p ′ . Hence,
We show that in addition to (24), it also holds that
We prove (24) and (25) (24) and (25) hold immediately before movement m and thus,
If m is not the first movement of Phase p, Inequalities (26) and (27) follow directly from the induction hypothesis (for m − 1) and from (7). Let us therefore assume that m is the first movement of Phase p. Note that in this case V dst p,m−1 = ∅ and (27) therefore trivially holds. Because m > 1, we know that in this case p ≥ 2. From the induction hypothesis and from (7), we can therefore conclude that for every node v ∈ V dst p−1,m−1 (every node v that is the destination of some server movement in Phase p − 1), we have
Note that for all these nodes, we have f v,m−1 > 0. Because m is the first movement of Phase p, Definition 5.1 implies that v src m ∈ V dst p−1,m−1 . Applying (17), we get that for
and therefore (26) also holds if m ≥ 2 is the first movement of some phase.
We can now prove (24) 
as well as
We have f v src m ,m = f v src m ,m−1 − 1 and f v dst m ,m = f v dst m ,m−1 + 1. Inequality (28) therefore directly follows from (26) and from (6) . For (29), we have
This completes the proof of (24) and (25) and thus the proof of the lemma.
For each phase number p, let θ p := τ mp be the time of the the first movement m p of Phase p. Before continuing, we give lower and upper bounds on γ p , the improvement of Phase p. For all p ≥ 1, we define 
Proof. For the upper bound, observe that we have
as clearly the service cost cannot be improved by a larger amount. Because at all times t, the algorithm keeps the service cost below αS * t + β, we have S τm−1 (F m−1 ) < αS * τm−1 + β ≤ αS * τm + β. The upper bound on γ(m) follows from (30) and because S * τm ≤ S * θ p+1
. For the lower bound on γ(m), we need to prove that χ(F m−1 , F * ) ≥ η p /γ(m). Because the algorithm moves a server at time τ m , we know that S τm (F m−1 ) ≥ αS τm (F * ) + β and applying the Definition (30) of η p , we thus have S τm (F m−1 ) − S τm (F * ) ≥ η p . Intuitively, we have χ(F m−1 , F * ) ≥ η p /γ(m) because the algorithm always chooses the best possible movement and thus every possible movement improves the overall service cost by at most γ(m). Thus, the number of movements needs to get from F m−1 to an optimal configuration F * has to be at least η p /γ(m). For a formal argument, assume that we are given a sequence of ℓ := χ(F m−1 , F * ) movements that transform configuration F m−1 into configuration F * . For i ∈ [ℓ], assume that the i th of these movements moves a server from node u i to node v i . Further, for any i ∈ [ℓ] let f i be the number of servers at node u i and let f ′ i be the number of servers at node v i before the i th of these movements. Because the sequence of movements is minimal to get from F m−1 to F * , we certainly have
For the service cost improvement γ of the i th of these movements, we therefore obtain
The last inequality follows from (17) , (18) , and (22). As the sum of the ℓ service cost improvements has to be at least η p , we obtain ℓ = χ(F m−1 , F * ) ≥ η p /γ(m) as claimed.
We can now lower bound the distribution of requests at the time of each movement.
Lemma 5.3. Let m be a movement of Phase p (for p ≥ 1). Then, there are integers
and
Proof. It suffices to prove the statement for t = τ m . For larger t, the claim then follows from (7) . Consider an optimal configuration 
Otherwise, moving a server from u to v would (strictly) improve the configuration F * . By Lemma 5.1, we have
To prove the lemma, it therefore suffices to show that v∈V max {f v,m−1 , f * v } ≥ k + η p /γ(m), as we can then set ψ v := max {f v,m−1 , f * v } and (32) implies the claim of the lemma. By (3), we have
We therefore need that χ(F m−1 , F * ) ≥ η p /γ(m), which follows from Lemma 5.2.
In the next lemma, we derive a lower bound on S * θp , the service cost of optimal configuration when Phase p starts. For each phase p ≥ 1, we first define S p as follows.
For p ≥ 3 :
Proof. We prove the lemma by induction on p. Induction Base (p = 1, 2): Using (20) we have S * θ 1 ≥ 1 and since
Induction
Step (p > 2): We use the induction hypothesis to assume that the claim of the lemma is true up to Phase p and we prove that it also holds for Phase p + 1. Therefore by the induction hypothesis, for all i ∈ [p],
For all i ∈ [p], we define η i := (α − 1)S i + β and δ i := max
γp . As a consequence of (30) and (34), we get that η i ≥ η i for all i ∈ [p]. In the following, let p ′ ∈ [2, p] be some phase. Lemma 5.3 implies that after the last movement m of Phase p ′ , there are non-negative integers
As there are only k servers for any feasible configuration F = {(v, f v )}, we have v∈V f v = k and therefore
Hence, after the last movement of Phase p ′ , for any feasible configuration F , we have
At the beginning of Phase p + 1 (for p ≥ 2), the total optimal service cost therefore is
We define ζ i for all i ∈ [3, p] as follows:
Using the definition of δ i , we thus have
Considering the definition of η i we get
We therefore have ζ p+1 = S p+1 directly from (33) and thus the claim of the lemma follows.
In order to explicitly lower bound the optimal service cost after p phases, we need the following technical statement. c i . Further, let λ ≥ 0 be an arbitrary non-negative real number. We have
Proof. The first part of the claim follows from the means inequality (the fact that the arithmetic mean is larger than or equal to the geometric mean). In the following, we nevertheless directly prove both parts together. We let x = (x 1 , . . . , x ℓ ) ∈ R ℓ be a vector ℓ real variables and we define multivariate functions f (x) : R ℓ → R and g(x) : R ℓ → R as follows:
We further define X ⊂ R ℓ as X :
We need to show that for x ∈ X, f (x) and g(x) are lower bounded by the right-hand sides of Inequalities (I) and (II) above, respectively. Note that X is a closed subset of R ℓ and because c min > 0, both functions f (x) and g(x) are continuous when defined on X. The minimum for x ∈ X is therefore well-defined for both f (x) and g(x). We show that both f (x) and g(x) attain their minimum for
Note that x * is the unique configuration x ∈ X to the following system of equations
Because we know that min x∈X f (x) = f (x * ) and min x∈X g(x) = g(x * ), it is therefore sufficient to show that for any y ∈ X that does not satisfy (37), f (y) and g(y) are not minimal. Let us therefore consider a vector y = (y 1 , . . . , y ℓ ) ∈ X that does not satisfy (37). First note that both f (x) and g(x) are strictly monotonically increasing in x 1 and strictly monotonically decreasing in x ℓ . If either y 1 > c min or y ℓ < c max , it is therefore clear that f (y) and g(y) are both not minimal (over X). Let us therefore assume that y 1 = c min and y ℓ = c max .
From the assumption that y does not satisfy (37), we then have an i 0 ∈ {2, . . . , ℓ − 1} for which
and thus y i 0 = √ y i 0 −1 y i 0 +1 . We define a new vector y ′ = (y ′ 1 , . . . , y ′ ℓ ) ∈ X as follows. We have y ′ i 0 = √ y i 0 −1 y i 0 +1 and y ′ i = y i for all i = i 0 and we will show that f (y ′ ) < f (y) and g(y ′ ) < g(y). Define
We then have
Note that λ ≥ 0 and C > 0. In both cases, we therefore need to show that
:
This follows because the function h : [c min , c max ] → R, h(z) :=
is strictly convex for z ∈ [c min , c max ] and it has a stationary point at z = √
As long as (α − 1)S * θp < β, the effect of the (α − 1)S * θp -term on η p (and thus of the αS * t term in (2)) is relatively small. Let us therefore first analyze how the service cost grows by just considering terms that depends on β (and not on α).
Lemma 5.6. For all p ≥ 3, we have
Proof. Assume that S * θp < β/(α − 1) as otherwise the claim of the lemma is trivially true. By Lemma 5.4, using α ≥ 1, for all p ≥ 3, we get
for all p ≥ 3. We define γ min = min {γ 1 , . . . , γ p−1 } and γ max = max {γ 1 , . . . , γ p−1 }. By Lemma 5.2 and because η 1 ≤ · · · ≤ η p−1 , we have γ min ≥ η 1 /k and γ max ≤ η p . From α ≥ 1 and (30), we have η 1 ≥ (α − 1) + β since we know S * θp ≥ 1 for p ≥ 1 regarding to (20) . Further, we have η p = (α − 1)S * θp + β < 2β. We therefore have γ min ≥ [(α − 1) + β]/k and γ max < 2β and thus
The lemma now follows from (39) and from Inequality (I) of Lemma 5.5.
On the other hand, as soon as S * θp > max 1, β α−1 , the effect of the β-term in (2) becomes relatively small. As a second case, therefore, we analyze how the service cost grows by just considering terms that depends on α (and not on β). 
Proof. By Lemma 5.4, using β ≥ 0, for all p > p 0 , we get S p ≥ 1 + (α − 1)
for all p ≥ p 0 . Similarly to before, we define γ min = min {γ p 0 −1 , . . . , γ p−1 } and γ max = max {γ p 0 −1 , . . . , γ p−1 }. By Lemma 5.2, the assumptions regarding p 0 , and because the values η i are non-decreasing in i, we have
The last inequality follows because S * θp ≥ S p ≥ S p 0 ≥ max 1, β α−1 and by applying (1). We can now apply Inequality (II) from 5.5 to obtain
In the following, assume that
Note that if (42) does not hold, the claim of the lemma is trivially true. By replacing S * θp on the right-hand side of (41) with the upper bound of (42), we obtain
The lemma then follows because we assumed that S p 0 ≥ max 1, β α−1 .
Optimal Offline Algorithm Total Cost
Service Cost: In order to minimize the service cost, we can simply bound the service cost of O as follows
Movement Cost: To simplify our analysis, we take no notice of movement cost by optimal offline algorithm since it has no substantial effect on the competitive factor we will provide since O has to pay at least the optimal service cost which we show it is large enough. The total cost of optimal offline algorithm, therefore, is bounded as follows Cost
Online Algorithm Total Cost
Service Cost: The online algorithm like any other algorithm has to keep the service cost smaller than a linear function of optimal service cost as mentioned in (2) . In other words, the configuration of servers at any time has to be feasible as defined in Section 2. Thus
Movement Cost: First, using Definition 5.1 we bound the number of movement in each phase. As a result of above observation and Lemma 5.6 and Lemma 5.7, it is possible to prove the following lemma to bound the number of online algorithm movements by means of optimal service cost.
Lemma 5.9. For any α ≥ 1 and β satisfying (1), there is a deterministic online algorithm A, such that for all times t ≥ 0, the total movement cost M A t is bounded as follows.
• If α = 1, for any ℓ ≥ 1, ε > 0, and β ≥ k(2k) 1/ℓ /ε, we have
• For α ≥ 1 + ε where ε > 0 is some constant and any β satisfying (1), we have
Proof. First note that by Observation 5.8, the movement cost of our algorithm by time θ p is at most
Together with the lower bounds on S * θp of Lemmas 5.6 and 5.7, this allows to derive an upper bound on the movement cost of our algorithm as a function of S * θp . Note that as all upper bound claimed in the lemma have an additive term of O(k) (with no specific constant), it is sufficient to prove that the lemma holds for all time t = θ p , where p ≥ 2 is a phase number.
Let us first consider the case where α = 1. Because in that case β/(α − 1) is unbounded, we can only apply Lemma 5.6 to upper bound the movement cost as a function of S * t . We choose ℓ ≥ 1 and assume that β ≥ k(2k) 1/ℓ /ε for ε > 0. Together with (45), for p ≥ ℓ + 2, Lemma 5.6 then gives
The first part of lemma 5.9 then follows because the total movement cost for the first ℓ + 2 phases is at most O(ℓk). The special cases are obtained as follows. For β = Ω (k + k/ε), we set ℓ = Θ(log k) and every ε > 0, whereas for β = Ω(k log k/ log log k), we set ε = Θ(log log k/ log 1−δ k) and ℓ = Θ 
We therefore get
The second claim of lemma 5.9 then follows by showing that
If S 0 = 1, we have p 0 = 2. Otherwise, we can apply Lemma 5.6 to upper bound p 0 as the smallest value p 0 for which
log log k , the assumption that α is at least 1 + ε for some constant ε > 0 gives that p 0 = Θ log k log log k . Otherwise, (i.e., for large α), we obtain p 0 = Θ(log α−1 k) = Θ(log α k).
Note that by choosing α > 1, the dependency of the movement cost M A t on the optimal service cost S * t is only logarithmic because terms min log k log log k , log α k and log α k 1+β are dominated by log k.
Proof of Theorem 3.2. Putting (43), (44), and Lemma 5.9 all together conclude the claim of theorem.
Lower Bound
The aim of this section is to prove our lower bound theorem stated in Section 3. As discussed in Section 3, the lower bound even holds for a natural special case where each node v ∈ V can only have either 0 or 1 servers.
Assume that we are given parameters α ≥ 1 and β such that (1) holds and an algorithm A which guarantees that (2) remains satisfied at all times t. In the following, let O be any optimal offline algorithm. Given A, we construct an execution in which A has to perform a large number of movements while the optimal service cost does not grow too much. Analogously to the analysis of the upper bound, we divide time into phases such that in each phase, A has to move Ω(k) servers and the optimal service cost grows as slowly as possible. For p phases, we define a sequence of integers k/3 ≥ n 1 ≥ n 2 ≥ . . . n p ≥ 1 and values Γ 1 < Γ 2 < · · · < Γ p . In the following, let v be a free node if v does not have a server. Roughly, at the beginning of a phase i, we choose a set N i of n i (ideally) free nodes and make sure that all these nodes have Γ i requests. Note that constructing an execution means to determine where to add the request in each iteration. The value Γ i is chosen large enough such that throughout phase i a service cost of n i Γ i is sufficiently large to force an algorithm to move. Hence, whenever there are n i free nodes with Γ i requests, A has to move at least one server to one of these nodes. For each such movement, we pick another free node that currently has less than Γ i requests and make sure it has Γ i requests. We proceed until there are k nodes with Γ i requests at which point the main part of the phase ends. Except for the nodes in N i , each of the k nodes with Γ i requests leads to a movement of A and therefore, A has to move at least k − n i = Ω(k) servers in phase i. At the end of phase i, we can guarantee that there are exactly k nodes with Γ i requests, n i nodes with Γ i−1 requests, n i−1 − n i nodes with Γ i−2 requests, etc. Assuming that for all v, σ v (x, y) = (1 − x)y, we can then compute the optimal service cost after phase p as
The service cost paid by A at time t can not be smaller than S * t . By contrast, the optimal offline algorithm moves at most n i−1 − n i + 1 times in each phase i > 1 (in the first phase it moves just once) and at most n p at the end of the last phase to locate its servers in the optimal configuration. Therefore by the end of phase p, O has to pay at most O(n 1 + p) as the total movement cost. If we choose p ≥ k, the total movement cost paid by O is O(p) by end of phase p, while the online algorithm has to pay Θ(pk) in total by this time. The service cost of O equals the optimal service cost at the end of phase p. By choosing the values n i appropriately, we obtain the claimed bounds.
Lower Bound Execution
We need n to be sufficiently large, for simplicity assume that n ≥ 3k. As we can assume that each node either has 0 or 1 server, we slightly overload notation and simply denote a feasible configuration by a set F ⊂ V of size |F | = k. Further, we assume all servers are at the same locations at the beginning (i.e. t = 0) without loss of generality. At each point t in the execution, an optimal configuration F * t places servers at the k nodes with the most requests (breaking ties arbitrarily if there are several nodes with the same number of requests). Also, at a time t the optimal service cost is equal to the total number of requests at nodes in V \ F * t for an arbitrary optimal configuration F * t . Time is divided into phases. We construct the execution such that it lasts for at least k phases. As described in the outline, we define integers Γ 1 < Γ 2 < . . . such that at the end of phase i, there are exactly k nodes with Γ i requests (and all other nodes have fewer requests). For each phase i, we define V i to be this set of k nodes with Γ i requests. We also fix integers k/3 ≥ n 1 ≥ n 2 ≥ · · · ≥ 1 and at the beginning of each phase i, we pick a set N i of n i nodes to which we directly add requests so that all of them have exactly Γ i requests. For i = 1, we pick N 1 as an arbitrary subset of V \ F 0 . We define V 0 := F 0 . For i ≥ 2, we choose N i as an arbitrary subset of V i−2 \ V i−1 . Clearly, at the end of phase i, we have N i ⊆ V i as otherwise there would be more than k nodes with exactly Γ i requests. Note that because N i−1 ⊆ V i−1 and because N i−1 ∩ V i−2 = ∅, V i−2 \ V i−1 contains n i−1 ≥ n i nodes and it is therefore possible to choose N i as described. Note also that because N i ⊆ V i−2 \ V i−1 , at the beginning of phase i all nodes in N i have exactly Γ i−2 requests. The remaining ones of the k nodes that end up in V i (and thus have Γ i requests at the end of phase i) are chosen among the nodes in V i−1 . Consequently, at the end of phase i − 1 and thus at the beginning of phase i, there are exactly k nodes V i−1 with Γ i−1 requests, n i−1 nodes V i−2 \ V i−1 with Γ i−2 requests, n i−2 − n i−1 requests V i−3 \ (V i−2 ∪ N i−1 ) with Γ i−3 requests, n i−3 − n i−2 nodes with Γ i−4 requests, and so on. Now, n i of the nodes in V i−2 \ V i−1 are chosen as set N i and we increase their number of requests to Γ i . From now on, throughout phase i, there are k + n i nodes with at least Γ i−1 requests such that at most k of these nodes have Γ i requests. The number of nodes with less than Γ i−1 requests is the same as at the end of phase i−1. In fact nodes that are not in V i−1 ∪N i do not change their number of requests after phase i − 1. As a consequence of the execution, after increasing the number of requests in N i to Γ i , the optimal service cost remains constant throughout phase i ≥ 1 and it can be evaluated to
(n j − n j+1 )Γ j−1 .
For convenience, we also define Σ * 0 := 0 and moreover Σ * 1 = 0 since there are at most k nodes with Γ 1 requests at the end of phase 1.
In the following, let v be a free node at some point in the execution, if the algorithm currently has no server at node v. We now fix a phase p ≥ 1 and assume that we are at a time t, when we have already picked the set N p and increased the number of requests of nodes in N p to Γ p . By the above observation, we have S * t = Σ * p and therefore A is forced to move if there are n p free nodes with Γ p requests and if we choose Γ p such that
We can now describe how and when the remaining k − n p nodes of V p are chosen after picking the nodes in N p . As described above, the nodes are chosen from V p−1 . We choose the nodes sequentially. Whenever we choose a new node from V p , we pick some free node v ∈ V p−1 with less than Γ p requests and increase the number of requests of v to Γ p . As described above, Γ p is chosen large enough (as given in (47)) such that throughout phase p there are never more than n p − 1 free nodes with Γ p requests. Because |N p ∪ V p−1 | = k + n p , as long as there are at most k nodes with Γ p requests there always needs to be a free node v ∈ V p−1 that we can pick and we actually manage to add k nodes to V p .
Future Work
A possible way to extend the work of this paper could be to study an online version of MFLP [11] (OMFLP). In [4] , it is shown that exploiting the randomized low-stretch hierarchical tree decomposition of [9] , it is possible to obtain a polylogarithmic competitive ratio for the k-server problem. Combined with the general cost functions studied in the present paper, a similar approach could work for OMFLP. On each level of the hierarchical decomposition, the cost of each subtree can potentially be modelled using a cost function similar to what we use in the present paper. Note that the lower bound of Theorem 3.3 already applies to OMFLP, even for a uniform underlying metric. Another natural direction would be to study randomized online algorithms for minimizing the movements in our model against an oblivious adversary.
