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ABSTRACT 
The Impact of Uncertainty in Operational Modal Analysis 
for Structural Identification of Constructed Systems 
Suleyman Korhan Ciloglu 
Prof. A.E. Aktan 
 
 
 
Structural identification (St-Id) may be defined as the parametric correlation of structural response 
characteristics predicted by a mathematical model with analogous quantities derived from 
experimental measurements. Advancement in analytical and experimental technologies fostered the 
St-Id research since its introduction to engineering mechanics in mid-seventies. Even though those 
efforts resulted in successful application examples in aerospace and automotive industries, possible 
benefits of St-Id has not been enjoyed in management of large constructed systems such as highway 
bridges and tunnels. 
It is generally acknowledged that most critical infrastructure systems have been falling short of 
providing satisfactory operational performance under everyday demands, and their constructed 
elements have been appraised to have poor structural conditions. In the last decade there has been a 
great thrust for objective condition assessment, and non-destructive evaluation methods. Finite 
element modeling has evolved as the primary mathematical modeling tool for descretization of 
complex constructed systems, as experimental modal analysis has become a mature experimental 
technique for mathematical model updating. 
Operational modal analysis is a new term encompassing modal analysis methods that use output-only 
measurements and it has drawn a lot of interest mainly because of its relative ease of applicability on 
large structures. A number of research studies on real structures revealed that complexities related to 
inherent uncertainty mechanisms in constructed systems limit the reliably of the identified modal 
properties. Even though the adverse impacts of uncertainty in operational modal analysis and St-Id 
 xv
have been addressed in the literature there has not been a systematic attempt to investigate them. 
This thesis has been structured to provide an insight into relative impacts of different uncertainty 
sources in operational modal analysis. Uncertainty impacting operational modal analysis was grouped 
into four categories: (1) Structural complexity, (2) Characteristics of random excitation, (3) Signal 
preprocessing approaches (4) Modal parameter identification algorithms. 
Results of the study showed that each category of uncertainty and their sub-categories have different 
levels of impact on the final results and the ultimate success in an operational modal analysis study on 
a constructed system is governed by how well the uncertainties are mitigated during the study. 
 
 
 1
CHAPTER 1 : INTRODUCTION 
1.1. Overview of Structural Identification 
The concept of system identification (Sys-Id) stems from electrical engineering and may be defined 
as estimation of a system based on correlations of its inputs and outputs. The system identification 
concept has flourished in the past several decades as numerous engineering disciplines have 
recognized its value. Today, system identification concept serves as a crucial tool for addressing 
problems in mathematics, physics, engineering and social sciences (Kossiakoff and Sweet, 2002). 
Structural identification (St-Id) is a subset of Sys-Id, which has been adapted to mechanical 
(manufactured) and constructed (civil) systems and may be defined as “the parametric correlation of 
structural response characteristics predicted by a mathematical model with analogous quantities 
derived from experimental measurements” (Doebling et. al. 2000). Structural identification concept 
was introduced to engineering mechanics by Hart and Yao (1977) and to civil-structural engineering 
by Liu and Yao (1978). Currently, St-ID remains as active research area in engineering mechanics. 
Structural identification may be illustrated as a process consisting of six individual steps (Fig. 1.1). 
The mathematical model in the St-Id process governs the modality of the controlled experiment and 
the other parameters involved in the remaining steps. Therefore, different modeling approaches would 
require different experimentation and data processing methods. Mathematical modeling methods used 
in St-ID may be classified in two major groups i.e. Physic based (PB) and Non-Physics based (NPB) 
modeling.  
NPB techniques are mostly data-driven approaches, which are attractive for modeling complex 
phenomena, automation, real-time St-Id, continuous monitoring and minimizing errors due to user 
interaction. However, they may not be effective since they cannot simulate physical phenomenon 
without the help of PB based models and heuristics. On the other hand, PB models facilitate heuristics 
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and can be used to simulate behavior under different loading conditions. Details of PB and NPB 
models will be discussed in Chapter 4. 
Controlled static tests and dynamic tests have been implemented as experimental tools for St-Id. 
Controlled static test methods can reveal a structure’s flexibility coefficients along with information 
about the force distribution throughout the structure. However, implementations of controlled static 
tests on large infrastructure are logistically difficult, expensive and furthermore the amount of static 
load that can be applied to a large structural system during the test is generally quite small compared 
structure’s inherent load capacity and the results may be highly influenced by local properties of the 
structure. Despite its drawbacks, there are sparse successful examples of St-Id utilizing static load test 
methods on real structures exist (Schwesinger et.al., 2000). On the other hand, modal parameters i.e. 
natural frequencies, damping factors and mode shapes are global properties of a structural system. 
They are directly related to structure’s mass and stiffness distribution, which are influenced by 
changes in support and continuity conditions as well as material properties. Different experimental 
modal parameter identification techniques are available for quantification of modal properties. When 
the modal parameters are reliably identified results can be directly used in the St-ID process for 
model calibration. The ultimate goal in St-Id is to have a calibrated model of the structural system, 
which can then be utilized for damage detection and condition assessment.  
Currently, the most commonly used PB St-Id facilitates linear(ized) FEM for mathematical 
description of structure while utilizing experimental modal parameter identification techniques to 
discover modeled structure’s actual dynamic parameters. A drawback of this approach is that 
significant errors may occur depending on how severely the implicit assumptions of modal parameter 
identification (i.e linearity, stationarity and observability) are violated. 
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Figure 1 1:  Six step St-Id process 
Structures very large in size such as long-span highway bridges are hard to excite using common 
forced excitation tools (impact hammer, drop hammer or shaker). Furthermore, the application of 
forced excitation to a bridge requires extensive logistics support for successful execution. Operational 
modal analysis is a new term encompassing modal analysis methods that use output-only 
measurements i.e. ambient vibration testing, and it has drawn a lot of interest mainly because of its 
relative ease of applicability to large constructed structures. One of the main challenges to operational 
modal analysis is assessing the quality of processed test results when there is no previous reference 
for a structure’s dynamic properties. Reliability in the modal parameters that are extracted from 
operational modal analysis may be questionable because of the various uncertainties that impact 
different stages of an operational modal analysis. 
Numerous investigations focused on St-Id of constructed systems have taken place over the last 30 
years, despite advancements in the technology and successful examples in aerospace and automotive 
industries St-Id concept in civil/structural engineering has not evolved to a point where it could be 
accepted by the infrastructure owners as a routine or emergency maintenance tool for damage 
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detection or condition assessment. Hence it has enjoyed only sparse implementation, generally 
limited to signature structures. The difficulty with St-Id on constructed systems are commonly linked 
to high level of uncertainty involved in its implementation. A number of researchers (e.g. Peeters et. 
al. 2001, Farrar et. al. 1997) reported the variation in their findings as results of uncertainties involved 
in the St-Id process on the constructed system. 
A recent paper by Ang, entitled “Modeling and analysis of uncertainties for risk-informed decisions 
in engineering,” indicated:  “in considering uncertainties, it is important to recognize two broad types; 
namely, the aleatory type which is associated with natural randomness and the epistemic type which 
is associated with imperfect knowledge.” While most analytical researchers, as well as developers of 
technology for field measurements in a technology-push mode, have considered aleatory uncertainty 
as the principal cause for unreliability in measurement data, it is in fact the epistemic uncertainty that 
is the real barrier to data reliability. Furthermore, the very nature of epistemic uncertainty makes it 
very difficult to design research for a better understanding of this mechanism. 
Current status of St-Id in engineering mechanics indicates that extensive research effort is still needed 
especially in the area of understanding uncertainties involved in the St-Id process and generation of 
uncertainty mitigation measures. 
1.2. Problem Statement and Motivation 
Advancement in analytical and experimental technologies fostered the St-Id research since its 
introduction to engineering mechanics in mid-seventies. Many new methods have been developed for 
data processing and modal parameter identification where most of those data processing techniques 
were adapted from theory of controls and digital signal processing into structural engineering. Even 
though those efforts resulted in successful application examples in aerospace and automotive 
industries, possible benefits of St-Id has not been enjoyed in management of large constructed 
systems such as highway bridges, tunnels etc. 
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It is generally acknowledged that most critical infrastructure systems have been falling short of 
providing satisfactory operational performance under everyday demands, and their constructed 
elements have been appraised to have poor structural conditions (ASCE, Report Card for America’s 
Infrastructure, 2005). 
Highway bridges are typical examples of our nation’s deteriorating infrastructure. They are critical 
nodes of the highway transportation network, an infrastructure system considered as one of the 
critical foundations of the society. Nearly 30% of the entire U.S. bridge population (583,414 bridges) 
in the National Bridge Inventory (NBI) has been reported as “structurally deficient or obsolete” based 
on their “condition rating” and factors such as “posting” regardless of the factors such as size or 
relative importance (NBI, 1998). The bridge population continues to age, and we lack the funds for 
immediate rehabilitation or renewal of existing bridges that are deemed as “structurally deficient or 
obsolete.” As rehabilitation and replacement of posted bridges are deferred due to financial 
constraints, it has become even more important to be able to objectively evaluate the structural 
condition of bridges and prioritize their replacement in an integrated asset management framework. In 
the last decade there has been a great thrust for objective condition assessment, repair and renewal 
technologies, and non-destructive evaluation methods.  
St-Id is conceptually mature research area that can have a direct impact on the nation’s infrastructure 
management if its limitations and strengths are well understood. Many researchers have made 
valuable contributions to each step of the St-ID process (Fig. 1.1). There are a number of 
conferences/sessions organized by IMAC, TRB, SPIE, SAMPE and other organizations on this 
subject and great amount of information is already available, but St-Id cannot be reliably applied on 
constructed systems as a routine or emergency maintenance tool. 
The obstacles that prevent St-It from being utilized in a reliable manner can be briefly discussed in 
their relation to each step of structural identification (Fig. 1.1). It should be noted that every step is 
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open to interpretation and no specific guidelines exist as to how each step should be carried out 
1. Conceptualization 
Conceptualization of a large constructed system requires site inspection visits in addition to through 
study of structural blueprints, but the biggest factor in the first step is heuristics and level of expertise 
in conceptualizing a structural system.  
2. A priori modeling 
Linear FEM is considered as the primary mathematical modeling tool in this thesis. FEM element 
selection, boundary and continuity condition definitions and proper material property assignment is 
crucial for successful FEM simulations. 
3. Controlled experimentation 
As discussed in Chapter 1.1 different experimental techniques can be used in St-ID process, but 
modal testing is most common experimental tool in St-ID. Logistic difficulties associated with 
conducting an experiment on a large structure is obvious i.e. not being adequately excite the structure 
or running cables, service interruptions etc. may all adversely affect the quality of the experiment 
process. Operational modal analysis is a new term where the operating inputs i.e. live traffic loads, 
wind, temperature changes etc. are used as inputs and modal properties are identified under those 
inputs. From a logistics point of view operational modal analysis is easier to implement and costs less 
than other alternatives. Nevertheless, overcoming the logistic obstacles does suffice to reliably 
identify modal parameters from a constructed system. The result of the operational modal analysis 
study would be highly influenced by the uncertainties associated with structural complexity, 
operational inputs’ spatial, spectral characteristics as well as their amplitudes.  
4. Data Processing 
Different preprocessing techniques and modal parameter identification techniques exist. Especially, 
when operational modal analysis is used as an experimental tool, the uncertainty introduced by 
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selection of the preprocessing method becomes more critical. It is generally unknown whether quality 
of St-Id can be improved by utilization of certain modal parameter identification algorithm/s. 
5. Model Calibration and Parameter ID 
Optimization algorithms, model parameter selection/grouping for establishing objective functions are 
crucial steps in this process. The level of expected accuracy and model bandwidth requirements are 
influencing factors. 
6. Utilization 
Successful and meaningful completion of the prior step would enable one to utilize the calibrated 
model for damage detection and condition assessment. 
Review of the publications in St-Id points out that in spite of numerous contributions by many 
researchers on St-Id, the following issues have not been adequately addressed 
a) A better understanding of the mechanisms of uncertainty influencing data quality and data 
adequacy in field measurements and developing strategies and techniques that may help reduce and 
mitigate some of these mechanisms. For example, can we identify and extract some meaningful and 
reliable information from a contaminated data set? 
b) A better understanding and definition of “data quality” including density, modality, redundancy, 
bandwidth, duration, etc. together with a classification of obvious and subtle errors and how we may 
mitigate some of these by proper training, design and execution. 
c) A definition of “data adequacy” in order to reach the objectives of an experimental measurement, 
especially related to the “confidence” desired for “system-identification” and “management decision-
making” needs. 
The argument of uncertainty and data quality having a detrimental impact on the final results of St-Id 
has been addressed, but there has not been an attempt to systematically investigate epistemic 
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uncertainties involved in the St-Id process and this argument will constitute the core of this thesis. 
Uncertainty impacting the St-Id process may be grouped in three major categories: 1. Epistemic 
uncertainty: The uncertainty that originates from our incomplete knowledge of the system, which not 
only encompasses the structure with its subsystems, but also natural or controlled input conditions as 
well as our data processing tools for interpretation of signals. 2. Aleatory uncertainty: The uncertainty 
that originates from the natural randomness that is inherently present in the St-Id process. Electrical 
noise variation in random signals is an example of aleatory uncertainty. 3. Known sources of errors: 
The errors may be leaking into St-Id process at various stages due to lack of experience or other 
human related factors. 
Aleatory uncertainty can be detected and mitigated through statistical principles and numerical tools. 
Several researchers have developed a Bayesian framework to explicitly incorporate the uncertainties 
associated with the identified modal parameters within the model updating process (Beck et. al. 
2000). Known error sources can also be diminished by following good practice rules utilizing already 
available knowledge and experience in St-Id. However the impact of epistemic uncertainty is 
generally unknown and not widely documented. A number of researchers addressed the impact of 
epistemic uncertainty on St-Id in their works. Examples of reported cases will be discussed in detail 
in Chapter 2. All of those studies have helped researchers to understand the variation in the St-Id 
process to some extent and showed that the variation in results can be quite large depending on the 
complexity of the structure that is being analyzed, test method and data processing disciplines as well 
as human experience. The list of sources of uncertainty may be extended to cover a number of 
additional factors.  
There has not been a systematic attempt to investigate the impact of epistemic uncertainties in the 
realm of PB St-Id. A systematic study of uncertainties, especially studying epistemic uncertainty in a 
systematic manner will reveal invaluable information for the future of PB St-Id  
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1.3. Objective and Scope 
In the light of this motivation for addressing the impact of uncertainty, this thesis has been structured 
around the following objectives: 
• Address range of modeling, data processing and parameter identification techniques for St-Id. 
• Present St-Id examples on two different physical models with different levels of complexity. 
• Investigate the impact of uncertainties involved in the modal parameter identification process. 
• Propose and discuss data quality indicators for operational modal analysis. 
The common sources of uncertainty in the St-ID process are summarized in Fig 1.2. This thesis will 
mainly focus on steps three and four as they are the most critical steps in identification of modal 
parameters of a structural system. 
The highlighted uncertainties in Figure 1.2 will be addressed and discussed on two physical models in 
this thesis. Relative impact of uncertainties will be presented. The first model will be a single 
cantilever beam representing a “mechanically transparent” structure where the modal parameter of the 
structure can be calculated by a number of different methods (PDE, FEM and M K C modeling) and 
the results can be used to assess the impact of uncertainty in the experimental results. The second 
structure is a more complex grid-deck structure where the modal parameters can only be estimated by 
FEM and validation of experimental results is not straightforward since FEM and experimental modal 
analysis may both be scrutinized to achieve the true parameters of the structure. Details of the 
physical model are presented in Chapter 3. The model represents the behavior of most slab-on-beam 
type of bridges. 
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Figure 1.2: Uncertainties associated with St-Id process 
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• Demonstration of experimental analytical modal analysis on physical models with varying 
levels of complexity. 
• Derivation of modal parameter identification algorithms and discussion of their similarities 
and differences. 
 
Experimental scope: 
• Demonstration of experimental modal analysis with deterministic and random inputs on two 
different structures with different levels of complexity. 
• Investigation of the impact of different preprocessing methods on operational modal analysis. 
• Investigation of the impact of modal parameter identification method selection on the results 
of identified modal parameters under deterministic and different random inputs. 
1.4. Thesis Structure 
A definition and brief history of St-Id are presented in Chapter 1. Research needs in St-Id are 
discussed and problem statement and objectives are defined. Scope of the proposed study is 
presented. 
Chapter 2 includes a comprehensive literature review on St-Id research on real-life structures as well 
as related laboratory studies following an overview. Since operational modal analysis is studied as a 
primary experimentation tool for St-Id in this thesis examples of other researchers’ works related to 
this subject are discussed. Reported impacts of uncertainty in different research studies are addressed. 
Following the literature review, physical models used in the study and modeling alternatives of 
physical systems in St-Id are discussed in Chapter 3. Design details of physical models included in 
the study are given. Instrumentation and data acquisition systems are presented. 
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Different mathematical modeling options in St-Id are discussed in Chapter 4. FEM is presented as the 
primary physics-based mathematical modeling tool in St-Id. The use of a-priori FEM modeling step 
in St-Id is discussed along with FEM of the physical laboratory model. FEM and static test results’ 
correlation is discussed. The concept of modal flexibility is given in the same chapter and this concept 
is presented as a tool to identify the number of modes that need to be reliably identified in a certain 
frequency band of the structure. 
Analytical and experimental modal analysis theory is presented in Chapter 5. Different modal 
parameter identification algorithms are presented while addressing their similarities and differences. 
Impact testing and operational modal analysis is discussed in detail. Analytical and experimental 
concepts are demonstrated on a cantilever beam model.  
Series of tests on the physical model were designed and conducted for studying uncertainty associated 
with operational modal analysis. Uncertainty related to structural complexity, data preprocessing and 
parameter identification were studied individually. The tests and data processing schemes covered a 
broad range of different sources of epistemic uncertainty in operation modal analysis. The impact of 
excitation, different preprocessing approaches, data processing approaches and boundary conditions 
on the final results of an operational modal analysis are presented in Chapter 6 based on test results. 
Operational modal analysis results will be compared against impact tests conducted under the same 
physical and experimental constraints. 
Repeatability of operational modal analysis and assessment of data quality will be discussed in 
Chapter 7. A subset of the tests conducted within the scope of experimental work presented in 
Chapter 6 was repeated and differences in operational modal analysis results due to differences in 
data quality are discussed. 
Impacts of different sources of uncertainty on identified modal parameters are discussed in Chapter 8. 
The aim of this chapter is to summarize the spectrum of different tests’ results and analytical 
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modeling studies. Objectives presented in Chapter 1 will be revisited and conclusions derived from 
the study are addressed along with future research needs in the light of the presented study to improve 
St-Id for constructed systems. Recommendations will be made for successful implementation of 
operational modal analysis on large constructed systems. 
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CHAPTER 2 : LITERATURE REVIEW 
2.1. Overview 
The interest in dynamic behavior of structures started mainly in the 1930’s, due to the growing 
importance of understanding the dynamic performance of aircraft. Available tools to conduct 
experimental data acquisition were quite limited at that time and measurements were based on the 
free vibration at the tips of the wings, where a recording device plotted the free decay curve. 
Fundamental natural frequency and damping ratio, which are inherent dynamic properties of a 
structure, were calculated from these measurements. Later, shakers were utilized for dynamic testing 
by putting the test object into resonance. This type of test is also called resonance testing. Normal 
mode method was developed following resonance testing by positioning various shakers along an 
aircraft wing to identify multiple resonant frequencies and corresponding modal parameters. (Maia 
et.al. 2001). 
Development of Fast Fourier Transform (FFT) algorithm by Cooley and Tukey (1965) and 
advancements in digital computer technology in 1970’s formed a breakthrough in experimental modal 
analysis and dynamic testing of structures. FFT algorithm enabled a transformation of time domain 
signals to frequency domain and from frequency domain back to the time domain in very efficient 
way. As a result, the number publications and interest in modal analysis increased significantly. 
Following the FFT algorithm a number of different modal parameter identification algorithms have 
been developed, which will be covered in Chapter 5. 
Early examples of dynamic testing of structures were not limited to aerospace engineering. An early 
summary of dynamic testing of highway bridges in the U.S. performed between 1948 and 1965 was 
presented by Varney and Galambos (1966). Cantieni (1984) summarized dynamic load testing of 226 
beam and slab type highway bridges conducted in Switzerland between 1958 and 1981. Iwasaki, et. 
al. (1972) summarized tests performed in Japan between 1958 and 1969 to determine the dynamic 
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properties of bridge structures. 
Douglas and Reid (1982) were the first to employ a structural identification procedure to properly 
identify an analytical model based on vibration measurement of a bridge using a step-relaxation 
excitation method.  
Natke and Yao (1986) provided an overview of various aspects associated with structural 
identification and discussed critical research areas including damage detection and identification of 
nonlinearities. 
In 1990s, a dramatic increase was observed in the number of studies that utilized St-Id procedures. 
Raghavendrachar and Aktan (1992) employed St-Id in conjunction with multiple reference impact 
testing to investigate integrity monitoring and diagnostics of bridges. Throughout the mid-1990s a 
series of studies were carried out to investigate and develop an improved understanding of actual load 
resisting mechanisms of common bridge types using St-Id (Aktan et. al. 1995, 1996, Farhey et. al 
1997, Catbas et.al. 1998). Most of these studies employed multiple reference impact tests to develop 
modal flexibilities, which were validated by crawl-speed truck tests. Following the validation of 
response measurements, the results were used to calibrate the FEM of the structure. The authors noted 
that by incorporating the identified load carrying mechanisms (e.g. composite action for non-
composite bridges) into the analytical model, excellent correlation with the experiment was achieved. 
Two major benefits of integrating this type of experimentation with analytical modeling are: (1) 
Bridge rating factors obtained using the analytical models are several times (up to 4.0) higher than 
their counterparts obtained by idealized models (Aktan et. al. 1995). (2) Field calibrated models 
permitted best design for superload axle configuration, crossing paths and positions on bridges, as 
well as possible options for effective bridge strengthening when needed (Turer et. al. 1999) 
Significant amount of information is available in modal analysis literature. St-Id examples using 
modal analysis as the primary experimentation tool are usually presented in the literature in 
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conjunction with damage detection and condition assessment studies. Los Alamos National 
Laboratory (LANL) researchers (Sohn et.al. 2003) prepared a detailed literature review of damage 
detection methods on constructed systems. 
The main focus of the remaining part of this chapter will be to present St-Id studies on bridges, which 
are typical examples of real-life constructed systems. It should be noted that different test methods 
have been employed in the St-Id framework of constructed systems. Since ambient vibration testing 
constitutes the focal point of this thesis, examples of only ambient vibration studies on bridges will be 
presented in Chapter 2.2. The reported uncertainty mechanisms on real life structures will be 
discussed separately in Chapter 2.3. Laboratory benchmark physical modeling studies will be also 
addressed in Chapter 2.4. 
2.2. Reported Uncertainty Examples in St-Id of Constructed Systems 
The impact of uncertainty was addressed in some of the early works on ambient vibration testing of 
bridges. Ward (1984) reported the ambient vibration tests of 18 highway bridges using primarily 
traffic for excitation. It was addressed that these studies identified two fundamental challenges related 
to ambient testing: (1) the nature of input may cause peaks that are not related to structural modes. (2) 
If long time windows of data is taken the structure itself may undergo changes due to its non-
stationary nature. 
Brownjohn et. al. reported ambient vibration studies on the first and second Bosphorus bridges in 
Turkey (1989, 1992). Comparison of experimental results and analytical models was carried out and 
showed reasonable agreement except for lateral modes, which was attributed to the low degree of 
excitation. 
One of the most widely investigated and reported uncertainty on constructed systems involves their 
observed non-stationary behavior caused by environmental inputs such as temperature and humidity. 
Alampalli (1998) reported as much as 40% fluctuation over a 24 hour period in the mode shapes and 
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frequencies. However, the majority of the reports indicate impacts of somewhere between 5-20% 
(Moon and Aktan, 2006).  
Farrar et.al. reported forced and ambient vibration tests on the I-40 bridge over the Rio Grande in 
NM. The authors noted a 5-10% difference in modal frequencies and mode shapes over a 24 hour 
period, which was mainly attributed largely to temperature effects. Damage was induced to the same 
structure by cutting off the two primary plate girders at four different levels. The change in modal 
parameters as a result of the most severe damage case was comparable to the change due to 
environmental factors. (Farrar 1994) 
Peeters and DeRoeck carried out a detailed study on Z-24 bridge in Switzerland. They identified 
modal frequencies at a spectrum of temperatures and reported a bi-linear relationship between the 
temperature and natural frequency of the structure. The authors traced this bi-linear dependence to the 
influence of the wearing surface. Specially, during warm periods the asphalt stiffness was such that it 
did not contribute to the response; however during colder periods (<0 C) the stiffness of the wearing 
surface increased and thus participated in the bridge response. 
Other root mechanisms causing the nonstationary behavior reported in the literature are: Stiffening of 
expansion bearings (Fu and DeWolf 2001, Alampalli (1998)), temperature gradients (Cornwell et. al. 
1999) and internal redundancies (Catbas and Aktan 2002). 
Large constructed systems do not display well-defined boundary and continuity conditions. Luco et. 
al. (1988) performed forced vibration tests on the Millikan Library Building in CalTech Campus 
designed to isolate the effects of soil-structure interaction. Results indicated modal parameters of 
structure-foundation and soil system varied considerably from those associated with fixed-base 
conditions. Lenett et. al (1999) reported the St-Id of a deteriorated steel-stringer concrete slab bridge 
using impact and crawl-speed truck testing procedures. Results indicated that although no shear 
connections were present between the slab and stringers the bridge was behaving in a composite 
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manner due to chemical bond. 
Another important mechanism that greatly influences the identified parameters of a constructed 
system is the interaction between the primary sub-structural components, which may display large 
differences in stiffness and mass. For example, many old suspension bridges fall into this category 
where the towers are masonry displaying very high stiffness and mass compared to the flexible 
suspension span. Examples of this kind of structures are Ben Franklin Bridge in Philadelphia PA, 
Brooklyn Bridge in New York, NY. The eigenproblem of parameter identification on such structures 
becomes weakly-coupled. As a result, the vibration modes measured from one portion of the structure 
may be completely unrelated to that portion of the structure’s mass, stiffness and damping properties. 
Rather, the vibration modes may simply be a reflection of the modes in the other portion of the 
structure (Moon and Aktan, 2006). Grimmelsman and Aktan (2005) identified this issue during the 
St-Id of the Brooklyn Bridge carried out as part of a seismic assessment study focused on the masonry 
towers. Due to the difficulty and cost associated with providing forced excitation, the study relied on 
ambient excitation. Results indicated that the ambient excitation was dominated by traffic, which 
entered the towers only after being filtered by the flexible suspension spans. The towers were 
essentially being excited by a couple harmonic signals associated with the dominant modes of the 
spans. As a result, utilizing the identified tower modes to provide insight into seismic response, 
characterized by base excitation with higher frequency content, is questionable. 
Difficulties associated with excitation of large structures adequately to overcome ambient vibration 
were discussed by Wenzel and Pichler (2005). Farrar et. al. (2000) reported the results of vibration 
tests conducted on Alamosa Canyon Bridge in NM. In this study, several different excitation 
techniques including multiple impact, single impact, ambient traffic from an adjacent bridge, test 
vehicle were utilized. While the authors noted that the modal frequencies were and mode shapes were 
consistent, significant changes were observed in damping ratios which were correlated with the 
excitation amplitude. The authors pointed out that some of the modes identified by impact testing 
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could not be identified by ambient vibration testing. 
Ren et. al. (2004) reported ambient vibration testing, using traffic and wind excitation, of a steel-
girder arch bridge. The authors noted good agreement between frequencies identified by peak picking 
and Stochastic Subspace Identification (SSI) methods; however the SSI method provided superior 
mode shapes. 
Andersen et. al. (1999) reported a study, where the performance of four different system identification 
methods was compared using operational data obtained from an ambient vibration test of the Swiss 
Z24 highway bridge. The four methods were: frequency domain based peak-picking method, 
polyreference LSCE method, stochastic subspace method for estimation of state space systems and 
the prediction error method for estimation of Auto-Regressive Moving Average Vector models 
Lenett et. al. reported the impact of spatial characteristic of the input to identified modes. During the 
testing of the Seymour Bridge, a linear-mass shaker was located on the shoulder of the bridge so as to 
not impede the crawl-speed truck tests. However, due to this location being near a nodal point several 
modes of the structure could not be excited. Authors discussed independent quality checks of the 
obtained results. 
Kramer et. al. (1999) compared forced vibration testing and ambient vibration testing, on the bridge 
Z24 in Switzerland utilizing data collection methods, which allow sensor roving of one group while 
measuring another group of sensors.  
Aktan et. al. (1997, 1998) provided overviews of the experimental and analytical aspects of structural 
identification, respectively. 
Fujino et. al. presented forced and ambient dynamic tests of the Hakucho Bridge. Dense-array 
measurement was employed in order to capture the modal properties of the bridge. The natural 
frequencies and mode shapes obtained from the forced and ambient vibration tests agreed well with 
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those calculated by a three-dimensional finite element model. Authors showed that the natural 
frequency of the first vertical bending mode decreases noticeably as the wind speed increases. It is 
also shown that the shape of the first vertical bending mode changes slightly near the towers, 
depending on the wind velocity; this finding indicates that the change may be associated with friction 
in the bearings at the towers. 
Ko et. al. (2000) investigated the feasibility of vibration-based damage identification methods for the 
instrumented Tsing Ma Suspension Bridge with a main span of 1377 m. Emphasis was placed on how 
to deal with the noise-corrupted/uncertain measurement data and how to use the series data from the 
on-line monitoring system for damage detection. Numerical simulation studies of using the noisy 
series measurement modal data for damage occurrence detection with the auto-associative neural 
network and for damage localization with the probabilistic neural network are presented.  
Brownjohn et.al. (2003) showed that the alteration of boundary conditions was the principal cause of 
increase on modal frequency (up to 50%) on a bridge in Singapore. 
Wilson and Liu (1991) reported ambient vibration test of a cable-stayed bridge and noted the 
difficulty in determining the damping ratios, because of the non-stationary nature of the input. 
Buckland et.al. (1979) reported the vibration testing of a suspension bridge using a weighted 
pendulum, vehicle braking, and vehicle driving over timber boards for excitation. Experimental 
results compared well with analytical predictions except for torsional modes and the authors noted 
strong coupling between vertical and horizontal modes. 
2.3. Operational Modal Analysis Study Examples on Bridges 
The first study that used ambient vibration data to characterize modal properties of a bridge was 
reported by McLamore (1971). Abdel-Ghaffar and Housner (1978) investigated the extraction of 
damping values through ambient vibration tests on the Vincent-Thomas Suspension Bridge. 
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Tanaka and Davenport (1983) and Abdel-Ghaffar and Scanlon (1985) studied the ambient vibration 
response of Golden Gate Bridge. These studies used the same approaches that McLamore used in 
1971 they reported good correlations between the experimental and analytical results. Additional 
investigations were also conducted on the same structure (White and Pardoen, 1987) 
Brownjohn et. al. (1987) conducted an ambient vibration study of the Humber Suspension Bridge. 
This study was followed up by extensive monitoring investigation (1990-1991) to validate analytical 
models of the bridge and investigate the relationship between input and response parameters. The first 
and second Bosphorus suspension bridges were tested by Brownjohn et. al. (1989) and (1992), 
respectively. 
Recent examples that utilized ambient vibration testing (i.e. operational modal analysis) in the 
literature are as follows: 
Brincker et. al. (2000) presented ambient response analysis of the Great Belt Bridge, which is one of 
the largest suspension bridges in the world. The analysis was carried out in order to investigate the 
possibilities of estimating reliable damping values from the ambient response due to traffic and wind. 
The response data were analyzed using three different techniques: a non-parametric technique based 
on Frequency Domain Decomposition (FDD), a parametric technique working on the raw data in time 
domain, a data driven Stochastic Subspace Identification (SSI) algorithm and finally a covariance 
driven SSI technique. In a small frequency band from 0.17-0.30 Hz 5 modes were identified, and the 
quality of the modal estimates were evaluated based on MAC values on the mode shapes estimates 
and standard deviations on damping estimates. 
Asmussen et. al. (1998) presented an ambient vibration study of the Vestvej bridge. The bridge is a 
typical Danish two-span concrete bridge, which crosses a highway. The purpose of the study is to 
perform a pre-investigation of the dynamic behavior to obtain information for the design of a 
demonstration project concerning application of vibration based inspection of bridges. The data 
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analysis process of ambient vibration testing of bridges has traditionally been based on auto and cross 
spectral densities estimated using an FFT algorithm. In the pre-analysis state the spectral densities are 
all averaged to obtain the averaged spectral densities (ASD). From the ASD the eigenfrequencies of 
the structure can be identified. This information can be used in the main analysis, where all modal 
parameters are extracted from the spectral densities. Due to long cabling and low response levels 
(small ambient loads) the response measurements might have a low signal to noise ratio. Thus, it 
might be difficult to clearly identify physical modes from the spectral densities. The Random 
Decrement (RD) technique is another method to perform the data analysis process in the time domain 
only. In this paper, it is demonstrated how the RD technique can be used in the pre-analysis state in 
combination with the FFT algorithm, and how the technique can be used in a full analysis. 
Catbas et. al. presented ambient vibration test results of Commodore Barry Bridge, the largest 
cantilever truss bridge in the U.S. and limitations on St-Id of large constructed systems (Catbas et. al. 
2003). 
Brincker and Andersen (2000) presented ambient response analysis of the Heritage Court Building. 
The work is a part of a blind test organized by Professor Carlos Ventura, University of British 
Columbia. The response data were analyses using two different techniques: a non-parametric based 
on Frequency Domain Decomposition (FDD), and a parametric technique working on the raw data in 
time domain, a data driven Stochastic Subspace Identification (SSI) algorithm. Both techniques 
identified 11 modes under 10 Hz. One case of three close modes and one case of two close modes 
were identified. For all modes, natural frequencies identified by the two techniques showed good 
agreement, mode shape estimates were nearly identical, and damping ratios reasonably close and 
around 1-2% in the most cases. 
Pridham and Wilson (2002) employed the SSI technique to identify the modal parameters from 
ambient vibration data of the Vincent Thomas Suspension Bridge. 
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2.4. Laboratory Benchmark Studies 
Benchmark model tests, which are often performed in conjunction with round-robin studies, have 
served as an effective mechanism for evaluating the data post-processing, analytical modeling and 
simulation techniques in the case of mechanical systems. This approach has been employed by 
researchers to investigate different aspects of St-Id or structural health monitoring. 
To the author’s knowledge there are four reported laboratory benchmark studies where the models 
were used by a number of researchers to test different experimentation methods, parameter 
identification algorithms or damage detection techniques. 
University of Cincinnati (UC) Grid Structure 
This structure was proposed and designed by Aktan at the civil engineering department of UC. 
Longitudinal girders and lateral members of this structure were made of structural steel tubes that 
were mechanically interconnected by angles and gusset plates. Researchers investigated the full cycle 
of St-Id (Fig. 2.1) on this model. Aktan et. al. reported results of St-Id efforts on this model in a report 
(Aktan et. al., 1996) 
 
Figure 2.1: UC grid structure 
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IASC-ASCE SHM Task Group Benchmark Model: 
The primary objective of this task group is to address fundamental issues for health monitoring using 
structural response data that are needed to improve its effectiveness in detecting, locating and 
assessing damage produced by severe loading events and by progressive environmental deterioration. 
The health monitoring taskforce has been investigating various techniques through benchmark 
problem. The benchmark problem is based on the test structure at the University of British Columbia. 
This frame is a 2 x 2 bay-4 story, rectangular steel structure built at approximately one-third scale 
(Fig. 2.2). The model is 3.6m tall and 2.5m wide. This structure has been utilized as a test bed by a 
number of researchers. 
An example publication on this structure would be Beck and Bernal (2001) where the authors 
discussed the development of well-defined benchmark problems that allow comparison of 
performance of various techniques for realistic conditions. 
Other publications and activities related to this structure are accessible at: 
http://cive.seas.wustl.edu/wusceel/asce.shm/default.htm 
 
Figure 2.2: IASC_ASCE SHM Task group benchmark frame structure 
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Drexel University Grid/Deck Structure 
This structure was designed and in built in 1998 by Drexel University researchers under the guidance 
of Aktan. Grid/deck structure resembles the UC grid structure in terms of its structural details. It has a 
composite deck that is mechanically connected to the grid structure. Details of this structure will be 
discussed in Chapter 3 as it will be used as a test specimen in this thesis. 
Drexel University Grid/Deck structure was used by researchers in efforts related to St-Id. Ciloglu et.al 
(2004, 2005) discussed the impact of different uncertainty mechanisms on the final results of modal 
analysis studies on this structure. 
Steelquake Structure 
The “Steelquake” structure corresponds to a two-story frame as depicted in Fig. 2.3. It was 
investigated during the European COST F3 action as benchmark example to compare different 
damage identification algorithms at the European Joint Research Center JRC in Ispra, Italy. The main 
dimensions are 8m x 3m x 9m. The stories are a composite of corrugated steel sheets supporting a 
concrete slab having orthotropic elastic characteristics. The stories are connected by welded vertical 
steel columns and horizontal steel beams. The structure can be interpreted as a module of a high-rise 
building, which has been loaded via shakers to simulate an earthquake-like loading. 
It should be noted that in cases where prototype behavior is governed by intrinsic forces and other 
nonlinear and non-stationary phenomena, satisfying “similitude” by small-scale physical models 
becomes a challenge. Before embarking on model tests for evaluating damage evaluation techniques 
and indices for highway bridges, the issue of “similitude of uncertainty” must first be addressed. 
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Figure 2.3: Steelquake structure 
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CHAPTER 3 : PHYSICAL MODELS USED IN THE STUDY 
3.1. Overview of Physical Model Based Modal Parameter Id. Study 
As discussed in Chapter 2.4, laboratory benchmark modeling is a common physical modeling 
approach to test and demonstrate different aspects of St-Id. Two models have been utilized within the 
scope of the presented study. The first model is a cantilever beam model, representing the simplest 
form of a structural system and the second model is a relatively complex deck/grid system 
representing a bridge type structure. Details of both models will be described in this Chapter. 
3.2. Cantilever Beam 
3.2.1. Physical and Mechanical Attributes 
A cantilever beam was setup in the laboratory as a part of the physical modeling based modal analysis 
study.  
The cantilever beam can be modeled in closed form, discrete M K C approximation and using finite 
element modeling. It will be used in this study to demonstrate experimental modal analysis concepts 
and modal parameter’s physical foundations. Furthermore, the beam represents a system that is 
supposed to be free of epistemic uncertainties due its simplicity. 
The cantilever beam has 3”x1.5”x0.125” tube cross-section and it is made of structural steel. The 
length of the beam between the tip and support location is 117.5”. General layout and clamped 
boundary conditions of the beam are shown in Fig.3.1. 
3.2.2. Instrumentation Plan 
The cantilever beam was instrumented with accelerometers at 23.5” equal intervals. The impact test 
was conducted by hitting points 2,3 and 4 with the instrumented impact hammer. The electromagnetic 
shaker was located at the bottom of the fixed support and point for the ambient vibration test case. 
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Figure 3.1: Cantilever beam’s physical set-up and its fixed boundary conditions 
 
 
 
 
 
Figure 3.2: Cantilever beam instrumentation plan 
3.3. Grid/Deck Structure 
In addition to the cantilever beam structure, a more complex grid/deck structure in the Drexel 
Intelligent Infrastructure Laboratory was utilized in the study. This model was designed and built with 
controlled load input systems, extensive instrumentation, data acquisition and online monitoring 
capabilities to serve as a test bed for structural health monitoring and structural system identification 
studies (Figure 3.3) 
3.3.1. Physical and Mechanical Attributes 
The laboratory grid/deck model was specifically designed and fabricated to simulate the most 
common behavior characteristics, and sources of uncertainty and their interactions for a generic deck-
on-beam type bridge. This particular type of bridge represents a significant portion of the national 
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bridge inventory, and represents a logical starting point for the research. The physical model may also 
represent a subcomponent of the deck system for larger types of structures including truss bridges, 
suspension bridges, or cable stayed bridges. 
The various structural details of the model were carefully designed to enable the critical mechanisms 
of uncertainty to be simulated in a controllable manner. In particular, the connections between the 
individual grid members, the connections between the grid members and the composite laminate 
deck, the boundary conditions, and the substructure were designed to permit the internal and external 
redundancies to be adjusted, and the uncertainties related to the boundary conditions and to global 
and local behavior mechanisms for actual bridges can be realistically simulated. Within the scope of 
the research presented in this thesis, only the boundary conditions were modified in a controlled 
manner to understand the boundary effect uncertainty in operational modal analysis. 
The primary components of the physical model and several of its important details are shown in 
Figure 3.3. The model includes both substructure and superstructure components. The superstructure 
consists of a composite laminate deck with an underlying rectangular steel grid. The steel grid has an 
overall length of 20 feet and a width of 9 feet. 
The grid features 3 longitudinal members and 14 transverse members. Each grid member was 
fabricated from rectangular tube sections with nominal cross sectional dimensions of 3 in. x 2 in. x 
3/16 in. The grid members and their connections were all manufactured from A36 grade steel. 
The individual tube sections in the grid are bolted together using a combination of top and bottom 
gusset plates and vertical clip angles. Typical external, internal and end connections are shown in 
Figure 3.4. The resulting rigid connections enable the model to simulate the redundant load path 
characteristics of multiple beam bridges. 
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Figure 3.3: Plan and elevation views of the model 
 
Figure 3.4: Structural connection details of the physical model 
Bolted connections were selected in lieu of welded connections to permit varying levels of 
uncertainty or damage to be simulated in a controlled manner. 
The deck system installed on the physical model is a sandwich plate structure that consists of a balsa 
wood core and top and bottom E-glass cloth reinforced laminates (Figure 3.5). The E-glass sheets in 
the laminate layers are bonded together by a vinyl ester resin. The nominal thickness of the laminate 
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deck is 1.25 inches. The composite laminate deck was manufactured using the same techniques and 
materials that have been used for composite material deck systems on several actual bridges. This 
particular deck system permitted a much lighter steel grid structure than would be required for a 
reinforced concrete deck system of an equivalent scale, and is able to effectively simulate most of the 
critical behavior mechanisms and uncertainties associated with damaged or deteriorated reinforced 
concrete decks on actual bridges. 
 
Figure 3.5: Composite deck material components 
The connection of the laminate deck to the underlying steel grid members was carefully detailed to 
permit the two to behave compositely for superimposed loads on the model. Such composite action 
has been observed in numerous structural tests of real deck-on-beam type bridges, even in cases 
where this behavior was not specifically intended. In real bridges, composite action results from 
mechanical connections between the concrete deck and the steel beams, or from chemical bond 
between the deck and beams. For the physical model, composite action between the laminate deck 
and the steel beams is achieved through a mechanical connection as shown in Figure 3.6. This 
connection utilizes top and bottom steel plates and pre-tensioned steel bolts to effectively clamp the 
deck to each of the three longitudinal tube sections. The particular detailing of the deck-grid 
connection permits the degree of composite action between the deck and grid to be modified either 
locally or for a large region of the structure in a controlled manner.  
The ends of each longitudinal grid member section are supported by an individual bearing. Each 
bearing is in turn supported by a steel pedestal, which is bolted to the laboratory floor. The bearings 
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were designed to permit significant flexibility in defining the boundary conditions for the model. Both 
ideal and uncertain boundaries may be simulated with only minor modifications to the bearings. For 
example, the roller bearing shown in Figure 3.7 can be clamped to prevent rotations and longitudinal 
displacements. Uncertain boundaries may be simulated by replacing the ideal roller bearings with 
viscoelastic bearing pads, which may be subjected to varying degrees of restraint, by completely 
removing select bearings from the structure, or by introducing shim plates to certain bearings to 
simulate contact problems. The ability to easily modify the boundaries of the model to introduce 
uncertainty is an important characteristic since a significant amount of uncertainty encountered during 
testing of real bridges is often attributed to the boundary conditions. 
 
 
Figure 3.6: Steel grid/composite deck integration 
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Figure 3.7: Typical roller boundary condition of the physical model 
3.3.2. Instrumentation Plan 
Each connection location on the grid structure was instrumented with accelerometers (Fig. 3.8). 
Additionally, accelerometers were also added on pedestals at the boundary locations. Therefore points 
1,2,3,19,20,21 include two accelerometers; one being on the deck while the other one being on the 
pedestal. A total number of 27 accelerometers used on the model. 
 
Figure 3.8: General instrumentation plan on the physical model 
Accelerometers were attached to the structure with magnets except the when they were installed at the 
boundary locations on the deck. Accelerometer installation on the deck was carried out by 
accelerometer baseplate and hot-glue type adhesives. The electromagnetic shaker was located on the 
base of the pedestal at point 1. In one ambient vibration test case, which is presented in Chapter 
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6.2.2.2.2.1, the shaker was positioned on the laboratory floor under point 11 representing a spatially 
distributed excitation through substructure. 
3.4. Instrumentation and Data Acquisition Setup 
The data acquisition system and accelerometers were Agilent Technologies (Model: E1412A) data 
acquisition cards along with HP VXI Data Acquisition Mainframe (Model E8401A) and PCB ICP 
type (Model: 393C) accelerometers. An instrumented impulse-force test hammer is used for the 
impact test (Manufacturer: PCB, Model: 086C20). Shaker for random forcing function application 
was APS Electro-Seis Model 113-HF. 
If 393C type of seismic accelerometers had been used the modal properties of the beam would have 
been altered. Hence, capacitive type PCB accelerometers (Model: 3701GFA3G) were used on the 
cantilever due their very small mass.  
X-Acquisition software was employed for impact test data acquisition. X-Acquisition is an 
experimental data acquisition software package that the University of Cincinnati, Structural 
Dynamics Research Lab (UC-SDRL) developed in conjunction with a consortium of several 
companies. X-Acquisition provides number of advantages for impact test data acquisition such as 
auto-ranging the voltage ranges of the sensors before each hit location and enabling the user to reject 
unwanted hits during data collection.  
Same instrumentation design was used for all impact and ambient vibration tests. All data acquisition 
parameters remain unchanged except the voltage ranges for the accelerometers due to the difference 
in excitation levels between the two tests. Data sampling frequency of 800 Hz was used on the 
cantilever and 200 Hz was used on the grid/deck structure. 
Lay out of the data acquisition system is given in Fig. 3.9. 
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Figure 3.9: Data acquisition set-up used in the study 
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CHAPTER 4 : ANALYTICAL REPRESENTATIONS OF THE PHYSICAL MODELS 
4.1. Overview of Modeling Approaches in St-Id. 
There are vast amount of analytical modeling approaches for describing a structural system. They can 
be summarized in a table form (Table 4.1) based on the domain where the model is defined. An 
analytical model may stem from underlying physics of the system (i.e. physics-based models, PB) or 
it may be designed to represent the system in terms of parameters that do not necessarily relate to the 
physics of the system (i.e. non-physics based models, NPB).  
Both PB and NPB modeling display certain advantages and disadvantages, which are also pointed out 
in Table 4.1. 
NPB models are closely linked to damage detection and condition assessment in the literature and not 
commonly addressed within the context of St-Id. In essence, the common goal of NPB approaches is 
to identify deviations from expected baseline values of measurable quantities and relate them to 
changes in structural state, therefore they are fully data-driven. Table 4.1 includes novel NPB 
methods such as semantic models and meta-models, which are originate from information 
technology. The push for the NPB models is mainly fueled by our increasing ability to cope with 
massive amount of data. These approaches are fairly new and not widely explored in St-Id. On the 
other hand, PB models have been historically used by many researchers in St-Id problems.  
Examples of PB St-Id have been addressed in detail in Chapter 2. Examples of NPB methods utilized 
in St-Id problems are as follows: Artificial Neural Networks (Chang et. al. 2000, Masri et. al. 1996, 
Nakamura et. al. 1998, and Zapico et. al. 2003), wavelet decomposition (Al-Khalidy et. al. 1997, 
Gurley and Kareem 1999), ARMAV models (Andersen and Kirkegaard 1998), Empirical mode 
decomposition in conjunction with Hilbert-Huang decomposition (Huang et. al. 1998, Yang et.al. 
2001)
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Table 4.1: Classification of analytical modeling forms for structural systems 
Physics-Based (PB) Models Non-Physics-Based (NPB) Models 
Laws of Mechanics 
• Newton’s Laws of Motion 
• Hooke’s Law 
Semantic Models 
• Ontologies 
• Semiotic Models 
Continua Models 
• Theory of Elasticity 
• Idealized Differential Equations (e.g. 
Beam theories of Bernoulli, 
Timoshenko, Vlasov) 
Meta Models 
• Input-Output models 
• Rule-based meta models 
• Mathematical (e.g. Ramberg-Osgood 
representation of stress and strain near 
the yield region) 
Discrete Geometric Models 
• Idealized macro or element level 
models (e.g. idealized grillage models) 
• FEM for solids and field problems 
• Modal models 
o Modal parameters (i.e. natural 
frequency, mode shape, 
damping) 
o Ritz vectors 
Numerical Models 
• Statistical Data-Driven Models 
o ARMA modeling 
o Wavelets 
o Empirical Mode 
Decomposition 
o Artificial Neural Networks 
• Probabilistic Models 
o Histograms, probability and 
frequency distributions 
o Markov modeling 
o Agent-based models 
Numerical Models 
• System representation by discrete M, 
K, C matrix coefficients 
 
Advantages 
• Facilitates heuristics 
• Explicitly simulates structural response 
under different loading conditions 
Advantages 
• Real-time automation capability 
• Minimization of errors due to reduced 
user interaction 
Disadvantages 
• Heavily dependent on user/process 
interaction 
• Inability to incorporate the impact of 
epistemic uncertainty 
Disadvantages 
• Inability to incorporate heuristics 
• Inability to incorporate the impact 
epistemic uncertainty 
• Inability to simulate structural behavior 
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The most common and useful PB modeling approach is FEM and it is implemented by discretizing 
structure at a certain resolution. A structural system can be discretized by an assembly of mass 
stiffness and damping coefficients and this discretization enables identification of modal properties 
from equation of motion. (Eq.5.1). Discretized systems are suitable for computer implementations 
(i.e. finite element modeling). Another way to mathematically describe a physical system’s modal 
properties is to start with the assumption of distributed mass and stiffness and developing partial 
differential equations governing the equation of motion. It should be noted that this approach is not 
suitable for practical applications. 
Continuous modeling approach can be demonstrated on a beam model by setting up a partial 
differential equation governing the motion x(y,t) of a beam subjected to external dynamic forces 
p(x,t), which is developed as follows (Chopra):  
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Two boundary conditions must be specified at each end of the beam to obtain a unique solution to this 
equation and the initial displacement x(y,0) and initial velocity v(y,0). 
By setting up proper boundary and initial conditions and closed form solutions of natural frequencies 
and mode shapes can be obtained. Detailed derivation of this approach is given in Chopra’s book. 
In the discrete modeling case mass and stiffness and damping matrices are identified at discrete points 
on the structure. A detailed derivation of those matrices will be demonstrated in Chapter 5.1.3 on the 
cantilever beam. FEM is an extension of discretized modeling approach and enables numerical 
solution of modal properties. 
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4.2. Analytical Study of the Grid/Deck Model 
4.2.1. Finite Element Model of the Structure 
The grid system and the steel stripe on the composite deck are represented by beam elements with 6 
different section properties. One of the sections corresponds to the tube section (3” x 2” x 3/16”) and 
the other one corresponds to the steel stripe. The remaining four characterize the grid connection 
details with additional line mass resulted from gusset plates, clip angles and bolts. The grid deck 
structure is modeled using a mix of shell and beam elements (Figure 4.1). SAP2000 software is used 
for the construction and analysis of the FE model. 
 
Figure 4.1: SAP 2000 FE model of the physical model 
The composite laminate deck is modeled by rectangular shell elements having orthotropic material 
properties with six degrees of freedom at each node. Bolt connections between deck and grid are 
modeled by rigid links. Those links are located at every connection point on the actual structure and 
the weight of the bolts and nuts are added as additional mass. 
Boundary conditions of the FE model are defined as pin at one end and roller at the other end for the 
analysis. It should be noted that boundary conditions have the most dominant effect on structural 
behaviors and they are subjected to modification based on experimental results. The weight of clip 
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angles, bolts at connections and accelerometers are included as additional mass in the FE model. 
Support stands are added to the structure by discretizing the upper and lower plates by shell elements. 
Vertical angles of the support stands are discretized by frame elements. 
4.2.2. Finite Element Model Results 
A priori FEM modes and impact test modes are shown together in Fig. 4.2. First seven modes were 
found in the FEM without going through an optimization study. First five modes displayed high 
correlation between the model and impact test.  
 Mode 1 
 
 Mode 2 
 
 Mode 3 
 
 Mode 4 
 
 Mode 5 
 
 Mode 6 
 
 Mode 7 
 
Figure 4.2: Comparison of impact and a priori FEM modes (-o- FEM, -+-Impact test modes) 
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Table 4.2: A-priori FEM and Impact test results 
 
 
 
 
 
4.2.3. Comparison of FEM and Static Load Test Results 
To verify the reliability of the finite element model a controlled static load test was conducted. Nine 
displacement transducers were placed at points shown in (Figure 4.3) creating a rectangular grid 
pattern. A static load of 400 lbs was put on the structure in 80 lbs increments at locations where 
displacement transducers were located. Slide wire potentiometers (Manufacturer: Celesco, Model: 
PT101) were used to measure displacements. Data was continuously collected from the sensors 
throughout the loading and unloading history of each point. MEGADAC system was used for data 
acquisition (Manufacturer: Nicolet Technologies, Model: MEGADAC 3415AC/DC). 
 
Figure 4.3: Controlled load test grid 
As a result of the controlled static load test 9x9 static flexibility matrix of the structure was 
experimentally derived. Virtual loading each one of the selected nine joints by a unit load (1 kip) will 
yield the Uniform Load Surface (ULS) for selected nodes. Deflected shape of longitudinal transverse 
Mode Impact CMIF Frequency (Hz)
A priori FEM 
Frequency (Hz)
% Diff. 
Frequency MAC
1 5.04 5.02 -0.50 1.00
2 7.80 7.88 1.00 1.00
3 17.84 17.54 -1.63 0.99
4 22.29 22.25 -0.14 0.98
5 28.09 27.46 -2.24 0.96
6 33.11 29.62 -10.54 0.72
7 36.36 33.46 -7.99 0.80
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centerlines of the structure under ULS loading for selected nodes is shown in Figure 4.4 and Figure 
4.5 FEM and controlled load test results display high correlation in the flexibility space. Therefore, it 
was determined that the model might be used to determine the critical bandwidth for dynamic 
analysis. 
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Figure 4.4: Vertical deflection of the longitudinal centerline under ULS loading for selected nodes 
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Figure 4.5: Vertical deflection of the transverse centerline under ULS loading for selected nodes 
4.3. Modal Flexibility 
The concept of flexibility was first introduced by Maxwell in 1864. Flexibility can be described as the 
displacement influence coefficients. The inverse of the flexibility matrix results in the stiffness matrix 
of the same system. Although most physical structures are continuous, their behavior can usually be 
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represented by a discrete parameter model and this approach is the basis for discretization of a 
structural system in terms of its mass (M), stiffness (K) and damping (C) matrices. Flexibility being a 
system property has a significant importance to understand the structural behavior since it directly 
represents the force-displacement relationship of the structure. 
4.3.1. Derivation of Modal Flexibility 
Previous research has showed that modal flexibility can be derived from experimentally identified 
modal parameters. Therefore, it can be directly used to check the absolute difference of two sets of 
modal data from two modal tests taken at two different structures. Modal flexibility has been 
proposed as a reliable signature reflecting the existing condition of bridges (Aktan and Toksoy 1994). 
Modal flexibility can also be used to validate the modal test results. The method’s success depends on 
how accurately the mass-normalized mode shapes are obtained from a forced vibration test (i.e. 
impact test). Mass-normalization is discussed in Chapter 5.1.3.  
The transformation of the natural frequencies and mode shapes to unit load flexibility matrix is given 
by the expressions: 
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Where; 
me = Total number of modes identified experimentally;  
n = Total number of measurement points; 
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φk i( )  = Modal vector coefficient  at the i-th measurement point of the k-th unit mass-normalized 
mode vector;  
ijf  = Flexibility coefficient at the i-th point under the unit load at the point j;  
ω i  = i-th radian frequency (radian/second); 
 
The formula given in Equation 4.4 is an approximation to real flexibility matrix because of the 
truncated number of modes obtainable in practice. Modal truncation effect should be minimized with 
an appropriate number of experimental modes identified. It is necessary to study the truncation effect 
of modal number in above formula, as the mode number obtained from experiment is always limited. 
4.4. Determination of the Critical Bandwidth for Modal Testing 
After showing that the FE model reliably simulates the controlled static load test results, we can 
proceed with utilizing the model for the bandwidth selection of dynamic tests on the structure. 
Modal flexibility matrix has been proposed a reliable signature of the existing structural system 
(Aktan and Toksoy 1994) and it can be estimated from mass-normalized mode shape matrix [Ψ] and 
the diagonal matrix of structural eigenvalues [Ω] as shown in Equation 4.2. 
However this formula is only an approximation of the real structural flexibility matrix because of the 
limited number of modes obtainable in dynamic tests. In order to investigate the truncation effects on 
the accuracy of the flexibility matrix, an index called Load Dependent Modal Flexibility Convergence 
i.e. LMC, is introduced. 
∑
=
−=
N
i
m uuLMC
1
2' )(   (4.5) 
Where um is the virtual displacements based on the loading of a modal flexibility matrix which is 
derived from N number of measured frequencies and mode shapes, and u’ denotes the displacements 
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obtained from independent load tests. 
If the virtual displacements based on the loading of a modal flexibility matrix derived from N number 
of computed frequencies and mode shapes which are the eigenvalue analysis results of the nominal 
FE model, and static analysis displacements results are used instead in the above equations, we can 
foresee the number of modes we need in order to obtain reliable measured flexibility matrix. The 
frequency range of interest is thus determined. 
In our study, for 30 different computed modes, 30 different modal flexibility matrices can be 
obtained, each time adding one higher mode to the flexibility matrix. The virtual unit load is added to 
each connection joint of the grid structure. The resulting displacements are substituted into the above 
equation with displacements resulted from the static analysis of the nominal FE model under the same 
loads. Figure 4.6 shows the convergence of the modal flexibility with the increase of modes used.  
 
Figure 4.6: LMC Plot for Unit Loading at Every Grid Connection Location 
LMC plot show us the modal flexibility converges after including five modes in the modal flexibility 
calculation for vertical deflections. Our objective in the dynamic tests should be capturing at least 6 to 
10 modes to obtain a reliable approximation of the vertical flexibility. 
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CHAPTER 5 : EXPERIMENTAL MODAL PARAMETER IDENTIFICATION WITH 
IMPACT AND AMBIENT VIBRATION TESTS 
5.1. Impact Test 
5.1.1. Overview of Experimental Modal Parameter Identification 
Modal parameter identification involves estimation of modal properties (natural frequencies, mode 
shapes, damping and modal scaling factors) of a structural system from experimental data. The 
relationship between the physical system and its modal properties may be briefly summarized in this 
section. Same relationships will be demonstrated on a cantilever beam in the following chapter. 
Equation of motion (EOM) in the time domain: 
)}({}]{[}]{[}]{[ tfxKxCxM =++ &&&  (5.1) 
Laplace transform of EOM will yield: 
[ ]{ } { })()(][][][ 2 sFsXKsCsM =++  (5.2) 
Organizing the equation will lead to system impedance (B(s)) 
[ ]{ } { })()()( sFsXsB =  (5.3) 
Inverse of the system impedance (B(s)) is defined as system transfer function (H(s)) 
{ } [ ]{ })()()( sFsHsX =  (5.4) 
System transfer function can be written in terms of residue ([A(s)]) and characteristic equation 
(det[B(s)]) as a result of matrix algebra: 
[ ] [ ] [ ][ ]
[ ]
[ ])(det
)(
)(det
)(
)()( 1
sB
sA
sB
sBAdj
sHsB ===−  (5.5) 
H(s) may be written in a partial fraction form assuming that the multi degree of freedom (MDOF) 
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system can be described in terms of compilation of decomposed single degree of freedom (SDOF) 
systems in modal space: 
[ ] [ ] [ ]
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s
A
sH λ−+λ−= ∑=  (5.6) 
It should be pointed out that Eq.5.6 is in Laplace space and it cannot be directly utilized for parameter 
identification from an experiment. Therefore, the system transfer function is rewritten along the jw 
axis of the Laplace space (Eq. 5.7) 
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[H(jw)] is known as the Frequency Response Function (FRF) and the starting point of many 
experimental modal parameter identification algorithms. 
Another alternative for building a relationship between the physical system and its modal parameters 
develop impulse response functions (IRF) (Eq. 5.8) 
[ ] trm
k
t
r
rr eAeAth
*
][][)( *
1
λ
=
λ∑ +=  (5.8) 
The main goal in experimental parameter identification is to identify modal parameters of the 
structure from measured FRF or IRF. Analytical relationship between the modal parameters and FRF 
formulation will be presented in the next section using an example cantilever beam structure. 
There are three formulation methods for estimation of FRF from experimental data, which is 
comprised of response DOF and a single input measurement at any one of the response DOFs: 
• H1 Algorithm: Minimize Noise on Output 
• H2 Algorithm: Minimize Noise on Input 
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• Hv Algorithm: Minimize Noise on Input and Output 
All algorithms require calculation of Autopower and Crosspower spectra of the inputs and outputs. 
Autopower Spectra: 
∑= avgN qqqq FFGFF
1
*  (5.9.a)  ∑= avgN pppp XXGXX
1
*  (5.9.b) 
Where * indicates complex conjugate of the frequency domain signal 
Crosspower Spectra: 
∑= avgN qppq FXGXF
1
*  (5.10.a)  ∑= avgN pqqp XFGFX
1
*  (5.10.b) 
H1 is the most common formulation of the FRF. Its formulation is shown in Eq. 5.11 and H2 
formation is given in Eq. 5.12: 
qq
pq
pq GFF
GXF
H =  (5.11)   
qp
pp
pq GFX
GXX
H =  (5.12) 
Hv formulation is found by the eigenvalue decomposition of matrix of power spectrums. The detail of 
the Hv algorithm will not be covered here, but it can be found in Allemang’s UC-SDRL vibration 
notes. H1 algorithm was used in this study for FRF estimation.  
So far the relationship between EOM and FRF has been described. Experimental procedures that 
yield FRF have been presented. Once FRF are measured modal parameter identification algorithms 
are employed to extract modal parameters of the system from measured data. 
As briefly discussed before, most parameter identification algorithms utilize measured frequency 
response functions (FRF) or impulse response functions (IRF) where a multi degree of freedom 
(MDOF) system is depicted as a sum of single degree of freedom contributions of individual modes. 
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Therefore a brief overview of SDOF parameter identification is also needed. 
5.1.1.1. Modal Parameter Identification of a SDOF System 
SDOF parameter estimation techniques solve for modal frequency λr and residue A (Eq. 5.6-5.8). 
Common examples of SDOF methods are local and global least squares method as well as two point 
finite difference formulation. 
Two point finite difference formulation is an approximate method using two points on the FRF in the 
vicinity of a mode. It starts with Eq. 5.7 and ignores the conjugate contribution (Eq. 5.13). This 
method may be applied to more than two points and averaged. 
r
pqr
pq j
A
jH λωω −≈)(  (5.13) 
Then three equations are written for approximate solution of the modal frequency and residue: 
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−≈−=Δ  (5.16) 
pω  is the peak frequency, rω  is the damped natural frequency and 1ω  is the frequency near the 
damped natural frequency. Modal frequency (λr) and modal residue (Apqr) becomes: 
1
2
Δ
Δ=rλ  (5.17.a)   
1
3
Δ
Δ=pqrA  (5.17.b) 
Another common method for a SDOF system is the Least Square Method, which is based on 
establishing a set of overdetermined linear equations as shown in Eq. 5.21, which may be derived as 
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follows: 
r
pqr
pq j
A
jH λωω −≈ 11 )(   (5.18) 
pqrrpq AjjH =− ))(( 11 λωω  (5.19) 
)()()( 111 ωωλω jHjAjH pqpqrrpq =+  (5.20) 
If the last equation is repeated for the frequencies in the vicinity of the peak frequency: 
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Overdetermined set of linear equations may be solved using pseudo-inverse or normal equations 
approach.  
Least square SDOF method is classified as local or global depending on the size of the 
overdetermined equation set. In other words, the method described here is called as local least squares 
SDOF method. If this operation is repeated for all measurements in a row or column of the FRF 
matrix than it is called as global least squares SDOF method. 
5.1.1.2. Unified Matrix Polynomial Approach (UMPA) for Modal Parameter Identification of 
MDOF Systems 
A concise explanation of similarities and differences in modal parameter identification algorithms 
may be given through unifying mathematical concepts. This approach was presented by Allemang 
and Brown (1998). A brief overview of the unified matrix polynomial approach may be given as 
follows: 
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FRF or IRF formulation is a nonlinear mathematical problem. A piecewise linear approach is utilized 
by many algorithms to identify unknown modal parameters. Most algorithms solve for the modal 
frequencies and modal participation factors in the first stage, modal vectors and modal scaling are 
determined in the second stage. 
First Stage Models: 
Frequency domain modal identification model: 
[ ][ ] [ ]∑∑
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])]([)(])]([ ωβωωα  (5.22) 
Frequency domain matrix polynomial equation: 
0][][][][ 0
2
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1 =α++α+α+α −−−− Laaaaaa mmmmmm sss  (5.23) 
Time domain modal identification model: 
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)( βα ; (5.24) where [βk] = 0 for an IRF 
Time domain matrix polynomial equation: 
0][][][][ 0
2
2
1
1 =α++α+α+α −−−− Laaaaaa mmmmmm zzz  (5.25) 
One important distinction is that the roots of the characteristic polynomial equation are in the z-
domain. Therefore when the time domain model is used the roots of the characteristic polynomial 
need to be transferred to the frequency domain. Calculated roots are already in the desired frequency 
domain when matrix polynomial equation is established in the frequency domain. 
Size of the coefficient matrix (α) and the model order (ma) governs the number of roots found from 
the matrix polynomial equation. Size of the coefficient matrix is Ni or No, size of the modal model is 
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user dependent. The total number of identified roots is equal to size of the coefficient matrix times the 
model order. As a result of this formulation, number of identified roots may be greatly higher than the 
desired number of modes, therefore different coefficient condensation techniques such as singular 
value decomposition and principle component analysis are employed in different parameter 
identification methods. 
Matrix polynomial coefficients (α) are found by setting up determined or overdetermined linear 
equations using Eq. 5.22 or 5.24. Roots of the matrix polynomial equation (5.23 or 5.25) can be found 
by a companion matrix approach where the eigenvalues of the companion matrix (Eq. 5.26) are the 
roots of the characteristic equation. Implementation of the companion matrix converts the polynomial 
into an eigenvalue problem. The roots of the matrix polynomial equation are basically modal 
frequencies of the system. 
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In the second stage of modal parameter identification, where usually modal vectors and modal scaling 
are found, commonly utilize the following modal identification models: 
Frequency domain second stage identification model: 
T
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−= λωψω  (5.27) 
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Time domain second stage identification model: 
[ ] TNxNNNxtNxNxNN iroio Leth 2222 ][][)]([ λψ=  (5.28) 
An important conceptual observation is that the in the FRF representation in a sum of partial fraction 
form includes modal frequencies (λ) and the residue matrix splits into two components (L: modal 
participation vectors and ψ: modal vectors) Equations 5.27 and 5.28 allow the summation in the 
original partial fraction form to be eliminated and reflect that the spatial information involves two 
components, the input and output measurement degrees of freedom. 
A list of most common parameter identification methods are given in Tables 5.1 and 5.2.  
Table 5.1: Modal parameter estimation algorithm properties 
 
 
 
Time Frequency Zero Low High Scalar Matrix
CEA x x x
LSCE x x x
PTD x x N i  x N i
ITD x x N o  x N o
MRITD x x N o  x N o
ERA x x N o  x N o
SSI x x N o  x N o
PFD x x N o  x N o
SFD x x N o  x N o
MRFD x x N o  x N o
RFP x x x Both
OP x x x Both
CMIF x x N o  x N i
Domain Matrix Polynomial Order Coefficients
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Table 5.2: Acronyms - Modal parameter estimation algorithms 
 
Algorithms that use a high model order are suitable for cases where the system is spatially 
undersampled. The low order models are used for cases where the spatial information is complete. In 
other words, low order models are used when the number of physical coordinates is greater than the 
number of desired modal frequencies. The zero order models correspond to a case where the temporal 
information is neglected and only the spatial information is used. CMIF algorithm is a zero order 
algorithm and its details will be discussed in this thesis. 
It should be noted that UMPA terminology provides a unifying framework based on ARMA 
modeling for understanding of similarities and differences among different parameter identification 
algorithms. However, not all algorithms strictly follow the ARMA formulation e.g. ITD ERA and SSI 
methods follow state-space modeling of signals approach instead of ARMA and they show great 
similarities. SSI method and ERA are equivalent methods. SSI method has been referred in the 
literature lately mostly because it represents a generic state-space approach and may utilize high order 
state-space models for identification of modal properties. On the other hand, even though ERA is the 
predecessor of so-called SSI algorithms, it is normally associated with a low order model. 
Acronym Estimation algorithm
CEA Complex exponential algorithm
LSCE Least squared complez exponential
PTD Polyreference time domain
ITD Ibrahim time domain
MRITD Multiple reference Ibrahim time domain
ERA Eigensystem realization algorithm
SSI Subspace Identification
PFD Polyreference frequency domain
SFD Simultaneous frequency domain
MRFD Multi-reference frequency domain
RFP Rational fraction polynomial
OP Orthogonal polynomial
CMIF Complex mode indicator function
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5.1.2. Presentation of Selected Modal Parameter Identification Algorithms 
Three different parameter identification techniques were used in the presented study. These 
algorithms are: CMIF, PTD and SSI algorithms. The three algorithms represent different 
mathematical formulations of the parameter identification problem. CMIF method does not utilize an 
ARMA based modal model and its solution solely depends on the singular value decomposition of the 
FRF matrix. PTD method utilizes a high order ARMA based time domain model. SSI method utilizes 
a high order model as well, but it formulates the parameter identification problem using a state-space 
model instead of an ARMA model. 
5.1.2.1. CMIF Algorithm 
The CMIF was originally defined as the eigenvalues, solved from the normal matrix, which is 
obtained by premultiplying the FRF matrix by its Hermitian transpose at every frequency line (Shih 
et. al., 1989) 
[ ] [ ] [ ] [ ] [ ]
iiiiiiioio xNNxNNxNNxNN
H
xNN jVjjVjHjH )()()()()( ωωΛω=ωω  (5.29) 
Similar relationship between the FRF and its singular values of the FRF matrix at every spectral line 
yield a similar expression. (5.30). Therefore, CMIF method can be explained by using either 
approach. Different mathematical manipulations for extraction of modal properties will be discussed 
herein 
[ ] [ ] [ ] [ ]H xNNxNNxNNxNN iiiiioio jVjjUjH )()()()( ωωΣω=ω  (5.30) 
The CMIF plot the plot of these eigenvalues (Λ(jω)) or singular values (Σ(jω)) on a log magnitude 
scale as a function of frequency (ω). It should be noted that the following relationship exists between 
the singular values (Σ(jω)) and eigenvalues of the normal matrix (Λ(jω)). 
)())(( 2 ωω jj kk Λ=Σ  (5.31) 
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5.1.2.1.1. Normal Equation Approach: 
If equation 5.29 is used as a starting point, modal properties may be found as follows: Eigenvalue of 
normal matrix at a peak point in CMIF plot will correspond to modal frequency of the system and the 
corresponding eigenvector is the associated modal participation vector. We can find the unscaled 
mode shapes after finding the eigenvalues and modal participation factors from the normal matrix 
(Eq. 5.32). 
1)}({)}()]{([)}({ −= kkk jjvjHju ωλωωω  (5.32) 
kju )}({ ω : No x 1 unscaled mode shape vector for mode at a spectral line for the kth eigenvalue 
)]([ ωjH : No x Ni FRF matrix at spectral line ω 
kjv )}({ ω : Modal participation vector at a spectral line for the kth eigenvalue, e.g. first column of 
)( ωjV  if the first eigenvalue is considered. Matrix size is Ni x 1 
1)}({ −ωλ kj : Inverse of the kth eigenvalue, e.g )1,1(Λ  for the first eigenvalue in the in the diagonal 
eigenvalue matrix. This term is scalar. 
 
So far extraction of modal frequencies, modal participation factors and unscaled mode shapes have 
been presented. There is an additional step for the calculation of scaling and damping factors along 
with damped natural frequencies. This process involves generation of enhanced FRF (eFRF) from the 
calculated parameters. 
)}()]{([)}({)]([ p
H
p jvjHjujeH ωωω=ω  (5.33) 
)]([ ωjeH : Enhanced FRF value calculated at a spectral line. This term is scalar when calculation is 
carried out at a spectral line. 
H
pju )}({ ω : Unscaled mode shape for mode p. Its size is 1 x No 
)]([ ωjH : No x Ni FRF matrix at spectral line w. 
)}({ pjv ω : Modal participation factor for mode p, e.g. first column of )( ωjV  if the first eigenvalue 
is considered. Matrix size is Ni x 1 
 
If equation 5.33 is repeated at every frequency line eFRF is obtained for mode p. eFRF is a vector 
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representing a SDOF system with a modal frequency of the mode p. Length of the eFRF is equal to 
the length of the original FRF along the frequency axis. eFRF may be called as the decoupled single 
mode response function. 
Modal scaling and damping factors along with damped natural frequencies can be calculated for each 
mode from eFRF using SDOF paramater identification methods. SDOF parameter identification 
methods, which are mainly based on establishing overdetermined set of equations. Parameter 
identification on SDOF systems were discussed in section 5.1.1. 
5.1.2.1.2. Singular Value Decomposition Approach: 
Solving for the eigenvalues of the normal equation does not immediately yield unscaled mode shape 
vectors. However, when singular value decomposition is carried out (Eq. 5.30) at a spectral line left 
singular vector is proportional to the modal vector. Singular value formulation enables 
implementation of Eq. 5.7 (presented in Chapter 5.1.1) on the FRF function. 
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It should be noted that the same equation was written in terms of identified modes at a spectral line 
(2N) in Chapter 5.1.1 (Eq. 5.27), however the number of modes that can be identified at a spectral 
line is constrained by the number of input points, and therefore 2N is substituted by Ni in Eq. 5.34. If 
we want to establish a relationship with a generic singular value expression given in Equation 5.30 
and frequency domain modal model in Eq. 5.34 following discussion can be made: 
io xNN
][ψ : Modal vectors which are extracted from the left singular vectors i.e. [ ]
io xNN
jU )( ω . 
However, it should be noted that once singular value decomposition of an FRF is taken at a spectral 
line resultant left singular value matrix is No x No. The first Ni columns of the left singular value 
matrix should be taken. The first column of 
io xNN
][ψ  will be proportional to the mode shape 
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corresponding the first singular value. 
ii xNNr
j ⎥⎦
⎤⎢⎣
⎡
λ−ω
1
: Size of the singular value matrix is Ni x Ni and it is a diagonal matrix with 
descending non-zero elements. The first diagonal term is the first singular value and so on, therefore 
the square partition of the singular value matrix containing the non-zero diagonal singular values are 
considered to be equivalent to this expression. 
T
xNN ii
L ][ : Modal participation factor matrix. This matrix is identical to [ ]H xNN iijV )( ω  
In the second step of the method, scaling and damping factors along with damped natural frequencies 
can be calculated using the same equations established for Normal matrix approach. 
Generation of eFRF can be carried out by alternative mathematical approaches. Catbas suggested an 
alternative where the modal scaling factors are calculated from driving point measurements and 
pseudo-inverse of the right singular value matrix (Catbas et. al., 2004) 
CMIF does not involve a matrix polynomial model and it is a robust parameter identification 
technique. It does not require extensive amount of user experience for accurately identified 
parameters. However it requires the spatial information to be complete especially for the detection of 
repeated modes. 
The general flow of CMIF based modal parameter identification is summarized in Fig 5.1 
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Figure 5.1: Process flow of modal parameter identification using CMIF algorithm 
5.1.2.2. Polyreference Time Domain (PTD) Algorithm 
PTD is a high order two-stage parameter estimation technique developed by Vold (1982). In the first 
stage, modal participation vectors and system poles (damped modal frequency and damping factors) 
are derived from the time data using single or multiple references. Residues and modal vectors are 
calculated in the second stage. The first stage operation takes place in the time domain and the second 
stage operation takes place either in time or frequency domain. When a single reference point is used, 
PTD technique is equal to the Least Square Complex Exponential (Deblauwe et.al., 1987). 
An IRF can be written in terms of poles and residues in the time domain (Eq. 5.35) as discussed in 
Chapter 5.1.1 
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PTD time domain modal identification model is very similar to the generic time domain model 
presented in Chapter 5.1.1 presented within the unified matrix polynomial framework (Equation 5.28 
in Chapter 5.1.1). Same equation can be rewritten in the following form: 
[ ] TNxNNNxtNxNT xNN orioi eLth 2222 ][][)]([ ψλ=  (5.36) 
Where; 
T
xNN oi
th )]([ : Time domain impulse response function matrix at time t 
NxNi
L 2][ : Modal participation matrix 
[ ] NNxtre 22λ : System pole in z-domain. System pole in frequency domain (λr) is found by the following 
relationship: Let r
t ze r =Δλ ; rrr jωσλ += ; ⎥⎦
⎤⎢⎣
⎡
Δ=σ t
z r
r
)ln(
Re ; ⎥⎦
⎤⎢⎣
⎡
Δ=ω t
z r
r
)ln(
Im  
T
NxNo2
][ψ : Modal vectors 
N: Number of modes in the frequency bandwidth of interest. 
PTD algorithm expresses the same model in terms of modal participation factors, poles and residues. 
The modal vectors are dropped from the equation using the inherent relationship between the residues 
and modal vectors (Eq. 5.37). The derivation of this model is given in detail in Deblauwe et. al. 
(1987) 
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{ }
1xNpk i
h : Time domain signal at response point p at time tk due to impulse at Ni 
NxNi
L 2][ : Modal participation matrix expressing how well a mode is excited from a specific DOF 
[ ]k NNxtre 22Δλ : Diagonal matrix of system poles in the z-domain at time tk 
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{ }
12Nxp
A : Residue at vector at response point p for due to impulse at any Ni. This way all residues are 
expressed as a function the residues of one particular reference. 
 
5.1.2.2.1. First Stage Solution 
Poles and modal participation matrix in Eq. 5.37 are identified in the first stage. This is accomplished 
by setting up a matrix polynomial equation. First stage matrix polynomial equations are discussed in 
Chapter 5.1.1. Derivation of the matrix polynomial equation in PTD algorithm is as follows: 
The algorithm starts with a matrix polynomial that has the following form: 
[ ][ ][ ] [ ][ ][ ] [ ][ ][ ] 0)()1()0( 01 =α++α+α Δλ−ΔλΔλ tptpt rrr eLpeLeL L  (5.38) 
Derivation of Equation 5.38 is skipped, but it can be found in Brown et. al.  
First, the matrix coefficients i.e. [α(p)] are sought by the following procedure: 
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[ ] [ ] [ ] [ ][ ] )()(,,)2(,)1( ii pxNxNp pB ααα L=  (5.40) 
[ ]pB  is the polynomial coefficient matrix and the following relationship (Eq. 5.41) holds for each 
response location, which is denoted by “i” in the equations. “X” is a large number indicating the 
length of the signal that is being shifted along the time axis to find matrix coefficients. “p” is the 
model order of the matrix polynomial. 
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Unknown poles of the system (i.e. frequency and damping) are equal to the eigenvalues of the matrix 
polynomial. The number of eigenvalues in a matrix polynomial is equal to the order of the matrix 
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polynomial times the dimension of the matrix coefficients. Therefore, the order of the matrix 
polynomial shall be 2N number of modes divided by the number of reference points. For example, if 
the system has 4 input points (reference points) and the number of modes in a certain frequency band 
is 10 then the smallest matrix polynomial order to solve this problem is 5. 
[ ][ ] [ ]pipip RTB −=  (5.42) 
It should be noted that coefficient sub matrices i.e. [α(p)] are scalars when one IRF is considered. If 
we rewrite Eq. 5.42 in a more general form to incorporate “m” number of response points the 
following relationship is obtained.  
[ ] [ ] )(21 ,,, mXxNpmpp iRRRR L−=  (5.43) 
[ ] [ ] [ ] [ ][ ] )()(,,)2(,)1( ii pxNxNpB ααα= L  (5.44) 
[ ] [ ] )()(21 ,,, mXxxpNpmpp iTTTT L=  (5.45) 
[ ][ ] [ ]RTB =  (5.46) 
It should be emphasized that the goal of these mathematical manipulations is to find the polynomial 
matrix coefficients i.e. [B]. The size of the B matrix is Ni x (p x Ni) therefore there are Ni x (p x Ni) 
unknowns in Equation 5.45. The size of available equations is Ni x (mX) i.e. size of [R]. Therefore if 
X is chosen so that mX is equal to (p x Ni) there are exactly as many equations as unknowns and a 
unique solution set exists. However, it is advised that X be determined such that mX is greater than (p 
x Ni) and this makes Eq. 5.46 overdetermined. When solving overdetermined set of equations least 
squares method may be used to solve for the matrix coefficients. Using least squares method provides 
an advantage in reducing random errors in the data (Deblauwe et.al., 1987). 
After the overdetermined set of equations is solved by least squares method, coefficient matrix [B] 
becomes available to solve equation 5.37 for the poles and modal participation matrix of the system. 
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This is carried out by a companion matrix approach as discussed in Chapter 5.1.1. Equation presented 
in Chapter 5.1.1 (Eq. 5.26) is again presented here (5.47) with a slightly different nomenclature. 
Eigenvalues of the companion matrix are the poles of the system and the eigenvector associated with 
each eigenvalue is the modal participation vector related to the associated pole. 
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 (5.47) 
When the eigenvalues are found the corresponding modal frequencies and damping factors can be 
found by using the relationship given earlier in this section in nomenclature explanation of Equation 
5.36. 
The first stage solution is carried out with the help of a stability matrix where the x-axis is the 
frequency axis and y-axis is the increasing polynomial model order. For modes that are very active in 
the measured data, the modal parameters (poles and modal participation vectors) will stabilize at a 
low model order. For modes that were poorly excited in the measured data may not stabilize until a 
high model order. Nevertheless, the computational modes will not stabilize at all using this method 
(Allemang and Brown, 1998) 
Stabilization plots can be configured to meet a certain definition of stabilization. Construction 
methodology of stabilization plot will be further discussed at section 5.1.2.3. 
5.1.2.2.1. Second Stage Solution 
First stage solution provided modal participation matrix [L] and system poles λr in Equation 5.37. 
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Residue vector in the same equation is the only unknown left to be found.  
By varying k in Equation 5.37 the following equation is obtained: 
[ ] [ ]treZ Δλ=  (5.48) 
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Results in the normal equation (Eq. 5.51) 
[ ]{ } [ ]{ }pp ACHB =   (5.51) 
Where; 
[ ] HNNx BxBC ][][22 =   (5.52) 
{ }
⎪⎪⎭
⎪⎪⎬
⎫
⎪⎪⎩
⎪⎪⎨
⎧
=+
}{
}{
}{
1
0
1)1(
ps
p
p
Lxsp
h
h
h
H M  (5.53) 
It should be that “s” is an arbitrary positive integer. Solving Equation 5.51 with simultaneous linear 
equation technique will yield the residue vector. 
Once the residues are found the modal vectors may be found by using the relationship among modal 
vectors, modal participation factors and residues (Eq. 5.54) 
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pr
qr
pqr
L
A ψ=  (5.54) 
Where; 
Apqr: Residue for mode r at response point p due to input at q 
Lqr: Modal participation factor for mode r due to input at q 
prψ : Mode vector at response point p for mode r 
 
5.1.2.3. Stochastic subspace identification (SSI) method 
In this section, explanation of the SSI method will be made around random signals, because SSI 
method has been presented as a powerful algorithm for random vibration signal in the literature. 
However, the methodology can also be applied to MIMO signals and detailed derivation of this 
method is given in Peeters’ Ph.D.dissertation (2000). 
A stochastic state-space model is identified directly from measured output data or output correlations 
in SSI method. It can be shown that a stochastic state space model is a good representation of a 
vibrating structure excited by unknown forces, which are assumed to white noise characteristics.  
Discrete-time stochastic state-space model is defined as follows: 
kkok
kkslk
vxCy
wxAx
+=
+=+  (5.55) 
1}{ lxky : Output vector (i.e. measured signal) 
12}{ nxkx : Discrete state vector where 2n is the system order 
nnxsA 22][ : State transition matrix  
nlxoC 2][ : Output matrix 
12}{ nxkw : Noise term, also representing unknown excitation in case of random inputs 
1}{ lxkv : Noise term, also representing unknown excitation in case of random inputs 
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The method involves two general steps:  
In the first step the stochastic state-space model (Eq 5.55) is identified from measured data by 
subspace identification methods. In the second step, the modal parameters are obtained from the 
matrices As and Co. State transition matrix i.e. [As] completely characterizes the system by its 
eigenvalues; and the output matrix i.e. [Co] specifies how the internal states are transformed to the 
outside world (Peeters and DeRoeck, 2001) 
There are two proposed methods to identify state-space models from random signals: 
1. State-space model identification from output covariances (i.e. may also be called as correlation 
function matrix for zero-mean ambient vibration signals) 
2. State-space model identification from raw signals. 
The first called is named as “Covariance-driven stochastic subspace identification” and the second 
method is named as “Data-driven stochastic subspace identification”. 
Both methods aim to cancel out uncorrelated noise and both methods start with a data reduction 
process, but in the first method the covariances can be computed using the FFT algorithm while in the 
second method a slow QR factorization replaces FFT. Therefore the first method is faster than the 
second method. The first approach will be addressed herein. Details of both approaches may be found 
in Peeters’ Ph.D. dissertation (2000). 
 
5.1.2.3.1. Identification of state-space model from measurements: 
Output covariances are defined as: 
∑−
=
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yyER  (5.56) 
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iR : Output covariance sequence at time lag i. 
It should be noted that E is for mathematical expectation and arises form the ergodicy assumption. 
Since in reality only limited number of data points is available, limit term in the equation is dropped. 
A clarification in the nomenclature may be helpful at this point, which is that autocorrelation and 
autocovariance matrices can be used interchangeably if the process has zero-mean. If a bias offset 
were present and removed from the raw random vibration signals prior to data processing the signal 
would have zero mean.  
Stochastic realization relies upon a fundamental property of stochastic state-space systems. It can be 
proven that the output covariances Ri can be decomposed as: 
GACR isoi
1−=  (5.57) 
Where;  
][ 1
T
kk yxEG +=  (5.58) 
nxlG 2][ : Next state-output covariance matrix. Where 2n is equal to the state-space model order and l 
is equal to the number of output points. 
Once As and Co matrices are identified modal parameters can be found. 
To solve equation 5.57, Toeplitz covariance matrix is built by shifting the covariance sequence while 
maintaining diagonal values at Ri. As seen in equation 5.59, the size of the Toeplitz matrix is i x i and 
the equation is written for one covariance sequence i.e. one channel of measurement. Therefore if 
number of output channels is equal to l, the size of the matrix will be li x li. If input measurements are 
available the Toeplitz matrix reduces to size li x ri where r is the number of input points. In the 
random vibration case, certain channels are treated as reference channels and the matrix size is 
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reduced in the same manner. 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
−−
+
−
iii
ii
ii
i
RRR
RRR
RRR
T
L
LLLL
L
L
2212
21
11
1  (5.59) 
Next step is establishing a relationship between the Toeplitz matrix and [As] and [Co] matrices. Eq. 
5.57 can be re-written in the following form: 
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Where; 
( ) lixniO : Extended observability matrix 
( )nxliiΓ : Reversed extended stochastic controllability matrix 
n : State-space model order 
l : Number of output points 
i : Lag number from the covariance sequences  
It should be noted that result of ( ) lixniO ( )nxliiΓ  would be equal to a matrix which has a size of li x 
li (i.e. original Toeplitz covariance matrix given in Equation 5.59). If the covariance matrix is reduced 
by introducing reference channels so its size is li x ri then same matrices will have the following 
form: ( ) lixniO  and ( )nxriiΓ . The rank of the Toeplitz matrix is equal to n since it is a product of 
matrices with n columns and n rows.  
SVD can be used to estimate the rank of a matrix. Rank of a matrix would be equal to the number of 
non-zero singular values following SVD. Truncation of the Toeplitz matrix is carried out by SVD and 
the procedure is as follows: 
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Let refiT1  be the li x ri Toeplitz matrix i.e. reduced version of Equation 5.59 by using covariance 
sequences only along with certain reference points 
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)()(][ rixliU : Left singular value matrix 
)()(][ rixliΣ : Singular value matrix 
)()(][ rixriV : Right singular value matrix. 
U1 Σ1 and V1 represent the matrices corresponding to non-zero singular values of the Toeplitz matrix.  
)()(1 ][ nxliU : Reduced left singular value matrix 
)()(1 ][ nxnΣ : Reduced singular value matrix 
)()(1 ][ nxriV : Reduced right singular value matrix. 
Now the Oi and Γi can be found by the following equations: 
TUOi 2
1
11Σ=   (5.62) 
T
i VT 12
1
1
1Σ=Γ −  (5.63) 
Where; 
T is nxn identity matrix 
From Eq. 5.60, we know that C is equal to first l rows of Oi and G is equal to the last m columns Γi. 
This relationship can be written in MATLAB notation as follows: 
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 (5.63) 
The only remaining parameter for estimation of modal properties is [A]. Solution for [A] starts with 
 70
the following equation: 
isi
ref
i AOT Γ=+12  (5.64) 
ref
iT 12 +  has a similar structure as 
ref
iT1 , but is composed of covariances kR  from lag 2 to 2i. [As] is 
found by the following equations: 
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+ ΣΣ=Γ= VTUTOA refiTirefiis   (5.65) 
+•)(  indicates Moore-Penrose pseudo-inverse of a matrix 
5.1.2.3.2. Modal parameter identification from [As] and [Co]: 
Eigenvalue decomposition of the state matrix [As] would give the system poles i.e. λr which are 
stored in a diagonal eigenvalue matrix [Λ]. Corresponding complex eigenvectors (Ψ) are used for 
mode shape vector calculation. 
1−ΨΛΨ=sA  (5.66) 
In the beginning of this section [As] is defined as 2nx2n matrix where 2n is the model order of the 
state-space model. Therefore eigenvalue decomposition yields: 
nnx 22][Ψ : Complex eigenvector matrix of state matrix As 
nnx 22][Λ : Complex diagonal eigenvalue matrix of state matrix As 
Mode shape vectors (V) are calculated as follows: 
Ψ= oCV  (5.67) 
It should be noted, in the beginning of this section [Co] is defined as lx2n matrix where l indicates the 
number of output points. Since size of [Ψ] is 2nx2n resulting size of the mode shape vector V is lx2n 
It should be noted that the state-space model is solved for multiple model orders and a stabilization 
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plot is employed for detection of consistent modal properties over a range of different model orders. 
Stabilization plot is constructed to monitor stabilization of modes as the model order is increased. 
This goal is achieved by establishing criteria for stable modes i.e. if eigenfrequency, damping ratio 
and mode shape differences are within preset limit between adjacent model orders, the pole is labeled 
as a stable one. 
For example, the following limits are chosen i.e. 1% in eigenfrequencies, 5% for damping ratios and 
2% for the modal vectors, the stability requirements are: 
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5.1.3. Analytical Impact Test Simulation Study 
As discussed earlier, the goal of the impact test is to obtain reliable FRF that can be related to 
structure’s modal properties through partial fraction expansion or other forms of representation. 
Cantilever beam presented in the previous chapter will be used to demonstrate impact test in the 
laboratory. The main purpose of going over the cantilever example is to lay out the principles of 
experimental modal analysis on a simple structure with closed form solution, which should be 
essentially free of real-life uncertainties that are being considered in this work. 
A basic flow chart summarizing modal parameter identification process steps from and analytical and 
experimental point of view is given in Fig. 5.2. In this section the cantilever physical model will be 
modeled using the analytical approach by solving the characteristic equation and residue matrix. In 
addition to this effort, same analytical model (M, K, C model) will be used to simulate an impact test 
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using Duhamel’s integral and FRF will be generated from the simulated data. The identified 
parameters from the simulated impacts are presented with physical impact test results in Chapter 5.1.4 
 
 
 
 
 
 
Figure 5.2: Basic steps in experimental and analytical modal analysis and identified properties 
5.1.3.1. Analytical FRF Derivation: 
This approach sometimes is called as the residue approach and it relies on solving the characteristic 
equation and residue matrix. The theoretical background may be summarized as follows: 
The beam was descritized as a 10 DOF system as shown in Fig. 5.3 by dividing into five equal 
sections where each node had two DOF i.e. one vertical translation and one rotation. 
 
Figure 5.3: Discretized cantilever beam model DOF 
Equation of motion (5.68) will require calculation of mass, stiffness and damping matrices.  
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5.1.3.1.1. Calculation of the mass matrix [M] 
Mass matrix can be calculated using lumped mass or consistent mass approaches. Lumped mass 
approach will require calculation of only the diagonal elements of the mass matrix. Rotational degrees 
of freedoms do not contribute to the mass matrix in this approach. 
An alternative approach to lumped mass approach is the consistent mass approach. In this approach, 
the mass coefficients mij is defined as the force at nodal coordinate i due to a unit acceleration at 
nodal coordinate j while all other nodal coordinates are maintained at zero acceleration. Derivation of 
consistent mass matrix of a single beam element having one rotational and one translation DOF at 
each of its nodes can be derived using the Principle of Virtual Work approach This derivation is given 
in detail in Structural Dynamics: theory and computation (Paz). Resultant element mass matrix of a 
beam element having uniform mass distribution m  is given in Eq. 5.69. 
[ ]
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
−−−
−
−
−
=
22
22
422313
221561354
313422
135422156
420
LLLL
LL
LLLL
LL
Lmm  (5.69) 
In this problem, consistent mass matrix approach was used and 10x10 mass matrix [M] was obtained 
following assembly of element mass matrices. 
5.1.3.1.2. Calculation of the stiffness matrix [K] 
The stiffness coefficient kij is defined as the force at the nodal coordinate i due to displacement at the 
coordinate at j. Stiffness coefficients of single beam element can be derived by employing the 
differential equation for small transverse displacements of a beam (Eq. 5.70) to generate shape 
functions of a beam segment. When the shape functions are calculated then Principle of Virtual work 
is employed to get individual stiffness coefficients of a beam segment. Derivation of stiffness 
coefficients of a beam segment is explained in detail in Structural Dynamics: theory and computation 
(Paz). Resultant beam element stiffness matrix is given in Equation 5.70. 
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10x10 stiffness matrix was obtained following the assembly of element stiffness matrices. 
5.1.3.1.3. Calculation of the damping matrix [C]: 
The damping coefficient cij is defined as the force developed at coordinate i due to a unit velocity at j. 
An analytical expression of damping coefficient per unit length is impractical and therefore 
generation of a damping matrix in the same fashion as mass and stiffness matrices is unfeasible. The 
damping is generally expressed in terms of damping ratios that are obtained experimentally for each 
mode of vibration of a structure. Another approach to express damping analytically is to assume that 
damping as a function of mass and stiffness properties of the structure i.e. damping may be defined as 
a mass-proportional or stiffness-proportional property, but neither on these approaches are practical 
for use in structural engineering problems (Chopra). 
There are two other approaches to analytically define damping properties of a structure i.e. Rayleigh 
Damping and Caughey damping. These approaches are somewhat consistent with experimental data.  
Rayleigh damping expression can be summarized as follows: 
][][][ 10 KaMaC R +=  (5.71) 
The damping ratio for the nth mode of a system is: 
n
n
n
aa ω+ω=ζ 2
1
2
10  (5.72) 
The coefficients a0 and a1 can be determined from specified damping ratios ζi and ζj for the ith and jth 
modes respectively. 
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If we assume the damping ratios ζi and ζj are the same and equal to ζ : 
ji
jia ω+ω
ωωζ= 20  (5.73.a)   
ji
a ω+ωζ=
2
1  (5.73.b) 
ω in Eq. 5.73 is the undamped natural frequency of the system for mode n. 
As described in Equations 5.71-5.73, Rayleigh damping descretizes the system damping by using the 
system’s two vibration modes. If we wish describe the damping properties of the system by including 
more than two modes of the structure then we need to consider Caughey damping. Detailed 
explanation of Caughey damping is given in structural dynamics books. 
In the cantilever problem, Rayleigh damping approach was utilized after calculation of the undamped 
natural frequencies of the beam by solving the undamped characteristic equation (Eq. 5.74). It should 
be noted that that Eq. 5.74 includes “s” Laplace variable that results from transformation of the time 
domain Equation of Motion (1) to Laplace domain. First two natural frequencies of the beam were 
used to calculate coefficients a0 and a1. 10x10 damping matrix was constructed by using Eq. 5.71 
[ ] 0][2 =+ MsK  (5.74) 
5.1.3.1.4. FRF Derivation: 
Following the generation of M, K and C matrices we can build state-space equations to obtain 
damped natural frequencies, mode shapes and damping ratios of the system. The necessity of utilizing 
state-space equations arise from the fact that when damping is included in the equation of motion 
eigenvalue solution of system poles can not be calculated unless state-space equations are employed. 
The eigenvalue solution of the state-space equation (Eq. 5.75) will relate to damped natural 
frequencies and damping factors. The eigenvectors will relate to the mode shapes of the system. It 
should be noted that damping factors are externally introduced to the system in this case assuming 
that the damping behavior would follow Rayleigh damping so we should be getting damping factors 
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that would match initial assumptions about damping. 
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Another point to emphasize is that the analytical formulation using the residue approach will not 
require a frequency domain transformation at any point until the FRFs are generated. In the analytical 
formulation FRF expression is obtained in the Laplace domain and FRF plots are essentially a cross-
section of the laplace domain representation of the system poles and residues along the jω axis. 
Poles of the system can be calculated analytically without having to know any input/output relation of 
the system as long as M, K and C matrices are known. In other words, they are inherent system 
properties. FRF, on the other hand, is defined along the frequency axis (jω axis) of the Laplace 
domain pole representation and it requires input/output relationship of the structure. 
Residues at each mode can be calculated from the modal scaling factors (modal A and modal B) that 
are functions of the eigenvectors of the system (Eq. 5.76). Following the residue calculation the 
contribution of each mode at each DOF as a result of an input at the same or another DOF can be 
calculated the summation of individual mode contributions will give the resultant FRF at a DOF. 
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Figure 5.4: Magnitude and phase plots of the first pole of the cantilever 
 
 
 
 
 
 
 
 
 
 
Figure 5.5: Real and imaginary parts of the first pole of the cantilever 
. 
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It should be noted that modal scaling factors are calculated using the eigenvectors of the system i.e. 
{φ}r , but the mode shape vectors {ψ}pr and {ψ}qr are used to calculate residues (Eq. 5.77) 
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When poles and residues are calculated, FRF can be constructed by following the partial fraction 
expansion representation of FRF given in Eq. 5.78. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.6: FRF plots of node points 1 through 5 as a result of an impact at node 1 Dashed lines show the 
contribution of each mode. 
As a result of analytical solution of the cantilever system modal parameters of the structure are 
obtained and tabulated in Table 5.3. It should be noted that the damping ratio is 1% for the first two 
modes and follows the Rayleigh damping curve for the remaining modes. This is an indication of the 
correctness of the calculations. 
5.1.3.1.5. Modal Scaling: 
Mode shape scaling is an important issue that is suitable for discussion at this point. Mass, stiffness 
and damping matrices of the physical structure can be transformed from physical coordinates to 
modal coordinates through the same procedure applied to modal A and B matrices in Equations 5.76.a 
and 5.76.b. As a result of this operation diagonal, uncoupled modal mass, stiffness and damping 
matrices may be obtained. However, those matrices are unknown in the experimental case. The most 
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common and important scaling method for mode shape vectors is mass-normalized scaling. Mass-
normalized mode shapes can be used in extracting modal flexibility of the structural system (Chapter 
4.3). The aim in mass-normalization is to obtain unity modal mass matrix. In other words, when 
physical mass matrix is pre and post-multiplied by the eigenvectors (φ) and their transpose 
respectively as shown in Equations 5.76.a and 5.76.b the resultant modal mass matrix is a unity 
matrix. Mass-normalized mode shape matrices can be obtained as follows: 
First scaled modal coefficient (Qr) is calculated at the driving point q using the the driving point 
residue Aqqr (Eq. 5.79). It should be noted that Qr is the reciprocal of the modal A in Eq. 5.76.a and 
5.77 (i.e. rA QM r /1= ) 
qqrqrqrr AQ =ψψ  (5.79) 
The scaled mode shape is defined as: 
qrr
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}{  (5.80) 
Table 5.3: Modal parameters of the cantilever beam calculated analytically using the M,K,C matrices. 
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5.1.3.1.6. FRF Simulation 
In the previous chapter, modal parameters of the beam model were derived from the structure’s M, K, 
C matrices. In the experimental case, very little or no information is available about the mass, 
stiffness or damping mechanisms in the structure and experimental modal analysis aims at identifying 
modal parameters of the structure without the availability of knowledge about the system.  
FRF are experimentally derived and modal parameters are found from FRF utilizing parameter 
identification methods. Before moving on to actual experimental results and algorithms it is helpful to 
go over a simulation study where and impact test is simulated on the beam model since a simulation 
study will not include any uncertainty that may impact the outcome of the parameter identification 
process. 
Generation of M, K, C matrices are necessary to simulate an impact and derive resultant outputs on 
the beam model. M, K and C matrices have been derived in the previous sections and now Duhamel’s 
integral will be utilized to simulate an impact on the beam model. 
The total displacement at time t due to the continuous action of the force F(t) is given by the 
summation or integral of the differential displacements dy(t) from time t=0 to time t, that is: 
∫ −= t dtFmty 0 )(sin)(
1)( ττωτω  (5.81) 
Response to general dynamic loading and utilization of Duhamel’s integral for damped and 
undamped cases are discussed in detail in Structural Dynamics: theory and computation (Paz). Only 
the numerical implementation of the response to general loading in damped case will be covered here. 
Response of a damped system in terms of Duhamel’s integral is given in Eq. 5.82. 
 81
∫ −= −t Dt
D
dteF
m
ty
0
)( )(sin)(1)( ττωτω
τζω  (5.82) 
Numerical integration of Eq. 5.82 would yield: 
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F(τ) is linear piecewise linear loading function (Eq. 5.86) 
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Where; 
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Substitution of Eq. 5.86 in Eq. 5.84 and 5.85 will require evaluation of the following integrals: 
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'
1I  and 
'
2I  are the integrals in equations 5.89 and 5.90 before their evaluation at the limits 
AD and BD shown in Eq. 5.84 and 5.85 can be numerically evaluated following the calculation of the 
integrals in Eq. 5.89-5.92. 
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Finally, the substitution of equations 5.93 and 5.94 into Eq. 5.83 gives the displacement as function of 
discrete time variable ti : 
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Numerical evaluation of responses at each DOF as a result of an impulse can be evaluated. Time 
domain responses can be plotted at any DOF for any mode of the system. Here, the contribution of 
the first five modes is considered and summations of individual modes at every DOF due to an 
impulse at DOF 1 are presented (Fig. 5.7-5.8). 
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Figure 5.7: Simulated impulse response functions (IRF) at 5 DOF due to an impulse at DOF 1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.8: FRF plots of 5 response DOF as a result of input at DOF 1 
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FRF plots of the cantilever beam as a result of H1 algorithm is given in Fig. 5.8. An impulse at DOF 
1 and simulated responses at remaining DOF were used to generate FRF plots. It should be pointed 
out that in the simulation case noise is not available; therefore even though H1 algorithm presented in 
Chapter 5.1.1 was used, implementation of the FRF algorithm has virtually no significance. Same 
approach was also used in the real experiment case (Chapter 5.1.4) 
In this section modal parameters of the physical cantilever beam model were found from M,K,C 
matrices. Input/output relations on the model were simulated using Duhamel’s Integral approach and 
FRFs were obtained from the simulation. In a modal test, the goal is to obtain FRF as accurate as 
possible experimentally in order to extract modal parameters. 
5.1.4. Impact Test on the Cantilever Beam 
The cantilever beam that was used to demonstrate modal analysis concepts in the previous chapters 
was instrumented with 6 accelerometers and impact test was carried out on this simple physical 
system. Impact test data was processed using CMIF and PTD algorithms.  
In this section, experimental impact test results are compared to the simulation results. This 
comparison will not only serve as a basis for experimental modal parameter identification using 
ambient inputs but will provide with a glimpse of how well the results correlate with a controlled 
simple system virtually without any obvious uncertainty. 
Vertical impacts are applied to points 1,3 and 5 shown in Fig. 5.6 and during simulated and physical 
impact tests. 
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Figure 5.9: Physical impact test and simulation impact test CMIF plots 
As described in the previous chapters, peaks in the CMIF plot indicate locations of structural modes. 
First five peaks of the structure are clearly seen in both plots. However, the shape of the forth and 
fifth peaks in the simulation case differ from their experimental counterpart. This is because the 
simulation follows Rayleigh damping assumption explained in Chapter 5.3.1. Second and third 
singular value plots are not the same between test and simulation. Cross-eigenvalue effect between 
the first and second modes are seen in the experiment case, but it is clearly not present in the 
simulation case. 
The mode shapes and modal frequencies found from this exercise are shown in Fig. 5.10-5.11: 
Simulation CMIFImpact Test CMIF
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Figure 5.10: Mode shapes and modal frequencies of the of the cantilever beam (--- Impact Test, _____ Impact test 
simulation) 
Mode 1
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MAC:0.999 Mode 2
29.73 Hz
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MAC:0.997
Reference DOF Reference DOF
Mode 4
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170.72 Hz
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MAC:0.996
Reference DOF Reference DOF
Mode 5
263.26 Hz
282.78 Hz
MAC:0.997Mode 5
263.26 Hz
282.78 Hz
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Figure 5.11: Mode shapes and modal frequencies of the of the cantilever beam (--- Impact Test PTD Algorithm, 
_____ Impact test CMIF Algorithm) 
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Fig. 5.10 indicates that slight deviations in the mode shapes exist, but all modes are consistently 
captured in both simulation and impact test cases. However, higher mode natural frequencies appear 
to be different between the impact test and impact test simulation. This is caused by not being able to 
properly simulate the mass and stiffness of the structure. Resolution of the model is course compared 
to the number of modes identified from it and furthermore slight differences in the cross-sectional 
dimension could make a big impact on accuracy of stiffness and mass matrix coefficients. 
Fig 5.11 validates the impact test results. First five modes of the structure were found using two 
different algorithms with a high correlation. 
 
5.2. Ambient Vibration Test 
5.2.1. Overview of Parameter Identification Methods for Ambient Vibration Test Application 
When controlled inputs are not available IRF and FRF construction cannot be made as presented in 
Chapter 5.1.1. New data manipulation methods and models are needed to extract modal parameters 
from random vibration signals.  
The simplest parameter identification method for ambient vibration signals is the so-called peak-
picking method. Peak picking method is based on calculation of power spectral density (PSD) of 
channels and locating the peaks that are possible natural modes of the system from the power spectral 
density information. PSD method is known as Welch’s method and relies on averaging and 
windowing of the signal segments prior to application of FFT (Hayes) A simple FFT algorithm can 
also be utilized instead of PSD if modes are well separated and excited. When peak locations are 
determined using either PSD or FFT algorithm the frequency line on the spectrum plot corresponds to 
the natural frequency and the imaginary portion of the magnitude of the signal’s spectra corresponds 
to the mode shape vector at the response point at the selected frequency. Damping value may be 
found by half-power bandwidth method, which enables quantification of the sharpness of a resonance 
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peak. It is however, widely expected that this estimate does reflect the physical damping very 
accurately (Peeters and DeRoeck). 
Coherence functions may be used in peak picking method to enhance robustness of the method. For 
example, coherence of two channels being one indicates existence of resonance at a particular 
frequency line. Phase angle of the spectra is used to separate real modes from complex ones i.e. phase 
angle should be either 0 or 180 deg at the resonance frequencies. 
Another method to identify modal parameters from random vibration signals has been ARMA 
modeling along with Prediction Error Method (PEM). PEM is a general system identification 
approach (Ljung). Different algorithms have been proposed to identify ARMA or in case of multiple 
excitations ARMAV models by minimizing the prediction errors. The application of PEM to estimate 
an ARMA model results in a highly nonlinear optimization problem. PEM-ARMAV methods have 
been applied to ambient modal parameter identification in the mid 90’s. PEM-ARMAV based 
algorithm reduces the two stage parameter identification process that was presented in Chapter 5.1.1 
into a one stage data driven approach.  
Stochastic subspace or realization-based methods have also lately gained popularity identification of 
modal parameters of constructed systems. System realization i.e. recovering system matrices from 
impulse responses was developed by Ho and Kalman in 60’s. Later SVD was used as a tool to reduce 
the noise interference in IRF measurements. SVD based system realization was first adapted for 
modal parameter identification by Juang in 1984, i.e. Eigenvalue realization algorithm. Realization 
based stochastic methods can be applied to ambient vibration signals. Overview of these methods 
have been given in Peeters and DeRoeck (2001) 
In 1990’s, a new subspace system identification technique i.e. Stochastic Subspace Identification 
(SSI) was developed in system and control engineering. This technique offers numerically reliable 
and effective state-space model for complex dynamic system directly from measured data. 
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Computational complexity is reduced with SSI compared to PEM-ARMAV approaches. Details of 
this approach has been presented in Chapter 5.1.2.3 
In addition to mentioned methods and algorithms that were designed for MIMO parameter 
identification as presented in Chapter 5.1.1 may be used for parameter identification from random 
vibration signals with additional preprocessing stages. 
In this thesis three algorithms i.e. CMIF, PTD and SSI have been applied to random vibration signals 
and impact test signals under structural boundary cases. In the case of an impact test FRF can be 
directly used with any one of those algorithms, but when random data signals are used for parameter 
identification algorithms certain averaging and data preprocessing should be applied to raw data to 
make it suitable for parameter identification. Issues related to data preprocessing will be discussed in 
the next chapter. 
5.2.1.1. Adaptation of MIMO Modal Parameter ID algorithms for operational modal analysis 
When impact test or other forced vibration tests are not applicable, modal parameters may be 
identified from the recorded ambient vibration signals, which are generated under service conditions 
of a structure and the service conditions are assumed to have broadband spectral characteristics. 
A common way to treat random vibration signals to put them in a form which is suitable for use with 
already developed parameter identification algorithms is to average the random vibration signal using 
different techniques i.e. correlogram, periodogram methods and random decrement method. Averaged 
pseudo-IRF and pseudo-FRF functions may serve as a starting point for parameter identification 
algorithms. Issues in ambient vibration based parameter identification process and process parameter 
sensitivities will be discussed in detail in Chapter 6. 
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Figure 5.12: Adaptation of random signal for MIMO based parameter identification 
Averaging reduces random errors and converts the random signal into an IRF form (when averaging 
is carried out in the time domain). The major drawback of using random vibration signals is that since 
the input is unknown and not recorded the resultant FRF is not scaled by cross and autopower spectra 
of the input and output. Therefore when modal parameters are identified the scaling factor is not 
accurate. Another drawback of using ambient vibration signals is not being able to reliably estimate 
damping. Reliability of the damping factors that are calculated from random vibration signals are 
generally considered questionable because of their high sensitivity to the shape of the averaged signal. 
5.2.2. Ambient Test Demonstration on the Cantilever Beam 
The cantilever beam was tested under two different ambient excitation cases and modal parameters 
were identified using the CMIF algorithm. Random Decrement technique was used to average 
random signals from the structure. A flow chart of parameter identification from ambient vibration 
signals is shown in Fig 5.13. Details of each step including Random Decrement method for averaging 
random signals and the impact of uncertainties during the process will be discussed next. 
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Figure 5.13: An example of parameter identification process using ambient vibration signals 
Figure 5.14: Raw data signal from the cantilever beam accelerometers 
The raw data was averaged using the Random Decrement (RD) method and averaged signals are used 
to generate pseudo-FRF. Following the generation of FRF singular value decomposition was applied 
Preprocessing
Post processing
Random finger taps on the beam
Shaker Excitation
Ch#3 Ch#4 Ch#5
Ch#3 Ch#4 Ch#5
Random shaker input through the support
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to pseudo-FRF at each spectral line and CMIF plot is obtained. CMIF plots in two different excitation 
cases are shown in Fig. 5.15. 
Fig. 5.15 indicates that the fourth mode of the structure was excited more than the others in the 
random shaker excitation case. The differences between the both excitation cases show how the 
excitation transferred to a structure may greatly influence the results. In this particular excitation, the 
mismatch between the two CMIF is believed to be related to the interaction between the support/lab 
floor system and the cantilever beam. 
 
Figure 5.15: CMIF plots of the cantilever beam random signals under two different excitation cases. 
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Figure 5.16: Modal properties of the beam model identified by operational modal analysis and impact test. 
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5.3. Discussion on the Identified Parameters by Impact and Ambient Vibration Tests 
The correlation between the impact test and simulated impact test on the structure has already been 
presented in Chapter 5.1.4 and it was shown that a good correlation was obtained except the 
correlation in natural frequencies and this was explained by not having a high enough resolution to 
accurately represent mass and stiffness of the beam. When the same physical model was tested using 
an ambient vibration it was noticed that the nature of the random excitation greatly influenced the 
results. When the structure was excited using random shaker input applied though the beam’s support 
point a very dominant peak at the fourth natural mode of the structure was observed and mode shapes 
except that of mode 4 showed relatively poor correlation with the impact test results. However, when 
the same structure was excited through spatially distributed manual tapping action all modes resulted 
in high correlation with the impact test data. 
This exercise showed that the nature of excitation and its influence on the dynamic relationship 
between the structure and its substructure is an example of how epistemic uncertainty i.e. input type 
can skew the results of operational modal analysis. 
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CHAPTER 6 : DYNAMIC TEST PLAN AND EXECUTION 
6.1. Presentation of the Test Plan 
6.1.1. Impact Test Plan 
The ultimate objective of the laboratory study is to investigate how different sources of uncertainty 
affect the outcome of operational modal analysis. Assessing the quality and reliability of modal 
parameters identified by operational modal analysis becomes a subjective task, when no reference 
measurements are available. The quality assessment of results usually relies on the engineer’s 
experience with structures with similar characteristics. On the other hand, impact test is a well-
understood and robust technique for modal parameter identification. The laboratory model used in the 
study was tested by impact test method every time the model’s structural state was changed as a result 
of modification at the boundary conditions. 
Uncertainties involved in structural identification process have already been presented in Chapter 1.3 
(Fig. 1.2). In this section, the test plan will be explained in detail. 
The physical structure was tested using impact and ambient testing tools under three different 
boundary configurations:  
1. Nominal boundary conditions with steel rollers (Fig. 6.1, left) 
2. Boundary conditions with steel rollers with additional weight (Fig. 6.1, center) 
3. Nominal boundary conditions with neoprene roller. (Fig. 6.1, right) 
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Figure 6.1: Three different boundary conditions with steel rollers, steel rollers with additional weights and 
neoprene rollers 
Each one of those cases was first tested using the impact test method. Points 4,9,11 and 13 (Fig. 6.2) 
were selected input points and they were kept the same in each impact test to avoid variability due to 
selection of different input channels. Same data acquisition parameters were used in each impact test 
(Sampling frequency = 200 Hz., Blocksize = 2048 with exponential window) 
Details of each boundary case are as follows: In the first configuration, steel rods were placed on steel 
saddle-shaped plates (Fig. 6.1), which were mechanically connected to steel pedestals’ 3/8” thick top 
plates at six support locations. The saddle shape base of the plates partially constrained translation in 
the longitudinal direction of the structure. In the second configuration, steel plates weighing 240 lbs. 
were added on the deck at support locations to prevent any kind of vertical uplift during excitation. In 
the third configuration, weights were removed and neoprene rollers simulating material nonlinearity 
at the boundary locations replaced steel rollers. The structure was tested by impact test method using 
4 input and 27 output locations. Data were processed using PTD CMIF and SSI algorithms using 
three different spatial placements of boundary accelerometers for each structural configuration (Fig. 
6.2). In the first case, the boundary location accelerometers that were on the deck were taken into 
account. In the second case, the boundary location accelerometers that were on the support pedestals 
were taken into account and in the third case accelerometers at the boundaries were completely 
disregarded during parameter identification. Accelerometers 1,2,3,19,20,21 were placed on the 
pedestals and accelerometers 22,23,24,25,26,27 were placed on the deck at support locations. 
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Figure 6.2: Impact test input and output locations on the model 
Since boundary conditions were located at the intersection of the superstructure and substructure the 
signals from boundary sensors were categorized based on their physical locations. This will show the 
differences in identified modal parameters depending on the selection of the boundary location 
accelerometers. A summary of impact test cases and different spatial representation of boundary 
location accelerometers that were considered in data processing is shown in Table 6.1. 
Table 6.1: Analyzed boundary condition cases with the impact test 
Cases Boundary Condition Boundary Accelerometer Location 
 Steel Roller  On the deck 
1 Steel Roller  On the support 
  Steel Roller  Disregarded  
 Steel Roller + Addt'l Mass On the deck 
2 Steel Roller + Addt'l Mass On the support 
  Steel Roller + Addt'l Mass Disregarded  
 Neoprene Roller On the deck 
3 Neoprene Roller On the support 
  Neoprene Roller Disregarded  
 
At the end of the impact test study, following parameter identification with CMIF and PTD 
1 4 7 10 13 16 19
5 8 11 14 17
3 6 9 12 15 18 21
2 20
Impact Point Output Point
22
23
24
25
26
27
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algorithms, one data set (i.e. data that utilizes the first 21 channels on the structure) was processed 
with SSI algorithm as well. One clarification should be made at this point. LMS software package 
was used to process impact and ambient vibration test data and the results were tabulated as CMIF vs. 
PTD vs. LMS. Based on this tabulation nomenclature LMS will correspond to SSI algorithm. 
X-acquisition software was used to carry out the impact test. First 12 modes of the structure were 
considered in this study. The frequency band for the identified modes was between 1 and 55 Hz, 
which was first identified from the FEM and then validated before physical testing by looking at the 
response spectra of the structure. CMIF is a very useful tool to identify the number of expected modes 
at a certain frequency band. Details of CMIF were given in previous chapters. 
Impact test results will serve as a baseline for different boundary cases and will help assessing the 
reliability of the operation modal analysis study. Following the impact test a set ambient excitations 
were applied to the structure. Details of excitation and full parameter table of ambient data pre and 
post processing parameters will be given next. 
6.1.2. Ambient Vibration Test Plan 
Modal parameter identification under random excitation involves groups of uncertainties related to 
structural complexity, excitation characteristics, signal processing and parameter identification 
algorithms. The success of an operational modal analysis study is governed by how well the 
uncertainty is mitigated during data collection and processing. The laboratory physical model 
presented in Chapter 3.3 was used as a test bed for this study.  
Uncertainty impact and assessment study on the physical model was designed in two phases. In the 
first phase, the structure was tested using the impact test method and a set of different ambient 
excitation cases were applied without altering the structural boundary conditions. Different 
preprocessing methods were utilized and the sensitivity of different preprocessing techniques on the 
identified parameters was investigated. In the second phase using a nominal set of preprocessing 
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parameters in light of the first phase, modal parameters were found for a number of different cases 
where the boundary conditions, excitation and applied parameter identification methods were 
systematically changed. Impact test was conducted every time boundary conditions were changed to 
establish a baseline to compare ambient vibration test results. The success of operational modal 
analysis study was assessed by the level of correlation between the impact test and ambient vibration 
test. All sensitivity studies were carried out with broadband shaker excitation where the shaker was 
positioned at the base of one of the support pedestals as depicted in Fig 3.8 unless otherwise noted. 
The preprocessing parameters that were considered as sources of uncertainty in the preprocessing 
phase are as follows: 
Averaging Method: 
Averaging is the most critical preprocessing parameter in the parameter identification process. 
Ambient vibration data from the physical model structure will be averaged by using different 
techniques and different process parameters e.g. when random decrement method is used, the impact 
of triggering level will also be investigated. Consequences of using each technique and related 
parameters will be discussed in Chapter 6.2.2.1.1. 
Length of averaged signals: 
Averaged signal block size has an impact on the frequency resolution and the amount leakage that 
may be present in the averaged signal. Different block sizes of data were averaged and the impact of 
selection of different block sizes on the identified parameters will be discussed in Chapter 6.2.2.1.2. 
Exponential windowing: 
Exponential windowing is a commonly used technique to reduce leakage in transient decay signals, 
which is the form of the averaged signals. Exponential window effect on the identified parameters 
will be discussed in Chapter 6.2.2.1.3. 
Spectrum estimation method: 
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Signals may be directly transferred to frequency domain by Discrete Fourier Transform following 
averaging and windowing. An alternative way do carry out this transformation is possible by 
modeling the time domain signal. This is a redundant operation for high model order parameter 
identification methods, since those methods mostly rely on ARMA based parameter identification 
concepts. However, signal modeling impacts the final identified parameters when a zero order 
parameter identification model (i.e. CMIF) is used. This topic will be discussed in Chapter 6.2.2.1.4. 
Following the preprocessing parameter sensitivity study, the second phase of the study is carried out. 
Matrix of studied uncertainties related to structural complexity i.e. change in boundary conditions, 
excitation characteristic i.e. change in magnitude and spectral nature of the input and modal 
processing algorithm are shown in Table 6.2. Highlighted cases are studied in this project. 
Table 6.2: Ambient vibration test parameter table covering excitation/boundary condition and post processing 
algorithms 
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6.2. Dynamic Tests on the Physical Model with Steel Roller Boundary Condition 
6.2.1. Impact Test Results 
In this section, modal parameters identified from the impact test data will be presented. The data was 
processed mainly by CMIF and PTD algorithms. Three different spatial sets of the data were 
analyzed. In the first set, boundary accelerometers on the supports were included in the processed 
dataset besides the accelerometers on the main span. In the second set, boundary accelerometers on 
the deck were considered and finally, in the third set accelerometers at the boundary locations were 
dropped from the analyzed dataset. The motivation behind different spatial options of boundary 
location measurement is to show their effect on identified parameters. Different boundary location 
measurements will be first analyzed with the same algorithm and comparisons will be made among 
different algorithms at the end of the section. 
 
 
Figure 6.3: Three FRF plots under input at point 13 
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Figure 6.4: Reciprocity check between points 9 and 13 
Modes were well captured regardless of the selection of deck or support accelerometers except mode 
12 when they were identified by CMIF method, which showed discrepancy depending on the 
boundary location sensor selection (Fig 6.5). Damping values were consistently identified in either 
boundary location selection alternatives (Table 6.3) 
Table 6.3: Impact test results using the CMIF algorithm 
 
A total number of 11 modes were identified with the PTD method (Fig. 6.6), where one mode 
identified by CMIF algorithm was missed around 40.87 Hz. The mode at 51.8 Hz. again showed 
different mode shapes depending on the selection of the boundary accelerometers. Damping values 
showed difference up to 7.58% with the PTD method. 
 
Method No. Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) % Diff. Frequency % Diff. Damping MAC
CMIF 1 5.04 1.31 5.04 1.31 0.00 0.08 1.000
CMIF 2 7.80 0.95 7.80 0.95 0.00 0.00 1.000
CMIF 3 17.84 0.77 17.84 0.77 0.00 0.00 0.996
CMIF 4 22.29 0.99 22.29 0.99 0.00 0.00 0.986
CMIF 5 28.09 0.70 28.09 0.70 0.00 0.00 0.999
CMIF 6 33.10 2.06 33.11 2.13 0.04 3.06 0.941
CMIF 7 36.36 0.71 36.36 0.71 0.00 -0.56 0.991
CMIF 8 40.87 1.16 40.87 1.16 -0.01 -0.26 0.921
CMIF 9 42.99 1.78 42.97 1.68 -0.04 -5.18 0.920
CMIF 10 46.50 0.89 46.50 0.89 0.01 0.00 0.945
CMIF 11 49.22 0.87 49.21 0.88 -0.02 0.92 0.883
CMIF 12 51.84 1.09 51.80 1.07 -0.07 -1.01 0.610
Deck Boundary Sensors Support Boundary Sensors 
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Table 6.4: Impact test results using the PTD algorithm 
 
 
Mode shapes identified by CMIF and PTD methods are shown in Fig. 6.5 and 6.6 respectively. In 
each figure results from one algorithm depicted depending on boundary sensor selection. 
Mode shapes of the physical model do not show high level of discrepancy depending on boundary 
sensor selection. Boundary movements in a mode shape are barely detectable up to mode 5 after 
which significant boundary movement in observed. Boundary accelerometers on the deck and on the 
support structures move in the same direction until mode 12 indicating boundary movement of the 
structure is governed by the dynamic coupling between the grid/deck structure and the support/floor 
system 
PTD method could not capture mode 7. Mode 6 was only found when deck sensors were taken into 
account. Remaining modes were captured with a high correlation to the CMIF method. 
Method No. Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) % Diff. Frequency % Diff. Damping MAC
PTD 1 5.06 1.24 5.06 1.20 -0.10 -2.67 1.000
PTD 2 7.81 0.92 7.81 0.93 -0.04 0.22 1.000
PTD 3 17.82 0.70 17.81 0.71 -0.04 1.29 0.996
PTD 4 22.27 1.02 22.27 1.01 0.00 -0.98 0.986
PTD 5 28.08 0.69 28.10 0.68 0.07 -2.16 0.999
PTD 6 33.50 1.68
PTD 7 36.34 0.68 36.34 0.66 0.01 -2.65 0.991
PTD 8 43.04 1.54 43.18 1.64 0.32 6.83 0.911
PTD 9 46.43 0.87 46.52 0.94 0.18 7.58 0.943
PTD 10 49.27 0.99 49.17 1.05 -0.19 6.58 0.892
PTD 11 51.79 0.99 51.82 0.99 0.04 0.20 0.686
Deck Boundary Sensors Support Boundary Sensors 
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Figure 6.5: First 12 modes of the structure found by CMIF Algorithm with steel roller boundary conditions (-o- 
Support sensors on deck, -+- Support sensors on pedestals) 
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Figure 6.6: First 12 modes of the structure found by PTD Algorithm with steel roller boundary conditions (-o- 
Support sensors on deck, -+- Support sensors on pedestals) 
CMIF and PTD methods have been studied individually to understand the effect of boundary 
accelerometer selection with each method. The effect of dropping boundary accelerometers 
completely from the analyzed dataset will be now presented.  
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Table 6.5: Impact test results using the CMIF algorithm when boundary sensors disregarded 
 
All modes were captured with very high correlation when boundary sensors were disregarded during 
the analysis. Essentially they are a subset of data analysis case where the boundary sensors were 
included. When modes were captured in both analysis cases (i.e. including boundary sensors vs. 
excluding boundary sensors) the correlation among mode shapes is very high resulting in near 1.000 
MAC values. However, damping values showed difference when the boundary sensors were 
disregarded from the analysis. It is important to point out that the discrepancy in damping values 
starts after mode 5 where boundary locations start showing significant level of movement. However, 
with the PTD method discrepancy in damping is distributed over the entire frequency band of interest. 
This difference between two different algorithms may be tied to zero order (CMIF) and high order 
(PTD) nature of each algorithm. 
Table 6.6: Impact test results using the PTD algorithm when boundary sensors disregarded 
 
The sixth mode around 40 Hz. was not captured even after the boundary accelerometers were 
Method No. Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) % Diff. Frequency % Diff. Damping MAC
CMIF 1 5.04 1.31 5.04 1.31 0.00 0.08 1.000
CMIF 2 7.80 0.95 7.80 0.95 0.00 0.00 1.000
CMIF 3 17.84 0.77 17.84 0.77 0.00 0.13 1.000
CMIF 4 22.29 0.99 22.29 0.99 0.00 0.10 1.000
CMIF 5 28.09 0.70 28.09 0.70 0.00 0.14 1.000
CMIF 6 33.10 2.06 33.14 2.18 0.12 5.67 1.000
CMIF 7 36.36 0.71 36.36 0.70 0.00 -0.99 1.000
CMIF 8 40.87 1.16 40.88 1.12 0.02 -3.87 1.000
CMIF 9 42.99 1.78 42.95 1.68 -0.10 -5.41 0.999
CMIF 10 46.50 0.89 46.51 0.90 0.03 0.34 1.000
CMIF 11 49.22 0.87 49.20 0.88 -0.04 1.38 1.000
CMIF 12 51.84 1.09 51.80 1.08 -0.08 -0.65 1.000
Deck Boundary Sensors Boundary Sensors Disregarded
Method No. Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) % Diff. Frequency % Diff. Damping MAC
PTD 1 5.06 1.24 5.07 1.21 0.06 -2.43 1.000
PTD 2 7.81 0.92 7.81 0.95 0.00 2.60 1.000
PTD 3 17.82 0.70 17.81 0.71 -0.04 1.29 1.000
PTD 4 22.27 1.02 22.29 1.01 0.08 -0.79 1.000
PTD 5 28.08 0.69 28.10 0.65 0.08 -6.64 1.000
PTD 6 33.50 1.68
PTD 7 36.34 0.68 36.34 0.69 -0.01 0.74 1.000
PTD 8 43.04 1.54
PTD 9 46.43 0.87 46.50 0.91 0.14 4.36 0.991
PTD 10 49.27 0.99 49.28 0.94 0.02 -4.86 0.998
PTD 11 51.79 0.99 51.74 1.04 -0.11 4.64 0.998
PTD 12 53.46 0.89 53.40 0.89 -0.10 0.34 0.993
Deck Boundary Sensors Boundary Sensors Disregarded
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removed from the PTD analysis routine. Mode 8 around 43 Hz. was not captured when the boundary 
sensors were excluded during data processing. 
Table 6.7: Parameter identification with CMIF and PTD algorithms. Boundary sensors located on the deck and 
included  
 
Table 6.8: Parameter identification with CMIF and PTD algorithms. Boundary sensors located on the pedestals 
and included 
 
 
Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) % Diff. Frequency % Diff. Damping MAC
5.06 1.24 5.04 1.31 -0.41 6.06 1.000
7.81 0.92 7.80 0.95 -0.09 3.36 1.000
17.82 0.70 17.84 0.77 0.07 9.73 1.000
22.27 1.02 22.29 0.99 0.07 -2.55 1.000
28.08 0.69 28.09 0.70 0.04 1.30 1.000
33.50 1.68 33.10 2.06 -1.20 23.03 0.965
36.34 0.68 36.36 0.71 0.06 4.41 0.996
40.87 1.16
43.04 1.54 42.99 1.78 -0.12 15.41 0.958
46.43 0.87 46.50 0.89 0.14 2.41 0.993
49.27 0.99 49.22 0.87 -0.09 -11.84 0.992
51.79 0.99 51.84 1.09 0.08 9.38 0.941
Deck Boundary Sensors (PTD) Deck Boundary Sensors (CMIF)
Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) % Diff. Frequency % Diff. Damping MAC
5.06 1.20 5.04 1.31 -0.32 9.05 1.000
7.81 0.93 7.80 0.95 -0.05 3.14 1.000
17.81 0.71 17.84 0.77 0.12 8.33 1.000
22.27 1.01 22.29 0.99 0.07 -1.59 1.000
28.10 0.68 28.09 0.70 -0.04 3.54 1.000
33.11 2.13
36.34 0.66 36.36 0.71 0.06 6.65 0.997
40.87 1.16
43.18 1.64 42.97 1.68 -0.48 2.43 0.932
46.52 0.94 46.50 0.89 -0.03 -4.80 0.987
49.17 1.05 49.21 0.88 0.08 -16.52 0.986
51.82 0.99 51.80 1.07 -0.03 8.05 0.922
Support Boundary Sensors (PTD) Support Boundary Sensors (CMIF)
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Figure 6.7: CMIF vs. PTD mode shapes when boundary sensor is located on the deck (CMIF:-o-, PTD: -+-) 
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 110
Table 6.9: Parameter identification with CMIF and PTD algorithms. Boundary sensors excluded 
 
Table 6.10: Parameter identification with CMIF and SSI algorithms. Boundary sensors located on the pedestals 
and included 
 
Table 6.11: Summary of impact test results 
Method 
Boundary 
Accelerometer 
Location 
No. of Identified 
Modes 
Missed Mode 
Frequency (Hz) 
CMIF On the deck 12 None 
CMIF On the support 12 None 
CMIF Disregarded 12 None 
PTD On the deck 11 41 
PTD On the support 10 33, 41 
PTD Disregarded 10 33, 41 
SSI On the support 12 None 
No. Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) % Diff. Frequency % Diff. Damping MAC
1 5.05 1.28 5.04 1.31 -0.25 2.62 1.000
2 7.80 0.95 7.80 0.95 -0.03 0.48 1.000
3 17.83 0.70 17.84 0.77 0.00 9.49 1.000
4 22.29 0.87 22.29 0.99 -0.03 14.67 1.000
5 28.11 0.89 28.09 0.70 -0.09 -21.42 1.000
6 33.44 1.71 33.11 2.13 -0.97 24.01 0.977
7 36.35 0.73 36.36 0.71 0.02 -3.10 0.999
8 40.89 1.25 40.87 1.16 -0.04 -7.19 0.981
9 43.14 1.98 42.97 1.68 -0.38 -14.85 0.982
10 46.49 0.87 46.50 0.89 0.03 2.25 0.998
11 49.26 0.91 49.21 0.88 -0.10 -3.50 0.999
12 51.78 1.09 51.80 1.07 0.03 -1.51 0.971
Support Boundary Sensors (LMS) Support Boundary Sensors (CMIF)
Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) % Diff. Frequency % Diff. Damping MAC
5.07 1.21 5.04 1.31 -0.47 8.78 1.000
7.81 0.95 7.80 0.95 -0.09 0.74 1.000
17.81 0.71 17.84 0.77 0.12 8.47 1.000
22.29 1.01 22.29 0.99 -0.01 -1.68 1.000
28.10 0.65 28.09 0.70 -0.05 8.66 1.000
33.14 2.18
36.34 0.69 36.36 0.70 0.07 2.63 0.997
40.88 1.12
42.95 1.68
46.50 0.91 46.51 0.90 0.02 -1.54 0.982
49.28 0.94 49.20 0.88 -0.15 -6.06 0.970
51.74 1.04 51.80 1.08 0.11 3.85 0.937
No Boundary Sensor (PTD) No Boundary Sensor (CMIF)
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First twelve modes of the structure were identified with three different algorithms under three 
different boundary location instrumentation options. Mode shapes and natural frequencies were 
identified with high correlation regardless of the selection of boundary location accelerometers except 
the twelfth mode, in which deck and support accelerometers provided different modal vectors. 
Excluding the boundary location accelerometers from the analysis did not significantly improve the 
level of correlation between different algorithms. Damping values varied depending on the selection 
of the algorithm. The selection of different boundary accelerometers had an effect on the identified 
damping value, but the primary modal parameters that are being investigated in this research are 
mode shapes and natural frequencies, therefore the differences in damping will not be discussed in 
detail. 
6.2.2. Ambient Vibration Test Results 
The presented structural configuration (i.e. steel roller boundary conditions) was tested under 
different ambient excitation cases. The data was processed using different preprocessing and 
postprocessing (i.e. parameter identification) methods.  
6.2.2.1. Investigation of Preprocessing Parameter Sensitivities  
Four different preprocessing methods i.e. averaging method, length of averaged time window, 
exponential windowing and signal modeling will be studied in detail and their impacts will be 
discussed 
6.2.2.1.1. Averaging 
Two common averaging techniques for random time domain signals i.e. correlation functions and 
random decrement functions will be addressed in this section. Modal parameter identification is 
carried out upon averaging signals and spectrum estimation of random signals. Therefore averaging is 
a critical step of modal parameter identification process. 
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6.2.2.1.1.1. Random Decrement Function: 
Random Decrement (RD) technique was developed by H.A. Cole at NASA during the late 1960’s 
(Cole). The technique is based on selection of trigger points in time domain signals and averaging 
signal blocks that are generated every time the trigger conditions are met. This process transforms 
random time series into a free decay of the structure that is measured. 
The original framework that was introduced by Cole addressed single channel measurements. In 1977 
Ibrahim introduced the concept of cross and auto RD functions for multiple channel measurements. 
Until the introduction of auto and cross RD functions, the method was used to obtain damping ratios 
and eigenfrequencies, but extraction of the mode shapes from RD functions was not possible. 
Four different triggering conditions are used in practice (Asmussen): 
• Level Crossing 
• Local Extremum 
• Positive point 
• Zero crossing with positive slope triggering 
Level Crossing: 
Level crossing is the most popular triggering condition in the application of RD. This approach 
simply states that a triggering point is detected when the process becomes equal to the chosen trigger 
level (Eq. 6.1 and 6.2).  
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Local Extremum: 
This method is attractive because the time derivative of the process is zero, instead of averaging out 
the contributions, as does the level crossing triggering condition. The bounds a1 and a2 should be 
chosen to have equal signs in order extract maximum information from each time segment. 
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Positive Point Triggering: 
A triggering point is detected in this method simply if the time series has a value in between two 
bounds a1 and a2, which are usually chosen to have equal signs. This method is simple to implement 
and versatile because it can be easily converted to level crossing condition. The difference between 
positive point triggering and local extremum technique is that local extremum triggering demands that 
time derivative of the time series is zero and positive point triggering averages the contribution of the 
time derivative towards zero. 
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Zero Crossing Triggering: 
In this approach, a triggering point is detected if the process crosses the zero line with positive slope. 
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In this study, positive point triggering technique was used to average out random time domain 
signals. The motivation behind this decision may be summarized as follows: 
The random response of a structure at the time t0+t is composed of: 
• The step response due to the initial displacements at t0, 
• The impulse response from initial velocity at time t0, and  
• A random part due to the load applied to the structure between t0 and t0 +t. 
By taking averages of time segments every time the response has an initial displacement, the random 
part of the signal will eventually average out and become negligible. Furthermore, the sign of the 
initial velocity is expected to vary randomly with time, so the resulting initial velocity will be zero 
and the only part left in the averaged data will be the free decay response from the initial 
displacement. A graphical illustration of the RD technique using point triggering approach is given in 
Fig. 6.8. 
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Figure 6.8: Graphical Illustration of RD method. 
Based on research by Asmussen a zero crossing greater than 1.5 times the standard deviation of the 
signal may be an acceptable trigger realizing that the trigger levels depend on the nature of the signal. 
Since selection of the trigger level is subjective and consequences of this selection has not been 
widely reported on real structures, in this study a sensitivity analysis was conducted to assess the 
differences in the identified modal parameters as result of selecting different trigger levels using the 
same set of signals. Results are shown in Table 6.12. 
Table 6.12: Trigger level sensitivity study on the identified modal parameters 
 
As shown in Table 6.12, selection of the trigger level did not play significant role in the identified 
parameters. Trigger level selection of 1.5σ gave slightly better results than other triggering level 
options did. Therefore trigger level of 1.5σ will be used in the remaining analyses in this study when 
RD technique is implemented. Channels 4,9,11,13 (Fig. 6.2) were used as reference channels and first 
21 channels were used as the output channels in the RD process. 
Impact Test Results
No.
CMIF 
Frequency 
(Hz)
CMIF 
Frequency 
(Hz)
% Diff. 
Frequency MAC
CMIF 
Frequency 
(Hz)
% Diff. 
Frequency MAC
CMIF 
Frequency 
(Hz)
% Diff. 
Frequency MAC
1 5.04 5.05 0.08 1.000 5.05 0.06 1.000 5.05 0.08 1.000
2 7.80 7.80 0.00 0.997 7.80 0.01 0.996 7.80 0.00 0.997
3 17.84 17.98 0.82 0.994 17.97 0.77 0.996 17.97 0.78 0.993
4 22.29 22.37 0.36 0.969 22.44 0.69 0.887 22.36 0.33 0.985
5 28.09 29.02 3.33 28.59 1.78 28.58 1.76
6 33.11 33.27 0.46 0.884 33.20 0.24 0.926
7 36.36 36.19 -0.46 0.845 36.16 -0.56 0.816 36.28 -0.23 0.851
8 40.87 41.65 1.92
9 42.97 42.67 -0.71 0.806 42.28 -1.61 0.933
10 46.50 45.78 -1.55 0.952 45.80 -1.51 0.955 45.84 -1.43 0.963
11 49.21 48.90 -0.64 0.853 48.91 -0.62 0.857 48.91 -0.61 0.829
12 51.80 52.54 1.44 52.50 52.58 1.52
Trigger Level=1.0σ. Nave = 9,000 Trigger Level=1.5σ. Nave = 3,800 Trigger Level=2.0σ. Nave = 1,300
Ambient Test Results
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Beside the triggering point, block size and windowing options on the RD functions affect the outcome 
of the RD based parameter identification study. Their impact on the RD process will be separately 
discussed in the following chapters. 
6.2.2.1.1.2. Correlation and Cross Spectral Density Functions: 
A correlation function describes the correlation between random variables at two different points in 
time. If a correlation function is defined between random variables at the same location in space but 
at two different times this can be referred as the autocorrelation function. If there are multiple random 
variables in the problem then correlation functions of the same random variable are also called 
autocorrelation function (Eq. 6.13). Correlation functions of different random variables are called 
crosscorrelation function (Eq. 6.14). 
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There are two basic approaches for calculation of correlation functions. The first one is called direct 
approach, as shown in equations in 6.13 and 14. The second approach is called roundabout FFT 
approach, which is based on augmenting the data vector into sequences and calculating DFT of each 
sequence. This process is followed by taking the average of sequences in the frequency domain and 
transferring the data vector back to time domain by inverse DFT. Details of this method is given in 
Random Data (Bendat and Piersol). 
If the input is assumed to have white noise characteristics the cross correlation functions display 
decay function resembling impulse response functions, which can be fed into modal parameter 
identification process. In other words, cross-spectral density functions can serve as frequency 
response functions in the absence of physical inputs. Two different non-parametric spectrum 
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estimation techniques were followed in this chapter for calculation of cross-spectral density functions. 
The first approach utilized direct method of calculation of cross correlation functions (Eq. 6.13, 6.14) 
and taking the FFT of resultant correlation functions. This method can also be called as the 
correlogram method. The second approach utilized Welch’s periodogram method. 
In 1967, Welch proposed allowing the data sequences to overlap while applying a window to each 
sequence. This process generates a set of modified periodograms that are then averaged. Details of 
this method are given in Statistical Signal Processing (Hayes). 
If time domain RD functions or cross correlation functions are used for spectrum estimation 
exponential windows may be applied before DFT operation. Details and consequences of exponential 
windowing applications will be discussed in the following chapters. 
6.2.2.1.1.3. Comparison of RD and Correlation Functions 
Modal parameter identification study carried out on the model utilized three different algorithms (i.e. 
CMIF, PTD and SSI). Preprocessed data with different averaging techniques were analyzed with 
different algorithms. It should be noted that results labeled as LMS in the tables correspond to SSI 
algorithm. It appears that averaging and subsequent spectrum estimation of the data is the most 
critical step in the parameter identification process. 
Table 6.13: Results of different modal parameter identification algorithms following “Random Decrement” 
preprocessing step 
Impact Test Results Ambient Test Results
Random 
Shaker Input
Random 
Shaker Input
Random 
Shaker Input
No.
CMIF 
Frequency 
(Hz)
CMIF 
Frequency (Hz)
% Diff. 
Frequency MAC
PTD 
Frequency (Hz)
% Diff. 
Frequency MAC
LMS 
Frequency (Hz)
% Diff. 
Frequency MAC
1 5.04 5.05 0.06 1.000 5.04 0.04 0.999
2 7.80 7.80 0.01 0.996 7.80 -0.04 1.000 7.80 -0.04 1.000
3 17.84 17.97 0.77 0.996 18.21 2.09 0.997 18.00 0.93 0.999
4 22.29 22.44 0.69 0.887 22.35 0.28 0.992 22.38 0.45 0.998
5 28.09 28.59 1.78 28.12 0.10 0.988
6 33.11 33.20 0.24 0.926 33.14 0.09 0.953
7 36.36 36.16 -0.56 0.816 36.40 0.10 0.969
8 40.87 41.59 1.77
9 42.97 42.28 -1.61 0.933 42.49 -1.12 0.992
10 46.50 45.80 -1.51 0.955 46.02 -1.04 0.980
11 49.21 49.09 -0.25 0.814 49.01 -0.41 0.868
12 51.80 52.50 1.36
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Table 6.14: Results of different modal parameter identification algorithms following “Cross Spectral Density” 
preprocessing step applied by LMS software 
 
Table 6.15: Results of different modal parameter identification algorithms following “Cross Spectral Density” 
preprocessing step applied by MATLAB software utilizing Welch spectrum estimation. 
 
Table 6.16: Results of different modal parameter identification algorithms following “Cross Spectral Density” 
preprocessing step applied by MATLAB software utilizing the direct method (i.e. correlogram method). 
 
Impact Test Results Ambient Test Results
Random 
Shaker Input
Random 
Shaker Input
Random 
Shaker Input
No.
CMIF 
Frequency 
(Hz)
CMIF 
Frequency (Hz)
% Diff. 
Frequency MAC
PTD 
Frequency (Hz)
% Diff. 
Frequency MAC
LMS 
Frequency (Hz)
% Diff. 
Frequency MAC
1 5.04 5.05 0.06 1.000 5.05 0.10 1.000 5.04 -0.08 1.000
2 7.80 7.80 0.00 0.997 7.80 -0.03 1.000 7.80 -0.07 0.999
3 17.84 17.98 0.81 0.995 18.01 0.96 0.999 17.98 0.79 0.998
4 22.29 22.42 0.60 0.882 22.29 0.00 0.996 22.32 0.14 0.998
5 28.09 28.63
6 33.11 33.26 0.44 0.895 33.09 -0.08 0.956 30.85 -6.83 0.944
7 36.36 36.11 36.36 0.00 0.991
8 40.87 40.67 -0.48 0.817
9 42.97 41.61 -3.16 42.47 -1.17 0.975
10 46.50 45.79 -1.52 0.950 46.02 -1.04 0.970
11 49.21 48.87 -0.69 0.868 48.99 -0.46 0.837
12 51.80 52.45 1.25
Impact Test Results Ambient Test Results
Random 
Shaker Input
Random 
Shaker Input
Random 
Shaker Input
No.
CMIF 
Frequency 
(Hz)
CMIF 
Frequency (Hz)
% Diff. 
Frequency MAC
PTD 
Frequency (Hz)
% Diff. 
Frequency MAC
LMS 
Frequency (Hz)
% Diff. 
Frequency MAC
1 5.04 5.05 0.14 0.994 5.05 0.14 1.000 5.05 0.11 1.000
2 7.80 7.81 0.06 7.81 0.05 1.000 7.80 0.03 1.000
3 17.84 18.01 0.96 18.01 0.96 0.999 18.00 0.92 0.999
4 22.29 22.12 -0.76 22.37 0.39 0.996 22.34 0.23 0.999
5 28.09 28.13 0.15 28.65 1.99 0.844 28.11 0.10 0.976
6 33.11 32.81 -0.93 33.22 0.33 0.970 33.17 0.18 0.962
7 36.36 36.37 0.03 36.40 0.10 0.989
8 40.87
9 42.97 42.23 -1.73 0.930 42.38 -1.39 0.977 42.53 -1.04 0.987
10 46.50 46.19 -0.68 0.983 45.43 -2.31 46.11 -0.85 0.977
11 49.21 48.94 -0.55 49.00 -0.43 0.860
12 51.80
Impact Test Results Ambient Test Results
Random 
Shaker Input
Random 
Shaker Input
Random 
Shaker Input
No.
CMIF 
Frequency 
(Hz)
CMIF 
Frequency (Hz)
% Diff. 
Frequency MAC
PTD 
Frequency (Hz)
% Diff. 
Frequency MAC
LMS 
Frequency (Hz)
% Diff. 
Frequency MAC
1 5.04 5.04 0.00 1.000 5.05 0.08 1.000 5.05 0.07 1.000
2 7.80 7.80 -0.04 0.988 7.80 -0.03 0.999 7.80 -0.02 0.999
3 17.84 17.93 0.52 0.998 17.97 0.75 0.990 18.00 0.93 0.969
4 22.29 22.26 -0.12 0.997 22.37 0.38 0.892 22.40 0.51 0.832
5 28.09 28.03 -0.20 0.863 28.09 0.02 28.09 0.02
6 33.11 32.84 -0.83 33.19 0.23 0.870 33.15 0.12 0.837
7 36.36 36.32 -0.11 0.850 36.40 0.10 36.38 0.06
8 40.87 41.88 2.47 40.70 -0.42
9 42.97 42.30 -1.56 0.925 42.23 -1.74 42.55 -0.97
10 46.50 45.97 -1.15 0.928 46.03 -1.02 46.06 -0.94
11 49.21 48.99 -0.45 48.98 -0.47 49.08 -0.28
12 51.80
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Data averaging and spectrum estimation of the signal appear as the most critical steps of operational 
modal parameter identification. Different averaging and spectrum estimation approaches may shift 
the results significantly. Algorithms utilizing high order modal models such as PTD and SSI can 
produce high quality results if a spectrum estimation technique (i.e. Welch’s spectrum estimation) is 
used. It should be noted that SSI algorithm provides high quality results except when correlogram 
method was applied to raw signals. Taking raw DFT of averaged signal did not give any reasonable 
results with PTD regardless of the averaging method i.e. both cross correlation densities calculated by 
direct method and random decrement function returned poor results with PTD. On the other hand, 
CMIF method is giving more consistent results with direct DFT applications, but it returned poor 
results with spectrum estimation method. 
6.2.2.1.2. Length of Averaged Time Window 
Length of averaged time window will be called as “block size” for simplicity. When random 
decrement method is used it is the length of averaged data segments when trigger conditions are met. 
Same terminology can be used for correlation functions. In this exercise random decrement functions 
are used to extract frequency response function matrix. Random shaker excitation data from the 
structure’s support was used to identify sensitivity of the block size selection in the parameter 
identification process. Sample data channels are shown in Fig. 6.9. 
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Figure 6.9: Ambient vibration test raw data samples 
Following RD process with three different block size selections (i.e.: 2048, 4096 and 8192) three 
different sets of FRF matrices were generated and analyzed with CMIF algorithm. Sample RD 
functions for input at 4/output at 11 are shown in Fig. 6.10. 
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Figure 6.10: Sample RD results 
Sample RD functions depict that the decay form (i.e. damping characteristic) does not change with 
the block size selection. High block size results in higher resolution in the frequency domain, 
however when the modes are not strongly excited high-resolution representation of the signals appear 
noisy in the frequency domain. Differences in CMIF plots of three different block size selections can 
be seen in Fig. 6.11. 
   
Figure 6.11: CMIF plots based on different blocksize selections 
N=2048 N=4096 N=8192 
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Table 6.17: Effect of blocksize selection on the identified parameters by CMIF algorithm 
 
 
6.2.2.1.3. Exponential Windowing 
Exponential window is applied to impulse response functions in the time domain. Impulse response 
functions are the outputs at measurement degree of freedoms in an impact test. Random vibration data 
can be averaged either through random decrement or correlation function methods as explained in 
Chapter 6.2.2.1.1 providing pseudo-impulse response functions i.e. impulse response functions 
mathematically derived from random signals. Therefore exponential windowing may be considered as 
a preprocessing step not only in impact testing but in operational modal analysis as well.  
When impulse response functions are analyzed leakage will occur if the record length is shorter than 
the time required for the response channel to decay near zero. When the incomplete time history is 
transformed to frequency domain by FFT algorithm it will result in errors effecting both amplitude 
and frequency parameters. Leakage is probably the most common digital signal processing error and 
its effect can only be reduced, but not completely eliminated. 
Leakage is reduced commonly in two different ways: 1) Capturing a long enough response to cover 
the full decay form of the signal. This will increase the frequency resolution of the signal. 2) 
Applying an exponential window. In reality all signal processing windows i.e. Hanning, Flat Top and 
others are used to reduce leakage, but since the pseudo-impulse response functions are presented as 
Impact Test Results
No.
CMIF 
Frequency 
(Hz)
CMIF 
Frequency 
(Hz)
% Diff. 
Frequency MAC
CMIF 
Frequency 
(Hz)
% Diff. 
Frequency MAC
CMIF 
Frequency 
(Hz)
% Diff. 
Frequency MAC
1 5.04 5.05 0.06 1.000 5.04 -0.10 1.000 5.04 0.04 1.000
2 7.80 7.80 0.01 0.996 7.80 -0.05 0.999 7.79 -0.13 0.998
3 17.84 17.97 0.77 0.996 17.98 0.82 0.997 18.01 0.99 0.967
4 22.29 22.44 0.69 0.887 22.33 0.20 0.998 22.37 0.39 0.997
5 28.09 28.59 1.78 28.11 0.08 28.61 1.85
6 33.11 33.20 0.24 0.926 33.14 0.07 0.874 33.15 0.12 0.923
7 36.36 36.16 -0.56 0.816 36.32 -0.10 36.35 -0.04
8 40.87 41.59 1.77 41.50 1.55
9 42.97 42.28 -1.61 0.933 41.48 7.30 0.803
10 46.50 45.80 -1.51 0.955 46.12 -0.83 0.954 46.11 -0.84 0.973
11 49.21 49.09 -0.25 0.814 49.07 -0.29 0.812 49.09 -0.24
12 51.80 52.50 1.36
Blocksize=2048 Blocksize=4096 Blocksize=8192
Ambient Test Results
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the starting step of parameter identification with random vibration signals exponential window and its 
effects are discussed herein. 
Exponential window is applied in the time domain by multiplying the signal i.e. hpq(t) by a time 
varying function i.e. ebt (Eq. 6.15) 
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As shown in Equations 6.15 through 6.17, exponential window application adds a constant amount of 
damping (b) to each mode. Therefore when modal parameters are calculated from a windowed time 
record, actual damping value can be back calculated by simply subtracting (b) from the identified 
damping value. b is generally referred as damping decay rate (-1/τ) where τ is exponential time 
constant in seconds. Fig. 6.12 shows an averaged signal through random decrement method and its 
windowed form. 
  
Figure 6.12: Sample averaged signal through RD method (left) and its windowed form (right) 
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Same windowing procedure can be applied to cross correlation functions as well. Cross correlation 
function of the same points and its windowed form are showed in Fig. 6.13. It should be noted that 
correlation function’s positive lagged portion is displayed and windowed.  
  
Figure 6.13: Sample averaged signal through crosscorrelation method (left) and its windowed form (right) 
 
Table 6.18: Random decrement based results without exponential windowing 
 
 
 
 
Impact Test Results Ambient Test Results
Random 
Shaker Input
Random 
Shaker Input
Random 
Shaker Input
No.
CMIF 
Frequency 
(Hz)
CMIF 
Frequency (Hz)
% Diff. 
Frequency MAC
PTD 
Frequency (Hz)
% Diff. 
Frequency MAC
LMS 
Frequency (Hz)
% Diff. 
Frequency MAC
1 5.04 5.05 0.06 1.000 5.04 0.04 0.999
2 7.80 7.80 0.01 0.996 7.80 -0.04 1.000 7.80 -0.04 1.000
3 17.84 17.97 0.77 0.996 18.21 2.09 0.997 18.00 0.93 0.999
4 22.29 22.44 0.69 0.887 22.35 0.28 0.992 22.38 0.45 0.998
5 28.09 28.59 1.78 28.12 0.10 0.988
6 33.11 33.20 0.24 0.926 33.14 0.09 0.953
7 36.36 36.16 -0.56 0.816 36.40 0.10 0.969
8 40.87 41.59 1.77
9 42.97 42.28 -1.61 0.933 42.49 -1.12 0.992
10 46.50 45.80 -1.51 0.955 46.02 -1.04 0.980
11 49.21 49.09 -0.25 0.814 49.01 -0.41 0.868
12 51.80 52.50 1.36
 125
Table 6.19: Random decrement based results with exponential windowing 
 
Table 6.20: Correlation function (i.e. correlogram method) based results without exponential windowing 
 
Table 6.21: Correlation function (i.e. correlogram method) based results with exponential windowing 
 
Exponential window did not seem to provide improvement over existing results that were obtained 
without implementing the windowing step. The slight improvement was observed when RD 
Impact Test Results Ambient Test Results
Random 
Shaker Input
Random 
Shaker Input
Random 
Shaker Input
No.
CMIF 
Frequency 
(Hz)
CMIF 
Frequency (Hz)
% Diff. 
Frequency MAC
PTD 
Frequency (Hz)
% Diff. 
Frequency MAC
LMS 
Frequency (Hz)
% Diff. 
Frequency MAC
1 5.04 5.04 0.00 1.000 5.05 0.08 1.000 5.05 0.07 1.000
2 7.80 7.80 -0.04 0.988 7.80 -0.03 0.999 7.80 -0.02 0.999
3 17.84 17.93 0.52 0.998 17.97 0.75 0.990 18.00 0.93 0.969
4 22.29 22.26 -0.12 0.997 22.37 0.38 0.892 22.40 0.51 0.832
5 28.09 28.03 -0.20 0.863 28.09 0.02 28.09 0.02
6 33.11 32.84 -0.83 33.19 0.23 0.870 33.15 0.12 0.837
7 36.36 36.32 -0.11 0.850 36.40 0.10 36.38 0.06
8 40.87 41.88 2.47 40.70 -0.42
9 42.97 42.30 -1.56 0.925 42.23 -1.74 42.55 -0.97
10 46.50 45.97 -1.15 0.928 46.03 -1.02 46.06 -0.94
11 49.21 48.99 -0.45 48.98 -0.47 49.08 -0.28
12 51.80
Impact Test Results Ambient Test Results
Random 
Shaker Input
Random 
Shaker Input
Random 
Shaker Input
No.
CMIF 
Frequency 
(Hz)
CMIF 
Frequency (Hz)
% Diff. 
Frequency MAC
PTD 
Frequency (Hz)
% Diff. 
Frequency MAC
LMS 
Frequency (Hz)
% Diff. 
Frequency MAC
1 5.04 4.77 -5.43 5.05 0.06 0.999
2 7.80 8.32 6.70 7.81 0.06 0.967 7.80 0.01 1.000
3 17.84 17.83 -0.02 0.965 18.00 0.90 0.999 17.99 0.89 0.999
4 22.29 22.62 1.49 22.33 0.18 0.986 22.33 0.20 0.999
5 28.09 28.90 2.88 28.18 0.31 0.821
6 33.11 33.49 1.15 0.885 33.18 0.20 0.923
7 36.36 36.18 -0.50 36.39 0.09 0.973
8 40.87 41.58 1.73
9 42.97 42.55 -0.99 0.947 42.55 -0.99 0.988
10 46.50 45.57 -2.00 0.834 46.02 -1.03 0.978
11 49.21 48.81 -0.82 0.829 48.97 -0.49 0.857
12 51.80 52.44 1.24
Impact Test Results Ambient Test Results
Random 
Shaker Input
Random 
Shaker Input
Random 
Shaker Input
No.
CMIF 
Frequency 
(Hz)
CMIF 
Frequency (Hz)
% Diff. 
Frequency MAC
PTD 
Frequency (Hz)
% Diff. 
Frequency MAC
LMS 
Frequency (Hz)
% Diff. 
Frequency MAC
1 5.04 5.04 -0.10 0.840 5.04 0.06 1.000
2 7.80 7.80 -0.03 0.943 7.80 -0.02 1.000
3 17.84 17.82 -0.11 0.992 17.98 0.79 0.990 18.00 0.90 0.968
4 22.29 22.12 -0.73 0.986 22.33 0.18 0.832 22.33 0.22 0.806
5 28.09 28.15 0.22
6 33.11 32.35 -2.32 33.14 0.07 0.893
7 36.36 36.32 -0.10 36.41 0.15
8 40.87
9 42.97 42.33 -1.49 0.915 42.56 -0.97
10 46.50 45.99 -1.10 0.914 46.11 -0.84
11 49.21 49.02 -0.40 48.99 -0.46
12 51.80
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averaging technique was used along with PTD algorithm. Implementation of exponential windowing 
significantly reduced the quality of identified parameters when CMIF algorithm was used regardless 
of the averaging method. The smallest variation in parameters was observed when SSI algorithm was 
used especially when direct cross correlation function method was used. 
Exponential window can be beneficial when averaged signals do not decay down to zero level at the 
end of the signal block, but in the studied cases averaged signals displayed decent form of a impulse 
response function i.e. the signals decayed down to zero within the selected block size. It is suggested 
to adjust to time window to reduce leakage instead of solely relying on exponential windowing. 
 
6.2.2.1.4. Spectrum Estimation of Averaged Time Domain Signals 
Spectrum estimation of the random vibration signals can be carried out by implementing non-
parametric or parametric approaches. FFT based applications such as Welch’s averaged periodogram 
method may be classified as a non-parametric method for spectrum estimation. Autoregressive 
moving average models (ARMA) may be classified as parametric models for spectrum estimation. 
The objective of this section is to demonstrate the discrepancies caused by the selection of a 
parametric or nonparametric approach in the preprocessing phase for spectrum estimation.  
DFT application by FFT algorithm will be used to represent non-parametric spectrum estimation of a 
signal and the same signal will be modeled (i.e. pole-zero modeling) by Prony’s method and the 
spectrum will be estimated from the model parameters.  
Prony's method is an algorithm for finding an infinite impulse response (IIR) filter with a prescribed 
time domain impulse response. A brief explanation of Prony’s method may be given as follows: If 
signal x(n) needs to be modeled as the unit sample response of a linear shift invariant filter having a 
system function of H(z) with p poles and q zeros, i.e. H(z) = Bq(z) / Ap(z) the filter coefficients ap(k) 
and bq(k) should be found in order to define h(n) i.e. unit sample response of the filter. Filter 
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coefficients ap(k) and bq(k) to model the signal as the unit sample response of a linear shift-invariant 
system having p poles and q zeros are derived as follows (Hayes): 
Normal Equations: 
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Once the filter is identified its frequency response was calculated from the filter transfer function (Eq. 
6.22). More detailed information about the Prony method can be found in Statistical Signal 
Processing and Modeling (Hayes). 
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Whenever a parametric model is used to represent a system containing system properties plus noise, 
one important decision that needs to be made is the selection of the parametric model order. If a low 
model order is selected some poles of the system will be missed in the model. If a high model order is 
chosen noise will appear as system poles in the spectra. Different methods such as Akaike’s 
Information Criterion have been developed to identify minimum model order to reliably represent the 
system. Another approach is using trial and error based estimation if a-priori information about the 
system is available. Since the system properties were known from the impact test, this approach was 
used in the study because of its simplicity. Model order of 128 was selected after trying different 
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model orders and comparing results to impact test results. 
RD and cross correlation function methods were used to generate pseudo-impulse response functions. 
Spectrum of pseudo-impulse response functions was estimated by FFT and Prony’s methods. Results 
are shown in tables 6.22 – 6.25. 
Table 6.22: Results of different modal parameter identification algorithms following “Random Decrement” 
followed by FFT 
 
 
Table 6.23: Results of different modal parameter identification algorithms following “Random Decrement” 
followed by Prony’s Method 
 
 
 
 
Impact Test Results Ambient Test Results
Random 
Shaker Input
Random 
Shaker Input
Random 
Shaker Input
No.
CMIF 
Frequency 
(Hz)
CMIF 
Frequency (Hz)
% Diff. 
Frequency MAC
PTD 
Frequency (Hz)
% Diff. 
Frequency MAC
LMS 
Frequency (Hz)
% Diff. 
Frequency MAC
1 5.04 5.05 0.06 1.000 5.04 0.04 0.999
2 7.80 7.80 0.01 0.996 7.80 -0.04 1.000 7.80 -0.04 1.000
3 17.84 17.97 0.77 0.996 18.21 2.09 0.997 18.00 0.93 0.999
4 22.29 22.44 0.69 0.887 22.35 0.28 0.992 22.38 0.45 0.998
5 28.09 28.59 1.78 28.12 0.10 0.988
6 33.11 33.20 0.24 0.926 33.14 0.09 0.953
7 36.36 36.16 -0.56 0.816 36.40 0.10 0.969
8 40.87 41.59 1.77
9 42.97 42.28 -1.61 0.933 42.49 -1.12 0.992
10 46.50 45.80 -1.51 0.955 46.02 -1.04 0.980
11 49.21 49.09 -0.25 0.814 49.01 -0.41 0.868
12 51.80 52.50 1.36
Impact Test Results Ambient Test Results
Random 
Shaker Input
Random 
Shaker Input
Random 
Shaker Input
No.
CMIF 
Frequency 
(Hz)
CMIF 
Frequency (Hz)
% Diff. 
Frequency MAC
PTD 
Frequency (Hz)
% Diff. 
Frequency MAC
LMS 
Frequency (Hz)
% Diff. 
Frequency MAC
1 5.04 5.048 0.12 0.999 5.04 0.05 0.999
2 7.80 7.808 0.09 0.998 7.796 -0.06 1.000 7.80 -0.05 1.000
3 17.84 17.979 0.81 0.995 17.962 0.71 0.999 18.00 0.92 0.999
4 22.29 22.404 0.53 0.908 22.336 0.23 0.995 22.35 0.29 0.995
5 28.09 28.026 -0.22 28.19 0.37 0.970
6 33.11 33.577 1.40 0.919 33.358 0.74 0.943 33.14 0.08 0.982
7 36.36 36.045 -0.87
8 40.87
9 42.97 42.497 -1.11 42.58 -0.91 0.987
10 46.50 45.779 -1.55 0.913 46.03 -1.01 0.979
11 49.21 48.915 -0.61 0.880 48.95 -0.54 0.863
12 51.80
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Table 6.24: Results of different modal parameter identification algorithms following “Cross correlation” 
followed by FFT 
 
 
Table 6.25: Results of different modal parameter identification algorithms following “Cross correlation” 
followed by Prony’s Method 
 
 
Results indicate that very small change was observed due to signal-modeling implementation. In the 
past, Prony method was found to be slightly more effective than direct FFT approach when RD 
preprocessing method was used. Prony method is computationally intensive and may not be not stable 
depending on the shape of the resultant pseudo-impulse response function. Noisy signals may be 
indirectly enhanced by this method.  
 
 
Impact Test Results Ambient Test Results
Random 
Shaker Input
Random 
Shaker Input
Random 
Shaker Input
No.
CMIF 
Frequency 
(Hz)
CMIF 
Frequency (Hz)
% Diff. 
Frequency MAC
PTD 
Frequency (Hz)
% Diff. 
Frequency MAC
LMS 
Frequency (Hz)
% Diff. 
Frequency MAC
1 5.04 5.04 0.00 1.000 5.05 0.08 1.000 5.05 0.07 1.000
2 7.80 7.80 -0.04 0.988 7.80 -0.03 0.999 7.80 -0.02 0.999
3 17.84 17.93 0.52 0.998 17.97 0.75 0.990 18.00 0.93 0.969
4 22.29 22.26 -0.12 0.997 22.37 0.38 0.892 22.40 0.51 0.832
5 28.09 28.03 -0.20 0.863 28.09 0.02 28.09 0.02
6 33.11 32.84 -0.83 33.19 0.23 0.870 33.15 0.12 0.837
7 36.36 36.32 -0.11 0.850 36.40 0.10 36.38 0.06
8 40.87 41.88 2.47 40.70 -0.42
9 42.97 42.30 -1.56 0.925 42.23 -1.74 42.55 -0.97
10 46.50 45.97 -1.15 0.928 46.03 -1.02 46.06 -0.94
11 49.21 48.99 -0.45 48.98 -0.47 49.08 -0.28
12 51.80
Impact Test Results Ambient Test Results
Random 
Shaker Input
Random 
Shaker Input
Random 
Shaker Input
No.
CMIF 
Frequency 
(Hz)
CMIF 
Frequency (Hz)
% Diff. 
Frequency MAC
PTD 
Frequency (Hz)
% Diff. 
Frequency MAC
LMS 
Frequency (Hz)
% Diff. 
Frequency MAC
1 5.04 5.05 0.10 1.000 5.05 0.06 1.000 5.04 0.05 1.000
2 7.80 7.81 0.05 0.998 7.80 -0.04 0.999 7.80 -0.03 1.000
3 17.84 17.93 0.55 0.997 17.98 0.80 0.990 18.00 0.91 0.965
4 22.29 22.24 -0.19 0.993 22.33 0.22 0.878 22.36 0.35 0.837
5 28.09 27.97 -0.41 0.832 28.08 -0.02 28.10 0.03
6 33.11 32.81 -0.93 33.15 0.11 0.892 33.18 0.19 0.896
7 36.36 36.37 0.02 36.37 0.01 36.39 0.08
8 40.87 40.68 -0.46
9 42.97 42.33 -1.50 0.920 42.52 -1.05 42.56 -0.96
10 46.50 45.99 -1.11 0.918 46.08 -0.92 46.07 -0.93
11 49.21 49.00 -0.43 48.99 -0.45 48.89 -0.65
12 51.80 51.74 -0.11
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6.2.2.2. Impact of Excitation on the Ambient Vibration Test Results 
The physical structure was excited under different physical input cases. The inputs differed from each 
other by their amplitude, spectral and spatial distribution. Table 6.26 summarizes different random 
excitation cases applied to the structure. 
Table 6.26: Random excitation cases 
Input type Spectral Nature Spatial Nature 
Signal to 
noise ratio 
Random shaker excitation at the 
support Broadband 
Localized through the 
substructure Low 
Random shaker excitation on 
the floor under the 
superstructure 
Broadband Distributed through the substructure Low 
Manual tapping input 
distributed over the 
superstructure 
Narrowband Distributed through the superstructure High 
Manual tapping input applied at 
the dead center of the 
superstructure 
Narrowband Localized through the superstructure High 
 
The data was processed by implementation of RD technique and further post processing of averaged 
signals was carried out by three different parameter identification methods.  
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Figure 6.14: Output at point 9 on the physical model under different excitation cases 
6.2.2.2.1. Case 1: Spatially Undistributed Excitation through the Substructure 
6.2.2.2.1.1. Random Shaker Excitation at the Support Location 
This case is the common case that was used in the sensitivity study of preprocessing parameters in 
operational modal analysis. The results shown in Table 6.27 were presented in the section where the 
impact of averaging was investigated. CMIF plots of each excitation case will be shown along with 
final identified modal parameters, because peaks in CMIF are good indicators of expected modes of 
the structure. 
 
Figure 6.15: CMIF plot for random shaker excitation at the support location 
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Table 6.27: Identified modes under case#1 and their correlation with the impact test 
 
6.2.2.2.2. Case 2: Spatially Distributed Excitation through the Substructure 
6.2.2.2.2.1. Random Shaker Excitation on the Laboratory Floor under the Superstructure 
This excitation case caused an additional peak in the CMIF plot at 20 Hz. that is associated with the 
structure. A mode 20 Hz. was identified with each parameter identification method. As shown in Fig. 
1 the amplitude of the output signals were very low, which caused lowest signal to noise ratio of all 
three excitation cases. 
 
Figure 6.16: CMIF plot for random shaker excitation on the lab floor under the superstructure 
Impact Test Results Ambient Test Results
Random 
Shaker Input 
At Base
Random 
Shaker Input 
At Base
Random 
Shaker Input 
At Base
No.
CMIF 
Frequency 
(Hz)
CMIF 
Frequency (Hz)
% Diff. 
Frequency MAC
PTD 
Frequency (Hz)
% Diff. 
Frequency MAC
LMS 
Frequency (Hz)
% Diff. 
Frequency MAC
1 5.04 5.05 0.06 1.000 5.04 0.04 0.999
2 7.80 7.80 0.01 0.996 7.80 -0.04 1.000 7.80 -0.04 1.000
3 17.84 17.97 0.77 0.996 18.21 2.09 0.997 18.00 0.93 0.999
4 22.29 22.44 0.69 0.887 22.35 0.28 0.992 22.38 0.45 0.998
5 28.09 28.59 1.78 28.12 0.10 0.988
6 33.11 33.20 0.24 0.926 33.14 0.09 0.953
7 36.36 36.16 -0.56 0.816 36.40 0.10 0.969
8 40.87 41.59 1.77
9 42.97 42.28 -1.61 0.933 42.49 -1.12 0.992
10 46.50 45.80 -1.51 0.955 46.02 -1.04 0.980
11 49.21 49.09 -0.25 0.814 49.01 -0.41 0.868
12 51.80 52.50 1.36
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Table 6.28: Identified modes under case#2 and their correlation with the impact test 
 
6.2.2.2.3. Case 3: Spatially Distributed Excitation through the Superstructure 
6.2.2.2.3.1. Manual-tapping Input Distributed over the Superstructure 
This excitation case has the highest signal to noise ratio and peaks in the CMIF plot indicating 
structural modes are clearly visible. 
 
Figure 6.17: CMIF plot for distributed manual input over the superstructure 
 
 
 
Impact Test Results Ambient Test Results
Random 
Shaker Input 
on the Floor
Random 
Shaker Input 
on the Floor
Random 
Shaker Input 
on the Floor
No.
CMIF 
Frequency 
(Hz)
CMIF 
Frequency (Hz)
% Diff. 
Frequency MAC
PTD 
Frequency (Hz)
% Diff. 
Frequency MAC
LMS 
Frequency (Hz)
% Diff. 
Frequency MAC
1 5.04 5.06 0.34 0.997 5.05 0.21 0.991
2 7.80 7.80 0.00 1.000 7.80 -0.05 1.000 7.80 -0.04 1.000
3 17.84 17.84 0.04 0.978 17.83 -0.03 0.997 17.85 0.10 0.999
20.34 20.35 20.33
4 22.29 22.33 0.19 0.983 22.34 0.24 0.999 22.34 0.23 0.999
5 28.09 28.69 2.13 28.17 0.30 0.995 28.17 0.29 0.998
6 33.11 33.57 1.37 0.988 33.51 1.21
7 36.36 36.27 -0.26 36.39 0.09 0.973
8 40.87 40.62 -0.61
9 42.97
10 46.50 46.40 -0.23 0.948 46.30 -0.43 0.991
11 49.21 49.01 -0.42 0.933
12 51.80
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Table 6.29: Identified modes under case#3 and their correlation with the impact test 
 
6.2.2.2.4. Case 4: Spatially Undistributed Excitation through the Superstructure 
6.2.2.2.4.1. Manual-tapping Input Applied to the Dead Center of the Structure 
Dead center of the structure a stationary point for a number of modes as shown in the mode shape 
plots of the impact test. Therefore, the modes where the input point is a stationary point were not 
identified. 
 
Figure 6.18: CMIF plot for distributed manual input over the superstructure 
CMIF plots clearly indicate modes between the first and fifth mode of the structure have not been 
excited at all. This is due to the fact that the excitation point is a stationary point for modes 2, 3 and 4 
and for other higher modes that were not excited during the local excitation. 
Impact Test Results Ambient Test Results
Distributed 
Manual 
Tapping Input
Distributed 
Manual 
Tapping Input
Distributed 
Manual 
Tapping Input
No.
CMIF 
Frequency 
(Hz)
CMIF 
Frequency (Hz)
% Diff. 
Frequency MAC
PTD 
Frequency (Hz)
% Diff. 
Frequency MAC
LMS 
Frequency (Hz)
% Diff. 
Frequency MAC
1 5.04 5.05 0.08 1.000 5.05 0.20 1.000 5.05 0.14 1.000
2 7.80 7.79 -0.12 1.000 7.78 -0.26 1.000 7.80 0.01 1.000
3 17.84 17.81 -0.12 0.860 17.88 0.22 0.999 17.85 0.11 1.000
4 22.29 22.27 -0.05 0.998 22.32 0.17 0.999 22.25 -0.18 0.997
5 28.09 27.96 -0.46 0.997 27.98 -0.37 1.000 27.99 -0.34 0.998
6 33.11
7 36.36 36.33 -0.09 0.819 36.31 -0.15 0.993 36.31 -0.15 0.993
8 40.87
9 42.97 42.42 -1.29 0.950 42.23 -1.73 42.15 -1.91 0.944
10 46.50 46.38 -0.26
11 49.21 49.11 -0.22 0.872
12 51.80 51.68 -0.23 0.957 51.69 -0.22 0.973 51.69 -0.22 0.989
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Table 6.30: Identified modes under case#4 and their correlation with the impact test 
 
If there is a localized physical excitation source on the structure, the modes for which the input point 
is at a stationary point, cannot be identified. It should be pointed out this is due to basics of modal 
analysis theory and this basic finding suggests that attention should be paid to identification of 
possible localized excitation sources on a structure before or during ambient vibration data collection. 
Identified parameters by PTD are highly improved when signal to noise ratio is enhanced by the 
increase in the amplitude of excitation. 
CMIF and SSI give consisted results as long as signal to noise ratio is reasonably high. Cases 1, 2 and 
3 display that the reduction in the quality of identified parameters due having low signal to noise ratio 
signals is the smallest when SSI method is used as the post processing tool. Therefore, SSI algorithm 
appears to be more suitable among all three methods for low signal to noise ratio signals.  
Differences in the spectral nature of the signal do not seem to have a great impact on the identified 
modal parameters in general, but when results obtained by SSI algorithm was studied in detail it is 
seen that the broadband excitation provides better results with the SSI algorithm than narrowband 
excitation even when signal to noise ratio is low.  
Impact Test Results Ambient Test Results
Centralized 
Manual 
Tapping Input
Centralized 
Manual 
Tapping Input
Centralized 
Manual 
Tapping Input
No.
CMIF 
Frequency 
(Hz)
CMIF 
Frequency (Hz)
% Diff. 
Frequency MAC
PTD 
Frequency (Hz)
% Diff. 
Frequency MAC
LMS 
Frequency (Hz)
% Diff. 
Frequency MAC
1 5.04 5.03 -0.34 0.984 5.03 -0.22 0.997 5.03 -0.22 0.996
2 7.80
3 17.84 17.85 0.07 0.886
4 22.29
5 28.09 28.05 -0.14 0.989 28.08 -0.04 0.995 28.11 0.07 0.999
6 33.11
7 36.36 36.44 0.23 0.967 36.39 0.07 0.985
8 40.87
9 42.97
10 46.50
11 49.21 49.24 0.05 0.952 49.45 0.48 49.44 0.47 0.973
12 51.80
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6.3. Dynamic Tests on The Physical Model with Steel Roller Boundary Condition with 
Additional Mass 
6.3.1. Impact Test Results 
240 lbs. steel blocks were added to the support locations to prevent any vertical uplift of boundary 
locations as described in Chapter 6.1. This modification had a significant effect on the modes of the 
structural system. The coupling effect between the support and grid/deck systems became more 
visible as a result of this modification. Natural frequencies did not show significant change after the 
local modes are filtered out, but mode shapes and damping ratios showed considerable differences 
with respect to results presented in Chapter 6.2.1. The difference in the FRF plots after the first two 
modes of the structures is an indication of the changes in modal properties as a result of this 
modification.  
 
Figure 6.19: Three FRF plots under input at point 13 
Figure 6.19 indicates that the modes between 10 Hz and 40 Hz. have been greatly affected by the 
modification made on the boundaries. 
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Figure 6.20: Reciprocity check between points 9 and 13 
Table 6.31: Impact test results using the CMIF algorithm 
 
Table 6.32: Impact test results using the PTD algorithm 
 
 
Modes at 31 and 41 Hz. could not be captured by PTD method. It should be noted that those modes 
were highly influenced by the masses added on the boundaries. 
Method No. Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) % Diff. Frequency % Diff. Damping MAC
PTD 1 5.02 2.17 5.02 2.19 0.02 1.11 1.000
PTD 2 7.76 1.36 7.76 1.36 -0.05 0.37 0.999
PTD 3 18.48 2.14 18.49 2.15 0.02 0.47 0.972
PTD 4 22.43 1.58
PTD 5 27.94 0.90 28.19 0.94 0.89 4.57 0.995
PTD 6 35.69 0.98 35.68 0.98 -0.05 0.20 0.920
PTD 7 39.50 1.23 39.49 1.20 -0.03 -2.84 0.837
PTD 8 44.15 0.92 44.09 0.92 -0.15 0.33 0.866
PTD 9 46.58 2.00 47.02 2.13 0.94 6.62 0.918
PTD 10 50.63 1.35 50.65 1.36 0.03 0.59 0.856
Deck Boundary Sensors Support Boundary Sensors
Method No. Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) % Diff. Frequency % Diff. Damping MAC
CMIF 1 4.92 1.65 4.92 1.65 0.00 0.00 1.000
CMIF 2 7.75 1.51 7.75 1.51 0.00 0.00 1.000
CMIF 3 18.80 2.26 18.80 2.26 -0.02 -0.09 0.978
CMIF 4 22.38 1.72 22.35 1.75 -0.11 2.10 0.920
CMIF 5 27.97 1.04 27.97 1.04 0.00 0.00 0.996
CMIF 6 31.07 1.58 31.04 1.56 -0.12 -1.58 0.851
CMIF 7 35.62 1.03 35.65 1.10 0.08 6.91 0.930
CMIF 8 39.46 1.03 39.48 1.07 0.05 4.29 0.812
CMIF 9 41.12 1.12 41.13 1.08 0.01 -3.59 0.926
CMIF 10 44.01 1.28 44.00 1.25 -0.02 -2.26 0.932
CMIF 11 46.69 2.39 46.71 2.37 0.04 -0.67 0.967
CMIF 12 50.64 1.32 50.63 1.31 0.00 -1.06 0.857
Deck Boundary Sensors Support Boundary Sensors
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Figure 6.21: First 12 Modes of the Structure found by CMIF Algorithm under steel roller boundary conditions 
with added mass (-o- Support Sensors on Deck, -+- Support Sensors on Pedestals) 
No relative movement of boundary location DOF was observed when added mass were not present 
(Chapter 6.2.1) up to Mode 12. When the weight blocks were added considerable relative movement 
of boundary DOF was detected as early as Mode 4. Mode shapes appear to be highly distorted after 
Mode 5. 
 
 
 
 
Mode 1 Mode 2 Mode 3 
Mode 4 Mode 5 Mode 6 
Mode 7 Mode 8 Mode 9 
Mode 10 Mode 11 Mode 12 
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Figure 6.22: First 12 Modes of the Structure found by PTD Algorithm under nominal boundary conditions (-o- 
Support Sensors on Deck, -+- Support Sensors on Pedestals) 
 
 
 
 
 
Mode 1 Mode 2 Mode 3 
Mode 4 Mode 5 
Mode 7 Mode 8 
Mode 10 Mode 11 Mode 12 
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Table 6.33: Impact test results using the CMIF algorithm when boundary sensors disregarded 
 
Table 6.34: Impact test results using the PTD algorithm when boundary sensors disregarded 
 
 
Two modes were missed with PTD algorithm and forth mode was only captured when boundary 
sensors on the pedestals were taken into account. 
Mode shapes and natural frequencies were captured with high accuracy irrespective of the selection 
of boundary sensors. However, when PTD method was used damping values showed discrepancy 
depending on selection of the boundary sensors. PTD method also showed a relatively bad correlation 
for mode shapes after the boundary sensors were disregarded in the analysis. 
 
 
 
Method No. Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) % Diff. Frequency % Diff. Damping MAC
CMIF 1 4.92 1.65 4.92 1.65 0.00 0.00 1.000
CMIF 2 7.75 1.51 7.75 1.51 0.00 0.00 1.000
CMIF 3 18.80 2.26 18.80 2.26 -0.01 -0.09 1.000
CMIF 4 22.38 1.72 22.35 1.76 -0.13 2.80 1.000
CMIF 5 27.97 1.04 27.97 1.04 0.00 0.00 1.000
CMIF 6 31.07 1.58 31.03 1.49 -0.16 -5.87 1.000
CMIF 7 35.62 1.03 35.66 1.11 0.09 7.89 1.000
CMIF 8 39.46 1.03 39.48 1.08 0.06 5.07 1.000
CMIF 9 41.12 1.12 41.16 1.14 0.09 2.42 1.000
CMIF 10 44.01 1.28 43.98 1.39 -0.07 8.27 1.000
CMIF 11 46.69 2.39 46.74 2.44 0.09 2.09 1.000
CMIF 12 50.64 1.32 50.63 1.31 0.00 -0.83 1.000
Deck Boundary Sensors Boundary Sensors Disregarded
Method No. Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) % Diff. Frequency % Diff. Damping MAC
PTD 1 5.02 2.17 4.99 2.62 -0.58 20.79 1.000
PTD 2 7.76 1.36 7.78 1.46 0.28 7.68 1.000
PTD 3 18.48 2.14 18.47 2.00 -0.08 -6.63 1.000
PTD 4 22.39 1.60
PTD 5 27.94 0.90 27.94 0.92 0.02 2.56 1.000
PTD 6 35.69 0.98 35.69 0.97 -0.01 -0.92 0.999
PTD 7 39.50 1.23 39.45 1.19 -0.14 -3.25 0.987
PTD 8 44.15 0.92 44.23 0.94 0.18 1.63 0.964
PTD 9 46.58 2.00 46.69 2.33 0.24 16.84 0.977
PTD 10 50.63 1.35 50.66 1.41 0.04 4.07 0.986
Deck Boundary Sensors Boundary Sensors Disregarded
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Table 6.35: Parameter identification with CMIF and PTD algorithms. Boundary sensors located on the deck 
 
Table 6.36: Parameter identification with CMIF and PTD algorithms. Boundary sensors located on the 
pedestals. 
 
Table 6.37: Parameter identification with CMIF and PTD algorithms. Boundary sensors are disregarded  
 
Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) % Diff. Frequency % Diff. Damping MAC
5.02 2.17 4.92 1.65 -2.03 -23.74 0.999
7.76 1.36 7.75 1.51 -0.17 11.44 1.000
18.48 2.14 18.80 2.26 1.72 5.70 0.978
22.38 1.72
27.94 0.90 27.97 1.04 0.13 16.26 1.000
31.07 1.58
35.69 0.98 35.62 1.03 -0.19 4.69 0.945
39.50 1.23 39.46 1.03 -0.11 -16.80 0.797
41.12 1.12
44.15 0.92 44.01 1.28 -0.33 39.24 0.918
46.58 2.00 46.69 2.39 0.24 19.70 0.933
50.63 1.35 50.64 1.32 0.00 -2.00 0.851
Deck Boundary Sensors (PTD) Deck Boundary Sensors (CMIF)
Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) % Diff. Frequency % Diff. Damping MAC
5.02 2.19 4.92 1.65 -2.05 -24.58 1.000
7.76 1.36 7.75 1.51 -0.12 11.03 1.000
18.49 2.15 18.80 2.26 1.68 5.11 0.977
22.43 1.58 22.35 1.75 -0.33 10.61 0.994
28.19 0.94 27.97 1.04 -0.76 11.18 1.000
31.04 1.56
35.68 0.98 35.65 1.10 -0.06 11.70 0.972
39.49 1.20 39.48 1.07 -0.04 -10.69 0.821
41.13 1.08
44.09 0.92 44.00 1.25 -0.20 35.64 0.930
47.02 2.13 46.71 2.37 -0.65 11.52 0.966
50.65 1.36 50.63 1.31 -0.03 -3.61 0.935
Support Boundary Sensors (PTD) Support Boundary Sensors (CMIF)
Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) % Diff. Frequency % Diff. Damping MAC
4.99 2.62 4.92 1.65 -1.46 -36.86 0.999
7.78 1.46 7.75 1.51 -0.45 3.50 1.000
18.47 2.00 18.80 2.26 1.79 13.11 0.978
22.39 1.60 22.35 1.76 -0.19 9.91 0.989
27.94 0.92 27.97 1.04 0.11 13.36 1.000
31.03 1.49
35.69 0.97 35.66 1.11 -0.10 13.99 0.940
39.45 1.19 39.48 1.08 0.08 -9.65 0.744
41.16 1.14
44.23 0.94 43.98 1.39 -0.59 48.34 0.862
46.69 2.33 46.74 2.44 0.10 4.59 0.970
50.66 1.41 50.63 1.31 -0.04 -6.61 0.874
No Boundary Sensor (PTD) No Boundary Sensor (CMIF)
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Figure 6.23: CMIF vs. PTD mode shapes. Boundary sensors located on the pedestals (CMIF:-o-, PTD: -+-) 
 
 
 
 
 
Mode 1 Mode 2 Mode 3 
Mode 4 Mode 5 Mode 6 
Mode 7 Mode 8 Mode 9 
Mode 10 Mode 11 Mode 12 
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Table 6.38: Parameter identification with CMIF and SSI algorithms. Boundary sensors located on the pedestals. 
 
 
6.3.2. Ambient Vibration Test Results 
Following the modification of the boundaries by adding weights at the support locations a series of 
ambient vibration test cases were carried out. A set of nominal data preprocessing parameters were 
selected based on findings of Chapter 6.2.2.1 and a thorough sensitivity study of preprocessing 
parameters was not carried out. The following preprocessing parameters are used for the presented 
case:  
Averaging method: Random Decrement with 1.5σ trigger level. 
Length of averaged time blocks: 2048 points 
Exponential window: Not applied 
Spectrum estimation method: FFT 
A subset of the excitation cases presented in Chapter 6.2.2.2 was applied to the structure when 
additional weights were present on the boundary locations. 
 
Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) % Diff. Frequency % Diff. Damping MAC
5.02 2.11 4.92 1.65 -2.09 -21.65 1.00
7.75 1.39 7.75 1.51 -0.05 8.66 1.00
18.51 1.17 18.80 2.26 1.55 93.02 0.99
22.38 1.57 22.35 1.75 -0.14 11.62 1.00
27.93 0.97 27.97 1.04 0.16 7.75 1.00
31.17 1.62 31.04 1.56 -0.42 -3.75 0.99
35.68 1.02 35.65 1.10 -0.09 7.86 0.93
39.48 1.07
41.24 0.86 41.13 1.08 -0.27 24.51 0.96
44.16 0.94 44.00 1.25 -0.36 32.73 0.90
47.02 2.51 46.71 2.37 -0.66 -5.42 0.97
50.74 1.36 50.63 1.31 -0.20 -3.57
Support Boundary Sensors (LMS) Support Boundary Sensors (CMIF)
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6.3.2.1. Impact of Excitation on the Ambient Vibration Test Results 
The physical structure was excited under two different physical input cases. Table 6.39 summarizes 
the characteristics of different random excitation cases applied to the structure. 
Table 6.39: Random excitation cases 
Input type Spectral 
Nature 
Spatial Nature Signal to 
noise ratio 
Random shaker excitation at the 
support 
Broadband Localized through the 
substructure 
Low 
Manual tapping input 
distributed over the 
superstructure 
Narrowband Distributed through the 
superstructure 
High 
 
6.3.2.1.1. Case 1: Spatially Undistributed Excitation through the Substructure 
6.3.2.1.1.1. Random Shaker Excitation at the Support Location 
Modal parameters of the structure were identified under different excitation cases using three 
different algorithms. CMIF plots of each excitation case will be shown along with final identified 
modal parameters. 
 
Figure 6.24: CMIF plot for random shaker excitation at the support location 
Changes in the CMIF plot indicates changes in modal properties of the structure as result of the 
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modification done at the support locations. 
Table 6.40: Identified modes as a result of shaker excitation at the support base 
 
 
6.3.2.1.2. Case 2: Spatially Distributed Excitation through the Superstructure 
6.3.2.1.2.1. Manual-tapping Input Distributed over the Superstructure 
The narrowband excitation effect of manual tapping input to the structure is clearly seen in the CMIF 
plot (Fig. 6.25). The first two modes were highly enhanced, because they are in the narrow excitation 
band.  
 
Figure 6.25: CMIF plot for distributed manual input over the superstructure 
Modal parameters of the structure were found by using three different algorithms and results are 
Impact Test Results Ambient Test Results
Random 
Shaker Input 
At Base
Random 
Shaker Input 
At Base
Random 
Shaker Input 
At Base
No.
CMIF 
Frequency 
(Hz)
CMIF 
Frequency (Hz)
% Diff. 
Frequency MAC
PTD 
Frequency (Hz)
% Diff. 
Frequency MAC
LMS 
Frequency (Hz)
% Diff. 
Frequency MAC
1 4.92 5.03 2.28 0.999 5.04 2.42 1.000 5.04 2.41 0.998
2 7.75 7.74 -0.04 1.000 7.76 0.17 1.000 7.76 0.15 1.000
3 18.80 18.45 -1.84 0.995 18.55 -1.28 0.999 18.55 -1.31 1.000
4 22.35 22.45 0.43 0.944 21.15 -5.38
5 27.97 27.88 -0.33 0.973 27.99 0.06 0.998
6 31.04 31.26 0.71 0.827
7 35.65 35.85 0.56 0.925 35.84 0.52 0.989
8 39.48 39.28 -0.50
9 41.13 41.51 0.93 0.863 41.51 0.92 0.954
10 44.00 44.17 0.40 0.899 44.32 0.73 0.923
11 46.71
12 50.63 51.27 1.25 0.911
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shown in Table 6.41. 
Table 6.41: Identified modes as a result of manual excitation and correlations with the impact test 
 
 
No clear distinction was observed in the identified modal properties in both excitation cases. 
However, it should be pointed out that CMIF plots are clearly different in two different excitation 
cases 
 
 
 
 
 
 
 
 
Impact Test Results Ambient Test Results
Distributed 
Manual 
Tapping Input
Distributed 
Manual 
Tapping Input
Distributed 
Manual 
Tapping Input
No.
CMIF 
Frequency 
(Hz)
CMIF 
Frequency (Hz)
% Diff. 
Frequency MAC
PTD 
Frequency (Hz)
% Diff. 
Frequency MAC
LMS 
Frequency (Hz)
% Diff. 
Frequency MAC
1 4.92 5.02 2.05 0.999 5.02 2.03 1.000 5.02 1.95 1.000
2 7.75 7.74 -0.09 1.000 7.74 -0.05 1.000 7.74 -0.04 1.000
3 18.80 18.44 -1.87 0.820 18.43 -1.95 0.842 18.46 -1.80 0.999
4 22.35 22.47 0.54 0.955 22.34 -0.03 0.988
5 27.97 27.92 -0.20 0.985 27.92 -0.19 0.999 27.93 -0.16 0.999
6 31.04 31.31 0.88 0.930
7 35.65 35.71 0.16 0.895 35.76 0.30
8 39.48 39.75 0.69
9 41.13 41.20 0.18 0.865 41.27 0.35 0.840
10 44.00 44.29 0.66 44.26 0.60 0.958
11 46.71 46.84 0.28
12 50.63 50.78 0.28 0.949 50.80 0.33 0.800
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6.4. Dynamic Tests on the Physical Model with Neoprene Roller Boundary Condition 
6.4.1. Impact Test Results 
As a third boundary condition case, steel rollers at the boundary locations were replaced with 
neoprene rollers. Neoprene roller represents material nonlinearity at the boundary conditions, which 
is very common in bridge bearings. The impacts of having a nonlinear material at the boundaries on 
the structural modes will be discussed following impact and ambient vibration tests. 
 
Figure 6.26: Three FRF plots under input at point 13 
 
Figure 6.27: Reciprocity check between points 9 and 13 
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Table 6.42: Impact test results using the CMIF algorithm. 
 
Table 6.43: Impact test results using the PTD algorithm 
 
 
All modes were captured with the CMIF algorithm irrespective of the location of the boundary 
location accelerometer. The damping values were also consistent among the results identified by 
CMIF algorithm. PTD method showed inferior correlation compared to CMIF with respect to 
selection of the boundary location accelerometer. An immediate observation is that the first mode 
could not be identified with the PTD algorithm and damping values are relatively inconsistent. 
 
 
 
 
 
 
 
Method No. Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) % Diff. Frequency % Diff. Damping MAC
CMIF 1 5.08 1.01 5.08 1.01 0.00 0.00 1.000
CMIF 2 7.93 0.73 7.93 0.73 0.00 0.00 1.000
CMIF 3 17.70 0.77 17.70 0.77 0.00 0.00 0.992
CMIF 4 22.52 0.99 22.53 0.98 0.00 -0.10 0.990
CMIF 5 27.89 0.82 27.89 0.82 0.00 0.24 0.992
CMIF 6 29.87 2.59 29.76 2.56 -0.36 -1.01 0.937
CMIF 7 35.78 0.82 35.78 0.82 0.01 -0.24 0.971
CMIF 8 39.67 1.11 39.64 1.07 -0.07 -3.97 0.895
CMIF 9 42.12 1.58 42.07 1.57 -0.10 -0.25 0.914
CMIF 10 46.28 1.72 46.29 1.72 0.03 -0.23 0.958
CMIF 11 48.20 1.17 48.18 1.17 -0.03 -0.17 0.885
CMIF 12 51.13 0.55 51.13 0.56 0.00 0.54 0.649
Deck Boundary Sensors Support Boundary Sensors 
Method No. Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) % Diff. Frequency % Diff. Damping MAC
PTD 1
PTD 2 7.93 0.75 7.93 0.73 0.00 -1.74 1.000
PTD 3 17.71 0.77 17.71 0.75 0.02 -2.08 0.992
PTD 4 22.53 0.98 22.53 0.96 0.01 -2.04 0.990
PTD 5 27.87 0.81 27.88 0.83 0.04 2.60 0.984
PTD 6 30.01 3.59
PTD 7 35.80 0.82 35.44 1.22 -1.01 48.29 0.791
PTD 8 39.73 1.11 39.72 1.12 -0.04 0.81 0.868
PTD 9 42.05 1.56 42.04 1.55 -0.04 -0.51 0.900
PTD 10 48.22 1.13 48.20 1.08 -0.04 -4.59 0.880
PTD 11 51.13 0.56 51.16 0.56 0.05 0.90 0.640
PTD 12 53.90 0.90 53.89 0.84 -0.03 -5.80 0.957
Deck Boundary Sensors Support Boundary Sensors 
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Figure 6.28: First 12 Modes of the structure found by CMIF algorithm with neoprene roller boundary conditions 
(-o- Support Sensors on Deck, -+- Support Sensors on Pedestals) 
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Mode 10 Mode 11 Mode 12 
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Figure 6.29: First 12 Modes of the Structure found by PTD Algorithm with neoprene roller boundary conditions 
(-o- Support Sensors on Deck, -+- Support Sensors on Pedestals) 
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Table 6.44: Impact test results using the CMIF algorithm when boundary sensors disregarded 
 
Table 6.45: Impact test results using the PTD algorithm when boundary sensors disregarded 
 
Visual inspection of the mode shape plots indicates that boundary DOF show very little relative 
movement at the boundaries according to the impact test results up to Mode 12. 
Table 6.46: Parameter identification with CMIF and PTD algorithms. Boundary sensors on the deck 
 
 
Method No. Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) % Diff. Frequency % Diff. Damping MAC
CMIF 1 5.08 1.01 5.08 1.01 0.00 0.00 1.000
CMIF 2 7.93 0.73 7.93 0.73 0.00 0.00 1.000
CMIF 3 17.70 0.77 17.70 0.77 0.00 0.00 0.992
CMIF 4 22.52 0.99 22.53 0.98 0.00 -0.10 0.990
CMIF 5 27.89 0.82 27.89 0.82 0.00 0.37 0.992
CMIF 6 29.87 2.59 29.69 2.45 -0.62 -5.22 0.937
CMIF 7 35.78 0.82 35.78 0.81 0.01 -0.61 0.971
CMIF 8 39.67 1.11 39.61 0.95 -0.14 -14.79 0.895
CMIF 9 42.12 1.58 42.04 1.56 -0.18 -0.70 0.914
CMIF 10 46.28 1.72 46.33 1.73 0.12 0.23 0.958
CMIF 11 48.20 1.17 48.17 1.15 -0.05 -1.71 0.885
CMIF 12 51.13 0.55 51.13 0.56 0.00 1.63 0.649
Deck Boundary Sensors Boundary Sensors Disregarded
Method No. Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) % Diff. Frequency % Diff. Damping MAC
PTD 1
PTD 2 7.93 0.75 7.93 0.72 0.00 -3.08 1.000
PTD 3 17.71 0.77 17.70 0.78 -0.05 1.17 1.000
PTD 4 22.53 0.98 22.54 1.01 0.06 2.86 1.000
PTD 5 27.87 0.81 27.87 0.80 0.00 -1.49 1.000
PTD 6 30.01 3.59 29.76 2.44 -0.84 -32.08 0.997
PTD 7 35.80 0.82 35.44 1.22 -0.99 48.90 0.821
PTD 8 39.73 1.11 39.70 1.05 -0.08 -5.23 0.963
PTD 9 42.05 1.56 42.06 0.83 0.03 -46.50 0.947
PTD 10 48.22 1.13 48.21 1.01 -0.03 -11.38 0.996
PTD 11 51.13 0.56 51.13 0.56 0.01 0.72 0.994
Deck Boundary Sensors Boundary Sensors Disregarded
Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) % Diff. Frequency % Diff. Damping MAC
5.08 1.01
7.93 0.75 7.93 0.73 -0.08 -1.74 1.000
17.71 0.77 17.70 0.77 -0.05 0.52 1.000
22.53 0.98 22.52 0.99 -0.01 0.72 1.000
27.87 0.81 27.89 0.82 0.09 1.11 0.999
30.01 3.59 29.87 2.59 -0.47 -28.05 0.975
35.80 0.82 35.78 0.82 -0.05 -0.24 0.998
39.73 1.11 39.67 1.11 -0.16 0.00 0.889
42.05 1.56 42.12 1.58 0.15 1.16 0.977
46.28 1.72
48.22 1.13 48.20 1.17 -0.05 3.17 0.996
51.13 0.56 51.13 0.55 0.01 -0.72 0.988
Deck Boundary Sensors (PTD) Deck Boundary Sensors (CMIF)
 152
Table 6.47: Parameter identification with CMIF and PTD algorithms. Boundary sensors on the pedestals 
 
Table 6.48: Parameter identification with CMIF and PTD algorithms. Boundary sensors are disregarded  
 
 
Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) % Diff. Frequency % Diff. Damping MAC
5.08 1.01
7.93 0.73 7.93 0.73 -0.08 0.00 1.000
17.71 0.75 17.70 0.77 -0.07 2.66 1.000
22.53 0.96 22.53 0.98 -0.02 2.71 1.000
27.88 0.83 27.89 0.82 0.06 -1.21 0.999
29.76 2.56
35.44 1.22 35.78 0.82 0.98 -32.89 0.778
39.72 1.12 39.64 1.07 -0.19 -4.74 0.789
42.04 1.55 42.07 1.57 0.09 1.42 0.940
46.29 1.72
48.20 1.08 48.18 1.17 -0.04 7.95 0.993
51.16 0.56 51.13 0.56 -0.04 -1.07 0.984
Support Boundary Sensors (PTD) Support Boundary Sensors (CMIF)
Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) % Diff. Frequency % Diff. Damping MAC
5.08 1.01
7.93 0.72 7.93 0.73 -0.08 1.38 1.00
17.70 0.78 17.70 0.77 -0.01 -0.64 1.00
22.54 1.01 22.53 0.98 -0.07 -2.19 1.00
27.87 0.80 27.89 0.82 0.09 3.02 1.00
29.76 2.44 29.69 2.45 -0.25 0.41 0.98
35.44 1.22 35.78 0.81 0.96 -33.42 0.80
39.70 1.05 39.61 0.95 -0.22 -10.09 0.51
42.06 0.83 42.04 1.56 -0.05 87.76 0.96
46.33 1.73
48.21 1.01 48.17 1.15 -0.07 14.43 0.98
51.13 0.56 51.13 0.56 0.00 0.18 0.97
No Boundary Sensor (PTD) No Boundary Sensor (CMIF)
 153
 
   
   
   
   
 
Figure 6.30:CMIF vs. PTD mode shapes. Boundary sensor is located on the pedestals (CMIF:-o-, PTD: -+-) 
Following the identification of modes with CMIF and PTD algorithms modal properties were found 
using the SSI algorithm using LMS software as a last step. 
 
 
 
Mode 1 Mode 2 Mode 3 
Mode 4 Mode 5 Mode 6 
Mode 7 Mode 8 Mode 9 
Mode 10 Mode 11 Mode 12 
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Table 6.49: Parameter identification with CMIF and LMS algorithms. Boundary sensors on the pedestals 
 
6.4.2. Ambient Vibration Test Results 
6.4.2.1. Impact of Excitation on the Ambient Vibration Test Results 
Following the changes made to the boundary conditions, the physical structure was excited under the 
same physical input cases that were presented in Chapter 6.3.2.1. Table 6.50 summarizes the 
characteristics of different random excitation cases applied to the structure. 
Table 6.50: Random excitation cases 
Input type Spectral 
Nature 
Spatial Nature Signal to 
noise ratio 
Random shaker excitation at the 
support 
Broadband Localized through the 
substructure 
Low 
Manual tapping input 
distributed over the 
superstructure 
Narrowband Distributed through the 
superstructure 
High 
 
6.4.2.1.1. Case 1: Spatially Undistributed Excitation through the Substructure 
6.4.2.1.1.1. Random Shaker Excitation at the Support Location 
Modal parameters of the structure were again identified under different excitation cases using three 
different algorithms. CMIF plots of each excitation case will be shown along with final identified 
Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) % Diff. Frequency % Diff. Damping MAC
5.10 1.15 5.08 1.01 -0.50 -12.18 0.997
7.93 0.73 7.93 0.73 -0.04 0.51 1.000
17.71 0.75 17.70 0.77 -0.06 3.26 1.000
22.53 0.97 22.53 0.98 -0.02 1.28 1.000
27.88 0.82 27.89 0.82 0.05 0.43 0.999
29.82 1.53 29.76 2.56 -0.19 67.01 0.971
35.82 0.77 35.78 0.82 -0.10 6.04 0.995
39.64 1.07
42.04 1.54 42.07 1.57 0.08 2.10 0.990
46.29 1.72
48.24 1.04 48.18 1.17 -0.12 11.83 0.984
51.22 0.56 51.13 0.56 -0.18 -0.93 0.951
Support Boundary Sensors (LMS) Support Boundary Sensors (CMIF)
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modal parameters. 
 
Figure 6.31: CMIF plot for random shaker excitation at the support location 
The CMIF plots did not change significantly when rollers at the boundary conditions are changed 
from steel to neoprene. Slight visual changes in the CMIF plot indicates very small changes in the 
identified modal parameters compared to original case where steel rollers were used in the 
boundaries. 
Table 6.51: Identified modes as a result of shaker excitation at the support base 
 
 
 
Impact Test Results Ambient Test Results
Random 
Shaker Input 
At Base
Random 
Shaker Input 
At Base
Random 
Shaker Input 
At Base
No.
CMIF 
Frequency 
(Hz)
CMIF 
Frequency (Hz)
% Diff. 
Frequency MAC
PTD 
Frequency (Hz)
% Diff. 
Frequency MAC
LMS 
Frequency (Hz)
% Diff. 
Frequency MAC
1 5.08 5.09 0.12 0.998 5.10 0.47 0.998 5.11 0.54 1.000
2 7.93 7.93 -0.04 0.996 7.94 0.15 0.999 7.94 0.14 1.000
3 17.70 17.74 0.21 0.999 17.74 0.20 0.999 17.73 0.18 0.999
4 22.53 22.47 -0.26 0.904 22.59 0.28 0.994 22.54 0.07 0.986
5 27.89 28.62 2.59 0.821 28.60 2.54 0.949
6 29.76 29.76 -0.02 0.966 29.77 0.00 0.965
7 35.78 35.72 -0.18 0.948 35.62 -0.45
8 39.64
9 42.07 42.39 0.76 0.827
10 46.29 46.11 -8.43 0.969
11 48.18
12 51.13
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6.4.2.1.2. Case 2: Spatially Distributed Excitation through the Superstructure 
6.4.2.1.2.1. Manual-tapping Input Distributed over the Superstructure 
The shape of the CMIF plot is again very similar to the CMIF plot obtained with steel roller boundary 
conditions. The narrowband excitation effect of manual tapping input to the structure is seen in the 
CMIF plot (Fig. 6.32).  
 
Figure 6.32: CMIF plot for distributed manual input over the superstructure 
Modal parameters of the structure were found by using three different algorithms and results are 
shown in Table 6.52 
Table 6.52: Identified modes as a result of manual excitation and correlations with the impact test 
 
 
Impact Test Results Ambient Test Results
Distributed 
Manual 
Tapping Input
Distributed 
Manual 
Tapping Input
Distributed 
Manual 
Tapping Input
No.
CMIF 
Frequency 
(Hz)
CMIF 
Frequency (Hz)
% Diff. 
Frequency MAC
PTD 
Frequency (Hz)
% Diff. 
Frequency MAC
LMS 
Frequency (Hz)
% Diff. 
Frequency MAC
1 5.08 5.09 0.18 1.000 5.11 0.53 1.000 5.10 0.43 1.000
2 7.93 7.92 -0.14 0.999 7.93 -0.04 1.000 7.93 -0.02 1.000
3 17.70 17.74 0.22 0.978 17.75 0.31 0.999 17.75 0.29 1.000
4 22.53 22.64 0.50 0.995 22.64 0.49 0.995 22.59 0.30 1.000
5 27.89 27.86 -0.12 0.977 27.81 -0.29 1.000 27.87 -0.08 0.997
6 29.76
7 35.78 35.85 0.20 0.969 35.94 0.43 0.831 35.83 0.14 0.979
8 39.64
9 42.07 42.12 0.10 42.36 0.68 0.978
10 46.29 45.71 -1.25 0.945 46.04 -0.55 0.972
11 48.18 47.81 -0.77
12 51.13 50.67 -0.91 0.840 51.19 0.11
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CHAPTER 7 : UNCERTAINTY ASSESSMENT STUDY 
7.1. Alternative Approaches for Uncertainty Assessment 
A systematic study of different sources of uncertainty has been presented on a laboratory physical 
model in this study. The results have been shown in a tabular form where the ambient vibration test 
results were compared against the results of an impact test (Chapter 6). This comparison in modal 
domain in terms of modal frequencies and mode shapes provides a qualitative information about the 
relative impacts of different sources of uncertainty. Assessment of uncertainty in this study can be 
carried out in three different ways: 
• Qualitative assessment 
• Statistical assessment 
• Physics-based assessment 
 
Qualitative assessment can be made in modal domain by assessing the number of matching modes 
between the impact and ambient tests. The average of MAC values or deviation in modal frequencies 
may be condensed to a scalar by using statistical calculation tools and an assessment can be made 
based on statistical changes in the results (i.e. statistical assessment). Physics-based assessment can 
be interpreted as the impact of uncertainty on the estimated global parameters in relation to their 
physical meaning (e.g. change in deflection shapes calculated by different modal flexibility matrices) 
The importance of physics-based modeling and approaches has already been discussed in Chapter 4 
and a physics-based uncertainty assessment approach will be presented in this section. 
7.2. Results of Modal Flexibility Study 
Modal flexibility can be calculated from impact test measurements using unit-mass normalized modal 
vectors (Chapter 4). Modal flexibility of impact test case with steel roller boundary condition case has 
been calculated and the results show that there was a good correlation between deflection from the 
static load test, FE model and deflection calculated using the modal flexibility (Fig. 7.2) 
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The comparison of deflection shapes between the static load test and impact test was carried out as 
follows:  
A static load test was conducted on the structure and a 9x9 flexibility matrix of the structure was 
generated by placing 400 lbs blocks at one DOF at a time while other DOF’s were measured (Fig. 
7.1) 
 
 
 
Figure 7.1:  DOF where the loads were applied and flexibility coefficients were calculated 
After the flexibility coefficients were calculated from the static load test and impact test, a unit load is 
applied at the same DOF’s in flexibility matrices and FE model. Resulted deflection shapes are shown 
in Figure 7.2. 
 
 
 
 
 
 
Figure 7.2:  Deflection shapes under unit load at every DOF calculated by different approaches 
It needs to be acknowledged that the deflection shape is highly governed by the accuracy of the first 
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mode when modal flexibility approach is used. This is due to the planar nature of the structure and 
corresponding deflection shape under uniformly distributed load. However, in general the accuracy of 
modal flexibility is governed by the number of modes included in the calculation (Chapter 4). 
7.3. Utilization of Modal Flexibility 
It has been discussed in the literature that deflection profiles calculated using modal flexibility 
approach can be used in objective functions (i.e. error functions) for model updating (Aktan et. al., 
1998, Jaishi and Ren, 2005). A typical error function for model updating may be written as shown in 
equation 7.1 
)()()( yflexibilitfMACffrequencyfEF ++=  (7.1.) 
A similar error function based approach may used to used to quantify the impact of different sources 
of uncertainty. This approach will require calculation of an error function for every set of data that is 
compared to the impact test results. In this study, flexibility and MAC terms were dropped from the 
error function calculation and the error between the impact and ambient vibration test was quantified 
by scalar, which was calculated between the difference in deflection profiles. This approach enables a 
physics-based evaluation of different uncertainties.  
Omitting frequency and MAC terms in the error function may be argued, but it should be pointed out 
that no significant difference in the frequencies have been observed when a mode is identified. This is 
due to conducting experiments in a controlled laboratory environment. It has been discussed in the 
literature that the ambient environment may have significant impact on the identified frequencies, but 
since this case was not simulated in the uncertainty assessment study, the frequency term was 
disregarded. It should be noted that the error function generation was carried out to create an physics-
based uncertainty assessment index and not for model updating in St-Id framework. 
Using an error function that takes only flexibility terms into account presents a significant problem, 
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which is the inability to calculate flexibility terms from an ambient vibration test accurately. To 
overcome this problem, pseudo-flexibility concept will be presented. 
7.4. Pseudo-Flexibility Concept 
Extraction of modal flexibility from vibration data requires accurate calculation of unit-mass 
normalized mode shapes. However, unit-mass normalized mode shapes are not readily available from 
ambient vibration records because of missing scaling factors (Qr, MA). Therefore, alternative 
approaches are needed to be implemented to properly scale the mode shape vectors. Scaling methods 
for ambient vibration mode shapes are: Guyan-reduced mass matrix normalization, orthogonal 
procrustes expansion, diagonal mass matrix and driving point normalization (Doebling and Farrar, 
1996). In this study, a diagonal mass matrix has been used to normalize the ambient vibration based 
modal vectors. Diagonal mass matrix of the structure was estimated at 21 DOF. It should be noted 
that the estimated mass matrix is only an approximation of the true mass matrix of the structure, 
therefore the corresponding flexibility matrix will only be an approximation of the true flexibility 
matrix of the structure. Therefore, the flexibility calculated using the diagonal estimated mass matrix 
has been named as the pseudo-flexibility matrix of the structure.  
When the diagonal mass matrix coefficients are estimated from the FE model scaled mode shapes can 
be found using Equation 7.2. (Jaishi and Ren, 2005): 
∑
=
ψ
ψ=Φ
n
k
kjk
ij
ij
m
1
2
 (7.2) 
:ijψ Unscaled mode shape from an ambient vibration test 
:ijΦ Unit-mass normalized mode shape from an ambient vibration test 
:km Mass coefficient for DOF k. 
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7.5. Uncertainty Impact Index Calculation and Assessment of Uncertainty 
Pseudo-deflection shapes were calculated by applying a unit load to every DOF in the flexibility 
matrix after unit-mass normalized mode shapes have been found from ambient vibration records. The 
difference in deflection shapes from the impact test and ambient test was used to quantify the impact 
of uncertainty. However, the pseudo-deflection shapes did have a biased error associated with it. This 
error was caused by the inability to accurately calculate mass coefficients of the structure. When the 
deflection shape under unit uniform load from impact and ambient vibration based flexibility matrices 
is plotted for every DOF Figure 7.3 is obtained 
Figure 7.3: Deflection profiles calculated from impact test (true deflection) and ambient test (pseudo deflection) 
Figure 7.3 verifies the scaling error between impact and ambient vibration tests. It has been 
hypothesized that if both deflection shapes are normalized to an arbitrary scale it will no longer 
represent the true deflection of the structure, but differences between impact and ambient vibration 
based deflection shapes at every DOF may be used an indicator of the impact of uncertainty that is 
being studied in the ambient vibration test case. 
Normalization of impact and ambient vibration based deflection vectors to the same scale yields the 
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deflection shape shown in Figure 7.4. 
 
 
 
 
 
 
Figure 7.4: Normalized deflection profiles 
Following the vector normalization process of both impact and ambient vibration based deflection 
shapes the following index is proposed as a quantified measure of the impact of uncertainty (Eq. 7.3). 
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 (7.3) 
:ε  Error i.e. percentage error per DOF 
:kδ  Deflection calculated from impact test based modal flexibility at DOF k under uniform load 
at every DOF 
:*kδ  Deflection calculated from ambient vibration test based modal flexibility at DOF k under 
uniform load at every DOF 
:n  Total number of DOF in the system 
 
This index incorporates a weighting term in the numerator which considers the largest vector in the 
deflection shapes and calculates the error at the DOF with respect to the DOF with the largest 
deflection in the system. 
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7.6. Results of the Uncertainty Assessment Study 
The uncertainty impact assessment index was applied to every dataset presented in Chapter 6 and the 
following results have been obtained. Results are shown in a table form where percentage error is 
presented with respect to the uncertainty source and post processing method used in the study. When 
each source of uncertainty was studied a nominal set of preprocessing parameters were used unless 
otherwise noted i.e. random decrement averaging without windowing, followed by fft. Blocksize of 
the averaged signals was selected as 2048. Excitation case was random shaker input through the 
support of the structure. 
Table 7.1:  Percentage error (ε) per DOF as a result of averaging method selection 
 
 
 
When percentage error per DOF was computed from averaged signals and compared against the 
impact test it was found out that correlogram method resulted in better correlation with the impact test 
with all algorithms. 
Table 7.2:  Percentage error (ε) per DOF as a result of inclusion of exponential windowing step 
 
 
 
An exponential windowing step was not applied to the signals in Table 7.1. When an exponential 
windowing step was applied the result quality was highly diminished as shown in Table 7.2. 
RD WELCH CORRELATION
CMIF 2.27 6.60 1.70
PTD 109.05 1.86 1.38
SSI 2.43 1.42 1.26
IMPACT OF AVERAGING
RD CORRELATION
CMIF 28.84 152.24
PTD 45.81 51.24
SSI 1.55 1.48
IMPACT OF WINDOWING
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Table 7.3:  Percentage error (ε) per DOF as a result of incorporation of signal modeling step 
 
 
 
Table 7.4: Percentage error (ε) per DOF as a result of using different blocksize during parameter id 
 
 
Table 7.5: Percentage error (ε) per DOF as a result of using different excitation cases with steel roller support 
condition 
 
 
 
 
Table 7.6:  Percentage error (ε) per DOF as a result of using different excitation cases with steel roller support 
condition 
 
 
 
7.7. Discussion on the Uncertainty Impact Index and Repeatability of Results 
Presented study showed a novel approach for quantifying the impact uncertainty using a physics-
RD CORRELATION
CMIF 2.30 1.76
PTD 57.71 1.50
SSI 1.96 1.29
IMPACT OF SIGNAL MODELING
Length = 2048 Length = 4096 Length = 8192
CMIF 2.43 2.27 2.36
IMPACT OF BLOCKSIZE
Random shaker 
input through 
one support
Random shaker 
input through 
the floor
Manual tapping 
throughout the 
superstructure
Manual tapping 
at one point on 
the 
superstructure
CMIF 2.27 3.85 1.50 10.36
PTD 109.05 44.08 1.55 2.00
SSI 2.43 4.24 1.30 11.61
IMPACT OF EXCITATION
Steel Roller Neoprene Roller
Steel Roller with 
added weights
CMIF 2.27 3.60 5.63
PTD 109.05 6.23 5.72
SSI 2.43 3.04 6.05
IMPACT OF BOUNDARY CONDITION
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based index. However, it should be acknowledged that the percentage error per DOF is comprised of 
the summation of human, random and epistemic uncertainty involved in the process yet it is presented 
as an indication of the level of epistemic uncertainty impact. This is due to the assumption of human 
and random errors being minimal in a controlled laboratory environment where all tests were 
conducted by one person. The level of impact that the human and random errors can have on the final 
error needs to be still investigated. 
Therefore the following recommendations can be made for improvement of this approach: a) 
credibility of the mass estimate should be studied, b) identification of the error from random sources 
and human interaction needs to be investigated (i.e. repeatability). 
The laboratory structure was used for different test studies between 1998 and 2005. Results from 
those studies were reviewed to show the level repeatability in the identified parameters.  
Table 7.7: Different impact tests and corresponding modal frequencies with steel roller boundary conditions 
 
 
 
 
The results show in Table 7.7 that there is a high level of repeatability for the impact test. It should be 
noted that the repeatability remains to be future research area and some results are included here to 
provide preliminary information about the level of repeatability in the results. 
 
Impact Test in 2003
Algorithm LSCE PTD CMIF CMIF PTD CMIF PTD
Mode
1 5.06 5.08 5.03 5.04 5.09 5.04 5.06
2 7.86 7.86 7.79 7.81 7.83 7.80 7.81
3 17.77 17.76 17.69 17.87 17.87 17.84 17.82
4 22.45 22.42 22.21 22.31 22.31 22.29 22.27
5 28.11 28.10 27.96 28.04 28.03 28.09 28.08
Impact Test in 2000 Impact Test in 2004 Impact Test in 2005
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CHAPTER 8 : DATA QUALITY ASSESSMENT STUDIES 
8.1. Overview of Descriptive Statistics for Preprocessing 
Different parameter estimation techniques have been presented with a broad range of data 
preprocessing methods and it has been shown in the current chapter that results of a modal parameter 
identification study may greatly vary depending on the data quality. 
Quantification of data quality is a coupled with the parameter identification problem. Different 
parameter identification methods consider noise in the problem formulation i.e. SSI algorithm by 
utilizing a state-space approach and results reflect that this approach turns in more reliable results 
when noise is present. However, understanding the relative quality of different datasets remains to be 
problem. 
Descriptive statistics have been in process control in manufacturing, vibration mitigation problem. 
Descriptive statistics basically relies on using simple statistical indicators to quantify inherent 
statistical properties of data. A common example of descriptive statistics is the “Crest Factor”, which 
can be used in alignment or wear problems is mechanical assemblies. The Crest Factor is the 
mathematical ratio of the peak to RMS values of a waveform. In a sine wave with amplitude of one, 
the RMS value is equal to 0.707 and the crest factor is then 1.414. Therefore, if the Crest Factor being 
higher than 1.414 in controlled waveform indicates uncontrolled impact during the course of motion.  
Higher order statistics, especially kurtosis has been utilized by different researchers to detect 
anomalies in raw time records. McInerny and Dai (2003) addressed that Kurtosis can be used as fault 
detection method of bearings. Bracciali (2002) demonstrated that Kurtosis could be utilized to for 
data quality assessment in rail corrugation detection problem on railroads. 
In this section, the advantage of using high order statistics in operational modal analysis will be 
demonstrated. Two high order statistical moments are: Skewness (third moment), which describes the 
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degree of symmetry of a distribution and Kurtosis (fourth moment), which describes relative 
peakedness/flatness of a distribution. It should be noted that low order statistical moments are Mean 
(first moment), variance (second moment). Kurtosis will be explored as a statistical indicator for 
classification of data in this section. 
Kurtosis describes the shape of a probability distribution function (PDF). Fig. 8.1 illustrated 
difference in kurtosis between two different PDF shapes. 
 
Figure 8.1:  Illustration of Kurtosis i.e. low kurtosis (left PDF), high kurtosis (right PDF) 
3
)[
)(
4
4
−σ
μ−= XEXkurt   (7.1) 
Where μ and σ the mean and standard deviation of the data record respectively. 
Normal distributions have a kurtosis of 0 (irrespective of their mean or standard deviation). If a 
distribution’s kurtosis is greater than 0, it is said to be leptokurtic. If its kurtosis is less than 0, it is 
said to be platykurtic. Leptokurtosis is associated with distributions that are simultaneously “peaked” 
and have “fat tails.” Platykurtosis is associated with distributions that are simultaneously less peaked 
and have thinner tails. It should be noted that the above statement is true as long as equation 1 is 
normalized by subtracting 3 from the ratio of 
4
4)[
σ
μ−XE
. Otherwise, a normal distribution would 
have a kurtosis of 3. 
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8.1.1. Application of Descriptive Statistics to an IRF 
Kurtosis has been shown as a relative indicator of peakedness in the data. The averaging techniques 
reduces random vibration signals in pseudo-impulse response functions. A theoretical IRF with a 
natural frequency of 5 Hz. (Fig. 8.2) was generated to investigate the change in kurtosis as a result of 
noise in the data. 
 
Figure 8.2: Hypothetical IRF with 5 Hz. natural frequency 
Noise was added to the signal at various levels as shown in Figures 8.3 and 8.4. The aim of the 
progressive noise application to the IRF signal was to investigate the change in kurtosis as a function 
of increasing noise levels. 
 
Figure 8.3: Time domain simulation of IRF with different added noise levels 
 
 
  
169
 
 
Figure 8.4: Frequency domain simulation of IRF with different added noise levels 
Change in kurtosis as a function of added noise levels is given in Fig. 8.5. In Fig. 8.5 signal index 1 
corresponds to the simulated signal given in Fig. 8.2 and signal indices from 2 through 11 correspond 
to signals with increasing noise levels given in figures 8.3 and 8.4  
 
Figure 8.5:  Kurtosis vs. simulated signals 
The inverse relationship between the kurtosis and noise levels may be utilized as an indicator of data 
quality i.e. kurtosis values close to zero indicate normally distributed signal and unrealistically high 
kurtosis values would indicate noise spikes. 
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8.2. Application of Descriptive Statistics to Random Vibration Data 
If kurtosis of each data channel is plotted for different datasets i.e. noise contaminated data and 
visually clean data, the following bar charts shown in Fig.8.6 and 8.7 can be obtained. 
 
Figure 8.6: Kurtosis vs. Channel No for a clean dataset (Ref: Fig. 8.10) 
 
Figure 8.7: Kurtosis vs. Channel No for a noise contaminated dataset (Ref: Fig 8.9) 
It is clearly seen in Figures 8.6 and 8.7 that the effect of noise on channel three reflects on the kurtosis 
value and the noise contaminated channel appears as an outlier compared to remaining channels. If 
the kurtosis value of channel 3 is disregarded and set to zero for a moment and the remaining 
channels’ kurtosis values are plotted the chart shown in Fig. 8.8 is obtained.  
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Figure 8.8: Kurtosis vs. Channel No for a noise contaminated dataset after channel 3 has been removed 
The difference in kurtosis values between the charts shown in Figures 8.6 and 8.8 indicate that two 
different datasets have different distribution characteristics. Fig. 8.6 indicates that a clean dataset has 
channels whose raw time series have kurtosis values between 0.4 and 0.8, but the noisy channel has 
kurtosis values less than 0.2. It should be pointed out that a perfect broadband signal would have a 
kurtosis value of zero.  
 
8.3. Investigation of Data Quality on the Identified Parameters 
In this section same boundary conditions as well as pre and post processing algorithms were used on 
the data, which was collected twice using the same excitation method (i.e. shaker excitation at the 
base of the structure). One data set has a bad data channel (i.e. Channel 3) contaminated with 
electrical noise (Fig. 8.9). Further processing of this data did not result in high correlation with the 
impact test. Another data set was collected with the same parameters; and this dataset did not have 
any visual noisy distortions in the data (Fig. 8.10). This dataset resulted in better correlation with the 
impact test.  
Both datasets were processed with nominal data processing parameter (random decrement averaging, 
no exponential window and FFT-based spectrum estimation) and modal parameters were identified 
using different algorithms. Results are displayed in Tables 8.1 and 8.2. Table 8.1 summarizes results 
from noise-contaminated dataset and Table 8.2 summarizes results from a clean dataset. 
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Figure 8.9: Ambient vibration data collected from the structure. One channel is contaminated with noise. 
 
Figure 8.10: Ambient vibration data collected from the structure. No visual distortions in the data are present 
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Table 8.1 shows results of different data processing approaches. When noisy channel was included in 
the dataset PTD and CMIF showed poor correlation with the impact test results. On the other hand a 
good correlation was obtained between the impact test and ambient vibration test by SSI algorithm. 
Table 8.1: Results from a noise contaminated dataset 
 
 
Table 8.2: Results from a dataset that is not noise contaminated 
 
When a dataset free of noise distortions was processed SSI algorithm still gave highly accurate results 
compared to the other two algorithms i.e. PTD and CMIF. Next step will be dropping the noise-
contaminated channel from the dataset and examine the resultant modal parameters. The impact of the 
absence of noise clearly improved the results for CMIF algorithm, but it did not make a clear 
distinction for PTD algorithm. 
Impact Test Results Ambient Test Results
Random 
Shaker Input
Random 
Shaker Input
Random 
Shaker Input
No.
CMIF 
Frequency 
(Hz)
CMIF 
Frequency (Hz)
% Diff. 
Frequency MAC
PTD 
Frequency (Hz)
% Diff. 
Frequency MAC
LMS 
Frequency (Hz)
% Diff. 
Frequency MAC
1 5.04 5.05 0.06 1.000 5.04 -0.08 1.000
2 7.80 7.80 0.01 0.996 7.80 -0.04 1.000 7.80 -0.07 0.999
3 17.84 17.97 0.77 0.996 18.21 2.09 0.997 17.98 0.79 0.998
4 22.29 22.44 0.69 0.887 22.35 0.28 0.992 22.32 0.14 0.998
5 28.09 28.59 1.78
6 33.11 33.20 0.24 0.926 30.85 -6.83 0.944
7 36.36 36.16 -0.56 0.816 36.36 0.00 0.991
8 40.87 41.59 1.77 40.67 -0.48 0.817
9 42.97 42.28 -1.61 0.933 42.47 -1.17 0.975
10 46.50 45.80 -1.51 0.955 46.02 -1.04 0.970
11 49.21 49.09 -0.25 0.814 48.99 -0.46 0.837
12 51.80 52.50 1.36
Impact Test Results Ambient Test Results
Random 
Shaker Input
Random 
Shaker Input
Random 
Shaker Input
No.
CMIF 
Frequency 
(Hz)
CMIF 
Frequency (Hz)
% Diff. 
Frequency MAC
PTD 
Frequency (Hz)
% Diff. 
Frequency MAC
LMS 
Frequency (Hz)
% Diff. 
Frequency MAC
1 5.04 5.18 2.64 0.891
2 7.80 7.84 0.44 0.995 7.85 0.65 0.999 7.85 0.65 0.995
3 17.84 17.84 0.02 1.000 17.83 -0.03 1.000 17.84 0.03 0.999
4 22.29 22.26 -0.11 0.986 22.27 -0.08 0.998
5 28.09
6 33.11 33.18 0.19 0.907 33.38 0.79 0.923
7 36.36
8 40.87 40.73 -0.34 0.838 40.62 -0.62 0.938 40.75 -0.28 0.970
9 42.97 42.66 -0.74 0.788 42.41 -1.31 0.960
10 46.50 47.83 2.86 0.903 48.00 3.22 0.936
11 49.21 49.39 0.35 0.983 49.34 0.25 0.964
12 51.80
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Table 8.3: Results from the noise contaminated dataset after the noisy channel (Channel 3) has been removed 
from data during the post processing 
 
When noisy channel was removal from the dataset and same data was analyzed results were relatively 
improved for CMIF and SSI algorithms, but PTD results did not show significant difference as a 
result of dropping the noisy channel from the processed data. 
Results showed that Kurtosis might be utilized to catch noise spikes in the data in an automated way. 
 
 
 
 
 
 
Impact Test Results Ambient Test Results
Random 
Shaker Input
Random 
Shaker Input
Random 
Shaker Input
No.
CMIF 
Frequency 
(Hz)
CMIF 
Frequency (Hz)
% Diff. 
Frequency MAC
PTD 
Frequency (Hz)
% Diff. 
Frequency MAC
LMS 
Frequency (Hz)
% Diff. 
Frequency MAC
1 5.04 5.09 1.05 0.995
2 7.80 7.84 0.49 0.998 7.86 0.72 1.000 7.85 0.65 1.000
3 17.84 17.84 0.01 1.000 17.86 0.14 1.000 17.80 -0.17 0.996
4 22.29 22.27 -0.08 0.934 22.30 0.09 0.985 22.28 -0.02 0.999
5 28.09 28.64 1.97 0.810
6 33.11 33.51 1.20 0.886 33.32 0.61 0.917
7 36.36 36.50 0.38 0.856
8 40.87 40.74 -0.32 0.861
9 42.97 42.44 -1.23 0.915 42.44 -1.24 0.992
10 46.50 48.45 4.19 0.948 48.01 3.24 0.942
11 49.21 49.42 0.42 0.968 49.31 0.19 0.961
12 51.80 53.76 3.78 0.811
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CHAPTER 9 : DISCUSSIONS AND CONCLUSIONS 
9.1. Discussions 
9.1.1. General Discussion 
Structural identification (St-Id) is a subset of system identification, which has been adapted to 
mechanical (manufactured) and constructed (civil) systems and currently it is an active research area 
in engineering mechanics. In this thesis, a six-step framework for St-Id has been presented and 
uncertainties impacting the St-Id process have been studied in detail. Mathematical modeling methods 
used in St-Id have been discussed. The importance of physics-based (PB) approaches in St-Id has 
been addressed.  
Currently, the most commonly used PB St-Id facilitates linear(ized) FEM for mathematical 
description of structure while utilizing experimental modal parameter identification techniques to 
discover modeled structure’s actual dynamic parameters. Operational modal analysis is a new term 
encompassing modal analysis methods that use output only measurements and this method has been 
increasingly popular because of its relative ease of applicability to large constructed structures. One 
of the main challenges of operational modal analysis is assessing the quality of processed test results 
when no reference for a structure’s dynamic properties is available. Modal parameter identification of 
structures using impact test is on the other hand fairly a mature method compared to operational 
modal analysis. Therefore, the reliability of operational modal analysis results can be evaluated by 
their correlations to impact test results.  
Uncertainties in St-Id and particularly those initiating from our incomplete knowledge about the 
system and the inherent uncertainty of different data pre and post processing methods have been 
discussed and addressed in the literature, but a systematic attempt to identify the relative impact of 
those uncertainties has not been reported in the literature. One of the main objectives of this work was 
to conduct a systematic study on uncertainties in the operational modal analysis. Two laboratory 
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physical models have been created and used to examine the impact of uncertainties in operational 
modal analysis by grouping parameters and going through a parameter sensitivity study. The results 
of this parameter sensitivity study will be discussed in detail in this section. 
Experimental modal parameter identification stems from physics and utilizes various signal 
processing and numerical parameter identification methods for identification unknown modal 
properties of a system. Foundations of experimental modal parameter identification problem have 
been addressed. It should be noted that modal parameter identification is an overdetermined problem 
with no unique solution. Relationships between the experimental and analytical approaches for modal 
parameter identification have been addressed. 
Assessment of data quality is another area of research where not a lot of contributions have been 
made in the St-Id framework. In this thesis, descriptive statistical measures such kurtosis has been 
discussed as a qualitative measure of data quality. 
9.1.2. Discussion on Uncertainty Originating from Structural Complexity 
Indefinable boundary and continuity conditions are dominant sources of uncertainty in a constructed 
system. The interactions between the super and sub-structural components also stand out as another 
source of uncertainty in St-Id. In the presented study, the impact of structural uncertainty was 
demonstrated on a physical model resembling a bridge structure by changing the boundary 
conditions. Three different boundary conditions have been tested i.e. nominal boundary conditions 
having rollers on saddle shaped plates at each support location, added-weight boundary conditions to 
prevent contact nonlinearity and support uplift during dynamic testing. Finally, the third boundary 
condition was implemented by using rubber rollers instead rigid steel rollers at the support locations. 
It was demonstrated that having additional masses on the boundaries altered the dynamic properties 
of the structure by introducing local modes between the global mode shapes. On the other hand, using 
non-linear roller material i.e. neoprene in the boundaries did not provide different results than the 
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ones obtained by the steel roller. This indicates that in the presented case, material nonlinearity at the 
boundaries did not violate the linearity assumption for modal analysis.  
The difference that the change in boundary conditions made can be seen in the Impact test FRFs (Fig. 
6.3, 6.19, 6.36) and CMIF plots under ambient excitation (Fig. 6.15, 6.24, 6.31) 
Boundary locations are stationary up to the fifth mode of the structure according to the impact test 
results. Boundary movement relative to superstructure is observed after the fifth mode. It should be 
noted that the structure is supported on steel plates that are not infinitely rigid; therefore the boundary 
movement should not be unexpected. The boundary locations are monitored by two accelerometers in 
the impact and ambient vibration tests where one accelerometer was positioned on the support 
pedestal and the other one was positioned on the deck structure. Results indicate that both support 
locations are vibrating in phase for all mode shapes except the very last mode i.e. mode 12.  
Increasing the mass at the boundary locations reduces the boundary movement in mode shapes 
relative to other cases, but the global mode shapes of the structure are affected by this change 
throughout the full frequency band of interest and overall modal test results greatly by the addition of 
the masses. On the other hand, using the neoprene rollers almost acted as a low pass filter. Even 
though low structural modes were not affected by the change in boundary material the higher modes 
could not be capture by operational modal analysis.  
The series of tests showed that in boundary condition may be subtle and yet alter the dynamic test 
results. No preprocessing or parameter identification algorithm has been shown to make any 
difference to mitigate the uncertainty caused by boundary conditions. Therefore the interpretation of 
how the boundary condition measurements affect the final results is up to the operator. Excluding the 
boundary sensors from the measurement set may be helpful in obtaining more clear mode shapes 
when boundaries are uncertain. 
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9.1.3. Discussion on Uncertainty Originating from Excitation 
Operational modal analysis utilizes random inputs under operational conditions. The spectral and 
spatial nature of the inputs is therefore unknown. Different random input cases were considered in the 
presented study. The input cases were classified based on their spatial nature. The random excitation 
was either spatially distributed or undistributed applied through the sub and superstructures. The 
excitation through the substructure was provided by an electromagnetic shaker and the excitation 
through the super structure was provided through manual random tapping on the structure.  
It was demonstrated that if there is a physical excitation source on the structure, the modes for which 
the input is at a stationary point, couldn’t be identified. This is a trivial fact for impact test 
applications, but may be overlooked in the design of ambient vibration studies. Application of 
random excitation through the superstructure resulted in better signals having better signal-to-noise 
ratios and resulted in better results compared to random shaker application for CMIF and especially 
for PTD algorithms. However, SSI algorithm provided better results with the random shaker 
excitation through the substructure even the signal amplitude was lower than what was obtained with 
the manual excitation case. This was caused by the state-space modeling approach’s capability of 
filtering out the noise and further utilization of broadband nature of the shaker input compared to the 
manual tapping input. This exercise showed the relative strengths of different parameter identification 
methods under different excitation cases.  
Spectral natures of the different excitation cases used in the study were different. When the structure 
was excited through manual inputs the peaks for the first two modes were quite enhanced (Fig. 6.17, 
6.25, 6.32) while random shaker excitation provided a broadband excitation signal.  
It should be noted that when the same exercise is carried out on different boundary conditions 
different results were obtained. For example, when additional mass is present on the boundary 
locations, no significant differences in the identified parameters are observed as a result of differences 
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in excitation. Same observation also may be applied to the case when neoprene rollers are utilized to 
simulate material nonlinearity at the boundary locations.  
9.1.4. Discussion on Uncertainty Originating from Preprocessing 
The most subjective portion of data processing in operational modal analysis is the data preprocessing 
part. The most common approach for treating random vibration signals prior to parameter 
identification is to average them by following certain methods i.e. random decrement method and 
correlation function method. Averaged time domain signals are then treated as impulse response 
functions in solving the parameter identification problem. Each preprocessing method has its own 
parameters impacting not only the averaged signals, but also the final outcome of parameter 
identification. Averaging methods and averaging method-based parameters have been discussed in 
detail. Commonly known windowing functions are applied to the averaged signals following the 
averaging step to reduce leakage in the data. Exponential windowing is the type of windowing 
function applied to impulse response functions. The impact of the exponential windowing on modal 
parameter identification has been discussed in detail. Different spectrum estimation methods have 
also been discussed and their impacts on the final identified parameters have been presented.  
It was demonstrated that different averaging methods led to different results, which also depends on 
the selection of the parameter identification algorithm. PTD and CMIF algorithms yielded different 
results when different averaging methods were employed, but the SSI algorithm implemented by 
LMS software package resulted in fairly consistent results regardless of the averaging method. 
Exponential windowing did not seem to play a role in improving the quality of the results in modal 
parameter identification even though it is applied to reduce the leakage in the data. This indicates that 
reduction of leakage by taking long enough data records is a more reliable way of leakage reduction 
technique for averaged random vibration signals. However, taking long time windows in turn 
increases to frequency resolution of the signal spectrum and makes the spectrum plots such as CMIF 
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noisy, which adversely impacts the modal parameter identification. The impact of selection of 
different time window sizes has been discussed in detail in Chapter 6.2.2.1.2.  
Spectrum estimation has also been addressed as a source of uncertainty in this study. Spectrum of the 
averaged signals has been estimated from modeled pseudo impulse response functions using Prony’s 
method. Results were compared to those estimated by FFT method. Ciloglu et. al. reported that 
implementation of signal modeling might improve the quality of modal parameter identification when 
zero modal order parameter identification method i.e. CMIF was used as a parameter identification 
method. It was found out that the results did not seem to be impacting the final results. When the 
previous results reported in earlier studies considered it can be concluded that the implementation of 
signal modeling to averaged signals may improve the results with low signal to noise ratio signals. 
However, selecting the model order of such a signal becomes an additional layer of uncertainty. 
Furthermore, Prony’s method method is computationally intensive and may not be not stable all 
averaged impulse response function signals. 
9.1.5. Discussion on Uncertainty Originating from Parameter Identification Process 
Modal parameter estimation is the most widely researched area in experimental modal analysis. 
Different approaches in the formulation of modal parameter estimation have been presented in detail. 
Modal parameters’ origination from physics has been explained. The relationship between the modal 
parameters and numerical methods for solving them has been demonstrated on a simple cantilever 
beam structure (Chapter 4). 
Each modal parameter identification algorithm originates from mathematical and physical facts. 
Therefore, performance comparison of different modal parameter identification algorithms would not 
provide meaningful results unless the comparison study is carried out while considering different 
uncertainties in the problem i.e. structural complexities, preprocessing methods etc. Considering 
every proposed parameter identification method in a comparison study is a tedious task. Therefore, an 
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elimination approach is needed to reduce the number of modal parameter identification methods to a 
manageable size in the study. Common modal parameter identification algorithms have been 
presented within UMPA framework proposed by Allemang and Brown and three algorithms have 
been selected to carry out the performance comparison study of different algorithms. The motivations 
behind the selection of different methods and the results of the comparison study are discussed as 
follows: 
CMIF algorithm was selected in this study, because this method utilizes a zero order modal model 
and solely depends on the spatial information, which separates this method from all other parameter 
identification methods using low or high order models. CMIF method can be looked at as a 
condensed form of well-known peak picking method. Peak picking methods is the most fundamental 
way of identification of modal parameters from random vibration signals by picking the peaks from 
FRF plots. FRF are condensed in the form of CMIF in the CMIF method and a similar peak picking 
routine is applied. CMIF methods have been studied while studying the impacts of different sources 
of uncertainty and it was shown that the success of CMIF method is dependent on the preprocessing 
method utilized in the study and signal quality.  
PTD algorithm was selected as a parameter identification method representing the parameter 
identification methods utilizing an ARMA based high-order modal model. It should be noted that this 
modal modeling approach is utilized by most of the parameter identification techniques and PTD is 
probably the most commonly used high order parameter identification technique (Peeters). PTD 
method appeared to have consistently given inferior results compared to other methods used in the 
study. However, when a mode shape was identified with PTD method, usually it correlated with the 
impact test results very well. In other words, PTD based results were very reliable once were 
identified. This method has also been sensitive to preprocessing and signal quality of random 
vibration signals. 
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SSI algorithm was selected, because this method utilizes a state-space modeling approach to modal 
parameter identification. Results showed that SSI algorithm provides superior results in operational 
modal analysis. The difference between SSI and other methods used in the study becomes clear when 
low signal to noise ratio signal are used.  
9.2. Conclusions 
The impact of epistemic uncertainty in operational modal analysis has been reported in a number of 
publications, but has not been systematically studied within the St-Id framework. The primary 
objective of this research study has been to fill this gap using different physical models and to present 
the relative impacts of different uncertainties throughout the modal parameter identification process. 
This objective was achieved by grouping the sources of uncertainty and scrutinizing each group 
through a sensitivity study. It has been demonstrated that identification of modal parameters from 
random vibration signals can yield contradicting results as a consequence of the uncertainties 
involved in the problem. Following remarks can be made as a result of the presented study: 
SSI algorithm was shown to be a highly efficient parameter identification method for modal 
parameter identification from random vibration signals on constructed systems. On the other hand, 
common methods such as CMIF and PTD have been shown to be quite dependent on the signal 
quality and preprocessing methods utilized in the study. SSI algorithm provides relatively more 
accurate results compared to other selected algorithms, especially with signals having low signal-to-
noise ratio. 
Spatial characteristics of the excitation was considered as a possible source of uncertainty, but it has 
been shown that as long as the excitation application is not on a stationary point spatial distribution of 
the excitation does not impact the identified modal properties. However, the spectral nature of the 
input and its amplitude affect the outcome of the study especially with CMIF and PTD algorithms. 
Change in boundary conditions clearly affects the modal properties. A series of tests on different 
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boundary conditions showed that changing the mass of the supports added many local modes and 
required a manual filtering process of those modes. When neoprene rollers were used in the 
boundaries, higher modes were became harder to identify with operational modal analysis due to low-
pass filter effect of nonlinear material at the boundary conditions. 
Preprocessing phase of random vibration signals has been proven to be valid source of uncertainty for 
operational modal analysis. It was shown that the results could be enhanced or diminished by 
different preprocessing techniques. No single preprocessing method has been proven to be superior to 
others in operational modal analysis. The impact of exponential windowing has been shown to 
possibly have a negative impact on the identified modal parameters. 
Beside discussions and observations made from investigation of different uncertainty sources a 
physics-based uncertainty assessment index has been presented in Chapter 7. Evaluation of 
uncertainties using this index provided a completely different criteria for uncertainty assessment in 
operational modal analysis for structural identification. 
Data quality assessment remains to be a critical research area for random vibration signals. A simple 
statistical method such as Kurtosis has been shown as a generic quality indicator and utilized for 
detection of unhealthy data channels where erroneous data spikes are present. Data quality assessment 
is highly intertwined with the parameter identification problem. Simple indicators such as Kurtosis 
can be used as a qualitative sign of differences between the datasets, but absolute quantification of 
data quality remains to be a challenging task.  
These conclusions lead to the fact that different mechanisms of uncertainty control the results of an 
operational modal analysis study on a constructed system. Results of this study proved that 
uncertainty mitigation in operational modal analysis of constructed systems should be approached as 
an integral part of the whole study.  
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9.3. Final Remarks and Future Work 
This study provided an understanding about the relative impact level of different uncertainties during 
the parameter identification process on a laboratory model and only certain structural cases defined 
by the change in boundary conditions have been considered. In the future, more detailed repeatability 
studies and the response of different parameter identification approaches need to be investigated when 
additional alterations in the structural state such as damage or change in continuity conditions are 
present. 
Variation in identified parameters as a result of data processing and parameter identification has been 
studied in detail in this thesis. Structural complexity has been recognized as a critical source if 
uncertainty and different uncertain structural cases were studied. However, it should be addressed 
that structural complexity of constructed systems stem not only from continuity/boundary conditions 
or undefined material properties but from the inherent variation of those properties in relation to the 
structure’s size and interaction with the environment, which can not be simulated in a laboratory 
environment. Principles of similitude need to be studied and incorporated for successful applications 
of ambient vibration based St-Id.  
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APPENDIX: NOMENCLATURE 
Acronyms 
ARMA  Auto regressive moving average 
CMIF  Complex mode indicator function 
DOF  Degree of Freedom 
eFRF  Enhanced FRF function 
EOM  Equation of motion 
ERA  Eigensystem realization algorithm 
FEM  Finite element modeling 
FFT  Fast Fourier Transform algorithm 
FRF  Frequency response function 
IMAC  International Modal Analysis Conference 
IRF  Impulse response function 
ITD  Ibrahim time domain algorithm 
LANL  Los Alamos National Laboratory 
LMC  Load Dependent Modal Flexibility 
LMS  LMS Test.Lab software for implementation of SSI algorithm 
LSCE  Least Squares Complex Exponential 
MAC  Modal assurance criterion 
MDOF  Multi degree of freedom 
MIMO  Multiple-input multiple-output 
NPB  Non-physics based 
PB  Physics-based 
PDE  Partial differential equation 
PEM  Prediction Error Method 
PSD  Power spectral density 
PTD  Poly reference time domain algorithm 
RD  Random decrement function 
SAMPE The Society for the Advancement of Material and Process Engineering 
St-Id  Structural identification 
SPIE  The International Society for Optical Engineering 
SSI  Stochastic Subspace identification 
SVD  Singular value decomposition 
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TRB  Transportation Research Board 
UC-SDRL University of Cincinnati Structural Dynamics Research Laboratory 
ULS  Uniform Load Surface 
UMPA  Unified matrix polynomial approach 
 
 
 
Nomenclature 
10 , aa    Rayleigh damping coefficients 
sA    State transition matrix 
rpqr AA ,   Residue matrix for mode r 
DD BA ,   Integration constants in Duhamel’s integral 
b    Constant amount of damping added due to exponential windowing 
pB    Polynomial coefficient matrix in PTD 
)(sB    System impedance 
C     Damping matrix 
cC    Companion matrix 
RC    Rayleigh damping matrix 
oC    Output matrix in state space modeling 
E    Young’s Modulus 
)(ωeH   Enhanced FRF value calculated at a spectral line 
pF    Input spectra at point p 
ijf    Flexibility coefficient at the ith point to due to unit load at j 
)(),( tFtf   Forcing function 
G    Next state output covariance matrix 
kkGFF    Autopower spectra of the input at point k 
pkGXF    Crosspower spectra of the output at p and input at k 
)(th    Impulse response function 
)(sH    Transfer function 
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)(ωpqH   Frequency response function for output at p due to input at q 
i    Lag number 
I    Moment of Inertia 
j    Imaginary unit. 12 −=j  
K     Stiffness matrix 
L    Modal participation matrix 
L    Length 
l    Number of output channels in SSI 
M    Mass matrix 
m    Number of response points in PTD 
am    ARMA model order 
em    Total number of experimentally identified modes 
BA MM ,   Modal A, Modal B 
oN    Number of outputs 
iN    Number of inputs 
N    Number of modes in the frequency band of interest 
N    Number of time samples 
n    Total number of measurement points on the structure 
n    State space model order 
iO    Observability matrix of order i 
),( typ    External force as a function spatial variable y and time t 
p    Matrix polynomial model order 
Q    Modal scaling factor 
r    Number of reference points 
p
iR    Shifted IRF for ARMA model order p. 
iR    Output covariance sequence for time lag i. 
XXRD    Auto random decrement function 
YXRD    Cross random decrement function 
s    Laplace variable 
t  Continous time variable 
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T    Toeplitz matrix of covariance sequences 
XT    Triggering criteria in RD method 
U    Left singular value matrix 
kju )( ω  No x 1 unscaled mode shape vector for mode at a spectral line for the kth 
eigenvalue 
mu  Virtual deflection due to loading applied to the modal flexibility matrix 
'u    Deflection due to physical static loading 
x    Displacement at a point as a function of time 
kx    Discrete state vector 
),( tyx   Deflection as a function spatial variable y and time t 
pX    Output spectra at point p 
V    Right singular value matrix 
),( tyv    Velocity as a function spatial variable y and time t 
kjv )( ω   Modal participation vector at a spectral line for the kth eigenvalue 
mV  Mode shape matrix calculated from complex eigenvectors of sA and oC  
kk vw ,  Noise term, also representing unknown excitation in case of random inputs 
ky    Discrete output vector (i.e. measured discrete signal) 
)(),( txty   Output vector 
y    One dimensional spatial variable 
z    z-domain variable 
 
 
 
βα ,    ARMA model coefficients  
)( pα    Polynomial coefficient matrix 
ε    Percentage error per DOF 
iΓ    Reversed stochastic controllability matrix of order i 
Φ    Unit-mass normalized mode shape matrix 
)(ikφ  Unit-mass normalized mode shape vector coefficient for mode k at point i 
Λ  Eigenvalue matrix 
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kλ  Complex valued modal frequency for mode k (i.e. eigenvalue of the 
characteristic equation) 
Σ    Singular value matrix 
σ  Standard deviation 
ω    Circular frequency 
Dr ωω ,   Damped natural frequency 
pω    Peak frequency 
pω    Frequency near damped natural frequency 
nω    radian frequency of nth mode 
Ω  Diagonal matrix consisting inverse square of descending natural frequencies 
in rad/sec. 
Ψ    Matrix of modal vectors 
nζ    Damping ratio for mode n 
 
 
 
(•)*   Complex conjugate 
(•)H   Hermitian transpose (complex conjugate transpose) 
(•)T   Transpose  
(•)-1   Inverse of a matrix 
(•)+   Moore-Penrose pseudo-inverse of a matrix 
[ I ]   Identity matrix 
Re(•)   Real part of a complex number 
Im(•)   Imaginary part of a complex number 
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