

















RELATIONSHIPS ANALYSIS FOR PROCESS 












A Thesis Submitted in Partial Fulfillment of the Requirements for 
the Degree of Master of Engineering in Industrial Engineering 
Suranaree University of Technology 







วิทยานิพนธ์ฉบบัน้ีส าเร็จลุล่วงดว้ยดี เน่ืองจากไดรั้บความช่วยเหลืออยา่งดียิง่ ทั้งดา้นวิชาการ 
ดา้นการด าเนินงาน ค  าปรึกษา แนะน า ช่วยเหลือ และดา้นอ่ืน ๆ  ที่เก่ียวขอ้ง จากบุคคลและกลุ่มบุคคล
ต่าง ๆ ไดแ้ก่ 
ขอกราบขอบพระคุณ อาจารย ์ดร.นรา สมัตถภาพงศ์ อาจารยท์ี่ปรึกษาวิทยานิพนธ์ ที่ให้
ค  าปรึกษามาโดยตลอด ทั้งดา้นวชิาการ ค  าแนะน า รวมทั้งช่วยตรวจทานแกไ้ขวทิยานิพนธเ์ล่มน้ีจนเสร็จ
สมบูรณ์ 
ขอกราบขอบพระคุณ รองศาสตราจารย ์ดร.พรศิริ จงกล ประธานกรรมการสอบโครงร่าง
วทิยานิพนธ ์ที่ใหค้  าเสนอแนะในการปรับปรุงแกไ้ขวทิยานิพนธ ์
ขอกราบขอบพระคุณ รองศาสตราจารย ์ดร.นิวทิ เจริญใจ อาจารยภ์าควชิาวศิวกรรมอุตสาหการ 
มหาวทิยาลยัเชียงใหม่ ส าหรับการใหเ้กียรติเป็นกรรมการสอบวทิยานิพนธ ์
 ขอขอบพระคุณ คุณพงศกร สรณาคมน์ คุณจารุพงศ์ สุทธมงคล และคุณศุภกาญจน์ ศุภสุข 
นกัศึกษาระดบัปริญญาตรี สาขาวศิวกรรมอุตสาหการ มหาวทิยาลยัเทคโนโลยสุีรนารี ที่ร่วมมือท างาน
ส าเร็จลุล่วงดว้ยดี 
ขอขอบพระคุณ มหาวทิยาลยัเทคโนโลยสุีรนารีที่ใหโ้อกาสทางการศึกษา 
สุดทา้ยน้ี ผูว้ิจยัขอขอบพระคุณ บิดา มารดา และครอบครัว ซ่ึงเป็นก าลงัใจอนัส าคญัและ เปิด







บทคดัยอ่ (ภาษาไทย) .......................................................................................................................... ก 
บทคดัยอ่ (ภาษาองักฤษ)...................................................................................................................... ข 
กิตติกรรมประกาศ ................................................................................................................................ ง 
สารบญั ................................................................................................................................................. จ 
สารบญัตาราง ...................................................................................................................................... ซ 
สารบญัรูป............................................................................................................................................ ฌ 
บทที่ 
1    บทน า ..................................................................................................................................... 1 
 1.1      ความเป็นมาและความส าคญัของปัญหา .................................................................... 1 
 1.2      วตัถุประสงคข์องการวจิยั ........................................................................................... 2 
 1.3      ขอบเขตการวจิยั.......................................................................................................... 3 
 1.4      ประโยชน์คาดวา่จะไดรั้บ ........................................................................................... 3 
2    ทฤษฎีที่เกี่ยวข้องและปริทัศน์วรรณกรรม ............................................................................ 4 
 2.1      ความหมายของ “สถิต”ิ............................................................................................... 4 
 2.2      สถิติเชิงอนุมาน (Inferential Statistics) ...................................................................... 4 
 2.3      สถิติเชิงพรรณา (Descriptive Statistics) ..................................................................... 5 
2.3.1      ประเภทของขอ้มูล........................................................................................ 5 
2.3.2      สรุปสถิติเชิงพรรณาที่ใชใ้นงานวจิยั ............................................................ 6 
 2.4      การวเิคราะห์การถดถอยและสหสมัพนัธ ์(Regression and Correlation Analysis) .... 8 
2.4.1      เสน้ถดถอยแบบเสน้ตรง (Linear Regression) ............................................. 9 
2.4.2      การวเิคราะห์สหสมัพนัธ ์(Correlation Analysis) ........................................ 9 
 2.5      การวเิคราะห์หลายตวัแปร ........................................................................................ 10 
2.5.1      การแบ่งกลุ่มหรือการจ าแนกกลุ่มตวัแปร .................................................. 10 
2.5.2      การจ าแนกกลุ่มขอ้มูล................................................................................. 11 







2.5.4      การวเิคราะห์ความถดถอย .......................................................................... 12 
2.5.5      การวเิคราะห์ความถดถอยไม่เชิงเสน้ (Nonlinear Regression Analysis) ... 15 
 2.6      สารสนเทศร่วม (Mutual Information) ..................................................................... 15 
 2.7      โปรแกรม R .............................................................................................................. 15 
 2.8      โปรแกรม SPSS® .................................................................................................... 17 
 2.9      ปริทศัน์วรรณกรรมที่เก่ียวขอ้ง ................................................................................. 17 
3    วิธีด าเนินการวิจัย ................................................................................................................ 19 
 3.1      ประชากรและกลุ่มตวัอยา่ง ....................................................................................... 19 
 3.2      กรอบแนวคิดและตวัแปรที่ใชใ้นการวจิยั ................................................................ 19 
3.2.1      กรอบแนวคิด (Conceptual Framework) .................................................... 19 
3.2.2      ตวัแปร (Variables) ..................................................................................... 20 
 3.3      วธีิการวิเคราะห์ขอ้มูล ............................................................................................... 20 
 3.4      สถิติที่ใชใ้นการวจิยั .................................................................................................. 20 
 3.5      การด าเนินการวจิยั .................................................................................................... 22 
3.5.1      การปรับแต่งขอ้มูลก่อนเขา้สู่การวเิคราะห์ค่าความสมัพนัธข์องขอ้มูล ..... 22 
3.5.2      ขั้นตอนการด าเนินการวเิคราะห์ความสมัพนัธโ์ดยโปรแกรม R ดว้ยวธีิ  
Mutual Information .................................................................................................. 28 
3.5.3      ขั้นตอนการทวนสอบผลโดยโปรแกรม SPSS® ดว้ยวธีิ                                
Logistic Regression  ................................................................................................ 36 
4    ผลการด าเนินการวิจัย .......................................................................................................... 42 
4.1      ผลการด าเนินการวจิยัจากการหาค่าความสมัพนัธข์องขอ้มูลโดยใชโ้ปรแกรม R        
ดว้ยวธีิ Mutual Information ..................................................................................... 42 
4.1.1      การวเิคราะห์ผลจากการค านวณดว้ยวธีิ Mutual Information .................... 45 
4.2      ผลการทวนสอบความสมัพนัธข์องขอ้มูลโดยใชโ้ปรแกรม SPSS® ดว้ยวิธี Logistic 








4.2.1      การวเิคราะห์ผลการทวนสอบจากการค านวณดว้ยวธีิ Logistic 
Regression ................................................................................................................ 49 
5    สรุปผลการศึกษาและข้อเสนอแนะ ..................................................................................... 51 
 5.1      สรุปผลการศึกษา ...................................................................................................... 51 
 5.2      ขอ้สงัเกต .................................................................................................................. 52 
 5.3      ขอ้เสนอแนะ ............................................................................................................. 53 
รายการอา้งอิง ..................................................................................................................................... 54 
ภาคผนวก 
ภาคผนวก ก.     วิธีการติดตั้งโปรแกรม R ................................................................................. 57 
ภาคผนวก ข.     บทความที่ไดรั้บการตีพมิพเ์ผยแพร่ ................................................................ 64 





ตารางที ่ หน้า 
 
2.1      สรุปสถิติเชิงพรรณาที่ใชใ้นงานวิจยั ......................................................................................... 7 
2.2      สรุปเทคนิคทางสถิติที่วเิคราะห์ความสมัพนัธข์องตวัแปร 2 ตวั............................................... 8 
2.3      การวิเคราะห์ความสมัพนัธ ์2 ตวัแปรที่ไม่มีการแบ่งเป็นตวัแปรตน้และตวัแปรตาม ............... 8 
2.4      เกณฑก์ารแปลผลความหมายค่าสมัประสิทธ์ิ ......................................................................... 10 
3.1      สรุปการวเิคราะห์ความสมัพนัธข์องตวัแปร 2 ตวั ................................................................... 27 
4.1      แสดงค่า MI จากการค านวณดว้ยวธีิ Mutual Information ...................................................... 42 
4.2      แสดง Score จากการค านวณดว้ยวธีิ Logistic Regression ...................................................... 47 
5.1      การเรียงล าดบัค่าความสมัพนัธข์องแต่ละวธีิ ........................................................................... 52 





รูปที ่ หน้า 
 
2.1      แสดงหนา้ต่างหลงัจากผูใ้ชด้าวน์โหลดแพก็เกจเสร็จส้ิน ....................................................... 16 
3.1      กรอบแนวคิดงานวจิยั .............................................................................................................. 20 
3.2      แสดง (Flow Chart) ขั้นตอนการด าเนินงานวจิยั ..................................................................... 21 
3.3      แสดงการกรองขอ้มูลที่ตวัแปร A_01 เพือ่ดูค่าของขอ้มูลเท่ากบั 1 ......................................... 23 
3.4      แสดงการกรองขอ้มูลที่ตวัแปร A_01 เพือ่ดูค่าของขอ้มูลเท่ากบั 2 ......................................... 24 
3.5      แสดงค่า Significance ของตวัแปรตาม (OUTPUT)................................................................ 25 
3.6      แสดงการกระจายตวัของตวัแปรตาม ...................................................................................... 25 
3.7      แสดงค่า Significance ของตวัแปรอิสระ A_01 ....................................................................... 26 
3.8      แสดงการกระจายตวัของตวัแปรอิสระ (A_01) ....................................................................... 26 
3.9      หนา้ต่างการใชง้านของโปรแกรม R ....................................................................................... 30 
3.10    วธีิติดตั้งแพก็เกจ Infotheo ....................................................................................................... 30 
3.11    วธีิโหลดแพก็เกจ Infotheo ...................................................................................................... 31 
3.12    หนา้ต่างการใชง้านของแพค็เกจ Infotheo ............................................................................... 31 
3.13    วธีิน าเขา้ขอ้มูล excel เขา้มาในโปรแกรม R............................................................................ 32 
3.14    วธีิพมิพค์  าสัง่ที่ใชค้  านวณ MI ................................................................................................. 32 
3.15    วธีิพมิพค์  าสัง่ที่ใชค้  านวณ MI ในตวัแปรอิสระตวัอ่ืน ๆ ......................................................... 33 
3.16    แสดงโคด้จากการเขียนดว้ย VBA บนโปรแกรม Excel .......................................................... 34 
3.17    แสดงผลที่ไดส่้วนหน่ึงจากการเขียนโคด้ VBA บนโปรแกรม Excel ..................................... 35 
3.18    แสดงการหนา้ต่างของโปรแกรม R หลงัจากท าการคดัลอกผลลพัธจ์าก VBA มาใส่ ............ 35 
3.19    แสดงค่า MI Value ทั้งหมด ..................................................................................................... 36 
3.20    แสดงหนา้ต่างการใชง้านของโปรแกรม SPSS ....................................................................... 37 
3.21    แสดงวธีิการน าเขา้ขอ้มูลจากไฟล ์Excel เขา้มาในโปรแกรม SPSS ....................................... 37 
3.22    แสดงไฟลข์อ้มูล Excel ที่ท  าการเลือกเขา้มายงัโปรแกรม SPSS ............................................. 38 
3.23    แสดงหนา้ต่างของโปรแกรมหลงัจากท าการน าเขา้ขอ้มูล ...................................................... 38 







รูปที ่ หน้า 
 
3.25    แสดงหนา้ต่างของการค านวณ Logistic Regression ............................................................... 40 
3.26    แสดงการเลือกตวัแปรตามและตวัแปรอิสระในการค านวณ .................................................. 40 
3.27    ผลลพัธส่์วนหน่ึงจากการหาค่าความสมัพนัธด์ว้ยวิธี Logistic Regression ............................ 41 
4.1      กราฟแสดงความสมัพนัธร์ะหวา่งตวัแปรอิสระต่าง ๆ กบั MI Value ..................................... 46 
4.2      กราฟแสดงความสมัพนัธร์ะหวา่งตวัแปรอิสระต่าง ๆ กบั Score ........................................... 50 
ก.1      หนา้ต่างของเวบ็ไซต ์............................................................................................................... 55 
ก.2      แถบแสดงเพือ่เลือกประเทศ ................................................................................................... 56 
ก.3      แถบดาวน์โหลดโปรแกรม R ส าหรับระบบปฏิบตัิการ Windows ......................................... 57 
ก.4      แถบการติดตั้งโปรแกรม ......................................................................................................... 57 
ก.5      แถบดาวน์โหลดโปรแกรม R .................................................................................................. 58 





1.1 ควำมเป็นมำและควำมส ำคญัของปัญหำ 
ประเทศไทยนับเป็นฐานการผลิตฮาร์ดดิสก์ที่ส าคญัแห่งหน่ึงของโลก เป็นอนัดบัสองรอง
จากจีน (ศูนยว์ิจยักสิกรไทย, 2558) โดยอุตสาหกรรมคอมพิวเตอร์และ ส่วนประกอบของประเทศ
ไทยมีฮาร์ดดิสก์เป็นผลิตภณัฑห์ลกัที่ติดอนัดบั 1 ใน 3 ของสินคา้ที่สร้างรายไดใ้ห้กบัประเทศไทย 
(ณาตยา แดงรุ่งโรจน์, 2014)  
ฮาร์ดดิสก ์(Hard Disk) เป็นส่วนประกอบส าคญัของระบบคอมพวิเตอร์ ซ่ึงเป็นแหล่งจดัเก็บ
ขอ้มูลของระบบ ถือวา่มีความส าคญัมากถา้หากไม่มีฮาร์ดดิสกค์อมพวิเตอร์ก็จะไม่สามารถท างานได ้
เน่ืองจากขาดส่ือหลักที่ใช้ในการเก็บบนัทึกขอ้มูลของเคร่ืองคอมพิวเตอร์ ด้วยการพฒันาอย่าง
รวดเร็วของเทคโนโลยคีอมพิวเตอร์และ อินเทอร์เน็ตจ านวนขอ้มูลจะเพิ่มขึ้นอยา่งมาก คาดว่ากวา่ 
90% ของขอ้มูลใหม่ทั้งหมดที่ผลิตในโลกจะถูกเก็บไวใ้นส่ือแม่เหล็กส่วนใหญ่จะเป็นฮาร์ดดิสก์ 
(Pinheiro et al., 2007) โดยผู ้ใช้งานทุกคนต่างต้องการความเช่ือมั่นในคุณภาพของฮาร์ดดิสก์ 
เน่ืองจากผูใ้ชง้านใชใ้นการเก็บขอ้มูลที่ส าคญั   
ในปัจจุบันอุตสาหกรรมฮาร์ดดิสก์มีการแข่งขนัสูง ผูผ้ลิตฮาร์ดไดรฟ์ได้ท  าการพฒันา
เทคโนโลยกีารตรวจสอบผลิตภณัฑต์ั้งแต่ปี 1994 (Joseph F. Murray et al., 2005) บริษทักรณีศึกษา
จึงตอ้งการเพิม่ประสิทธิภาพกระบวนการผลิตฮาร์ดดิสก ์การสูญเสียของกระบวนการผลิตฮาร์ดดิสก์ 
สาเหตุมาจากผลิตภณัฑฮ์าร์ดดิสกบ์างส่วนไม่ผ่านกระบวนการตรวจสอบ (ธีรนพ  สุขอารมณ์และ 
ปารเมศ ชุติมา, 2556) และดว้ยกระบวนการผลิตของฮาร์ดดิสก์มีความซับซ้อนจึงท าให้ยากต่อการ
ตรวจสอบคุณภาพ โดยกระบวนการผลิตฮาร์ดดิสก์ในขั้นตอนการตรวจสอบคุณภาพจะมีการวดั
ค่าตวัแปรจากกระบวนการต่าง ๆ ในการผลิต โดยที่กระบวนการคือ เคร่ืองทดสอบแต่ละเคร่ืองจะมี
หุ่นยนตห์ยบิช้ินงานฮาร์ดดิสก์ที่ตอ้งการจะทดสอบเขา้เคร่ืองเพื่อท าการทดสอบและ เม่ือทดสอบ
เสร็จจะมีทั้งงานที่ผ่านการทดสอบ (PASS) หรือไม่ผ่านการทดสอบ (FAIL) (ประสาน นาคอ่อน, 
2557) ซ่ึงกระบวนการน้ีจะให้ค่าตวัแปรต่าง ๆ ที่ส่งผลกบัคุณภาพของฮาร์ดดิสก์ ที่จะผ่านขั้นตอน
การตรวจสอบคุณภาพหรือไม่  โดยมีทั้งที่เป็นตวัแปรเชิงปริมาณ (Quantitative Variable) และตวั
แปรเชิงคุณภาพ (Qualitative Variable) ทั้งน้ีหากผูผ้ลิตสามารถทราบถึงตวัแปรหลกัที่มีผลกระทบ





จ านวนมากและ ข้อมูลที่มหาศาล จึงท าให้ประสบปัญหาในการเลือกใช้เคร่ืองมือและ วิธีการ
วเิคราะห์ความสมัพนัธร์ะหวา่งตวัแปรต่าง ๆ และผลของการทดสอบ 
งานวิจัยที่เก่ียวข้องกับการศึกษาความสัมพนัธ์ระหว่างตัวแปรที่มีผลต่อคุณภาพของ
ฮาร์ดดิสก์ ภายในประเทศไทยยงัมีอยู่บ้าง แต่ไม่มีการใช้ด้วยวิธีโปรแกรม R ในการหาค่า
ความสมัพนัธข์องขอ้มูลดา้นอุตสาหกรรมฮาร์ดดิสก ์โดยโปรแกรม R เป็น Open Source Software ที่
มีลิขสิทธ์ิแต่ไม่เสียค่าใชจ่้ายในการใชง้าน สามารถดาวน์โหลดมาใชไ้ดทุ้กที่ทัว่โลก (กาญจน์ คุม้
ทรัพย,์ 2559) มีประสิทธิภาพสูงในการวิเคราะห์ขอ้มูล สามารถดดัแปลงไดต้ามตอ้งการ ใชไ้ดฟ้รี
บนเคร่ืองคอมพวิเตอร์แบบต่าง ๆ ไม่วา่จะใชบ้น Windows,  Mac OS หรือ Linux ภาษา R พฒันามา
จากภาษา S โดยพฒันาขึ้นมาเพือ่ใชใ้นงานสถิติ (วโิรจน์ อรุณมานะกุล, 2559) เน่ืองจากโปรแกรม R 
เป็นโปรแกรมฟรี ซ่ึงช่วยลดตน้ทุนของอุตสาหกรรมฮาร์ดดิสกใ์นดา้นการวิเคราะห์ขอ้มูลได ้จึงเป็น
โปรแกรมที่น่าสนใจในการน ามาใชง้าน 






1.2.1 เพื่อหาค่าความสัมพนัธ์ระหว่างตวัแปรต่าง ๆ ที่มีผลต่อการทดสอบคุณภาพของ
ฮาร์ดดิสก ์
1.2.2 เพือ่ศึกษาตวัแปรที่ส่งผลต่อคุณภาพของฮาร์ดดิสก ์ของบริษทักรณีศึกษา 
 
1.3 ขอบเขตกำรวจิยั 
1.3.1 ศึกษาขอ้มูลตวัอย่างของฮาร์ดดิสก์ทั้ งหมด 57,232 ตวัอย่าง จากตวัแปร 74 ตวั 
แบ่งเป็นตวัแปรเชิงกลุ่มหรือเชิงคุณภาพจ านวน 53 ตวัและ ตวัแปรเชิงปริมาณจ านวน 21 ตวั ซ่ึงเป็น
ตวัแปรที่ไดจ้ากกระบวนการทดสอบคุณภาพของฮาร์ดดิสกเ์ท่านั้น 
1.3.2 ใชโ้ปรแกรม R เป็นเคร่ืองมือในการวเิคราะห์ความสมัพนัธข์องขอ้มูล  































2.1 ความหมายของ “สถติิ” 
ความหมายของ “สถิต”ิ มีอยู ่2 ประการ คือ 
 หมายถึง ตวัเลขสถิติ ที่แสดงขอ้เท็จจริงของส่ิงต่าง ๆ เช่น ส่ิงของ บุคคล หรือ
ปรากฏการณ์ต่าง ๆ โดยจะประกอบดว้ยตวัเลขหลาย ๆ ตวั  
 หมายถึง “สถิติศาสตร์” เป็นแขนงหน่ึงของวิธีการทางวิทยาศาสตร์ โดย
ประกอบด้วย การเก็บขอ้มูลจากการส ารวจหรือทดลอง การจดัระบบ การน าเสนอขอ้มูล  การ
วิเคราะห์ขอ้มูลและ การแปลความหมายของขอ้มูล วตัถุประสงคข์องวิชาสถิติคือ บรรยายและสรุป
คุณลกัษณะของประชากร 
(ชูศรี วงศรั์ตนะ, 2560) 
ซ่ึงวชิาสถิติศาสตร์แบ่งเป็น 2 กลุ่ม คือ 
 สถิติเชิงอนุมาน (Inferential Statistics) 
 สถิติเชิงพรรณา (Descriptive Statistics) 
 
2.2 สถติิเชิงอนุมาน (Inferential Statistics) 









2.3 สถติิเชิงพรรณา (Descriptive Statistics) 
สถิติเชิงพรรณา (Descriptive Statistics) ใชใ้นการสรุปลกัษณะของขอ้มูลซ่ึงจะไดจ้  านวน ค่า
พสิยั ร้อยละ ค่าเฉล่ีย ค่าเบี่ยงเบนมาตรฐาน เป็นตน้ จากขอ้มูลที่ท  าการเก็บรวบรวม  (กลัยา วานิชย์
บญัชา, 2549)  
การเลือกใชส้ถิติเชิงพรรณาในงานวจิยัแบ่งเป็น 2 กลุ่ม คือ ส าหรับขอ้มูลเชิงคุณภาพหรือ
ขอ้มูลเชิงกลุ่มและ ส าหรับขอ้มูลเชิงปริมาณซ่ึงขึ้นกบัสเกลหรือประเภทของขอ้มูล อาจประกอบดว้ย
ขอ้มูลหลากหลายประเภททั้งขอ้มูลเชิงปริมาณและหรือเชิงคุณภาพ หรือบางทีอาจประกอบดว้ย
ขอ้มูลทั้ง 4 สเกล 
2.3.1 ประเภทของข้อมูล 
ในการท าวจิยัควรศึกษาประเภทของขอ้มูล เน่ืองจากประเภทของขอ้มูลจะก าหนด
เทคนิคการวิเคราะห์ทางสถิติที่เราจะน ามาใช ้โดยการแบ่งประเภทของขอ้มูลแบ่งไดห้ลายลกัษณะ 
ดงัน้ี 
 การแบ่งตามที่มาของขอ้มูลสามารถแบ่งได้ 2 ประเภท คือ ข้อมูลปฐมภูมิ 
(Primary Data) และขอ้มูลทุติยภูมิ (Secondary Data) โดยขอ้มูลปฐมภูมิจะไดจ้ากการที่นักวิจยัเก็บ
รวบรวมจากแหล่งขอ้มูลเอง อาจใชว้ธีิการทดลอง สมัภาษณ์ สงัเกต เป็นตน้ ส่วนขอ้มูลทุติยภูมิเป็น
ขอ้มูลที่ไดจ้ากหน่วยงานหรือมีคนอ่ืนเก็บขอ้มูลไวแ้ลว้ซ่ึงสามารถน ามาใชไ้ดเ้ลย ท าให้สะดวกแก่
นกัวจิยั แต่ขอ้มูลที่มีอาจไม่เพยีงพอ 
 แบ่งตามลกัษณะของขอ้มูลซ่ึงแบ่งไดเ้ป็น ขอ้มูลเชิงคุณภาพ (Qualitative Data) 
หรือเรียกอีกอย่างหน่ึงว่าขอ้มูลเชิงกลุ่มและ ขอ้มูลเชิงปริมาณ (Quantitative Data) โดยขอ้มูลเชิง
คุณภาพจะอยูใ่นรูปของตวัแปรที่มีค่าได ้2 ค่า เช่น “ผา่น” กบั “ไม่ผา่น” ส่วนขอ้มูลเชิงปริมาณจะอยู่
ในรูปที่เป็นตวัเลขที่สามารถวดัค่าได ้ บ่งบอกความมากนอ้ยของตวัแปรได ้
 แบ่งตามมาตรของขอ้มูล แบ่งไดเ้ป็น 4 มาตร ดงัน้ี  (Steven, 1960) 
 มาตรนามบญัญตัิ (Nominal Scale) เป็นการแบ่งขอ้มูลออกเป็น 2 ประเภท 
ค่าตวัแปรเป็นการจ าแนกประเภท เช่น “ผ่าน” กับ “ไม่ผ่าน” หรือจ าแนกศาสนาที่คนนับถือ เช่น 
พทุธ คริสต ์อิสลาม เป็นตน้ ไม่สามารถเรียงล าดบั หรือบอกปริมาณความแตกต่างได ้ 
 มาตรอตัราส่วน (Ratio Scale) เป็นขอ้มูลที่บอกความแตกต่างไดดี้ สามารถ
เปรียบเทียบความแตกต่างได ้ค่าตวัแปรสามารถเรียงล าดบัและบอกปริมาณความแตกต่างระหวา่ง
แต่ละค่าได้อย่างชัดเจนและ มีค่าเป็นศูนยแ์ทเ้ช่น นาย A สูง 150 เซนติเมตร กับ นาย B สูง 300 




 มาตรอันตรภาค (Interval Scale) เป็นขอ้มูลที่บอกความแตกต่างได้ บ่ง
บอกถึงปริมาณว่ามีมากกว่า น้อยกว่าเพียงใด ค่าตวัแปรสามารถเรียงล าดบัและ บอกปริมาณความ
แตกต่างระหวา่งแต่ละค่าไดอ้ยา่งชดัเจน ขอ้มูลของมาตรอนัตรภาคน้ีจะไม่มีศูนยแ์ท ้
 มาตรอนัดบั (Ordinal Scale) ค่าตวัแปรเรียงล าดบัได ้แต่ไม่สามารถบอก
ปริมาณความแตกต่าง ใชใ้นการแบ่งกลุ่มแต่ไม่สามารถบอกปริมาณความแตกต่างระหว่างแต่ละค่า
ไดอ้ยา่งชดัเจน การจดัล าดบัตอ้งมีเกณฑช่์วย เช่น ระดบัการศึกษา ต  าแหน่งทางการบริหาร 
จากขอ้มูล 4 มาตรที่ไดอ้ธิบายขา้งตน้ สามารถแยกขอ้มูลไดเ้ป็น 2 กลุ่ม คือ  
 ขอ้มูลเชิงปริมาณ เป็นขอ้มูลมาตรอตัราส่วน (Ratio Scale) และมาตรอันตรภาค 
(Interval Scale)  
 ขอ้มูลเชิงคุณภาพ เป็นขอ้มูลมาตรนามบญัญตัิ (Nominal Scale)  และมาตรอนัดบั 
(Ordinal Scale) 
(ศิริชยั พงษว์ิชยั, 2556) 
2.3.2 สรุปสถิติเชิงพรรณาที่ใช้ในงานวิจัย 





















ตารางที่ 2.1 สรุปสถิติเชิงพรรณาที่ใชใ้นงานวจิยั 
ชนิดของขอ้มูล สถิติเชิงพรรณา 
1.    สเกลแบ่งกลุ่ม (Nominal Scale) 1 ตวั -      ความถ่ี ร้อยละ 
-      ฐานนิยม (Mode) 
2. สเกลอนัดบั (Ordinal Scale) 1 ตวั -      ความถ่ี ร้อยละ 
-      ค่ามธัยฐาน ฐานนิยม 
3. ตวัแปรเชิงปริมาณ (Interval or Ratio Scale)   
1 ตวั 
- ค่ากลาง (ค่าเฉล่ีย ค่ามธัยฐาน ฐานนิยม ) 
- ค่ากระจาย (ค่าแปรปรวน พสิยั ค่า
เบี่ยงเบนมาตรฐาน) 
4. ตวัแปรเชิงกลุ่ม 2 ตวั - ตารางไขว ้(Crosstab) แสดงจ านวนและ
ร้อยละ 
5. ตวัแปรเชิงปริมาณ 1 ตวั และตวัแปรเชิง




6. ตวัแปรเชิงปริมาณ 2 ตวั - การวเิคราะห์ความถดถอย 
- สมัประสิทธ์ิสหสมัพนัธ์ 
 
เทคนิคที่ใชใ้นการวดัความสมัพนัธข์องตวัแปร 2 ตวั มีหลายเทคนิค (กลัยา วานิชย์



















1. ตวัแปรเชิงกลุ่ม 1 ตวั ซ่ึง
แบ่งเป็น 2 กลุ่มยอ่ย 
ตวัแปรเชิงปริมาณ 1 ตวั t-test, Z-test 
2. ตวัแปรเชิงกลุ่ม 1 ตวั ซ่ึง
แบ่งเป็นกลุ่มยอ่ยอยา่งนอ้ย 2
กลุ่ม 
ตวัแปรเชิงปริมาณ 1 ตวั F-test (1-WAY ANOVA) 
3. ตวัแปรเชิงปริมาณ 1 ตวั ตวัแปรเชิงปริมาณ 1 ตวั การวเิคราะห์ความถดถอยอยา่
ง่าย (Simple Regression) 
 
ตารางที่ 2.3 การวเิคราะห์ความสมัพนัธ ์2 ตวัแปรที่ไม่มีการแบ่งเป็นตวัแปรตน้และตวัแปรตาม 
ชนิดของตวัแปร 2 ตวั เทคนิคการวเิคราะห์ทางสถิติ 
1. เชิงกลุ่มทั้ง 2 ตวั การทดสอบไคสแควร์ 
2. เชิงปริมาณทั้ง 2 ตวั สมัประสิทธ์ิสหสมัพนัธเ์พยีร์สนั 
3. ตวัแปรสเกลอนัดบั 2 ตวั - สมัประสิทธ์ิสหสมัพนัธส์เปียร์แมน 
- แกมม่า (gamma) 
 
2.4 การวิ เคราะห์การถดถอยและสหสัมพัน ธ์  (Regression and Correlation 
Analysis) 
การวิเคราะห์การถดถอยและสหสัมพนัธ์ เป็นเคร่ืองมือทางสถิติอย่างหน่ึงที่ใช้ในการ
วิเคราะห์ตวัแปรตั้งแต่ 2 ตวัขึ้นไปว่ามีความเก่ียวพนักนัในรูปแบบใดและ ความสัมพนัธ์มีมากนอ้ย
เพียงใด วตัถุประสงคใ์นการศึกษาความสัมพนัธ์ระหว่างตวัแปร เพื่อวิเคราะห์ตวัแปรตวัหน่ึงเม่ือ
ทราบค่าของตวัแปรอ่ืน ๆ ที่เก่ียวขอ้ง ซ่ึงตวัแปรที่ศึกษาตอ้งมีเพียงตวัเดียวเท่านั้น โดยการวเิคราะห์
ในลักษณะน้ีเรียกว่า การวิเคราะห์การถดถอยและสหสัมพนัธ์อย่างง่าย (Simple Regression and 
Correlation Analysis) หากกรณีที่ตอ้งการศึกษามี 2 ตวัแปรขึ้นไปจะเรียกวา่ การวเิคราะห์การถดถอย







2.4.1 เส้นถดถอยแบบเส้นตรง (Linear Regression) 
สมการความสัมพนัธ์แบบเส้นตรงคือ  Y=α+βX+e โดยที่ α และ β เป็นตวั
คงที่ และ e คือความคลาดเคล่ือนที่เกิดขึ้น ซ่ึงมีค่าเฉล่ียเป็นศูนยแ์ละ ความแปรปรวนเป็น σY.X2  
ดงันั้น μY.X= α+βX หรือ Ye=α+β 
ขอ้ตกลงเบื้องตน้ในการวเิคราะห์การถดถอย 
 ตวัแปรอิสระ X และตวัแปรตาม Y ตอ้งมีความสมัพนัธแ์บบเสน้ตรง 
 ตวัแปรตามตอ้งเป็นตวัแปรสุ่มแบบต่อเน่ือง ในขณะที่ตวัแปรอิสระเป็นเซต
ของค่าต่าง ๆ  
 ค่าที่สงัเกตไดแ้ต่ละค่าตอ้งไม่มีความสมัพนัธก์นั 
 การแจกแจงความน่าจะเป็นของตวัแปร Y แต่ละค่าของ X ตอ้งเป็นการแจก
แจงแบบปกติ 













N ∑ XY -( ∑ X )( ∑ Y )
√[N ∑ X2 -(∑ X)2][N ∑ Y2-(∑ Y)2]
 
 
เม่ือ    rxy        เป็นค่าสมัประสิทธ์ิสหสมัพนัธแ์บบเพยีร์สนั 
∑ X        เป็นผลรวมของขอ้มูลที่วดัไดจ้ากตวัแปรตวัที่ 1 (X) 




∑ XY    เป็นผลรวมของผลคูณระหวา่งขอ้มูลตวัแปรที่ 1 และ 2 
∑ X2     เป็นผลรวมของก าลงัสองของขอ้มูลที่วดัไดจ้ากตวัแปรตวัที่ 1 
∑ Y2     เป็นผลรวมของก าลงัสองของขอ้มูลที่วดัไดจ้ากตวัแปรตวัที่ 2 
N           เป็นขนาดของกลุ่มตวัอยา่ง 
(ภทัรศยา ตนัติวฒันกูลและ อรรถกร เก่งพล, 2556) 
โดยวิธีของเพยีร์สนั มีขอ้จ ากดั ดงัน้ี 
 ตวัแปรหรือขอ้มูลทั้ง 2 ชุด อยูใ่นมาตราอนัตรภาค หรือมาตราอตัราส่วน 
 ขอ้มูลทั้ง 2 ชุด มีการแจกแจงแบบปกติ และมีความสมัพนัธเ์ชิงเสน้ตรง 
 ขอ้มูลในแต่ละชุดจะตอ้งมีความเป็นอิสระต่อกนั 
 
ตารางที่ 2.4 เกณฑก์ารแปลผลความหมายค่าสมัประสิทธ์ิ (แสงเดือน วนิชด ารงศกัด์ิ, 2555) มีดงัน้ี 
 
2.5 การวเิคราะห์หลายตัวแปร 
เทคนิคการหาความสมัพนัธร์ะหวา่ง 2 ตวัแปรขึ้นไปมีหลากหลายวธีิ ในการเลือกเทคนิคใน
การทดสอบควรทราบว่าขอ้มูลของเราอยู่ในประเภทใดและสเกลใด เพื่อเลือกใช้เทคนิคในการ
ทดสอบไดอ้ยา่งถูกตอ้ง (กลัยา วานิชยบ์ญัชา, 2546) 
การวเิคราะห์หลายตวัแปรที่จะกล่าวถึง ดงัต่อไปน้ี 
2.5.1 การแบ่งกลุ่มหรือการจ าแนกกลุ่มตัวแปร 
เทคนิคการวเิคราะห์ปัจจยั (Factor Analysis) เป็นเทคนิคทัว่ไปที่ใชใ้นการแบ่งกลุ่ม
หรือการจ าแนกกลุ่มตวัแปร โดยเทคนิคการวิเคราะห์ปัจจยัเป็นเทคนิคที่แบ่งตวัแปรออกเป็นกลุ่ม ๆ 
หรือรวมตวัแปรที่มีความสัมพนัธ์กนัไวใ้นกลุ่มเดียวกนั หรือในปัจจยัเดียวกนั โดยตวัแปรที่อยูใ่น
ปัจจยั (Factor) เดียวกนัจะมีความสัมพนัธ์กนัมาก หากความสัมพนัธ์อยู่ในทิศทางเดียวกนัจะมีค่า
สัมประสิทธ์ิสหสัมพนัธ์เป็นบวก แต่ถา้ความสัมพนัธ์อยูใ่นทิศทางตรงกนัขา้ม จะมีค่าสัมประสิทธ์ิ
ค่าระดบัความสมัพนัธ ์ ระดบัความสมัพนัธ ์
0.81 – 1.00 สูงมาก 
0.61 – 0.80 ค่อนขา้งสูง 
0.41 – 0.60 ปานกลาง 
0.21 – 0.40 ค่อนขา้งต ่า 





น้อย ในเทคนิคการวิเคราะห์ปัจจยัจะใชค้่าสัมประสิทธ์ิสหสัมพนัธ์ (Correlation) วดัความสัมพนัธ์
ระหว่างตวัแปร ตวัแปรที่จะใช้เทคนิคการวิเคราะห์ปัจจยัได้ควรเป็นตวัแปรเชิงปริมาณ (Interval 
หรือ Ratio Scale) 
เทคนิคการวิเคราะห์ปัจจยัเป็นเทคนิคในการลดจ านวนตวัแปร จากจ านวนตวัแปร
มาก ๆ ให้เหลือเพียงไม่ก่ีปัจจยั (Factor) โดยจะถือว่าปัจจยัเป็นที่รวมรายละเอียดของตวัแปรอยูใ่น
ปัจจยันั้น จากนั้นจึงใชเ้ทคนิคการวิเคราะห์ทางสถิติอ่ืน ๆ  มาวิเคราะห์ปัจจยั โดย 1 ปัจจยั คือ 1 ตวั
แปร 
2.5.2  การจ าแนกกลุ่มข้อมูล 
การจ าแนกกลุ่มขอ้มูลหรือการแบ่งกลุ่มขอ้มูลหมายถึง การแบ่งกลุ่มของ คน สัตว ์
ส่ิงของ เป็นตน้ เป็นกลุ่มยอ่ย ๆ โดยคน สัตว ์ส่ิงของ ที่อยูใ่นกลุ่มเดียวกนัจะมีความคลา้ยกนั เช่น 
รูปร่างลกัษณะคลา้ยกนั พฤติกรรมคลา้ยกนั ส่วนพวกที่อยูต่่างกลุ่มจะมีความต่างกนั เช่น รูปร่าง
ลกัษณะต่างกนั พฤติกรรมต่างกนั โดยเทคนิคที่ใชใ้นการจ าแนก คน สตัว ์ส่ิงของ มี 2 เทคนิค คือ  
 Cluster Analysis 
เป็นเทคนิคในการแบ่งกลุ่ม Case โดย Case หมายถึง คน สัตว ์ส่ิงของ เป็นตน้ 
เป็นกลุ่มยอ่ย โดย Case ที่มีความคลา้ยคลึงกนัจะอยูใ่นกลุ่มเดียวกนั โดยใชต้วัแปรที่คาดวา่จะท าให้ 
Case ต่างกนั ซ่ึงเทคนิค Cluster Analysis ไม่จ  าเป็นตอ้งทราบจ านวนกลุ่มยอ่ยว่าควรแบ่งเป็นก่ีกลุ่ม
และ ไม่ต้องทราบว่า Case ใดอยู่กลุ่มไหนมาก่อน เทคนิคน้ีจะจัดกลุ่มโดยศึกษาจากตัวแปรที่
น ามาใชใ้นการแบ่งกลุ่ม 
 Discriminant Analysis 
การวิเคราะห์จ าแนกกลุ่มหรือ Discriminant Analysis เป็นเทคนิคในการ
แบ่งกลุ่มขอ้มูลหรือ Case หรือหน่วยตวัอย่างเป็นกลุ่มยอ่ย ๆ หลาย ๆ กลุ่มโดยใชห้ลกัเกณฑ์การ
วิเคราะห์ความถดถอยเชิงพหุที่ความสัมพนัธ์อยู่ในรูปเชิงเส้น ซ่ึงตวัแปรตามเป็นตวัแปรเชิงกลุ่ม 
ส่วนตวัแปรอิสระเป็นตวัแปรเชิงปริมาณ โดยคนหรือหน่วยที่อยูใ่นกลุ่มเดียวกนั จะมีความคลา้ยคลึง
ในตวัแปรที่ศึกษา ซ่ึงเทคนิคน้ีตอ้งทราบมาก่อนว่า แต่ละหน่วยอยูก่ลุ่มใดและ มีจ  านวนก่ีกลุ่ม โดย
วตัถุประสงคข์องเทคนิคน้ีคือการศึกษาว่าตวัแปรหรือปัจจยัใดบา้งที่เป็นปัจจยัส าคญัท าให้คนหรือ 








การวิเคราะห์ความแปรปรวนแบบจ าแนกทางเดียว (1-Way ANOVA) และการ
จ าแนกความแปรปรวนแบบสองทาง (2-Way ANOVA) ใชใ้นกรณีที่ตอ้งการเปรียบเทียบค่าเฉล่ีย
ของประชากรตั้งแต่ 3 ประชากรขึ้นไป หรือกล่าวไดว้า่ เป็นการศึกษาความสมัพนัธ์ระหว่างตวัแปร
ตามซ่ึงเป็นตวัแปรเชิงปริมาณเพียง 1 ตวัและ ตวัแปรอิสระที่เป็นตวัแปรเชิงคุณภาพที่มีตั้งแต่ 1 ตวั
ขึ้นไป โดยจะกล่าวถึงการขยายการใช ้ANOVA ดงัน้ี 
 MANOVA (Multivariate Analysis of Variance) 
เป็นเทคนิคการวิเคราะห์ความแปรปรวน เม่ือตัวแปรตามเป็นตัวแปรเชิง
ปริมาณตั้งแต่ 2 ตวัขึ้นไป ส่วนตวัแปรตน้หรือตวัแปรอิสระเป็นตวัแปรเชิงคุณภาพตั้งแต่ 1 ตวัขึ้นไป 
 ANCOVA (Analysis of Covariance) 
เป็นเทคนิคการวิเคราะห์ความแปรปรวน เม่ือตัวแปรตามเป็นตัวแปรเชิง
ปริมาณ 1 ตัว และตัวแปรต้นหรือตัวแปรอิสระเป็นตัวแปรเชิงคุณภาพ และต้องการศึกษา
ความสมัพนัธร์ะหวา่งตวัแปรตามและตวัแปรอิสระ แต่มีการจ ากดั หรือควบคุมตวัแปรเชิงปริมาณที่
มีความสมัพนัธก์บัตวัแปรตามแฝงอยู ่
2.5.4 การวิเคราะห์ความถดถอย 
การวิเคราะห์ความถดถอย (Regression Analysis) เป็นเทคนิคในการวิเคราะห์
ความสัมพนัธ์ของตวัแปรตั้งแต่ 2 ตวัขึ้นไป ซ่ึงการวิเคราะห์การถดถอยมีหลายเทคนิคซ่ึงขึ้นกบั
ประเภทตวัแปรของขอ้มูล 
 การวเิคราะห์ความถดถอยโลจิสติกส ์(Logistic Regression Analysis) 
การวเิคราะห์ความถดถอยโลจิสติกส์แบบ 2 กลุ่ม (Binary Logistic Regression 
Analysis) เป็นการวิเคราะห์ความถดถอยที่ไม่ไดอ้ยูใ่นรูปเชิงเส้น โดยที่ตวัแปรตามเป็นตวัแปรเชิง




สติกสแ์บบ 2 กลุ่ม ในกรณีน้ีตวัแปรตาม Y มีค่าไดเ้พยีง 2 ค่า คือ 0 กบั 1 ดงันั้นตวัแปรตามจะมีการ
แจกแจงแบบเบอร์นูลี (Bernoulli distribution)  
 





ส าหรับตวัอยา่งหน่วยที่ i จะไดว้า่ 
 
P{Yi=yi}=p
yi(1-p)1-yi ; 𝑦𝑖 = 0,1                                                                       (2.2) 
 








 E{Yi}= ∑ Yi P{Yi=yi} 
                        =0∙P{Yi=0}+1∙P{Yi=1} 
           ∴ E{Y}=0∙(1-p)+1∙(p)=p                                                                                  (2.3) 
 
ซ่ึงท าให ้0≤E{Y}≤1 
 









                                                                         (2.4) 
 
โดยเรียกสมการที่ 2.4 วา่ Logistic Response Function โดยที่ 0≤E{Y}≤1 





                                                                                                 (2.5) 
 




















                                                                                       (2.6) 
 
หมายเหตุ การวเิคราะห์ความถดถอยโลจิสติกส์จะตอ้งใชข้นาดตวัอยา่ง n มากกวา่การวเิคราะห์ความ






เลือกตวัแปรอิสระที่เหมาะสมเพือ่ท  าใหเ้ปอร์เซ็นตค์วามถูกตอ้งในการพยากรณ์มีค่าสูงสุด  
เงื่อนไขของการวเิคราะห์ความถดถอยโลจิสติกส์ มีดงัน้ี 
 ตวัแปรอิสระ X’s อาจเป็นขอ้มูลชนิด Dichotomus (มีค่าได้ 2 ค่า) หรือเป็น
มาตรอนัตรภาค (Interval Scale) และมาตรอตัราส่วน (Ratio Scale) ก็ได ้
 ค่าคาดหวงัของค่าคลาดเคล่ือนเป็นศูนย ์หรือ E(e) = 0  
 ei และ ej เป็นอิสระกนั 
 ei และ Xi เป็นอิสระกนั 















2.6 สารสนเทศร่วม (Mutual Information) 
สารสนเทศร่วมไดรั้บการพฒันาบนหลกัการของทฤษฎีสารสนเทศ (Information Theory) 














เม่ือ        N                              เป็นขนาดของกลุ่มตวัอยา่ง 
 xi , yi                     เป็นคู่ตวัอยา่ง bivariate 
Px,y(xi,yi)              เป็น Join Probability Density ที่จุดตวัอยา่ง 
Px(xi) , Py(yi)       เป็น Univariate Marginal Probability Density ที่จุดตวัอยา่ง 
 
2.7 โปรแกรม  R 
โปรแกรม R เป็น Open Source Software ที่ให้ใช้ฟรี สามารถดัดแปลงได้ตามตอ้งการ ผู ้
เร่ิมตน้เขียนโปรแกรม R คือ Robert Gentleman และ Ross Ihaka (วราฤทธ์ิ พานิชกิจโกศลกุล, 2550) 
โปรแกรม R ได้ถูกเผยแพร่แบบ General Public License ในปี 1995 เป็นโปรแกมที่ใช้ได้ฟรีบน
เคร่ืองคอมพวิเตอร์แบบต่างๆ ไม่วา่จะใชบ้น Windows, Mac OS, หรือ Linux ภาษา R พฒันามาจาก
ภาษา S ซ่ึงพฒันาขึ้นมาเพือ่ใชใ้นงานสถิติ (วโิรจน์ อรุณมานะกุล, 2559) โปรแกรม R เป็นทางเลือก
หน่ึงที่น่าสนใจ เน่ืองจากโปรแกรม R เป็นโอเพนซอร์ส ที่มีประสิทธิภาพสูงในการวิเคราะห์ขอ้มูล 
และมีแพก็เกจจ านวนมากให้เลือกใชไ้ดอ้ยา่งสะดวก เป็นโปรแกรมที่มีลิขสิทธ์ิ แต่ไม่เสียค่าใชจ่้าย
ในการใชง้าน สามารถดาวน์โหลดมาใชไ้ดทุ้กที่ทัว่โลก (กาญจน์ คุม้ทรัพย,์ 2559) โดยในโปรแกรม 
R จะมีแพก็เกจที่หลากหลายใหไ้ดเ้ลือกใชโ้ดยที่ไม่ตอ้งเขียนโคด้เอง สามารถดาวน์โหลดแพก็เกจมา
ใช้ได้ฟรี เราสามารถติดตั้งแพ็กเกจ เพิ่มเติมในโปรแกรม R ได้ โดยที่แพ็กเกจเป็นชุดค าสั่งหรือ
ฟังก์ชั่นต่างๆ ที่ มีผู ้เขียนเพิ่มเติมและ ต้องการแบ่งปันให้ผู ้อ่ืนได้ใช้ด้วย สามารถเข้าไปดูที่  




ในหนังสือ Analyzing Linguistic Data (Baayan 2008) ผู ้เขียนได้สร้างแพ็ก เกจที่ ช่ือ languageR 
ส าหรับใชป้ระกอบการอธิบายในหนงัสือ เราสามารถติดตั้งแพก็เกจของหนงัสือเล่มน้ีโดยพมิพค์  าสัง่ 
install.packages ตามตวัอยา่ง (วโิรจน์ อรุณมานะกุล, 2560) install.packages(c("rpart", "chron", 
"Hmisc", "Design","Matrix", "lme4", "coda", "e1071", "zipfR", "ape", "languageR"), repos = 
"http://cran.r-project.org") 
โปรแกรมจะเช่ือมต่ออินเทอร์เน็ตไปที่ cran.r-project.org เพื่อ ดาวน์โหลดแพก็เกจต่างๆที่
ระบุ เม่ือเสร็จส้ินจะเห็นรายงานผล พร้อมทั้งบอกว่าแพ็กเกจนั้นดาวน์โหลดมาไวท้ี่ folder ไหน 














2.8 โปรแกรม SPSS® 
โปรแกรม SPSS® (Statistical Package for the Social Sciences) หรือเรียกอีกช่ือหน่ึงว่า 
โปรแกรม IBM SPSS Statistics เป็นโปรแกรมส าเร็จรูปส าหรับการวเิคราะห์ขอ้มูลทางสถิติ พฒันา
โดยบ ริษัท  SPSS Inc. สหรัฐอ เม ริกา  ในอ ดีตใช้กับ เค ร่ือ งคอมพิ ว เตอ ร์ชนิ ด มิ นิ ห รือ 
เ มน เฟรมคอมพิ ว เ ตอ ร์  ต่ อม า ได้พัฒนาโปรแกรม  SPSS® เ ป็ น  SPSS/PC+ ซ่ึ ง ใช้กับ
ไมโครคอมพวิเตอร์หรือ คอมพวิเตอร์ส่วนบุคคล โปรแกรม SPSS® เป็นโปรแกรมที่มีประสิทธิภาพ
สูง ผูใ้ช้สามารถวิเคราะห์ขอ้มูลโดยใช้สถิติประเภทต่าง ๆ สามารถแสดงผลการวิเคราะห์ไดท้ั้ง






ของขอ้มูลนั้น ๆ  แต่มีวตัถุประสงคเ์ดียวกนัคือ เป็นการหาความสมัพนัธร์ะหวา่งขอ้มูล ดงันั้นก่อนท า
การเลือกวิธีการ ผูว้ิจยัตอ้งทราบประเภทของขอ้มูลในการวิจยัเสียก่อนและ ดูเงื่อนไขในการหา
ความสมัพนัธข์องแต่ละวธีิ แลว้จึงสามารถเลือกวธีิการในการหาค่าความสมัพนัธ ์ 
จากการศึกษางานวิจัยที่เก่ียวข้องด้านการวิเคราะห์ความสัมพนัธ์ของข้อมูลที่มีผลต่อ
คุณภาพของฮาร์ดดิสก ์พบวธีิวจิยัที่หลากหลายคือ อโณทยั ศิลเทพาเวทย ์(2554) ไดท้  าการปรับปรุง
คุณภาพผลิตภณัฑใ์นการผลิตฮาร์ดดิสก์โดยวิธีแผนภูมิตน้ไม ้(Decision Three) โดยคน้ควา้วิธีการ
เชิงระบบ (System Asthmatic Approach) เพื่อหาพารามิเตอร์ที่ เหมาะสมในกระบวนการผลิต
ฮาร์ดดิสก์และ เลือกอลักอลิทึมที่เหมาะสมในการปรับปรุงพารามิเตอร์ เพราะไม่สามารถทดสอบ
ผลลัพธ์ได้ในสภาพแวดล้อมจริง เขาจึงเสนอวิธีการที่น่าเช่ือถือในการท านายเพื่อปรับปรุง
พารามิเตอร์ให้ดีมากขึ้น จากการศึกษาท าให้สภาพสินคา้มีของเสียน้อยลง 12% จึงเลือกวิธีการเชิง
ระบบมาปรับปรุงคุณภาพในการผลิตฮาร์ดดิสก ์ต่อมา ธนดล สุชาติพงศ ์(2557) ท าเหมืองขอ้มูลโดย
เลือกแอตทริบิวทแ์ละ ปรับแต่งขอ้มูลที่ไดม้าจากกระบวนการทดสอบคุณภาพ จากนั้นใชอ้ลักอริทึม 
C5.0, Neural Network, C&R Tree, SVM และ CHAID ในการเรียนรู้ประเภทของเสียของฮาร์ดดิสก์ 
ซ่ึงเขาเปรียบเทียบผลลพัธ์ในแต่ละวิธีที่สามารถคดัแยกการเสียของฮาร์ดดิสกไ์ดแ้ม่นย  ามากที่สุดซ่ึง
พบว่า แบบจ าลองอลักอริทึม C5.0 ให้ผลลัพธ์ไดแ้ม่นย  ามากที่สุด โดยมีค่าความถูกตอ้ง 99.79%  
และเน่ืองจากขอ้มูลของกระบวนการผลิตฮาร์ดดิสกมี์ขนาดใหญ่ จามรี ชูบวัทองและ สมศรี บณัฑิต





ฮาร์ดดิสก์ ส่วนในดา้นการใช ้Mutual Information (MI) ไดค้น้พบงานวิจยัของ Luis M. de Campos 
(2006), Nara Samattapapong (2559) และ Haodi Jiang et al. (2017) เขา้มาใชใ้นการหาความสมัพนัธ์
ของขอ้มูล โดยงานวิจยัของ Luis M. de Campos (2006) ไดท้  าฟังกช์ัน่การให้คะแนนส าหรับเรียนรู้ 
Bayesian Networks บนพื้นฐานของ Mutual Information และ การทดสอบเงื่อนไขความเป็นอิสระ
ของขอ้มูล โดยเขาพฒันาฟังกช์ัน่การให้คะแนนใช ้Mutual Information เพื่อวดัระดบัความสัมพนัธ์
ระหว่างตวัแปรมาใช้ในการคน้หาโครงสร้างเครือข่ายที่ดีที่สุด ซ่ึงผลการทดลองของพวกเขาให้
ประสิทธิภาพมากกว่าวิธีการอนุมานเครือข่ายอนุกรมเวลาแบบอ่ืน ๆ ยงัพบงานวิจัยของ Nara 
Samattapapong (2559) ได้ใช้ Mutual Information (MI) เป็นส่วนหน่ึงในการวิเคราะห์ขอ้มูลก่อน
การพยากรณ์คุณภาพของฮาร์ดดิสก ์โดยเขาไดอ้ธิบายวา่ Mutual Information สามารถเลือกตวัแปรที่
มีความสัมพนัธ์เชิงเส้นหรือไม่เชิงเส้น การก าหนดความสัมพนัธ์ของขอ้มูลก่อนการเลือกใชจึ้งไม่
จ าเป็น วิธีน้ีสามารถตรวจสอบชุดขอ้มูลทั้งหมดไดอ้ยา่งรวดเร็วโดยไม่ตอ้งมีการประมวลผลขอ้มูล
ก่อนและ Haodi Jiang et al. (2017) ได้ศึกษาเก่ียวกับวิศวกรรมยอ้นกลับ GRNs และ RNMs ของ
เซลล์ โดยใช้ Dynamic Bayesian Network และฟังก์ชั่นการให้คะแนน Mutual Information เพื่อ
อนุมาน GRNs และ RNMs ของเซลลไ์ดโ้ดยอตัโนมตัิจาก time series ของชุดขอ้มูล พวกเขาไดน้ าวธีิ
ฟังก์ชั่นการให้คะแนนดว้ยวิธี Mutual Information ของ Luis M. de Campos (2006) เขา้มาใช้ร่วม
ดว้ย 
ดา้นการศึกษางานวิจยัที่ใชโ้ปรแกรมในการวิเคราะห์ขอ้มูลทางสถิติพบว่า นิรมล พนัสีมา
และ อนัตต ์เจ่าสกุล, 2557 เปรียบเทียบการท างานของโปรแกรม R และโปรแกรม SPSS® ในการ
วิเคราะห์ปัจจยัจากฐานขอ้มูลเงินยมืทดรองจ่ายของมหาวิทยาลยัขอนแก่น โดยสร้างโมเดลจ าแนก
การยมืคืนเงินยมืทดรองจ่ายโดยใช้โปรแกรม R และ SPSS® ซ่ึงวิเคราะห์เปรียบเทียบการท างาน
และ ประสิทธิภาพของโปรแกรมจากผลการวิจยัพบว่า โปรแกรม R มีความยืดหยุ่นของรูปแบบ
ไฟล์ขอ้มูลที่น าเขา้มากกว่าและ มีการจดัการขอ้มูลที่รวดเร็ว ใช้งานง่ายโดยโปรแกรม SPSS® มี
ขอ้จ ากดัในการท างานและ วเิคราะห์ขอ้มูลค่อนขา้งมากเม่ือเทียบกบัโปรแกรม R ที่สามารถวเิคราะห์
ขอ้มูลสถิติขั้นสูงไดแ้ละ ยงัสามารถวเิคราะห์ขอ้มูลไดห้ลากหลายรูปแบบ  
จากการศึกษางานวิจยัยงัไม่พบงานวิจยัที่ใช้โปรแกรม R ในการศึกษาความสัมพนัธ์ของ
ขอ้มูลที่มีผลต่อคุณภาพของฮาร์ดดิสก์ ซ่ึงผูว้ิจยัจึงสนใจโปรแกรม R มาเป็นเคร่ืองมือในการวิจยั








ที่มีผลต่อคุณภาพของฮาร์ดดิสก์ ในบทน้ีจะกล่าวถึงรูปแบบการด าเนินการวิจยั ตวัอยา่งขอ้มูล การ









ทดสอบคุณภาพของฮาร์ดดิสกก่์อนส่งถึงมือลูกคา้ ซ่ึงขอ้มูลที่ไดรั้บมามีจ านวนทั้งหมด 57,232 ตวั 
 
3.2 กรอบแนวคดิและตัวแปรทีใ่ช้ในกำรวจิยั 
3.2.1 กรอบแนวคดิ (Conceptual Framework) 
ในการวจิยัมีขอบเขตการวจิยั ดงัน้ี 














รูปที่ 3.1 กรอบแนวคิดงานวจิยั 
 
3.2.2 ตัวแปร (Variables) 
ตวัแปรตาม คือ ผลการทดสอบคุณภาพของฮาร์ดดิสก ์(ผา่นการตรวจสอบคุณภาพ/
ไม่ผา่นการตรวจสอบคุณภาพ ) 




ผูว้ิจัยได้น าข้อมูลผลการทดสอบคุณภาพของฮาร์ดดิสก์และตวัแปรต่าง ๆ ที่ส่งผลต่อ




ในการวจิยัน้ีจะศึกษาความสมัพนัธร์ะหวา่งตวัแปร 2 วธีิ ไดแ้ก่ 
 Mutual Information 















































จ านวน 74 ตวัแปร 
Output : ตวัแปรตามหรือผลการทดสอบคุณภาพของ













Logistic Regression เพ่ือทวนสอบผล 
รูปที่ 3.2 แสดง (Flow Chart) ขั้นตอนการด าเนินงานวจิยั 
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3.5 กำรด ำเนินกำรวจิัย 
ในส่วนของการด าเนินการวเิคราะห์ความสมัพนัธข์องตวัแปรในกระบวนการผลิตที่มีผลต่อ
คุณภาพงานในกระบวนการทดสอบฮาร์ดดิสก์ ผูว้ิจยัได้ท  าการปรับแต่งขอ้มูลก่อนการเขา้สู่การ
วิเคราะห์ข้อมูล จากนั้ นจึงด าเนินการวิเคราะห์ความสัมพนัธ์โดยโปรแกรม R ด้วยวิธี Mutual 
Information และทวนสอบผลการวิเคราะห์ความสัมพนัธ์โดยโปรแกรม SPSS ด้วยวิธี Logistic 
Regression โดยแสดงขั้นตอนการด าเนินการวจิยัในหวัขอ้ที่ 3.5.1, 3.5.2 และ 3.5.3 ตามล าดบั 
3.5.1 กำรปรับแต่งข้อมูลก่อนเข้ำสู่กำรวิเครำะห์ค่ำควำมสัมพันธ์ของข้อมูล 
ขอ้มูลที่ไดจ้ากบริษทักรณีศึกษาซ่ึงวดัค่าไดจ้ากกระบวนการตรวจสอบคุณภาพของ
ฮาร์ดดิสก ์โดยขอ้มูลที่ไดรั้บมีจ านวนตวัแปรคุณภาพของฮาร์ดดิสก์ทั้งหมด 57,232 ตวั และจ านวน
ตวัแปรที่เก่ียวขอ้งต่อคุณภาพของฮาร์ดดิสก์ 74 ตวั ซ่ึงแบ่งเป็นตวัแปรเชิงกลุ่มหรือเชิงคุณภาพ
จ านวน 53 ตวั และตวัแปรเชิงปริมาณจ านวน 21 ตวั ก่อนท าการวิจยัผูว้ิจยัได้ท  าการลบแถวของ
คุณภาพฮาร์ดดิสก์ที่ไม่มีผลคุณภาพของฮาร์ดดิสก์ว่าผ่านหรือไม่ผ่านการตรวจสอบคุณภาพและ 
คุณภาพของฮาร์ดดิสกท์ี่มีตวัแปรไม่ครบทั้ง 74 ตวัแปรออก ซ่ึงจะเหลือขอ้มูลจ านวนตวัแปรคุณภาพ
ของฮาร์ดดิสกใ์นการค านวณ 39,605 ตวั และจ านวนตวัแปรที่เก่ียวขอ้งต่อคุณภาพของฮาร์ดดิสก ์74 
ตวัดงัเดิม 
ผูว้จิยัไดท้  าการกรองขอ้มูล เพือ่ดูค่าของแต่ละตวัแปรอิสระวา่มีค่าเป็นอยา่งไร เม่ือ
ท าการกรองขอ้มูลในโปรแกรม Excel พบวา่ตวัแปรอิสระเชิงคุณภาพ (Attribute Variables) ต่อไปน้ี
มีค่า เพียง 1 ค่า  โดยตัวแปรอิสระ A_03, A_08, A_09, A_10, A_14, A_15, A_41, A_44, A_45, 
A_46, A_61 และ A_71 มีค่าเท่ากบั 1 ในทุก ๆ ของตวัแปรตาม กล่าวคือ ไม่วา่คุณภาพของฮาร์ดดิสก์
จะเป็น 0 หรือ 1 ค่าของตวัแปร A_03, A_08, A_09, A_10, A_14, A_15, A_41, A_44, A_45, A_46, 
A_61, A_71 จะมีค่าเท่ากบั 1 เสมอและ ยงัพบอีกว่าตวัแปรอิสระ A_29, A_30, A_31 และ A_32 มี
ค่าเท่ากบั 2 เสมอ ไม่ว่าคุณภาพของฮาร์ดดิสก์จะเป็น 1 หรือ 0 โดยที่คุณภาพของฮาร์ดดิสก์ที่มีค่า
เท่ากับ 1 คือ ฮาร์ดดิสก์ที่ผ่านขั้นตอนการตรวจสอบคุณภาพและ ฮาร์ดดิสก์ที่มีค่าเท่ากับ 0 คือ 
ฮาร์ดดิสก์ที่ไม่ผ่านขั้นตอนการตรวจสอบคุณภาพ ซ่ึงตวัแปรอิสระเชิงคุณภาพดงักล่าวขา้งตน้ มีค่า
ของตัวแปรเพียงค่าเดียว ในการวิเคราะห์หรือการหาค่าสัมประสิทธ์ิสหสัมพนัธ์ไม่สามารถ
ค านวณหาคู่ของตวัแปรไดเ้พราะ ตวัแปรมีความแปรปรวนเป็น 0 จึงตอ้งท าการตดัตวัแปรอิสระเชิง
คุณภาพออกเป็นจ านวน 16 ตัวแปร ก็คือ A_03, A_08, A_09, A_10, A_14, A_15, A_41, A_44, 
A_45, A_46, A_61, A_71, A_29, A_30, A_31 และ A_32 ดังนั้ นจะเหลือตัวแปรอิสระในการ
ค านวณ 58 ตวัแปร คือ A_01, A_02, A_04, A_05, A_06, A_07, A_11, A_12, A_13, A_16, A_17, 
A_18, A_19, A_20, A_21, A_22, A_23, A_24, A_25, A_26, A_27, A_28, C_33, C_34, C_35, 
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C_36, C_37, C_38, A_39, A_40, A_42, A_43, C_47, C_48, C_49, C_50, C_51, A_52,  C_53,  
A_54, C_55, C_56, C_57, C_58, C_59, C_60, A_62, A_63, A_64, A_65, C_66, C_67, C_68 , 
A_69, A_70, A_72, A_73 และ A_74 โดยจะแสดงตัวอย่างการกรองข้อมูลก่อนการวิเคราะห์




รูปที่ 3.3 แสดงการกรองขอ้มูลที่ตวัแปร A_01 เพือ่ดูค่าของขอ้มูลเท่ากบั 1 
 
จากรูปที่ 3.3 แสดงการกรองขอ้มูลที่ตวัแปร A_01 เพือ่ดูค่าของขอ้มูลซ่ึงค่าของตวั





รูปที่ 3.4 แสดงการกรองขอ้มูลที่ตวัแปร A_01 เพือ่ดูค่าของขอ้มูลเท่ากบั 2 
 
จากรูปที่ 3.4 แสดงการกรองขอ้มูลที่ตวัแปร A_29 เพือ่ดูค่าของขอ้มูล ซ่ึงค่าของตวั
แปรมีค่าเท่ากบั 2 เสมอ ไม่วา่คุณภาพของฮาร์ดดิสกจ์ะผา่นหรือ ไม่ผา่นกระบวนการทดสอบ 
จากนั้นท าการเปล่ียนค่าของคุณภาพฮาร์ดดิสก์ โดยเปล่ียนขอ้มูลตวัอักษรเป็น
ขอ้มูลตวัเลขคือ ใหข้อ้มูลตวัอกัษร P เปล่ียนเป็นขอ้มูลตวัเลข 1 หมายถึง ฮาร์ดดิสกผ์า่นกระบวนการ
ตรวจสอบคุณภาพและ ขอ้มูลตวัอักษร F เปล่ียนเป็นขอ้มูลตวัเลข 0 หมายถึง ฮาร์ดดิสก์ไม่ผ่าน
กระบวนการตรวจสอบคุณภาพ เพื่อให้เหมาะสมต่อการค านวณ ผูว้ิจยัไดท้  าการทดสอบ Normal 
Distribution ของตวัแปรตามและ ตวัแปรอิสระเพื่อดูว่าการแจกแจงเป็นแบบปกติหรือไม่ โดยผล
การทดสอบการกระจายตัวของตวัแปรอิสระมีทั้ งการกระจายตัวแบบปกติและไม่ปกติ ซ่ึงการ
กระจายตัวดังกล่าวไม่สามารถใช้วิธีสัมประสิทธ์ิสหสัมพันธ์แบบเพียร์สันได้ เน่ืองจากวิธี
สัมประสิทธ์ิสหสมัพนัธ์แบบเพยีร์สันมีขอ้จ ากดัคือ ขอ้มูลทั้ง 2 ชุด ตอ้งมีการแจกแจงแบบปกติ ซ่ึง







Tests of Normality 
 
Kolmogorov-Smirnova 
Statistic df Sig. 
OUTPUT .513 39605 .000 
a. Lilliefors Significance Correction 
 
 




รูปที่ 3.6 แสดงการกระจายตวัของตวัแปรตาม 
 
จากรูปที่  3.5 และ 3.6 พิจารณาการแจกแจงแบบปกติด้วยสถิติ Kolmogorov-
Smirnov Test พบวา่ค่า Significance เท่ากบั .000 นอ้ยกวา่ค่าแอลฟา (< .05) แปลวา่ ปฏิเสธ H0 สรุป 
ขอ้มูลน้ีมีการแจกแจงแบบไม่ปกติ เน่ืองจากตวัแปรตาม Y มีค่าเพยีง 2 ค่า คือ 0 กบั 1 ดงันั้นตวัแปร






Tests of Normality 
 
Kolmogorov-Smirnova 
Statistic df Sig. 
A_01 .057 39605 .000 
a. Lilliefors Significance Correction 
 




รูปที่ 3.8 แสดงการกระจายตวัของตวัแปรอิสระ (A_01) 
 
จากรูปที่ 3.7 และ 3.8 พจิารณาการแจกแจงแบบปกติดว้ยสถิติ Kolmogorov-
Smirnov Test พบวา่ค่า Significance เท่ากบั .000 นอ้ยกวา่ค่าแอลฟา (< .05) แปลวา่ ปฏิเสธ H0 สรุป 
ขอ้มูลน้ีมีการแจกแจงแบบไม่ปกติ 
จากการศึกษาทฤษฎีต่าง ๆ ที่เก่ียวข้อง ผูว้ิจัยสามารถสรุปตารางการใช้สถิติ
วเิคราะห์ความสมัพนัธข์องตวัแปร 2 ตวั ไดด้งัตารางที่ 3.1 
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คุณภาพ         
เชิง
















3.5.2 ขั้นตอนกำรด ำเนินกำรวิเครำะห์ควำมสัมพันธ์โดยโปรแกรม R ด้วยวธีิ Mutual 
Information 
ในขั้นตอนการวเิคราะห์ความสมัพนัธโ์ดยโปรแกรม R ดว้ยวธีิ Mutual Information 
ผูว้จิยัไดศึ้กษาแพก็เกจที่ช่วยในการค านวณค่า MI ซ่ึงช่วยลดเวลาในการด าเนินงานวิจยัไดเ้พราะ ไม่
ตอ้งท าการเขียนโปรแกรมในการค านวณเองให้ยุง่ยาก ไดพ้บงานวิจยัของ Patrick E. Meyer, 2014 
พฒันา ‘infotheo’ ซ่ึงเป็นแพ็กเกจหน่ึงที่สามารถติดตั้ งหลังจากติดตั้ งโปรแกรม R ได้ในทันที 
‘infotheo’ ถูกน ามาใชเ้ป็นแพก็เกจ R ซ่ึงแพก็เกจ ‘infotheo’ สามารถใชง้านไดอิ้สระบน CRAN โดย
ที่ผูใ้ชง้านไม่ตอ้งเขียนโปรแกรมในการค านวณเอง ซ่ึงเขาไดอ้ธิบายเก่ียวกบัแพก็เกจน้ีวา่ “แพก็เกจน้ี
ใชม้าตรการต่าง ๆ ของทฤษฎีสารสนเทศโดยอิงตามการประมาณค่าเอนโทรปีหลายตวั ใชต้วัแปร
สุ่มสองตวัแปรเป็นขอ้มูลเขา้และค านวณขอ้มูลร่วมกนัตามวธีิการประมาณเอนโทรปี ถา้ Y ไม่ไดจ้ดั
มาใหแ้ละ X เป็นเมทริกซ์, ฟังกช์นัจะส่งกลบัเมทริกซ์ของขอ้มูลร่วมกนัระหว่างทุกคู่ของตวัแปรใน
ชุดขอ้มูล X  
ในตัวแพ็กเกจ ‘infotheo’ มีหลายฟังก์ชันในการค านวณค่าต่าง ๆ ซ่ึงผูว้ิจัยได้
เลือกใชฟั้งกช์นั mutinformation ในการค านวณค่า MI Value ซ่ึง Patrick E. Meyer ไดอ้ธิบายการใช ้
mutinformation คือ mutinformation(X, Y, method="emp") โดยที่ X คือ vector/factor แสดงถึงตัว
แปรสุ่มหรือ กรอบขอ้มูลแสดงถึงเวคเตอร์สุ่ม ซ่ึงคอลมัน์นั้นประกอบดว้ยตวัแปร/คุณสมบตัิ และ
แถวประกอบดว้ยผลลพัธ์/ตวัอยา่ง Y คือ ตวัแปรสุ่มหรือเวคเตอร์สุ่มอีกตวัแปรหน่ึง” โดยขั้นตอน
การหาค่า Mutual Information แสดงดงัขั้นตอนที่ 1) - 11) 
1) เปิดโปรแกรม R (ดังรูปที่ 3.9) (รายละเอียดวิธีการติดตั้ งโปรแกรม R ตาม
ภาคผนวก ก) 
2) ท าการติดตั้งแพก็เกจ (Package Infotheo) ก่อนการค านวณ โดยไปที่ Packages 
> Install Package(s) > (HTTP mirror) > Thailand > Infotheo (ดงัรูปที่ 3.10) 
3) เม่ือท าการติดตั้ งแพ็กเกจเรียบร้อยแล้ว ท าการโหลดแพ็กเกจ โดยไปที่  
Packages > Load Package(s) > Infotheo (ดงัรูปที่ 3.11) 
4) โปรแกรมจะขึ้นหน้าต่างการใชง้านของแพก็เกจ Infotheo โดยให้ใส่ค  าสั่งใน
ช่อง R Console (ดงัรูปที่ 3.12) 
5) ท าการน าเขา้ขอ้มูล excel เขา้มาในโปรแกรม R โดยตอ้งบนัทึกไฟล ์excel เป็น
สกุล .csv ก่อน (เน่ืองจากวธีิน้ีน าเขา้ไดแ้ต่สกุล .csv) โดยพมิพค์  าสัง่ ดงัน้ี 
library(readr) 




ตวัอยา่งค  าสัง่ 
library(readr) 
data <- read_csv("C:/Users/User/Desktop/senior project/rawdata Rstudio.csv") 
6) พมิพค์  าสัง่ที่ใชค้  านวณค่า MI ดงัน้ี 
mutinformation(data$ช่ือคอลัมน์ตวัแปรอิสระ, data$ช่ือคอลัมน์ตวัแปรตาม, method="emp") (ดัง
รูปที่ 3.14) 
ตวัอยา่งค  าสัง่ 
mutinformation(data$A_01, data$OUTPUT, method="emp") 
7) พมิพค์  าสัง่เดิมแต่เปล่ียนช่ือคอลมัน์จนครบจ านวนคอลมัน์ของตวัแปรอิสระที่
มี กล่าวคือเปล่ียนคอลมัน์ data$A_01 เป็น data$A_02 ไปเร่ือย ๆ จนครบทุกช่ือตวัแปรอิสระทั้ง 74 
ตวั (ดงัรูปที่ 3.15) 
ตวัอยา่งค  าสัง่ 
mutinformation(data$A_02, data$OUTPUT, method="emp")  
mutinformation(data$A_03, data$OUTPUT, method="emp")  
เปล่ียนคอลมัน์ Rawdata$A_01 เป็น Rawdata$A_02 ไปเร่ือย ๆ จนครบทุกช่ือตวัแปรอิสระทั้ง 74 
ตวั 
8) เขียนโคด้ VBA เพือ่วนลูปช่ือตวัแปรอิสระทั้ง 74 ตวั (ดงัรูปที่ 3.16) 
9) ท าการคดัลอกผลลพัธท์ี่ไดจ้ากการรัน VBA (ดงัรูปที่ 3.17) ใส่ในการหนา้ต่าง
ของการหาค่า MI ในโปรแกรม R (ดงัรูปที่ 3.18)  
10) ท าการกด Enter จะไดผ้ลลพัธข์อง MI Value ทั้งหมด (ดงัรูปที่ 3.19) 














































รูปที่ 3.15 วธีิพมิพค์  าสัง่ที่ใชค้  านวณ MI ในตวัแปรอิสระตวัอ่ืน ๆ 
 
จากการด าเนินการวิเคราะห์ความสัมพันธ์โดยโปรแกรม R ด้วยวิธี Mutual 
Information ดงักล่าว จะเห็นไดว้า่ขอ้บกพร่องของแพก็เกจ คือ ไม่สามารถค านวณค่า MI ไดค้รบทุก
ตวัแปรอิสระภายในทีเดียว ซ่ึงการพิมพค์  าสั่งโดยผูใ้ชง้านจนครบทุกช่ือตวัแปรอิสระทั้ง 74 ตวั จะ
ใชเ้วลาในการพิมพข์อ้มูลประมาณ 2 ชัว่โมง ผูว้ิจยัจึงท าการเขียนโคด้ VBA เพื่อวนลูปช่ือตวัแปร
อิสระทั้ง 74 ตวั ซ่ึงสามารถหาค่าไดค้รบทุกตวัแปรอิสระภายในคร้ังเดียว เม่ือผูว้ิจยัเขียนโคด้จาก 
VBA จากนั้นน าผลลพัธ์ที่ไดจ้ากการเขียนโคด้มาใส่ในโปรแกรม R ส่วนของการหาค่า MI ซ่ึงการ
เขียนโปรแกรมในการวนลูปช่ือคอลมัน์ตวัแปรอิสระอธิบายดงัดา้นล่าง 
Visual Basic มีชนิดของขอ้มูลหลายชนิด ไม่วา่จะเป็นตวัเลขจ านวนเตม็ ตวัเลขที่มี
ทศนิยม ขอ้ความ ตวัเลขทางการเงิน ค่าทางตรรกะ เป็นตน้ ขอ้มูลแต่ละชนิดจะใชพ้ื้นที่ในการเก็บ
ไม่เท่ากนั ตวัแปรที่ใชใ้นการเขียนโปรแกรมจะแตกต่างกนัตามชนิดขอ้มูล (data type) ใน VBA เช่น 
Integer, Single, String และVariant เป็นตน้ (ชลาลยั วงเวียน, 2558) ในที่น้ีตอ้งการเขียนโปรแกรม
ให้วนลูปของช่ือคอลมัน์ของแต่ละตวัแปรอิสระให้ครบทุกตวัแปรและ ช่ือคอลัมน์ตวัแปรอิสระ
ดงักล่าวเป็นจ านวนเต็ม จึงประกาศเป็นตวัแปร Integer ก่อนที่จะใชง้านตวัแปรหรือค่าคงที่ทุกคร้ัง 
ควรประกาศตวัแปร ( variable declaration) ก่อน เพื่อให้ Visual Basic รู้ว่าตวัแปรที่ตอ้งการใชง้าน 
ใชแ้ทนขอ้มูลชนิดใดถึงแมว้า่ Visual Basic อนุญาตใหใ้ชง้านตวัแปรไดโ้ดยไม่ตอ้งประกาศตวัแปร  
Dim คือ ค  าสัง่ ( statements) ส าหรับประกาศตวัแปร 
i คือ  ช่ือของตวัแปรที่ตอ้งการประกาศ (ในที่น้ีให้ตวัแปร i นับตั้งแต่ A_01 ถึง 
A_09) 
As คือ ส่วนที่บอกให ้Visual Basic ทราบวา่ตอ้งการก าหนดชนิดของขอ้มูล 
34 
 
Datatypes คือ  ชนิดของข้อมูลที่  Visual Basic สนับสนุน  ในที่ น้ี  data type คือ 
Integer 
จากนั้นตอ้งการให้นับตวัแปร A_10 ถึง A_32 จึงประกาศตวัแปร j แทนตวัแปร i 
เน่ืองจาก A_01 ถึง A_09 มีเลข 0 น าหนา้เลข 1-9 จึงตอ้งประกาศตวัแปรใหม่และ ประกาศตวัแปร k 
แทนตวัแปร j เน่ืองจากเดิมเป็นตวัแปร Attribute (A) แต่ตวัแปรถดัไปคือ ตวัแปร Continuous (C) 
เปล่ียนตัวแปรจนครบทุกช่ือคอลัมน์ของตัวแปรอิสระ เม่ือกดรันจะได้ผลลัพธ์จากการเขียน











รูปที่ 3.17 แสดงผลที่ไดส่้วนหน่ึงจากการเขียนโคด้ VBA บนโปรแกรม Excel 
 
เม่ือท าการรันผลลพัธท์ี่ไดจ้ากการเขียนโคด้ VBA จะไดผ้ลลพัธด์งัรูปที่ 3.17 











รูปที่ 3.19 แสดงค่า MI Value ทั้งหมด 
 
3.5.3 ขั้นตอนกำรทวนสอบผลโดยโปรแกรม SPSS ด้วยวิธี Logistic Regression 
จากการวิเคราะห์ขอ้มูลการวิจยัซ่ึงเหมาะกบัวิธีการถดถอยโลจิสติกส์ในตารางที่ 
3.1 โดยตวัแปรตามคือ คุณภาพของฮาร์ดดิสกมี์ค่าเท่ากบั 0 หรือ 1 (Binary Variable) เท่านั้นซ่ึงเป็น
ตวัแปรเชิงคุณภาพและ ตวัแปรอิสระคือ ตวัแปรที่ส่งผลต่อคุณภาพของฮาร์ดดิสก์ซ่ึงมีทั้งหมด 58 
ตวัแปร มีค่าเป็นทั้งตวัแปรเชิงปริมาณและตวัแปรเชิงคุณภาพ (Continuous Variables and Attribute 















รูปที่ 3.20 แสดงหนา้ต่างการใชง้านของโปรแกรม SPSS 
 
2) ท าการน าเขา้ขอ้มูลจากไฟล ์Excel เขา้มาในโปรแกรม SPSS โดยเขา้ไปที่ File 









3) ท าการคลิกเลือกไฟล์ขอ้มูล Excel ที่ตอ้งการค านวณเขา้มายงัโปรแกรม โดย




รูปที่ 3.22 แสดงไฟลข์อ้มูล Excel ที่ท  าการเลือกเขา้มายงัโปรแกรม SPSS 
 









5) ท าการหาค่าความสัมพนัธ์ของขอ้มูลดว้ยวิธี Binary Logistic Regression โดย




















6) โปรแกรมจะขึ้นหนา้ต่างของการค านวณ Logistic Regression โดยให้ผูใ้ชง้าน




รูปที่ 3.25 แสดงหนา้ต่างของการค านวณ Logistic Regression 
 
7) ในส่วนของแถบ Dependent คลิกเลือกตวัแปรตาม คือตวัแปรที่ช่ือวา่ 
OUTPUT และส่วนของ Covariates คลิกเลือกตวัแปรอิสระที่มีผลต่อคุณภาพของฮาร์ดดิสกท์ั้ง 58 













รูปที่ 3.27 ผลลพัธส่์วนหน่ึงจากการหาค่าความสมัพนัธด์ว้ยวธีิ Logistic Regression 
 










ขอ้มูลโดยใชโ้ปรแกรม R ดว้ยวิธี Mutual Information และ 2) ผลการทวนสอบความสัมพนัธ์ของ
ขอ้มูลโดยใชโ้ปรแกรม SPSS® ดว้ยวธีิ Logistic Regression 
 
4.1 ผลการด าเนินการวิจัยจากการหาค่าความสัมพนัธ์ของข้อมูลโดยใช้โปรแกรม R 
ด้วยวธีิ Mutual Information 
จากการดาํเนินการวจิยัหาค่าความสมัพนัธข์องขอ้มูลโดยใชโ้ปรแกรม R ดว้ยวธีิ Mutual 
Information ได ้MI Value แสดงดงัตารางที่ 4.1 
 
ตารางที่ 4.1 แสดงค่า MI จากการคาํนวณดว้ยวธีิ Mutual Information 
Variable MI Value 
A_01 0.009519488 













ตารางที่ 4.1 แสดงค่า MI จากการคาํนวณดว้ยวธีิ Mutual Information (ต่อ) 































ตารางที่ 4.1 แสดงค่า MI จากการคาํนวณดว้ยวธีิ Mutual Information (ต่อ) 































ตารางที่ 4.1 แสดงค่า MI จากการคาํนวณดว้ยวธีิ Mutual Information (ต่อ) 
Variable MI Value 
C_56 0 








4.1.1 การวิเคราะห์ผลจากการค านวณด้วยวิธี Mutual Information 
จากการวเิคราะห์ตารางที่ 4.1 เป็นการหาค่าความสมัพนัธร์ะหวา่งตวัแปรที่มีผลต่อ
คุณภาพของฮาร์ดดิสก์โดยใช้โปรแกรม R ด้วยวิธี Mutual Information คือ เม่ือค่าของ MI มีค่า
เท่ากบั 0จะถือวา่ไม่มีความสมัพนัธก์นัของขอ้มูล แต่ถา้หากค่า MI ของขอ้มูลมีค่ามากที่สุดจะถือได้








รูปที่ 4.1 กราฟแสดงความสมัพนัธร์ะหวา่งตวัแปรอิสระต่าง ๆ กบั MI Value 
 
จากรูปที่ 4.1 เม่ือทาํการพล็อตกราฟแสดงความสัมพนัธ์ระหว่างตวัแปรอิสระต่าง 
ๆ กับ MI Value จะเห็นได้ว่าค่า MI Value ที่มีค่าสูงคือ ตวัแปร A_01, A_07, A_16, A_18, A_19, 





























































































































































































































































4.2 ผลการทวนสอบความสัมพันธ์ของข้อมูลโดยใช้โปรแกรม SPSS® ด้วยวิธี  
Logistic Regression 
จากการดาํเนินการวิจยัหาค่าความสัมพนัธ์ของขอ้มูลโดยใช้โปรแกรม SPSS® ด้วยวิธี 
Logistic Regression เพือ่ทวนสอบผล ได ้Score แสดงดงัตารางที่ 4.2 
 







































































4.2.1 การวิเคราะห์ผลการทวนสอบจากการค านวณด้วยวิธี Logistic Regression 
จากการวิเคราะห์ตารางที่ 4.2 เป็นการผลการทวนสอบความสัมพนัธ์ระหว่างตัว
แปรที่มีผลต่อคุณภาพของฮาร์ดดิสก์โดยใช้โปรแกรม SPSS ด้วยวิธี Logistic Regression คือ เม่ือ 
Score มีค่าเท่ากบั 0 จะถือวา่ไม่มีความสมัพนัธก์นัของขอ้มูล แต่ถา้หากค่า Score ของขอ้มูลมีค่ามาก
ที่สุดจะถือไดว้า่ขอ้มูลมีความสมัพนัธม์ากที่สุด จากนั้นนาํ Score ที่ไดจ้ากการคาํนวณมาพล็อตกราฟ










รูปที่ 4.2 กราฟแสดงความสมัพนัธร์ะหวา่งตวัแปรอิสระต่าง ๆ กบั Score 
 
จากรูปที่ 4.2 เม่ือทาํการพล็อตกราฟแสดงความสัมพนัธ์ระหว่างตวัแปรอิสระต่าง 










































































































































































































การศึกษาวจิยัน้ีมีวตัถุประสงคค์ือ 1. เพือ่หาค่าความสมัพนัธร์ะหวา่งตวัแปรต่าง ๆ ที่มีผลต่อ
การทดสอบคุณภาพของฮาร์ดดิสก์และ 2. เพื่อศึกษาตวัแปรที่ส่งผลต่อคุณภาพของฮาร์ดดิสก์ของ
บริษทักรณีศึกษา โดยขอ้มูลที่ไดจ้ากบริษทักรณีศึกษาวดัค่าจากกระบวนการตรวจสอบคุณภาพของ
ฮาร์ดดิสก์ ขอ้มูลที่ไดรั้บมีจ านวนตวัแปรคุณภาพ (ตวัแปรตาม) ของฮาร์ดดิสก์ทั้งหมด 57,232 ตวั 
และจ านวนตวัแปรที่เก่ียวขอ้งต่อคุณภาพของฮาร์ดดิสก์ (ตวัแปรอิสระ) 74 ตวั ซ่ึงแบ่งเป็นตวัแปร
เชิงกลุ่มหรือเชิงคุณภาพจ านวน 53 ตวัและ ตวัแปรเชิงปริมาณจ านวน 21 ตวั ก่อนท าการวิจยัผูว้ิจยั
ได้ท  าการลบแถวของคุณภาพฮาร์ดดิสก์ที่ไม่มีผลคุณภาพของฮาร์ดดิสก์ว่าผ่านหรือไม่ผ่านการ
ตรวจสอบคุณภาพและ  คุณภาพของฮาร์ดดิสก์ที่มีตวัแปรไม่ครบทั้ง 74 ตวัแปรออก ซ่ึงจะเหลือ
ขอ้มูลจ านวนตวัแปรคุณภาพของฮาร์ดดิสกใ์นการค านวณ 39,605 ตวัและ จ านวนตวัแปรที่เก่ียวขอ้ง
ต่อคุณภาพของฮาร์ดดิสก์ 74 ตวัดงัเดิม ซ่ึงแบ่งเป็นตวัแปรเชิงกลุ่มหรือเชิงคุณภาพจ านวน 53 ตวั
และ ตวัแปรเชิงปริมาณจ านวน 21 ตวั 
การวจิยัน้ีใชก้ารหาค่าความสมัพนัธข์องขอ้มูลดว้ยวธีิ Mutual Information โดยใชโ้ปรแกรม 
R และใช้วิธี Logistic Regression โดยใช้โปรแกรม SPSS® ในการทวนสอบผล จากการหาค่า
ความสัมพนัธ์ระหว่างตวัแปรที่มีผลต่อคุณภาพของฮาร์ดดิสก์โดยใช้โปรแกรม R ดว้ยวิธี Mutual 
Information คือ เม่ือ MI Vale มีค่าเท่ากบั 0 จะถือว่าไม่มีความสัมพนัธ์กนัของขอ้มูล แต่ถา้หากค่า 
MI ของข้อมูลมีค่ามากที่สุดจะถือได้ว่าข้อมูลมีความสัมพนัธ์มากที่สุดและ จากการทวนสอบ
ความสัมพนัธ์ระหว่างตวัแปรที่มีผลต่อคุณภาพของฮาร์ดดิสก์โดยใช้โปรแกรม SPSS® ด้วยวิธี 
Logistic Regression คือ เม่ือ Score มีค่าเท่ากบั 0 จะถือวา่ไม่มีความสมัพนัธก์นัของขอ้มูล แต่ถา้หาก
ค่า Score ของขอ้มูลมีค่ามากที่สุดจะถือไดว้่าขอ้มูลมีความสัมพนัธ์มากที่สุด จากนั้นท าการพล็อต
กราฟแสดงความสมัพนัธร์ะหวา่งตวัแปรอิสระต่าง ๆ กบั MI Value จะเห็นไดว้า่ค่า MI Value ที่มีค่า
สูงคือ ตวัแปร A_01, A_07, A_16, A_18, A_19, A_20, A_21, A_22 และ A_28 และท าการพล็อต
กราฟแสดงความสัมพนัธ์ระหว่างตวัแปรอิสระต่าง ๆ  กบั Score จะเห็นไดว้่า Score ที่มีค่าสูงคือ ตวั
แปร A_07, A_18, A_19, A_20, A_21 และ A_28
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ตารางที่ 5.1 การเรียงล าดบัค่าความสมัพนัธข์องแต่ละวธีิ 
 
จากตารางที่ 5.1 เม่ือท าการเรียงล าดบัค่ามากที่สุดของแต่ละวธีิ จะเห็นไดว้่าตวัแปรอิสระที่
ซ ้ ากนัคือ ตวัแปร A_07, A_18, A_19, A_20, A_21 และ A_28 กล่าวคือ ตวัแปรอิสระดงักล่าวส่งผล
ต่อคุณภาพของฮาร์ดดิสกใ์นกระบวนการทดสอบ 
โดยสรุปแลว้งานวจิยัน้ีบรรลุวตัถุประสงคด์งักล่าวแลว้ในบทที่ 1 หวัขอ้ที่ 1.2 
 
5.2 ข้อสังเกต 
เม่ือไดผ้ลสรุปของตวัแปรที่ส่งผลต่อคุณภาพของฮาร์ดดิสก์จากตารางที่ 5.1 แลว้ ผูว้ิจยัได้
ท  าการกรองขอ้มูลของตวัแปรแต่ละตวั ซ่ึงลกัษณะของขอ้มูลคือ ตวัแปร A_07 มีค่าของตวัแปรเพียง 
2 ค่านัน่คือ 1 และ 2 เม่ือท าการเลือกค่าตวัแปร A_07 มีค่าเท่ากบั 1 จะส่งผลใหคุ้ณภาพของฮาร์ดดิสก์
มีค่าเป็น 0 กล่าวคือ ไม่ผ่านกระบวนการทดสอบคุณภาพ แต่หากตวัแปร A_07 มีค่าเท่ากับ 2 จะ
ส่งผลให้คุณภาพของฮาร์ดดิสก์มีค่าเป็น 1 กล่าวคือ ผ่านกระบวนการทดสอบคุณภาพ ใน
ขณะเดียวกนัตวัแปร A_18 มีค่าของตวัแปรเท่ากบั 1, 2 และ 3 เม่ือท าการเลือกค่าตวัแปร A_18 มีค่า
เท่ากบั 2 หรือ 3 จะส่งผลใหคุ้ณภาพของฮาร์ดดิสกมี์ค่าเป็น 0 กล่าวคือ ไม่ผา่นกระบวนการทดสอบ
คุณภาพ แต่หากตวัแปร A_18 มีค่าเท่ากบั 1 จะส่งผลให้คุณภาพของฮาร์ดดิสก์มีค่าเป็น 1 กล่าวคือ 
ผา่นกระบวนการทดสอบคุณภาพ ซ่ึงสามารถสรุปดงัตารางที่ 5.2 
 
 
ล าดบัที ่ Mutual Information Logistic Regression 
1 A_01 0.009519488 A_28 39605.021 
2 A_07 0.009519488 A_20 39605.013 
3 A_16 0.009519488 A_07 39605.013 
4 A_18 0.009519488 A_21 39604.987 
5 A_19 0.009519488 A_19 39604.987 
6 A_20 0.009519488 A_18 35794.883 
7 A_21 0.009519488 C_37 4322.440 
8 A_22 0.009519488 C_38 2202.393 
9 A_28 0.009519488 C_33 1804.469 
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ตารางที่ 5.2 ผลสรุปเม่ือท าการเปล่ียนค่าของตวัแปรอิสระ ซ่ึงจะส่งผลต่อคุณภาพของฮาร์ดดิสก ์
ตวัแปรอิสระ ค่าของตวัแปร คุณภาพของฮาร์ดดิสก ์
A_07 1 ไม่ผา่นกระบวนการทดสอบคุณภาพ 
2 ผา่นกระบวนการทดสอบคุณภาพ 
A_18 1 ผา่นกระบวนการทดสอบคุณภาพ 
2 ไม่ผา่นกระบวนการทดสอบคุณภาพ 
3 ไม่ผา่นกระบวนการทดสอบคุณภาพ 
A_19 1 ผา่นกระบวนการทดสอบคุณภาพ 
2 ไม่ผา่นกระบวนการทดสอบคุณภาพ 
A_20 1 ไม่ผา่นกระบวนการทดสอบคุณภาพ 
2 ผา่นกระบวนการทดสอบคุณภาพ 
A_21 1 ผา่นกระบวนการทดสอบคุณภาพ 
2 ไม่ผา่นกระบวนการทดสอบคุณภาพ 




1) งานวิจัยน้ีศึกษาค่าความสัมพันธ์ของตัวแปรต่าง ๆ ที่ ส่งผลต่อคุณภาพของ
ฮาร์ดดิสก ์งานวจิยัต่อไปควรมีการศึกษาควบคู่กบัการพยากรณ์คุณภาพของฮาร์ดดิสก ์ เพือ่เช็คความ
แม่นย  าวา่ตวัแปรอิสระที่ค  านวณไดส่้งผลต่อคุณภาพของฮาร์ดดิสกม์ากนอ้ยเพยีงใด 
2) วิธีการที่น าเสนอในงานวิจยัน้ี มีรูปแบบการใช้งานง่าย แต่ควรพิจารณาเง่ือนไข
และ ขอ้จ ากดัต่าง ๆ ของขอ้มูลที่จะน ามาใช ้
3) โปรแกรม R เป็นโปรแกรมที่เหมาะแก่การวิเคราะห์ขอ้มูลมากกว่าโปรแกรม 
SPSS® เน่ืองจากเป็นโปรแกรม Open Source Software สามารถใชไ้ดฟ้รี แต่มีความยุง่ยากในการ
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รูปที่ ก.3 แถบดาวน์โหลดโปรแกรม R ส าหรับระบบปฏิบตัิการ Windows 
 


















5) คลิก Download R 3.4.0 for Windows 
 
 
รูปที่ ก.5 แถบดาวน์โหลดโปรแกรม R 
 
6) เม่ือ Download เสร็จสมบูรณ์ ท าการติดตั้ง โดยการ RUN โปรแกรม โดยโปรแกรม R 
จะเลือกระบบที่เหมาะสมกบัคอมพิวเตอร์ แต่เพือ่ความมัน่ใจ สามารถเลือกไดว้า่ จะใชร้ะบบ 32 bit 


















































8) เลือกเคร่ืองหมายถูกหน้าช่อง Save version number in registry และ Associate R with 
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