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Если класс Фиттинга 𝔉 таков, что 𝔉 = LR𝜔(𝑓) для некоторой функции 𝑓 вида (*), то 𝔉 называется  
𝜔-локальным классом Фиттинга с 𝜔-локальной Н-функцией 𝑓 (см. [3]). Всякий класс Фиттинга считается 
0-кратно 𝜔-локальным, а при 𝑛 ≥ 1 класс Фиттинга называется 𝑛-кратно 𝜔-локальным, если 𝔉 = LR𝜔(𝑓), 
где все непустые значения H-функции 𝑓 являются (𝑛–1)-кратно 𝜔-локальными классами Фиттинга. Класс 
Фиттинга называется тотально 𝜔-локальным, если он 𝑛-кратно 𝜔-локален для всех натуральных 𝑛. 
Пусть L – решетка с нулём. Тогда элемент 𝑎* называется псевдодополнением элемента 𝑎 (∊ L), ес-
ли из 𝑎 ˄ 𝑎* = 0 и 𝑎 ˄ 𝑥 = 0 следует 𝑥 ≤ 𝑎*. Решетка с нулем называется решеткой с псевдодополнения-
ми, если каждый её элемент обладает псевдодополнением. Дистрибутивная решетка с псевдодополнени-
ями, каждый элемент которой удовлетворяет тождеству 
𝑎* ˅ (𝑎*)* = 1, 
называется стоуновой решеткой. 
Пусть 𝔉 – 𝑛-кратно 𝜔-локальный (тотально 𝜔-локальный) класс Фиттинга. Тогда символом   
 (𝔉) 
(  
 (𝔉)) обозначается решетка всех его 𝑛-кратно 𝜔-локальных подклассов Фиттинга (решетка всех его 
тотально 𝜔-локальных подклассов Фиттинга соответственно). 
Теорема 1. Пусть 𝔉 – 𝑛-кратно 𝜔-локальный класс Фиттинга. Тогда и только тогда решетка   
 (𝔉) 
стоунова, если 𝔉 ⊆ 𝔑. 
Теорема 2. Пусть 𝔉 – тотально 𝜔-локальный класс Фиттинга. Тогда и только тогда решетка   
 (𝔉) 
стоунова, если 𝔉 ⊆ 𝔑. 
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Как в жизни отдельного человека, так и в повседневной деятельности организаций принятие ре-
шений является важнейшим этапом, который определяет их будущее. Человек выбирает профессию, 
друзей, работу, дом и многое другое, причем история его жизни есть последовательность удачных или 
неудачных решений. 
Для подавляющего большинства решений, принимаемых человеком, нельзя точно рассчитать и 
оценить последствия. Можно лишь предполагать, что определенный вариант решения приведет к 
наилучшему результату. Однако, в некоторых случаях, определить какой вариант приведет к наилучше-
му решению, все-таки можно. Задачи принятия решений чрезвычайно остро стоят перед работниками 
управления, экономистами, финансистами, социологами, политиками, консультантами, оценщиками, 
работниками здравоохранения, военными, психологами, работниками социальной сферы, научными ра-
ботниками. Они, как правило, стоят перед выбором наилучшего решения из множества существующих 
альтернатив: наиболее безрискового, дешевого, качественного и т.д. 
Результаты и их обсуждение. Рассмотрим задачу о покупке автомобиля.  
Пусть имеется 5 альтернатив – автомобилей (Lada Niva, YAZ Patriot, Nissan Navara, Toyota Land 
Cruiser, Mitsubishi L200) и 4 критерия – характеристик автомобиля (цена, комфортность салона, внешний вид, 
максимальная скорость). Требуется выбрать автомобиль для покупки, руководствуясь четырьмя критериями. 
Решим задачу методом максиминной свертки [1]. Для этого необходимо: 
1. Определить условные значения критериев для каждой альтернативы экспертным методом. 
2. Построить весовые коэффициенты β1 ;…; βm для каждого критерия методом экспертных оценок 
при помощи парных сравнений. 
3. Рассчитать критерий согласованности экспертов.  
4. Вычислить наилучшую (оптимальную) альтернативу а* методом максиминной свертки. 
Рассмотрим алгоритм решения задачи более подробно. 
Пусть n – количество критериев, m – количество альтернатив, k – количество экспертов. 
На первом этапе алгоритма строим матрицу B оценки важности критериев и матрицы оценки кри-
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Таблица 1 – Оценки экспертов 
 
Матрица оценки важности 
критериев, В 
Матрицы оценки критериев по альтернативам 
А1 А2 … Am 





На втором этапе находим векторы весовых коэффициентов критериев. 
Для этого по данным матрицы оценки важности критериев В находим среднее значение важности 
каждого j- го критерия: 
. 
Затем формируем матрицу парных сравнений А с элементами  аij: 
, 
суммируем элементы матрицы парных сравнений по строкам: 
, 
нормируем аi так, чтобы их сумма была равна 1: 
 
Вектор  (β1 ;…; βm ) – искомый вектор весовых коэффициентов критериев. 
На третьем этапе вычисляем коэффициент согласованности экспертов по формуле: 
. 
При удовлетворительном значении коэффициента W (0,5≤W≤1) переходим к следующему этапу 4. 
Если значение коэффициента W не попадает в указанный диапазон, то мнения экспертов не согласованы, 
необходима дополнительная процедура оценки критериев. 
На четвертом этапе сначала определяем векторные оценки качества конкретного критерия для 
каждой из альтернатив: 
 
Для этого по элементам матриц A1–Am таблицы 1вычисляем векторные оценки: 
 
Затем рассчитываем наилучшую альтернативу а* методом максиминной свертки по формуле: 
, 
где βi – вектор весовых коэффициентов важности критериев.  
В результате расчетов, проведенных по описанному алгоритму, было получено , мак-
симум достигся по пятой альтернативе: следует покупать автомобиль Mitsubishi L200.  
Заключение. Таким образом, рассмотренный метод позволяет выбрать наилучшее решение, руко-
водствуясь оценками экспертов. 
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