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Tyan and Thomas (J. Mzcltiwariate Anal. 5 (1975), 227-235), have given a 
characterization of a class of bivariate distributions which yields, as a special 
case, a characterization of a class of bivariate Poisson distributions. In this 
paper we develop an analogous characterization of a class of bivariate Poisson 
processes and give some properties and examples of such processes. 
1. INTRODUCTION 
One class of bivariate Poisson distributions with fixed marginals can be 
constructed in the following way. Let U, V, and W be mutually independent 
Poisson random variables with respective means V, ,u, v. Then (X, Y) where 
X=U$V, y=v+w 
has a bivariate Poisson distribution with probability generating function (p.g.fn) 
exp{& - 1) + &s2 - 1) + v(s2 - 1)) 
= exp{(v + d(sl - 1) + (v + p),)(s2 - 1) + p(sl - l)(s2 - 1% s,, s2 E [o, 11. 
Let h = v + p and take K to be any distribution function on [O, A]. Then it is 
clear that 
is a p.g.fn. By this means, as K varies, we obtain a class of bivariate distributions 
whose marginal distributions are specified, and in fact identical, Poisson distribu- 
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tions. Although it is possible to drop the assumption that the marginals are 
identical, we have chosen, for ease of exposition, to start with this simple case. 
Let IR be the real line and Z, = (0, 1,2,...}. Denote by {c~(x; h): n E Z,} the set 
of Poisson-Charlier polynomials which can be regarded as given by the respective 
coefficients of run/n! in the generating function (cf. Meixner [8], Lancaster [6]) 
e-““(1 + zu)“, xc.&, WER. 
These polynomials satisfy the orthogonality conditions 
b(c,(X, A) c,(X; A)} = 6&a! A”, m,nEG, (2) 
where 6 denotes the usual Kronecker delta and X is a Poisson random variable 
with mean h. For (X, Y) having the mixed Poisson distribution defined by (1) 
above it is straightforward to show that 
6{c,(X, A) c,(u; A)} = 6,,n! I * pn dK(p), m,neE,. 0 
One can deduce from Theorem 2 of Tyan and Thomas [12] that if (X, Y) has a 
bivariate Poisson distribution with mean (A, X) and 
d{c,(X, A) c,(Y; A)} = 6,,n! u, , m,nEG, 
then 
where K is the distribution function of a probability distribution concentrated 
on [0, A]. 
In Section 3 we give an analogous characterization for a class of bivariate 
point processes having specified Poisson distributions for the marginal processes. 
Some preliminary results, including a minimal background on point processes 
and random measures, are presented in Section 2. The final two sections consider 
briefly some further properties and examples. 
2. NOTATION AND PRELIMINARY RESULTS 
By a bivariate point process we mean a pair of not necessarily independent 
point processes N,(.), N,(.) on R. We assume that N1(.) and Na(.) have been 
defined on a common probability space. For general background refer to Cox and 
Lewis [l], Daley and Vere-Jones [2], and Kallenberg [3]. 
683/8/3-4 
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A convenient tool for dealing with univariate point processes is the probability 
generating functional (p.g.fl) discussed by Westcott [13]. For bivariate point 
processes a similar approach is useful. We define (cf. [9]) the joint probability 
generating functional of Nr( .) and N,( .) by 
where the two inner integrals are taken over R, and t1 , Es range over a suitable 
class of functions. 
Let I’ denote the class of measurable functions which map R! -+ [0, l] and 
vanish outside some bounded interval. In addition, let V, be the subclass of V 
consisting of all simple functions i.e. finite linear combinations of indicator 
functions, 1s , of pairwise disjoint sets B ~.5@!, the collection of all bounded 
Bore1 sets of R. By straightforward extension of Westcott’s results it can be 
shown that the joint p.g.fl G[[, , [a] of N1(.) and iv,(.) is well defined if 1 - [r 
and 1 - t2 E I’. Further, it can be shown that the joint p.g.fl uniquely determines 
and is determined by the joint distribution of N1(.) and Ns(.). In particular, 
it is easy to see that the p.g.fns of the finite-dimensional distributions of Ni(.) 
and Ns( .) can be recovered from G[5; , [,I by taking I - tr and 1 - 5, E V, . 
Now denote the p.g.fl of JVi(.) by G&5], i = 1,2. Then it is almost obvious 
that 
(a) Gi[5;1 = G[[, , l] and Gs[t,] = G[l, t,] where 1 denotes the constant 
function which takes the value 1 everywhere; 
(b) G[t,, &I = GM GLLI, 1 - tI , 1 - 6, E v ifi %(.I and X4.1 are 
independent point processes; and 
(c) G&J G,[t] is the p.g.fl of the superposition N(.) = Nr(.) + Nz(.) 
whenever N1( .) and Ns( .) are independent processes. 
This latter result has an obvious extension to comonentwise superpositions 
of bivariate point processes. 
Given a (nonnegative) measure II(.) defined on the Bore1 sets of R and locally 
finite (i.e. A(B) < co, VB ES), a Poisson (/1) process, i.e., a Poisson process with 
mean measure A(.), can be defined by the p.g.fl 
exp [J [t(t) - 11 n(dtl,/ , 1 - k E V. (3) 
In this paper we aim to study a special class of bivariate point processes whose 
marginal processes NJ.), N,(.) are identically distributed Poisson (/1) processes. 
For m E N = {I, 2,...) denote 
4n = {(A, >-.., A,): each Ai E g and Ai n Ai = 4, i # j} 
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and set & = u .Se, where the union is over all m E N. For fixed m E N let 
a = (A, ,..., A,) E J& , OL = ((pi ,..., ol,) E Z+m and suppose that N(.) is a 
Poisson (A) process. A complete orthogonal set of functions from L2(F,), the 
space of functions square integrable with respect to the finite-dimensional 
distribution, F, , of N(A,) ,..., N(A,), is 
1 
X,(a) ; X,(a) = fi c,,(N(Ai); A(A,)), a E d’, ) a E z+m . 
i=l 1 
Clearly for each a E J& , N(A,),..., N(A,) are mutually independent and hence 
for all 01, j3 E Z,“. 
Now suppose that the functions of (X,(a): a E J&, , OL E Z+m, m E lV) are 
constructed from Nr( .) while a second similar set { Ya(u): a E &m , /I E Z+m, m E N} 
is constructed from N,(.), where NJ.) and N,( .) are identically distributed, but 
not necessarily independent, Poisson (/1) processes. It is routine to show that the 
function 
8 fi [e-W(4)(l + Ws)Nd4) e-w’(4’(l + Zi)Nd4) 
! 1 
wi , xi E b-8, i = l,..., m (5) 
generates &(X,(u) YB(u)} as the coefficient of 
in its power series expansion. Such an expansion is always possible since, by the 
Cauchy-Schwarz inequality and (2) above, 
If we now let 
(6) 
(7) 
384 GRIFFITHS AND MILNE 
and restrict attention to -qr , --us E V, then the generating function (5) can be 
expressed as 
For each a E -Pe, , let R(a) denote the matrix (&(X,(a) YB(a)}) where the 
subscripts OL, /3 E Z+” are arranged in (say) dictionary order. 
LEMMA 1. A bivariate Poisson process with identically distributed marginals is 
uniquely determined by the mean measure A(*) of its murginals and the set of matrices 
{R(a): a E -Qe}. 
Proof. If 1 - [r , 1 - [a E V, then for some m E N there is a representation 
where (A, ,..., A,)Es-& and each wjr z~E[--l,O]. Placing or = t1 - 1, 
77% = 5s - 1 in Q gives an obvious one-one correspondence with the p.g.fl 
via (8). 
A point process N( .) can be regarded as a E, or + co valued random measure. 
We shall need also the more general concept of a random measure (Kallenberg [3]) 
which is nonnegative but not necessarily integer-valued. For a given random 
measure, p( .), a Cox process N( .) directed by p( .) (sometimes called a doubly 
stochastic Poisson process) is simply a Poisson process whose mean measure is 
the random measure p(.) (cf. [3, p. 81). The p.g.fl of IV(.) is then easily seen to be 
8 [exp 1 [S(t) - 11 p(dt)l , 1 - 5 E V. (10) 
3. MAIN RESULTS 
THEOREM. For a bivariate process whose marginal processes NI( .) and N,( .) are 
Poisson (A) processes, the following are equivalent: 
(A) Va E -c4, R(a) is a diagonal matrix; 
(B) 3@: V--+ K! such that for 1 - 4, , 1 - [a E V 
GE5 , &I = (35 > 11 ‘3, &I @P((& - l)(& - 1)); 
(C) there is a representation of the form 
NJ.1 = Ml(.) + J&i.), Nd.1 = J&i.) + JC4.h (11) 
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wh@e J&t*), J&(-h SC.1 are mutually independent Cox processes driven by the 
respective random measures 
where CL(.) < A( *) with probability one and V( .) = A( .) - p( *). 
The joint p.g.fl is then 
& [exp Ij (51(t) - 1) v(dt) + l Mt) 52(t) - 1) M) + j (Es(t) - 1) GO/] 
= exp Ij- W> - 1144 + j. kYt) - 1144j 
x 8 [exp f/ (5&) - l)t&(t) - 1) s(dt)/] 9 
1 -El, 1 - [a E V. (12) 
The following result provides the key for proving the difficult step ((A) =G= (C)) 
in the above theorem. It is obviously the (Poisson) point process analog of results 
of Tyan and Thomas [12] and unpublished work of Wood [14]. 
LEMMA 2. Consider a bivariate process whose tnarginals are Poisson (A) 
processes. Suppose that for given m E N and a E AZ& the matrix R(a) is diagonal. 
Then {e,: (Y E Z+m}, where 
e, = fi (ai!) [ 1 -’ b{&(a) Y,(a)} 1 
is the moment sequence of a probability distribution on 
(13) 
j; LO, 441. 
Proof. For convenience let 
xi = w%), yi = %!(A,), hi = A(&), i = 1, 2 ,..., m. 
Consider Q , Q of the form (7) above and such that -ql, -Q E I’, . Then, 
by hypothesis, 
Qh ,A = c (fi Cw4%!) ear 
a i=l 
where the summation is taken over all (Y E Z+m and the series is absolutely 
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convergent by virtue of (12) and (6). Hence, with E1 = I -I- 71 , 6, 
find the joint p.g.fl is 
G[& , [,I = exp ‘f (wi + z,)hi( Q[l - [r , 1 - &] 
11 I 
and so 
1 + ye we 
(14) 
Now observe that for i = 1, 2,..., nz 
fY{ePiAi( 1 -t &)“( 1 + wi)“<} = exp{h,wi(l + &)}, 
and thus, by equating coefficients of &” on both sides, 
&{clc(Xi; hJ(1 + wi)‘“> = eAiWi(hiwi)‘, 
Since X,(a) = IJy c,<(Xi; Ai) we deduce 
with an analogous result involving Ya(a). These results together with (14) show 
that the conditional probability generating function(a1) of NI(.) given YI = 
y1 ,.'., Y, = ynl is, for [I as above, 
G[E, I yl ,..., yml = exp 1; h,w,l ; [l) (wilU% !] ear&) (16) 
where if ny hi = 0 we interpret (ny Qai) e, = 0. 
The generating function for the Poisson-Charlier polynomials yields (cf. [8]) 
minh.Y) 
c,(y; A) = n! 2 (3 ) (-v-j/k - iY 
and so 
m1nh.r) 
I Cn(Yi XII < n! c 
y”h”-j 
j=o .P(n - j)! 
e (Y + 4”. (17) 
By using the inequalities (17) and 
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the series (16) can be seen to be absolutely convergent for each fixed y, and [, 
as above. 
Let R, = [0, m). For y > 0 consider the Laplace transform L&U), u E R+m 
of &lY,..., X,/y given Yr = y,..., Y, = y. In fact with 5, as above and 
wi = exp{--u,/y) - 1, i = I,..., m, we have 
We shall investigate the limit as y -+ co of L,(U). 
Since cle(y; hi) is a polynomial of degree k in y with leading coefficient unity 
[expl--llily) - l]%(y; hi) -+ Uik, kFZ+, ui~[W+, 
as y + co. The inequalities (17) and 1 wi 1 < ui/y show that the general term in 
the series expansion of L,(u) is bounded in absolute value by 
provided y > 1. Thus the sequence of terms in the expansion of &(u) is bounded 
uniformly for y > 1 by a summable sequence. The dominated convergence 
theorem now yields 
The limit function is continuous at u = 0 since the series converges absolutely 
(at least) for all u E R, m. By the continuity theorem for Laplace transforms (see, 
for example, [3, p. 921) th e 1 imit is the Laplace transform of a probability distribu- 
tion which clearly must be concentrated on R+m and have moments 
Since 1 e, 1 < ny ,4fi this distribution must in fact be concentrated on [0, I]“. 
A change of scale now yields an m-variate distribution, K, say, which is con- 
centrated on 
m 
and such that for each 01 E Z+* 
m 
e, = sn VP dK,(v, ,..., v,J, 1 (18) 
thus completing the proof of the Lemma. 
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Proof (of Theorem). The result (C) * (B) is obvious. 
For(B)=>(A)fi~mEl+JandaE.M,~, and take Q ,7/a of the form (7) with 
-711, -7, E V. Then 
Clearly the off-diagonal coefficients in this generating function are all zero and 
the same result will follow for any m E N and a E -c4, . 
The proof that (A) * (C) is not so easy, but the crux of this has already been 
obtained as Lemma 2. Substituting (18) in the expression (14) for the joint 
p.g.fl we find 
The discussion so far has all assumed that a E & and hence fI , 4s (with 
-71 = 1 - & > - 7s = 1 - [s E V, and of the form (7)) have been fixed. 
Clearly each a E & will give rise to a corresponding probability distribution K, 
on Xy [0, hi] and these distributions must be consistent in the sense of 
Kolmogorov. By a standard argument (cf. Nawrotzki [IO] for point processes), 
one can extend the collection {K,: a E &} to a collection 
of probability distributions in such a way that consistency is preserved and 
condition (i) of Theorem 5.4 in Kallenberg [3] is satisfied. Condition (ii) of this 
theorem follows from the observation that (with a slight abuse of notation) KA 
is concentrated on [O, d(A)], which, for A, , A, ,... E .%Y with A, 4 4, yields for 
each o > 0 
K&9 - 1 
as n + co. We can thus apply Kallenberg’s theorem and assert the existence 
of a random measure cc(.) having the Kb as its finite-dimensional distributions. 
Uniqueness follows from Theorem 3.1 in the same work. (Note: Conditions (i), 
(ii) of Kallenberg’s theorem essentially ensure, respectively, that with probability 
one p is finitely additive and continuous at +. In order to avoid introducing 
further notation we shall not state either the theorem or these conditions 
explicitly.) 
Our proof is completed by noting that with a E R& and for 1 - 5, , 1 - & E V, 
of the form (9) the expression (12) reduces to (19) above. Thus the process we 
have constructed has the same finite-dimensional distributions as the process 
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specified at (11) and hence by a further application of the uniqueness theorem 
must be (distributionally) the same process. 
Remark. In fact (14) and (19) are expressions for the so-called factorial 
moment generating function of N,(A,),..., Nr(A,), Ns(Ar),..., N&4,). 
COROLLARY 1. Suppose that NI( .) and N,( .) h me the structure specified at (11). 
Then for (A, ,..., A, , BI ,..., B,J E a?’ 
%(4),.-v NG%J> ~2(%-9 ~2(&) 
are mutually independent. 
Proof. Consider 1 - 5, , 1 - 5, E V, with 
El = 1 + 2 WilAi I 52 = 1 + f  dB$ * 
1 1 
Since A, ,..., A, , BI ,. .., B, are pairwise disjoint ([r - l)(& - 1) = 0. The 
result is now obvious from the form (12) of the joint p.g.fl. 
COROLLARY 2. Consider processes IV,(.), IV,(.) constructed us at (11). For 
a E.&,, let Xi = A(AJ, i = l,..., m, undp(x, y) = P{~l(4) = xi , N,(A) = yi , 
i = 1, 2,..., m}, x, y  E Z+W. If Ca err ny XT”i < 00, or equivalently if 
&[@J,..., @m)I-1> -=c w, (20) 
then 
p(x, y) = !I) (e-2”*hf*+Yd/xj! yj!) 111 + G [Q (A;2”s/aj!)] e,x,(u) ya(u)/ (21) 
where the summation is over LX E Z+gn - (0) and the series is pointwise convergent. 
Proof. We first show that the series is pointwise convergent. By nonnegativity 
of the terms in the expectation ~{Yo(u)z} and (4) 
Using this inequality, and a similar bound for [x;(u)]s, we find that the modulus 
of the right-hand side of (21) is less than or equal to 
I 
m  
II 
m  
n (e-2at hT‘+wi/xj! yi!)l12 1 + C e, n &“t . 
1 a 1 I 
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Clearly the last factor of this expression is equal to 
d‘ ji’i (1 - y-‘I - (fj h;l) d{(X, - &&))-I; 
1 
,,I 
= r&l 6‘ /fj [“(Ai)]-lj . 
i 1 
i 
1 
Thus (21) is pointwise convergent whenever (20) is satisfied. 
It remains to show that (21) is an expansion of the stated probability distribu- 
tion. From (14), (15) and the corresponding expression involving Y,(u) we deduce 
that 
where the summation is over a! E .Z+m, is an expression for the factorial moment 
generating function of this distribution. An application of Fubini’s theorem, 
valid because of the already noted absolute convergence of the series in (14), 
shows that this is in fact equal to 
;; fj Kl + Wi)““(l + 4”“l 
x f (e-2Ai Xy+“‘/xi! yi!) C fi (Ai2at/ai!) e,x,(a) ye(u). 
‘2 1 
Hence, since e,, = 1, we have shown that the right-hand side of (21) is a proba- 
bility distribution on Z;m and must in fact be the distribution given by p(x, y) 
for x, y E Z,“. 
Let a = (A, ,..., A,) E &, . Then, in the terminology of Lancaster (see, for 
example, Lancaster [5, p. 931) the set of canonical variables of{N,(A,),..., Ni(A,)}, 
W2(4),..., JJ2b4,)l is 
while the set of canonical correlation coefficients is 
Notice that in the above corollary we have avoided the conventional approach 
(cf. [5, Chap. 6]), which would yield (at least initially just) a mean-square 
expansion for the probability density, in favour of an approach which yields 
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directly an expansion which is in fact pointwise convergent. In order to achieve 
this convergence we have, however, needed to assume that Cm e, I-J: A;“i < CO, 
as opposed to the weaker so-called +boundedness condition, [5, p. 881, viz., 
zU e,” ny h;2ac < co, under which a mean-square expansion could be obtained. 
If  the marginal (Poisson) processes are not identically distributed but have 
respective mean measures Al(.), A,(.) then following through a proof similar to 
that of Lemma 2 gives 
m 
e, = m wy dK,(w, )...) wm) 1 
where K, is concentrated on XT [0, n], and yi < [A,(&) Aa(~&)]l/~ i = 1,2,..., m. 
The only difficulty in extending the proof to the case of non-identically distri- 
buted marginals lies in showing that in fact yi < min(A,(AJ, A,(&)), 
i = 1, 2 ,..., m. 
Denote y  = n, 0, = A,(A,), e2 = A,(&) and G(v) = &(er, y2 ,..., y,,J. 
From an expression similar to (19) the p.g.fl of (N,(A,), iV,(A,)) is obtained as 
s ’exd(4 - 4h -1) +(0, - w)(s2 - 1) +4v2 - 1)) dG(w). 
0 
The conditional p.g.fn of N,(A,) given N,(A,) = K is 
P(s; k) = sy exp{(& - ZI)(S - l)}[l + (sl - 1) r.+,]* dG(n), ISI <l* 
0 
Hence 
P(-1; k) = 1’ exp{-2(8, - ~)}[l - 2n/e,]” ~G(v). 
0 
I f  n > 0, then 1 - 2v/e2 < - 1. Thus, if there exists a 0 E (0, , y) such that 
G(r) > G(B), then 1 P(-I ; K)j -+ co as K + CO. Since this contradicts 
) P(-1; K)I < 1 we must have y  < min(0, , 0,). 
4. FURTHER PROPERTIES 
From part (C) of our main theorem it is clear that many properties of the 
bivariate Poisson processes there considered will flow from corresponding 
properties of Cox processes. For example, the following result can be proved 
by appealing to Satz 5.6.10 of Kerstan, Matthes, and Mecke [4]. We prefer, 
however, to outline a proof based on the techniques of this paper. 
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PROPOSITION 1. Suppose that Nl( .) and N,(.) have the structure (1 I). The 
random variables of the set 
are mutually independent for all choices of a = (A, ,..., A,) E & if f  the random 
measure p( .) has (mutually) independent increments. 
Proof. For & , &a of the form (9) with 1 - [I , 1 - la E V, we deduce easily 
from (19) and the independent increments property of /-L( .) that 
G[& , fJ = fi (31 + =iLi, 1 + ~AJ- 
1 
Conversely, if (N,(A,), N,(A,), i = I,..., m} is a set of mutually independent 
random variables then for each 01 E Z,” 
= fi b{p(Ai)“‘}. (22) 
1 
Since the distribution of p(AJ,..., p(A,) is concentrated on a bounded set, the 
joint moments uniquely determine this distribution. Hence, using (22) we 
conclude that p(A&..., p(A,,J are mutually independent. 
PROPOSITION 2. Suppose that At,(.), IV,(.) h ave the form specified at (1 I) with 
A(A) = h 1 A 1, where 1 - 1 denotes Lebesgue measure. Let At = {u : u + t E A}. 
Then 
P{N,(A,t) = xi, N,(A,t) = yi , i = l,..., m} 
= P{N~(Ai)=xi,iV2(Ai)=yd,i= l,...,m}foralZx,y~Z+~,t~R (23) 
for such a E 5;4, s#p( .) is (strictly) stationary of order m. 
Proof. If (23) is satisfied then in an obvious notation 
~PGW) Y&“)> = ~W&) Y&N 
for each t E R. Hence, 
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i.e. CL(.) is weakly stationary of order m. Strict stationarity of order m is then 
a consequence of the moments determining the distributions (as in Proposition 1). 
The converse is immediate from the form of the p.g.fl for 1 - [I , 1 - Es E V, . 
Alternatively, this result can be viewed as a consequence of stationarity 
properties of Cox processes. 
A point process N( .) is said to be simple (cf. [3, 41) when N((x}) < 1, Vx E R 
with probability one. We call a bivariate point process marginally simple when 
both its marginals are simple, and strongly simple when the superposition of its 
marginals is a simple point process. By [4, result (5.6.5)], a Cox process driven 
by the random measure p( .) is simple i f f  with probability one p( *) has no atoms. 
From this we can deduce the following result. 
PROPOSITION 3. A bivariate Poisson process with p.g.fl of the form (12) is 
marginally simple but not necessarily strongly simple. 
It is obvious from the form of the p.g.fl(l2) that the (componentwise) super- 
position of two independent bivariate processes of this form will be another such 
bivariate Poisson process. For the behaviour of the class of such processes under 
thinning (cf. [3, p. 91) we have 
PROPOSITION 4. Suppose that N,(.), N,(.) h ave the structure specified at (11). 
I f  the two processes are independently p-thinned, i.e. the unit atoms of Nl( .) and the 
unit atoms of N,( .) are deleted independently with probability 1 - p each, then the 
thinned process retains the form (12) for its p.g.fl, but (in an obvious notation) with 
4.1 = ~4.1 and&.) = ~“4.). 
Proof. I f  Nr(.) and N,(.) have joint p.g.fl G[[, , t,] then the p.g.fl of the 
thinned process is 
(31 + P(& - 11, 1 tpg, - l)]. 
The new measures A,( .) and pcLD( .) are then easily identified from (12). 
PROPOSITION 5. Suppose that N,(.), N2(.) h ave the form specz$ed at (11). Then 
the conditional p.g.fl of N1( .) given a realization n2(.) of N,(+) is 
GE In2(*>l = 6 [exp 1, (E(t) - 1) 44 
+ 1 log [l + (5(t) - 1) &] n2W/] j 1 - 4 E V, (24) 
where dp/dA is the Radon-Nikodym derivative of p with respect to A. 
Proof. Since CL(.) < A(.) with probability one we find that 
1 + (t(t) - 1) $ E v 
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with probability one whenever 1 - 5 E V. A routine calculation now shows that 
is identical with (12) for 1 - e, , I - t2 E V. 
5. EXAMPLES 
EXAMPLE 1. If  ,.L(.) = Ztl(.) where 2 is a random variable in [0, 11, then the 
p.g.fl(l2) becomes 
G[S, , iSI = G[& > 11 G[l, 5,l.f (j &@> - 11&2(t) - 1149) 9 
1 - 51, 1 - 5, E v, (25) 
wheref is the moment generating function of 2. In this case 
EXAMPLE 2. An interesting stationary Markov process, a realization of which 
is a sequence of Poisson process realizations, can be constructed basing the 
transition distributions on the p.g.fl (24). Define a sequence of Poisson (A), 
processes Art,(.), N,(.),... by the conditions: 
(i) for each a E&‘, (Nj(A1),..., Nj(A,): j E X,} is a vector Markov process; 
(ii) the “transition” p.g.fl of N,+r( .) given a realization Nj(.) = n(.) is 
6 [exp I(1 - Z) j (5(t) - 1) 44 + j k[l + (t(t) - 1)zl N4/] , 
1 - 5 E v, (26) 
where 2 is a [0, II-valued random variable. 
A straightforward induction proof will show that the p.g.fl of Nj(.) given a 
realization N,,( .) = n(.) is of the form (26) with 2 replaced by a product 
-ws ... Zj of mutually independent, identically distributed random variables 
each having the same distribution as 2. The joint p.g.fl of Nj(.) and N,,(.) is 
of the form (25), wherefis the moment generating function of Z,Z, ... Zj . 
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