Abstract. In this paper we introduce a modification of the third order Runge-Kutta method based on a convex combination of Lehmer means. The error of this method is also presented. The stability of this method is similar to the stability of third order Runge-Kutta method based on arithmetic mean. We end the discussion with two numerical examples to justify the effectiveness of the method.
Introduction
We consider the first order initial value problem (IVP) in the form of Y (t) = f (t,Y (t)), t 0 ≤ t ≤ b,
where Y (t) is the exact solution, and f (t,Y (t)) is a continuous function in the domain D containing a point (t 0 ,Y 0 ). In the autonomous form, IVP (1) can be written as
The numerical solution y(t) of the problem (1) is found in the following set of discrete points:
The distance between these points denotes by h, so it can be written as t n = t 0 + nh, n = 0, 1, ..., N.
The notation for numerical solutions at the n-th point is denoted by y(t n ) = y h (t n ) = y n , n = 0, 1, ..., N.
There are several numerical methods that can be used to solve the problem (1) . One of which is the Runge-Kutta method. Evans [6] presents the third order Runge-Kutta method with the following formula:
where
The equation (3) is also called the third order Runge-Kutta method based on arithmetic mean
Arithmetic mean is one form of the Lehmer mean. In his research, Lehmer [7] explains that for (v, w) > 0 and p ∈ R, the formula of Lehmer mean is given by
The Lehmer mean with p = 1 is the arithmetic mean, the Lehmer mean with p = 0 is the harmonic mean and the Lehmer mean with p = 2 is the contraharmonic mean.
Several modifications of the third order Runge-Kutta (RK3) method are the RK3 method based on the harmonic mean [12] , the RK3 method based on geometry mean [6] , the RK3 method based on the contraharmonic mean [1] , and RK3 methods based on a linear combination of the arithmetic, harmonic, and geometric means [14] .
In this article we present the RK3 method based on a convex combination of the Lehmer means with the value p = 0 and p = 3 (RK3L). In section 2, the derivation of RK3L is presented and local truncation error as describe in section 3. The stability analysis for the proposed method is described in section 4. We end the presentation by numerical comparisons using two problems.
For (k 1 , k 2 ) > 0, the convex combination formulas of Lehmer means with p = 0 and p = 3 (CCL) is as follows
and CCL formula for (k 2 , k 3 ) > 0 is given by
with 0 < α < 1.
Modified of Runge-Kutta Method
RK3L method is a modification of third order Runge-Kutta method which is obtained by replacing arithmetic mean in equation (3) with CCL(k 1 , k 2 ) and CCL(k 2 , k 3 ) in equations (4) and (5), respectively. So the formula is as follows:
with 0 < α < 1 and
with a 1 , a 2 , and a 3 are the parameters to be determined. To make presentation simple, we present the equation (7) in the autonomous form, which is as follows:
To obtain the value of parameters a 1 , a 2 , and a 3 , firstly we expand f (y) about y = y n using the Taylor series up to second order, so we have
Next the equation (9) is evaluated at y = y n + a 1 hk 1 for k 2 and y = y n + a 2 hk 1 + a 3 hk 2 for k 3 .
Hence by writing f (y n ) = f , f (y n ) = f y , f (y n ) = f yy , we get
Furthermore by simplifying (6) we have
and
On substituting the values of k 1 , k 2 , and k 3 in equations (10) into (12) and (13), we obtain respectively M = 32 f 7 h + (112a 1 + 56a 2 + 56a 3 ) f 7 f y h 2 + ((56a
and 
Next expanding y(t) at t = t n using the third order Taylor series and evaluated at t = t n+1 , the following equations is obtained
and h = t n+1 − t n . By matching the equation (11) and (16) we obtain
By substituting equation (15) and (17) Then comparing the coefficients of h j in equations (14) and (19) 
Solving the equation (20) using Maple17 we have
Substituting a 1 , a 2 , and a 3 in (21) into (8), we obtain the formula of RK3L as follows:
Then by substituting the same a 1 , a 2 , and a 3 as found in equation (23) into (7), we get the formula RK3L method in a nonautonomous form as in equation (22) with the coefficients as follows:
The Local Truncation Error of RK3L Method
We derive the local truncation error (LTE) of RK3L formulas in the autonomous form as in the equations (22) and (23). The LTE is obtained firstly by expanding f (y) about y = y n using the third order Taylor series, it is given by of RK3L method is by substituting f (y n ) = λ y n into the equation (23), then we get
Substituting the equation (28) into (22), the following equation is obtained:
Hence by writing z = λ h and taking the right-hand side of the equation (29) up to z 3 we obtain the polynomial stability RK3L method as follows:
Polynomial stability of RK3L method (30) equals the stability of RK3AM method [6] . The stability area of the RK3L method is shown in Figure 1 . Real λ h Imag λ h FIGURE 1. The stability area of RK3L method Figure 1 shows that for the value of λ less than zero and real, the stability region of the RK3L method is obtained if λ h > −2.5. Therefore, in this case we must choose the step length 0 < h < −2.5 λ .
Numerical Comparisons
To see the effectiveness of the method, RK3L method is used to solve the two following problems: (ii) Problem 2:
Furthermore RK3L method is compared with RK3AM, RK3 based on harmonic mean (RK3HM), and RK3 based on geometry mean (RK3GM) methods for each problems. Computational results are presented in Table 1 .
To find the best α for the problems, we vary α ∈ (0, 1) and by looking into the error of RK3L method, we conclude that the best α is close to zero and α = 0.32 for Problem 1 and Problem 2 respectively, as shown in Figure 2 . Table 1 shows that the error of RK3L method for solving Problem 1 and Problem 2, using α = 1/6 and α = 0.32 respectively. We can see that the error of RK3L method and is smaller than those of RK3AM and RK3GM methods for Problem 1. For Problem 2, the error of RK3L method is smaller than those of the other methods. Furthermore, the computational results of RK3L method also show that the smaller error is generated if the h is closer to zero. Hence RK3L method can be used as an alternative method of third order method. 
