whenever the Razumikhin condition holds, and k (x k ;2) = k01 + 0 01 9 T k1 (x k ;2)z k + 0 01 9 T k2 (x k ) The aforementioned inductive argument shows that (28) holds for k = n. Hence, at the last step, the Lyapunov-Razumikhin function is con- 
Therefore, from (32) and (35), it follows obviously that the conditions (4) and (5) are satisfied. In view of Theorem 1, we conclude that the closed-loop system is stable in the sense of Lyapunov, and z(t) ! 0 as t ! 1. In consequence, from (20) with i (0; 1) = 0, it follows that x(t) ! 0 as t ! 1 for any given ( 1 ) and2(0).
IV. CONCLUSION
In this note, the adaptive stabilization problem for nonlinear timedelay systems is investigated. The main contributions are to establish the LaSalle-Yoshizawa-like condition that ensures the convergence of partial states with the stability of the solution for a class of functional differential equations, and to show that with the proposed condition a design method to adaptive control of nonlinear time-delay systems can be developed. It should be noted that the proposed controller is of delay-independent.
Comment on "Coordination of Groups of Mobile Autonomous Agents Using Nearest Neighbor Rules"

Lixin Gao and Daizhan Cheng
Abstract-This note provides some corrections and generalizations to the aforementioned paper.
Index Terms-Cooperative control, graph theory, multiagent systems, switched systems.
In [1] , each agent's heading was updated using a simple neighbor rule, and it was shown that for a large class of switching signals and for any initial set of headings that the headings of all agents will converge to a steady-state value. The approach in [1] is based on bidirectional information exchange, modeled by an undirected graph. In this comment, we point that a part of the Proofs of Theorems 4 and 5, the main results about leader following case in [1] , is questionable. The objective of this comment is to correct the Proofs of Theorems 4 and 5 of [1] and then extend the results to directed graph case. We first cite some notions from [1] to make this note more readable. For the leader following case in [1] , the system consists of n autonomous agents, labeled 1 through n, plus one additional agent, labeled 0, which acts as the group's leader. Agents i's update rule is of the form
where Ni(t) is the set of agent i's neighbors, ni(t) is the number of the neighbors within Ni(t), and bi(t) is 1 whenever agent 0 is a neighbor of agent i and 0, otherwise. G with vertex set V and edge set equaling the union of the edge sets of all of the graphs in the collection. We say that such a collection is jointly weakly connected if the union of its members is a weakly connected graph. For undirected graph, the jointly weakly connected union must be jointly connected. More information is available in [2] . 
Denote the heading error vector by (t) := (t) 0 0 1, from (1) and (2) we can get
Now, we give a simple counterexample to Lemma 5 in [1] . Assume the adjacency matrix Ap of neighbor graph
Gp ; i = 1; 2, 
where B satisfies B > 0.
Proof: The form (7) 
Using (9) and Lemma 1, the Proposition 1 can be proved via the same ideas as those for the proof of [1, Prop. 2].
Theorem 2: Let (0) and 0 be fixed and let : f0; 1; . . .g ! P be a switching signal for which there exists an infinite sequence of contiguous, nonempty, bounded, time-intervals [t i ; t i+1 ), i 0, starting at t0 = 0, with the property that the ordered set of neighbor graphs across each such interval has a jointly globally reachable node associated with the leader. Then 
The proof of this theorem is omitted, because it is mimic to the proof of [1, Th. 4]. Now, we characterize the relationship between the joint weak connectivity of the graphs and the joint global reachability. It is obvious that the union of graphs is jointly weakly connected if the ordered set of graphs has a jointly globally reachable node. On the other hand, a collection can be jointly weakly connected but the associated ordered set has no a jointly globally reachable node. Let 0 denote the subset of GP consisting of all connected graphs. Since the set 0 is a finite set, let n be the number of elements in 0. For the contiguous, nonempty, bounded, time-intervals [t i ; t i+1 ), i 0, starting at t 0 = 0 and having a property that across each such interval the union of neighbor graphs is jointly connected, there must be at least one element in 0 which is the union of neighbor graphs across interval at least n times on any sequence of n n contiguous time-intervals. Assume these n intervals are [t k ; t k +1 ); i = 1; 2; . . . ; n satisfy that k i < k i+1 and k i < n n, and the union of neighbor graphs of interval [t k ; t k +1 ) is G 2 0.
Since G is connected, there must exist a path of length l; l n, from v j to v 0 for any node v j ; j = 1; 2; . . . ; n, which is an ordered set of distinct nodes fvj;vj ; . . . ; vj ; v0g. In time-interval [t0; tn n), for every j; j = 1; 2; . . . ; n, there must exist a jointly path from v j to v 0 by noting that at least a neighbor graph of [t k
; t k +1 ) contains edge (vj ; vj ). Thus, the ordered set of neighbor graphs across interval [t 0 ; t n n ) has a jointly globally reachable node associated with leader. We have proved the following proposition.
Proposition 2: For an infinite sequence of contiguous, nonempty, bounded, time-intervals [t i ; t i+1 ); i 0, starting at t 0 = 0, the property that the union of neighbor graph across each such interval has a globally reachable node associated with leader is equivalent to the property that the ordered set of neighbor graph across each such interval has a jointly globally reachable node associated with leader. 
