In the paper a boundary value problem for a third order operatordifferential equation is obtained. The equation and boundary condition are perturbed by some operators. Sufficient conditions on the coefficients of the equation and on the operator participating in the boundary condition and that provide regular solvability of the problem under consideration, are considered.
Introduction
Let H be a separable Hilbert space, A be a positive-definite self-adjoint operator in H with domain of definition D (A). Denote by H γ the scale of Hilbert spaces generated by the operator A, i.e. H γ = D (A γ ), (x, y) γ = (A γ x , A γ y), x, y ∈ D (A γ ), γ ≥ 0. For γ = 0 we assume that H 0 = H. Denote by L 2 (R + ; H) Hilbert space of functions f (t), determined almost everywhere on the interval R + = (0, ∞) with the values in H, measurable and quadratically integrable in the Bohner sense, with the norm
Following the monograph [1] , we introduce the Hilbert space
with the norm
Here and in the sequel, the derivatives are understood in the sense of distributions theory [1] . Denote by L (X, Y ) the space of linear bounded operators acting from the space X to the space Y . Let the operator S ∈ L W u(0) = S u,
where f (t), u(t) are the functions with the values in H, the operator coefficients satisfy the conditions: 1) A is a positive-definite self-adjoint operator in H;
2) The operator S ∈ L W 3 2 (R + ; H) , H 5/2 ; 3) The operators B j = A j A −j are bounded in H, j = 0, 3. Note that depending on the choice of the operator S in boundary condition (2) one can get a local and a nonlocal problem. If for example, S is an integral operator, then we get a non-local problem, and if S u = K u (0), where K ∈ L(H 1/2 , H 3/2 ), we get a local problem.
Definition 2.2 If for any f (t) ∈ L 2 (R + ; H) there exists the regular solution u(t) of equation (1), satisfying boundary condition (2) in the sense of convergence lim
and it holds the estimation u W 3 2 (R + ;H) ≤ const f L 2 (R + ;H) , then problem (1), (2) is said to be regularly solvable.
In this paper, we give the conditions on the coefficients of boundary value problem (1), (2) that provide regular solvability of problem (1), (2) . Note that at different situations such problems were considered in the papers [2] [3] [4] [5] [6] [7] [8] , while for second order operator differential equations in the paper [9] , for fourth order ones in the paper [10] .
In the space W 3 2, S (R + ; H) determine the following operators
2,S (R + ; H) .
Some results
At first prove the following theorem.
Theorem 3.1 Let conditions 1) and 2) be fulfilled, moreover S W 3 2, S (R + ;H)→H 5/2 = s < 1. Then the operator P 0 isomorphically maps the space W 3 u (t) = 0 has a general regular solution in the form u 0 (t) = e −t A x, where e −tA is a strong semigroup of linear bounded operators generated by the operator (−A) x ∈ H 5/2 . Then it follows from condition (2) that x = S(e −t A x). Show that for any x ∈ H 5/2 the operator Q x = S (e −t A x) has a norm less than unit. Indeed,
and
On the other hand, assuming A 5/2 x = y and using spectral expansion of the operator A, we get
Thus, taking into account inequality (5) in (3), we have
Since s = S W 3 2 (R + :H)→H 5/2 < 1, then the operator E − Q is inversible in H 5/2 , and from the equation x = Q x it follows that x = 0. Note that in this
In what follows the range of the operator P 0 coincides with L 2 (R + ; H) i.e. the equation P 0 u = f has a solution for any f ∈ L 2 (R + ; H). Denote by
.
Obviously,
In what follows, using spectral expansion of the operator A, we have:
As ω 1 (t) ∈ W 3 2 (R + ; H), then it follows from the trace theorem that
. Now we will look for the solution of the equation P 0 u = f in the form u(t) = ω 1 (t) + e −t A x, where x ∈ H 5/2 is a yet unknown vector. From condition (2) it follows that ω 1 (0) + x = S(ω 1 (t)) + S(e −t A x). Then with respect to x we get the equation
and by inequality (5) the function e −tA x ∈ W 3 2 (R + ; H). Then u (t) ∈ W 3 2 (R + ; H) and P 0 u = f . On the other hand,
. Then, applying the Banach theorem on an inverse operator, we get that P −1 0 exists and is bounded. The theorem is proved.
From this theorem it follows
Corollary 3.3 Let condition 1) be fulfilled. Then the problem
is regularly solvable.
Indeed, it suffices to assume S = 0. Now we will study some properties of the regular solution ς(t) ∈ W 3 2 (R + ; H; 0) of problem (8) , (9) .
Theorem 3.4
The regular solution ς(t) of problem (8), (9) has the following properties: 1) For any ς (t) it holds the equality
2)
. And inequalities (10) are exact.
Proof 3.5 Obviously, if u ∈ W 3 2,S (R + ; H), then we can represent it in the form u(t) = ς(t) + e −t A x for some x ∈ H 3/2 , as e −t A x is the solution of the
On the other hand, for ς ∈ W 3 2 (R + ; H; 0)
Consequently,
Equality (10) is proved. From this equality it follows the validity of (11) for j = 0 and j = 3. Prove now the remaining inequalities. To this end, we prove the following significant lemma. We use the technique of the paper [11] .
Lemma 3.6 Let β ∈ (0; 3 · 2 −2/3 ). Then the operator bundle
is representable in the form
where
where Reη
, 2, j = 1, 2 and the numbers a k,j (β) satisfy the relations for j = 1
while for j = 2
Furthermore, for any ς ∈ W 3 2 (R + ; H; 0) it holds the equality
Proof 3.7 Let µ ∈ σ (A). Then it is obvious that for λ = iξ, ξ ∈ R = (−∞; ∞)
Therefore P j (λ; β; µ) = 0, for λ = iξ, ξ ∈ R and β ∈ 0; 3 2 2/3 . Then the polynomial P j (λ; β; µ) has three roots from the left half-plane. These roots are symmetric with respect to origin of coordinates and real axis. Therefore, if we denote
where Reη i (β) < 0, i = 1, 3, j = 1, 2, then P j (λ; β; µ) = F j (λ; β; µ)F j (−λ; β; µ), Rea k, j (β) > 0. Further, comparing the identical coefficients for λ in the last equality, we get that a 0, j (β) = a 3, j (β) = 1 and the coefficients a k, j (β) satisfy relations (13) and (14). Then equalities (11), (12) follow from the spectral expansion of the operator A.
Furthermore, for ς ∈ W 3 2 (R + ; H; 0) we have
Later, integrating by parts, we get 2Re ς , Aς
Taking into account equalities (18) -(23) in (16) and assumingφ 1 = A 3/2 u (0),
, allowing for relations (7) and (8) we get
On the other hand, it follows from (11) that,
, where Q 0 = 1 0 0 0 . Then taking into account
, where S j (β) = C j (β) + Q 0 . Lemma 3.1 is proved. Continue to prove theorem 3.2.
Passing to limit as β → 3 · 2 −2/3 , we get
i.e.
From the results of the paper [11] it follows that these inequalities are exact. Then the norms
Indeed, as β ∈ (0, N −2 j ), then from equality (16) it follows that
Consequently, chosing ς(t) so that
, where x ∈ H 3/2 , and taking into account that y ∈ H 1/2 are any vectors, we get that (S j (β)φ,φ) > 0, for β ∈ (0; N −2 j ). Then the first eigen value λ 1, j (β) > 0 for β ∈ (0, N −2 ). On the other hand, by definition β ∈ (N −2
there exists a vector ς β (t) such that
< 0. Then from equality (16) it follows that
Consequently, the first eigen value S j (β) is less than zero for β ∈ (N −2
j ) = 0. Consequently, we should solve the equation det S j (β) = 0, j = 1, 2, together with relation (7) or (8) . Then for j = 1 we get the system of equations
As a 1, 1 (β) = 0, then a 2 2, 1 (β) = a 1, 1 (β), then a 1, 1 (β) = 0, consequently, a 2, 1 (β) = 0. Thus, β = 0, therefore
Hence we get a 2,2 (β) = a 1, 2 (β), i.e. a 
. Hence we have x − S(e −t A x) = S(ς(t)). As y = S(ς(t)) ∈ H 5/2 with respect to x we get the equation (E − Q) x = S(ς(t)). Then taking into account P 0 u = P 0 (d/dt) ς (t) we get:
Consequently, using theorem 2, allowing for equality (4), we have:
The theorem is proved.
Now prove the main theorem. (2) is regularly solvable. Proof 3.11 Write boundary value problem (1), (2) in the form of the equation P u = P 0 u + P 1 , u = f, where f ∈ L 2 (R + ; H), u ∈ W 3 2,S (R + ; H). By theorem 3.1, the operator P 0 : W For any υ ∈ L 2 (R + ; H), allowing for theorem 3.8, we get: 
