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In this paper we further develop a method, touched upon Pollett (1988), of determining quasi- 
stationary distributions for a continuous-time Markov chain directly from the matrix of transition 
rates, Q. In particular, we establish criteria for determining whether or not a given y-matrix, Q’, 
is a p-reverse or p-dual of Q. A detail-balance relationship between Q’ and Q then provides a 
straightforward means for determining p-invariant measures and vectors for Q, and hence 
facilitates the evaluation of quasistationary distributions. We illustrate our results by considering 
the birth, death and catastrophe process and some examples of random walks. 
Markov chains * quasistationary distributions * invariant measures * Markov branching process 
* birth death and catastrophe process * random walks 
1. Introduction 
If one is able to verify that a Markov chain is reversible, then invariant measures 
and, if appropriate, stationary distributions can be determined through a detail- 
balance relationship. The Kolmogorov criterion (Kolmogorov, 1936; Kendall, 1959; 
Kelly, 1979, 1983; Pollett, 1988; Reich, 1957; Whittle, 1975) enables one to establish 
that the chain is reversible directly from its transition rates. One needs to show that 
for each closed loop in the state space, the product of the rates is the same whatever 
direction in the loop is chosen; usually one needs to verify the criterion only for 
certain simple paths. Kelly (1983) provides a more general setting for the criterion 
which allows one to decide whether or not a given set of transition rates is that of 
the reversed process. Since the two sets of rates bear a detail-balance relationship, 
the evaluation of invariant measures is then no more difficult than if the chain were 
reversible. The criteria which we shall describe allow one to establish whether or 
not a given set of transition rates is that of a p-reverse process or a p-dual process. 
2. Preliminaries 
Suppose that we are given a stable q-matrix over a countable state space S, that is, 
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a collection, Q = (q,L, j, k E S), of real numbers satisfying 
0 s 9,r < a, k#j, j,kES, 
0 G - q,, := q, < X, j E S, 
C q,A G 0, j E S. 
kk s 
(2.1) 
We can then construct from Q a standard time-homogeneous Markov process, 
(X(t), I 2 O), defined up to some possibly finite time, T. It is often called the (Feller) 
minimal process since the family of transition probabilities, {P,} (P, = (P,,( t), 
j, k E S)), is the minimal solution to the backward (differential) equations (see 
Reuter, 1957). We shall call {P,} the minimal,fumi!l, generated by Q. It is the unique 
solution of the backward equations if and only if Reuter’s (1957) condition is 
satisfied, in which case we say that Q is regular. If Q is conservative, that is equality 
holds in (2.1), then for Q to be regular it is necessary and sufficient that P, be 
stochastic for some (and then for all) t > 0, whence T is a.s. infinite whatever the 
starting state, and the minimal process is the essentially unique process with transi- 
tion rates Q. 
3. p-Invariance, p-reversibility and quasistationary distributions 
One method of identifying quasistationary distributions (see, for example, Vere- 
Jones, 1969; Flaspohler, 1974) for an evanscent Markov process is to first identify 
A-invariant measures and vectors for the process (see Kingman, 1963). Results 
contained in Pollett (1986, 1988) and Tweedie (1974) allow one to do this directly 
from Q, the transition rates of the process. The key result (Pollett, 1986) provides 
necessary and sufficient conditions for quantities which are p-invariant for Q to be 
p-invariant for {P,}, and these are expressed in terms of the related q-matrices, the 
p-reverse and p-dual of Q. 
The two most commonly cited examples of quasistationary distributions are 






for some r > 0}, i,j E C, (3.2) 
where exit from the class C either by explosion (that is, T finite), or escape to an 
absorbing state, has positive probability. If C is A-positive recurrent (see Vere-Jones, 
1969) and m, the (essentially unique) A-invariant measure, satisfies 
c mAoh <a, 
hi ( 
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where 
then each of the limits defines a proper probability distribution over C which does 
not depend on the initial state i. The first is given by 
mjff.r 
/ 
c mkak, je C, (3.3) 
ki C 
and the second by 
mixJ / ,F. mkxk, j E c, (3.4) 
where x is the (essentially unique) A-invariant vector. 
4. The generalized Kolmogorov criteria 
In its most refined form (Kendall, 1959), the classical Kolmogorov criterion for 
identifying reversibility is as follows: If Q is conservative and irreducible over S, 
then it is reversible with respect to some invariant measure on S if and only if for 
each state j and each finite sequence of states, i, , i,, . . . , i, where r 2 2, distinct 
from one another and from j, we have that 
q,i,qi,i, . . . a,, = 4,1,4!,1, , . . . 41,, . 
If this condition is satisfied the essentially unique invariant measure, u = (u,, j E S), 
on S with respect to which Q is reversible is then determined by the detail-balance 
relationship 
v,q,k = Ukqh, , j, k E S. 
Of course the criterion applies whether or not Q is conservative and applies equally 
well when it is necessary to identify reversibility with respect to invariant and 
subinvariant measures defined on irreducible subclasses of S. 
The extensions of the Kolmogorov criterion which we shall describe are similar 
to the one described in Kelly (1983) ( see also Kelly, 1979, Exercise 1.7.3). We 
provide separate conditions that are necessary and sufficient for a given q-matrix 
to be, on the one hand, a p-reverse of Q or, on the other, a p-dual of Q. Let us 
start by considering a stable q-matrix, Q’, defined on an irreducible class, C. We 
shall call Q’ a p-reverse of Q on C if there is a measure tn, p-subinvariant on C 
for Q, with respect to which it is the p-reverse. Similarly we shall call Q’ a p-dual 
of Q on C if there is a p-subinvariant vector on C for Q with respect to which it 
is the p-dual. Clearly there are no other p-subinvariant quantities on C with respect 
to which Q’ is either the p-reverse or p-dual. Our main result enables us to determine 
whether or not Q’ is a p-reverse or p-dual (or neither) by referring to Q alone. 
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Since the proof is similar to the Proof of Theorem 2 of Kelly (1983) we shall not 
provide all the details here. Details can be found in Pollett (1987). In order to avoid 
trivialities we shall suppose that the irreducible class, C, contains at least two states. 
Theorem 4.1. Let Q be a stable q-matrix over a countable state space S and let C be 
any irreducible class. A q-matrix, Q’= (q:r, j, k E C), over C satisfying 
q:,=qri+t, jEC, 
where t_~ is some given non-negative number, is a p-reverse of Q on C if and only if 
q,,,ql,ll ’ ' ' 4t,, = 4:i,q:,i, , ’ ’ ’ S:,, (4.1) 
for all j in C and for all finite sequences of states, i, , i2, . . , i,, in C (where r 3 l), 
distinct ,from one another and from j; it is a p-dual of Q on C if and only if 
q,,,q1,12 . . . 9!,, = 4:,,9:,r, . . s:,, (4.2) 
for each j and each finite sequence, i,, i2, . . , i,, in C. If condition (4.1) is satisfied 
the EL-subinvariant measure, m, on C with respect to which it is the p-reverse is 
determined, up to constant multiples, by 
m,q:k = mhqhj, k #j,j, k E C. (4.3) 
If condition (4.2) is satisfied the p-invariant vector, x, on C with respect to which it is 
the p-dual is similarly determined by 
xj9:I = q,hxh, k#j, j,kEC. (4.4) 
Either quantity is p-invariant if and only if Q’ is conservative, in which case it is 
p-invariant jbr the minimal family {P,} if and only if Q’ is regular. If Q satisfies both 
(4.1) and (4.2) then Q is p-reversible with respect to m and x, and is reversible with 
respect to v = (v,, j E C), where v, = mixi ‘. 
Proof. If Q’ is a p-reverse of Q on C then q:, = q,, +p and there exists positive 
numbers, m = (mj, j E C), such that (4.3) holds. Multiplication of the right hand 
side of (4.1) by mj and repeated application of (4.3) proves that condition (4.1) is 
necessary. To prove that (4.1) is also sufficient let 6 be any state in C and define 
m, to be an arbitrary positive number. Now consider another state, j, in C. If j is 
the only other state then define mj = rn8qhj/ q,s. Since C is irreducible we have, by 
the cycle criterion, (4.1), that qi8q& = q,8q8, > 0 and so m, is positive. Also we have 
that m,& = m8qk,q;s/q,s = m,q,, , again by (4.1), and so Q’ is the p-reverse of Q 
with respect to m = (m,, m,), since miq:8 = m8qR, and m,qkj = m,q,, . If C contains 
more than two states, we fix j and proceed in similar fashion by defining 
m = m 46h,d,h, . . . d,,,, 
.I 6 
%,,qh,,,L,,, , . . 9h,S 
(4.5) 
where k, , k,, . . . , k,,, (m > 1) is an arbitrary finite sequence of states in C, distinct 
from one another and from j and 8, chosen so that the denominator of (4.5) is 
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positive; this can always be done because C is irreducible. It is then easy to show, 
using (4.1), that the definition of m, does not depend on the sequence of states 
chosen. Further, we can always find a sequence, h,, h,, . . , h,, satisfying 
I I 
q,h,,qh,,h,, , ’ . ’ qh,S ’ >o 
and, again by (4.1), we have that 
%k?,qLk,,, I . . ’ qk,SqcYh,qh,hz . ’ ’ qh,,,= q:h,,qL,,k,,_, ’ . ’ qil,fiqlfik,qL,kl . ’ ’ q;,,,j; 
since C is irreducible, we can choose these sequences so that the left-hand side is 
positive. It follows that mj is positive since the denominator in (4.5) is positive. 
Now, again using (4.1), it is easy to see that mj can be written as 
(4.6) 
Thus if j and k are any two distinct states in C such that qjr > 0 we have, from the 
(4.5) definition of m,, and using a different sequence, j, k,, k,,_, , . . , k,, that 
m 
k 
= m &,q~,kZ~ ’ . d,,,, q:I,= m 9& 
’ qk,%h,,, ’ ’ ’ qk?h,qk,fi ’ qk, 
On the other hand, if q:k is positive then (4.6) can be used, in an analogous way, 
to show that mk = m,q,k/q;,. It follows from Theorem 4.2 of Pollett (1988) that Q’ 
is the p-reverse of Q with respect to m = (mj, jE C). 
The proof that criterion (4.2) is a necessary and sufficient condition for Q’ to be 
a ,u-dual of Q on C is similar. 
Summing over k f j in (4.3) (or (4.4)) shows that m (or x) is p-subinvariant for 
Q and p-invariant if and only if Q’ is conservative. The final part of the theorem 
follows from the classical Kolmogorov criterion and Theorems 3.1 and 4.1 of Pollett 
(1988). 0 
5. Applications 
In most applications we need to find A-invariant measures and vectors, where A is 
the decay parameter of the transient class. This can be facilitated using the general- 
ized Kolmogorov criteria. However, although it is usually necessary to determine a 
A-invariant measure, m, it is seldom essential that a A-invariant vector be specified 
explicitly, for reasons which we shall now relate. Suppose that we have used the 
Kolmogorov criterion (4.1) to determine the A-reverse q-matrix, Q*, together with 
m, the A-invariant measure with respect to which it is the A-reverse. The classical 
criterion (or perhaps another approach) can then be used to determine the A-dual, 
Q, for it is the time-reverse of Q* with respect to u = ( uj, j E C), where uj = m,x, 
and x is the appropriate A-subinvariant vector; recall that x will be A-invariant if 
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Q is conservative. Since u is invariant for Q* it follows, from Corollary 1 of Kelly 
(1983), that if Q* is regular and cjlc‘ U, converges, then Q* is positive recurrent 
and u can be normalized to produce the unique invariant probability measure for 
Q*. Thus, owing to the ensuing A-positive recurrence (see Kingman, 1963) of Q, 
both quasistationary distributions, defined by (3.1) and (3.2), exist provided C,,c. t,, 
where tj = m,aj, converges. The measure t = (t,,j~ C), when normalized, together 
with the normalized u, will then be the quasistationary distributions determined by 
(3.3) and (3.4), respectively. The vector (Y = (cu,,j~ C), where recall that LY~ is the 
probability that exit from C occurs eventually (either by explosion or absorption) 
starting from state j, is the minimum positive solution to 
where (Y” = 1. We note that there appears to be no simple way of determining t 
without first calculating cy, for, unlike u, it is difficult to provide a general construction 
of a q-matrix with respect to which it is invariant. In many applications we can rule 
out the possibility of explosion, for Q will generally be regular. In this case there 
are a number of conditions which are sufficient for Q* to be regular and these are 
easy to check. For example (Pollett, 1988, Theorem .5.3), Q* is regular if C,,c. m, 
converges or if {x,, j E C} is bounded. We shall consider a number of applications 
in detail in order to illustrate the practical value of the generalized Kolmogorov 
criterion. 
6. The birth, death and catastrophe process 
This process has been considered recently by a number of authors (see, for example, 
Brockwell, 1985; Brockwell, Gani and Resnick, 1982; Ezhov and Reshetnyak, 1983; 
Pakes, 1987; Pakes and Pollett, 1989). It takes values in S = (0, 1,. .} and its 
transition rates are given by 
q;h =jPb,-h, l<k<j+l, kfj, 
q;o=jp C b,, 
1 -I 
and 
q,, = -jp(l- &), 
with all other transition rates equal to 0. Here p( > 0) can be interpreted as the 
per-capita jump rate and {b,,js - 1) as a distribution that determines the size of 
the catastrophe, a “catastrophe” of size -1 being a birth. It will be of no loss in 
generality (and indeed it is conventional) to set b,,= 0. We shall assume that 
a := b_, > 0 and that b, > 0 for at least one value of j > 1. Notice that if bj = 0 for 
,j ~2 we recover the simple (linear) birth and death process. The transition rates 
define a stable, conservative and regular (see Brockwell, Gani and Resnick, 1982) 
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q-matrix, Q = (qik,j, k E S), over S, where clearly S comprises an absorbing state, 
0, and an irreducible transient class, C, consisting of the positive integers. It is easy 
to prove (see Pakes, 1987) that the probability of extinction, a,, starting in state i, 
is 1 for all i 2 1 if and only if D, the expected increment size, defined by 
D=l- 1 (i+l)b,, 
, ‘I 
is less than or equal to 0. The process is said to be subcritical, critical or supercritical 
according as D is negative, zero or positive. In the supercritical case the extinction 
probabilities satisfy 
c (1 - (Y,)S’_’ = D/U-(s) -s), 
I -1 
where f’ is the probability generating function defined by 
f(s)= c b,_,s’ 
, -0 
(this follows from Ezhov and Reshetnyak, 1983, Theorem 4). Thus writing h(s) = 
,f(s) -s we see that D = -b’( 1-) and that if D > 0, LY satisfies 
C (YES’-‘= l/(1 -s)-D/h(s). 
I ‘I 
The function h appears in connection with the theory of the Markov branching 
process (see Asmussen and Hering, 1983; Athreya and Ney, 1972; Harris, 1963). 
Indeed we shall prove that the time-reverse of Q describes such a process and we 
shall find occasion to use a number of facts from this theory. The most fundamental 
of these concerns 6. It has a unique zero, a, on [0, 11. Further, n = 1 if D 2 0 and 
0 < (T < 1 if D < 0, and so h(s) 2 0 on [0, a] and b(s) 9 0 on [a, 11. 
We shall first determine reverse q-matrices and the corresponding subinvariant 
measures for Q. 
Theorem 6.1. If 0 E [c, 11, then Q’, a reverse of Q, is given by 
q:n =,ipbLL,, ksj-1, k#j, (6.1) 
,for j 2 2, and 
q;n=pb;_,, kz2, (6.2) 
where bi = B’b,, and the invariant measure, m, with respect to which it is the reverse 
of Q, is given by 
m,=0’/j, jzl. 
Proof. Observe that, by (4.1), any p-reverse process, in particular a reverse process, 
should be one that allows down-jumps of size 1 and up-jumps of arbitrary size. 
Further, notice that (4.1) will be satisfied for all appropriate sequences of states if 
and only if it is satisfied for sequences of the form j, k, k + 1, k + 2, . . . , j - 2, j - 1, j, 
36 P. K. Polkit / Kolmogorov criterion 
where j and k are arbitrary states such that 1 s k <j. For such a sequence the 
left-hand side of (4.1) is 
6,_ka’-‘p-‘Ph+‘k(k+ 1) . . . (j- 1)j. 
Thus we shall certainly be able to satisfy (4.1) if we choose Q’ as specified, for 
some 0 > 0. Since we require that Q’ be a q-matrix over C and, in addition, that 
q:j = q,j for each j, it is necessary that 
kIZ, 4:k sjp, (6.3) 
for all Jo 1. Thus we require 
1 @b,<l, 
he--1 
that is, f(0) s 0 or, equivalently, b(B)sO. It follows that Q’ is a reverse of Q 
whenever we choose 0 on the interval [a, I], recalling that if D>O, g = 1. The 
subinvariant measure, m, with respect to which Q’ is the reverse, can be determined 
from equation (4.3). When k = j-t 1 it can be written 
m,jpa-m,+,(j+l)pa’, jkl, 
where a’= by, = K’a. Thus rr+ = e’/j, and this is consistent with the equation for 
lsk<j. 0 
The measure m is strictly subinvariant for Q, since, although we can satisfy the 
invariance relations (equivalently (6.3)) with equality for j 2 2 by choosing 0 = 1 or 
cr, the j = 1 relation remains a strict inequality (Tweedie, 1974, calls this “almost” 
invariance). It is interesting to observe that, if we extend the definition of Q’ to the 
whole of S by introducing a possible transition from state 1 to an absorbing state, 
0, that is, by setting 
4:k =jpbl-,, kaj-1, k#j,jal, 
qi,=-jp, ja0, 
we obtain the q-matrix of a (not necessarily conservative) Markov branching process. 
Thus, using Lemma 3.3 of Pollett (1988), we can provide an explicit relationship 
between these types of processes. 
Proposition 6.1. If {Pi} is the minimal family of transition probabilities of the Markov 
branching process generated b-v Q’ then 
k8’p,r,(t)=j0”p;i(t), j, kz 1, f~0, (6.4) 
for any 0 on [CT, 11. 0 
The “almost” invariant measures given by mj = l/j and mj = u’/,j provide the 
most interesting relationships, for, in each case, the offspring distribution, {bi,,ja 
-l}, is proper, owing to the fact that b( 1) = h(a) = 0; recall that u = 1 or 0~ (T < 1 
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according as D 2 0 or D < 0 and so only in the subcritical case are these distinct 
relationships. The second one, obtained on setting 0 = a, is interesting in that if 
D > 0 then D’, given by 
D’=l- C (i+l)b:, (6.5) 
is also positive, corresponding to a subcritical Markov branching process; further, 
if D = 0 then D’ = 0, corresponding to the critical case, while if D < 0 then D’> 0, 
corresponding to the subcritical case once again. Thus we can always construct a 
relationship between {P,} and the minimal family, {P:}, of a Markov branching 
process whose extinction probability is 1. The first relationship, obtained on setting 
8 = 1, was established by Pakes (1987, Theorem 2.1) using a rather elaborate 
argument involving the backward equations of both processes. Indeed Pakes’ near 
exhaustive analysis of the birth, death and catastrophe process is based on this 
relationship, together with what is known about the Markov branching process. We 
can exploit the relationship further by using it to evaluate the decay parameter, A, 
of C; we shall need this in preparation for the discussion concerning quasistationary 
distributions. 
Theorem 6.2. A = -@‘(a). 
Proof. Let 
and F(t) = F(0, t). Then the backward equations, 
can be integrated to give 
I 
F(.Y,l) 
ds/b(s) = pt 
c 
(for details see Athreya and Ney, 1972, Section 3.3). Hence, by differentiating with 
respect to s, we get 
zb, t) = b(F(s, f))lb(s) 
and so 
p;,(f) =$-(O, t) = b(F(O, t))lb(O) = b(F(r))la. 
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We note in passing that this step is implicit in the argument leading to Theorem 
2.1 of Pakes (1987). Using L’H6pital’s rule, together with the fact that 
we can then deduce that 
since F(t)+ (T as t +CO (see Athreya and Ney, 1972, Section 3.4). It follows that A 
is the decay parameter of C (for {Pi} and hence for {P,}) since, by (6.4) with 0 set 
to L,P,,(r)=p:,(t). 0 
Let us now turn to the problem of evaluating quasistationary distributions. Pakes 
(1987) was able to verify the existence of quasistationary distributions in the 
subcritical case and these results were extended to the supercritical case in Pakes 
and Pollett (1987). However, again the methods used were rather elaborate. We 
shall show that these results can be obtained far more simply. The quasistationary 
distributions shall be calculated directly from Q and the methods we shall use 
provide insight into behaviour of the process. 
We shall proceed by attempting to find suitable p-invariant measures. A sensible 
starting point might be to suppose that the p-reverse q-matrix, Q’, has the form 
given by (6.1) and (6.2). Unfortunately, though, it is not possible to satisfy the 
condition q:, = q,, + p, j 2 1, for any value of j_~ > 0. However, if we choose Q’ to be 
of the form given by 
q:k = kpb; m, > kaj-1, kfj, 
for j 3 2, and 
qiL=kpb; ,, kz2, 
where {b:, j 2 -l} is given as before, then we can satisfy (4.1). The requirement 
that Q’ be a conservative q-matrix over C means that 
q~~,=-p(l+b’(0)+(j-l)(l+b(0)/t9)), jsl, 
and so, in order to satisfy the condition that qj, = qj, + p, j > 1, we need j.~ = -pb’( 0) 
and b( 0) = 0. However, since we require p 3 0, it is necessary that b’(0) 5 0. We 
deduce, therefore, that B= (T and that p must be the decay parameter, A. The 
A-invariant measure can be determined using (4.3) and we arrive at the following 
result. 
Theorem 
u’, jZ 1, 
6.3. The essentially unique A-invariant measure, m, ,for Q is given by mi = 
and Q’ the A-reverse of Q with respect to m is given by 
q& = kpcrh-‘b I, ,, kzj-1, k#j, ~. 
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for j 2 2, and 
39 
q;k= P’T k ‘-‘bk_,, kz-2, 
qL=-jp+h, jzl. 0 
The next step needed in order to evaluate quasistationary distributions is to 
determine u = (u,, j Z= l), an invariant measure for Q’. This can be done by solving 
the invariance equations 
C u,q;r = 0, k b 1. 
j -- I 
On substituting for qjk we obtain 
k+l 
kp 1 u,ak+bk_,-(kp-A)u, =O, ka 1, 
,=I 
and, if we notice that A = pD’, where D’ is defined by (6.5), these can be simplified 
to 
ktl 
k C uJb;_j-(k-D’)uk=O, kzl, 
;=I 
where bj = a-‘!,. On multiplying by sk and summing over k 2 1 we obtain the 
following result. 
Proposition 6.2. The generating function 
U(s) = 1 UkSkP’ 
I z, 
of any invariant measure, u, of the h-reverse of Q, is given by 
u(s) = (l/h(s)) exp( -D’ 1: dylhly)), 
where 
h(s)= 1 b;_,s’-s. 0 
j-0 
Observe that the first term in the expression for h is the generating function of 
the (proper) distribution {b: , j 2 -l} and so h plays a role analogous to the function 
b for the (at most critical) Markov branching process generated by the reverse of 
Q with respect to the subinvariant measure u, given by v, = l/j, j 2 1. This is a useful 
observation, for /I is related to the generating function, g, of the quasistationary 
distribution of this process (see Harris, 1963, Theorem 11.1). In particular, if D’> 0, 
that is D f 0, U is proportional to the derivative of g. It follows that u is a strictly 
positive invariant measure for Q’ and that Ck4, uk converges if and only if the 
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aforementioned quasistationary distribution has finite mean. This in turn occurs 
when and only when the log-moment condition, that 
C b:jlogj<a, 
, -’ 1 
is satisfied (see Asmussen and Hering, 1983; Athreya and Ney, 1972). The log- 
moment condition will automatically be satisfied when D < 0 but may not be when 
D > 0, in which case it can be written as 
C b,jlogj<m. (6.6) 
In the critical case, D = 0, we have that U(S) = l/h(s). Under the conditions we 
have imposed, U is a power series with positive coefficients (this follows from the 
proof of Lemma 12.1 of Harris, 1963) which diverges at s = 1, implying that I,_,, uk 
diverges. 
We are now in a position to obtain conditions for the existence of quasistationary 
distributions. 
Proposition 6.3. In the subcritical case both quasistationary distributions (3.1) and 
(3.2) exist. The.first is given by (1 - o)o’-‘, j S 1, and the second has a p.g.$ proportional 
to u. 
In the supercritical case both quasistationary distributions exist if 
1 jZbi < 00, 
I-1 
in which case the jirst has the p.g.jI given by 
(6.7) 
and the second has a p.g.J: which is again proportional to U. 
Proof. If D <O then (T < 1 and so 1, _, mk converges. Thus, by Theorem 5.3 of 
Pollett (1988), the h-reverse of Q is regular. Further, C, _, uh converges, and this 
establishes that C is A-positive recurrent. It follows that both quasistationary 
distributions (3.1) and (3.2) exist and are of the forms specified. If D > 0 then m, = 1 
because (T = 1, but, although 1, _, mk diverges, the series ckzl uk converges if and 
only if the log-moment condition holds. Now uk = xk, where x = (x,, j 3 1) is the 
A-invariant vector on C for Q. Thus if (6.6) holds {xk} is certainly bounded and 
so, again by Theorem 5.3 of Pollett (1988), the A-dual of Q is regular. It follows 
that (6.6) is sufficient to ensure that C is A-positive recurrent. However, in order 
that the quasistationary distributions exist, we require the series II=, mk(Yk = c, _, (Yk 
to converge, and this occurs if and only if b”( 1) < ~0. Thus both quasistationary 
distributions exist, and have the forms specified, if (6.7) is satisfied; notice that (6.7) 
is sufficient for (6.6). 0 
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Remark. In the critical case, D = 0, C, =, uh diverges and so C cannot be A-positive; 
in fact it is A-transient and neither of the quasistationary distributions exist (see 
Pakes, 1987, Theorem 6.3). 
Explicit expressions can be obtained for the quasistationary distributions in a 
number of special cases, for example, when the catastrophe size is determined by 
a geometric distribution or when, of the 4’s, only b, is positive (the simple linear 
birth and death process); see Pakes (1987) or Pollett (1988) for details. The latter 
case is particularly simple for this is the only occasion for which Q is p-reversible. 
7. Random walks 
We shall now consider some examples of random walks to complete our illustration 
of applications of the generalized Kolmogorov criteria. In each of these examples 
the q-matrix is always p-reversible. 
7.1. A random walk on the integers 
First we shall suppose that the state space, S, consists of all the integers and we 
shall suppose that the only non-zero entries in the q-matrix, Q, are given by 
4,,,+1 = PP> q,,,mI = pq and qii = -P, 
for all j in S, where p > 0 and p = 1 - q > 0. Clearly Q is regular and S is irreducible. 
Kingman (1963) used this example as a vehicle for illustrating many of the results 
contained in his paper. Owing to the simple structure of Q, it is possible to determine 
the minimal family, {P,}, explicitly. Using {P,}, Kingman determined the decay 
parameter of S and the A-invariant measures and vectors, as well as proving that 
S is A-null recurrent. We can do all of this directly from the q-matrix. 
Proposition 7.1. The simple random walk on the integers has decay parameter A = 
P(I -2CPq)“‘). 
Proof. We shall show that A is the maximal value of p for which there exists a 
p-reverse of Q. It is clear from (4.1) that the most general form for the p-reverse 
of Q is given by 
I 
4,,,+1 = P,, 
I 
4;. j-l = 4, and q;, = -p + p, 
where j E S, with all the other entries equal to 0. The quantities {p,, jE S} and 
{q,, j E S} are, of necessity, positive and they must satisfy p’pq = pjq,+, , j E S, and 
pj + q, s p - p, j E S. Thus we must have that 
P,~p-~-~2p91p,~r, jES, (7.1) 
noting that if equality is satisfied for all j, Q’ will be conservative and the correspond- 
ing FL-subinvariant measure, determined by (4.3), will be p-invariant. Observe that 
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p must lie between 0 and A, where A is the decay parameter of S (see Pollett, 1988 
Theorem 5.1) and that A sp (see Kingman, 1963, Corollary 1). Thus p-p is, a 
priori, non-negative. Corresponding to each collection of positive numbers, {pj,j E 
S}, satisfying the system of inequalities (7.1) with 0~ p G A, there is a p-reverse 
q-matrix and hence a one-dimensional family of p-subinvariant measures. Thus, 
since there is a one-to-one correspondence between one-dimensional families of 
p-subinvariant measures and p-reverse q-matrices, the maximum value of p for 
which (7.1) holds, for some collection of positive numbers, {p,,j~ S}, must be the 
decay parameter (again see Pollett, 1988, Theorem 5.1). This maximal value can be 
determined as follows: 
If we let g(x) = p -p -p2pq/x, then (7.1) can be written as pi s g( pi_,). If, for 
all x > 0, x > g(x) then, if, for some i in S, we fix pi > 0, we shall find that, even in 
the most favourable case when pi = g( p,_,), pi is negative for some j > i; simply 
consider, in the usual manner, the graph of the curve y = g(x) and the line y =x. 
Thus for (7.1) to possess positive solutions we shall require xs g(x), that is 
x’-(p-p)x+p’pq~o, (7.2) 




The polynomial on the left-hand side of this inequality has two real zeros, 
~~=~(1-2(pq)“‘) and p2=P(1+2(pq)“2), 
which are both positive. Thus (7.3) will be satisfied if and only if p s p, or p 3 pLz. 
But, the second possibility is inadmissible because p2> p, and so, in order that (7.1) 
admits positive solutions, it is necessary that p s p,. This condition is also sufficient, 
for if p = p, then xcg(x) has a unique solution, x =p(pq)“‘, which satisfies 
x=g(x). It follows that (7.1) has a unique positive solution given by 
p, = P(P9)‘? 
for all j, and that this satisfies (7.1) with equality. If p <p, then consider the interval 
I = [x, , x2], where x, and x2 are the zeros of the polynomial on the left-hand side 
of (7.2). Note that x, and xZ are distinct and positive; we shall suppose that x, <x2. 
If, for arbitrary i, we choose pz anywhere on I then, by setting pi = g( pi_,) for j > i 
and p, = g ‘(p,, ,) for j < i, we obtain a sequence {pi, j t S}, whose members lie on 
I. In particular, we have been able to construct a positive solution to (7.1). It follows 
that the decay parameter, A, is equal to p, . 0 
We can also prove the following result. 
Proposition 7.2. The simple random walk on the integers is A-null recurrent and the 
h-s&variant measure, m, and vector, x, are essentiall_y unique and A-invariant. They 
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are given by 
m; = ( p/q)“2 and x = (p/q)-“I, I j E S. 
Proof. We have shown that when p = A, there is a unique p-reverse q-matrix with 
P; = 4, = P(P4Y for each j in S, and hence an essentially unique p-subinvariant 
measure, m. Using (4.3) we find that m is given by m, = (p/q)“*, j E S. Now, since 
(7.1) is satisfied with equality the p-reverse q-matrix is conservative and hence the 
p-subinvariant measure is, in fact, p-invariant. Thus, by Proposition 3 of Tweedie 
(1974), S is A-recurrent. In order to prove that S is A-null recurrent we shall rule 
out A-positive recurrence by showing that the series I,,(. m,x,, where x = (x,,j E S) 
is the (essentially unique) A-invariant vector, diverges. We could calculate x using 
(4.2) and (4.4). However, notice that Q is reversible, indeed reversible with respect 
to the subinvariant measure, u = (v,, j E S), given by v, = (p/q)’ (it is invariant only 
when p = q = 4). It follows from Theorem 4.1 of Pollett (1988) that the vector x, 
given by x, = m,/v, = p( p/q) “?, is A-invariant for Q. Now m,x, = pz and so clearly 
CliC. m,x, diverges. 0 
7.2. Random walks on the non-negative integers 
The corresponding analysis of the random restricted to the non-negative integers, 
obtained on setting qO,_, = 0, is also straightforward. For brevity we shall merely 
state the results. If one sets qoC, = q,,, = 0 then there is an absorbing barrier at the 
origin and one can prove the following result by considering the irreducible class 
consisting of the positive integers. 
Proposition 7.3. The simple random walk with an absorbing barrier at the origin is 
A-transient with decay parameter A = p( 1 -2( pq)“‘). 0 
If on the other hand one sets quo = qo, = pp then there is a reflecting barrier at the 
origin and one considers the irreducible class consisting of the whole of the non- 
negative integers. It is well known that the process is positive recurrent, null recurrent 
or transient according as p < q, p = q or p > q. Thus if p s q we must have that A = 0. 
We can prove the following result. 
Proposition 7.4. If the simple random walk with a re$ecting barrier at the origin is 
transient it is, indeed, A-transient with decay parameter A = p( 1 - 2( pq)“‘). 0 
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