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Introduction
Ce projet de thèse a pour objet le développement d’un outil de calcul ab initio précis,
c’est à dire sans apport explicite de l’expérience, permettant de déterminer le comporte-
ment élastique des matériaux et son utilisation pour le calcul théorique des propriétés
de matériaux d’intérêt géophysique. Pour ce faire, nous utilisons le développement de la
réponse à une déformation et au champ électrique, dans le cadre de la théorie de pertur-
bation de la fonctionnelle de la densité (DFPT). Nous effectuons ce développement dans
l’approche "Projector Augmented-Wave" (PAW) [1] qui représente un standard dans les
calculs de structure électronique.
Le formalisme PAW permet, avec une efficacité informatique élevée, de réaliser des
calculs ab initio d’une précision améliorée. Il introduit cependant une plus grande com-
plexité des équations à dériver.
La géophysique interne est un vaste sujet d’étude auquel participent de nombreuses
disciplines scientifiques. Les connaissances actuelles sur la structure et la dynamique
interne de la Terre sont encore très partielles et motivent la recherche dans ce domaine.
En effet, les conditions extrêmes de pression et de température qui règnent à l’intérieur
du cœur et du manteau terrestre rendent très difficile la détermination de la composition
et de la structure des matériaux présents dans notre planète. C’est pourquoi les études
géologiques utilisent et combinent plusieurs approches.
Le travail de recherche présenté dans ce mémoire contribue à ces études en s’intéres-
sant aux calculs des vitesses de propagation des ondes sismiques par une approche issue
de la Physique de la Matière Condensée.
Contexte général
Les premières sources d’information sur la composition interne de la Terre pro-
viennent de l’analyse des échantillons qu’il est possible de prélever soit sur les météo-
rites retrouvées à la surface de le Terre, soit sur des roches situées entre 300 et 400 km
de profondeur et qui sont éjectées à la surface suite à une éruption volcanique. Cette
discipline, la pétrologie, met en évidence la présence de magnésium, silicium, oxygène
et aluminium en quantités importantes dans le manteau [2, 3, 4]. Le noyau, quant à lui,
serait formé d’un mélange de fer et de nickel [5, 6], plus ou moins pur.
Pour aller plus loin et en se basant sur ces observations, la géochimie, étude de la
composition chimique de la Terre, associée aux données minéralogiques, permet de dé-
terminer des compositions théoriques et hypothétiques plus précises (type élémentaire et
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type isotopique). La pyrolite [7], qui en est un exemple, est un modèle de roche théorique
qui se rapproche le plus de celles que l’on trouve dans le manteau terrestre.
Pour valider ces hypothèses, l’étude de la propagation des ondes sismiques reste la
principale observable permettant d’apporter des réponses, car il s’agit de la seule donnée
provenant directement des régions concernées. En 1906, R. D. Oldham [8] remarque que,
dans une certaine zone, les vitesses de propagation des ondes sismiques transversales
VS sont nulles, ce qui est caractéristique d’un liquide. Il est alors le premier à émettre
l’hypothèse d’un noyau terrestre liquide en se basant sur l’étude des ondes sismiques.
Par la suite, F. Birch publie en 1952 une étude [9] qui se base sur les différences entre
les vitesses de propagation des ondes sismiques à l’intérieur du cœur et celles dans le
manteau. Il met en évidence que ces variations de vitesse sont dues, en ce qui concerne
le manteau, à la présence d’éléments légers (silicium, magnésium, oxygène) et, en ce qui
concerne le noyau, à la présence d’éléments plus lourds [9] (fer et nickel), mais aussi
d’éléments légers [10] (silicium, soufre, oxygène, carbone et hydrogène). F. Birch réussit,
grâce à ces études, à relier la composition des roches de l’intérieur de notre planète à la
vitesse de propagation des ondes sismiques. Pour y parvenir, il utilise la nature élastique
des ondes sismiques et relie alors le comportement élastique (constantes élastiques) d’un
matériau à la vitesse de propagation d’une onde élastique à l’intérieur de ce dernier.
De ces études, un modèle de l’intérieur de la Terre a été proposé. Il se compose de
deux parties principales : le noyau, lui même découpé en deux parties (interne et ex-
terne), entouré par un manteau (fig. 1).
Un des enjeuxmajeurs, à l’heure actuelle, est de réussir à déterminer les compositions
théoriques des roches qui reproduisent au mieux les propriétés élastiques déduites des
vitesses de propagation des ondes mesurées. Pour cela, différentes approches sont mises
en œuvre.
Noyau interne
Noyau externe
fer-nickel liquide
fer solide +
éléments légers
Manteau
Mg,Si,O,Al
P
re
ss
io
n
50 GPa -
100 GPa -
130 GPa -
330 GPa -
360 GPa -
Te
m
p
ér
at
u
re
- 870 °C
- 3700 °C
- 4000 °C
- 4300 °C
- 7200 °C
Figure 1 – Structure interne de la Terre.
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Le noyau et le manteau terrestre
Les deux principales régions de l’intérieur de notre planète, le manteau et le noyau,
contiennent des roches de compositions différentes.
Le manteau est constitué en majeure partie de silicate et d’oxyde [4]. La silice (SiO2)
y est présente à hauteur de 45% [4]. Un deuxième composé prépondérant à l’intérieur du
manteau est l’oxyde de magnésium (MgO), qui lui, est présent à hauteur 37% [4]. L’as-
sociation des ces deux composés constitue donc le manteau terrestre qui contient donc
environ 70% de perovskite MgSiO3. Ces roches forment un modèle que l’on appelle la
pyrolite [7]. Le manteau atteint une profondeur de 2920 km et les conditions thermody-
namiques qui y règnent avoisinent une température de l’ordre de 3000–4000 K et une
pression allant jusqu’à 137 GPa (pour la partie la plus profonde).
Le noyau, quant à lui, est constitué en majeure partie de fer [11]. Il est divisé en deux
parties qui s’étendent de 3000 km à 6400 km de profondeur : le noyau externe, qui a la
particularité d’être liquide, et le noyau interne (la graine), qui est solide. Les pressions
varient entre 135 et 329 GPa dans le noyau interne et atteignent 364 GPa à l’intérieur de
la graine. Les températures, encore de nos jours très incertaines [12], augmentent selon
l’adiabatique, ou en restent très proches. Elles sont d’environ 4000 K à la limite manteau-
noyau, et atteignent les 6000–7000 K à l’intérieur du noyau interne [12, 13, 14].
La graine, partie solide du noyau, est composée d’un alliage à base de fer contenant
du nickel [9, 7] (environ 10% [15]). Les données sismiques, utilisées dans de nombreuses
études expérimentales et théoriques [16, 17, 18, 19, 20, 21], confirment qu’un certain
nombre d’éléments légers sont également contenus dans le noyau interne [22] à hauteur
de quelques pourcents.
Le Modèle PREM
Les travaux de A. M. Dziewonski et D. L. Anderson, publiés en 1981, ont conduit à
un modèle complet de la structure globale interne de la Terre à partir des données sis-
mologiques. Des tableaux ont été publiés contenant les données PREM [23] (Preliminary
Reference Earth Model).
Pour construire cemodèle, A. M. Dziewonski et D. L. Anderson ont utilisé des courbes
hodochrones 1 construites à partir des données enregistrées par des stations sismiques
réparties à la surface du globe sur plusieurs dizaines d’années. L’analyse de ces nombreux
résultats a permis l’élaboration des données PREM.
Les données PREM regroupent les variations, en fonction de la profondeur, de dif-
férentes quantités telles que la densité des roches, leurs propriétés élastiques (module
d’élasticité isostatique K et module de cisaillement G), etc. Grâce au modèle PREM, il
est possible de représenter les vitesses des ondes sismiques VP et VS en fonction de la
profondeur (fig. 2).
Les courbes ainsi produites confirment l’existence des trois parties distinctes. Sur la
figure 2, par exemple, apparaît une zone comprise entre 3000 et 5000 km à l’intérieur de
1. Courbe hodochrone : Représentation graphique du temps d’arrivée au sismomètre d’une onde sis-
mique en fonction de sa distance à l’épicentre
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laquelle la vitesse VS est nulle (noyau externe), ce qui est caractéristique d’un liquide.
Le modèle PREM sert de référence dans de nombreuses études, comme cela sera le
cas dans ce projet de thèse.
Depuis les années 80, d’autres modèles ont été proposés ; les modèles les plus ré-
cents ne sont pas unidimensionnels comme PREM. La figure 3 représente un modèle
tomographique du manteau [24], qui est une classe différente, car ce type de modèle
s’intéresse à l’anisotropie sismique. Ces récents modèles 3D, permettant de décrire les
variations de la vitesse de propagation des ondes sismiques en fonction de la profondeur,
apportent de nombreuses informations sur la structure du manteau. Ils décrivent bien
plus précisément les différences des structures géologiques, de minéralogie, de chimie,
et de température dans le manteau.
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Figure 2 – Modèle PREM, en rouge les ondes VS et en bleu les ondes VP
Figure 3 – Modèle LLNL-G3Dv3 [24], représentation de la vitesse de l’onde (km/h) à
des profondeurs sélectionnées dans le manteau supérieur.
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L’approche ab initio
Parmi les approches théoriques permettant de décrire le comportement élastique des
matériaux et en particulier ceux de l’intérieur terrestre, l’approche ab initio est l’une des
plus encourageantes. L’augmentation récente de la puissance de calcul des ordinateurs
en est l’une des principales raisons.
En physique de la Matière Condensée, une méthode ab initio est fondée sur les pre-
miers principes de la physique, en particulier ceux de la mécanique quantique. La théorie
de la fonctionnelle de la densité (DFT) fait partie de ces méthodes, car elle permet de ré-
soudre l’équation de Schrödinger d’un système physique. Elle a été proposée par P. Ho-
henberg et W. Kohn en 1964 [25]. W. Kohn (associé à John Pople) a reçu le prix Nobel
de chimie en 1998 [26] pour ses travaux. La DFT permet de déterminer l’énergie totale
d’unmatériau, considéré comme un système de noyaux atomiques et d’électrons. À partir
de l’énergie, il est alors possible de déterminer les propriétés physiques et thermodyna-
miques du matériau, comme par exemple l’équation d’état, les constantes élastiques, les
spectres de phonons, etc. Il est en particulier possible de calculer les fonctions de réponse
du système, c’est à dire les variations des propriétés en réponse à une perturbation. Les
constantes élastiques, réponses du système à une faible déformation, sont utilisées pour
calculer les vitesses de propagation des ondes VP et VS à travers le matériau étudié. De
ce fait, la théorie de la fonctionnelle de la densité présente un grand intérêt pour l’inter-
prétation des mesures sismologiques.
Les fonctions de réponse sont calculées en déterminant la variations de l’énergie suite
à une perturbation, et plus précisément sa dérivée par rapport à cette perturbation. Dans
le cas des constantes élastiques, il faut considérer les variations de l’énergie à l’ordre deux
par rapport à une déformation. Pour calculer ces quantités avec la DFT, il existe plusieurs
possibilités.
Tout d’abord, les méthodes dites numériques, basées sur la méthode des différences
finies. Elles permettent de déterminer les dérivées de fonctions de systèmes de faibles di-
mensions et dans certaines limites. En effet, pour calculer par différences finies la dérivée
d’une fonction, il faut déterminer ses variations en plusieurs points faiblement espacés,
ce qui rend le résultat fortement dépendant des points choisis. La taille du système est
également un facteur limitant car il est nécessaire de réaliser plusieurs simulations, et ce
dans chacune des directions de perturbation possibles. Plus le système est grand, plus
cela devient coûteux. Pour diminuer le nombre de simulations à réaliser, il est tout à fait
possible d’utiliser les symétries du système. Cependant dès lors que l’on souhaite étudier
des systèmes avec des impuretés, les symétries vont être brisées et cette méthode n’est
plus utilisable.
D’un autre coté, il est possible d’utiliser des méthodes analytiques pour déterminer
les dérivées de l’énergie et pallier ainsi les problèmes numériques. La théorie de pertur-
bation de la fonctionnelle de la densité (DFPT) [27, 28, 29, 30] est l’une de ces approches.
Cette méthode, complètement analytique, permet de calculer les fonctions de réponse
du système directement à partir des dérivées des fonctions d’onde des particules consi-
dérées. Elle repose sur une dérivation analytique des équations de la mécanique quan-
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tique appliquées dans le cadre de la DFT. Grâce à la DFPT, il est possible de calculer par
exemple, les modes de vibration d’un cristal, mais aussi les propriétés élastiques ou la
réponse à la modification d’un champ externe. Les constantes élastiques ainsi obtenues
permettront de déterminer les vitesses de propagation des ondes sismiques et ce pour la
plupart des systèmes, aussi complexes soient-ils.
Organisation
Le présent mémoire est organisé de la manière suivante :
Le premier chapitre est consacré à la présentation de tous les formalismes utilisés
dans le développement théorique du projet : la théorie de la fonctionnelle de la densité
(DFT), qui permet de calculer l’énergie de l’état fondamental, la théorie de perturbation
de la fonctionnelle de la densité (DFPT), donnant accès aux fonctions de réponse, le for-
malisme “Projector Augmented-Wave” (PAW), qui apporte une meilleure précision, les
spécificités de la réponse à la déformation et à la perturbation du champ électrique.
Le deuxième chapitre présente les développements théoriques et informatiques réa-
lisés dans ce projet. Il s’agit de l’étape principale de la thèse. Trois phases se sont en-
chaînées successivement : l’écriture des équations, la programmation informatique et la
validation.
Dans le troisième chapitre, l’outil informatique est utilisé pour caractériser certaines
compositions de minéraux du cœur et du manteau terrestre. Cette étude a pour but de
mieux comprendre l’effet des éléments légers sur les vitesses de propagation des ondes
sismiques. Au final, la comparaison avec les données PREM est utilisée pour interpréter
les résultats obtenus sur les différentes compositions testées.
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Chapitre 1
Introduction aux formalismes
utilisés pour le calcul de l’énergie et
de ses dérivées
1.1 Introduction
Au cours de ce chapitre, les différents formalismes utilisés pour le développement de
la réponse à la déformation et à la perturbation du champ électrique vont être présentés.
Ces formalismes sont multiples et les développements présentés dans ce rapport de thèse
nécessitent de les passer en revue.
Pour obtenir les fonctions de réponse d’un système de manière complètement ana-
lytique, nous allons utiliser la théorie de perturbation de la fonctionnelle de la densité
(DFPT). Il en existe plusieurs formulations. S. Baroni a développé une DFPT basée sur les
fonctions de Green [27, 28] tandis que la formulation de Gonze se base sur l’extension de
la fonctionnelle de l’énergie de Kohn-Sham suite à une perturbation [29, 30]. C’est cette
seconde approche que nous allons utiliser. La DFPT est déjà disponible dans un certain
nombre de codes de calcul de structure électronique. Ces codes utilisent généralement
des bases d’ondes planes qui nécessitent l’utilisation de pseudo-potentiels [31] pour per-
mettre le traitement numérique des variations des fonctions d’onde près des noyaux.
L’utilisation de pseudo-potentiels induit une approximation forte faite sur les fonctions
d’onde, ce qui implique que cette méthode a un déficit de précision pour certaines appli-
cations.
Pour pallier cette difficulté, il est devenu standard d’utiliser la méthode "Projector
Augmented-Wave" (PAW) [1] qui est un formalisme qui permet d’obtenir des résultats
avec une précision “tous-électrons” (c’est à dire sans utilisation de pseudo-potentiels)
tout en bénéficiant de l’efficacité numérique des pseudo-potentiels. Le code de calcul
abinit [32, 33, 34] fut le premier à coupler DFPT et PAW pour la réponse linéaire à
l’ordre deux et plus précisément, pour la réponse à un déplacement atomique [35] don-
nant ainsi accès, avec la précision PAW, aux spectres de phonons.
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Pour déterminer les fonctions de réponse à une déformation (calcul des constantes
élastiques) en PAW, nous allons utiliser les travaux de Hamann et collaborateurs [36] qui
proposent un formalisme élégant pour calculer analytiquement ce type de réponse dans
le cadre de la DFPT. Celui-ci est basé sur la formulation du tenseur métrique et l’expres-
sion des quantités à dériver en fonction de leurs coordonnées réduites. Cette formulation
sera, par la suite, développée et adaptée dans l’approche PAW.
De même que pour la réponse à la déformation, la perturbation due au champ
électrique a déjà été proposée pour la DFPT et a été détaillée dans plusieurs publica-
tions [27, 37, 28, 38]. Elle n’existait en PAWque pour le calcul du tenseur diélectrique [39]
Le champ électrique considéré ici brise la périodicité du système, ce qui le rend difficile
à traiter. Nous choisissons, dans le cadre de ce projet de thèse, le formalisme dit de "la
limite des grandes longueurs d’onde" [37] pour parvenir à une expression de la fonction
de réponse.
Ce chapitre va donc permettre de détailler la théorie de perturbation de la fonction-
nelle de la densité, le formalisme PAW, la réponse à la déformation et la réponse au
champ électrique. Ces quatre formalismes seront associés pour développer analytique-
ment le calcul des constantes élastiques en DFPT dans l’approche PAW.
Par ailleurs, comme cela sera détaillé, la réponse à la déformationmet en jeu plusieurs
contributions. En effet, lors d’une déformation, le système va se relaxer pour retrouver un
état d’équilibre. Nous allons donc, au cours du chapitre, décrire comment il est possible
de prendre en compte cette relaxation avec la DFPT. De plus, pour un isolant, il peut y
avoir une modification du champ cristallin, produisant un changement de la polarisation
suite à la relaxation. Pour ce type dematériaux, il est indispensable de prendre en compte
cet effet.
Tout au long de cette partie, seront donc introduits tous les concepts et toutes les
notations utilisés dans la seconde partie qui détaillera les développements théoriques
menés au cours de ce projet.
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1.2 Théorie de la fonctionnelle de la densité
1.2.1 Principe
La DFT permet de calculer l’énergie fondamentale E0 d’un système :
E0 = 〈Ψ0|H|Ψ0〉 (1.1)
H et Ψ0 sont respectivement le Hamiltonien et la fonction d’onde de l’état fondamental.
Pour calculer cette quantité grâce à la DFT, considérons un système composé de N élec-
trons en interaction dans un champ extérieur Vext. Les niveaux d’énergie du système sont
déterminés en utilisant l’équation de Schrödinger :
HΨ = EΨ (1.2)
E est l’énergie du système et Ψ la fonction d’onde. Le Hamiltonien du système peut
s’écrire [25] :
H = T +Vext +Vee (1.3)
où
• T = − ~
2
2m
∑
i
∇2i est l’opérateur énergie cinétique à N électrons ;
• Vext = −
∑
I ,i
ZIe
2
|RI − ri |
représente le potentiel d’interaction entre le noyau et les élec-
trons ;
• Vee =
∑
i<j
e2
|ri − rj |
décrit les interactions entre électrons.
Ce Hamiltonien est simplifié, la DFT se basant sur les deux approximations suivantes :
• L’énergie d’interaction entre les noyaux est considérée comme une constante du
système.
• On découple le mouvement des électrons de celui des noyaux, qui se déplacent
plus lentement, en les considérant comme fixes. Grâce à cette approximation, dite
de Born et Oppenheimer, nous allons dans la suite nous intéresser seulement aux
quantités électroniques.
La densité électronique de notre système est définie par :
ρ(r) =N
∫
|Ψ(r,r1,r2,r3, . . . ,rN )|2dr1dr2 . . .drN (1.4)
tel que ∫
ρ(r)dr =N (1.5)
où N est égal au nombre de particules.
L’objectif de la DFT est de calculer l’énergie totale, non pas en utilisant la fonction
d’onde, mais comme fonctionnelle de la densité ρ(r).
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1.2.2 Théorèmes de Hohenberg et Kohn
La théorie de la fonctionnelle de densité se base sur deux théorèmes énoncés par
Hohenberg et Kohn en 1964 [25] :
• Théorème 1 : Considérons la densité électronique du système dans l’état fonda-
mental ρ(r), il ne peut alors exister qu’un seul potentiel extérieur Vext (à une
constante près) qui réalise ρ(r).
• Théorème 2 : L’énergie de l’état fondamental est obtenue en minimisant la fonc-
tionnelle E[ρ] par rapport à ρ(r) :
E[ρ] = min
ρ
〈
EHK [ρ] +
∫
R3
ρ(r)Vext(r)dr
〉
(1.6)
EHK est définie comme fonctionnelle universelle qui ne dépend pas de Vext. Ces deux
théorèmes nous montrent que, pour un potentiel Vext, il est possible de construire une
fonctionnelle de la densité qui permet d’obtenir l’énergie de l’état fondamental par mi-
nimisation de cette dernière.
1.2.3 Équations de Kohn et Sham
Pour décrire cette fonctionnelle, Kohn et Sham ont montré que, pour tout système de
N électrons en interaction, il existe un système de N électrons non interagissant soumis
chacun à un potentiel extérieur effectifmais générant la même densité. Grâce à cela, il est
possible de considérer un ensemble d’orbitales mono-électroniquesψn(r), et ainsi réécrire
l’équation de Schrödinger pour ce système fictif, permettant d’obtenir les équations de
Kohn et Sham :
Hψn = ǫnψn (1.7)
avec H le Hamiltonien du système fictif et ǫn l’énergie correspondant à l’orbitale ψn. Au
final, la densité électronique de l’état fondamental s’écrit [40] :
ρ(r) =
N∑
n
∣∣∣ψn(r)∣∣∣2 (1.8)
A partir de ce système fictif et des deux théorèmes de Hohenberg et Kohn, nous pouvons
écrire la fonctionnelle de l’énergie de Kohn-Sham :
EKS [ρ] = EHK [ρ] +
∫
R3
ρ(r)Vext(r)dr (1.9)
avec
EHK [ρ] = T[ρ] +
1
2
∫
R3
VH (r)ρ(r)dr+Exc[ρ] (1.10)
On retrouve les termes suivants :
• T[ρ] l’énergie cinétique du système.
• VH le potentiel de Hartree qui permet de calculer l’énergie d’interaction entre les
électrons.
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• Exc[ρ] la fonctionnelle d’échange et corrélation qui prend en compte les termes
manquant dans les deux expressions précédentes.
Au final, la fonctionnelle de l’énergie contient différentes contributions et s’écrit :
E[ρ] =
∑
n
fn〈ψn|T +Vext|ψn〉+EH [ρ] +Exc[ρ] (1.11)
où fn sont les occupations électroniques.
C’est cette équation que nous devons minimiser pour déterminer l’état fondamental
du système. Il s’agit de résoudre un problème variationnel à partir de cette fonction-
nelle [40] :
E[ρ] = min
ψn
∑
n
fn
〈
ψn|T +Vext|ψn
〉
+EH [ρ] +Exc[ρ]−
∑
n,n′
Λn,n′
(〈
ψ
(0)
n |ψ(0)n′
〉
− δnn′
) (1.12)
La contrainte liée à ce problème est issue de la propriété d’orthogonalité des fonctions
d’onde 〈ψn|ψn′〉 = δnn′ . Les équations d’Euler Lagrange associées sont les équations de
Kohn et Sham (éq. 1.7) et les coefficients de Lagrange s’expriment :
Λn,n′ = 〈ψn|H|ψn′〉 avec H = T +Vext[ρ] +
EHxc[ρ]
ρ
(1.13)
D’après le deuxième théorème de Hohenberg et Kohn, la minimisation de ce problème
variationnel nous garantit la détermination de l’état fondamental de notre système.
1.2.4 Potentiel d’échange et corrélation
Le terme supplémentaire Exc[ρ] ne peut pas être calculé exactement sauf dans de
rares cas simples et doit être approximé. L’approximation la plus connue est celle de
la densité locale (LDA). On connaît les expressions du terme d’échange et corrélation
exactes pour un gaz d’électrons homogène. Dans le cadre de la LDA, on considère que la
densité électronique ρ(r) est localement uniforme en chaque point r ; on introduit donc
une densité d’énergie locale εxc[ρ]. Le terme d’échange et corrélation est de la forme [40] :
Exc[ρ] =
∫
R3
ρ(r)εxc[ρ]dr (1.14)
Il est aussi possible d’apporter une correction supplémentaire à la LDA. L’approxi-
mation du gradient généralisé (GGA) ajoute une partie dépendante du gradient de la
densité. Ainsi, le terme d’échange et corrélation avec cette correction s’écrit [41] :
Exc[ρ] =
∫
R3
ρ(r)εxc[ρ,∇ρ]dr (1.15)
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1.2.5 Énergie de Fermi
En DFT, le traitement des métaux se fait en tenant compte des différentes occupations
mais aussi de l’énergie du niveau de Fermi. Dans ce cas, la densité s’exprime :
ρ(r) =
1
Ω
∑
n
∫ (
ǫn,k − ǫFermi
kbT
)
︸            ︷︷            ︸
fn,k
|ψn,k(r)|2dk (1.16)
où k sont les vecteurs d’onde et fn,k est l’occupation du niveau ǫn,k. Il s’agit d’un
problème implicite car le niveau de Fermi dépend des occupations des niveaux électro-
niques. T est la température électronique.
La théorie de la fonctionnelle de la densité permet de calculer l’état fondamental d’un
système. Elle utilise la densité comme fonction variableminimisant l’énergie. Dans le
formalisme deKohn et Sham, elle se base sur la résolution d’un système auto-cohérent
d’équations aux valeurs propres indépendantes.
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1.3 Théorie de la perturbation de la fonctionnelle de la densité
(DFPT)
1.3.1 Principe
La méthode analytique pour déterminer les dérivées de l’énergie que nous allons uti-
liser est la théorie de perturbation de la fonctionnelle de la densité (DFPT) dans sa for-
mulation proposée par Gonze [30].
L’objectif est d’obtenir la réponse du système à une petite perturbation λ. Prenons,
par exemple, la perturbation due à une légère modification du potentiel externe Vext(λ).
La perturbation étant petite, le potentiel se développe en série de Taylor :
Vext(λ) = V
(0)
ext +λV
(1)
ext +λ
2V
(2)
ext + . . . (1.17)
Plus généralement, il est possible d’appliquer cette perturbation sur une quantité X(λ) et
d’obtenir ainsi son développement :
X[λ] = X(0) +λX(1) +λ2X(2) + . . . (1.18)
Avec X pouvant être l’énergie, la densité, la fonction d’onde, un potentiel, etc. Nous in-
troduisons ici la notation X(n) qui est reliée aux dérivées de la quantité X par rapport à
la perturbation λ :
X(n) =
1
n!
dnX
dλn
∣∣∣∣∣
λ=0
(1.19)
Pour caractériser au mieux notre système, nous pouvons considérer plusieurs types
de perturbations qui vont permettre de calculer différentes fonctions de réponse. Parmi
elles, les perturbations utilisées dans le cadre de cette thèse :
• Réponse au déplacement τ d’un atome a dans la direction i : λ = τai
• Réponse à une déformation ε dans les directions α et β : λ = εαβ
• Réponse à une perturbation du champ électrique E dans la direction j : λ = Ej
Ces différentes perturbations peuvent être associées et appliquées simultanément.
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L’énergie E(τ,ε,E) se développe de la manière suivante :
E(τ,ε,E) =E(0)(τ,ε,E) + τ E
τ︸︷︷︸
Forces
+ε
E
ε︸︷︷︸
Contraintes
+E E
E︸︷︷︸
Polarisation
+
1
2
τ2
2E
τ2︸︷︷︸
Constantes de forces
inter-atomiques
+
1
2
ε2
2E
ε2︸︷︷︸
Constantes élastiques
+
1
2
E2 
2E
E2︸︷︷︸
Tenseur diélectrique
+ τε
2E
ετ︸︷︷︸
Coefficients de
couplage force-déformation
+Eε 
2E
εE︸︷︷︸
Tenseur piézoélectrique
+Eτ 
2E
Eτ︸︷︷︸
Charges effectives
+0(λ3)
(1.20)
Dans l’expression, plusieurs dérivées de l’énergie apparaissent ; elles sont toutes reliées à
une fonction de réponse. Les dérivées premières par rapport à un déplacement atomique
vont permettre de calculer les forces inter-atomiques Fα
Fai = −
E
τai
(1.21)
Les dérivées par rapport à une déformation définissent les contraintes σαβ subies par le
système (ce qui permet, par exemple, de déterminer la pression externe) :
σαβ =
1
Ω
E
εαβ
(1.22)
où Ω est le volume de la cellule unité.
La réponse à une perturbation du champ électrique définit la polarisation P :
Pj = −
1
Ω
E
Ej
(1.23)
En dérivant l’énergie à l’ordre deux, il sera également possible de calculer la matrice
dynamique du système (donnant accès aux modes de vibration) en utilisant la dérivée
par rapport à deux déplacements atomiques, le tenseur élastique en calculant la déri-
vée seconde par rapport à deux déformations ainsi que le tenseur diélectrique qui est la
réponse au second ordre au champ électrique. Il est possible de mélanger deux perturba-
tions pour obtenir les coefficients de couplage force-déformation, les charges effectives
de Born et le tenseur piézoélectrique. Toutes ces dérivées devront être utilisées pour re-
construire le tenseur élastique complet.
1.3.2 Théorème 2n+1
Pour calculer les dérivées de l’énergie aux premier et second ordres, nous utilisons
le théorème dit "2n+1" [42] qui nous garantit que la seule connaissance des dérivées des
fonctions d’onde à l’ordre n est suffisante pour décrire les variations de l’énergie aux
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ordres 2n et 2n+1. Le problème variationnel à l’ordre 2n s’écrit :
E(2n) =min
δψ
E
 n∑
j=0
λjψ(j ) +λnδψ


(2n)
(1.24)
C’est un problème de minimisation sous contraintes.
L’ordre 2n+1, quant à lui, est obtenu grâce à une expression non variationnelle :
E(2n+1) =
E
 n∑
j=0
λjψ(j )


(2n+1)
(1.25)
La première équation va nous servir à déterminer les réponses du système au second
ordre.
Grâce au théorème 2n+1, les dérivées au premier ordre seront, quant à elles, calculées
directement à partir d’un calcul d’état fondamental. Pour ce faire, reprenons la fonction-
nelle de l’énergie (1.11) et calculons sa dérivée :
E(λ1) =
∑
n
fn〈ψn| (T +Vext)(λ1) |ψn〉+
dEHxc[ρ]
dλ1
(1.26)
On détermine
dEHxc[ρ]
dλ1
en calculant une dérivée fonctionnelle :
dEHxc[ρ]
dλ1
=
dEHxc[ρ]
dλ1
∣∣∣∣∣
ψ(0)
+
∫
R3
δEHxc[ρ]
δρ(r)
ρ(λ1)(r)dr (1.27)
Nous avons introduit dans l’équation précédente une notation qui va être utilisée dans
la suite du document. Le symbole
dX
dλ1
∣∣∣∣∣
ψ(0)
est une notation qui exprime que la dérivée
de la quantité X (EHxc dans l’expression précédente) est réalisée dans l’hypothèse que les
fonctions d’onde ne varient pas. Ce qui signifie que les quantités qui pourraient dépendre
des dérivées des fonctions d’onde ne seront pas calculées.
Comme nous pouvons le voir, le calcul de la dérivée de l’équation (1.27) requiert la
connaissance de la dérivée de la fonction d’onde puisqu’il faut calculer celle de la densité
définie par :
ρ(λ1)(r) =
∑
n
[
ψ
∗(λ1)
n (r)ψ
(0)
n (r) +ψ
(λ1)
n (r)ψ
∗(0)
n (r)
]
(1.28)
Cependant, le théorème 2n+1 implique la nullité de ce terme. L’expression de la dérivée
de l’énergie s’écrit donc [30] :
E(λ1) =
∑
n
fn〈ψn| (T +Vext)(λ1) |ψn〉+
dEHxc[ρ]
dλ1
∣∣∣∣∣
ψ(0)
=
∑
n
fn〈ψn| (T +Vext)(λ1) +
dVHxc
dλ1
∣∣∣∣∣
ψ(0)
|ψn〉
(1.29)
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Pour une perturbation λ1 correspondant à un déplacement atomique, on retrouve ici
le théorème d’Hellmann-Feynman. Il est donc possible à partir de cette formulation de
calculer les forces, les contraintes et la polarisation. La dérivée à l’ordre deux, plus com-
plexe, nécessitera la connaissance des dérivées premières des fonctions d’onde qui sont
obtenues par résolution du problème variationnel décrit précédemment. Ce problème
sera résolu grâce à l’équation de Sternheimer.
1.3.3 Formulation variationnelle de l’énergie au second ordre
L’équation (1.24) étendue à l’ordre deux, pour deux perturbations identiques λ1, per-
met d’obtenir l’équation variationnelle suivante dont les seules inconnues sont les déri-
vées des fonctions d’onde par rapport à λ1. Le développement permettant d’obtenir cette
équation est détaillé dans une publication de Gonze [30] :
E(λ1λ1){ψ(0);ψ(λ1)} =min
ψ(λ1)
{∑
n
fn
[
〈ψ(0)n | (T +Vext)(λ1λ1) |ψ(0)n 〉+ 〈ψ(λ1)n |T +Vext − ǫn|ψ(λ1)n 〉
+ 〈ψ(λ1)n | (T +Vext)(λ1) |ψ(0)n 〉+ 〈ψ(0)n | (T +Vext)(λ1) |ψ(λ1)n 〉
]
+
1
2
d2EHxc[ρ]
dλ21
∣∣∣∣∣
ψ(0)
+
∫
R3
d
dλ1
δEHxc[ρ]
δρ(r)
∣∣∣∣∣
ψ(0)
ρ(λ1)(r)dr+
∫
R3
∫
R3
1
2
δ2EHxc[ρ]
δρ(r)δρ(r′)
ρ(λ1)(r)ρ(λ1)r′drdr′
−
∑
n,n′
Λn,n′
(
〈ψ(λ1)n |ψ(0)n′ 〉+ 〈ψ
(0)
n |ψ(λ1)n′ 〉
)}
(1.30)
Ce problème de minimisation utilise les coefficients de LagrangeΛn,n′ et la contrainte
associée à cette optimisation est la suivante :
〈ψ(λ1)n |ψ(0)n′ 〉+ 〈ψ
(0)
n |ψ(λ1)n′ 〉 = 0 (1.31)
L’équation d’Euler Lagrange associée au problème variationnel précédent est obtenue
en effectuant un développement au second ordre de l’équation de Schrödinger. Après un
certain nombre de manipulations, une équation de Sternheimer est obtenue [43] :
Pc
(
H (0) − ǫn
)
Pc |ψ(λ1)n 〉 = −Pc H (λ1) |ψ(0)n 〉 (1.32)
Où Pc est le projecteur sur l’ensemble des fonctions d’onde de l’état fondamental. La
dérivée du Hamiltonien H (λ1) s’obtient avec l’expression suivante :
H (λ1) = T (λ1) +V (λ1)ext [ρ] +V
(λ1)
Hxc [ρ] (1.33)
En utilisant la formule 1.27, nous pouvons réexprimer les dérivées des potentiels de Har-
tree et d’échange et corrélation :
V
(λ1)
Hxc [ρ] =
d
dλ1
δEHxc[ρ]
δρ(r)
∣∣∣∣∣
ψ(0)
+
∫
R3
δ2EHxc[ρ]
δρ(r)δρ(r′)
ρ(λ1)(r′)dr′ (1.34)
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Le problème à résoudre ici est auto-cohérent. En effet, comme cela vient d’être montré, le
Hamiltonien au premier ordre dépend des variations des fonctions d’onde via la variation
de la densité. Ce Hamiltonien est nécessaire à la détermination des fonctions d’onde au
premier ordre.
Il faut donc, comme pour l’état fondamental, résoudre un système d’équations en
utilisant un cycle auto-cohérent :
Initialisation de ρ(λ1)
Calcul de H (λ1)[ρ,ρ(λ1)]
Résolution de l’équa-
tion de Sternheimer
ψ(λ1) ρ(λ1) E
(λ1λ1)
var {ψ(0);ψ(λ1)} est minimal ?
Suite du calcul
oui
non
Figure 1.1 – Cycle auto-cohérent pour déterminer ψ(λ1).
À convergence du cycle, lorsque le problème variationnel est résolu, l’énergie au second
ordre est minimale et s’exprime par :
E
(λ1λ1)
var {ψ(0);ψ(λ1)} =
∑
n
fn
[
〈ψ(0)n | (T +Vext)(λ1λ1) |ψ(0)n 〉+ 〈ψ(λ1)n |T +Vext − ǫn|ψ(λ1)n 〉
+ 〈ψ(λ1)n | (T +Vext)(λ1) |ψ(0)n 〉+ 〈ψ(0)n | (T +Vext)(λ1) |ψ(λ1)n 〉
]
+
1
2
d2EHxc[ρ]
dλ21
∣∣∣∣∣
ψ(0)
+
∫
R3
d
dλ1
δEHxc[ρ]
δρ(r)
∣∣∣∣∣
ψ(0)
ρ(λ1)(r)dr+
∫
R3
∫
R3
1
2
δ2EHxc[ρ]
δρ(r)δρ(r′)
ρ(λ1)(r)ρ(λ1)r′drdr′
(1.35)
L’association de l’équation de Sternheimer et de la formulation variationnelle de l’énergie
au second ordre permet de déterminer les dérivées des fonctions ψ(λ1).
1.3.4 Formulation non variationnelle de l’énergie au second ordre
Si l’on souhaite calculer la dérivée à l’ordre deux de l’énergie E(λ1λ2), selon le théorème
2n+1, il est nécessaire de déterminer les dérivées des fonctions d’onde au premier ordre
par rapport aux deux perturbations λ1 et λ2. Ceci peut s’avérer lourd et complexe à
mettre en œuvre car, pour ce faire, il faut minimiser deux fois l’équation variationnelle
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suivante par rapport à chacune des deux variables :
E(λ1λ2){ψ(0);ψ(λ1);ψ(λ2)} = min
ψ(λ1),ψ(λ2)
{∑
n
fn
[
〈ψ(0)n | (T +Vext)(λ1λ2) |ψ(0)n 〉
+
1
2
(
〈ψ(λ1)n |T +Vext − ǫn|ψ(λ2)n 〉+ cc
)
+
1
2
(
〈ψ(λ1)n | (T +Vext)(λ2) |ψ(0)n 〉+ cc
)
+
1
2
(
〈ψ(0)n | (T +Vext)(λ1) |ψ(λ2)n 〉+ cc
)]
+
1
2
d2EHxc[ρ]
dλ1dλ2
∣∣∣∣∣
ψ(0)
+
1
2
∫
R3
∫
R3
δ2EHxc[ρ]
δρ(r)δρ(r′)
ρ(λ1)(r)ρ(λ2)(r′)drdr′
+
1
2
∫
R3
 ddλ1 δEHxc[ρ]δρ(r)
∣∣∣∣∣
ψ(0)
ρ(λ2)(r) +
d
dλ2
EHxc[ρ]
ρ(r)
∣∣∣∣∣
ψ(0)
ρ(λ1)(r)
dr
−
∑
n,n′
[
Λ
λ1
n,n′
(
〈ψ(λ1)n |ψ(0)n′ 〉+ 〈ψ
(0)
n |ψ(λ1)n′ 〉
)
+Λλ2n,n′
(
〈ψ(λ2)n |ψ(0)n′ 〉+ 〈ψ
(0)
n |ψ(λ2)n′ 〉
) ]}
(1.36)
Pour simplifier le problème, la solution consiste à minimiser, dans un premier temps,
la dérivée de l’énergie E(λ1λ1) pour deux perturbations identiques. Cette manipulation
permet de déterminer la dérivée des fonctions d’onde par rapport à λ1. Ensuite, grâce
à une formulation non variationnelle de l’énergie au second ordre, il sera possible de
calculer les dérivées mixtes E(λ1λ2).
Pour obtenir la formulation non variationnelle, on émet l’hypothèse que l’une des
deux solutions (ψ(λ1) ou ψ(λ2)) ne varie plus. En d’autres termes, dans l’expression varia-
tionnelle (éq. 1.36), l’une des deux directions λ2 est figée, ce qui nous permet d’obtenir
l’expression suivante :
E
(λ1λ2)
non-var{ψ(0);ψ(λ1)} =
∑
n
fn
[
〈ψ(0)n | (T +Vext)(λ1λ2) |ψ(0)n 〉+ 〈ψ(0)n | (T +Vext)(λ2) |ψ(λ1)n 〉
]
+
1
2
d2EHxc[ρ]
dλ1dλ2
∣∣∣∣∣
ψ(0)
+
1
2
∫
R3
d
dλ2
δEHxc[ρ]
δρ(r)
∣∣∣∣∣
ψ(0)
ρ(λ1)(r)dr
(1.37)
Pour que cette hypothèse soit valable, nous devons exiger une très grande convergence
sur les fonctions d’onde. La formulation non variationnelle permet de calculer les déri-
vées pour deux directions différentes, mais il est aussi possible de mélanger facilement
deux perturbations de types différents.
1.3.5 Déroulement d’un calcul complet de DFPT
Le calcul de la variation de l’énergie au second ordre par la méthode de la théorie de
perturbation de la fonctionnelle de la densité nécessite plusieurs étapes qui sont résu-
mées par le diagramme 1.2.
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Calcul de l’état fondamental pour dé-
terminer les fonctions d’onde ψ(0)n
Boucle sur les perturbations λ1
Initialisation des ψ(λ1)n
Calcul de (H [ρ,ρ(λ1)])(λ1) à partir de ψ(λ1)n .
Résolution de l’équation de
Sternheimer pour obtenir
de nouveaux ψ(λ1)n (éq. 1.32)
Calcul de ρ(λ1) (éq. 1.28) à partir de ψ(λ1)n
Calcul de l’énergie à l’ordre
deux E(λ1λ1)var avec la formula-
tion variationnelle (éq. 1.35)
E
λ1λ1
var est-il minimum pour ces ψ
(λ1)
n ?
Boucle sur les perturbations λ2 pour le
calcul de l’énergie E(λ1λ2)non-var avec la for-
mulation non variationnelle (éq. 1.37)
Écriture de toutes les dérivées
E(λ1λ2) et utilisation pour le cal-
cul des fonctions de réponse
non
oui
Figure 1.2 – Déroulement d’un calcul de DFPT à l’ordre deux.
La théorie de perturbation de la fonctionnelle de la densité permet de calculer ana-
lytiquement les dérivées de l’énergie en utilisant les dérivées des fonctions d’onde.
Ces données sont obtenues par la résolution d’un problème variationnel. Pour obte-
nir l’énergie à l’ordre 2n et 2n+1, il est nécessaire de déterminer les dérivées des fonc-
tions d’onde à l’ordre n. Une formulation non variationnelle permet d’obtenir toutes
les dérivées au second ordre de l’énergie à partir de la connaissance de la variation
des fonctions d’onde par rapport à une seule perturbation.
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1.4 Méthode "Projector Augmented-Wave" (PAW)
1.4.1 Méthode des pseudo-potentiels
Lorsque l’on utilise une base non locale (comme par exemple les ondes planes) pour
représenter les fonctions d’onde électroniques, il peut être difficile de traiter numérique-
ment certaines quantités liées aux atomes. En effet, l’orthogonalité des fonctions d’onde
dans les régions proches des noyaux atomiques rend leur description très coûteuse — en
termes de nombre d’éléments de base — si la base n’est pas liée aux positions atomiques.
Pour représenter les fortes variations de densité électronique dans le voisinage immédiat
des noyaux, il est nécessaire d’utiliser un grand nombre d’ondes planes. Cet inconvénient
est d’autant plus prononcé lorsque l’on se situe dans la fin de la classification périodique ;
par exemple, les matériaux tels que les actinides sont très difficiles à modéliser avec des
bases non locales.
C’est pourquoi la DFT à base d’ondes planes ne s’applique que dans le formalisme des
“pseudo-potentiels”. Il s’agit d’“adoucir” les fonctions d’onde dans les régions à fortes
oscillations. Le principe des pseudo-potentiels est le suivant : les électrons proches du
noyau sont fortement liés à celui-ci. De plus, dans de nombreux cas, ils ne participent
pas à la liaison chimique. Il est donc possible de considérer que ces électrons, dit “de
cœur”, peuvent être figés dans leurs états dans l’atome isolé. Il s’agit de l’approximation
du cœur gelé.
Les électrons de cœur sont considérés comme “inactifs”, leur potentiel associé à celui
des noyaux est remplacé par un potentiel effectif, appelé “pseudo-potentiel”, qui ne va
interagir qu’avec les électrons de valence. Ce potentiel, dans une région proche du noyau,
est choisi de forme arbitraire — et surtout douce, sans oscillation — de manière à faci-
liter son développement sur la base d’ondes planes. Dans la zone éloignée du noyau, le
pseudo-potentiel est égal au potentiel atomique de l’ion formé par le noyau et les élec-
trons de cœur.
La figure suivante illustre l’utilisation d’un pseudo-potentiel :
Figure 1.3 – Principe du pseudo-potentiel.
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Dès lors que l’on remplace, dans le Hamiltonien des électrons de valence, le potentiel
extérieur dû aux ions par un pseudo-potentiel, on construit un “pseudo-Hamiltonien”.
En résolvant le problème de Kohn et Sham avec le “pseudo-Hamiltonien”, on obtient des
“pseudo-fonctions d’onde”. L’approximation des pseudo-potentiels consiste à considérer
que les vraies fonctions d’onde sont égales aux pseudo-fonctions d’onde.
Le code abinit utilise des pseudo-potentiels à norme conservée [31] qui sont
construits de manière à ce que la pseudo-fonction d’onde ait la même norme que les fonc-
tions d’onde ; les pseudo-fonctions d’onde sont donc orthogonales. Il existe des pseudo-
potentiels dit “ultra doux” qui ne conservent pas la norme des fonctions d’onde et qui
produisent des pseudo-fonctions d’onde non orthogonales.
Les pseudo-potentiels modernes sont dits non locaux et “séparables” car ils s’ex-
priment comme suit :
Vext = VH [ρ˜Zc]︸   ︷︷   ︸
partie locale
+
∑
ij
|p˜i〉Dij 〈p˜j |︸           ︷︷           ︸
partie non-locale
(1.38)
Où i représente l’atome et les moments angulaires (l,m,n).
Ces pseudo-potentiels contiennent deux contributions :
• une partie locale VH [ρ˜Zc] qui représente l’interaction coulombienne entre le cœur
(noyau+électrons de cœur) et les électrons de valence,
• une partie non-locale qui utilise une double projection à l’aide de projecteurs p˜i .
Dans le formalisme des pseudo-potentiels à norme conservée, la matrice Dij est dia-
gonale, elle est constante et spécifique à chaque espèce chimique. Dans le cas des pseudo-
potentiels ultra-doux, Dij n’est pas diagonale et dépend du potentiel local du Hamilto-
nien.
La méthode des pseudo-potentiels est mise en œuvre avec succès pour de nombreuses
applications. Cependant, l’absence de traitement correct des nœuds des fonctions d’onde
la rend imprécise dans beaucoup de situations et peu transférable d’un système physique
à l’autre.
1.4.2 Transformation linéaire
Le formalisme PAW a été proposé par Blöchl [1]. Il s’agit d’une technique qui se base
sur le principe des méthodes de pseudo-potentiel. Toutefois, dans l’approche PAW, les
variations des fonctions d’onde dans les régions proches des noyaux vont être correcte-
ment reproduites. Pour y parvenir, une transformation T reliant les pseudo-fonctions
d’onde ψ˜n aux vraies fonctions d’onde ψn est utilisée :
|ψn〉 = T |ψ˜n〉 (1.39)
Pour reproduire au mieux les fonctions d’onde, la transformation sera liée aux sites ato-
miques et n’a d’effet qu’à l’intérieur des régions dites d’augmentationΩa définies autour
de chaque noyau atomique a. Elle s’exprime comme une somme de transformations lo-
21
Chapitre 1. Introduction aux formalismes
cales Tˆa qui représentent chacune la contribution de l’atome a :
T = 1+
∑
a
Tˆa (1.40)
Afin de reproduire, à l’intérieur des régions d’augmentation, les variations de la fonction
d’onde, chaque transformation Tˆa s’appuie sur une base de fonctions locales φa,lmn. Par la
suite, pour des raisons de simplification, la notation φi sera utilisée (avec i = a, lmn). Les
fonctions locales φi sont généralement choisies comme solutions (locales) de l’équation
de Schrödinger pour l’atome isolé de l’espèce chimique considérée. Cela permet de mini-
miser le nombre de fonctions nécessaires car leur forme est proche des fonctions d’onde
du solide.
On définit également une autre base de fonctions locales φ˜i qui sont reliées aux φi
par la transformation recherchée :
|φi〉 = T |φ˜i〉 (1.41)
Il est possible de montrer que, à partir des deux ensembles d’ondes partielles {φ˜i} et {φi},
la transformation T doit avoir la forme :
T =
∑
j
(
|φj 〉 − |φ˜j 〉
)
〈p˜j | (1.42)
Où p˜j est une fonction, localisée dans la région d’augmentation, duale de {φ˜i} :
〈φ˜i |p˜j 〉 = δij (1.43)
Les p˜i sont des fonctions restreintes aux régions d’augmentation. Il s’agit de projecteurs.
Leur dualité aux fonctions φ˜i permet d’établir la relation de complétude :∑
i
|p˜i〉〈φ˜i | = 1 (1.44)
Au final, la transformation est définie par [1] :
T = 1+
∑
i
(
|φi〉 − |φ˜i〉
)
〈p˜i | (1.45)
Elle relie la fonction d’onde à la pseudo-fonction d’onde auxiliaire grâce à la relation :
|ψn〉 =T |ψ˜n〉 = |ψ˜n〉+
∑
i
|φi〉〈p˜i |ψ˜n〉 − |φ˜i〉〈p˜i |ψ˜n〉 (1.46)
La figure suivante schématise l’application de la transformation linéaire PAW sur les
fonctions d’onde :
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ψ
=
= ψ˜
+
+ φφ˜
−
−
Cette transformation permet au formalisme PAW de combiner, à la fois, les avantages
d’une méthode de pseudo-potentiel ultra-doux, réduisant le coût numérique d’un calcul,
mais aussi les avantages d’un calcul “tous électrons” via la reproduction des nœuds des
fonctions d’onde dans les régions proches des noyaux.
La transformation PAW T qui s’applique aux fonctions d’onde peut être adaptée pour
être utilisée sur certains opérateurs, en particulier les opérateurs quasi-locaux 1. Blöchl
montre que, dans ce cas, la valeur moyenne 〈A〉 d’un opérateur A est reliée à la valeur
moyenne du pseudo-opérateur A˜ par la relation suivante :
〈A〉︸︷︷︸
opérateur
= 〈A˜〉︸︷︷︸
pseudo-opérateur
ondes planes
+
∑
n,ij
fn〈ψ˜n|p˜i〉
(
〈φj |A˜|φi〉 − 〈φ˜j |A˜|φ˜i〉︸                     ︷︷                     ︸
contributions “sur site”
)
〈p˜j |ψ˜n〉
=〈A˜〉+ 〈A1〉 − 〈A˜1〉
(1.47)
Les contributions sur site sont une correction qui ne s’applique que dans les régions
d’augmentation PAW. Nous pouvons prendre pour exemple le calcul de la valeur
moyenne de l’opérateur densité |r〉〈r| :
ρ(r) = ρ˜(r) + ρ1(r)− ρ˜1(r) (1.48)
où ρ1 et ρ˜1 sont les densités sur site :
ρ1(r) =
∑
a
ρa1(r) =
∑
ij
ρijφi(r)φj (r) (1.49)
et
ρ˜1(r) =
∑
a
ρ˜a1(r) =
∑
ij
ρij φ˜i(r)φ˜j (r) (1.50)
Ces densités sur site s’expriment en fonction de la matrice d’occupation ρij qui s’écrit :
ρij =
∑
n
fn〈ψ˜n|p˜i〉〈p˜j |ψ˜n〉 (1.51)
La transformation PAW permet donc d’étendre le formalisme des pseudo-potentiels
(dans le cadre de l’approximation des cœurs gelés) en reliant les pseudo-quantités, faciles
à manipuler, aux quantités exactes.
1. Opérateur quasi-local : opérateur conservant la position dans un domaine ; dans le cas PAW, un opé-
rateur quasi-local, appliqué à un objet situé dans une sphère PAW, laisse l’objet dans la même sphère.
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1.4.3 Densité de compensation de charge
L’approche PAW utilise un formalisme de pseudo-potentiels ultra-doux. Dans ce
formalisme, les pseudo-fonctions d’onde ψ˜n n’ont pas la même norme que les fonctions
d’onde ψn ; il en est de même pour la densité ρ˜(r) =
∑
n
fn〈ψ˜n|r〉〈r|ψ˜n〉. Si cette propriété
permet de diminuer fortement la taille de la base d’ondes planes, elle pose un problème
pour le calcul du Hamiltonien, en particulier pour le calcul du potentiel de Hartree. Ce
dernier n’est plus exact à longue portée.
Pour rétablir le comportement asymptotique du potentiel de Hartree, on introduit
une “densité de compensation de charge” notée ρˆ [1] associée à un opérateur Kˆ(r) qui
s’exprime :
Kˆ(r) =
∑
ij lm
Qlmij (r)|p˜i〉〈p˜j | (1.52)
avec :
Qlmij (r) = q
l
ijgl(|r−Ra|)Ylm(r̂−Ra) (1.53)
Où Ra est la position de l’atome a.
Les moments qlij sont déterminés de manière à ce que les moments de la densité compen-
sée ρ˜(r)+ρˆ(r) soient égaux à ceux de la vraie densité ρ = ρ˜+ρ1−ρ˜1, en particulier la norme
(moment d’ordre zéro). La fonction gl est une fonction arbitraire et de norme égale à 1.
Dans l’approche PAW, la densité électronique contient deux contributions. L’opérateur
densité associé s’exprime :
K(r) = |r〉〈r|+ Kˆ(r) (1.54)
La densité totale s’écrit :
〈K(r)〉 = 1
(2π)3
∫
dk
∑
n
fn
〈
ψ˜n,k
∣∣∣K(r) ∣∣∣ψ˜n,k〉
=
1
(2π)3
∫
dk
∑
n
fn〈ψ˜n,k|r〉〈r|ψ˜n,k〉+
∑
ij lm
Qlmij (r)〈ψ˜n,k|p˜i〉〈p˜j |ψ˜n,k〉
=ρ˜(r) + ρˆ(r)
(1.55)
ρˆ(r) =
∑
ijL
ρijQ
L
ij (r) définit la densité de compensation de charge. Elle s’exprime en fonc-
tion de la matrice d’occupation ρij introduite dans la section précédente (éq. 1.51).
1.4.4 Formulation de l’énergie en PAW
Dans le formalisme PAW, l’expression de l’énergie s’obtient en introduisant la trans-
formation linéaire (éq. 1.46 dans les différents termes de la fonctionnelle E[ρ] (éq. 1.11)
qui dépendent des pseudo-fonctions d’onde.
Comme pour la densité (éq. 1.48), trois contributions apparaissent [1] :
E[ρ] = E˜[ρ˜ + ρˆ] +E1[ρ1]− E˜1[ρ˜1 + ρˆ] (1.56)
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E˜[ρ˜; ρˆ] est un terme qui est évalué sur les grilles régulières de l’espace réel ou de
Fourier, tenant compte de la compensation de charge ρˆ [1] :
E˜[ρ˜ + ρˆ] =
∑
n
fn〈ψ˜n|T |ψ˜n〉+EH [ρ˜ + ρˆ] +Exc[ρ˜ + ρˆ + ρ˜c] +
∫
R3
VH [ρ˜Zc](r)(ρ˜ + ρˆ)(r)dr (1.57)
E1[ρ1] et E˜1[ρ˜1; ρˆ] sont des contributions “sur site” qui sont évaluées sur des grilles ra-
diales [1] :
E1[ρ1] =
∑
ij
ρij 〈φi |T |φj 〉+EH [ρ1] +Exc[ρ1 + ρc] +
∫
R3
VH [ρZc](r)ρ1(r)dr (1.58)
E˜1[ρ˜1+ρˆ] =
∑
ij
ρij 〈φ˜i |T |φ˜j 〉+EH [ρ˜1+ρˆ]+Exc[ρ˜1+ρˆ; ρ˜c]+
∫
R3
VH [ρ˜Zc](r)(ρ˜1+ρˆ)(r)dr (1.59)
1.4.5 Formulation du Hamiltonien en PAW
Le Hamiltonien associé à l’énergie s’obtient en dérivant fonctionnellement cette der-
nière par rapport à l’opérateur densité exprimé dans l’espace des fonctions d’onde :
H = dE
dρ
(1.60)
avec ρ =
∑
n
fn|ψn〉〈ψn|.
Comme les paramètres variationnels de la méthode PAW sont les pseudo-fonctions
d’onde ψ˜n, nous construisons un pseudo-Hamiltonien, noté H˜ en dérivant par rapport au
pseudo-opérateur ρ˜ =
∑
n
fn|ψ˜n〉〈ψ˜n|. Ce dernier apparaît directement dans l’opérateur
cinétique ou indirectement dans la pseudo-densité ρ˜ et la matrice d’occupation ρij [44] :
H˜ = dE
dρ˜
= −1
2
∇2
︸︷︷︸
Contribution
directe
+
∫
dr
δE
δρ˜(r)
|r〉〈r|
︸              ︷︷              ︸
Contribution
de la pseudo-densité ρ˜
+
∑
ij
E
ρij
ρij
ρ˜︸         ︷︷         ︸
Contribution
de la matrice d’occupation ρij
(1.61)
Ce qui nous donne l’expression suivante pour le pseudo-opérateur Hamiltonien :
H˜ = T +VHxc[ρ˜ + ρˆ; ρ˜c] +VH [ρ˜Zc] +
∑
ij
(
|p˜i〉Dij 〈p˜j |
)
(1.62)
avec :
Dij = Dˆij +D
1
ij − D˜1ij (1.63)
Les différentes contributions à l’opérateur non-local sont :
• La contribution de la densité de compensation de charge :
Dˆij =
E˜
ρij
=
∑
L
∫
R3
V˜eff(r)Q
L
ij (r)dr (1.64)
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avec :
V˜eff = VH [ρ˜ + ρˆ] +VH [ρ˜Zc] +Vxc[ρ˜ + ρˆ; ρ˜c] (1.65)
Une notation simplifiée L = l,m a été employée ici et le sera dans la suite du docu-
ment.
• La contribution sur site due aux ondes partielles φi :
D1ij =
E1
ρij
= 〈φi | −
1
2
∇2 +V1eff|φj 〉 (1.66)
avec :
V1eff = VH [ρ1] +VH [ρZc] +Vxc[ρ1;ρc] (1.67)
• La contribution sur site due aux pseudo-ondes partielles φ˜i :
D˜1ij =
E˜1
ρij
= 〈φ˜i | −
1
2
∇2 + V˜1eff|φ˜j 〉+
∑
L
∫
Ωa
V˜1eff(r)Q
L
ij (r)dr (1.68)
avec :
V˜1eff = VH [ρ˜1 + ρˆ] +VH [ρ˜Zc] +Vxc[ρ˜1 + ρˆ; ρ˜c] (1.69)
Le pseudo-Hamiltonien H˜ ainsi défini va permettre de calculer les pseudo-fonctions
d’onde ψ˜n grâce à une équation qui s’obtient à partir de l’équation de Schrödinger.
En introduisant la transformation PAW (éq. 1.45) dans l’équation d’onde de Kohn et
Sham :
Hψn = ǫnψn (1.70)
et la contrainte d’orthogonalité associée :
〈ψn|ψn′〉 = δnn′ (1.71)
nous obtenons l’équation d’onde PAW [44] :
H˜ψ˜n = ǫnS ψ˜n (1.72)
et la contrainte d’orthogonalité [44] :
〈ψ˜n|S |ψ˜n′〉 = δnn′ (1.73)
où H˜ est le Hamiltonien défini en 1.62 et S est l’opérateur de recouvrement qui se calcule
avec :
S = T†T = 1+
∑
ij
|p˜i〉
(
〈φi |φj 〉 − 〈φ˜i |φ˜j 〉
)
︸                 ︷︷                 ︸
sij
〈p˜j | (1.74)
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La méthode PAW est une extension de l’approche des pseudo-potentiels. Dans l’ap-
proximation des cœurs gelés, elle utilise un pseudo-potentiel pour représenter les
interactions entre les électrons de valence et les ions (formés par les noyaux et les
électrons de cœur).
Une transformation linéaire permet de relier les pseudo-fonctions d’onde auxiliaires
aux fonctions d’onde exactes associées. Les pseudo-fonctions d’onde, faciles à mani-
puler, sont les variables clé du formalisme, tout en garantissant que les propriétés
calculées le seront avec la précision des vraies fonctions d’onde.
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1.5 Perturbation de la fonctionnelle de la densité dans l’ap-
proche PAW
1.5.1 Notations et conventions
Par souci de clarté — pour ne pas trop alourdir des équations déjà chargées — nous
adoptons les simplifications suivantes :
• Ne seront traitées, par la suite, que les perturbations ne modifiant pas la base
d’ondes partielles PAW (φi(r), φ˜i(r) et p˜i(r)).
• Les quantités suivantes seront omises :
◦ La contribution ion-ion à l’énergie totale
◦ Le potentiel extérieur Vext
◦ Les occupations électroniques fn
◦ la correction non-linéaire de cœur
• Nous simplifions les notations pour les potentiels locaux : VHxc[ρ˜; ρˆ] signifiera
VH [ρ˜] +Vxc[ρ˜ + ρ˜c]
1.5.2 Comment appliquer la DFPT dans l’approche PAW?
La théorie de perturbation de la fonctionnelle de la densité étendue dans le forma-
lisme PAW est déjà disponible dans certains codes de structure électronique. Audouze et
collaborateurs ont été les premiers à proposer une formulation pour les réponses d’ordre
deux [45, 35]. Cette formulation est mise en œuvre dans le code abinit pour le calcul de
spectres de phonons.
Dans cette section, qui reprend ces travaux, le formalisme de la DFPT dans le cadre
de l’approche PAW va être développé.
Pour y parvenir, il convient de suivre une démarche rigoureuse. Cette dernière s’ef-
fectue en 4 étapes :
étape 1 : Déterminer les Chaînes de Dépendances reliant explicitement l’énergie totale
PAW aux pseudo-fonctions d’onde. Cette étape est nécessaire pour la formula-
tion du problème variationnel reliant les dérivées d’ordre deux de l’énergie aux
pseudo-fonctions d’onde (éq. 1.35).
étape 2 : Réécrire le principe variationnel de la DFPT ; il s’agit de minimiser la part de
l’énergie au second ordre E(λ1λ1) qui dépend explicitement des pseudo-fonctions
d’onde.
étape 3 : Déduire, du principe variationnel, une expression “utilisable” pour la modifi-
cation au second ordre E(λ1λ1) de l’énergie totale.
étape 4 : Modifier l’équation de Sternheimer, l’adapter au formalisme PAW en tenant
compte des nouvelles conditions d’orthonormalisation.
Dans un premier temps, déterminons les chaînes de dépendances reliant le Hamil-
tonien aux fonctions d’onde. Prenons l’exemple d’un Hamiltonien en pseudo-potentiel à
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norme conservée qui s’écrit dans ce formalisme :
H˜ = dE
dρ˜
= −1
2
∇2 + V˜eff +
∑
i
|p˜i〉E0i 〈p˜i | (1.75)
CeHamiltonien dépend du potentiel local V˜eff = VH [ρ˜+ρ˜Zc]+Vxc[ρ˜+ρ˜c] qui, lui-même, dé-
pend de la pseudo-densité de valence ρ˜, directement reliée aux pseudo-fonctions d’onde
par : ρ˜ =
∑
n
〈ψ˜n|r〉〈r|ψ˜n〉.
Ce que nous pouvons symboliser par :
H˜ = dE
dρ˜
= −1
2
∇2 + V˜eff +
∑
i
|p˜i〉E0i 〈p˜i |
V˜eff = VH [ρ˜ + ρ˜Zc] +Vxc[ρ˜ + ρ˜c]
ρ˜(r) =
∑
n
〈ψ˜n|r〉〈r|ψ˜n〉
ψ˜n(r)
En PAW, cette chaîne de dépendances s’écrit :
H˜ = dE
dρ˜
= −1
2
∇2 + V˜eff +
∑
ij
|p˜i〉
(
Dˆij +D
1
ij − D˜1ij
)
〈p˜j |
V˜eff = VH [ρ˜ + ρˆ + ρ˜Zc] +Vxc[ρ˜ + ρˆ + ρ˜c]
ρ˜(r) =
∑
n
〈ψ˜n|r〉〈r|ψ˜n〉
ψ˜n(r)
ρˆ(r) =
∑
ijL
ρijQ
L
ij (r)
ρij =
∑
n
〈ψ˜n|p˜i〉〈p˜j |ψ˜n〉
ρ1(r) =
∑
ij
ρijφi(r)φj (r)
Dans le schéma précédent, seule une petite partie des dépendances est détaillée.
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1.5.3 Dérivées du Hamiltonien
En utilisant les chaînes de dépendances, nous pouvons écrire le Hamiltonien sous
une forme adaptée à l’application du principe variationnel, séparant les termes dépen-
dant explicitement des fonctions d’ondes et les autres.
H˜ = T +VH [ρ˜Zc] +
∑
ij
|p˜i〉Dψ
(0)
ij 〈p˜j |︸                                 ︷︷                                 ︸
ne dépendant pas des fonctions d’onde
+VHxc[ρ˜; ρˆ] +
∑
ij
|p˜i〉Dδψij 〈p˜j |︸                             ︷︷                             ︸
dépendant des fonctions d’onde
(1.76)
L’intensité du pseudo-potentiel Dij (éq. 1.63) est divisée en deux contributions. La pre-
mière ne dépend pas des fonctions d’onde :
D
ψ(0)
ij = 〈φi | −
1
2
∇2 +VH [ρZc ]|φj 〉 − 〈φ˜i | −
1
2
∇2 +VH [ρ˜Zc ]|φ˜j 〉
+
∑
L
∫
R3
VH [ρ˜Zc](r)Q
L
ij (r)dr−
∑
L
∫
Ωa
VH [ρ˜Zc](r)Q
L
ij (r)dr
(1.77)
La contribution à Dij dépendant des fonctions d’onde s’exprime :
D
δψ
ij = 〈φi |VHxc[ρ1]|φj 〉 − 〈φ˜i |VHxc[ρ˜1; ρˆ]|φ˜j 〉
+
∑
L
∫
R3
VHxc[ρ˜; ρˆ](r)Q
L
ij (r)dr−
∑
L
∫
Ωa
VHxc[ρ˜1; ρˆ](r)Q
L
ij (r)dr
(1.78)
En réordonnant les termes, on parvient finalement à l’expression suivante pour la
dérivée du Hamiltonien :
H˜(λ1) = dH˜
dλ1
∣∣∣∣∣
ψ˜
(0)
n
+ V˜ (λ1)Hxc
dH˜
dλ1
∣∣∣∣∣
ψ˜
(0)
n
= T (λ1) +V (λ1)H [ρ˜Zc] +
∑
ij
Dij
(
|p˜i〉〈p˜j |
)(λ1)
+
∑
ij ,L
(∫
R3
(VHxc[ρ˜; ρˆ] +VH [ρ˜Zc ])(Q
L
ij )
(λ1)
)(
|p˜i〉〈p˜j |
)
+
∑
ij ,L
(∫
R3
V
(λ1)
H [ρ˜Zc]Q
L
ij
)(
|p˜i〉〈p˜j |
)
V˜
(λ1)
Hxc = V
(λ1)
Hxc [ρ˜; ρˆ]
+
∑
ij ,L
(∫
R3
V
(λ1)
Hxc [ρ˜; ρˆ]Q
L
ij
)(
|p˜i〉〈p˜j |
)
+
∑
ij ,L
(∫
Ω
V
(λ1)
Hxc [ρ1]Q
L
ijφiφj
)(
|p˜i〉〈p˜j |
)
−
∑
ij ,L
(∫
Ω
V
(λ1)
Hxc [ρ˜1; ρˆ]Q
L
ij φ˜iφ˜j
)(
|p˜i〉〈p˜j |
)
(1.79)
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Les dérivées des projecteurs pour les différentes perturbations sont présentées en an-
nexe.
Dans l’expression précédente, il n’y a aucune contribution des intégrales sur sites
∫
Ωa
des
régions d’augmentation, car elles ne sont pas modifiées par le mouvement des atomes.
Toutes les perturbations considérées dans cette thèse — exceptée la perturbation du
champ électrique — modifient les positions atomiques ou se ramènent à des déplace-
ments atomiques. Cependant dans la formule précédente, on considère que la dérivée du
potentiel d’échange et corrélation est une fonction auto-cohérente sans terme constant ;
cette supposition ne sera pas vraie dans le cas de la réponse à une déformation.
Concernant la dérivation au second ordre du Hamiltonien, on procède de manière
analogue et on obtient :
H˜(λ1λ2) = 1
2
(
H˜′(λ1λ2) + H˜′(λ2λ1)
)
(1.80)
avec
H˜′(λ1λ2) = 1
2
d2H˜′
dλ1dλ2
∣∣∣∣∣
ψ˜0n
+ V˜
′(λ1λ2)
Hxc
d2H˜′
dλ1dλ2
∣∣∣∣∣
ψ˜
(0)
n
= T (λ1λ2) +V (λ1λ2)H [ρ˜Zc] +
∑
ij
Dij
(
|p˜i〉〈p˜j |
)(λ1λ2)
+
∑
ij ,L
(∫
R3
(VHxc[ρ˜; ρˆ] +VH [ρ˜Zc ])(Q
L
ij )
(λ1λ2)
)(
|p˜i〉〈p˜j |
)
+
∑
ij ,L
(∫
R3
(VHxc[ρ˜; ρˆ] +VH [ρ˜Zc ](Q
L
ij )
(λ1)
)(
|p˜i〉〈p˜j |
)(λ2)
+
∑
ij ,L
(∫
R3
V
(λ1λ2)
H [ρ˜Zc ]Q
L
ij
)(
|p˜i〉〈p˜j |
)
+
∑
ij ,L
(∫
R3
V
(λ1)
H [ρ˜Zc ]Q
L
ij
)(
|p˜i〉〈p˜j |
)(λ2)
+
∑
ij ,L
(∫
R3
V
(λ1)
H [ρ˜Zc ](Q
L
ij )
(λ2)
)(
|p˜i〉〈p˜j |
)
V˜
′(λ1λ2)
Hxc = V
(λ1λ2)
Hxc [ρ˜ + ρˆ]
+
∑
ij ,L
(∫
R3
V
(λ1λ2)
Hxc [ρ˜; ρˆ]Q
L
ij
)(
|p˜i〉〈p˜j |
)
+
∑
ij ,L
(∫
R3
V
(λ1)
Hxc [ρ˜; ρˆ](Q
L
ij )
(λ2)
)(
|p˜i〉〈p˜j |
)
+
∑
ij ,L
(∫
R3
V
(λ1)
Hxc [ρ˜; ρˆ]Q
L
ij
)(
|p˜i〉〈p˜j |
)(λ2)
+
∑
ij ,L
(∫
Ω
V
(λ1λ2)
Hxc [ρ1]Q
L
ijφiφj
)(
|p˜i〉〈p˜j |
)
−
∑
ij ,L
(∫
Ω
V
(λ1λ2)
Hxc [ρ˜1; ρˆ]Q
L
ij φ˜iφ˜j
)(
|p˜i〉〈p˜j |
)
+
∑
ij ,L
(∫
Ω
V
(λ1)
Hxc [ρ1]Q
L
ijφiφj
)(
|p˜i〉〈p˜j |
)(λ2)
−
∑
ij ,L
(∫
Ω
V
(λ1)
Hxc [ρ˜1; ρˆ]Q
L
ij φ˜iφ˜j
)(
|p˜i〉〈p˜j |
)(λ2)
(1.81)
Comme nous le verrons dans le chapitre suivant, seule la partie
d2H˜
dλ1dλ2
∣∣∣∣∣
ψ˜0n
sera utile au
calcul.
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1.5.4 Dérivées de l’énergie, formulations variationnelle et non variationnelle
Pour obtenir les dérivées de l’énergie, nous appliquons le principe du théorème 2n+1
(avec n=0,1), en utilisant les expressions des dérivées du Hamiltonien décrites précédem-
ment.
L’équation (1.29) donne une formulation générale de la dérivée première de l’énergie.
En y incorporant la condition d’orthogonalité des fonctions d’onde qui fait apparaître un
opérateur de recouvrement S , nous obtenons :
E(λ1) =
∑
n
〈
ψ˜n
∣∣∣ dH˜
dλ1
∣∣∣∣∣
ψ˜
(0)
n
− ǫnS (λ1)
∣∣∣ψ˜n〉 (1.82)
Avec :
S (λ1) =
∑
ij
sij
(
|p˜i〉〈p˜j |
)(λ1) (1.83)
En détaillant le Hamiltonien au premier ordre, tel que décrit dans la section précé-
dente :
E(λ1) =
∑
n
〈ψ˜n|T (λ1)|ψ˜n〉+
∫
dV˜eff(r)
dλ1
∣∣∣∣∣
ψ˜(0)
(ρ˜ + ρˆ)(r)dr
+
∑
n,ij
(Dij − ǫnsij )〈ψ˜n|
(
|p˜i〉〈p˜j |
)(λ1)|ψ˜n〉
+
∑
ij ,L
ρij
(∫
R3
(
VHxc[ρ˜; ρˆ](r) +VH [ρ˜Zc ](r)
)
(QLij (r))
(λ1)dr
)
+
∑
ij ,L
ρij
∫
R3
dV˜eff(r)
dλ1
∣∣∣∣∣
ψ˜(0)
QLij (r)dr

(1.84)
Pour obtenir une expression de la dérivée seconde de l’énergie, il faut exprimer le
problème variationnel de la DFPT à l’ordre deux (éq. 1.30) en y intégrant la condition
d’orthogonalité. Par souci de clarté, nous choisissons de regrouper les différents termes
de cette dérivée seconde en trois contributions :
E
(λ1λ2)
var = E
(λ1λ2)
ψ˜
(0)
n
+E(λ1λ2)
var,δψ˜n
+E(λ1λ2)var,Hxc (1.85)
• Une contribution indépendante des variations des fonctions d’onde :
E
(λ1λ2)
ψ˜
(0)
n
=
∑
n
〈
ψ˜
(0)
n
∣∣∣ d2H˜
dλ1λ2
∣∣∣∣∣
ψ˜
(0)
n
− ǫnS (λ1λ2)
∣∣∣ψ˜(0)n 〉 (1.86)
• Une contribution due à la variation explicite des fonctions d’onde :
E
(λ1λ2)
var,δψ˜n
=
∑
n
〈
ψ˜
(λ1)
n
∣∣∣H˜(0) − ǫnS (0)∣∣∣ψ˜(λ2)n 〉+ 〈ψ˜(λ1)n ∣∣∣ dH˜dλ2
∣∣∣∣∣
ψ˜
(0)
n
− ǫnS (λ2)
∣∣∣ψ˜(0)n 〉+ cc (1.87)
• Une contribution due à la variation du potentiel de Hartree et d’échange-
corrélation, dans laquelle des termes sur site apparaissent, spécifiques à l’ap-
proche PAW :
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E
(λ1λ2)
var,Hxc =
∫
R3
VHxc[ρ˜; ρˆ]
ρ(r)
(
ρ˜(λ1)(r) + ρˆ(λ1)(r)
)
(ρ˜(λ2)(r) + ρˆ(λ2)(r)
)
dr
+
∑
a
[∫
Ωa
VHxc[ρ1]
ρ(r)
ρ
(λ1)
1 (r)ρ
(λ2)
1 (r)dr
−
∫
Ωa
VHxc[ρ˜1; ρˆ1]
ρ(r)
(
ρ˜
(λ1)
1 (r) + ρˆ
(λ1)
1 (r)
)(
ρ˜
(λ2)
1 (r) + ρˆ
(λ2)
1 (r)
)
dr
] (1.88)
Les différentes dérivées du Hamiltonien sont directement reprises des équations (1.79)
et (1.81).
En réordonnant judicieusement les termes — par exemple en faisant apparaître la
matrice d’occupation ρij —, il est possible d’obtenir une expression variationnelle dé-
taillée de la dérivée seconde de l’énergie E(λ1λ2)var . Cette formulation variationnelle, utilisée
avec λ1 = λ2, va permettre la résolution de l’équation de Sternheimer et donc l’obtention
des dérivées des fonctions d’onde dans l’approche PAW.
Comme expliqué dans la section 1.3.4, une expression non variationnelle E(λ1λ2)nonvar est
utilisée pour la détermination des dérivées mixtes E(λ1λ2). Elle s’obtient en figeant l’une
des deux directions (λ1 ou λ2) et donc en éliminant toute contribution ψ
(λ2)
n dans la for-
mule variationnelle.
Dans le cas de l’approche PAW cependant, il faut conserver les variations du recou-
vrement entre fonctions d’onde, car ces dernières sont une conséquence directe de la
variation de géométrie. Il est donc utile d’introduire les objets suivants :
• La variation de la fonction d’onde due uniquement à la variation de l’opérateur de
recouvrement S :
δψ˜
(λ2)
n =
∑
n′
〈ψ˜(0)n′ |S (λ2)|ψ˜
(0)
n′ 〉ψ˜
(0)
n (1.89)
• Les densités électroniques dues à cette variation (notées δρ(λ)). Par exemple :
δρ˜(λ2) =
∑
n
(
〈ψ˜(0)n |δψ˜(λ2)n 〉+ cc
)
(1.90)
Là encore, nous décidons d’exprimer la dérivée de l’énergie en trois contributions :
E
(λ1λ2)
nonvar = E
(λ1λ2)
ψ˜
(0)
n
+E(λ1λ2)
nonvar,δψ˜n
+E(λ1λ2)nonvar,Hxc (1.91)
• Une contribution indépendante des variations des fonctions d’onde identique à
celle de la formulation variationnelle (éq. 1.86).
• Une contribution due à la variation explicite des fonctions d’onde :
E
(λ1λ2)
nonvar,δψ˜n
=
∑
n
〈
ψ˜
(λ1)
n
∣∣∣H˜(0) − ǫnS (0)∣∣∣− 12δψ˜(λ2)n 〉+ 〈ψ˜(0)n ∣∣∣ dH˜dλ2
∣∣∣∣∣
ψ˜
(0)
n
− ǫnS (λ1)
∣∣∣− 1
2
δψ˜
(λ2)
n
〉
+
〈
ψ˜
(λ1)
n
∣∣∣ dH˜
dλ2
∣∣∣∣∣
ψ˜
(0)
n
− ǫnS (λ2)
∣∣∣∣∣ψ˜(0)n 〉+ cc
(1.92)
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• Une contribution due à la variation du potentiel de Hartree et d’échange-
corrélation :
E
(λ1λ2)
nonvar,Hxc =
∫
R3
VHxc[ρ˜; ρˆ]
ρ(r)
(
ρ˜(λ1)(r) + ρˆ(λ1)(r)
)(
δρ˜(λ2)(r) + δρˆ(λ2)(r)
)
+
∑
R
[∫
Ωa
VHxc[ρ1]
ρ(r)
ρ
(λ1)
1 (r)δρ
(λ2)
1 (r)dr
−
∫
Ωa
VHxc[ρ˜1; ρˆ1]
ρ(r)
(
ρ˜
(λ1)
1 (r) + ρˆ
(λ1)
1 (r)
)(
δρ˜
(λ2)
1 (r) + δρˆ
(λ2)
1 (r)
)
dr
] (1.93)
1.5.5 Équation de Sternheimer généralisée
Nous l’avons vu dans le chapitre sur la DFPT : la minimisation du problème varia-
tionnel à l’ordre un permet d’obtenir la dérivée de la pseudo-fonction d’onde ψ˜(λ1)n . Cette
minimisation s’effectue en résolvant l’équation de Sternheimer obtenue par dérivation
de l’équation de Schrödinger et de la condition d’orthogonalité des fonctions d’onde.
Dans l’approche PAW, l’équation de Sternheimer doit être adaptée à la nouvelle condition
d’orthogonalité, ce qui est fait en appliquant la procédure suivante :
Dériver l’équation d’onde (équation de Schrödinger) au premier ordre,
Projeter l’équation perpendiculairement au sous-espace des pseudo-fonctions d’ondes
non perturbées (en tenant compte du recouvrement entre les pseudo-fonctions
d’onde),
Choisir une JAUGE pour ψ˜(λ1)n (car il y a plusieurs solutions possibles satisfaisant la
condition d’orthogonalité) ; nous choisissons ici la jauge dite “jauge de transport
parallèle” [35] :
〈ψ˜(λ1)n |S (0)|ψ˜(0)n 〉 = −12〈ψ˜
(0)
n |S (λ1)|ψ˜(0)n 〉 (1.94)
Nous obtenons finalement l’équation de Sternheimer dans l’approche PAW [35] :
P∗c
(
H˜(0) − ǫnS (0)
)
Pc |ψ˜(λ1)n 〉 = −P∗c
(
H˜(λ1) − ǫnS (λ1)
)
|ψ˜(0)n 〉 (1.95)
où Pc et P∗c sont des projecteurs définis par :
Pc = 1−
∑
n
|ψ˜(0)n 〉〈ψ˜(0)n |S (0) (1.96)
et
P∗c = 1−
∑
n
S (0)|ψ˜(0)n 〉〈ψ˜(0)n | (1.97)
1.5.6 Dérivées des densités
L’approche PAW fait apparaître plusieurs densités électroniques (éq. 1.48-1.50),
chacune d’entre elles étant exprimée dans l’une des bases utilisées dans le formalisme.
La variation au premier ordre de ces densités s’obtient en considérant que les fonctions
de base ne sont pas modifiées par la perturbation. C’est le cas notamment pour les ondes
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planes ainsi que les bases d’ondes partielles. Ces dernières se déplaçant avec les atomes
n’ont pas de dérivée explicite pour les perturbations considérées dans ce manuscrit.
La pseudo-densité de charge exprimée sur la base d’ondes planes se dérive de la
manière suivante :
ρ˜(λ1)(r) =
∑
n
(
ψ˜
∗(λ1)
n (r)ψ˜
(0)
n (r) + ψ˜
∗(0)
n (r)ψ˜
(λ1)
n (r)
)
(1.98)
De même, les dérivées des différentes densités sur site s’expriment :
ρ
(λ1)
1 (r) =
∑
ij
ρ
(λ1)
ij φi(r)φj (r) (1.99)
ρ˜
(λ1)
1 (r) =
∑
ij
ρ
(λ1)
ij φ˜i(r)φ˜j (r) (1.100)
ρˆ(λ1)(r) =
∑
ijL
ρ
(λ1)
ij Q
L
ij (r) + ρij (Q
L
ij )
(λ1)(r) (1.101)
Toutes ces expressions utilisent la dérivée des matrices d’occupation :
ρ
(λ1)
ij =
∑
n
〈ψ˜(λ1)n |p˜i〉〈p˜j |ψ˜n〉+ 〈ψ˜n|p˜i〉〈p˜j |ψ˜(λ1)n 〉+ 〈ψ˜n|(|p˜i〉〈p˜j |)(λ1)|ψ˜n〉 (1.102)
Les moments de la densité de compensation de charge QLij (r) (éq. 1.53) se dérivent égale-
ment sans difficulté car ils ne dépendent pas des fonctions d’onde :
(QLij )
(λ1)(r) = qlij
[dgl
dr
(|r−Ra|)YL(r̂−Ra)
r−Ra
|r−Ra|
+ gl(|r−Ra|)
dYL(r̂−Ra)
dr
]
︸                                                                    ︷︷                                                                    ︸
(gl(|r−Ra|)YL(r−Ra))
(r−Ra)
·d(r−Ra)
dλ1
(1.103)
avec L = lm
Selon la perturbation, la dérivée du vecteur r−Ra à une expression différente (nulle
si il s’agit du champ électrique).
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Dans l’approche PAW, les équations de la théorie de perturbation de la fonctionnelle
de la densité doivent être modifiées notamment pour prendre en compte les nom-
breuses chaînes de dépendance entre le Hamiltonien et les pseudo-fonctions d’onde,
ainsi que la non orthogonalité des fonctions d’onde. Les variations de l’énergie totale
et du Hamiltonien font apparaître plusieurs termes additionnels :
• des contributions liées aux termes “sur site” spécifiques à l’approche PAW.
• des contributions liées à la non orthogonalité des pseudo-fonctions d’onde
(opérateur de recouvrement S)
• des contributions liées à la densité de compensation de charge
Une équation de Sternheimer généralisée est à résoudre pour déterminer les dérivées
au premier ordre des pseudo-fonctions d’onde.
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1.6 Réponse à la déformation
1.6.1 Élasticité
Considérons un cristal quelconque. Si on le soumet à une faible contrainte, celui-ci
va se déformer. Si la contrainte est supprimée, il va revenir à son état initial. C’est ce que
l’on appelle l’élasticité d’unmatériau. En revanche, si la déformation est trop importante,
le matériau se rompt ou continue à se déformer de manière irréversible. Dans le régime
élastique, si la déformation est assez petite, le matériau va répondre de manière linéaire
par rapport à la contrainte. C’est dans ce régime que nous allons nous placer. La loi de
Hooke permet de relier les tenseurs des contraintes σij et des déformations εkl grâce à un
tenseur que l’on appelle tenseur de raideur ou tenseur des constantes élastiques défini
tel que :
σij = Cij kl .εkl (1.104)
Ce dernier permet de caractériser le comportement (d’un point de vue élastique) d’un
solide vis-à-vis d’une déformation. Le tenseur des contraintes permet de décrire les
contraintes auxquelles le solide est soumis. Plus précisément, une contrainte va repré-
senter la force qui s’exerce par unité de surface et s’exprime :
σij =
σ11 σ12 σ13
σ21 σ22 σ23
σ31 σ23 σ33


Composantes tangentielles
Composantes normales
Ce tenseur, appelé tenseur de Cauchy, représente la contrainte mécanique qui s’ap-
plique sur le solide. Il permet notamment de calculer la pression isostatique :
P = −σ11 +σ22 +σ33
3
(1.105)
En raison des symétries, les tenseurs de déformations et contraintes se réduisent à des
vecteurs colonnes (6 ∗ 1) et le tenseur de raideur à un tenseur de rang 6. Dans ce cas, la
notation utilisée est celle de Voigt xx→ 1, yy → 2, zz→ 3, yz→ 4, xz→ 5, xy → 6. , on
obtient donc : 
σ1
σ2
σ3
σ4
σ5
σ6

=

C11 C12 C13 C14 C15 C16
C21 C22 C23 C24 C25 C26
C31 C32 C33 C34 C35 C36
C41 C42 C43 C44 C45 C46
C51 C52 C53 C54 C55 C56
C61 C62 C63 C64 C65 C66


ε1
ε2
ε3
2ε4
2ε5
2ε6

(1.106)
Dans le cas d’un solide cubique, par exemple, les symétries sont nombreuses et certaines
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constantes élastiques sont nulles. Le tenseur de raideur va donc s’écrire :
C =

C11 C12 C12 0 0 0
C12 C11 C12 0 0 0
C12 C12 C11 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 C44

(1.107)
Nous avons vu dans le chapitre précédent (sec. 1.3) que le tenseur des constantes élas-
tiques peut se calculer à partir des dérivées secondes de l’énergie. Afin de calculer ce
tenseur à partir des premiers principes en intégrant la contribution électronique, la mé-
thode analytique que nous allons utiliser est la DFPT . Cette méthode présente de nom-
breux avantages par rapport aux méthodes basées sur les différences finies, qui, elles,
nécessitent de déformer manuellement le système.
Sur des systèmes simples, il sera néanmoins utile de comparer les deux méthodes de
calculs de dérivées : la méthode analytique (DFPT) et la méthode numérique (différences
finies) basée sur de petites déformations. Le calcul qui suit est présenté à titre d’exemple.
Dans le domaine élastique, pour accéder aux constantes élastiques grâce aux diffé-
rences finies, nous effectuons plusieurs calculs d’énergie dans lesquels nous appliquons
une petite déformation δ sur la cellule et ce pour plusieurs valeurs de δ :
ε =

δ 0 0
0 0 0
0 0 0
 (1.108)
Dans ce cas, l’équation 1.106 va s’écrire :

σ1
σ2
σ3
σ4
σ5
σ6

=

C11 C12 C13 C14 C15 C16
C21 C22 C23 C24 C25 C26
C31 C32 C33 C34 C35 C36
C41 C42 C43 C44 C45 C46
C51 C52 C53 C54 C55 C56
C61 C62 C63 C64 C65 C66


δ
0
0
0
0
0

⇔

σ1 = (C11)δ
σ2 = (C21)δ
σ3 = (C31)δ
σ4 = (C41)δ
σ5 = (C51)δ
σ6 = (C61)δ
(1.109)
Pour un calcul de dérivées centrées en zéro, il faut au minimum deux déformations à ±δ.
C11 s’obtient donc de la manière suivante :
C11 =
σ1(+δ)−σ1(−δ)
2δ
+o(δ3) (1.110)
Cette manipulation permet de calculer six constantes élastiques à partir des contraintes
σi et de la déformation εj considérée ; d’autres déformations ε sont nécessaires pour cal-
culer les autres colonnes du tenseur élastique.
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D’un point de vue numérique, la formule présentée ici utilise un schéma simple basé
sur deux points. Il est possible d’utiliser des schémas plus élaborés en appliquant un plus
grand nombre de déformations.
Les calculs par différences finies sont simples à mettre en œuvre, mais deviennent
rapidement coûteux car, comme nous le verrons dans le chapitre suivant, sur les systèmes
multi-atomiques, il est indispensable de relaxer le système à chaque déformation. De
plus, le paramètre δ introduisant des instabilités numériques, il est nécessaire de l’ajuster
à chaque système pour rester dans le domaine élastique. C’est pour ces raisons que cette
méthode numérique ne sera utilisée dans ce projet que sur des systèmes simples afin de
vérifier le formalisme développé.
1.6.2 Quantités relaxées
Le développement de Taylor de l’énergie en fonction des différentes perturbations
(éq. 1.20) fait apparaître toutes les réponses d’un système suite à ces perturbations.
Chaque dérivée partielle de l’énergie est directement reliée à l’une de ces réponses. Pour
prendre en compte analytiquement la réponse complète suite à une perturbation— donc
la dérivée totale de l’énergie —, il va être nécessaire de prendre en compte plusieurs ré-
ponses partielles généralement mixtes.
Dans le cas du calcul des constantes élastiques, la dérivée seconde par rapport à deux
déformations
2E
εαβεγδ
permet de déterminer le tenseur dit “à atomes fixes”. Or, suite à
une déformation, les atomes vont se relaxer. Pour prendre cette relaxation en compte, il
est nécessaire de calculer les coefficients de couplage qui relient les forces aux déforma-
tions internes, obtenus à partir des dérivées partielles mixtes
2E
εαβτai
. Ces dérivées par
rapport à une déformation et à un déplacement atomique peuvent être obtenues comme
la réponse des forces à une déformation ou la réponse des contraintes à un déplacement
atomique.
Un raisonnement analogue peut être mené pour chaque fonction de réponse ; nous
considérons ici les réponses à une déformation et au champ électrique qui contiennent
une contribution de la relaxation atomique.
Généralement, les propriétés de réponse statique d’intérêt — c’est à dire celles que
l’on peut mesurer expérimentalement — ne contiennent que la contribution de la relaxa-
tion des coordonnées atomiques. La déformation et le champ électrique sont dans les
conditions expérimentales des quantités contrôlées.
Pour calculer les quantités dites “relaxées” notées E˜, exprimons l’énergie, fonction
de différents paramètres (positions atomiques, déformations, champ électrique), qui est
minimale par rapport aux seules positions atomiques [46] :
E˜(εαβ ,Ej ) =min{τai }
E(τai , εαβ ,Ej ) (1.111)
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Le système étant supposé complètement relaxé, les forces qui s’exercent sur lui
( E
τai
)
,
les contraintes
( E
εαβ
)
et la polarisation
( E
Ej
)
doivent être nulles. Le problème de mini-
misation 1.111 exprimé à l’ordre deux devient donc :
2E
εαβτai
εαβ +
2E
τaiτbj
τbj +
2E
Ejτai
Ej =0
−
 2E2τaiτbj
(−1) [ 2Eεαβτai εαβ + 
2E
Ejτai
Ej
]
=τbj
(1.112)
Ce qui nous donne au final :
E˜(τai ,Ej ) =
1
2
τaiτbj
2E˜
τaiτbj
+
1
2
εαβεβ
2E˜
2εαβεβ
+
1
2
EjEk
2E˜
EjEk
+0(λ3) (1.113)
avec :
2E˜
εαβεβ
=
2E
εαβεβ
− 
2E
εαβτbj
(
2E
τbjτai
)−1
2E
εβτai
2E˜
EjEk
=
2E
EjEk
− 
2E
Ejτbj
(
2E
τbjτai
)−1
2E
Ekτai
2E˜
εαβEj
=
2E
εαβEj
− 
2E
εαβτbj
(
2E
τbjτai
)−1
2E
Ejτai
(1.114)
Les trois formules précédentes permettent donc d’obtenir les quantités relaxées suivantes
(à contraintes et champ électrique contrôlé) : le tenseur élastique noté C˜ij , le tenseur di-
électrique χ˜j k et le tenseur piézoélectrique e˜jα . Elles dépendent des tenseurs non relaxés
associés (Cij , χj k et ejα), ainsi que la matrice dynamique, Kaibj , les coefficients de cou-
plage force-déformation Λαai et les charges effectives Zj ai :
C˜ij = Cij −Λiai
(
Kaibj
)−1
Λj bj
χ˜j k = χj k −Zj ai
(
Kaibj
)−1
Zkbj
e˜αj = eαj −Zαai
(
Kaibj
)−1
Λj bj
(1.115)
Ces formules font apparaître toutes les dérivées secondes de l’énergie que nous calcule-
rons dans le cadre de ce projet.
1.6.3 Formulation du tenseur métrique
Le calcul analytique des dérivées par rapport à une déformation

ǫαβ
peut devenir
relativement complexe si l’on représente toutes les quantités du système dans un repère
cartésien. En effet, la déformation engendre une modification des paramètres du réseau
et donc, modifie les coordonnées atomiques.
Une solution élégante pour résoudre analytiquement ce problème est la formulation
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du tenseur métrique introduite par Hamann et collaborateurs [36]. Cette formulation a
été utilisée pour l’implémentation du tenseur élastique dans abinit en pseudo-potentiel
à norme conservée. Elle repose sur le fait que chaque réseau, déformé ou non, est un cube
unité en coordonnées réduites. Pour passer d’une représentation à l’autre, il suffit d’ex-
primer les quantités en fonction de leurs coordonnées réduites et des vecteurs primitifs
du système.
Pour commencer, considérons les vecteurs primitifs de l’espace direct RPα , ainsi que
les vecteurs de l’espace réciproque GPα . Ils sont reliés par :∑
α
RPαiG
P
αj = 2πδij (1.116)
avec α = 1,2,3 et ij = x,y,z
Les coordonnées des vecteurs de l’espace réel X et de l’espace réciproque K peuvent
s’exprimer en fonction de leurs équivalents en coordonnées réduites (X˜ et K˜) et des vec-
teurs primitifs :
Xα =
∑
i
RPαiX˜i et Kα =
∑
i
GPαiK˜i (1.117)
Dans cette formulation, les dérivées par rapport à une déformation n’agissent que sur
les vecteurs primitifs. Les dérivées de tout vecteur dans l’espace réel ou réciproque se
déduisent par les formules suivantes [36] :
Xγ
ǫαβ
= δαγXβ et
Kγ
ǫαβ
= −δαγKβ (1.118)
L’énergie, dans le formalisme DFT, s’exprime en utilisant uniquement des produits
scalaires et le volume de la cellule unitéΩ. Aucun vecteur n’y apparaît sans être multiplié
par un autre. En fonction des coordonnées réduites, un produit scalaire va s’exprimer
comme suit :
X′ ·X =
∑
ij
RPαiX˜
′
iR
P
αj X˜j
=
∑
ij
Ξij X˜
′
i X˜j
(1.119)
Dans cette formulation apparaît le tenseur métrique Ξij ; il s’exprime en fonction des
vecteurs primitifs de l’espace :
Ξij =
∑
α
RPαiR
P
αj (1.120)
Un raisonnement analogue s’applique dans l’espace réciproque. Tout produit scalaire va
s’y exprimer en fonction du tenseur métrique de l’espace réciproque :
Υij =
∑
α
GPαiG
P
αj (1.121)
Le volume de la cellule unité s’exprime aussi à l’aide d’un tenseur métrique :
Ω =
(
det[Ξij ]
) 1
2 (1.122)
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Les dérivées par rapport à une déformation n’auront donc d’impact que sur les tenseurs
métriques qui sont donc les seules quantités à dériver.
Les expressions des dérivées à l’ordre un des tenseurs métriques par rapport à une
déformation sont les suivantes :
Ξij
ǫαβ
= Ξ
(αβ)
ij = R
P
αiR
P
βj +R
P
βiR
P
αj (1.123)
Υij
ǫαβ
= Y
(αβ)
ij = −GPαiGPβj −GPβiGPαj (1.124)
Les dérivées secondes sont, quant à elles, à peine plus complexes :
2Ξij
ǫαβǫγδ
= Ξ
(αβγδ)
ij = δαγ (R
P
βiR
P
δj +R
P
δiR
P
βj ) + δβγ (R
P
αiR
P
δj +R
P
δiR
P
αj )
+ δαδ(R
P
βiR
P
γj +R
P
γiR
P
βj ) + δβδ(R
P
αiR
P
γj +R
P
γiR
P
αj )
(1.125)
2Υij
ǫαβǫγδ
= Y
(αβγδ)
ij = δαγ (G
P
βiG
P
δj +G
P
δiG
P
βj ) + δβγ (G
P
αiG
P
δj +G
P
δiG
P
αj )
+ δαδ(G
P
βiG
P
γj +G
P
γiG
P
βj ) + δβδ(G
P
αiG
P
γj +G
P
γiG
P
αj )
(1.126)
Dans les formules précédentes, nous avons introduit la formulation X(αβ) pour noter
la dérivée par rapport à une déformation, notation déjà introduite dans le formalisme
DFPT.
A l’aide de ces dérivées — et uniquement avec elles — on peut calculer les dérivées
des produits scalaires :
(X′ ·X)
εαβ
=
∑
ij
Ξ
(αβ)
ij X˜
′
i X˜j (1.127)
|X|
εαβ
=
1
2|X|
∑
ij
Ξ
(αβ)
ij X˜iX˜j (1.128)
Et de manière identique pour la dérivée seconde :
(X′ ·X)
εαβεγδ
=
∑
ij
Ξ
(αβγδ)
ij X˜
′
i X˜j (1.129)
2|X|
εαβεγδ
=− 1
4|X|3
∑
ij
Ξ
(αβ)
ij X˜iX˜j
∑
kl
Ξ
(γδ)
ij X˜kX˜l
+
1
2|X|
∑
ij
Ξ
(αβγδ)
ij X˜iX˜j
(1.130)
Les deux équations précédentes ont des formes équivalentes dans l’espace réciproque.
Comme nous l’avons vu dans la section précédente 1.6.1, le calcul des constantes élas-
42
1.6. Réponse à la déformation
tiques par DFPT requiert également la dérivée seconde par rapport à une déformation
et à un déplacement atomique (coefficients de couplage interne). Là encore, seules les
dérivées du tenseur métrique interviennent :
2|X|
εαβX˜i
=

εαβ
(
|X|
X˜i
)
=
∑
j
Ξ
(αβ)
ij
|X| +
1
|X|3
|X|
εαβ
Ξij
 X˜j (1.131)
Une dérivation par rapport à une déformation implique une modification du volume
qu’il faut alors prendre en compte. La dérivée du volume s’exprime d’une manière très
simple :
Ω
εαβ
= δαβΩ (1.132)
Cette dérivée sera principalement utilisée dans le calcul de sommation et d’intégration :

εαβ
ΩN ∑
i
f i
 =ΩN ∑
i
df i
εαβ
+
1
N
dΩ
εαβ
∑
i
f i
=
[Ω
N
∑
i
df i
εαβ
]
+ δαβ
[Ω
N
∑
i
f i
] (1.133)

εαβ
[∫
R
f (r)dr
]
=
∫
R
df (r)
εαβ
dr+ δαβ
∫
R
f (r)dr (1.134)
On remarque qu’un terme supplémentaire est à prendre en compte. Ceci est exclusive-
ment dû à la métrique du système.
La densité électronique contient, elle aussi, une contribution due à la variation du vo-
lume. Le développement des fonctions d’onde sur une base d’ondes planes permet d’ex-
primer explicitement cette dépendance :
ψn(r) =
∑
G
ψn(G)
eiG·r√
Ω
(1.135)
En introduisant ce développement dans l’expression de la densité électronique,
ρ(r) =
N∑
n
∣∣∣ψn(r)∣∣∣2 = 1
Ω
∑
GG′
ψn(G)ψ
∗
n(G
′)ei(G−G
′)′ ·r (1.136)
Un facteur normalisation (Ω)−1 est mis en évidence, la dérivée de la densité par rapport
à une déformation contient donc un terme additionnel :
dρ(r)
dεαβ
= ρ(αβ)(r)− δαβρ(r) (1.137)
Dans les notations habituelles, utilisées dans la littérature, ρ(αβ)(r) ne contient pas la
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contribution du volume.
Les déformations imposées sur un système sont reliées aux contraintes par le tenseur
des constantes élastiques. Celui-ci s’obtient en DFPT comme une dérivée seconde de
l’énergie et contient plusieurs contributions qui permettent de prendre en compte les
relaxations internes. Les constantes élastiques permettent, en particulier, de détermi-
ner les vitesses de propagation des ondes élastiques.
En exprimant toutes les quantités en coordonnées réduites, il est possible de formuler
toutes les dérivées par rapport à une déformation en fonction des seules dérivées du
tenseur métrique.
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1.7 Réponse à la perturbation du champ électrique
1.7.1 Non périodicité du champ électrique
Pour traiter le cas des matériaux isolants, il est nécessaire de prendre en compte la
réponse d’un système à une perturbation du champ électrique. Dans ce type de matériau,
un déplacement collectif des atomes va entraîner une modification du champ cristallin
(par exemple via un transfert de charge) ce qui a un impact sur la réponse du système. Un
déplacement collectif peut être induit par une vibration collective du réseau (phonons en
q=0) ou par une déformation.
Pour le cas des vibrations collectives, l’excitation d’un mode de vibration longitudi-
nal (LO) va engendrer une séparation des atomes qui, sous l’effet des charges, va générer
une force. On va donc observer une modification de la fréquence, ce qui engendre une
séparation des modes longitudinaux (LO) et transverses (TO). C’est ce que l’on appelle le
"splitting LO-TO". Cette dégénérescence peut être quantifiée à partir des charges effec-
tives Zα,ai .
Dans le cas de la réponse à une déformation et en présence d’un champ cristallin, on
observe une modification de la polarisation de notre matériau suite à cette déformation.
C’est ce que l’on appelle la piézoélectricité. Cette propriété est quantifiable, exprimée
par le tenseur piézoélectrique ej ,γδ, en considérant la dérivée seconde par rapport à une
déformation et une modification du champ électrique.
Rappelons ici que le tenseur élastique complet s’exprime en fonction des constantes
de forces inter-atomiques et qu’il sera donc nécessaire de prendre en compte la charge
effective pour le calculer.
Charges effectives et tenseur piézoélectrique sont directement reliés aux dérivées se-
condes de l’énergie :
Zj ,ai = −Ω
2E
Ejτai
∣∣∣∣∣∣
ε
(1.138)
ej ,γδ = −Ω
2E
Ejεγδ
∣∣∣∣∣∣
τ
(1.139)
Pour calculer ces quantités grâce à la DFT, il est nécessaire d’introduire le champ élec-
trique Ej dans l’expression de la fonctionnelle de la densité. Pour ce faire, le Hamiltonien,
en présence d’un champ électrique, s’exprime comme étant :
H(E) = T +VHxc(r) +Vext(r)︸                   ︷︷                   ︸
H(0)
+ E · rˆ︸︷︷︸
VE
(1.140)
où rˆ est l’opérateur position.
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Le potentiel qui résulte de l’application d’un champ électrique s’exprime donc :
VE = E · rˆ =
∑
j
Ej rˆj (1.141)
La modélisation d’un tel potentiel est rendue difficile par l’utilisation des conditions
aux limites périodiques. En effet, le Hamiltonien dépendant du champ électrique, qui
utilise l’opérateur position rˆ, n’est pas une quantité périodique. Il ne peut pas être appli-
qué directement dans les calculs de physique du solide.
Il existe toutefois plusieurs approches pour contourner ce problème :
• La théorie moderne de la polarisation [47] qui utilise le concept de phase de Berry.
Elle permet de calculer l’énergie de l’état fondamental d’un système sous champ
ainsi que sa polarisation.
• L’approche dite “des grandes longueurs ondes”. Plus adaptée à la DFPT, elle
consiste a représenter le champ électrique comme étant la limite aux grandes lon-
gueurs d’onde d’un champ périodique. Cette formulation a été détaillée par Gonze
[37] dans le cadre de la réponse à une perturbation du champ électrique en DFPT.
Elle a également été adaptée au formalisme des pseudo-potentiels ultra-doux par
Umari [38]. Cette approche va être utilisée dans ce projet.
1.7.2 Limite des grandes longueurs d’ondes
Pour contourner le problème de périodicité du champ électrique, l’approche de la
limite des grandes longueurs d’ondes consiste à remplacer l’opérateur position par [48] :
rj = lim
qj→0
(
1
2iqj
(
eiqj rj − e−iqj rj
))
(1.142)
Pour utiliser cette substitution dans le cadre de la DFPT, exprimons la part du Hamilto-
nien dépendant du champ VE en fonction de la composante rj de la position.
Appliqué à n’importe quel champ de vecteurs ψ(r), le potentiel VE s’exprime :
VE |ψ〉 =
∑
j
Ej rˆj |ψ〉 (1.143)
L’opérateur position s’applique par simple multiplication de la position. Nous obtenons
donc :
VE |ψ〉 =
∑
j
Ej rjψ(r) =
∑
j
Ej |r〉j 〈r|ψ〉 =
∑
j
Ej rj |r〉〈r|ψ〉 (1.144)
d’où finalement :
VE =
∑
j
Ej rj |r〉〈r| (1.145)
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Dans le formalisme de la DFPT, la dérivée du Hamiltonien par rapport au champ
électrique va donc s’exprimer :
H
Ej
= rj |r〉〈r| (1.146)
Pour utiliser la limite 1.142, il suffit, dans un premier, temps de remplacer le vecteur r
par e±iq.r :
H
E ≡ e
±iq.r |r〉〈r| (1.147)
Redéfini dans l’espace réciproque, cet opérateur devient :
Hk,k′
E =e
−ikrH
E e
ik′r′
≡e−i(k∓q)r|r〉〈r|eik′r′
(1.148)
où seul k′ = k∓q sera utile par la suite.
Son application sur des fonctions périodiques de Bloch |un,k〉 s’exprime :
Hk,k∓q
E |un,k∓q〉 ≡ e
−i(k∓q)r|r〉〈r|ei(k∓q)r′ |un,k∓q〉
= |un,k∓q〉
(1.149)
Pour finir, en reportant la limite (éq. 1.142) dans l’expression de la dérivée du Hamilto-
nien, nous obtenons :
Hk,k
E |un,k〉 =limq→0
1
2iq
(
Hk,k−q
E |un,k−q〉 −
Hk,k+q
E |un,k+q〉
)
=− i lim
q→0
( |un,k−q〉 − |un,k+q〉
2q
) (1.150)
En passant à la limite :
Hk,k
E |un,k〉 =i
d |un,k〉
dk
(1.151)
L’application de la dérivée duHamiltonien par rapport au champ électrique sur une fonc-
tion d’onde est assimilable à l’action de l’opérateur
d
dk
sur cette même fonction d’onde.
En utilisant la propriété précédente, il est possible de formuler l’équation stationnaire
pour le calcul des dérivées mixtes entre une perturbation du champ électrique et une
autre perturbation λ1 [37] :
2Evar
λ1Ej
=2
[
Ω0
(2π)3
∫
dk
∑
n
(
〈ψ(0)n,k|
2H
λ1Ej
∣∣∣∣∣
ψ
(0)
n
|ψ(0)n,k〉+ 〈ψ
(λ1)
n,k |H(0) − ǫ
(0)
n |ψ(Ej )n,k 〉
+ 〈ψ(λ1)n,k |i
d
dkj
|ψ(0)n,k〉+ 〈ψ
(0)
n,k|
H
λ1
∣∣∣∣∣
ψ
(0)
n
|ψ(Ej )n,k 〉)
)
+
1
2
∫
Ω
dVxc
dρ
∣∣∣∣∣
ρ(0)
ρ(λ1)(r)ρ(Ej )(r)dr+2πΩ
∑
G,0
ρ(λ1)(G)ρ(Ej )(G)
G2
] (1.152)
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L’équation précédente est légèrement différente de celle proposée par Gonze [37].
Nous y avons ajouté, par rapport à la formulation originale, le terme d’ordre deux
〈ψ(0)n,k|
2H
λ1Ej
∣∣∣∣∣
ψ
(0)
n
|ψ(0)n,k〉 qui, dans le cas présent, est nul puisque :
2H
λ1Ej
|ψ(0)n,k〉 =

λ1
[
i

kj
]
|ψ(0)n,k〉 = 0 (1.153)
Cependant, comme cela sera présenté dans le chapitre suivant, ce terme a une contribu-
tion dans le formalisme PAW.
À partir de l’expression stationnaire précédente, il est immédiat d’obtenir deux ex-
pressions non stationnaires pour les différentes dérivées secondes de l’énergie impli-
quant la perturbation du champ électrique :
2Enonvar
λ1Ej
=2
Ω0
(2π)3
∫
dk
∑
n
〈ψ(λ1)n,k |i
d
dkj
|ψ(0)n,k〉 (1.154)
2Enonvar
Ejλ1
=2
Ω0
(2π)3
∫
dk
∑
n
〈ψ(0)n,k|
H
λ1
∣∣∣∣∣
ψ
(0)
n
|ψ(Ej )n,k 〉 (1.155)
C’est grâce à ces expressions qu’il est possible de calculer à la fois le tenseur diélec-
trique, les charges effectives et le tenseur piézoélectrique.
Nous avons présenté dans cette partie le principe des calculs des réponses à la per-
turbation du champ électrique. La difficulté de la non-périodicité du champ peut être
contournée en utilisant la limite des grandes longueurs ondes. Dans cette approche,
l’application du hamiltonien au premier ordre utilise la dérivée de la fonction d’onde
par rapport au vecteur k.
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1.8 Conclusion
Le calcul des propriétés de la réponse suite à une déformation ou à la perturbation du
champ électrique d’un système constitué de noyaux et d’électrons implique le calcul de
l’énergie de l’état fondamental, ainsi que ses dérivées par rapport à ces différentes pertur-
bations. Pour y parvenir dans l’approche ab initio — le plus efficacement et précisément
possible —, il est nécessaire d’utiliser plusieurs théories et formalismes.
La théorie de la fonctionnelle de la densité (DFT) permet de déterminer l’énergie de
l’état fondamental en manipulant la densité électronique comme variable clef.
La théorie de la perturbation de la fonctionnelle de la densité (DFPT), quant à elle,
permet de déterminer, de manière complètement analytique, les dérivées de l’énergie.
Cette théorie est disponible sous plusieurs formulations. Dans ce projet de thèse, nous
allons utiliser la formulation proposée par Gonze [30]. Elle repose, comme pour la DFT,
sur la résolution d’un problème variationnel qui permet de déterminer les dérivées des
fonctions d’onde. Le problème de minimisation se résout alors en utilisant l’équation
de Sternheimer qui s’obtient par perturbation de l’équation de Schrödinger. Le théorème
“2n+1” garantit l’accès à l’ordre 2n et 2n+1 des dérivées de l’énergie par la seule connais-
sance des dérivées à l’ordre n des fonctions d’onde. Pour calculer des dérivées secondes
de l’énergie par rapport à deux perturbations, il est suffisant de calculer les dérivées des
fonctions d’onde par rapport à l’une des perturbations car la combinaison avec les autres
perturbations se fait grâce à une expression non variationnelle. C’est notamment grâce
à cette formulation, qu’il est possible de calculer les coefficients de couplage qui relient
forces et déformations internes, les charges effectives de Born et le tenseur piézoélec-
trique.
Ces quantités sont nécessaires pour obtenir une description complète de la réponse
du système à une déformation. En effet, une fois le système déformé, les atomes vont se
relaxer suite au champ de forces engendré par la déformation. La description de cette
réponse se fait par le calcul des coefficients de couplage (dérivées de l’énergie par rap-
port à une déformation et un déplacement atomique) et celui des constantes de forces
inter-atomiques (dérivées par rapport à deux déplacements atomiques). Pour le cas des
isolants, qui ont leurs charges localisées, le déplacement de l’atome suite à la déforma-
tion peut engendrer une modification du champ cristallin (un champ électrique macro-
scopique) ce qui peut modifier la polarisation ; certains matériaux seront donc piézo-
électriques. Le tenseur piézoélectrique se calcule par la dérivée seconde de l’énergie par
rapport à une déformation et à une perturbation du champ électrique. Les propriétés
de réponse à un champ électrique macroscopique et statique peuvent se calculer dans
le formalisme DFPT mais nécessitent un traitement particulier décrit par exemple par
Gonze [37] ou Umari [38].
Le calcul analytique des dérivées par rapport à une déformation est possible grâce
à la formulation du tenseur métrique [36] introduite par Hamann et ses collaborateurs
pour le calcul des constantes élastiques en DFPT. Le principe consiste à exprimer toutes
les quantités qui dépendent de la métrique (norme d’un vecteur par exemple) en fonc-
tion de leurs coordonnées réduites et du tenseur métrique. Ce dernier ne dépend que
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des vecteurs primitifs de la maille. Grâce à ce formalisme simple, seules les variations du
tenseur métrique seront impliquées lors du calcul des différentes dérivées par rapport
à une déformation, les coordonnées réduites restant inchangées, à l’inverse de ses coor-
données cartésiennes. C’est pourquoi il est plus élégant et moins contraignant d’utiliser
cette formulation.
Le développement analytique de ces différentes réponses est principalement dispo-
nible, à ce jour dans les codes de DFT, dans l’approche des pseudo-potentiels à norme
conservée [31]. L’approche des pseudo-potentiels, qui consiste à ignorer les variations
des fonctions d’onde dans le voisinage direct des noyaux atomiques, a prouvé son effi-
cacité dans beaucoup d’études. Mais, l’approximation introduite peut révéler, dans cer-
tains cas, ses limites et ne permet pas d’accéder à une précision optimale. L’approche
PAW, introduite en 1994 par Blöchl [1], permet d’aller au-delà de l’approximation des
pseudo-potentiels. Tout en garantissant le même coût numérique que l’approche pseudo-
potentiel, la méthode PAW donne accès à toutes les propriétés du système en prenant en
compte toutes les variations des fonctions d’onde de Kohn et Sham. Elle garantit des ré-
sultats à la précision “tous électrons” à faible coût. Elle pose cependant une difficulté : le
formalisme analytique est, de manière significative, beaucoup plus complexe.
L’approche DFPT a récemment été dérivée dans le formalisme PAW [35]. Les équa-
tions n’avaient, jusqu’à présent, été utilisées que pour la réponse aux déplacements ato-
miques (spectres de phonons) et le calcul du tenseur diélectrique.
Dans la suite, nous allons montrer comment les équations de la DFPT s’expriment
en PAW pour le cas de la réponse d’un système de noyaux et d’électrons suite à une
déformation statique ; comme cela a été précisé précédemment, il est nécessaire de traiter
également la réponse du système suite à la perturbation conjointe du champ électrique
et de la déformation.
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Chapitre 2
Réponse à la déformation et au
champ électrique en DFPT dans
l’approche PAW
2.1 Introduction
Ce chapitre est consacré au développement théorique de ce projet de thèse, c’est à
dire l’adaptation du formalisme de perturbation de la fonctionnelle de la densité dans
l’approche “Projector Augmented-Wave”, et ce, pour le cas de la réponse à la déformation
et à la perturbation du champ électrique.
Ce projet a pour objectif final la mise en œuvre d’un outil pour le calcul du tenseur
élastique complet (réponse à une déformation statique) par une méthode ab initio. Cette
outil combinera les avantages, à la fois de la précision des calculs “tous-électrons”, mais
aussi de la rapidité des méthodes de pseudo-potentiels ultra-doux. Pour parvenir à ce
développement, tous les formalismes et théories présentés dans le chapitre 1 vont être
utilisés et combinés.
Comme nous l’avons vu, les différentes contributions au tenseur élastique se dé-
duisent toutes de dérivées secondes de l’énergie du système de noyaux et d’électrons.
L’objectif est donc d’exprimer ces dérivées secondes dans l’approche PAW en utilisant les
équations de la DFPT.
Pour déterminer le tenseur élastique et le tenseur piézoélectrique à atomes fixes, il
faut exprimer la dérivée seconde par rapport à une déformation, mais aussi par rapport
au champ électrique.
La relaxation atomique suite à la déformation requiert le calcul des coefficients de
couplage force-déformation ainsi que les constantes de forces inter-atomiques. Ces quan-
tités correspondent respectivement à la dérivée seconde par rapport à un déplacement
atomique et à une déformation et à la dérivée seconde par rapport à deux déplacements
atomiques.
Le tenseur piézoélectrique complet contient une contribution du tenseur diélectrique,
dérivée seconde par rapport au champ électrique, et des charges effectives, dérivée se-
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conde par rapport au champ et à un déplacement atomique.
Le formalisme à mettre en œuvre fait intervenir plusieurs quantités telles que les dé-
rivées duHamiltonien, les dérivées des fonctions d’onde, ainsi que les dérivées des termes
additionnels du formalisme PAW. Nous les présenterons ici dans le cadre particulier de
la réponse à la déformation et à la perturbation du champ électrique.
L’organigramme 2.1 représente les différentes étapes à réaliser lors d’un calcul de
DFPT dans l’approche PAW. La première étape est le calcul de l’état fondamental du
système étudié qui permet de déterminer les pseudo-fonctions d’ondes ψ˜n. Ces dernières
sont utilisées pour calculer les contributions à la dérivée seconde qui ne dépendent pas de
la dérivée des pseudo-fonctions d’onde. La deuxième étape est la résolution de l’équation
de Sternheimer permettant de calculer les dérivées des pseudo-fonctions d’onde. L’étape
finale est le calcul de la dérivée seconde de l’énergie qui contient toutes les contributions
déterminées précédemment.
La mise en œuvre de toutes ces équations a été réalisée dans le code de calcul abi-
nit [32, 33, 34]. Ce code de DFT en base d’ondes planes proposait, dans le cadre de la
DFPT, le calcul d’un certain nombre de fonctions de réponses : les constantes de forces
inter-atomiques, les constantes élastiques et les réponses à la perturbation du champ
électrique. Cependant, ces développements avaient été réalisés, dans un premier temps,
dans l’approche des pseudo-potentiels à norme conservée.
Le développement de l’approche PAW a débuté avec les travaux de C. Audouze et de
ses collaborateurs [35], et ce uniquement pour la réponse à un déplacement atomique et
pour le calcul du tenseur diélectrique.
Ce projet de thèse complète les développements présents dans abinit en y ajoutant
la réponse à la déformation associée à la réponse de perturbation du champ électrique.
La validation du formalisme analytique et de son implémentation dans le code sera
effectuée par comparaison à des calculs de dérivation numérique. Il s’agira de calculer
les dérivées comme limites aux très faibles déformations de différences d’énergies (mé-
thode des différences finies). Comme nous le verrons, il est nécessaire de s’affranchir de
difficultés engendrées par la déformation d’un système, comme par exemple, la perte de
symétrie ou les modifications de grilles. Par ailleurs, les calculs de différences finies, per-
mettant de calculer les dérivées par rapport au champ électrique, seront effectuées dans
le formalisme de la phase de Berry.
Pour étendre le domaine de validation au maximum, il est nécessaire de considérer
plusieurs types de matériaux (métaux et isolants). Les systèmes tests choisis pour ce pro-
jet seront l’aluminium (cubique faces centrées, un atome par maille), le fer (hexagonal
compact, deux atomes par maille) et la perovskite MgSiO3.
La première partie de ce chapitre est consacrée à la détermination de la dérivée des
pseudo-fonctions d’onde par rapport à une déformation et de toutes les quantités qui en
dépendent. La deuxième partie décrit l’expression de la dérivée seconde du Hamiltonien
à pseudo-fonctions d’onde constantes. La troisième partie décrit la méthode d’obtention
des dérivées mixtes de l’énergie par l’utilisation d’une expression non variationnelle. La
quatrième partie est une description des développements informatiques réalisés dans
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abinit. La cinquième partie est consacrée aux calculs de validation de l’implémentation,
en termes de résultats numériques. La dernière partie est une mise en œuvre du code sur
des systèmes simples dans le but d’une validation plus physique.
Calcul de l’état fondamental du système pour déterminer ψ˜n et ǫn
Calcul de la dérivée seconde
d2E
dλ1dλ2
= 〈ψ˜n|
d2H
dλ1dλ2
|ψ˜n〉+ 〈
dψ˜n
dλ1
| dH
dλ2
|ψ˜n〉+ ...
Contributions à la dérivée seconde
qui ne dépendent pas de la déri-
vée des pseudo-fonctions d’onde ;
on doit calculer :
d2H
dλ1dλ2
∣∣∣∣∣
ψ˜
(0)
n
. Ce
calcul est détaillé dans la section 2.3
Contributions à la dérivée seconde
qui dépendent de la dérivée des
pseudo-fonctions d’onde ; on doit
calculer :
dH
dλ1
et
dψ˜n
dλ1
. Ce calcul
est détaillé dans la section 2.2
Détermination
de la dérivée
première du
Hamiltonien.
(Section 2.2)
Résolution de
équation de
Sternheimer.
(Section 2.2)
Minimisation
d’une expression
variationnelle
de la dérivée
seconde de
l’énergie.
(Section 2.2)
Détermination des dérivées secondes de l’énergie grâce à l’expression
non variationnelle
d2Enonvar
dλ1dλ2
. Mélange de λ1 et λ2 qui fait intervenir
d2H
dλ1dλ2
∣∣∣∣∣
ψ˜
(0)
n
,
dH
dλ2
et
dψ˜n
dλ1
. Ce calcul est détaillé dans la section 2.4
Figure 2.1 – Organigramme du déroulement d’un calcul de dérivées de l’énergie dans le
cadre de la DFPT. Lien avec les sections du chapitre.
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2.2 Variation des pseudo-fonctions d’onde en réponse à une
déformation
Cette partie a pour objectif de présenter la méthode d’obtention des dérivées des
pseudo-fonctions d’onde par rapport à une déformation du système. Nous utilisons les
équations génériques de la DFPT en PAW présentées dans le chapitre 1 et les adaptons
au cas particulier de la réponse à la déformation.
Comme nous l’avons vu, les dérivées par rapport à une déformation εαβ n’agissent que
par l’intermédiaire du tenseur métrique par action directe ou via la variation de volume.
Rappelons que la notation X(αβγδ) dénote le calcul de
1
2
d2X
dεαβdεγδ
.
2.2.1 Problème variationnel dans le cadre de la réponse à la déformation
Comme pour toutes les autres perturbations, le problème variationnel permettant
d’obtenir la dérivée des pseudo-fonctions d’onde par rapport à une déformation consiste
à minimiser, sous contrainte d’orthogonalité, une expression — nécessairement varia-
tionnelle — de la dérivée seconde de l’énergie. Dans le formalisme PAW, nous avons vu
que cette expression s’écrit :
E
(αβαβ)
var =
∑
n
[〈
ψ˜
(0)
n
∣∣∣ d2H˜
dεαβdεαβ
∣∣∣∣∣
ψ˜
(0)
n
− ǫnS (αβαβ)
∣∣∣ψ˜(0)n 〉+ 〈ψ˜(αβ)n ∣∣∣H˜(0) − ǫnS (0)∣∣∣ψ˜(αβ)n 〉
+
〈
ψ˜
(αβ)
n
∣∣∣ dH˜
dεαβ
∣∣∣∣∣
ψ˜
(0)
n
− ǫnS (αβ)
∣∣∣ψ˜(0)n 〉+ cc]+∫
R3
VHxc[ρ˜; ρˆ]
ρ(r)
(
ρ˜(αβ)(r) + ρˆ(αβ)(r)
)2
dr
+
∑
a
[∫
Ωa
(
VHxc[ρ1]
ρ(r)
(
ρ
(αβ)
1 (r)
)2 − VHxc[ρ˜1 + ρˆ1]
ρ(r)
(
ρ˜
(αβ)
1 (r) + ρˆ
(αβ)
1 (r)
)2)
dr
] (2.1)
Dans cette formulation générique, la spécificité de la perturbation λ = ǫαβ n’apparaît pas.
Elle est sous-jacente dans les différentes dérivées des opérateurs.
Les dérivées des pseudo-fonctions d’onde ψ˜
(αβ)
n , quant à elles, se déduisent de la ré-
solution de l’équation de Sternheimer. Dans le cas de la réponse à la déformation, cette
équation s’écrit :
P∗c
(
H˜(0) − ǫnS (0)
)
Pc |ψ˜(αβ)n 〉 = −P∗c
(
H˜(αβ) − ǫnS (αβ)
)
|ψ˜(0)n 〉 (2.2)
Elle permet de déterminer les dérivées des pseudo-fonctions d’onde qui minimisent l’ex-
pression 2.1 et qui satisfont aux conditions d’orthogonalité. Là encore, la forme générale
de l’équation n’est pas spécifique à la déformation ; de même l’algorithme de résolution
sera identique à toutes les autres perturbations.
La quantité clef dans ce problème est la dérivée duHamiltonien (et, dans unemoindre
mesure, celle de l’opérateur de recouvrement). La dérivée complète du Hamiltonien par
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rapport à une déformation contient les termes suivants :
H˜(αβ) = T (αβ) +V (αβ)Hxc [ρ˜; ρˆ; ρ˜c] +V
(αβ)
H [ρ˜Zc]︸                                      ︷︷                                      ︸
Contributions locales
+
∑
ij
(
|p˜i〉Dˆij +D1ij − D˜1ij 〈p˜j |
)(αβ)
︸                                 ︷︷                                 ︸
Contributions non-locales
(2.3)
Certaines contributions à la dérivée du Hamiltonien seront calculées dans l’espace réci-
proque, d’autres dans l’espace réel. Le point de départ pour les calculer est l’article de
Hamann [36] qui les détaille dans le formalisme des pseudo-potentiels à norme conser-
vée.
Pour le cas de l’approche PAW, il faut généraliser la plupart des formules de Hamann
en y introduisant les modifications suivantes :
• la non-orthogonalité des pseudo-fonctions d’onde,
• l’utilisation d’une densité de compensation de charge,
• l’auto-cohérence de l’opérateur non-local qui dépend des pseudo-fonctions
d’onde,
• la prise en compte de la base d’ondes partielles PAW par l’ajout de termes sur site.
Le premier terme de l’équation 2.1 qui ne dépend pas de la dérivée des pseudo-
fonctions d’onde sera traité ultérieurement.
2.2.2 Contribution de l’opérateur cinétique
Exprimé dans une base d’ondes planes en coordonnées réduites, l’opérateur cinétique
va dépendre de la déformation par l’intermédiaire du tenseur métrique Υij de l’espace
réciproque. C’est un opérateur diagonal dans la base d’ondes planes et ses dérivées par
rapport à une déformation sont obtenues à partir des dérivées du tenseur métrique. Ces
dernières ont été données dans la première partie.
〈G˜′ |T |G˜〉 = 〈G˜′ |1
2
∇2|G˜〉 = δG˜′G˜
1
2
∑
ij
Υij G˜iG˜j︸          ︷︷          ︸
eG˜
(2.4)
Dans le code abinit cependant, cet opérateur est corrigé par une fonction de l’énergie
cinétique fSM qui devient progressivement très grande aux environs de l’énergie de cou-
pure de la base d’ondes planes. Cela force les coefficients de la pseudo-fonction d’onde
à devenir progressivement nuls aux environs de cette énergie de coupure. Cette modi-
fication de l’opérateur cinétique trouve principalement son intérêt dans les algorithmes
d’optimisation de géométrie. Après incorporation de cette modification, l’opérateur ci-
nétique devient [49] :
〈G˜′ |T |G˜〉 = δG˜′G˜ [eG˜ + fSM (eG˜)] (2.5)
où eG˜ =
1
2
∑
ij
Υij G˜iG˜j .
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La dérivée de cet opérateur par rapport à la déformation ǫαβ s’obtient donc facile-
ment [36] :
〈G˜′ |T (αβ)|G˜〉 = δG˜′G˜
1
2
[
1+ f ′SM (eG˜)
]∑
ij
Υ
(αβ)
ij G˜iG˜j (2.6)
f ′SM (ek) la dérivée de la fonction fSM (ek). La dérivée de l’opérateur cinétique ne contient
aucune spécificité du formalisme PAW.
2.2.3 Contributions des potentiels locaux
Le potentiel local est la somme de trois contributions — le potentiel local ionique, le
potentiel de Hartree et le potentiel d’échange et corrélation — exprimées dans l’espace
réel ou dans l’espace réciproque pour des raisons de stabilité numérique ou de simpli-
cité. Les trois contributions correspondantes à la dérivée du Hamiltonien sont dérivées
analytiquement dans le même espace.
Le pseudo-potentiel local ionique VH [ρ˜Zc](r) est décrit comme la somme des contribu-
tions radiales vaH [ρ˜Zc](|r−Ra|) des atomes situés en Ra. Son expression dans l’espace de
Fourier est la suivante :
VH [ρ˜Zc](G) =
∑
a
vaH [ρ˜Zc](G)e
−2iπG·Ra (2.7)
La transformée de Fourier radiale du potentiel atomique s’écrit :
vaH [ρ˜Zc](G) =
4π
Ω
∫ ∞
0
vaH [ρ˜Zc](r)j0(Gr)r
2dr (2.8)
où j0(Gr) est une fonction de Bessel.
Dans cette transformée de Fourier apparaît, un facteur de normalisation (Ω)−1 dont la
dérivée par rapport à la déformation −δαβ
Ω
se calcule grâce à la formulation du tenseur
métrique (éq. 1.132).
L’exponentielle n’a pas de contribution à la dérivée car le produit scalaire G ·Ra ne
dépend pas du tenseur métrique (il peut s’exprimer en coordonnées réduites).
La dérivée de la norme du vecteur d’onde plane G, se calcule facilement grâce aux
formules utilisant le tenseur métrique (éq. 1.128).
Au final, la dérivée du pseudo-potentiel local exprimée dans l’espace réciproque
s’écrit [36] :
V
(αβ)
H [ρ˜Zc](G) =
∑
a
e−2iπG·Ra
−δαβvaH [ρ˜Zc](G) + vaH [ρ˜Zc]′(G)2G ∑
ij
Υ
(αβ)
ij G˜iG˜j
 (2.9)
La quantité vaH [ρ˜Zc](G) est calculée grâce à une interpolation [50] qu’il suffit de dériver
pour obtenir vaH [ρ˜Zc]
′(G).
Le potentiel de Hartree est un terme qui dépend, en PAW, de la pseudo-densité élec-
tronique ρ˜ et de la densité de compensation de charge ρˆ. Son expression dans l’espace
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réciproque est la suivante :
VH [ρ˜ + ρˆ](G) = 4π
ρ˜(G) + ρˆ(G)
G2
(2.10)
La dérivée de ce potentiel par rapport à une déformation, toujours dans l’espace réci-
proque, s’exprime :
V
(αβ)
H [ρ˜ + ρˆ](G) =
4π
G2
[(
ρ˜(αβ)(G) + ρˆ(αβ)(G)
)
−
(
ρ˜(G) + ρˆ(G)
)(
δαβ +
1
G2
∑
ij
Υ
(αβ)
ij G˜iG˜j
)
︸                                              ︷︷                                              ︸
pas des dérivées des pseudo-fonctions d’onde
]
(2.11)
Pour obtenir cette formule, il faut, là encore, introduire la dérivée du volume ainsi que
celle de la norme du vecteur G. La dépendance du volume résulte du facteur de nor-
malisation (Ω)−1 inclus dans la densité (voir formule 1.137). Ces deux contributions,
spécifiques à la dérivée par rapport à une déformation, font apparaître un second terme
qui ne contient pas de dérivée explicite des pseudo-fonctions d’onde.
Cette expression est analogue à celle obtenue par Hamann [36] pour les pseudo-
potentiels à norme conservée. Seule la présence de la dérivée de la densité de compen-
sation de charge distingue les deux formules. Les dérivées des densités seront détaillées
dans une section ultérieure (section 2.2.5).
Le potentiel d’échange et corrélation contient toujours, dans le formalisme PAW, une
correction non-linéaire de cœur qui fait intervenir la pseudo-densité de cœur ρ˜c(r) [51].
Cette pseudo-densité est une somme de contributions locales ρ˜ac (|r−Ra|) dont les dérivées
se calculeront de manière analogue au potentiel ionique.
La dérivée du potentiel d’échange et corrélation par rapport à une déformation s’ob-
tient sans difficulté en utilisant la formule 1.34 et en y intégrant la contribution du vo-
lume de la formule 1.137. Dans le cadre de l’approximation locale de la densité (LDA)
(voir section 1.2.4), elle s’exprime :
V
(αβ)
xc [ρ˜; ρˆ; ρ˜c](r) =
dVxc[ρ˜; ρˆ; ρ˜c]
dεαβ
∣∣∣∣∣
ψ˜
(0)
n
+
δVxc[ρ]
δρ(r)
(
ρ˜(αβ)(r) + ρˆ(αβ)(r)
)
= Kxc(r)
[
− δαβ
(
ρ˜(r) + ρˆ(r)
)
+
ρ˜c(r)
εαβ︸                                      ︷︷                                      ︸
pas des dérivées des pseudo-fonctions d’onde
+
(
ρ˜(αβ)(r) + ρˆ(αβ)(r)
)] (2.12)
avec
Kxc(r) =
δVxc[ρ]
δρ(r)
∣∣∣∣∣
ρ(0)
(2.13)
Cette expression est une fois encore similaire à celle proposée par Hamann [36] pour
les pseudo-potentiels à norme conservée. Elle s’en distingue par l’ajout de la densité de
compensation de charge ρˆ(r) et de sa dérivée. Les dérivées des densités ρ˜(r) et ρˆ(r) font
l’objet d’une section spécifique de ce chapitre.
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La dérivée de la pseudo-densité de cœur
ρ˜c(r)
εαβ
se calcule dans l’espace réciproque.
Cette pseudo-densité s’exprime comme une somme de contributions atomiques :
ρ˜c(G) =
∑
a
ρ˜ac (G)e
−2iπG·Ra
(2.14)
La transformée de Fourier radiale de la pseudo-densité atomique s’écrit :
ρ˜ac (G) =
4π
Ω
∫ ∞
0
ρ˜ac (r)j0(Gr)r
2dr (2.15)
La quantité radiale ρ˜ac (G) est calculée à l’aide d’une interpolation [50] dans l’espace réci-
proque.
La dérivée de la pseudo-densité se calcule comme celle du pseudo-potentiel local et
s’exprime :
ρ˜c(G)
εαβ
=
1
Ω
∑
a
e−2iπG·Ra
[
− δαβ ρ˜ac (G) +
ρ˜ac ’(G)
2G
∑
ij
Υ
(αβ)
ij G˜iG˜j
]
(2.16)
la fonction ρ˜ac ’ s’obtient en dérivant analytiquement l’interpolation de la fonction ρ˜c. La
limite de
ρ˜ac ’(G)
G
en G = 0 est détaillée en annexe.
2.2.4 Contribution du potentiel non-local
Dans le formalisme PAW, l’intensité du pseudo-potentiel dépend des potentiels lo-
caux et des densités sur site. C’est une quantité auto-cohérente qui va donc avoir une
dérivée dépendante des pseudo-fonctions d’onde. Dans sa formulation la plus compacte,
la dérivée du potentiel non-local s’exprime à partir de l’équation 1.62 :∑
ij
(
|p˜i〉Dij 〈p˜j |
)(αβ)
=
∑
ij
[(
|p˜i〉〈p˜j |
)(αβ)
Dij + |p˜i〉
(
Dij
)(αβ) 〈p˜j |] (2.17)
Les dérivées des projecteurs
(
|p˜i〉〈p˜j |
)(αβ)
sont présentées en annexe. Ces dérivées par rap-
port à une déformation sont en principe analogues à celles obtenues en pseudo-potentiel
à norme conservée. Cependant dans l’article de D.R. Hamann [36], ces expressions sont
spécifiques à un potentiel non-local de Kleinman-Bylander, c’est-à-dire diagonal en ij et
s’exprimant en polynômes de Legendre. Dans le cas de PAW, le potentiel s’exprime en
utilisant des harmoniques sphériques Yli ,mi .
Le caractère auto-cohérent de Dij introduit des termes additionnels dans sa dérivée.
Chaque contribution à Dij (section 1.5.3) contient des dérivées :
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• La dérivée de la contribution de la densité de compensation de charge :
(Dˆij )
(αβ) =
∑
L
∫
R3
dV˜eff(r)dεαβ
∣∣∣∣∣
ψ˜(0)
QLij (r) + V˜eff(r)
(
(QLij )
(αβ)(r) + δαβQ
L
ij (r)
)dr︸                                                                              ︷︷                                                                              ︸
ne dépend pas des dérivées des pseudo-fonctions d’onde
+
∑
L
∫
R3
V
(αβ)
Hxc [ρ˜; ρˆ](r)Q
L
ij (r)dr︸                               ︷︷                               ︸
dépend des dérivées des pseudo-fonctions d’onde
(2.18)
Les différents potentiels de Veff sont définis dans la formule 1.65. La dérivée du potentiel
dV˜eff(r)
dεαβ
∣∣∣∣∣
ψ˜(0)
s’exprime :
dV˜eff(r)
dεαβ
∣∣∣∣∣
ψ˜(0)
= V
(αβ)
H [ρ˜Zc](r) +
dVH (r)
dεαβ
∣∣∣∣∣
ψ˜(0)
+
dVxc(r)
dεαβ
∣∣∣∣∣
ψ˜(0)
(2.19)
Les dérivées des potentiels sont détaillées dans la section précédente. Les expressions de
dVH
dεαβ
∣∣∣∣∣
ψ˜(0)
et
dVxc
dεαβ
∣∣∣∣∣
ψ˜(0)
sont obtenues en ne considérant que les termes qui ne dépendent
pas de la dérivée des pseudo-fonctions d’onde dans les expressions 2.11 et 2.12.
L’expression de la dérivée des moments de la compensation de charge est présentée
dans la section suivante.
Une contribution du volume est à prendre en compte, conformément à l’équa-
tion 1.134. Elle résulte de la dérivation de l’intégrale.
• Les dérivées des contributions sur site D1ij (éq.1.66) et D˜1ij (éq.1.68) :
(D1ij )
(αβ) =
∑
L
∫
Ωa
(
V
(αβ)
Hxc [ρ1](r) +
dV1eff(r)
dεαβ
∣∣∣∣∣
ψ˜(0)
)
φi(r)φj (r)dr
(D˜1ij )
(αβ) =
∫
Ωa
(
V
(αβ)
Hxc [ρ˜1; ρˆ](r) +
dV˜1ef f (r)
dεαβ
∣∣∣∣∣
ψ˜(0)
)(
φ˜i(r)φ˜j (r) +
∑
L
QLij (r)
)
dr
+
∑
L
∫
Ωa
(QLij )
(αβ)(r)V˜1eff(r)
(
ρ˜1(r) + ρˆ1(r)
)
dr
(2.20)
Ces expressions contiennent exclusivement des contributions dues à la variation des
pseudo-fonctions d’onde et n’incluent aucune contribution de la métrique. Elles ne sont
donc pas spécifiques à la réponse à une déformation. Elle sont cependant intrinsèques au
formalisme PAW.
Les dérivées de la densité de compensation de charge ainsi que celles des densités sur
site sont développées dans la section suivante.
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Remarque : l’opérateur de recouvrement S entre les pseudo-fonctions d’onde a une ex-
pression très proche de celle de l’opérateur non-local. Il n’est pas auto-cohérent, sa déri-
vée est donc beaucoup plus simple à obtenir :
S(αβ) =
∑
ij
|p˜i〉s(αβ)ij 〈p˜j | (2.21)
2.2.5 Dérivées des densités
Dans les expressions des contributions du Hamiltonien dérivé, apparaissent les
dérivées des différentes densités mises en jeu dans le formalisme PAW. Les expressions
de ces dérivées ont été données, dans le cas d’une perturbation générique, dans la section
1.5.6. Pour le cas de la réponse à une déformation εαβ , les formules sont les suivantes :
ρ˜(αβ)(r) =
∑
n
fn
(
ψ˜
∗(αβ)
n (r)ψ˜
(0)
n (r) + ψ˜
∗(0)
n (r)ψ˜
(αβ)
n (r)
)
ρ
(αβ)
1 (r) =
∑
ij
ρ
(αβ)
ij φi(r)φj (r)
ρ˜
(αβ)
1 (r) =
∑
ij
ρ
(αβ)
ij φ˜i(r)φ˜j (r)
ρˆ(αβ)(r) =
∑
ijL
[
ρ
(αβ)
ij Q
L
ij (r) + ρij (Q
L
ij )
(αβ)(r)
]
(2.22)
Ces dérivées contiennent la dérivée de la matrice d’occupation qui est donnée par :
ρ
(αβ)
ij =
∑
n
fn〈ψ˜(αβ)n |p˜i〉〈p˜j |ψ˜n〉+ 〈ψ˜n|p˜i〉〈p˜j |ψ˜(αβ)n 〉+ 〈ψ˜n|(|p˜i〉〈p˜j |)(αβ)|ψ˜n〉 (2.23)
Toutes ces formules ne font pas apparaître de spécificité propre à la réponse à une dé-
formation, excepté pour les moments QLij (r) de la densité de compensation de charge.
L’équation 1.103 se reformule :
(QLij )
(αβ)(r) = qlij
d(gl(|r−Ra|)YL(r̂−Ra))
d(r−Ra)
· d(r−Ra)
dεαβ
(2.24)
avec L = lm
La formulation du tenseur métrique permet d’exprimer la dérivée d’une composante µ
d’un vecteur comme étant :
d(r−Ra)µ
dεαβ
= δαµ(r−Ra)β (2.25)
ce qui nous permet d’obtenir :
(QLij )
(αβ)(r) = qlij (r−Ra)β
d(gl(|r−Ra|)YL(r̂−Ra))
d(r−Ra)α
(2.26)
Enfin, il est nécessaire de symétriser cette équation en rapport avec la définition de la
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déformation εαβ =
1
2
(uαβ + uβα). Ceci permet d’obtenir l’expression finale de la dérivée
des moments de la densité de compensation de charge :
(QLij )
(αβ)(r) =
1
2
qlij
[
(r−Ra)β
d(gl(|r−Ra|)YL(r−Ra))
d(r−Ra)α
+ (r−Ra)α
d(gl(|r−Ra|)YL(r−Ra))
d(r−Ra)β
] (2.27)
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2.3 Contributions qui ne dépendent pas de la dérivée des
pseudo-fonctions d’onde
Dans cette section, nous allons nous intéresser aux détails du calcul de la contribu-
tion à la dérivée seconde de l’énergie, indépendante de la variation des pseudo-fonctions
d’onde. Il s’agit d’un terme qui ne se détermine pas de façon auto-cohérente puisqu’il ne
dépend que des fonctions d’onde de l’état fondamental. De fait, il est présent dans toutes
les expressions de la dérivée seconde de l’énergie (variationnelle et non variationnelle).
Le terme à calculer s’exprime, dans le cas de la réponse à deux déformations, par (voir
équation 1.86) :
2E˜
εαβεγδ
∣∣∣∣∣
ψ˜(0)
=
∑
n
〈
ψ˜
(0)
n
∣∣∣∣ d2H˜dεαβεγδ
∣∣∣∣∣
ψ˜(0)
− ǫnS (αβ)
∣∣∣∣ψ˜(0)n 〉 (2.28)
Il s’agit du seul terme à calculer qui contient une dérivée seconde explicite (celle du
Hamiltonien). Cette dérivée seconde ne contient pas la variation des pseudo-fonctions
d’onde (ce que signifie la notation
d2X
dλ2
∣∣∣∣
ψ˜(0)
).
Le caractère non auto-cohérent de cette contribution lui permet d’être calculé indé-
pendamment de la résolution du problème variationnel. Elle ne sera donc pas incluse
lors de la résolution de l’équation de Sternheimer et sera simplement ajoutée à la fin.
Dans le cas d’une réponse à une déformation, son expression, comme nous allons le
voir, diffère sensiblement de la formule générique présentée en 1.81. Des contributions
dues aux variations de métrique et aux modifications du volume seront présentes.
2.3.1 Contribution de l’opérateur cinétique
Comme pour la dérivée du Hamiltonien à l’ordre un (section 2.2.2), l’ordre deux fait
apparaître une contribution de la dérivée de l’opérateur cinétique T , mais ne contient
aucun terme additionnel provenant du formalisme PAW. Cette expression se déduit sim-
plement par dérivation de la dérivée première (éq. 2.6) :
〈G˜′ |T (αβγδ)|G˜〉 = δG˜′G˜
f ′′SM (eG˜)
12∑
ij
Υ
(αβ)
ij G˜iG˜j

2
+
1
2
[
1+ f ′SM (eG˜)
]2∑
ij
Υ
(αβγδ)
ij G˜iG˜j

(2.29)
Υ
(αβ)
ij et Υ
(αβγδ)
ij sont, respectivement les dérivées première et seconde dans l’espace réci-
proque du tenseur métrique. On rappelle que la fonction fSM est une fonction de coupure
adoucie qui permet d’éliminer les contraintes de Pulay et ainsi d’améliorer la conver-
gence en fonction de la base d’ondes plane. f ′′SM est obtenue par dérivation analytique de
la fonction fSM interpolée.
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2.3.2 Contribution du potentiel de Hartree
Le potentiel de Hartree est une fonction de la pseudo-densité électronique ρ˜ + ρˆ. La
densité de compensation de charge ρˆ est indispensable pour que ce potentiel ait le com-
portement asymptotique attendu.
Comme nous l’avons vu, l’expression de la dérivée première de ce potentiel contient
une contribution qui ne dépend pas de la dérivée des pseudo-fonctions d’onde (éq. 2.11).
Cette contribution, spécifique à une dérivée par rapport à une déformation, est exclusi-
vement due à la métrique. Elle peut être facilement dérivée à un ordre supérieur pour
obtenir la dérivée seconde du potentiel de Hartree à pseudo-fonction d’onde constante.
Cette contribution se calcule dans l’espace réciproque :
2EH
εαβεγδ
∣∣∣∣∣
ψ˜(0)
= 2πΩ
∑
G,0
∣∣∣∣(ρ˜(G) + ρˆ(G))∣∣∣∣2[G−2δαβδγδ
+G−4
∑
ij
(
δαβΥ
(γδ)
ij + δγδΥ
(αβ)
ij −Υ
(αβγδ)
ij G˜iG˜j
)
+2G−6
∑
ij
Υ
(γδ)
ij G˜iG˜j
∑
kl
Υ
(γδ)
kl G˜kG˜l
]
(2.30)
Cette formule contient exclusivement des dérivées du tenseur métrique dans l’espace ré-
ciproque issues de la dérivation de la norme du vecteur G et du facteur de normalisation
Ω
−1 de la densité.
Cette expression est analogue à celle obtenue par Hamann [36] pour les pseudo-
potentiels à norme conservée. Seule la présence de la dérivée de la densité de compensa-
tion de charge (voir équation 2.11) distingue les deux formules.
Remarque importante : La densité de compensation de charge présente dans la for-
mule précédente n’est pas uniquement une contribution du potentiel de Hartree ex-
primé dans la base d’ondes planes. Comme nous le verrons dans une section ultérieure
(sec. 2.3.5), il s’agit en fait — en partie — d’une contribution de l’opérateur non-local.
Mais dans la pratique (le code informatique), elle est toujours incluse, comme ci-dessus,
dans le calcul du terme de Hartree.
2.3.3 Contribution du potentiel d’échange et corrélation
À pseudo-fonctions d’onde constantes, la contribution du potentiel d’échange et cor-
rélation à la dérivée seconde de l’énergie est due aux variations d’énergie suivantes :
• les variations de la métrique,
• le facteur de normalisation Ω−1 de la pseudo-densité de valence,
• les variations de la pseudo-densité de cœur atomique.
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En PAW, il n’y a pas de spécificité en dehors de la présence de la densité de compensation
de charge. On trouve l’expression de cette dérivée seconde dans l’article de Hamann [36] :
2Exc
εαβεγδ
∣∣∣∣∣
ψ˜(0)
= δαβδγδExc +Ω
∫ [(
Kxc(r)(ρ˜(r) + ρˆ(r))−Vxc(r)
)(
δαβδγδ(ρ˜(r) + ρˆ(r))
− δαβ
ρc(r)
εγδ
− δγδ
ρc(r)
εαβ
)
+Vxc(r)
2ρc(r)
εαβεγδ
+Kxc(r)
ρc(r)
εγδ
ρc(r)
εαβ
]
dr
(2.31)
avec Kxc(r) =
dVxc[ρ]
dρ(r)
∣∣∣∣∣
ρ(0)
.
On rappelle que l’échange et corrélation, en PAW, contient toujours une correction
non-linéaire de cœur ρ˜c(r) (éq. 2.14). La contribution à la dérivée seconde nécessite non
seulement la dérivée à l’ordre un de la pseudo-densité de cœur (éq. 2.16), mais aussi la
dérivée à l’ordre deux. Cette dernière se calcule dans l’espace réciproque :
2ρ˜c(G)
εαβεγδ
=
1
Ω
∑
a
e−2iπG·Ra
[
δαβδγδρc(G)− δαβ
ρ˜ac
′(G)
2G
∑
ij
Υ
(γδ)
ij G˜iG˜j
− δγδ
ρ˜ac ’(G)
2G
∑
ij
Υ
(αβ)
ij G˜iG˜j +
ρ˜ac
′(G)
2G
∑
ij
Υ
(αβγδ)
ij G˜iG˜j
+
( ρ˜ac ′′(G)
4G2
− ρ˜
a
c
′(G)
4G3
)∑
ij
Υ
(αβ)
ij G˜iG˜j
∑
kl
Υ
(γδ)
kl G˜kG˜l
] (2.32)
Les dérivées du tenseur métrique Υ
(αβ)
ij et Υ
(αβγδ)
ij ont été données en 1.124 et 1.126.
La pseudo-densité de cœur radiale ρ˜ac (G) est calculée grâce à une interpolation qui est
dérivée pour obtenir ρ˜ac
′(G) et ρ˜ac
′′(G). Les limites
ρ˜ac ’(G)
G
et
( ρ˜ac ′′(G)
G2
− ρ˜
a
c
′(G)
G3
)
en G = 0
sont détaillées en annexe.
Remarque importante : La présence de la densité de compensation dans la formule
précédente a plusieurs origines : 1-la compensation de charge dans le potentielVxc, 2-une
contribution de l’opérateur non-local (comme dans le terme de Hartree). Cette dernière
apparaîtra dans une section ultérieure, mais dans la pratique, elle est toujours incluse
comme ci-dessus.
2.3.4 Contribution du pseudo-potentiel local
Le pseudo-potentiel local ionique VH [ρZc] (éq.2.7) est défini comme la somme de
contributions radiales vaH [ρZc](G) (éq. 2.8), et est donc une quantité qui ne dépend pas de
la densité électronique. L’expression de sa dérivée ne contient donc, dans le cadre d’une
réponse à la déformation, que les contributions de la métrique. La formule de la dérivée
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seconde, calculée dans l’espace réciproque, est démontrée dans l’article de Hamann [36] :
2Eloc
εαβεγδ
=
∑
G,0
[ρ˜ + ρˆ](G)
∑
a
e−2iπG·Ra
[
δαβδγδv
a
H [ρZc](G)
+
(
vaH [ρZc]
′′(G)
4G2
− v
a
H [ρZc]
′(G)
4G3
)∑
ij
Υ
(αβ)
ij G˜iG˜j
∑
kl
Υ
(γδ)
kl G˜kG˜l
− v
a
H [ρZc]
′(G)
2G
∑
ij
(
δαβΥ
(γδ)
ij + δγδΥ
(αβ)
ij −Υ
(αβγδ)
ij
)
G˜iG˜j
] (2.33)
Les quantités vaH [ρZc]
′(G) et vaH [ρZc]
′′(G) sont les dérivées de vaH [ρZc](G) (éq. 2.8) qui est
déterminé par une interpolation.
Remarque importante : Comme pour la dérivée des autres potentiels locaux, la pré-
sence de la densité de compensation de charge provient de la contribution non-locale
(voir section 2.3.5).
2.3.5 Contribution du potentiel non-local
L’intensité du potentiel non-local, dans le formalisme PAW, est un terme auto-
cohérent qui dépend des pseudo-fonctions d’onde au travers du potentiel local V˜eff et de
la matrice d’occupation ρij . Elle contient également une partie indépendante des pseudo-
fonctions d’onde. C’est cette partie qu’il nous faut dériver ici, pour obtenir sa contribu-
tion à la dérivée seconde de l’énergie. Il est à noter que c’est un terme spécifique au for-
malisme PAW et aux pseudo-potentiels ultra-doux. Dans le cadre des pseudo-potentiels
à norme conservée, la partie non-locale n’est pas auto-cohérente.
Pour parvenir à l’expression désirée, considérons l’énergie associée au potentiel non-
local :
Enl[{ψ˜}] =
∑
n
∑
ij
〈ψ˜n|p˜i〉(Dij − εnsij )〈p˜j |ψ˜n〉 (2.34)
Si nous maintenons les pseudo-fonctions d’onde constantes, la dérivée de cette expres-
sion par rapport à une déformation s’écrit :
Enl[ρ]
εαβ
∣∣∣∣∣
ψ˜(0)
=
∑
ij
ρij
(Dij − εnsij )
εαβ
∣∣∣∣∣
ψ˜(0)
+
∑
ij
ρij
εαβ
∣∣∣∣∣
ψ˜(0)
(Dij − ǫnsij ) (2.35)
En utilisant l’équation 2.23, il apparaît que le dernier terme de l’expression ci-dessus
est la dérivée de la matrice des d’occupations ρij (1.51) à pseudo-fonctions d’onde
constantes :
ρij
εαβ
∣∣∣∣∣
ψ˜(0)
=
∑
n
fn〈ψ˜n|
|p˜i〉〈p˜j |
εαβ
|ψ˜n〉 (2.36)
L’expression de Dij (1.63) en PAW contient trois contributions : D˜
1
ij (1.68), D
1
ij (1.66)
et Dˆij (1.64). Les deux premières sont des termes “sur site” et n’ont pas de dérivée. En
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effet, si l’on maintient les pseudo-fonctions d’onde constantes, les contributions D1ij et
D˜1ij ne sont pas sensibles aux déplacements des atomes car la région augmentée (autour
du noyau) se déplace de manière rigide avec l’atome. Il n’y a donc pas de contribution de
ces quantités dans le terme recherché ici.
En ce qui concerne le terme Dˆij , la contribution à la dérivée indépendante des pseudo-
fonctions d’onde a été mise en évidence dans l’équation (éq. 2.18).
Au final, la formulation de la dérivée première de l’énergie associée au potentiel non-
local s’écrit :
Enl[ρ]
εαβ
∣∣∣∣∣
ψ˜(0)
=
∑
ij
ρij
εαβ
∣∣∣∣∣
ψ˜(0)
(Dij − εnsij ) +
∫
R3
dV˜eff(r)
dεαβ
∣∣∣∣∣
ψ˜(0)
ρˆ(r)dr
+
∑
ijL
ρij
∫
R3
[
V˜eff(r)(Q
L
ij )
(αβ)(r) + δαβV˜eff(r)Q
L
ij (r)
]
dr
(2.37)
L’expression de V˜eff est détaillée dans la formule 1.65 et celle de
dV˜eff(r)
dεαβ
∣∣∣∣∣
ψ˜(0)
dans la for-
mule 2.19.
Dans la formule précédente apparaissent de nombreuses intégrales dans l’espace réel
— c’est à dire autant que de i, j ,L — qui ne sont pas présentes dans le formalisme des
pseudo-potentiels à norme conservée. Ces intégrales poseront une difficulté dans le cal-
cul numérique car elles seront très sensibles à la grille d’intégration, comme nous le
verrons par la suite. Une contribution du volume vient également s’ajouter.
En suivant la même démarche, nous déterminons la dérivée d’ordre supérieur de la
contribution non-locale de l’énergie à pseudo-fonctions d’onde constantes :
2Enl
εγδεαβ
∣∣∣∣∣
ψ˜(0)
=
∫
R3
d2V˜eff(r)
dεαβdεγδ
∣∣∣∣∣
ψ˜(0)
ρˆ(r)dr+
∑
ij
∑
n
fn〈ψ˜n|
2|p˜i〉〈p˜j |
εαβεγδ
|ψ˜n〉(Dij − εnsij )
+
∑
ijL
ρij
∫
R3
V˜eff(r)(QLij )(αβγδ)(r) + dV˜eff(r)dεαβ
∣∣∣∣∣
ψ˜(0)
(QLij )
(γδ)(r)
dr
+
∑
ijL
ρij
∫
R3
dV˜eff(r)dεγδ
∣∣∣∣∣
ψ˜(0)
(QLij )
(αβ)(r) + δαβ
dV˜eff(r)
dεγδ
∣∣∣∣∣
ψ˜(0)
QLij (r)
dr
+
∑
ijL
ρij
∫
R3
δγδ dV˜eff(r)dεαβ
∣∣∣∣∣
ψ˜(0)
QLij (r) + δαβV˜eff(r)(Q
L
ij )
(αβ)(r)
dr
+
∑
ijL
ρij
∫
R3
[
δγδV˜eff(r)(Q
L
ij )
(αβ)(r) + δγδδαβV˜eff(r)Q
L
ij (r)
]
dr
+
∑
ijL
ρij
εγδ
∣∣∣∣∣
ψ˜(0)
∫
R3
V˜eff(r)(QLij )(αβ)(r) + dV˜eff(r)dεαβ
∣∣∣∣∣
ψ˜(0)
QLij (r) + δαβV˜eff(r)Q
L
ij (r)
dr
+
∑
ijL
ρij
εαβ
∣∣∣∣∣
ψ˜(0)
∫
R3
V˜eff(r)(QLij )(αβ)(r) + dV˜eff(r)dεγδ
∣∣∣∣∣
ψ˜(0)
QLij (r) + δγδV˜eff(r)Q
L
ij (r)
dr
(2.38)
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Là encore cette expression contient de très nombreuses intégrales dans l’espace réel, ce
qui la rend très sensible aux dérivations numériques. Les contributions du volume sont
également plus nombreuses.
Le premier terme,
∫
R3
d2V˜eff(r)
dεαβdεγδ
∣∣∣∣∣
ψ˜(0)
ρˆ(r)dr, contenant une dérivée seconde du
potentiel local, peut facilement être calculé en le regroupant avec l’intégrale∫
R3
d2V˜eff(r)
dεαβdεγδ
∣∣∣∣∣
ψ˜(0)
ρ˜(r)dr, qui n’est autre que la contribution du potentiel local∑
n
〈ψ˜(0)n | d
2V˜eff(r)
dεαβdεγδ
∣∣∣∣∣
ψ˜(0)
|ψ˜(0)n 〉. C’est pourquoi la densité ρˆ a été ajoutée dans toute les for-
mules des dérivées du potentiel local.
Les différentes dérivées secondes des projecteurs
∑
n
fn〈ψ˜n|
2|p˜i〉〈p˜j |
εαβεγδ
|ψ˜n〉 sont dé-
taillées en annexe.
La dérivée de QLij a été présentée dans la section précédente (éq. 2.27). La dérivée
d’ordre supérieure se calcule en utilisant la même méthodologie, ce qui donne :
(QLij )
(αβγδ)(r) = qlij
d2(gl(|r−Ra|)Ylm(r̂−Ra))
dεαβεγδ
(2.39)
avec
d2(gl(|r−Ra|)Ylm(r̂−Ra))
dεαβεγδ
=
1
4
δγβ(r−Ra)δ d(gl(|r−Ra|)Ylm(r̂−Ra))d(r−Ra)α + (r−Ra)β(r−Ra)γ d
2(gl(|r−Ra|)Ylm(r̂−Ra))
d(r−Ra)δd(r−Ra)α

+
1
4
δγα(r−Ra)δ d(gl(|r−Ra|)Ylm(r̂−Ra))d(r−Ra)β + (r−Ra)α(r−Ra)γ d
2(gl(|r−Ra|)Ylm(r̂−Ra))
d(r−Ra)δd(r−Ra)β

+
1
4
δδβ(r−Ra)γ d(gl(|r−Ra|)Ylm(r̂−Ra))d(r−Ra)α + (r−Ra)β(r−Ra)δ d
2(gl(|r−Ra|)Ylm(r̂−Ra))
d(r−Ra)γd(r−Ra)α

+
1
4
δδα(r−Ra)γ d(gl(|r−Ra|)Ylm(r̂−Ra))d(r−Ra)β + (r−Ra)α(r−Ra)δ d
2(gl(|r−Ra|)Ylm(r̂−Ra))
d(r−Ra)γd(r−Ra)β

(2.40)
Remarque : La formule précédente contient un nombre important de termes qui ne sont
présents que dans la réponse à la déformation. Elle doit être intégrée dans l’espace réel, à
l’intérieur des régions d’augmentation PAW, pour chaque ij , l,m. Ces calculs auront une
grande sensibilité au modèle numérique d’intégration ainsi qu’à la grille d’espace.
L’expression de la compensation de charge comme produit de moments qlij , d’une
fonction de forme gl(r) et d’harmoniques sphériques est spécifique au formalisme PAW
introduit par Blöchl. On ne le retrouve pas, par exemple, dans l’approche des pseudo-
potentiels ultra-doux.
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2.4 Calcul complet des dérivées secondes de l’énergie
En DFPT, le calcul de la dérivée à l’ordre deux de l’énergie E(λ1λ2) est réalisé avec
une formulation non variationnelle (voir section 1.3.4). L’avantage de cette expression
est qu’elle ne nécessite la connaissance de la dérivée de la pseudo-fonction d’onde que
pour une seule des deux perturbations. Dans notre cas, la seule connaissance des dérivées
des pseudo-fonctions d’onde par rapport à une déformation ψ˜
(αβ)
n permet de calculer le
tenseur élastique à atomes fixes
2E
εαβεγδ
, les coefficients qui couplent les forces aux dé-
formations internes
2E
εαβτai
et le tenseur piézoélectrique à atomes fixes
2E
εαβEj
∣∣∣∣∣∣
τ
.
La formulation non-variationnelle permet donc de mélanger plus facilement les pertur-
bations pour ainsi obtenir les dérivées mixtes.
On rappelle que les dérivées mixtes, telles que les coefficients de couplage force-
déformation, sont des quantités nécessaires pour calculer la dérivée analytique complète.
2.4.1 Le tenseur élastique à atomes fixes
Le tenseur élastique à atomes fixes correspond à la dérivée seconde partielle de l’éner-
gie par rapport à deux déformations. Son expression s’écrit facilement en utilisant la
formulation non variationnelle (éq.1.91) avec les perturbations λ1 = εαβ et λ2 = εγδ :
E
(αβγδ)
nonvar {ψ˜(0); ψ˜(αβ)} =
∑
n
[〈
ψ˜
(0)
n
∣∣∣ d2H˜
dεαβdεγδ
∣∣∣∣∣
ψ˜
(0)
n
− ǫnS (αβγδ)
∣∣∣ψ˜(0)n 〉+ 〈ψ˜(αβ)n ∣∣∣ dH˜dεγδ
∣∣∣∣∣
ψ˜
(0)
n
− ǫnS (γδ)
∣∣∣∣∣ψ˜(0)n 〉
+
〈
ψ˜
(0)
n
∣∣∣ dH˜
dεαβ
∣∣∣∣∣
ψ˜
(0)
n
− ǫnS (αβ)
∣∣∣− 1
2
δψ˜
(γδ)
n
〉
+
〈
ψ˜
(αβ)
n
∣∣∣H˜(0) − ǫnS (0)∣∣∣− 12δψ˜(γδ)n 〉+ cc
]
+
∫
R3
VHxc[ρ˜; ρˆ]
ρ(r)
(
ρ˜(αβ)(r) + ρˆ(αβ)(r)
)(
δρ˜(γδ)(r) + δρˆ(γδ)(r)
)
dr
+
∑
a
[∫
Ωa
VHxc[ρ1]
ρ(r)
ρ
(αβ)
1 (r)δρ
(γδ)
1 (r)dr
−
∫
Ωa
VHxc[ρ˜1; ρˆ1]
ρ(r)
(
ρ˜
(αβ)
1 (r) + ρˆ
(αβ)
1 (r)
)(
δρ˜
(γδ)
1 (r) + δρˆ
(γδ)
1 (r)
)
dr
]
(2.41)
Cette expression contient des quantités que nous avons, pour la plupart, décrites dans
les sections précédentes :
• La contribution à la dérivée seconde indépendante de la dérivée des pseudo-
fonctions d’onde
∑
n
〈
ψ˜
(0)
n
∣∣∣∣ 2Hεαβεγδ
∣∣∣∣∣
ψ˜(0)
− ǫnS (αβγδ)
∣∣∣∣ψ˜(0)n 〉.
• Les dérivées premières des potentiels locaux V (γδ)Hxc ainsi que celles des densités
ρ(αβ).
Dans le formalisme PAW, il est nécessaire de prendre en compte les variations des
pseudo-fonctions d’onde dues à la variation de l’opérateur de recouvrement. Il s’agit
d’une contribution des modifications de la géométrie. Dans le cadre de la réponse à une
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déformation, la seule spécificité est l’expression de la dérivée S (γδ) de cet opérateur :
δψ˜
(γδ)
n =
∑
n′
〈ψ˜(0)n′ |S (γδ)|ψ˜
(0)
n′ 〉ψ˜
(0)
n (2.42)
De ces variations, il est facile de déduire les variations de densité associées. La formule
générique qui s’applique aux densités ρ˜, ρˆ,ρ1etρ˜1 est la suivante :
δρ˜(γδ) =
∑
n
(
〈ψ˜(0)n |r〉〈r|δψ˜(γδ)n 〉+ cc
)
(2.43)
2.4.2 Les coefficients de couplage des forces aux déformations internes
Pour décrire la réponse complète suite à une déformation, il est nécessaire de prendre
en compte la relaxation atomique. Pour y parvenir en DFPT, il faut calculer les coeffi-
cients de couplage qui couplent les forces aux déformations. Ils s’obtiennent en expri-
mant la dérivée seconde de l’énergie par rapport à une déformation et à un déplacement
atomique.
Cette contribution s’écrit facilement, là encore, grâce à la formulation non variation-
nelle avec les perturbations λ1 = εαβ et λ2 = τai :
E
(αβτai )
nonvar {ψ˜(0); ψ˜(αβ)} =
∑
n
[〈
ψ˜
(0)
n
∣∣∣ d2H˜
dεαβdτai
∣∣∣∣∣
ψ˜
(0)
n
− ǫnS (αβτai )
∣∣∣ψ˜(0)n 〉+ 〈ψ˜(αβ)n ∣∣∣ dH˜dτai
∣∣∣∣∣
ψ˜
(0)
n
− ǫnS (τai )
∣∣∣∣∣ψ˜(0)n 〉
+
〈
ψ˜
(0)
n
∣∣∣ dH˜
dεαβ
∣∣∣∣∣
ψ˜
(0)
n
− ǫnS (αβ)
∣∣∣− 1
2
δψ˜
(τai )
n
〉
+
〈
ψ˜
(αβ)
n
∣∣∣H˜(0) − ǫnS (0)∣∣∣− 12δψ˜(τai )n 〉+ cc
]
+
∫
R3
VHxc[ρ˜; ρˆ]
ρ(r)
(
ρ˜(αβ)(r) + ρˆ(αβ)(r)
)(
δρ˜(τai )(r) + δρˆ(τai )(r)
)
dr
+
∑
a
[∫
Ωa
VHxc[ρ1]
ρ(r)
ρ
(αβ)
1 (r)δρ
(τai )
1 (r)dr
−
∫
Ωa
VHxc[ρ˜1; ρˆ1]
ρ(r)
(
ρ˜
(αβ)
1 (r) + ρˆ
(αβ)
1 (r)
)
(δρ˜(τai )(r)1 + δρˆ
(τai )
1 (r))dr
]
(2.44)
Remarque : Les coefficients de couplage force-déformation peuvent également être ob-
tenus avec les perturbations λ1 = τai et λ2 = εαβ . Il suffit d’inverser εαβ et τai dans l’ex-
pression précédente. Pour appliquer cette formule alternative, il faut calculer la dérivée
des pseudo-fonctions d’onde par rapport à un déplacement atomique, ce qui est pré-
cisément l’objet d’un calcul de matrice dynamique. Nous nous concentrerons ici sur le
calcul à partir de la réponse à une déformation, mais il est facile d’implémenter les deux
formulations.
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L’équation 2.44 contient la dérivée du Hamiltonien par rapport à un déplacement
atomique
H
τai
∣∣∣∣∣
ψ˜(0)
, déterminée en maintenant les pseudo-fonctions d’onde constantes :
H
τai
∣∣∣∣∣
ψ˜(0)
=V (τai )H [ρ˜Zc] +
∑
L
∫
R3
[
V
(τai )
H [ρ˜Zc](r)Q
L
ij (r) + V˜eff(r)(Q
L
ij (r))
(τai )
]
dr (2.45)
La contribution du pseudo-potentiel local V (τai )H [ρ˜Zc] est la seule présente, car c’est la
seule quantité non auto-cohérente. Le pseudo-potentiel local étant une somme de contri-
butions atomiques, sa dérivée ne contient qu’une contribution. On peut la calculer direc-
tement dans l’espace réciproque :
V
(τai )
H (G) = −2iπG vaH [ρ˜Zc](G)e−2iπG·Ra (2.46)
La contribution “à pseudo-fonctions d’onde constantes”
∑
n
〈
ψ˜
(0)
n
∣∣∣∣ d2Hdεαβdετa
∣∣∣∣∣
ψ˜(0)
∣∣∣∣ψ˜(0)n 〉
ne contient que les dérivées secondes du Hamiltonien. Elle se calcule en utilisant une
procédure analogue à celle effectuée dans la section 2.3 :
2E
εαβτai
∣∣∣∣∣
ψ˜(0)
=
2Eloc
εαβτai
∣∣∣∣∣
ψ˜(0)
+
2Exc
εαβτai
∣∣∣∣∣
ψ˜(0)
+
2Enl
εαβτai
∣∣∣∣∣
ψ˜(0)
(2.47)
Dans la formule précédente, il n’y a pas de contribution du potentiel de Hartree, car il
n’est fonction que de la densité et ne dépend donc pas “géométriquement” des positions
atomiques. Au contraire du potentiel local qui est attaché au noyau atomique et du po-
tentiel d’échange et corrélation dont la contribution de cœur est reliée aux ions.
La contribution du pseudo-potentiel local est identique à celle proposée par Ha-
mann [36] dans le formalisme des pseudo-potentiels à norme conservée. La densité de
compensation de charge ρˆ est à insérer en PAW. Comme pour le cas du tenseur élastique
à atomes fixes, une partie de cette contribution provient en réalité du potentiel non-local
(voir remarque formulée en section 2.3.4) :
2Eloc
εαβτai
∣∣∣∣∣
ψ˜(0)
= −2πi
∑
G,0
(ρ˜ + ρˆ)(G) Ge−2iπG·Ra
[
− δαβvH (G)
+
vaH [ρZc]
′(G)
2G
∑
ij
Υ
(αβ)
ij G˜iG˜j
] (2.48)
De même, pour la contribution du potentiel d’échange et corrélation, nous allons
suivre un raisonnement analogue à celui de la section 2.3.3. L’expression de la dérivée
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pour le cas d’une réponse à un déplacement atomique et une déformation est la suivante :
2Exc
εαβτai
∣∣∣∣∣
ψ˜(0)
=Ω
∫
dr
[
δαβ
(
Vxc(r)−Kxc(r)(ρ˜(r) + ρˆ(r)
)ρc(r)
τai
+Vxc
2ρc(r)
εαβτai
+Kxc
ρc(r)
εαβ
ρc(r)
τai
]
dr
(2.49)
Dans cette expression, les dérivées des pseudo-densités de cœur par rapport à un
déplacement atomique sont :
ρc(G)
τai
= −2iπGρ′c(G)e−2iπG·RaΩ−1 (2.50)
2ρc(G)
εαβτai
= −2iGπ
[
− δαβ ρ˜ac (G) +
ρ˜ac ’(G)
2G
∑
ij
Υ
(αβ)
ij G˜iG˜j
]
e−2iπG·RaΩ−1 (2.51)
Pour la partie non-locale, nous allons suivre un raisonnement analogue à la section
2.3.5. La formule obtenue est légèrement plus courte, car la dérivée par rapport à un
déplacement atomique s’écrit simplement :
2Enl
εαβτai
∣∣∣∣∣
ψ˜(0)
=
∫
R3
V
(τaiαβ)
H [ρ˜Zc](r)ρˆ(r)dr+
∑
ij
∑
n
fn〈ψ˜n|
2|p˜i〉〈p˜j |
εαβτai
|ψ˜n〉(Dij − εnsij )
+
∑
ijL
ρij
∫
R3
V (τai )H [ρ˜Zc](r)(QLij (r))(αβ) + V˜eff(r)(QLij (r))(τaiαβ) + dV˜eff(r)dεαβ
∣∣∣∣∣
ψ˜(0)
(
QLij (r)
)(τai )dr
+
∑
ijL
ρij
∫
R3
[
δαβV
(τai )
H [ρ˜Zc](r)Q
L
ij (r) + δαβV˜eff(r)
(
QLij (r)
)(τai )]
dr
+
∑
ijL
ρij
τai
∣∣∣∣∣
ψ˜(0)
∫
R3
V˜eff(QLij (r))(αβ) + δαβV˜eff(r)QLij (r) + dV˜eff(r)dεαβ
∣∣∣∣∣
ψ˜(0)
QLij (r)
dr
+
∑
ijL
ρij
εαβ
∣∣∣∣∣
ψ˜(0)
∫
R3
[
V
(τai )
H [ρ˜Zc](r)Q
L
ij (r) + V˜eff(r)
(
QLij (r)
)(τai )]
dr
(2.52)
Dans l’expression précédente, la contribution de la dérivée seconde du pseudo-
potentiel local V
(τaiαβ)
H [ρ˜Zc](r) a déjà été intégrée dans l’équation (éq. 2.48).
Les différentes dérivées secondes des projecteurs
∑
n
fn〈ψ˜n|
2|p˜i〉〈p˜j |
εαβτai
|ψ˜n〉 sont dé-
taillées en annexe.
Les dérivées des moments de compensation de charge (QLij )
(τaiαβ) contiennent des dé-
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rivées des harmoniques sphériques :
(QLij (r))
(τaiαβ) = qlij
2(gl(|r−Ra|)Ylm(r̂−Ra))
τaiεαβ
=
− 1
2
qlij
δaβ (gl(|r−Ra|)Ylm(r̂−Ra))(r−Ra)α + δaα (gl(|r−Ra|)Ylm(r̂−Ra))(r−Ra)β

+
1
2
qlij
(r−Ra)β 2(gl(|r−Ra|)Ylm(r̂−Ra))(r−Ra)a(r−Ra)α + (r−Ra)α 
2(gl(|r−Ra|)Ylm(r̂−Ra))
(r−Ra)a(r−Ra)β

(2.53)
2.4.3 Les charges effectives et le tenseur piézoélectrique
La réponse à la perturbation du champ électrique est utilisée pour traiter les cas ma-
tériaux isolants. Il est possible, grâce à cette réponse, de calculer le tenseur diélectrique,
les charges effectives et le tenseur piézoélectrique.
En DFPT, ces quantités sont déterminées à l’aide de la formulation non variationnelle
(éq. 1.91), le principe étant de maintenir les pseudo-fonctions d’onde dans le minimum
de l’une des deux perturbations λ1 ou λ2. Il est donc possible d’appliquer cette méthode
en maintenant les fonctions dans le minimum de la perturbation du champ électrique
λ2 = Ej ou dans le minimum de l’autre perturbation λ1 = τai , εαβ ,Ei .
En maintenant les pseudo-fonctions d’onde constantes par rapport à λ1 = τai , εαβ ,Ei ,
nous obtenons une première formule pour les dérivées mixtes :
E
(Ejλ1)
nonvar{ψ˜(0); ψ˜(Ej )} =
∑
n
[〈
ψ˜
(0)
n
∣∣∣ d2H˜
dEjdλ1
∣∣∣∣∣
ψ˜
(0)
n
∣∣∣ψ˜(0)n 〉+ 〈ψ˜(Ej )n ∣∣∣ dH˜dλ1
∣∣∣∣∣
ψ˜
(0)
n
− ǫnS (λ1)
∣∣∣∣∣ψ˜(0)n 〉
+
〈
ψ˜
(Ej )
n
∣∣∣H˜(0) − ǫnS (0)∣∣∣− 12δψ˜(λ1)n 〉+ 〈ψ˜(0)n ∣∣∣dH˜dEj
∣∣∣∣∣
ψ˜
(0)
n
∣∣∣− 1
2
δψ˜
(λ1)
n
〉
+ cc
]
+
∫
R3
VHxc[ρ˜; ρˆ]
ρ(r)
(
ρ˜(Ej )(r) + ρˆ(Ej )(r)
)(
δρ˜(λ1)(r) + δρˆ(λ1)(r)
)
dr
+
∑
a
[∫
Ωa
VHxc[ρ1]
ρ(r)
ρ
(Ej )
1 (r)δρ
(λ1)
1 (r)dr
−
∫
Ωa
VHxc[ρ˜1; ρˆ1]
ρ(r)
(
ρ˜
(Ej )
1 (r) + ρˆ
(Ej )
1 (r)
)(
δρ˜
(λ1)
1 (r) + δρˆ
(λ1)
1 (r)
)
dr
]
(2.54)
Dans ce cas, il est nécessaire de disposer des dérivées des pseudo-fonctions d’onde par
rapport à une perturbation du champ électrique ψ˜(Ej ). Ces quantités étaient déjà dispo-
nibles dans abinit en DFPT, nous ne détaillerons pas ici la procédure pour les obtenir.
Cette expression générique est applicable pour le calcul du tenseur diélectrique
(λ1 = Ei), des charges effectives (λ1 = τai) et du tenseur piézoélectrique (λ1 = εαβ).
Tous les termes utiles ont été détaillés précédemment à l’exception du terme du second
ordre. Dans le cas du tenseur diélectrique, toutes les dérivées de densités par rapport au
champ sont nulles.
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En maintenant les pseudo-fonctions d’onde constantes par rapport à λ2 = Ej , nous
obtenons une seconde formule pour les dérivées mixtes :
E
(λ1Ej )
nonvar{ψ˜(0); ψ˜(λ1)} =
∑
n
[〈
ψ˜
(0)
n
∣∣∣ d2H˜
dλ1dEj
∣∣∣∣∣
ψ˜
(0)
n
∣∣∣ψ˜(0)n 〉+ 〈ψ˜(λ1)n ∣∣∣dH˜dEj
∣∣∣∣∣
ψ˜
(0)
n
∣∣∣∣∣ψ˜(0)n 〉+ cc] (2.55)
Dans ce cas, il est nécessaire de disposer les dérivées des pseudo-fonctions d’onde par
rapport à une perturbation λ1 = τai , εαβ ,Ei . Ces quantités étaient déjà disponibles dans
abinit (λ1 = τai ,Ei) ou leurs calculs ont été détaillés dans les précédents chapitres
(λ1 = εαβ).
Cette expression générique est, là encore, applicable pour les différents tenseurs im-
pliquant le champ électrique ; les dérivées du Hamiltonien restent à détailler.
Pour nous affranchir du problème de périodicité du champ électrique, nous allons
donc utiliser l’approche de la limite des grandes longueurs d’ondes qui a été introduite
dans la section 1.7.2. L’opérateur position y est substitué par une limite d’exponentielles :
rj = lim
qj→0
(
1
2iqj
(
eiqj rj − e−iqj rj
))
(2.56)
En utilisant un raisonnement analogue à celui mené en 1.7.2, nous allons donc remplacer
le vecteur r par e±iq.r.
Nous avons déjà vu, dans le formalisme générique, que la dérivée du Hamiltonien par
rapport au champ électrique s’exprimait en fonction de l’opérateur position :
H
E = rˆ (2.57)
Cette formule s’adaptera dans l’approche PAW en y introduisant la transforma-
tion T = 1+
∑
i
(
|φi〉 − |φ˜i〉
)
〈p˜i | et en déterminant l’expression de
H˜
E = T
∗H
E T .
Pour faire apparaître le vecteur d’onde k, il est nécessaire d’utiliser une représenta-
tion des opérateurs et des vecteurs dans l’espace réciproque :
H˜k,k′ =e−ik·rH˜eik
′ ·r′
Sk,k′ =e−ik·rSeik
′ ·r′
|φi,k〉 =e−ik·(r−Ra)|φi〉
|φ˜i,k〉 =e−ik·(r−Ra)|φ˜i〉
|p˜i,k〉 =e−ik·(r−Ra)|p˜i〉
(2.58)
La dérivée du Hamiltonien PAW s’écrit donc :
H˜k,k′
E =e
−ik·rT ∗H
E T e
ik′ ·r′ = e−ik·rT ∗rˆT eik′ ·r′
=e−ik·r
[
1+
∑
i
|p˜i〉
(
〈φi | − 〈φ˜i |
)]
rˆ
[
1+
∑
i ′
(
|φi ′〉 − |φ˜i ′〉
)
〈p˜i ′ |
]
eik
′ ·r′
(2.59)
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Cette expression se rencontre souvent dans le formalisme PAW ; elle se développe en
quatre termes dont deux sont nuls si et seulement si les bases sont complètes et si les ré-
gions d’augmentationΩi etΩi ′ ne se recouvrent pas ; on retrouve ainsi la transformation
PAW pour les opérateurs quasi-locaux :
H˜k,k′
E =e
−ik·r
[
rˆ +
∑
i,i ′
|p˜i〉
(
〈φi |rˆ|φi ′〉 − 〈φ˜i |rˆ|φ˜i ′〉
)
〈p˜i ′ |
]
eik
′ ·r′
=e−ik·rrˆeik
′ ·r′ +
∑
i,i ′
|p˜i,k〉
(
〈φi,k|rˆ|φi ′ ,k〉 − 〈φ˜i,k|rˆ|φ˜i ′ ,k〉
)
〈p˜i ′ ,k′ |
(2.60)
Nous remplaçons, à ce stade, r par e±iq·r et nous appliquons l’opérateur à la fonction de
Bloch |un,k∓q〉 :
H˜k,k∓q
E |un,k∓q〉 ≡ |un,k∓q〉+
∑
i,i ′
|p˜i,k〉
(
〈φi,k|φi ′ ,k∓q〉 − 〈φ˜i,k|φ˜i ′ ,k∓q〉
)
〈p˜i ′ ,k∓q|un,k∓q〉
(2.61)
Rappelons que cette formule correspond à r ≡ e±iq·r (signes + et - inversés).
Pour finir, en reportant la limite dans l’expression de la dérivée du Hamiltonien, nous
obtenons :
Hk,k
E |un,k〉 =limq→0
1
2iq
(
Hk,k−q
E |un,k−q〉 −
Hk,k+q
E |un,k+q〉
)
(2.62)
En passant à la limite :
Hk,k
E |un,k〉 =i
d |un,k〉
dk
+
∑
i,i ′
|p˜i,k〉
[
〈φi,k|i
d
dk
[
|φi ′ ,k〉〈p˜i ′ ,k|un,k〉
]
− 〈φ˜i,k|i
d
dk
[
|φ˜i ′ ,k〉〈p˜i ′ ,k|un,k〉
]]
(2.63)
Soit finalement :
Hk,k
E |un,k〉 =
[
I +
∑
i,i ′
|p˜i,k〉sii ′〈p˜i ′ ,k|
]
i
d
dk
|un,k〉+
∑
i,i ′
|p˜i,k〉χii ′〈p˜i ′ ,k|un,k〉
+
∑
i,i ′
|p˜i,k〉sii ′〈i
dp˜i ′ ,k
dk
|un,k〉
(2.64)
avec :
χii ′ = −
(
〈φi |r−Ra|φi ′〉 − 〈φ˜i |r−Ra|φ˜i ′〉
)
sii ′ = 〈φi |φi ′〉 − 〈φ˜i |φ˜i ′〉
(2.65)
Ces deux quantités s’avèrent indépendantes du vecteur k.
À ce stade nous avons donc l’expression de la dérivée première du Hamiltonien appli-
quée à une fonction d’onde en PAW. Cette expression est très proche de celle obtenue en
pseudo-potentiels ultra-doux par Miwa [52]. Dans le formalisme des pseudo-potentiels
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ultra-doux, elle peut être directement introduite dans les formules des tenseurs impli-
quant le champ électrique.
Il reste à établir l’expression du terme d’ordre deux dans la formule de ces différents
tenseurs. À partir de la dérivée du Hamiltonien par rapport au champ, elle est immédiate
à obtenir. La contribution de la dérivée seconde de l’énergie par rapport à une déforma-
tion λ1 = τai , εαβ et au champ électrique s’écrit :
〈
ψ˜
(0)
n
∣∣∣ d2H˜
dEjdλ1
∣∣∣∣∣
ψ˜
(0)
n
∣∣∣ψ˜(0)n 〉 = 2 Ω(2π)3
∫
BZ
∑
n
[
〈ψ˜(0)n |
∑
ii ′
sii ′

λ1
(
|p˜i〉i
〈p˜i ′ |
kj
)
|ψ˜(0)n 〉
+ 〈ψ˜(0)n |
∑
ii ′
(χii ′ )j
|p˜i〉〈p˜i ′ |
λ1
|ψ˜(0)n 〉+ 〈ψ˜(0)n |
∑
ii ′
sii ′
|p˜i〉〈p˜i ′ |
λ1
|i ψ˜
(0)
n
kj
〉
]
(2.66)
La formule précédente va donc être une contribution à inclure dans les charges effec-
tives et le tenseur piézoélectrique. Seules les dérivées des projecteurs p˜i seront à calculer
différemment selon que λ1 = τai ou λ1 = εαβ (voir annexe).
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2.5 Mise en œuvre dans le code abinit
Comme nous l’avons vu précédemment, de nombreuses formules spécifiques à la ré-
ponse à la déformation dans l’approche PAW sont à mettre en œuvre pour que le forma-
lisme développé ici puisse être utilisé. Nous avons choisi de les implémenter dans le code
abinit qui permettait au début du projet de faire ce type de calculs. Cependant, il n’était
possible de les faire que dans le formalisme des pseudo-potentiels à norme conservée.
Nous allons, dans cette section, présenter l’organisation du code, discuter des
modifications apportées au code et mettre en avant quelques difficultés rencontrées.
2.5.1 Présentation générale
abinit [32, 33, 34] est un code de calcul de structure électronique en théorie de la
fonctionnelle de la densité utilisant une base d’ondes planes. C’est un projet collaboratif
international sous licence GNU-GPL auquel participent de nombreux développeurs, en
particulier dans le laboratoire qui m’a accueilli pour mon projet de thèse. Il s’agit d’un
code qui dispose de nombreuses fonctionnalités permettant le calcul de propriétés allant
bien au-delà du calcul d’état fondamental. Le calcul de fonctions de réponse en PAW en
fait partie.
Le code est programmé en Fortran 2003, ce qui permet l’utilisation de structures
de données complexes et l’interaction avec d’autres langages. C’est un code parallèle :
notamment pour ce qui concerne la DFPT, il est possible de paralléliser sur les bandes,
les points k et les spins [53]. À des fins d’économie de mémoire, pour les calculs PAW, les
quantités atomiques sont distribuées sur les différents processus.
Le code tire parti des transformées de Fourier rapides [54] pour effectuer les trans-
ferts entre l’espace réel et l’espace réciproque. Plusieurs algorithmes de résolution de
l’équation de Schrödinger ont été implémentés ; en ce qui concerne la résolution de
l’équation de Sternheimer — intrinsèquement parallélisable sur les bandes — seul un
algorithme de gradient conjugué [55, 56] est disponible.
Nous ne discuterons pas ici des aspects communs à tous les calculs de DFPT mais
uniquement des modifications apportées au code dans le cadre de ce projet.
2.5.2 Fonctions de réponse dans abinit
Dans la structure interne du code, il est possible d’enchaîner les différents calculs de
fonctions de réponse. Il existe donc une boucle qui les effectue les unes après les autres.
Chaque perturbation est numérotée par un indice ; elle peut être effectuée, par défaut,
dans trois directions. Dans le code, les différentes perturbations sont répertoriées selon
la numérotation suivante :
• Perturbation indicée de 1 à Natomes : réponse à un déplacement atomique,
• Perturbation indicée Natomes+1 : réponse à une modification du vecteur k,
• Perturbation indicée Natomes+2 : réponse à une perturbation du champ électrique.
• Perturbation indicée Natomes+3 : réponse à une déformation uniaxiale
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• Perturbation indicée Natomes+4 : réponse à un cisaillement
Un calcul de DFPT, dans abinit, se déroule en plusieurs étapes, correspondant aux
calculs des différentes quantités nécessaires. Dans le cas de la réponse à une déformation
d’un matériau isolant, les étapes sont les suivantes :
La procédure débute par un calcul d’état fondamental afin d’en extraire les fonctions
d’onde. Dans l’objectif d’un calcul de DFPT, le critère de convergence à exiger pour le
résidu des fonctions d’onde doit être très exigeant. En effet, l’application de la formule
non-variationnelle pour le calcul de dérivée seconde de l’énergie nécessite que les fonc-
tions d’onde soient localisées parfaitement dans leur minimum.
Dans une seconde étape, et en vue de l’application de la dérivée du Hamiltonien par
rapport au champ électrique, il faut déterminer les dérivées des fonctions par rapport au
vecteur d’onde k. Il faut donc effectuer un calcul de DFPT pour la perturbation du vec-
teur k (indexé Natomes+1) et conserver dans un fichier les dérivées des fonctions d’onde.
Le mot-clef RFDDK permet d’effectuer ce type de calcul.
Dans une troisième étape, et en vue du calcul du tenseur élastique relaxé, il faut
calculer la matrice dynamique, à savoir la dérivée seconde de l’énergie par rapport aux
déplacements atomiques. Cela s’effectue grâce au mot-clef RFPHON qui permet d’activer
ce type de calcul (perturbations indicées 1-Natomes).
Dans une quatrième étape, et en vue du calcul du tenseur piézoélectrique, il faut
calculer les charges effectives. Cela se réalise en effectuant un calcul de DFPT pour la
perturbation du champ électrique (indice Natomes+2), activée par le mot-clef RFEFLD.
À ce stade, il est possible de conserver la dérivée des fonctions d’onde par rapport au
champ électrique, ce qui permettra de calculer les réponses au champ en utilisant la
formule alternative 2.54
La cinquième étape est le calcul du tenseur élastique à atomes fixes et celui des coeffi-
cients de couplage force-déformation. Il est activé par le mot-clef RFSTRS. Le code traite
d’abord la réponse à la déformation uniaxiale puis un cisaillement (indices Natomes+3 et
Natomes+4).
A la fin du calcul, toutes les dérivées calculées sont utilisées pour obtenir les quantités
relaxées, selon la formule 1.115. Ce traitement est effectué avec l’outil ANADDB [57] qui
calcule tous les tenseurs impliquant la réponse aux déformations.
Le calcul complet de DFPT est schématisé par la figure 2.2.
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Calcul d’état fondamental pour obtenir ψ˜(0)n
Éventuellement : calcul de la dé-
rivée de la fonction d’onde par
rapport à un vecteur d’onde ψ˜(k)
Calcul de tous les termes d’ordre
deux qui ne dépendent pas de
la dérivée des fonctions d’onde
Résolution de l’équation de Stern-
heimer pour une obtenir ψ˜(λ1)
Boucle sur les perturbations mixtes
λ2 pour le calcul de l’énergie E
λ1λ2
non-var
Formule 2.41
si λ1 = εαβ ,τai
et λ2 = εγδ,τbj
Formule 2.55
si λ1 = Ej
et λ2 = εγδ,τbj et Ei
Formule 2.54
si λ1 = εαβ ,τai
et λ2 = Ej
2E
εγδεαβ
et
2E
εαβτai
2E
Ejεαβ
, et
2E
Ejτai
2E
τaiEj
,
2E
εαβEj
et
2E
EiEj
Mélange des dérivées avec l’outil de post-traitement ANADDB
Figure 2.2 – Déroulement d’un calcul de DFPT dans abinit.
2.5.3 Programmation
La possibilité de calculer la réponse à un déplacement atomique avec la DFPT en
PAW, a été développée et implémentée en 2008 [35]. La structure des sections de code
de ce développement a pu être réutilisée en partie car, bien que de nature différente, le
déplacement atomique et la déformation présentent des similitudes pour la programma-
tion informatique. Un des objectifs a donc été de mutualiser les sections de code. Des
modules informatiques contenant le code commun ont donc été créés. Une telle pratique
de programmation est essentielle pour garantir la qualité du code car elle permet d’uti-
liser des routines dans des contextes différents, ce qui permet d’éliminer d’éventuelles
“adhérences” cachées. Nous détaillons ci-dessous quelques exemples.
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Le premier d’entre eux est la mutualisation du calcul du terme du second ordre de
la dérivée de l’énergie non-locale. Comme nous l’avons vu précédemment 2.3, il y a peu
de différences pour ce terme entre les différents types de perturbations. La principale
d’entre elles est le calcul de la dérivée des projecteurs p˜i . Ce calcul ayant été programmé
pour chaque perturbation, le reste peut être rendu commun. Pour la réponse à la défor-
mation, il faut ajouter les nombreux termes issus des dérivées du tenseur métrique et du
volume. Nous avons donc totalement réécrit le code calculant le terme du second ordre en
le rendant compatible avec toutes les perturbations, ainsi que pour les pseudo-potentiels
à norme conservée et l’approche PAW.
Le deuxième exemple est celui de la résolution de l’équation de Sternheimer. Dans sa
formulation générique, cette équation est la même quel que soit le type de perturbation.
Seuls les calculs des dérivées du Hamiltonien et du recouvrement diffèrent d’une per-
turbation à l’autre ; il a donc été possible d’utiliser la même routine de minimisation du
problème variationnel pour toutes les perturbations, y compris pour la réponse à la dé-
formation. Une routine a été ajoutée pour appliquer la dérivée du Hamiltonien et celle du
recouvrement. Dans cette dernière — uniquement —, le code est différent pour chaque
perturbation. Dans l’approche PAW, le Hamiltonien non-local contient une partie auto-
cohérente et une partie constante. La partie auto-cohérente ne dépend que des densités
“sur-site” et de la matrice des occupations ρij , qui ne dépendent que des fonctions d’onde
et de leurs dérivées. Toutes ces dépendances sont génériques et identiques pour toutes
les perturbations. La partie constante est différente d’une perturbation à l’autre à cause
de la dérivée de l’intensité du pseudo-potentiel Dij .
Le troisième exemple de mutualisation de code est celui du calcul des dérivées mixtes
utilisant la formulation non-variationnelle. Cette dernière a une formulation générique
pour toutes les perturbations. Seuls quelques termes sont nuls pour certaines perturba-
tions (exemple : le champ électrique n’induit pas de modification de l’opérateur de re-
couvrement). Le terme d’ordre deux y est aussi différent mais il a fait l’objet du premier
exemple cité ici.
La mutualisation de code est également mise en œuvre dans la définition des objets
(au sens informatique du terme). Pour illustrer ce point, prenons l’exemple de la dérivée
des densités “sur site” ρ
(αβ)
1 (r) =
∑
ij ρ
(αβ)
ij φi(r)φj (r) . La formule à appliquer est en tout
point identique à celle des densités, excepté qu’il faut utiliser la dérivée de la matrice
des occupations plutôt que la matrice elle-même. Nous avons donc choisi de stocker les
quantités sur site dans des objets informatiques demême type (“classe”), dans un langage
orienté objet. Cet exemple est généralisable à de multiples autres quantités.
2.5.4 Optimisation du code
Dès lors que l’on utilise le code sur des systèmes de grandes tailles — comme l’étude
menée dans ce projet de thèse — on se rend compte qu’il faut accélérer les calculs en
optimisant au maximum la programmation. Ce travail a nécessité un investissement non
négligeable et a consisté en plusieurs interventions, dont les suivantes :
• Il s’est avéré judicieux de regrouper des termes de natures différences comme,
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par exemple, la contribution du potentiel local et une partie du potentiel non-
local. Cela a été mentionné plusieurs fois dans les sections précédentes (voir sec-
tion 2.3) : il suffit d’additionner la pseudo-densité et la densité de compensation
de charge dans la formule des potentiels locaux.
• Lorsque cela a été possible, les termes constants ont été pré-calculés et stockés,
dans la mesure ou cela n’est pas préjudiciable pour la mémoire. Il a été, par
exemple, choisi de stocker le terme impliquant le Hamiltonien au second ordre,
les vecteurs r−Ra définissant l’espace autour de chaque atome, les valeurs de
gl(r)Ylm(rˆ) en chacun des points au voisinage des atomes. Les projecteurs et leurs
dérivées, en revanche, sont calculés à chaque itération car la mémoire nécessaire
est trop importante.
• L’application sur les fonctions d’onde des principaux opérateurs mis en jeu peut
également bénéficier d’une optimisation. Il est préférable, par exemple, de calcu-
ler simultanément H(λ1)|ψ˜(0)n 〉, S (λ1)|ψ˜(0)n 〉 |δψ˜(λ1)〉 en utilisant la même routine. Le
coût numérique de ces opérations est principalement engendré par l’application
des projecteurs non-locaux ou de leurs dérivées, qui sont identiques dans les trois
cas cités.
• Une attention particulière a été portée sur la parallélisation du code. Dans sa
grande majorité, la procédure utilisée pour les calculs de DFPT est intrinsèque-
ment parallèle sur les spins, les vecteurs d’onde et les bandes. La résolution du
problème variationnel associé à l’équation de Sternheimer peut se faire "bande
par bande" au contraire de celui associé à l’équation de Schrödinger. Paralléliser
les calculs n’est pas une tâche complexe. En revanche, il est plus technique de dis-
tribuer les données sur les différents processus de calcul, notamment en ce qui
concerne les structures de données dépendantes des indices des bandes électro-
niques. Or, il s’agit d’une opération à mener impérativement pour diminuer l’oc-
cupation mémoire des fonctions d’onde. Dans le formalisme PAW, par exemple, il
ne suffit pas de stocker les fonctions projetées sur les ondes planes 〈g |ψ˜n〉, mais
également leurs projections sur les projecteurs définis par la base locale 〈p˜i |ψ˜n〉.
Nous avons fait le choix de distribuer ces quantités en mémoire, ce qui implique,
à certaines étapes du calcul, d’effectuer des opérations de communication.
2.5.5 Difficulté numérique : intégrales dans les régions d’augmentation
Une des caractéristiques de notre implémentation de la DFPT en PAW est la présence,
dans la plupart des formules — dérivées du Hamiltonien ou de l’énergie —, d’intégrales
dans les régions d’augmentation autour des atomes. Dans le cas présent (réponse à une
déformation), le nombre d’intégrales de ce type est important. En effet, chaque dérivée
d’une intégrale par rapport à la déformation nécessite le calcul de deux intégrales dont
l’une est la contribution de la variation de volume. Ce nombre est donc doublé à chaque
ordre de dérivation.
Ces intégrales sont effectuées par sommation sur une grille régulière, c’est à dire un
ensemble de points régulièrement espacés dans un domaine sphérique. La grille utilisée
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est une grille auxiliaire — dite "double grille" — dont la finesse doit être adaptée pour
converger les sommes. Il s’agit d’intégrer le produit d’un potentiel (ou de sa dérivée) mul-
tiplié par les moments de la densité de compensation de charge. Ci-dessous, un exemple
de ce type d’intégrale :
I
(αβ)
ij ,lm =
∫
R3
V˜eff
εαβ
(r)
Qlmij
εαβ
(r−Ra)dr (2.67)
Les moments Qlmij (resp. leurs dérivées) sont des quantités qui s’expriment comme
le produit d’une fonction radiale et d’une harmonique sphérique (resp. dérivée). Elles
doivent donc être calculées pour un grand nombre de valeurs de i,j ,l et m. Elles sont
localisées dans les régions d’augmentation (sphériques) qui constituent donc le domaine
d’intégration.
Les techniques disponibles pour les calculer ne sont pas très nombreuses. En effet,
le domaine d’intégration n’étant pas cubique, les bornes d’intégration sont dépendantes
les unes des autres et il n’est pas possible d’appliquer des schémas d’intégration d’ordre
élevé, avec des poids dépendant des bornes d’intégration et du nombre de points de
discrétisations. Les techniques d’intégration de types "somme de Simpson" ou "intégrale
de Gauss" ne seraient envisageables que si l’on recalculait les poids, à chaque nouvelle
intégration et pour chaque direction. La technique employée est donc celle des rectangles
dont les poids ne dépendent pas de la forme du domaine :
∫
Ω
f (r)dr =
Ω
N
∑
i
f (ri). En
conséquence, la convergence du résultat est lente en fonction de la finesse du pas de la
grille. Les vecteurs ri sont stockés pour éviter de les calculer à nouveau.
Le problème posé par les intégrales dans l’espace réel n’est pas uniquement lié à la
finesse de la grille. La principale difficulté rencontrée est due à leur lien avec les posi-
tions atomiques. Si l’atome central se déplace, le domaine d’intégration se déplace avec
lui, et la précision d’intégration s’en voit modifiée. Pour illustrer ce problème, voici un
exemple :
Choisissons, tout d’abord, d’effectuer l’intégrale autour d’un atome situé exactement sur
un point de la grille d’espace. Si la fonction est symétrique (ce qui est le cas pour
Qlmij (r−Ra)), des termes vont parfaitement s’annuler ou s’additionner.
Choisissons ensuite d’effectuer une petite translation du système en maintenant la
grille fixe. Le point central de l’intégrale ne sera plus exactement situé sur un point de la
grille et les valeurs de la fonction symétriques ou opposées ne le seront plus. Le résultat,
en théorie indépendant par translation, sera différent.
Ce problème est bien connu des codes utilisant une discrétisation d’espace réel : le
système (calculé) n’est plus invariant par translation et une correction doit généralement
être appliquée. Dans notre cas, le problème est largement amplifié ; en effet, les intégrales
sont nombreuses et on calcule leurs dérivées et leurs dérivées secondes. Dans le code de
DFPT, cela va se traduire par un non-respect des règles de somme, comme la règle de
somme acoustique ou celle de neutralité de charge.
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Pour remédier au problème, plusieurs solutions sont envisageables :
• Il serait possible de calculer ces intégrales dans l’espace réciproque, ce qui au-
rait pour effet de les détacher des positions des atomes. Ne se poserait alors plus
qu’un problème de convergence en taille de grille. Cette solution est choisie par
plusieurs codes de DFT en base d’ondes planes pour des calculs d’état fondamen-
tal. Cependant, dans le cas présent, elle serait particulièrement consommatrice de
ressources de calcul car le nombre d’intégrales à réaliser est très important. Il fau-
drait, de plus, calculer les intégrales dans l’espace complet et non plus dans une
zone restreinte autour de l’atome.
• On peut appliquer "manuellement" les différentes règles de somme. C’est une so-
lution classique qui a l’avantage de fonctionner de façon empirique. Nous l’avons
implémentée.
• Il est possible d’utiliser une technique qui consiste à réaliser le calcul de plusieurs
"exemplaires" de l’intégrale, sur des grilles légèrement déplacées les unes par rap-
port aux autres puis d’en prendre la moyenne. Dans notre cas, cette solution n’a
pas prouvé son efficacité sur les fonctions à dériver.
• Il est possible d’implémenter une technique plus élaborée telle que la “méthode
des tétraèdres”. Cette technique a prouvé son efficacité pour les intégrales dans
l’espace réciproque (zone de Brillouin) et elle devrait être parfaitement applicable
dans l’espace réel. Elle reste cependant assez lourde à mettre en œuvre.
De fait, pour le cas des calculs de DFPT, la solution consistant à imposer les règles
de somme donne de bons résultats car la grille est fixée et identique pour toutes les in-
tégrales. Les compensations d’erreur s’opèrent donc bien. Il n’en est pas de même pour
les calculs effectués en différences finies. En effet, en appliquant une petite déformation
manuelle au système, deux effets indésirables se produisent : 1-la grille se déforme (car
elle est liée à la cellule de simulation), 2-les atomes quittent leurs positions sur les points
de la grille. L’erreur induite sur les intégrales dans l’espace réel est donc très importante.
Elle est généralement différente lorsque l’on déforme dans une direction et dans la direc-
tion opposée, ce qui est requis pour la plupart des schémas de dérivation numérique. La
dérivée numérique est donc fortement impactée.
Cette problématique sera illustrée dans la section suivante, consacrée à la validation
numérique de l’implémentation.
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2.6 Validation et tests
La validation d’un code de simulation numérique est une étape nécessaire. Son ob-
jectif est double : il s’agit, d’une part, de valider les équations du formalisme, d’autre
part de tester la qualité de leur mise en œuvre numérique. Ces deux aspects sont inter-
connectés et difficilement dissociables. Par ailleurs, une fois le code informatique validé,
il est indispensable de tester son comportement numérique : contrôle des paramètres de
convergence, lien entre ces paramètres, consommation en ressources de calcul, ...
Dans le cadre de ce projet, la procédure de validation est clairement définie. Il s’agit
de calculer différentes dérivées analytiques de l’énergie par rapport à une déformation.
Ces dérivées sont les limites, à très faible déformation, de variations d’énergie. Les dé-
rivées seconde sont, elles, les limites de variations de dérivées d’ordre un. Il est donc
possible, quel que soit le cas de figure, de calculer, par "différences finies", les différentes
quantités implémentées ici.
La procédure apparaît simple ; cependant, les formules à tester sont longues, donc les
sources d’erreurs multiples. Durant le développement, il y a toutes les chances que plu-
sieurs erreurs soient commises et un désaccord final entre le calcul analytique (DFPT) et
numérique (différences finies) ne permettra pas d’identifier la source du problème. Il est
donc indispensable de pouvoir tester les différentes contributions de manière indépen-
dante, lorsque cela est possible ; dans le cas des dérivées, il s’agit des dérivées partielles.
Elles s’obtiennent théoriquement en maintenant constants certains paramètres du calcul.
Comme nous allons le voir, cela n’est pas toujours immédiat. Certains termes sont faciles
à isoler — par exemple la contribution "géométrique" du potentiel local —, d’autres se-
ront complexes à tester. C’est le cas, notamment des quantités auto-cohérentes telles que
la contribution du potentiel de Hartree car elle nécessite la connaissance de la dérivée de
la densité. Cette dernière, comme nous allons le montrer, n’est pas une quantité facile à
maintenir constante.
2.6.1 Difficultés de mises en œuvre
Bien que d’apparence simple, la mise en œuvre de la méthode des différences finies
pose un certain nombre de difficultés qu’il faut maîtriser pour contrôler la justesse de
ses résultats. Il s’agit, avant tout, d’être confiants dans les calculs car ils sont destinés à
servir de références.
Dans le cadre de la réponse à une déformation, les difficultés rencontrées sont au
nombre de quatre, de nature différente. Avant de les passer en revue, rappelons que
la procédure est la suivante : il s’agit de calculer les énergies du système initial dans
plusieurs états de déformation, régulièrement espacés, puis d’appliquer un schéma de
dérivation numérique, en contrôlant la précision par rapport au "pas de déformation".
Plus le schéma est précis, plus le nombre de points à calculer est important, comme le
montrent les formules suivantes [58] :
f ′′(x) ≈ f (x + δ)− 2f (x) + f (x − δ)
δ2
(2.68)
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f ′′(x) ≈ −f (x +2δ) + 16f (x + δ)− 30f (x) + 16f (x − δ)− f (x − 2δ)
12δ2
(2.69)
Les difficultés rencontrées lors de la mise en œuvre de la méthode des différences
finies dans le cadre des déformations sont les suivantes :
Valeur du pas de déformation
Pour définir chaque configuration déformée du système initial (chaque "point" du
schéma numérique de dérivation), nous appliquons une matrice de déformation à la ma-
trice des vecteurs de base de la cellule de simulation ; par exemple :
ε =

0 δ 0
δ 0 0
0 0 δ
 (2.70)
L’amplitude de la déformation est déterminée par un paramètre δ qu’il faut choisir ju-
dicieusement car il va directement contrôler le comportement numérique du test. Un
paramètre δ trop grand ne sera pas adapté au calcul d’une limite en zéro ; par ailleurs,
une déformation trop importante risquerait de faire sortir le matériau de son domaine
élastique et nous ne serions plus dans le cadre de la théorie développée ici. Un para-
mètre δ trop petit est également problématique. En effet, les différentes configurations
seraient alors trop proches et les différences d’énergies risqueraient d’être très faibles et
très proches de la "précision machine". Les calculs ne seraient alors plus effectués avec
suffisamment de chiffres significatifs.
Sur la figure 2.3, sont comparés les résultats obtenus par le calcul de DFPT (après va-
lidation, donc supposé exact) et par un calcul de différences finies effectué à différentes
valeurs de la déformation δ ; il s’agit du calcul de la constante C11 d’un cristal d’arséniure
de gallium.
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Figure 2.3 – Convergence en déformation (delta en %) de C11.
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On remarque qu’il est très difficile de trouver une valeur de δ qui permette d’obtenir
systématiquement un accord parfait, et ce, pour les raisons évoquées précédemment. Le
paramètre δ est trop grand ou trop petit. En effectuant nos tests comparatifs de valida-
tion, il faudra tenir compte de ce problème. En cas de désaccord entre le calcul analy-
tique et le calcul numérique, il faudra vérifier que la valeur de la déformation n’est pas
en cause. En théorie, l’accord attendu entre les deux méthodes doit être de l’ordre de la
précision machine.
Déformation de la grille de discrétisation
La déformation du système par l’application d’une contrainte va entraîner une mo-
dification de la grille utilisée pour représenter les champs scalaires dans l’espace réel.
En effet, celle-ci est définie — dans la grande majorité des codes — en coordonnées ré-
duites et interdépendantes des vecteurs de la cellule de simulation. La Figure 2.4 illustre
ce propos.
Grille
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Figure 2.4 – Représentation schématique du problème de changement de grille suite à
la déformation : en vert, la densité initiale, en bleu la densité après déformation.
Cet effet de la grille, en particulier sur les intégrales, est un problème connu. Il se
manifeste dès lors que l’on déforme la cellule, par exemple lorsqu’il s’agit de calculer
des contraintes. Il est à l’origine de la contribution dite "de Pulay" aux contraintes, effet
indésirable de la variation du pas de grille sous l’effet d’une déformation.
Mais, dans le cas présent, la difficulté est différente : il s’agit de pouvoir maintenir
constant un champ scalaire (une densité ou un potentiel) afin de découpler son effet
sur les dérivées. Concrètement, pour calculer une dérivée telle que
VHxc
εαβ
∣∣∣∣∣
ρ(0)
, dans la-
quelle la densité ρ doit être maintenue constante, il faut pouvoir conserver la forme et
les valeurs de la densité. Si nous nous contentons de maintenir le tableau "ρ[i]" constant,
il se produit mécaniquement ce qui est illustré dans la Figure 2.4. Pour conserver la den-
sité dans sa valeur initiale, il faut utiliser une méthode plus élaborée (ex. : un ajustement
d’une grille sur l’autre) ou trouver une méthode pour effectuer un test discriminant sans
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avoir à maintenir la densité constante.
Ce problème de la variation de grille est propre à la représentation dans l’espace réel,
et donc, dans le cas de abinit, spécifique à l’implémentation en PAW.
Intégrales dans l’espace réel
Cet aspect du problème a été développé dans le chapitre précédent. Il est, là encore,
question de la modification de la grille suite à une déformation.
Dans un calcul de "différences finies", le système initial n’est pas déformé et les
atomes sont généralement présents sur des points de la grille (du moins, dans les cas
tests, pour simplifier le débogage). En appliquant une petite déformation à la cellule, les
atomes quittent ces positions privilégiées et se trouvent légèrement décalés par rapport
à la grille. Cette petite modification a un effet très important sur les intégrales effectuées
dans l’espace réel, puisque l’on perd, généralement, les symétries et les compensations
d’erreur.
Pour illustrer le problème, prenons un exemple très simplifié : imaginons une in-
tégrale d’une fonction f calculée sur deux points symétriques par rapport à la posi-
tion du noyau atomique, à la distance r0 du centre. Par la méthode des "rectangles",
cette intégrale sera égale à
Ω
2
(f (r0) + f (−r0)). Si maintenant, on déplace légèrement le
noyau atomique d’une distance δr, en maintenant la grille fixe, l’intégrale sera égale à
Ω
2
(f (δr + r0) + f (δr − r0)), ce qui — dans notre exemple — est très différent. Si l’on aug-
mente fortement la finesse de la grille, une convergence des deux résultats est attendue.
Cependant, dans notre cas, même à des finesses de grille très importantes, nous avons
constaté un effet non négligeable. Ce problème est spécifique à la méthode des différence
finies en déformation. Dans les calculs de DFPT, en revanche, toutes les intégrales sont
effectuées sur le système initial. Comme nous le verrons par la suite, plus le nombre d’in-
tégrales sera important, plus il sera difficile de faire converger le résultat analytique vers
le résultat numérique (sauf, effectivement, en utilisant une grille très dense). L’effet sera
plus visible, par exemple, dans les calculs nécessitant de dériver deux fois par rapport à
la déformation que dans les calculs n’utilisant qu’une seule de ces dérivées.
Calculs de différences finies sous champ électrique constant
Parmi les quantités à tester, celles qui correspondent à une réponse à la perturbation
du champ électrique sont à traiter différemment. En effet, il s’agit de dérivées de la pola-
risation par rapport à un déplacement atomique — pour obtenir les charges effectives —
ou par rapport à une déformation — pour obtenir le tenseur piézoélectrique —. Pour les
tester, en utilisant une méthode de "différences finies", il y a deux possibilités : 1-calculer
de faibles variations de polarisabilité sur différentes cellules perturbées, ou, 2-calculer
de faibles variations de forces (resp. contraintes) sur des cellules soumises à des champs
électriques différents. Dans les deux cas, il faut effectuer des calculs d’état fondamental
dans le formalisme de la "Théorie Moderne de la Polarisation" ("Modern Theory of Pola-
risation") [59, 60, 61]. La description de cette théorie, qui utilise le concept de "Phase de
Berry", dépasse le cadre de ce mémoire ; elle est disponible dans les fonctionnalités du
code abinit, récemment mise en œuvre dans l’approche PAW [39].
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Après une étude des fonctionnalités de abinit, il s’avère que seule la première des
deux alternatives citées précédemment peut être mise en œuvre. Il s’agira donc d’effec-
tuer deux calculs sur la même cellule : un calcul d’énergie de l’état fondamental standard
(en l’absence de champ électrique), suivi d’un calcul d’énergie en présence d’un petit
champ électrique. La variation des forces doit permettre d’obtenir les charges effectives,
celle des contraintes les éléments du tenseur piézoélectrique.
L’utilisation de calculs "sous champ fini" pour une comparaison directe avec la DFPT
n’est cependant pas une opération immédiate. En effet, en étudiant un peu plus en dé-
tail le formalisme de la Phase de Berry, on s’aperçoit qu’il faut manier les résultats avec
précaution afin de comparer des objets à précision équivalente. La difficulté provient di-
rectement de l’expression de la phase de Berry qui s’exprime comme l’intégrale, sur un
contour, du potentiel de Berry :
A(k) = −ℑ〈ψk|∇k|ψk〉 (2.71)
Pour des raisons pratiques de mise en œuvre, la dérivée par rapport à k de la fonc-
tion présente dans la formule précédente est calculée en différences finies ; il n’était pas
concevable d’effectuer un calcul de DFPT pour obtenir une propriété de l’état fondamen-
tal. Cette dérivée est calculée de la manière suivante :
〈ψk|∇k|ψk〉 ·b = (〈ψk|ψk+b〉 − 1) (2.72)
où b est une différence de vecteurs d’onde k, si possible petite.
Cette expression de la dérivée de la fonction d’onde par rapport au vecteur k est une
approximation qui introduit nécessairement un désaccord numérique avec les calculs de
DFPT qui, eux, utilisent une dérivée analytique. Pour s’en affranchir, il faut suivre une
démarche particulière : dans un premier temps, à l’issue des calculs en phase de Berry, il
faut écrire les valeurs de la dérivée de la fonction d’onde par rapport à k dans un fichier.
Dans un second temps, ce fichier est utilisé dans les calculs de DFPT. En procédant ainsi,
on élimine une source de désaccord entre les calculs numériques et analytiques.
Par ailleurs, ce calcul "manuel" de la dérivée de la fonction d’onde a un autre effet
indésirable. La convergence des calculs va être très sensible à la valeur du vecteur de
discrétisation b qui doit être le plus petit possible. Or ce vecteur est choisi comme une
différence entre deux vecteurs d’onde k. Pour converger, les calculs d’état fondamental
sous champ électrique auront donc besoin d’un échantillonnage de l’espace des k très
dense. Ceci se vérifie dans la pratique comme l’illustre la Figure 2.5. Dans cet exemple
de calcul de charge effective, on peut constater que les calculs de DFPT convergent beau-
coup plus rapidement que les calculs de différences finies (sous champ) en fonction de
la densité de vecteurs k. Nous avons même, dans la plupart des cas, eu des difficultés à
faire se rejoindre les deux types de calculs, par manque de mémoire informatique.
87
Chapitre 2. Réponse au champ et à la déformation en DFPT dans l’approche PAW
0 500 1000 1500 2000 2500 3000
2,1
2,2
2,3
2,4
2,5
2,6
2,7
Grille points K
C
h
ar
ge
ef
fe
ct
iv
e
Numérique
Analytique
Figure 2.5 – Convergence d’un calcul de charge effective en fonction de la densité de
points k. En bleu, le calcul effectué en différences finies (Théorie Moderne de la Polari-
sation) ; en rouge le calcul DFPT. Système test : arséniure d’aluminium.
2.6.2 Validation des calculs de réponse aux déformations
Pour mettre en œuvre toutes les formules détaillées dans les premières sections de
ce chapitre, il a fallu adopter une procédure de test rigoureuse, en procédant par étapes.
L’implémentation de chaque nouvelle dérivée partielle a été vérifiée selon la procédure
décrite dans la section précédente, avec plus ou moins de difficulté. Au terme du projet
d’implémentation, chaque dérivée partielle a été validée. L’exemple suivant (Table 2.1)
est une comparaison des résultats obtenus pour la contribution du pseudo-potentiel local
à la dérivée seconde de l’énergie (voir formule 2.9), d’une part en effectuant le calcul
en DFPT, d’autre part en les déduisant de différences finies. Le cas test est un cristal
d’aluminium dans sa phase cubique à faces centrées (cfc) :
Direction ε11 ε22 ε33
Différences finies -0,75390493889 -1,1024453379 -1,1024453379
Formule analytique -0,75390493830 -1,1024453377 -1,1024453377
Différence 7e-8% 2e-8% 2e-8%
Direction ε13 ε32 ε12
Différences finies 7,7478473743 1,49788175025 1,49788175025
Formule analytique 7,7478473742 1,49788175024 1,49788175024
Différence 6e-08% 8e-10% 8e-10%
Table 2.1 – Comparaison du calcul analytique et par différences finies de
VH (G)
ǫαβ
. Cas
test : cristal d’aluminium (cfc).
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Les différences finies donnent un résultat en excellent accord avec le calcul DFPT, ce
qui permet de valider cette étape de notre développement.
En effectuant cette étape de validation tout au long du développement et ce sur les
différentes dérivées partielles, il est possible de progresser plus efficacement.
Une fois les différentes dérivées partielles programmées (et validées), il faut les as-
sembler pour obtenir la valeur de la dérivée totale. Dans le formalisme DFPT considéré
ici, il y a deux expressions de cette dérivée seconde de l’énergie : la formulation varia-
tionnelle (qui n’est appliquée que pour la réponse à une seule perturbation εαβ) et la
formulation non variationnelle (qui associe deux perturbations εαβ et εγδ). Ces deux ex-
pressions doivent converger vers la même valeur, et ce, lorsque les dérivées des fonctions
d’onde ψ˜
(αβ)
n sont parfaitement convergées. En effet, rappelons ici que la formulation
non-variationnelle n’est utilisable que si les fonctions d’onde sont dans un minimum
parfait permettant de supposer qu’elles ne varient plus en fonction de l’une des deux
perturbations.
Dans le cas du tenseur élastique — et uniquement dans ce cas —, il est donc possible
de comparer les éléments diagonaux obtenus à l’aide de l’une ou l’autre des formulations.
L’exemple qui suit (Table 2.2) est une comparaison des valeurs obtenues avec les deux
formulations pour l’aluminium dans sa phase cubique à face centrées (cfc).
Cij C11 C22 C33
var.(Ha/bohr3) -0,7423904 -0,7423904 -0,7423904
non var.(Ha/bohr3) -0,7423902 -0,7423902 -0,7423902
Différence 2e-5% 2e-5% 2e-5%
Cij C44 C55 C66
var.(Ha/bohr3) -0,3117430 -0,3117430 -0,3117430
non var.(Ha/bohr3) -0,3117429 -0,3117429 -0,3117430
Différence 8e-6% 8e-6% 8e-6%
Table 2.2 – Comparaison entre la formulation variationnelle et non variationnelle à
grande convergence des pseudo-fonctions d’onde. Cas test : cristal d’aluminium (cfc).
L’accord obtenu est excellent et valide cette étape de la programmation. Il valide éga-
lement les deux expressions théoriques.
Si chaque étape du processus de programmation fait l’objet d’une vérification numé-
rique telle que celles décrites précédemment, la validation finale a toutes les chances de
donner un résultat positif.
Les résultats présentés ici (Tables 2.2 et 2.1) ont été obtenus sur un cristal "modèle"
d’aluminium dans la structure diamant (cubique à faces centrées avec un motif à deux
atomes). Nous avons effectué demultiples autres tests numériques sur des configurations
plus complexes.
Pour effectuer le calcul de différences finies, nous ne relaxons pas les positions ato-
miques car il s’agit, ici, de tester le tenseur élastique "à atomes fixes".
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Nous avons volontairement baissé l’échantillonnage de la zone de Brillouin et l’éner-
gie de coupure de la base d’ondes planes car, en théorie, ils ne doivent pas avoir d’in-
fluence sur la qualité de la comparaison numérique. En revanche, comme cela a été men-
tionné dans la section précédente, il est très important de converger les calculs en fonc-
tion du pas de la grille servant à représenter les densités et les potentiels dans l’espace
réel (la "double grille" du formalisme PAW).
Pour être complet et ne laisser aucun doute, nous avons effectué les tests en activant
— ou non — de nombreuses options du calcul : polarisation de spin, LDA+U, diverses
fonctionnelles LDA, etc... En particulier, nous avons testé deux alternatives du forma-
lisme PAW qui diffèrent par l’expression de l’énergie d’échange et corrélation [62]. La
première formulation, de Blöchl [1], exprime l’échange et corrélation sans tenir compte
de la compensation de charge : Exc(r) = Exc[ρ˜ + ρ˜c](r). La seconde formulation, proposée
par Kresse et Joubert [44], utilise une expression de l’énergie d’échange et corrélation qui
contient la compensation de charge : Exc(r) = Exc[ρ˜ + ρˆ + ρ˜c](r).
Constante élastique C11 C12 C44
DF(Ha/bohr3) 0,77324827 -0,164312725 0,035892414
DFPT(Ha/bohr3) 0,77324825 -0,164313030 0,035892345
Différence 3e-6% 2e-4% 2e-6%
Table 2.3 – Tenseur élastique à atomes fixes d’un cristal d’aluminium (cfc), calcul ana-
lytique et numérique.
2E
εαβεδγ
dans la formulation de Blöchl : Exc[ρ˜ + ρ˜c]
Constante élastique C11 C12 C44
DF(Ha/bohr3) 0,772633374 -0,165945432 0,036581408
DFPT(Ha/bohr3) 0,772632974 -0,165945829 0,036581394
Différence 5e-5% 2e-4% 3e-5%
Table 2.4 – Tenseur élastique à atomes fixes d’un cristal d’aluminium (cfc), calcul ana-
lytique et numérique.
2E
εαβεδγ
dans la formulation de Kresse-Joubert : Exc[ρ˜ + ρˆ + ρ˜c]
Un processus de validation totalement identique a ensuite été appliqué à l’implé-
mentation des coefficients couplant les déformations internes aux forces : chaque déri-
vée partielle a fait l’objet d’une vérification minutieuse par la comparaison aux calculs
de différences finies. L’étape finale a été d’effectuer une validation sur le tenseur complet
(Table 2.10).
Notons cependant que le tenseur de couplage force-déformation n’est pas soumis aux
mêmes difficultés que le tenseur élastique. En effet, il est possible d’effectuer les cal-
culs de différences finies sans avoir à déformer la cellule de simulation. Pour calculer
2E
εαβτα
, il suffit de déplacer l’atome τα en plusieurs points et de calculer la dérivée
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numérique des contraintes, calculées, elles analytiquement par le code. Nous ne rencon-
trons donc pas les artefacts liés à la déformation de la grille d’intégration. C’est pour cela
que, généralement, l’accord entre la DFPT et les différences finies est bien meilleur que
pour le tenseur élastique à atomes fixes. Pour calculer
2E
εαβτα
, nous avons également
déformé la boîte de simulation en plusieurs point εαβ et calculé la dérivée numérique des
forces. Les résultats du calcul du tenseur de couplage force-déformation effectué par un
calcul de différences finies sont reportés dans la table 2.5. Comme nous le remarquons,
en l’absence de problèmes numériques, les deux méthodes de différences finies — dé-
formation ou déplacement atomique — donnent exactement le même résultat, lui-même
égal au résultat DFPT. Or, on constate que les calculs effectués en utilisant la seconde mé-
thode (voir table 2.7) ne donnent pas nécessairement un accord de la même qualité que
ceux n’utilisant pas de déformation manuelle. Ceci constitue une démonstration sup-
plémentaire des problèmes numériques liées aux intégrales dans l’espace réel lors des
calculs du tenseur élastique en utilisant des petites déformations.
εαβ a i DF+PAW DFPT+PAW Différence
1 1 1 -0,844527589 -0.8445267719 9.e-5%
2 1 1 0,844527589 0,8445267918 9.e-5%
4 1 1 0,402399077 0,4023991076 7.e-6%
5 1 1 0,696975608 0,6969756945 1.e-5%
6 1 1 0,487587971 0,4875877729 4.e-5%
Table 2.5 – Calcul des coefficients de couplage force-déformation pour un cristal d’arsé-
niure d’aluminium. Calculs en DFPT et par différences finies de
2E
τaiεαβ
. Les différences
finies sont appliquées sur les contraintes et utilisent un déplacement atomique.
εαβ a i DF+PAW DFPT+PAW Différence
1 1 1 -0,844526676 -0,8445267719 1.e-5%
2 1 1 0,844526940 0,8445267918 2.e-5%
4 1 1 0,402398816 0,4023991076 7.e-5%
5 1 1 0,696975293 0,6969756945 6.e-5%
6 1 1 0,487588211 0,4875877729 9.e-5%
Table 2.6 – Calcul des coefficients de couplage force-déformation pour un cristal d’arsé-
niure d’aluminium. Calculs en DFPT et par différences finies de
2E
εαβτai
. Les différences
finies sont appliquées sur les forces et utilisent une déformation.
Pour conclure cette section sur la validation de la réponse à déformation, il est utile
de présenter une information supplémentaire, à savoir comment se comparent les cal-
culs PAW aux calculs utilisant des pseudo-potentiels à norme conservée. Le tableau 2.7
91
Chapitre 2. Réponse au champ et à la déformation en DFPT dans l’approche PAW
présente les résultats obtenus sur un cristal d’arséniure d’aluminium (AlAs), un matériau
semi-conducteur.
Les deux tenseurs (élastique et couplage interne) sont à la fois validés par la compa-
raison aux différences finies et tout à fait compatibles avec le calcul en pseudo-potentiels
à norme conservée (pour ce type de matériau, les pseudo-potentiels classiques donnent
déjà d’excellents résultats).
Comme évoqué précédemment, l’écart légèrement plus important entre la DFPT et
les différences finies pour le tenseur élastique trouve sa source dans les difficultés de
mise en œuvre de la méthode des différences finies.
Constante élastique C11 C12 C44
DFPT+NCPP(GPa) 113,37 57,99 79,37
DFPT+PAW(GPa) 115,51 58,70 79,66
DF+PAW(GPa) 115,50 58,68 79,70
(a)
2E
εαβεδγ
εαβ a i DFPT+NCPP DF+PAW DFPT+PAW
1 1 1 0,1635395744 0,1585796393 0,1586381939
2 2 2 0,1635395744 0,1585796392 0,1586381962
3 3 3 0,1635395744 0,1585796392 0,1586381983
(b)
2E
εαβτai
Constante élastique C˜11 C˜12 C˜44
DFPT+NCPP(GPa) 113,3 58,0 53,0
DFPT+PAW(GPa) 115,5 58,7 54,3
M. Krieger [63] 119,9 57,5 56,6
(c) Tenseur élastique complet
Table 2.7 – Calcul analytique et numérique du tenseur élastique à atomes fixes, tenseur
de couplage force-déformation et tenseur élastique relaxé d’un cristal de AlAs (cfc) à
0 GPa. La comparaison du tenseur élastique complet est effectuée avec une étude expé-
rimentale de M. Krieger et collaborateurs [63].
2.6.3 Validation des calculs de réponse au champ électrique
L’implémentation du calcul des dérivées secondes de l’énergie par rapport au champ
électrique (associé à une autre perturbation) a fait l’objet d’une étape indépendante du
travail de programmation informatique. En effet, les formules à mettre en œuvre — dé-
rivées dans le cadre de la limite des grandes longueurs d’onde — sont très différentes de
celles obtenues pour les autres types de réponse. Cette partie du code a donc été testée
séparément, en utilisant des calculs de différences finies sous champ électrique, comme
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décrit dans la section 2.6.1. On rappelle que la réponse au champ électrique n’a d’intérêt
que dans le cas des matériaux isolants.
Le cristal d’arséniure d’aluminium a déjà fait l’objet d’un test en ce qui concerne la
réponse à déformation. Ce matériau isolant (semi-conducteur), cubique à faces centrées,
est un bon candidat pour valider l’implémentation des dérivées par rapport au champ
électrique. Les résultats obtenus pour le calcul des charges effectives − 
2E
~Ejτai
et du ten-
seur piézoélectrique
2E
~Ejεαβ
sont présentés dans la Table 2.8.
Une comparaison aux résultats obtenus avec des pseudo-potentiels à norme conservée
est également présentée. Elle permet de juger de la qualité des résultats, en particulier
du meilleur accord avec les résultats expérimentaux (du moins pour ce matériau).
Charges effectives
DFPT +PAW 2,18
DF +PAW 2,21
DFPT +NC 2,06
Exp.[64] 2,20
(a) δαjZ −
2E
~Ej τai
e33
DFPT+NCPP -0,745588
DF+PAW -0,715065
DFPT+PAW -0,697317
(b)
2E
~Ej εαβ
Table 2.8 – Calcul des charges charges effectives et du tenseur piézoélectrique pour
AlAs. Résultats obtenus en DFPT (PAW et pseudo-potentiels (NCPP)) et différences fi-
nies.
On constate, à la lecture des résultats précédents, que l’accord parfait avec les diffé-
rences finies n’a pas été atteint pour cet exemple. Il n’a, en effet, pas été possible d’at-
teindre la convergence complète des calculs dans le formalisme "Phase de Berry" (sous
champ électrique fini). Cette difficulté a été mentionnée dans la section 2.6.1.
Afin de s’assurer du bon comportement du code, il est possible de réaliser un test
additionnel qui confirmera la cohérence de toutes les quantités calculées. Il est possible
de calculer les dérivées mixtes de l’énergie incluant une dérivée par rapport au champ
électrique en utilisant les deux formules proposées en 2.6.1 (équations 2.54 et 2.55). Il
s’agit de calculer successivement la dérivée
2E
~Ejτai
(en utilisant la dérivée des fonctions
d’onde par rapport à un déplacement atomique), puis la dérivée
2E
τai~Ej
(en utilisant la
dérivée des fonctions d’onde par rapport au champ électrique).
Ces deux expressions sont totalement différentes et un accord entre elles est une va-
lidation sérieuse à la fois des formules et de leur mise en œuvre informatique.
Le tableau suivant donne les résultats obtenus pour ce test sur le système test AlAs ;
ils démontrent la qualité de l’implémentation. Pour obtenir ce type de résultat, il faut
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requérir une très grande convergence des pseudo-fonctions d’onde.
atome & direction
2E
τai~Ej
2E
~Ejτai
Différence
Al x 2.0809686316 2.0809686050 1e-6%
As x -2.0828968572 -2.0828968405 8e-7%
Table 2.9 – Calcul des charges effectives de AlAs selon la direction x. Comparaison entre
les deux expressions non-stationnaires.
2.6.4 Mise en œuvre sur des systèmes représentatifs
Avant de commencer notre étude, en utilisant le formalisme développé et le code pro-
grammé, il peut être intéressant de s’assurer de leur bonne applicabilité sur des systèmes
réalistes. Nous présentons ici des tests simples effectués sur des cellules de simulation
représentatives des calculs que nous allons effectuer par la suite (matériaux du cœur et
du manteau terrestre). L’objectif est double : 1-tester la précision numérique des calculs,
2-vérifier leur accord avec des calculs ou des résultats expérimentaux existants.
Le premier système test envisagé est une cellule de fer contenant une impureté de
carbone. Nous avons construit une super-cellule composée de 2×2×1 cellules hexagonales
compactes de fer (16 atomes) contenant, en position interstitielle, un atome de carbone.
La cellule est soumise à une pression compatible avec les conditions du noyau terrestre.
L’échantillonnage de l’espace des vecteurs k n’est pas très dense, mais ce n’est pas le
propos ici. Nous obtenons les résultats suivants :
Constante élastique C˜11 C˜22 C˜33 C˜44 C˜55 C˜66
DF(Ha/bohr3) 127,409 127,444 47,284 25,254 25,244 41,037
DFPT(Ha/bohr3) 127,428 127,428 47,295 25,244 25,244 41,038
Différence 1e-2% 1e-2% 2e-2% 2e-3% 2e-3% 3e-3%
Constante élastique C˜12 C˜13 C˜14 C˜56
DF(Ha/bohr3) 45,339 31,510 -2,739 -2,739
DFPT(Ha/bohr3) 45,351 31,522 -2,739 -2,739
Différence 2e-2% 3e-2% 2e-3% 2e-2%
Table 2.10 – Comparaison du calcul en DFPT et par différences finies de
2E
εαβεδγ
de
Fe16C à 320GPa
Ces résultats démontrent le bon comportement numérique du code. Les temps de cal-
cul nécessaires (quelques heures, sur 32 processeurs pour effectuer un calcul de tenseur
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élastique complet) sont tout à fait compatibles avec le nombre de calculs envisagés par la
suite.
Le test précédent concernait un système représentatif du cœur ; il s’agissait d’un sys-
tème métallique. Envisageons maintenant le cas d’un matériau du manteau, une perovs-
kite MgSiO3 (non métallique). Ce système a été beaucoup étudié et plusieurs résultats de
calcul existent. La cellule de simulation n’est soumise à aucune pression. Il s’agit d’une
structure orthorhombique (groupe d’espace Pnma) contenant 20 atomes se répartissant
comme suit : 4 atomes de magnésium, 4 atomes de silicium et 12 atomes d’oxygène.
L’échantillonnage de la zone de Brillouin est effectué avec une grille de point k de 8×8×8
et la base d’ondes planes est coupée par une énergie de 30Ha (une valeur relativement
élevée pour PAW). La "double grille" utilisée pour les densités est limitée par une énergie
de coupure de 60Ha.
Pour ce système de 20 atomes, le calcul par différences finies nécessite de calculer des
dérivées pour de nombreuses directions. Un script d’automatisation complet (phonons +
constantes élastiques + coefficients de couplage + charges effectives) a donc été créé.
Les résultats sont présentés dans le tableau suivant :
Constante élastique (GPa) C˜11 C˜22 C˜33 C˜44 C˜55
DFPT+NC 512 579 488 213 181
DF+PAW 482 549 457 201 176
DFPT+PAW 482 549 457 201 176
B. Kiefer et al.[65] 491 554 474 203 176
Oganov et al. [66] 493 546 470 212 186
Stanislav V. Sinogeikin(exp.)[67] 481 528 456 200 182
Yeganeh-Haeri (exp.)[68] 482 537 485 186 186
Constante élastique (GPa) C˜66 C˜13 C˜32 C˜12 Vp Vs
DFPT+NC 166 153 167 162 11,21 6,63
DFPT+PAW 156 137 150 137 10,85 6,49
DF+PAW 156 137 150 137 10,85 6,49
B. Kiefer et al.[65] 153 139 152 134 10,94 6,53
Oganov et al [66] 149 146 160 142 11,09 6,60
Stanislav V. Sinogeikin (exp.)[67] 147 139 146 125 10,84 6,47
Yeganeh-Haeri (exp.)[68] 147 147 146 144 11,04 6,57
Table 2.11 – Tableau comparatif des constantes élastiques d’une perovskite MgSiO3 à
pression nulle.
De ces résultats, nous pouvons déduire que : 1-l’accord entre DFPT et différences
finies est bon, 2-l’accord avec des calculs effectués avec d’autres méthodes est correct.
Les calculs de Kiefer et collaborateurs [65] (calculs de différences finies effectués avec le
code VASP avec des pseudo-potentiels ultra-doux dans l’approximation LDA) et ceux de
Oganov et collaborateurs [66] (calculs de différences finies effectués avec le code VASP
avec des pseudo-potentiels ultra-doux dans l’approximation GGA) ont été effectués par
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la méthode des différences finies. 4-Les resultats obtenus avec la DFPT dans le forma-
lisme PAW sont en bien meilleur accord avec les études expérimentales [67, 68].
Pour cette étude, les calculs par différences finies sont numériquement exacts mais
très coûteux en ressources informatiques. Le calcul, pour une direction, nécessite environ
20 fois plus de temps par différences finies qu’avec la DFPT.
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2.7 Conclusion
Ce chapitre est consacré au développement théorique et à l’implémentation de la
théorie de perturbation de la fonctionnelle de la densité dans l’approche "Projector
Augmented-Wave", et ce dans le cadre de la réponse à la déformation et à une pertur-
bation du champ électrique.
La mise en œuvre de ce développement dans le code abinit permet d’avoir mainte-
nant à disposition un outil performant — basé sur une méthode ab initio — donnant ac-
cès aux propriétés élastiques d’un matériau. Cet outil combine les avantages de plusieurs
formalismes : la stabilité numérique et la facilité d’utilisation de la DFPT associées à la
grande précision des calculs et la rapidité d’exécution du formalisme PAW.
Ce projet fait suite à des travaux précédents, ceux de Audouze et al. [35] qui ont
permis le développement de l’approche PAWpour le calcul des propriétés vibrationnelles
(phonons) dans abinit, et ceux de Hamann et al [36] qui ont mis en œuvre la formulation
du tenseur métrique et le calcul des propriétés élastiques dans le formalisme des pseudo-
potentiels à norme conservée.
Le développement théorique a fait apparaître plusieurs étapes :
La première étape est la résolution du problème variationnel qui permet de détermi-
ner les dérivées des fonctions d’onde par rapport à une déformation. La dérivée du Ha-
miltonien contient un certain nombre de contributions, dont certaines sont spécifiques à
la réponse à une déformation. Ces contributions spécifiques proviennent des variations
du tenseur métrique. Par ailleurs, le formalisme PAW introduit un certain nombre de
quantités dont les dérivées viennent s’ajouter. Elles sont issues directement de l’applica-
tion de la transformation PAW dans les formules, mais aussi de la non-orthogonalité des
pseudo-fonctions d’onde.
La deuxième étape est le terme d’ordre deux contribuant à la dérivée seconde de
l’énergie. C’est un terme totalement indépendant du cycle auto-cohérent car il ne néces-
site que la connaissance des fonctions d’onde non perturbées. Il a une expression parti-
culièrement complexe du fait des multiples chaînes de dépendances entre l’énergie et les
objets du formalisme PAW. Dans le cas de la réponse à une déformation, tous les termes
du Hamiltonien contribuent à l’ordre deux par l’intermédiaire des multiples occurrences
du tenseur métrique dans les formules.
La troisième étape du calcul est celle qui permet de calculer les dérivées secondes
mixtes à l’aide de la formulation non variationnelle. Pour ce qui concerne la réponse à
atomes fixes, les formules s’obtiennent directement à partir de l’expression variationnelle
en ne considérant que les variations de l’opérateur de recouvrement pour l’une des deux
perturbations. Pour ce qui concerne la réponse au champ électrique, plusieurs termes
apparaissent dans l’approche PAW qui ne sont pas présents dans le formalisme pseudo-
potentiel.
Une fois les formules programmées dans le code, il a fallu valider l’implémentation.
Cette étape s’est avérée délicate car il n’a pas été immédiat de tester les différentes contri-
butions séparément les unes des autres. En effet, l’application d’une déformation numé-
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rique induit une modification de la grille d’espace réel servant à échantillonner la cellule,
ce qui n’autorise pas à maintenir constantes les différentes fonctions d’espace réel.
La validation numérique du tenseur élastique en l’absence de champ électrique
— comparaison entre le calcul analytique et la limite des différences finies — a été
concluante pour différents types de matériaux. La validation numérique du tenseur pié-
zoélectrique a montré que les calculs de l’énergie totale en présence d’un champ élec-
trique étaient impactés fortement par l’échantillonnage de la zone de Brillouin de l’es-
pace réciproque. La convergence de tels calculs avec le nombre de points k est très lente,
ce qui fait de la DFPT une méthode de choix pour les calculs de réponse au champ élec-
trique.
Des premiers calculs de test ont été effectués sur desmatériaux d’intérêt géophysique,
une perovskite et une matrice de fer avec impureté. Les comparaisons numériques dé-
montrent que le code abinit peut maintenant être utilisé sur de tels systèmes contenant
quelques dizaines d’atomes. Les calculs de DFPT s’avèrent plus rapides que les calculs
classiques de différences finies. Il va donc être possible de traiter des cellules de taille
très importante, ce qui sera nécessaire, dans la suite de ce projet, pour atteindre des taux
de dilution faibles.
Le code abinit est aujourd’hui le seul code de DFT à disposer de cette fonctionnalité.
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Étude de compositions probables du
noyau et du manteau terrestre
3.1 Introduction
Ce dernier chapitre est consacré à la mise en œuvre pratique de l’approche théorique
développée au cours de ce projet de thèse. Intégré dans l’outil de calcul ab initio abinit,
le formalisme de la réponse à la déformation (DFPT) en PAW, est mis en application sur
des matériaux d’intérêt pour la géophysique.
Notre planète est composée de deux parties principales dont les compositions chi-
miques ne sont pas précisément connues. Un enjeu majeur est de déterminer ces compo-
sitions. Le calcul ab initio est un outil qui peut apporter des éléments de réponse, car il
est prédictif dans une certaine mesure.
Il est établi que le manteau est constitué essentiellement d’un mélange de silicates et
d’oxydes [4, 6], et que le noyau est composé d’un alliage à base de fer contenant du Ni-
ckel (environ 5 à 10% [4]). Ces matériaux ne sont, de toute évidence, pas dans leur état
idéal et contiennent des impuretés — essentiellement des éléments légers — à hauteur
de quelques pourcents [22]. L’enjeu de nombreuses études est de déterminer la quantité
de ces éléments légers. L’analyse des roches provenant d’éruptions volcaniques ou de mé-
téorites permet d’établir que, parmi ces éléments, on trouve de l’hydrogène, du carbone,
de l’oxygène, du silicium et du soufre.
Les études (variées) menées jusqu’à aujourd’hui utilisent diverses approches. Parmi
celles-ci, l’étude de la vitesse de propagation des ondes sismiques permet d’apporter les
réponses les plus explicites. En effet, les ondes sismiques sont les principales observables
provenant directement du noyau et du manteau terrestre. La vitesse de ce type d’ondes,
dites élastiques, varie en fonction du matériau traversé. La méthode consiste donc à
construire des modèles théoriques de roches, à en simuler le comportement élastique
et à comparer les prédictions aux relevés sismiques [9, 10]. Les prédictions théoriques
de vitesse de propagation des ondes élastiques sont directement déduites du calcul du
tenseur élastique des systèmes étudiés. Grâce à l’emploi de la DFPT, et avec la précision
de l’approche PAW, il est possible de fournir ces données.
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Les études de géophysique interne bénéficient largement de leur double caractère, à
la fois expérimental et théorique.
D’un point de vue expérimental, les relevés réalisés lors des séismes représentent la
principale source d’informations. Il est cependant possible d’effectuer des expériences
en laboratoire. Il existe plusieurs méthodes pour determiner les vitesses de propagation
des ondes élastiques dans une roche. Une des approches est celle qui utilise la diffu-
sion inélastique des rayons X [15, 17]. De telles études sont réalisées sous enclume de
diamant et permettent d’atteindre des pressions de quelques centaines de GPa, éventuel-
lement sous des températures allant jusqu’à 5000 K. Ces conditions thermodynamiques
couvrent ainsi un domaine de pression et température correspondant au noyau et au
manteau terrestre. Le principe de telles manipulations expérimentales est simple : le
matériau, éventuellement entouré d’un milieu transmetteur, est soumis à une pression
statique exercée par deux enclumes en diamant. La forme des diamants est optimisée
pour maximiser la pression.
D’un point de vue théorique, le champ des méthodes possibles est large. Les ap-
proches utilisant les calculs ab initio commencent à être répandues et viennent compléter
l’expérience. L’intérêt de la simulation numérique est double :
• Un plus large domaine thermodynamique est accessible (par rapport aux expé-
riences). Toutes les conditions de température et de pression sont accessibles.
• Il est possible de décorréler les différents effets ayant une influence sur l’obser-
vable. Expérimentalement, on mesure la vitesse des ondes sismiques traversant le
noyau mais il est impossible de séparer les contributions des différents éléments
légers. Les calculs, eux, permettent d’étudier l’effet, sur la vitesse de propagation
des ondes, de chaque élément séparément ou combiné avec d’autres, ainsi que de
sa disposition dans la roche.
La première application que nous allons mettre en œuvre dans le cadre de ce projet
est une étude de l’effet de deux défauts dans le fer pur sur les vitesses VP et VS (transver-
sales et longitudinales). L’outil développé dans le cadre de ce projet de thèse va pouvoir
être utilisé pour calculer les constantes élastiques de plusieurs compositions chimiques
(fer + impureté(s)). Chacune de ces compositions sera étudiée pour des distributions dif-
férentes des impuretés dans le cristal. Les données PREM (“Preliminary Reference Earth
Model”)[23] seront utilisées comme références pour effectuer l’interprétation des résul-
tats.
Jusqu’à présent, la plupart des études portaient sur l’effet de la présence d’un seul élé-
ment léger dans le fer [16]. Grâce au formalisme que nous avons développé, il est possible
d’envisager des structures plus complexes contenant des impuretés en combinaison.
La seconde application présentée ici est une étude de l’effet de la présence d’alu-
minium dans la perovskite MgSiO3, matériau prédominant dans le manteau terrestre. La
présence d’aluminium a été établie, mais la concentration et l’emplacement dans la roche
des atomes d’aluminium est encore une problématique non résolue.
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3.2 Étude des ondes sismiques
Les ondes sismiques résultant d’un tremblement de terre sont des ondes de nature
élastique. La propagation de ce type d’onde dans un solide correspond à une déformation
induite par une contrainte mécanique dans ce dernier. On distingue dans ce cas, deux
types de perturbations :
• soit la perturbation se déplace dans la même direction que celle de l’onde, cette
onde est dite longitudinale ou onde de compression. Ces ondes sont notées
VP [69] :
• soit la perturbation se déplace perpendiculairement à la direction de propagation
de l’onde, cette onde est dite transversale, ou de onde de cisaillement. Ces ondes
sont notées VS [69] :
Les vitesses de propagation de ces ondes, dites élastiques, sont calculables en fonction du
module d’élasticité isostatique K et du module de cisaillement G :
VP =
√
K + (4G3 )
ρ
et VS =
√
G
ρ
(3.1)
K et G sont des quantités qui peuvent s’exprimer en fonction des constantes élastiques
Cij . La notation de Voigt les définit pour une symétrie hexagonale comme étant :
Kv =
(C11 +C22 +C33) + 2(C12 +C13 +C23)
9
(3.2)
Gv =
(C11 +C22 +C33)− (C12 +C13 +C23) + 3(C44 +C55 +C66)
15
(3.3)
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ou en fonction des coefficients Sij du tenseur des complaisances, c’est la notation de
Reuss :
Kr =
1
(S11 + S22 + S33) + 2(S12 + S13 + S23)
(3.4)
Gr =
15
4(S11 + S22 + S33)− 4(S12 + S13 + S23) + 3(S44 + S55 + S66)
(3.5)
Au final, le module d’élasticité isostatique et le module de cisaillement s’expriment par :
K =
(Kv +Kr)
2
et G =
(Gv +Gr)
2
(3.6)
Le coefficient de Poisson ν, quant à lui, peut être exprimé directement en fonction des
vitesses VP et VS :
ν =
1
2
VP
VS
− 2(
VP
VS
)2
− 1
(3.7)
3.3 Étude des composants du noyau interne
La graine, la partie solide du noyau terrestre, est constituée d’un alliage de fer conte-
nant probablement entre 5 et 10% de nickel [6] et quelques pourcents d’autres éléments
légers (Si, C, O, H et S)[22]. Dans cette région, l’intervalle de densités des données PREM
s’étend de 12,76 à 13,08 g/cm3 pour des pressions variant de 330 à 364 GPa. Pour couvrir
ce domaine de densités, tous les mélanges seront étudiés pour des pressions variant de
160 à 400 GPa.
L’effet du nickel sur les vitesses de propagation des ondes sismiques a fait l’objet de
nombreuses études [70, 71, 72, 20] qui ont montré que cet élément a un effet négligeable.
Nous n’en tiendrons donc pas compte dans ce travail et étudierons uniquement l’effet des
éléments Si, S, C, O et H.
3.3.1 Le fer sous pression : revue bibliographique
Le fer présent dans la graine est à l’état solide [11]. Cet élément existe sous trois
structures cristallographiques différentes : la structure cubique centrée (bcc), ferroma-
gnétique, qui est stable dans les conditions de pression et température ambiantes, la
structure cubique faces centrées (fcc), qui est stable dans un domaine de hautes tempé-
ratures jusqu’au point de fusion, et la structure hexagonale compacte (hcp), qui est stable
pour de très hautes pressions. La figure 3.1 présente le diagramme de phase du fer [73].
Les pressions à l’intérieur du noyau interne sont de l’ordre de 350 GPa et les tempé-
ratures — qui restent incertaines — sont de l’ordre de 6000 K [14]. Dans ces conditions,
la structure bcc est mécaniquement instable [74]. L’ajout de nickel dans les structures bcc
et fcc du fer a pour effet de stabiliser ces phases pour les hautes pressions et les hautes
températures [75, 76, 77, 78]. La structure hcp du Fer pur est probablement la seule
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stable dans les conditions de la graine [79, 80, 81]. C’est celle que nous allons utiliser
dans la suite de l’étude.
Notons que le diagramme de phase du fer n’est pas totalement connu, encore au-
jourd’hui, et notamment pour les conditions thermodynamiques de la graine. La courbe
de fusion, en particulier, fait l’objet de nombreuses recherches, expériences en enclumes
de diamant ou calculs ab initio. La structure hcp du fer peut montrer une aimantation
rémanente à basse pression, mais qui disparaît dans les conditions de pressions caracté-
ristiques de la graine.
Figure 3.1 – Diagramme de phase du fer [73].
Le résultat de nos calculs DFPT+PAW est présenté sur la figure 3.2 montrant les va-
riations de la vitesse de propagation des ondes sismiques VP dans le fer en fonction de la
densité. Nos résultats sont confrontés aux données PREM, à des mesures expérimentales
[16, 82, 79, 83, 84], ainsi qu’à d’autres calculs ab initio [85, 86].
Les valeurs de Murphy [82], d’Ohtani [79], d’Antonangeli [84], de Lin [83], de Fi-
quet [87] sont obtenues à partir d’études expérimentales de diffusion inélastique des
rayons X dans des conditions de température ambiante (≈300 K). Toutefois, dans l’étude
d’Antonangeli [84], les expériences sont réalisées pour plusieurs températures allant jus-
qu’à 1100 K. Les valeurs proposées par Brado [16] sont quant à elles des valeurs extra-
polées sur des moyennes de toutes les mesures expérimentales. Sur la figure 3.2, on peut
voir que les vitesses VP calculées ici sont plus élevées que les données PREM, mais en
bon accord avec les résultats théoriques de Vocadlo [85] (réalisés avec le code de struc-
ture électronique VASP [88, 89]). Les résultats expérimentaux sont, de manière générale,
plus difficiles à comparer, d’une part parce que la température n’est pas prise en compte,
d’autre part parce que, dans les expériences, les effets de toutes les impuretés sont pré-
sents, et la pression dans les cellules à enclumes de diamants n’est pas complètement hy-
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drostatique. Ces dernières permettent toutefois de mettre directement en évidence l’effet
de la température sur les vitesses VP et VS. En les comparant aux résultats obtenus à l’aide
de la DFPT, ainsi qu’aux calculs de Vocadlo [85], on remarque que, pour des températures
comprises entre 300 K et 1100 K, l’effet de la température sur les vitesses sismiques n’est
pas significatif.
Pour caractériser l’effet de la température pour des valeurs représentatives des condi-
tions dans le noyau, des approches théoriques sont nécessaires. Sur la figure 3.2 sont
représentés les calculs de Vocadlo [86] qui montrent la variation des vitesses VP en fonc-
tion de la température (pour des valeurs atteignant 5500 K). Ces valeurs ont été obtenues
à l’aide de la dynamique moléculaire qui est une méthode de choix pour simuler les
matériaux en température. La méthode des différences finies peut être appliquée (voir
section 1.6.1) pour calculer des propriétés telles que les constantes élastiques à partir de
la dynamique moléculaire. Le principe est identique à celui utilisé dans les calculs d’états
fondamentaux, à savoir que plusieurs simulations sont à effectuer sur plusieurs cellules
déformées. Ce genre de simulation reste toutefois limité. En effet, il est nécessaire de
thermaliser chaque système et de réaliser un grand nombre de pas de dynamique pour
obtenir une statistique satisfaisante, ce qui peut rapidement devenir couteux. De plus,
toutes les difficultés numériques citées dans le chapitre précédent (taille de système, bri-
sure de symétrie) vont limiter les applications.
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Figure 3.2 – Variation de la vitesse VP en fonction de la densité pour le fer hcp
pur. Les calculs effectués ici sont comparés aux études expérimentales de Murphy
(2013) [82], d’Ohtani [79], d’Antonangeli [84], de Lin [83], de Fiquet [87] ainsi que celles
de Brado [16] et à une étude théorique : Vocadlo (2003) [85]. Les étoiles bleues sont issues
d’une étude ab initio de Vocadlo (2009) [86] et représentent la variation de VP en fonction
de la température à volume constant.
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Les simulations de dynamique moléculaire sur le fer pur permettent donc d’estimer
l’effet de la température sur les vitesses de propagation des ondes sismiques que l’on
estime être une diminution de 1 km/s [86, 90]. Au final, après prise en compte de la
contribution de la température, on estime l’écart entre le fer pur et les données PREM
de l’ordre de 0,5 km/s. Les résultats avec et sans température viennent donc "encadrer"
les données sismologiques. Ces calculs montrent que la composition chimique est domi-
née par le fer, dans lequel sont présents également des éléments légers qui permettent
d’expliquer la différence restante.
De plus, Birch a établi que la vitesse d’une onde est reliée linéairement à la masse
volumique du milieu qu’elle traverse, donnant son nom à une loi connue [9, 91]. Les
vitesses de propagation des ondes sismiques augmentent linéairement en fonction de la
densité. La pente de ces courbes est donc caractéristique d’un matériau et il est possible
de s’en servir comme point de comparaison. Dans le cas du fer pur, on remarque sur la
figure 3.2 que la pente de la courbe calculée à partir de la DFPT est en parfait accord
avec les études expérimentales et théoriques, mais différente de celle issue des données
PREM. Si l’effet de la température est constant avec la pression, cela suggère que le noyau
solide n’est pas constitué que de fer.
Le figure 3.3 confronte nos calculs DFPT de la vitesse VS aux expériences et cal-
culs précédents. La variation de cette vitesse en fonction de la densité y est représentée.
Comme pour les vitesses VP, il est possible de comparer VS aux données PREM.
Les valeurs de VS obtenues avec la DFPT sont en très bon accord avec les calculs de
Vocadlo (2003) [85]. Une fois de plus, la comparaison avec l’expérience est difficile car les
mesures expérimentales de VS sont très imprécises. Comme pour VP, la pente de VS n’est
pas en accord avec les résultats de PREM, signant ainsi la présence d’autres éléments que
le fer.
Les calculs théoriques vont une fois de plus nous permettre de caractériser l’effet de
la température sur les vitesses VS. On estime que, pour le car du fer pur, la diminution
due à la température est de l’ordre de 2 km/s [86, 90]. Dans le cas de VS, et après prise
en compte de la température, la différence entre le fer pur et les données PREM sont de
l’ordre de 0,25 km/s à 0,5 km/s. Une fois de plus, la température n’est pas le seul facteur
permettant d’expliquer les différences avec les données sismiques.
Ces premiers calculs mettent en évidence que le fer pur ne permet pas de s’ajuster sur
les données PREM. En prenant en compte l’effet de la température, on remarque que les
vitesses théoriques VP sont plus faibles d’environ 0,5 km/s que les données PREM. Les
vitesses théoriques VS sont, quant à elles, trop élevées de 0,25 km/s à 0,5 km/s par rap-
port à PREM. Ces résultats ne sont pas nouveaux et sont connus depuis plus de dix ans.
Cependant, les calculs sur le fer pur étaient indispensables pour calibrer notre méthode
par rapport à la littérature et pour avoir une référence précise qui servira par la suite.
Dans la suite de l’étude, la température n’est pas prise en compte, mais en se basant
sur son effet dans le fer pur, nous allons poursuivre les calculs sur des mélanges avec
l’objectif de déterminer des compositions qui ont pour effet d’augmenter la vitesse VP et,
105
Chapitre 3. Étude de compositions probables du noyau et du manteau terrestre
10 11 12 13 14 15
Densité (g/cm3)
4
5
6
V
s (
km
/s)
PREM
DFPT+PAW 
Vocadlo et al., 2009
Vocadlo et al., 2003
Murphy et al., 2013
Lin et al., 2005
Antonangeli et al, 2012
Figure 3.3 – Variation de la vitesse VS en fonction de la densité pour le fer hcp pur.
Les calculs effectués ici sont comparés aux études expérimentales Murphy (2013) [82],
d’Ohtani [79], de Lin [83], de Fiquet [87] ainsi que celles de Brado (2007) [16] et à une
étude théorique : Vocadlo (2003) [85]. Les étoiles bleues sont issues d’une étude ab initio
de Vocadlo (2009) [86] et représentent la variation de VS en fonction de la température à
volume constant.
à l’inverse, de diminuer VS dans le fer, dans le but de permettre un ajustement sur les
données PREM.
3.3.2 Détails numériques
Dans ce premier volet de notre étude, nous allons donc réaliser des calculs sur sys-
tèmes contenant principalement du fer. Deux cellules de simulations seront utilisées. La
première, pour l’étude du fer pur, sera la cellule unité du fer dans sa structure hexago-
nale compacte (hcp). La seconde, plus complexe car destinée à l’étude des mélanges, sera
une super-cellule de 16 atomes (2 × 2 × 2 cellules unités), contenant éventuellement des
atomes interstitiels.
Chacun de ces deux systèmes nécessitera un paramétrage spécifique.
Pour l’échantillonnage des points k de l’espace réciproque, nous avons utilisé le
maillage standard de Monkhorst et Pack [92]. La zone de Brillouin de la cellule hcp (2
atomes) sera discrétisée en utilisant une grille de 12×12×12 points. La zone de Brillouin
de la super-cellule de 16 atomes contiendra 8×8×8 points. Une fois la première grille gé-
nérée, pour améliorer la précision des intégrales dans l’espace réciproque, nous construi-
sons une autre grille de même densité mais décalée de 0,5 bohr−1 (unité 2πa ). Les deux
grilles sont ensuite assemblées pour donner la grille d’intégration finale. Il s’agit d’une
procédure connue pour accélérer la convergence des calculs dans l’espace réciproque. La
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valeur 0,5 est adaptée aux réseaux hexagonaux. Les densités des grilles de l’espace ré-
ciproque ont été choisies après une étude de convergence de la valeur des contraintes
électroniques.
Pour toutes les structures que nous allons étudier, le rayon de coupure de la base
d’ondes planes utilisé pour les fonctions d’onde sera fixé à 30 Hartree (816 eV). Cette
valeur a été déterminée en effectuant une étude de convergence sur la valeur du tenseur
élastique, de manière à garantir une précision de 0,01 GPa. Elle est relativement éle-
vée pour un calcul s’effectuant dans l’approche PAW mais elle se justifie par la présence
éventuelle d’atomes d’oxygène.
En ce qui concerne l’énergie de coupure de la base d’ondes planes utilisée pour les densi-
tés (double grille, ou grille fine), nous avons choisi la valeur de 70 Hartree (1904 eV). Là
encore, la valeur est élevée mais, comme cela a été mentionné dans le chapitre précédent,
elle est nécessaire pour la convergence des intégrales dans l’espace réel.
Le formalisme PAW utilise l’approximation des cœurs gelés. Certains électrons (élec-
trons de cœur) sont figés dans leur état atomique. Les électrons de valence sont expli-
citement traités par abinit. Nous avons choisi d’utiliser un petit cœur pour le fer (en
incluant les électrons de semi-cœur). Pour les autres espèces chimiques, les configura-
tions électroniques sont standards (voir Table 3.1).
Les fichiers de pseudo-potentiel sont disponibles sur le site internet de abinit [93, 94].
Ils ont été produits avec l’utilitaire atompaw [95]. Nous utilisons l’approximation LDA.
Élément [cœur] valence
H [] 1s1
C [1s2] 2s22p2
O [1s2] 2s22p4
Si [1s22s22p6] 3s23p2
S [1s22s22p6] 3s23p4
Fe [1s22s22p6] 3s23p64s13d7
Table 3.1 – Configurations électroniques choisies pour les calculs sur les cellules de fer.
Les compositions et les configurations seront étudiées, dans des conditions statiques
(T=0K), pour des pressions de 160 GPa, 240 GPa, 320 GPa et 400 GPa. Dans ces domaines
de hautes pressions, un recouvrement des régions d’augmentation PAW peut se produire,
ce qui n’est théoriquement pas autorisé. Nous n’avons pas constaté, dans cette étude, de
recouvrement supérieur à 6%, ce qui reste acceptable car n’ayant pas d’influence sur les
résultats.
La température électronique est fixée par la méthode du “Cold Smearing” [96],
dont le paramètre de “smearing” a donc été fixé à 0,02 Ha. Ceci est un paramètre de
convergence numérique et ne représente pas la véritable température électronique.
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3.3.3 Les mélanges étudiés
La position des éléments légers dans la roche est un paramètre qui peut avoir une
influence sur la vitesse de propagation des ondes sismiques. C’est pourquoi nous allons
mener notre étude sur plusieurs configurations.
Afin de simuler une faible concentration d’éléments légers (environ 4%) dans les
structures que nous étudions, nous utilisons une super-cellule dans laquelle plusieurs
atomes de fer vont être substitués par des impuretés. La super-cellule, de taille 2x2x2,
est générée à partir d’une cellule hcp (groupe d’espace P6 3/mmc) avec un motif à deux
atomes. Cette structure permet de conserver les proportions du mélange souhaitées.
La première composition étudiée sera Fe0,97Si0,03 qui contient 3,22% de silicium. Pour
l’obtenir, un atome de fer est remplacé par un atome de silicium dans la super-cellule. La
figure 3.4 est une représentation graphique de cette structure.
Figure 3.4 – Structure hcp de Fe0,97Si0,03. Les atomes de fer sont représentés par des
sphères grises et les atomes de silicium par des sphères bleues. La structure représentée
ici est une représentation 2× 2× 2 de la structure étudiée
Le silicium est un élément qui fait l’objet de plusieurs études dans la littéra-
ture [97, 98, 99, 100]. Celles-ci montrent que la probabilité de sa présence dans le noyau
solide est forte. C’est pourquoi, nous allons l’intégrer dans nos mélanges. Pour les autres
compositions — contenant un atome de silicium et une autre impureté —, nous allons
utiliser le même procédé et construire des structures selon le mêmemodèle. Les positions
préférentielles de l’élément léger additionnel X seront :
• Soit en substitution d’un fer, c’est le cas pour le soufre.
• Soit placé sur un site interstitiel octaédrique. L’hydrogène, le carbone et
l’oxygène en font partie. Cette super-cellule contient alors dix-sept atomes.
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Pour les compositions contenant de l’hydrogène, du carbone ou de l’oxygène, le site inter-
stitiel octaédrique se trouve en (x,y,z) = (0,0,0). Dans cette configuration, il est possible
de placer le silicium, soit proche de ce site interstitiel (figure 3.5a), soit éloigné (figure
3.5b).
Dans la suite, la configuration 3.5a est notée proche et 3.5b est notée distant.
(a) (b)
Figure 3.5 – Représentation des deux configurations étudiées de la structure
Fe0,97Si0,03X avec X positionné dans un site interstitiel. Sur la figure (a), Si et X sont
proches, sur la figure (b), ils sont distants. Les atomes de fer sont représentés par des
sphères grises, les atomes de silicium par des sphères bleues et les éléments X par des
sphères rouges.
Pour les compositions contenant un plus grand pourcentage de silicium ou de soufre,
les atomes Si et X vont être placés soit dans le plan basal, soit dans un plan différent.
De plus, la distance séparant les deux atomes est un paramètre qui peut avoir une in-
fluence sur les propriétés élastiques. C’est pourquoi, pour chacune de ces distributions,
les atomes Si et X peuvent être placés à différentes distances. Au final, pour ces mélanges
à forte concentration de silicium, trois configurations seront étudiées :
Dans la suite de ce mémoire, la notation utilisée sera la suivante : proche - plan
correspond à la configuration 3.6a, proche correspond à la configuration 3.6b et distant
correspond à la configuration 3.6c.
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(a) (b)
(c)
Figure 3.6 – Représentation des différentes configurations de la structure Fe14SiX avec
X en substitution d’un fer. Les deux atomes sont placés dans le plan basal (a), soit dans
un plan différent (proche (b) et distant (c)). Les atomes de fer sont représentés par des
sphères grises, les atomes de silicium par des sphères bleues et les éléments X par des
sphères rouges.
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3.3.4 Mélanges à base de silicium
Le silicium est un candidat préférentiel comme impureté dans le fer et a déjà fait
l’objet de plusieurs études [97, 98, 99, 100]. Afin de caractériser au mieux l’effet du si-
licium sur les vitesses de propagation des ondes sismiques, deux mélanges sont étudiés,
Fe0,97Si0,03 et Fe0,94Si0,06 :
• Pour générer la première structure, un atome de fer est substitué par un atome de
silicium dans la super-cellule de 16 atomes (voir figure 3.4). Ce mélange contient
3,22% de silicium (en masse).
• Dans la deuxième composition étudiée, la concentration en silicium va être portée
à 6,44%. Pour ce faire, un deuxième atome de silicium est ajouté en substitution
d’un autre atome de fer. La structure étudiée est alors Fe0,94Si0,06. La position du
deuxième atome de silicium est présentée dans le paragraphe 3.3.3 et les trois
configurations 3.6a, 3.6b et 3.6c sont étudiées ici.
L’effet de la concentration en silicium sur la densité du mélange est représenté sur la
figure 3.7. Les deux configurations de la structure Fe0,94Si0,06 ne sont pas discernables car
la position des atomes de silicium dans la maille n’a pas d’effet sur la densité. Comme
nous pouvons le voir, l’ajout de 6,44% de silicium a pour effet de diminuer la densité
de 0,96 g/cm3 par rapport au fer pur. Dans les conditions de pression du noyau in-
terne ≈ 350 GPa (pression moyenne dans la graine), la densité de cette structure est de
≈ 13,7 g/cm3.
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Figure 3.7 – Variation de la densité du mélange Fe-Si en fonction de la pression pour les
deux concentrations en silicium.
Sur les figures 3.8 et 3.9, sont représentées les variations des vitesses VP et VS, calcu-
lées en DFPT+PAW, pour les différentes configurations atomiques étudiées, et en fonc-
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tion de la densité. A partir des graphiques précédents, il est possible de formuler les
observations suivantes :
• Augmenter la concentration en silicium dans le fer a pour effet d’augmenter la
vitesse VP et de diminuer la vitesse VS.
• Pour une concentration de 3,22% en silicium, dans le domaine des données de
PREM (environ 13 g/cm3), l’augmentation de VP est de 2,6% (≈ 0,3 km/s) et la
diminution de VS de 2,8% (≈ 0,17 km/s). Par rapport au fer pur, cette variation
de vitesse en VP va dans le sens des données PREM, mais n’est pas significative en
VS.
• Pour une concentration de 6,44%, dans le domaine des données de PREM, la varia-
tion des vitesses VP et VS dépend de la configuration. Plus les atomes de silicium
sont distants, plus les vitesses VP et VS varient. D’une configuration à l’autre, la
différence de vitesses peut aller de 1% à 3%.
• La variation de la vitesse VP dépend de la configuration : elle est de 3,5%
(≈ 0,4 km/s) dans la structure contenant les atomes de silicium en agrégat et 6,5%
(≈ 0,75 km/s) dans les structures où les silicium sont les plus distants.
• La variation de la vitesse VS dépend elle aussi de la configuration : elle est de 3%
(≈ 0,2 km/s) dans la structure contenant les atomes de silicium en agrégats et 11%
(≈ 0,66 km/s) dans les structures où les silicium sont les plus distants.
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Figure 3.8 – Variation de la vitesse VP des structures hcp Fe, Fe0,97Si0,03 et de Fe0,94Si0,06
en fonction de la densité.
Les différentes observations précédentes nous conduisent à l’analyse suivante :
• Une concentration de 3,22% de silicium (Fe0,97Si0,03) n’est pas suffisante pour que
les valeurs calculées de VP et VS se rapprochent des données PREM ; ce qui ne
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nous conduit pas à envisager cette concentration.
• Augmenter la concentration à 6,44% de silicium (Fe0,94Si0,06) n’est pas encore suf-
fisante pour que les vitesses VP et VS se rapprochent des données PREM, excepté
pour le cas où les deux atomes de silicium forment un agrégat. Dans ce cas (VP en
augmentation de 3,5% et VS en diminution de 11%), l’effet du silicium va dans le
bon sens.
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Figure 3.9 – Variation de la vitesse VS des structures hcp Fe, Fe0,97Si0,03 et de Fe0,94Si0,06
en fonction de la densité.
Dans le tableau 3.2, nous avons reporté les valeurs des différentes vitesses du son
calculées, ainsi que les valeurs des différences d’enthalpies entre les différents mélanges
étudiés. L’état de plus basse énergie, à température nulle, est le mélange dans lequel les
atomes de silicium sont distants. A température nulle, le mélange Fe0,94Si0,06 contenant
des agrégats (atomes de silicium proches) n’est donc pas stable. Dans les conditions de
température du noyau interne en revanche, il est tout à fait envisageable que la barrière
thermodynamique de 0,65 eV nécessaire à sa formation soit franchie ; ce qui en fait un
candidat possible.
Sur la base des équations d’état calculées pour les deux concentrations de silicium
dans le fer, on observe que la densité diminue linéairement en fonction de la concen-
tration en silicium (figure 3.7). De plus, en moyennant sur toutes les configurations, on
remarque que les vitesses VS et VP varient également linéairement en fonction de la den-
sité. Ces propriétés vont être utilisées pour ajuster les données de la graine. Cependant
il faut, dans un premier temps, estimer la variation due à la température. On estime la
différence de densité entre le fer pur et la graine, pour la température moyenne de cette
région, de l’ordre de 5% [101, 102]. La différence (pour les vitesses VP et VS) est, quant
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à elle, de l’ordre de 5,5% a 6% entre le fer pur et la graine [86, 90]. Les valeurs de ces
estimations sont reportées sur la figure 3.10. On reporte également la variation de ces
quantités en fonction de la concentration en silicium dans le but d’extrapoler la quantité
nécessaire de silicium à ajouter au fer pur pour s’ajuster sur les données de la graine.
On remarque, sur le graphique 3.10 que la quantité de silicium nécessaire n’est pas
identique pour les trois propriétés. En effet, il faut 5% de silicium pour ajuster la densité,
7,29% pour VS et 4.71% pour VS. Il est donc impossible d’ajuster les données de la graine
avec du silicium seul.
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Figure 3.10 – Extrapolation de la variation de la densité, des vitesses VP et VS du mé-
lange Fe1−xSix en fonction de la concentration x en silicium. Comparaison avec les valeurs
du fer pur avec prise en compte de la correction en température
La conclusion partielle de cette étude menée sur le silicium est la suivante : Sous
la condition que des atomes de silicium en impureté dans le fer soient très proches les
uns des autres, ce qui est possible à la température du noyau interne, le silicium per-
met aux vitesses de propagation théoriques de se rapprocher des données PREM. Cette
étude confirme donc que le silicium a un effet favorable sur les vitesses de propagation
des ondes sismiques, sa présence dans le noyau interne est donc fortement envisageable.
Toutefois, les résultats présentés sur le graphique 3.10 montrent que le silicium comme
seul élément léger n’est pas envisageable.
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configuration Densité (g/cm3) ∆H (eV) VP ( km/s) VS ( km/s) Coeff. Poisson
3.6a : proche - plan 13,37 0,65 12,37 5,58 0,37
3.6b : proche 13,37 0,44 12,61 6,01 0,35
3.6c : distant 13,38 0 12,70 6,11 0,35
Fe 14,31 12,94 6,67 0,31
Fe14Si 13,84 12,66 6,23 0,34
Table 3.2 – Tableau récapitulatif des données concernant les différentes structures de
Fe0,94Si0,06 à 320 GPa.
3.3.5 Influence du soufre
Pour étudier l’influence du soufre dans le composé Fe0,97Si0,03, un atome de fer y est
substitué par un atome de soufre. Pour positionner cet atome, nous utilisons les confi-
gurations présentées dans le paragraphe 3.3.3. Dans ce mélange, les concentrations (en
masse) sont les suivantes : 92,9% de fer, 3,3% de silicium et 3,8% de soufre.
L’équation d’état à température nulle du mélange obtenu est représentée sur la fi-
gure 3.11. L’ajout de 3,80% de soufre diminue la densité de 0,32 g/cm3 par rapport à
Fe0,97Si0,03. Au final, la densité de Fe0,93Si0,03S0,04 diminue de 0,78 g/cm3 par rapport au
fer pur. À 350 GPa, elle est de 13,73 g/cm3.
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Figure 3.11 – Variation de la densité des structures hcp Fe, Fe0,97Si0,03 et Fe0,93Si0,03S0,04
en fonction de la pression.
Les variations des vitesses VP et VS en fonction de la densité du matériau, et pour
différentes configurations du mélange fer-silicium-soufre, sont représentées sur les fi-
gures 3.12 et 3.13. Sur ces graphiques, nous pouvons observer que :
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• La position de l’atome de soufre par rapport à l’atome de silicium impacte les
vitesses de propagation des ondes sismiques. L’effet est identique pour toutes les
configurations excepté pour la configuration pour laquelle les deux atomes sont
proches et dans le plan basal.
• Lorsque les atomes ne sont ni proches, ni dans le plan basal, la vitesse VP aug-
mente et la vitesse VS diminue avec l’ajout de souffre. Par rapport au fer pur, VP
(resp. VS) augmente de 4% ≈ 0,5 km/s (resp. diminue d’environ 5%). Par rapport
au mélange fer-silicium, VP (resp. VS) augmente de 2% ≈ 0,5 km/s (resp. diminue
de 2% ≈ 0,11 km/s).
• Lorsque les atomes s’agrègent dans le plan basal, les effets sont différents : la
variation de la vitesse VP est opposée (-2% ≈ 0,23 km/s) par rapport au fer pur,
tandis que la variation de la vitesse VS est amplifiée (26%) par rapport au fer pur.
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Figure 3.12 – Variation de la vitesse VP des structures hcp Fe, Fe0,97Si0,03 et
Fe0,93Si0,03S0,04 en fonction de la densité.
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Figure 3.13 – Variation de la vitesse VS des structures hcp Fe, Fe0,97Si0,03 et
Fe0,93Si0,03S0,04 en fonction de la densité.
En comparant ces variations aux chiffres des données PREM, il nous est possible de
déduire que :
• Lorsque les atomes de silicium et de soufre sont proches dans le plan basal, la
variation de la vitesse VS n’est pas compatible avec les données PREM, cette confi-
guration n’est donc pas une bonne candidate.
• Les trois autres configurations ont un effet équivalent qui est compatible avec
PREM, mais dont l’amplitude n’est pas significative.
Dans le tableau 3.3, nous avons reporté les valeurs des différentes vitesses du son
calculées, ainsi que les valeurs des différences d’enthalpies entre les différents mélanges
étudiés. L’état de plus basse énergie, à température nulle, est le mélange dans lequel les
atomes de silicium et de soufre sont distants.
Les différences d’enthalpie semblent confirmer que la configuration dans laquelle
les atomes sont proches dans le plan basal n’est pas stable, même dans les conditions
de température du noyau solide (la différence d’enthalpie de 0,97 eV correspond à une
température de ≈ 11605 K).
Nous pouvons conclure de cette étude que l’ajout de soufre dans une composition fer
silicium n’a pas un effet cohérent avec les relevés fournis par les données PREM. Cette
conclusion est en accord avec l’étude de J. Badro [16] qui montre que le soufre dans le fer
pur ne permet pas d’expliquer les écarts avec les données PREM mais que sa présence à
hauteur de 1,7% dans le noyau est tout à fait envisageable.
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configuration Densité (g/cm3) ∆H (eV) VP( km/s) VS( km/s) Coeff Poisson
3.6a : proche - plan 13,50 0,97 12,00 4,95 0,47
3.6b : proche 13,51 0,54 12,61 6,00 0,35
3.6c : distant 13,52 0 12,66 6,08 0,35
Fe 14,31 12,94 6,67 0,31
Fe0,97Si0,03 13,84 12,66 6,23 0,34
Table 3.3 – Tableau récapitulatif des différentes structures de Fe0,93Si0,03S0,04 à 320 GPa,
comparaison avec le Fer pur et Fe0,97Si0,03.
3.3.6 Influence de l’hydrogène
Pour étudier l’influence de l’hydrogène dans le composé Fe0,97Si0,03, un atome d’hy-
drogène est placé en position interstitielle octaédrique (x=0,y=0,z=0) dans la cellule de
simulation. Dans ce mélange, les concentrations (en masse) sont les suivantes : 96,64%
de fer, 3,24% de silicium et 0,12% d’hydrogène.
Deux configurations sont étudiées : dans la première, les atomes d’hydrogène et de
silicium sont proches dans le cristal (configuration 3.5a) ; dans la seconde, les atomes
sont distants (3.6a).
L’équation d’état à température nulle du mélange obtenu est représentée sur la fi-
gure 3.14. L’ajout d’un atome d’hydrogène diminue la densité de 0,13 g/cm3.
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Figure 3.14 – Variation de la densité des structures hcp Fe, Fe0,97Si0,03 et
Fe0,9664Si0,0324H0,0012 en fonction de la pression.
Les variations des vitesses VP et VS en fonction de la densité du matériau, et pour
les deux configurations du mélange fer-silicium-hydrogène, sont représentées sur les fi-
gures 3.15 et 3.16.
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Sur ces graphiques, nous pouvons observer que :
• La position de l’atome de silicium et d’hydrogène dans le cristal n’a pas d’in-
fluence sur les vitesses VP et VS.
• La présence d’hydrogène augmente la vitesse VP de 2% (≈ 0,24 km/s) et la vitesse
VS de 2,54% (≈ 0,15 km/s) par rapport à Fe0,97Si0,03.
• L’effet conjoint de l’hydrogène et du silicium dans le fer induit une augmentation
des deux vitesses VP et VS : VP de 4,5% (≈ 0,53 km/s) et VS de 2,6% (≈ 0,16 km/s)
L’augmentation de VS ne va pas dans le sens souhaité. Elle éloigne le calcul théorique
des mesures sismiques. Ce résultat va dans le même sens que l’influence de l’hydrogène
dans le fer pur [103].
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Figure 3.15 – Variation de la vitesse VP des structures hcp Fe, Fe0,97Si0,03 et
Fe0,9664Si0,0324H0,0012 en fonction de la densité.
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Figure 3.16 – Variation de la vitesse VS des structures hcp Fe, Fe0,97Si0,03 et
Fe0,9664Si0,0324H0,0012 en fonction de la densité.
3.3.7 Influence du carbone
Pour étudier l’influence du carbone dans le composé Fe0,97Si0,03, nous allons placer
un atome de carbone dans le site interstitiel octaédrique (x=0,y=0,z=0) de la cellule de
simulation. Dans ce mélange, les concentrations (en masse) sont les suivantes : 95,55%
de fer, 3,19% silicium et 1,37% de carbone. Comme pour l’hydrogène, les atomes de
silicium et de carbone sont placés selon deux distributions : soit proches (config. 3.5a),
soit distants (config. 3.5b).
L’équation d’état à température nulle du mélange obtenu est représentée sur la fi-
gure 3.17 et est comparée à celles du fer et du mélange fer-silicium.
L’ajout de carbone dans la structure Fe0,97Si0,03 a pour effet de diminuer sa densité de
0,37 g/cm3. Par rapport au fer pur, la densité de cet alliage diminue de 0,84 g/cm3. Au
final, la densité du mélange pour une pression de 350 GPa est de 13,7 g/cm3.
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Figure 3.17 – Variation de la densité des structures hcp Fe, Fe0,97Si0,03 et Fe0,96Si0,03C0,01
en fonction de la pression.
Les figures 3.18 et 3.19 représentent les variations, en fonction de la densité, de VP et
VS calculées pour Fe0,96Si0,03C0,01 et comparées à celles du fer et de Fe0,97Si0,03. De ces
variations, nous tirons les observations suivantes :
• La distance séparant les atomes de silicium et de carbone n’a pas d’influence sur
les vitesses VP et VS.
• Le carbone a pour effet d’augmenter la vitesse VP de 2,45% (≈ 0,29 km/s) par
rapport à Fe0,97Si0,03 et le mélange silicium-carbone de 5,21% (≈ 0,60 km/s) par
rapport au fer pur.
• Le carbone a pour effet de diminuer la vitesse VS de 1,69% (≈ 0,1 km/s) par rap-
port à Fe0,97Si0,03 et le mélange silicium-carbone de 3,97% (≈ 0,24 km/s) par rap-
port au fer pur.
En comparant les résultats obtenus aux données du noyau, nous voyons que l’effet du
carbone et du silicium sur les vitesses des ondes sismiques est favorable, c’est à dire que
les vitesses VP augmentent et les vitesses VS diminuent.
Une étude expérimentale menée par Fiquet [104] a montré que 1% (en masse) de
carbone dans le fer pur, pouvait raisonnablement expliquer les différences observées sur
les vitesses VP entre la moyenne des modèles sismiques et l’expérience. Néanmoins, il
conclut également que ce résultat n’est possible que si le carbone est le seul élément léger
présent.
En combinant le carbone avec le silicium, nos résultats montrent que les vitesses VP du
mélange Fe0,96Si0,03C0,01 sont trop élevées pour s’ajuster sur les valeurs de PREM. Ceci
est donc en accord avec les observations de Fiquet.
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Par ailleurs, l’effet du carbone sur les vitesses VS n’est pas assez important pour un
ajustement sur PREM.
12 12,5 13 13,5 14 14,5 15
Densité (g/cm3)
11
11,5
12
12,5
13
13,5
V
p 
(km
/s)
Fe
Fe0,97Si0,03
Fe0,96Si0,03C0,01 distant
Fe0,96Si0,03C0,01 proche
PREM
Figure 3.18 – Variation de la vitesse VP des structures hcp Fe, Fe0,97Si0,03 et
Fe0,96Si0,03C0,01 en fonction de la densité.
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Figure 3.19 – Variation de la vitesse VS des structures hcp Fe, Fe0,97Si0,03 et
Fe0,96Si0,03C0,01 en fonction de la densité.
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Une conclusion partielle ce notre étude est donc que le carbone a pour effet de rap-
procher les modèles des données du noyau. Cet élément doit probablement se trouver en
très faible concentration dans le noyau car son influence sur la vitesse VP est relativement
importante, ce qui n’est pas l’effet recherché.
3.3.8 Influence de l’oxygène
Le dernier élément que nous allons étudier est l’oxygène. Il est placé dans le site in-
terstitiel (x=0,y=0 et z=0) de la structure Fe0,97Si0,03, soit à courte distance du silicium
(config. 3.5a), soit à plus grande distance (config. 3.5b). Dans ce mélange, les concentra-
tions (en masse) sont les suivantes : 95% de fer, 3,18% de silicium et 1,81% d’oxygène.
L’équation d’état à température nulle du mélange obtenu est représentée sur la fi-
gure 3.20. Comme nous pouvons le voir sur ce graphique, l’ajout de 1,8% d’oxygène aug-
mente la densité de 0,35 g/cm3 par rapport à Fe0,97Si0,03 et de 0,82 g/cm3 par rapport au
fer pur.
Pour se rapprocher des chiffres des données PREM, on voit qu’il est favorable que les
atomes de silicium et d’oxygène soient proches, configuration dans laquelle l’amplitude
des variations des vitesses VP et VS est plus importante.
Dans le tableau 3.4 sont reportées les valeurs des différentes vitesses du son calculées,
ainsi que les valeurs des différences d’enthalpies entre les différents mélanges étudiés à
320 GPa. L’état de plus basse énergie à température nulle est le mélange dans lequel les
atomes de silicium et d’oxygène sont proches. Toutefois la seconde configuration, dans
les conditions du noyau solide, pourrait être stable car la différence d’enthalpie est faible
(0.1 eV).
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Figure 3.20 – Variation de la densité en fonction de la pression pour les structures Fe,
Fe0,97Si0,03 et Fe0,95Si0,03O0,02.
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Les figures 3.21 et 3.22 représentent les variations, en fonction de la densité, de VP
et VS calculées pour Fe0,95Si0,03O0,02 et comparées à celles du fer et de Fe0,97Si0,03. Dans
ces graphiques, nous observons que :
• La position relative des atomes de silicium et d’oxygène dans le fer a un effet non
négligeable sur les vitesses de propagation. La différence entre les deux configu-
rations est de 1,1% (≈ 0,13 km/s) pour VP et de 4,4% (≈ 0,24 km/s) pour VS.
• L’ajout de 1,8% d’oxygène dans Fe0,97Si0,03 a pour effet d’augmenter la vitesse VP
de 0,1% (≈ 0,11 km/s), pour la configuration où les atomes de silicium sont dis-
tants, et de 1,95% (≈ 0,23 km/s) lorsqu’ils sont proches.
Par rapport au fer pur, l’ajout de 1,8% d’oxygène et de 3,8% de silicium augmente
la vitesse VP de 3,64% (≈ 0,42 km/s) pour la première configuration (atomes dis-
tants) et de 4,69% (≈ 0,54 km/s) dans la seconde (atomes proches).
• L’ajout de 1,8% d’oxygène dans Fe0,97Si0,03 a pour effet de diminuer la vitesse VS
de 2,54% (≈ 0,15 km/s), pour la configuration où les atomes de silicium sont dis-
tants, et de 6,79% (≈ 0,40 km/s) lorsqu’ils sont proches.
Par rapport au fer pur, l’ajout de 1,8% d’oxygène et de 3,8% de silicium augmente
la vitesse VP de 4,8% (≈ 0,29 km/s) pour la première configuration (atomes dis-
tants) et de 8,95% (≈ 0,54 km/s) dans la seconde (atomes proches).
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Figure 3.21 – Variation de la vitesse VP des structures hcp Fe, Fe0,97Si0,03 et
Fe0,95Si0,03O0,02 en fonction de la densité.
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Figure 3.22 – Variation de la vitesse VS des structures hcp Fe, Fe0,97Si0,03 et
Fe0,95Si0,03O0,02 en fonction de la densité.
L’oxygène est un élément dont la présence dans le noyau interne a déjà été envisagée
dans des études de la littérature [16]. Notre étude confirme que l’oxygène, combiné au
silicium, a un effet favorable sur les vitesses de propagation des ondes, ce qui en fait un
bon candidat pour la composition du noyau interne.
configuration Densité (g/cm3) ∆H (eV) VP ( km/s) VS ( km/s) coeff. Poisson
proche 13,50 0 12,62 6,01 0,36
distant 13,48 0,1 12,47 5,75 0,37
Fe 14,31 12,94 6,67 0,31
Fe0,97Si0,03 13,84 12,66 6,23 0,34
Table 3.4 – Tableau récapitulatif des deux structures de Fe0,97Si0,030 à 320 GPa. Compa-
raison avec le Fer pur et Fe0,97Si0,03.
3.3.9 Discussion
Dans les conditions de pression de la graine (330 à 364 GPa), les données du noyau
(PREM) indiquent que les matériaux qui s’y trouvent ont des densités comprises entre
12,76 et 13,08 g/cm3, ce qui est bien plus faible que la densité du fer pur (entre 2,9%
et 7% pour les régimes de basses et hautes températures [101, 102]). Dans cette étude,
les éléments que nous avons envisagés sont tous plus légers que le fer et ont pour effet
de diminuer sa densité. Comme pour le cas du silicium (voir figure 3.10), il est possible
d’extrapoler les quantités nécessaires d’éléments légers pour que la densité du mélange
corresponde aux données du noyau. En supposant que les relations entre les éléments
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sont linéaires, il est ainsi possible d’envisager des mélanges qui permettraient d’expliquer
les différences de densité entre le fer pur et la graine.
Dans une première approche, le silicium et l’oxygène, en impureté dans le fer et as-
sociés au silicium, se sont avérés avoir un effet favorable sur les vitesses des ondes sis-
miques calculées. L’augmentation de la vitesse VP et la diminution de la vitesse VS sont
les effets recherchés pour un ajustement sur les données PREM. À l’inverse, les autres
éléments légers n’ont pas l’effet souhaité sur les vitesses VP et VS.
Cependant, nos calculs montrent que l’influence des différents éléments légers se
combine et que leurs positions relatives dans le fer peuvent modifier les propriétés élas-
tiques des assemblages théoriques. Il ne faut donc pas s’arrêter aux résultats obtenus
séparément pour chaque élément.
Un bon exemple est celui du soufre qui, proche du silicium et dans le même plan
basal que ce dernier, n’a pas l’effet recherché sur VP pour un ajustement avec PREM. À
l’inverse la forte diminution de VS de cette configuration est un effet recherché. Pour
conserver l’effet sur VS tout en corrigeant VP, il est possible d’envisager une composi-
tion contenant une plus forte concentration en silicium, car ce dernier a pour effet de
fortement augmenter la vitesse VP et de diminuer également fortement la vitesse VS. En
combinant ces deux éléments dans de telles conditions, il pourrait alors être possible
d’obtenir un mélange ayant les propriétés (densité et vitesses du son) qui se rapprochent
des données du noyau.
Ce raisonnement ne s’applique pas nécessairement pour toutes les impuretés. L’hy-
drogène, par exemple, est un élément qui diminue la vitesse VS. Il n’est donc pas envi-
sageable de le combiner avec d’autres éléments dans la mesure où chaque composition
testée n’a pas eu l’effet de baisser assez significativement VS pour atteindre des valeurs
inférieures à PREM.
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3.4 Étude des composants du Manteau terrestre
Cette partie est consacrée à une étude préliminaire de l’effet de l’aluminium sur les
vitesses des ondes sismiques dans la perovskite MgSiO3.
Cette étude nous permet de mettre en avant tous les avantages de la DFPT : le système
étudié ici est de grande taille et ne contient pas, ou très peu, de symétries.
L’influence de l’aluminium sur l’élasticité de la perovskite MgSiO3 a été mesurée,
pour la première fois, par une étude expérimentale menée par J. Zhang et collabora-
teurs [105]. Ces derniers montrent que l’ajout de l’aluminium change la compressibilité
de cette perovskite et en concluent que cet élément a un effet important sur les vitesses
des ondes sismiques. De ce fait, il est nécessaire de le prendre en compte dans la compo-
sition des roches du manteau. Depuis ces travaux, de nombreuses autres études expéri-
mentales ont été publiées sur le sujet. L’effet de l’aluminium sur les propriétés élastiques
de la perovskite MgSiO3 a ainsi pu être mise en évidence [106, 107, 67, 108].
Il existe plusieurs mécanismes de substitution pour incorporer l’aluminium [109,
110, 111]. Dans le premier cas, un atome de magnésium et un atome de silicium sont
chacun substitués par un atome d’aluminium (Mg2++Si4+<=>2Al3+). Dans le second,
deux atomes de silicium sont substitués par des atomes d’aluminium. Dans ce cas, un site
contenant un atome d’oxygène est laissé vacant (2Si4++O2−<=>2Al3+), afin de conserver
la neutralité de charge.
(a) (b)
Figure 3.23 – Représentation des deux configurations étudiées de la structure
Mg15Si15Al2O48. Les deux atomes d’aluminium peuvent être proches (a) ou distants (b).
Les atomes de magnésium sont représentés par des sphères roses, les atomes de sili-
cium par des sphères bleues, les atomes d’oxygène par des sphères blanches et les atomes
d’aluminium par des sphères jaunes.
Dans le cadre de cette thèse, seul le premier mécanisme de substitution, avec une
seule composition, est étudié. Il y a cependant plusieurs configurations possibles pour
placer les deux atomes d’aluminium à la place du silicium et du magnésium.
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La position relative des deux atomes (en agrégat ou distants) est donc étudiée afin
d’en caractériser au mieux l’effet. Dans cet objectif, on construit deux super-cellules de
simulations représentatives des deux cas de figure (voir figure 3.23). La structure ato-
mique de cette super-cellule est Mg15Si15Al2O48, conduisant à la composition suivante :
22,67% de magnésium, 26,20% de silicium, 47,77% d’oxygène et 3,36% d’aluminium.
3.4.1 Détails numériques
Cette section décrit les différents paramètres utilisés pour les calculs réalisés avec
notre version de abinit.
Les deux structures étudiées sont des super-cellules de 80 atomes formées à partir de
la maille primitive de 20 atomes de la perovskite. Elles contiennent donc 4 (2x2x1) motifs
de base, soit 16 atomes de magnésium, 16 atomes de silicium et 48 atomes d’oxygène.
Dans ces structures, un atome de magnésium et de silicium est remplacé par un atome
d’aluminium.
L’échantillonnage des points k de l’espace réciproque est basé sur les points spéciaux
de Monkhorst et Pack [92] selon un maillage 2x2x2. Après une étude de convergence
menée sur les contraintes, le rayon de coupure de la base d’ondes planes utilisé pour les
fonctions d’onde est fixé à 40 Hartree (1088 eV). L’énergie de coupure de la base d’ondes
planes utilisée pour les densités (double grille) est fixée à 70 Hartree (1904 eV).
Les fichiers de pseudo-potentiel ont été téléchargés sur le site internet de abinit à
partir de la table officielle de pseudo-potentiels fournie [94]. Nous utilisons l’approxi-
mation LDA. Le nombre d’électrons de cœur et de valence pour chaque espèce chimique
est retranscrit dans le tableau 3.5. Compte-tenu des distances inter-atomiques et de la
grande taille de la cellule, nous n’avons pas incorporé les électrons de semi-cœur, ex-
cepté pour le magnésium.
Élément [cœur] valence
O [1s2] 2s22p4
Mg [1s2] 2s22p63s2
Al [1s22s22p6] 3s23p1
Si [1s22s22p6] 3s23p2
Table 3.5 – Configurations électroniques choisies pour les calculs.
Afin de couvrir le domaine des données PREM, les différentes configurations seront
étudiées pour des pressions de 80 GPa, 100 GPa, 120 GPa, 140 GPa et 160 GPa. À ces
pressions, il n’y a pas encore de recouvrement des régions d’augmentation PAW.
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3.4.2 Influence de l’aluminium
L’équation d’état à température nulle de la roche théorique est représentée sur la fi-
gure 3.24. L’ajout de 3,36% d’aluminium dans la perovskite MgSiO3 a une influence très
faible sur sa densité. Les données PREM du manteau indiquent que les roches effective-
ment présentes ont des densités variant de 5,01 g/cm3 à 5,48 g/cm3.
80 100 120 140 160
Pression (GPa)
5.2
5.3
5.4
5.5
5.6
5.7
5.8
D
en
sit
é 
(g/
cm
3 )
MgSiO3
Mg15Si15Al2O48
Figure 3.24 – Variation de la densité en fonction de la pression pour la structure
Mg15Si15Al2O48.
La figure 3.25 représente la variation du module d’incompressibilité K en fonction de
la pression de la perovskite MgSiO3 contenant 3,36% d’aluminium et ce pour les deux
configurations. L’effet de l’aluminium y apparaît très faible (diminution de 0,4%). Ce
résultat est en accord avec les observations expérimentales [107, 112].
La variation du module de cisaillement est tracée sur la figure 3.26. L’aluminium a
pour effet de diminuer la valeur de ce module. Cette diminution a une amplitude de
1,58% (≈ 5GPa). Ces résultats ne coïncident pas avec les résultats expérimentaux. Dans
une étude menée par J.M. Jackson et collaborateurs [107], des mesures de modules de
cisaillement ont été réalisées en laboratoire : elles montrent que l’aluminium à hauteur
de 5,1% diminue ce module de 5,6%. L’effet mesuré en laboratoire est donc plus impor-
tant que l’effet théorique. Les mesures expérimentales de Jackson étant réalisées dans les
conditions de pression et température ambiantes, il est très difficile de procéder à une
comparaison.
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Figure 3.25 – Variation dumodule d’incompressibilité K de la structureMg15Si15Al2O48
en fonction de la pression.
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Figure 3.26 – Variation du module de cisaillement G Mg15Si15Al2O48 en fonction de la
pression.
Des calculs de réponse au champ électrique ont été effectués afin de déterminer les
charges effectives sur chacun des atomes de la super-cellule. L’objectif ici est d’identifier
un effet éventuel de la présence de l’aluminium. Les résultats du calcul à 120 GPa sont
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reportés dans le tableau 3.6.
Dans le cas du cristal pur, la charge de chaque atome est proche de la valeur nomi-
nale (Mg2+,Si4+,O2−). La substitution des atomes de magnésium et de silicium par un
atome de silicium n’a pas d’effet notable sur les charges effectives. De plus, la position
des atomes d’aluminium dans le cristal n’a pas non plus d’influence sur les charges ef-
fectives.
Atome : x y z
Mg 2,02 1,95 2,12
Si 3,66 3,74 3,67
O1 -1,70 -1,55 -2,44
O2 -1,99 -2,07 -1,67
O3 -1,99 -2,07 -1,67
(a) pv MgSiO3
Atome : x y z
Mg 1,85 2,14 2,00
Si 3,79 2,99 3,51
O1 -1,49 -1,55 -2,24
O2 -2,08 -1,79 -1,67
O3 -2,08 -1,79 -1,59
(b) pPv MgSiO3 J.Tsuchiya [113]
Atome : x y z
Al1 3,03 2,90 3,20
Al2 2,80 2,91 2,82
Mg 2,03 1,85 2,13
Si 3,63 3,72 3,67
O1 -1,73 -1,53 -2,44
O2 -2,00 -2,12 -1,68
O3 -2,01 -2,08 -1,68
(c) Mg15Si15Al2O48 configuration
proche
Atome : x y z
Al1 2,97 2,90 3,20
Al2 2,83 2,85 2,79
Mg 2,06 1,91 2,12
Si 3,59 3,77 3,69
O1 -1,73 -1,51 -2,42
O2 -2,01 -2,06 -1,68
O3 -1,89 -2,02 -1,71
(d) Mg15Si15Al2O48 configuration dis-
tante
Table 3.6 – Charges effectives de la perovskite MgSiO3 dopée à l’aluminium. Le tableau
(a) présente les charges effectives à 120 GPa calculées par DFPT. Le tableau (b) est issu
d’une étude de J.Tsuchiya et collaborateurs [113] sur une post-perovskite. Les tableaux
(c) et (d) contiennent les charges effectives de la perovskite contenant 3,36% d’aluminium
dans les deux configurations.
L’influence de l’aluminium dans MgSiO3 sur les vitesses VP et VS est représenté sur
les figures 3.27 et 3.28. On remarque sur ces graphiques que :
• La position relative des atomes d’aluminium dans la structure n’a pas d’influence
sur les vitesses VP et VS.
• La présence d’aluminium a pour effet de baisser les vitesses VP de 0,36%
(≈ 0,05km/s) et VS de 0,65% (≈ 0,05km/s).
En comparaison avec les données PREM du manteau, l’amplitude de ces variations
est qualitativement correcte, mais elle n’est pas assez importante pour un ajustement sur
les données sismiques. Nous pouvons en conclure que l’aluminium est un élément qui a
un effet favorable.
Notre étude étant à un stade préliminaire. Pour aller plus loin, il est maintenant lo-
gique d’associer l’aluminium avec d’autres impuretés. Le fer [114, 115, 116] et les espèces
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OH− sont des éléments également étudiés qui pourraient entrer dans la composition des
roches du manteau terrestre.
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Figure 3.27 – Variation de la vitesse VP de la structure Mg15Si15Al2O48 en fonction de
la densité.
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Figure 3.28 – Variation de la vitesse VS de la structure Mg15Si15Al2O48 en fonction de
la densité.
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3.5 Conclusion
Ce chapitre a été consacré à l’application du formalisme développé dans ce projet de
thèse sur des matériaux d’intérêt géophysique.
Pour étudier l’effet des éléments en faible concentration dans le fer ou dans la per-
ovskite, il a été nécessaire d’utiliser des super-cellules. Les défauts introduits brisent les
symétries des super-cellules, ce qui rend les calculs d’élasticité très consommateurs en
ressources informatiques. La DFPT dans l’approche PAW s’est avérée être une méthode
très efficace, il nous a été possible de couvrir facilement l’ensemble du domaine de pres-
sion dumanteau et du noyau terrestre, et d’étudier plusieurs combinaisons envisageables
de positions des impuretés.
La taille des super-cellules ayant permis de simuler plusieurs configurations ato-
miques, nous avons pu obtenir des résultats quant à l’effet de la position des éléments lé-
gers dans le cristal. Il s’agit d’une information qui n’est pas accessible par les observables
naturelles ou même par les expériences de laboratoire. Nous avons ainsi démontré que
la position des impuretés (en agrégat ou distants) peut jouer un rôle important sur les
vitesses des ondes élastiques.
Parmi les éléments étudiés, le silicium et l’oxygène sont des éléments qui se sont
avérés avoir un effet favorable — allant dans le sens d’un ajustement sur les données
PREM— sur les vitesses calculées. Ce sont donc des candidats probables pour la compo-
sition du noyau.
L’hydrogène n’a pas un effet favorable. Son effet sur la vitesse VS, même combiné
au silicium, ne permet pas de se rapprocher des données du noyau, confirmant ainsi de
précédents calculs effectués sur le fer pur [103].
Le soufre est un élément qui n’a pas un effet a priori favorable pour s’ajuster les don-
nées PREM, mais qui pourrait néanmoins être présent en faible quantité car nos calculs
montrent que l’une des configurations du mélange fer-silicium-soufre est envisageable.
Le carbone a un effet faiblement significatif mais les calculs n’excluent pas qu’il se
trouve en très faible proportion dans les roches de la graine.
Tous nos résultats ne permettent pas d’émettre de réelles propositions quant à la com-
position du noyau terrestre. Néanmoins, il nous a été possible de mieux identifier l’effet
de chaque impureté prise séparément et associée au silicium. Nous avons pu montrer,
pour chacun des éléments envisagés, que la présence du silicium modifiait en amplitude
la variation des vitesses d’ondes.
L’étude préliminaire sur la perovskite nous a permis d’identifier l’effet de l’alumi-
nium en impureté : les calculs se sont montrés en accord avec les mesures expérimentales
réalisées en laboratoire. La taille des cellules nécessaires pour obtenir la concentration en
aluminium voulue s’est avérée parfaitement adaptée à la méthode DFPT. L’outil que nous
avons développé s’est révélé performant par rapport aux méthodes utilisées habituelle-
ment.
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Projet de recherche
Cette thèse de doctorat est une contribution à la modélisation des propriétés élas-
tiques des matériaux et a pour objectif de réaliser des calculs sur les propriétés élastiques
de matériaux modèles présents dans le noyau et dans le manteau terrestre.
Le projet s’est déroulé en deux étapes relativement indépendantes :
La première étape a été consacrée au développement théorique et informatique de la
DFPT dans l’approche PAW pour les réponses à la déformation et à la perturbation du
champ électrique. L’objectif étant le développement d’un outil de calcul des propriétés
élastiques des matériaux dans un formalisme "premiers principes" (ab initio), combinant
tous les avantages des standards actuels, en termes de précision et de performances. La
finalité était de mettre à disposition un code permettant l’étude de la plupart des sys-
tèmes s’affranchissant des défauts des méthodes utilisées jusqu’à présent.
La seconde étape du projet a été l’application de cet outil pour une étude des proprié-
tés sur des matériaux d’intérêt géophysique. Des calculs ont donc été réalisés illustrant
l’effet des éléments légers sur la vitesse de propagation des ondes sismiques et cherchant
à décorréler l’action individuelle de ces éléments.
Démarche scientifique
La première partie — théorie et programmation— a clairement été celle qui a occupé
la plus grande part du projet. L’achèvement complet de l’implémentation informatique
était un passage nécessaire et a constitué un obstacle qu’il a fallu franchir avant de pour-
suivre.
En analysant rétroactivement le déroulement de la thèse, il apparaît qu’une vraie
difficulté a été la prise en main des différents formalismes à maîtriser, afin de pouvoir
écrire les équations de la DFPT dans l’approche PAW. J’ai dû étudier et assimiler plusieurs
théories (toutes présentées dans le premier chapitre de ce mémoire) ; puis il a fallu les
associer pour obtenir le formalisme final. J’ai pu tirer parti de travaux antérieurs tels que
ceux de Audouze et collaborateurs [35] (DFPT dans l’approche PAW), de Hamann [36]
(réponse à la déformation) ou ceux de Gonze [37], Umari [38] et Miwa [52] (réponse au
champ électrique).
Mais les publications scientifiques ne sont qu’un point de départ ; pour acquérir une
maîtrise suffisante de la théorie, dans le but de la modifier, il faut en saisir toutes les
subtilités. Dans le cas présent, il a été très important de distinguer, dans les équations
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du formalisme, l’origine précise de chacun des termes qui viennent s’ajouter : les contri-
butions “sur site” PAW, la non-orthogonalité des fonctions d’onde, la compensation de
charge, les variations du tenseur métrique. J’ai pu bénéficier d’un environnement de tra-
vail favorable en travaillant dans un laboratoire du CEA dont les membres sont tous des
spécialistes de la Théorie de la Fonctionnelle de la Densité ; les domaines d’expertise du
laboratoire couvrent plus particuliement les développements théoriques autour des cal-
culs de fonctions de réponse (par l’approche DFPT mais pas que), mais aussi la mise en
œuvre de l’approche PAW.
Le développement théorique n’a pu se faire qu’en adoptant un plan de travail clair.
En distinguant précisément les différentes étapes d’un calcul de DFPT, et notamment
en clarifiant les liens entre ces étapes, j’ai pu établir une liste précise des équations à
exprimer. J’ai pu identifier des tâches indépendantes les unes des autres et estimer le
niveau de difficulté pour les réaliser. Par exemple, il est rapidement apparu qu’il valait
mieux commencer par établir les expressions utiles au tenseur élastique à atomes fixes,
puis aborder le sujet des coefficients de couplage force-déformation, pour terminer fina-
lement par la réponse au champ électrique. Cet ordre a semblé logique, compte-tenu de
la complexité des relations à établir. Par ailleurs, et pour chacune des réponses énumé-
rées précédemment, il a semblé logique d’organiser le développement du formalisme en
adoptant l’ordre chronologique des opérations lors d’un calcul de DFPT : établir l’expres-
sion de la contribution à fonctions d’onde constantes — non auto-cohérente, donc facile
à tester —, puis celle de la dérivée du Hamiltonien, seule quantité nouvelle nécessaire
pour obtenir la dérivée des fonctions d’onde. Enfin la dernière étape a été l’établissement
de la formulation non variationnelle de l’énergie au second ordre.
Au final, il s’est avéré que les deux principaux verrous qui ont posé des difficultés ont
été : 1-le calcul de la dérivée seconde du Hamiltonien dont l’expression, particulièrement
longue, présente de nombreux risques d’erreur, 2-la généralisation des formules de la ré-
ponse au champ électrique dans le cadre de la limite des grandes longueurs d’ondes, qui
implique quelques subtilités mathématiques.
La phase de mise en œuvre informatique devait nécessairement être achevée avant
de pouvoir se lancer dans les calculs. Cet obstacle a été franchi mais il comportait une
part de risque, liée à la programmation de code : mettre en œuvre des formules com-
plexes comme celles que nous avons obtenues nécessite une grande rigueur pour éviter
l’introduction d’erreurs ou de bogues. Comme je l’ai détaillé dans la section consacrée à
la validation du code, il a fallu jalonner le projet d’étapes intermédiaires de vérification.
Certaines d’entre elles se sont avérées plus difficiles à franchir que d’autres, notamment
à cause de la difficulté numérique posée par les déformations de grille. Cette démarche
s’est avérée finalement efficace et la phase d’implémentation a pu être menée jusqu’au
bout.
Par ailleurs, le code abinit, qui est disponible depuis plus de quinze ans, est un pro-
gramme qui demande un investissement minimal pour en assimiler la structure. Il n’est
pas immédiat de comprendre l’organisation des fichiers sources du code et l’implémen-
tation des équations. Là encore, j’ai bénéficié de l’expérience des membres du laboratoire
du CEA, dont la plupart participent au développement du code abinit.
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Pour toutes les raisons évoquées précédemment, la seconde phase du projet — ap-
plication sur des matériaux de la géophysique — n’a pu être mise en œuvre que dans la
dernière année de la thèse. Il est clair que nous n’avons pu qu’entamer des études qui
devront être poursuivies par la suite.
Cette étape de production de résultats m’est apparue finalement avoir deux objec-
tifs : Le premier — scientifique — est celui qui est annoncé en début de projet : il s’agit
d’apporter des éléments de réponse à une problématique posée aux géophysiciens. Le
second objectif — plus technique — concerne le code de calcul : il s’agit de contribuer
au débogage de l’outil informatique produit au cours de la thèse en l’appliquant dans un
contexte de production de résultats. Il a donc parfois fallu revenir en arrière et apporter
des corrections au code suite à des résultats non attendus.
Au final, cet outil est désormais fonctionnel et robuste, il est maintenant possible de
calculer le tenseur élastique complet, de manière complètement analytique et ce dans
le formalisme PAW. Nous l’avons démontré, en effectuant en série des calculs de vitesse
d’ondes élastiques sur plusieurs types de matériaux, métalliques ou isolants.
Pour conclure cette section dédiée à l’analyse de ma démarche scientifique, il me
semble important de revenir sur la double tutelle de ce projet. La thèse s’est déroulée
dans deux laboratoires qui ont chacun apporté leurs spécificités.
Le premier, laboratoire du CEA, est spécialisé dans le calcul de structure électronique
et dans le développement de code. Il contient donc à la fois des développeurs, mais aussi
un certain de nombre d’utilisateurs de codes de simulations. Ces derniers ont été ca-
pables, tout au long de ma thèse, de me suggérer des cas tests pour mon implémentation.
Le second laboratoire, situé à l’ENS de Lyon, est spécialisé dans la géologie. Lors de
mes séjours dans ce laboratoire, j’ai pu me familiariser avec les Sciences de la Terre et
ainsi comprendre les problématiques liées à ce domaine. J’ai, en particulier, pu identifier
quels avantages la physique ab initio peut apporter à la géophysique.
L’association des deux environnements de travail a constitué un avantage certain. Elle
a aussi permis une meilleure efficacité. En effet, le travail de programmation informa-
tique peut rapidement devenir prépondérant sur le reste (il y a toujours un bogue à
corriger). En me déplaçant dans un autre environnement, j’ai pu régulièrement mettre
de côté les problématiques informatiques et orienter le travail vers la production de ré-
sultats concrets.
Par ailleurs, il serait incomplet de conclure sans faire référence à la puissance de
calcul qui a été mise à ma disposition. Les super-calculateurs des centres du CEA ont
joué un rôle important dans cette thèse. J’y ai eu accès grâce au financement du CEA ; j’ai
également pu bénéficier d’heures de calcul dans le cadre du programme GENCI (Grand
Equipement National pour le Calcul Intensif).
Ma consommation totale a été d’1,7 millions d’heures, toutes consommées dans la phase
de production des résultats.
137
Conclusion
Principaux résultats
Le principal apport de ce projet de thèse est avant tout théorique. J’ai développé le for-
malisme de la Théorie de Perturbation de la Fonctionnelle de la Densité dans l’approche
PAW dans le cas de la réponse à la déformation associée à celle du champ électrique.
Le code abinit dispose maintenant d’une nouvelle fonctionnalité basée sur le nou-
veau formalisme développé. Ce code est à la disposition de la communauté scientifique,
librement téléchargeable et sous licence GNU-GPL. A ma connaissance, il s’agit du seul
code disposant de cette fonctionnalité (calcul des tenseurs élastique et piézoélectrique
dans l’approche PAW).
Le calcul de propriétés élastiques en DFPT en base d’ondes planes, accéléré par l’ef-
ficacité numérique de l’approche PAW, s’avère être une méthode de choix pour étudier
des systèmes de grande taille, plus complexes (par exemple, en l’absence de symétries). Il
peut donc être appliqué dans le cas de mélanges à faible dilution, tels que ceux envisagés
dans la géophysique interne. Il peut également être appliqué pour étudier des matériaux
désordonnés, des défauts étendus des structures 2D, etc.
En ce qui concerne l’étude des vitesses de propagation d’ondes dans les matériaux
d’intérêt géophysique, les résultats sont les suivants :
Nous avons confirmé l’effet du silicium en dilution dans le fer, tel que celui-ci avait
déjà été identifié dans la littérature. Nous avons confirmé que la concentration en si-
licium avait une influence sur les propriétés élastiques d’un alliage modèle de fer et de
silicium. Nous avons montré que la répartition du silicium dans le matériau— en agrégat
ou régulièrement espacé — pouvait également avoir un effet non négligeable.
Nous avons étudié les éléments légers (H, O, C ou S) en impureté dans une matrice
de fer-silicium. Ces derniers sont, d’un point de vue géochimique et géologique, les plus
favorables pour faire partie du noyau. Nous avons regardé l’influence de la position de
ces impuretés dans la matrice et nous avons confronté nos resultats aux données dispo-
nibles pour le noyau (PREM). Nous avons identifié un effet clair de l’ordre-désordre sur
les vitesses sismiques. Nous avons pu écarter la présence de l’hydrogène dans la graine
car, cet élément a tendance à durcir l’alliage, ce qui va au contraire des observations sis-
miques et des comparaisons avec le fer pur. Sur les mêmes comparaisons, nous avons pu
favoriser la présence simultanée de silicium et d’oxygène.
Nous avons effectué une étude préliminaire de l’effet de l’aluminium dans la perovs-
kite MgSiO3 présente dans le manteau terrestre. Nous avons démontré la faisabilité de
ce type de calculs, utilisant des cellules de simulation de grande taille.
Pistes de réflexion
Les calculs effectués dans ce projet de thèse ont permis de mieux caractériser l’effet
de la présence dans le fer d’un certain nombre d’éléments légers sur les vitesses des ondes
sismiques. Nous n’avons envisagé que des configurations simples, et placé les impuretés
“régulièrement” dans le cristal en répétant un motif de 16 atomes. Pour poursuivre cette
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étude et utiliser de manière optimale l’efficacité de la DFPT en PAW, il est possible d’en-
visager des systèmes plus complexes. Nous pourrions, par exemple, construire un motif
de plus grande taille et placer les éléments légers dans une configuration moins “pé-
riodique” en répartissant de façon moins régulière dans la cellule de simulation. Nous
pourrions former des agrégats de plus grande taille ou placer différents agrégats dans la
cellule. Nous pourrions également combiner un plus grand nombre d’éléments légers si-
multanément, en cherchant à associer ceux qui ont l’effet le plus favorable sur les vitesses
de propagation. De cette façon, il serait envisageable de construire un modèle théorique
s’approchant de la réalité.
Le noyau est composé d’un alliage à base de fer contenant du nickel [4] (environ 5
à 10%), or dans cette étude, nous avons considéré que le nickel n’avait pas d’influence
sur les vitesses des ondes sismiques [70, 72, 20]. Avec les possibilités de la DFPT, il se-
rait possible d’étudier une très grande cellule d’un alliage de fer-nickel contenant un ou
plusieurs éléments légers.
Le manteau, composé en majeure partie de perovskite MgSiO3 [4], nécessite l’étude
de grands systèmes. Dans le cadre de cette thèse, une seule composition contenant de
l’aluminium a été étudiée, or ce n’est pas le seul élément présent dans le manteau. Pour
aller plus loin, il serait souhaitable, d’ajouter surtout du fer, à l’état Fe2+ et Fe3+, en
dilution, en plus de l’aluminium. La présence d’OH- pourrait également être étudiée.
Pour simuler un alliage désordonné (à base de fer, de silicium ou de nickel), il fau-
drait envisager de faire des calculs de DFPT sur de très grands systèmes (plusieurs cen-
taines/milliers d’atomes). Ceci est probablement encore difficile à réaliser. En revanche,
il est tout à fait possible de construire des alliages modèles en utilisant la méthode “spe-
cial quasirandom structures” (SQS) [117]. Cette méthode, qui permet de simuler un
désordre presque aléatoire en utilisant des mailles cristallines particulières serait parfai-
tement applicable dans le cas des études de géophysique. Dans la pratique, il faudrait ef-
fectuer des calculs sur des mailles cristallines quelconques (totalement déformées) conte-
nant quelques dizaines d’atomes. La DFPT serait uneméthode de choix pour les calculs, à
l’inverse des méthodes basées sur les différences finies qui nécessiterait un grand nombre
de déformations manuelles et de relaxations atomiques. Les calculs de phonons (indis-
pensables pour le tenseur élastique complet) seraient particuliement lourds pour les SQS
s’il fallait les réaliser en différences fines car ils nécessiteraient de construire des super-
cellules de mailles SQS.
La DFPT possède cependant une contrainte qui en limite la portée pour le calcul de
propriétés dans les conditions du cœur ou du manteau terrestre : elle ne restitue pas
les effets de la température. Pour prendre en compte cet effet, non négligeable et sur-
tout non-linéaire, dans l’intérieur terrestre, la Dynamique Moléculaire est une méthode
possible. Il s’agit d’extraire les fonctions de réponse de trajectoires de dynamique molé-
culaire ab initio. Cependant, les calculs de ce type sont très coûteux. De plus, en ce qui
concerne la détermination des constantes élastiques, il est possible de les extraire à par-
tir des pentes des modes de phonons. En 2013, O. Hellman [118] publie une méthode de
calcul de la matrice dynamique basée sur l’étude des trajectoires. Cette méthode promet-
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teuse est déjà utilisée pour calculer des spectres de phonons en température.
Pour faire suite à ce travail, plusieurs développements peuvent être envisagés pour
ajouter des fonctionnalités dans abinit :
Tout d’abord, il est possible d’étendre le formalisme dans le cas des fonctionnelles
d’échange et corrélation GGA. En effet, les formules présentées dans ce mémoire ne sont
applicables que dans le cadre de l’approximation de la Densité Locale (LDA). Hamann a
proposé un développement de l’approximation du Gradient Généralisé (GGA) [119] pour
le cas des pseudo-potentiels à norme conservée ; il faudrait l’étendre au formalisme PAW.
La DFPT dans l’approche PAW est maintenant disponible pour calculer la plupart
des fonctions de réponse de second ordre. Nous avons montré qu’elle avait une appli-
cation concrète pour les calculs en lien avec la géophysique. Mais peut-on aller plus
loin ? Quelles propriétés d’intérêt pour la géophysique peuvent être encore extraites de
la DFPT ?
La spectroscopie Raman est une méthode expérimentale utilisée pour l’analyse des
minéraux. Le projet WURM [120] a pour objectif d’établir une base de données de
spectres Raman, de spectres infrarouges et d’autres propriétés physiques des minéraux.
Cette base de données est construite à l’aide de calculs de DFPT. Les intensités Raman
sont directement reliées à la dérivée troisième de l’énergie. Ce type de calculs nécessite,
en particulier, le calcul de la dérivée troisième de l’énergie par rapport à deux perturba-
tions du champ électrique et à un déplacement atomique (ou par rapport à trois pertur-
bations du champ électrique). Les expressions nécessaires à ces calculs ont été dérivées
pour le cas des pseudo-potentiels à norme conservée ; il faudrait les généraliser dans l’ap-
proche PAW.
L’étude des propriétés de transport de la chaleur — l’étude de la convection — est
une branche de la géophysique qui pourrait également bénéficier des calculs ab initio
en DFPT. Les dérivées de l’énergie aux troisième et quatrième ordres donnent accès au
couplage phonon-phonon utilisé dans le cadre du calcul de transport de chaleur. Elles
sont accessibles dans le formalisme DFPT, et en particulier dans l’approche PAW. Ce
type de développement nécessiterait d’établir des formules de complexité analogue à
celles proposées dans cette thèse.
Les matériaux de l’intérieur terrestre ne sont pas, dans la réalité, parfaitement élas-
tiques. La déformation et la contrainte ne sont pas en phase et les contraintes ne sont
pas nécessairement une réponse immédiate à la déformation. Ce phénomène est une des
manifestations de l’anélasticité, attribué notamment aux défauts ponctuels du matériau.
L’anélasticité se manifeste en particulier par l’atténuation des ondes sismiques avec la
distance. Pour modéliser cet effet non linéaire, on sépare généralement la réponse à une
déformation en une partie élastique — calculée dans cette thèse — et une partie anélas-
tique. La partie anélastique contient des informations sur les contraintes et la nature des
défauts du système. En dérivant l’énergie au troisième ordre dans l’approche DFPT, il est
tout à fait possible de calculer cette partie anélastique.
140
Les calculs de fonctions de réponse dans le cadre de la Théorie de Perturbation
de la Fonctionnelle de la Densité, dans l’approche PAW, ne manquent donc pas de
champs d’application. Ils ouvrent beaucoup de perspectives, plus particulièrement pour
les études de géophysique interne.
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Annexe A
Calcul des dérivées de l’opérateur
non local
La contribution du potentiel non-local à l’énergie (notée Enl ici) dans le formalisme
PAW s’exprime :
Enl =
∑
I
∑
a,ij
〈ψ˜(0)I |p˜ai 〉
(
Daij − ǫI saij
)
〈p˜aj |ψ˜
(0)
I 〉 (A.1)
où p˜ai (r) = p˜
a
limini
(r) =
plimini (r)
r
Ylm(K̂) sont les projecteurs non locaux avec i=limini .
Dans cette annexe, seules les contributions des dérivées des projecteurs sont calcu-
lées. Les contributions des dérivées de
(
Daij − ǫI saij
)
ne sont pas prises en compte ici. Ce
terme est considéré constant. Les dérivées de l’énergie s’écrivent donc :
Enl
λ1
=
∑
I
∑
a,ij
〈ψ˜(0)I |
|p˜ai 〉〈p˜aj |
λ1
|ψ˜(0)I 〉
(
Daij − ǫI saij
)
(A.2)
2Enl
λ1λ2
=
∑
I
∑
a,ij
〈ψ˜(0)I |
|p˜ai 〉〈p˜aj |
λ1λ2
|ψ˜(0)I 〉
(
Daij − ǫI saij
)
(A.3)
λ1 et λ2 sont deux variables telles qu’une coordonnée atomique R˜aδ , une déformation εαβ
ou la coordonnée d’un vecteur d’onde Kγ .
Introduisons les notations suivantes :
χaI,i = 〈p˜ai |ψ˜
(0)
I 〉 et ζaI,i =
∑
j
(
Daij − ǫI saij
)
χaI,i (A.4)
Où i = limini
L’énergie non-locale, dans ces notations, s’écrit :
Enl =
∑
I
∑
a,i
χaI,i
∗ζaI,i (A.5)
En développant les fonctions d’onde sur la base d’ondes planes, l’expression de χaI,i et ζ
a
I,i
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devient :
χaI,i =
4π√
Ω
ili
∑
G
CG e
2πiK·Ra Halimini (K) (A.6)
ζaI,i =
∑
j
4π√
Ω
ilj (Dij − ǫnsij )
∑
G
CG e
2πiK·Ra Haljmjnj (K) (A.7)
Où Halimini (K) sont les facteurs de formes non-locaux et K = k+G.
A.1 Définition des facteurs de formes non-locaux
et leurs dérivées
Les facteurs de formes non locaux sont définis comme étant :
Halmn(K) = Ylm(K̂)fnl(K) (A.8)
avec :
fnl(K) =
∫
paln(r)jl(Kr)rdr (A.9)
où jl(x) sont les fonctions de Bessel sphériques du premier ordre.
L’expression de la dérivée première de Halmn(K) s’écrit :
Halmn(K)
Kγ
=
∑
µ
G
µ
γ H˜
′a
lmn,µ(K) (A.10)
avec
H˜
′a
lmn,µ(K) =
(
Ylm(K̂)
K
)red
µ
fnl(K) +
f
′
nl(K)
K
Ylm(K̂)K˜µ (A.11)
et (
Ylm(K̂)
K
)red
µ
=
∑
α
Rαµ
Ylm(K̂)
Kγ
(A.12)
Il en est de même pour la dérivée seconde :
2Halmn(K)
KγKδ
=
∑
µν
G
µ
γG
ν
δ H˜
′′a
lmn,µν(K) (A.13)
avec
H˜
′′a
lmn,µν(K) =
(
2Ylm(K̂)
KK
)red
µν
fnl(K) + K˜µK˜ν
f
′′
nl(K)
K2
Ylm(K̂)
+
(Ξµν − K˜µK˜νK2 )Ylm(K̂) +
(
Ylm(K̂)
K
)red
µ
K˜ν +
(
Ylm(K̂)
K
)red
ν
K˜µ
 f ′nl(K)K
(A.14)
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et (
2Ylm(K̂)
KK
)red
µν
=
∑
µν
R
γ
νR
δ
µ
Ylm(K̂)
KγKδ
(A.15)
Autres dérivées utiles :
Halmn(K)
εαβ
=
∑
γ
H
Kγ
Kγ
εαβ
=
∑
γ
(∑
µ
H˜
′a
lmn,µ(K)G
µ
γ
)(
−
∑
ν
Gνβ K˜νδαγ
)
= −
∑
µν
G
µ
αG
ν
βH˜
′a
lmn,µ(K)K˜ν
(A.16)
2Halmn(K)
εαβεγδ
=
∑
µνλρ
G
µ
αG
ν
βG
λ
γG
ρ
δ
(
H˜
′′a
lmn,µλ(K)K˜νKρ +ΞµρH˜
′a
lmn,µ(K)K˜ν
)
(A.17)
2Halmn(K)
εαβKγ
=
∑
µνλ
ΥγµG
µ
αG
λ
β H˜
′′a
lmn,µν(K)K˜λ − G
γ
β
∑
µ
G
µ
αH˜
′a
lmn,µ(K) (A.18)
A.2 Dérivées des contributions non-locales
A.2.1 Contribution aux contraintes
On calcule ici :
σαβ =
∑
I
∑
a,i
1
Ω
χaI,i
∗ζaI,i
εαβ
=
∑
I
∑
a,i
[
χaI,i
∗
εαβ
ζaI,i +χ
a
I,i
∗ ζ
a
I,i
εαβ
]
(A.19)
La dérivée de χaI,i par rapport à une déformation s’écrit :
χaI,i
εαβ
=
4π√
Ω
ili
∑
G
CG e
2πiG·Ra H
a
lmn(K)
εαβ
− δαβ
2
χaI,i (A.20)
A.2.2 Contribution au tenseur élastique
On calcule ici :
∑
I
∑
a,i
2χaI,i
∗ζaI,i
εαβεγδ
=
∑
I
∑
a,i
[

εγδ
(
χaI,i
∗
εαβ
ζaI,i +χ
a
I,i
∗ ζ
a
I,i
εαβ
)]
=
∑
I
∑
a,i
[
2χaI,i
∗
εαβεγδ
ζaI,i +
χaI,i
∗
εαβ
ζaI,i
εγδ
+
χaI,i
∗
εγδ
ζaI,i
εαβ
+χaI,i
∗ 
2ζaI,i
εαβεγδ
]
(A.21)
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La dérivée seconde de χaI,i par rapport à une déformation s’écrit :
2χaI,i
εαβεγδ
=

εγδ
[
4π√
Ω
ili
∑
G
CG e
2πiG·Ra H
a
lmn(K)
εαβ
− δαβχaI,i
]
=
4π√
Ω
ili
∑
G
CG e
2πiG·Ra 
2Halmn(K)
εαβεγδ
− δγδ
2
χaI,i
εαβ
− δαβ
2
χaI,i
εγδ
(A.22)
A.2.3 Contribution au tenseur de couplage force-déformation
On calcule ici :
∑
I
∑
a,i
2χaI,i
∗ζaI,i
εαβR˜aδ
=
∑
I
∑
a,i
[

R˜aδ
(
χaI,i
∗
εαβ
ζaI,i +χ
a
I,i
∗ ζ
a
I,i
εαβ
)]
=
∑
I
∑
a,i
[
2χaI,i
∗
εαβR˜aδ
ζaI,i +
χaI,i
∗
εαβ
ζaI,i
R˜aδ
+
χaI,i
∗
R˜aδ
ζaI,i
εαβ
+χaI,i
∗ 
2ζaI,i
εαβR˜aδ
]
(A.23)
La dérivée première de χaI,i par rapport au vecteur d’onde s’écrit :
χaI,i
R˜aδ
=
4π√
Ω
ili
∑
G
CG K˜δe
2πiK·Ra Halmn(K) (A.24)
La dérivée seconde de χaI,i par rapport à une déformation et à un déplacement ato-
mique R˜aδ s’écrit :
2χaI,i
εαβR˜aδ
=

R˜aδ
[
4π√
Ω
ili
∑
G
CG e
2πiG·Ra H
a
lmn(K)
εαβ
− δαβχaI,i
]
=
4π√
Ω
ili
∑
G
CG K˜i e
2πiG·Ra H
a
lmn(K)
εαβ
− δαβ
2
χaI,i
R˜aδ
(A.25)
A.2.4 Contribution au tenseur piézoélectrique
Pour le calcul du tenseur piézoélectrique, il est nécessaire de calculer :
2Enl
εαβK˜γ
=
∑
I
∑
ij
〈ψ˜(0)I |

εαβ
(
|p˜ai 〉
〈p˜aj |
K˜γ
)
|ψ˜(0)I 〉
(
Daij − ǫI saij
)
(A.26)
Ce qui s’écrit :
∑
I
∑
a,i
2χaI,i
∗ζaI,i
εαβK˜γ
=
∑
I
∑
a,i
2χaI,i
∗
εαβK˜γ
ζaI,i +
χaI,i
∗
εαβ
ζaI,i
K˜γ
(A.27)
La dérivée seconde de χaI,i par rapport à une déformation et au vecteur d’onde K˜γ
156
A.2. Dérivées des contributions non-locales
s’écrit :
2χaI,i
εαβK˜γ
=

K˜γ
[
4π√
Ω
ili
∑
G
CG e
2πiK·Ra H
a
lmn(K)
εαβ
− δαβχaI,i
]
=
4π√
Ω
ili
∑
G
CG e
2πiK·Ra 
2Halmn(K)
εαβK˜γ
− δαβ
2
χaI,i
K˜γ
(A.28)
A.2.5 Contribution aux charges effectives
Pour le calcul des charges effectives, il est nécessaire de calculer :
2Enl
R˜aδK˜γ
=
∑
I
∑
a,ij
〈ψ˜(0)I |

R˜aδ
(
|p˜ai 〉
〈p˜aj |
K˜γ
)
|ψ˜(0)I 〉
(
Daij − ǫI saij
)
(A.29)
Ce qui s’écrit :
2χaI,i
∗ζaI,i
R˜aδK˜γ
=
2χaI,i
∗
R˜aδK˜γ
ζaI,i +
χaI,i
∗
K˜γ
ζaI,i
R˜aδ
(A.30)
La dérivée première de χaI,i par rapport à R˜aδ s’écrit :
χaI,i
R˜aδ
=
4π√
Ω
ili
∑
G
CG K˜δe
2πiK·Ra Halmn(K) (A.31)
La dérivée seconde de χaI,i par rapport aux vecteurs d’onde K˜γ et R˜aδ s’écrit :
2χaI,i
R˜aδK˜γ
=
4π√
Ω
ili
∑
G
CG K˜δe
2πiK·Ra H
a
lmn(K)
K˜γ
(A.32)
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Annexe B
Calcul de la divergence en G=0 de la
densité de cœur
Le calcul de la dérivée première et seconde de l’énergie d’échange et corrélation né-
cessite la dérivée de la densité de cœur ρ˜c(G). Cette dernière requiert un traitement par-
ticulier en G = 0 (eq. 2.16 et eq. 2.32).
On rappelle l’expression de ρ˜ac(G) :
ρ˜ac (G) =
4π
Ω
∫ ∞
0
ρ˜ac (r)r
2 sin(Gr)
Gr
dr (B.1)
Les limites en G = 0 sont les suivantes :
lim
G→0
ρ˜ac (G) = lim
G→0
4π
Ω
∫ ∞
0
ρ˜ac (r)r
2 sin(Gr)
Gr
dr
= lim
G→0
4π
Ω
∫ ∞
0
ρ˜ac (r)r
2
[
1− (Gr)
2
3!
+ 0(Gr)4
]
dr
=
4π
Ω
∫ ∞
0
ρ˜ac (r)r
2dr
(B.2)
lim
G→0
1
G
ρ˜ac ’(G) = lim
G→0
4π
Ω
∫ ∞
0
ρ˜ac (r)r
2 1
G
d
dG
sin(Gr)
Gr
dr
= lim
G→0
4π
Ω
∫ ∞
0
ρ˜ac (r)r
2 1
G
d
dG
[
1− (Gr)
2
3!
+
(Gr)4
5!
+O(Gr)6
]
dr
=
4π
Ω
∫ ∞
0
−ρ˜ac (r)
r4
3
dr
(B.3)
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L’expression de la dérivée seconde de ρ˜c(G) nécessite la limite suivante :
lim
G→0
( ρ˜ac ′′(G)
G2
− ρ˜
a
c
′(G)
G3
)
= lim
G→0
4π
Ω
∫ ∞
0
ρ˜ac (r)r
2 1
G2
d2
d2G
sin(Gr)
Gr
− 1
G3
d
dG
sin(Gr)
Gr
dr
= lim
G→0
4π
Ω
∫ ∞
0
ρ˜ac (r)r
2
[(
− r
2
3G2
+
r4
10
)
−
( r4
30
− r
2
3G2
)
+O(Gr)6
]
dr
=
4π
Ω
∫ ∞
0
ρ˜ac (r)
29r6
30
dr
(B.4)
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