Measures for the amount of ambiguity and nondeterminism in pushdown automata (PDA) are introduced. For every finite k, PDAs with ambiguity at most k are shown to accept exactly the class of languages generated by context-free grammars with ambiguity at most k. PDAs with an amount of nondeterminism at most k accept exactly the class of the unions of k deterministic context-free languages. For all finite or infinite k, k' with k < k' there is a language that can be accepted by a PDA with ambiguity k and nondetetminism k' but by no PDA with less ambiguity or less nondeterminism.
Introduction
The concepts of ambiguity and nondeterminism play a fundamental role in automata theory, and there are some famous open problems regarding nondeterminism, for example, the 9 versus NY or the DLBA versus NLBA problem. For the pushdown automata (PDA) model, many questions concerning ambiguity and nondeterminism already have been answered, but some problems worth addressing still remain. Forbidding ambiguity or nondetenninism in PDAs has advantages for some applications of PDAs, for example, for the syntax checking of programming languages. On the other hand, this restriction has the disadvantage that not every context-free language can be described by an unambiguous or deterministic PDA. Second, this restriction may change complexity: The savings in size achieved by ambiguous over unambiguous or by nondeterministic over deterministic PDAs are not bounded by any recursive function.
We want to examine the situation between completely forbidding ambiguity or nondeterminism and allowing an arbitrary amount of ambiguity or of nondeterminism.
Therefore, we introduce measures for the amount of ambiguity and of nondeterminism in PDAs. In particular, we are interested in PDAs where this amount is bounded by finite constants. We then study the corresponding classes of languages and the savings in complexity obtained.
Preliminaries
We use the following notations and definitions of automata and grammars as introduced in [5] : A PDA is called deterministic PDA (DPDA), if for every configuration there is at most one possible next configuration, that is, if 1. For all qE Q, a~ C U {F} and ZE r, d(q,a,Z) has at most one element.
For all qE Q, ZE r with 6(q,E,Z) # 0, 6(q,a,Z) = 0 holds for all UE C.
The size IIMl( of a PDA M is the total number of symbols in its transition rules. The class of languages accepted by PDAs and DPDAs is called the class of context-free languages (CFL) and deterministic context-free languages (DCFL), respectively.
Definition 2. A context-free grammar (CFG) is a tuple G = (V, C, P, S)
where V is the finite set of symbols, C & V is the set of terminals, P is the finite set of productions, and SE V -C is the start symbol. The productions induce a derivation relation + between words in V* in the usual way. The relation & is the reflexive and transitive closure of +. A sequence of derivation steps is called leftmost if in every step a production is applied to the leftmost nonterminal. The language generated by G is
The size /IGIl of a CFG G is the total number of symbols in its productions.
Definition 3.
A Turing-machine (TM) with one tape infinite to the right is a tuple M = (Q, C, r, $, 6, q0,F) where Q is the finite set of states, C is the input alphabet, r > C is the finite set of tape symbols, fl E r -C is the blank symbol, qo E Q is the initial state, F G Q is the set of accepting (or halting) states and 6 is the set of transition rules and a mapping from (Q-F) x r into subsets of Q x (r -{ @}) x {L,R}.
Note that we neither allow transition rules from accepting states nor rules writing the blank symbol.
A configuration of M is c = olqu2 E T"QT* with q the actual state and oto~ the nonblank portion of the tape. The symbol under the head of the TM is the first symbol of 0.12 or the blank symbol, if 02 = E. The set of transition rules induces a relation k between configurations of A4 in the usual way, the relation d is the reflexive and transitive closure of b. The language accepted by A4 is L(M) = {xEC" 1qox iolpw2 for some ~EF,u~,w~E~*}.
A TM is called deterministic TM, if for every configuration there is at most one possible next configuration, that is, if 6(q,X) never contains more than one element. The size ]lMl] of a TM M is the total number of symbols in its transition rules.
Finally, we cite two pumping lemmas from [3] , one for CFLs and one for DCFLs: 
Ambiguity
Measuring the amount of ambiguity in context-free grammars is well known, see, for example, [3] or [8] . We transfer this measure to PDAs in such a way that the classes of languages described by PDAs and CFGs with the same amount of ambiguity are equivalent. be cut off at that point where the branching of the moves made so far exceeds the value k, without changing the language accepted. So the branching of a PDA tells us, up to which width the computation tree of some input word has to be examined until an accepting computation is found. One could also say that the branching of a PDA reflects the amount of parallelism needed for a deterministic real-time simulation of this PDA, that is, the number of copies that have to be created during a simulation.
Nondeterminism
This fact is one of the reasons why we chose this measure for the amount of nondeterminism.
Note that the branching of a word is not necessarily equal to the number of computations on this word, which may be as well greater as less than the branching.
Note also that in a PDA, where every move has branching at most two, the logarithm of the branching is exactly the minmax measure of this PDA. In this case the two measures are essentially equivalent because they only use different units of measure.
There is no relation between the ambiguity and the branching of a PDA, since there is as well a PDA M with '%M = 1 and /?M = 00, as there is a PDA M with aM = cc and by= 1. Contrary to the fact that a UPDA is the same as a PDA with ambiguity one, a DPDA is not the same as a PDA with branching one because a DPDA has no nondeterministic transition rules, whereas a PDA with branching one may have some but just does not use them in accepting computations. However, at least the classes of languages, DCFL and CFL(P < l), are equal. This will be shown as a special case of the following theorem, which says that the class of languages accepted by PDAs with branching k is the class of unions of k DCFLs.
Theorem 9. For aIt k E N,
cFL(P bk) = b DCFL. For every M E PDA(P < k) there is an equivalent h4' E PDA( fl< k) that accepts every word immediately upon consuming the last input symbol, that is, without subsequent a-moves. For every such M' EPDA(JJ<~) there is an equivalent M" gPDA(P<k) in which from no configuration an E-and also a C-move is possible and which hence is called a PDA without a-C-nondeterminism.
Proof. The inclusion Uk DCFL c CFL(/I <
Proof of 1. We construct the desired PDA M' from M using the predicting machine from [5, Section 10.31 with the predicting language {a}. We omit the formal construction since it is an easy extension of Exercise 10.7 in [5] , where the problem is solved for DPDAs instead of PDAs with branching k. The detailed construction can also be found in [4] .
Proof of 2.
For this M' we have to find an equivalent PDA M" without c-C-nondeterminism and with PM,, <k. M " is constructed from M' by allowing it to store an input symbol in its states. The first move M" has to make is to read the first input symbol and store it. An s-move of M' then is simulated by an c-move of M" which leaves the stored input symbol unchanged. A C-move of M' is simulated by an a-move of M" which deletes the stored symbol, followed by a C-move of M" which reads the next input symbol and stores it. The formal construction of M" for some given M'=(Q', C, r', d',qk,Z&F') is as follows: Since M' always accepts immediately upon consuming the last input symbol, x E L(A4') if and only if there is an accepting computation of M' on x whose last move is a C-move. By concatenating several of the above computations consuming a single symbol a EC, we find that this is the case if and only if there is an accepting computation of A4" on x. Therefore, L(M") = L(M'). Moreover, we have fl~,~ = j3~f because those two accepting computations have the same branching.
The assumption that M' accepts immediately upon consuming the last symbol was necessary because M" is not able to simulate s-moves after the last C-move of M'. of this construction is to let each DPDA simulate exactly one computation of the given PDA M" with branching at most k, because there are at most k of them, and at least one of them is accepting, if the input word is accepted by M". This is done the following way: At each moment, there are groups of DPDAs that are in the same configuration.
Proof of
If during the simulation of M" a DPDA has to simulate a move of M" with branching, for example, two, then the first half of its group simulates the first possible move, the second half simulates the second move. From now on, both halves of the group form an own group of half the size. If the size of a group is less than the branching of the move to be simulated, a further subdivision of this group is impossible and all the DPDAs in the group have no possible next move. Fig. 2 shows the example of a computation tree of some PDA with branching k=8 and the corresponding subdivision of the DPDAs into groups during the simulation. Note that the subdivision of the groups corresponds to the creation of copies in a real-time simulation as mentioned above, and that the size k of the initial group corresponds to the maximum number of copies created. M" is not allowed to have s-C-nondeterminism, because every DPDA simulating an s-move must know the branching of this move without knowing the next input symbol, and in PDAs with s-C-nondeterminism, this branching may depend on the next symbol.
For the formal construction of the DPDAs Dt,. . . ,Dk, let M" = (Q", C, r", S",q[,
Zl,F").
To accomplish the desired subdivision into groups, every DPDA stores in its states its own number, the number of the first member of its group and the size of this group. Thus, we set For every x E L(M") there must be some accepting computation in M" with branching r < k. Applying the above claim to this computation with j= 1 and n = k, we find an accepting computation on x in Di for at least Lk/r] 2 1 many i, so x E IJf=, L(Di).
Therefore, we have shown that L(M") C lJF=, L(Di), and the proof is complete. 0
The meaning of the equality CFL(fl < k) = Uk DCFL in the last theorem is that, regarding the class of describable languages, it is equivalent whether the nondeterminism in a PDA with branching k is distributed over its computations in any way or whether the nondeterminism consists of simply choosing one of k DPDAs. This characterization of the class CFL( /I <k) is another justification for choosing the branching as a measure for the amount of nondeterminism in PDAs. Note that this equality does not hold for k = o;), since CFL(P < 00) = CFL but every language, whether context-free of not, is the union of infinitely many singleton DCFLs.
An easy corollary of the theorem is the inclusion CFL(Pdk) 2 CFL(cr<k).
Note that, however, PDA(P Gk) g PDA(c( <k).
A hierarchy of CFLs
It is well known that there are unambiguous CFLs which cannot be accepted by a deterministic PDA, and that there are CFLs which cannot be accepted by an unambiguous PDA. So DCFL is a proper subset of UCFL, and UCFL is a proper subset of CFL.
Obviously, for all k E N the inclusions CFL(a d k) C CFL(c( < k + 1) and CFL(fi Gk) 2 CFL(P <k+ 1) hold. Moreover, CFL( b d k) is a subset of CFL(a < k) because of the corollary to Theorem 9. Using languages from [8] and [6] , we will prove all these inclusions to be proper.
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Lemma 10 (Maurer [S]). For all kc N let i=l
A, = A;.
Then Ak is inherently infinite degree, that is, Ak E CFL(a d k), ambiguous of degree k and A, is inherently ambiguous oj
Ak $! CFL(a < k),
A, E CFL, A, $! CFL(a < co).
Proof. It is easy to see that Ak E CFL(c( d k) and A, E CFL.
The fact that Ak +Z CFL(a <k) was already shown in [S] . We reprove this result using of Lemma 4, v2 = af and v4 = aij for some 0 < 1 < C. Setting n= 1 + C!/I in (3) we get a derivation Since these k derivations for the word w are distinct for i = 1,. . . , k, the CFG G has ambiguity at least k. Thus, there can be no CFG and no PDA for Ak with ambiguity less than k, so Ak 6 CFL(c( < k) holds.
To prove A, c$ CFL(cctcc), we assume that A, =L(G) for some GE CFG(c( <a,>, that is, G E CFG(CX<~~) for some finite k. Let Since this is a contradiction to GE CFG(a < 2k), there can be no CFG and no PDA for A, with finite ambiguity, so A, $2 CFL(a < cc) holds. 0
Lemma 11 (Kintala [6] Proof. It is easy to see that Bk E CFL(a 6 1, /3 <k) and B, E CFL(ol d 1).
In [6] , it was shown that Bk is not the union of less than k DCFLs and thus not in CFL(fi < k). We reprove this result using Lemma 5: Assume Bk were the union of less than k DCFLs. Let C be the maximum of the pumping constants for these DCFLs from Lemma 5. Now consider the words wi = byb;' for i = l,...,k.
Since there are k words but less than k DCFLs, one language L must contain two of these words, say wj and wjf with j < j'. We mark all the bl 'S in Wj. Then for every factorization Wj =UIV~ZI~U@~ satisfying the conditions (l)- (5) of the pumping lemma, 212 = bf and 04 = bf for some 0 < I < C. Now we set m = 1 and u = udvgby'-j)C in (5). Proof. We can construct a PDA for J!+k' that branches to a PDA for Ak with a< k and fi Q k, if the first input symbol is an al, and that branches to a PDA for Bk, with a < 1 and p < k', if the first symbol is a bl. Then this PDA has ambiguity k and then deleting all the rules consuming input symbols bt or 62 yields a PDA for Ak with M < k. Since this is a contradiction to Lemma 10, Lk,k' cf CFL(a < k). For the same reasons, LX_.k' $! CFL(P < k') holds. 0
Using these languages Lk,k', we are able to prove the main result of this section: There is an infinite hierarchy of CFLs accepted by PDAs with finite degrees of ambiguity and nondeterminism, as presented in Fig. 3 .
This infinite hierarchy means that every time the allowed amount of ambiguity or the allowed amount of nondetetminism in a PDA is increased by the smallest unit possible, that is, either one more accepting computation or one more branch in the computation tree is allowed, then a language becomes describable by such PDAs which was not describable before.
Tradeoffs
Finally, we will study the savings in complexity that can be achieved by describing a language by a PDA with a higher amount of ambiguity or nondeterminism than absolutely necessary for this language. 
Note that the intersection of the A ~,i contains exactly one word, which corresponds to the accepting computation of M on blank tape. For the moment assume that we already have proved the following:
1. There is a PDA for AM with ambiguity and branching at most k+l and a size recursive in the size of M.
2. There is a PDA for AM with ambiguity and branching at most k.
3. Every PDA for AM with ambiguity at most k must have a size at least recursive in the amount of tape used by M. Then, if the tradeoff from PDA(a <k+ 1, p <k+ 1) to PDA(a <k) were recursive, there would be a recursive relation between the size of a TM and the amount of tape used by it. But then, the halting problem for this type of TM would be decidable and therefore, this tradeoff must be nonrecursive.
It remains to show the above three facts:
Proof of 1. As one can easily verify, every AM,i can be accepted by an unambiguous DPDA with a size recursive in the size of the TM M. The construction of these DPDAs is essentially the one described in [5, Lemma 8.61 . By unifying these DPDAs like in Theorem 9, we obtain a PDA in PDA(a f k + 1, p Sk + 1) for AM with a size recursive in the size of M.
Proof of 2. AM can also be accepted by a PDA in PDA(a < k, /I d k) by storing the input up to a certain length in the states and then branching only to the DPDAs for those AM,; to which the word with this prefix can still belong. If this length is chosen greater than the length of the one word in the intersection of the AM,i, then this branch is at most k-fold. Since this is the only nondeterministic move in every computation and since the DPDAs for the AM,i are unambiguous, this PDA has ambiguity and branching at most k. Details of this construction can be found in [4] .
Proof of 3.
We have to show that every PDA for AM with ambiguity at most k has a size at least recursive in N, the amount of tape used by the TM M. Since for every PDA there is an equivalent CFG with the same ambiguity and a size recursive in the size of the PDA and vice versa, it suffices to show that every CFG for AM with ambiguity at most k has a size at least recursive in N. Now let G be some CFG with L(G) =AM, CCC <k and let C be its pumping constant from Lemma 4. We assume G is so small that C! + C <N.
Let z=.zl#z~#z3# .. . #zz,,-1 #z.$ be the word corresponding to the one accepting computation of M started on blank tape and N = Izln I. Let This theorem says that for certain languages which can be described by a PDA with ambiguity k, it might be preferable to describe this language by a PDA with ambiguity k+l rather than k, because this description can be much smaller, although it uses more ambiguity than absolutely necessary. Alternatively, one can say that, given some PDA with finite ambiguity, it either is impossible to find an equivalent PDA with less ambiguity (which is the case for the languages & introduced in the last section) or if it is possible, this PDA sometimes has to be much bigger than the first PDA (which is the case for the languages AM from above). Another implication of this nonrecursive tradeoff is that there can be no algorithm that, given some PDA with ambiguity kf 1 for which an equivalent PDA with ambiguity k is known to exist, actually constructs this second PDA. The reason is that the (recursive) time complexity of such an algorithm would also be a recursive upper bound for the corresponding tradeoff.
Analogously to the tradeoff PDA nonrec UPDA, Valiant showed in [12] that the tradeoff from unambiguous PDAs to deterministic PDAs is nomecursive. Like in the last tradeoff, we will prove that 1. There is a PDA for Bw with ambiguity 1, branching at most k+ 1 and a size recursive in the size of M.
2. There is a PDA for Bu with ambiguity and branching at most k.
3.
Every PDA for BM with branching at most k must have a size at least recursive in the amount of tape used by M.
Then the tradeoff between PDA(r < 1, fl< k+ 1) and PDA(p G k) must be nonrecursive for the same reasons as in the last theorem.
Proof of 1.
There is an unambiguous DPDA for every B,i with a size recursive in the size of M. By unifying these DPDAs, we obtain a PDA for BM with branching k-t1 and a size recursive in the size of M, and since the BM,i are disjoint, this PDA also is unambiguous.
Proof of 2. Let 2 =zl #zf#z3 # . . . #zzn_, #z$ be the word corresponding to the one accepting computation of the TM when started on blank tape, and let N = jzznl be the amount of tape used. Then zbr is the longest word which for all BM,i is a prefix of some word in BM,~. Like in the last th eorem, we therefore can construct a PDA for BM with ambiguity and branching at most k.
Proof of 3. Let M' E PDA(P < k) and L(M') = BM. Due to Theorem 9 there must be k DPDAs with a size recursive in the size of M' whose union is equivalent to M'. Let Since this word contains bz's, it is not in BM,o. Since the TM-transition from z2+1 to yviy' is incorrect due to yvzy' # z&, this word is not in B,i for any i > 0. Therefore, it is not in BM, contradicting L C B M. Because of this contradiction, C = cp( /lM'll) < N cannot hold, that is, the size of M' is at least q-'(N). 0
Analogous to the last theorem, this one shows that it might be preferable to use more nondeterminism in the description of a language than necessary, so that the description can be much smaller. Alternatively, one can say that, given some PDA with finite nondeterminism, it might be impossible to find an equivalent PDA with less nondeterminism (which is the case for the languages Bk introduced in the last section) or if it is possible, this PDA sometimes has to be much bigger than the first PDA (which is the case for the languages BM from above). Again, there can be no algorithm that, given some M E PDA(P 6 k + 1) with L(M) E CFL(p Gk), constructs an M' E PDA(/? <k) equivalent to M.
In addition to these nonrecursive tradeoffs in the last two theorems, we will show one nontrivial recursive tradeoff We can prove that for every language the size of the smallest PDA in PDA(cr < k, fl< k) is at most exponential in the size of the smallest PDA in PDA(P d k) for this language. We then say there is an exponential upper bound for the tradeoff between this two classes and write PDA(P<k) -'*'" PDA(adk,j<k).
The proof of this exponential difference is based on the constructions in Theorem 9.
There we showed that for every PDA M with PM <k there are k DPDAs, whose union is equivalent to M. By first making these DPDAs unambiguous and then unifying them, we get a PDA M' equivalent to M with fief <k and c(M' <k. The constructions in Theorem 9 can be implemented in such a way that the size of this resulting PDA M'
and thus also the size of the smallest PDA of this type is at most exponential in the size of M.
