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We consider the problem of tree template matching in ranked ordered trees, and propose
a solution based on the bottom-up technique. Speciﬁcally, we transform the tree pattern
matching problem to a string matching problem, by transforming the tree template and
the subject tree to strings representing their postﬁx notation, and then use pushdown
automata as the computational model. The method is analogous to the construction of
string pattern matchers. The given tree template is preprocessed once, by constructing
a nondeterministic pushdown automaton, which is then transformed to the equivalent
deterministic one. Although we prove that the space required for preprocessing is
exponential to the size of the tree template in the worst case, the space required for a
speciﬁc class of tree templates is linear. The time required for the searching phase is linear
to the size of the subject tree in both cases.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Tree pattern matching, the process of ﬁnding all occurrences of a given tree pattern in a subject tree, is an impor-
tant problem in computer science on which a number of tasks are based on, for example mechanical theorem proving,
term-rewriting, instruction selection and nonprocedural programming languages [8]. In addition, tree pattern matching has
direct applications in computational biology, such as glycan classiﬁcation [10], exact and approximate pattern matching and
discovery in RNA secondary structure [11].
We distinguish among two types of tree pattern matching: subtree and tree template matching. While subtrees consist of
only speciﬁc ﬁxed labelled nodes, tree templates have some of their leaves denoted as “don’t care”, representing arbitrary
subtrees – such nodes match any subtree. An illustrative example of subtree and template matching appears in Fig. 1. In
this paper, we focus on the problem of tree template matching in ranked ordered trees.
Since 1960, many methods have been described in the literature for solving the tree pattern matching problem [1,2,6–8,
14]. However, most of them lack clear references to a systematic approach of the standard theory of formal languages, gram-
mars and automata. In general, there exist two such approaches using automata. Linearising trees and using string automata
represents the ﬁrst approach [6,7,13]. Usage of ﬁnite automata is not suﬃcient, as linear notations of trees are context-free
languages. Therefore, the pushdown automaton (PDA) seems to be an appropriate model of computation. The second ap-
proach is a generalisation from string automata to tree automata [3]. In [3] Cleophas presents a systematic approach for
✩ A preliminary version of this paper appeared in the Proceedings of the International Conference on Implementation and Application of Automata
(CIAA 2011), 2011.
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16 T. Flouri et al. / Journal of Discrete Algorithms 17 (2012) 15–23Fig. 1. Graphical representation of the tree pattern matching problem. Marked with solid lines are the subtrees of t which are matched by both patterns p
and q. Marked with a dashed line is the subtree which is matched only by the tree template q. Note that S denotes a “don’t care” node in tree template q.
solving the tree pattern matching problem, by utilising ﬁnite tree automata, which accept regular tree languages, as the
computational model.
Recently, it has been proved that the deterministic PDA can accept a proper superclass of regular tree languages in
a linear notation [9]. Based on this, [5] presents a new systematic approach for solving the subtree matching problem
using deterministic PDA, with the preprocessing phase requiring time and space linear to the size of the tree pattern. The
searching phase then runs in time linear to the size of the subject tree.
In this paper, we continue from [5], using notions from [8], to propose and prove a new class of deterministic PDA
for solving the tree template matching problem. This is directly analogous to the ﬁnite automata based string matching
approaches [4]. Notice that methods which use tree pattern matching and are described by PDA, are known [2,7]. However,
these methods work in an LR-parser-like fashion, where the parser is constructed for an ambiguous grammar, and some
heuristics are used for the tree pattern matching to be deterministic. Our method does not use any grammar or such
heuristics, but instead a deterministic PDA is constructed, similar to the case of string pattern matchers. This agrees with a
systematic approach for designing algorithms whose computational model is the deterministic PDA [12].
2. Preliminaries
2.1. Basic deﬁnitions
We denote the set of nonnegative natural numbers by N. An alphabet Σ is a ﬁnite, nonempty set of symbols. A string
is a succession of zero or more symbols from an alphabet Σ . The string with zero symbols is denoted by ε. The set of
all strings over Σ , including ε, is denoted by Σ∗ , and Σ+ = Σ∗ \ {ε}. A string x of length m is represented by x1x2 . . . xm ,
where xi ∈ Σ for 1 i m. The length of a string x is denoted by |x|. A string w is a factor of x if x = uwv for u, v ∈ Σ∗ ,
and is represented as w = xi . . . x j , 1 i  j  |x|. A ranked alphabet is a couple A= (Σ,ϕ), where Σ is an alphabet and ϕ
is a mapping ϕ : Σ → N. The arity (rank) of a symbol x ∈ Σ is ϕ(x). The cardinality of a set X is denoted by σ(X) and its
powerset (set of all subsets including the empty set) by P(X). The number of nodes of a tree t is denoted by |t|. The height
of a tree t is by denoted h(t). The postﬁx notation post(t) of a labelled, ordered, ranked tree t is obtained by applying the
procedure Step recursively (see below), beginning at the root of t:
Step: Let this application of Step be node v . If v is a leaf, list v and return. If v is an internal node having descendants
v1, v2, . . . , vϕ(v) , apply Step to v1, v2, . . . , vϕ(v) in that order and then list v .
An (extended) nondeterministic pushdown automaton is a seven-tuple M = (Q ,A,G, δ,q0, Z0, F ), where Q is a ﬁnite set
of states, A is the input alphabet, G is the pushdown store alphabet, δ is a mapping from Q × (A ∪ {ε}) × G∗ into a set of
ﬁnite subsets of Q × G∗ , q0 ∈ Q is the initial state, Z0 ∈ G is the initial content of the pushdown store, and F ⊆ Q is
the set of ﬁnal (accepting) states. The triplet (q,w, x) ∈ Q × A∗ × G∗ denotes the conﬁguration of a PDA. In this paper
we write the top of the pushdown store x on its left hand side. The initial conﬁguration of a PDA is a triplet (q0,w, Z0)
for the input string w ∈A∗ . The relation M⊂ (Q ×A∗ × Γ ∗) × (Q ×A∗ × Γ ∗) is a transition of a PDA M . It holds that
(q,aw,αβ) M (p,w, γ β) if (p, γ ) ∈ δ(q,a,α). For simplicity, in the rest of the text, we use the notation pα a−→
M
qβ when
referring to the transition δ(p,a,α) = (q, β) of a PDA M . A PDA is deterministic, if:
1. |δ(q,a, γ )| 1 for all q ∈ Q , a ∈A∪ {ε}, γ ∈ G∗ .
2. If δ(q,a,α) 
= ∅, δ(q,a, β) 
= ∅ and α 
= β then α is not a suﬃx of β and β is not a suﬃx of α.
3. If δ(q,a,α) 
= ∅, δ(q, ε,β) 
= ∅, then α is not a suﬃx of β and β is not a suﬃx of α.
A language L accepted by a PDA M is deﬁned in two distinct ways:
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L(M) = {x: δ(q0, x, Z0) ∗M (q, ε,γ ) ∧ x ∈A∗ ∧ γ ∈ Γ ∗ ∧ q ∈ F}
2. Accepting by empty pushdown store:
Lε(M) =
{
x: (q0, x, Z0) ∗M (q, ε, ε) ∧ x ∈A∗ ∧ q ∈ Q
}
In the rest of the text, we use the following labelling of edges when illustrating transition diagrams of various PDA: For
each transition rule δ(p,a,α) = (q, β) from the transition mapping δ of a PDA, we label its edge leading from state p to
state q by the triplet of the form a|α → β . For simplicity, we will also use the notation pα a−→
M
qβ when referring to the
transition δ(p,a,α) = (q, β) of a PDA M .
2.2. Properties of trees in postﬁx notation
The (linear) postﬁx notation of a tree structure still maintains a structural relation between the tree and its subtrees. In
this section, we present and prove some of these properties of trees in postﬁx notation.
Lemma 1. Given a tree t and its postﬁx notation post(t), the postﬁx notations of all subtrees of t are factors of post(t).
Proof. By induction on the height of the subtree:
1. If a subtree t′ consists of only one node a (|t′| = 1 and h(t′) = 0), where ϕ(a) = 0, then post(t′) = a and the claim holds
for that subtree.
2. Assume the claim holds for subtrees t1, t2, . . . , tp , where p  1 and h(ti)m, 1 i  p, m 0. We must prove that the
claim holds also for each subtree t′ = t1t2 . . . tpa, where ϕ(a) = p, h(t′) =m + 1:
As post(t′) = post(t1)post(t2) . . .post(tp)a, the claim holds for subtree t′ . 
However, not every factor of the postﬁx notation of a tree represents a subtree. This is obvious due to the fact that
there can be O(n2) distinct factors of a given postﬁx notation of some tree with n nodes, but the tree consists of only n
subtrees – each node of the tree is the root of one subtree. Only the factors which themselves are trees in postﬁx notation
represent subtrees. This property is formalised by the following deﬁnition and theorem.
Deﬁnition 2. Let x = x1x2 . . . xm , m  1, be a string over a ranked alphabet A = (Σ,ϕ). Then, the arity checksum ac(x) =
ϕ(x1) + ϕ(x2) + · · · + ϕ(xm) −m + 1 =∑mi=1 ϕ(xi) −m + 1.
Theorem 3. Let x be a factor of the postﬁx notation post(t) of some tree t over a ranked alphabet A = (Σ,ϕ). Then x is the postﬁx
notation of a subtree of t, if and only if ac(x) = 0, and ac(y) 1 for each y, where x = zy, y, z ∈ Σ+ .
Proof. For any two subtrees t1 and t2 it holds that post(t1) and post(t2) are either two different strings or one is a substring
of the other. The former case occurs if the subtrees t1 and t2 are two different trees with no shared part and the latter
case occurs if one tree is a subtree of the other tree. No partial overlapping of subtrees is possible in ranked ordered trees.
Moreover, for any two adjacent subtrees it holds that their postﬁx notations are two adjacent substrings.
• If: By induction on the height of subtree t , where w = post(t):
1. Assume that h(t) = 1, which means we consider the case w = a, where ϕ(a) = 0. Then, ac(w) = 0 and the claim
holds for h(t) = 1.
2. Assume that the claim holds for subtrees t1, t2, . . . , tp where p  1, h(t1)  m, h(t2)  m, . . . , h(tp)  m,
ac(post(t1)) = 0, ac(post(t2)) = 0, . . . ,ac(post(tp)) = 0. We are to prove that the claim also holds for a subtree of
height m + 1. Assume w = post(t1)post(t2) . . .post(tp)a, where ϕ(a) = p. Then ac(w) = ac(post(t1)) + ac(post(t2)) +
· · · + ac(post(tp)) + p − (p + 1) + 1 = 0 and ac(w1) 1 for each w1, where w = xw1, x 
= ε.
Thus, the claim holds for the case h(t) =m + 1.
• Only if : Assume ac(w) = 0, and w = a1a2 . . .ak , where k  1, Arity(ak) = p. Since ac(w1)  1 for each w1, where
w = xw1, x 
= ε, none of the substrings w1 can be a subtree in postﬁx notation. This means that the only possibil-
ity for ac(w) = 0 is that w is of the form w = post(t1)post(t2) . . .post(tp)a, where p  0, and t1, t2, . . . , tp are adjacent
subtrees. In such case, ac(w) = 0+ p − (p + 1) + 1 = 0. No other possibility of the form of w for ac(w) = 0 is possible.
Thus, the claim holds. 
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Deﬁnition 4 (Set of all trees). Given a ranked alphabet A= (Σ,ϕ), T (A) denotes the set of all trees over A, and is deﬁned
as follows:
T (A) = {x: x ∈ Σ+ ∧ ac(x) = 0∧ ac(y) 1, x = zy, y, z ∈ Σ+}
We also introduce a new sentinel symbol S , not in Σ , serving as a placeholder for any tree t , where post(t) ∈ T (A). We
denote the set Σ ∪ {S} as ΣS , and deﬁne AS = (ΣS ,ϕS), where:
ϕS(a) =
{
ϕ(a): a ∈ Σ
0: a = S
Deﬁnition 5 (Tree pattern). Given a ranked alphabet AS = (ΣS ,ϕS) and the set of all trees T (AS ), a tree pattern is any tree
in T (AS ).
Deﬁnition 6 (Tree template). Tree templates are the elements of the set T (AS ) \ T (A), that is trees having at least one “don’t
care” node.
Deﬁnition 7 (Tree template matching). A tree template P , formed over a ranked alphabet AS = (ΣS ,ϕS), with k occurrences
of the unary placeholder symbol S matches a subject tree T in T (A) at node v , if there exist trees t1, t2, . . . , tk in T (A),
such that the tree p′ , obtained by substituting ti with the i-th occurrence of S in P , is equal to the subtree of T rooted
at v . Two trees are equal if, for example, their postﬁx notations are equal strings.
While not necessary in general, a new identiﬁer can be encoded for each node of the subject tree, based on its attributes
(such as label) and rank. These identiﬁers, along with the arity of the respective nodes, form the ranked alphabet. In this
way, the case when the tree consists of nodes having the same label but different arity, can easily be handled.
3. Algorithm
In this section, we present an algorithm for tree template matching based on PDA. The algorithm preprocesses the tree
template once, by computing the so-called match-sets, which are required for the construction of a PDA matching the given
tree template. The constructed PDA then reads the postﬁx notation of the subject tree, and matches each read subtree with
the corresponding subtrees of the tree template. Indication that a read subtree matches the tree template is provided by the
ﬁnal state of the PDA. The rest of this section is divided in three parts: ﬁrst, we formally introduce the notion of match-sets;
then, we show a method for computing match-sets; ﬁnally, the algorithm for preprocessing the tree template is presented.
3.1. Match-sets
Deﬁnition 8 (Set of subtrees). Given a tree t formed over a ranked alphabet AS = (ΣS ,ϕS) such that post(t) = x1x2 . . . xm , the
set of subtrees of t is the set Sub(t) consisting of the postﬁx notations of all subtrees of t , and is formally deﬁned as:
Sub(t) = {x: post(t) = yxz, y, z ∈ Σ∗, x ∈ Σ+, x 
= S}
such that Theorem 3 holds for each x ∈ Sub(t).
We are now in a position to formally deﬁne the notion of match-sets. Each tree t ∈ T (AS ) can be mapped to a set
consisting of all subtrees of the given tree template P that match t . We call this particular set a match-set.
Deﬁnition 9 (Match-set). Given a tree template P over AS = (ΣS ,ϕS ), a match-set is the mapping:
μ : T (A) → R
where R ⊆P(Sub(P ) ∪ {S}), and is deﬁned as:
1. For each v ∈ Σ , where ϕ(v) = 0:
μ(v) =
{ {v, S}: v ∈ Sub(P )
{S}: v /∈ Sub(P )
2. For each x = post(t1)post(t2) . . .post(tq)v , v ∈ Σ , ϕ(v) = q, x ∈ T (A),
μ(x) = {S} ∪ {y: y = post(t′1) . . .post(t′q)v ∧ y ∈ Sub(P ) ∧ post(t′i) ∈ μ(post(ti))}
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Using general terms, T (A) is the domain of the match-set function, while R is the range of the mapping. For simplicity,
for the remainder of the paper we will refer to match-sets as the range R of the deﬁned mapping.
Deﬁnition 10. Let p and p′ be subtrees of the tree template P over a ranked alphabet AS = (ΣS ,ϕS), i.e. p, p′ ∈ Sub(P ).
Then p is inconsistent with p′ (p | p′) if there is no tree t ∈ T (A) such that p, p′ ∈ μ(t). p and p′ are independent (p ∼ p′)
if there are trees t1, t2, t3 ∈ T (A), such that p ∈ μ(t1), p′ /∈ μ(t1), p /∈ μ(t2), p′ ∈ μ(t2), p, p′ ∈ μ(t3). p subsumes p′ (p > p′)
if, for all t ∈ T (A), p ∈ μ(t) ⇒ p′ ∈ μ(t).
Example 11. Let p1, p2, p3, and p4 be the trees illustrated in Fig. 2, where post(p1) = a0Sa2, post(p2) = b0Sa2, post(p3) =
Sb0a2, post(p4) = S Sa2 (see Fig. 2). p1 and p2 are inconsistent (p1 | p2) as nodes a0 and b0 cannot be matched in the same
position. Trees p1 and p3 are independent (p1 ∼ p3), since there exist trees t1, t2, t3, where post(t1) = a0a0a2, post(t2) =
b0b0a2, post(t3) = a0b0a2, holding that p1 ∈ μ(t1) and p3 /∈ μ(t1), p3 ∈ μ(t2) and p1 /∈ μ(t2), and p1, p3 ∈ μ(t3). Finally,
p1 > p4, p2 > p4, p3 > p4.
Lemma 12 (Size of match-sets). Given a tree template P , the upper bound of the number of possible match-sets is O(2|I|), where I is
the largest set of pairwise independent subtrees in the tree template.
Proof. Let t be a tree of height h+ 1, consisting of 2h + 1 pairwise independent balanced binary trees as the children of its
root node x, with its postﬁx notation being the string post(t) = post(th0,1)post(th1,1) . . .post(th2h,1)v , ϕ(v) = 2h + 1 and:
post
(
t0j,k
)=
{
S: 0 j  2h, 1 k 2h, j 
= k
a0: 0 j  2h, 1 k 2h, j = k
post
(
tij,k
)= post(ti−1j,2k−1)post(ti−1j,2k)v2, 1 i  h, 0 j  2h, 1 k 2h−i
Let Q i ∈ P({1,2, . . . ,2h}) be distinct elements from the powerset of the set of numbers 1 to 2h , where 1  i < 22h .
For each such set Q i we construct a balanced binary tree t′hQ i of height h in the following way, where post(t
′h
Q i
) =
post(t′h−1Q i ,1 )post(t
′h−1
Q i ,1
)v:
post
(
t′0Q i ,k
)=
{
b0: 1 k 2h, k /∈ Q i
a0: 1 k 2h, k ∈ Q i
post
(
t′ jQ i ,k
)= post(t′ j−1Q i ,2k−1
)
post
(
t′ j−1Q i ,2k
)
v, 1 j  h, 1 k 2h− j
Tree thi,1 matches t
′h
Q j
if and only if i ∈ Q j , where 1 i  2h and 1 j < 22h . The tree template t consists of 2h ×(2h+1−1)
+1 nodes, a total of 22h+1, while there are 22h −1 sets Q i representing possible match-sets. Hence, O(2|t|) different match-
sets may exist.
Let p1 and p2 be subtrees of a tree template P , and p1 | p2. For any tree t ∈ T (A), it holds that p1 ∈ μ(t) ⇒ p2 /∈ μ(t)
and p2 ∈ μ(t) ⇒ p1 /∈ μ(t). Let p3 and p4 be subtrees of tree template P , and p3 > p4. Then for any tree t ∈ T (A) it holds
that p3 ∈ μ(t) ⇒ p4 ∈ μ(t). Let I = (p1, p2, . . . , p) be a set of pairwise independent subtrees. Let P(I) be the powerset
of I . Then there may exist at most 2 − 1 trees t1, t2, . . . , t2−1, such that there exists a set qi ∈P(I), where qi ⊆ μ(ti) and
it holds that g P(I), for all g ∈P(I), g 
= qi , 1 i < 2 . 
A graphical representation of the proof of Lemma 12 is illustrated in Fig. 3.
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Deﬁnition 13 (Combination of tree templates). The combination of two pairwise independent tree templates P and P ′ (denoted
by P ◦ P ′) with post(P ) = post(p1) . . .post(pϕ(v))v and post(P ′) = post(p′1) . . .post(p′ϕ(v))v , respectively, is the tree t where
post(t) = post(t1) . . .post(tϕ(v))v is deﬁned as
post(t j) =
⎧⎪⎨
⎪⎩
post(p j): post(p j) > post(p′j) ∨ post(p j) = post(p′j)
post(p′j): post(p
′
j) > post(p j)
post(p j) ◦ post(p′j): post(p j) ∼ post(p′j)
The combination of a set X = (t1, t2, . . . , tσ(X)) of pairwise independent tree templates is deﬁned as C(X) = t1 ◦ t2 ◦ · · · ◦
tσ(X) .
3.2. Computing match-sets
We brieﬂy present a naive approach for computing the match-sets of a given tree template P . Trees can be of the types
from Deﬁnition 10. Subtrees of P , which are pairwise inconsistent, cannot be in the same match-set (or form one), as no
tree from T (Σ) can be matched by both. Therefore a match-set can be either of the following two forms:
1. A set X which consists of a tree t ∈ Sub(P ) and all trees t1, t2, . . . , tk ∈ Sub(P ) such that t > ti for all 1 i  k.
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set of subtrees of P such that for each t′i , 1 i  , it holds that t j > t′i for all 1 j  k. In other words, I ′ = {t′ | y =
C(I) ∧ y > t′, t′ ∈ Sub(P )}.
The sets of pairwise independent subtrees of P can be computed with an iterative approach of constructing, for each
tree t ∈ Sub(P ), a set It of all subtrees of P which are independent with t , i.e. t′ ∼ t , for all t′ ∈ It . The sets of pairwise
independent subtrees of P are the subsets of sets It ∪ {t}, whose elements are pairwise independent.
The total number of match-sets is therefore O(max(|P |,2|I|)), where I is the largest set consisting of pairwise indepen-
dent subtrees of P . In case no sets of pairwise independent subtrees of P exist, the number of match-sets is O(|P |). In the
worst case, as proved in Lemma 12, the number of match-sets is O(2|I|).
3.3. The algorithm
The method for tree pattern matching works in a similar fashion as the ﬁnite automata based algorithms for string
pattern matching. Given a tree template P , Algorithm 1 constructs a nondeterministic PDA M that can match all occurrences
of P in a given subject tree T , by ﬁnal state. The constructed PDA belongs to the class of height-deterministic PDA and can
be determinised [13]. Algorithm 2 takes as input the nondeterministic PDA obtained from Algorithm 1, computes the match-
sets, and constructs an equivalent deterministic PDA MD , serving as the tree template matcher.
Algorithm 1: Construction of a nondeterministic tree template matching PDA.
Input : Tree template post(P ) = post(p1)post(p2) . . .post(pϕ(v))v over A
Output: Nondeterministic PDA M = ({qI ,qF },A,Γ, δ, {qI }, ε, {qF })
1 Let Γ ← {{x}: x ∈ Sub(P )} ∪ { {S} }
2 For each x ∈ Σ , let qI T ϕ(x) x−→
M
qI T , where T = {S}
3 Let qI Xϕ(x) . . . X2X1
x−→
M
qI X , where Xi = {post(ti)}, X = {post(t)}, for each post(t) = post(t1)post(t2) . . .post(tϕ(x))x ∈ Sub(P ) \ {post(P )}
4 Let qI Xϕ(v) . . . X2X1
v−→
M
qF X , where Xi = {post(pi)}, X = {post(P )}
Algorithm 2: Determinisation.
Input : Nondeterministic PDA M = (Q ,A,Γ, δ,qI , ε, F )
Output: Deterministic PDA M ′ = (Q ′,A,Γ ′, δ′, {qI }, ε, F ′)
1 Γ ′ ← ∅
2 foreach set I consisting of pairwise independent subtrees of P do
3 Γ ′ ← Γ ′ ∪ { I ∪ {S} ∪ { t′ | y = C(I) ∧ y > t′, ∀t′ ∈ Sub(P ) } }
4 foreach t ∈ Sub(P ) do
5 Γ ′ ← Γ ′ ∪ { {t, S} ∪ { t′ | t > t′, ∀t′ ∈ Sub(P ) } }
6 Let Q ′ ← {{qI }, {qI ,qF }} and F ′ ← {{qI ,qF }}
7 For each x ∈ Σ , let q′γ ′1γ ′2 . . . γ ′ϕ(x)
x−→
M ′
p′X ′ for all γ ′i ∈ Γ ′ , where q′, p′ ∈ Q ′ , 1 i ϕ(x), p′ =
⋃l
j←1{p j} and X ′ =
⋃l
j←1{θ j}, such that there exist
l transitions of the form q jγ1γ2 . . . γϕ(x)
x−→
M
p jθ j , γi ∈ γ ′i , q j ∈ q′
Lemma 14. Given a nondeterministic PDA constructed using Algorithm 1 by preprocessing a given tree template P , Algorithm 2 con-
structs an equivalent deterministic PDA matching all occurrences of P in a subject tree T .
Theorem 15. For a tree template P , the upper theoretical bound of space required for preprocessing isO(2|P |).
Proof. In general, there can be O(2|I|) match-sets (see Lemma 12). In the case that |I| is in the order of |P |, then the
number of pushdown store symbols can be as large as O(2|P |). The PDA can be implemented as a table and thus O(2|P |×k ×
|A|) space is required for preprocessing, where k = max{ϕ(x): ∀x ∈A}. 
Theorem16. The deterministic templatematching PDA constructed using Algorithms 1 and 2matches all occurrences of a tree template
P in a subject tree T in timeO(|T |).
Proof. For each input symbol x of the subject tree, ϕ(x) + 1 operations are performed: ϕ(x) pop operations from the
pushdown store and one push. The sum of arities of all nodes of the input tree t is n − 1 (number of edges). Thus, n − 1
pop and n push operations are performed, a total of 2n − 1 operations. 
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Fig. 5. Nondeterministic tree template matching PDA from Example 17.
Table 1
Computed match-sets from Example 17.
Y1 = {T } Y6 = {X4, X5, X3, T }
Y2 = {X1, T } Y7 = {X4, X5, T }
Y3 = {X2, T } Y8 = {X6, X4, T }
Y4 = {X4, T } Y9 = {X7, X4, T }
Y5 = {X4, X3, T }
Example 17. Given the tree template P = a0 S a2 S S a2 a2 S b0 a2 a2 illustrated in Fig. 4, a nondeterministic PDA is ﬁrst con-
structed by applying Algorithm 1. The resulting PDA is illustrated in Fig. 5 along with its transition table. Each pushdown
store symbol, in this case, corresponds to one unique subtree of the tree template P as follows
T → S X4 → S S a2
X1 → a0 X5 → S b0 a2
X2 → b0 X6 → a0 S a2 S S a2 a2
X3 → a0 S a2 X7 → a0 S a2 S S a2 a2 S b0 a2 a2
All possible match-sets can be computed using the method described in Section 3.2. The match-sets correspond to the
pushdown store symbols of the deterministic tree pattern matching PDA. For the given example, the list of all possible
match-sets is presented in Table 1.
The resulting deterministic tree pattern matching PDA consists of 2 states and 92 transitions (1 for the input symbol a0,
1 for b0, 9 for a1 and 81 for a2, see Theorem 15). The initial and ﬁnal states always have the same transitions because the
ﬁnal state is only used as an indication for matching, and thus can share the same transition table. The transition table of
the deterministic PDA is presented in Table 2.
4. Conclusion
In this paper, we have formally deﬁned the tree template matching problem for ordered ranked trees, and presented a
new class of PDA, which serve as tree template matchers and can be determinised. The main contribution of this paper
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State qI denotes the initial state of the deterministic PDA while state qF denotes the ﬁnal state. The transitions are shared between the two states. The tree
template is matched when taking either of the two transitions qF |Y6Y8 → Y9 or qF |Y7Y8 → Y9.
Transitions originating from both states qI and qF
a0 qI |ε → Y2
b0 qI |ε → Y3
a1 qI |Y1 → Y1 qI |Y2 → Y1 qI |Y3 → Y1 qI |Y4 → Y1 qI |Y5 → Y1
qI |Y6 → Y1 qI |Y7 → Y1 qI |Y8 → Y1 qI |Y9 → Y1
a2 qI |Y1Y1 → Y2 qI |Y1Y2 → Y5 qI |Y1Y3 → Y4 qI |Y1Y4 → Y4 qI |Y1Y5 → Y4
qI |Y1Y6 → Y4 qI |Y1Y7 → Y4 qI |Y1Y8 → Y4 qI |Y1Y9 → Y4 qI |Y2Y1 → Y4
qI |Y2Y2 → Y5 qI |Y2Y3 → Y4 qI |Y2Y4 → Y4 qI |Y2Y5 → Y4 qI |Y2Y6 → Y4
qI |Y2Y7 → Y4 qI |Y2Y8 → Y4 qI |Y2Y9 → Y4 qI |Y3Y1 → Y7 qI |Y3Y2 → Y6
qI |Y3Y3 → Y7 qI |Y3Y4 → Y7 qI |Y3Y5 → Y7 qI |Y3Y6 → Y7 qI |Y3Y7 → Y7
qI |Y3Y8 → Y7 qI |Y3Y9 → Y7 qI |Y4Y1 → Y4 qI |Y4Y2 → Y5 qI |Y4Y3 → Y4
qI |Y4Y4 → Y4 qI |Y4Y5 → Y8 qI |Y4Y6 → Y8 qI |Y4Y7 → Y4 qI |Y4Y8 → Y4
qI |Y4Y9 → Y4 qI |Y5Y1 → Y4 qI |Y5Y2 → Y5 qI |Y5Y3 → Y4 qI |Y5Y4 → Y4
qI |Y5Y5 → Y8 qI |Y5Y6 → Y8 qI |Y5Y7 → Y4 qI |Y5Y8 → Y4 qI |Y5Y9 → Y4
qI |Y6Y1 → Y4 qI |Y6Y2 → Y5 qI |Y6Y3 → Y4 qI |Y6Y4 → Y4 qI |Y6Y5 → Y8
qI |Y6Y6 → Y8 qI |Y6Y7 → Y4 qF |Y6Y8 → Y9 qI |Y6Y9 → Y4 qI |Y7Y1 → Y4
qI |Y7Y2 → Y5 qI |Y7Y3 → Y4 qI |Y7Y4 → Y4 qI |Y7Y5 → Y8 qI |Y7Y6 → Y8
qI |Y7Y7 → Y4 qF |Y7Y8 → Y9 qI |Y7Y9 → Y4 qI |Y8Y1 → Y4 qI |Y8Y2 → Y5
qI |Y8Y3 → Y4 qI |Y8Y4 → Y4 qI |Y8Y5 → Y8 qI |Y8Y6 → Y8 qI |Y8Y7 → Y4
qI |Y8Y8 → Y4 qI |Y8Y9 → Y4 qI |Y9Y1 → Y4 qI |Y9Y2 → Y5 qI |Y9Y3 → Y4
qI |Y9Y4 → Y4 qI |Y9Y5 → Y8 qI |Y9Y6 → Y8 qI |Y9Y7 → Y4 qI |Y9Y8 → Y4
qI |Y9Y9 → Y4
is a systematic approach for constructing deterministic PDA which match tree templates in time linear to the size of the
subject tree. Although we prove that the space required for preprocessing is exponential to the size of the tree template in
the worst case, the space required for a speciﬁc class of tree templates – the tree templates that do not consist of pairwise
independent subtrees – is linear. The time for the searching phase is linear to the size of the subject tree in both cases and
thus, the proposed algorithm is ideal when one needs to search a given tree template in many subject trees – preprocess
once, search many.
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