Covertly directing visual attention toward a spatial location in the absence of visual stimulation enhances future visual processing at the attended position. The neuronal correlates of these attention shifts involve modulation of neuronal "baseline" activity in early visual areas, presumably through top-down control from higher-order attentional systems. We used electroencephalography to study the largely unknown relationship between these neuronal modulations and behavioral outcome in an attention orienting paradigm. 
Introduction
Human beings can voluntarily deploy their attention toward a visual location without moving their eyes or head. These covert attention shifts improve stimulus detection at the locus of attention, at the cost of stimuli located elsewhere (Posner, 1980; Posner et al., 1980) . Shifting attention modulates the sensitivity of early visual areas for incoming visual information, presumably through top-down control from higher-order attention areas (Kastner et al., 1999; Hopfinger et al., 2000; Corbetta and Shulman, 2002) , in analogy to the mechanisms of signal gain control of visual neurons in animals (Moore et al., 2003) . These sensitivity changes are reflected in neuronal response enhancement to stimuli coinciding with the attended location, relative to stimuli appearing elsewhere, as shown by single-neuron recordings (Luck et al., 1997; McAdams and Maunsell, 1999; Reynolds et al., 2000) as well as visual evoked potentials (Mangun and Hillyard, 1991; Heinze et al., 1994; Martinez et al., 1999; Di Russo et al., 2003) and blood-flow neuroimaging in humans (Gandhi et al., 1999; Martinez et al., 1999; Somers et al., 1999) . In addition, voluntary deployment of visuospatial attention modulates ongoing "baseline" activity in early visual areas even in the absence of visual stimulation (Luck et al., 1997; Kastner et al., 1999) . These changes are spatially dependent and retinotopically organized both in monkey (Luck et al., 1997; Fries et al., 2001 ) and man (Kastner et al., 1999; Worden et al., 2000) and may serve to bias neuronal responses and visual processing in favor of stimuli that will appear at the attended location.
Our goal was to further detail the changes in neuronal baseline activity that occur with visuospatial attention orienting in the absence of visual stimulation using electroencephalography (EEG) and to examine possible links to forthcoming visual processing at attended versus unattended positions. Previous EEG studies have shown that attention-related changes in anticipation of forthcoming visual events are reflected in sustained modulations of oscillatory ␣-band (ϳ8 -14 Hz) activity , Bastiaansen et al., 2001 Babiloni et al., 2004) . In the case of visuospatial attention deployment, decreases of ␣-activity have been observed contralateral to the attended location (Sauseng et al., 2005) , interpreted to reflect enhanced cortical excitability to facilitate future visual processing at the attended position. In addition, ␣ increases have been documented contralateral to the unattended location (Worden et al., 2000; Yamagishi et al., 2003; Kelly et al., 2006) , potentially reflecting an active "inhibitory" process protecting against visual input from task-irrelevant positions. Based on these results, it may be suggested that the direction of visuospatial attention is determined by two divergent processes that are reflected in differential changes of ␣ activity over the two hemispheres (facilitatory ␣ decrease and inhibitory ␣ increase over areas tuned to the attended vs unattended hemifields). If this is the case, the relative asymmetry of collateral ␣ changes should be predictive of behavioral performance in a lateralized target detection task. We tested this working hypothesis by examining the relationship between posterior ␣ asymmetries (expressed through a lateralization index) and behavioral responses to forthcoming visual stimuli in an attention orienting paradigm.
Materials and Methods

Participants
Ten healthy volunteers participated (five males, 21-36 years old) after giving written informed consent to the study, which had been approved by the Beth Israel Deaconess Medical Center Investigational Review Board. Nine subjects were right-handed and one was ambidextrous (Oldfield, 1971 ). All had normal or corrected-to-normal vision and no history of neurological or psychiatric disorders.
Experimental paradigm and stimulus presentation
Subjects were asked to perform a spatially cued target detection task. Figure 1 illustrates the experimental paradigm and time course of events. Participants were instructed to keep fixation on a central cross and to avoid eye movements and saccades at any time point throughout the experiment. Together with the fixation cross, two gray squares serving as position markers were continuously displayed in the lower left and right visual fields throughout testing. The beginning of a new trial was indicated by an auditory warning signal of variable length (burst of white noise) followed by a brief auditory cue (sine-wave tone). The warning signal prompted the subjects to discontinue performance in the previous trial, to resume baseline position (attention on central cross), and to prepare for the upcoming cue. The brief auditory cue consisted of a 100 or 800 Hz tone (randomly presented). The 100 or 800 Hz tones prompted the participants to covertly orient leftward or rightward, respectively, and to maintain attention at the corresponding position marker in the left or right visual field. After a delay of 2560 ms, a visual target was presented at perithreshold size in the center of one position marker. The targets appeared more often at cued than uncued positions (probability to appear at cued location, p ϭ 0.66). Subjects were required to report the detection of targets by pressing buttons on a keyboard according to perceived target locations, using the right index finger for left targets and the right ring finger for right targets. Responses were required for targets on both the attended and unattended side.
Before testing, subjects were explicitly told that targets will be presented at perithreshold size so that the detection task is going to be difficult. They were asked to respond to perception of a target only and to withhold responses or guesses if no target was detected.
Fixation cross and position markers. The central fixation cross (0.5°v isual angle) and two gray squares (3 ϫ 3°) were visible throughout testing, latter serving as position markers to facilitate covert shifting and maintaining of attention. Stable viewing distance was supported by a head and chin rest and eye movements were monitored by electrooculogram (EOG) recordings.
Auditory warning and cue. The white noise (warning signal) was presented for 1400 -1750 ms and the sine-wave tones (cues) for 50 ms to both ears via earphones. The volume of the sine-wave tones was individually adjusted to a comfortable intensity level and the volume of the white noise was set to 30% thereof. We chose auditory (rather than visual) warning and cue signals because we aimed to eliminate visual input as a possible source of cue-related changes in ␣ activity over posterior recording sites. Accordingly, potential changes in ␣ activity over posterior sites would be voluntarily driven (reflecting endogenous attention processes) rather than exogenously evoked.
Visual targets. Visual targets consisted of small black rectangles. Their size was individually adjusted to perithreshold levels by target titration before the experiment (see Procedure). The targets were flashed for 40 ms at 8°vertical and 26.5°horizontal eccentricity from the central fixation cross. We chose to place targets in the lower visual field because attentional resolution has been reported to be greater in the lower than the upper visual field (Intriligator and Cavanagh, 2001) .
The full paradigm also included neutral, nondirectional cues and targets appearing bilaterally. These additional conditions have been implemented to assess attentional task components other than spatial orienting in a previously published transcranial magnetic stimulation study with independent objectives (Thut et al., 2005) and will not be part of the results and discussion presented here.
Procedure
The experiment was performed over two consecutive days. On the first day, subjects completed a training session that included target titration but no EEG recordings. The actual experimental session took place on the following day.
The training session gave subjects a chance to familiarize themselves with the task, especially with the concept of shifting spatial attention independently of eye movements, and served to determine individual perithreshold target sizes for each subject via target titration. Subjects performed the target detection task in three runs of 120 trials each during which five different target sizes were presented. Target sizes (in pixels) in the initial run were 1 ϫ 2, 2 ϫ 2, 2 ϫ 3, 3 ϫ 3, or 3 ϫ 4 [pixel size, ϳ0.2 ϫ 0.2 mm (ϳ0.05 ϫ 0.05°); longer axis horizontal for rectangular targets]. These sizes were adapted in the following runs in two of the 10 participants because the largest target was not perceived in 85% of trials. Max- Figure 1 . Experimental paradigm and sequence of events during each trial. A central fixation cross and two lateralized gray squares serving as position markers for visuospatial attention orienting were continuously displayed. Each trial was initiated by an auditory warning signal (white noise) of variable length. This was followed by a brief (50 ms) auditory cue instructing subjects to covertly direct their attention either to the left (100 Hz tone) or to the right (800 Hz tone) position marker. After a delay of 2560 ms, a target appeared for 40 ms either in the left or right gray square. Targets were more likely to appear at cued positions ( p ϭ 0.66). Subjects were asked to respond to a perceived target by a right-hand button press. imum tested target sizes in these two subjects were 4 ϫ 4 and 5 ϫ 5 pixels, respectively. After each run, subjects were given feedback about their performance. Two suitable perithreshold targets (T1, T2) of adjacent sizes were selected for presentation during the following day (mean size T1: 2.1 ϫ 2.4 pixels, ϳ0.1 ϫ 0.12°; T2: 2.4 ϫ 3.1 pixels, ϳ0.12 ϫ 0.16°). During the experimental session, subjects performed the target detection task in a total of 288 trials. Performance was interspersed with regular 1 min breaks.
Recording
EEG data were sampled at 200 Hz from 45 scalp electrodes placed according to the international 10 -10 system (EEG unit designed by Ives EEG solutions, Burlington, Ontario, Canada). Conductive plastic-body electrodes coated with a thin layer of silver epoxy were used. Signals were recorded using a bipolar montage and were recalculated off-line against the average reference. Eye movements were monitored by two additional bipolar horizontal and vertical EOG derivations. Impedance was kept Ͻ10 k⍀. Continuous single epochs of 5120 ms duration [precue (warning) period, 1280 ms; cue-target interval, 2560 ms; post-target (response) period, 1280 ms] were included in the analysis if not contaminated by eye movements or artifacts.
Manual responses (reaction times, detection rate, false alarms) were collected using a Power Mac computer (model 9600/200; Apple Computers, Cuppertino, CA), running PsyScope.
Determination of individual ␣ frequency and ␣ band
To account for interindividual differences in the ␣ frequency, we used individual ␣ frequency (IAF) as an anchor point to adjust frequency bands individually. This prevents interactions with other, adjacent frequency bands Klimesch et al., 1998) . IAF was defined as the individual frequency peak within the ␣ band and was determined from the fast Fourier transform spectra over posterior leads (parietal, parieto-occipital, and occipital) . The spectra were calculated over the precue period (1280 ms; corresponding to the last part of the warning period) for each epoch separately (frequency resolution, 0.781 Hz) and then averaged over all epochs per subject independent of condition using Scan 4.2 software (NeuroScan, Herndon, VA).
The individual ␣-frequency band was then defined as the window, which reaches from 4 Hz below to 2 Hz above the IAF . On average, IAF of our subjects was 11.8 Hz (Ϯ0.36 SE) giving rise to a frequency window of 7.8 -13.8 Hz, close to the analyzed frequency bands of 8 -14 Hz by Worden et al. (2000) , 8 -13.5 Hz by Kelly et al. (2006) , and 6.89 -14.31 by Sauseng et al. (2005) .
Because several studies suggest that different frequency bands within the ␣-frequency range reflect different cognitive processes, we initially analyzed the data by separating the individual ␣-frequency band in three subranges [lower ␣ 1, IAF minus 4 Hz to IAF minus 2 Hz; lower ␣ 2, IAF minus 2 Hz to IAF; upper ␣, IAF to IAF plus 2 Hz Klimesch, 1999; Babiloni et al., 2004) ]. Because our results were unaffected by these subdivisions in line with previous studies on modulations of ␣ activity during anticipatory attention (Bastiaansen et al., 2002; Sauseng et al., 2005) , we will only report the results obtained within the entire individual ␣-frequency band.
Analysis
Calculation of ␣-band power evolution over time. We computed the time course of ␣ power within the predefined analysis window (see above, Recording) using modified temporal spectral evolution (TSE) (Salmelin and Hari 1994) calculations, related to the event-related desynchronization/synchronization method (Pfurtscheller and Lopes da Silva, 1999) . TSE in the ␣-frequency band was calculated for each subject, electrode, and condition [cue left (L) vs right (R)] with Scan 4.2 software (NeuroScan) and using the following calculation steps: (1) data of each single trial were bandpass-filtered in the individually determined ␣-frequency range (24 db/octave rolloff), (2) rectified (negative potentials become positive), (3) trimmed left and right of 180 ms (to cut filter warm-up artifacts at the edges of the epoch window, Ϫ1280 precue to ϩ1280 post-target), (4) smoothed by averaging over 20 consecutive time points (100 ms), and finally, (5) averaged across all single trials.
Effects of cue on ␣-band activity in the cue-target interval. The analyses were performed on two symmetric, posterior regions of interests (ROI; one per hemisphere) that were defined based on grand-mean data (electrode sites that showed maximum cue-related changes in the cue-target interval), and that consisted each of three electrodes (pooled within each ROI for the analyses). In addition, these data were used to calculate a lateralization index of ␣, incorporating the relative distribution of ␣ activity over both hemispheres in one value. The lateralization index was calculated according to the following formula:
The index is negative when ␣ activity is more prominent over the left hemisphere and lower over the right (␣_right Ͻ ␣_left), and positive when the opposite is the case (␣_left Ͻ ␣_right). ␣-Band power and lateralization index changes were analyzed using repeated-measure ANOVAs with the within-subject factors cue (cue L vs R), hemisphere (ROI L vs R), and time interval (4 levels: precue, Ϫ1100 to 0 ms before cue; first part of cue-target interval, 0 to ϩ1300 ms after cue; second part of cue-target interval, ϩ1300 to ϩ2600 ms after cue; post-target, 0 to 1100 ms after target). Pretarget ␣ index versus behavioral outcome: overall left-right asymmetries. To contrast overall left-right biases in posterior ␣ activity and behavior, we calculated lateralization indices based on the behavioral responses to left-versus right-sided targets. These indices were obtained for reaction times (RT) and detection rates (DR) separately via the following formulas:
The formulas lead to negative values in case of an advantage for processing targets in the left relative to the right hemifield (leftward bias), and to positive values for the opposite pattern (rightward bias). Pretarget ␣ index versus behavior: trial-by-trial analysis. In a third step of the analysis, ␣-lateralization indices were recalculated according to the above formula for each single trial (after calculation of ␣-band power evolution via steps 1-4) (see above, Calculation of ␣-band power evolution over time) to investigate the relationship between ␣ index before target onset and forthcoming target processing (speed of target detection, detection rate) on a trial-by-trial basis. The mean ␣-index value averaged over the second half of the cue-target interval was used for sorting the single-trial data (sorting per subject in an ascending order). After sorting, single epochs were binned into five index groups (of equal number of trials) such that group 1 comprised the 20% of trials with the lowest (most negative) index values and group 5 those 20% of trials with the highest (most positive) index values (bin-width, 20%). The dependence of target processing on pretarget ␣ was then investigated using repeatedmeasure ANOVAs with the sorted and binned index groups as the independent and the corresponding performance measures to targets (RT; DR) as the dependent variables. Because we expected a linear relationship between pretarget ␣-index values and the corresponding behavioral measures, polynomial linear contrast analysis were performed where appropriate.
Results
Training session and target titration
Detection rate during the last titration run (reflecting performance after training) varied with target sizes [mean Ϯ SE: T1 -2 pixels , 0.02 Ϯ 0.01; T1 -1 pixel , 0.03 Ϯ 0.02; T1, 0.3 Ϯ 0.09; T2, 0.68 Ϯ 0.13; T2 ϩ1 pixel , 0.88 Ϯ 0.09; T2 ϩ2 pixels , 0.96 Ϯ 0.04; data aligned to the two perithreshold targets (T1, T2) for each subject and collapsed over all four conditions]. Thus, detection rate significantly increased with target size from near zero (0.02) for the smallest targets (subthreshold) to almost 100% detection (0.96) for the largest ones (suprathreshold) (F ϭ 745.7; p Ͻ 0.0001). This shows that subjects followed the instructions and only responded when they really perceived a target and did not guess target onset and location in subthreshold trials. The constant cue-target interval and the relatively high probability of targets appearing at the cued location ( p ϭ 0.66) could have led to guessing of target onset and position, but this would be associated with much higher detection rates for subthreshold targets (at least chance levels, i.e., detection rates equal or bigger than 0.5). In addition, false alarm rates at cued positions in incongruent cue-target trials would be high if guessing occurred with subthreshold targets, which was clearly not the case (cue L/target R: left false alarm rate, 0.03; cue R/target L: right false arm rate, 0).
Analysis of the detection rates showed that participants correctly shifted attention in cued directions (overall 2 ϫ 2 ANOVA, interaction cue by target-side: F (1,9) ϭ 9.36; p ϭ 0.014). Subjects detected right targets more easily after right (0.53 Ϯ 0.07) than left cueing (0.40 Ϯ 0.06; F (1,9) ϭ 5.1; p ϭ 0.05) and showed an advantage for detecting left targets after left (0.60 Ϯ 0.05) compared with right cueing (0.52 Ϯ 0.06; F (1,9) ϭ 4.2; p ϭ 0.07). Collapsed over both cue conditions, detection rates revealed a trend toward facilitated detection of left compared with right targets (0.56 Ϯ 0.05 vs 0.47 Ϯ 0.06; main effect of target-side: F (1,9) ϭ 4.14; p ϭ 0.072).
Detection latencies (reaction times) to left and right targets were also significantly affected by cueing (overall 2 ϫ 2 ANOVA, interaction cue by target-side: F (1,9) ϭ 41.12; p Ͻ 0.0001). Subjects responded faster to right targets after right (482 Ϯ 23 ms) than after left cueing (596 Ϯ 38 ms; F (1,9) ϭ 10.62; p ϭ 0.01), and reaction times to left targets were shorter after left (443 Ϯ 17.8 ms) than after right cueing (574 Ϯ 24 ms; F (1,9) ϭ 66.16; p Ͻ 0.0001). Again, subjects showed an overall advantage for processing left targets, visible in generally faster reaction times to left compared with right targets (508 Ϯ 18 vs 539 Ϯ 24 ms, main effect of target-side: F (1,9) ϭ 4.56; p ϭ 0.061).
Experimental session
Behavior: effects of cue on detection rate and reaction time Two targets at perithreshold sizes were presented during the experimental session (identified for each subjects individually based on target titration, see T1 and T2 above). Collapsed over all four conditions (2 cues by 2 target sides), average detection rates were 0.32 for the smaller and 0.69 for the larger of these two targets (mean detection rate, 0.505), close to the values obtained during target titration.
Critically, processing at the different target locations was significantly affected by cueing direction both regarding detection rates (overall 2 ϫ 2 ANOVA, interaction cue by target-side: F (1,9) ϭ 13.3; p ϭ 0.005) and reaction times (interaction cue by target-side: F (1,9) ϭ 20.5; p ϭ 0.001). Subjects showed higher detection rates for left targets after left versus right cueing (0.62 Ϯ 0.06 vs 0.5 Ϯ 0.07; F (1,9) ϭ 6.8; p ϭ 0.028), and for right targets after right versus left cueing (0.51 Ϯ 0.05 vs 0.36 Ϯ 0.07; F (1,9) ϭ 11.1; p ϭ 0.009). In analogy, subjects responded faster to left targets after leftward than rightward cueing (461 Ϯ 16 vs 585 Ϯ 33 ms; F (1,9) ϭ 12.6; p ϭ 0.006), and detection latencies for right targets were reduced after rightward in comparison to leftward cueing (506 Ϯ 25 vs 643 Ϯ 27 ms; F (1,9) ϭ 19.6; p ϭ 0.002). In further reproduction of the results of the training session, false alarm rates to cued positions were very low (left false alarms in right target trials after left cueing, 0.04; right false alarms in left target trials after right cueing, 0.02).
Behavior: overall asymmetry in left versus right visual field processing As during the titration session, the detection rate tended to be higher for left than for right targets (0.56 Ϯ 0.06 vs 0.44 Ϯ 0.06; main ANOVA effect of target-side: F (1,9) ϭ 3.43; p ϭ 0.097) and reaction times were faster to left than to right targets (523 Ϯ 18 vs 575 Ϯ 21 ms; F (1,9) ϭ 8.4; p ϭ 0.018). This overall advantage for left target processing replicates previous results obtained using an identical target detection task in another study sample (Hilgetag et al., 2001) , and might be attributable to "pseudoneglect," the natural tendency of neurologically normal subjects to attend more easily to the left than to the right visual hemifield (Jewell and McCourt, 2000; Brighina et al., 2002) .
This advantage for processing of left-over right-sided targets was amplified in left cue conditions (0.62 Ϯ 0.06 vs 0.36 Ϯ 0.07, F (1,9) ϭ 14.16, p ϭ 0.004 for detection rate; 461 Ϯ 16 vs 643 Ϯ 27 ms, F (1,9) ϭ 48.4, p Ͻ 0.001 for reaction time), and neutralized with rightward cueing [0.5 Ϯ 0.07 vs 0.51 Ϯ 0.05, F (1,9) ϭ 0.01, not significant (ns) for detection rate; 585 Ϯ 33 vs 506 Ϯ 25 ms, F (1,9) ϭ 3.7, ns for reaction time]. Note that the absence of any effect in the latter comparison (left vs right hemifield processing after right cueing) cannot be explained by poor task performance (attention shifts), as we observed highly significant differences when performance after leftward versus rightward cueing was compared within either target condition (see above, Behavior: effects of cue on detection rate and reaction time).
Together, these behavioral data thus show that although the subjects were performing the task as instructed, there was a strong performance bias in favor of left hemifield stimuli when attention was directed leftward (performance left better than right), but symmetrical performance and, thus, no left-right bias when subjects were attending rightward (performance left equal right), accounted for by an overall leftward advantage. Figure 2 shows the time course of oscillatory ␣-band (ϳ8 -14 Hz) activity for each cue condition (cue L and R) and electrode site (Fig. 2 A) as well as averaged over those electrodes showing maximal modulation with attention deployment (P5, P7, PO7 over the left, and P6, P8, PO8 over the right hemisphere) (Fig. 2 B , left vs right panels). ␣-Band activity was differentially modulated by visuospatial orienting (cue L vs R) over left and right hemispheres as a function of time into a trial (Fig. 2 B, left and right panels) (three-way interaction cue by hemisphere by time interval: F (3,27) ϭ 3.7; p ϭ 0.02), with differential modulation of ␣-band activity being restricted to the cue-target interval (interactions cue by hemisphere: F (1,9) ϭ 5.8/5.5; p ϭ 0.04/0.044 for first and second half of this interval, respectively) and being clearly absent in the precue period (two-way interactions: F (1,9) ϭ 0.43, ns; trend for post-target period: F (1,9) ϭ 3.5; p ϭ 0.095). In the cuetarget interval, ␣-activity was significantly lower over the right compared with the left hemisphere when subjects were attending leftward (Fig. 2 B , black lines) (main effects of hemisphere: F (1,9) ϭ 5.1/33.6; p ϭ 0.05/0.0003 for first and second half) but there was no hemispheric difference in ␣-activity when subjects were attending rightward (Fig. 2 B , gray line) (F (1,9) ϭ 0.01/0.4, ns for first and second half). This asymmetric effect for leftward versus rightward orienting was observed despite the fact that ␣ activity in the cue-target interval was significantly reduced relative to baseline (precue period) over the hemisphere contralateral to the attended hemifield for both orienting directions (cue R/ROI L, F (1,9) ϭ 5.3, p ϭ 0.046; cue L/ROI R, F (1,9) ϭ 5.5, p ϭ 0.044) and is explained by the pre-existing bias in ␣ activity over the two hemispheres (Fig. 2 B, precue period) . There was a trend for baseline ␣ activity to be lower over the right compared with the left hemisphere (precue period: F (1,9) ϭ 3.5; p ϭ 0.09) which was amplified by leftward and reduced by rightward orienting.
EEG: effect of cue on ␣-band activity
To take the pre-existing bias and concurrent changes of ␣ activity over both hemispheres before and during attention orienting into account, we introduced a lateralization index of ␣ incorporating the relative distribution of posterior ␣-activity in one value (Fig. 2 B, middle) . This lateralization index significantly differed between cueing conditions (cue L vs R) depending on time into the trial (interaction cue by time interval: F (3,27) ϭ 6.7; p ϭ 0.0016). Although there was no main effect of cue in the precue period (F (1,9) ϭ 0.08, ns), the index differed between left and right cueing in the cue-target interval (F (1,9) ϭ 5.8/12.6; p ϭ 0.039/0.006 for first and second half), as well as the subsequent post-target period (F (1,9) ϭ 5.6; p ϭ 0.042). The maximum difference between attention conditions was observed for the second half of the cue-target interval (directly preceding target onset), further suggesting that this measure is indexing lateralized visuospatial attention deployment. Stronger attention effects would be expected for the second half of the cue-target interval, because participants have more time for preparation to the forthcoming targets. Figure 2 B (middle) further reveals an overall negative bias of the ␣-lateralization index (␣_right Ͻ ␣_left) that is present already at baseline (precue period) and becomes amplified in the course of leftward orienting (Fig. 2 B , middle, black line) or is evolving toward zero (␣_right ϭ ␣_left) during rightward orienting (Fig. 2 B, middle, gray line) . The overall negative (never positive) values of the lateralization index would be suggestive of an asymmetric attention bias in favor of the left hemifield, because lower ␣-activity over the right relative to the left hemisphere (␣_right Ͻ ␣_left, negative index) can be interpreted to reflect leftward, and the opposite pattern (␣_left Ͻ ␣_right, positive index) to be a sign of rightward directed attention (see Introduction). Figure 3 (left) shows the lateralization index of posterior ␣ for both cueing conditions and its evolution over the precue and cue-target intervals (same data as Fig. 2 B, middle, but collapsed into three time windows). This is confronted with the subjects' corresponding left-right performance bias in target detection, estimated from differences in RT or DR to left versus right visual field stimuli (behavioral lateralization indices) (Fig. 3, right) .
Pretarget ␣-index versus behavioral outcome: overall left-right asymmetries
The figure shows that the behavioral lateralization indices (RT, DR) are matching the ␣-lateralization indices directly preceding target onset (cue-target interval, second half) in both cue conditions. The negative behavioral index in the left cueing condition (Fig. 3, dark gray boxes) reveals an advantage for left target over right target processing (see also behavioral analysis above) in accordance with the ␣-index values of the same condition (index is negative, ␣_right Ͻ ␣_left). Being close to zero, the behavioral index of the right cueing condition (Fig. 3 , light gray boxes) indicates symmetric target processing (no visual field advantage) in line with the corresponding, pretarget ␣-index values (index close to zero; i.e., ␣_right ϭ ␣_left).
This match between ␣-lateralization before target onset and behavioral outcome is further strengthened by statistics. During the time course of the trial, ␣-lateralization does not initially differ between left and right cueing conditions (precue, F (1,9) ϭ These attention-related changes were driven by varying degrees of ␣ decreases, being maximal over the hemisphere contralateral to the attended position and significantly different from baseline (precue period). The corresponding ␣-lateralization indices (B, middle) revealed an overall (negative) bias in the distribution of attention-related ␣ activity (␣_right Ͻ ␣_left), suggestive of an overall asymmetric attention bias (in favor of the left hemifield).
0.08; ns) but significantly diverges before target onset between conditions (cue-target interval, second half, F (1,9) ϭ 12.6; p ϭ 0.006), as do the behavioral lateralization indices (RT, F (1,9) ϭ 23.2, p Ͻ 0.001; DR, F (1,9) ϭ 20.4, p ϭ 0.001). In terms of deviation from zero (one sample t tests against 0), ␣-indices initially differ from zero for both left and right cueing conditions (precue interval, t ϭ Ϫ3.5/Ϫ2.9; p ϭ 0.006/0.01) but then evolve into opposite directions with ␣-indices further departing from zero (left cueing) or converging to zero (right cueing) in the second half of the cue-target interval (left cue, t ϭ Ϫ5.8, p ϭ 0.0003; right cue, t ϭ Ϫ0.2, ns). In analogy to the ␣-indices directly preceding target onset, the behavioral lateralization indices are significantly different from zero after left cueing (RT, t ϭ Ϫ7.6, p Ͻ 0.0001; DR, t ϭ Ϫ3.7, p ϭ 0.005) but not after right cueing (RT, t ϭ ϩ2.0, ns; DR, t ϭ ϩ0.4, ns). This shows that ␣-lateralization directly before target onset perfectly matches the left-right bias of target processing in both cueing conditions and corroborates the hypothesis that posterior ␣-lateralization and visuospatial attention biases are tightly linked.
Pretarget ␣-index versus behavior: trial-by-trial analysis
To further probe the relationship between ␣-activity before target onset and processing of the forthcoming target, we investigated whether ␣-lateralization is predictive of target detection (speed, detection rate) on a trial-by-trial basis. Based on the above findings, we expected that trials with most negative indices in the second part of the cue-target interval (␣_right Ͻ ␣_left) would be associated with a benefit for processing of forthcoming left-sided targets and that this benefit would gradually decrease over trials with less negative/more positive index values in this interval (␣_left Յ ␣_right), and vice versa for right-sided targets. We found the lateralization indices of ␣ activity to be related to speed of detection (Fig. 4 B) but not to detection rate ( A). Reaction times were significantly related to lateralization index of the pretarget period depending on target location (Fig. 4 B) (overall 2 ϫ 5 ANOVA, interaction target-side by index group, F (4,36) ϭ 3.64, p ϭ 0.014). Whereas reaction times to left targets overall gradually increased from trials with most negative to those with most positive ␣ index values (Fig. 4 B, black line) (linear trend, polynomial linear contrasts, F (1,9) ϭ 6.3, p ϭ 0.03), reaction times for right targets gradually decreased over these five index groups (Fig. 4 B, gray line) (polynomial linear contrasts, F (1,9) ϭ 5.0, p ϭ 0.05). Detection rates to left and right targets (Fig. 4 A) were not significantly related to the preceding lateralization indices (over- C, Distribution of left and right cue trials (mean Ϯ SE) are displayed as a function of ␣-lateralization index before target onset (collapsed over second half of the cue-target interval), subdivided in five index groups. Each index group comprises data of at least 30 trials from each of the 10 subjects. The ␣-lateralization index is related to reaction time (B) but not detection rate (A) of forthcoming targets. Note the overall advantage for detection of left compared with right targets, both in terms of detection rates and reaction times, which might be attributable to "pseudoneglect," the natural tendency of neurologically normal subjects to attend more easily to the left than to the right visual hemifield (see Results, Behavior: overall asymmetry in left versus right visual field processing). neg, Negative; pos, positive.
all 2 ϫ 5 ANOVA, interaction target-side by index group, F ϭ 0.65, ns).
As a final test, we examined the relationship between ␣-lateralization before target onset and the preceding cue, by calculating the number of left or right cue trials per index group. The corresponding figure (Fig. 4C) illustrates the distribution of left versus right cue trials as a function of pretarget ␣ and therefore also provides information on the accuracy of classifying left versus right cue trials by the ␣ index. It suggests a classification accuracy of ϳ60% for the top and bottom one-fifth of all trials (precise numbers, 58.4 Ϯ 3.04% and 60.4 Ϯ 3.15) (Fig. 4C) . Overall classification accuracy that was obtained through classifying left and right cue trials by ␣-index values below or above the median respectively (all trials included) amounted to 55.6 Ϯ 1.28% (left cue trials) and 56.0 Ϯ 1.55% (right cue trials). This is significantly deviating from chance levels (t ϭ 4.58/4.03; p ϭ 0.0026/0.006 for predicting left/right cue trials from ␣; onesample t tests against 50%, Bonferroni corrected). This relatively low classification accuracy is in line with our design (i.e., the 66% predictability of forthcoming targets to appear at cued positions). That is, because there is a 33% uncertainty regarding future target positions, participants might not always have shifted their attention in perfect accordance with the instructive cue. The relatively low classification accuracy also fits previous results showing that with maximum spatial target predictability (100%) classification accuracy of left versus right cueing trials by ␣-measures is ϳ73% (Kelly et al., 2005) , possibly because of task (cue)-independent fluctuations in the momentary focus of visuospatial attention. Regardless of classification accuracy, Figure 4C provides further information on the relation between ␣ index and cue. If the ␣ index is cue-related and, thus, driven by visuospatial orienting (as also suggested by Fig. 2 B and corresponding analysis) , trials with most negative indices (indicative of leftward orienting) should most often be preceded by left cues, whereas trials with most positive values (indicative of rightward orienting) should most often be associated with right cues. This is confirmed by our data set revealing a differential distribution of left and right cue trials over the five index groups (overall 2 ϫ 5 ANOVA, interaction cue by index group, F (4,36) ϭ 4.9, p ϭ 0.003). Whereas the number of left-cue trials continuously decreased from the most negative to the most positive index group (Fig. 4C ) (linear trend, polynomial linear contrast, F (1,9) ϭ 22.4, p ϭ 0.001), the number of right-cue trials continuously increased over these groups (polynomial linear contrast, F (1,9) ϭ 21.2, p ϭ 0.001). This further confirms that ␣ index before target onset, the preceding cue, and visual processing (in particular speed of target detection) are significantly linked.
Discussion
We explored the neurophysiological correlates of visuospatial attention shifts over posterior recording sites using EEG and their relation to processing of forthcoming lateralized visual targets. Visuospatial attention biases were induced by endogenously cueing attention to either a left or right peripheral visual field position using a variant of Posner's cue-target paradigm . Behaviorally, this led to enhanced processing of targets at cued/attended position. In the EEG, we found differential changes in ␣-band activity over left versus right parietooccipital sites in correspondence with attentional cueing. The changes were driven by varying degrees of ␣-decreases (␣-desynchronization) that were maximal at sites contralateral to the attended position. In addition, our data reveal a link between the relative asymmetry of ␣ activity over left and right posterior sites (expressed through a lateralization index) and behavioral performance in target detection. Collapsed over all trials, the ␣-lateralization index directly preceding target onset showed an overall negative bias (␣_right Յ ␣_left) in accordance with an overall behavioral asymmetry in favor of the left visual field, which was present both in terms of reaction times and detection rates to targets. Across trials, we found that trial-by-trial variability in ␣-lateralization before target onset can partially explain the variability in behavioral responses to the forthcoming lateralized stimulus, in particular regarding reaction time but not detection rate. Left targets were detected most rapidly when the ␣ index before target onset was most negative (␣_right Ͻ ␣_left), and slowest when the index was most positive (␣_left Յ ␣_right). Conversely, detection of right targets was fastest in trials with most positive index values and slowest in trials with most negative values. Our data suggest that posterior ␣-lateralization can serve as an indicator for the momentary visuospatial attentional vector, with more negative values (␣_right Ͻ ␣_left) indicating a leftward attentional bias and more positive values (␣_left Ͻ ␣_right) signaling attention being directed rightward.
Our results replicate previous findings of spatially dependent, posterior ␣ suppression during voluntary visuospatial attention shifts (Sauseng et al., 2005) . In comparison to this study, we used auditory instead of visual cues and, thus, show ␣ suppression in the absence of visual stimulation. By presenting auditory cues, we control for the confound of externally evoked ␣ desynchronization, which is systematically induced by visual stimulation (Pfurtscheller et al., 1994) and which may account for part of the ␣ suppression in visually cued attention-orienting paradigms. In further analogy to Sauseng et al. (2005) , we found ␣ activity to be significantly suppressed relative to the precue period at sites contralateral to the attended visual hemifield, but did not find any significant increase in the level of oscillatory ␣ activity contralateral to unattended space. This contrasts with previous reports of sustained focal ␣ increases at parieto-occipital sites contralateral to the to-be-ignored position (Worden et al., 2000; Yamagishi et al., 2003; Kelly et al., 2006) . However, although divergent, ␣ increases and decreases are not mutually exclusive and might become expressed to different degrees depending on task demand, as suggested previously (Kelly et al., 2006) . Decreased ␣-band activity has been interpreted to represent an electrophysiological correlate of cortical activation or enhanced cortical excitability (Pfurtscheller, 2001) and is likely to correspond to a state of maximum cortical readiness in areas tuned to the attended hemifield. Conversely, increased ␣-band activity has been associated with cortical deactivation (Pfurtscheller, 2001) or an active decoupling of cortical processing (Vanni et al., 1997; Foxe et al., 1998; Fu et al., 2001) . In attention-orienting paradigms, this may protect against visual input from task-irrelevant positions (Worden et al., 2000; Kelly et al., 2006) . In keeping with these interpretations, ␣ decreases have been observed when behavioral responses to lateralized targets are given independently of cued directions (i.e., when nothing has to be ignored in the unattended hemifield) (Sauseng et al. 2005 ; present study). In contrast, ␣ increases have been documented in paradigms that involve suppression of distractor information at unattended locations (Worden et al., 2000; Yamagishi et al., 2003; Kelly et al., 2006) .
In addition to showing that the lateralization of posterior ␣ activity is covarying with the direction of lateral attention deployment, our results reveal a link between the pretarget ␣-lateralization index and the behavioral response to the target. This leads us to conclude that the direction of visuospatial attention along the horizontal dimension and, thus, the efficiency of visual processing at given peripheral positions is defined by the relative activation of two distinct neuronal populations, each tuned to the opposite hemifield. Although on a more macroscopic measurement scale than single-cell recordings, this bears similarity with the principle of population coding for arm movements in the monkey motor cortex where the direction of an arm movement can be predicted by the vector sum of neurons tuned to different directions (Georgopoulos et al., 1986) . Our data also suggest a stronger link between ␣-lateralization index and reaction time than ␣-lateralization index and detection rate, as only the global ␣-measure indexing overall left-right attention biases was found to be related to detection rate, whereas trial-by-trial variability in this measure was not. It could be argued that the stronger link to reaction time may suggest that ␣ lateralization is related to response preparation rather than attention deployment. However, as responses were always given with the right hand, EEG changes related to response preparation would be expected to be restricted to the left hemisphere, and not to vary with the attention focus. A more likely explanation is that a link between pretarget ␣ activity and detection rate is simply more difficult to demonstrate, because whether a target will be perceived or not is likely to depend not only on voluntary anticipatory attention mechanisms but also on processes that occur after target onset, such as reflexive reorienting, in particular when targets appear at unattended positions. Thus, despite presentation at unattended positions, targets might reach awareness because of reflexive reorienting. Reaction times to targets, however, are likely to depend on the anticipatory visuospatial attention process, even when followed by reorienting, because the time for reorienting is likely to depend on the anticipatory orienting bias.
The observed topography of our effects (Fig. 2 A) implicates posterior areas in its generation. Combined EEG-MEG or EEGfunctional magnetic resonance imaging (fMRI) studies have identified areas around the calcarine fissure and in secondary visual and parietal cortex to be involved in the generation of posterior ␣ oscillations (Chapman et al., 1984; Ciulla et al., 1999; Moosmann et al., 2003; Laufs et al., 2003; Feige et al., 2005) . Accordingly, the changes in ␣ activity we observed may have been generated within visual areas and reflect preparation for visual events occurring at a predictable position through changes in the baseline activity of neuronal ensembles tuned to these locations. The results of Worden et al. (2000) showing that changes in posterior ␣-band activity with visuospatial attention shifts are retinotopically mapped at the level of visual quadrants would argue in favor of this interpretation. Yet, it has to be noted that this retinotopy applies to ␣ increases and still awaits replication for ␣ decreases. Also, an early visual origin of our findings would be in line with recent fMRI results showing that covert attention shifts in the absence of visual stimulation engage visual areas that are retinotopically organized (Kastner et al., 1999) and that attention, activity in these early visual areas, and behavioral performance in visual tasks are tightly linked (Ress et al., 2000; Giesbrecht et al., 2006) . Another possibility is that the ␣ decreases and increases are of parietal origin. A pattern of parietal activation and deactivation contralaterally and ipsilaterally to the attended position would fit Kinsbourne's model of spatial attention (Kinsbourne, 1977 (Kinsbourne, , 1987 . According to this model, each hemisphere is provided with an attentional processor directed toward the opposite hemispace with the two processors reciprocally inhibiting each other through callosal cross talk. In this case, a deactivation in the hemisphere ipsilateral to the attended location could be explained by callosally mediated competitive interactions and would represent a byproduct of attentional control driven by the opposite, activated hemisphere. Because of mutual interactions between hemispheres, the model would also predict that opposite ␣ decreases and increases would necessarily co-occur, which, however, appears not to be the case (Sauseng et al., 2005; Kelly et al., 2006) . In addition, differential activation patterns of parietal origin do not fit recent fMRI studies suggesting that the activation of parietal regions during spatial attention deployment before target onset is predominantly bilateral (Kastner et al., 1999; Hopfinger et al., 2000; Corbetta and Shulman, 2002) . We thus interpret our findings to reflect the consequence of top-down signals in visual areas, rather than the source of this signal in higher-order, parietal areas implicated in attentional control In summary, we document a pattern of posterior changes in ␣-band activity that is modulated by covertly directing attention to a particular location in the absence of visual stimulation and most likely reflects biasing of baseline activity in neuronal visual assemblies tuned to opposite hemifields. Our results indicate that these changes in ␣-band activity can be used to calculate an index for the momentary bias of visuospatial attention that predicts the processing speed of forthcoming, lateralized visual targets and to some extent detection rate.
