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Résumé
La détection et la localisation des obstacles à partir d’un
nuage de points LiDAR sont des sujets majeurs dans le
domaine de la conduite autonome. Les méthodes qui de-
viennent de plus en plus précises opèrent toutes de bout en
bout, c’est-à-dire en retournant directement les coordon-
nées des boîtes englobantes des objets d’intérêt qu’elles es-
timent correctes. Cette stratégie rend plus difficile le diag-
nostic en cas de défaillance. Nous présentons une approche
simple qui produit d’une part une carte de probabilité in-
termédiaire permettant de sélectionner les régions d’inté-
rêt pour un système a posteriori, et de les visualiser lors
de l’inférence. D’autre part, les véhicules correctement dé-
tectés sont représentés sous la forme d’ellipses. Un vé-
hicule caché pourra ne pas être une ellipse complète, sa
marque indiquera tout de même une présence. Grâce à
cette représentation paramétrique des obstacles, une ex-
traction directe des prédictions à partir de cette carte inter-
médiaire est possible. La simplicité architecturale de l’ap-
proche proposée, en comparaison des méthodes de l’état
de l’art, ne l’empêche pas d’atteindre un haut niveau de
performances sur le benchmark KITTI pour la détection
d’obstacles en vue de dessus.
Mots Clef
Apprentissage profond, LiDAR, détection d’objets.
Abstract
Detection and localization of obstacles from a LiDAR point
cloud have become a major stake for autonomous driving.
While methods become more and more precise, they ope-
rate in an end-to-end fashion, returning directly the final
boxes whose probability is beyond some threshold. This
strategy makes the diagnosis difficult in case of failure as
it does not allow to identify which area of the scene caused
the false prediction. The method introduced in this paper
create first an intermediate probability map allowing the
selection of a region of interest for a subsequent detection
system and the visualization of the regions that got the fo-
cus of the algorithm. Moreover, the detected vehicles are
represented as ellipses. A hidden vehicle may illustrate a
truncated shape but the mark in the map still indicates a
possible existence. Thanks to this parametric representa-
tion, extracting obstacles directly from the probability map
is possible. With its simple architecture, the proposed al-
gorithm reaches high levels of performance on the KITTI
Object Dataset Benchmark.
Keywords
Deep learning, LiDAR, object detection.
FIGURE 1 – Une carte de probabilité binarisée prédite en
Bird’s Eye View (bas gauche) est utilisée par un RPN (Re-
gion Proposal Network) pour prédire les ellipses finales
(bas droite).
1 Introduction
Les réseaux de neurones artificiels ont permis de grandes
avancées en vision par ordinateur telles que la segmenta-
tion sémantique, l’estimation de pose humaine ou la dé-
tection d’objets [21, 20, 13]. La dernière tâche est de-
venue l’une des plus critiques dans le développement
d’agents autonomes en particulier des voitures. Le sys-
tème de perception doit notamment analyser les environs
de l’égo-véhicule, détecter et suivre les obstacles poten-
tiellement mobiles qui pourraient interférer avec la tra-
jectoire du véhicule avant de décider de la manœuvre à
suivre. Ces dernières années, le capteur LiDAR (Light De-
tection And Ranging) est devenu le capteur de référence
pour la détection d’obstacles, de par sa capacité à délivrer
des nuages de points retranscrivant la géométrie et la dis-
position de la scène. Cependant, les méthodes de détec-
tion en 3D et en Bird’s Eye View (BEV ou vue de des-
sus) peinent à atteindre les performances de leurs homo-
logues sur les images RGB, bien que certaines illustrent
des performances impressionnantes [26, 6, 10]. Ceci est
notamment dû au fait que les données LiDAR, pour un
même champ de vision donné, ont une résolution bien plus
faible. Parmi les avancées majeures des réseaux de neu-
rones, l’utilisation de convolutions a grandement amélioré
les résultats obtenus en détection 2D. Or, l’une des diffi-
cultés du traitement des nuages de points tient en leur for-
mat de liste non ordonnée qui n’est pas compatible avec
l’emploi de convolutions. Il est possible de diviser les mé-
thodes de détection BEV/3D en deux catégories : les mé-
thodes unimodales utilisant du LiDAR uniquement et les
méthodes multimodales couplant les données de plusieurs
capteurs, en général LiDAR et caméra RGB. Elles délivrent
directement des résultats finaux sans détailler plus expli-
citement quelles régions en sont la cause. Les probabili-
tés liées à chaque ancre peuvent servir d’indicateur mais
celles dont la probabilité est en deçà d’un seuil sont direc-
tement rejetées. Comme aucun système n’est parfait, obte-
nir une visualisation globale de ce que l’algorithme vise ou
de la manière dont il analyse l’espace peut être utile, d’une
part pour estimer les zones dangereuses, d’autre part pour
mieux comprendre les causes d’un possible dysfonctionne-
ment.
La méthode présentée estime de manière explicite une carte
de probabilités en BEV pour observer plus facilement les
détections (voir Fig. 1). Cette carte peut être considérée
comme une grille d’occupation pour une classe spécifique
d’objets. Un réseau de segmentation extrait à partir d’une
grille de données cette carte de probabilités sur laquelle
chaque véhicule est représenté par une tache elliptique.
Cette carte est passée en entrée à un Region Proposal Net-
work (RPN) pour extraire les boîtes englobantes des voi-
tures. Il est également possible d’extraire les boîtes direc-
tement depuis la carte de probabilités par extraction d’el-
lipses, permettant ainsi l’obtention d’une redondance sur
les résultats.
Dans cette étude, les objets d’intérêt sont limités aux voi-
tures (pas de camions ni de motos). Les travaux se foca-
lisent sur la détection en Bird’s Eye View (BEV) sur don-
nées LiDAR uniquement. Malgré son architecture simple,
l’algorithme présenté illustre de très bonnes performances
sur le benchmark de détection KITTI tout en ajoutant la
caractéristique de pouvoir délivrer un aperçu de l’état cou-
rant de la scène, potentiellement utilisable par des algo-
rithmes de planification pour mieux réagir près de zones
incertaines.
La suite du papier est organisée ainsi : la section 2 présente
les méthodes existantes de l’état de l’art pour la détection
BEV et 3D, la section 3 décrit les différentes parties de
la méthode proposée, leurs liens et la mise en forme des
données. La section 4 détaille les expériences menées et
les résultats obtenus.
2 État de l’art
Cette section présente les méthodes existantes consacrées
à la détection 3D/BEV. Elles peuvent être divisées en 3
catégories : les méthodes traitant des données 2D, les mé-
thodes utilisant les nuages de points et les méthodes mul-
timodales. La solution proposée utilisant un réseau de seg-
mentation sémantique, une partie sera également consacrée
à cette tâche.
2.1 Détection sur données 2D RGB
Les détecteurs 2D sur images RGB ont atteint un certain
niveau de maturité au point qu’ils sont actuellement utili-
sées dans l’industrie voire implémentées au sein de biblio-
thèques standards. Aussi des travaux existants se focalisent
sur l’estimation de caractéristiques 3D à partir de vues
de caméras RGB. Mono3D [5] attribue des scores à des
boîtes 3D candidates et leur projection sur image en utili-
sant des caractéristiques telles que la forme, le contexte ou
la classe d’objets afin de sélectionner les meilleures boîtes.
Deep3DBox [17] suppose que la projection d’une boîte
3D s’ajuste à celle proposée par un détecteur 2D. Deep
MANTA [4] utilise un entraînement multi-tâches pour la
détection du véhicule, la localisation des parties du véhi-
cule, la caractérisation de leurs visibilité et l’estimation des
dimensions en utilisant comme a priori une base de don-
nées de modèles 3D de véhicules.
2.2 Détection à partir de nuages de points
Les nuages de points 3D, par nature non structurés, ne sont
pas adaptés aux réseaux de neurones sous leur forme la
plus simple. La plupart des méthodes transforment ces don-
nées en des structures organisées. En général, une étape
dite de discrétisation ou de voxelisation est réalisée. Une
concaténation sur l’axe vertical de la grille permet notam-
ment d’obtenir des Bird’s Eye View des données qui sont
des projections au sol de la grille. Dans [6, 3], des cartes
de hauteur issues des différentes tranches d’une grille de
voxels ainsi qu’une carte de réflectance et une carte de
densité sont concaténées afin de former une entrée multi-
canaux pour leurs réseaux respectifs. Dans [1], les auteurs
étendent les travaux réalisés avec YOLO [20] pour infé-
rer des boîtes englobantes 3D à partir d’une seule carte de
hauteur et d’une carte d’intensité.
D’autres méthodes utilisent directement le formatage en
grille de voxels. Dans [12], les auteurs étendent des mé-
canismes des détecteurs 2D en utilisant des convolutions
3D. Cependant, ces opérateurs sont denses et représentent
des coûts calculatoires et en mémoire plus importants. Les
auteurs de [7] améliorent les convolutions 3D en rajoutant
un système de vote pour réaliser des opérations creuses. La
plupart des approches définissent le contenu des cellules
manuellement. Dans [26], un réseau préliminaire est appli-
qué aux cellules non vides pour apprendre des représenta-
tions optimales pour un problème spécifique avant d’utili-
ser ces représentations dans un RPN. A partir de ces tra-
vaux et partant du principe que la majorité des cellules est
vide, les auteurs de [24] utilisent des opérateurs « creux »
(sparse convolutions) [15, 9] pour réduire les coûts calcula-
toires. Les travaux de [11] étendent encore cette approche
en encodant des colonnes entières au lieu de subdiviser
l’axe vertical. Cela permet notamment de mieux représen-
ter les objets ayant une forme verticale comme les piétons.
2.3 Détection par approche multimodale
La principale difficulté de l’utilisation conjointe d’un
nuage de points et d’une image réside dans leurs diffé-
rences de structure et de mode d’acquisition. Des méthodes
telles que [6, 10] exploitent le fait qu’un nuage de points
3D peut être projeté afin de générer des images sous plu-
sieurs points de vues. Les vues les plus utilisées sont les
BEV, les projections cylindriques et les projections pers-
pectives frontales (point de vue camera). Ces vues peuvent
alors être traitées comme des images et les relations entre
ces vues permettent d’estimer les caractéristiques 3D des
détections. D’autres approches se focalisent sur l’utilisa-
tion de PointNet [19] pour la détection. Dans [18], un dé-
tecteur 2D RGB pré-entraîné produit des détections 2D et
leurs frustums correspondant sur le nuage de points, puis
un PointNet est appliqué au nuage de visible dans la dé-
tection pour segmenter les points et estimer la boîte 3D
adéquate. Dans [23], les données RGB et 3D sont d’abord
traitées séparément par un ResNet et un PointNet. Leurs
résultats sont alors fusionnées par un réseau pour prédire
les boîtes 3D correspondantes.
2.4 Segmentation Sémantique
La segmentation sémantique consiste en la classification
des éléments d’une donnée, par exemple des pixels d’une
image. L’un des points critiques de cette tâche est le respect
des bordures et des régions. Une classification purement
individuelle causerait trop de bruit dans les résultats. Des
travaux ont été réalisés sur l’exploitation des relations entre
les pixels. Les réseaux de segmentation tels que [2, 22, 16]
fonctionnent sur un modèle encodeur/décoder. L’encodeur
crée une représentation plus petite mais plus informative de
la donnée d’entrée tandis que le décodeur doit reconstruire
une donnée de même dimensions que l’entrée à partir de
l’encodage. Afin de conserver l’information géométrique,
des connexions sont réalisées entre les couches de chaque
partie (voir Fig. 2). Des réseaux tels que [25] ajoutent éga-
lement les représentations globales de la scène aux repré-
sentations locales, ce à différentes résolutions afin de ren-
voyer moins de classes aberrantes en fonction du contexte
(par exemple, pas de bateaux sur une image représentant
une zone urbaine).
FIGURE 2 – Architecture Encodeur-Decodeur.
3 Architecture proposée
Dans cette section, les différents composants de l’archi-
tecture sont présentés. Après une description du formatage
des données, les différentes parties du système de détection
sont ensuite détaillées. Enfin, la mise en forme des vérités
terrain est présentée.
3.1 Formatage des données d’entrées
Les nuages de points 3D peuvent être organisés de diffé-
rentes façons. Une structure simple à visualiser est pré-
férable. Le nuage de points est donc converti en grille de
voxels. Cependant les convolutions 3D constituent un coût
computationnel non négligeable. La totalité des véhicules
est cependant positionnée sur un plan du sol à faible pente
(pas forcément nulle toutefois), les tranches verticales de la
grille de voxels sont considérées comme des canaux d’une
image, autorisant ainsi l’utilisation de convolutions 2D plus
standards.
Le système de coordonnées utilisé est le suivant : l’origine
du repère est le centre du capteur LiDAR, l’axe x est orienté
vers la droite, l’axe y vers le bas, l’axe z vers l’avant du
véhicule. Chaque point 3D est décrit à travers ses coordon-
nées (x,y,z) et sa réflectance r. Le nuage est d’abord trans-
formé en une grille régulière de taille [nx,ny,nz], chaque
cellule représente un pavé de [sx,sy,sz] m3. Chaque voxel
est représenté sous la forme d’un vecteur de dimension 5
par un encodage statistique simple à partir des points en son
sein. Les composantes de ce vecteur sont la hauteur maxi-
male, la hauteur minimale, la hauteur moyenne, la densité
normalisée et la réflectance maximum des points de la cel-
lule (voir Fig. 3 et Fig. 4).
FIGURE 3 – Exemple de voxelisation. Les points rouges
ont la hauteur maximale, les bleus ont la hauteur minimale,
les verts la hauteur moyenne. Les cellules sont réparties
régulièrement sur le plan XZ.
La grille de voxels, représentée par un tenseur de taille
[nx,ny,nz,5] est transformée en une pseudo-image de taille
[nx,nz,5×ny].
3.2 Architecture
La méthode peut être décomposée en deux parties : l’esti-
mation de la carte de probabilité à l’aide d’un réseau de
segmentation et l’extraction des résultats. Pour cette se-
conde partie, une approche basée modèle ou une solution
à base de réseaux de neurones sont envisageables. Nous
avons choisi ici d’utiliser un RPN Region Proposal Net-
work (RPN) (voir Fig. 5). Ces deux parties sont décrites
dans les paragraphes suivants. Le processus d’extraction
d’ellipse sera également introduit.
Réseau de segmentation. Le rôle du réseau de segmen-
tation est de produire une carte de score d’appartenance
d’un objet de type BEV. La carte sortie est comparable à
l’estimation d’une grille d’occupation mais pour une ca-
tégorie d’objet spécifique. Chaque cellule est soit occupée
par l’objet d’intérêt, soit occupée par un autre objet ou vide.
Une fonction sigmoïde est appliquée à la sortie du réseau
pour restreindre les valeurs des scores entre 0 et 1.
FIGURE 4 – Canaux de la grille de données, concaténés sur
l’axe vertical.
FIGURE 5 – Architecture du système.
Extraction d’ellipse. Les taches elliptiques présentent
sur la carte de probabilités symbolisent un véhicule. Il
est possible extraire ces ellipses avec leurs caractéristiques
(centre (xc,zc), demi grand axe a, demi petit axe b, angle
θ ) grâce à une simple régression elliptique et de retrou-
ver les boîtes englobantes correspondantes. Un exemple de
processus simple d’extraction d’ellipses dans une image est
décrit dans l’algorithme 1. La méthode choisie pour la ré-
gression est l’algorithme présenté dans [8]. Elle contraint la
conique à être une ellipse (pas de parabole ou d’hyperbole).
Elle a l’avantage d’être très rapide. Cependant, comme elle
est appliquée sur les pixels de la carte, la précision des ré-
sultats dépendra notamment de la discrétisation choisie.
Data : Probabilty Map MP, patch size s, threshold
peaks Tpeaks, threshold valid Tvalid
Result : List of BEV detections bevdetections
Peaks← findPeaks (MP, Tpeaks);
Hbinary ← binarize (MP, Tvalid);
bevdetections ← [];
foreach p in Peaks do
patch← extractPatchAroundPeak (Hbinary, p);
cleanPatch← floodFill (patch, p);
cleanPatchGradNorm← norm (grad
(cleanPatch));
ellipse← fitEllipse (cleanPatchGradNorm);
boxParameters← extractInfoEllipse (ellipse);
bevdetections.insert (boxParameters);
end
Algorithme 1 : Exemple de procédure pour extraire les
ellipses d’une carte de probabilités.
Region Proposal Network. La carte obtenue par le ré-
seau de segmentation est passée au RPN pour classifier
chaque ancre et enclencher la régression pour ajuster au
mieux les paramètres à la vérité terrain. L’architecture du
RPN est inspirée de celle décrite dans [26]. Sa composition
est illustrée dans la figure 6.
FIGURE 6 – Region Proposal Network (RPN).
3.3 Gestion de la vérité terrain
Les deux sous-systèmes de l’architecture sont différents
dans leur structure et leurs objectifs. Leurs vérités terrains
respectives sont donc formatées différemment. Cette sec-
tion détaille le formatage des vérités terrains.
FIGURE 7 – Transformation de la boîte englobante orien-
tée en ellipse. L’ellipse rouge est une version réduite de
l’ellipse inscrite verte.
Réseau de segmentation. Le rôle d’un réseau de seg-
mentation étant de classifier chacun des pixels d’une
image, la vérité terrain doit définir quels pixels sont oc-
cupés par des voitures. En détection, les obstacles sont gé-
néralement représentés par des boîtes englobantes. Ici, les
obstacles sont définis par une ellipse inscrite dans la boîte
englobante (Fig. 7). Cela permet de décrire l’objet par une
forme paramétrique simple. Une hypothèse est posée quant
à ces ellipses : il n’y a aucune intersection entre celles-ci.
Le facteur de réduction appliqué à l’ellipse inscrite permet
de renforcer les écarts entre les obstacles (exemple : zones
de stationnement). La scène est alors illustrée comme un
ensemble de taches elliptiques avec différentes tailles et
orientations.
RPN. Le RPN défini renvoie la classification de chacune
des ancres ainsi que la correction à effectuer pour s’ajuster
à la vérité terrain la plus proche de leur position. Comme
les voitures ont des dimensions assez proches, les ancres
définies ont toutes les mêmes dimensions et sont réguliè-
rement espacées sur le sous-ensemble de R3 choisi. Soient
(xa,za,wa, la,θ a) les paramètres d’une ancre. La classifica-
tion et la régression sont déterminées en même temps que
les ellipses du réseau de segmentation. Un obstacle assi-
milé par une ellipse (xc,zc,a,b,θ) peut également s’écrire
sous forme d’une conique (A,B,C,D,E,F) si pour un point
(x,z) de celle-ci, on a :
Q(x,z) = Ax2 +Bxz+Cz2 +Dx+Ez+F = 0 (1)
L’ellipse étant une forme fermée, une ancre est définie
comme positive si son centre est à l’intérieur de celle-ci :
Q(xa,za)≤ 0.
Concernant les cibles de correction, si (xg,zg,wg, lg,θ g)
sont les paramètres de la vérité terrain et da =
√
la2 +wa2
la diagonale de la base d’une ancre, elles sont définies par :
∆x =
xg− xa
da
,∆z =
zg− za
da
, (2)
∆w = log(
wg
wa
),∆l = log(
lg
la
), (3)
∆θ = θ g−θ a (4)
4 Expérimentations
4.1 Jeu de données et critère d’évaluation
L’algorithme a été testé sur les données provenant de la
base KITTI pour la détection d’objets. La base contenant
7481 échantillons d’entraînement, elle est découpée en un
jeu de training et un jeu de validation, chacun comptabili-
sant la moitié des données de la base originale. L’Average
Precision est utilisée comme métrique de comparaison. Le
score d’Intersection of Union (IoU) est fixé à 0.7.
4.2 Détails d’implémentation
Données d’entrée. Pour les données d’entrées, l’espace
des recherches est restreint à [−40.0,40.0]× [−1.0,3.0]×
[0.0,80.0] (les distances sont en m). Les dimensions de la
grille sont (nx,ny,nz) = (400,7,400) ; chaque voxel cor-
respond à un pavé de taille (sx× sy× sz) = (0.2× 0.57×
0.2) m3.
Ancres. La taille de la carte des ancres est fixée à
(200,200), les centres des ancres sont donc espacées de
0.40 m sur les axes x et z. Un seul type d’ancres est
utilisée, son angle est de 0 degrés, ses dimensions sont
(w, l) = (1.6,3.9) m.
Les sens de la carte de segmentation et de la carte d’ancres
sont différents. Sur la carte de segmentation, plusieurs
pixels sont nécessaires pour la définition d’une détection.
Sur la carte des ancres, un pixel représente une hypothèse
(ou un ensemble d’hypothèses si plusieurs ancres sont dé-
finies) sur l’obstacle à détecter, un seul pixel peut donc suf-
fire.
Extraction d’ellipses. Le patch extrait autour de chaque
pic fait 40 pixels de côté. Le seuil pour les pics Tpeaks est
fixé à 0.95 tandis qu’un pixel est considéré comme valide
si sa valeur est supérieure à Tvalid = 0.1. Pour accélérer le
processus, une carte de visites a été créée pour éviter les
traitements similaires : si un pic est détecté dans une région
déjà visitée, il est ignoré.
Fonction de perte. La fonction perte utilisée pour l’en-
traînement est :
Ltotal = Lseg +Lcls +Lreg (5)
avec Lseg se référant à la fonction perte pour l’estimation
de la carte de probabilités issue du réseau de segmentation,
Lcls est la fonction pour la classification des ancres et Lreg
la fonction pour la régression des cibles.
La majorité des pixels de la carte de segmentation et la ma-
jorité des ancres sont liées à des zones de « background ».
Lseg et Lcls sont définies en tant que fonctions dites « Focal
Loss » [14], conçues pour mieux gérer les déséquilibres de
classe qu’une fonction perte par entropie croisée. La « Fo-
cal Loss » est définie comme :
FL(pt) =−αt(1− pt)γ log(pt) (6)
avec pt la probabilité estimée par le modèle, αt est un
terme de modulation lui-même dépendant d’un terme α ,
γ et α sont les paramètres de la fonction. (α,γ) sont fixés à
(0.25,2). La valeur pour une image consiste en la moyenne
de cette fonction appliquée à tous les pixels.
La fonction perte pour la régression peut elle-même être
décomposée en deux sous-fonctions :
Lreg = Lxzlw +Lθ (7)
où Lxzlw est une fonction Smooth L1 sur la différence
entre les cibles estimées et les cibles voulues. La fonction
Smooth L1 est définie par :
SmoothL1(x) =
{
0.5x2 i f |x|< 1
|x|−0.5 sinon.
(8)
Lθ est une légère variation de Lxzlw. Le sinus de la diffé-
rence entre les cibles voulues ∆θt et les cibles estimées ∆θp
est utilisé.
Lθ (∆θt ,∆θp) = SmoothL1(sin(∆θt −∆θp)) (9)
Avec cette fonction, le réseau n’infère pas directement
l’angle mais la direction. En valeur absolue, un sinus
de 1 indiquera une orthogonalité tandis que 0 indiquera
une colinéarité. L’hypothèse réalisée est que l’orientation
avant/arrière peut être donnée par un classifieur sur les don-
nées ou déterminée sur une séquence grâce aux vitesses
(mis à part les cas nécessitant une marche arrière comme
un stationnement).
Paramètres de l’entraînement. Le réseau de segmenta-
tion utilisé est un U-Net [22]. Le réseau complet est en-
traîné à l’aide d’un Adam optimizer sur 150 epoches, avec
un learning rate de base de 0.01 et un facteur de décrois-
sance de 0.8 appliqué toutes les 15 epoches.
4.3 Résultats et discussion
Les échantillons de la base de données d’entraînement sont
dès le départ triés aléatoirement (aucune relation entre deux
échantillons consécutifs). Le jeu de données d’entraîne-
ment est constitué des 3741 premiers échantillons. Les
échantillons utilisés par les autres méthodes ne sont pas
fournis.
TABLE 1 – Performances pour la détection en BEV des
voitures sur les données de validation. Valeurs en Average
Precision (AP) (en %).
Méthode Easy Moderate Hard
MV3D[6] 86.55 78.10 76.67
Frustum Pointnet [18] 88.16 84.02 76.44
VoxelNet [26] 89.60 84.81 78.57
SECOND [24] 89.96 87.07 79.66
Notre approche (Ellipse) 79.86 81.74 75.55
Notre approche (RPN) 72.83 70.93 72.47
Comme le montre le tableau 1, le système proposé atteint
un niveau de performance élevé malgré sa simplicité algo-
rithmique. Plusieurs points peuvent être notés :
— Sur la ligne « ellipse », les cas « intermédiaires »
ont de meilleurs résultats que les cas « faciles ».
La principale hypothèse est liée à l’utilisation de
réseau de segmentation et à la position des cas
simples. Le padding utilisé par le U-Net peut af-
fecter la qualité des segmentations sur les bords de
l’image. Avec la configuration choisie, les cas « fa-
ciles » sont situés sur le bord gauche de l’image.
— Les performances du RPN sont moins bonnes que
celles issues de l’extraction d’ellipse. Dans le sys-
tème présenté, la carte des probabilités produite par
le réseau de segmentation est directement passée au
RPN, sans aucune autre information. Sur les don-
nées de validation, le U-Net est appliqué sur des
données dont il ne s’est pas servi pour s’entraîner, la
sortie sera donc dégradée. Ces cartes « dégradées »
sont passées au RPN qui, en fin d’entraînement, ne
s’est entraîné que sur des données « propres ». Une
solution possible serait de découpler les deux sys-
tèmes lors de l’entraînement, en utilisant en com-
plément de la carte de probabilités des données in-
dépendantes, par exemple réutiliser la grille d’en-
trée pour compenser la perte d’information.
La figure 8 illustre un cas sur des données de validations.
Le réseau n’a pas détecté le premier véhicule incliné, ap-
paraissant en rouge sur la figure 8(b), malgré un nombre
de points important. Cependant la carte de probabilités
(Fig. 8(a)) montre l’une légère trace à la position du vé-
hicule, indiquant une possible présence.
Sur la figure 8(c), la prédiction s’ajuste globalement à la
vérité terrain. Le bruit est principalement causé par la dis-
crétisation de la carte de probabilités lors de l’extraction
d’ellipses, les valeurs altérées passées au RPN et la préci-
sion du réseau de segmentation pour estimer les taches (il a
de légères erreurs sur les bords des ellipses, voir Fig. 8(b)).
La « fausse » détection quant à elle représente une vraie
voiture, absente des annotations de la base.
En termes de temps de traitement, les deux réseaux sont
exécutés en 30 ms tandis que l’extraction d’ellipse sur un
cas avec une dizaine d’ellipses prend 3 ms.
5 Conclusion
La méthode présentée dans le papier estime des détections
en BEV à partir de nuages de points LiDAR suivant deux
approches : une approche centrée traitement d’image et
une approche RPN. Le réseau de segmentation prédit une
carte de probabilités qui est utilisée en tant qu’indicateur
de zones d’intérêt par le réseau de détection. Cette carte
permet également de visualiser les régions qui ont donc
suscité l’attention du réseau avant même les détections fi-
nales et éventuellement de repérer les zones potentielle-
ment dangereuses car masquant probablement un véhicule.
L’encodage utilisé actuellement est simple et rapide mais
une grande partie de l’information géométrique est per-
due lors de la discrétisation. L’utilisation d’encodages plus
complexes tels que l’intégration d’attributs géométriques
(planarité, sphéricité, etc.) ou l’apprentissage d’un enco-
dage fera l’objet d’expériences ultérieures.
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