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Локализация и распознавание автомобильных номеров на изображениях 
Рассмотрены новые алгоритмы поиска и распознавания автомобильных номеров на изображениях. Распознавание номерного знака 
выполняется путем выделения особых точек на контурах символов и вычисления модифицированного расстояния Левенштейна ме-
жду входными и эталонными цепочками этих точек. Приведены результаты экспериментальной проверки предложенных алгоритмов. 
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Розглянуто нові алгоритми пошуку і розпізнавання автомобільних номерів на зображеннях. Розпізнавання номерного знаку вико-
нується шляхом виділення особливих точок на контурах символів і обчислення модифікованої відстані Левенштейна між вхідни-
ми та еталонними ланцюжками цих точок. Подано результати експериментальної перевірки запропонованих алгоритмів. 
Ключові слова: зображення, локалізація і розпізнавання автомобільних номерів, відстань Левенштейна, перетворення Хафа. 
 
Введение. Распознавание изображений авто-
мобильных номеров – частный случай поиска 
и распознавания текстовой информации в ок-
ружающем реальном мире. Эти результаты ис-
пользуются в автоматизированных системах 
контроля доступа автомобилей, взимания оп-
латы за проезд и парковку, мониторинга пере-
мещения и поиска угнанных автомобилей. Не-
смотря на наличие ряда систем распознавания 
автомобильных номеров, задача разработки 
более эффективных алгоритмов актуальна по 
следующим основным причинам: 
 надежность распознавания известных сис-
тем составляет порядка 95 процентов при ус-
ловии выполнения ограничений на дальность и 
ориентацию камеры относительно автомобиля, 
освещение, скорость движения и уровень по-
мех, что не всегда соответствует практическим 
потребностям и уступает распознающим воз-
можностям человека; 
 предпочтительна реализация распознаю-
щих модулей на автономных устройствах, что 
накладывает дополнительные ограничения на 
быстродействие используемых алгоритмов; 
 наличие номеров со сложным фоном, ко-
торые помимо текстовой информации могут 
содержать различного вида цветные рисунки, 
особенно так называемые личные номера. 
Компьютерная технология распознавания 
изображений автомобильных номеров обычно 
состоит из следующих основных частей [1]: 
 быстрый поиск на изображении участков, 
которые могут включать номерной знак (но-
мер) автомобиля; дополнительная верифика-
ция найденных участков и более точная лока-
лизация номеров в их пределах; 
 нормализация изображения номера по яр-
кости, поворотам и размерам; 
 сегментация изображения знака на состав-
ляющие части и последующее распознавание 
каждой из этих частей. 
Большинство известных алгоритмов лока-
лизации номера на изображении выделяют на 
первом этапе участки изображения с большим 
количеством контурных точек, значение гра-
диента яркости в которых превышает порого-
вое значение [2–5, 13]. В [2] контурные точки 
выделяют с помощью LoG фильтра 9×9 (лап-
ласиан гауссовского фильтра). После этого 
выполняется морфологическая операция рас-
ширения множества контурных точек и, как 
следствие, объединение этих точек во многих 
случаях в связное множество. В [4] выполняет-
ся выделение вертикальных границ символов с 
помощью морфологических операций, слияние 
граничных точек путем расширения в связные 
области и последующее нахождение номеров в 
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виде последовательностей этих областей. В 
[3, 5] положение номера на изображении опре-
деляется на основе вычисления интегральных 
проекций контурных точек по горизонтали и 
вертикали, но этот способ применим только 
при достаточно больших размерах и малых уг-
лах поворота номера на изображении. 
В [6] поиск номеров основан на предвари-
тельном выделении максимально стабильных 
экстремальных областей (Maximally Stable Ex-
tremal Regions – MSER) на изображении и по-
следующей группировки этих областей в стро-
ку. Каждая из экстремальных областей пред-
ставляет собой связную бинаризованную ком-
поненту изображения и более устойчива к из-
менениям порога бинаризации в сравнении с 
другими областями. Каждому символу на изо-
бражении в общем случае могут соответство-
вать не одна, а несколько MSER. В [6] показа-
но, что выделение номеров на основе MSER 
устойчиво в сравнении с [4] к яркостным из-
менениям, а также к изменению ориентации 
камеры относительно автомобиля. 
Результат первого этапа – некоторое мно-
жество участков изображения, которые допол-
нительно верифицируются для уменьшения 
количества ошибочно выбранных фрагментов 
окружающего фона вместо номерных знаков. 
На втором этапе выполняется нормализация 
выделенного изображения знака по яркости и 
геометрическим параметрам (медианная фильт-
рация, растяжение интервала яркости изображе-
ния [2], оценивание и компенсация угла поворо-
та [3]). На последнем этапе выполняется бинари-
зация изображения с использованием адаптив-
ного порога, выделение связных областей на би-
наризованном изображении, вычисление при-
знаков и распознавание выделенных областей с 
помощью структурного анализа [2], нейронных 
сетей [2–5] или других методов OCR [6]. 
Постановка задачи 
Существенный недостаток известных мето-
дов заключается в том, что при отсутствии стро-
гих ограничений (тип, размер и положение но-
меров) на втором и третьем этапах поступает 
большое число изображений фона в виде над-
писей, фрагментов автомобиля и окружающих 
объектов. Остальные являются изображениями 
номеров только условно, так как часто захваты-
вают фрагменты фона или представляют только 
часть номера автомобиля. Также не всегда обес-
печивается правильная сегментация символов 
номера, что приводит к дополнительным ошиб-
кам распознавания. Слияние этих символов друг 
с другом и с рамкой номера случается при нали-
чии помех, нефронтальном расположении каме-
ры по отношению к номеру, а также малых раз-
мерах номера на изображении. Кроме того, су-
ществуют номера, в которых символы касаются 
рамки или других фрагментов даже на эталон-
ных изображениях, т.е. вследствие их дизайна. 
При таких условиях сложно или даже невоз-
можно подобрать локальные пороги, обеспечи-
вающие правильную сегментацию по яркости 
этих символов, и следовательно, свести задачу 
распознавания всего изображения номера к бо-
лее простой задаче распознавания каждого из 
сегментированных символов. 
Отмеченные причины приводят к уменьше-
нию скорости обработки и снижению надеж-
ности результатов распознавания. С целью по-
вышения точности локализации и распознава-
ния номеров автомобиля в статье рассматрива-
ется алгоритм локализации номерного знака на 
основе выделения контурных линий его рамки 
с помощью метода Хафа [7, 8]. Рассматрива-
ются также новые алгоритмы распознавания 
символов на основе выделения и использова-
ния их особых точек, предварительной обра-
ботки и сегментации изображения номера на 
отдельные фрагменты. 
Локализация номерного знака на изо-
бражении 
Процедура локализации состоит из трех эта-
пов, первые два из которых не обязательны. На 
первом этапе выполняется предварительная об-
работка входных изображений, содержащих ма-
локонтрастные участки, следующим алгорит-
мом. Входное изображение сканируется окном с 
размерами hw,  и значениями sysx,  шага скани-
рования соответственно по горизонтали и верти-
кали. При размерах изображения 640×480 значе-
ния w, h, sx, sy могут быть соответственно равны 
80, 60, 20 и 15. Используются два массива Isum и 
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In с нулевыми исходными значениями и разме-
рами изображения. При каждом положении окна 
участок изображения в его пределах преобразу-
ется таким образом, чтобы средняя яркость и 
дисперсия стали равными заданным значениям, 
например, 127 и 32. Полученные значения ярко-
сти прибавляются к значениям соответствую-
щих ячеек Isum, а значения In в этих ячейках уве-
личиваются на единицу. По окончании сканиро-
вания значения в Isum после деления на значения 
In представляют новые более контрастные ярко-
сти входного изображения. 
Основное назначение второго этапа – умень-
шение времени поиска номеров на изображе-
ниях. С этой целью выделяются участки изо-
бражения, имеющие сравнительно большое 
количество вертикальных краев, что характер-
но для символов, и поэтому могут содержать 
номера автомобилей. Для определенности бу-
дем предполагать поиск номеров с черными 
символами на белом фоне. Будем считать, что 
некоторой клетке ),( yxtl изображения соответ-
ствует левый вертикальный край линии, если 
 свертки )(),( tftf ba  оператора Собеля 
(рис. 1) в этой точке таковы, что )(tf a  больше 
некоторого порога δ 0 , ( ) | ( ) |a bf t f t ; 
 существует клетка ( , ),tr xr y  xr xl , в ко-
торой ( ) δ, | ( ) | ( )a a bf tr f tr f tr    и разность 
)( xlxr   находится в интервале допустимых 
значений ширины линий символов. 
 
a  b 
Рис. 1. Операторы Собеля для вычисления градиентов яркости 
fa(t), fb(t): а – по горизонтали; б – по вертикали 
Выделение контурных точек выполняется в 
процессе однократного просмотра строк изо-
бражения. При этом если в клетке ),( yxltl  выде-
ляется левый край, то выполняется переход в 
точку ).,1( yxrt   В процессе просмотра форми-
руется также так называемое интегральное изо-
бражение (впервые предложенное Шлезинге-
ром М.И. в [9]) – в каждой клетке интеграль-
ного изображения хранится количество выде-
ленных контурных точек, расположенных сле-
ва и выше этой клетки. Интегральное контур-
ное изображение позволяет с помощью не-
скольких операций вычислить количество кон-
турных точек в любом прямоугольнике на изо-
бражении. 
Поиск прямоугольных участков изображе-
ния, которые могут содержать номерной знак 
автомобиля, выполняется следующим образом. 
С помощью интегрального представления кон-
турного изображения находим положения пря-
моугольника с минимально допустимыми раз-
мерами номерного знака, в пределах каждого 
из которых количество краевых точек больше 
заданного порога. Каждый из этих прямоуголь-
ников расширяется вдоль его сторон, пока до-
бавляемые части содержат достаточно боль-
шое количество краевых точек. 
На третьем этапе выполняется поиск номер-
ных знаков на исходном изображении или на 
изображениях, полученных на втором этапе. 
Поиск номерного знака выполняется на основе 
выделения горизонтальных контурных линий 
его рамки с помощью рандомизированного ме-
тода Хафа [8]. Предварительно на изображении 
выделяются контурные точки, в которых значе-
ние градиента яркости по модулю превышает 
некоторый порог. При поиске прямых линий 
контура используется нормальная форма пред-
ставления линий в виде cosθ sin θr x y  , где 
r – расстояние от начала координат до ближай-
шей точки на линии, а θ  – угол между осью x  и 
линией, соединяющей начало координат с этой 
точкой. Для каждой контурной точки t  на изо-
бражении (в [8] точки выбираются случайным 
образом) вычисляются параметры ( ,θ)r  линий, 
проходящих через точку t , после чего значения 
соответствующих дискретизированных ячеек 
накопительной матрицы увеличиваются на еди-
ницу. После этого из матрицы последовательно 
выбираются ячейки с наибольшими значениями 
и прослеживаются на изображении отрезки ли-
ний с соответствующими параметрами и допус-
тимыми длинами разрывов. 
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Сначала выделяются отрезки квази-горизон-
тальных линий верхней стороны контура рам-
ки знака (положительные значения градиента 
яркости по вертикали), а затем нижней. Верти-
кальные линии рамки выделяются путем про-
слеживания с использованием данных о гори-
зонтальных проекциях вертикальных краев на 
изображении. Для уменьшения вероятности 
выделения линий на символах знака предвари-
тельно выполняется операция эрозии изобра-
жения в горизонтальном направлении (сжатие 
областей клеток с малой яркостью). Результа-
том процедуры уточнения положения номер-
ного знака является некоторое количество че-
тырехугольников, упорядоченных по значени-
ям оценки P  правдоподобия соответствия кон-
туру рамки знака. Значение оценки зависит от 
операций редактирования выделенных отрез-
ков линий при формировании четырехуголь-
ника, разностей углов наклона противополож-
ных сторон, а также отношения длин горизон-
тальной и вертикальной сторон. 
Предварительная обработка и распозна-
вание изображения номера 
На последующих этапах выполняется обра-
ботка и распознавание участков исходного изо-
бражения, содержащих выделенные четырех-
угольники с наибольшими значениями P . Вна-
чале выполняется поворот и растяжение изо-
бражения для преобразования четырехугольника 
в прямоугольник с заданными размерами. После 
этого выполняется нормализация изображения 
по яркости, удаление рамки знака, бинаризация 
изображения с использованием локального по-
рога, а также сегментация символов. Нормали-
зация изображения по яркости (растяжение диа-
пазона яркостей) выполняется по формуле 
)(
255)),(,0max(),(
brmibrma
brmiyxIyxI N  , 
где ,brmi brma  – значения яркости, соответ-
ствующие пяти и 80 процентам всех клеток на 
кумулятивной гистограмме яркости клеток ис-
ходного изображения I . При этом большая 
часть клеток символов и фона знака на исход-
ном изображении имеют яркости, близкие к 
значениям brmi  и brma , а на нормализован-
ном изображении – нуль и 255. 
При бинаризации нормализованного изобра-
жения яркость ),( yxI N  каждой клетки изобра-
жения сравнивается с двумя пороговыми значе-
ниями thrlow =100 и thrhigh =150: ),( yxI N = 0, 
если thrlowyxI N ),( , и ),( yxI N = 255, если 
thrhighyxI N ),( . Если яркость клетки нахо-
дится в промежутке между двумя этими значе-
ниями, то решение принимается на основе 
сравнения с локальным порогом. Значение по-
рога вычисляется по локальной окрестности, 
размер которой примерно равен половине раз-
мера символа. Исследовались два способа вы-
числения локального порога: в виде средней 
яркости клеток окрестности и с помощью ал-
горитма Отсу [10] на этой окрестности. Второй 
способ более эффективен, но требует большего 
количества операций. 
Сегментация строки символов знака на от-
дельные области может быть выполнена путем 
выделения связных объектов на бинаризован-
ном изображении. После сегментации изобра-
жения на области, содержащие отдельные 
символы или группы символов, выполняется 
предварительная обработка и бинаризация ис-
ходного изображения уже в пределах каждой 
из этих областей описанным выше алгорит-
мом. В некоторых случаях сегментация этих 
областей на отдельные символы по горизонта-
ли может быть выполнена на основе вычисле-
ния интегральных проекций изображения по 
вертикали. Пример сегментации и бинаризации 
отдельных символов на изображении представ-
лен на рис. 2. 
 
a  b           c         d 
Рис. 2. а – исходное изображение; b – нормализация по ярко-
сти исходного изображения; с – бинаризация; d – сег-
ментированные символы после удаления шума и по-
вторной обработки участков изображения в пределах 
двух групп неразделенных символов (0391 и СН) на би-
наризованном изображении 
Известные алгоритмы распознавания симво-
лов можно условно разбить на три группы. К 
первой группе относятся алгоритмы, для исполь-
зования которых необходимо устранить преоб-
разования изображения, обусловленные нефрон-
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тальным расположением камеры по отношению 
к номерному знаку автомобиля, что не всегда 
возможно. Ко второй группе принадлежат алго-
ритмы, у которых устойчивость к искажениям 
достигается путем обучения на больших выбор-
ках, содержащих фронтальные и повернутые 
изображения. И наконец, к третьей группе отно-
сятся алгоритмы, использующие признаки, ус-
тойчивые к указанным ранее преобразованиям. 
Ниже описан один из таких алгоритмов, осно-
ванный на выделении так называемых особых 
точек на изображении символа и использующий 
структурные и метрические признаки сравни-
ваемых контуров. 
Основные особые точки находятся на ку-
сочно-линейно аппроксимированном внешнем 
контуре символа и соответствуют концевым 
точкам линий символа, а также точкам изме-
нения направления («по часовой стрелке» на 
«против часовой» или наоборот) обхода кон-
тура (рис. 3). Дополнительные особые точки – 
геометрические центры внутренних контуров 
на изображении. Контур (граница) объекта на 
бинарном изображении представляет собой 
цикл из горизонтальных, вертикальных и диа-
гональных отрезков линий, общие точки кото-
рых называются вершинами контура. При ку-
сочно-линейной аппроксимации выполняется 
замена некоторых цепочек отрезков исходного 
контура на один отрезок, если расстояния уда-
ленных промежуточных вершин контура до 
этого отрезка не превышают заданного значе-
ния, называемого точностью аппроксимации. 
Любой контур представляет собой замкнутую 
последовательность отрезков линий. Пусть ,{ iv  
}1,...0  ni – упорядоченное множество вершин 
контурного полигона, такое что за )1( n -й сле-
дует нулевая вершина. В некоторой i-й верши-
не меняется направление обхода контура, если 
выполняется следующее условие: )1( i  и )2( i  
вершины находятся по разные стороны от ли-
нии, проходящей через i и )1( i  вершины 
контура. Особые точки, соответствующие кон-
цевым точкам линий символа, выделяются на 
основе локального анализа длин и направле-
ний отрезков аппроксимированного контура. 
Каждой i-й основной особой точке контура со-
ответствуют следующие основные признаки: 
 нормированные координаты xn = x*100/width, 
yn = y*100/height, где heightwidth,  – ширина и 
высота минимального прямоугольника, огра-
ничивающего контур; 
 углы направлений двух отрезков контура с 
общей точкой i ; 
 направление отрезка линии между i  и сле-
дующей особой точкой при обходе контура; 
 тип точки – конец линии или точка изме-
нения направления обхода контура; 
 вес )(iw  (от нуля до единицы); зависит от 
информативности точки и значений ее призна-
ков ( )(iw  увеличивается при выполнении бо-
лее строгих условий выделения особой точки). 
 
a       b 
Рис. 3. а – бинаризованное изображение символа; b – четыре 
особые точки (обозначены крестиками) на этом изо-
бражении: 3 основные особые точки на аппроксимиро-
ванном контуре изображения (концы линий) и одна до-
полнительная особая точка (центр внутреннего контура 
на изображении буквы А) 
Параметрами дополнительной особой точки 
есть нормированные координаты этой точки и 
размеры минимального прямоугольника, огра-
ничивающего соответствующий внутренний 
контур. 
Расстояние между двумя контурами (моди-
фицированное расстояние Левенштейна [11]) оп-
ределяется как минимальная суммарная стои-
мость следующих операций редактирования осо-
бых точек первого контура при установлении их 
соответствия особым точкам второго контура, 
разделенная на сумму весов этих точек: 
 замещение или установление соответствия 
двух точек; стоимость операции вычисляется 
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как взвешенная сумма разностей значений 
признаков этих точек, умноженная на сумму 
весов этих точек; 
 удаление точки; стоимость операции равна 
произведению веса точки на предварительно 
заданный коэффициент; 
 добавление точки; стоимость операции рав-
на произведению веса точки на заданный ко-
эффициент. 
Рассмотрим два алгоритма вычисления рас-
стояния между контурами на основе нахождения 
соответствия между особыми точками. Первый 
алгоритм использует представление контура в 
виде последовательности (цепочки) особых то-
чек и вычисляет расстояние между двумя конту-
рами как расстояние Левенштейна между цепоч-
ками особых точек этих контуров. Для этого не-
обходимо установить соответствие одной из 
особых точек первого контура некоторой особой 
точке на втором контуре, поместить эти точки в 
начало цепочек, а затем добавить все остальные 
особые точки в процессе обхода контуров. По-
сле создания цепочек необходимо применить 
алгоритм вычисления расстояния Левенштейна 
между этими цепочками с изменениями, связан-
ными с введением весов точек. 
Известно большое количество способов на-
хождения соответствия точек на изображениях 
с помощью оптимизационных алгоритмов. Учи-
тывая особенности символов (малое количе-
ство особых точек, небольшие изменения ори-
ентации), поиск соответствия точек может 
быть также выполнен более простым спосо-
бом, принадлежащим к классу так называемых 
жадных алгоритмов. Пусть два сравниваемых 
контура имеют соответственно 1n  и 2n  осо-
бых точек, maxmin,nn  – меньшее и большее 
из этих двух чисел, wdel  – стоимость опера-
ции удаления точки контура, wd – сумма весов 
удаленных точек контура и w  – сумма весов 
всех особых точек двух контуров. Алгоритм на 
каждой 1, 2, ... mini n  итерации выполняет по-
иск пары неразмеченных точек )2,1( )(2)(1 ijij pp , 
расстояние di между которыми наименьшее в 
сравнении со всеми другими парами неразме-
ченных точек. Эти две точки считаются соот-
ветствующими и исключаются из поиска на 
последующих итерациях. Расстояние между 
двумя контурами вычисляется по формуле: 
wdistdistdist cordel /)(  , 
где ddel wnnwdeldist min)max(  – стоимость опе-
раций удаления оставшихся неразмеченных то-
чек контура и  min 1( ) 2( )
1
* ( 1 ) ( 2 )
n
cor i j i j i
i
dist d w p w p

   
– взвешенная сумма расстояний между соот-
ветствующими точками. Если расстояние мень-
ше некоторого порога, то считается, что оба 
контура принадлежат к одному классу. 
Заключительный этап двух алгоритмов со-
стоит в выполнении проверок близких симво-
лов, для которых полученные значения рас-
стояний распознаваемого контура от эталон-
ных контуров этих символов могут оказаться 
равными или близкими друг другу. Эти про-
верки заключаются в вычислении дополни-
тельных структурных и метрических призна-
ков на контурах символов. 
Рассмотрим пример структурного признака. 
Расстояния между контуром цифры ‘8’ на изо-
бражении и эталонными контурами символов 
‘8’ и ‘В’ могут быть равны. В этом случае на-
ходится левая–нижняя точка распознаваемого 
контура и принимается решение ‘В’, если угол 
направления одного из отрезков контура с на-
чалом в этой точке близкий к 0, а второго – к 
90, или ‘8’ в противном случае. Перед рас-
смотрением метрических признаков введем сле-
дующие определения. 
Пусть IjIj pp 1,   – две особые точки на конту-
ре распознаваемого символа I , соответствую-
щие особым точкам TiTi pp 1,   на контуре этало-
на T и ),(),(: 11 TiTiIjIj ppppf    – линейное пре-
образование (смещение, поворот и масштаби-
рование) для совмещения этих двух пар точек. 
Фрагмент контура ),( 1IjIj ppfr   – последова-
тельность отрезков кусочно-линейно аппрок-
симированного контура I  при обходе от точки 
I
jp  к точке Ijp 1 . Два фрагмента ),( 1IjIj ppfr   и 
),( 1TiTi ppfr   соответствуют друг другу, если 
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I
jp  соответствует Tip  и Ijp 1  соответствует 
T
ip 1 . Нормализованный фрагмент контура 
),(norm_ 11 TiIjTiIj ppppfr    – фрагмент 
),( 1IjIj ppfr   после выполнения линейного пре-
образования ),(),(: 11 TiTiIjIj ppppf   . 
Каждый из используемых для дополнитель-
ной проверки бинарных метрических призна-
ков равен нулю, если расстояние по метрике 
Хаусдорфа или метрике Фреше [12] между дву-
мя соответствующими нормализованными фраг-
ментами контуров превышает заданное поро-
говое значение, и единице в противном случае. 
После распознавания всех символов выпол-
няется коррекция результатов распознавания на 
основе синтаксической проверки соответствия 
полученной строки символов одному из предва-
рительно заданных шаблонов. Для украинских 
номеров наиболее распространенными являют-
ся номера (например, АН1352МА), соответст-
вующие шаблону: две буквы, четыре цифры, 
две буквы. 
Результаты экспериментальной проверки 
Первая часть выполненных экспериментов 
заключалась в проверке алгоритма уточнения 
положения номерного знака автомобиля на 
предварительно выделенных фрагментах изо-
бражения [13, 14]. Тестовая выборка состоит 
из 4741 изображения, каждое из которых отно-
сится к одному из следующих трех классов: 
 номер, содержащий часть фона; 
 часть номера; 
 фрагменты изображения, не содержащие 
номер. 
Основные результаты обработки этих изо-
бражений состоят в следующем: 
1. Для 99 процентов изображений из перво-
го класса было уточнено положение номера на 
основе выделения контурных линий рамки но-
мера, а также на основе выделения одной или 
двух строк его символов при отсутствии рамки. 
2. Для 36 процентов изображений из третье-
го класса было принято правильное решение о 
том, что они являются фоном и не содержат 
номерной знак. 
3. На изображениях из второго класса выде-
лены имеющиеся две или три контурные ли-
нии рамки номера и указаны направления, в 
которых надо расширить эти фрагменты на ис-
ходном изображении для включения всего но-
мерного знака. 
4. Среднее время обработки одного изобра-
жения (170×45) составляет 3,1 мсек на компь-
ютере AMD Athlon 64x2 Dual, Core Processor 
4000+, 2,11 ГГц, 3,25 ГБ ОЗУ. 
Примеры изображений из указанных выше 
трех классов и результаты их обработки пред-
ставлены на рис. 4. Примеры ошибок уточне-
ния положения номеров (около одного про-
цента) представлены на рис. 5. 
 
Рис. 4. Результаты уточнения положения номеров на предва-
рительно выделенных фрагментах изображений 
Вторая часть экспериментов относится к 
поиску и распознаванию номеров автомобилей 
на изображениях. Для предварительного тес-
тирования была сформирована сравнительно 
небольшая выборка из 80-ти изображений. При 
съемке автомобили располагались на различ-
ных расстояниях и углах по отношению к ка-
мере, выбирались различные режимы съемки, 
в том числе и такие, которые приводили к ис-
кажениям цвета и яркости на изображениях. 
Номера автомобилей на этих изображениях 
соответствуют трем основным типам или шаб-
лонам (примеры – АА1256СН, Е1081КТ, 191–
91КТ), используемым в Украине. Минималь-
ный горизонтальный размер номера на изо-
бражении (допустимый для распознавания) 
равен 65 клеткам. Изображения содержат всего 
109 номерных знаков, горизонтальный размер 
которых больше 40 клеток, из которых 91 но-
мер имеет размер больше 65 клеток. Примеры 
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изображений и результатов их распознавания 
представлены на рис. 6. Основные результаты 
распознавания: 
 Из 91 изображения номеров, горизонталь-
ный размер которых превышает минимальное 
значение (65 клеток), правильно распознано 
90. Из 18 изображений номеров, размер кото-
рых больше 40, но меньше 64 клеток, правиль-
но распознано 11. 
 Среднее время обработки входного изо-
бражения размерами 800×600 и 1600×1200 со-
ставляет соответственно 0,12 с и 0,45 с. 
 
Рис. 5. Примеры ошибок уточнения положения номеров на 
изображениях 
С уменьшением размера номера усложняет-
ся задача его поиска и распознавания на изо-
бражении, так как возрастает уровень искаже-
ния символов при изменении угла съемки, 
ошибок дискретизации и бинаризации, а также 
вероятность их возможного слияния или каса-
ния друг с другом и с рамкой номера. С другой 
стороны, при распознавании номеров с малы-
ми размерами появляется возможность более 
дальнего видеонаблюдения и контроля. 
 
Рис. 6. Примеры распознавания автомобильных номеров на 
изображениях 
Введенное ограничение 65 клеток на мини-
мальный горизонтальный размер номера на изо-
бражении – сравнительно слабое ограничение. 
Так например, известная на рынке с 2015-го 
года система «Номерок 4» [15] обеспечивает 
95 процентов правильного распознавания го-
сударственных украинских и российских но-
меров при выполнении следующих условий 
или ограничений: 
 скорость передвижения автомобиля не бо-
лее 120 км/ч; 
 горизонтальный размер номера в кадре не 
менее 130 клеток; 
 номер на стоп кадре распознаётся обыч-
ным человеческим глазом. 
Другая известная система интеллектуально-
го видеоанализа SecurOS Auto [16] обеспечива-
ет распознавание государственных номеров 
транспортных средств, движущихся со скоро-
стью до 180 км/ч, с качеством распознавания 
до 96 процентов. При этом на сайте компании 
не приведены данные об условиях видеонаб-
людения, а также о введенных ограничениях 
на размер номера в кадре. 
Заключение. Рассмотренные алгоритмы ло-
кализации, обработки и распознавания номе-
ров автомобилей на изображениях со сравни-
тельно небольшими размерами могут быть ис-
пользованы в системах видеонаблюдения в 
поиске и распознавании автомобильных номе-
ров на изображениях. 
Алгоритм локализации состоит из двух эта-
пов: на первом выделяются участки изображе-
ния, которые содержат большое количество 
краев линий и поэтому могут содержать но-
мерные знаки, и на втором этапе локализуются 
и верифицируются номерные знаки на основе 
выделения и связывания отрезков контура 
рамки номера на изображении. Алгоритм рас-
познавания символов основан на выделении 
особых точек на контуре символа и вычисле-
нии структурных и метрических признаков, 
устойчивых к изменениям, обусловленных 
нефронтальным положением камеры к номер-
ному знаку автомобиля. Предложенные алго-
ритмы могут быть использованы в системах 
видеонаблюдения для поиска и распознавания 
автомобильных номеров на изображениях. 
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License Plate Localization and Recognition in Images  
Keywords: images, license plates localization and recognition, Levenstein distance, Hough transform. 
Introduction. The well known algorithms and systems for license plate localization and recognition are observed. Some 
ways for increasing robustness of recognition are defined. 
Purpose. It is important to provide robust license plates recognition under conditions of long-distance and not frontal lo-
cation of camera relatively to license plate. To reduce processing time it is desired also preliminary to detect a small number 
of image parts which may contain license plates and precisely localize these plates. 
Methods. Localization of number plates is based on detection of license plate frame contour lines by Hough transform. 
While recognition special points in symbol contour are detected   and modified Levenstein distances are computed between 
input and etalon chains of these points. Separation of similar in shape symbols is carried out by detection of additional struc-
tural and metrical contour features. Used structural and metrical features of symbols are robust in a great measure to scaling 
and rotations of symbols in image. 
Results. The results of experimental testing of the proposed localization and recognition algorithms are presented. 
Conclusion. Proposed algorithms can be used as basis for new as well as in developed before systems for license plates 
recognition in images. 
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Results. A new modification of the microprogram finite state machine structure with datapath of transitions and replace-
ment of input variables is proposed. The peculiarity of this structure is the lower hardware expenses in the logical circuit of 
finite state machine in comparison with the prototype structures. The general condition of the effectiveness of this structure 
by the criterion of hardware expenses is determined. 
Conclusion. Reduction of hardware expenses in the logical circuit of a microprogram finite state machine with datapath 
of transitions is possible due to the joint use of the several known methods of optimization of hardware expenses. For practi-
cal application of the researched structure, it is necessary to develop a synthesis method, which is a combination of synthesis 
methods of prototype structures. To determine the appropriateness of using the proposed structure, it is required to determine 
the area of its effective using, which is expressed as a set of values and ranges of the parameters of the finite state machine. 
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