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THE CATEGORICITY SPECTRUM OF LARGE ABSTRACT
ELEMENTARY CLASSES
SEBASTIEN VASEY
Abstract. The categoricity spectrum of a class of structures is the collection
of cardinals in which the class has a single model up to isomorphism. Assuming
that cardinal exponentiation is injective (a weakening of the generalized con-
tinuum hypothesis, GCH), we give a complete list of the possible categoricity
spectrums of an abstract elementary class with amalgamation and arbitrarily
large models. Specifically, the categoricity spectrum is either empty, an end
segment starting below the Hanf number, or a closed interval consisting of
finite successors of the Lo¨wenheim-Skolem-Tarski number (there are examples
of each type). We also prove (assuming a strengthening of the GCH) that
the categoricity spectrum of an abstract elementary class with no maximal
models is either bounded or contains an end segment. This answers several
longstanding questions around Shelah’s categoricity conjecture.
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2 SEBASTIEN VASEY
1. Introduction
1.1. Motivation. A recurring question in mathematics is whether a list of proper-
ties characterize a certain structure. To make this precise, let us restrict ourselves
here to structures in the model-theoretic sense: a universe with operations and
relations on it. We say that a class K of such structures is categorical if it contains
exactly one member up to isomorphism. The Lo¨wenheim-Skolem theorem, a basic
result of model theory, says that if a set T of sentences in first-order logic1 has an
infinite model, then it has models of all infinite sizes (at least |T |). In particular,
the class of models of T cannot be categorical.
The following weakening of the definition of categoricity was proposed as a remedy
by  Los´ [ Lo54]: for λ a cardinal, we say that a class K of structures is categorical in
λ if it has a single model of cardinality λ up to isomorphism. We say that a theory
(i.e. a set of sentences) T is categorical in λ if its class of models is categorical in
λ. The following central result of modern model theory describes the behavior of
categoricity for countable first-order theories:
Fact 1.1 (Morley’s categoricity theorem, [Mor65]). If a countable first-order theory
is categorical in some uncountable cardinal, then it is categorical in all uncountable
cardinals.
Two examples of classes that are categorical in all uncountable cardinals are the
class of vector spaces (over a fixed countable field) and the class of algebraically
closed fields (of a fixed characteristic). The reason for categoricity in both classes
is that they have well-understood notions of independence (linear independence in
vector spaces, algebraic independence in fields). The proof of Morley’s theorem
(as well as further developments) tells us that this is not an accident: any class
of models of an uncountably categorical countable first-order theory will have a
nice notion of independence. Such a notion was baptized forking by Shelah [She90]
and is now central, both for pure model theory and for applications to other fields
of mathematics (on the latter, see e.g. Hrushovski’s proof of the Mordell-Lang
conjecture for function fields [Hru96]).
1.2. Shelah’s categoricity conjecture. One can see Morley’s theorem (and its
earlier conjecture by  Los´ [ Lo54]) as the catalyst that led to the development of
forking for first-order theories. It is natural to ask whether Morley’s theorem (and
hence forking) can be generalized to other, not necessarily first-order, classes of
structures. For uncountable first order theories, Shelah [She74] proved that a first-
order theory T categorical in some µ > |T | is categorical in all µ′ > |T |. The next
step was to look at infinitary logics such as Lω1,ω (where countably infinite conjunc-
tions and disjunctions are allowed). The situation here is much more complicated,
since the compactness theorem fails, but nevertheless Shelah [She83, Conjecture 2]
conjectured the following version of Morley’s categoricity theorem2:
Conjecture 1.2 (Shelah’s categoricity conjecture for Lω1,ω). If an Lω1,ω-sentence
is categorical in some µ ≥ iω1 , then it is categorical in all µ
′ ≥ iω1 .
1That is, sentences like ∀x∃y : x · y = 1 ∧ y · x = 1: quantification is over elements and only
finite conjunctions and disjunctions are allowed.
2The conjecture also appears as open problem D.3(a) in [She90].
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Here, ω1 is the first uncountable ordinal, and for an ordinal α, iα is the cardinal
obtained by iterating cardinal exponentiation α-many times, starting with ℵ0 (see
Section 2.1 for a precise definition). The spirit of the conjecture is that categoricity
somewhere high-enough should imply categoricity everywhere high-enough (and
indeed, even that eventual version is open). A construction of Morley (see Example
9.10 here) shows that the “high-enough” threshold must in this case be at least iω1 .
As the compactness theorem fails, and moreover there is a plethora of other “rea-
sonable” logics to work with, it turns out to be convenient to work semantically
rather than syntactically. The framework of abstract elementary classes (AECs),
introduced by Shelah in the late seventies [She87a], encompasses “reasonable” in-
finitary logics such as Lω1,ω as well as natural classes of algebraic examples (such
as Zilber’s pseudoexponential fields [Zil05] or certain classes of modules [BET07]).
Roughly, an AEC is a partially ordered class K = (K,≤K) of structures satisfying
some closure properties. For example, it must be closed under unions of chains and
any member of the class must have a substructure which is also in the class and has
size at most a fixed cardinal, the Lo¨wenheim-Skolem-Tarski number of the class,
written LS(K) (this is a replacement for the size of the theory). The reader should
see 2.1 here for a precise definition, and the introductions of [She09a], [Bal09], or
[Gro02] for more motivation on AECs. Note that AECs can also be characterized
as certain kind of accessible categories, see [BR12, LR16].
Shelah has given the following version of Conjecture 1.2 for AECs (see [She00, 6.14],
[She09a, N.4.3]):
Conjecture 1.3 (Shelah’s categoricity conjecture for AECs). If an AEC K is
categorical in some µ ≥ i(2LS(K))+ , then K is categorical in all µ
′ ≥ i(2LS(K))+ .
1.3. Categoricity in AECs with amalgamation. One goal of the present paper
is to prove (assuming a set-theoretic hypothesis) the statement of Conjecture 1.3
for AECs which satisfy the amalgamation property (i.e. where every span can be
completed to a commuting square).
Before going further, let us explain our justification for assuming the amalgama-
tion property. First, amalgamation holds in case the AEC comes from a first-order
theory (by compactness). Second, it is known [MS90, SK96, Bon14] that amalga-
mation holds (eventually) in any AEC that is categorical above a large cardinal.
In fact, Grossberg conjectured [Gro02, 2.3] that eventual amalgamation should fol-
low from high-enough categoricity, even without large cardinals. Finally, Shelah
showed (assuming a set-theoretic hypothesis) that in an AEC categorical in λ and
λ+, amalgamation holds for models of cardinality λ [She09a, I.3.8]. Thus in an
eventually categorical AEC, eventual amalgamation must hold, so amalgamation
is a consequence of the eventual categoricity result we want to prove and hence it
seems reasonable to assume it as a starting point.
The first milestone result for general AECs with amalgamation is due to Shelah
[She99] who showed that categoricity in some successor µ ≥ H2 implies categoricity
in all µ′ ∈ [H2, µ]. We have set H1 := i(2LS(K))+ and H2 := i(2H1)+ . Until
very recently, it was open whether the successor assumption could be removed,
whether one could also go up (i.e. get categoricity in all µ′ > µ), and whether the
thresholdH2 could be lowered to the cardinal i(2LS(K))
+ featuring in Conjecture 1.3.
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These questions feature in several prominent lists of open problems, for example in
[She00, 6.14], [Gro02, Section 9], [Bal06], [Bal09, Appendix D], or the introduction
of [She09a].
In his book on AECs, Shelah [She09a, IV.7.12] asserts that he can remove the
successor assumption and also get an upward transfer (this is done at the cost of
a set-theoretic hypothesis, see below). The H2 threshold is also slightly lowered,
although not quite all the way down to H1. However, Shelah’s proof relies on a
claim that was not proven at the time the book was written (see also [Vas17a,
Section 11] for an exposition of this proof, modulo the claim). In very recent joint
work of the author with Shelah [SVa], the missing claim was finally proven. It
nevertheless remained open whether H2 could be lowered all the way down to H1.
This is one contribution of the present paper.
1.4. Categoricity in AECs with no maximal models. We also investigate a
much weaker framework than AECs with amalgamation: AECs with no maximal
models. This was first studied by Shelah and Villaveces [SV99], with later con-
tributions by VanDieren [Van06, Van13]. In these papers, some superstability-like
properties were shown to follow from categoricity (assuming again set-theoretic
hypotheses). Still, nothing could be said on the categoricity spectrum (i.e. the
class of categoricity cardinals above LS(K), see Definition 9.1) and for a long time
no further progress was made. Another contribution of the present paper is that
the categoricity spectrum in AECs with no maximal models is either bounded or
contains an end segment (Corollary 10.7). This implies the eventual categoricity
conjecture in this framework (Corollary 10.8), although we are unable to give an
explicit bound on the threshold.
1.5. Main results. Let us discuss our results more precisely. Assuming a set-
theoretic hypothesis, we list all possibilities for the categoricity spectrum of an AEC
K with amalgamation and arbitrarily large models. There are three possibilities
(Corollary 9.7): the categoricity spectrum is either empty, an end segment, or a
closed interval. Furthermore in case it is an end segment, the first categoricity
cardinal must be below H1, and in case it is an interval, there must be finitely-
many cardinals between the endpoints and LS(K). It was known that each of
those three possibilities could happen (see Example 9.10). In particular, for each
n < ω there is an example (due to Hart and Shelah [HS90] and further analyzed
by Baldwin and Kolesnikov [BK09]) of an AEC K with LS(K) = ℵ0 which has
amalgamation, arbitrarily large models, and is categorical in ℵ0,ℵ1, . . . ,ℵn but
not anywhere above. The present work shows (again assuming amalgamation and
arbitrarily large models) that categoricity at ℵω or above must imply eventual
categoricity, hence that the Hart-Shelah example is in a sense the only obstruction
to transferring categoricity upward.
In passing (and still assuming some set theory), we also show as a consequence
of our argument that tameness, a locality property introduced by Grossberg and
VanDieren in [GV06b] and used to prove an upward categoricity transfer in [GV06c,
GV06a] follows from categoricity above H1 in an AEC with amalgamation (Corol-
lary 11.3). This was conjectured in [GV06a, 1.5].
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All of the work described in the previous two paragraphs is done assuming a weak-
ening of the generalized continuum hypothesis (GCH). Recall that GCH is the
statement that 2λ = λ+ for any infinite cardinal λ. We assume here only the weak
generalized continuum hypothesis (WGCH): 2λ < 2λ
+
for any infinite cardinal λ. It
says that cardinal exponentiation is strictly monotonic. The use of this hypothesis
is quite prominent in Shelah’s work on AECs [She09a, She09b] and can be traced
back to a combinatorial principle, the weak diamond, proven by Devlin and Shelah
[DS78] to follow from 2ℵ0 < 2ℵ1 .
Regarding AECs with no maximal models, we prove assuming the GCH and a
strengthening of the weak diamond (see Section 2.1; this hypothesis is already
used in [SV99]) that the categoricity spectrum is either bounded or contains an
end segment. More precisely, we give a list of five possibilities for the categoricity
spectrum above a countable limit of fixed points of the i operation (Corollary 10.7).
In this case, we do not know whether all of these possibilities can happen.
1.6. Methods. The main technical tool of the present paper is the theory of good
frames, the core object of study in Shelah’s two-volume book on AECs [She09a,
She09b]. Good frames give a sense in which an AEC is well-behaved locally (i.e. at
a single cardinal λ). Key questions around them is when they exist and when they
can be transferred upward. The main technical theorem of this paper, Theorem 6.3,
gives sufficient conditions under which certain good frames exist. These sufficient
conditions were known to follow from WGCH, categoricity, and amalgamation, and
we show here how to derive them from categoricity and no maximal models. This
technical theorem thus gives us good frame in many places below the categoricity
cardinal.
Using the main result of [Vas], these good frames are then shown to be “connected”
in the sense that one can describe what happens in the frames above by looking at
what happens in the frames below. Such connected good frames (called successful
by Shelah), turn out to be powerful-enough to transfer categoricity and more gener-
ally understand the structure of the class completely. This is proven in recent joint
work with Saharon Shelah [SVa]: the main result there is (assuming WGCH) that
from an ω-successful good+ frame (roughly: a sequence of ω-many connected good
frames), we can derive a condition called excellence. Excellence essentially says that
for each n < ω there is an n-dimensional notion of nonforking amalgamation, with
the usual properties. It implies that the class is very well-behaved and in particular
that categoricity transfers can be proven. We emphasize that we do not deal at all
with excellence in the present paper. We simply take as a black box that having
an ω-successful good+ frame is enough to prove what we want, see Fact 8.2.
The key tool in the proof of Theorem 6.3 is the theory of towers, connected to
the problem of uniqueness of limit models (see [GVV16] for an overview). We give
a simplification of this theory here (Section 5) incorporating recent developments
[Vas17b] as well as some new results that may have independent interest3. Ulti-
mately, these results are used to build the good frames alluded to in the previous
paragraph. The expert reader is encouraged to take a quick look at the proof of
Theorem 6.3 to get a better sense of how this is done.
3For example, Theorem 5.31 gives new conditions for forking symmetry of independent se-
quences, a key difficulty in [BV17c].
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We emphasize that the methods of this paper are usually very local. While AECs
with amalgamation or no maximal models are used as convenient test cases, the
theorems we obtain make no full use of these assumptions: it often suffices that a
condition called solvability (introduced by Shelah in [She09a, Chapter IV] - in the
first-order case it is equivalent to superstability [GV17, 5.3]), or really a weakening
of it called semisolvability, holds near the cardinals where we want to build good
frames. Also key and closely related is the notion of a superlimit model (due to
Shelah [She87a, 3.1]). We prove in fact (assuming the WGCH) that classes with
superlimit models at every cardinal satisfy the eventual categoricity conjecture
(Corollary 11.5). As discussed further at the end of the paper, this sheds light on
several other conjectures of Shelah and paves the way for further work on the local
superstability theory of AECs.
1.7. Acknowledgments. We thank John T. Baldwin, Will Boney, and Marcos
Mazari-Armida for comments that helped improve the presentation of this paper.
2. Preliminaries
To read the present paper, the reader should preferably have a solid knowledge of
AECs and good frames, including knowing Chapter II of [She09a] and [JS13]. Still,
we attempt here to give most of the relevant definitions and background facts. The
reader may skip this section at first reading and come back to it as needed.
2.1. Set-theoretic notation. We will often consider intervals of cardinals and
may write [λ,∞) for the class of cardinals greater than or equal to λ (i.e.∞ denotes
an object that is greater than all cardinals).
We assume basic familiarity with ordinals and cardinals. We identify each cardinal
λ with the least ordinal of cardinality λ. For a cardinal λ, λ+ denotes the successor
of λ: the minimal cardinal strictly greater than λ. The cofinality cf(α) of an ordinal
α is the least cardinality of an unbounded subset of α. A cardinal λ is regular if
cf(λ) = λ and singular otherwise.
For λ an infinite cardinal, define the following three statements:
• WGCH(λ) means that 2λ < 2λ
+
(WGCH stands for “weak generalized
continuum hypothesis”).
• GCH(λ) means that 2λ = λ+.
• GCHWD(λ) means that 2λ = λ+ and for all regular θ < λ+, Φλ+({δ <
λ+ | cf(δ) = θ}) holds, where for a set S ⊆ λ+, Φλ+(S) holds if and only if
for all F : <λ
+
2→ 2 there exists g : λ+ → 2 such that for every f : λ+ → 2
the set {δ ∈ S | F (f ↾ δ) = g(δ)} is stationary (i.e. intersects every closed
unbounded subset of λ+). This was first studied by Devlin and Shelah
[DS78], who proved that 2λ < 2λ
+
implies Φλ+(λ
+) (WD stands for “weak
diamond”).
Note that GCHWD(λ) implies GCH(λ) which implies WGCH(λ).
For Θ a class of cardinals, we write WGCH(Θ) if WGCH(λ) holds for all λ ∈ Θ. We
write WGCH for WGCH(CARD), where CARD is the class of all infinite cardinals.
Similarly define GCH(Θ), GCH, GCHWD(Θ), and GCHWD. It is well known that
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GCHWD is consistent (it holds for example in Go¨del’s constructible universe, see
[Jec03, p. 550] and [Van06, I.3.4]).
For a cardinal λ and an ordinal α, iα(λ) is defined recursively as follows: i0(λ) = λ,
iβ+1(λ) = 2
λ, and iδ(λ) = supβ<δ iβ(λ) for δ a limit ordinal. We write iα for
iα(ℵ0). Also recursively define λ+α, the αth successor of λ, as follows: λ+0 = λ,
λ+(α+1) = (λ+α)
+
, and λ+δ = supβ<δ λ
+β for δ limit. For an infinite cardinal λ, it
will be convenient to write h(λ) instead of i(2λ)+ (this notation is used already in
[Bal09, 4.24]; the relevance of this cardinal is given by Fact 4.1).
2.2. Model-theoretic notation. Given a structure M , write write |M | for its
universe and ‖M‖ for the cardinality of its universe. We often do not distinguish
between M and |M |, writing e.g. a ∈ M instead of a ∈ |M |. We write M ⊆ N to
mean that M is a substructure of N .
2.3. Abstract elementary classes. An abstract class is a pair K = (K,≤K),
where K is a class of structures in a fixed vocabulary τ = τ(K) and ≤K is a partial
order, M ≤K N implies M ⊆ N , and both K and ≤K respect isomorphisms (the
definition is due to Grossberg). We often do not distinguish between K (the class
of structures) and K (the ordered class of structures). Any abstract class admits a
notion of K-embedding: these are functions f : M → N such that f : M ∼= f [M ]
and f [M ] ≤K N . Thus one can naturally see K as a category. Unless explicitly
stated, any map f : M → N in this paper will be a K-embedding. We write
f : M −→
A
N to mean that f is a K-embedding from M into N which fixes the set
A pointwise (so A ⊆ |M |). We similarly write f : M ∼=A N for isomorphisms from
M onto N fixing A.
For λ a cardinal, we will writeKλ for the restriction ofK to models of cardinality λ.
Similarly define K≥λ, K<λ, or more generally KΘ, where Θ is a class of cardinals.
For an abstract class K, we denote by I(K) the number of models in K up to
isomorphism (i.e. the cardinality of K/∼=). We write I(K, λ) instead of I(Kλ).
When I(K) = 1, we say that K is categorical. We say that K is categorical in λ if
Kλ is categorical, i.e. I(K, λ) = 1.
We say that K has amalgamation if for any M0 ≤K Mℓ, ℓ = 1, 2, there is M3 ∈ K
and K-embeddings fℓ : Mℓ −−→
M0
M3, ℓ = 1, 2. K has joint embedding if any two
models can be K-embedded in a common model. K has no maximal models if for
any M ∈ K there exists N ∈ K with M ≤K N and M 6= N (we write M <K N).
Localized concepts such as amalgamation in λ mean that Kλ has amalgamation.
The definition of an abstract elementary class is due to Shelah [She87a]:
Definition 2.1. An abstract elementary class (AEC) is an abstract class K in a
finitary vocabulary satisfying:
(1) Coherence: if M0,M1,M2 ∈ K, M0 ⊆ M1 ≤K M2 and M0 ≤K M2, then
M0 ≤K M1.
(2) Tarski-Vaught chain axioms: if 〈Mi : i ∈ I〉 is a ≤K-directed system and
M :=
⋃
i∈I Mi, then:
(a) M ∈ K.
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(b) Mi ≤K M for all i ∈ I.
(c) If N ∈ K is such that Mi ≤K N for all i ∈ I, then M ≤K N .
(3) Lo¨wenheim-Skolem-Tarski axiom: there exists a cardinal λ ≥ |τ(K)| + ℵ0
such that for any N ∈ K and any A ⊆ |N |, there exists M ∈ K with
M ≤K N , A ⊆ |M |, and ‖M‖ ≤ |A| + λ. We write LS(K) for the least
such λ.
2.4. Types. In any abstract classK, we can define a semantic notion of type, called
Galois or orbital types in the literature (such types were introduced by Shelah in
[She87b]). For M ∈ K, A ⊆ |M |, and b ∈M , we write tp
K
(b/A;M) for the orbital
type of b over A as computed inM (usuallyK will be clear from context and we will
omit it from the notation). It is the finest notion of type respecting K-embeddings,
see [Vas16c, 2.16] for a formal definition. For M ∈ K, we write SK(M) = S(M)
for {tp(b/M ;N) | M ≤K N}, the class
4 of all types over M . We define naturally
what it means for a type to be realized inside a model, to extend another type, and
to take the image of a type by a K-embedding.
When K is an elementary class, tp(b/A;M) contains the same information as the
usual notion of Lω,ω-syntactic type. In particular, types in an elementary class are
determined by their restrictions to finite sets. This idea was abstracted in [GV06b]
and made into the following definition: for χ an infinite cardinal, an abstract class
K is (< χ)-tame if for any M ∈ K and any distinct p, q ∈ S(M), there exists
A ⊆ |M | such that |A| < χ and p ↾ A 6= q ↾ A. We say that K is χ-tame if it is
(< χ+)-tame. Thus elementary classes are (< ℵ0)-tame, but there are examples of
non-tame AECs, see e.g. [BV17b, 3.2.2].
2.5. Stability and saturation. We say that an abstract class K, is stable in λ
(for λ an infinite cardinal) if |S(M)| ≤ λ for any M ∈ Kλ. If K is an AEC,
λ ≥ LS(K), K is stable in λ and K has amalgamation in λ, then we will often use
without comments the existence of universal extension [She09a, II.1.16]: for any
M ∈ Kλ, there exists N ∈ Kλ universal over M . This means that M ≤K N and
any extension of M of cardinality λ K-embeds into N over M .
For K an AEC and λ > LS(K), a model N ∈ K is called λ-saturated if for any
M ∈ K<λ with M ≤K N , any p ∈ S(M) is realized in N . N is called saturated if
it is ‖N‖-saturated.
We will also often use without mention the model-homogeneous = saturated lemma
[She09a, II.1.14]: it says that when K<λ has amalgamation, a model N ∈ K is
λ-saturated if and only if it is λ-model-homogeneous. The latter means that for
any M ∈ K with ‖M‖ < λ, M ≤K N , any M ′ ∈ K<λ ≤K-extending M can
be K-embedded into N over M . In particular, assuming amalgamation and joint
embedding, there is at most one saturated model of a given cardinality. We write
Kλ-sat for the abstract class of λ-saturated models inK (ordered by the appropriate
restriction of ≤K).
A local notion of saturation is given by the definition of a limit model. For an AEC
K, λ ≥ LS(K), and δ < λ+ a limit ordinal, N is (λ, δ)-limit over M if M,N ∈ Kλ
and there exists an increasing continuous chain 〈Mi : i ≤ δ〉 in Kλ with Mi+1
4If K is an AEC, S(M) will of course be a set.
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universal over Mi for all i < δ such that M0 = M and Mδ = N . We say that N is
limit over M if it is (λ, δ)-limit overM for some λ and δ. We say that N is limit if it
is limit overM for some M . By a back and forth argument [SV99, 1.3.6], whenever
M0,M1,M2 ∈ Kλ, Mℓ is (λ, δℓ)-limit over M0 for ℓ = 1, 2, and cf(δ1) = cf(δ2), we
have that M1 ∼=M0 M2. Similarly, assuming joint embedding any two limit models
of the same length (i.e. with the same limit ordinal δ) are isomorphic. The question
of uniqueness of limit models asks whether the previous two results hold even when
the lengths do not have the same cofinality (Fact 2.7 gives a positive answer to this
question under some superstability-like assumptions).
2.6. Superstability, forking, and symmetry. Let K be an AEC. For M ≤K N
and p ∈ S(N), we say that p does not λ-split over M if whenever N1, N2 ∈ Kλ
are such that M ≤K Nℓ ≤K N for ℓ = 1, 2 and f : N1 ∼=M N2 is given, we have
that f(p ↾ N1) = p ↾ N2. This gives a notion of independence with which we will
be able, under the definition of superstability given below (already implicit in for
example [SV99]), to define a forking-like notion.
Definition 2.2 ([Vas16a, 10.1]). An AEC K is λ-superstable if:
(1) λ ≥ LS(K) and Kλ 6= ∅.
(2) Kλ has amalgamation, joint embeddings, and no maximal models.
(3) K is stable in λ.
(4) Splitting has universal local character: whenever δ < λ+ is a limit ordinal
and 〈Mi : i ≤ δ〉 is increasing continuous in Kλ with Mi+1 universal over
Mi for all i < δ, then for any p ∈ S(
⋃
i<δMi), there exists i < δ such that
p does not λ-split over Mi.
Note that the definition is completely local: it only discusses models of cardinality
λ. In a λ-superstable AEC, we define nonforking by “shifting” nonsplitting by a
universal extension:
Definition 2.3 ([Vas16b, 3.8]). LetK be a λ-superstable AEC. LetM ≤K N both
be limit models and let p ∈ S(N). We say that p does not λ-fork over M if there
exists M0 ∈ Kλ such that M is universal over M0 and p does not λ-split over M0.
Usually, λ will be clear from context so we will just say that p does not fork over
M .
The definition of forking may seem technical, so the reader can immediately forget
it and remember instead the next two facts:
Fact 2.4. If K is a λ-superstable AEC, then forking has the following properties:
(1) Invariance: if M ≤K N are both limit models in Kλ and p ∈ S(N) does
not fork over M , then if f : N ∼= N ′, f(p) does not fork over f [M ].
(2) Monotonicity: if M ≤K M ′ ≤K N ′ ≤K N are all limit models in Kλ,
p ∈ S(N) does not fork over M , then p ↾ N ′ does not fork over M ′.
(3) Universal local character: if δ < λ+, 〈Mi : i ≤ δ〉 is an increasing continuous
chain of limit models in Kλ, withMi+1 universal overMi for all i < δ, then
for any p ∈ S(Mδ), there exists i < δ such that p does not fork over Mi.
(4) Uniqueness: if M ≤K N are both limit models in Kλ and p, q ∈ S(N) do
not fork over M , then p ↾M = q ↾M implies p = q.
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(5) Extension: Let M ≤K N both be limit models in Kλ. If p ∈ S(M), then
there exists q ∈ S(N) such that q does not fork over M and q extends p.
(6) Transitivity: Let M0 ≤K M1 ≤K M2 all be limit models in Kλ. Let
p ∈ S(M2) and assume that p does not fork over M1 and p ↾ M1 does not
fork over M0. Then p does not fork over M0.
(7) Universal continuity: Let δ < λ+ be a limit ordinal and let 〈Mi : i ≤ δ〉
be an increasing continuous chain of limit models with Mi+1 universal over
Mi. Let 〈pi : i < δ〉 be given such that for all i < δ, pi ∈ S(Mi), and pi is
a nonforking extension of p0. Then there exists a unique pδ ∈ S(Mδ) such
that pδ does not fork over M0. In particular, pδ extends each pi.
(8) Disjointness: If M ≤K N are both limit models in Kλ and p ∈ S(N) does
not fork over M , then p is algebraic if and only if p ↾M is algebraic.
Proof. Invariance, monotonicity, and universal local character are straightforward
to check from the definition. Extension is by [Van06, I.4.10], uniqueness is [Vas17b,
2.16], and transitivity follows on general grounds (see e.g. the proof of [She09a,
II.2.18]). To prove universal continuity, take pδ to be the nonforking extension of
p0 and use uniqueness and universal local character. Finally, to see disjointness,
first use universal local character and transitivity to find M0 and a limit ordinal
δ < λ+ so that M is (λ, δ)-limit over M0 and p does not fork over M0. Let N
′ be
(λ, δ)-limit over N , hence over M0. Let q be the nonforking extension of p to N
′.
If p ↾M is algebraic, then clearly p is algebraic. Now if p is algebraic, then for the
same reason q is algebraic. By [Vas17b, 2.7], q and p ↾M are conjugates, so p ↾M
is also algebraic, as desired. 
Fact 2.5 (The canonicity theorem). Let K be a λ-superstable AEC. Assume we
have a relation “p is free over M” for a type p ∈ S(N) and M,N ∈ Kλ limit
models. If this relation satisfies invariance, monotonicity, universal local character,
uniqueness, and extension (in the sense given in the statement of Fact 2.4), then p
is free over M if and only if p does not λ-fork over M .
Proof. As in the proof of [Vas16a, 9.6]. 
The following property of forking is crucial. It is open whether it follows from
superstability. The definition we give is not the same as in [Van16a] but is equivalent
by [Vas17b, 2.18].
Definition 2.6. Let K be a λ-superstable AEC. We say that K has λ-symmetry
if for any two limit model M ≤K N in Kλ and any a, b ∈ N , the following are
equivalent:
(1) There exists Mb ≤K Nb in Kλ both limits such that N ≤K Nb, M ≤K Mb,
b ∈Mb, and tp(a/Mb;Nb) does not fork over M .
(2) There existsMa ≤K Na in Kλ both limits such that N ≤K Na, M ≤K Ma,
a ∈Ma, and tp(b/Ma;Na) does not fork over M .
Symmetry implies the uniqueness of limit models:
Fact 2.7 ([Van16a]). LetK be a λ-superstable AEC with λ-symmetry. LetM0,M1,M2 ∈
Kλ be given. If bothM1 andM2 are limit overM0, thenM1 ∼=M0 M2. In particular,
any two limit models in Kλ are isomorphic.
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This leads to yet another key property of forking:
Fact 2.8 (The conjugation property). Let K be a λ-superstable AEC with λ-
symmetry. Let M ≤K N be limit models in Kλ and let p ∈ S(N). If p does not
fork over M , then there is an isomorphism f : N ∼=M such that f(p) = p ↾M .
Proof. As in [She09a, III.1.21]. 
It is worth noting that both superstability and symmetry follow from categoricity,
in an AEC with amalgamation and no maximal models. We will state stronger
results in Section 4, but it will be easier to quote from:
Fact 2.9 (Structure of categorical AECs with amalgamation). Let K be an AEC
with arbitrarily large models. Let µ > LS(K) be such that K<µ has amalgamation
and no maximal models. If K is categorical in µ, then:
(1) For any λ ∈ [LS(K), µ), K is λ-superstable and has λ-symmetry.
(2) For any λ ∈ (LS(K), µ], Kλ-sat is an AEC with LS(Kλ-sat) = λ. In partic-
ular, the model of cardinality µ is saturated.
Proof. That superstability holds below the categoricity cardinal essentially appears
in [SV99, 2.2.1], but a full proof is in [BGVV17]. That symmetry similarly follows
from categoricity is in [Vas17c, 5.7], and the statement on saturated models is also
proven there (it is a direct consequence of [Van16b]). 
2.7. Good frames. Good λ-frames were introduced by Shelah in [She09a, II] as a
bare-bone axiomatization of superstability. We give a simplified definition here.
Definition 2.10 ([She09a, II.2.1]). A good λ-frame is a triple s = (K,⌣,S
bs)
where:
(1) K is an AEC such that:
(a) λ ≥ LS(K).
(b) Kλ 6= ∅.
(c) Kλ has amalgamation, joint embedding, and no maximal models.
(d) K is stable5 in λ.
(2) For each M ∈ Kλ, Sbs(M) (called the set of basic types over M) is a set of
nonalgebraic types over M satisfying the density property: if M <K N are
both in Kλ, there exists a ∈ |N |\|M | such that tp(a/M ;N) ∈ S
bs(M).
(3) ⌣ is an (abstract) independence relation on the basic types satisfying in-
variance, monotonicity, extension existence, uniqueness, continuity, local
character, and symmetry (see [She09a, II.2.1] for the full definition of these
properties).
We say that s is type-full [She09a, III.9.2(1)] if for anyM ∈ Kλ, Sbs(M) = Sna(M),
the set of all nonalgebraic types over M . Rather than explicitly using the relation
⌣, we will say that tp(a/M ;N) does not s-fork over M0 if a
N
⌣
M0
M (this is well-
defined by the invariance and monotonicity properties). When s is clear from
5In Shelah’s original definition, only the set of basic types is required to be stable. However
full stability follows, see [She09a, II.4.2].
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context, we omit it (this does not conflict with previous terminology by Facts 2.5
and 2.12). We say that a good λ-frame s is on K if the underlying AEC of s is K.
We say that s is categorical if K is categorical in λ.
Remark 2.11. We will not use the axiom (B) [She09a, II.2.1] requiring the exis-
tence of a superlimit model of size λ. In fact many papers (e.g. [JS13]) define good
frames without this assumption. Further, we gave a shorter list of properties that
in Shelah’s original definition, but the other properties follow, see [She09a, II.2].
The reader can forget about the class of basic types: in this paper, we will work
exclusively with type-full frames. In this case, the existence of a good frame is
stronger than superstability:
Fact 2.12. If the AEC K has a type-full good λ-frame, then K is λ-superstable
and has λ-symmetry.
Proof. By [BGKV16, 4.2], s-nonforking implies λ-nonsplitting. This immediately
gives thatK is λ-superstable. Using canonicity (Fact 2.5), λ-symmetry then follows
from the symmetry axiom of good frames. 
The converse, getting a good frame from superstability and symmetry, is one of the
main focus of this paper. One issue is that in a λ-superstable AEC, λ-nonforking is
only well-behaved over limit models, and in general the class of limit models may
not be closed under unions, hence may not form an AEC. If λ > LS(K), the class
of limit models is the same as the class of saturated models in Kλ and we often
do get that it is closed under unions (see e.g. Fact 2.9). Restricting to the class of
limit models in λ, we then get that the AEC is categorical in λ, so we might as
well assume this to begin with. A more serious issue is that the local character and
continuity properties given by Fact 2.4 are weaker than the corresponding ones for
good frames (because in the definition of local character for good frames we do not
require that the models in the chain are universal over the previous ones). This
will be circumvented by using the theory of towers and previous result on what
Jarden and Shelah call almost good frames : good frames that still have continuity
but have only the weak version of local character of superstable AECs. For now we
state what we can get from Fact 2.4:
Fact 2.13. If K be an AEC which is λ-superstable, has λ-symmetry, and is cat-
egorical in λ, then λ-nonforking induces a triple s = (K,⌣,S
na) which satisfies
all the axioms of a type-full good λ-frame, except perhaps for local character and
continuity. Moreover, it has the conjugation property (in the sense of Fact 2.8) and
satisfies the universal versions of local character and continuity stated in Fact 2.4.
Proof. Immediate from Fact 2.4 and the definition of superstability. 
Remark 2.14. Such weak good frames are called (modulo very minor variations
in the definition) H-almost good frames by Shelah [She09b, VII.5.9].
In [She09a, §III.1], Shelah defines the following positive properties of good frames:
weakly successful, successful, n-successful, and good+. He also defines what it
means to take the successor s+ of a successful good+ frame and even to take the
nth successor, s+n of an n-successful good+ frame. We do not repeat the definitions
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here. The reader may look at [BV18, §2] for an overview. We will mostly just use
these terms as “black boxes”: they will appear in certain facts and theorems, but
we will never need their exact definitions. The only fact that the reader must know
is that if s is an n-successful good+ frame on the AEC K, n ≥ 1, then s can be
extended to be type-full and one can define its nth successor s+n and this is a
type-full good λ+n-frame on Kλ
+n-sat. If s is ω-successful (i.e. n-successful for all
n < ω), powerful results from [SVa] imply (assuming WGCH) that the good frame
can be lifted to any cardinal above λ and, in a sense, the structure of the AEC
above λ is completely understood. For an overview of what we will use, see Fact
8.2.
3. Nice stability and superlimits
In this section, we prove several technical results in the setup of nice stability,
implicit already in [SV99]. This turns out to be the right context to study stability
in AECs that may not have amalgamation. The main result is Theorem 3.19,
showing roughly speaking that restricting to a superlimit (defined below) preserves
nice stability and gives a class that is very close to the original one.
The notion of a superlimit model is another attempt at defining a local notion of
saturation. It was introduced by Shelah [She09a, I.3.3]. We give a definition that
makes sense in any abstract class, but we will apply it to Kλ, for K an AEC and
λ ≥ LS(K).
Definition 3.1. Let K be an abstract class and let M ∈ K.
(1) M is universal if for every M0 ∈ K there exists a K-embedding f : M0 →
M .
(2) M is superlimit if:
(a) M has a proper extension.
(b) M is universal.
(c) Whenever δ is a limit ordinal and 〈Mi : i ≤ δ〉 is increasing continuous,
if M ∼=Mi for all i < δ, then M ∼=
⋃
i<δMi.
Remark 3.2. If an abstract classK is categorical, then any model inK is universal.
If in addition K has no maximal models, any model in K is superlimit.
Given a superlimit, the class of models isomorphic to it generates an AEC:
Definition 3.3 ([She09a, II.1.25]). Let K be an AEC, let λ ≥ LS(K). For M
a superlimit in Kλ, let K
[M ], the AEC generated by M , be defined as follows:
N ∈ K[M ] if and only if for all A ⊆ |N | with |A| ≤ λ, there exists N0 ∈ K such
that N0 ∼= M , A ⊆ |N0|, and N0 ≤K N . Order K[M ] with the restriction of the
ordering on K.
We will use the following straightforward results without comments:
Fact 3.4 ([She09a, II.1.26]). Let K be an AEC and let λ ≥ LS(K). If M is a
superlimit in Kλ, then:
(1) K[M ] is an AEC with LS(K[M ]) = λ.
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(2) K
[M ]
≤λ = {N0 ∈ Kλ | N0
∼= M}. In particular, K
[M ]
<λ = ∅ and K
[M ] is
categorical in λ.
(3) K
[M ]
λ has no maximal models.
(4) For any N0 ∈ Kλ, there exists N ∈ K
[M ]
λ such that N0 ≤K N .
Note that a superlimit is unique if it exists:
Fact 3.5. Let K be an AEC and let λ ≥ LS(K). If M and N are superlimits in
Kλ, then M ∼= N . In particular, K[M ] = K[N ].
Proof. Straightforward: build a chain with interleaved copies of M and N . See for
example [She09a, I.3.7(1)]. 
This justifies the following definition:
Definition 3.6. Let K be an AEC and let λ ≥ LS(K) be such that Kλ has a
superlimit. We write Kλ-sl for the class K[M ], where M ∈ Kλ is superlimit (the
choice of M does not matter by Fact 3.5).
The class Kλ-slλ is dense in Kλ, in the following sense
6:
Definition 3.7. A classK∗ of structures is dense in an abstract classK = (K,≤K)
if K∗ ⊆ K and for any M ∈ K there exists N ∈ K∗ such that M ≤K N . We say
that an abstract class K∗ = (K∗,≤K∗) is dense in K if K∗ is dense in K and for
M,N ∈ K∗, M ≤K∗ N if and only if M ≤K N .
Remark 3.8. By Fact 3.4, whenever K is an AEC, λ ≥ LS(K), and Kλ has a
superlimit, then Kλ-slλ is dense in Kλ.
We have the following obvious transitivity property:
Remark 3.9. If K∗∗ is dense in K∗ and K∗ is dense in K, then K∗∗ is dense in
K.
Many properties of an abstract class are preserved when passing to a dense subclass.
To state the next remark, we need the following definition (which is already used
in [SV99]):
Definition 3.10. Let K be an abstract class. An amalgamation base is a model
M0 ∈ K such that for any M1,M2 ∈ K with M0 ≤K Mℓ, ℓ = 1, 2, there exists
M3 ∈ K and K-embeddings fℓ : Mℓ −−→
M0
M3.
The following combinatorial result of Shelah [She09a, I.3.8] gives us a way to find
amalgamation bases:
Fact 3.11. Let K be an AEC and let λ ≥ LS(K). Assume WGCH(λ). If M is
superlimit in Kλ and Kλ+ has a universal model, then M is an amalgamation base
in Kλ.
6This is a special case of the definition of a skeleton, see [Vas16a, 5.3] but since we have no
use for skeletons in this paper, we chose to only study the simpler case.
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Note that an abstract class has amalgamation precisely when all its models are
amalgamation bases. The following are all easy consequences of the definitions
(many appear already in [Vas16a, §5]). They will be used without further com-
ments:
Remark 3.12. Let K be an abstract class and let K∗ be dense in K.
(1) K 6= ∅ if and only if K∗ 6= ∅.
(2) K has no maximal models if and only if K∗ has no maximal models.
(3) K has joint embedding if and only if K∗ has joint embedding.
(4) For any M ∈ K∗, M is an amalgamation base in K∗ if and only if M is an
amalgamation base in K.
(5) For any M ∈ K∗, M is superlimit in K∗ if and only if M is superlimit in
K.
(6) If K∗ is closed under unions of ω-chains, then any superlimit (in K) is in
K∗.
Roughly, an AEC is nicely stable if its class of amalgamation bases is dense and
behaves like a stable first-order theory. As usual, this is localized to a fixed cardinal
λ. The definition appears for the first time in [SV18, 2.3] but is studied already in
[SV99].
Definition 3.13. An AEC K is nicely λ-stable (or nicely stable in λ) if:
(1) λ ≥ LS(K) and Kλ 6= ∅.
(2) Kλ has joint embedding and no maximal models.
(3) Density of amalgamation bases: for any M ∈ Kλ there exists N ∈ Kλ
which is an amalgamation base in Kλ and so that M ≤K N .
(4) For any amalgamation base (in Kλ) M , there exists an amalgamation base
N ∈ Kλ with N universal over M .
(5) Any limit model in Kλ is an amalgamation base (in Kλ).
For Θ a class of cardinals, we say that K is nicely Θ-stable (or nicely stable in Θ)
if K is nicely λ-stable for every λ ∈ Θ.
Remark 3.14. Let K be an AEC and let λ ≥ LS(K). If Kλ 6= ∅, Kλ has
amalgamation, joint embedding, no maximal models, and K is stable in λ, then
K is nicely λ-stable (universal extensions exist by [She09a, II.1.16]; all the other
properties are easy to check). In particular, if K is λ-superstable then K is nicely
λ-stable. In setups without amalgamation, it is known [SV99] that nice stability
follows from categoricity, no maximal models, and GCH with enough instances of
weak diamond (GCHWD). See Fact 4.7 here.
We will often assume in addition to nice stability that there is a superlimit. In this
case, the superlimit will be limit, for all possible lengths. For the convenience of
the reader, we sketch a proof.
Lemma 3.15. Let K be a nicely λ-stable AEC. If M is superlimit in Kλ, then M
is (λ, δ)-limit for all limit ordinals δ < λ+.
Proof. Fix a limit ordinal δ < λ+. We build 〈Mi : i ≤ δ〉, 〈Ni : i ≤ δ〉 increasing
continuous in Kλ such that for all i < δ:
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(1) Mi ∼=M .
(2) Ni is an amalgamation base.
(3) Ni+1 is universal over Ni.
(4) Mi ≤K Ni ≤K Mi+1.
This is possible: take M0 :=M and N0 an amalgamation base containing M0. For
i limits, take unions (Ni is an amalgamation base since it is a limit model, and
Mi ∼= M by definition of a superlimit). Given Mi and Ni, use universality of the
superlimit to pick Mi+1 containing Ni which is isomorphic to M . Then pick N
′
i+1
an amalgamation base containing Mi+1 and let Ni+1 be universal over N
′
i+1.
This is enough: the chains are interleaved soMδ = Nδ. By definition of a superlimit,
Mδ ∼=M and by construction Nδ is (λ, δ)-limit. 
The following technical result will be used in Section 9:
Lemma 3.16. Let K be a nicely λ-stable AEC. Let M,N ∈ Kλ be superlimits. If
M ≤K N , then M L∞,λ N .
Proof. Let φ(x¯) be an L∞,λ formula and let a¯ be a sequence of length α in M ,
with α < λ. We want to see that M |= φ[a¯] if and only if N |= φ[a¯]. We proceed
by induction on the structure of φ. If φ is quantifier-free, then this holds because
by the definition of an abstract class, M ⊆ N . If φ is a conjunction, disjunction,
or negation, the result follows from the induction hypothesis. Assume now that
φ = ∃y¯ψ(x¯; y¯), where y¯ has length β < λ. If M |= φ[a¯], then by the induction
hypothesis N |= φ[a¯]. Assume now that N |= φ[a¯] and pick b¯ in N such that
N |= ψ[a¯; b¯]. Let θ := |α|++ |β|++ℵ0. Note that θ ≤ λ and θ is a regular cardinal.
By Lemma 3.15, M and N are limit models, hence are amalgamation bases. Thus
we can pick N ′ ∈ Kλ which is (λ, θ)-limit over N , hence also limit over M . By
Lemma 3.15 and uniqueness of limit models of the same length, N ′ is superlimit.
By what has just been said, N ′ |= ψ[a¯; b¯]. Now by Lemma 3.15 again, M is (λ, θ)-
limit over someM0. By making M0 bigger if necessary (noting that α < θ), we can
assume that a¯ is contained entirely in M0. Note that N
′ is also (λ, θ)-limit over
M0, so by uniqueness of limit models of the same length, there is an isomorphism
f : N ′ ∼=M0 M . Thus M |= ψ[a¯; f(b¯)], hence M |= φ[a¯], as desired. 
The next result says that nice stability plays very well with taking dense subclasses:
Theorem 3.17. Let K and K∗ be AECs and let λ ≥ LS(K) + LS(K∗). If K∗λ is
dense in Kλ, then K is nicely λ-stable if and only if K
∗ is nicely λ-stable.
Proof. First, check that for any M0 ≤K M both in Kλ, if M is limit over M0 (in
Kλ), then M ∈ K∗λ (write M as an increasing union of models in K
∗). It follows
that limit models inK andK∗ coincide. Notice also that ifM0 ≤K M1 ≤K M2,M2
is universal over M1, and M0 is an amalgamation base, then M2 is universal over
M0. Thus it is enough to check existence of universal extensions on a dense class
of amalgamation bases. The rest of the proof is straightforward (see also Remark
3.12). 
We now aim to show that if K is nicely [λ, λ+n]-stable and Kλ has a superlimit,
then Kλ-sl (the class generated by the superlimit) is also nicely [λ, λ+n]-stable. The
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n = 0 case is given by what has just been proven, but for n > 0 we will need to
work a little bit more.
For K a nicely λ-stable AEC, we call M ∈ K (λ, λ+)-limit if there exists an
increasing continuous chain 〈Mi : i ≤ λ+〉 such that M = Mλ+ and for all i < λ
+,
Mi ∈ Kλ and Mi+1 is universal over Mi. By the proof of [Van16b, Proposition 14]
(a standard back and forth argument), we have:
Fact 3.18. In a nicely [λ, λ+]-stable AEC, a model is (λ, λ+)-limit if and only if it
is (λ+, λ+)-limit.
Theorem 3.19. Let K be an AEC, let λ ≥ LS(K), and let n < ω. If K is nicely
[λ, λ+n]-stable and Kλ has a superlimit, then:
(1) Any (λ+n, λ+(n+1))-limit is in Kλ-sl. In particular for every m ≤ n, Kλ-sl
λ+m
is dense in Kλ+m .
(2) Kλ-sl is nicely [λ, λ+n]-stable.
Proof.
(1) By induction on n. If n = 0, note that by Lemma 3.15, the superlimit
in Kλ is (λ, λ)-limit. Moreover, it is easy to check that the (λ, λ
+)-limit
is a union of an increasing chains of (λ, λ)-limits, hence of members of
Kλ-sl. Thus the (λ, λ+)-limit is in Kλ-sl. If n > 0, then similarly the
(λ+n, λ+(n+1))-limit is a union of (λ+n, λ+n)-limits. By Fact 3.18, these
are (λ+(n−1), λ+n)-limits. By the induction hypothesis, these are all in
Kλ-sl, hence the (λ+n, λ+(n+1))-limit is in Kλ-sl. The “in particular” part
follows: if m = 0, this is Remark 3.8, and if m > 0 then by definition of nice
stability, any model in Kλ+m is contained in an (λ
+m, λ+m)-limit, hence
(by Fact 3.18) in an (λ+(m−1), λ+m)-limit, which is in Kλ-sl.
(2) By the previous part and Theorem 3.17.

We will often be interested in situations where the AEC is not just nicely stable but
nicely superstable, in the sense that it also has a superlimit and the class generated
by the superlimit is superstable.
Definition 3.20. An AEC K is nicely λ-superstable (or nicely superstable in λ) if:
(1) K is nicely λ-stable.
(2) Kλ has a superlimit.
(3) Kλ-sl is λ-superstable and has λ-symmetry.
For Θ a class of cardinals, we say thatK is nicely Θ-superstable (or nicely superstable
in Θ) if K is nicely λ-superstable for every λ ∈ Θ.
We caution the reader: nice superstability does not immediately imply superstabil-
ity, since amalgamation is not assumed. However we have:
Fact 3.21. Let K be an AEC.
(1) If K is λ-superstable, has λ-symmetry, and Kλ has a superlimit, then K is
nicely λ-superstable.
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(2) If K is λ-superstable, λ+-superstable, and has λ+-symmetry, then K is
nicely λ+-superstable.
(3) If K is nicely λ-superstable, then Kλ-sl is λ-superstable, has λ-symmetry,
and is categorical in λ.
Proof. The first and the third are immediate from the definition. To see the second,
apply [Van16b, Theorem 1] and the first. 
4. AECs with arbitrarily large models
An AECK has arbitrarily large models ifK≥χ 6= ∅ for all cardinals χ. Equivalently,
K is a large category. In this section, we recall some basic facts about AECs with
arbitrarily large models. We study in particular a weakening of categoricity called
semisolvability, equivalent in the first-order case to superstability.
The following is a sufficient condition for an AEC to have arbitrarily large models:
Fact 4.1 ([She09a, I.1.11]). Let K be an AEC. If K≥χ 6= ∅ for all χ < h(LS(K)),
then K has arbitrarily large models.
Clearly, if an AEC has no maximal models (and is not empty), then it has arbitrarily
large models. We will make use of the following weakening of having no maximal
models. Such notions are implicit already in both [She09a, Chapter IV] and [She15].
Definition 4.2. Let K be an AEC and let λ < µ be infinite cardinals. We call
K (λ, µ)-extendible if for any M ∈ Kλ there exists N ∈ Kµ such that M ≤K N .
When λ ≥ µ, we assume by convention that K is always (λ, µ)-extendible. We say
that K is λ-extendible if K is (λ, µ)-extendible for all µ > λ and we say that K is
extendible if K is λ-extendible for all λ. More generally, for Θ a class of cardinals,
we say that K is (Θ, µ)-extendible if K is (λ, µ)-extendible for all λ ∈ Θ, and we
say that K is Θ-extendible if K is λ-extendible for all λ ∈ Θ.
The following basic properties of extendibility may sometimes be used without
mention.
Remark 4.3. Let K be an AEC.
(1) Let λ < µ0 ≤ µ1, with µ0 ≥ LS(K). If K is (λ, µ1)-extendible, then K is
(λ, µ0)-extendible.
(2) IfK is (λ0, λ1)-extendible and (λ1, λ2)-extendible, thenK is (λ0, λ2)-extendible.
(3) If K is λ-extendible for some λ, then K has arbitrarily large models.
(4) For λ < µ, K is ([λ, µ), µ)-extendible if and only if K[λ,µ) has no maximal
models. In particular, K is extendible if and only if K has no maximal
models.
We recall Shelah’s definition of solvability [She09a, Definition IV.1.4], using a more
convenient notation for it with only one cardinal parameter, introduced in [Vas17c].
We also introduce a weakening, semisolvability in λ, which only asks for the EM
model generated by λ to be universal. This has the same name, but is weaker than,
the notion introduced in [Vas17c, 3.1]. Nevertheless, all the proofs there go through
with the weaker notion. Both solvability and semisolvability are equivalent to
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superstability in the first-order case (see [BGVV17] and [GV17, 5.3]). Shelah writes
that solvability is perhaps the true analog of superstability in abstract elementary
classes [She09a, N§4(B)].
Definition 4.4. Let K be an AEC and let µ ≥ LS(K).
(1) Let Υ[K] denote the set of Ehrenfeucht-Mostowski (EM) blueprints Φ with
|τ(Φ)| ≤ LS(K). See [She09a, IV.0.8] for the full definition. As is standard,
for a linear order I we write EM(I,Φ) for the EM model generated by I
and Φ, and EMτ (I,Φ) for its reduct to τ .
(2) [She09a, IV.1.4.(1)] We say that Φ witnesses µ-solvability if:
(a) Φ ∈ Υ[K].
(b) If I is a linear order of size µ, then EMτ(K)(I,Φ) is superlimit in Kµ
(recall Definition 3.1).
(3) Φ witnesses µ-semisolvability if:
(a) Φ ∈ Υ[K]
(b) EMτ(K)(µ,Φ) is universal in Kµ.
(4) K is µ-[semi]solvable if there exists Φ witnessing µ-[semi]solvability.
(5) For a class Θ of cardinals, K is Θ-[semi]solvable] if K is µ-[semi]solvable
for every µ ∈ Θ.
Directly from the definitions, we have:
Remark 4.5. Let K be an AEC and let µ ≥ LS(K).
(1) If K has arbitrarily large models and is categorical in µ, then K is µ-
solvable.
(2) If K is µ-solvable, then K is µ-semisolvable.
(3) If K is µ-semisolvable, then K is µ-extendible. In particular, K has arbi-
trarily large models.
(4) IfK is µ-[semi]solvable, then for any λ ∈ [LS(K), µ],K≥λ is µ-[semi]solvable
(enlarge the blueprint of size LS(K) witnessing [semi]solvability to a blue-
print of size λ).
In [Vas17c, 5.1], it was shown that solvability transfers down in AECs with amal-
gamation and no maximal models (this is of interest, since we do not know whether
categoricity itself transfers down). The reason for considering semisolvability here is
that we can transfer it down using just no maximal models (and in fact extendibil-
ity in the relevant cardinals suffices). A very similar argument appears already in
[SV99].
Fact 4.6. Let K be an AEC and let µ > λ ≥ LS(K). Assume that K is µ-
semisolvable. The following are equivalent:
(1) K is (λ, µ)-extendible.
(2) K is λ-semisolvable.
Proof. IfK is λ-semisolvable, thenK is λ-extendible, hence (λ, µ)-extendible. Con-
versely, assume that K is (λ, µ)-extendible and suppose that Φ is an EM blue-
print witnessing µ-semisolvability. Since K is (λ, µ)-extendible, any M ∈ Kλ
embeds inside EMτ(K)(µ,Φ), hence inside EMτ(K)(A,Φ), for some A ⊆ µ with
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|A| = λ. In particular, λ ≤ otp(A) < λ+, so by renaming, M also embeds in-
side EMτ(K)(otp(A),Φ). We have shown that any model in Kλ embeds inside
EMτ(K)(α,Φ) for some α ∈ [λ, λ
+). Now by (for example) [Bal09, 15.5], the lin-
ear order I := <ωλ (ordered lexicographically) embeds any ordinal α < λ+, thus
EMτ(K)(I,Φ) is universal in Kλ. Expanding the vocabulary, build a new blueprint
Ψ such that for any linear order J , EMτ(K)(J,Ψ) = EMτ(K)(
<ωJ,Φ). Then by
construction Ψ witnesses λ-semisolvability. 
We end this section by stating some known consequences of semisolvability that we
will use. Recall (Section 2.1) that GCHWD(λ) means that 2λ = λ+ and enough
instances of the weak diamond hold at λ.
Fact 4.7. Let K be an AEC and let λ ≥ LS(K). Assume that K is [λ, λ+]-
semisolvable.
(1) If GCHWD(λ), then K is nicely λ-stable.
(2) If Kλ has amalgamation, then K is λ-superstable and has λ-symmetry.
(3) If Kλ has a superlimit which is an amalgamation base, then K is nicely
λ-superstable (recall Definition 3.20).
(4) If Kλ has a superlimit and WGCH(λ), then K is nicely λ-superstable.
Proof. Note that Kλ has joint embedding and no maximal models by the semisolv-
ability hypothesis. Of course, it is also not empty. Now:
(1) By [SV99, §1]. See also [Van06, §3].
(2) By [BGVV17], K is λ-superstable. By [Vas17c, 4.8], K has λ-symmetry.
(3) Note that the usual argument of Morley (see e.g. [Bal09, 8.20] or Claim
1 in the proof of [Vas17c, 3.4]) shows that Kλ-sl (see Definition 3.6) is
stable in λ: if M is superlimit in Kλ, then |S(M)| ≤ λ. Since Kλ-slλ has
amalgamation, it is nicely λ-stable (see Remark 3.14). By (for example)
Theorem 3.17, This implies thatK is nicely λ-stable. The result now follows
from [BGVV17].
(4) By Fact 3.11 and the previous part.

5. Towers and disjoint amalgamation
In this section, we prove some technical lemmas relative to how much models can
be amalgamated to be “as nonforking as possible”. This relies on the theory of tow-
ers. Towers were introduced in [SV99], and further studied in several papers since
then (e.g. [Van06, Van13, GVV16, Van16a, VV17]). Essentially, everything before
Lemma 5.28 is known and appears in some form in either [GVV16] or [Van16a].
We give some proofs and definitions here both because the statements are slightly
different and the arguments have been simplified ([GVV16] and [Van16a] had to
work without the uniqueness property of nonforking, proven in [Vas17b]; thus the
definition of tower there is more complicated).
Throughout this section, we assume:
Hypothesis 5.1. K is a λ-superstable AEC with λ-symmetry.
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We work inside Kλ: except if said otherwise, all models come from there. The
following consequence of symmetry will be crucial. The idea is that we can make
sure that two elements are independent “in a uniform way”.
Fact 5.2 (Nonforking amalgamation). Let M0 ≤K Mℓ, ℓ = 1, 2, be limit models.
Let aℓ ∈ Mℓ. There exists f1, f2,M3 such that M3 is limit and fℓ : Mℓ −−→
M0
M3 is
such that tp(fℓ(aℓ)/f3−ℓ(M3−ℓ);M3) does not fork over M0 for ℓ = 1, 2.
Proof. As in [She09a, II.2.16]. 
To define towers, we first introduce some notation:
Notation 5.3.
(1) The letter I will denote a well-ordering (|I|, <I). We usually write< instead
of <I .
(2) For I a well-ordering, let I− be the initial segment of I which is isomorphic
to I if I is isomorphic to a limit ordinal or zero, or isomorphic to α if I is
isomorphic to α+ 1.
(3) For I a well-ordering, i ∈ I, and α an ordinal, let i+I α denote the unique
element j ∈ I (if it exists) such that otp(j) = otp(i) + α. We write i + α
instead of i+I α when I is clear from context.
Definition 5.4. A tower T consists of 〈Mi : i ∈ I〉 a 〈ai : i ∈ I−〉, where:
(1) I is a well-ordering of cardinality at most λ.
(2) 〈Mi : i ∈ I〉 is an increasing chain of limit models, not necessarily continu-
ous.
(3) ai ∈Mi+1\Mi for each i ∈ I
−.
We call I the length (or index set) of the tower. We call T continuous if 〈Mi : i ∈ I〉
is continuous. We say that T is limit if Mi+1 is limit over Mi for each i ∈ I−. We
may often identify a tower T indexed by I with the tower indexed by the ordinal
otp(I).
Definition 5.5. For T = 〈Mi : i ∈ I〉 a 〈ai : i ∈ I
−〉 and I0 ⊆ I, we let T ↾ I0 be
the sequences 〈Mi : i ∈ I0〉 a 〈ai : i ∈ I
−
0 〉.
Remark 5.6. If T is a tower indexed by I and I0 ⊆ I, then T ↾ I0 is a tower
indexed by I0.
The reason for indexing towers by a well-ordering instead of just an ordinal is that
we will allow towers to be grown by inserting elements not only at the end, but also
in the middle. What it means to “grow” a tower is given by the following definition:
Definition 5.7 (Orderings on towers). For T ℓ = 〈M ℓi : i ∈ I
ℓ〉 a 〈aℓi : i ∈ (I
ℓ)−〉,
ℓ = 1, 2, two towers, we write T 1 ⊳ T 2 if:
(1) I1 ⊆ I2.
(2) M2i is limit over M
1
i for all i ∈ I
1.
(3) a1i = a
2
i for all i ∈ (I
1)−.
(4) tp(a1i /M
2
i ;M
2
i+1) does not fork over M
1
i for all i ∈ (I
1)−.
We write T 1 E T 2 if T 1 = T 2 or T 1 ⊳ T 2.
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Remark 5.8. E is a partial order on the class of all towers. Moreover, if T 1 and
T 2 have index sets I1 ⊆ I2 respectively, then T 1 E T 2 if and only if T 1 E T 2 ↾ I1.
Definition 5.9. Let δ < λ+ be a limit ordinal and let 〈T j : j < δ〉 be a E-
increasing chain of towers. Assume that T j = 〈M ji : i ∈ I
j〉 a 〈aji : i ∈ (I
j)−〉. We
define T δ := 〈M δi : i ∈ I
δ〉 a 〈aδi : i ∈ (I
δ)−〉 as follows:
(1) Iδ =
⋃
j<δ I
j .
(2) aδi = a
j
i for some (any) j < δ such that i ∈ I
j .
(3) M δi =
⋃
j<δM
j
i .
We write
⋃
j<δ T
j for T δ.
Remark 5.10. If 〈T j : j < δ〉 is a E-increasing chain of towers, where T j is indexed
by Ij , and
⋃
j<δ I
j is a well-ordering, then
⋃
j<δ T
j is a tower and T k E
⋃
j<δ T
j
for every k < δ.
Definition 5.11. If a E-increasing chain of towers 〈T j : j < γ〉 is such that for
every limit j < γ, T j =
⋃
k<j T
k, we call the chain continuous.
The following is an interesting property of towers. It says that any extension must
be “as disjoint as possible”.
Definition 5.12 ([SV99, 3.1.11(1)]). A tower T = 〈Mi : i < α〉 a 〈ai : i+ 1 < α〉
is called reduced if whenever T ′ = 〈M ′i : i < α〉 a 〈ai : i + 1 < α〉 is such that
T E T ′, we have that M ′i ∩Mj =Mi for any i ≤ j < α.
Remark 5.13. If 〈T j : j < δ〉 is a chain of towers and T j is reduced for all j < δ,
then
⋃
j<δ T
j is reduced (provided that its index is a well-ordering).
The following related definition appears (stated differently) in (for example) [JS13,
3.3.2]:
Definition 5.14. We say a triple (a,M,N) is reduced if (M,N) a (a) is a reduced
tower.
To check that a tower is reduced, it is enough to check its restrictions of length two:
Lemma 5.15. Let T = 〈Mi : i < α〉 a 〈ai : i + 1 < α〉 be a continuous tower. If
(ai,Mi,Mi+1) is a reduced triple for any i+ 1 < α, then T is reduced.
Proof. Let T ′ = 〈M ′i : i < α〉 a 〈ai : i+1 < α〉 be such that T E T
′. Let i ≤ j < α.
We have to see that M ′i ∩Mj = Mi. We proceed by induction on j. If j = i, this
is obvious. If j is limit, this is immediate from the induction hypothesis and (since
T is assumed to be continuous) Mj =
⋃
k<j Mk. Assume now that j = k + 1. By
assumption, (ak,Mk,Mk+1) is a reduced triple. Thus M
′
i ∩Mj ⊆M
′
k ∩Mj =Mk,
and so M ′i ∩ Mj = M
′
i ∩ Mk which by the induction hypothesis is just Mi, as
desired. 
Reduced towers exist: any tower has a reduced extension.
Fact 5.16 (Density of reduced towers). For any tower T of length α, there exists
a reduced tower T ′ of length α such that T E T ′.
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Proof. As in (for example) [GVV16, 5.5]. 
So far, we haven’t shown that towers have any nontrivial E-extensions. In fact,
nonforking amalgamation gives a crucially stronger statement.
Fact 5.17 (Existence of extensions of towers). Let T = 〈Mi : i < α〉 a 〈ai : i+1 <
α〉 be a tower.
(1) There exists a limit tower T ′ of length α such that T ⊳ T ′.
(2) Assume in addition that T is limit and continuous. If q ∈ S(M0). Then
there exists a limit tower T ′ = 〈M ′i : i < α〉 a 〈ai : i + 1 < α〉 and b ∈ M
′
0
such that:
(a) T ⊳ T ′.
(b) tp(b/M0;M
′
0) = q.
(c) tp(b/
⋃
i<αMi;
⋃
i<αM
′
i) does not fork over M0.
Proof. As in (for example) [She09a, II.4.9]. 
The following technical consequence will be used in the proof of the next theorem.
Lemma 5.18. Let δ < λ+ be a limit ordinal. Let T = 〈Mi : i ≤ δ〉 a 〈ai : i < δ〉 be
a tower such that T ↾ δ is limit and continuous. Let b ∈Mδ. If tp(b/
⋃
i<δMi;Mδ)
does not fork over M0, then there exists a tower T ′ = 〈M ′i : i ≤ δ〉 a 〈ai : i < δ〉
such that T ⊳ T ′ and b ∈M ′0.
Proof. Write M0δ :=
⋃
i<δMi. Let q := tp(b/M0;Mδ). By Fact 5.17 applied to the
tower T ↾ δ, there exists T ∗ = 〈M∗i : i < δ〉 a 〈ai : i < δ〉 and b
∗ ∈ M∗0 such that
T ↾ δ⊳T ∗, tp(b∗/M0;M∗0 ) = q, and tp(b
∗/M0δ ;M
∗
δ ) does not fork overM0 (we have
set M∗δ :=
⋃
i<δM
∗
i ). Note that we have used that δ is a limit ordinal to make sure
that all the ai’s are still in T ↾ δ. By uniqueness, tp(b∗/M0δ ;M
∗
δ ) = tp(b/M
0
δ ;Mδ).
Pick M ′δ limit over Mδ and f :M
∗
δ −−→
M0
δ
M ′δ such that f(b
∗) = b. Let M ′i := f [M
∗
i ]
for i < δ. 
We obtain the following powerful tool to build continuous towers. This was first
proven by VanDieren (using a slightly different notion of tower) [Van16a]. We give
a simplification of VanDieren’s original proof here.
Fact 5.19. Any reduced tower is continuous.
Proof. Suppose not. Let α be the least length of a reduced non-continuous tower.
Then it is easy to see that α = δ + 1, where δ is a limit ordinal. Let T = 〈Mi : i ≤
δ〉 a 〈ai : i < δ〉 be such a reduced non-continuous tower. Thus
⋃
i<δMi 6= Mδ.
Pick b ∈Mδ\
⋃
i<δMi.
Claim: There is no k < δ and no tower T ′ = 〈M ′i : i ∈ [k, δ]〉 a 〈ai : i ∈ [kδ]〉 such
that T ↾ [k, δ] ⊳ T ′ and b ∈
⋃
i∈[k,δ)M
′
i .
Proof of Claim: Suppose T ′ is such a tower and fix i < δ such that b ∈ M ′i . Then
b ∈ M ′i ∩Mδ but b /∈ Mi, so M
′
i ∩Mδ 6= Mi. Moreover, one can extend T
′ to a
tower T ′′ of length δ + 1 so that T ′′ ↾ [k, δ) = T ′ and T E T ′′ (use universality of
M ′k over Mk). This implies that T is not reduced, contradiction. †Claim
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We aim to build a tower as in the claim to get a contradiction. Build 〈T j : j ≤ δ〉
an ⊳-increasing continuous chain of reduced towers such that T 0 = T . Write
T j = 〈M ji : i ≤ δ〉 a 〈ai : i < δ〉. Now consider the diagonal tower T
∗ := 〈M ii :
i ≤ δ〉 a 〈ai : i < δ〉. It is easy to check that T ∗ is indeed a tower, and further
it is limit. Since δ was minimal, T j ↾ δ is continuous for all j ≤ δ, and hence
T ∗ ↾ δ is also continuous. Further, it is easy to check that T ∗ ↾ δ is limit. By local
character, there exists i < δ such that tp(b/
⋃
k<δM
k
k ;M
δ
δ ) does not fork over M
i
i .
Let T ∗∗ := 〈M ii : i ∈ [k + 1, δ]〉 a 〈ai : i ∈ [k + 1, δ]〉. By Lemma 5.18, where T
there stands for T ∗∗ here, there exists a tower T ′ such that T ∗∗ ⊳ T ′ and T ′ ↾ δ
contains b. Since T ′ also extends T ↾ [k, δ], this contradicts the claim. 
We now want to give conditions under which a tower 〈Mi : i < α〉 a 〈ai : i+1 < α〉
is such that
⋃
i<αMi is limit over M0. Of course, being a limit tower suffices but
it is not clear whether this property is closed under unions. Instead, we will rely
on the following weakening (a variation appears in [GVV16, 4.3]):
Definition 5.20. A tower T = 〈Mi : i ∈ I〉 a 〈ai : i ∈ I−〉 is I0-full if:
(1) I0 ⊆ I.
(2) For any i ∈ I−0 and any p ∈ S
na(Mi), there exists k ∈ [i, i+I0 1)I such that
tp(ak/Mk;Mk+1) is the nonforking extension of p.
We have the following monotonicity properties:
Remark 5.21. Let I0 ⊆ I1 ⊆ I2 be well-orderings and let T be a tower indexed
by I2.
(1) If T ↾ I1 is I0-full, then T is I0-full.
(2) If T is I1-full, then T is I0-full.
Intuitively, full towers are those for which the ai’s realize all the types many times.
To see that full towers generate limit models, we will use:
Fact 5.22 ([She09a, II.1.16(4)]). If 〈Mi : i ≤ λ〉 is increasing continuous in Kλ
such that Mi+1 realizes all types over Mi for every i < λ, then Mλ is universal over
M0.
Lemma 5.23. If T = 〈Mi : i ∈ I〉 a 〈ai : i + 1 < δ〉 is an I0-full tower and
(1 + otp(I0)) · λ = otp(I0), then
⋃
i∈I0
Mi is (λ, cf(I0))-limit over M0.
Proof. Fix i ∈ I0. By assumption, Mi+I01 realizes all types over Mi. Thus by Fact
5.22Mi+I0λ is universal over Mi. Since i was arbitrary, we obtain that M0 a 〈Mi :
i ∈ I0〉 is the desired witness that
⋃
i∈I0
Mi is (λ, cf(I0))-limit over M0. 
Full towers are also preserved by unions:
Lemma 5.24. Let δ < λ+ be a limit ordinal. Let 〈T j : j < δ〉 be an increasing
chain of towers. Assume that T j is indexed by Ij , and Iδ :=
⋃
j<δ I
j is a well-
ordering. Suppose that I0 ⊆ I0 is such that T j is I0-full for each j < δ. Then⋃
j<δ T
j is I0-full.
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Proof. Let T δ :=
⋃
j<δ T
j . For j ≤ δ, write T j = 〈M ji : i ∈ I
j〉 a 〈ai : i ∈ (Ij)−〉.
Let i ∈ I−0 and let p ∈ S
na(M δi ). Pick j < δ such that p does not fork over
M ji . Since T
j is I0-full, there exists k ∈ [i, i +I0 1)Ij such that tp(ak/M
j
k) is the
nonforking extension of p ↾ M ji . Clearly, k ∈ [i, i+I0 1)Iδ . Moreover, by definition
of extension of tower, tp(ak/M
δ
k ;M
δ
k+1) does not fork over M
j
k . By transitivity of
forking and uniqueness, tp(ak/M
δ
k ;M
δ
k+1) is the nonforking extension of p ↾ M
j
i ,
hence of p. 
Definition 5.25. For I and J linear orders, let I×J be the usual cartesian product,
ordered lexicographically: (i1, j1) < (i2, j2) if and only if either i1 < i2, or i1 = i2
and j1 < j2.
We now prove two construction lemmas about full towers. The idea is also described
on p. 373 of [GVV16].
Lemma 5.26. Let I be a well-ordering and let α < γ be ordinals in [1, λ+) with
γ · λ = γ. Let T be a limit tower indexed by I × α. Then there is a limit tower T ′
indexed by I × γ such that T ′ is I-full and T ′ ↾ (I × α) = T .
Proof. Straightforward: realize all the relevant types. 
Lemma 5.27. Let I be a well-ordering and let α ∈ [1, λ+) be an ordinal. Let T
be a tower indexed by I × α. Then there is an ordinal β ∈ [α, λ+) and a tower T ′
indexed by I × β such that T ⊳ T ′, T ′ is reduced, and T ′ is I-full.
Proof. We build a E-increasing continuous chain of towers 〈T i : i ≤ ω〉 and an
increasing continuous chain of ordinals 〈αi : i ≤ ω〉 such that:
(1) T i is indexed by I × αi.
(2) T ⊳ T 0.
(3) For i < ω nonzero and even, T i is reduced.
(4) For i < ω odd, T i is I-full.
This is enough: T ω is reduced by Remark 5.13 and I-full by Lemma 5.24. Thus
one can set T ′ := T ω, β := αω .
This is possible: take α0 := α and any T 0 such that T ⊳ T 0 (exists by Fact 5.17).
Now let i > 0 and assume that T i−1 and αi−1 are given. If i is even, take αi := αi−1
and let T i be a reduced tower E-extending T i−1 which is indexed by I ×αi (exists
by Fact 5.16). If i is odd, use Lemma 5.26. 
In passing, we can now give a proof of Fact 2.7:
Proof of Fact 2.7. It is enough to show that for anyM ∈ Kλ and any limit ordinals
δ1, δ2 < λ
+ there exists N which is both (λ, δ1)-limit and (λ, δ2)-limit over M .
Extending M if necessary, we can assume without loss of generality that M is a
limit model. We build a ⊳-increasing continuous chain of towers 〈T i : i ≤ δ2〉 such
that:
(1) The first model in T 0 is M .
(2) For each i ≤ δ2, T i is indexed by (δ1 + 1) × αi, for some nonzero ordinal
αi.
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(3) For each nonzero i ≤ δ2, T i is (δ1 + 1)-full and reduced.
This is possible: use Lemma 5.27 at successor steps, recalling that being full and
reduced is preserved at limits (Remark 5.13 and Lemma 5.24).
This is enough: write T i = 〈M ij : j ∈ (δ1+1)×αi〉. By Remark 5.21, T
δ2 is δ1-full.
By Fact 5.19, T δ2 is continuous. Thus by Lemma 5.23, M δ2δ1 is (λ, δ1)-limit over
M δ20 , hence overM . Moreover by definition of ⊳, M
δ2
δ1
is also (λ, δ1)-limit overM
0
δ1
,
hence over M , as desired. 
We are now ready to prove that any tower is extended by a continuous limit tower.
Lemma 5.28. For any tower T there exists a continuous limit tower T ′ such that
T E T ′.
Proof. By Fact 5.17, we can assume without loss of generality (taking an extension
of T if necessary) that T is a limit tower. Say T is indexed by I. Let γ < λ+ be
nonzero such that γ · λ = γ. Let T ∗ be any limit tower indexed by I × γ such that
T ∗ ↾ I = T (it is easy to see that such towers exist). By Lemma 5.27 (where I,
T there stands for I × γ, T ∗ here), there is a reduced and (I × γ)-full tower T ∗∗
indexed by I ′ := I × γ × γ′ (for some γ′) such that T ∗ E T ∗∗. By Fact 5.19, T ∗∗
is continuous. Let T ′ := T ∗∗ ↾ I. Clearly, T ′ is also continuous. To see that T ′ is
limit, let i ∈ I−. Observe that T ∗∗ ↾ [i, i+I 1]I′ is ({i} × γ)-full, hence by Lemma
5.23, Mi+I1 is limit over Mi, and so T
′ is indeed a limit tower. 
We can now prove a strengthening of Fact 5.17, where the starting tower is no
longer assumed to be continuous and limit.
Lemma 5.29. Let T = 〈Mi : i < α〉 a 〈ai : i + 1 < α〉 be a tower and let N0 be
limit over M0. Let b ∈ N0. There exists a limit continuous tower T ′ = 〈M ′i : i <
α〉 a 〈ai : i + 1 < α〉 and an isomorphism f : N0 ∼=M0 M
′
0 such that T E T
′ and
tp(f(b)/
⋃
i<αMi;
⋃
i<αM
′
i) does not fork over M0.
Proof. First, let T 1 = 〈M1i : i < α〉 a 〈ai : i + 1 < α〉 be a limit continuous tower
extending T , as given by Lemma 5.28. Find N ′0 limit over M
1
0 and f0 : N0
∼=M0 N
′
0
such that q := tp(f0(b)/M
1
0 ;N
′
0) does not fork over M0. By Fact 5.17(2), there
exists a limit continuous tower T 2 = 〈M2i : i < α〉 a 〈ai : i + 1 < α〉 and a
b′ ∈ M20 such that T
1 ⊳ T 2, b′ realizes q, and tp(b′/
⋃
i<αM
1
i ;
⋃
i<αM
2
i ) does
not fork over M10 . Since b
′ realizes q, transitivity and monotonicity imply that
tp(b′/
⋃
i<αMi;
⋃
i<αM
2
i ) does not fork overM0. Since M
2
0 is limit overM
1
0 , there
exists g : N ′0
∼=M10 M
2
0 such that g(f0(b)) = b
′. Let T ′ := T 2, f := gf0. 
We have arrived to one of the key results of this section. Roughly, it says that
any two towers can be amalgamated into a continuous rectangle of models. The
conclusion is similar to [JS13, 3.1.10] but, crucially, the hypotheses are weaker.
Lemma 5.30 (Amalgamation of towers). Let T = 〈Nj : j < β〉 a 〈bj : j + 1 < β〉
and T ′ := 〈Mi : i < α〉 a 〈ai : i+ 1 < α〉 be towers. Assume that N0 =M0. Then
there exists 〈fi : i < α〉 and 〈Mi,j : i < α, j < β〉 such that:
(1) For all i < α and j < β, Mi,j is a limit model.
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(2) For all j < β, M0,j = Nj .
(3) For each j < β, 〈Mi,j : i < α〉 is increasing continuous. Moreover, Mi+1,j
is limit over Mi,j whenever i+ 1 < α.
(4) For each i < α, 〈Mi,j : j < β〉 is increasing continuous.
(5) 〈fi : i < α〉 is increasing.
(6) For all i < α, fi : Mi ∼=M0,0 Mi,0.
(7) For all i + 1 < α and j < β, tp(fi+1(ai)/Mi,j ;Mi+1,j) does not fork over
Mi,0.
(8) For all j + 1 < β and i < α, tp(bj/Mi,j ;Mi,j+1) does not fork over M0,j.
(9) If T is reduced, then for any i < α and j < β, M0,j ∩Mi,0 =M0,0
Proof. First, we claim that we can assume without loss of generality that T ′ is
limit and continuous. Indeed, suppose that we could prove the lemma for limit and
continuous T ′. By Lemma 5.28 there exists T ∗ = 〈M∗i : i < α〉 a 〈ai : i + 1 < α〉
E-extending T ′ which is limit and continuous. Let T ′′ := 〈M ′i : i < α〉 a 〈ai :
i + 1 < α〉 be defined by M ′0 = M0, M
′
i := M
∗
i for i > 0. Then T
′′ is also a limit
continuous tower. By what we are assuming, there exists 〈M ′i,j : i < α, j < β〉,
〈gi : i < α〉 satisfying the conclusion of the lemma, where T ′, 〈Mi,j : i < α, j <
β〉, 〈fi : i < β〉 there is T
′′, 〈M ′i,j : i < α, j < β〉,〈gi : i < α〉 here. Now
define fi := gi ↾ Mi and let Mi,0 := fi[Mi], Mi,j := M
′
i,j for j > 0. This works.
The main point is that, for i + 1 < α, j ∈ (0, β), tp(fi+1(ai)/Mi,j ;Mi+1,j) does
not fork over M ′i,0 (by construction), and since T
′ E T ∗, using invariance and
the definition of E, tp(fi+1(ai)/M
′
i,0;M
′
i+1,0) does not fork over Mi,0. Thus by
transitivity tp(fi+1(ai)/Mi,j ;Mi+1,j) does not fork over Mi,0.
We have shown that we can assume without loss of generality that T ′ is limit and
continuous. So assume that it is. We build a E-increasing continuous chain of
towers 〈T i : i < α〉 and an increasing continuous chain 〈fi : i < α〉 such that,
writing T i = 〈Mi,j : j < β〉 a 〈bj : j + 1 < β〉, we have:
(1) T 0 = T .
(2) For all i < α, fi : Ni ∼=N0 Mi,0.
(3) For all i+ 1 < α, tp(fi+1(ai)/
⋃
j<β Mi,j ;Mi+1,j) does not fork over Mi,0.
This is possible by Lemma 5.29 and some renaming. This is enough: check the
requirements and the definition of E. 
As an application of Lemma 5.30, we consider a key problem from [BV17c]: whether
independent sequences have the symmetry property (or equivalently [BV17c, 5.7],
whether independence of a sequence depends on the order in which it is enumer-
ated). Assuming categoricity in λ, we answer positively. This will not be needed
for the rest of the present paper so we only sketch the proof. The idea is similar to
that in [Van16a, Theorem 3], but we give a self-contained abstract proof.
Theorem 5.31. Let K be a λ-superstable AEC with λ-symmetry. If K is categor-
ical in λ, then the frame of independent sequences of length less than λ+ defined
in [BV17c, 4.3] has the symmetry property.
Proof sketch. We assume some knowledge of [BV17c], in particular we will use
without further mention [BV17c, 4.12], which says that most of the basic properties
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of forking generalize to independent sequences. For simplicity, work inside a model-
homogeneous model C ∈ Kλ+ . For b¯1, b¯2 ∈
<λ+
C, we write b¯1 ≡M b¯2 to mean that
the two sequences have the same type over M (again inside C). Equivalently, there
is an automorphism of C fixing M sending b¯1 to b¯2. We write b¯1⌣
M
b¯2 to mean that
the sequence b¯2b¯1 is independent over M (inside C).
By the proof of [BV17c, 5.7], it is enough to see that whenever ba¯ is independent in
(M0,M,N), we also have that a¯b is independent in (M0,M,N). By transitivity, it
is in fact enough to see that whenever a¯⌣
M
b, we also have b⌣
M
a¯. So assume a¯⌣
M
b.
In the present setup, an independent sequence is nothing more than a tower, so
rephrasing Lemma 5.30 in terms of independent sequences, we get that we can
find b′ such that b′ ≡M b, a¯⌣
M
b′, and b′⌣
M
a¯. It is now a simple matter of forking
calculus to get the result: pick a¯′ such that a¯′b′ ≡M a¯b. By invariance, a¯′⌣
M
b′.
By uniqueness, a¯b′ ≡M a¯′b′. Thus a¯b′ ≡M a¯b, and so by invariance, b⌣
M
a¯, as
desired. 
We end this section by deducing some results around disjoint amalgamation. The
following appears in [JS13, 3.2.3(3)] and the proof carries through to our setup.
Fact 5.32. Assume that K is categorical in λ. Let R be a class of triples (a,M,N)
with M ≤K N limit and a ∈ N\M such that:
(1) R is closed under isomorphisms: (a,M,N) ∈ R and f : N ∼= N ′ implies
(f(a), f [M ], N ′) ∈ R.
(2) R has the existence property: for any M and any p ∈ Sna(M), there exists
(a,M,N) ∈ R such that p = tp(a/M ;N).
Let (a,M,N) ∈ R and let N ′ be limit such that N ≤K N ′. Then there exists a
limit ordinal δ < λ+ and a continuous tower T = 〈Mi : i ≤ δ〉 a 〈ai : i < δ〉 that
a0 = a, M0 =M , N
′ ≤K Mδ, and (ai,Mi,Mi+1) ∈ R for all i < δ.
Reduced triples have the existence property in the sense just given:
Fact 5.33 (Existence property for reduced triples). Assume that K is categorical
in λ. For anyM ∈ Kλ and any p ∈ Sna(M), there exists a reduced triple (a,M,N)
such that p = tp(a/M ;N).
Proof. Let p ∈ S(M) and write p = tp(b/M ;N0). By Fact 5.16, there exists limit
M ′, N ′ such that M ≤K M ′, N0 ≤K N ′, q := tp(b/M ′;N ′) does not fork over M ,
and (b,M ′, N ′) is reduced. By the conjugation property, there exists f : M ′ ∼= M
such that f(q) = p. Extend f to some g : N ′ ∼= N and let a := g(b). Then (a,M,N)
is reduced and tp(a/M ;N) = f(q) = p, as desired. 
We can now improve Fact 5.2 to make also the amalgams of M1 and M2 disjoint
over M0. Note that this gives in particular disjoint amalgamation.
Lemma 5.34 (Disjoint nonforking amalgamation). Assume that K is categorical
in λ. Let M0 ≤K Mℓ, ℓ = 1, 2, be in Kλ. Let aℓ ∈Mℓ. There exists f1, f2,M3 such
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that M3 ∈ Kλ, and fℓ : Mℓ −−→
M0
M3 is such that tp(fℓ(aℓ)/f3−ℓ(M3−ℓ);M3) does
not fork over M0 for ℓ = 1, 2. Moreover, f1[M1] ∩ f2[M2] =M0.
Proof. Extending M1 if necessary, we may assume without loss of generality that
there exists M ′1 ≤K M1 containing a1 such that (a1,M0,M
′
1) is reduced. By Facts
5.32 and 5.33, there exists a continuous tower T = 〈Nj : j ≤ δ〉 a 〈bj : j < δ〉 such
that b0 = a1, M1 ≤K Nδ, and (bj , Nj, Nj+1) is reduced for all j < δ. This implies in
particular that T is reduced (Lemma 5.15). Similarly (and after perhaps growing
M2), there exists a continuous tower T
′ = 〈M∗i : i ≤ δ
∗〉 a 〈a∗i : i < δ
∗〉 such that
a2 = a
∗
0, M2 ≤K M
∗
δ∗ , and (a
∗
i ,M
∗
i ,M
∗
i+1) is reduced for all i < δ
∗. Let α := δ∗+1,
β := δ+1. Let 〈Mi,j : i < α, j < β〉, 〈gi : i < α〉 be as given by Lemma 5.30, where
〈Mi : i < α〉 a 〈ai : i + 1 < α〉 there stand for 〈M∗i : i < α〉 a 〈a
∗
i : i < α〉 here.
Then M3 :=Mδ∗,δ, f1 := idM1 , and f2 := gδ∗ ↾M2 are as desired. 
6. Building weakly successful good frames
The goal of this section is to build a good λ-frame from λ-superstability, λ-symmetry,
and categoricity in λ. We will use uniqueness triples, a key object in (for example)
[She09a, §II.6]. We quote the definition from [JS13, §4].
Definition 6.1. Let K be a λ-superstable AEC.
(1) For M0 ≤K Mℓ all in Kλ, ℓ = 1, 2, an amalgam of M1 and M2 over M0 is
a triple (f1, f2, N) such that N ∈ Kλ and fℓ :Mℓ −−→
M0
N .
(2) Let (fx1 , f
x
2 , N
x), x = a, b be amalgams of M1 and M2 over M0. We say
(fa1 , f
a
2 , N
a) and (f b1 , f
b
2 , N
b) are equivalent over M0 if there exists N∗ ∈ Kλ
and fx : Nx → N∗ such that f
bf b1 = f
afa1 and f
bf b2 = f
afa2 , namely, the
following commutes:
Na
fa
// N∗
M1
fa1
==
④
④
④
④
④
④
④
④
fb1
// N b
fb
OO
M0
OO
// M2
fa2
OO
fb2
==
⑤
⑤
⑤
⑤
⑤
⑤
⑤
⑤
Note that being “equivalent over M0” is an equivalence relation ([JS13,
4.3]).
(3) A triple (a,M,N) is a uniqueness triple if M ≤K N are both in Kλ,
a ∈ |N |\|M |, and for any M1 ≥K M in Kλ, there exists a unique (up to
equivalence over M) amalgam (f1, f2, N1) of N and M1 over M such that
tp(f1(a)/f2[M1];N1) does not fork over M .
(4) K has the λ-existence property for uniqueness triples if for any M ∈ Kλ
and any p ∈ Sna(M), one can write p = tp(a/M ;N) with (a,M,N) a
uniqueness triple.
Under mild conditions, uniqueness triples are reduced:
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Fact 6.2. If K is a λ-superstable AEC with λ-symmetry which is categorical in λ,
then any uniqueness triple is reduced.
Proof. By the proof of [JS13, 4.1.11(2)]. Note that conjugation (which is assumed
there) holds by Fact 2.8. Further, the disjoint amalgamation statement used in the
proof follows from Lemma 5.34. 
Once we have the existence property for uniqueness triples, we can build the desired
good frame:
Theorem 6.3. Let K be a λ-superstable AEC with λ-symmetry which is categor-
ical in λ. If K has the λ-existence property for uniqueness triples, then there is a
weakly successful good λ-frame on K.
Proof. We first follow the proof of [JS13, 5.5.4] to show that there exists a 4-ary
relation NF on Kλ satisfying several of the properties of nonforking amalgamation
in a stable first-order theory: monotonicity, existence, uniqueness, symmetry and
long transitivity (see [JS13, 5.2.1]).
The hypotheses of [JS13, 5.5.4] are that we work with a semi-good λ-frame with
the conjugation property which has the existence property for uniqueness triples
([JS13, 5.1.1]). In the context here, we have the existence property for uniqueness
triples by assumption and also have the conjugation property (Fact 2.8). Moreover,
nonforking induces a good λ-frame, except that it only satisfies weak versions of
continuity and local character (Fact 2.13). Now it is pointed out explicitly by
Jarden and Shelah [JS13, 5.1.2] that local character is never used in their proof of
[JS13, 5.5.4]. As for continuity, it is only used in one place: the proof of [JS13, 5.4.6]
(the “opposite uniqueness proposition”). There an appeal to [JS13, 3.1.10] is made
and its proof relies on continuity. However [JS13, 3.1.10] is nothing but Lemma
5.30, except that here we have the additional assumption (in clause (9)) that T is
reduced. This is not an issue, since the appeal to Lemma 5.30 in Jarden-Shelah is
with towers 〈Mi : i < α〉 a 〈ai : i+1 < α〉 where for each i+1 < α, (ai,Mi,Mi+1)
is a uniqueness triple, hence in particular (Fact 6.2) is reduced. This implies by
Lemma 5.15 that the entire tower is reduced.
Therefore the proof of [JS13, 5.5.4] goes through, and we have the desired relation
NF. We now apply [JS, 4.3], which says that given a weak kind of good frame
(called an almost good λ-frame) and a nonforking relation NF as here, we get a
good λ-frame. In our setup, the frame induced by nonforking satisfies all the axioms
of almost good λ-frame except perhaps for continuity. However the proof of [JS,
4.3] does not rely on continuity except to prove stability (which we already have),
so we are done. 
To get the existence property for uniqueness triples, we will use that their existence
follows from the weak diamond and some amount of stability in λ+ (the argument
is essentially due to Shelah):
Fact 6.4. Let K be a λ-superstable AEC with λ-symmetry which is categorical in
λ. If WGCH(λ) and for any saturated model M in Kλ+ there is N universal over
M , then K has the λ-existence property for uniqueness triples.
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Proof. The proof of [Vas17a, E.8] goes through. 
Corollary 6.5 (The local good frame construction theorem). Let K be an AEC
and let λ ≥ LS(K). If:
(1) WGCH(λ).
(2) K is λ-superstable, has λ-symmetry, and is categorical in λ.
(3) For every saturated model M in Kλ+ , there is N universal over M .
Then there is a weakly successful good λ-frame with underlying class Kλ.
Proof. Combine Theorem 6.3 and Fact 6.4. 
Remark 6.6. There are examples of categorical good frames that are not weakly
successful [BV18]. Thus we cannot expect to remove condition (3) from Corollary
6.5.
We can state a slightly more precise version of Corollary 6.5 using superlimits and
the terminology from Definition 3.20. First, one more definition:
Definition 6.7. An AEC K is very nicely λ-superstable (or very nicely superstable
in λ) if K is nicely λ-superstable and Kλ-sl (see Definition 3.6) has the λ-existence
property for uniqueness triples. For Θ a class of cardinals, K is very nicely Θ-
superstable (or very nicely superstable in Θ) if K is very nicely λ-superstable for
every λ ∈ Θ.
Corollary 6.8. IfK is very nicely λ-superstable, then there is a categorical weakly
successful good λ-frame on Kλ-sl.
Proof. Apply Theorem 6.3 to Kλ-sl. 
Corollary 6.9. Let K be an AEC and let λ ≥ LS(K). If:
(1) WGCH(λ).
(2) K is nicely λ-superstable.
(3) K is nicely λ+-stable.
Then K is very nicely λ-superstable.
Proof. By definition, it suffices to check that Kλ-sl has the λ-existence property for
uniqueness triples. By Fact 6.4, it suffices to see that for any saturated M ∈ Kλ-sl
λ+
,
there is N ∈ Kλ-sl
λ+
universal over M . We know that K is nicely [λ, λ+]-stable, so
by Theorem 3.19, Kλ-sl is nicely λ+-stable. Now note that a saturated model in
Kλ-sl
λ+
is nothing but a (λ, λ+)-limit, which by Fact 3.18 is a (λ+, λ+)-limit. By
definition of nice stability, this means that M is an amalgamation base, and hence
has a universal extension, as desired. 
7. Building successful good frames
Suppose that K is an AEC with some good structural properties, λ ≥ LS(K). In
this section, we want to apply Corollary 6.5 to all successors of λ. What do we get
if we succeed? In a nutshell, we get a sequence 〈sn : n < ω〉, where each sn is a
good λ+n-frame. The following crucial result tells us that in fact the frames will
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be “connected”, in the sense that sn+1 is the successor of sn (so forking in sn+1 is
described in terms of forking in sn).
Fact 7.1 ([Vas, 5.15]). Let s be a weakly successful categorical good λ-frame on
an AEC K. If there is a good λ+-frame on Kλ
+-sat, then s is successful good+.
We deduce a close relationship between very nice superstability in [λ, λ+n] and the
existence of an n-successful good+ λ-frame:
Theorem 7.2. Let K be an AEC, let λ ≥ LS(K), and let n ∈ [1, ω].
(1) If K is very nicely [λ, λ+n]-superstable, then there is an n-successful good+
λ-frame on Kλ-sl (see Definition 3.6).
(2) If Kλ has a superlimit and there is an n-successful good
+ λ-frame on Kλ-sl,
then K is very nicely [λ, λ+(n−1)]-superstable and nicely λ+n-superstable.
Proof.
(1) By Corollary 6.8, there is a weakly successful good λ-frame s on Kλ-sl. We
prove by induction on n ∈ [1, ω) that s+(n−1) is defined and is a successful
good+ frame on Kλ
+(n−1)-sl. When n = 1, s+0 = s. Moreover by Corollary
6.8 applied to Kλ+ , there is a weakly successful good λ
+-frame on Kλ
+-sl.
Now, Kλ-sl is dense in K[λ,λ+] (Theorem 3.19), so the superlimit in Kλ+
must be in Kλ-sl and must be superlimit there too. Also, the superlimit
in Kλ+ is (λ
+, λ+)-limit by Lemma 3.15, so it is saturated, i.e. Kλ
+-sl =
Kλ
+-sat. By Fact 7.1, s is successful good+. For the inductive case, apply
the base case to Kλ
+(n−1)-sl (recalling the canonicity theorem, Fact 2.5).
(2) Similarly to before (using Fact 2.12 to derive superstability from a good
frame and [Vas, 5.12] to get the existence property for uniqueness triples),
we get that K is very nicely [λ, λ+(n−1)]-superstable. At the last step, we
do not know whether we get a weakly successful good frame, but we still
have enough to derive that K is nicely λ+n-superstable.

Remark 7.3. As in Remark 6.6, the Hart-Shelah example shows [BV18] that the
second conclusion of Theorem 7.2 cannot be strengthened to K being very nicely
[λ, λ+n]-superstable.
We now iterate Corollary 6.5. To get the best possible results, it will be handy to
know we get superlimits automatically after one iteration:
Fact 7.4. If s is a successful categorical good+ λ-frame on an AEC K, then s+ is
a good+ λ-frame. In particular, Kλ
+-sat
λ++
has a superlimit.
Proof. The frame s+ is good+ by [She09a, III.1.9]. The “in particular” part then
follows from [SV18, 3.14]. 
Theorem 7.5. Let K be an AEC, let λ ≥ LS(K), and let n ∈ [1, ω). If:
(1) WGCH([λ, λ+n]).
(2) K is nicely [λ+2, λ+(n+1)]-stable.
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(3) Kλ has a superlimit.
(4) Kλ+ has a superlimit.
(5) K is λ+(n+1)-semisolvable (recall Definition 4.4).
Then K is very nicely [λ, λ+n]-superstable.
Proof. Since Kλ and Kλ+ have superlimits, K[λ,λ+] has no maximal models. Since
K is nicely [λ+2, λ+n]-stable,K[λ,λ+n] has no maximal models. ThusK is (λ
+m, λ+(n+1))-
extendible for any m ≤ n+1. By Fact 4.6, K is [λ, λ+(n+1)]-semisolvable. By Fact
4.7, K is also nicely [λ, λ+]-stable, hence K is nicely [λ, λ+(n+1)]-stable. By Fact
4.7 again (used twice), K is nicely [λ, λ+]-superstable and by Corollary 6.9 (used
twice), K is very nicely [λ, λ+]-superstable. In particular (Theorem 7.2), Kλ-sl has
a successful good+ λ-frame. By Fact 7.4, Kλ-sl has a superlimit in λ++. By Re-
mark 3.12, this implies thatKλ++ has a superlimit. Now iterate what has just been
proven, replacing λ by λ+. 
The assumption of nice λ+(n+1)-stability in Theorem 7.5 cannot be removed because
of the Hart-Shelah example (see Remark 7.3). If we are only interested in building
an n-successful good+-frame, we can replace it by categoricity in λ+(n+1), or even
by few models in λ+(n+1). To see this, we will use two more facts:
Fact 7.6 ([JS13, 7.1.3]). Let s be a weakly successful categorical good λ-frame on
an AEC K. If I(K, λ++) < 2λ
++
, then s is successful.
Fact 7.7. Let s be a successful categorical good λ-frame on an AEC K. If Kλ+
has a superlimit, then s is good+.
Proof. Combine [Vas, 3.2] and [Vas, 5.12]. 
Theorem 7.8. Let K be an AEC, let λ ≥ LS(K), and let n ∈ [1, ω). If:
(1) WGCH([λ, λ+n]).
(2) K is nicely [λ+2, λ+n]-stable.
(3) Kλ has a superlimit.
(4) Kλ+ has a superlimit.
(5) K is λ+(n+1)-semisolvable.
(6) I(K, λ+(n+1)) < 2λ
+(n+1)
.
Then there is an n-successful good+ λ-frame on Kλ-sl.
Proof. As in the proof of Theorem 7.5, we can replace λ by λ+(n−1) if necessary to
assume without loss of generality that n = 1. Also as in the proof of Theorem 7.5,
K is very nicely λ-superstable. By Corollary 6.8, there is a weakly successful good
λ-frame s on Kλ-sl. By Fact 7.6, s is successful. By Fact 7.7, s is good+. 
Remark 7.9. In Theorem 7.8, if the superlimit in Kλ+ is an amalgamation base,
the proof shows that we can replace WGCH([λ, λ+n]) by WGCH([λ, λ+n)).
34 SEBASTIEN VASEY
8. The main categoricity transfer
Having successful good frames implies that the categoricity spectrum is quite well
understood, as the next two facts show:
Fact 8.1. Let s be a categorical n-successful good+ λ-frame on an AEC K. If K is
categorical in some µ ∈ (λ, λ+(n+1)], then K is categorical in all µ′ ∈ (λ, λ+(n+1)].
Moreover, K[λ,λ+n] has amalgamation, no maximal models, and is λ-tame.
Proof. Combining [She09a, III.2.3(4)], [She09a, III.2.9], and [She09a, III.2.12], we
get that K is categorical in every µ′ ∈ (λ, λ+(n+1)]. Tameness then follows from
[She09a, III.1.10]. As for amalgamation and no maximal models, they are immedi-
ate from categoricity and the definition of a good frame. 
Fact 8.2. Let s be a categorical ω-successful good+ λ-frame on an AEC K. If
WGCH([λ+n, λ+ω)) holds for some n < ω, then K has arbitrarily large models,
and if K is categorical in some µ > λ, then K is categorical in all µ′ > λ and
moreover K≥λ has amalgamation, no maximal models, and is λ-tame.
Proof. By [SVa, 7.20(1)] and [SVa, 14.4] 
We can now prove the main technical categoricity transfer theorem of this paper.
As in most results of the present paper, the hypotheses include a set-theoretic
assumption, the WGCH. The model-theoretic assumptions are essentially the fol-
lowing: no maximal models, some superlimits, and some instances of nice stability.
They all hold in categorical AECs with amalgamation (see e.g. Fact 2.9), and we
will see (Theorem 10.2) that they can also be derived from only (categoricity and)
no maximal models.
Theorem 8.3 (Main theorem). Let K be an AEC, let λ ≥ LS(K), µ > λ+, and
set µ0 := min(µ, λ
+ω). If:
(1) WGCH([λ, µ0)).
(2) K has arbitrarily large models.
(3) Kλ has a superlimit.
(4) Kλ+ has a superlimit.
(5) K is nicely [λ+2, µ0)-stable.
(6) K is (µ0, µ)-extendible.
(7) K is categorical in µ.
Then Kλ-sl[λ,µ] (K
λ-sl is the class generated by the superlimit in λ, see Definition
3.6) is categorical in every µ′ ∈ [λ, µ], has amalgamation, no maximal models, and
is λ-tame. Moreover if µ ≥ λ+ω, then Kλ-sl is categorical in every µ′ ≥ λ, has
amalgamation, no maximal models, and is λ-tame.
Proof. Either µ < λ+ω or µ ≥ λ+ω . We consider these cases separately.
• If µ < λ+ω, fix n ∈ [1, ω) such that µ = λ+(n+1) (recall that we are assuming
that µ > λ+). By Theorem 7.8, there is an n-successful good+ λ-frame on
Kλ-sl. Now apply Fact 8.1.
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• If µ ≥ λ+ω, first fix n ∈ [1, ω). Note that the hypotheses imply that
K[λ,λ+ω) has no maximal models, so K must be (λ
+(n+1), µ)-extendible.
By Fact 4.6, K is λ+(n+1)-semisolvable. By Theorem 7.5, K is very nicely
[λ, λ+n]-superstable. Since this is valid for all n < ω, K is very nicely
[λ, λ+ω)-superstable. By Theorem 7.2 (and canonicity, see Fact 2.5), there
is an ω-successful good+ λ-frame on Kλ-sl. Now apply Fact 8.2.

Remark 8.4. For any AEC K and any µ > λ ≥ LS(K) such that Kλ has a
superlimit and K is categorical in µ, Kλ-sl≥µ ⊆ K≥µ. In the conclusion of the above
theorem, equality will hold, because Kλ-sl has a model of cardinality µ.
9. Categoricity assuming amalgamation
In this section, we use Theorem 8.3 to fully describe the categoricity spectrum of
AECs with amalgamation. Recall the definition of the categoricity spectrum:
Definition 9.1. The categoricity spectrum of an AEC K is the class of cardinals
µ ≥ LS(K) such that K is categorical in µ. We write Cat(K) for the categoricity
spectrum of K.
Remark 9.2. For any AEC K and any cardinal λ, Cat(K≥λ) = Cat(K) ∩ [λ,∞).
We will use the following known results about the categoricity spectrum of AECs
with amalgamation and arbitrarily large models. First, it is not too difficult to see
that it is a closed class (see for example [Vas17e, 2.22]):
Fact 9.3. If K is an AEC with amalgamation and arbitrarily large models, then
Cat(K) is a closed class. More precisely, let K be an AEC with arbitrarily large
models and let 〈µi : i < δ〉 be an increasing sequence in Cat(K). If K≤µi has
amalgamation for each i < δ, then supi<δ µi ∈ Cat(K).
We will also use that a version of Morley’s omitting type holds in AECs. This is
essentially due to Shelah. See [Vas17a, 9.2] for a full proof.
Fact 9.4 (Morley’s omitting type theorem for AECs). Let K be an AEC with
amalgamation and let µ > LS(K). If every model in Kµ is LS(K)
+-saturated, then
there exists χ < h(LS(K)) such that every model in K≥χ is LS(K)
+-saturated.
Specializing Theorem 8.3 to AECs with amalgamation, we get that the categoricity
spectrum has no gaps:
Lemma 9.5. Assume WGCH. Let K be an AEC with amalgamation and arbi-
trarily large models. If µ1 < µ2 are both in Cat(K), then [µ1, µ2] ⊆ Cat(K).
Proof. If µ2 = µ
+
1 , there is nothing to prove, so assume that µ2 > µ
+
1 . We apply
Theorem 8.3, where λ, µ there stand for µ1, µ2 here. We have to check that its
hypotheses are satisfied. By assumption WGCH holds and K has arbitrarily large
models. By categoricity in µ1, Kµ1 has a superlimit. Since K is categorical in µ1,
K has joint embedding in µ1, and so a diagram chase (using amalgamation) shows
that K≥µ1 also has joint embedding. In particular, K≥µ1 has no maximal models
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and soK is (µ0, µ2)-extendible, where we have set µ0 := min(µ2, µ
+ω
1 ). By Fact 4.6,
K is [µ1, µ2]-semisolvable. By Fact 4.7, K is µ-superstable and has µ-symmetry,
for every µ ∈ [µ1, µ2). In particular, K is nicely [µ
+2
1 , µ0)-stable. Also, by Fact
3.21, K is nicely µ+1 -superstable and this implies that Kµ+1
has a superlimit. This
completes the verification that the hypotheses of Theorem 8.3 hold. 
Further, if we are only categorical in one cardinal we can apply Theorem 8.3 to a
subclass of saturated models:
Lemma 9.6. Assume WGCH. LetK be an AEC with amalgamation and arbitrar-
ily large models. If Cat(K) ∩ [LS(K)+ω,∞) 6= ∅, then there exists χ < h(LS(K))
such that [χ,∞) ⊆ Cat(K).
Proof. Let µ ∈ Cat(K)∩ [LS(K)+ω,∞). Partitioning the AEC into disjoint classes,
each of which has joint embedding, we can assume without loss of generality that
K<µ has joint embedding (see [Vas16a, 10.13]). In particular, K<µ has no maximal
models. By Fact 2.9, KLS(K)
+-sat is an AEC and KLS(K)
+-sat is categorical in both
LS(K)+ and µ. Proceeding as in the proof of Lemma 9.5 (where K, µ1, µ2 there
stand for KLS(K)
+-sat, LS(K)+, µ here), we see that Theorem 8.3 applies, and hence
KLS(K)
+-sat is categorical in every µ′ ≥ LS(K)+. Now apply Fact 9.4. 
The two lemmas just proven are enough to give the full description of the cate-
goricity spectrum:
Corollary 9.7. Assume WGCH. If K is an AEC with amalgamation and arbi-
trarily large models, then exactly one of the following holds:
(1) Cat(K) = ∅.
(2) Cat(K) = [LS(K)+m,LS(K)+n] for some m ≤ n < ω.
(3) Cat(K) = [χ,∞) for some χ ∈ [LS(K), h(LS(K))).
Proof. Assume first that Cat(K) ∩ [LS(K)+ω,∞) 6= ∅. By Lemma 9.6, there is
χ < h(LS(K)) such that [χ,∞) ⊆ Cat(K). Take the minimal such χ with χ ≥
LS(K). We have that Cat(K) = [χ,∞). Indeed, if χ0 ∈ Cat(K) and χ0 < χ, then
by Lemma 9.5, [χ0, χ] ⊆ Cat(K), and hence [χ0,∞) ⊆ Cat(K), contradicting the
minimality of χ.
Assume now that Cat(K)∩ [LS(K)+ω ,∞) = ∅ but Cat(K) 6= ∅. Let m < ω be least
such that LS(K)+m ∈ Cat(K) and let n < ω be maximal such that LS(K)+n ∈
Cat(K). Note that such an n exists: otherwise by Fact 9.3, LS(K)+ω ∈ Cat(K),
which we have assumed does not happen. By Lemma 9.5, [LS(K)+m,LS(K)+n] ⊆
Cat(K), and by minimality of m and maximality of n, this must be an equality:
Cat(K) = [LS(K)+m,LS(K)+n], as desired. 
9.1. Examples. For completeness, we end with the well known examples showing
that each of the cases of Corollary 9.7 may happen. We will need:
Fact 9.8. For each infinite cardinal λ and each ordinal α <
(
2λ
)+
, there exists
AECs Kα,K∗,α such that:
(1) LS(Kα) = LS(K∗,α) = λ.
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(2) Kα, K∗,α have amalgamation.
(3) Kα has a model of every cardinality µ ∈ [λ,iα(λ)], but no model of cardi-
nality (iα(λ))
+
.
(4) K∗,α has a model of every cardinality µ ∈ [λ, λ+α) but no model of cardi-
nality λ+α.
Proof sketch. By [She90, VII.5.5(6)], δ(λ, 2λ) =
(
2λ
)+
, where δ(λ, 2λ) is the least
order type of a well-ordering not definable using the class of models of a first
order theory in a vocabulary of cardinality λ omitting at most 2λ-many types.
Thus by (the proof of [She90, VII.5.4]), for any α <
(
2λ
)+
, we can code the
cumulative hierarchy: there is an AEC Kα such that LS(Kα) = λ, Kα has a model
of cardinality iα(λ) but not models of cardinality (iα(λ))
+
.
Coding successors is done similarly to obtain K∗,α: the basic template to code the
successor operation is to work in a vocabulary with a linear order <, a predicate
P , and a binary function F . We then consider structures where for any x not in
P , F (x, ·) codes an injection from the predecessors of x into P . The size of the
universe of such a structure is at most the successor of the size of P (the idea is
probably folklore; it is described in [Gro]). Using this idea, one can define K∗,α
when α is a successor. When α is zero, we can take K∗,0 = K0, and when α is limit
we can take a disjoint union of K∗,β+1 for β < α. 
Fact 9.9 ([HS90, BK09]). For each n < ω, there is an AEC Khs,n (“hs” stands for
Hart-Shelah) such that:
(1) LS(Khs,n) = ℵ0.
(2) Khs,n has amalgamation and arbitrarily large models.
(3) Cat(Khs,n) = [ℵ0,ℵn].
Example 9.10.
(1) The AEC of all fields (ordered by subfield) has empty categoricity spectrum,
amalgamation, and arbitrarily large models. There are of course many other
such examples.
(2) Fix an infinite cardinal λ and an ordinal α <
(
2λ
)+
. Take the disjoint
union of the AEC Kα given by Fact 9.8 with a totally categorical AEC
to get an AEC K with amalgamation and arbitrarily large models such
that LS(K) = λ and Cat(K) = [iα(λ)
+,∞). Similarly, using K∗,α we can
get an AEC K′ with amalgamation and arbitrarily large models such that
LS(K′) = λ and Cat(K) = [λ+α,∞). If GCH holds, any χ ∈ [λ, h(λ)) is of
the form λ+β for some β <
(
2λ
)+
, so this gives a complete list of examples
for the third case of Corollary 9.7.
(3) Fix m ≤ n < ω. Take a disjoint union of the Hart-Shelah example (Khs,n
given by Fact 9.9) and the AECK∗,m given by Fact 9.8. We obtain an AEC
K with amalgamation and arbitrarily large models such that LS(K) = ℵ0
and Cat(K) = [LS(K)+m,LS(K)+n]. This gives a complete list of examples
for the second case of Corollary 9.7 in case LS(K) = ℵ0. In case LS(K) >
ℵ0, work in preparation of Shelah and Villaveces [SVb] constructs for each
n < ω (assuming GCH) an AEC with Lo¨wenheim-Skolem-number λ which
has categoricity spectrum [λ, λ+n]. Using this, one could then also get
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a complete list of example for the second case of Corollary 9.7 in case
LS(K) = λ.
Remark 9.11. The last two examples given above both fail joint embedding. It
would be interesting to know whether there are examples with joint embedding, or
whether (assuming WGCH) for AECs with amalgamation, joint embedding, and ar-
bitrarily large models, categoricity above LS(K)+ω implies categoricity everywhere
strictly above LS(K).
10. Categoricity assuming no maximal models
In this section, we study the categoricity spectrum of AECs with no maximal mod-
els. Take an AEC with no maximal models categorical in a high-enough cardinal.
By Fact 4.7, nice stability holds in this setup (assuming GCHWD, see Section 2.1),
so to apply Theorem 8.3, it remains to check that there are superlimits in λ and
λ+, for some suitable λ. The existence of superlimits may well follow from the
uniqueness of limit models, but the latter is not known in this context (see the
discussion in [Van06, Van13]). Instead, we will take λ a suitable fixed point of the
i function and rely heavily on [She09a, Chapter IV] (we do not rely on [She09a,
§IV.2], which contains a gap – see the discussion at the beginning of [Vas17d, §4]).
We give a name to the kind of fixed points we will consider:
Definition 10.1. A cardinal λ is a nice fixed point if there exists a strictly in-
creasing sequence 〈λn : n < ω〉 such that λ = supn<ω λn and λn = iλn for all
n < ω.
Note that such fixed points can easily be found by iterating the i functions enough
times. The following result is where we will use [She09a, Chapter IV]. Essentially,
everything in the conclusion below except the existence of the superlimit in Kλ+ is
proven by Shelah there.
Theorem 10.2. Let K be an AEC and let µ > λ > LS(K). If:
(1) λ is a nice fixed point.
(2) K is µ-solvable.
(3) For M,N in Kµ-slµ , M ≤K N implies M L∞,λ N .
(4) K is (λ, µ)-extendible.
Then K is λ-solvable, Kλ+ has a superlimit, and there is a type-full good λ-frame
on Kλ-sl.
Proof. By [She09a, IV.1.41],K is pseudo λ-solvable, which means [She09a, IV.1.4(3)]
that in the definition of solvability, EMτ(K)(I,Φ) is not required to be universal
(but must satisfy the other properties of a superlimit). In the present setup, we
are assuming that K is (λ, µ)-extendible, and so in particular any M ∈ Kλ embeds
inside an EM model. This implies that the EM model must be universal, hence
that K is λ-solvable. In particular, Kλ has a superlimit.
By [She09a, IV.4.10], there is a type-full good λ-frame on the class generated by
the EM models witnessing pseudo-solvability. As argued in the previous paragraph,
this class must be Kλ-sl.
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It remains to see that Kλ+ has a superlimit. Since K has a superlimit in λ and
Kλ-sl has a good λ-frame, we have by Fact 2.12 and Theorem 3.17 that K is nicely
λ-superstable. It is easy to check that the (λ, λ+)-limit model is the saturated
model in Kλ-sl
λ+
. Thus (using Theorem 3.19 in the background), proving that Kλ+
has a superlimit is equivalent to showing that for any limit δ < λ++, if 〈Mi : i < δ〉
is an increasing chain of saturated models (in Kλ-sl
λ+
), then
⋃
i<δMi is saturated.
Work inside some saturated M with Mi ≤K M for all i < δ.
The proof of [She09a, IV.4.4] gives thatKλ is (< κ)-tame, for some κ < λ. We claim
that K (and hence M) does not have the (κ, 0)-order property of length h(κ) (see
[She99, 4.3] for the definition). Otherwise, by [She99, 4.7.2] (see [BGKV16, 5.13]
for a proof), the EM model of cardinality λ would have such an order property, and
this is impossible by [Vas17c, 3.4]. Note that h(κ) < λ, so we can apply [BV17a,
4.27] to prove using stability theory inside a model and averages that
⋃
i<δMi is
saturated. Note that hypothesis (3) of [BV17a, 4.27] holds because of the definition
of the good frame in [She09a, IV.4.10] (see the proof of the local character property
there). 
To obtain hypothesis (3) in Theorem 10.2, we will use:
Fact 10.3 ([She09a, IV.1.12]). Let K be an AEC and let µ ≥ λ > LS(K). If K is
categorical in µ and µ = µ<λ, then whenever M ≤K N are both in Kµ, we have
that M L∞,λ N .
We can now prove an upward categoricity transfer from categoricity in one cardinal
in AECs with no maximal models. The categoricity cardinal is assumed to satisfy
some cardinal arithmetic – this will be remedied in the next result, at the cost
of assuming categoricity in two cardinals. Recall (Section 2.1) that GCHWD(λ)
means that 2λ = λ+ and enough instances of the weak diamond hold at λ.
Theorem 10.4. Let K be an AEC and let µ > λ > LS(K). If:
(1) GCHWD([λ, λ+ω)).
(2) µ = µ<λ (or just: M ≤K N both in Kµ implies M L∞,λ N).
(3) λ is a nice fixed point.
(4) λ+ω ≤ µ.
(5) K is ([λ, λ+ω ], µ)-extendible.
(6) K is categorical in µ.
Then K is categorical in every µ′ ≥ µ.
Proof. By Fact 10.3, M ≤K N both in Kµ implies M L∞,λ N . We want to apply
Theorem 8.3. We check its hypotheses. Since GCHWD([λ, λ+ω)), we have that
WGCH([λ, λ+ω)). Since λ is a nice fixed point, we have that h(LS(K)) < λ, so
K has arbitrarily large models (Fact 4.1). By Theorem 10.2, Kλ has a superlimit
and Kλ+ has a superlimit. By Fact 4.6 and the extendibility hypothesis, K is
[λ, λ+ω]-semisolvable. In particular by Fact 4.7, K is nicely [λ+2, λ+ω)-stable. This
completes the verification that the hypotheses of Theorem 8.3 hold. 
Remark 10.5. The proof shows that GCHWD([λ, λ+ω)) can be replaced with the
conjunction of WGCH([λ, λ+]) and GCHWD([λ+2, λ+ω)).
40 SEBASTIEN VASEY
The next result removes the assumption that µ = µ<λ in Theorem 10.4 at the cost
of assuming categoricity in two cardinals.
Theorem 10.6. Let K be an AEC and let µ2 > µ1 ≥ λ > LS(K). If:
(1) GCHWD([λ, λ+ω).
(2) WGCH(µ1).
(3) λ is a nice fixed point.
(4) K is ([λ, λ+ω ], µ2)-extendible.
(5) K is categorical in µ1.
(6) K is (µ+1 , µ2)-extendible.
(7) K is categorical in µ2.
(8) If µ1 = λ, then µ2 = µ
<λ
2 .
Then K is categorical in every µ ∈ [µ1, µ2]. Moreover if µ2 ≥ λ+ω, K is categorical
in every µ′ ≥ µ1.
Proof. If µ2 = λ
+, the conclusion is vacuous, so assume that µ2 > λ
+. As in the
proof of Theorem 10.4, K has arbitrarily large models. In particular (Remark 4.5),
K is µ1-solvable and µ2-solvable. Since K is (µ
+
1 , µ2)-extendible, Fact 4.6 says that
K is µ+1 -semisolvable. By Fact 4.7, K is nicely µ1-stable. By Lemma 3.16, for
M ≤K N both in Kµ1 , M L∞,µ1 N . In particular, M L∞,λ N . By Theorem
10.2 (using Fact 10.3 if µ1 = λ), Kλ has a superlimit and Kλ+ has a superlimit.
Let µ′2 := min(µ2, λ
+ω). We apply Theorem 8.3, where µ0, µ there stand for µ
′
2, µ2
here. We first have to check its hypotheses. WGCH([λ, µ′2)) holds because we
are assuming more: GCHWD([λ, λ+ω)). We have already established that K has
arbitrarily large models, Kλ has a superlimit, and Kλ+ has a superlimit. That K
is (µ′2, µ2)-extendible follows from hypothesis (4) here, and that K is categorical in
µ2 is also assumed. It remains to see that K is nicely [λ
+2, µ′2)-stable: use Facts
4.6 and 4.7 again. 
We are now ready to give a short list of possibilities for the categoricity spectrum
above a nice fixed point. This shows in particular that the categoricity spectrum
of an AEC with no maximal models is either bounded or contains an end segment
(assuming GCHWD). Here, we do not know whether the three intermediate possi-
bilities listed below can happen (Conjecture 1.3 would imply they cannot happen).
Corollary 10.7. Assume GCHWD. Let K be an AEC and let λ > LS(K) be a
nice fixed point. If K≥λ has no maximal models, then exactly one of the following
possibilities holds:
(1) Cat(K≥λ) = ∅.
(2) Cat(K≥λ) = [λ
+m, λ+n] for some m ≤ n < ω.
(3) Cat(K≥λ) = {µ}, for some µ ≥ λ+ω with µ < µ<λ.
(4) Cat(K≥λ) = {λ, µ}, for some µ ≥ λ+ω with µ < µ<λ.
(5) Cat(K≥λ) = [χ,∞) for some χ ≥ λ.
Proof. First, we give a couple of consequences of the two theorems proven above:
Claim 1: If λ < µ1 < µ2 are such that µ1, µ2 ∈ Cat(K), then [µ1, µ2] ⊆ Cat(K).
Moreover if in addition µ2 ≥ λ
+ω then [µ1,∞) ⊆ Cat(K).
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Proof of Claim 1: By Theorem 10.6. †Claim 1
Claim 2: If µ > λ is such that µ = µ<λ and λ, µ ∈ Cat(K), then [λ, µ] ⊆ Cat(K).
Proof of Claim 2: By Theorem 10.6, where µ1, µ2 there stand for λ, µ here. †Claim 2
Claim 3: If µ ≥ λ+ω is such that µ = µ<λ and µ ∈ Cat(K), then [µ,∞) ⊆ Cat(K).
Proof of Claim 3: By Theorem 10.4. †Claim 3
Now assume first that Cat(K) is unbounded. By Claim 1, there must exists a
cardinal χ ≥ λ such that [χ,∞) ⊆ Cat(K≥λ). Take the least such χ. By Claim 1
and Claim 2, we must have that [χ,∞) = Cat(K≥λ). Thus (5) holds.
Now assume that Cat(K) is bounded but (1) fails, i.e. Cat(K≥λ) 6= ∅. If Cat(K≥λ+ω) 6=
∅, then by the moreover part of Claim 1, Cat(K>λ) = {µ} for some µ ≥ λ
+ω,
and by Claim 3, µ < µ<λ. In this case either (3) or (4) must happen. Finally, if
Cat(K≥λ+ω ) = ∅ but Cat(K≥λ) 6= ∅, pick m < ω minimal such that λ
+m ∈ Cat(K)
and n < ω maximal such that λ+n ∈ Cat(K) (as in the proof of Corollary 9.7,
such an n must exist). If m = n, (2) holds. Otherwise n > 0, so by GCH,
(λ+n)
<λ
= λ+n. By Claim 1 and Claim 2, [λ+m, λ+n] ⊆ Cat(K). By minimality
of m and maximality of n, this must be an equality, so (2) holds. 
We conclude with the eventual categoricity conjecture for AECs with no maxi-
mal models. Note that the proof of existence for the map λ 7→ µλ below is not
constructive: it does not give an explicit bound on µλ.
Corollary 10.8 (Eventual categoricity for AECs with no maximal models). As-
suming GCHWD, there exists a map λ 7→ µλ such that for any AEC K with no
maximal models, if K is categorical in some µ ≥ µLS(K), then K is categorical in
all µ′ ≥ µLS(K).
Proof. A consequence of Corollary 10.7 is that in any AEC with no maximal models,
the categoricity spectrum is either bounded or contains an end segment. As shown
in (for example) [Bal09, 15.13], this suffices: for a fixed λ, there is only a set of
AECs with Lo¨wenheim-Skolem-Tarski number λ. By the axiom of replacement,
there will exist µ0λ bounding the categoricity spectrum of all those where it is
bounded. Similarly, there will exist µ1λ bounding the start of the end-segment for
all those where it is unbounded. Take µλ := µ
0
λ + µ
1
λ. 
11. Some auxiliary results
We give here some easy corollaries of our methods that were buried in our nota-
tion. Specifically, we study tameness and existence of good frames in AECs with
amalgamation, and also start the investigation of AECs with a lot of superlimits.
First, we show that good frames, and in fact successful ones, exist as low as pos-
sible in categorical AECs with amalgamation. This implies tameness and (if the
categoricity cardinal is high-enough) a transfer of the structure of the class upward.
Corollary 11.1. Assume WGCH. Let K be an AEC with arbitrarily large models
and let µ > LS(K)+ be such that K<µ has amalgamation. If K is categorical in
both LS(K) and µ, then:
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(1) There is a good+ LS(K)-frame onK, which is n-successful whenever LS(K)+(n+1) ≤
µ.
(2) K<µ is LS(K)-tame and categorical in all µ
′ ∈ [LS(K), µ].
(3) If µ ≥ LS(K)+ω, then K has amalgamation, no maximal models, is LS(K)-
tame, and is categorical in all µ′ ≥ LS(K).
Proof. The proof of Lemma 9.5 (where µ1, µ2 there stand for LS(K), µ here) shows
that the hypotheses of Theorem 7.8 (with LS(K) here standing for λ there) are
satisfied. Now apply Facts 8.1 and 8.2. 
If we assume just categoricity in one cardinal, we obtain the previous result on a
subclass of saturated models:
Corollary 11.2. Assume WGCH. Let K be an AEC with arbitrarily large models
and let µ > LS(K)+2 be such thatK<µ has amalgamation and no maximal models.
If K is categorical in µ, then:
(1) There is a good+ LS(K)+-frame onKLS(K)
+-sat, which is n-successful when-
ever LS(K)+(n+2) ≤ µ.
(2) K
LS(K)+-sat
<µ is LS(K)
+-tame. In particular (using the notation of [Bal09,
11.6]), K is (LS(K)+, < µ)-weakly tame.
(3) If µ ≥ LS(K)+ω, then K has amalgamation, no maximal models, and is
LS(K)+-weakly tame.
Proof. Apply Corollary 11.1 to KLS(K)
+-sat (it is an AEC by Fact 2.9). 
Grossberg and VanDieren have conjectured [GV06a, 1.5] that tameness should fol-
low from high-enough categoricity. We are now in a position to prove that this
holds, assuming WGCH and amalgamation. This also proves Conjecture 1.3 for
AECs with amalgamation.
Corollary 11.3. Assume WGCH. Let K be an AEC with amalgamation. If K
is categorical in some µ ≥ h(LS(K)), then there is χ < h(LS(K)) such that K is
categorical in all µ′ ≥ χ and K is χ-tame.
Proof. By Fact 4.1, K has arbitrarily large models. By Corollary 9.7, there is
χ < h(LS(K)) such that K is categorical in all µ′ ≥ χ. By Corollary 11.1, K is
χ-tame. 
In [She09a, II.3.7], Shelah gives a construction of a good frame using WGCH,
categoricity in λ, λ+, and few models in λ++. This can be iterated to get n-
successful frames (see [She09a, II.9.1]). One can see Theorems 7.5 and 7.8 as
variations where less structural assumptions are made in the λ+m’s, but some global
assumptions (semisolvability, which implies arbitrarily large models) are also made.
We give here a consequence of Theorem 7.5 which shows that it is enough to assume
that the class has superlimits in the λ+m’s. Thus in a sense we replace categoricity
in Shelah’s theorem by superlimits, and we replace few models by semisolvability:
Corollary 11.4. Let K be an AEC, let λ ≥ LS(K), and let n < ω. If:
(1) WGCH([λ, λ+(n+1)]).
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(2) Kλ+m has a superlimit for every m ≤ n+ 1.
(3) K is λ+(n+2)-semisolvable.
Then K is very nicely [λ, λ+n]-superstable. In particular, there is a weakly success-
ful good λ-frame on Kλ-sl, which will be n-successful good+ when n ≥ 1.
Proof. The “in particular” part follows from Corollary 6.8 and Theorem 7.2. To
see that K is very nicely [λ, λ+n]-superstable, first observe that by the existence
of superlimits, K[λ,λ+(n+1)] has no maximal models, so K is ([λ, λ
+(n+1)], λ+(n+2))-
extendible. By Fact 4.6, this implies that K is [λ, λ+(n+2)]-semisolvable. By Fact
4.7, we get that K is nicely [λ, λ+(n+1)]-superstable. Now apply Corollary 6.9 to
get that K is very nicely [λ, λ+n]-superstable. 
Similarly, we get that in an AEC with a superlimit at every cardinal, the categoricity
spectrum has no gaps. More precisely:
Corollary 11.5. Let K be an AEC and let µ > λ ≥ LS(K). If:
(1) WGCH([λ,min(µ, λ+ω))).
(2) K has arbitrarily large models.
(3) K is categorical in λ.
(4) For every λ′ ∈ (λ, µ), Kλ′ has a superlimit.
(5) K is categorical in µ.
Then K is categorical in every µ′ ∈ [λ, µ]. Moreover if µ ≥ λ+ω , K is categorical
in every µ′ ≥ λ.
Proof. By definition of superlimits, K[λ,µ] has no maximal models. By Fact 4.6,
K is [λ, µ]-semisolvable. By Fact 4.7, K is nicely [λ, µ)-superstable. Thus the
hypotheses of Theorem 8.3 hold, hence its conclusion. 
As in the proof of Corollary 10.8, we deduce that AECs with a superlimit everywhere
satisfy the eventual categoricity conjecture. Note that having superlimits imply no
maximal models, but as opposed to Corollary 10.8, Corollary 11.5 assumes only
WGCH instead of GCHWD.
In the opinion of the author, Corollaries 11.4 and 11.5 suggest that AECs with
superlimits are an interesting framework to study. This was already foreshadowed
by Shelah in the introduction to [She09a]. Specifically, Shelah conjectures [She09a,
N.4.6] that a variation of the eventual categoricity conjecture holds, but with solv-
ability replacing categoricity. Corollary 11.5 shows that (a weakening of) this con-
jecture implies the eventual categoricity conjecture, assuming WGCH. Thus the
superlimit and (semi)solvability spectrums seem to be the key to an understanding
of superstability and categoricity in abstract elementary classes.
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