In this paper we present an approach to integrating reasoning specialists into Cover Set Induction based on Constraint Contextual Rewriting. The approach has been successfully used to incorporate decision procedures into the SPIKE prover. Computer experiments on non-trivial verification problems illustrating the effectiveness of the proposed technique are given. The generality of the approach allows for the integration of Computer Algebra algorithms and techniques into induction theorem provers. To illustrate this, we discuss the integration of Buchberger algorithm into our framework.
Introduction
In the last decades the automation of reasoning by mathematical induction has been thoroughly investigated and several powerful techniques and heuristics have been put forward. However, when applied to proof obligations arising in practical applications, the level of automation achieved by existing induction provers is still unsatisfactory. As shown by Boyer and Moore [Boyer and Moore, 1985] , a higher level of automation can be achieved by the incorporation of decision procedures into induction provers. Yet in Boyer and Moore's approach the role of the decision procedure is confined to the simplification engine and this limits the possible usage of the decision procedure by the prover.
In this paper we present an extension to Boyer and Moore's integration schema free Presburger Arithmetics as implemented in SPIKE and then we show how it contributes to the proof of the MJRTY algorithm. In Section 7 we introduce Buchberger algorithm as a method for reasoning on non-linear equations and we illustrate the advantage of incorporating reasoning specialists capable of dealing with non-linearities into Cover Set Induction provers by means of a worked out example. We conclude in Section 8 with some final remarks and with an outline of the future work.
Preliminaries
By Σ (possibly subscripted) we denote finite sets of function symbols (with their arity). V (possibly subscribed) denotes a finite set of variables. τ (Σ, V ) is the set of terms built out of Σ and V in the usual way. τ (Σ) abbreviates τ (Σ, ∅), i.e. the set of ground terms. We assume the usual conceptual machinery (e.g. the notion of substitution, the definition of position of a sub-expression) as given, e.g., in [Dershowitz and Jouannaud, 1990b] . A Σ-equation is an expression of the form t 1 = t 2 where t 1 , t 2 ∈ τ (Σ, V ). (Σ, V )-formulae are built in the usual way using the standard logical connectives (i.e.
¬, ∧, ∨, ⇒, ⇔). A (Σ, V )-literal is either a (Σ, V )-equation or a negated (Σ, V )-equation. We write Σ-equation (-literal) instead of (Σ, ∅)-atom (-literal, resp.). A (Σ, V )-clause is a disjunction of literals
which we indicate as finite set of (Σ, V )-literals. We denote by true any tautology of the form t = t, for any t ∈ τ (Σ, V ). If a is an atom, then a abbreviates ¬a and ¬a stands for a; similarly, if E is a set of literals, then E abbreviates {p : p ∈ E}. It is convenient to use (p 1 , . . . , p n ⇒ p) as an abbreviation of the clause {p 1 , . . . , p n , p}. Moreover S stands for any conjunction of the literals in S.
In the following we consider two theories T c ⊆ T j of signature Σ c ⊆ Σ j respectively. By T c we indicate the theory decided by the reasoning specialist, whereas T j is the theory dealt by the induction prover. By ≺ we indicate a reduction ordering over the (Σ j , V )-expressions (i.e. a well-founded relation over the (Σ j , V )-expressions closed under substitution and replacement) containing the sub-expression relation. We also assume that true ≺ e for all equations e = true. Given a congruence relation ≈ on terms that is stable (i.e., sσ ≈ tσ if s ≈ t) and compatible with ≺ (i.e., s ≺ t if s ≺ t, s ≈ s , and t ≈ t ) we define as ≺ ∪ ≈. The notation ≺ ≺ is used for the multiset extension of ≺. A conditional equation (a 1 = b 1 , . . . , a n = b n ⇒ l = r) can be oriented into the conditional rewrite rule (a 1 = b 1 , . . . , a n = b n ⇒ l → r) if, for each substitution σ, {rσ, a 1 σ, b 1 σ, . . . , a n σ, b n σ} ≺ ≺ {lσ}. A conditional rewrite system is a set of conditional rewrite rules. Given a conditional rewrite system R obtained from the orientation of a set of axioms Ax, we define by → R the conditional rewriting relation defined by t[lσ] u → R t[rσ] u iff σ is a substitution and a 1 = b 1 , . . . , a n = b n ⇒ l → r is a conditional rewrite rule in R such that for any i = 1, . . . , n, there exists a term c i with a i σ → t is R-irreducible if there is no term s such that t → R s. If s → * R t and t is R-irreducible, we say that t is the R-normal form of s.
The induction principle used by SPIKE is based on an ordering over clauses ≺ c closed under substitution and well-founded, built from a multiset extension of ≺ [Bouhoula and Rusinowitch, 1995, Naidich, 1996] . Let S be the set of substitutions, C and C be clauses, and ∈ {≺ c , c }, then C C = {Cσ : Cσ C and σ ∈ S}. If E is a set of clauses then E C is the set of clauses {C C : C ∈ E}.
Let Ax be a set of axioms, then we say that φ is an initial consequence of Ax, in symbols Ax |= ini φ, iff φ is valid in the initial model of Ax. In the sequel T j is the (Σ j , V )-theory comprising all the initial consequences of Ax, and T c is a decidable fragment of T j (i.e. T c ⊆ T j ). We say that φ is T j -unsatisfiable iff φ is not valid in the initial model of Ax and that φ is T c -unsatisfiable iff no model of T c is also a model of φ. Similarly, we say that φ is T j -valid iff φ is an initial consequence of Ax and that φ is T c -valid iff all models of T c are also models of φ.
Reasoning Specialists
According to the usual definition, a decision procedure for T c is a procedure which takes a (Σ c , Π c )-formula as input and returns a 'yes-or-no' answer indicating whether the input formula is T c -satisfiable or not. Unfortunately, although simple and conceptually elegant, this definition is seldom adequate in practical applications. Efficiency considerations require the procedure to be incremental, i.e. capable of processing parts of the input problem as soon as they become available (see, e.g. Nelson and Oppen [1978] for a discussion on this issue). This generalized notion of decision procedure is captured by the notion of reasoning specialist. A reasoning specialist is a state-based procedure whose states (called constraint stores) are finite sets of (Σ c , Π c )-literals represented in some internal form and whose functionalities are abstractly characterized in the following way. ‡ Initialization of the Constraint Store. The first functionality we consider is the relation cs-init(S) which characterizes the "empty" constraint stores. cs-init(S) is required to be a decidable relation such that cs-init(S) holds only if S is T c -valid.
Constraint Store Simplification. The main functionality of the reasoning specialist is a transition relation over constraint stores, S cs−simp −−−−→ P S , which models the activity of adding a finite set of Σ j -literals P to S yielding a new con- ‡ If C is a constraint store, then C denotes the set of literals represented by C. To simplify the presentation we will often blur the distinction between constraint stores and the set of formulae they represent. For instance, we will talk about the satisfiability of C meaning the satisfiability of C . 4 straint store S . For soundness we require that T c |= (P ∪ S) ⇒ S whenever S cs−simp
Detection of Unsatisfiability. cs-unsat(S) characterizes a set of T c -unsatisfiable constraint stores S whose T c -unsatisfiability can be checked by means of a computationally inexpensive syntactic check. We require that cs-unsat(S) is decidable and that cs-unsat(S) implies the T c -unsatisfiability of S.
Let P be a finite set of literals. It is a trivial consequence of the above definitions the fact that if S 0 and S are constraint stores such that cs-init(S 0 ), S 0 cs−simp −−−−→ P S, and cs-unsat(S) then P is T c -unsatisfiable. This observation shows that the functionalities we have presented so far allow us to check the T c -unsatisfiabily of any given set of literals P .
Example 3.1 (A Reasoning Specialist for Total Orders): Let T c be a theory for total orders. Constraint stores are finite sets of literals of the form t 1 ≤t 2 , t 1 =t 2 , or t 1 =t 2 closed under the following inference rules:
cs-init(C) holds iff C = ∅. cs-unsat(C) holds iff C contains two literals of the form t 1 =t 2 and t 1 =t 2 . In this simple case, the set of literals represented by a constraint store C coincides with the constraint store itself, i.e. C = C. Let ν be the function associating sets of Σ c -literals to Σ c -literals as defined in Table 1 . This function is extended to sets of Σ c -literals, say P , by ν(P ) = c∈P ν(c). The C cs−simp −−−−→ P C relation holds iff C is the result of closing C ∪ν(P ) w.r.t. the application of (transitivity) and (antisymmetry). It is easy to verify that cs−simp −−−−→ enjoys the associated soundness requirement, i.e. that C cs−simp
Augmentation. It is often the case that the constraint store S is T j -unsatisfiable but not T c -unsatisfiable. In such a case, it is not sufficient to reason solely within the theory T c as the T j -unsatisfiability of S cannot possibly be detected by the reasoning specialist. The occurrence symbols interpreted in T j but not in T c is the main cause of the problem. Some more information from the specification is required for deriving the unsatisfiability. The key idea of augmentation is to extend S with T j -valid facts, thereby informing the reasoning specialist about properties of function symbols it is otherwise not aware of. By adding T j -valid facts to the constraint store, the heuristics aims at generating a T j -equivalent but T c -unsatisfiable constraint store whose T j -unsatisfiability can therefore be detected by the reasoning specialist. The selection of suitable T j -valid facts is done by looking up the set of axioms R (given as inputs and oriented as rewrite rules) or the set of formulas H that-as we will see in Section 5-contains the available induction hypotheses. To model augmentation we define a new relation S 
is in T j but not in T c and we assume that R contains it. We want to prove that the formula
is T j -valid. To this end we add the literals n ≥ 5, n 2 ≥ 2 n , and n 2 = 2 n to the empty constraint store, thereby getting the constraint store
which is not found T c -unsatisfiable by cs-unsat. Notice however that (3) is T junsatisfiable. Rule Augment selects the instance of (1) obtained by substituting X with n. This instance is obviously T j -valid and, since n ≥ 5 occurs in the constraint store, n 2 ≤ 2 n is T j -entailed by it. Therefore Augment adds n 2 ≤ 2 n to (3) thereby leading to the new constraint store:
which is readily found T c -unsatisfiable (and hence T j -unsatisfiable) by cs-unsat. This allows us to conclude the T j -unsatisfiability of (3) and hence the T j -validity of (2).
Notice that the task of establishing the T j -validity of (2) falls largely beyond the scope of a decision procedure for total orders. The problem is nevertheless solved thanks to the use of the augmentation heuristics.
Constraint Contextual Rewriting
Let R be a set of rewrite rules, H a set of clauses, and S a constraint store. Constraint Contextual Rewriting is modeled by the relation e iccr −−−→ R;H;S e meaning that e is the result of (constraint contextual) rewriting e in the rewrite context represented by R, H, and S. We start by observing that a literal e can be rewritten to true if the result of extending the S with the negation of e yields an unsatisfiable constraint store. This is formalized by the following rule: i.e. rewrite the sub-expression lσ in e to rσ in the rewrite context represented by R, H, and S if a clause of the form (Q ⇒ l → r) is in R or (Q ⇒ l → r)σ is in R, where σ is a substitution and all the conditions in Qσ can be recursively established in the same rewrite context. In the step case we must prove that 1 and 2 hold for all derivations of depth k + 1 provided that they hold for all derivations of depth k. In the step case we have the following cases to consider: true for all qσ ∈ Q. From the induction hypothesis we know that R, S |= ini qσ for all q ∈ Q. From this and the fact that (Q ⇒ c) ∈ R or (Q ⇒ c)σ ∈ H it readily follows that R, H, S |= ini cσ. By induction hypothesis we also know that R, H, cσ, S |= ini S and therefore we can conclude that R, H, S |= ini S and hence 1.
• e iccr −−−→ R;H;S e results from the application of Entailment Check and hence e is a Σ c -literal and e = true. In this case we know that S decproc −−−−→ R;H;{e} S and cs-unsat(S ). By induction hypothesis we have R, H, e, S |= ini S and from the T c -unsatisfiability of S it readily follows that R, H, S |= ini e. It is immediate to see that true ≺ e holds.
• e iccr −−−→ R;H;S e results from the application of Conditional Rewriting and there exists a substitution σ and a clause Q ⇒ l = r such that lσ occurs in e, i.e. e = e[lσ], e = e[rσ], Q≺ ≺{lσ = rσ}, rσ ≺ lσ, and either (Q ⇒ l = r) ∈ R or (Q ⇒ l → r)σ ∈ H; moreover qσ iccr −−−→ R;H;S true for all q ∈ Q. By induction hypothesis we know that R, H, S |= ini qσ holds for all q ∈ Q. If (Q ⇒ l = r) ∈ R we can conclude that R, H, S |= ini lσ = rσ, and therefore R, H, S |= ini e[lσ] ∼ e [rσ] . Also, e[rσ] ≺ e[lσ] holds since rσ ≺ lσ and ≺ is monotonic and stable. The case in which (Q ⇒ l → r)σ ∈ H is proven along the same lines. E meaning that a set of clauses E simplifies to a set of clauses E in a simplification context represented by R and H. We start by observing that a clause can be safely deleted from a set of clauses if true is among its disjuncts, if it occurs in H, or if it is an instance of one of the clauses in R. This is formalized by the following rule:
Furthermore, a clause can be simplified by constraint contextual rewriting any literal in it, say p, into a new literal p , as specified by the following rule: 
E
and ≺ c is monotonic, then for all clauses C ∈ E either true ∈ C or there exists a clause C ∈ E such that R, H |= ini (C ⇔ C ) and C ≺ c C.
The proof of this result is straightforward and therefore it is omitted. 
We want to prove the T j -validity of
To this end, we invoke the CCR rule upon the singleton set of clauses containing (5). Let √ 2 n = n be the focus literal and {n ≥ 4, n 2 ≥ 2 n } be the rewriting and Entailment. The former applies (5) to rewrite the focus literal to n = n which is then simplified to true by the latter. Notice that, preliminary to its application, the conditions of (2) are relieved by a recursive application of iccr −−−→ R;H;C which in turn invokes the reasoning specialist and the augmentation facility.
Cover Set Induction
Given a set of conditional rules, cover set induction is based on the idea of computing covering substitutions, i.e. a family of substitutions covering all possibles cases for induction variables. These substitutions are applied to conjectures thereby generating special instances which are then simplified by the available rewrite rules, lemmas, and induction hypotheses. The whole process is then iterated on the resulting set of clauses. More in detail, let R be a rewrite system derived from the orientation of a set of axioms Ax. A term t is said to be inductively R-reducible (resp. Rirreducible) if, for each substitution γ mapping variables to R-irreducible terms, tγ is R-reducible (resp. R-irreducible). A cover set for a conditional rewrite system R, CS(R), is a finite set of R-irreducible terms such that for all ground R-irreducible term s, there is a term t in CS(R) and a ground substitution σ such that Ax |= tσ = s. From a cover set for a conditional rewrite system, we can build cover sets for clauses. Let C be a clause, a cover substitution for C instantiates a particular subset of the variables of C (called induction variables) with terms obtained from CS(R) (whose variables are first standardized apart). We will denote by CSΣ(C) the set of all possible cover substitutions for C. Then, the set {Cσ | σ ∈ CSΣ(C)} is a cover set for C.
The induction method we consider incrementally modifies two sets of clauses, (E, H), where E contains the conjectures to be checked and H contains clauses, previously in E, that have been reduced. The method is modeled by means of the relation (E, H) spike − −− → Ax (E , H ) which is defined to be the smallest transitive relation such that:
The set of induction hypotheses available for the simplification of the cover-set instance Cσ are instances of the current set of E, {C}, and H strictly smaller (w.r.t. ≺ c ) than Cσ. The Simplify inference rule transforms a conjecture into a (possibly empty) set of simpler conjectures.
A clause E 0 is an inductive theorem w.r.t. Ax if there exists a finite derivation of the form (E 0 , ∅) Proof (Adapted from [Bouhoula, 1997] ): Let us assume that Ax ini E 0 but Ax |= ini E 0 . Since Ax ini E 0 , then there exists a fair derivation (E 0 , ∅) (Notice that CE is not empty since, by assumption, Ax |= ini E 0 ; moreover CE has a minimal element w.r.t. ≺ since ≺ is well-founded.) Since the derivation is fair, there must exist a pair (E ∪{C}, H) in the derivation such that either Generate or Simplify apply to it. It suffices to show that neither Generate nor Simplify may affect C, since this trivially contradicts the fairness assumption.
1. Case: Generate. As φ is ground and R-irreducible, then there exists σ ∈ CSΣ(C) and a ground substitution τ such that φ = στ . From Theorem 4.2 it follows that there exists a clause
§ Notice that Ax |= ini (E ∪ H ∪ {C}) ≺Cφ must hold too (otherwise the minimality of Cφ in CE would be contradicted) and hence Ax |= ini (Cφ ⇔ C τ ). Since Ax |= ini Cφ, then also Ax |= ini C τ which, together with C τ ≺ Cφ, contradicts the minimality of C φ in CE.
2. Case: Simplify. From Theorem 4.2 it follows that there exists a clause
This case is similar to the previous one with the additional proof obligation of showing that if a clause C 1 from H is such that C 1 θ ≈ c Cφ for some ground R-irreducible substitution θ, then Ax |= ini C 1 θ. Let us assume that Ax |= ini C 1 θ, then C 1 θ must also be minimal in CE. But C 1 can be put in H only by a previous application of Generate which is in contradiction with the previous case.
icates even and odd over unbounded lists:
The predicate even(l) (resp. odd(l)) is true if the list l contains an even (resp. odd) number of elements. The symbols nil and cons are the list constructors and the cover set for R is {nil, cons(x, y)}. Let us consider the problem of proving
The initial state of the proof is ({C}, ∅) where C = {even(l) = t, odd(l) = t}. Since Simplify cannot be applied, Generate computes the cover set for C which comprises the clauses
By rewriting with (6) and (8), (11) gets simplified to
Similarly, by rewriting with (7) and (9), 12 gets simplified to
Clause C is then stored as an induction hypothesis and the new state of the proof is (E, {C}), where E is the set of clauses comprising (13) and (14) which are then eliminated by a double application of Delete thereby leaving us with the state (∅, {C}). This concludes the proof of (10).
Integrating a Reasoning Specialist for the Union of UTE and UPAI
We present a reasoning specialist for the union of UTE and UPAI obtained by combining a decision procedures for the two component theories. Therefore in this section T c = UPAI ∪ UTE. The interface functionalities of the compound decision procedure are as described in Section 3 and we show that they comply with the requirements stated in the same section. Constraint stores are of the form U | | G | | I where U is a set of ground rewrite rules ¶ , G is a set of ground equations and disequations, and I is a set of linear inequalities of the form
where n ≥ 0 (if n = 0, then (15) 
, amounts to exchanging information among the fields of the constraint store. Literals in P are initially distributed to G and I as specified by the following rule:
where P G comprises the equalities and the negated equalities of P and P I is a set of inequalities of the form (15) obtained from the inequalities of P by eliminating <, =, ≥, and > in favor of ≤ (e.g. x < 0 can be rewritten to x ≤ −1 by exploiting the integral property of the integers). Equations in G are then processed by an algorithm for ground completion [Huet and Lankford, 1978] and the rewrite rules derived by the algorithm are added to U :
The inequalities in I are processed by a (semi-)decision procedure for linear arithmetics based on the Fourier-Motzkin variable elimination method [Lassez and Maher, 1992] modeled by arith. This function takes a set of linear inequalities as input and returns a set of inequalities and a set of entailed equations which are added to I and E respectively.
where (I , E) = arith(I)
The rewrite rules in U are used to normalize the literals in G and the inequalities in I:
where I and G are the results of normalizing I and G (resp.) with the rules in U .
Finally cs-unsat( U | | G | | I ) holds iff there exist either a disequation of the form a = a in G or a trivially T c -unsatisfiable inequality (e.g. 0 ≤ −1) in I.
Theorem 6.1 (Soundness of the Reasoning Specialist): The following facts hold:
• If cs-unsat(S) then S is T c -unsatisfiable.
• If S cs−simp
A proof of this result can be found in [Stratulat, 2000] .
Example 6.1 (Soundness of MJRTY): Given a multiset of elements as input, the MJRTY algorithm computes in an efficient way its majority element (if any), i.e. the element occurring more than the half of the multiset cardinality. MJRTY has been devised in 1980 by Boyer and Moore who have also proved its soundness by means of their prover NQTHM [Boyer and Moore, 1979] . Coded in Fortran, the algorithm has a rather difficult soundness proof that demands the use of five lemmas to check the 61 verification conditions issued by a Fortran verification condition generator. Besides NQTHM, several interactive theorem provers also succeeded to prove it, for example PVS [Owre et al., 1992] , Nuprl [Howe, 1993] and STeP [Bjørner, 1998 ]. The idea of the algorithm is to pair off the values and to erase pairs of different values such that the returned value at the end of the erasing process is the potential majority value. Let p be a poll of i votes. MJRTY computes a pair (mcv, mlv), where mcv is the majority candidate and mlv is its lead over the other candidates. If the poll has no votes, then the majoritary candidate is an arbitrary value no with the lead 1. Otherwise, if the poll has i > 0 votes, we compute recursively the majoritary candidate for the first i − 1 votes and its lead over the other candidates. If the i vote is for the majoritary candidate then its lead is incremented by 1. Otherwise, if its lead is positive, it is decremented by 1. If the lead is zero, the new majoritary candidate is pointed out by the i vote and its lead is set to 1. MJRTY can be specified by means of two mutually recursive 14 functions, mc and ml, which compute the majority candidate and its lead over the other candidates respectively: P [I] = mc(P, I) ⇒ mc(P, s(I)) = mc(P, I) P [I] = mc(P, I), 0 < ml(P, I) ⇒ mc(P, s(I)) = mc(P, I) P [I] = mc(P, I), 0 < ml(P, I) ⇒ mc(P, s(I)) = P [I] mc(P, 0) = no P [I] = mc(P, I) ⇒ ml(P, s(I)) = s(ml(P, I)) P [I] = mc(P, I), 0 < ml(P, I) ⇒ ml(P, s(I)) = ml(P, I) − 1 P [I] = mc(P, I), 0 < ml(P, I) ⇒ ml(P, s(I)) = 1 ml(P, 0) = 1
is the binary function (in mix-fix notation) that returns the i-th element of the list p. The main conjecture states that mc(p, i) always returns the majority candidate whenever such a candidate exists in the poll p containing i votes:
where count(p, i, c) counts the number of votes for a given candidate c from a poll p containing i votes and is defined by:
The following lemma, first proposed by N. Shankar (according to [Howe, 1993] ), simplifies in a major way the proof of (16):
where if is the 4-ary function defined by:
Here we restrict our attention to the proof of (17) and in doing so we focus on the steps in which the reasoning specialist plays a key role. The SPIKE prover starts with an application of case analysis suggested by (18) and (19) and leads to the following two new conjectures: c = mc(p, i) ⇒ 2 * (ml(p, i) + count(p, i, c)) < s(i + ml(p, i)) (20) c = mc(p, i) ⇒ 2 * (0 + count(p, i, c)) < s(i + ml(p, i))
A detailed account of the proof of the lemma as carried out by SPIKE can be found in [Stratulat, 1998 [Stratulat, , 2001 . where min and max are defined by:
A direct application of Buchberger algorithm to (26) is not successful. It is easy to show that γ is not in the ideal of the Gröbner basis of ξ, ψ . New information about the interpreted symbols min and max is provided by (26). Its instance, namely max(u, t) = t ⇒ min(u, t) = u, can be used as induction hypothesis since it is smaller than (27) w.r.t. ≺ ≺, where ≺ ≺ is a multiset extension of a rpo (Recursive Path Ordering Dershowitz and Jouannaud [1990a] ) using the following precedence over the function symbols: min max ≥ * + − s 0. This instance can be considered as a conditional rewrite rule which transforms min(u, t) in u in the first conjecture because its condition is discarded from the context of the first conjecture. Therefore, ξ is rewritten to ϕ (cf. (24) in Example 7.1) and application of Buchberger algorithm allows us to conclude.
The other conjecture, i.e. (26), is readily eliminated by a simple case analysis using the rewrite rules defining min and max.
Conclusions and Future Work
We have presented a general schema for the integration of reasoning specialists with an implicit induction prover. The integration scheme is effective since when applied with SPIKE and decision procedures for equality and arithmetics it has given positive results on several non-trivial problems. Moreover, the soundness of our integration has been formally derived. This task is not trivial since we allow some interleaving between induction hypothesis application and decisionprocedure application. The reasoning specialist for the union of UTE and UPAI can be easily extended to deal with wider fragments of arithmetics which nonlinear equations.
