We consider the problem of partitioning a set of n numbers into m subsets of cardinality k = ⌈n/m⌉ or ⌊n/m⌋, such that the maximum subset sum is minimal. We show that the performance ratio of the Differencing Method of Karmarkar and Karp for solving this
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We consider the problem of partitioning a set of n numbers into m subsets of cardinality k = ⌈n/m⌉ or ⌊n/m⌋, such that the maximum subset sum is minimal. We show that the performance ratio of the Differencing Method of Karmarkar for any fixed k. We also build a mixed integer linear programming model (milp) whose solution yields the performance ratio for any given k.
For k ≤ 7 these milp-instances can be solved with an exact milp-solver. This results in a computer-assisted proof of the tightness of the aforementioned lower bound for k ≤ 7. For k > 7 we prove that 2 −
Introduction
A classical problem in computer science is the number partitioning problem: given a set of n numbers, partition it into m subsets such that the maximum subset sum is minimal. For this problem, the Largest Differencing Method (ldm) of Karmarkar and Karp [1] outperforms other known polynomial-time approximation algorithms, such as lpt [2] and Multifit [3] , from an average-case perspective. This claim is supported by empirical results [4] and theoretical results on its asymptotic performance [5, 6, 1, 7, 8] .
A natural constraint on the solutions of the number partitioning problem is to demand that the cardinality of the subsets is balanced. This means that each subset contains either k = ⌈n/m⌉ or ⌊n/m⌋ numbers. The resulting problem is called balanced number partitioning. Yakir [8] introduced the Balanced Largest Differencing Method (bldm) for solving this problem. Both bldm and ldm are implementations of the same principle, called the Differencing Method. For m = 2
Yakir proves that the asymptotic average-case performance of bldm is as good as that of ldm. Babel et al. [9] present several approximation algorithms for the balanced number partitioning problem. All these algorithms are outperformed by bldm with respect to their average-case performance as we indicate in Section 3. In this paper we analyze the worst-case performance ratios of bldm for the balanced number partitioning problem. More precisely, we explicitly calculate the exact ratios for k ≤ 7 using a computer-assisted technique, and we prove very tight bounds on the ratios for k > 7.
✩ This paper is a revised and improved version of [35] . Balanced number partitioning. A problem instance I of the balanced number partitioning problem is specified by an integer m and a set A = {1, 2, . . . , n} of n items, where each item j ∈ A has a nonnegative size a j and a 1 ≤ a 2 ≤ · · · ≤ a n . Let k = ⌈ As applications of the balanced number partitioning problem, Tsai [10] mentions the allocation of component types to pick-and-place machines for printed circuit board assembly [11] and the assignment of tools to machines in flexible manufacturing systems [12] . McDiarmid [13] finds an application of the problem in solving a cutting stock problem.
Both the number partitioning problem and the balanced number partitioning problem are strongly NP-hard [14] . Nevertheless, Hochbaum and Shmoys [15] show that the number partitioning problem admits a PTAS. For fixed k, the balanced number partitioning problem can be solved by a similar PTAS. However, no PTAS is known for the case that k is part of the input.
Because of the practical relevance of bldm resulting from its good average-case performance, it is of interest to study its worst-case performance. Besides giving a performance guarantee, a worst-case analysis enhances our understanding of the algorithm. The analysis in this paper also gives a nice example of a computer-assisted proof. The most famous example of such a proof is the proof of the four color theorem by Appel et al. [16] [17] [18] . In this paper we formulate the problem of finding the performance ratios of bldm for any given k as a mixed integer linear programming (milp) problem. Based on this we can determine the performance ratio for any k ≤ 7 as for these values of k the size of the problem allows us to solve it with a computer by an exact milp solver. For k > 7 the problem remains too large to be solved by an exact solver. Related to our approach is the paper of Zwick [19] who proves the performance ratio of a max 3-sat approximation algorithm by a computer-assisted proof. However, his proof does not use an exact milp or lp solver. Examples of computer-assisted proofs that make use of an lp solver (but not for proving a performance ratio) are given by Coffman et al. [20] , Bubley et al. [21] , and Hales [22] . Of these proofs, the one given by Hales is probably the most well-known. It proves the long-standing Kepler conjecture about sphere packing.
Outline of the paper. This paper is organized as follows. We start in Section 2 with a discussion of related work. In Section 3 we present the bldm algorithm. In Sections 4-6 we next analyze the worst-case performance of the algorithm as a function of k. In [4] we prove that if m is given instead of k, then the performance ratio of bldm is precisely 2 − 1/m. To prevent case distinctions that distract from the essence of the derivation, we restrict ourselves to k ≥ 4. Nevertheless, a similar analysis can be given for k = 3 resulting in a performance ratio of 4/3 [4] . For k = 2, the problem is easy as can be seen as follows.
Assume without loss of generality that we are given a problem instance with 2m items (otherwise, we construct such a problem instance by adding one item with size zero). Then one can prove that an optimal partition is obtained by assigning the n/2 smallest items increasingly and the n/2 largest items decreasingly to
The worst-case analysis in Sections 4-6 is structured as follows. In Section 4 we prove that 2
is a lower bound on the performance ratio of bldm, and in Section 5 we show that 2 −
is an upper bound. The difference between these bounds decreases as k −3 for increasing k. The results are summarized in Fig. 1 . The upper bound is proved by transforming the algorithm and showing that the set of relevant problem instances can be reduced. This analysis presented in Section 5 is extended in Section 6, where we formulate the problem of determining a performance ratio for any k ≥ 4 as an milp problem.
By solving this milp problem with the help of an exact milp-solver, we prove that the lower bound of Section 4 is tight for k ≤ 7. We end with conclusions in Section 7.
Related work
Several approaches to solving the balanced number partitioning problem have been studied in the past. For k = 3 Kellerer and Woeginger [23] prove a worst-case performance ratio of 4/3 − 1/(3m) for the well-known Largest Processing Time (lpt) algorithm [2] adapted to the balanced number partitioning problem. An algorithm with a performance ratio of 7/6 is presented for the case k = 3 by Kellerer and Kotov [24] . Babel et al. [9] analyze several approximation algorithms for the generic balanced number partitioning problem, i.e., for the case that k can be any value. A mixture of lpt and Multifit [3] achieves the best performance bound, namely 4/3. However, all algorithms presented by Babel et al. are outperformed by differencing methods such as bldm and pdm with respect to their average-case performance.
The Differencing Method has been applied in several ways. Consider ldm when applied to number partitioning. Fischetti and Martello [25] prove that the algorithm has a performance ratio of 7/6 for m = 2. Furthermore, we prove in [26] that for m ≥ 3 the performance ratio of ldm lies between . The two most popular polynomial-time algorithms for number partitioning are lpt and Multifit. It follows that although ldm has a better average-case performance than lpt and Multifit, Multifit outperforms ldm from a worst-case perspective. However, the worst-case performance of ldm is at least as good as that of lpt [2] .
Yakir [8] proves that if m = 2 and the item sizes are uniformly distributed on [0, 1], then the expected difference between the sum of the two subsets in a partition generated by either ldm or bldm is O(n −c log n ) for some constant c. This implies that also the expected deviation of the cost of such a partition from the cost of an optimal partition, either balanced or not necessarily balanced, is O(n −c log n ). In [27, 28, 10] , a probabilistic analysis is given for three alternative differencing methods for balanced number partitioning with m = 2. However, these algorithms have a worse average-case performance than bldm.
For given m ≥ 2, Karmarkar and Karp [1] present a rather elaborate differencing method that does, as ldm, not necessarily give a balanced partition. The algorithm uses some randomization in selecting the pair that is to be differenced so as to facilitate its probabilistic analysis. For the algorithm, they prove that the difference between the maximum and minimum sum of any subset is at most O(n −c log n ), almost surely, when the item sizes are in [0, 1] and the density function is reasonably smooth. Tsai [7] proposes a modification of the algorithm that preserves this probabilistic result but enforces that balanced partitions are obtained.
Korf [29] presents a branch-and-bound algorithm, which starts with ldm and then tries to find a better solution until it ultimately finds an optimal solution to the number partitioning problem. By running bldm instead of ldm and by modifying the search for better solutions, Mertens [30] changes the algorithm into an exact algorithm for balanced number partitioning.
Although both algorithms are practically useful for m = 2, they have a time complexity that make them less interesting for m > 2.
Balanced Largest Differencing Method: the algorithm
In this section we discuss bldm for any m ≥ 2. If m and k do not divide n, then we add l = m − (n mod m) items with size zero to get a problem instance with n = mk. As bldm assigns these l items to different subsets, removing these items from the solution A bldm constructed by bldm yields a solution for the original problem instance with the same cost as A bldm .
Hence, in our discussion of bldm we assume that n = mk.
Let G 1 be the set containing the m smallest items, G 2 the set containing the m smallest remaining items, and so on. do not divide n in the original problem instance, then A bldm indeed has the claimed property that the l items with size zero that we introduced are assigned to different subsets.
In this paper, we define sets of items by giving the sequence of the sizes instead of the item indices. In the remainder of this paper we analyze the worst-case performance of bldm. In our analysis we say that an algorithm has a performance bound U, if it always delivers a solution with a cost at most U times the optimal cost. If bound U is tight, then U is called a performance ratio. In the analysis the following lemma will be useful. The lemma says roughly that in each iteration bldm constructs a solution that is at least as good as the worst of the two solutions from which it is constructed. For the proof of the result we refer to Karmarkar and Karp [1] .
Lemma 1. Let partition A be obtained by differencing partitions
The main value of bldm is in its superior average-case performance compared to other approximation algorithms. To substantiate its superior average-case performance, we performed the following empirical analysis. We let the numbers k and m range from 1 to 25 and from 1 to 200, respectively. For each value of the pair (k, m) we randomly generated 1,000 problem instances by drawing n = k · m item sizes uniformly at random from the interval [0, 1). To each problem instance, we applied bldm and the algorithms proposed by Babel et al. [9] . Babel et al. present three approximation algorithms, called the folding algorithm, mlpt, and pd. The last algorithm is their champion algorithm from a worst-case perspective. It has a worst-case performance ratio of 4/3. The algorithm finds a solution by packing the items into bins of capacity 4/3 times a lower bound. Consequently, its average-case performance ratio is close to its worst-case performance ratio of 4/3 and therefore shows the worst average-case performance. For each pair of values (k, m), bldm performed substantially better than the other algorithms. For instance, for k = 10 and k = 25 the deviation from the obvious lower bound S(A)/m is at least six and at least 20 times smaller for bldm than for the other algorithms, respectively. Besides approximation algorithms, Babel et al. also present a local search algorithm based on a swap neighborhood function. In our simulations, this algorithm, which does not necessarily run in polynomial time, outperformed bldm for odd values of k and m large enough. For even values of k, bldm showed a better performance.
A lower bound on the performance ratio
We start our analysis by showing that a lower bound for the performance ratio of bldm is given by the formula
for any k ≥ 4. We prove this lower bound by presenting a family {I k | k ≥ 4} of problem instances with a performance ratio of at least lb(k). In Sections 5 and 6 we show that this lower bound equals the performance ratio for k ≤ 7, while for k > 7 we will derive an upper bound that is very close to this lower bound.
Furthermore, consider a problem instance with m ≥ 2, in which x k occurs once, x k−1 occurs 2m − 1 times, and x i occurs m times for i = 1, . . . , k − 2. Then it can be verified that
m−1 . The cost of this solution is given by the sum of the first subset, i.e., by  k i=1 x i . This holds regardless of the values of x i and m. We now assign values to x i and m that depend on k, to obtain the problem instance I k .
and
To see that this problem instance indeed has a performance ratio of at least lb(k), we present a solution A with
For ease of notation, we will ignore the superscript ''(k)'' in x (k) i and simply write x i . For
Hence, V i contains i + 2 elements of size x k−i and is next filled up to k elements by adding
We define solution A as
The following lemma, which is proved in 
As a first step toward this result we prove the following lemma.
Lemma 3. Let V i be given by (3). Then we have S(
Proof. From the definition of V i it follows that S(V i ) is given by
Using the definition of x i , the two terms in this equation can be rewritten to
respectively. Combining these results yields that
Using that a · a! = (a + 1)! − a! for any a, it follows that (i + 2)(i + 2)! = (i + 3)! − (i + 2)! and that for any ℓ we have
Hence, (6) can be rewritten as
this proves the lemma.
It now follows that
The following result states that this ratio is given by lb(k).
Lemma 4. Let x i be given by (1). Then we have
Proof. Using the definition of x i we get
We now focus on the sum
Combining this result with (9) yields (8).
Hence, we have proven the following result.
Theorem 5. For given k ≥ 4, a lower bound on the performance ratio of bldm is given by
To illustrate the above, consider the case k = 7. Instance I 7 is then defined by The values z
i are given by (z
1 , z
2 , z
3 , z
4 , z The cost of A bldm is given by the sum of the first subset, which is 4603. In A each subset has a sum of 2520 and thus also the cost of A is 2520. Hence,
An upper bound on the performance ratio
In this section, we prove that the performance ratio R is bounded from above by 2 − 1/(k − 1) for k ≥ 4. Since the value of k will be clear from the context, k is not explicitly given as index of ratio R, or instance I. Apart from proving an upper bound on R for any k ≥ 4, this section also serves as a basis for Section 6.
Consider a problem instance I in which m and k do not divide n and let I ′ be obtained from I by adding l = m −(n mod m) items with size zero. As indicated in Section 3, bldm constructs a solution for I by constructing a solution for I ′ and by removing from this solution the l introduced items. Because the solutions for I and I ′ both have the same cost and because the cost of an optimal partition for I ′ is at most the cost of an optimal partition for I, we have that the performance ratio of bldm for I ′ is at least the performance ratio of bldm for I. Hence, without loss of generality we can assume in our analysis of the worst-case performance of bldm that n = mk. I by a smaller expression. The first two steps of the analysis given in this section concentrate on the nontrivial task of finding such expressions, where we successively change the algorithm and the problem instance. These steps are summarized in Fig. 2 . We use this in the third step to prove lower and upper bounds on R.
In our analysis, we can disregard problem instances with a performance ratio at most 3/2 as for each k ≥ 4 an instance with a ratio of 19/12 exists. For k = 4 this is the case as bldm can derive partition (12, instance by adding i · m items with size zero. Then in both the partition given by bldm and an optimal partition, i items with size zero are added to each subset resulting in partitions with the same objective value.
Step 1: construction of a partition A , which implies that Lemmas 6 and 7 cover all relevant problem instances.
Lemma 6. If the performance ratio of bldm for a given problem instance I is larger than
Proof. We prove the lemma by contradiction. So, assume that
. Remember that A i with 1 ≤ i ≤ k is the initial solution of bldm obtained by assigning each item of G i to a different subset. We have
Hence, if we can prove d(A
holds, which contradicts the assumption that
. Thus, to prove the lemma it suffices to show that d(A bldm ) ≤ f * I /2. Let δ(G i ) be the difference between the smallest and largest item size in G i . As item n − m is the largest item in G k−1 , we obtain that a n−m is at least
Furthermore, we have a n−m ≤ f * I /2 because I contains m + 1 items at least n − m, which implies that at least one subset in an optimal partition has to contain two items at least n − m. Combining these results yields
Lemma 7. If for a given problem instance I one has f I
Proof. First, we discuss a property of bldm. Let permutation σ put the partial solutions
). Then, partial solutions A σ (1) and A σ (2) are differenced in the first iteration of bldm, which results in defined as the maximum relative index of any of its items, excluding the items from G k . This implies that r(A mon l ) = l. For i ≥ 1, the induction hypothesis is now formalized as follows. 
Induction hypothesis. For each
exists to which an item with at most the same relative index as ι i+1 has been assigned in iteration i − 1 and to which an item with a smaller relative index has been assigned in iteration i, i.e., r(ι
. This can be seen as follows. Assume that it is not the case. We show that this yields a contradiction. Then all r(ι i+1 ) − 1 subsets in A k+i containing an item from G σ (i+1) with relative index strictly smaller than r(ι i+1 ) contain an item from G σ (i) with a relative index that is also strictly smaller than r(ι i+1 ). However, G σ (i) contains only r(ι i+1 ) − 1 such items of which one is assigned to A j as r(ι i ) ≤ r(A j (i)) < r(ι i+1 ). This yields a contradiction.
We return to proving the induction hypothesis for A j . From the induction hypothesis, it follows that an l ≥ r(ι
implies that, at the start of iteration i, the sum of A j ′ is at least the sum of A j , i.e
., S(A j ′ (i)) ≥ S(A j (i)). Combining these two observations yields that S(
. This means that the induction hypothesis also holds for A j in the case that r(ι i+1 ) > r(A j (i)). This completes the proof of the lemma.
Step with l ̸ = j is set to
As we only decrease sizes and do not affect the sizes in A
Step 3: bounding the performance ratio. If we combine the results from Steps 1 and 2, we get Fig. 2 . Hence, if we prove for some U that
, U is a performance bound for instance I. Consequently, to prove a performance bound U for bldm, it suffices to prove that for 
Using this observation, we can prove the theorem below. The theorem gives a performance bound for which it can be shown that it deviates from the lower bound of Theorem 5 by only 
Proof. As indicated, it suffices to prove that
where I is defined such that A mon is given by (10) for some x k ≥ x k−1 ≥ · · · ≥ x 1 ≥ 0, m l ≥ 0, and m r ≥ 0. Let ω 1 , ω 2 , and ω 3 be defined as the sum of the three types of subsets in A mon , i.e.,
Since all three ω 1 , ω 2 , and ω 3 cannot be strictly larger than f * I and since ω 2 is at least as large as both ω 1 and ω 3 , we have
We consider these two cases separately.
Since I contains m l + 2m r + 2 items with a size at least x k−1 and since these items have to be assigned to m = m l + m r + 1 subsets, an optimal partition has at least one subset containing two items with size at least x k−1 . Consequently,
, which clearly implies (11) . Next, assume that ω 3 > 0, which implies that x k−1 > 0. Since the number of items with size x k is larger than the number of items with size 0, x k + x 1 ≤ f * I . Hence, for proving (11) , it suffices to show that
By the definition of ω 3 and since ω 3 ≤ f * I , this is implied by
It can be verified that the left-hand side is maximal whenever x 1 = 0 and x i = x k−1 for 2 ≤ i < k. Hence, the left-hand side is at most
. This proves the performance bound 2 − 1 k−1 for bldm.
Computer-assisted determination of the performance ratios

In
Step 3 of Section 5 we completed the proof of the essential fact that sup (A,I)∈Γ (1) 
is a performance bound of bldm for given k ≥ 4. Here we have (A, I) ∈ Γ (1) if and only if A is a solution of I and problem instance I has the property that values 0 ≤ x 1 ≤ x 2 ≤ · · · ≤ x k , m l ≥ 0, and m r ≥ 0 exist such that partition A mon is given by (10) . It can be proved that for determining (12) we only have to consider the instances of Γ (2) ⊆ Γ (1) satisfying the following additional constraints.
-the subset in A containing x k does, besides x k , only contain zeros.
-m ≥ k − 1. Hence, we can assume that
That is, the performance bound of bldm given by (12) equals sup (A,I)∈Γ (2) 
For the proof we refer to Michiels [4] .
m−1 is the same partition as the one given by bldm. Furthermore, f I (A) ≥ f * I . This implies that the performance ratio of bldm for I is at least
. Hence, the performance bound given by (13) is tight, which means that, we did not lose tightness in our derivation.
We now formulate the problem of computing the performance ratio given by (13) as an milp problem. By solving this problem computationally with the help of an exact milp-solver, we then obtain performance ratios for k = 4, 5, 6 and 7.
These performance ratios are equal to the lower bound derived in Section 4. Let us first introduce some definitions.
We define W as the set of all (k
Let these tuples be numbered from 1 to t. Letb j ∈ W define the subset V j containing b ij items with size 4 . Note that x k does not occur in a subset corresponding to a tuple in W . We say that partition A and instance I are characterized byz = (z 1 , z 2 , . . . , z t ) if
where subset V j is defined byb j . In addition, if for instance I, partition A mon is given by (10) with m l = 0 and m ≥ k − 1, i.e., (A, I) ∈ Γ (2) for any 0 = x 1 ≤ x 2 ≤ · · · ≤ x k , thenz is called feasible. Now, it can be verified that the following formulation, in which we indicate two related subproblems, describes the problem of determining the performance ratio given by (13) .
such that A, I are characterized byz
The remainder of this section is organized as follows. First, we formulate Subproblem 1 as an Integer Linear Programming (ilp) problem and Subproblem 2 as a programming problem that is linear inx but conditional inz. By replacing the conditional constraints by linear constraints at the cost of binary variables, we obtain an milp formulation of the problem to determine the performance ratio for a given k. Finally, we discuss some results obtained by solving this milp problem. Subproblem 1. We will derive linear constraints for determining whether a givenz ∈ N t is feasible, which yields an ilp formulation of Subproblem 1. Let problem instance I and partition A be characterized byz. By definition,z is feasible if and only if the following two conditions are satisfied.
j=1 z j , and 2. A contains x i once for i = k, 2m − 1 times for i = k − 1, and m times for 1 ≤ i ≤ k − 2. This is equivalent to stating that 
As a result, Subproblem 2 is equivalent to
We introduce new decision variables y j with 1 < j < k, which we substitute for x j /C, i.e., y j represents x j /f I (A). Hence, instead of having a formulation that depends on both the exact cost of partition A and the exact values of x 2 , x 3 , . . . , x k , we have a formulation that only depends on the values of x 2 , x 3 , . . . , x k expressed as a fraction of the cost of partition A. We now get the following formalization of Subproblem 2. We thereby use that y k = x k /C = 1 in an optimal solution, which can easily be verified.
To illustrate the first type of constraint, assume that V j = x 3 x 3 x 2 x 2 x 2 occurs in partition A characterized byz, i.e., z j > 0.
Then the constraint  k−1 i=2 b ij y i ≤ 1 corresponds to 2y 3 + 3y 2 ≤ 1. Hence, the constraint gives a necessary condition on y 3 and y 2 to represent values x 3 and x 2 as a fraction of the cost of partition A.
Subproblems 1 and 2 combined. The following problem formulation combines the derived constraints for Subproblems 1 and 2. In the formulation the integrality constraint onz is removed. This is allowed by Lemma 9 given below. For a proof of this lemma, we refer to Michiels [4] . ′ define a solution of (P).
We now show how (P) can be translated into an milp problem, such that the problem can be solved by an milp solver.
However, one has to be careful when using a standard milp solver since generally lp solvers, on which milp solvers are based, are not exact due to rounding errors. Although in practice these rounding errors may have no effect on the outcome of the solver, in our case we need to use provably correct or so-called exact lp solvers since we use the outcome to establish performance ratios. Some research has been done on exact lp solvers [31, 32] . However, these solvers are by far not as fast as standard solvers. In [4] we present an efficient dedicated algorithm for solving (P) that is reliable, although it makes use of an unreliable lp solver. Here, we restrict ourselves to showing how (P) can be solved by an exact milp solver by formulating (P) as a milp problem.
In order to do so, we have to eliminate the conditional constraints. To this end, we apply the approach presented in e.g. [33] . The approach needs an upper bound on z j . Lemma 10 below gives such a bound. For k = 4, 5, 6, and 7 the upper bound equals 59, 529, 6.3 · 10 3 , and 9.2 · 10 4 , respectively. We prove the lemma in [4] . to problem (P) for some or all j with 1 ≤ j ≤ t does not affect its optimal cost.
We are now able to eliminate the conditional constraints from (P). 
We introduce the binary variable β j , and we define Z as an upper bound on the second constraint, i.e., Z is an upper bound on z j . By Lemma 10, (k Hence, we get the following milp problem for finding the performance ratio of bldm for fixed k ≥ 4.
Regarding the size of (P ′ ) it can be verified that the problem consists of t + k − 2 real variables, t binary variables, and 2t + 2k − 2 constraints, not counting the constraints y i ≥ 0 with 1 < i < k andz ≥0. Table 1 indicates the size of (P ′ ) for k = 4, 5, 6, and 7.
The above milp problem can be solved by an exact milp solver. By using the more efficient dedicated algorithm presented in [4] we obtained for k = 4, 5, 6, and 7 the performance ratios 19/12, 103/60, 643/360, and 4603/2520, respectively. These performance ratios are equal to the lower bound presented in Section 4, i.e., this lower bound is tight for k ≤ 7.
The results derived are summarized in the theorem below. For the sake of completeness, we also add the performance ratio of 4/3 for k = 3. The proof of this ratio, which is given in [4] , is omitted in this paper because it is complicated by case distinctions and does not introduce new ideas. 
Conclusion
In this paper, we analyzed the performance ratio of bldm as a function of the cardinality k of the subsets. We proved that a lower bound on the performance ratio is given by 2 −  k−1 i=0 i! k!
. Furthermore, we formulated the problem of deriving the performance ratios as an milp problem. For k ≤ 7 this milp problem can be solved by an exact milp solver. This results in a computer-assisted proof of the tightness of the lower bound for k ≤ 7. For k > 7 we proved that an upper bound on the ratio is given by 2 − 1 k−1 . We show in [34] that in addition to number partitioning and balanced number partitioning, the Differencing Method can also be applied to the Min-Max Subsequence problem. In this problem, one has to order a collection of numbers such that the maximum sum of k successive numbers is minimized. In [4] we prove that by a similar analysis as the one presented in this paper, we can derive worst-case performance results for the Differencing Method when applied to the Min-Max Subsequence problem.
For the three problems mentioned, the Differencing Method outperforms all known practical polynomial-time algorithms from an average-case perspective. Simulations also show promising results for the case that the Differencing Method is applied to the classical bin packing problem. A further study on this is left as an interesting research direction.
