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Pengenalan ucapan adalah suatu teknik yang memungkinkan komputer untuk dapat mengerti 
kata yang diucapkan oleh seseorang. Aplikasi pengenalan ucapan dibagi menjadi dua jenis 
berdasarkan input yang digunakan yaitu isolated word dan continuous speech. Pada 
pengenalan ucapan continuous speech dibutuhkan tahap segmentasi yang berfungsi untuk 
memecah kalimat yang diucapkan menjadi kata-kata yang dapat dikenali oleh komputer. 
Kualitas hasil segmentasi, dapat mempengaruhi hasil pengenalan yang dilakukan. Penelitian 
ini, meneliti mengenai threshold dinamis yang  digunakan pada proses segmentasi 
continuous speech dan juga perbaikan metode Blocking Block Area pada domain Bahasa 
Indonesia. Pada penelitian ini, dilakukan pembandingan tiga algoritma (K-Means, Fuzzy C-
Means, dan Otsu) untuk mencari threshold dinamis terbaik dan dilakukan penambahan 
proses morfologi serta kolom overlapping pada metode blocking block area sehingga 
diperoleh akurasi segmentasi terbaik. Berdasarkan hasil penelitian, algoritma Fuzzy C-
Means memberikan hasil threshold terbaik dibandingkan dengan dua alogoritma lainnya. 
Secara keseluruhan dengan menggunakan algoritma Fuzzy C-Means, dan penambahan 
morfologi serta kolom overlaping, penelitian ini dapat meningkatkan akurasi segmentasi 
continuous speech Bahasa Indonesia dari 24% menjadi 90%. 
 
Kata Kunci: Continuous Speech, Pengenalan Ucapan, Mel-Frequency Cepstral Coefficient, 














Speech Recognition is a technique that allows computer to understand words that had been 
spoken by a person. Based on the type of speech, speech recognition aplication was divided 
into two, they are isolated word and continuous speech. Segmentation are needed in 
continuous speech recognition, its function is to segment continuous speech into words that 
can be recognized by computer. The quality of segmentation results can influence the 
recognition results. This research, study about dynamic thresholding that used on 
segmentation process and also fixing Blocking Block Area method in Indonesia Domain 
speech recognition. In this research, researchers compare three algorithms (K-Means, Fuzzy 
C-Means, dan Otsu) to find best dynamic threshold and also adding morphological process 
and implementation of column overlapping concept on Blocking Block Area method to 
achieve the best segmentation accuracy. Based the result of this research, Fuzzy C-Means 
algorithm, gives best threshold result than the other two algorithms. Overall by using Fuzzy 
C-Means algorithm, adding mophological process, and column overlapping implementation, 
this research increases segmentation accuracy of Bahasa Indonesia continuous speech from 
24% to 90%. 
 
Key Word: Continuous Speech, Speech recognition, Mel-Frequency Cepstral Coefficient, 
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Bab ini membahas latar belakang, rumusan masalah, tujuan dan manfaat, dan ruang 
lingkup penelitian tugas akhir mengenai Segmentasi Continous Speech dengan 
Menggunakan Dynamic Thresholding Metode Blocking Block Area. 
1.1 Latar Belakang 
Teknologi yang berkembang pesat menyebabkan kemudahan untuk 
berkomunikasi dengan orang lain. Komunikasi yang paling efektif untuk 
menyampaikan maksud seseorang adalah secara lisan. Penerapan teknologi untuk 
menjalin hubungan manusia dan komputer sudah banyak berkembang, sehingga 
muncul aplikasi – aplikasi yang menerapkan suara sebagai sarananya, diantaranya 
voice command, identifikasi suara untuk keamanan, voice input, dan lain-lain. Suara 
dianggap sebagai cara paling efisien untuk meyampaikan maksud/ perintah. 
Pengenalan ucapan atau lebih dikenal dengan speech recognition, merupakan 
salah satu contoh perkembangan penerapan teknologi pada media suara. Banyak faktor 
yang mempengaruhi keberhasilan suatu aplikasi pengenalan ucapan, diantaranya 
adalah kesehatan, umur dan jenis kelamin penguji serta algoritma yang digunakan pada 
aplikasi tersebut. Perkembangan speech recognition (speech to text) sudah berjalan 
cukup pesat, sudah banyak penelitian bermunculan yang membahas speech 
recognition (Fawziah, 2013), (Andriana, 2013), (Park, 2009). Akan tetapi, ketiga 
penelitian tersebut hanya membahas mengenai speech recognition yang diterapkan 
pada isolated word. 
Pengenalan ucapan jenis isolated word adalah pengenalan ucapan yang dapat 
mengenali kata secara individu bukan merupakan bagian dari satu kesatuan kalimat, 
sedangkan pengenalan ucapan jenis continuous speech merupakan pengenalan ucapan 
yang dapat mengenali kata sebagai bagian dari suatu kalimat (Fawziah, 2013). 
Pada aplikasi continuous speech recognition terdapat beberapa tahapan yaitu 
pre-processing, ekstraksi ciri, dan pengenalan. Pre-Processing merupakan suatu 
tahapan dimana suara akan diproses sedemikian rupa sehingga siap untuk diekstraksi 
ciri. Pre-Processing sendiri memiliki beberapa tahapan dan diantaranya adalah 
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segmentasi. Proses Segmentasi berfungsi sebagai pemecah kalimat menjadi kata. 
Sudah ada penelitian yang dilakukan untuk melakukan segmentasi ucapan, 
diantaranya adalah (Rahman & Bhuiyan, 2013) yang melakukan segmentasi suara 
pada bahasa Hindi, menggunakan dynamic thresholding dan metode blocking block 
area. Pada penelitian ini, peneliti menerapkan metode yang digunakan oleh Rahman 
& Bhuiyan pada domain bahasa Indonesia. Akan tetapi, metode yang digunakan 
kurang sesuai jika diterapkan pada domain bahasa Indonesia, hal ini dikarenakan 
perbedaan phonem pada kata bahasa Hindi dan bahasa Indonesia. Dynamic 
Thresholding menjadi pendekatan secara umum yang sering dilakukan untuk 
menentukan zona identifikasi kata (Rahman & Bhuiyan, 2013). Oleh karena itu pada 
penelitian kali ini, peneliti membandingan hasil dari ketiga algoritma yaitu K-Means, 
Fuzzy C-Means, dan Otsu untuk dijadikan sebagai nilai threshold. Hasil dari proses 
dynamic thresholding adalah citra biner spectrogram yang akan diproses lebih lanjut 
menggunakan metode blocking block area. Tujuan penggunaan metode Blocking 
Block Area adalah untuk membuat block kata dari citra biner spectrogram. Pada 
kenyataannya hasil segmentasi yang dilakukan kurang akurat, oleh karena itu 
penelitian ini mencoba memperbaiki kelemahan yang ada yaitu dengan menerapkan 
proses morfologi pada pada citra biner spectrogram, serta dengan menerapkan konsep 
kolom overlapping untuk menentukan jenis block. Pengujian terkait penelitian ini 
dilakukan menggunakan dua tahap, yaitu pengujian akurasi segmentasi kata dan 
pengujian hasil segmentasi terhadap aplikasi pengenalan suara Bahasa Indonesia. 
Proses ekstraksi ciri dilakukan setelah melakukan proses segmentasi, metode 
yang sering digunakan dalam tahapan ini adalah metode Mel Frequency Cepstral 
Coefficients (MFCC). Metode MFCC sering digunakan dalam proses ekstraksi ciri 
karena proses – prosesnya yang menyerupai pendengaran manusia (Mustofa, 2007). 
Hasil ekstraksi ciri selanjutnya akan dikenali dengan menggunakan metode HMM. 
HMM memiliki 5 proses dasar dalam melakukan pengenalan suara proses-proses 
inilah yang menyebabkan HMM mempunyai tingkat akurasi yang lebih tinggi 
dibanding metode lain (Rabiner, 1991). 
Berdasarkan uraian di atas penelitian ini melakukan pembandingan hasil dari 
algoritma K-Means, Fuzzy C-Means, dan Otsu sebagai dynamic thresholding dan 
metode blocking block area sebagai penentu batas kata, serta dilakukan perbaikan 
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sehingga diperoleh hasil segmentasi yang akurat, sebelum akhirnya suara akan 
dikenali menggunakan metode MFCC dan HMM. 
1.2 Rumusan Masalah 
Berdasarkan uraian latar belakang di atas, dapat dirumuskan permasalahan yang 
dihadapi yaitu membandingkan algoritma-algoritma untuk mencari nilai threshold 
terbaik serta memperbaiki metode blocking block area pada proses segmentasi jenis 
continuous speech bahasa Indonesia, sehingga didapatkan metode terbaik untuk 
segmentasi kata pada aplikasi pengenalan continuous speech bahasa Indonesia. 
1.3 Tujuan dan Manfaat 
Tujuan yang ingin dicapai dalam penelitian tugas akhir ini adalah mengetahui 
algoritma terbaik pada dynamic thresholding dan metode blocking block area untuk 
proses segmentasi continuous speech bahasa Indonesia, serta mencoba untuk 
memperbaiki algoritma yang ada untuk meningkatkan akurasi. 
Manfaat dari penelitian tugas akhir ini adalah: 
1. Sebagai dasar dalam penelitian pengembangan aplikasi continuous speech 
2. Membantu konversi suara ke teks untuk pemberian subtitle pada video berbahasa 
indonesia. 
1.4 Ruang Lingkup 
Adapun ruang lingkup dari aplikasi pengenalan ucapan jenis continuous speech 
dengan menggunakan metode MFCC dan HMM adalah: 
1. Suara yang di-input-kan berupa hasil rekaman langsung dan output berupa file suara 
hasil segmentasi (*.wav) dan teks hasil pengenalan suara. 
2. Objek perekam berusia antara 19 tahun - 25 tahun 
3. Objek perekaman untuk data pelatihan menggunakan 5 orang speaker (5 laki-laki) 
4. Perekaman inputan suara menggunakan headset Logitech Stereo H150 dengan jarak 
± 3 cm dari sekitaran mulut seseorang. 
5. Inputan suara dilakukan pada speaker dengan kondisi normal. 




7. Ucapan berupa kalimat dalam bahasa Indonesia dengan basis data berupa kata 
dalam bahasa Indonesia 
8. Pengucapan kalimat diberi jeda pada tiap kata. 
1.5 Sistematika Penulisan 
Sistematika penulisan yang digunakan dalam tugas akhir ini terbagi dalam 
beberapa pokok bahasan, yaitu: 
BAB I  PENDAHULUAN 
Bab ini berisi latar belakang, rumusan masalah, tujuan dan manfaat, ruang 
lingkup dan sistematika penulisan tugas akhir Segmentasi Continuous 
Speech dengan Menggunakan Dynamic Thresholding dan Metode Blocking 
Block Area  
BAB II TINJAUAN PUSTAKA  
Bab ini memaparkan studi pustaka yang berhubungan dengan topik tugas 
akhir ini meliputi Bahasa Indonesia, Sinyal Ucapan, Pengenalan Ucapan, 
Pre-Processing, Mel-Frequency Cepstral Coefficient (MFCC), Hidden 
Markov Model (HMM), dan Unified Modelling Language (UML). 
BAB III METODOLOGI PENELITIAN 
Bab ini membahasa langkah-langkah yang dilakukan pada penelitian Tugas 
Akhir. Penyelesaian masalah tersebut diawali dengan pengumpulan data, 
Pelatiahan yang meliputi pre-processing, ekstraksi ciri menggunakna 
MFCC dan pelatihan menggunakan HMM, langkah selanjutnya yaitu 
melakukan penganalan menggunakan HMM.  
BAB IV PENGEMBANGAN PERANGKAT LUNAK 
Bab ini memaparkan tahapan pembangunan perangkat lunak menggunakan 
model pengembangan Unified Modelling Language (UML). Model 
pengembangan UML melalui beberapa fase yaitu fase inception, fase 
elaboration, fase construction, dan fase transition. 
BAB V HASIL DAN ANALISA 
Bab ini memaparkan tahapan pengujian aplikasi meliputi pengujian tahap 





BAB VI PENUTUP  
Penutup berisi tentang kesimpulan dari penulisan tugas akhir dan saran – 
saran untuk pengembangan selanjutnya. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
