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Abstract 
We consider three problems of selecting optimal gun barrel direction (or those of selecting optimal semi-
axis position) when firing an unguided artillery projectile on the assumption that the gun barrel semi-
axis can move in a connected nonconvex cone having a non-smooth lateral surface and modelling visi-
bility zone restrictions. In the first problem, the target is in the true horizon plane of the gun, the second 
and the third problems deal with some region of 3D space. A distinctive feature of the models is that the 
objective functions are -Lipschitz ones. We have constructed a unified numerical method to solve these 
problems based on an algorithm of projecting a point onto -Lipschitz level function set. A computer 
program has been based on it. А series of numerical experiments on each problem has been carried out. 
App. 1. 
Key Words: mathematical modeling, external ballistics, inverse problem of ballistics, optimization, iterative 
methods, derivative-free methods, -Lipschitz continuity, projection onto nonconvex set, approximate 
solution. 
2010 Mathematics Subject Classification: Primary 93A30; Secondary 93B40, 90C56, 90C90. 
  
                                           
* Department of Applied Mathematics and Informatics, Kazan National Research Technical University named after A.N. 
Tupolev-KAI, Russian Federation. E-mail: {NKArutyunova@kai.ru, AMDulliev@kai.ru, VIZabotin@kai.ru}. 
Арутюнова, Дуллиев, Заботин 
 
МОДЕЛИ И МЕТОДЫ ДЛЯ ТРЕХ ОБРАТНЫХ ЗАДАЧ ВНЕШНЕЙ БАЛЛИСТИКИ 
Н.К. Арутюнова*, А.М. Дуллиев*, В.И. Заботин* 
5 октября 2016 г. 
 
Аннотация 
Рассматриваются три математические модели задачи выбора оптимального направления ствола 
орудия при стрельбе неуправляемым снарядом в предположении, что полуось ствола может пе-
ремещаться в связном невыпуклом конусе, имеющем негладкую боковую поверхность и моде-
лирующем ограничения на зону видимости. В первой задаче цель расположена в плоскости ис-
тинного горизонта орудия, во второй и третьей – в некоторой области пространства. Отличитель-
ной особенностью моделей является -липшицевость целевых функций. Построен единый чис-
ленный метод решения поставленных задач, базирующийся на одном алгоритме проектирования 
точки на множество уровня -липшицевой функции. На его основе составлена программа для 
ЭВМ. По каждой из задач проведена серия вычислительных экспериментов. Библ. 6. 
Ключевые слова: математическое моделирование, обратная задача внешней баллистики, оптимиза-
ция, проекция на невыпуклое множество, -липшицевость, приближенное решение. 
 
1. ВВЕДЕНИЕ 
Задача стрельбы неуправляемым снарядом, в которой требуется минимизи-
ровать расстояние от точки падения снаряда до цели, в настоящее время изучена 
в теории внешней баллистики достаточно хорошо при условии пренебрежения 
атмосферой и при условии того, что перемещение ствола орудия ограничено 
лишь плоскостью местного горизонта, а поверхность Земли считается сфериче-
ской [1]. 
Однако в реальной ситуации положение полуоси ствола орудия можно ме-
нять произвольно, как правило, лишь в пределах некоторого связного невыпук-
лого конуса, имеющего негладкую боковую поверхность и возникающего в усло-
виях, сужающих выбор направления ствола из-за наличия каких-либо препят-
ствий. 
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Кроме ограничений на перемещение ствола орудия, нередко приходится 
учитывать тот факт, что цель может находиться вне плоскости истинного гори-
зонта орудия и, возможно, на некоторой поверхности, определяющей рельеф 
местности на заданной территории. В последнем случае проблема выбора поло-
жения полуоси ствола становится гораздо сложнее. Связано это главным обра-
зом с тем, что минимальное в евклидовой метрике расстояние от цели до точки 
падения снаряда не всегда соответствует оптимальному или даже близкому к оп-
тимальному выстрелу. Например, в тех случаях, когда цель и точка падения сна-
ряда отделены друг от друга какой-либо существенной преградой. 
Математически модель может быть описана следующим образом. Обозна-
чим: dist – евклидово расстояние, l – луч с началом в точке O нахождения сна-
ряда, N – точка падения снаряда, N = N(l), M – цель, K – конус с вершиной в точке 
O, D  – множество трехмерного евклидова пространства, M D . Требуется 
min dist ( ( ), ) ,
l
N l M  
 subject to ,l K  
 ( ) .N l D  
Возможны постановки задачи и с другими целевыми функциями. Так, 
ниже рассмотрена задача, в которой в качестве целевой функции фигурирует рас-
стояние между траекторией полёта снаряда и точкой M. 
Сразу оговоримся, что в настоящей статье, мы не учитываем сопротивле-
ние атмосферы. Однако, предлагаемые и анализируемые нами модели, во-пер-
вых, могут использоваться для стрельб тяжелыми неуправляемыми снарядами. 
Во-вторых, при стрельбе лёгкими снарядами полученные решения могут счи-
таться опорными и уточняться с помощью соответствующего аппарата. 
Ниже ставятся и исследуются три задачи, для них строится единый алго-
ритм решения и на его основе составлены программы для ЭВМ. По каждой из 
задач проведена серия вычислительных экспериментов. 
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2. ПОСТАНОВКА ЗАДАЧ 
Всюду ниже орудие будем моделировать материальной точкой T, а направ-
ление ствола орудия – лучом с началом в этой точке; несферичностью Земли бу-
дем пренебрегать. 
В качестве системы координат возьмём декартову систему координат Oxyz, 
начало O которой совпадает с точкой T, плоскость Oxy – плоскость истинного 
горизонта в точке O, направления осей Ox и Oy будет уточнено ниже, ось Oz 
направлена перпендикулярно Oxy и противоположно вектору ускорения силы тя-
жести g. Всюду в данной статье будем использовать следующие обозначения: 
p
  – p-норма в 
n , n ≥ 1, при p = 2 нижний индекс p будем опускать; int, fr – 
операторы внутренности и границы в 
n
; Pri A – проекция множества A на i-ю 
координатную ось (здесь i равно 1, или 2, или 3 для осей x, y, z соответственно); 
Lip(X; Y) – множество липшицевых на X функций f: X → Y с константой Лип-
шица lip( f ). 
Мы будем считать, что направление (положение полуоси) ствола орудия мо-
жет свободно выбираться в пределах замкнутого конуса K, с вершиной в точке 
O и не содержащего вертикальной образующей. Пренебрегая длиной ствола ору-
дия, начальную скорость v снаряда будем считать приложенной в точке O и по-
стоянной по модулю. Другими словами, S Kv , где   30:S v  v v  – 
сфера радиуса v0 с центром в точке O. Через v обозначим дробь 0 || ||v g . 
Всюду далее выбор направления ствола орудия считаем эквивалентным 
выбору вектора v = (vx, vy, vz) с заданным фиксированным значением v0, который 
будем задавать посредством сферической системы координат (v0, , ) в виде 
 
0
0
0
cos cos ,
cos sin ,
sin ;
x
y
z
v v
v v
v v
   

  

 
 (2.1) 
       (φ;ψ) : φ;ψ :φ 0;2π , ψ π/2;π/2 ,E       
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где замкнутое множество E соответствует множеству S K  в координатах (, ). 
Влияние сопротивления воздуха на траекторию движения снаряда в дан-
ной статье не учитывается. Отсюда следует, что снаряд движется по параболи-
ческой траектории в плоскости стрельбы. 
Рассмотрим три задачи выбора оптимального направления ствола орудия 
при стрельбе неуправляемым снарядом по заданной цели. При этом будем счи-
тать, что цель M задается точкой, координата y которой равна нулю и которая 
принадлежит множеству, ограниченному параболоидом поражения [1], получа-
ющимся при отсутствии ограничений на перемещение ствола орудия. (Случай, 
когда цель может находиться вне пределов параболоида поражения, а также за-
дача оптимального совместного выбора направления ствола орудия и скорости 
снаряда, в настоящей работе авторами не рассматриваются.) 
Среди всех точек на траекториях снаряда будем рассматривать те, коорди-
ната x которых удовлетворяет неравенству x ≥ ,  = const,  > 0. Практическое 
значение величины  может быть различным, например, определяться радиусом 
поражения снаряда или же безопасным расстоянием от позиции стрельбы до по-
ражаемого объекта (цели). 
В зависимости от конкретной задачи другие ограничения на значения x и 
y, а также ограничения на z будут оказываться различными. 
Задача I. Пусть цель, по которой ведётся стрельба, задаётся точкой M в 
плоскости xOy с координатами (a; 0), a > . В предположении, что точка N паде-
ния снаряда также расположена в плоскости xOy и имеет в ней координаты (x; y), 
а также отсутствуют препятствия для всех траекторий, определяемых вектором 
начальной скорости S Kv , требуется среди этих траекторий выбрать такую, 
для которой евклидово расстояние между точками M и N минимально. 
Расстояние r от точки O до точки N (x; y) в соответствии с [1] вычисляется 
по формуле: 
 
2 2 2 sin2 .r x y v     (2.2) 
Учитывая (2.1)–(2.2) получаем, что координаты x и y находятся из соотно-
шений: 
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2
cos sin2 cos ;
sin sin2 sin .
x r v
y r v
   
   
 (2.3) 
Определяемое ими отображение (φ,ψ) ( , )x y  из  в 2 обозначим через hI. 
Учитывая фиксированность модуля начальной скорости движения сна-
ряда, из формулы (2) можно установить верхнее ограничение на дальность по-
лёта I = v2. Введём обозначение 
  2 2I I( ; ): ; .W x y x y x      (2.4) 
Очевидно, что допустимое множество точек падения снаряда задаётся мно-
жеством hI(E). 
Таким образом, направление ствола орудия, задаваемое переменными 
(; ) и соответствующее оптимальной траектории снаряда, находится из реше-
ния задачи: 
 
 
2
I I
min ,
s.t. .
M N
N h E W
 

 (2.5) 
В настоящей статье множество E будет описываться с помощью функцио-
нальных неравенств. 
Пусть [1; 2]  [0; 2), а функции g1() и g2() таковы, что 
   1 2/2 /2g g       ,   [1; 2], положим 
         1 2 1 2; : ; , ,E g g           
или то же самое: 
     ; : ; 0 ,E g        
где 
       1 2 1 2; : max , , , .g g g           (2.6) 
Заметим, что задача I в определенном смысле допускает обобщение на слу-
чай, когда цель, по которой ведётся стрельба, состоит из множества 
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 1 2, , , nM M M  точек Mi = (ai; bi), i = 1, …, n, n > 1, плоскости xOy. Дей-
ствительно, при однократном выстреле в качестве цели M можно принять, напри-
мер, чебышёвский центр множества . 
Задача II. Пусть цель, по которой ведётся стрельба, задаётся одной точ-
кой M (a; 0; c)  3. Предположим, что цель и все возможные точки падения сна-
ряда расположены не ниже плоскости z = zmin (zmin  < 0). Как и в задаче I, будем 
считать, что a > . В зависимости от ограничений, накладываемых на точку M, 
выделим две подзадачи, называемые далее задача II.а и задача II.б. 
II.а. Точка M – произвольная точка (т.е. может быть расположена в воз-
духе), а выбор траектории полёта снаряда ограничивается лишь множеством E. 
Требуется из всех допустимых траекторий выбрать ту, для которой расстояние 
от неё до цели M минимально по сравнению с расстояниями от остальных траек-
торий. 
II.б. Точка M лежит на границе fr D некоторого множества D, задаваемого 
неравенством H (x; y; z) ≤ 0, причём H(0; 0; 0) ≥ 0 и функция H непрерывна в 3. 
Эта функция определяет рельеф местности (т.е. цель может располагаться на по-
верхности земли/воды или некоторого неподвижного наземного объекта, а ору-
дие находится на поверхности земли / воды либо в воздухе). Предполагается, что 
точка N (x; y; z) падения снаряда находится на fr D и участок траектории снаряда 
от точки выстрела O до точки N не имеет общих точек с int D. Кроме того, будем 
считать, что из z ≤ zmin следует H (x; y; z) ≤ 0. Требуется среди всех таких допу-
стимых траекторий выбрать ту, для которой отрезок MN не пересекается с int D 
и имеет минимальную длину, или убедиться в отсутствии таковой. Содержа-
тельно это означает, что точка падения снаряда должна быть в прямой видимости 
от цели и располагаться при этом максимально близко к ней. 
Цель M может располагаться выше (c > 0) либо ниже (при c < 0) плоскости 
xOy, причем в последнем случае оптимальное значение для угла  может ока-
заться меньше нуля. 
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Прежде, чем привести аналитические формулировки задач II.а и II.б, сде-
лаем несколько важных замечаний. 
В отличие от задачи I определение однозначного отображения из  в 3, 
аналогичного hI, в задачах II.а и II.б либо вообще невозможно, либо весьма про-
блематично. Связано это с тем, что цель и область поражения в задачах II.а,б рас-
положены в 3. А именно, в задаче II.а каждой точке (; )  E соответствует не 
одна, а целое множество точек траектории полёта снаряда; что касается задачи 
II.б, аналитическое определение в ней координат точки N (x; y; z) для заданных 
(; )  E, осуществимо, по-видимому, лишь в некоторых специальных случаях, 
определяемых видом множества D. 
Оказывается, вместо многозначного отображения из  в 3 удобно рас-
сматривать однозначное отображение 3II:h
  , которое каждой точке 
(φ;ψ; )r   ставит в соответствие точку (x; y; z)  3, расположенную на 
отвечающей параметрам (; ) траектории снаряда, при этом таким образом, что 
расстояние от точки O до проекции точки (x; y; z)  3 на плоскость xOy равно r. 
Согласно теории внешней баллистики, такое отображение hII определяется 
равенством 
       2 2 1 2II , , , , : cos ; sin ; tg 1 tg (2 ) .h r x y z x r y r z r v r            (2.7) 
Несмотря на однозначность отображений hI и hII, обратные к ним отобра-
жения 1Ih
  и 1IIh
  являются многозначными: заданной точки падения снаряда 
можно достичь путём выбора одного из двух подходящих значений угла наклона 
ствола орудия  /2; /2   . Впрочем, величина угла  при этом определяется 
однозначно. Отображения 1Ih
  и 1IIh
  в дальнейшем играют важную роль в по-
строении функциональных ограничений для задач I и II.а,б. Причина, по которой 
данное построение оказывается возможным, заключается в том, что 1Ih
  и 1IIh
  
допускают весьма простую параметризацию однозначными отображениями. А 
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именно, из соотношений (2.3), (2.7) вытекает, что существуют однозначные 
отображения 1
I jh
 , 1
II jh
 , j  {1; 2} такие, что: 
 
   
       
       
1 1 1 1 1
1 2
1 1
2 I1 2 I2
1 1
2 II1 2 II2
, domf dom , {I; II}, {1;2},
Pr Im 0; /4 , Pr Im /4; /2 ,
Pr Im /2; /2 , Pr Im 0; /2 .
k k k k j kh h h h h k j
h h
h h
    
 
 
   
    
    
 (2.8) 
Явные формулы для вычисления 1
k jh
  будут приведены позже. 
Поскольку все точки падения снаряда расположены выше плоскости 
z = zmin, то в соответствии с (2.7) значение r может быть ограничено сверху вели-
чиной 
 
2
II min2 .v v z    
С учётом этого, а также огибающей семейства возможных траекторий введём 
множество: 
 
2 2
2 2 2
II II min 2
1
( ; ; ): ; , ,
2
x y
W x y z x y x z z v
v
  
         
  
 (2.9) 
которое представляет собой множество достижимых снарядом точек. 
Сделанные замечания позволяют представить аналитическую формули-
ровку задачи II.а в виде 
 
 
2
II II
min ,
s.t. .
M N
N h E W
 

 (2.10) 
Для задачи II.б имеем следующую формулировку 
 
 
 
 
2
II II
1 1 1
II 1 II 2 II 3 II
min,
s.t. fr ,
{1;2}: Pr ( );Pr ( );[0;Pr ( )] int ,
λ (λ 1) :λ [0;1] int .
j j j
M N
N h E W D
j h h N h N h N D
N M D
  
 

  
   
 (2.11) 
Согласно постановке задачи II.б последние два равенства в (2.11) озна-
чают, соответственно, что участок траектории снаряда от точки выстрела O до 
точки N и отрезок MN не пересекаются с int D. 
Обозначим через *N  решение задачи (2.11). 
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К сожалению, постановка задачи (2.11) допускает существование общих, 
помимо *N , точек у участка траектории снаряда от точки O до точки *N  или 
отрезка *MN  с множеством fr D. Конечно, к ограничениям задачи (2.11) можно 
добавить соответствующие условия, исключающие подобную ситуацию. Од-
нако, как несложно показать, их формализация не позволяет в дальнейшем кор-
ректно пользоваться каким-либо методом минимизации, поскольку нарушается 
замкнутость множества ограничений, а попытка построить его замыкание вновь 
приводит к задаче (2.11). В качестве рецепта решения данной проблемы можно 
предложить следующую процедуру: решить задачу (2.11) и если вдруг окажется, 
что для ее решения *N  указанное в начале абзаца условие выполнено, то прове-
сти поиск другого решения задачи (2.11) в объединении достаточно малых за-
мкнутых «кольцевых» окрестностях точек  1 11 II,1 * 2 II,1 *Pr ( );Pr ( )h N h N   и 
 1 11 II,2 * 2 II,2 *Pr ( );Pr ( )h N h N  , соответственно. 
3. МИНИМИЗАЦИЯ ЦЕЛЕВЫХ ФУНКЦИЙ 
Поставленные задачи (2.5), (2.10), (2.11) в общем виде сложны. Несмотря 
на то, что по переменным x, y, z их целевые функции достаточно гладкие, функ-
ции, задающие ограничения, таким свойством могут уже не обладать, в частно-
сти, это касается функций g1 и g2. То же самое можно сказать и для переменных 
,  в задаче (2.5), и для переменных , r в задаче (2.10). По переменным , 
r задача (2.11) может иметь существенно негладкие и целевую функцию, и 
функции ограничений. 
Разумеется, можно было бы попытаться в любой из задач с помощью опре-
деленных процедур провести сглаживание всех используемых в ней функций, 
после чего, решить сглаженную задачу каким-либо эффективным методом ми-
нимизации, например, методом линеаризации или методом последовательного 
квадратичного программирования. Между тем, сложный вид функций, задаю-
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щих ограничения (особенно в задачах II.а, II.б (см. ниже)), свидетельствует о не-
целесообразности использования существующих процедур сглаживания, ибо су-
щественного упрощения исходной задачи они не дают. Более того, в каждой из 
задач такой подход может привести к тому, что решение сглаженной задачи мо-
жет оказаться вне зоны видимости ствола орудия или же довольно далеко от оп-
тимального решения. 
Очевидно, что минимизацию целевых функций в задачах (2.5) и (2.10), 
можно осуществлять как по переменным (; ) и (; ; r), так и по переменным 
(x; y) и (x; y; z), соответственно. В любом случае найденное решение позволяет 
определить требуемое оптимальное направление ствола орудия, задаваемое пе-
ременными (; ), а в задаче (2.10) – еще и указать ближайшую к цели точку, 
находящуюся на оптимальной траектории. 
Как указывалось выше, в задаче II.б не приходится надеяться на аналити-
ческое определение координат точки N (x; y; z) через переменные  и . По-
этому, данную задачу разумно решать по переменным x, y, z. Более того, сейчас 
мы приведем один из аргументов в пользу того, что и при решении задач (2.5), 
(2.10) также целесообразно перейти к переменным x, y и z. 
Ввиду указанной выше гладкости по переменным , , r целевых функций 
в задачах (2.5) и (2.10) решать эти задачи можно с помощью какого-либо числен-
ного метода первого порядка. Однако, в случае негладкости одной из функций 
g1 или g2 либо невыпуклости множества E, использование данных методов за-
труднительно, вследствие возможного нарушения условий их сходимости или 
значительного усложнения решения вспомогательных задач, например, задач 
проектирования на множество E. 
В настоящей работе относительно функций g1 и g2, определяющих множе-
ство E, мы будем лишь предполагать, что они удовлетворяют условию Липшица 
на некотором прямоугольнике в . Данное ограничение вполне естественно, так 
как может быть удовлетворено кусочно-линейной аппроксимацией зоны види-
мости ствола орудия, произведенной, например, на основании результатов фото-
съемки. 
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Учитывая приведенные ограничения на функции g1, g2 и замечания отно-
сительно используемых в задачах (2.5), (2.10), (2.11) переменных, решение всех 
задач будем осуществлять по переменным x, y, z. 
Кроме того, ввиду многозначности отображений 1Ih
  и 1IIh
  ограничения в 
каждой из задач целесообразно разбить на два подмножества, соответствующих 
1
1kh
  и 1
2kh
 , k  {I; II} (см. (2.8)). Это разбиение позволяет вместо одной задачи, 
получить соответствующие ей две подзадачи, которые, очевидно, можно решать 
независимо друг от друга. 
Легко видеть, что каждая из задач (2.5), (2.10), (2.11), (и, следовательно, их 
подзадач) фактически является задачей проектирования точки M на соответству-
ющее множество, определяемое ограничениями задачи. Это множество для каж-
дой подзадачи, как мы сейчас покажем, может быть описано посредством соот-
ветствующего функционального неравенства типа Fij(x; y; z) ≤ 0, i  {I, II.а, II.б}, 
j  {1; 2} (j – номер подзадачи), в котором левая часть удовлетворяет так назы-
ваемому условию -липшицевости. Данное свойство позволит нам в дальнейшем 
при решении задач использовать методы, разработанные в [2, 3]. 
Для задач (2.5) и (2.10) функции FI j и FII.а j можно задать равенствами 
      1 1I I 1 1 I 2 I I 2 1: max Pr ( );Pr ( ) ; Prj j j j jF N g h N h N N      , (3.1) 
     
 
1 1
II.а II.а 1 1 II, 2 II, II.а 2 1
II.а 3 min 3
: max Pr ( );Pr ( ) ; Pr ;
Pr .
j j j j j
j
F N g h N h N N
z N
     
 
 (3.2) 
Здесь и далее ijl  – весовые коэффициенты, значения которых зависят от свойств 
функций, участвующих в задании Fi j. Один способов их выбора будет указан 
нами позже перед описанием алгоритма решения поставленных задач. 
Поскольку в задаче (2.11) ограничения можно формализовать соотношени-
ями 
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 
   
1 1
1 II 2 II
1 min 3
λ [0;1]
1 1 1
II 1 II 2 II 3 II
μ [0;1]
Pr ( );Pr ( ) 0, ( ) 0,
Pr , Pr 0, min{ (λ (1 λ) )} 0,
min Pr ( );Pr ( );μPr ( ) 0,
j j
j j j
g h N h N H N
N z N H N M
H h h N h N h N
 

  


  

      

 

 (3.3) 
то в качестве функции II.б jF  можно взять функцию вида 
   
  
   
1 1
II.б II.б 1 1 II 2 II II.б 2 1
II.б 3 II.б 4
λ [0;1]
1 1 1
II.б 5 II 1 II 2 II, 3 II
μ [0;1]
( ): max Pr ( );Pr ( ) ; Pr ;
( ) ; min λ (1 λ) ;
min Pr ( );Pr ( );μPr ( ) .
j j j j j
j j
j j j j
F N g h N h N N
H N H N M
H h h N h N h N
 

  

   
   

 (3.4) 
В системах неравенств (3.3) и функциях Fij, i  {I, II.а, II.б}, j  {1; 2}, 
верхние ограничения на значения x, y и z в задании множеств Wi (см. (2.4), (2.9)) 
явно не содержатся, поскольку они обусловлены естественными законами дви-
жения снаряда – выраженными уравнениями траекторий полёта снаряда, и 
учтёнными в условии N  h(E). Нижние же границы на значения x и z были нало-
жены дополнительно, исходя из практических соображений, поэтому явно опи-
саны соответствующими компонентами функций максимума в (3.1), (3.2) и (3.4). 
Таким образом, каждая из задач i  {I, II.а, II.б} при каждом j  {1; 2} при-
обретает следующий вид 
 
min,
s.t. ( ) 0.i j
M N
F N
 

 (3.5) 
Понятно, что на аналитическое решение этих задач надеяться не прихо-
дится. Среди численных методов выбор также небольшой и обусловлен он, глав-
ным образом, свойствами функций Fi j. 
Оказывается, при довольно естественных предположениях относительно 
функций Fi j, i  {I, II.а, II.б}, j  {1; 2}, каждая из них обладает свойством так 
называемой -липшицевости [4] на соответствующем множестве Wi. Приведём 
соответствующее определение. 
Произвольная функция f : A → Y, определенная на подмножестве A норми-
рованного пространства X, со значениями в нормированном пространстве Y 
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называется -липшицевой на A, если для любого 0 <  < 0 найдется такое число 
L() > 0, что при любых x, y  A справедливо неравенство 
 ( ) ( ) ( ) .f x f y L x y      (3.6) 
Множество -липшицевых на A функций обозначим символом 
-Lip(A; Y), а нижнюю грань для фиксированной функции f множества функций 
L(), удовлетворяющих (3.6), (т.е. лучшую оценку величины L()) – символом 
lip(f ; ) (свойства указанной величины можно найти в [2], где для функции f она 
обозначена, как l()). 
Для точных формулировок утверждений об -липшицевости функций Fij, 
i  {I, II.а, II.б}, j  {1; 2}, а также их обоснований, нам потребуются явные за-
висимости для 1
1 ,Pr ( )k jh N
 , 1
2 ,Pr ( )k jh N
 , Wk, k  {I; II}, j  {1; 2}. 
Из соотношений (2.3) и (2.7) получаем 
   11 ,: Pr ( ) arctg( ), {I;II}, {1;2};k jN h N y x k j
      
    
2 2
1
I, 2 I, 2
1
: Pr ( ) 1 arcsin , {1;2};
4 4 2
j
j j
x y
N h N j
v

  
       
 
 
 (3.7) 
 
   
    
1/2
1 2 2
II, 2 II,
2 4 2 2 2
: Pr ( ) arctg
1 2 , {1;2}.
j j
j
N h N x y
v v x y v z j

    
       
  
 (3.8) 
Стоит отметить, что при некоторых значениях переменных x, y и z выраже-
ние, стоящее под вторым квадратным корнем в (3.8), может оказаться отрица-
тельным. Но этот факт лишь свидетельствует о невозможности попадания сна-
ряда в точку (x, y, z) ни при каком значении угла  при заданной начальной ско-
рости v0. 
-липшицевость функций Fi j, i  {I, II.а, II.б}, j  {1; 2}, формулируется 
ниже предложениями 1–3; также приводятся несколько лемм об -липшицевости 
и липшицевости некоторых функций, участвующих в задании функций Fij. Всюду 
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предполагается, что  1 2 1 2, Lip [ ; ];g g    , 
3Lip( ; )H  ,  2 0; /2 1   , а в по-
лучении нижеследующих оценок участвует норма 
1
 . 
Лемма 1. Для функции g(, ), определяемой равенством (2.6), справед-
ливо включение Lip( ; )g  , причем имеет место оценка 
  1 2lip( ) max lip( );lip( );1 .g g g  (3.9) 
Доказательство этой и последующих лемм и предложений приведены в 
приложении. 
Лемма 2. Справедливо включение  ( ; ) Lip ;[0;2 )kx y W   , k  {I; II}, при-
чем имеет место оценка 
 1lip( ) 2 .    (3.10) 
Лемма 3. Справедливо включение   I I( ; ) -Lip ; 0; /2j x y W   , j  {1; 2}, 
причем имеет место оценка 
  
1
2 2
Ilip( ; ) 2 1 (2 ) .j v

      (3.11) 
где (2 )   – корень уравнения   2/2 2 arcsin 1 1        на интервале [0;1) . 
Предложение 1. Справедливо включение  I I( ) -Lip ;jF N W , j  {1; 2}, 
причем имеет место оценка 
   1I I 1 I I 1 I 2lip( , ) max lip( ) lip( ) lip( ; ( lip( )) ; ,j j j j jF g g            (3.12) 
где lip(g), lip() и  1I I 1lip ; ( lip( ))j j g    , j  {1; 2}, определяются по (3.9), (3.10) 
и (3.11), соответственно. 
Лемма 4. Справедливо включение   II II( ; ) -Lip ; /2; /2j x y W    , 
j  {1; 2}, причем имеет место оценка 
    1 2II IIlip ; (2 ) 2 ,j          (3.13) 
где 2 4 2 2 min2 .v v v z     
Предложение 2. Справедливо включение  II.а II( ) -Lip ;jF N W , j  {1; 2}, 
причем имеет место оценка 
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    1II.a II.a 1 II II.a 1 II.a 2 II.a 3lip( , ) max lip( ) lip( ) lip ; ( lip( )) ; ; ,j j j j j jF g g             (3.14) 
где lip(g), lip() и  1II II.a 1lip ; ( lip( ))j j g    , j  {1; 2}, определяются по (3.9), 
(3.10) и (3.13), соответственно. 
Предложение 3. Справедливо включение  II.б II( ) -Lip ;jF N W , 
j  {1; 2}, причем имеет место оценка 
  
 
1
II.б II.б 1 II II.б 1 II.б 2
II.б 3 II.б 4 II.б 5 II
lip( ; ) max lip( ) lip( ) lip ; ( lip( )) ; ;
lip( ); lip( ); lip( ) lip( ) / (8 ) 1 ,
j j j j j
j j j
F g g
H H H H
         
     
 (3.15) 
где lip(g), lip() и  1II II.б 1lip ; ( lip( ))j j g    , j  {1; 2}, определяются по (3.9), 
(3.10) и (3.13), соответственно. 
Согласно нашим предположениям M  Wi, i  {I, II}. Стало быть, 
Fi j(M) ≥ 0, j  {1; 2}. Эти неравенства и предложения 1–3 показывают, что к за-
даче проектирования (3.5) можно применить алгоритмы, предложенные в рабо-
тах [2, 3]. Каждый из алгоритмов строит либо последовательность Qm, сходящу-
юся к одному из нулей функции Fi j, ближайшему (в смысле выбранной нормы) 
к точке M, причем такую, что ( ) 0
m
ijF Q  для всех m = 1, 2, …, либо за конечное 
число шагов определяет искомую точку *N , в которой *( ) 0ijF N  . В настоящей 
работе мы воспользуемся одним из них. Но прежде чем описать его, обратимся 
к участвующим при построении функций Fij весовым коэффициентам ijl , от вы-
бора которых зависит точность получаемых алгоритмом результатов. 
Главной особенностью алгоритма является то, что каждое следующее при-
ближение к искомому решению ищется на основе информации о возможном при-
ращении значений функции Fij относительного текущего приближения. По-
скольку функция Fij определяется как максимум от нескольких функций-компо-
нент, то нужно учитывать, как соотносятся между собой приращения этих ком-
понент. Игнорируя же данное сопоставление, мы рискуем тем, что генерируемые 
алгоритмом приближения не смогут за сколь-нибудь разумное время достигнуть 
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критерия его останова ( )i j mF Q
   (по поводу критерия останова см. также заме-
чания 1–2). Причина этого кроется в том, что точность * для одной из компонент 
функции Fij может оказаться слишком завышенной, и, как следствие, число ите-
раций алгоритма для ее достижения – колоссально большим. Как известно [5], 
верхняя граница числа итераций для алгоритмов нулевого порядка (к которым 
относится и наш алгоритм), как правило, определяется через приращения значе-
ний функции, а значит, зная оценки этих приращений, для компонент функции 
Fij можно попытаться подобрать такие весовые коэффициенты ijl, которые обес-
печат адекватное общей точности число итераций. Таким образом, задав некото-
рую величину параметра общей точности * (на значения функции Fij), можно 
задавать точности определения отдельных компонент функции Fij, используя 
значения соответствующих весовых коэффициентов: точность l-й компоненты 
будет равна */ijl. 
В настоящей статье положим ij1 = 1, i  {I, II.а, II.б}, j  {1; 2}, т.е. общая 
точность * соответствует точности первой компоненты функции Fij, для осталь-
ных же компонент точности скорректированы соответствующими весовыми ко-
эффициентами ijl. 
Перейдем теперь к подробному описанию алгоритма. 
 
Шаг 0. Задаются величины: начальное значение параметра -липшицевости 
0 > 0; скорость полёта снаряда (v или v0); нижняя граница  значений перемен-
ной x; начальная точка N0 = M  Wi, j; ограничения g(;  на зону видимости, за-
даваемые соотношениями (2.6); параметры алгоритма ,   (0; 1). Полагается 
Q0 := N0, k := 0, m := 0. 
Шаг 1. Вычисляется Fi, j (Nk), i  {I, II.а, II.б}, j  {1; 2}, в зависимости от типа 
решаемой задачи по формуле (3.1), (3.2) либо (3.4). 
Если Fi, j (Nk) < k (1 + ), то последовательно устанавливаются Nk+1 := Nk, 
Qm+1 := Nk, m := m + 1, и производится переход к шагу 2; иначе – переход к 
шагу 3. 
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Шаг 2. Если Fi j (Nk) ≤ k, то принимается k+1 :=  Fi, j (Nk), иначе устанавлива-
ется k+1 := k. Производится переход к шагу 4. 
Шаг 3. Определяется Nk+1 по схеме: 
 в зависимости от типа решаемой задачи определяется lip(Fij, k), 
i  {I, II.а, II.б}, j  {1; 2}, по одной из формул (3.12), (3.14) или (3.15) с ис-
пользованием (3.9), (3.10), (3.11), (3.13), 
 определяется 
   1 , ,argmin : fr , {I;II.а;II.б}, {1;2},k i j k i jN F X X K W i j       (3.16) 
где 
 
 
,
0 ,
: , ,
lip ,
kk
i j kn
k s k
s i j k
F N
K X R X M r r
n F
  
     
  
  
n = 2 для задачи i = I и n = 3 для задач i = II.а и i = II.б. 
 полагается k+1 := k и осуществляется переход к шагу 4. 
Шаг 4. Если Fi, j (Nk+1) = 0 или Fi, j (Qm) = 0, то принимается Nk+1 или Qm, соот-
ветственно, в качестве решения задачи (3.5); иначе устанавливается 
k := k + 1 и осуществляется переход шагу 1. 
 
Замечания. 1. В соответствии с основным утверждением о сходимости ал-
горитма [2] при бесконечном числе точек Nk он гарантирует сходимость 
( ) 0mij
m
F Q

 . Поэтому, в данном случае в критерий его останова естественно 
включить условие вида ( )mi jF Q
  , (0;1)
  . К нему можно также добавить 
условия, устанавливающие точности для некоторых компонент функции Fi j, или 
условие вида 1m m QQ Q
    , (0;1)Q
  . 
2. Легко видеть, что основные вычислительные затраты приходятся на тре-
тий шаг алгоритма и связаны с решением вспомогательной оптимизационной за-
дачи по нахождению точки Nk+1. Укажем пару рекомендаций по решению этой 
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задачи. Во-первых, поскольку минимизация функции Fi j, j  {1; 2}, осуществля-
ется либо на окружности (задача i = I), либо на двумерной сфере (задачи i = II.а, 
II.б), то размерность вспомогательной задачи может быть понижена на единицу 
переходом к полярным либо к сферическим координатам. Во-вторых, её необя-
зательно решать точно. Поскольку значение Fi, j (Nk) на каждом шаге сравнива-
ется с k и с k(1 + ), то вместо точки Nk+1, определяемой по формуле (3.16), 
можно найти такую точку 1kN  , что 1 1 1, , ,( ) ( ) ( ) δ
k k k
i j i j i j kF N F N F N
     , где 
k < k. 
3. В задаче II.б для вычисления значений функции FII.б (4-я компонента) 
необходимо решать задачу одномерной минимизации функции 
 ( ) (1 )f H N M     . Она может быть приближенно решена каким-либо стан-
дартным методом. Аналогичное замечание касается также и 5-й компоненты 
функции FII.б. 
4. ЧИСЛЕННЫЕ ПРИМЕРЫ 
Тестирование предложенного в работе метода было проведено на несколь-
ких примерах, в каждом из которых варьировались значения: точности *, кото-
рое считалось равным начальному значению 0 параметра параметра -
липшицевости, положение цели M, а также вид множества Wi, i  {I, II}. Вспо-
могательная задача минимизации по вычислению следующей итерационной 
точки Nk+1 (шаг 3.2 алгоритма) решалась методом равномерного перебора. 
Во всех примерах были зафиксированы следующие значения параметров: 
v0 = 180 м/с;  = 100 м;  =  = 0,5. Значения варьируемых параметров представ-
лены в таблицах 1–3. При этом использовались обозначения: 
 M1 = (110; 0; 20), M2 = (2700; 0; –10) – положение цели M (для задачи I третья 
координата была установлена равной 0); 
     1 ; : 0;2 ,7 /36 8 /36E         , 
        2 ; : 0;2 , 4 sin / 36 1 sin / 9E             ; 
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 (xN, yN, zN) – решение задачи; 
 (, ) – соответствующие (xN, yN, zN) углы наклона ствола орудия; 
 kобщ – общее число итераций алгоритма; 
 t – примерное время работы программы в секундах. 
Значение zmin в задачах II.а и II.б принималось равным –10; множество D в 
задаче II.б задавалось функцией 
H(x, y, z) = min { max {90 – x; x – 130; –10 – y; y – 30; z – 20}; z + 10}. 
Весовые коэффициенты в функциях FI j, FII.а j и FII.б j (см. (3.1), (3.2) (3.4)) 
были установлены следующими: 
 I) I j1 = 1, I j2 = 0,01; 
 II.а) II.а j1 = 1, II.а j2 = 0,01, II.а j3 = 0,01; 
 II.б) II.б j1 = 1, II.б j2 = 0,01, II.б j3 = 0,001, II.б j4 = 0,001, II.бj5 = 0,001. 
Расчет производился на ПК с 4-ядерным ЦПУ IntelCorei3-4020, 1.50 ГГц. 
Результаты вычислений приведены в таблицах 1–3. Из них видно, что в за-
даче I -решение находится достаточно быстро. В задаче II.а и особенно в задаче 
II.б при 0 более 0,05 наблюдается существенный рост числа итераций. (Прочерк 
в таблице 3 означает, что метод не привел к решению в течении 200 сек). Это 
объясняется тем, что для функций FII.а,б с уменьшением  возрастает оценка L(). 
Однако, за конечное число шагов (когда оценка L() разумно велика) все же уда-
ется иногда отсечь существенное множество точек, в котором заведомо нет ну-
лей функции Fij, и таким образом сузить область Wi. Разумеется, объем вычисле-
ний также можно сократить, по возможности прибегая к распараллеливанию не-
которых частей алгоритма. В частности, это можно сделать при решении вспо-
могательных оптимизационных задач методом равномерного перебора. 
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Таблица 1. Результаты расчётов для задачи I 
M E  xN, м yN, м , ° , ° kобщ t, c 
M1 
E1 
0,1 2818,6 0,0 0,0 29,3 300 0,146 
0,05 2976,8 0,0 0,0 32,1 353 0,170 
0,01 3081,4 0,0 0,0 34,4 575 0,306 
E2 
0,1 1523,4 –152,1 –5,7 13,8 301 0,419 
0,05 1834,6 –91,4 –2,9 16,9 442 0,822 
0,01 2068,1 –20,6 –0,6 19,4 891 3,514 
M2 
E1 
0,1 2820,3 0,0 0,0 29,3 40 0,034 
0,05 2977,1 0,0 0,0 32,2 144 0,094 
0,01 3081,4 0,0 0,0 34,4 331 0,213 
E2 
0,1 2606,4 48,4 1,1 26,0 36 0,031 
0,05 2447,8 138,6 3,2 24,0 158 0,086 
0,01 2316,7 217,0 5,4 22,4 456 0,244 
 
Таблица 2. Результаты расчётов для задачи II.а 
M E  xN, м yN, м zN, м , ° , ° kобщ t, c 
M1 
E1 
0,1 100,0 0,1 58,0 0,1 31,0 1889 1,249 
0,05 100,0 1,8 65,4 1,0 34,1 4182 2,244 
0,01 102,0 2,1 72,1 1,2 36,1 26297 5,227 
E2 
0,1 108,7 –0,5 25,9 –0,3 14,3 614 1,073 
0,05 106,8 –1,0 31,4 –0,6 17,3 2444 1,495 
0,01 104,8 –0,3 35,9 –0,2 19,8 17619 8,854 
M2 
E1 
0,1 2730,7 0,0 48,3 0,0 29,3 8478 4,064 
0,05 2771,2 0,0 121,4 0,0 32,2 33069 12,750 
0,01 2803,2 –0,1 173,5 –0,0 34,4 213343 103,261 
E2 
0,1 2502,2 107,1 –8,6 2,5 24,4 27281 5,952 
0,05 2336,3 826,1 –4,3 19,5 24,2 244288 131,227 
0,01 2324,5 663,2 –2,8 15,9 23,4 313626 163,866 
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Таблица 3. Результаты расчётов для задачи II.б 
M E  xN, м yN, м zN, м , ° , ° kобщ t, c 
M1 
E1 
0,1 100,0 0,0 58,0 0,0 31,0 2748 9,753 
0,05 100,2 16,0 62,6 9,1 32,6 7308 14,240 
E2 
0,1 108,7 –0,5 25,9 –0,3 14,3 1072 11,303 
0,05 106,8 –1,0 31,4 –0,6 17,3 4258 11,179 
M2 
E1 
0,1 2730,7 0,0 48,3 0,0 29,3 12746 19,626 
0,05 - - - - - - - 
E2 
0,1 2502,2 107,1 –8,6 2,5 24,4 47995 88,068 
0,05 2437,0 145,7 –10,0 3,4 23,6 69230 121,723 
 
5. ПРИЛОЖЕНИЕ 
Приведем доказательства лемм и предложений из п.3. При этом, нигде 
особо не оговаривая, мы будем пользоваться неравенством треугольника и свой-
ствами функций максимума. Также нам понадобится следующая вспомогатель-
ная лемма. 
Лемма П. Справедливы включения  2 2 Lip ;kx y W   и 
  arcsin -Lip [0;1]; 0; /2x  , где  2 0; /2 1   , причём по норме 1  имеют ме-
сто оценки 
 2 2lip 2 ,x y   
  
1/2
2lip(arcsin ; ) 1 ( ) ,x

     
где ( )   – минимальный корень уравнения   2/2 arcsin 1 1       на от-
резке [0;1]  (или,что то же самое,– единственный корень этого же  уравнения на 
интервале [0;1)). 
Для краткости примем эту лемму без доказательства.  ■ 
Доказательство леммы 1. Для компонент функции g вида (2.6) справед-
ливы следующие очевидные оценки: 
    ,1 212111       ,1 212221   
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           
    
1 1 1 1 2 2 1 1 1 2 1 2 1 1 2 1 2
1 1 2 1 2
lip
max lip ;1 ,
g g g g g
g
                  
      
          1 2 1 2 2 2 2 1 2 1 2max lip ;1 .g g g               
Отсюда для самой функции g получаем 
          1 1 2 2 1 2 1 2 1 2; ; max lip ;lip ;1 ,g g g g             
т.е. Lip( ; )g   и     1 2lip( ) max lip ;lip ;1g g g  по норме 1 . ■ 
Доказательство леммы 2. Используя дифференцируемость функции 
arctg
y
x
, имеем оценку: 
      1 1 2 2 1 2 1 2
2
, , sup .
kx W
x y x y x x y y
x
       
Из соотношений (2.4), (2.9), задающих множества Wk, k  {I; II}, следует, 
что x   , стало быть, 
      11 1 2 2 1 2 1 2, , 2x y x y x x y y
       . 
Т.е. имеет место оценка (3.10). ■ 
Доказательство леммы 3. Для обеих (j  {1; 2}) функций  j вида (3.7) 
очевидно, что 
    
2 2 2 2
1 1 2 2
I 1 1 I 2 2 2 2
1
, , arcsin arcsin .
2
j j
x y x y
x y x y
v v
 
     
Применяя лемму П к выражению в правой части этого неравенства, полу-
чаем следующую цепочку неравенств: 
 
   
 
2 2 2 2
1 1 2 2
I 1 1 I 2 2 12 22
1
1
1 2 1 222
1
1 1
, ,
2 1 ( )
1 1 2
.
2 21 ( )
j j
x y x y
x y x y
v v
x x y y
v
  
       
   

      
 
 
Полагая 
1 / 2  при 10 2  , в итоге находим 
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        
1
2 2
I 1 1 I 2 2 1 2 1 2, , 2 1 (2 )j jx y x y v x x y y

         . ■ 
Доказательство предложения 1. 
Рассмотрим первую компоненту функции максимума в (3.1). Учитывая 
липшицевость функции g (см. лемму 1), а также вид компонент отображения 1
I jh

, имеем 
                  1 I 1 2 I 2 1 2 I 1 I 2; ; lip( ) .j j j jg N N g N N g N N N N             
Далее, используя липшицевость функции  (см. лемму 2) и 
-липшицевость функций  j (см. лемму 3), соответственно, получаем 
 
         
 
1 I 1 2 I 2
1 2 I 1 1 2 11 1
; ;
lip( ) lip( ) lip( , ) ,
j j
j
g N N g N N
g N N N N
     
        
 
где lip() и  I, 1lip ;j  , j{1;2}, определяются по (3.10) и (3.11), соответственно. 
Положив I 1 1 lip( )j g   , убеждаемся в -липшицевости первой компо-
ненты функции максимума в (3.1): 
 
         I 1 1 I 1 2 I 2
I 1 I 1 2 1
I 1
; ;
lip( ) lip( ) lip , .
lip( )
j j j
j j
j
g N N g N N
g N N
g
      
  
            
 
Вторая компонента функции максимума в (3.1), очевидно, липшицева с по-
стоянной равной I 2j . 
Таким образом, для функций I ( )jF N , j  {1; 2} будет иметь место оценка 
(3.12). ■ 
Доказательство леммы 4. Известно, что   arctg Lip ; /2; /2x    и 
lip(arctg ) 1x  , потому для каждой (j  {1; 2}) функции  j вида (3.8) имеем 
Арутюнова, Дуллиев, Заботин 
 
   
     
     
II 1 1 1 II 2 2 2
1/2
2 2 4 2 2 2 4 2 2 2
1 1 1 1 1 2 2 2
1/2 1/2
2 4 2 2 2 2 2 2 2
1 1 1 1 1 2 2
, , , ,
2 2
2 .
j jx y z x y z
x y v x y v z v x y v z
v v x y v z x y x y

 
  
          
        
 (5.1) 
Оценим по отдельности выражения, стоящие в правой части этого нера-
венства. 
Из соотношения (2.9), задающего множество WII, получаем 
  
1/2
2 2 1
1 1 .x y

   (5.2) 
      
1/2 1/2
2 2 2 2 2
1 1 2 2 1 2 1 22x y x y x x y y
 
        . (5.3) 
Поскольку функция t  при t ≥ 0 является -липшицевой с оценкой 
1lip( ; ) (4 )t     (см. [2, 4]), то 
         4 2 2 2 4 2 2 2 1 2 2 2 2 21 1 1 2 2 2 1 2 1 2 1 22 2 (4 ) 2 .v x y v z v x y v z x x y y v z z
                
Отсюда элементарно приходим к неравенству 
   
    
4 2 2 2 4 2 2 2
1 1 1 2 2 2
1 2
1 2 1 2 1 2 1 2 1 2
2 2
(4 ) 2 .
v x y v z v x y v z
x x x x y y y y v z z
       
         
 
Снова учитывая (2.9), получаем соотношения 
 II,x y  , 
2
IIv  , 0 <  ≤ x, 
с помощью которых находим  
      4 2 2 2 4 2 2 2 II1 1 1 2 2 2 1 2 1 2 1 22 2 ;
2
v x y v z v x y v z x x y y z z

             

 
  2 4 2 2 2 2 4 2 21 1 1 min2 2 .v v x y v z v v v z         
Подставляя найденные оценки (5.2)–(5.3) в (5.1) и полагая затем   
1 /  , 
окончательно получаем 
      2 1II 1 1 1 II 2 2 2 II 1 2 1, , , , (2 ) 2j jx y z x y z N N         . ■ 
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Доказательство предложения 2 проводится полностью аналогично дока-
зательству предложения 1. 
Доказательство предложения 3.-липшицевость первой компоненты и 
липшицевость второй компоненты вытекает из предложений 1–2. Липшицевость 
третьей и четвертой компонент следует напрямую из предположения о липши-
цевости функции H. Докажем -липшицевость пятой компоненты. 
Пользуясь известными оценками функции минимума [6] и указанной лип-
шицевостью функции H, находим: 
 
               
   
II 1 II, 1 1 II 2 II, 2 2
[0;1] [0;1]
3
1 2
[0;1]
1
min ; ; min ; ;
lip( ) max ,
j j
i i
i
H h N N r N H h N N r N
H e N e N
 


       
 
 (5.4) 
где N1(x1, y1, z1) и N2(x2, y2, z2) и  II II,( ) Pr ( ); ( ); ( )i i je N h N N r N    , i  {1, 2, 3}. 
Оценим каждое из слагаемых правой части неравенства (5.4). 
Пользуясь соотношениями (2.7) и тем, что   [0; 1], получаем 
    1 1 1 2 1 2
[0;1]
max e N e N x x

   ,    1 2 2 2 1 2
[0;1]
max e N e N y y

   , (5.5) 
   3 1 3 2 1 II, 1 2 II, 2 1 2
[0;1] [0;1]
max ( )tg ( ) ( )tg ( )max (1 )j je N e N r N N r N N z z
 
         . 
Для оценивания первого слагаемого в правой части последнего неравен-
ства воспользуемся доказательством леммы 4 и тем, что 
[0;1]
max (1 ) 1 4

   . Имеем 
      13 1 3 2 II 1 2 1[0;1]max (8 ) 1e N e N N N


       . (5.6) 
Подставляя оценки (5.5) и (5.6) в (5.4) и полагая затем = 1lip(H), полу-
чаем 
 
               
 
II 1 II, 1 1 II 2 II, 2 2
[0;1] [0;1]
1
II 1 2 1
min ; ; min ; ;
lip( ) lip( )(8 ) 1 .
j jH h N N r N H h N N r N
H H N N
 

       
     
 
Объединяя оценки компонент функции (3.4), окончательно приходим к 
(3.15). ■ 
