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Complementary variational principles are developed for linear equations in a 
function space and a variational-iterative scheme, based on these principles, is 
introduced for non-linear equations. 
1. INTRODUCTION 
In this paper we present a method of calculation for the solution of 
equations of the form 
where A is a linear operator, 4 belongs to some function space Q and f($) is, 
in general, non-linear. We consider first of all the special case where A is self 
adjoint and f(d) is a known constant function f: The theory which is 
developed in Section 2 also ‘involves further assumptions about A, namely, 
that its eigenvectors form a complete set for the Hilbert space considered. 
The theory is, however, a generalisation of the theory presented by Arthurs 
[ I] since we do not assume that A is positive bounded below but only that it 
does not have a zero eigenvalue. This assumption ensures that (1.1) is unique 
in the special case considered in Section 2. To deal with the general case a 
variational-iterative scheme is introduced which relies on the theory of 
Section 2. The convergence of the procedure is discussed and a method of 
accelerating the convergence analogous to Aitkins’ method for equations in a 
real variable is presented. As with any iterative method there is the problem 
of finding an initial approximation and this is discussed in Section 6. 
There have been many papers published recently on variational solutions 
of equations such as (1.1) and in particular Arthurs [2] summaries much of 
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this work. It is envisaged that this iterative scheme will only be a useful 
alternative when f(4) is so complicated that the elegant non-linear principles 
developed in (2) and elsewhere are intractable. 
2. BASIC THEORY 
Let Q be a real linear function space defined on a region V of E” with 
boundary 6V and let H denote the corresponding real Hilbert space formed 
by adjoining the inner product (ulu) for U, u E Q. Further, let T: D(T) E 
H -+ H be a self adjoint linear operator such that 
T$=.f (2-l) 
has a unique solution. This implies that T does not have a zero eigenvalue. 
We will further assume that T has a discrete spectrum so that the set 
B = ((Ai, $1)/n, E L@, $i E D(T), T#i = ni#i), (2.2) 
where 9 denotes the set of real numbers has a finite or a denumberably 
infinite cardinality and that the eigenvectors $i form a complete orthonormal 
set for H. The cases we have in mind in particular are when T is a 
completely continuous operator (also known as a compact operator) or a 
Sturm-Liouville differential operator. For T to be a compIe&ly continuous 
operator it is necessary and sufficient that for any set B, c H, where 2~ E B, 
implies that I( u I/ = (U 1 u)l’* is bounded, B, = { Tu, u E B, } is a compact set. 
In these cases T has a discrete spectrum. A general form for the 
Sturm-Liouville differential operator is 
Ty=--$ + q(t) Y7 a<t<b, yEC*[a,b], (2.3) 
wheere p is a differentiable function of t and q is a continuous function of t. 
The boundary conditions are 
a, y(a) + a2 y’(a) = 0, (0,O) # (a 1, a*) E .W X 9, 
and 
b,y(b)+b,y’(b)=O, (0,O) # (b, , b2) E 9 x 9. (2.4) 
This definition can be generalised further to the cases where 0 < t < 03 or 
-co < t < co by replacing the boundary con&ions by asymptotic 
conditions. These operators have a discrete spectrum and the extension of the 
corresponding Green’s function to L*[a, b] 2 Range(T) = C[a, b] is a 
completely continuous operator (see Ptyce 131). In practice, in addition to 
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satisfying (2.1), # will satisfy certain boundary conditions and initially we 
will assume that the domain of T, D(T), is defined so that u E D(T) =z= u = Q 
on 6V. In the case of asymptotic boundary conditions the equivalence 
relation “ = ” is replaced by “ N “. 
Consider now the functional 
J(@,A)=(@IT@)--(@If)+A(T@-flT@-f) (2.5) 
for arbitrary @J E D(T), A E 9. 
Writing @ = I,V + 6yl we obtain 
J(@, 4 = J(w + &‘, A) = Jo(v) + J,(w, 6~) + JAW 6w), (2.6) 
where J,, denotes terms of order n in 6~. Now 
Jl(v, 4~) = 2@vl TV -f) + 24Tw -ft Th’) (2.7) 
and we define y to be a stationary point of J(@, A) if 
J, (WY SW) = 0 (2.8) 
for all 6~. We note that if I,U = 4 then J,(#, 84) = 0. More generally if 
J,(I,v, &I) = 0 for all 6t,u we have 
(1 +AT)(Tv-j-)=0. (2.9) 
Writing TV -f = u then 
ATu=-u. (2.10) 
IfA=O then u=Oand w=). For AfO, 
Tu = -(l/A) u. (2.11) 
If T does not have an eigenvalue -l/A then u = 0 and again II/ = 4. Suppose 
that 
Tw=+ (2.12) 
for some o E D(T). Putting w = Q + u we have 
TI+v-f=Tv=o=-ATw. 
Since T does not have a zero eigenvalue we can conclude that 
v=Aw. 
(2.13) 
(2.14) 
409/83/l-6 
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This analysis shows that if -l/A is not an eigenvalue of 7’ then w = 4 is the 
unique stationary point of J(@. d); otherwise the stationary points are 
0 + Aw, where To = (-l/A)w. 
If we now consider Jz at a stationary point w we obtain 
J,(w, 6~) = 2(&P Thy) + 2A(T6~1 Thyj. (2.15) 
Since 6~ E H and the eigenvectors of T, Qii, form a countably complete set of 
orthogonal functions for H, then 
ijif=xaiQii. 
i 
Therefore 
J,(w, SW) = 2 x a;(& + Al;). 
i 
For J(@, d) to be a maximum principle we need 
J,(w, SW) < 03 
which implies 
/ii + AL; < 0. 
If we choose 
1 
A=A,<-12, 
for all i then J(8, A) is a maximum principle. Similarly choosing 
1 
A=A22-x 
(2.16) 
(2.17) 
(2.18) 
(2.19) 
(2.20) 
(2.21) 
for all i ensures that J(@, A) is a minimum 
point such that Cp = w = 4 + do we have that 
principle. At any &&nary 
49, 4 = -($ If). (2.22) 
Thus we have, for any @i, 0, E D(T), 
J(@,,A,) ~--(e,If>~Jt~,~A2). (2.23) 
Complementary bounds such as (2.23) can also be obtained in the case 
where T is only self adjoint on the space D,(T) c_ D(T) provided that D,(T) 
VARIATIONAL PRINCIPLES 81 
is dense in H. The particular case we are thinking about is the Sturm- 
Liouville equation where D(T) = C*[a, b] and D,(T) is the subset of D(T) 
for which the boundary conditions (2.4) are satisfied. Since Di(7’) is dense in 
H the eigenvectors of T restricted to Di(ZJ form a complete set for H. 
Suppose now we can find a fixed function w E D(T) such that w + y obeys 
the same boundary condition as d for all y E D, (7’). Then since D,(T) is 
dense in H, there exists y, E D,(T) such that 
y, ZE $4 - w. (2.24) 
Here the equality “ = ” denotes “converges in the mean” so that 
lI~+Yo-~lI=o~ (2.25) 
If we rewrite (2.1) as 
Ty,=f-Tw, (2.26) 
then for any @, , Q2 E D,(T) we have the complementary bounds 
(2.27) 
3. NON-LINEAR EQUATIONS 
We will now generalise the problem to deal with the equation 
T4 = f(4), (3.1) 
where Q E D(T) c H and f(() E H. In general f(4) will be a non-linear 
function of $. Consider the related equation 
TV,+ I =f@J (3.2) 
for fixed 4, E H. This is an equation of the type considered in Section 2 and 
we can form the complementary bounds: 
J(@,,~,) < -(W”+ll.mn)) 
(3.3) 
<J(@p,,~*)* 
We will define (,+ , to be a variational approximation to vn+, if 
J(B n+,,dA= Ez J(@vd,) (3.4) 
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or 
J(h + !. 4~ = I& J(@P, A,! (3.5) 
for 4,+I E S c D(T). Here 5’ is a subset of D(T) but not necessarily a 
subspace of D(7). In this way we can construct the sequence (#,} from a 
given d,,. In practice do must be in some sense an approximation to Q and we 
will return to the problem of choosing an appropriate &, in Section 6. 
If we subtract (3.2) from (3.1) we obtain 
(3.6) 
where 64, = Q - @,, and u, = t# + (1 - t) 4, E D(q for some t, 0 < t < 1. 
Here we have used Taylor’s theorem for expanding f(gln) about (a and the 
derivative, which is assumed to exist, is understood in the Frbchet sense. 
Putting 6~,,+ , = d - w,,+ , we have 
f%+, = croJ,)~#n. (3.7) 
Now #YP,,+~ =&4,+, and 
/1~$,+~11=11~~,+,+(~,+,-QI,+,)ll 
41~~,+J + ilh+, -h+d (3.8) 
G II T-III Ilf’~~Jll Il~hll + II vn+l - h,+,II, 
where 
II T- ‘a /I 
‘IT-‘II = ,$2l l(uI( ’ u E H. (3.9) 
This result assumes llf’(v,)lj is finite. Let 
II w n+ I - &I+ I I/ = & Il44tll~ E > 0, (3.10) 
and 
II T- ‘I/ ll.f’(~,Il = M; (3.11) 
then 
II44l.,II~ t~+~)ll~~,tl~ 
Thus the sequence will converge in the mean provided that 
M+&< 1. 
(3.12) 
(3.13) 
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rf-9,+1 is a sufficiently good variational approximation to vn + , , then E will 
be small. In some examples, however, ]lf’(t)Jl will be large and we can 
adjust the procedure by replacing (3.1) and (3.2) by 
V = 0 + b(.f@) - V> (3.14) 
and 
W nt 1 = V, + WV,) - V,J (3.15) 
where b is a real parameter. We now have M replaced by M,, where 
Ml = I/( 1 - b) I + bT- ‘f’(v,)fl. (3.16) 
The value of the parameter b can be adjusted to improve the convergence of 
the sequence (4,). If the sequence does converge, this theory provides a 
variational-iterative solution for (3.1). 
4. FURTHER GENERALISATIONS 
Consider the more general equation 
4 =m)T (4.1) 
where A : D(A) c H -+ H is not necessarily self adjoint and where 4 satisfies 
certain boundary conditions on 6V. Consider any operator T which is self 
adjoint on D(T) c D(A) such that D(T) is dense in H. Further let o E D(A) 
be a fixed function such that o + y satisfies the same boundary conditions as 
$ for any y E D(7). We may rewrite (4.1) as 
Ty=f(o+y)-Tw-L@+Y) 
= F(Y), 
(4.2) 
where A = T + L. The theory of Section 3 can now be applied directly. 
5. ACCELERATION OF THE CONVERGENCE 
The convergence of the sequence (#,} can be improved subject to some 
further assumptions by a method analogous to Aitkins’ method for the 
acceleration of convergence of the sequence 
X n + 1 = Fkl), (5.1) 
where xi are real numbers and F(x) is a real function. 
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Consider three successive functions in the sequence #,,-, , $“, and (b,+ , 
applied to the most general problem considered in Section 4. Now 
so that 
and 
T&n+, = F’(qi) 84, + rn+1 (5.4) 
T+n =F’@)&L, +vn1 (5.5) 
where 
II ?ill = 0(ll&L- 1 112> = W2). (5.6) 
This result relies on a Taylor expansion and is based on the assumption that 
f”(v) exists for v E D(T). We can rewrite (5.4) and (5.5) as 
and 
T~,+,=F’(~)~~,-T(w,+~-~,+,)+O(~‘) (5.7) 
TM, = F’W %-, - TOY,, - 9,) + W2). (5.8) 
We further assume that the variation approximations are accurate so that 
and that the sequence has converged sufficiently so that 6 is small. From 
(5.7), (5.8), and (5.9) we deduce that 
(~,-,lT6gi,+,)-(~#,lT~~,)=O(~‘). (5.10) 
Writing 4 = 6 -t- $,+ I in (5.10) we obtain 
(ThL + A+, -2#,)-(~,-~,+,lI;I~,-~,+,))=U(6'). (5.11) 
We may now choose any function $,,+ z so that 
(T&+~lb + hit -2~,)-(~,-~,+,/T(~n-BL,+,))=0, (5.1-Z) 
and take 
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This scheme is particularly useful if we wish to extend the set S, from which 
the trial functions are chosen, to S, 2 S. In such a case 4, + z can be chosen 
from S, - S. 
6. THE CHOICE OF q& 
Let H, be an Hilbert space defined on 0 with inner product denoted by 
(u, U) such that u E H, Z- u E H. We can use H, (which may, of course, be 
identical with H) to form an initial approximation to the solution of 
4 = f(9)* (6.1) 
We make the usual definition 
Ilull, = (u, uy*. (6.2) 
Consider any set S 5 D(A) n H, . We may choose #,, E S such that 
where 
We are thinking in particular of the case where for a fixed w E D(A) n H, 
s= {awJaE9}. (6.5) 
In this case 
N(Q) = g(a), (6.6) 
where g(a) is a real function of a and #O is found by finding the stationary 
points of g(a) and examining their nature. 
7. CONCLUSION 
We have obtained a variational-iterative scheme for solving (1.1) which is 
extremely flexible and provides a useful alternative to the usual variational 
schemes for the solution. If we rewrite (1.1) as 
86 
and if 
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(7.2) 
can be solved then this method may be used as a perturbative correction to 
obtain the solution. 
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