Parallel applications can benefit greatly from massive computational capability, but their performance suffers from large latency of I/O accesses. The poor I/O performance has been attributed as a critical cause of the low sustained performance of parallel computing systems. In this study, we propose a data layout-aware optimization strategy to promote a better integration of the parallel I/O middleware and parallel file systems, two major components of the current parallel I/O systems, and to improve the data access performance. We explore the layout-aware optimization in both independent I/O and collective I/O, two primary forms of I/O in parallel applications. We illustrate that the layout-aware I/O optimization could improve the performance of current parallel I/O strategy effectively. The experimental results verify that the proposed strategy could improve parallel I/O performance by nearly 40% on average. The proposed layout-aware parallel I/O has a promising potential in improving the I/O performance of parallel systems.
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aflop range [43] . However, while computing resources are making rapid progress, there is a significant gap between processing capacity and data-access performance. Due to this gap, although processing resources are available, they have to stay idle waiting for data to arrive, which leads to a severe overall performance degradation. Fig. 1 shows the number of CPU cycles required to access cache memory (SRAM), main memory (DRAM), and disk storage [6] . It can be seen that the number of cycles for accessing storage is hundreds of thousands of times larger. This trend is predicted to continue in the near future. In the meantime, many scientific and engineering simulations in critical areas of research, such as nanotechnology, astrophysics, climate, and high energy physics, are becoming more and more data intensive [28] . These applications contain a large number of I/O accesses, where large amounts of data are stored to and retrieved from disks. However, the disparity of technology growth is causing a gap between processor performance and storage performance that has been increasing over the last few decades. This poor I/O performance has been attributed as the cause of low sustained performance of existing parallel computing systems.
Data layout describes how data is distributed among multiple file servers. It is a crucial factor that determines the data access latency and the I/O subsystem performance for parallel computing systems. The recent works in log-like reordering of accesses and intermediate library of rearranging accesses [2] [25] have demonstrated the importance and significant potential of arranging data accesses in a proper manner. However, historically, parallel I/O middleware and parallel file systems, two critical components to provide high data-access bandwidth for parallel systems, are developed separately with a separated modular design in mind. This separation enhances the transparency between different parallel I/O components at distinct layers and eases the software implementation. Nev- ertheless, this separation can lose the potential optimization opportunity that could benefit the overall performance of parallel I/O systems. For instance, the collective I/O, one of the most important optimization strategies in parallel I/O, often relies on the logical layout of file accesses from multiple processes, other than the physical data layout on file servers, because of lacking data layout information. On the other hand, it is the parallel file system that determines the physical layout of data among multiple file servers and thus determines the access latency and concurrency. With aware of such layout information, the overall parallel I/O system could perform better. However, the current parallel I/O strategy does not explore such layoutaware optimization well.
In this study, we argue that it could be beneficial if we have such a layout-aware parallel I/O optimization to get a better integration of parallel I/O middleware and parallel file systems. We propose to consider the physical data layout and data locality into parallel I/O strategy, and thus have a better matched I/O. We exploit the layout-aware optimization in both independent I/O and collective I/O, two forms of I/O that are widely used in parallel applications. The rest of this paper is organized as follows. We first review important related works in parallel I/O optimization in Section 2. Section 3 introduces the idea and the design of the layoutaware parallel I/O strategy, including both independent I/O and collective I/O. Section 4 presents the experimental results of the proposed strategy. Section 5 concludes this study and discusses potential future work.
Related Work
While a layout-aware parallel I/O optimization is innovative, there are numerous studies that have focused on improving I/O access performance at various levels. At the hardware level, disk bandwidth has only improved at a very slow pace, while the capacity has been increasing rapidly to Peta-bytes. Research in software optimizations can be roughly classified into the areas of runtime I/O libraries [5, 19, 21, 36, 40, 41] , parallel file systems [7, 10, 30, 37, 44] , caching, prefetching and data distribution strategies [1, 9, 12, 15, 16, 20, 22-24, 26, 27, 29, 31, 34, 38, 39, 44] .
Parallel I/O Runtime Library and File System Optimizations
There has been a significant amount of research effort in optimizing I/O performance using runtime libraries, such as collective I/O [19, 40] , two-phase I/O [5] , extended two-phase I/O [41] , data sieving [40] , server-directed I/O [36] and disk-directed I/O [21] . These strategies collect and merge small requests into larger requests at the I/O client/middleware/server level.
Parallel file systems, such as Lustre [10] , GPFS [37] , PanFS [30] , PVFS [7] , and PPFS2 [44] , enable concurrent I/O accesses from multiple clients to files. All these file systems provide high bandwidth for large, well-formed parallel I/O requests, but perform relatively poorly on other less-ideal access patterns. PPFS2 [44] offers better runtime optimization compared to other file systems. However, the optimizing techniques in parallel file systems lack aggressiveness in reading, writing, and moving data around fast enough to avoid severe performance bottlenecks.
Parallel I/O Caching and Prefetching
Many research efforts have been devoted at caching optimizations for parallel I/O, such as collective buffering [31] , active buffering [29] , and collective caching [26] . Patterson et al. [34] , Kuenning et al. [24] , Griffioen and Appleton [15] proposed prefetching strategies using compiler, runtime, and access pattern information.
Various pattern-based file prefetching methods have been proposed [1, 16, 27, 44] to improve I/O performance of applications with regular data access. Many other I/O prefetching strategies have been proposed in both heuristic prediction based approaches and speculative execution based approaches. Prediction algorithms, such as One-Block-Lookahead (OBL) prefetching, sequential prefetching [12] , stride prefetching [14] , Markov prefetching [20] , and distance prefetching [22] [45] . PPFS2 [44] offers runtime optimization for caching, prefetching, data distribution, and sharing. Recently, a more aggressive pre-execution based prefetching [8] , where a prefetching thread runs ahead of main computing thread to prefetch data, was introduced. Besides, a signature based prefetching with post-execution analysis and runtime adjustment was introduced in [3] .
Data Layout and Access Optimization
In parallel file systems, file data is distributed among multiple I/O servers and disks to provide higher degree of parallelism. Parallel file systems, including Lustre [10] , GPFS [37] and PVFS2 [7] , implement a simple striping data distribution function, that data is distributed using a fixed block size in a round-robin manner among available I/O servers and disks.
Considering applications' access information and data layout information on file servers to optimize accesses is possible at various levels including application level, middleware level, and file system level. At application level, many techniques [23, 38] have been developed for accessing data in a way that improves disk access parallelism by modifying application code. The problem is that these strategies are not transparent to developers and often introduce extra programming burden. Library-level optimizations [4, 40, 42] , such as data sieving and two-phase I/O, are helpful in reducing the number of requests to the file system. However, as demonstrated in this study, when combined and optimized with physical layout information of file systems, we can achieve an even better result. The data layout optimization at file system level primarily focuses on providing variant data distribution strategies for a variety of I/O workloads and user requirements. For instance, PVFS2 [7] uses simple striping by default, and provides two more data distribution strategies called variable striping and two dimensional striping [33] . There also exist numerous studies that utilize data layout information to optimize caching and prefetching strategies in sequential I/O research domain, such as Diskseen prefetching [13] and DULO buffer cache management scheme [18] . While many optimizations exist, there lacks sufficient study that investigates a better integration of parallel I/O middleware and parallel file systems, two major components of parallel I/O systems. In this study, we demonstrate the potential and real benefits of a better integration, layout-aware parallel I/O strategy, with the goal of improving disk access performance and task parallelism for reducing overall execution time of applications.
Layout-Aware Parallel I/O Design and Methodology
In this section, we present the idea and the prototype design of the data layout aware parallel I/O strategy. We first briefly review the independent I/O and collective I/O, two major forms of I/O that are used in parallel applications. We assume parallel applications are written in MPI (Message Passing Interface) in this study. We then introduce the proposed strategy that fosters a better integration of layout awareness to parallel I/O to explore physical locality and reduce contention better.
Independent I/O and Collective I/O
Independent I/O is a straightforward form of I/O and is widely used in parallel applications. This form of I/O can be called independently by an individual process or any subset of processes of a parallel application. It is different from the case that all processes within the communicator that is associated with the file handle carry out I/O requests together. In the context of this study, the independent I/O refers to the MPI-IO noncollective function family. The advantage of independent I/O is that users have the freedom to perform I/O for each individual process or any subset of the processes that open the file. However, the disadvantage is that the implementation has no idea of what other processes might do and therefore have to service the I/O requests of each process individually. This shortcoming loses the opportunity that optimizes the I/O performance with the knowledge of other processes. The independent I/O can be implemented directly with I/O system calls depending on specific file systems.
For many parallel applications, even though each process may access several non-contiguous portions of a file, the requests of multiple processes are often interleaved and may constitute a large contiguous portion of a file together [40] . In order to achieve better I/O performance, a group of processes may cooperate with each other in reading or writing data in a collective and efficient way, which is known as collective I/O. The collective I/O is a general idea that exploits the correlations among accesses from multiple processes of a parallel application and optimizes its I/O accesses. It can be applied at many levels, such as disk level [21] , server level [36] or client level [40] . In this study, we focus on parallel I/O middleware level. The collective I/O has been well implemented in the most popular MPI-IO middleware implementation, ROMIO [40] . If the user chooses collective I/O semantics and provides the entire access information of a group of processes to the underlying MPI-IO middleware, the MPI-IO implementation can improve I/O performance significantly by combining the requests of different processes and servicing the combined aggregate requests. The most popular method of implementing collective I/O is a two-phase strategy [35] (and its extension -a generalized two-phase I/O [41] ). This strategy carries out collective I/O with separated I/O phase and data exchange phase (or communication phase). Fig.  2 shows an example of two-phase collective I/O read. In this example, we assume all processes participate in the I/O phase (the processes participating I/O phase are termed as aggregators and the number of aggregators can be specified by users) and each process (also aggregator) has sufficient memory for temporary buffer. The two-phase I/O implementation has a firstround communication to let each aggregator knows the aggregated span of the I/O requests of all processes. The implementation then partitions the aggregated span of requests into multiple file domains with each aggregator responsible for carrying out I/O requests for its own file domain. This phase is called the I/O phase. In the data exchange phase, each aggregator sends data to the requesting processes, and each process receives its required data from corresponding aggregators that fetch the data on behalf of it.
Independent I/O with Layout Awareness
Although the independent I/O is simple and straightforward, the current strategy is not optimal. Due to the independent nature, the existing independent I/O strategy in parallel I/O merely utilizes the underlying file system calls without the consideration of other processes. However, in this study, we argue that the ignorance of other processes could destroy the locality of requests from each individual process. The reason is that all these processes compete with each other to be serviced, which essentially damages the locality and hurts the overall performance, as we know that the request of a specific process usually has strong locality (i.e., the principle of locality). Without considering the accesses from other processes for the independent I/O, we not only lose the potential benefit of collective I/O, but also deteriorate the I/O performance if without considering the data layout and locality well. 3 demonstrates a scenario where 128 processes of a parallel application issue independent I/O requests simultaneously to four I/O servers. This scenario is quite common in real applications, such as in application-level checkpointing/restart. The result of such a parallel I/O strategy is that all processes compete with each other and destroy the locality of each process's request. For instance, it could happen that one I/O server (IOS#0) serves the partial request from P1 first, then interrupted by Pi and serve the request from Pi partially, followed by the interruption and serving the request from P0 and P127 partially too (note that the requests from other processes are omitted here). Similarly, it could happen to other processes too that the requests from these processes compete with each other and are serviced without considering physical layout. Such an existing form of independent I/O of parallel applications can lose the benefit of physical data locality considerably. With data layout awareness, the request from a specific I/O client process is serviced continuously in whole instead of being interrupted randomly by other processes. The layoutaware independent I/O exploits better locality, reduces the performance loss due to the access contention and thus improves the I/O performance.
We propose to consider physical layout for the existing parallel I/O strategy, as shown in Fig. 4 . In this new form, the request from a specific process is serviced continuously in whole, instead of interrupted randomly by other processes. The advantage of this newly optimized strategy is that it considers the physical locality and avoids the interruption caused by the contention from other processes. Though this strategy does not combine and optimize accesses with other processes as the collective I/O does, it avoids and reduces the performance loss due to the contention of other processes. Thus it can improve the performance effectively too as the experiments demonstrate. There might exist two concerns for this new strategy. The first concern is that this approach may result in serialized accesses to I/O servers. The second concern is that this strategy may result in imbalanced response time for different processes (or fairness concern). Note that the total response time, or the time-to-solution, is what users really care for a parallel application. As the experimental testing shows, the total execution time of a parallel application can be considerably improved with the new layout-aware strategy, even though the response time for individual processes are not well balanced. In addition, such an optimization strategy is devised from the perspective of the data layout on each single disk. It also works in an environment where each I/O server has multiple disks. In this case, the new strategy can still benefit from the parallelism provided by multiple disks within a server or across servers. Furthermore, in order to reduce the imbalance and avoid I/O serialization, we decouple the network communication and I/O operations. As shown in the experiments , the decoupled approach can achieve an even better result together with layout-aware optimization.
Collective I/O with Layout Awareness
Collective I/O combines the requests and issues the aggregated request via aggregators on behalf of all processes. In addition to applying the same idea in independent I/O into aggregators to exploit better locality and reduce contention, we apply an additional dimension of layout awareness optimization in collective I/O when the file domains are partitioned and the requests are carried out.
As we have discussed in previous sections, a separated design of parallel I/O middleware and parallel file systems makes the current collective I/O strategy lacking the physical data layout information. Specifically, the calculation of the span of the combined I/O requests and the creation of the file domains are based on logical partitions, not physical layout that actually determines data access latency. Even though the file domain that each aggregator is responsible for carrying out I/O requests is logically contiguous, it does not guarantee physically continuity. The ignorance of the physical layout is subject to limit the performance improvement space of collective I/O. We demonstrate that it would be beneficial by the incorporation of layout awareness into collective I/O. We propose to integrate the physical layout information of data distribution among servers and rearrange file domain's partition and the requests from aggregators in a fashion that matches the physical layout on servers. Fig. 5 illustrates the idea of such a collective I/O strategy with layout awareness. In Fig. 5 , we illustrate the details of the existing collective I/O operation example and the physical layout of requested data (distinguished by the logical block number, i.e. LB#) on file servers. The file server number, i.e. S#, represents which file server the requested data reside on. Since the proposed strategy focuses on optimizing the I/O phase of the two-phase I/O strategy, we omit the details of communication phase here. The data layout strategy of file servers is assumed to be the most common roundrobin mechanism. The proposed new collective I/O strategy rearranges the partitions of file domains and the requests of aggregators in a way that the requests are physically contiguous as much as possible, not only logically contiguous, as shown in Fig. 5 . This example demonstrates that we rearrange requests of aggregators to have each aggregator accesses data on file servers contiguously, and multiple aggregators can access file servers concurrently. The data layout information can usually be obtained from the API provided by the underlying parallel file systems. For instance, PVFS2 provides the interface to inquire the data layout on file servers [7] [32] . Note that the rearrangement here is to change the requests that each aggregator carries out on behalf of the processes, or the way the aggregators access data. The rearrangement does not exchange data themselves among aggregators. The communication overhead involved in the proposed design is low, not as exchanging data among aggregators, especially for large I/O requests. 
Experimental Results and Analysis
We have performed experimental tests with the proposed layout-aware parallel I/O strategy for both independent I/O and collective I/O operations with several benchmarks and one user-level checkpointing/restart application. We first briefly describe the experimental environment and then present the experimental testing results.
Experimental Setup
Our experiments were conducted on a 65-node Sun Fire Linux-based cluster. This cluster is composed of one Sun Fire X4240 head node, with dual 2.7 GHz Opteron quad-core processors and 8GB memory, and 64 Sun Fire X2200 compute nodes with dual 2.3GHz Opteron quad-core processors and 8GB memory. The head node has 12 500GB 7.2K-RPM SATA-II drives configured as RAID-5 system. Each compute node has a 250GB 7.2K-RPM SATA hard drive. All 65 nodes are connected with Gigabit Ethernet. In addition to the ethernet interconnection, a subset of 16 client nodes and the head node are also connected with 10Giga-bit InfiniBand interconnection. The experiments were tested on MPICH2-1.0.5p3 release and PVFS 2.8.1 file system. We varied PVFS2 system configurations to test the performance under different scenarios.
Experimental Results and Analysis of Independent I/O with Layout Awareness
The first set of experiments is to compare the performance of layout-aware independent I/O with the existing independent I/O strategy. In order to better understand the performance improvement of the proposed strategy, we distinguish two different cases of the layout-aware strategy. The first case is layout-aware reordering optimization only, which means we only apply layout awareness to all processes but do not decouple communication and I/O. The second case is a complete optimization strategy with both layout-aware optimization and communication and I/O decoupling. In this set of experiments, we tested on the InfiniBand subset cluster. We configured PVFS2 system with four I/O server nodes and eight client nodes. Fig. 6 demonstrates the results of the layout-aware strategy and the normal parallel I/O strategy for a userlevel checkpointing application. In this application, all processes follow a coordinated checkpointing protocol by reaching a global consistent state first, then issue application-level checkpointing by writing the runtime data into persistent data storage. We vary the number of client processes to test the performance under different scenarios, but keep the same total image size of the whole application in all cases. For instance, the first group of three bars in the figure represents the case with 8 processes and each process writes an image of 2000MB. As can be observed from the figure, even though the total amount of I/O requests is the same for all cases, the execution time was increased when the number of processes increased. This time increase is primarily due to the contention from multiple processes and the degraded locality because of the contention. With the complete layout-aware reordering and communication and I/O decoupling, the execution time was decreased by 35.2% on average. In this case, the communication and I/O decoupling contributed considerably to the overall performance, while the strategy with only layout-aware reordering decreased the execution time by 7.61% on average. Furthermore, we can observe that the complete proposed optimization strategy can achieve stable performance under various cases, which clearly demonstrates that the layoutaware optimization exploits better physical locality and reduces contention considerably. In addition, we can observe that the benefit of the optimized strategy increased as the system size scaled up. For instance, the performance speedup with the complete optimization strategy was 24.3%, 33.2%, 38.9%, 38.4% and 41.2% respectively when we tested with 8, 16, 32, 64 and 128 processes. This is a great merit of the proposed strategy, as it is scalable and can achieve better performance speedup when the system size is increased. 4.3.1. Synthetic Benchmark. We have coded a synthetic benchmark in which each process does strided reads but the aggregated requests of all processes are sequential reads over the file. We performed a series of tests on the Sun Fire cluster to compare the performance of layout-aware collective I/O and the original one. The total size of the data accessed by all processes are 128MB, 320MB, 640MB, 800MB and 4000MB respectively. The results are shown in Fig. 8 with both current collective I/O strategy and the optimized strategy with layout awareness. It can be observed that the optimization strategy with layout awareness could have a considerable impact on the performance of parallel I/O system. The performance variation and the performance improvement was up to 48.8% and 38% on average. Fig. 9 reports the testing results with IOR-2.10.2 benchmark from Lawrence Livermore National Laboratory [17] . In these experiments, we performed the test with 64 processes on 32 client nodes (client nodes are separate from I/O server nodes). We performed both sequential reads/writes and random reads/writes tests, and varied the file size. As can be seen from these results, the layout-aware strategy can affect the IOR benchmark testing performance considerably. The layout-aware strategy could improve the I/O bandwidth up to 74%, 38%, 112% and 28% for random reads, random writes, sequential reads and sequential writes, respectively. The average potential improvement of layout-aware strategy with different file sizes was 40%, 23%, 45% and 16% for random reads, random writes, sequential reads and sequential writes respectively.
IOR Benchmark.

Conclusion and Future Work
Poor I/O performance has been a bottleneck in many parallel computing systems and data-intensive highend/high-performance computing applications. In this study, we propose a new layout-aware I/O strategy to optimize parallel I/O performance and foster a better integration of parallel I/O middleware (independent I/O and collective I/O) and parallel file systems (data layout information). While both of the parallel I/O middleware and parallel file systems technologies have made their success, little has been done to investigate a layout-aware parallel I/O strategy and a better integration of these two parallel I/O subsystems to improve the overall performance.
The contribution of this study is three-fold. First, we demonstrate that it could be beneficial to integrate layout awareness to parallel I/O strategy. Second, we propose a new layout-aware parallel I/O optimization strategy and exploit this optimization strategy for both independent I/O and collective I/O. Third, as the experimental results demonstrate, the layoutaware optimization can clearly improve the parallel I/O system performance. The proposed optimization strategy can exploit physical data locality and reduce contention better than the existing parallel I/O strategy. Parallel I/O systems have been designed as oneset-for-all and have been static. There is a great need for research into next-generation parallel I/O architectures to support data layout awareness, applications' access characteristics and intelligence. Although our current research effort is just one step toward the goal of an intelligent next-generation I/O architecture, our prototyping system has demonstrated the great potential in improving parallel I/O access performance via layout awareness optimization. In the near future, we plan to continue our current research investigation, especially the investigation on layout awareness and access awareness optimizations, to further improve parallel I/O system performance.
