INTRODUCTION
Let ~(4 t3=CIz+PI~2~aBxnP be a real quadratic polynomial of (4 OeR2'. Let P~(.G 5)=CI.+/II=2 u,~x"<~ be the second order part of p(x, 5) and P((x, r), (JJ, 4)) be the polarized form of p2(x, <). Let a( ., .) be the standard symplectic form on R2". F is the Hamiltonian map of pZ defined by a((~, 5), F(y, q))= P((x, 0, (y, q)) and tr+p, is defined as the sum of the positive eigenvalues of -i. where U, = u", u2 = i(u -xu') and u E 9'(Rn) is real-valued and not identically equal to zero. In this paper we will study the positivity of systems of operators with the symbol The main result of this paper is the following theorem. and L2 is a convex closed subset of R2, symmetric with respect to both the X and the Y axes (Fig. 1 ). The precise definition of ~2 will be given in Section 3.
In particular, the positivity of pl'(x, D) depends only on ((ud)l", (bc)1'2, a). The following corollary is a consequence of the fact that {(x,y):x2+y2Q2} is a proper subset of Q. COROLLARY 1.1. cx* 6 4(abcd)"* is a sufficient but not necessary condition for p"'(x, D) to be positive. SinceSZn{(x,y):Ixl+lyl=2}={(1,1),(1,-1),(-1,1),(-1,-1)},we obtain the following corollary. Hormander's example is of course just a special case of Corollary 1.2. The proof of Theorem 1.1 will be given in Sections 3,4 and 5. Section 2 contains some definitions and lemmas that will be needed.
HERMITE FUNCTIONS AND INFINITE HERMITIAN MATRICES
Let H,(X) = ( -1)" e-'*(d"/dx") e@, n = 0, 1, 2,..., be the Hermite polynomials. The Hermite functions a,(x) = (~'VZ!(~)~'*) ~ 'j2 e-("2)"2H,,(~), n = 0, 1) 2 )...) form an orthonormal basis of L*(R).
From the well-known formulas [2] it follows that 2xH,(x)=H,+,(x)+2nH,-,(x)
where D = -i(d/dx) and (r _ 1(x) = 0.
The following lemma is a direct consequence of the previous formulas. Remark 2.1. If A 3 0 and T is an infinite matrix with the property that TV has finitely many non-zero components whenever v has finitely many non-zero components, then T*ATb 0.
We are particularly interested in band matrices of the form a;, b, E R, a, > 0.
The following lemma is obvious. The sufficiency is a well-known theorem in linear algebra. The necessity will be proved by contradiction. We know that BaO 
If we let W= UV, where U is the unitary operator in Lemma 3.3, then W*q"'(x, D) W has the desired representation.
Q.E.D. Q.E.D.
Let [, = ((2n + 1)(2n + 2)/(4n + 1)(4n + 5))"* and q,, = ((2n + 2)(2n + 3)/ (4n + 3)(4n + 7))"* for n = 0, 1, 2 ,.... If we write out the components of F,, Go, F2, G2,..., we see that the first matrix is equal to the following one: Part (ii) is proved similarly. Part (iii) follows from writing down the determinant of the first 3 by 3 block in N(x, y) and Lemma 2.3.
Q.E.D.
From now on we will assume that 0 <Y' < 15/4 and 0 <x2 < 5/2. Consequently 1 is strictly greater than [2nx2 and c2,,+, y2, for n = 0, 1, 2 ,.... Let is a convex set, we can deduce from the information above that it is exactly the set {(x, Y): 1x1 + lyl < 2).
Q.E.D. Proof. If (x, y) E cJ, then by considering submatrices far away we see that M(x, y) z 0. Therefore Q c {(x, y): 1x1 + lyl < 2) by Lemma 4.1.
In order to state a sufficient condition for (x, y) to be an element of Sz, we introduce the following Mobius transforms. 7',(z) = 1 -ii,+, y'/ (1 -g, x2/z), n =o, 1, 2,....
Let rn = 1 -<$,+ 1 y2, 6, = ($,x2 and yn = [:,x2/(1 -[:,,+ I y'), for n = 0, 1) 2 )... . Then T,(co)=t,, 7',(6,)=00, T,(y,)=O, 6,<y,, and 1 -[&x2/z > 0 for z > 6,. (r"} is an increasing sequence with limit 1 -y2/4. . Also, (4k + 6)x2/(8k + 13) + (4k + 7)(4k + 8) y2/(8k + 13)(8k + 17)< (x2 + y2)(4k + 6)/(8k + 13)< (8k + 12)/(8k + 13)< 1, which implies y k + l d (4k + 5)/(8k + 9). Hence the inequalities hold for all n and therefore (x, y) E I2 by Lemma 4.2.
We still have to consider the case 0 <x 6 y (hence x 6 1). This time we are going to prove by induction that T, . .. T,( 1) 2 (4n + 5) x2(8n + 9) 3 Y ?I + I ' T,( 1) 2 5x2/9 if and only if (1 -5x2/9)( 1 -2x2/5) -3 .4. y2/(5 .9) 2 0. On the other hand, (l-5x2/9)(1-2x2/5)-3.4.y2/(5.9) > (1 -5x2/9)( 1 -2x2/5) -3.4. (2 -x2)/(5. 9). Therefore T,( 1) 2 5x2/9 by the case k = 0 in Lemma 4.3. Also, 7113 > 7.8. y2/( 13.17) implies 1-7~8~y2/(13~17)~6/13,whichinturnimpliesthaty,=(5~6~x2/9~13)/ (l-7.8.y2/13.17)<5x2/9.
Assume that the inequalities hold for n = 0, l,..., k -1. T,. . T,( 1) = 1 -i:k+,y'lU -i:k~~l(Tk~,...To(l))) 2 1 -i:k+ly21(1 -&x2/ ((4k + 1) x2/(8k + 1 ))), by the induction hypothesis. By Lemma 4.3, (1 -(4k + 5) x2/(8k + 9))(1 -(4k + 2) x2/(8k + 5)) -(4k + 3)(4k + 4) y2/(8k + 5)(8k + 9) 2 (1 -(4k + 5)x2/(8k + 9))(1 -(4k + 2)x2/(8k + 5)) -(4k + 3)(4k + 4)(2 -x2)/(8k + 5)(8k + 9)>0, which implies that Tk... T,,(l) > (4k + 5) x2/(8k + 9). Also, (4k+7)/8k+ 13)2 (4k + 7)(4k + 8) y2/(8k + 13)(8k + 17) implies 1 -(4k + 7)(4k + 8) y**/ (8/~+13)(8k+17)2(4k+6)/(8k+13), which in turn implies that yk+i> (4k+ 5) x2/(8k+9). Hence the inequalities hold for all n and therefore (x, y) E Sz by Lemma 4.2.
From Proposition 4.4 we know that the points (1, 1 ), (1, -1 ) , ( -1, 1) and (-1, -1) belong to SZn ((x, y): 1x1 + lyl = 2). We want to show that they are the only points in the intersection. u3= -pop1/S152= -(1.3.9/2*4)"*. It is obvious that UE 1' and (Au), =0 for 1 < k<n -1. Also, (Au),= (-l)'-" v; (nlj)(pj5j) for j> n. It is easy to see that there exists a constant C such that 0 < Rk d C/k4, for k = n, n + l,.... Therefore Crzn R, = 0( l/n').
XT"=, (-l)k+'/(k(k + 1)) = (-,)"+I C,Eo 2/((n + 2j)(n + 2j)(n + 2j + l)(n + 2j + 2)) = (-1)""/(2n*) + O(1/n3). The proof is now complete.
Combining Lemmas 4.5 and 4.6, we obtain the following corollary. Finally, we want to estimate vi.
LEMMA 4.7. vi = U(n'/*).
Proof
The proof is completed by an application of Stirling's formula n! -(27m)"2.,~~,~"(1 + 1/12n+ ... ).
We are now in the position to prove the next proposition.
PROPOSITION 4.5. Q n {(x, y): 1x1 + lyl = 2) = ((1, l), (1, -l), t-1, -11, C-1, 1)).
Proof By Proposition 4.1, we may assume that x + y = 2. From the discussion above, we know that (N(x,y) 
Therefore N(x, y) cannot be positive unless x = 1, in which case we also have y = 1.
We can also use the vector u to show that Sz is separated from the boundaries of {(x, y): 1x1 + IyI 6 2) by smooth curves with positive curvature. Let For the second sum, we have
by Lemma 4.7.
The proof for odd n is similar. Q.E.D. For y # 1, there exists C, > 0 independent of y such that C,/( 1 -y)' < n implies I, < j y -1 l/4. There also exists C, > 0 independent of x and y such that C,( 1 -y)" I2 < 11 -y1/4, if n < 2C,/( 1 -y)'.
Therefore if x+~-2=C,(l-y)~ and C,/(l-~)~<n<2C,/(l -y)', then (N(x,y)v,v)=((l-y)(-l)"b,+Il-yl/2.
When (l-~)~is small, we can find both odd and even n to satisfy C,/( 1 -y)' < n < 2C, /( 1 -Y)~. Since b, > f for all n, by choosing a proper parity for n, we have (Nx, Y) 0, v> -co.
Hence for y close to 1, (1, 1) is the only point on the curve x + y -2 = C,( 1 -y)" that also belongs to 52. By the convexity of 52, x + y -2 = C,( 1 -v)" separates a from x + y = 2 near (1, 1).
PROOF OF THEOREM~.~
We may now prove Theorem 1.1 in two steps. In the first step we assume a, b, c, d> 0. From Proposition 3.1, we know that p"'(x, D) > 0 if and only if N(1,, 1,) and N(&, Ai)>O, which is equivalent to (A,, 1,) and (A,, 1,) belonging to Sz.
In the second step we look at the general case where a, b, c, d 2 0 and ad+ bc > 0. Let us assume first that p"'(x, D) > 0. Given E > 0, we define Conversely, let us assume that (Ai, A2) and (A,, 1,) belong to Sz. We may also assume that at least one of a, b, c, d, say b, equals 0 (hence ad > 0). It follows that 1, + A2 = 2, which implies that A, = I, = 1 (Proposition 4.5). Therefore a = 0 and pw(x, D) is obviously positive.
