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We propose an all optical ultrafast method to highly magnetize general quantum magnets using
a circularly polarized terahertz laser. The key idea is to utilize a circularly polarized laser and its
chirping. Through this method, one can obtain magnetization curves of a broad class of quantum
magnets as a function of time even without any static magnetic field. We numerically demonstrate
the laser-induced magnetization process in realistic quantum spin models and find a condition for
the realization. The onset of magnetization can be described by a many-body version of Landau-
Zener mechanism. In a particular model, we show that a plateau state with topological properties
can be realized dynamically.
PACS numbers: 75.10.Jm, 75.40.Gb, 75.60.Ej, 42.50.Dv
I. INTRODUCTION
Ultrafast control of magnetization has become a hot
topic recently [1–7]. Not only does this technique have
much potential for application, e.g., fast data storage and
spintronics [8], but it also poses an important question
in fundamental physics: Can we coherently induce an
ultrafast phase transition in many-body quantum sys-
tems? Terahertz (THz) laser [9–13] is preferred in terms
of quantum coherence since its photon energy is compa-
rable with the energy scale of spin systems. Among spin
systems, quantum antiferromagnets are known to show
rich many-body effects. A traditional way to study their
properties is to measure the magnetization curve, i.e.,
relation between magnetization and externally applied
magnetic field. Prominent phenomena such as various
magnetization plateaux [14, 15], field induced topolog-
ical states [16, 17], and Bose-Einstein condensation of
magnons [18, 19] have been discovered. However, the
magnetization curve up to the saturated magnetization
often requires an extremely high magnetic field. If we can
realize the full magnetization process in table-top laser
experiments, studies on nontrivial magnetic phenomena
would be more accessible, but it is not easy due to the
limited laser strength. The magnetic field component of
a THz laser is typically less than 0.5 T, several orders be-
low the necessary field strength (∼ 10−100 T and more)
for full magnetization.
We can overcome this difficulty with help from recent
progress of quantum many-body systems in time-periodic
external fields, which have been studied both theoreti-
cally [20–24] and experimentally [25]. In general quan-
tum magnets, a proper unitary transformation maps a
rotating magnetic field of a circularly polarized laser into
an effective static magnetic field [23, 26]. If the magnetic
field rotates in the xy plane, the effective static field has a
component in the z direction, and its strength is given by
the photon energy Ω. For example, a laser with frequency
of 1 THz (Ω =1 THz∼ 4 meV) can typically produce an
effective field as strong as 40 T. Even stronger fields are
obtained by increasing frequency Ω, and it is reasonable
to consider a possibility of “laser-induced magnetization
curves”.
Our proposal is to change Ω from a small value to a
larger value as slowly as possible. In other words, an up-
chirped THz laser pulse is required [13, 27]. In this paper,
starting from the zero field ground state (GS), we show
that the system under a upchirped laser almost follows
the GS in static magnetic field up to full magnetization
in time evolution of the wave function. This is a signif-
icant difference compared with an equilibrium magneti-
zation curve obtained using high magnetic field facilities
since we can wait for a sufficiently long time in order to
make the system equilibrated in the latter case. Thus,
we need to find an appropriate protocol to realize the
laser-induced magnetization curve. We determine ideal
conditions to approach highly magnetized states and ex-
plain the mechanism by many-body Landau-Zener (LZ)
tunnelings [28, 29]. In addition, in a particular model,
we show that a symmetry protected topological (SPT)
plateau state [30, 31] can be realized in this manner.
This paper is organized as follows. In Sec. II, we ex-
plain our idea about realizing laser-induced magnetiza-
tion processes. Following the idea of Sec. II, we nu-
merically demonstrate that a laser-induced magnetiza-
tion indeed occurs in two simple but realistic quantum
spin systems in Sec. III. It is also shown that a mag-
netization plateau state having topological properties is
reproduced by circularly polarized laser. Sections IV and
V are devoted to the quantitative discussion about the
laser-induced magnetization curves obtained in Sec. III.
We consider time evolution of wave functions from the
viewpoint of the LZ tunneling mechanism in Sec. IV. We
also obtain the “phase diagram” for the laser-induced
plateau state of Sec. III, which leads to an ideal con-
dition for the realization of laser-induced magnetization
curves. In Sec. V, we investigate how close the dynami-
cally laser-induced plateau state in Sec. III is to the equi-
librium plateau state. Finally we summarize and discuss
our results in Sec. VI.
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FIG. 1: (Color online) (a) Quantum magnet in a circularly
polarized laser. (b) Effective static system after the unitary
transform (2).
II. BASIC IDEA
In this section, we explain our basic idea for realization
of laser-induced magnetization process. We consider gen-
eral quantum magnets under a circularly polarized laser
as shown in Fig. 1(a). The magnetic field of the laser
generates a dynamical Zeeman interaction, which results
in a Hamiltonian,
H(t) = H0 −Ax(t)Sxtot −Ay(t)Sytot. (1)
The first term H0 is the spin Hamiltonian and the mag-
netic field of the laser (Ax, Ay) = A(cos(Ωt), sin(Ωt)) ro-
tates in the xy plane. The operator Sαtot is the α compo-
nent of the total spin and Ω is the laser frequency. Here
we assume that the spin Hamiltonian H0 is invariant un-
der U(1) spin rotation around the Sz axis. If we apply
the time-dependent unitary transform
U = exp(iΩSztott) (2)
to such U(1)-symmetric magnets under the laser, we ob-
tain the following relation,
U(H(t)− i∂t)U−1 = H0 − ΩSztot −ASxtot − i∂t.
This transform maps the system from the experimental
frame to a rotating frame in spin space [23, 26]. In this
rotating frame, the Hamiltonian becomes static as follows
(see Fig. 1(b)):
Heff = H0 −BzSztot −BxSxtot (Bz = Ω, Bx = A). (3)
We emphasize that this mapping from the dynamical sys-
tem (1) to the static one (3) always holds when the laser
is circularly polarized and H0 is U(1) symmetric around
the Sz axis. The mapping does not depend at all on spa-
tial dimensions, spin magnitude S, and the other details.
Equation (3) indicates that a laser with high frequency
Ω can lead to highly magnetized states due to the effec-
tive Zeeman term −ΩSztot. It also implies that the mag-
netization points in the opposite direction by changing
the helicity of the laser. As we mentioned in the Sec. I, it
is difficult to increase the magnitude A to a large value,
while the laser frequency Ω can be relatively easily tuned
[13]. Therefore, the magnetization along the Sz axis,
〈Sztot〉, is expected to grow by increasing Ω.
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FIG. 2: (Color online) (a) Low-energy excitations as a func-
tion of the effective field |B| in a SU(2)-symmetric magnet
H0 and (b) in a magnet with magnetic anisotropy.
However, we should note that even if we increase Ω,
the wave function of the magnet does not always fol-
low the GS of the effective static Hamiltonian (3). In-
stead, the system may be in the excited states and the
magnetization may be small or even absent. In fact,
when H0 has SU(2) spin-rotational symmetry, one can
understand that the growth of the magnetization does
not occur as follows. The effective Hamiltonian Heff rep-
resents a quantum magnet under a static magnetic field
B = (A, 0,Ω). In the SU(2)-symmetric case, H0 and the
Zeeman term −B · Stot commute with each other. As
a result, the total spin exhibits just a simple precession
motion around the B axis. This clearly indicates the ab-
sence of static growth of total magnetization. From this
argument, we find that a magnetic anisotropy breaking
the U(1) symmetry around the B axis is necessary to
generate nonzero static magnetization. Notice that if the
magnetic anisotropy conserves the U(1) symmetry about
the Sz axis, the mapping to the static system (3) is still
valid. Fortunately, magnetic anisotropy generally exists
in real magnetic materials.
Based on a simple symmetry argument, let us qual-
itatively compare time evolution of quantum states in
anisotropic and isotropic (SU(2)-symmetric) magnets, in-
creasing the frequency Ω. We assume that the GS of the
SU(2)-symmetric magnet is paramagnetic with S = 0.
Usually, its lowest excitation is given by spin-1 triplet
with S = 1. If Ω (i.e., the effective field |B|) is increased,
the triplet excitations are split due to the Zeeman effect
as shown in Fig. 2(a). At a certain value of Ω, a level
crossing occurs between the GS and the lowest excita-
tion of the triplet. However, if we start from the GS,
the wave function is still equivalent to the GS even af-
ter the level crossing since there is no matrix element
between the lowest two states due to the SU(2) symme-
try. On the other hand, if we consider a magnet with
magnetic anisotropy, the level crossing generally changes
into an avoided crossing as shown in Fig. 2(b). When the
frequency Ω is monotonically increased, some weight of
the wave function continuously follows the lowest-energy
state and the total magnetization grows by unity, while
the remaining weight tunnels into the upper state. This
phenomenon would be described by the LZ tunneling
picture [28, 29]. With further increasing of Ω, avoided
3crossings between the lowest two states successively take
place and the magnetization would gradually grow. In or-
der to make a larger weight of the state follow the GS of
Eq. (3), we have to suppress the LZ tunneling probability
P in Fig. 2(b). From a theory of two-level LZ tunneling,
the probability P is known to rapidly decrease with de-
creasing the varying speed of Ω. This argument based on
the LZ tunneling clearly indicates that we should raise
Ω as slowly as possible to realize magnetized states by
the laser. Namely, an adiabatic change of Ω is ideal.
Thanks to the recent development of laser technique, we
can prepare lasers with gradually increasing its frequency
Ω. This technique is called chirping [13, 27].
In conclusion, the argument in this section tells us that
circular polarization, magnetic anisotropy, and chirp-
ing of laser would be significant for the realization of
laser-induced magnetization process. Even if the mag-
netic anisotropy slightly breaks the U(1) symmetry, laser-
induced magnetization is expected to occur.
III. LASER-INDUCED MAGNETIZATION
PROCESS
The idea of the laser-induced magnetization process
discussed in the previous section could be applied to gen-
eral quantum magnets. In the remaining part of this pa-
per, in order to quantitatively study the laser-induced
dynamics, we concentrate on two simple but realistic
one-dimensional (1D) spin-1/2 systems: Heisenberg an-
tiferromagnetic (HAF) and ferro-ferro-antiferromagnetic
(FFAF) models. The HAF model explains proper-
ties of many quasi-1D magnetic materials while the
FFAF model exhibits a 1/3 magnetization plateau state
with a SPT order as explained below, which describes
Cu3(P2O6OH)2 [32–34]. The spin Hamiltonians are re-
spectively given by
HHAF =
L∑
j=1
JSj · Sj+1,
HFFAF =
L/3∑
j=1
(−JFS3j−2 · S3j−1 − JFS3j−1 · S3j
+ JAFS3j · S3j+1),
where Sj is the spin-1/2 operator on site j and L is the
system size. Coupling constants J , JF, and JAF are all
positive.
If H0 is SU(2) symmetric, H0 commute with Sx,y,ztot .
In this case, magnetic (static) and laser (dynamic) parts
in the time evolution operator are separated (e−iH(t)t =
e−iH0tei(Ax(t)S
x
tot
+Ay(t)S
y
tot
)t), and the magnetization dy-
namics becomes trivial. As we mentioned in Sec. II, we
have to include a term that breaks SU(2) symmetry inH0
to lead to nonzero magnetization. As a small magnetic
anisotropy term in H0, we here introduce a staggered
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FIG. 3: (Color online) Laser-induced magnetization curves of
(a) the HAF model and (b) the FFAF model with JF = JAF =
J realized by an upchirped circularly polarized laser in the
slow chirp limit. Solid lines are static magnetization curves
from (3) obtained by Bethe ansatz and iTEBD (D = Bx = 0).
The horizontal axes for the dynamical and static process are
t/(v−1J)(= Ω(t)/J) and Bz/J , respectively.
Dzyaloshinsky-Moriya (DM) interaction [35]:
HDM =
L∑
j=1
(−1)jD · Sj × Sj+1
with a DM vector D = (0, 0, D) (D ≪ J, JAF, JF). Such
an anisotropy often appears in quasi-1D magnets [36–41].
Note that any types of magnetic anisotropy such as Ising
and single-ion anisotropies play the same role.
We numerically study real time evolution of the wave
functions in two models HHAF and HFFAF with a stag-
gered DM term under a circularly polarized laser. We
start from the GS of H0, and then apply an upchirped
circularly polarized laser. The pulse laser is modeled as
follows. (i) Switch on: We first increase the amplitude
from 0 to A during t = −103J−1 to 0. During this pro-
cess, Ω is zero. (ii) Chirping: We linearly increase the
frequency as
Ω(t) = vt,
where v is the chirping speed, i.e., the magnetic
field of applied laser is represented as (Ax, Ay) =
A(cos(vt2/2), sin(vt2/2)). In order to mimic an ex-
perimental situation, we consider the case where the
maximum field strength A is small enough, e.g.,
A/J,A/JF,AF ≪ 1, while Ω can increase up to a large
value such as Ω/J,Ω/JF,AF ∼ 1. Though the increase of
A and Ω occurs simultaneously in real laser pulses, here
we split them into two processes to understand the effect
of chirping alone.
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FIG. 4: (Color online) Laser-induced magnetization curves
of the 1D HAF model with L = 18 in right-circularly, left-
circularly, and linearly polarized lasers. We have used the
same parameters as those of Fig. 3(a).
We first calculate the GSs of HHAF + HDM and
HFFAF+HDM by exact diagonalization in finite systems
(L = 6, 12, 18), and then numerically integrate the time-
dependent Schro¨dinger equation i ddt |Ψ(t)〉 = H(t)|Ψ(t)〉
for the magnets under a circularly polarized laser, using
the fifth order Runge-Kutta method. Hereafter, we use
the normalized magnetization:
m ≡Mtot/M sttot,
where Mtot ≡ 〈Sztot〉 and M sttot is its saturated value.
Figure 3(a) shows the laser-induced magnetization
curve of the HAF model plotted against the time. The
chirping speed v is set to a very small value. We will
study the v dependence later. The curve is compared
with the equilibrium one of the effective Hamiltonian (3)
in static field Bz with Bx = D = 0 obtained by Bethe
ansatz [42, 43]. Here we have ignored Bx and D in the
static calculation since they are very small. We observe
that the laser-induced magnetization curve converges to
the static curve in the large L limit. The FFAF model
shows similar behaviors with one additional feature: the
m = 1/3 plateau state. As plotted in Fig. 3(b), with
increasing L, the laser-induced magnetization curve also
converges to the static curve obtained by infinite time
evolving block decimation (iTEBD) [44] with matrix di-
mension χ = 150. During the process, the magnetization
shows a plateau around m = 1/3 with a width almost
independent of the system size. We also confirmed the
realization of 1/3 plateau for the same models with other
anisotropies such as Ising-type and uniform DM interac-
tion.
In addition to the FFAF model, we also numerically
confirmed that a laser-induced dynamical 1/3 plateau
can be observed in a 1D J1-J2 spin model [45–48]. How-
ever, this system requires stronger DM interaction with
D ∼ O(J1,2) for generating the laser-driven plateau.
This would be because the transition to the plateau phase
is accompanied with a spontaneous breakdown of trans-
lational symmetry in the J1-J2 model (any symmetry
breaking does not take place in the plateau of the FFAF
model). A plateau with a broken symmetry is more
fragile against perturbation than that with no symme-
try breaking.
As we mentioned in Sec. II, if we change the sign of
laser frequency from Ω to −Ω, which is equivalent to
changing the polarization of the laser, the magnetization
is expected to point in the opposite direction. We confirm
this prediction in the one-dimensional (1D) HAF model.
Figure 4 shows numerical results for laser-induced mag-
netization curves of the HAF chain under right-circularly,
left-circularly, and linearly polarized lasers with small
chirping speed v. As expected, the magnetizations for
right- and left-circularly polarized lasers are antiparal-
lel with each other and linear polarization does not in-
duce magnetization. In fact, we can prove rigorously
that the size of induced magnetization is the same and
the direction is opposite for right- and left-circularly po-
larized lasers applied to HAF and FFAF magnets with
Ising, uniform DM, and staggered DM anisotropies (see
Appendix A). It is also shown that the magnetization
induced by linearly polarized laser is exactly zero. Al-
though such a rigorous proof does not exist in general
systems (e.g., systems in more than one dimension), it is
expected that the magnetization points in the opposite
direction if circular polarization is reversed. Moreover, a
linearly polarized laser would not be useful for the mag-
netization growth.
IV. LANDAU-ZENER TUNNELING
As shown in the previous section, if the chirping speed
v is sufficiently slow, it is possible to realize fully po-
larized magnetization as well as magnetization plateau
states. Then, the natural question is “How slow should
it be to see the plateau?” It is crucial in finite width
pulses.
To answer the question, we study the v dependence of
the magnetization curve. Figure 5(b) shows that of the
FFAF chain with JF = JAF = J and L = 6. We notice
that the height of the 1/3 plateau becomes lower as the
speed becomes faster (note that other plateau-like states
in Fig. 5(b) are attributed to finite-size effect). This re-
duction can be explained by the LZ tunneling picture [5].
When v is sufficiently small, we can understand the mag-
netization dynamics from the effective static model (3).
As we increase Ω(= Bz), the excited state with magneti-
zationm = 1/3 lowers its energy due to the Zeeman term
−B ·Stot and crosses the GS (m = 0 sector) at a certain
value of Ω. (Strictly speaking, Sztot, i.e., m, is not a good
quantum number due to the presence of transverse field
A(= Bx) term. However, we assume that Bx is much
smaller than Bz = Ω and S
z
tot can be approximated as
a conserved quantity.) Since A and D are finite and the
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FIG. 5: (Color online) (a) Schematic picture of the LZ tun-
neling. (b) Laser-induced magnetization curves of the L = 6
1D FFAF model for different chirping speed v. The height
mpl of the 1/3 plateau is defined as the average within
0.3 ≤ t/(v−1J) ≤ 0.5 (vertical dashed lines).
(a)
(b)
FIG. 6: (Color online) Plots of − lnP as a function of v−1 (a)
varying A with fixed D and (b) varying D with fixed A. Solid
lines show fittings of the data with a function − lnP ∝ v−1.
spin-rotational symmetry is broken, the crossing becomes
an avoided crossing, where we denote the gap between
the m = 0 and m = 1/3 sectors as ∆ (Fig. 5(a)). In the
present case of the L = 6 FFAF model, this avoided cross-
ing takes place at t/(v−1J) = Ω/J ∼ 0.174. The wave
function |Ψ(t)〉 is initially given by the GS (m = 0). Af-
ter the LZ tunneling around the avoided crossing point,
(a)
(b)
FIG. 7: (Color online) Scaling −v lnP (∝ ∆2) (a) as to A with
fixed D and (b) as to D with fixed A. Solid lines represent
fittings with a function (a) −v lnP ∝ A2 and (b)−v lnP ∝
D2.
|Ψ(t)〉 becomes a linear superposition of the m = 1/3
state (new GS) and the m = 0 state (new excited state).
Let us represent the probability of being in the new ex-
cited state and GS by P and 1−P , respectively. We can
relate P with the plateau height. To make this concrete,
we define the averaged height mpl as a mean value of m
within 0.3 ≤ Ω/J ≤ 0.5 (Fig. 5(b)). For the 1/3 plateau,
we can extract a relation mpl = (1− P )/3. Then we can
estimate P from the numerically determined mpl. The
LZ formula for the tunneling probability P in a two-level
system is known to be [28, 29]
P = exp(−c∆2/v), (4)
with a constant c. In order to verify whether this for-
mula holds in our many-body problem, we numerically
calculate mpl for various values of A, D, and v. We plot
− lnP as a function of v−1 in Fig. 6. The data for fixed A
and D are well fitted with a linear function (solid lines),
which indicates the validity of Eq. (4). Figure 7 shows
that −v lnP is well fitted with ∝ A2 (∝ D2) for fixed
D (A). Therefore, from the relation −v lnP = c∆2, the
dependence of the tunneling gap on A and D is
∆ ∝ AD. (5)
At first glance, it may appear unexpected that the gap
depends not only on the material parameter D but also
on the external field strength A. The most intuitive rea-
soning is that we need both anisotropy and rotating mag-
netic field to induce a finite magnetization. Then Eq. (5)
is just the leading order in the series expansion. We can
arrive at the same conclusion more systematically using
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FIG. 8: (Color online) “Phase diagram” of the laser-driven
1/3 plateau state of the FFAF model with JF = JAF = J in
the parameter space (A, v). The dashed and dotted lines are
contours of plateau height mpl = 0.3 and 0.1, respectively.
This tells us the condition for realizing an ideal plateau state
with large magnetization.
a perturbation theory with respect to D and A (see Ap-
pendix B for details of the calculation).
In Fig. 8, we show a “phase diagram” for realizing the
plateau state in the parameter space of field strength A
and chirping speed v for the 1D FFAF model with JF =
JAF = J and L = 12. We represent contours of plateau
height mpl = 0.3 and 0.1 by dashed and dotted lines,
respectively. The phase diagram clearly indicates that
strong laser with slow chirping speed (the bottom right
part in Fig. 8) is preferred for achieving a magnetization
plateau with large magnetization. We define a “nearly
1/3 plateau” region as mpl > 0.3 (lower than the dashed
line, colored with shade). This region has a domelike
structure with a peak near A/J ∼ 0.04. On the left side
of the peak (A/J < 0.04), the boundary is parabolic in
A, which can be understood by the LZ tunneling. Using
Eqs. (4) and (5), the criterion for a sharp laser-induced
plateau is (α: nonuniversal constant)
v/A2 < αD2, (6)
which explains the parabolic feature of the contourmpl =
0.3. To make connection with experiment, we note that
if we assume J = 10 meV, A = 0.4 meV ∼ 4 T, and
D = 1 meV, then v ∼ 10−4J2 ∼ 6× 10−4 THz/ps is nec-
essary for Eq. (6). We also mention that other magnetic
anisotropies will play the same role as the DM interaction
D in Eq. (6).
In the strong field side (A/J > 0.04), the contour
mpl = 0.3 starts to bend down. It implies that this re-
gion cannot be understood by the LZ formula. To see
how the LZ theory breaks down, we perform numerical
simulations at A/J = 0.06 for various chirping speeds
v. In addition to the magnetization m, we calculate the
overlap f(t) between the wave function |Ψ(t)〉 at time t
and the initial state |Ψ(0)〉:
f(t) ≡ |〈Ψ(0)|Ψ(t)〉|2.
(a)
(b)
avoided
crossing
avoided
crossing
FIG. 9: (Color online) Time evolution of (a) magnetization
m and (b) overlap f(t) between a wave function at time t and
the initial state for various chirping speed v. Arrows represent
the time when the system goes through an avoided crossing
(t/(v−1J) ∼ 0.174).
The results are presented in Fig. 9. For small v, the
increase of m and the drop of f(t) happens around
t/(v−1J) ∼ 0.174, indicated by arrows in Fig. 9. The
corresponding frequency Ω/J ∼ 0.174 is almost equal to
the point of the minimum gap in Fig. 5(a). Therefore, for
small v, the LZ tunneling picture is valid and the tran-
sition from the initial state (m = 0) to the plateau state
(m = 1/3) instantly happens around the single point
t/(v−1J) ∼ 0.174. However, when the chirping speed
becomes fast, i.e., larger v, this picture starts to fail.
The increase of m and drop of f(t) start earlier than
t/(v−1J) ∼ 0.174, and both quantities show oscillations.
The LZ theory assumes that the tunneling happens at a
single point where the energy gap is smallest, that is, the
avoided crossing point (see Fig. 5(a)). In the region of
A/J > 0.04, this necessary condition for the LZ theory
is violated. It is presumably because a direct hybridiza-
tion between the initial (m = 0) and plateau (m = 1/3)
states begins before the LZ tunneling takes place due to
the strong laser amplitude A/J . An oscillation seen in m
and f(t), supposedly caused by a difference of phase fac-
tor between the initial and plateau states, supports our
speculation. In addition, a hybridization is concerned
with not only these two states but also other states with
higher energy, which makes the LZ picture even worse.
In the result, a crossover from the LZ mechanism in the
weak field side (A/J < 0.04) to a direct hybridization in
the strong field side (A/J > 0.04) leads to the domelike
structure.
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FIG. 10: (Color online) (a) Schematic VBS picture of the
static 1/3 plateau phase in the FFAF chain. (b) ES of the
static magnetized states in the FFAF chain with D = 0 cal-
culated by iTEBD (χ = 150). The system is partitioned at
an antiferromagnetic bond. (c) Fidelity of the laser-induced
dynamical state with respect to the static plateau with the
SPT order.
V. PLATEAU WITH SPT ORDER
Finally, we discuss topological properties of the dy-
namically induced 1/3 plateau state in the 1D FFAF
model. First, we study the GS of the FFAF model in
static field Bz using iTEBD. The SPT order in spin
systems can be detected by the entanglement spectrum
(ES) [30, 31]. To define ES for a quantum state |ψ〉, we
divide the system into two subspaces A and B. From the
Schmidt decomposition |ψ〉 =∑i λi|ψA〉i⊗|ψB〉i, the ES
is defined as − ln(λ2i ) (i = 1, . . . , χ), where λi is nor-
malized as
∑
i λ
2
i = 1. In the FFAF model, we evaluate
the ES by cutting the system at the antiferromagnetic
bond JAF, and the result is plotted in Fig. 10(b). We see
that the ES is doubly degenerate in the plateau state at
Bz/J = 0.4, but there is no degeneracy at Bz/J = 0.1
and 0.7. This degeneracy is a clear signature of the SPT
order in the 1/3 plateau state. In fact, we can relate this
state with a valence bond solid (VBS) state [49] as fol-
lows. As schematically shown in Fig. 10(a), in the limit
of JF ≫ JAF, ferromagnetically coupled three adjacent
S = 1/2 spins can be regarded a “site” with S = 3/2,
and neighboring trimers are coupled by an antiferomag-
netic bond JAF. In the 1/3 plateau state, one of the three
spin-1/2 components is fully polarized (represented by an
arrow), and the remaining two spins form singlet pairs
(solid line) with their neighbors. If we assume that this
VBS picture of the plateau state survives up to JF ∼ JAF,
the plateau must possess the same topological nature as
the Haldane state in the S = 1 HAF model [49, 50]. This
argument clearly explains the double degeneracy of the
ES in the plateau state. The symmetry protection of
magnetization plateau states will be discussed in detail
elsewhere [51].
We next turn to the laser-induced plateau state. How
close is the dynamical plateau state to the static SPT
state? To answer this question, we calculate the fidelity
(overlap):
F (t) ≡
∣∣〈Φsttopo|Ψ(t)〉∣∣2
by numerical diagonalization, where |Φsttopo〉 represents
the static GS of the FFAF chain in Bz/J = 0.4 (D =
A = 0) and |Ψ(t)〉 is the laser-induced state. Fig-
ure 10(c) shows that the overlap F (t) is larger than 95 %
when the dynamical state |Ψ(t)〉 is in the plateau phase
(0.2 . Bz/J . 0.6) while F (t) ∼ 0 when |Ψ(t)〉 is out-
side the plateau phase. This result is almost indepen-
dent of the system size L. Thus, we conclude that if
the chirping speed v is sufficiently small, the SPT phase
can be achieved dynamically. In a rigorous sense, we
have to switch off the laser amplitude or neglect the DM
anisotropy in order to protect the topological properties
of the dynamical plateau state [30]. Such a subtlety can
be avoided in the case of Ising anisotropy.
VI. CONCLUSION AND DISCUSSIONS
We have proposed a novel scheme of “laser-induced
magnetization curves” for general quantum magnets. An
upchirped circularly polarized laser in the THz regime is
required, and the material must have small but finite
magnetic anisotropy. From our numerical calculation in
realistic spin models, the criterion for laser strength and
chirping speed was obtained, which is explained by the
LZ picture. Using this method, it is even possible to
realize a SPT phase dynamically. In this paper, we have
demonstrated laser-induced magnetization curves in two
types of magnets: HAF and FFAF chains. However, as
can be seen from our analyses, this phenomenon does not
exploit specific properties of these magnets. Therefore,
we again stress that laser-induced magnetization curves
would be attained by laser chirping in a wide variety of
magnetic materials in any dimension. We also note that
the direction of the magnetization growth can be changed
by switching the helicity of the laser.
In addition to the above necessary condition for the
magnetization dynamics, let us briefly discuss some de-
sired conditions for easily realizing a higher value of laser-
induced magnetization. Large magnetic anisotropies are
desired to open a wide gap ∆ in Fig. 5(a). Magnets with
large spin magnitude S are preferred since the value S is
regarded as the coupling constant of the Zeeman term,
namely a large value S helps the laser amplitude to effec-
tively increase. When the Zeeman coupling is too small,
effects of the laser might be masked by several noises such
as thermal fluctuation, dipole interaction, spin-phonon
coupling, and so on. Magnets with ferromagnetic ex-
changes are also favorable since a ferromagnetic interac-
tion generally decreases the value of saturation field and
it reduces the necessary time of chirping. The time in-
terval of chirping needed for full magnetization curves in
8Fig. 3 is estimated to be about 2.0×104J−1 for both HAF
and FFAF chains. Assuming J ∼ 10 meV (J−1 ∼ 0.4
ps), it amounts to 2.0 × 104J−1 ∼ 8 ns. It is gener-
ally difficult to generate an ideal upchirped laser for a
long time interval in real experiments. However, even a
nonideal laser is expected to generate a finite magnetiza-
tion if the laser frequency is comparable to the exchange
coupling of the target materials [23]. In an actual ex-
perimental setup, heating caused by laser would smear
the plateau structure. In order to prevent such heating,
we should choose the laser frequency far from any reso-
nant frequencies of phonons, magnons, etc.: excitations
which thermalize the sample. Furthermore, if the LZ gap
is large enough (thanks to, e.g., large Zeeman coupling),
a laser would induce a finite magnetization before the
temperature considerably increases.
A pump-probe experiment with two laser pulses would
be one of the simple realistic ways of measuring laser-
induced magnetizations. We prepare a circularly polar-
ized laser pulse to coherently control the magnetization
of a target material. The other pulse is used to mea-
sure the magnetization, for example, through the inverse
Faraday or Kerr effect. Notice that the laser-induced
magnetization curve differs considerably from standard
magnetic resonance phenomena. Our scheme does not
have a specific energy scale concerning the laser frequency
Ω (although Ω should be the order of exchange couplings)
while a magnetic resonance usually happens (or becomes
strong) at a certain frequency characteristic of the mag-
net.
Effects of dissipation from an environment and heating
magnets by laser, which are not considered here, are im-
portant future problems. In this paper, to see the laser-
driven dynamics of magnets, we have focused on finite-
size systems. Investigation on the effects of laser in the
thermodynamic limit is another important issue.
We finally comment on a possible combination of
the current method and actual static magnetic fields.
Namely, a static Zeeman term BstS
z
tot can be added to
H0, and after the mapping from Eq. (1) to Eq. (3), the
total effective field becomes
Btotalz = Ω+Bst. (7)
This fact would be practically useful in experiments. For
example, we can study the destruction and recovery of
the topological state starting from the plateau state in
finite static fields and then applying a pulse circularly
polarized laser.
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Appendix A: Relation between laser polarization
and induced magnetization
Magnetizationm(> 0) along the z axis is induced when
a right-circularly polarized laser A(cos(Ωt), sin(Ωt)) is
applied to HAF and FFAF magnets with anisotropy. In
the following, we prove that the induced magnetization
becomes −m for an application of a left-circularly polar-
ized laser A(cos(Ωt),− sin(Ωt)) in the case of HAF and
FFAF magnets with anisotropies of (i) Ising, (ii) uniform
DM, and (iii) staggered DM types. In addition, we can
show that magnetization along the z axis is exactly zero
(m = 0) for a linearly polarized laser A(cos(Ωt), 0). We
write the time-dependent Schro¨dinger equation for the
right-circularly (left-circularly) polarized laser as
i∂t|ΨR(L)(t)〉 = HR(L)|ΨR(L)(t)〉.
The initial states are the same, |ΨR(0)〉 = |ΨL(0)〉.
(i) Ising anisotropy: Let us consider π rotation around
the x axis, πx. This rotation πx changes S
z
tot to −Sztot
and reverses the circular polarization from right to left
in the Zeeman term. On the other hand, it keeps HHAF,
HFFAF, and Ising anisotropy Jz
∑L
j=1 S
z
j S
z
j+1 unchanged.
Thus, HL = πxHRπ−1x . Since the initial state is invariant
under πx (πx|ΨR(0)〉 = |ΨR(0)〉), |ΨL(t)〉 is obtained by
πx|ΨR(t)〉. Therefore, if magnetizationm is induced for a
right circularly polarized laser, −m is induced for the case
of left circular polarization. For a linear polarization, the
system is invariant under πx. Then, m is exactly zero due
to m = −m.
(ii) Uniform DM anisotropy: We represent the inver-
sion of the chain as I, i.e., the site j corresponds to L +
1− j. The succession of πx and I does not change HHAF,
HFFAF, and uniform DM anisotropy Du
∑L
j=1(S
x
j S
y
j+1 −
Syj S
x
j+1) while the circular polarization is reversed. From
the same logic as in (i), |ΨL(t)〉 = Iπx|ΨR(t)〉. Therefore,
m → −m if the circular polarization is changed from
right to left and m = 0 for a linear polarization.
(iii) Staggered DM anisotropy: We consider one (three)
site translation of the system T (T 3), i.e., the site j cor-
responds to j + 1 (j + 3). The succession of πx and T
(T 3) does not change HHAF (HFFAF) and staggered DM
anisotropy Ds
∑L
j=1(−1)j(Sxj Syj+1 − Syj Sxj+1) while the
circular polarization is reversed. Thus, the proof is the
same as in (ii).
Appendix B: Landau-Zener gap in dynamical
magnetization curves
We explain the reason why the LZ gap for a magne-
tization step is proportional to AD in the FFAF model
(see Eq. (5)) using perturbation theory with respect to
A and D. Following the main text, we focus on the finite
system with L = 6.
Through the unitary transform U = exp(iΩSztott), the
9effective static Hamiltonian is mapped to
Heff =HFFAF +D
∑
j
(−1)j(Sxj Syj+1 − Syj Sxj+1)
− ΩSztot −ASxtot. (B1)
In the limit of A→ 0, the z component of total spin Sztot
is a good quantum number, and we can define the lowest
energy states in Sztot = 0 (m = 0) and S
z
tot = 1 (m = 1/3)
sectors as |ψ0〉 and |ψ1/3〉, respectively. These two states
come close to each other by tuning Ω.
Let us further perform a spin rotation around the y axis
so the magnetic field (A, 0,Ω) becomes parallel to the z
axis. The corresponding unitary operator is Uy = e
iθSy
tot
with cos θ = Ω/
√
Ω2 +A2 and sin θ = A/
√
Ω2 +A2. We
note that the angle θ is very small (|θ| ≪ 1) since the
laser amplitude A is usually much smaller than the fre-
quency Ω, i.e., |A| ≪ Ω. Via this spin rotation, new spin
operators are given as
(
S˜x
S˜z
)
≡ Uy
(
Sx
Sz
)
U−1y =
(
cos θ sin θ
− sin θ cos θ
)(
Sx
Sz
)
.
Similarly, the Hamiltonian is transformed into
H˜eff = UyHeffU−1y = HFFAF +HD −
√
Ω2 +A2S˜ztot
while S˜y = Sy. The second term (∝ D) is given by
HD = D(Hcos +Hsin),
Hcos = cos θ
∑
j
(−1)j(S˜xj S˜yj+1 − S˜yj S˜xj+1),
Hsin = − sin θ
∑
j
(−1)j(S˜yj S˜zj+1 − S˜zj S˜yj+1).
Note that the form of HFFAF is invariant under the rota-
tion of Uy = e
iθSy
tot due to the SU(2) symmetry. Here we
introduce the normalized magnetization per site of the
model H˜eff as m˜ = 2〈S˜ztot〉/L. In the case of D = 0, S˜ztot
is a good quantum number, and therefore we can define
the ground states of S˜ztot = 0 (m˜ = 0) and 1 (1/3) sectors
as |ψ˜0〉 and |ψ˜1/3〉, respectively. Since |A| ≪ Ω and the
angle θ is very small, the two states |ψ˜0〉 and |ψ˜1/3〉 are
respectively very close to |ψ0〉 and |ψ1/3〉.
For the effective Hamiltonian H˜eff , let us treat the sec-
ond term HD as the perturbation. When D = 0, the
energy levels of |ψ˜0〉 and |ψ˜1/3〉 cross at a certain point,
Ω = Ωc. However, this degeneracy is lifted and the level
crossing becomes a level repulsion when D is introduced.
This gap of the level repulsion is nothing but the LZ gap.
Let us study the effect of finite D around the degenerate
point Ω = Ωc. Applying the perturbation theory to the
degenerate states |ψ˜0〉 and |ψ˜1/3〉, the first-order pertur-
bation energy ǫ1 from HD is given as a solution of the
following eigenvalue problem:
det
(〈ψ˜0|HD|ψ˜0〉 − ǫ1 〈ψ˜0|HD|ψ˜1/3〉
〈ψ˜1/3|HD|ψ˜0〉 〈ψ˜1/3|HD|ψ˜1/3〉 − ǫ1
)
= 0.
(B2)
In the case of D 6= 0 and A = 0, |ψ˜0,1/3〉 is reduced
to |ψ0,1/3〉 and HD is equal to the original staggered DM
interaction, namely, HD → DHcos with cos θ = 1. The
DM interaction Hcos commutes with S˜ztot and it does not
change the value of S˜ztot. This leads to
〈ψ˜0|(S˜xj S˜yj+1 − S˜yj S˜xj+1)|ψ˜1/3〉 = 0.
Therefore, the off-diagonal term of Eq. (B2) is zero and
only the diagonal matrix elements 〈ψ˜0,1/3|HD|ψ˜0,1/3〉 can
be finite when A = 0. However, if we suitably tune the
external field (frequency) from Ωc to Ωc + δΩ (δΩ ∝ D),
we can remove the diagonal elements. Namely, the level
crossing survives even after introducing the D term and
off-diagonal elements are necessary to generate a LZ gap.
Next, we add a finite transverse field A at the new level
crossing point Ω = Ωc + δΩ. In this case, Hsin appears
in the perturbation part HD. Since S˜yj S˜zj+1 − S˜zj S˜yj+1
changes S˜ztot by ±1, we have
〈ψ˜0|(S˜yj S˜zj+1 − S˜zj S˜yj+1)|ψ˜0〉 = 0
〈ψ˜1/3|(S˜yj S˜zj+1 − S˜zj S˜yj+1)|ψ˜1/3〉 = 0.
Thus, the eigenvalue equation in the subspace of |ψ˜0,1/3〉
is expressed as
det
( −ǫ1 D〈ψ˜0|Hsin|ψ˜1/3〉
D〈ψ˜1/3|Hsin|ψ˜0〉 −ǫ1
)
= 0. (B3)
Since we can make approximations cos θ ≈ 1 and sin θ ≈
tan θ = A/Ω due to A ≪ Ω, the off-diagonal terms in
Eq. (B3) are proportional to AD/Ω. Therefore, the D-
induced LZ gap ∆˜ is proportional to AD up to the leading
order of A and D. Even if we consider the LZ gap from
the standpoint of Heff instead of H˜eff , the D-induced
gap ∆ in the space of |ψ0,1/3〉 is also proportional to AD
because |ψ˜0,1/3〉 can be approximately equal to |ψ0,1/3〉.
The above argument based on the perturbation the-
ory can also be applied to systems with other magnetic
anisotropies with the U(1) symmetry around the z axis
(e.g., Ising anisotropy HIsing = Jz
∑
j S
z
j S
z
j+1 or uniform
DM interaction).
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