We address the problem of determination of the size of the test set which can can guarantee statistically significant results in classifier error estimation and in selection of the best classifier from a given set. We focus on the case of the 0-1 valued loss function and we provide one and two sides optimal bounds for Validation (known also as Hold-Out Estimate and Train-and-Test Method). We also calculate the smallest sample size, necessary for obtaining the bound for given estimation accuracy and reliability of estimation, and we present the results in tables. Finally, we propose strategies for classifier design using the bounds derived.
Introduction
The ability to act properly in a partially unknown environment is one of the most important properties of an intelligent system. In the case of classification, this 'proper act' is a generalization ability -an ability to classify new samples correctly.
In a classifier design cycle, there are two aspects which concern the classifier behaviour on new samples: Model Selection and Model Assessment. During the Model Selection process, we try to choose the best classifier from a given set. For example, in a rough set theory, this phrase refers to choosing the minimal support for decision rules. During the Model Assessment, we estimate the generalization ability of the classifier.
There are several methods for performing Model Selection and Assessment. However, we restrict ourselves to the analysis of Validation (also known as Trainand-Test Method or Hold-Out Estimate). The reason is that the quality of Validation estimation is independent from the classifying algorithm. Hence, an efficient universal bound can be obtained.
We derive optimal bounds in a probabilistic model of a learning process, based on independence of samples. In this model, we restrict ourselves to the case of the 0-1 valued loss function. Since the 0-1 valued loss function is the one used most often in pattern recognition, this case has multiple applications.
Using the bounds, the smallest number of samples, needed for performing of the model selection and assessment with statistically significant results, can be determined. The 'optimality' of bound assures that the size of a testing sample, assessed by it, is necessary and it cannot be decreased.
We describe the model and give a formal definition of Validation in Sect. 2. In Sect. 3 we present results concerning the classifier error estimation using Validation. We also provide the tables, where the smallest sample size necessary for obtaining the bound for given estimation accuracy and reliability of estimation is calculated. We discuss the bound in the case of testing many classifiers with the same sample. In Sect. 4, we present the Model Selection and Assessment strategies based on the bounds.
The Problem of Learning from the Statistical Point of View
In this section, the fundamental concepts of the learning theory are introduced. Let X be the set of examples (attribute value vectors), Y be the set of decisions (labels), and ρ be a Borel probability measure on Z = X × Y . ρ plays an important role in sampling as it describes the probability of getting a given sample as well as distribution of decision for any example. Unfortunately, ρ is unknown to us.
We are given a finite sequence z = (x 1 , y 1 ), . . . , (x m , y m ) , where x i is an example and y i -a decision for i = 1, . . . , m. The sequence z will be called a sample of the length m; z is randomly got by m independent draws according to the probability measure ρ; z describes all our knowledge about ρ.
is also such that for each sample z of the length m, A m yields a classifier (i.e., a function)
Having a classifier, we want to evaluate its quality. The quality of a classifier f is determined by its generalization error defined by
where V : Y × Y → R + is called the loss function. For example, the loss function can be defined by:
For a finite set of decisions Y = {d 1 , d 2 , . . . , d l }, the last case may be generalized to
where a i,i = 0 and 0 ≤ a i,j ≤ 1. Such a loss function allows us to express the fact that we prefer one type of the classifier error to another. In this paper, we concern only with the 0-1 valued loss function, i.e., we assume that
We want to estimate E(f z ), which cannot be calculated directly. To this end, we use the generalization error evaluators such as Validation.
The idea of Validation is to divide a given sample z into two distinct parts z 1 , z 2 . The sample z 1 will be used to learn the classifier and the sample z 2 = (x 1 , y 1 ), . . . , (x m , y m ) to test it by calculation of
is called the empirical error of the function f on the sample z. Having calculated E z2 (f z1 ), we claim that its value is similar to the value of the generalization error of f z1 .
In the next sections, we will try to express this similarity by numeric means.
Bounds for Classifier Error Estimation
The simplest way to obtain the quality of estimation is to assess
if we are interested only in how bad the estimation can be. According to [8] , we may use the following inequalities:
has the value
The behaviour of the bound is shown in Table 1 . Theorem 2. Let ε > 0 and m be such that
The least δ such that
The behaviour of the bound is shown in Table 2 As we can see, the necessary number of samples for the two side bound is only slightly greater that the number of samples for the one side bound for small δ.
Observe that Theorem 1 provides us with the optimal δ m,ε for the following inequality:
Now, we will look for the optimal bound, considering inequalities of the form 
In order to compare the quality of inequalities, we introduce a partial order on G m,δ . For any g 1 , g 2 ∈ G m,δ , let
g 1 g 2 means that the bound estimated using g 1 is better than the one estimated by g 2 . The optimal bound is the one corresponding to the -least element.
is strictly monotonically decreasing with growing p, g m,δ is well-defined.
is the optimal bound. Proof. First, we prove that
We show that the inequality holds.
Thus, from monotonicity of
Using Theorem 3, we derive an efficient algorithm for that approximation of g m,δ for given m and δ. Let k p be the largest k such that
and n ∈ N. We calculate k j n for j ∈ {0, 1, . . . , n}. Values g m,δ satisfy following inequality:
≥ k} generates a bound that is worse than the best one less than 1 n . Table 3 illustrates the behaviour of the bound.
Remark 1. If we consider function g(
m ), where p −1 = −1, than we will obtain the inequality We construct a two sides bound, combining the one side ones: Theorem 4. Let 0 < δ < 1 and m ∈ N.
As Remark 1 is valid for the two sides inequality, we see that it is quite strict. Now, we deal with another important question: What does it happen, when one uses the same test sample for testing many classifiers?
Assume that we have k classifiers f 1 , . . . , f k and we want to estimate probability that E(f i ) ∈ G(E z (f i )) for each of them, i.e.,
The trivial bound uses the fact that P(A ∨ B) ≤ P(A) + P(B) for any random events A and B:
On the other hand, if
Note that unseemingly, the independence of
we can easily calculate the difference between the trivial bound and the case of independence.
As we can see, there is no big difference between the both cases, so the trivial bound is near to the optimal one in the interesting cases.
Model Selection and Assessment
In order to assess the model, we simply need to estimate its generalization error, using one of the bounds presented above. The procedure is the following:
-Divide the data given into the training sample and the test sample. Choose the size of the test sample, m, according to Table 1 or 2, and the total number of samples. -Generate the classifier f using training sample.
-Test f using the test sample and the bound from Theorem 3 or 4.
To assure the bound to hold true, it has to be chosen before the testing process starts. The test may be performed only once. Any repetition, especially the one performed in order to choose the best bound, causes a rapid decrease in reliability.
While selecting a classifier from a given set, we are interested in its behaviour in comparison to the other ones. We select the classifier which has the smallest empirical error. The question is: How many samples do we need to know that the classifier which has the smallest empirical error is the one that has the smallest generalization error?
When classifiers have very similar generalization errors, they are almost indistinguishable. Fortunately, in this case, it is not really important which one we choose. It is enough to consider the differences bigger than ε.
The most straightforward way is to use Theorem 4 for every classifier from the set. Testing multiple classifiers on the same data will decrease the reliability, as shown in (3). So we will obtain the bound
where
If G(E z (f i )) ∩ G(E z (f j )) = ∅, then we can decide which one is better with probability ≥ 1 − kδ. The procedure is the following:
-Divide the data given into the training sample and the validation sample. Choose the validation sample size, m, according to Table 2 , the number of classifiers to be constructed and total number of samples. -Generate classifiers f 1 , . . . , f k using the training sample.
-Select the best classifier that has the smallest empirical error on the validation sample. The relation between the generalization errors of classifiers is described by the inequality (4).
As we can see in Table 2 , in order to estimate the error of 100 classifiers with the reliability 95%, one needs to have aproximately 4 times the number of samples that is needed to estimate the error of one classifier. The advantage is that all classifiers are already assessed after the selection process. We may combine the model selection and the model assessment and we may use the same sample for both of them. As a consequence, the sample is bigger and the bound is tighter.
