Abstract Species distribution models (SDMs) often use elevation as a surrogate for temperature or utilise elevation sensitive interpolations from weather stations. These methods may be unsuitable at the landscape scale, especially where there are sparse weather stations, dramatic variations in exposure or low elevational ranges. The goal of this study was to determine whether radiation, moisture or a novel estimate of exposure could improve temperature estimates and SDMs for vegetation on the Illawarra Escarpment, near Sydney, Australia. Forty temperature sensors were placed on the soil surface of an approximately 12,000 ha study site between November 2004 and August 2006. Linear regression was used to determine the relationship with environmental factors. Elevation was correlated more with moderate temperatures (winter maximums, summer minimums, spring and autumn averages) than extreme temperatures (summer maximums, winter minimums). The correlation (r 2 ) between temperature and environmental factors was improved by up to 0.38 by incorporating exposure, moisture and radiation in the regressions. Summer maximums and winter minimums were predominately determined by exposure to the NW and coastal influences respectively, while exposure to the NE and SW was important during other seasons. These directions correspond with the winds that are most influential in the study area. The improved temperature estimates were used in Generalised Additive Models for 37 plant species. The deviance explained by most models was increased relative to elevation, especially for moist rainforest species. It was concluded that improving the accuracy of seasonal temperature estimates could improve our ability to explain the patchy distribution of many species.
Introduction
Species distribution models (SDMs) provide information that is valuable for environmental planning activities (Ferrier et al. 2002) , however better management outcomes may be achieved if landscape Electronic supplementary material The online version of this article (doi:10.1007/s10980-007-9181-8) contains supplementary material, which is available to authorized users. scale models are improved (Lookingbill and Urban 2003; Chuanyan et al. 2005; Lookingbill and Urban 2005) . Current predictions may be inadequate if data used to produce models has insufficient spatial resolution or thematic accuracy (Guisan and Zimmermann 2000) , or there are unsuitable predictors (Austin et al. 2006) .
Spatial variations in temperature have a large influence on the distribution of vegetation Urban 2003, 2005; Pearson and Dawson 2003) and are therefore a vital component of SDMs. Temperature influences many ecological and physiological processes such as photosynthesis, energy and carbon balances, water and nutrient cycles, decomposition and mineralisation (Lookingbill and Urban 2003; Peng and Dang 2003; Bond-Lamberty et al. 2005) . Both air and soil temperatures affect the growth rate and survival of plants (e.g., Peng and Dang 2003; Rocha Corrêa and Fett-Neto 2004) .
Many temperature dependant ecological processes are non-linear in nature, which means that small differences in temperature can have a large influence on vegetation (Wang et al. 2003; Bond-Lamberty et al. 2005; Weiss and Hays 2005) . Hughes et al. (1996) found that 41% of eucalypts in Australia had a mean annual temperature range of less than 2°C, and 25% less than 1°C. Therefore, obtaining accurate temperature estimates is vital, and has become increasingly relevant due to climate change.
Predicting temperature variations at the landscape scale (extent of 10-200 km (Pearson and Dawson 2003) ) poses different problems than at the global ( [ 10,000 km), continental or regional (200-2000 km) scales. Elevation may be the dominant factor at coarse scales, but variations in radiation, wind, moisture and aspect may be of greater importance when examining finer scale regions with low elevational ranges (Lookingbill and Urban 2003; Chuanyan et al. 2005) . Consider a hypothetical situation where temperatures decrease at a rate of 6°C/1000 m with fluctuations (mean = 0°C, s.d. = 2°C) that reflect variations in exposure (see Fig. S1 in Supplementary Material). Variations of this magnitude are consistent with, for example, the 300 m elevational differences in the tree line in the European Alps (as noted by Frank and Esper (2005) ). Despite that fact that these variations would be critical for many species, such as the eucalypts discussed above, the correlation between elevation and temperature is high (r 2 = 0.893) over an elevational range of 3000 m. This is because elevation is causing an 18°C difference in temperature over its range, and variations in the order of 2°C barely affect the correlation. As the elevational range of the study area becomes smaller, the variations in exposure become more comparable with the effect of temperature. For example, over an elevational range of 1000 m, elevation is only causing a 6°C difference in temperature, and the variations in exposure reduce the correlation substantially (r 2 = 0.539, Fig. S1 ). This illustrates that the range of conditions in a study area can effect how important each factor appears to be. If the 'influence' (coefficient 9 range) of exposure became greater than that of elevation, then we would expect this to have dramatic effects on the strength of the correlation (r 2 ), and alter the spatial distribution of temperatures. This concept of 'influence' will be discussed further throughout this paper.
SDMs often use elevation as a surrogate for temperature (Guisan et al. 1999; Hörsch 2003) , or use elevation and location to improve interpolations from weather stations (e.g., Hughes et al. 1996; Coudun et al. 2006; Randin et al. 2006) . Interpolations from weather stations may improve bioclimatic models at global to regional scales, but smoothing is not desirable at the landscape scale as complex heterogeneous patterns are common and need to be explained (Wu and Hobbs 2002; Wu 2006) . Interpolation methods may also be prone to error in mountainous landscapes because weather stations are often sparse, and may not sample the full range of microclimates (Guisan et al. 1999; Guisan and Zimmermann 2000; Lookingbill and Urban 2003) .
As a range of environmental factors determines the temperature of each site, predictions of landscape scale soil surface temperatures should incorporate as many of these influences as possible. The aim of this paper was to improve the accuracy of landscape scale soil surface temperature estimates by utilising models with four environmental factors: elevation, radiation, moisture and exposure. The first three factors have already been shown to be important in other study areas (e.g., Lookingbill and Urban 2003) , but the impact on SDMs needs further investigation. The potential influence of winds has been noted elsewhere without being quantified (Lookingbill and Urban 2003; Lassueur et al. 2006) , and this paper introduces exposure predictors that may serve as a surrogate for winds. These have the potential to not only quantitatively improve soil surface temperature estimates, but to differentiate temperature patterns at different times of the year as wind directions change. This may be especially beneficial for species that are limited by conditions during a specific part of their lifecycle, such as flowering, growth, or germination. This paper focuses on soil surface temperatures rather than air temperatures. Soil temperatures have higher diurnal variations (Campbell and Norman 1998) , are influenced more by radiation and canopy cover, and spatial differences are not affected as much by convection and mixing of air (Porté et al. 2004) . Therefore soil surface temperatures have the potential to be more spatially heterogeneous than air temperatures, and may be better able to explain patchy vegetation patterns. Minimum and maximum temperatures are especially of interest because they can be less correlated with elevation than mean temperatures (e.g., Lookingbill and Urban 2003) , and mean temperatures can give misleading indications of ecological processes (Bond-Lamberty et al. 2005) .
Methods

Study area
The study was conducted on approximately 12000 ha of the Illawarra Escarpment and Woronora Plateau (34.4°S, 150.9°E), approximately 80 km south of Sydney, Australia (Fig. 1) . The study area contains a complex mosaic of moist and dry rainforests, moist eucalypt forests, tall open eucalypt forests, upland swamps and woodlands (NPWS 2002) , with the City of Wollongong on the coastal plain. The canopy cover of trees ranges from 0% in upland swamps to almost 100% in moist rainforests. The elevation ranges from sea level to 573 m. Temperatures in the region have been associated with exposure to radiation, winds and coastal influences (Bywater 1985; Mills 1986; Fuller 1995) , but these effects have not been quantified.
The most common wind directions at 9 am (Table  S1 in Supplementary Material) are from the NE and SW, while the most common at 3 pm are from the NE and SE (Table S2 in Supplementary Material). The highest average wind speeds are associated with winds from the W to NW, and these are also associated with higher temperatures and lower humidities. For example, 3 pm winds from the WNW in summer are associated with an average humidity of only 31%--less than half that from most other directions, and the maximum temperature is up to 8.5°C warmer (Table S2 ). The wind direction at 3 pm is associated with variations of 3.1°C to 6.9°C in maximum temperature during other seasons, whilst 9 am wind direction is associated with variations of 1.4-3.4°C in seasonal minimum temperatures. These statistics illustrate that wind direction can dramatically affect the temporal variations in maximum and minimum temperatures at a given site, however the purpose of this paper is to test whether differences in exposure will affect the spatial distribution of average maximum and minimum temperatures. That is, if WNW winds are hot and dry, are sites that are exposed to this direction hotter because they receive Fig. 1 recordings were made every hour with the sensors located 1 cm below the soil surface to eliminate the effect of direct radiation, but potentially introducing errors when deposition and erosion changed the burial depth, or where differences in soil properties altered the effect of burial depth. For the final 12 months recordings were made every hour and sensors were located both on the surface and 1 cm below. Duplication of sensors was performed as consistent results would imply that neither direct radiation nor burial depth was causing the results to differ substantially from the other sensor placement. For this study we are primarily concerned with the spatial pattern of temperature estimates, as this is what will be used to predict the distribution of vegetation. It is not critical if there is a consistent bias between subsurface and surface temperatures, unless the spatial pattern of temperatures changes.
The data was collected every 3 months at the end of the four seasons (February for summer, May for autumn, August for winter and November for spring).
There was no data in the last week of every season as the data had to be downloaded and the sensors reprogrammed. Some sensors failed, were discarded due to spurious or outlying data, or could not be relocated. The sample size varied between 35 and 40 (median = 39).
The data was divided into 28 periods of 21 or 22 days (four periods within each season), but there were 44 datasets due to the duplication of sensors during the final 12 months. Dividing into months was not performed as the missing week at the end of each season meant that there was more data for some months than others. Three-week periods were selected as a trade-off between longer periods (more data but variable conditions) and shorter periods (less data but more constant conditions). Future studies may be able to use shorter periods if there are more sensors.
Twenty-four exposure predictors were developed based on the log transform of the angle to the horizon in selected directions. Kramer et al. (2001) showed that the angle to the horizon was a strong predictor of windthrow, and the exposure predictors are designed to capture the influence of winds. For the 24 azimuths that were a multiple of 15 (0°-345°), the ArcMap hillshade command was used with altitudes of 0.125, 0.25, 0.5, 0.75, 1, 1.25, 1.5, 2, 2.5, 3, 3.5, 4, 5, 6, 7, 8, 9, 11, 13, 15, 18, 21, 25, 29, 34, 39, 45, 51, 58, 65, 73 , and 81°. The 'shadows' that were produced for each altitude were combined into a raster grid for that azimuth so that each cell contained the minimum angle that resulted in no shadow. The value in each cell was effectively the angle to the horizon in that direction (azimuth). A low angle indicated that horizontal winds from that direction could blow almost directly onto the site, whereas a high angle indicated that they would need to 'bend' over or around the topography, as the site was sheltered. The angles in the raster grid were incremented by one and log transformed so that the final exposure predictor would be more sensitive to lower angles. For example, an angle of 0.125°became an exposure of 0.05 (very exposed), 2°became 0.48 (exposed), 9°became 1.00 (moderate), 25°became 1.41 (sheltered), and 81°became 1.91 (very sheltered). In effect, the exposure predictors are a measure of topographic 'shading', and this is very different from the aspect of the site. For example, a site can have a northwest aspect, but be sheltered if it is behind a mountain (See Supplementary Material for more details on the difference between exposure and aspect).
Temperature analysis
For each of the 44 datasets, the mean daily maximum, daily minimum and average temperature were calculated for each site. The spatially averaged minimum, maximum and average temperatures were then calculated for each dataset. This provided a general indication of the seasonal variation in soil temperatures.
Linear regression was used to determine the relationship between elevation and temperature. This involved 132 separate regressions, with 44 datasets of minimum, maximum and average temperatures. Multiple regression was then used to explain minimum, maximum and average temperatures for each dataset in terms of elevation, exposure and moisture. For average and maximum temperatures radiation was also used, but this was excluded from minimum temperatures as these usually occur during the night. Therefore, the equations used to predict temperature were:
The elevation predictor was the same in all regressions (see Supplementary Material for more detail on the source and accuracy of predictors). A different radiation predictor was used in each regression, which was estimated for the central day of the recording period using the Solar Analyst (USDA Forest Service 2007) extension for ArcView (ESRI). The estimates were only based on topographic factors--not cloud cover or actual measurements. The moisture predictor was either distance to streams (DS), log of distance to streams (LD), distance to coast (DC) or a topographic wetness index (TWI). The four temporally invariant moisture parameters (DS, LD, TWI, DC) and 24 exposure parameters (0°-345°i n 15°increments) were tested in each of 96 combinations, and the regression with the highest correlation (r 2 ) selected. The moisture predictors are designed to reflect soil moisture, proximity to coastal influences or creeks, but DS may also reflect cold air drainage at night. Note that no measurements of wind, moisture or radiation were made as part of this study, and we are only examining the correlation between temperature and topographically derived surrogates.
For each regression, the coefficient of each predictor was multiplied with its observed range over the 40 sites in order to estimate the influence of that predictor in the study area. For example, if the coefficient for elevation was 6°C/1000 m and the sensor locations spanned an elevational range of 500 m, then the predicted influence was 3°C. Converting the coefficients in this manner allows the influence of elevation to be compared with the influence of the other factors, as well as allowing seasonal comparisons. This is not meant to replace r 2 and P-values, but to complement them by looking at how much variation in temperature each predictor can cause in the study area. Not all predictors were significant in all regressions (P \ 0.05), but none were removed because it was desirable to have the same number of parameters when making comparisons between different seasons.
Species distribution models
The distribution of each species was modelled using 134 Generalised Additive Models (GAMs, Hastie and Tibshirani (1990) ). The first model contained only the geology predictor--obtained from a geology map (NSW Department of Primary Industries) and used as a surrogate for soil properties. The second model contained the geology and elevation predictors. The remaining 132 models contained geology and either the predicted minimum, maximum or average temperature from one of the 44 datasets. The twopredictor models would explain more deviance than a model that only contained geology, but only the models with geology/elevation and geology/temperature were compared. All comparisons are between models with two predictors and so any improvement in deviance is not because of extra predictors.
The data was analysed using the 16 recording periods throughout the year (four per season). For each recording period, there were 1-2 above ground estimates and 1-2 below ground estimates. Spurious results could be detected if there was a lack of consistency between 2004/2005 and 2005/2006 , or between surface and subsurface sensor placements. Temperature estimates were considered to perform better than elevation if they consistently explained more deviance, at least during certain seasons.
The results of the SDMs are included only to indicate which predictors may be more useful, and do not represent a final model. Developing such a model would require a more considered choice of statistical method, a predictor selection algorithm and more thorough independent validation. Multiple seasonal temperature estimates may be included in any SDM, and the significance of each may vary according to the statistical method and the other predictors in the model. Comparing models where each has geology and one other predictor ensures that any detected differences are due to the predictors themselves--not due to other factors.
Results
As predicted by Campbell and Norman (1998) , the surface sensors had marginally higher maximums and lower minimums than the subsurface sensors. However, the correlation coefficients were similar (low standard deviation) for each time of the year (Fig. 2) , and the factors affecting the spatial distribution of temperatures did not differ substantially. (Fig. 3) . Therefore all results for the same time of year were averaged, as we were primarily interested in spatial patterns and the influence of different factors--not the absolute magnitude of temperatures.
Maximum temperatures
The mean seasonal maximum temperatures for the study area ranged from 10.7 to 21.8°C (Fig. 2a) . The spatial distribution of summer maximum temperatures could not be adequately explained by elevation, with a mean (s.d.) r 2 of only 0.083 (±0.037) in early summer. There was a clear seasonal trend that elevation had a lower correlation in early summer and higher in late autumn (Fig. 2b) , however the r 2 only reached a mean of 0.541 (±0.127) at its peak. Including radiation, exposure and moisture in the regressions caused some large improvements in the ability to predict maximum temperatures. The r 2 for early summer maximums increased by 0.381 (±0.052) to 0.464 (±0.025) and winter maximums by 0.207 (±0.044) to 0.598 (±0.089) (Fig. 2b) .
Elevation had a fairly consistent influence (coefficient 9 range) on the study area of 4.0°C (±1.1) throughout the year (Fig. 3a) , representing a rate of change of approximately 7.7°C/1000 m. The influence was highest in early spring and summer. The mean influence (coefficient 9 range) of radiation, wetness and exposure were 1.3°C (±1.3), 1.6°C (±1.0), and 2.3°C (±1.5) respectively (Fig. 3a) . These were much smaller than the influence of elevation, but were significant (P \ 0.05, Table S3 , S4 in Supplementary Material) during a number of seasons. In particular, the mean influence of exposure in early summer was 5.2°C (±1.6), and this was higher than elevations mean influence of 4.9°C (±1.8) during the same period. The selected directions for the exposure predictors corresponded somewhat closely with the wind directions that were most influential for temperatures at the BOM station (Table S2) . Winds from the WNW were associated with the highest temperatures and lowest humidities in summer, and this corresponds somewhat with the selected NW exposure variables. Winds from the SSW in spring were associated with the lowest maximum temperatures, although SW winds were also cold and more common (Table S2 ). The selected exposure parameter in spring was SW in 63% of regressions and it always had a significant (P \ 0.05) cooling effect. Winds from the N to NE were often amongst the warmest and most frequent directions during winter and autumn, and the selected exposure predictor was often from the NNE.
Radiation and moisture were more often significant (P \ 0.05, Table S3 ) during autumn, winter and spring. The selected moisture parameter was DS in more than 50% of models during summer, autumn and winter, while LD was more frequently selected in spring (Table S3 ). In all of the models that included DS it was predicted that sites near streams would be cooler than those further away, but the parameter was only significant (P \ 0.05) in 36% of models. Overall, moisture was significant (P \ 0.05) in 23% of regressions for maximum temperatures, radiation 32%, exposure 75% and elevation 100%. 
Minimum temperatures
The mean seasonal minimum temperatures for the study area ranged from 8.5 to 17.7°C (Fig. 2c) . Elevation was correlated more with minimum temperatures than maximum temperatures, with the opposite seasonal trend (Fig. 2d) . That is, the correlation was highest in spring (r 2 = 0.708 (±0.112)) and lowest in winter (r 2 = 0.429 (±0.117)). The use of moisture and exposure predictors caused the r 2 for winter minimums to increase by 0.085 (±0.034) to 0.514 (±0.122) and for summer minimums by 0.088 (±0.060) to 0.732 (±0.026).
There appeared to be little difference in the factors influencing the minimum temperatures for spring, summer and autumn, but winter temperatures presented a different pattern for both years and sensor placements. For spring, summer and autumn the mean influence (coefficient 9 range) of elevation was 2.9°C (±0.4), but this dropped to 2.0°C (±0.7) in winter (Fig. 3c ). These represented rates of change of approximately 5.5°C/1000 m and 3.8°C/1000 m respectively. The seasonal variations in the coefficients for elevation were consistent with previously reported results for air temperature in other regions (e.g., McVicar et al. 2007 ).
The influence of moisture was 1.1°C (±0.4) in winter, but this dropped to 0.6°C (±0.3) during the rest of the year (Fig. 3c) . In 75% of cases DC was the selected moisture parameter in winter, but it was only significant (P \ 0.05, Table S3 ) in 44% of cases. Nevertheless, this was a clear trend, as DC was only selected in 19% of models during other times of the year, and was never significant. The coefficients suggested that sites nearer the coast had consistently higher winter minimums than those further away, confirming the continentality effect. DS was often significant (P \ 0.05) for summer minimum temperatures, while LD was occasionally significant for summer and spring minimums.
The mean influence of exposure was only 0.7°C (±0.2) throughout the year. Exposure to the NE, and to a lesser extent N, were consistently selected and significant (P \ 0.05) in summer, autumn and spring, whilst SE and NW exposures were often significant (P \ 0.05) in winter (Table S4 ). These directions for the exposure predictors closely matched the directions of winds that were most influential for minimum temperatures at the BOM weather station (Table S1 ).
These directions, as well as the use of the DC predictor, suggest that coastal influences play a role in moderating minimum temperatures. Overall, elevation was significant (P \ 0.05) in 93% of regressions for minimum temperature, moisture 25% and exposure 50%. Interestingly, exposure was noticeably more significant (P \ 0.05) for subsurface temperatures than surface temperatures (71 vs. 25%).
Average temperatures
The results for average temperatures were similar to the results for both minimum and maximum temperatures and are presented in full in the Supplementary Material.
Species distribution models
For seven of the 37 species (19%) elevation consistently explained more deviance than temperature over the whole year (Fig. 4a) . For another five species (14%) temperatures explained marginally more deviance at inconsistent times during the year (Fig. 4c) , or marginally more during winter (Fig. 4e) .
For the remaining 25 species (68%) temperature consistently explained much more deviance than elevation during at least part of the year. For five species elevation explained approximately the same amount of deviance as temperature during most of the year, but temperature explained more during certain periods--usually winter, and usually minimum temperatures (Fig. 4b) . For another 13 species, temperatures explained more deviance than elevation over almost the entire year, with large improvements in summer and for maximum temperatures in particular (Fig. 4d) . These species were mostly moist rainforest species. For the final group of seven species, temperature explained more deviance than elevation over almost the whole year, but the largest improvements were usually seen in winter and/or with minimum temperatures (Fig. 4f) .
The increase in the amount of deviance explained by models with summer maximums is not surprising given their low correlation with elevation. However the extra deviance explained when using winter minimums is somewhat surprising given that the r 2 values were only increased by a mean of 0.085 when Landscape Ecol (2008) 23:211-225 219 moisture and exposure were included, and the predictors were not always significant (P \ 0.05). The difference was that summer maximums and winter minimums were the two occasions when the influence (coefficient 9 range) of elevation was predicted to be less than that of the exposure and moisture predictors respectively (Fig. 3a, c) . This dramatically changed the spatial distribution of temperatures (Fig. 5) . During seasons when elevation had a much higher influence than the other factors (e.g., summer minimums, Fig. 3c ), the predicted distribution of temperatures resembled that of elevation (Fig. 5) . This is despite the fact that DS, LD and exposure to the N and NE were often significant (P \ 0.05). For winter minimums, the moisture and exposure parameters were not as often significant (P \ 0.05), but the high influence of DC relative to elevation dramatically changed the expected temperature distribution. This new distribution matched the distribution of species that were only found at cooler locations away from the coast (e.g., MGG, Fig. 5 ), and species that were only found on the escarpment slopes occurred at locations with a minimum of approximately 9°C. For summer maximum temperatures the coolest locations no longer occurred at high elevations, but in locations that were at moderate elevations and sheltered from the NW. The map of low summer maximums closely matched the distribution of moist rainforest communities (NPWS 2002) , and therefore it is not surprising that there was more deviance explained by the models for many rainforest species (e.g., CW, Fig. 5 ).
Discussion
It is commonly suggested that climate is the dominant factor in SDMs at coarse scales, but factors such as topography and land-use are more influential at smaller extents (Pearson and Dawson 2003; Thuiller et al. 2004; Coudun et al. 2006 ). This opinion may be proposed because of the widespread use of coarse-grained temperature grids produced by the interpolation of weather station data, which do not adequately capture higher resolution variability. With a 50 km grain size the within-cell temperature variation can be as much as 33.8°C (mean 1.8°C), as assessed using 1 km cells (Hijmans et al. 2005) . The results of our study suggest there could still be large within-cell variation within the 1 km cells. Temperature variations may be equally important for SDMs at finer scales, but innovative methods are needed to develop high-resolution temperature surfaces that are sufficiently accurate to explain landscape scale vegetation mosaics. Technology now exists to create accurate estimates of direct environmental predictors at the landscape scale, and this could lead to a new generation of vegetation models and a better understanding of species' response to environmental gradients (Lookingbill and Urban 2005) .
Factors affecting landscape scale temperatures
Elevation was clearly the most consistent, and usually most influential, determinant of temperature, but other factors were also found to be important. Elevation was particularly well suited to predicting the more moderate temperatures such as spring and autumn averages, summer minimums and winter maximums. Exposure and coastal influences were more important for the extreme temperatures such as winter minimums and summer maximums, and these are likely to be physiologically limiting the distribution of many species. Coastal moderators had a large influence on winter minimums, with sites that were exposed to the NE or SE warmer than sheltered sites, and sites that were closer to the coast warmer than those further away. This is consistent with continentality effects, and interpolations from weather stations can detect similar trends at coarser scales (McVicar et al. 2007 ). The increase in r 2 was small and the predictors were not always significant (P \ 0.05), but the influence (coefficient 9 range) of DC in particular exceeded that of elevation, and this dramatically changed the expected spatial distribution of winter minimum temperatures. Similarly, NW exposure was found to be more influential than elevation for summer maximums, and this also drastically altered the expected spatial distribution of temperatures. In each case, the new spatial distribution of temperatures was better able to explain the distribution of vegetation. The novel use of influence (coefficient 9 range) therefore appears to complement the r 2 and P-value statistics, as it provides an indication of which factors dominate the predicted spatial distribution of temperatures. High r 2 values do not necessarily mean that all the important predictors have been included (see Introduction), and small improvements in r 2 can have a big impact on the predicted distribution of temperatures if the extra predictors are influential.
The exposure predictors that were developed for this study were very successful for landscape scale temperature prediction. They were significant (P \ 0.05) in 60% of regressions, and this was more than both radiation (26%) and moisture (30%) predictors. Specific exposure directions were consistently selected in each season, and these closely matched the directions that were identified as the most influential wind directions based on BOM observations (Table S1 , S2) and literature on the study area (Mills 1986; Fuller 1995) .
The exposure predictors were designed to capture winds but may instead be, for example, reflecting the meteorological conditions at the time-of-day most radiation is received. For example, if all else is equal, an east-facing site receives its radiation earlier in the day when the air temperature is lower, and hence vapor pressure deficits are lower. This means that the east-facing site will have lower rates of evapotranspiration than the west-facing site, all else being equal, and the east-facing site would be moister. This explanation would not, however, explain why a range of exposure directions were significant over the year, why the BOM station experiences vastly different temperatures under different wind directions (Table  S1 , S2) or why the exposure directions in our study matched those from the BOM observations.
Other researchers are encouraged to test the exposure predictors in other study areas to determine if they are widely applicable, or whether they only become important in coastal mountain ranges. Larger study areas may benefit from techniques such as Geographically Weighted Regression (e.g., Foody 2004) so that the wind direction and/or influence can vary spatially.
The exposure predictors may also prove beneficial when placed directly into SDMs, as winds may have direct influences on plants as well as indirect influences through temperature. They are potentially much less sensitive to DEM errors than aspect because they are based on topographic shading (Van Niel et al. 2004 ). Therefore, a variable that represents shelter from both the east and west may be able to capture N-S gullies without the accuracy problems noted by Van Niel and Austin (2007) .
The topographic wetness index (TWI) and log of distance to streams (LD) predictors were rarely significant (P \ 0.05) in the regressions, although LD was often significant in spring. Distance to streams (DS) was the selected moisture predictor in most regressions, but distance to coast (DC) became increasingly important in winter--especially for winter minimums. DC was also selected in some estimates of summer maximum, and so regressions with both DS and DC may prove beneficial. One outstanding question is whether the DC predictor should be modified to measure distance to coast in the direction of the prevailing winds rather than Euclidean distance.
Radiation was rarely significant (P \ 0.05), but it might be more so if canopy or cloud cover was considered. Canopy cover is known to influence surface temperatures (Paul et al. 2004; Porté et al. 2004; Bond-Lamberty et al. 2005; Ashcroft 2006 ), but it was not used in this study as it could potentially confound results when SDMs are produced. That is, it was undesirable to use vegetation to predict temperatures, and then use temperature to predict the distribution of vegetation. The effect of canopy cover may be higher during summer days and winter nights (Paul et al. 2004 ). This may indicate why summer maximums and winter minimums were not explained as well in this study as more moderate temperatures.
Which environmental factors influence the distribution of species?
Many of the SDMs in this study were dramatically improved by using soil surface temperatures, however further research is needed to determine why this occurs. It is possible that the distribution of some species is directly limited by seasonal temperatures associated with the optima for germination, growth, flowering or seed production, however temperature is not necessarily the limiting factor. Another possibility is that high soil temperatures are providing an indicator of low soil moisture. While topographic wetness indices are commonly used in SDMs, topography is only the dominant factor for moisture during periods of high rainfall (Moore et al. 1993; Ridolfi et al. 2003; Lookingbill and Urban 2004) . However, under wet conditions, plants are less likely to find moisture the limiting factor. During dry periods radiation, temperature, soils and canopy cover can become more important (Ridolfi et al. 2003; Lookingbill and Urban 2004) . Therefore higher soil temperatures may provide a better indication of where soil moisture will be low during dry periods. Lookingbill and Urban (2004) found that soil moisture increased with increasing elevation, decreasing distance to streams and decreasing radiation. All these factors were identified as leading to lower temperatures in this study. Moisture availability has already been identified as a strong determinant of species distribution (Leathwick and Whitehead 2001; Urban 2003, 2004 ) and has been suggested as an important factor in other studies on the Illawarra Escarpment (Erskine 1984; Bywater 1985; Mills 1986) .
Soil moisture may directly influence species distribution or it may indirectly influence distributions through mediation of fire frequency and/or intensity. The links between temperature, soil moisture and fire regime have been recognised (Lindenmayer et al. 1999; Schumacher et al. 2006) , and fire has been cited as a factor affecting the distribution of vegetation in the Illawarra (Erskine 1984; Bywater 1985) . Therefore, if soil temperatures provide an indication of moisture, they may also be providing an indication of fire regime. Further research is needed to determine whether temperature, moisture, and/or fire regime are influencing the distribution of each species. The results of this study only prove a correlation between temperature and the distribution of vegetation, and this could also be due to chance.
Why is elevation a better predictor for some species?
The fact that elevation explained more deviance than almost every temperature estimate for a group of species (Fig. 4a, c, e) is worthy of further examination. This result may be because the species are limited by a number of different seasons throughout the year, and elevation provides a good indication of mean annual temperatures. Alternatively, it could be that for these species the seasonal temperature of highest importance is well correlated with elevation. The data collected during 2004-2006 may not represent the conditions present when the trees became established, and the distribution may be associated with past soil temperatures. Elevation may be associated with rainfall or other environmental factors, and the limiting factor may not be temperature. Finally, convection and mixing average out spatial variations in air temperature relative to soil surface temperatures. This would mean that the high spatial variability that is caused by differences in radiation, moisture and exposure are less prevalent in air temperatures, and species that are limited by air temperatures may be better modelled using elevation. There is some evidence to support this last possibility, as exposure was often more significant for the subsurface sensors than the surface sensors.
Conclusions
The direction of prevailing winds makes a large difference to the temperatures and humidities observed at a given site on a given day (Table S1, S2). The exposure of each site to the most influential directions Landscape Ecol (2008) 23:211-225 223 (e.g., NW) affects its average seasonal maximum and minimum temperatures. Incorporating exposure and coastal influences into temperature estimates can change the predicted spatial distribution of temperatures, and these are better able to explain the distribution of many plant species.
