INTRODUCTION
We wish to solve efficiently the problem of reconstructing a wavefront from signals obtained with a wavefront sensor, a device that usually measures the wavefront itself, its gradient components, or its curvature. Such sensors are required for many applications to obtain physical quantities such as density variations or temperature gradients, for optical workshop testing, 1 adaptive optics, 2, 3 and more. Specifically, we are interested in the popular class of gradient sensors, such as shearing interferometers and Hartmann or Hartmann-Shack sensors. The reconstruction methods also apply to other fields, such as projecting fringes on an object to find its shape, or finding strains in fabrics that show as gradients in the fabric pattern density. Astronomical telescopes equipped with adaptive optics use deformable mirrors and Hartmann-Shack sensors, where the commands to the mirrors are processed in two stages. In the first stage, the wavefront phase errors are calculated from the measured gradients; 2, 3 in the second, the corrections to produce that phase are found. All of these applications reconstruct the property-wavefront, object shape, fabric density-from its measured slopes or shear maps. 4, 5 In a previous paper 6 we described an efficient method to obtain the two orthogonal components of the wavefront slope from grids of Hartmann-Shack spots. Now we investigate the problem of reconstructing the phase from these gradients.
Reconstructing the wavefront phase from measurements of its slopes is a simple and well-understood linear algebra problem [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] with a straightforward solution. One has to solve a set of 2N linear equations/conditions with only N variables, where N is the number of data points. These N variables are the values of the phase at those points. Each measured x slope produces a condition; given N such measurements, this makes N conditions. The measured y slope produces another set of N conditions. Those 2N conditions should be satisfied simultaneously with only N values of phase. To be precise, boundary points lack some neighbors, so the number of conditions is slightly lower then 2N . One possible solution is a best fit, one that minimizes the sum of deviations between the wavefront derivatives and the measured slopes. The matrix of coefficients is sparse and well behaved. The practical problem is the computation load or the efficiency of the algorithm.
We examine the problem of a large shear map containing, say, 1000ϫ 1000 points. Solving a best-fit problem with 10 6 variables tasks the resources of a desk computer and even of a real-time computer. In adaptive optics for very large telescopes, the number of points in each gradient map is large and corrections must be applied within milliseconds. In industrial applications such as quality control of fabrics, defects that are identified as phase abnormalities must be detected and corrected in real time. Such applications have large maps and short times, requiring efficient algorithms. This problem was tackled early on in adaptive optics [7] [8] [9] [10] [11] [12] but with future large telescopes, new solutions are proposed. [13] [14] [15] Sparse matrix and multigrid methods were also proposed. [16] [17] [18] The minimal-variance problem may be solved directly using an inverse matrix, an approach that takes O͑N 2 ͒ operations. It might be solved using sparse-matrix methods, with O͑N 3/2 ͒ operations. For rectangular geometries, it might be solved using fast Fourier transforms (FFTs), [11] [12] [13] with O͑N log 2 N ͒ operations. Computationally, the FFT is the fastest approach, requiring roughly thrice the FFTs of N items-two forward FFTs for the two slope components, and an inverse FFT for the phase itself.
In order to use digital Fourier transforms and specifically FFT, the problem must be extended into the rigid geometry of a rectangular region and a periodic solution. The method of extending the data outside the measured
region differs among authors. Some have assumed periodic shear maps, 12 some have imposed zero normal derivatives on the boundaries, 11 and some have imposed a zero curl outside the region. 6, 13 An elegant extension method by duplication has been proposed by Elster 14 and by Dubra et al. 15 All these FFT variants (a) assume a periodic solution while the true one is probably not periodic at all, and (b) extend the data using physical considerations or intuition.
We address these two issues. Our results are that (a) the solution does not have to be expanded as a periodic Fourier solution but rather as an aperiodic Fourier cosine series, and (b) there exists a best extension method, one that gives the lowest variance, and it is rather simple. We show here that the exact solution-for regions of arbitrary shape-is composed of two parts, a major part and a correction term. The major part is a direct integration of the measured gradients (or shears). Calculating it requires N additions. In an error-free world, this would suffice.
The correction term depends on the errors in the data. In the absence of errors, the closed-loop integral over the measured gradients, or the curl of the gradient, is zero. In reality, experimental errors may cause these closed-loop integrals to be nonzero. The correction term entails solving a scalar Poisson equation, where the source or charge is this curl, inside the region. We note here that the division of the data into gradient field and curl field has been proposed earlier by Tyler 19 and others, but in a different formulation. They treat it as a vector curl potential. We use the two-dimensional simplification of a curl field into a scalar function. The simpler formulation allows much more insight, as well as the application of simple boundary conditions.
A solution of the Poisson equation depends on the boundary conditions used, and provides the potential from which we derive the field. This field is equivalent to the phase of the electromagnetic field describing the wavefront. We prove that the best solution, with minimal deviations, is obtained by using the Dirichlet condition, that the potential equals zero on the boundary. This result is valid for any shape of region. Deviating from the optimal solution by choosing other boundary conditions (or extension algorithms) gives rise to suboptimal solutions.
The division into a major term and a correction term is of great practical significance when approximations are used. Hence it is possible to compute the major term exactly (at no cost) and approximate only the correction term, which requires 99% of the computation time and tends to have minor effect. The variance, the departure of the derivatives of the solution from the measured values, is caused solely by the correction term. The existence of a nonzero correction means that the solution does not fit the measured data exactly. Even the best solution S b has a nonzero variance. Approximated solutions S a have, by definition, higher variance, behaving like
This is true since the derivatives of the variance vanish at the best solution point. Thus, small errors in the correction term give rise to minuscule errors in the total variance.
To test our ideas, we wrote a new multigrid algorithm that approximates the correction term to within a standard deviation of 0.08 from the exact ones within one iteration. It takes only 4N operations, each operation being the averaging of values over the four neighboring points. Applied twice, the standard deviation is within 0.0064; thrice, within 0.0005, etc. This process we have developed is similar to that of Ref. 21 , and as fast, but allows any shape array.
In the following sections as numbered we accomplish the following:
(1) We first prove that the exact solution can be divided into these two contributions.
(2) We show that the correction, or curl term, obeys a Poisson-like equation with a single constant potential on the boundaries, for regions of any shape, including concave and unconnected ones.
(3) We show that in the case of a rectangular region, the exact solution may be expressed as a Fourier sine/ cosine series, but not the periodic ones. Our solution may be calculated efficiently either using a fast sine transform or using the more available FFT.
(4) We solve seven simple examples, and show the actual gain-the smaller variance using the sine series versus the accepted FFT method.
(5) We discuss the solution for circular regions, such as a telescope with a central obscuration.
(6) We investigate the effect of optimal solution with given shear maps (finite differences of the phase) versus a solution with gradients of the phase, and the effects of analytic extension of the measured data.
We should stress that the Dirichlet boundary condition is for an intermediate potential function ⌽, not the phase. Given n, the normal to the boundary, ͑n · ٌ͒⌽ on the boundary is to be equal to the measured values of the wavefront.
FORMULATION OF THE PROBLEM
Given a set of measured slopes or shears S x ,S y of a phase ⌽ (the differences of phase between two adjacent points) inside some region R, we wish to calculate the phase itself. We know that S x and S y may contain errors. We have
where ⌬ is the symmetric difference operator, e.g., ⌬ x A͑n +1/2,m͒ϵA͑n +1,m͒ − A͑n , m͒. We use the shorthand n ϵ n +1/2;m ϵ m +1/2. S x ,S y can also be viewed as the averaged slopes. We wish to estimate the phase
⌽͑n , m͒ such that the variance between the actual shears and the measured estimates is minimal:
The slopes of ⌽ are the sum of S and some correction C. Their components are
Here S is the given, measured shear [Eqs. (1)], which is the major term, and C the correction term. Once the slopes of ⌽ are known, the phase ⌽ is given by a direct integration along any path, such as
Equation (4) shows that the solution is divisible into the major, known, term (the first three terms on the second line), and the correction term (the last two terms on the second line). Using the identity for any single-valued ⌽,
and substituting Eqs. (3), we get
thus defining , a scalar function that would have been zero for perfectly measured data. The correction term C depends only on . Using Eq. (2) and substituting Eqs. (3) we get
SIMILARITY TO ELECTROSTATICS
In the limit of a very fine grid, the difference equations become differential equations, similar to those of an electrostatic field. It is instructive to solve for this limit, where the mathematics are simpler. To find the minimum in Eq. (7) we take the derivative and use Eq. (6):
The solution is given in terms of a potential function V that satisfies
This does not specify the field C fully, since we could add a vector ٌW without affecting the first condition: C y =dV /dx +dW /dy, C x =−dV /dy +dW /dx. The optimal C is the one that minimizes 2 . Substituting into Eq. (7), we get
͑10͒
The mixed terms in the last term can also be written as
where B is the boundary of the region R. Thus, if V is chosen as constant on the boundary, the mixed terms vanish. Then, the minimal 2 is obtained with W = 0 everywhere. In the most general case, each connected boundary may have its own constant, depending on the "total charge" within it; that is, depending on /S ·dl, the path integral along a line surrounding the region. The solutions of the difference Eqs. (6) behave in the same manner.
GENERAL SOLUTION FOR DIFFERENCE EQUATIONS
We treat a simply connected region first, and then extend the result to multiply connected and disconnected regions. The functions C x , C y that satisfy Eqs. (6) may be written as
and Eq. (6) becomes
͑13͒
Equations (12) and (13) do not specify the potential V completely. We may add an arbitrary grad term ⌬W to C without affecting Eq. (13) . The best W is the one that minimizes Eq. (7):
Inserting Eqs. (14) into Eq. (7) we get 
The area term disappears and the boundary terms include V on the boundary multiplied by derivatives of W. If we use V that is constant on the boundary, the boundary terms vanish. Then, V and W are not mixed and clearly the minimal ⑀ 2 is obtained with W = 0 everywhere. The best solution of Eq. (12) is where V satisfies the Poisson equation inside the region, and V = 0 on the boundary. Since wavefront phases are defined up to a piston term, this is also equivalent to V = const. on the boundary.
The region R may have a missing section, e.g., an annulus caused by the central obscuration of a telescope. In this case, Eq. (5) is not sufficient for specifying a singlevalued function. We must include the constraint that the path integral of the slopes around the missing region is zero. Otherwise, it would be a multivalued function, defined over a Riemann surface. Equation (5) is augmented by a constraint over the boundary of the hole, H
͑19͒
Here K is the path integral over S around the hole. The path integral over C around the hole should cancel K. In addition, V = const. on the internal boundary. At some value of this constant, the path integral over C around the hole is exactly −K, which is the desired value. This solution satisfies the constraint of Eq. (19) , and any additional W would just increase its variance. Note that the constants may vary from boundary to boundary.
For the special case of a circular region with a circular exclusion, both centered around r = 0, the process is simple and analytic. The boundaries are r = R 0 (internal) and r = R 1 (external). Changing the constant is achieved by adding B * log͑r / R 1 ͒ to V. One first solves with V =0 on r = R 0 and r = R 1 . Then one calculates K C , the path integral over C for this solution. Then one adds −͑K C + K͒ / ͑2͒log͑r / R 1 ͒ to V, which is the desired amount.
For arbitrarily shaped regions, the process is much more complicated. In a later paper we show how to calculate the solution numerically for any complicated region, with any number of exclusions, using O͑N͒ operations.
SOLUTION FOR RECTANGULAR REGIONS
For rectangular regions, the phase is defined over the grid ͑n , m͒ [Eq. (16) The set of base functions k,l ͑x , y͒ = sin͓k͑x −1/2͒ / N͔sin͓l͑y −1/2͒ / M͔ automatically fulfils the boundary conditions of V: It is zero on the boundaries. It is a complete, orthogonal set over the integer grid ͑x , y͒ = ͑n , m͒. It is also a complete and orthogonal set over the half-integer grid ͑x , y͒ = ͑n , m ͒, excluding the boundary points where the functions are zero. It is augmented by the cosine set. Thus we may expand V and in Fourier sine functions (see Appendix A), so that the boundary conditions V = 0 are automatically satisfied:
͑21͒
Since V and have only ͑N −1͒ ϫ ͑M −1͒ internal elements, the following ͑N −1͒ ϫ ͑M −1͒ Fourier functions suffice:
͑23͒
Introducing the shorthand Q x = q x / N and Q y = q y / M we rewrite Eq. (15) in Fourier terms:
Note that, by definition, neither V nor have q x =0 or q y = 0 components. We solve for V:
where T͑q͒ = 2 sin͑Q /2͒ for either x or y. The correction terms are
͑26͒
Thus, the steps of the solution are The steps outlined above use the virtual functions C , V , . Those are intermediate steps in the solution. If we execute the steps analytically, we see that the phase ⌽ may be expressed directly in terms of S x and S y . Expanding V in a sine series over the half-integer set is equivalent to expanding the phase in a cosine series over the integer points.
The phase ⌽ is expressed in the complete, orthogonal cosine set over grid ͑n , m͒. The functions S x and ⌬ x ⌽ that use half-integer x and integer y are expanded as a mixed sine-cosine series:
and similarly for S y . The Fourier components are given by
S y ͑n,m ͒cos͓͑n
where we have made use of the Kronecker ␦.
Once it is known that the optimal solution may be expressed in a cosine series [Eqs. (30)], it may seem that one could have used a much simpler derivation of the formulas: Expand the phase in cosine series, and find the best value for the coefficients. This approach was taken before, with expansions in periodic Fourier components. Note the difference: We solved from scratch, using the potential V, and found that the best solution could be expressed in a cosine series. Previous works used a priori periodic Fourier components, and got suboptimal results.
Both the sine and cosine transforms may be calculated using variations of the FFT algorithm, the fast sine transform and fast cosine transform. Such routines are available over the web in C and FORTRAN forms. In Appendix A we show how to use the more available FFT.
EXAMPLES AND COMPARISON
At first glance, Eqs. (28)-(30) look exactly like the result from previous works using the FFT. There are, however, three major differences:
1. The wave frequencies here are k / N, whereas usually they are 2k / N. This means that waves of lower frequencies are being used. Our set is not periodic in the region 1,2, . . . ,N.
2. The set of functions exp͑ix2n / N͒ is incomplete if one drops the n = 0 term. Expanding the phase in the set of exp͑inx2 / N + imy2 / M͒ assumes that the average shear in the x (or y) direction is zero. If the shear is constant, or S x depends only on y, there is an error. In contrast, our set is complete.
3. Our method produces a lower variance.
In Table 1 we take some analytical examples and compare them with the periodic FFT methods. The region R is n =1, . . . ,64, m = 1 , . . . , 128. For each example, we calculate the errors in the fit, e x = S x − ⌬ x ⌽ and e y = S y − ⌬ y ⌽. We cite the Std, i.e., the normalized standard deviation between the measured and calculated gradients, where Some examples have an exact solution, which is correctly produced in this method (limited by computational accuracy). The third and fourth cases have impossible data, but this method has a better fit. In the last three cases we chose a phase, calculated its slopes, and reconstructed it back. In the last two cases we took a random distribution with a power spectrum of −1, and in the last case added noise to the calculated slopes. To show the capabilities of the aperiodic solution, we purposely added a small planar tilt to all these last cases (Fig. 1) , a tilt which tends to cause the standard reconstruction algorithms 22 to fail.
THE SOLUTION FOR A CIRCULAR REGION WITH EXCLUSION
A telescope with a circular central obscuration is modeled as a round region R 0 , with a circular, concentric exclusion R 1 . The potential V is zero on the external and the internal circles: V͑R 0 ͒ = V͑R 1 ͒ = 0. Choosing as base functions a set that fulfills the boundary condition, and that is an eigenfunction of the Laplace operator, makes the solution trivial. Using the variables z = log͑r͒ and = a tan͑x / y͒, the boundary conditions become V͑z 0 , ͒ = V͑z 1 , ͒ =0. For expanding V, the set is V km ͑z , ͒ = sin͓k͑z − z 0 ͒ / ͑z 1 − z 0 ͔͒exp͑im͒. For expanding the phase, the set is ⌽ km ͑z , ͒ = cos͓k͑z − z 0 ͒ / ͑z 1 − z 0 ͔͒exp͑im͒. These sets satisfy the criteria that (1) they are orthogonal over the region R with weight 1 / r 2 ; (2) their gradients, ٌ km · ٌ k Ј m Ј are orthogonal with unit weight; and (3)
The ideal integer grid (measurement points) for expanding in such a set is a rectangular grid in z -space, ͑z , ͒ = ͑n , m͒, with n =1,2, . . . ,N and m =1,2, . . . ,M as before. In the r -space this grid is composed of concentric circles (spaced logarithmically) and equispaced rays.
SHEARS VERSUS EXACT DERIVATIVES
If the measured quantities are the gradients U x and U y on the integer grid ͑n , m͒, then a good estimate for the shears S x , S y is the average of the derivatives at the end points, or the trapeze rule: The calculated S x , S y are then inserted into Eqs. (13)- (25) or (29). An improved and more complex estimate is a cubic interpolation: At the edges this is not defined, so Eqs. (31) must be used.
In every case, the shears S x and S y are integrals over the gradient in a small interval. If the measured quantities are accurate derivatives, then Eqs. (31) or (32) introduce some errors of approximating the shear with a second, or fourth, or any finite-order formula. It may be argued that better estimates are obtained by (a) fitting the measured derivatives with analytic functions, (b) carrying the integration analytically, and (c) calculating the shears S x and S y from the analytic expression and using them instead. 20 A counterargument is that an analytic expansion introduces hidden assumptions about the behavior of the function between the grid points. If the errors are caused by a process with a known power spectrum, such as turbulence, this can be taken care of by using an appropriate filter. In the case of segmented optics this assumption might not hold, and one should sample on a finer grid. The trapeze or cubic interpolations introduce known small errors. Analytical expansion could introduce unknown large ones. Mathematically, the analytical expansion holds where the derivatives are band-limited, while in truth they contain experimental noise, and noise is known not to be band-limited. We proceed, with grave reservations, and solve the analytic expansion for rectangular region R. The analytical solution has V = 0 on the boundaries ͑x =1/2, x = N +1/2, y =1/2, y = M +1/2͒ and is not periodic. Thus, it is a sum of sine functions that satisfy the boundary conditions. This is equivalent to expanding ⌽ in the complete set of continuous cosine functions (functions with continuous x and discrete q), and the derivatives in the mixed sine-cosine series [as in Eqs. (28)- (31)]. The hidden assumption is that all the ignored high-frequency terms are negligible; that is
which is Eq. (28) with the integer variables n , m replaced by the continuous variables x ͓1,N͔ , y ͓1,M͔, or
There are NM values of U x ͑x , y͒, which requires at least NM variables U x ͑q x , q y ͒. The sine term with q = 0 vanishes identically everywhere, so we must start with q x = 1. The expansion of the derivatives uses one extra sine function, instead of the missing q = 0 term. The sets are orthogonal and complete over the region x =1,2, . . . ,N; y =1,2, . . . ,M. The condition for minimum becomes
defined for q x =0,1, . . . ,N − 1 and q y =0,1, . . . ,M − 1, and excluding the term q x = q y = 0. This is similar to F. Roddier and C. Roddier's result with the full FFT. 10 The edge values U x ͑q x = N , q y ͒ and U y ͑q x , q y = M , ͒ are not used, since their contribution to the phase vanishes on integer grid points.
One could also expand everything in the set q x =2, . . . ,N + 1. Such an expansion assumes that ⌽͑x , y͒ does not have a cos͓͑x −1/2͒ / N͔F͑y͒ term. This is the weakness of the analytical expansion: One assumes a priori that the continuous function may be approximated well by some finite series, and lacks those terms that were not included.
Suppose we use this same data with the differenceequation approach. 
͑37͒
This is very similar to Eq. (35) and even more so to previous solutions, 12, 13 but the highest-frequency components have lower amplitudes.
If one uses the cubic interpolations of Eqs. (32) the results for the x transform are Table 1 : (top) analytic periodic function, (center) random function, (bottom) with 50% noise on the slopes. In this last case we show the cosine output (bottom left) as it changes little compared with the noiseless input above it. The frame sizes were 64ϫ 128.
A. Talmi and where P͑Q͒ =4/3−1/3 cos 2 ͑Q /2͒, and similarly for the y transform. The phase transform is then
Note that although the formulas are similar to previous ones, [10] [11] [12] [13] the base set differs-we use the cosine set with ͑Q x , Q y ͒ = ͑n / N , m / M͒ while previous results are periodic with twice the values, ͑Q x , Q y ͒ = ͑2n / N ,2m / M͒.
SUMMARY
We have shown that given the measured shears, the optimal solution for the phase is composed of a main term resulting from direct integration and a small correction term. We have shown that the correction term is a solution of a Poisson equation, where the sources are the errors in the original data, and the boundary conditions are zero potential on the boundaries. In fact, one may argue that the correction term is no more then a sophisticated error-diffusion method that shuffles the errors slightly so as to reduce the variance somewhat. Like a cleaner who sweeps the dirt under the rug, the mathematics attributes the errors to regions without measured data. Errors close to the boundaries contribute little to the variance, while internal ones (that can not be shuffled away) contribute their full share.
We have shown that in the case of rectangular regions, the correct solution is very similar to the established periodic FFT solution, with one big difference: The basic set is the Fourier cosine series, not the periodic one, and the waves have half the frequencies. We have demonstrated with seven simple cases the superiority, namely the smaller variance, compared with the FFT method.
The fast sine/cosine transform is actually quicker then FFT, as it uses only real numbers, not complex ones. Since it produces the best results, it is the preferable choice.
We have shown that for a telescope with an obscuration, the natural set of functions is waves in azimuth and logarithm of the radius. We have shown how to solve (exactly) such a geometry.
We have investigated the solution with analytical extension of measured derivatives, and compared the results with those obtained using approximated shears. The results show that the differences are not significant. Formally, these results are very similar to previous ones. The similarity is only formal-the actual set of base functions differs: The wave numbers are smaller by half in each direction
We have used an approximating method (multigrid at 45°) to solve the Poisson equation for the correction term. The method is linear, requiring 4N first-neighbor averages or 19N basic operations, much quicker then ͑3͒͑5͒ ϫ͑N͒log 2 N using the FFT method. The convergence is so quick that one iteration suffices. A variation of it solves any region R with any number (and shape) of excluded subregions, with roughly 50% more operations: Each gradient term S x and S y is accompanied by a Boolean invalid/ valid flag (or / 1 weight). Excluded points or regions are simply flagged invalid or multiplied by the very small weight .
APPENDIX A
The purpose here is to show the relationship between Fourier, sine, and cosine expansions. We use r and q as the reciprocate indices, in order to represent both x and q x , y and q y . We use r h to denote half-integer values, and r for integer ones.
The set of functions sin͑qr h / N͒ with integer q is orthogonal over the set of points r h = 0.5, 1.5, . . . , N − 0.5. It forms a complete set of functions if one uses q =1,2, . . . ,N. The function with q = 0 is zero. We write the set as ͚ r 1/2 =0.5
The set of functions cos͑qr h / N͒ with integer q is orthogonal over the set of points r h = 0.5, 1.5, . . . , N − 0.5. It forms a complete set of functions if one uses q =0,1, . . . ,N − 1. The function with q = N is zero at those half-integer r points. We write the set as
͑A2͒
A different orthogonal series is the sine of integer r values. The set of functions sin͑qr / N͒ with integer q , r is orthogonal over the set of points r =1,2, . . . ,N − 1. The functions vanish at the edges r =0, r = N. Note that the function with q = 0 is identically zero, and the function with q = N vanishes, too, at integer r points. To form a complete set, we use q =1,2, . . . ,N −1: 
͑A4͒
The sine and cosine transforms of N terms may be calculated using a FFT of 2N terms. This is an inefficient but handy method, as FFTs are included in computer packages, but fast sine/cosine transforms are not. Thus the integer-r, integer-q cosine and sine expansions are 
͑A6͒
where R͑r͒ is the series to be expanded, and indices Ci, Si, and F indicate cosine (integer r), sine (integer r), and Fourier expansions, respectively. In other words, one fills the first half of a vector of length 2N with the series R͑r͒, and pads the second half with zeros. After performing the FFT, the required results are calculated from the q and −q terms. The transform for half-integer points [such as in Eqs. 
