This paper gives explicit, applicable bounds for solutions of a wide class of third-order difference equations with nonconstant coefficients. The techniques used are readily adaptable for higher-order equations. The results extend recent work of the authors for second-order equations.
Introduction
This paper studies explicit, applicable growth rates for third-order difference equations.
In particular, we will consider solutions [b n ] - [b n (b 0 , b\, b 2 )} of equations of the form A 3 6 n _ 2 = p n b n -q n b n -\ + r n b n^2 , (1.1) where for a sequence {a,}, A is the forward difference operator and Aa, = a i+i -a t .
That is,
of the form in (1.1) have been studied by many authors (see, for example, [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] We now state our main result which extends recent results for second-order equations (see, for example, [1] and [13] ). Closely related results can also be found in [14] . 
The key to employing Theorem 1.1 is to determine a positive, nondecreasing sequence B satisfying (1.4) and (1.6). While this can be done inductively for many {(Pj, qj, rj)), it is particularly convenient when the third derivative of an extension, B, to [0, oo) of the bounding sequence B exists. The next lemma follows directly from the fact that A 3 S,,_i = fl'"(£), for some £ G [n -1, n + 2]. LEMMA 1.2. Suppose B'" exists.
(1) ifB'" is nondecreasing, and for n > « 0> i f ( 5 ) n < B'"(n -1), then V(n) > 0 for n > n 0 .
(2) IfB'" is nonincreasing, and for n > n 0 , i f (B) n < B'"(n + 2), then V(n) > 0 for n > n 0 .
It will be helpful to have the following notation, which will be useful when demonstrating that (1.4) holds for particular examples.
For given {&,} and {6,}, define G and h via
). Note that (1.4) can be rewritten as hi > cjgjj > 0, for 0 < /, j < 2. In fact, if /i, > 0 and g,., > 0, for 0 < / < 2, we may take c, = min o <,< 2 {/i,/g ; ,,}.
We now give some examples of applications for Theorem 1.1.
EXAMPLE 1 (Power-type rate bounds). Consider {B n } defined by B n = n k (with k e K), and note that B given by B(x) = x k , is positive, nondecreasing and convex for k > 1. Taking derivatives gives B'
, and hence B'" is nondecreasing for 1 < k < 2 and k > 3, and nonincreasing for 2 < k < 3. Now, setc = k(k-1)(A: -2). Employing Lemma 1.2, each of the following satisfy (1.6) of Theorem 1.1: (1.11) [4] For k > 2, c is nonnegative, and hence the sequences in (i)-(iv) all satisfy (1.3). Now, note that (a) r n defined by r n = c/n 3 satisfies both (1.8) and (1.9), and (b) p n defined by p n = c/(n + I) 3 satisfies (1.11). We will consider these two instances in some detail.
(a) (r n = c/n 3 ) That r n = c/n 3 satisfies (1.8) is immediate. To see that the righthand inequality in (1.9) also holds, note that ( / Z + 2 ) 3 -* ( / J -1)* < (n + 2)(/i-I) 2 =n 3 -3n+2 < (n + I) 3 .
Now, employing the formulae in Table 2 (ii) q = r = 0, and for n > 3,
(1.14)
A s a n e x a m p l e o f r n satisfying ( 1 . 1 3 ) , w e h a v e r n = (n + l)/(n -I We now turn to a proof of Theorem 1.1.
Proof of Theorem 1.1
In this section we will prove Theorem 1.1. Prior to proving Theorem 1.1 we quote the following two tables which we use in the proof of the theorem. Now, for / > 0, define e, by e, = B, -b t . The values of e,, for the first few i, are given in Table 3 . 2 We will show that e, > 0 for all i > 3; the result in (1. Table 3 ). Now, assume A 2 e n > 0, for n < N. It then follows immediately that The second to last inequality in (2.3) follows from (2.2) and (1.3). The final inequality follows from (1.6) and the induction hypothesis. Thus {e,} is positive (and convex), and as mentioned, (1.7) now follows.
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