Introduction
In 1969 as mappings having roughly the same behavior as a particular Poincard section of the Lorenz differential equation. H^non demonstrated numerically that for certain values of the parameters the mappings appeared to have a strange attractor. This has finally been established rigorously by Benedicks and Garleson ([BG] , [MV] ). There has since been an enormous amount of work on the dynamics of the H^non mappings (in particular, see [Ho] , [HWh] and [HWi] , which give further references). This work is all in the real domain. As far as we know, this paper ( [H] was an early version) is the first attempt to understand the H&ion mappings in C 2 . Recently others have done work in this area including Friedland and Milnor ([FM] and [Ml] ), Bedford, Lyubich, and Smillie ([B] , [BS1] , [BS2] , [BS3] , [BS4] , [BLS] , [S] ), and Formess and Sibony ( [FS] ).
In the study of iteration of polynomials of one variable, extending to complex values of the variable has been very useful, even when the original polynomials were
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The problem of the branches of the roots can be circumvented by defining G^^Hm^^logJ^.)!, where log^(^) == sup{log(^), 0}, which is the Green's function of Ky.
This construction generalizes for H^non mappings as follows. Let a subscript 1 or 2 denote the projection onto the first or second coordinate as in (F 0^ = P^o F 0^.
Now define the limits
-^^^II^^WII-ix\ r ix and <pj = lim (F 0\ y] ^"L U
•H/d"
Of course, the matter of where these are defined and the convergence of the limits must be dealt with (and are, in Section 5). Since the first version of this paper was written, much further work on G^ has been done, more particularly by considering the closed (1, 1)-currents^=^Gŵ hich are analogs of the Brohlin measure ([BS1] , [FS] ). The measure (JL == (A^. A (JL__ has also turned out to be very important.
As far as we know, the complex analytic mappings 9^ have not received similar attention, but they are even more important to our development.
More particularly, the argument of the Bottcher coordinate has led to the theory of external angles and is fundamental to the combinatorial study of the dynamics of polynomials ( [DH] , [T] ). When the functions 9^ are combined with the compactification in Section 9, more particularly Corollary 9.4, we find that there is an analogous theory of external angles for H^non mappings; perhaps we can hope to use the techniques using external rays, etc., to combinatorially describe H^non mappings. A case in point is the Benedicks-Carleson result in [BC] , where the combinatorics is so reminicent of puzzles and tableaux as in [Y] , [BH] and [HY] .
Continuations of this paper will present results about H^non mappings as perturbations of polynomials ( [HO] ). The paper [0] studies the dynamics of complex horseshoes using techniques from these papers.
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An algebraic characterization of Henon mappings
The family of mappings on C 2 with quadratic coordinate functions depends a priori on 12 parameters. The Henon mappingŝ -m--°. Note that every polynomial mapping, G, of degree 2 can be written in the form G == ^ + G ! + Gg, with each G^ homogeneous of degree k and that every polynomial automorphism has constant Jacobian determinant. The following theorem gives the Jacobian Conjecture in this context, i.e., any polynomial mapping of degree 2 with non-zero constant Jacobian determinant is an automorphism.
Remark. -If G^ satisfies the non-degeneracy condition G^O) == 0, then the mapping G extends to give an endomorphism of P 2 , which will be of degree 4. More generally, if the mapping were given by polynomials of any degree d, and the leading terms G^ were non-degenerate, then the mapping defines an endomorphism of P 2 of degree d 2 . Of course, this is incompatible with G being an automorphism. Since G^ is degenerate, G^O) is a line /o 5 and G^(C 2 ) is a line/r Either^ and^i coincide, in which case the mapping is elementary, or they do not coincide, and the mapping is a generalized H6non mapping. The quadratic terms of the Jacobian determinant generally yield the relationŝ
So the image of the quadratic terms is a line, ^$ assume that d^ == e^ ==/a = 0. The linear terms of the Jacobian determinant generally yield the relations
Since G is injective, 63 and ^ cannot both be 0. So Gg vanishes on a line, /oIf^Q and /i are linearly independent, then assume d^ = 1 and ^ ==/i = 0 (sending /o to thej-axis). The Jacobian condition shows that ^ = 0 and this is a H^non mapping.
Otherwise assume that /i == 1 and d^ = e^ == 0 by sending /o to the .v-axis. The Jacobian condition shows that b^ = 0. So G is of the form 
Note that F^ ^ is conjugate to H_^ _^. Thus, mappings of the form F^ g were omitted in this other form. A fixed line is a line which is mapped onto itself (but not necessarily pointwise). Consider the set of lines y == k for all k e C. Elementary mappings can be understood by how they map these lines: all lines fixed, a unique fixed line, or no fixed line. A fixed line may be fixed pointwise, or there may be a unique fixed point or no fixed point.
3« Solenoidal mappings
This section gives a classification up to conjugacy of unbraided solenoidal mappingsT : T -> T of degree d, satisfying appropriate expansion properties and topological conditions. Solenoidal mappings, which are defined below, are injective mappings of degree d ^ 2 of the solid torus. The images of such mappings can be braided and quite complicated. We only understand how to classify those which are unbraided.
We will show that up to conjugacy, such mappings, when they are appropriately expanding and contracting, are classified by an integer. Only one of these mappings seems relevant to the study of Hdnon mappings. On the other hand, the authors puzzled about these mappings quite a bit while understanding the structure of H^non mappings, and we feel that it will be clearer if we study them all, if only to contrast the relevant one to the others. Theorem 3.1 holds for arbitrary mappings of degree d while Propositions 3.3, 3.5, and 3.6 require the mappings to be solenoidal. The construction of solenoids is given before Proposition 3.6. Proposition 3.7 shows that solenoidal mappings of degree 2 are unbraided while Proposition 3.8 requires unbraidedness. Theorem 3.11 is the classification of conjugacy classes.
Theorem 3.11 reduces the determination of a conjugacy class to the computation of an isotopy class and the verification of a hyperbolicity condition.
Solenoidal mappings. Let D be the disk of radius 2, T = S 1 X D, and denote by (^, z) the coordinates in T.
Definition. -Let G+ and G_ denote the constant families of cones Remark. -The definition says roughly that the derivatives of a solenoidal mapping preserve the family of cones C^. and are expanding in the ? direction and contracting in the u direction in C+. From the fact that T is an immersion it follows that the inverses of the derivatives of a solenoidal mapping preserve the family of cones CL •
and e^ == S 1 X { 2 }, each oriented by the counterclockwise orientation of the circle. We will examine very closely the following mappings, Tj^ : T -> T, which are unbraided solenoidal for every integer d ^ 2 and k e Z:
he reason for the shift in the exponent will become clear later: T^ o has much nicer properties than the others. with the uniform metric, 8, which is well-defined because of the periodicity. In this metric II is a complete metric space. Define a mapping 9 : II -> II by <p(%)(7)=^%(/(7)).
If % satisfies %(/(?)) == %(T) + 1, then so does <p(%). Proof. -Define IIo C 11, the family of Lipshitz fibrations consisting of those elements of II whose fibers are disks which are graphs of Lipshitz functions a :
1 preserves the family of cones G_, the family of Lipshitz fibradons is stable under 9. So the fixed point TCQ is a limit of Lipshitz fibrations.
The space IIo is not closed in II, but the fibers ofn e HQ are fairly easy to understand. 
We need to show that a^. g(^) ^ (B^e^) fo When the mapping/is clear, simply write X instead of X^.. This construction is sometimes referred to as the inverse limit construction. A point of this projective limit is a point of XQ e X along with a " history of the point " under the iteration of/.
The mapping / induces f: 5C -> X by
which is always bijective as V (. . .3 A:2, ^, XQ) = (. . ., A?2, ^).
Consider the projective limit of the mapping 8 : S 1 -> S 1 given by 8(^) == ^d. Define 2^ == lim (S 1 , 8) and the bijection 8 : S^ -> S^ as in the introduction above.
This construction was studied carefully by Williams ([W] ). The solenoid was first studied by Vietoris ([V] ) and van Danzig ( [vD] ). Let Uf be one of the d -1 mappings guaranteed by Theorem 3.1.
Proo/*. -Let z ==(..., ^, ^) be a point of S, and define
X^=={xe^\f-i (x)
is defined and n^f-^x)) == ^ for O^^Yfe}.
Then/ ofc maps TTy' 1^) bijecdvely to X^. In particular, X^ ^ is a component of /^(T) n Tc^^^o). Since these components have diameters tending to 0 as k ~> oo, and
we see that h^ is bijective. It is continuous, and the domain is compact, so it is a homeomorphism. D Proof. -We will show that there exists a fiber homeomorphism
Definition, -An injective mapping T : T -> T of degree d is
Note that the pair of sets (T, r^(S 1 X { 0 })) is independent of k.
Both (T,/(S 1 X{0})) and (T, r^(S 1 x{0})) are locally trivial fiber bundles over S 1 with fibers homeomorphic to disks with two marked points. Locally trivial fiber bundles over S 1 are classified by the isotopy classes of their monodromy. For the bundles under consideration the monodromy homeomorphisms lie in Borneo CD, {a, b}).
The mapping Borneo (D, { a, b }) ^^erm{a,b} (the latter being the symmetric group on two elements) is surjective with contractible fibers ( [Ha] ). So the isotopy class of the monodromy of these bundles depends only on how they permute the boundary components. For both bundles, the points are exchanged. So the bundles are fiber homeomorphic. D
Proposition 3.8. -For every unbraided solenoidal mapping/there exists a unique integer k and a mapping h: T -int(/(T)) -> T -int(^^(T)) such that the following diagram commutes:
Proof. -Step 1. There exists a fiber homeomorphism
mapping 8T to ffT. Note that the set T -int(T^ ( Let U^, ...,U^ be the components of D n/(T), labeled so that a, eU,, and V^, ..., V^ be the components of D n T^(T), labeled so that b, eV,. Now deform 9 so that <p(UJ = V,. This is (unpleasant) 2-dimensional topology. First adjust e in the definition ofr^ so that <p(U,) n V, == 0 for z +J. Therefore the sets V, n <p (V,) have disjoint neighborhoods D^ homeomorphic to disks. . .,^}) ->V such that ^ o <p is isotopic to 9 and ^ o 9(U,) = V,. Unfortunately, this mapping does not now conjugate the monodromies, but it does up to isotopy, and that is enough, since bundles are classified by the isotopy classes of their monodromy.
Step 2. Next it will be shown that k can be chosen so that diagram (3.9) commutes on the level of homology. The homology group Hi(BT) is isomorphic to Z 2 . Choose the basis { S 1 X { 2 }, { 1 } X 2S 1 }, the circles oriented counterclockwise in C. Consider the mapping g of~1 o g~1 o TO. This is a fiber homeomorphism 8T -^ 8T, hence induces a mapping given by a matrix j j for some integer I on H^T).
Since the construction of g is unique up to isotopy, £ is an invariant of/.
Observe that T^ can be written r^o^, where w is the twist mappinĝ
So g of~1 o g~~1 o T^ ^ = g of~1 og~1 O^QO w k . Since w^ induces the mapping given /I k\ by the matrix on Hi(BT), set k = -i so that gof~1 og~1 o T^ induces the identity on the homology.
Step 3. Finally, adjust g into h so that the desired diagram commutes. There exists a homotopy G< : BT x I-> 8T with Go = ^t°g °f°S~1 and GI == Id. Let UCT -int(T^(T)) be a narrow thickening of 8T homeomorphic to
. Now for y e 8T, set x == g(jy) and compute
Next comes the classification of the conjugacy classes of unbraided solenoidal mappings.
Theorem 3.11. -Every unbraided solenoidal mapping is conjugate to one of the T^ ^, and no two of these are conjugate,
Proof. -The second part was proved above, when it was shown that different values of k lead to different values of /', which are conjugacy invariants.
We wish to extend h from Proposition 3.8 to T. Take 
Embeddings of the solenoid in S 3
In this section we will try to describe the inductive limit of T under T^ y. Intuitively, this corresponds to taking a solid torus winding around d times in a larger torus which winds around d times in a yet larger torus, etc., and taking the increasing union. This intuitive picture is ambiguous. To make this precise, the embedding mapping each torus into the next must be specified. This is made precise in this section. Smale first studied solenoids as hyperbolic attractors in S 3 ( [Sm] ).
Recall the mappings T^ ^ from the example near the beginning of section 3. Remark. -Note that T^ ^ obviously extends to S 3 for some k. After all, one can take a solid torus (think of a bicycle tire tube) and wrap it d times around itself. The outside of the unwound tube and of the wound tube are both unknotted tori, so there exists a homeomorphism between them. This homeomorphism will map the inner rim of the tube to some curve on the wound tube; the object of this proposition is to describe this curve. The skeptical reader might experiment with a tube for d = 2, 3. Proof of Proposition 4.1. -The key point is that T^ Q maps curves on 8T which bound embedded disks in S 3 -T into curves which bound embedded disks in S 3 -^ oC^')« This can be seen in Figure 4 .1. This is a drawing of S 1 X D, with the disks { 1 } X D,
the reader is expected to fill in the other slices. Within these disks are d subdisks. The case d == 3 is represented, and the triangle formed by these three subdisks rotates by 1/3 of a turn while going around S 1 once. Thus these subdisks represent T^(T).
The curves drawn on the outside of the disks represent a disk X in S 3 -^ ^ (T) . Verifying that this is indeed a disk is the essence of the proof. We leave to the reader to verify that X is a manifold with boundary 8XC^^ (T) . To see that this manifold is simply connected, notice that it is clearly a deformation retract of the subset consisting of X n S 3 -int (S 3 -T) , and the star above -1. This is a contractible set: d disks, each with a leash and all leashes connected at one point, as in Figure 4 .2. Now going around S 1 once, the angle at which X touches a subdisk rotates by -(d -l)/rf, so that altogether BX is the curvê Reflections with respect to a torus. A different way of understanding the extension ofr^o to S 3 will be given requiring a definition of reflection with respect to a torus. The simplest context in which to describe such reflections is to write , the rotation by 7r/rf around the -s-axis, is a homeomorphism of each onto the other.
For any homeomorphism a : S 3 -^ S 3 set pa = a~1 o pi o a. Proof. -Fiber both To and Ti over the circle by the radial angles, as measured from thej^-axis, and similarly for T'. Choose first the restriction of the homeomorphism a to To, so as to map the slice with a given radial angle of To to the corresponding disk of T' and so that a commutes with symmetry with respect to the j^-axis.
Next choose a curve y winding d times around T', symmetric with respect to the jy-axis and such that the (< radial angle " of T" is monotone along the curve, and a small tubular neighborhood S around it. Note that this radial angle of T" will increase by 2dn along Y. Fiber S by the radial angle, starting at the highest intersection on the j^-axis. See Figure 4 .4. FIG. 4.4 Next, define a on T^ by sending the slice at a given angle to the slice of S at d times that angle, still preserving the symmetry with respect to the j^-axis. Extend the homeomorphism to S 3 so as to preserve the symmetry.
With this choice of a, a) and b) are clearly true. All the work was designed to satisfy c) and d): the restriction ofA^ simply multiplies radial angles by din To, hence is expanding in that direction. By choosing the tubular neighborhood S of y sufficiently thin, ha can clearly be made contracting in the slices. Since y is unbraided in T", the solenoidal mapping ^ : To -> To is conjugate to T^ for some k, which must be 0 since ê xtends to S 3 . The inverse of ^ is Rj^op^ which is conjugate to p^oR^-1 . Conjugate the mapping by symmetry around the j^-axis. This conjugates R^ to R^-1 , and since the reflection with respect to the j/-axis commutes with p^, R o po is conjugated to its inverse. D This shows that the mapping h^: S 3 ->• S 3 is a homeomorphism, which has two invariant solenoids 2^. C To and S_CTi, attracting and repelling, respectively; every point is attracted to S^_ under forward iteration of^ and is attracted to S_ under iteration of h^1.
Inductive limits. Given a space X and a mapping/: X -> X, define the inductive limit lim(X,/) to be lin^(X,/) == X x N/-, where the equivalence is generated by setting {x, m) ^ (/(^), m + 1).
The notion of inductive limit is pathological when / is not injective (the spaces created fail to be Hausdorff). We will use the notion only for injective mappings/ where it really is some sort of increasing union. Proof. -Fundamental groups commute with inductive limits, so, by Proposition 4.4, 7Ti (S 3 -SJ is isomorphic to the inductive limit of
Remark. -It is usually dangerous to speak of fundamental groups without specifying a base point, but in this case the fundamental group is abelian, so there is no ambiguity.
Knots and the mappings T^ ^. We will not need the following results in the sequel, but they may help the reader to understand why the mappings T^ ^ are different. We will only discuss the case d = 2, but a similar discussion can be made for arbitrary rf, and is a bit simpler in fact when d > 2.
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Proof. -The case k == 0 is dealt with in Proposition 4.1. Next show that T|^(T) is the (2, 2k -1) torus knot. This is genuinely knotted unless k == 0 or 1. Since T^^T) is a companion of T^ (T) , this proves the result for all k except k == -1, which requires a separate argument.
Observe that T^ can be written ^ o w\ where w is the twist w{^ z) = (?;, ^). Then TJ^(T) = Tg^o z^o T^o o ^ (T) . The z^ on the right can be ignored since T = ^(T) and since Tg o extends to a homeomorphism of S 3 , the Tg o on the left can be ignored also. The result follows from the computation
The mapping ^ h-> (^2, ^2 k + l ) is a parametrization of the (2, 2k + l)-torus knot, which is indeed knotted unless 2k + 1 = ± 1.
To finish the proof, it must be shown that TJ _^(T) is knotted. As above,
Tâ nd again ignore the w~1 on the right and the r^o on the left. The reader may check that the core of the solid torus is then parametrized by ^ h-^ (^4, ^-2 + e^-7 ). We leave it to the reader that this is a parametrization of the (2, -• 5)-torus knot. D
The functions G^ and 9R

ecall the generalized H^non mappings of degree d, (PW -V\ _(^+ qW -ay\
\ -}~\ -r
where a + 0 and the degree of q is less than d. Recall also the definitions of sets Kâ nd U^ from the introduction.
Looking at the formula for the H^non mappings, note that if x is reasonably large and large with respect to j/, then the predominant behavior is that the ^-coordinate gets raised to the rf-th power. The following definitions are designed to state this rigorously. Set a to be at least as large as the absolute value of the largest root of M'-kWI^M+^A^o. 
Proof. -First consider the statements for V+. To see part b) let {x,y) eV+, and calculate: \p{x) -ay\^ \p{x)\ -\a\\y\> \p{x)\ -\a\\x\^ 2\x\.
Thus F(V+)CV+ and
(F°")i^> 2"|a;
for all n = 1, 2, ... Hence part c) and also part a).
Part d) is obvious since F(W) ^-{{x,y)\ \y \ < a}. Part e) is obvious also.
For {x,y) eV_, the proofs are analogous using
Remark. -The proof of part ^ of Lemma 5.1 shows that the first coordinates of an orbit starting in V+ grow at least geometrically. This is actually misleading. Since the dominant term of Fi is of degree d, the growth is like k^. Lemma 5.1 shows that every point eventually lands in V^. U W. Proof. -The function 94. is constructed below and shown to have the required property. The proof for <p_ is analogous. The proof of uniqueness will be given at the end of section 8.
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To simplify the formulas below set the notation x^ == (F 0^"1^ [x^y) and j^ = (F 0^"1^ {x,jy) . Note that x^ is a polynomial in x andj of degree d" whose sole leading term is y^ andj^ is a polynomial in x andj^ of degree d n~l whose sole leading term is A^"~1. To define 94., meaning must be given to the limit -iTF^-aNow, for the d"-th root use the principal branch of (1 + z} 11 *". The infinite product converges as the series of the logarithms of the terms in the product converges.
In the product above, consider the factor
The terms of highest degree in both polynomials involve only x. Since \y\^ \ x |, the term {q{x^ -ay^fyf^ is of order I/A^. That is, there exists a constant G such that in V+ which tends to 0 as {x,y) -> oo in V^.. Therefore the product is equivalent to its first term x. D A refinement of this result will be needed, pushing the asymptotic development of cp^ a bit further. We find it easiest to write ?+(^JO == u^x) + u^x)y + . ".
as a convergent power series inj/, with coefficients Laurent series in x, which is clearly possible by the structure of V+. Proof. -Again, the proof will be given for G^ and the proof for G_ is analogous. On V^., define G^_ = log [ <p^. |. Extend this definidon to {x,_y) e U_,. as follows. By part a) of Lemma 5.1, there exists n> 0 such that F°"(;c,^) eV^. . For such (x,_y) , define
G, \y >W
Further extend G^ to be zero on K^.. The definition is consistent: if a higher n had been used, then the result would be the same by Proposition 5.2 and clearly satisfies G+ (F(A;,j) 
) == dG+{x,y).
The function G+ is harmonic on U+ since it is a real part of an analytic function on V+ and elsewhere the pullback of a pluri-harmonic function by an analytic mapping.
It Remark. -The functions G^ are obviously subharmonic. This fact has been observed by Bedford and Smillie ([BS2] ) and by Fornaess and Sibony ( [FS] ). They use the fact that dd° G^ are positive (1, 1)-currents supported on J^ to derive analogs of the Brolin measure ( [Br] ) for H^non mappings. Fornaess and Sibony also prove that G^ are Holder continuous.
The global topology of H6non mappings
The behavior of G+ is partially described by the following, in which solenoids make their first appearance in this subject. Proof. -This is a standard inversion of an analytic function from Proposition 5.3. D (Proposition 6.4) Now compute F in the coordinates (^, z):
nly the term ^d in the denominator contributes to the leading terms of the development of F, to give
his mapping is not quite one of the T(, ^'s from section 3, but almost. Change variables once more, to (^, Y)), where Y) = z^. In these coordinates, the following expression holds:
n particular, it is conjugate to T^ o. Proof of Proposition 6.6. -The existence of g' and its uniqueness up to homotopy is an unpleasant topological generality. The substance of the proposition is in what g' does to Yyrf.
The generality is a consequence of the following lemma. Proof of Lemma 6.7. -See [EE] and [Ha] . D (Lemma 6.7) Both V^) -F(V^.(r)) and T -T^(T) are locally trivial fiber bundles over the circle with fibers homeomorphic to the sphere with three holes above. In each case, the functions called ^ are the fibrations. The following shows that these two spaces are fiber-homeomorphic. Ĝ ut the circle at some point, to manufacture two bundles V^.(r) and T of spheres with three holes over the interval I. Both are trivial bundles, and hence homeomorphic to I X X. The mapping uov~1 would induce the desired homeomorphism V^.(r) ->T if m^o m~y 1 were the identity. To arrange this, let m^ be a family of homeomorphisms of X such that m^ = m^1 o m^ and m^ = Id and define m:IxX->IxX by m{t^ x) == (^, m^x)). If u is replaced by the trivialization u^ === u o w, then the requirement is satisfied.
This manufactures a homeomorphism
It is clear from the construction that its isotopy is unique (among fibered homeomorphisms). It must be shown that w can be adjusted so as to coincide on a(F(V+(r))) with T^ o o g o F" 1 and that w maps Yr</ to a curve on T which bounds a disk in S 3 -T. Both questions are homotopy class questions: the second one obviously and the first because the restriction of w to the boundary can be adjusted to coincide with any homeomorphism in its homotopy class.
Both of these statements follow from the asymptotic expansion (6.5):
here the error term is so small that if a parameter is put in front of it and varied from 1 to 0, then no homotopy classes are changed. Once the parameter is 0, the formula looks exactly like the formula for r^o. This is slightly misleading since ^ and T) are in the circle of radius r and the disk of radius r, respectively, whereas the arguments of T^ o are in the circle of radius 1 and disk of radius 2, respectively. We leave it to the reader to make the appropriate scaling after which the identity is a possible candidate for w. D (Proposition 6.6)
The proof of Theorem 6.1 is completed by induction. The same construction as above gives a sequence of homeomorphisms g', g", ..., where g^ :
F-^V^)) -T^(T) by G^ == ^ o g^ o F\ That is, the following diagram commutes:
In the end, U+(r) = U^o F-^V^)) is homeomorphic to U^o^SW^s 3 -^^.
This proves that the fibers of G+ are homeomorphic to S 3 -S^ o for r sufficiently large. Proposition 6.6 admits parameters: if g^ were a family of homeomorphisms as in the proposition, depending on a parameter t in an interval, then there exists g\ depen-ding continuously on t and satisfying the conditions of the proposition. In particular, there exist homeomorphisms g, g', g'\ ... such that the following diagram commutes:
Applying this extension of Proposition 6.6 to the inductive proof above shows that the mapping G+ : U+ -> R+ is a trivial bundle above (R, oo), with the same R as in Proposition 6.2. Now F 0^ is a fiber homeomorphism of G; 1 ((R/2^, oo)) to G; 1 ((R, oo)),
Thus the mapping G+ is a trivial fibration over any compact subset of R+, hence locally trivial over R+, hence trivial since R+ is contractible. D (Theorem 6.1)
The foliations of U+
The fibers ofG+ are 3-dimensional manifolds, and not obviously objects of complex analysis. But because G+ is a pluri-harmonic submersion, U+(^) is naturally foliated by Riemann surfaces. We will show that every leaf is isomorphic to C and dense in U+(^). The proof also shows that <p+ cannot be extended to all of U+. proof. -Each Vf{x) is a manifold by the Implicit Function Theorem. The uniqueness of the foliation follows from the fact that a real hyperplane Tofa complex vector space contains a unique complex hyperplane, namely T n iT.
The existence can be seen by setting locally h == Re/ for some complex analytic function/, which is also a submersion, and observing that W (.v 
is naturally foliated by the fibers of /, which are complex manifolds of dimension n -1. D To see that this leaf is dense in U^.(^), note that P-^;^)) = u ^w (.i^i (see Figure 7 ) and more generally F°-W(^)) = U v^).
0><'*=1
Since the ^^-th roots of 1 are dense in the unit circle, each leaf is dense inV^.(J). Applying F repeatedly will make it dense in each term of the increasing union V+M u F-^V^)) u F-^V^)) u ..., which occurred in the proof of Theorem 6. TZ the surface X ^ isomorphic to C.
Proo/; -The alternative is that X is isomorphic to D and X -D is an annulus with finite modulus M. However, by the subadditivity of moduli of disjoint homotopic annuli ( [A] , [BH] 
So find a sequence of annuli in a leaf with a divergent series of moduli. This is actually easy, as the annuli considered grow very rapidly.
Consider the annulus 8. An analytic description of UÎ n this section the analytic structure of U^. is analyzed completely. This is done by showing that the " Riemann surface of 9^ " is a covering space of U^ isomorphic to (C -D) x C. Therefore U+ is a quotient of (C -D) x C by some discrete group of automorphisms, isomorphic to Z o /Z. The group of automorphisms of (C -D) X C is infinite-dimensional, and since the covering group we are after is only defined up to conjugation, there is a good deal of freedom in the description. The particular choice is algebraically very pleasant, but may not be the best one from a dynamical point of view.
The Riemann surface of 9^.. Let U+ be the smallest quotient of the universal covering space of U+ on which cp^ is defined. This covering space should be thought of as the Riemann surface of 9^, but it cannot be defined as a subset of U^ X C since the fiber above a point of U+ is a coset of the group of dyadic angles, and hence not discrete in C, so the topology would be wrong.
Being a covering space of an analytic manifold, U+ is a 2-dimensional complex manifold. The set V+ is naturally embedded as an open subset ofU+, using the natural definition of 9^ on V^_, and of course there is an analytic function ^+ : U+ -> C -D which extends 9 on V+. This mapping ^+ is a submersion, and its fibers are simply connected Riemann surfaces, hence isomorphic to D, C, or the Riemann sphere. Proof. -This follows from Theorem 7.2. D It is unfortunately not true that a 2-dimensional complex manifold with a submersion to a subset of C and with fibers isomorphic to C is a locally trivial family of copies of C.
Example. -Let U == D X C, where C is the Riemann sphere. Choose some nonanalytic continuous mapping a : D -> C, such as a (-2:) == z. Consider the set U == U -(graph of a).
The projection U -> D does have all fibers isomorphic to C, but if it were analytically a locally trivial fiber bundle, then the section a would be analytic.
However, with an extra condition, such submersions are locally trivial fiber bundles. Let X, Y be complex manifolds, and/:Y -> X an analytic submersion. Let the vertical tangent bundle Ty/x == ker df. Recall that a vertical 1-form is a section ofj^ow(Ty/x,C). Proof. -Choose any x e X, there exists a neighborhood U of x and a section CT : U ~-> Y of/. Now define a mapping^ ^/"^U) -> U X C by sending^ to (/(j0, f co), where y(j/) is a path in/""^/^)) joining <r(/(^)) tojy. There exists such a path since the fibers are connected, and the integral is independent of the choice since the fibers are simply connected, and all analytic 1-forms on a Riemann surface are closed.
Clearly g makes the diagram y-i(U) -^> U x C 7\ j/pr» U commute, and g is an isomorphism fiber by fiber. Indeed, the hypothesis implies that g is injective on each fiber, and an injective analytic mapping C ->-C is an isomorphism. D Proof. -By Gartan's Theorem B ( [G] ), it is enough to prove that it is locally trivial, since there are no topologically non-trivial affine-line bundles over C -D. Moreover, C -D is a Stein domain, so the topological and the analytic classifications of such bundles coincide.
Since log 94. is well defined up to an additive constant, the 1-form co = dlog 94. is well defined on TJ_(. . Moreover, co has no zeros since any branch of log 94. is a submersion. Therefore one can locally find a function g on U+ such that dg A co = dx A dy. Let ^ be the restriction of 9^ dg to vertical tangent vectors. Since dg is well defined up a multiple of co, this restriction gives a well defined vertical 1-form.
To avoid conflict of notation with the exterior derivative set 8 == d in the following. Proof. -Clearly F* co = 8co, and F* dx A dy == a dx A dy. Thus up to multiples of co, F* dg = (<z/8) dg. The result follows. D (Lemma 8.4) Now to show that the criterion of Proposition 8.2 applies to ^, project a curve in one fiber of ©4. to U^.. This projection will be closed only if the original curve was closed. Further take forward images of the curve until it lies in V^r), for sufficiently large r. This will change the integral of ^ by dividing it by a power of a[5. So it is enough to show that for ^ sufficiently large, the integral L* over a curve y i 11 9+(^) vanishes only ifyis closed. By Proposition 5.2, 94. ^ x, so that co ^ dxlx, so that g can be chosen with dg ^ x dy. Since the path y is nearly vertical, this term of dg contributes more than all other terms, and hence for such an integral to vanish, thej^coordinates of the endpoints must agree. But this means that the endpoints agree, by Proposition 6.2. D (Theorem 8.3) Next the structure of the group FCAutU^. such that U+ == U^./r is examined. Proof.
-Elementary covering space theory shows that the lift exists and is unique. The formula then comes from the fact that F : V+ -> V+ induces multiplication by 8 on the fundamental groups. D For the remainder of this section, let us restrict ourselves to degree 2, with p(x) = x 2 + c. It is possible to find similar formulas in higher degrees, but they require inverting a power series, and the computations are difficult and do not lead to simple expressions. Proof. -Choose a trivialization of the bundle U+ -> C -D so that the zero section is tangent to a high order to the section SQ : ^ ^ (^), 0) at oo. There exists such a trivialization: in any trivialization, SQ is a power series in ,; which converges in some neighborhood of oo. The sum s^ of the first n terms of this series is an analytic section over all of C -D and arbitrarily close to SQ as n -> oo. Now change trivializations so that s^ becomes the zero section.
Next an aymptotic expansion of F in this trivialization will be computed.
Proof of uniqueness for <p^. -Suppose ^ : V -> C -D satisfies
First observe that ^ lifts to ^: LJ^_ -> C -D. This is an application of the lifting criterion for covering spaces. For all n, the space V^ = ?""(¥+) has the homotopy type of a circle, and F : V^ ->• V^_i induces multiplication by d on the fundamental groups. Thus ^ can be lifted recursively to all V^ by the formula and the proper choice of roots will guarantee that all lifts agree with ^ on V^_.
On each fiber of ^, the function ^ must be constant, since it is a mapping C -> C -D. Thus we can write ip == a o ^, where a:C -D -> C -Disan analytic function; by restriction to V^_, ^ = a o 9^.. But a look at the functional equation shows that a must be of the form ^ i-> a^y with k a positive integer and a d~l = 1. Now the asymptotic expansion shows that a == 1 and k == 1. D
The canonical compactification of K+
Let C be the compactification of C adding a circle at infinity. Then any polynomial extends continuously to C and its restriction to the circle at infinity multiplies angles by the degree of the polynomial.
This section contains a description of an analogous compactification C 2 of C 2 , to which H^non mappings extend continuously. A 3-sphere is added at infinity and the mapping extends as the solenoidal mapping a on S 3 . This further emphasizes the similar role which solenoidal mappings play for H^non mappings and angle doubling plays for quadratic polynomials. _ In particular, the closures of K_ and K^_ in C 2 are the solenoids S^. and S_ respectively (note the reversal). This sometimes allows us to measure c( angles of external rays 5? in K_ in the solenoid S_^. This will turn out to be important in the description of the topology of these sets. To show compactness, take a sequence in C 2 . Suppose that the sequence is in C 2 and that the norms of the elements (A^,J\J tend to infinity, as otherwise the sequence obviously has a convergent subsequence. Further, assume that the sequence lies in V^.. Either there exists k and a subsequence (^.,j^.) such that F 0 -^.^)^ô r there isn't. In the first case, recall the set P from step 4, and choose k and a subsequence, which will still be called (A^.,J^.) such that If a subsequence can be chosen so that the rays through these points converge to a nonhorizontal ray, then this subsequence converges to the point of S^ corresponding to this ray. If the rays through these points tend to the horizontal, then choose a subsequence so that the directions of the rays tend to I\ on a curve orthogonal to I\. This direction is then a point of S^, which is the limit of the subsequence. This shows that the F 0 "^ ,j^ ) have a subsequence which converges, and hence so does (^.,J^.), by the second part of sept 5. Now suppose that the number of times F~1 can be iterated on points of the sequence and stay in V^. tends to infinity. Then by the compactness of the circle and a diagonal argument, a subsequence of the (^,jJ can be chosen so that the sequenceŝ (F 0 -^,^)) l9+(F°-^n^J)l converge for all A, say to p^. Clearly ^| ==A-r Let p == (..., p^ j&i, po). The subsequence clearly converges to p eS^.. This shows compactness.
Step 7. The space C 2 is Hausdorff. It remains to show that distinct points of C 2 have disjoint neighborhoods. Clearly only points in S^ need to be considered, and Lemma 9.2 shows that only points in the solenoids need to be considered. Even Proof. -Clearly points ofK_ and large norm are points where o~" 1 can be iterated many times staying in V^_. Such points are in smaller and smaller neighborhoods of points of S^.. D
