Connectionism includes a complex set of theoretical commitments. Smolensky (2000) argued that some of the central features of connectionism, although not associationist learning, are compatible with generative grammar approaches such as Optimality Theory. In this article I focus on a connectionist approach to development rather than a connectionist approach to language. and Sag, 1994; Sag and Wasow, 1999 ; see also related proposals in Mellow and Stanley, 2001; Green, in press).
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A current limitation of the connectionist approach to second language acquisition (SLA) research is that it does not, to my knowledge, include complex linguistic representations. This article proposes a partial solution to this limitation by motivating and illustrating speci® c analyses that utilize the sign-based representations developed within Head-driven Phrase Structure Grammar (HPSG). To motivate the proposed representations, the article applies them to an analysis of four types of mappings between form and function: one-to-one, primed redundancy, nonprimed redundancy and polyfunctional. The paper summarizes representative SLA data that indicate how these mappings may appear in second language (L2) production. Key properties of HPSG analyses are discussed, indicating how they are consistent with connectionist assumptions. Sign-based representations of the four types of mappings are then provided, including several modi® cations to HPSG formalisms. The article concludes with a discussion of future directions.
I Introduction to the problem
Emergentist, constructivist and empiricist approaches to language acquisition assume that the cognitive processes that result in acquisition are relatively simple processes that are not speci® c to language learning (MacWhinney, 1997; 1999; N. Ellis, 1998; .
Within this perspective, the connectionist approach to development assumes that learning is a consequence of repeated neural network activation that results in stronger and more easily activated network connections (e.g., MacWhinney, 1989a; Elman et al., 1996 ; N. Ellis and Schmidt, 1998) . Connectionism characterizes learning as changes in patterns of connectivity that can be represented and simulated by models that specify inputs, outputs, network architecture and learning rules. Connectionist approaches are often discussed in contrast to special nativist approaches. Within special nativist approaches, learning is attributed to innate, language-speci® c cognitive capacities that perform highly complex learning or processing functions. 1 Both proponents and critics of the connectionist approach to second language acquisition (SLA) agree that it needs to incorporate a speci® cation of complex linguistic representations (Sharwood Smith, 1994: 114¡15; Mitchell and Myles, 1998; Mellow and Stanley, 2001; Ellis, 2003; Gregg, 2003a; 2003b; O'Grady, 2003) . For example, N. Ellis (2003: 84, 95) has provided the following assessment: [B] elief in syntax or other language regularities as emergent phenomena, like belief in innate linguistic representations, is just a matter of trust unless there are clear process, algorithm, and hardware explanations . . . [W] e must eventually show how generic learning mechanisms can result in complex and highly speci® c language representations. . .Current connectionist models often use`test-tube' fragments of language and, thus, have low input representativeness. However good their contact with the data, more research is needed to explore the degrees to which these initial promising results can be scaled up to deal with the complexities of real language.
An initial stage in providing this connectionist explanation is to specify complex language representations that are consistent with connectionist assumptions. As part of this initial stage, this article describes complex SLA phenomena and then proposes representations of these phenomena that may be consistent with connectionist assumptions. The proposed representations are based upon Head-driven Phrase Structure Grammar (HPSG; Pollard and Sag, 1994; Sag and Wasow, 1999 ; see also related proposals in Mellow and Stanley, 2001; Green, in press) .
Although this article describes a number of ways in which these representations are consistent with connectionist assumptions, the provision of these representations is only an initial step in a program of connectionist SLA research. At least two subsequent stages are necessary. First, longitudinal SLA studies are required in order to show how simple learning mechanisms can result in the acquisition of the units of these representations (i.e., functional and structural features, combinatorial constraints). A special nativist approach assumes that human nature universally provides an array of syntactic principles and a long list of pre-existing concepts (such as climb and`most concepts that have words for them in language' ; Chomsky, 1988: 190¡91) . In contrast, a connectionist approach assumes that speci® c second language (L2) linguistic units and constraints gradually emerge in response to recurring patterns encountered in input, in a manner that is aOE ected by the structures, meanings and constraints of the ® rst language. One consequence of the connectionist approach is the assumption that individual learners may have unique representations, depending on the nature of the input received and the ® rst language, among other factors. In the second subsequent stage of a program of connectionist SLA research, connectionist simulations are required to consider whether speci® c types of network architectures can produce learning curves comparable to those attested in longitudinal studies.
This article begins by describing four types of mappings between form and meaning, and then summarizes representative SLA data that indicate how these mappings may appear in L2 production. The article then summarizes several key properties of HPSG analyses and illustrates representations of the four types of mappings. The article concludes with a discussion of future directions. (Hatch, 1983; Larsen-Freeman and Long, 1991; R. Ellis, 1994; Mitchell and Myles, 1998) . Three types of variation are variability over time, variability according to linguistic context and variability according to task. As learners develop, their production or suppliance of a target form often increases. The percentage of suppliance of the target form in its obligatory contexts may increase from 0% to a level near 100% . Before learners achieve the 100% level of native speakers, additional systematic variability is often exhibited. For example, levels of suppliance may vary in relation to linguistic factors and contexts of use that do not appear to aOE ect native speaker use (e.g., Huebner, 1983; Young, 1988) . In addition, levels of suppliance may vary according to the type of task that a learner is performing. For example, the suppliance of grammatical forms is often higher in written compositions than in unplanned speech with communicative intent, potentially due to the amount of attention to speci® c meanings and forms (e.g., Hulstijn, 1989; Mellow and Cumming, 1994) .
From a connectionist perspective, aspects of these three types of variability in production can be interpreted in terms of the strength of connection and amount of activation between elements in a network (e.g., Rumelhart and McClelland, 1986: 114¡18; Cohen et al., 1990; . As a result of extensive use and processing over time (or training in a simulation), a learner may develop a very strong connection between a meaning and the target structure. A very strong connection results in invariant production (100% suppliance, if no other factors intervene) and requires very little cognitive activation to result in production. In contrast, a weak connection results in variable production.
Although strength of connection is a continuum, this article does not attempt to specify values along the continuum and instead focuses on connections that are speci® ed only as weak. For weak connections, the likelihood of suppliance of the target structure will vary depending upon the amount of cognitive activation. The intention to express a meaning (x) leads to an amount of activation that is speci® ed here as`ˆm x '. The resulting likelihood of suppliance of the target structure is also speci® ed as`ˆm x ' . The amount of cognitive activation is larger if there are additional inputs or sources of activation for the meaning and=or target form, including priming and polyfunctionality, as discussed below. Priming and polyfunctionality are examples of types of variability according to linguistic context.
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The amount of cognitive activation of speci® c language elements is also larger if the language task allows or requires the allocation of large amounts of attentional activation to those elements. For example, a spoken narrative monologue does not allow large amounts of attentional activation to be allocated to in¯ectional su xes and determiners. During this rapid expression of complex meanings, a substantial portion of the limited amount of attention must be allocated to areas such as the expression and planning of propositional content and pragmatic intentions. The amount of activation (and suppliance) of a grammatical morpheme on a task that allows only a minimal amount of attention is speci® ed here asˆ( A min )(m x )'. In contrast, a written version of the same story, with no time constraints, is produced more slowly and therefore larger amounts of attentional activation can be allocated to speci® c language elements. The amount of activation (and suppliance) of a grammatical morpheme on a task that allows an abundant amount of attention to grammatical morphemes is speci® ed here as`ˆ(A ab )(m x )'.
It is important to note that, within SLA research, these cognitive factors have often been discussed in relation to the Information Processing approach (e.g., McLaughlin and Heredia, 1996) . The Information Processing construct of degree of automatization corresponds to strength of connection. The Information Processing construct of attention corresponds to a set of network units that can provide additional activation to the form¡meaning connections (e.g., Cohen et al., 1992) . In the analyses presented in this article, the constructs of connection strength and allocation of attentional activation are subject to the same criticisms that have been made of Information Processing analyses. In particular, it is di cult to determine the nature of the cognitive processes that 2 In addition to connections of various strengths between meanings and target structures, a learner may develop connections between meanings and nontarget structures (or a combination of target and nontarget structures). These complex nontarget mappings are discussed in Andersen (1990) , MacWhinney (1997) and Mellow and Stanley (2001; ).
occur during the processing of a given task, especially a communicative language task. It is di cult to discern diOE erent types or subparts of these constructs and to determine criteria for measuring them (e.g., Towell and Hawkins, 1994: 263¡65; Tomlin and Villa, 1994; DeKeyser, 2001; Schmidt, 2001) . The purpose of the present article is to discuss L2 phenomena that can be interpreted as the manifestations of weak connections between language elements, with diOE erent degrees of cognitive activation of those connections. An additional subsequent stage in a program of connectionist SLA research will be to verify the nature of the cognitive processes that occur during L2 production phenomena such as those described here.
Variability in the production of four types of weakly connected form¡function mappings
In functional studies of SLA, researchers have considered diOE erent types of form¡function mappings (e.g., Andersen, 1990; Mellow and Cumming, 1994; VanPatten, 1996; Mellow and Stanley, 2001; ). In addition, the Competition Model (MacWhinney, 1997; considers production to be the mapping of intended meanings onto forms, and comprehension to be the mapping of perceived forms onto meanings. By combining the connectionist and mapping perspectives, an inventory of patterns of variability can be created. Building from a speci® cation of amounts of cognitive activation (due to linguistic and task factors), this section provides a hypothetical account of variability in the production of four types of weakly connected form¡function mappings. Section III reports attested empirical patterns that are consistent with these characteristics, providing evidence to support these descriptive generalizations.
First, a one-to-one mapping is a discourse context in which one meaning is expressed by one form. When this type of mapping is weakly connected, suppliance in obligatory contexts will be less than 100% . For a one-to-one mapping, the amount of cognitive activation (and probable amount of suppliance) is speci® ed asˆm x ' . Speci® c suppliance values for diOE erent learners on diOE erent tasks will be aOE ected by the actual connection strength and by a 136 Connectionism, HPSG signs and SLA representations variety of other linguistic and task factors (e.g., Young, 1988) . This type of mapping is speci® ed in Table 1 .
Secondly, a primed redundancy mapping is a discourse context in which the meaning has already been expressed by another form (usually within the same phrase or clause), and the task allows the learner to allocate attentional activation to these mappings. When this type of mapping is weakly connected, the antecedent expression of the meaning often primes the subsequent mapping, leading to a relatively large amount of activation and production of the subsequent form (Mellow and Cumming, 1994) . Priming is a widely attested cognitive process in which the prior processing of an item facilitates the processing of a subsequent, related item. Presumably, priming patterns occur because of an additional cognitive activation of the subsequent item. With respect to SLA, this additional cognitive activation appears to facilitate the production of a subsequent form that also expresses the intended meaning. For example, in the noun phrase two dogs, the quantity is expressed by two forms. The production of the antecedent mapping, two, may prime the production of the subsequent (and partially redundant) form, -s. Importantly, priming appears to occur in tasks, such as written compositions, where the learner Notes: m x 'ˆthe amount of activation resulting from the intention to express meaning x; m xa 'ˆthe amount of priming activation or efficiency deactivation from the antecedent expression of meaning x; m xr 'ˆthe amount of activation resulting from the redundant or subsequent expression of meaning x; m y 'ˆthe amount of activation resulting from the intention to express meaning y; A ab ¹ m in 'ˆthe amount of activation resulting from a task that allows either an abundant or minimal amount of attention.
can allocate attentional activation to the mappings. As indicated in Table 1 , the amount of cognitive activation (and probability of suppliance) for a primed redundancy mapping (e.g., plural -s) is the sum of the amount of activation from the intended, redundant meaning and the amount of priming activation from the antecedent expression of the meaning, multiplied by the abundant amount of attention allowed by the task (i.e.,`ˆ(A ab )(m xa ‡ m xr )'). Thirdly, a nonprimed redundancy mapping is a discourse context in which the meaning has already been expressed by another form (usually within the same phrase or clause), and the task does not allow the learner to allocate attentional activation to these mappings (see also VanPatten, 1996) . Priming appears to require attentional activation. Therefore, when this type of mapping is weakly connected, this discourse context does not lead to additional primed cognitive activation of the subsequent mapping (Mellow and Cumming, 1994) . In this type of context, the intended noun phrase two dogs may be produced as two dog. Although the quantity is expressed by the antecedent form two, the subsequent form -s does not receive any additional cognitive activation. This nonprimed pattern is predicted to occur on tasks such as unplanned speech with communicative intent. For these tasks, the learner must direct substantial attentional resources to essential aspects of meaning, and therefore priming does not occur. As indicated in Table 1 , the amount of cognitive activation (and probable amount of suppliance) is speci® ed as`ˆ(A min ) (m xa ‡ m xr )'. On this task, the value of`m xa ' may be negligible or zero and therefore the amount of activation would bèˆ( A min )(m x )'. An additional possibility is that the production of the antecedent related item could satisfy or reduce the cognitive activation for a subsequent expression of that meaning (Mellow and Cumming, 1994) . In this instance, which can be called e ciency deactivation,`m xa ' has a negative value.
Fourthly, a polyfunctional mapping is a discourse context in which two (or more) meanings are expressed by one form. Polyfunctionality is extremely common in human language, both because fusional morphology is relatively common and because a morpheme may have meaning at a grammatical and=or referential level, at a discoursal level (e.g., indicating coherence or contrast) and at a sociolinguistic level (e.g., indicating politeness, formality, or social group membership). For example, English progressive verbal forms may be supplied more often by L2 learners (and used more often by native speakers) in contexts in which the form expresses both that the action is backgrounded and that it has duration (e.g., I was swimming in the pool when the dog jumped into the water). Because the mapping onto a form involves activation from two meanings, the amount of cognitive activation (and probability of suppliance) for a polyfunctional mapping is the sum of the activation from the two intended meanings (i.e.,`ˆm x ‡ m y ' ).
Other types of variation across mappings are not captured by these four types. For example, L2 speakers presumably allocate more cognitive activation to meanings that are considered to be communicatively important or essential (VanPatten, 1996) . Referential items (e.g., nouns, verbs) are typically supplied more consistently than grammatical items (e.g., articles, grammatical in¯ections), at least partially because speakers (like the senders of telegraphs) perceive these meanings to be more essential. The patterns summarized in Table 1 generally refer to the mappings associated with grammatical items.
III Attested examples of the four types of form¡function mappings
The previous section indicated that L2 production data often exhibit nontarget-like patterns in which the use (or non-use) of structural elements is sensitive to functional features. These variable production patterns have been attested in written and spoken ESL data. Examples that can be interpreted as weakly connected one-to-one and primed redundancy mappings were reported in Mellow and Cumming (1994) . Mellow and Cumming reported analyses of 114 compositions written by French and Japanese adult learners of English of a variety of pro® ciency levels. The uses of the plural -s su x were coded as either correct or incorrect and as either concorded or nonconcorded. A concorded context for the use of plural -s was one in which an additional element that expresses plural quantity appeared within the noun phrase.
Concording elements include numerals, quanti® ers, demonstratives and partitive expressions. Concorded plural -s contexts are redundancy form¡function mappings, with plurality marked twice. Nonconcorded contexts are one-to-one mappings.
The results showed that plural -s was used more accurately when it was redundant. For the French learners, -s was 80.4% accurate when concorded, but only 69.2% accurate when nonconcorded. For the Japanese learners, -s was 86.0% accurate when concorded, but only 71.6% accurate when nonconcorded. When the data were analysed in terms of diOE erent ® rst languages, diOE erent types of writing tasks and diOE erent pro® ciency levels, this trend was statistically signi® cant for a number of comparisons. Mellow and Cumming concluded that priming had an eOE ect on plural -s use in those written data. The learners were about 70% accurate in one-to-one mapping contexts. When the plural -s was redundant, the learners were at least 10% more accurate, supporting the predicted amounts of activation and suppliance listed in Table 1 . When the mapping was primed, the inputs to the neural network appear to have increased the total activation for the target form.
Examples that may be interpreted as weakly connected oneto-one and nonprimed redundancy mappings were reported in Mellow (1996) . Mellow reported analyses of spoken retellings of Aesop's fables by 8 adult Japanese learners of English. During a 78¡ 90-day period, each learner retold 4 or 5 fables, once every 2 to 3 weeks. The contexts for the use of the article the were coded for all of the noun phrases that had been previously mentioned in the narratives. Each context for the was coded as either correct or incorrect and as in either a subject or nonsubject position. Noun phrases that were at the beginning of a clause and that immediately preceded a verb were coded as being in subject position. Noun phrases following a verb were coded as being in nonsubject positions.
One meaning that the speakers conveyed about these noun phrases was a meaning regarding information status (or information structure; Brown and Yule, 1983) , that the referent had already been evoked in the prior discourse stretch. Following Prince (1992) , this meaning is described as`discourse old'. In English, this meaning can be expressed by the article the. This meaning is also generally expressed by placing a noun in the subject position (within canonical word orders). Prince reported an analysis of written data in which the subject noun phrase usually referred to an entity that had already been introduced in the discourse (see also Chafe, 1976: 48; 1992: 292¡93) . Noun phrases with the in subject position are redundancy form¡function mappings because the discourse-old meaning is marked twice. Noun phrases with the in a nonsubject position are one-to-one mappings.
The results from Mellow (1996) showed that the was used less accurately when it was redundant. The learners were divided in two groups based upon whether they received instruction after completing these retellings. For the treatment group (who had an average TOEFL score of 555), the was 30.0% accurate in subject position, but 77.5% accurate in nonsubject positions. For the control group (who had an average TOEFL score of 504), the was 5.0% accurate in subject position, but 44.3% accurate in nonsubject positions. The eOE ect of sentence position was statistically signi® cant. On this spoken task, the learners had to direct attention to the recollection and expression of a narrative and presumably could not attend extensively to information structure mappings. On this task, the redundancy mapping was not primed, and there was no increase in the amount of cognitive activation (and suppliance) for the article mapping. In fact, the nonprimed redundancy scores are signi® cantly lower than those of the oneto-one mapping. Nonprimed redundancy appears to have resulted in an e ciency pattern (speci® ed as`ˆ(A min )(m xa ‡ m xr )' in Table 1 ) in which the antecedent expression of the meaning reduced the cognitive activation for the subsequent expression of that meaning.`m xa ' has a negative value.
Spoken data that may be interpreted as examples of weakly connected one-to-one and polyfunctional mappings were also reported in Mellow (1996) . The noun phrases that had been previously mentioned in the narrative were also coded as either current or recent. Those referents that were mentioned in the previous clause were coded as current. Recent referents were those that were last mentioned two to ® ve clauses earlier in the discourse.
As noted above, one meaning that the speakers conveyed regarding these noun phrases was that the referent was discourse old. In addition, another information structure meaning that the speakers conveyed was the discoursal distance since the last mention of the referent (Chafe, 1976: 31; Givó on, 1984) . For example, for a recent referent the speakers signalled the following meaning to the listener:`I have recently mentioned this, but I did not mention it in the last clause. Therefore, this is evoked or activated in your mind, but you are not focusing on it' (compare Gundel et al., 1993: 276, 278) . As demonstrated by Givó on (1984), speakers and L2 learners vary their use of referring expressions to indicate referential distance. More marking material (e.g., a full noun phrase rather than a pronoun or ellipsis) is used for referents for which there is a greater distance to their last mention. L2 speakers of English may add an additional possibility to the amount of marking material, using nontarget-like bare nouns for current referents and noun phrases with articles for recent referents. Therefore, recent noun phrases that include the may be polyfunctional formÐ function mappings, with the conveying two meanings: (1) discourse-old status, and (2) moderate referential distance. In current noun phrases, the only conveys the meaning of discourseold status. However, the use of the in current noun phrases is not simply a one-to-one mapping because the learner has a competing nontarget-like form for the meaning of discourse-old status (i.e., the use of a bare noun) (see footnote 2). For current noun phrases, a bare noun may also be paired with the meaning of minimal referential distance, increasing the activation for this competing nontarget-like form. For this reason, the use of the in current noun phrases will be called a con¯icted one-to-one mapping.
The results from Mellow (1996) showed that the was used more accurately when it was polyfunctional than when it was a conicted one-to-one mapping. For the treatment group, the was 56.5% accurate for recent referents, but only 45.5% accurate for current referents. For the control group, the was 24.0% accurate for recent referents, but only 17.2% accurate for current referents. The eOE ect of referential distance was statistically signi® cant. Polyfunctionality appears to have led to greater suppliance on this spoken task. When a form expresses two functions, the inputs to the neural network appear to increase the activation for that form. These results and this interpretation of greater cognitive activation for a polyfunctional mapping support the predicted levels of activation and suppliance listed in Table 1 .
IV HPSG representations

Characteristics of HPSG analyses
A fundamental challenge for a connectionist approach to SLA is to provide precise representations of patterns such as those described above. To account for these phenomena, the requisite representational system must meet at least four requirements. It should be sign based, compatible with connectionist assumptions, performance compatible and have similar constructs for morphology, syntax and discourse. HPSG meets each of these requirements and also provides a well developed set of units and constraints, as well as wide empirical coverage.
First, the representations need to have an eOE ective means of characterizing the connections or mappings between meanings (referential, grammatical and pragmatic) and the forms that express those meanings. Building from a long tradition that includes Saussure (1959=1915) , the fundamental linguistic unit in HPSG is the sign, a structured complex of phonological, morphological, syntactic, semantic and discoursal information (e.g., Krieger and Nerbonne, 1993; Krieger, 1994; Pollard and Sag, 1994; Pollard, 1997; Sag and Wasow, 1999; De Kuthy, 2000; 2002; Riehemann and Sag, 2002; Przepió orkowski, in press ). HPSG signs are integrative rather than modular 3 : they integrate a variety of diOE erent sources of information about language and its use (Przepió orkowski, in press; Sag and Wasow, in press: especially 7, 12). In addition, information about form and meaning is present in every sign, from morphemes and words to phrases and clauses. This fractal property of HPSG (Pollard, 1997) stands in contrast to the separation of structural and functional representations in theories such as 3 The term modular is used here to refer to the claim that human language is comprised of a number of distinct modules (e.g., morphology, syntax, semantics; Sag and Wasow, in press: 3). For discussions of other meanings of the term modularity, see Gregg (2003a Gregg ( , 2003b .
J. Dean Mellow 143
Government Binding=Minimalism and Lexical Functional Grammar. As illustrated below, HPSG sign complexes eOE ectively represent the nature of the mapping of speci® c meanings onto speci® c forms. As illustrated in Ginzburg and Sag (2000) , HPSG signs are also compatible with the representations of Construction Grammar. N. Ellis (2003) has argued that constructions provide representations that are valuable for connectionist approaches.
Secondly, the representations must be compatible with connectionist assumptions. The use of simple combinatorial processes and constraints by HPSG appears to be consistent with this requirement (Sag and Wasow, 1999: 227¡31) . HPSG is lexicalist and therefore has the property of lexical encoding:`Extensive grammatical and semantic information is localized within lexical entries' (Sag and Wasow, in press: 8) . Because so much information is codi® ed in the lexical entries,`relatively simple rules and principles govern how the information in lexical entries combines when words are combined into phrases'' (Sag and Wasow, in press: 12) . An example of a relatively simple combinatorial constraint is the Compositionality Principle, which applies to the values of phonological features, information structure features and certain semantic features:`The value of the mother constituent is the sum of the values of the daughters' (Sag and Wasow, 1999: 116, 374, 403; De Kuthy, 2000; 2002) . Another relatively simple constraint, which applies to other semantic features and to syntactic co-occurrence properties (valence possibilities), is the Head Feature Principle:`The value of the mother constituent is identical to the value of the head daughter' (Sag and Wasow, 1999: 60, 116) . The importance of this second constraint is re¯ected in the use of the term`Head-driven' to label this theory.
HPSG is also surface oriented: representations correspond in a simple and straightforward manner to a sentence's word string (Sag and Wasow, in press: 8; see also nonderivationality: Pollard, 1997) . HPSG is a monostratal theory that does not include phonologically abstract elements (Pollard, 1997; Webelhuth et al. 1998 ; Przepió orkowski, in press). HPSG is also constraint based. It does not utilize operations, such as transformations or movements, that destructively modify representations. Instead, HPSG is comprised of constraints, such as the Compositionality Principle and the Head Feature Principle, that apply simultaneously to ensure the well formedness of a linguistic element. These characteristics of HPSG appear to be consistent with connectionist assumptions.
Thirdly, the representations must be performance compatible (see also psycholinguistic responsibility: Pollard, 1997; and psychological reality: Steinberg, 1993) . HPSG representations are performance compatible because they are process independent. Constraints can apply in any order (or simultaneously) and therefore account for all types of processing, including comprehension, production and translation (Sag and Wasow, 1999: 224¡25, in press; Przepió orkowski, in press). The use of an operation such as summation (rather than subtraction) in the expression of the Compositionality Principle does not imply a bias toward comprehension. HPSG representations are also compatible with incremental processing (Sag and Wasow, 1999: 219¡21;  in press; Przepió orkowski, in press). It is essential for SLA representations to be compatible with the incremental processing that occurs in production because of the data in Section III. These data indicate that the morphological and syntactic forms that are phonologically realized are determined on-line incrementally as a consequence of the properties of the sentence. For example, the form of the target word dogs may not be determined until after a concording element has or has not been produced. As discussed below, information about the linear phonological string is integrated within sign representations, allowing for an eOE ective characterization of the interaction between linear processes and other types of linguistic information.
Fourthly, the representations must have similar (although not identical) constructs for syntax, morphology and discourse. In addition to syntax, HPSG sign complexes can be used to represent complex morphology (e.g., Krieger and Nerbonne, 1993; Krieger, 1994) . As noted above, signs for morphemes, like all signs, have features for both form and meaning. This is an important property because data such as that in Section III indicate that cognitive processes such as priming and polyfunctional activation can aOE ect either the internal structure of phrases or the internal structure of words. This requirement of L2 representations is also valuable because the ® rst and second languages of a learner may diOE er with respect to whether morphological or syntactic structures are used to express functions such as tense and aspect or to show which noun phrase is the agent (see the Competition Model: MacWhinney, 1997). Representations must be able to indicate the nature of L2 productions in which ® rst language in¯uence causes a learner to initially use morphological rather than syntactic forms, or syntactic rather than morphological forms. In addition, as proposed below, it is desirable to have signs for discourse units (such as the position in the linear phonological string) because meanings can be expressed by these units rather than (or in addition to) by morphology or syntax. Some of the meanings that are expressed by discourse units are those related to information structure.
In addition to meeting these four requirements for representing the L2 mappings, HPSG provides a well developed set of constructs (e.g., Pollard, 1997; Webelhuth et al., 1998 ; Przepió orkowski, in press). HPSG has developed an extensive and internally organized inventory of precise linguistic units (e.g., types of signs, features, values of features) and constraints on the combination of these units. In addition, HPSG provides wide empirical coverage that includes both simple and complex structural and semantic phenomena.
HPSG representations of four types of form¡function mappings
The units of HPSG analyses are diOE erent types of signs, including signs for diOE erent types of morphemes, words, phrases and clauses, as well as for discourse phenomena. Each sign is comprised of a set of attributes or features, as well as the values for those attributes. The organization of and connections between these attributes and their values is often graphically represented as an Attribute Value Matrix (AVM), as illustrated in Figures 1¡4 . 4 Within an 4 HPSG has two ways to describe linguistic objects. As summarized by Pollard and Sag (1994) and Pollard (1997) , AVMs are less precise, informal descriptions that are used for everyday linguistic analyses. When more precision is needed, such as in computer implementations, the mathematical idealizations of linguistic entities are feature structures that are formulated according to feature logic constraints. These mathematical formalisms are discussed in King (1999), Pollard (1999) , Richter et al., (1999) , and Richter (2000).
AVM, the attribute is written in capitals and precedes the value. (Sag and Wasow, 1999: 359, 372) . SYNSEM has a complex value that includes both syntactic and semantic attributes. Because all signs have these features in common, AVMs are able to indicate how complex linguistic elements are either (1) composed of constituent elements, as in comprehension; or (2) decomposed into constituent elements, as in production.
In an AVM, the embedding of constituent structure is represented from left to right, in contrast to tree graphs in which embedding is represented top-down. Within this hierarchical structure, the compositionality of phonological, information-structure and semantic values is represented through a concept known as structure sharing (although the values of semantic features are also shared). Structure sharing is a means of representing the token-identical status of the values of attributes. Thus, rather than indicating multiple values with the same label or name, structure sharing is a means of showing that these values are the same tokens of these values. Structure sharing is indicated through symbols known as tags that are placed as the values of attributes. The tag normally precedes the value where the value is fully speci® ed and then is used as the value elsewhere in the AVM.
To represent the empirical production patterns summarized above, four AVM diagrams are presented and explicated. In these AVM diagrams, typical HPSG formalisms have been simpli® ed and modi® ed. Certain aspects of the representations have been simpli® ed in order to present them economically and to make them more accessible to readers who are not familiar with HPSG. Several new formalisms are proposed to account for the mapping patterns. For each AVM diagram, the attributes, simpli® cations and modi® cations is ® rst discussed, and then the representation of the form¡function mapping is explicated.
The ® rst AVM diagram, in Figure 1 , represents a one-to-one mapping of the meaning of plurality. For this weakly connected mapping, the analysis indicates that the target form dogs is produced as dog. Each attribute in this diagram has been numbered, at the left margin, to facilitate explication. Each feature structure is enclosed in large square brackets. This diagram has two signs, a noun phrase and a count noun. The type of each sign is labelled in italics at the top of the sign. The names of the types of signs have not been numbered. Three attributes are provided for the noun phrase sign: PHONOLOGY, SEMANTICS (SEM), and SYNTACTIC DAUGHTER(S) (S-DTR). The value of the SYN-TACTIC DAUGHTER(S) attribute is complex and is comprised of the count noun sign. The value of the SEMANTICS attribute is complex, including the attributes RELATION (RELN) and QUANTIFICATION. These semantic attributes are enclosed in large square brackets and, in a more complete AVM, would be elements within a more complex feature structure. In line 7, a path notation has been used, indicated by the vertical line between the attributes SEMANTICS and RELATION. A path notation is an abbreviated form of an AVM diagram, omitting square brackets and type labels. Two attributes are provided for the count noun sign: PHONOLOGY and SEMANTICS. Structure sharing is indicated by tags that are symbols boxed within small square brackets (e.g., [P1]). The tags represent token-identical values of attributes.
In Figure 1 , certain aspects of the representations have been simpli® ed. Many attributes have been omitted and only those relevant to the mapping phenomenon are included. The naming of the types of signs has been simpli® ed, including types such as noun phrase and count noun, rather than more speci® c types. Instead of including the attribute SYNSEM (and its complex value), only two component attributes have been provided, SYNTACTIC DAUGHTER(S) and SEMANTICS. In the diagrams presented in this article, the attribute SYNTACTIC DAUGHTER(S) is included for signs of types that are phrases and clauses. Although the attribute DAUGHTER(S) was used in Pollard and Sag (1994) and Krieger (1994) , current HPSG analyses have eliminated it and use speci® c daughters (such as HEAD and SPECIFIER; see Figure 2 ) as direct attributes of phrases (Riehemann and Sag, 2002) . The attribute DAUGHTER(S) is used in this article to provide a simple representation of constituent structure. The attribute SYNTACTIC DAUGHTER(S) is distinguished from MORPHOLOGICAL DAUGHTER(S) (as illustrated in Figure 2 ). This distinction is important because HPSG assumes lexical autonomy, that the principles constraining word structure are diOE erent from those constraining phrase structure (Sag and Wasow, in press ). The attribute SEMANTICS has been simpli® ed considerably, including only a small number of descriptive attributes. RELATION is just one of the attributes that is normally used to specify the semantic restrictions associated with a noun such as dog (Sag and Wasow, 1999: 104¡18) . QUANTIFICATION is an additional attribute that speci® es semantic restrictions related to nouns (Wechsler and Zlatic Â , 2003: 61) . The value is provided as a list because of the possibility of a redundancy mapping (which is illustrated in Figure 2) . The quanti® cational values used in this article are simply plural and two.
In addition to these simpli® cations, other conventions have been modi® ed or added. For clarity of exposition, the tags are combinations of a letter and a number. The letter indicates that a shared value relates to either meaning (M) or phonology (P) (compare the use of tag numbers and letters in Sag and Wasow, 1999: 85) . The use of meaning (M) tags shows the correspondence between these units and the activation values speci® ed in Table 1 . The`x' and`y' subscripts listed in Table 1 are not present in the meaning tags: the values of the subscripts correspond to the values of the semantic attributes (e.g., dog and plural). The same tag number is used within a mapping to show the pairing of meaning and phonological form (e.g., [M1] and [P1] are paired within the count noun sign). The full speci® cation of token-identical values is provided in a principled manner to represent the top-down processing of production (i.e., that a speaker has a complex intended meaning that is mapped onto forms). Consequently, in Figure 1 all of the semantic values are speci® ed only in the noun phrase sign (the highest mother constituent), lines 2 and 4, to represent the speaker's intended meaning. In addition, the tags are numbered in the order that they appear in the meaning-bearing attributes in the highest mother constituent of an AVM. The phonological value is speci-® ed only in the count noun sign (the lowest daughter constituent), line 6, indicating the phonological realization of the meaning that the entity (or entities) referred to is a dog. The mapping of a meaning onto a form is represented by the contiguity of the PHO-NOLOGY and SEMANTICS attributes within the count noun sign. Thus, the mapping of functions onto forms occurs at the level of individual units of meaning, a morpheme in this example. To represent the mapping (or connection), the attributes and values in lines 6 and 7 have been highlighted with bolding.
The expression of meaning in production suggests that the meanings in lines 2 and 4 are decomposed and that the activated knowledge (or neural network) that is represented by the AVM is built top-down'. Phonological realization is dependent upon the strength of the cognitive activation of the semantic value or values. In this example, the connection between the meaning of plurality ([M2] on line 4) and an -s su x is weak. In addition, the meaning in this one-to-one mapping is only moderately activated, as indicated in Table 1 . Consequently, an -s su x is not phonologically realized in the illustrated instance. The AVM represents this by listing the intended meaning of plurality in line 4, even though this meaning is not mapped onto a form. To indicate that the meaning is not phonetically realized, a bolded star ( ¤ ) has been placed at the beginning of the value. A contrasting pattern is provided in the next example.
The AVM diagram in Figure 2 represents a primed redundancy mapping of the quanti® cational meaning of plurality. For this weakly connected mapping, the analysis indicates a primed mapping and the production of the target form, two dogs. This diagram has ® ve signs: a noun phrase, a numeral, a complex noun, a The symbol`©' is used to designate the sum operator (see Sag and Wasow, 1999: 116) .
In addition to the kinds of simpli® cations described for Figure 1 , other aspects of the representations have been simpli-® ed in Figure 2 . The morphological attributes have been simpli-® ed, with only MORPHOLOGICAL DAUGHTER(S) provided for signs that are of types that are complex words. In addition to these simpli® cations, other conventions have been modi® ed or added. When the phonological values of MORPHOLOGI-CAL DAUGHTER(S) are summed, as in lines 1 and 10, a dash is used to show that the two morphemes are parts of one complex word. Furthermore, some meaning tags have the symbol a, indicating that these intended meanings are the antecedent expressions of a meaning. Other meaning tags have the symbol r, indicating that these intended meanings are redundant (or subsequent). This convention is used even though the quanti® cational meanings are only overlapping, and are not fully token identical. The symbols a and r are used here in a manner that is not process independent. The symbols represent the position of a meaning (antecedent or subsequent) in the online processing of production. The information that the numeral expressing two precedes the su x expressing plural is indicated in the order of the phonological string in line 1 and in the QUANTIFICATION list value in line 4: HPSG uses the noncommutative sum operator`©' because the order of the elements is important (Sag and Wasow, 1999: 116) .
The mapping of functions onto forms, at the level of the morpheme, is represented in bold in lines 6 and 7, 15 and 16, and 19 and 20 . In contrast to the AVM in Figure 1 , the plural meaning [M3r] is primed by [M2a] in this written phrase. Thus, even though the connection between the plural meaning and the -s suf-® x is weak, the connection is strongly activated by priming. Therefore, the -s su x is phonologically realized. The redundancy mapping, which interacts with the cognitive process of priming, is eOE ectively represented by the two values of the attribute QUANTIFICATION on line 4. These values correspond to the values of the amounts of activation listed in Table 1 .
The AVM diagram in Figure 3 represents a nonprimed redundancy mapping of the information structure meaning of discourse old. For this weakly connected mapping, this analysis indicates that the target form The water was cold is produced as Water was cold. In this AVM, only the value of the attribute SUBJECT is represented in detail. This diagram has ® ve signs: a clause, a noun phrase, a verb phrase, a noun and a sign that is described as string position. The string position sign has two attributes, POSITION (in the phonological string) and INFORMATION STRUCTURE (INF-STR) . The value of INFORMATION STRUCTURE is complex, including the attribute DISCOURSE STATUS (DISC), which has the value old. Four attributes are listed for the clause and noun phrase signs: PHONOLOGY, SEMANTICS, INFORMATION STRUCTURE and SYNTACTIC DAUGH-TER(S). Within the clause sign, the value of the SYNTACTIC DAUGHTER(S) attribute is complex and is comprised of SUB-JECT (SUBJ) and HEAD attributes. The value of the HEAD attribute is a sign, a verb phrase that is not explicated here. The value of the SUBJECT attribute is two signs, string position and a noun phrase.
In Figure 3 , certain additional aspects of the representations have been simpli® ed. In particular, the internal structure of the clause is signi® cantly abbreviated. Three dots are used in locations in which a substantial amount of information has been omitted. Other conventions have been modi® ed or added. The attribute INFORMATION STRUCTURE is based upon the analyses proposed in De Kuthy (2000; 2002) . Following De Kuthy, the values of these attributes are compositional (see Section 1 in IV above). The information structure attributes that De Kuthy adopted are Montague-style semantic representations. To account for the data described in Section III, Figure 3 instead includes a newly proposed attribute, DISCOURSE STATUS. The value of this attribute in Figure 3 is old. In other utterances, this attribute could have the value new, for entities that have not previously been evoked in the prior discourse stretch (Prince, 1992) .
Newly proposed in this article, string position is a sign that can have the information structure attribute DISCOURSE STATUS, with the value new or the value old. String position also has the attribute POSITION. The values of POSITION indicate positions within the syntagmatic string. The value initial indicates a position that is the ® rst phrase within an utterance. A preverbal noun phrase, or subject, within canonical word orders is one example of an element in initial position. The existence of a sign that pairs initial position with the meaning of discourse old is supported by the corpus-based ® ndings of Birner and Ward (1998) . Birner and Ward (1998: 95) found that a sentence-initial preposed constituent, such as a topicalized phrase, represents`a discourse-old link that serves to situate the information presented in the current utterance with respect to the prior context'. An important question for future research will be to determine whether this L2 attribute and its values should be formulated (and have structure sharing) in relation to a subset of the clause's list value regarding the phonological string or an attribute such as CONSTITUENT ORDER (Krieger, 1994) .
The mapping of a function onto a form, at the level of the morpheme, is represented in bold in lines 12 and 13. The bolded attributes in lines 4 and 5 represent the mapping of the information structure meaning of discourse old onto the initial phrase position. This bolded pairing is a way to indicate that meanings may be expressed by structures other than the list of concatenated segmental units that is the value of PHONOLOGY. The redundancy mapping is represented in line 3 by the two identical values. Because this AVM represents a weakly connected mapping on a spoken, communicative task, the antecedent meaning [M2a] reduces the activation of the redundant meaning [M3r] . As a result, [M3r] is not phonologically realized. These values correspond to the values of the amounts of activation listed in Table 1 . Because the meaning is encoded by the initial position, the redundant meaning is not realized as the article the. To indicate that the meaning is not phonetically realized, a bolded star ( ¤ ) has been placed at the beginning of the value in line 3. In this way, the process-independent representations of HPSG can be used to eOE ectively represent the diOE erent types of processing that occur in L2 use.
The AVM diagram in Figure 4 represents a polyfunctional mapping of the information structure meanings of discourse old and moderate referential distance. The AVM provides a representation of clause (1d) (The water was cold ) in the hypothetical discourse presented in (1). In (1d), water is discourse old and has moderate referential distance because it had last been mentioned three clauses earlier, in clause (1a). Although the mapping for the de® nite article is weakly connected, the polyfunctional activation has resulted in the production of the target form. In Figure 4 , only the subject noun Figure 4 , certain conventions have been added. Speci® cally, an information structure attribute has been added, REFEREN-TIAL DISTANCE. The value of this attribute is tentatively described as moderate, in contrast to minimal (which would correspond to current referents) or considerable (which would correspond to referents that have not been mentioned for more than ® ve clauses in the discourse). In Figure 3 , the feature REFEREN-TIAL DISTANCE was not listed. In Figure 4 , the sign string position is not listed. Polyfunctionality and redundancy are expected to interact in a complex manner that is beyond the scope of the presentation in this article.
Mappings of functions onto forms, at the level of the morpheme, are represented in bold in lines 13¡16, as well as 19 and 20. Polyfunctionality is represented in lines 14 and 16, indicating that the expresses two meanings: [M2] and [M3] . These values correspond to the values of the amounts of activation listed in Table 1 . For this weakly connected mapping, the large amount of cognitive activation leads to the phonological realization of the speci® er of the noun phrase (in contrast to the data represented in Figure 3) . As with the previous AVMs, the HPSG sign complex eOE ectively captures the L2 properties and interacts eOE ectively with the cognitive processes involved in production.
V Future directions
Many constructs within these HPSG representations appear to be compatible with a connectionist perspective. The architecture of the AVMs ¡ with connections between structural and functional J. Dean Mellow 157 units of language ¡ is similar to a connectionist network. Because of the mappings that occur within signs of the types morpheme and string position, these AVMs can represent diOE erent con® gurations of connections between structural and functional elements (i.e., one-to-one and polyfunctional mappings). In addition, because of structure sharing, a redundancy mapping is represented in the compositional values of more complex (or mother) signs. These representations of the values of meaning-based attributes correspond very closely to the speci® cation of the values of the amounts of activation in Table 1 . Having articulated these aspects of representations, it becomes possible to specify additional challenges for a connectionist account of SLA.
First, in order to use HPSG representations to characterize these and other complex interlanguage phenomena, it is important to assess whether aspects of representations are making the Comparative Fallacy (Bley-Vroman, 1983) : unwarranted assumptions that L2 knowledge is identical to and as complex as native speaker knowledge. For example, many of the particular attributes and values in these AVMs are based on analyses of the knowledge of native speakers. Nonnative speakers may develop a diOE erent inventory of linguistic units.
Secondly, as Gregg (2003a; 2003b) and N. Ellis (2003) have argued, it is necessary to explain how the speci® c units of the representations are acquired as a result of simple, associative learning. The attributes and values proposed for these AVMs were derived either from current HPSG theory or from the meanings and structures present in the data summarized in Section III. A critical direction for future research is to determine whether these or other units are learnable as a result of simple learning processes, including processes such as chunking. MacWhinney (1989b; , Tomasello (1992) Mellow and Bae (2001) and N. Ellis (2003) , among others, have indicated directions for these types of investigations.
Thirdly, one of the strengths of connectionist models is that network architectures can be proposed and then tested through simulations. These HPSG AVMs suggest a number of categories of connections that could be examined. For example, a simulation could examine the nature of the diOE erent combinations of units of activation in relation to the distribution of attentional activation. Such a simulation could link the components of Table 1 to attested patterns such as those reported in Section III. In assessing the architecture of these connections, HPSG features will be valuable for determining the value of localist representations (in which a network unit may correspond to a word or morpheme) in contrast to distributed representations (in which the value of a set of units may correspond to a word or morpheme) (N. Ellis, 2003: 86) .
Fourthly, these AVMs reveal important and necessary interactions between process-independent representations and the different kinds of processing involved in production, comprehension and other linguistic activities. For example, decomposition (or phonological realization) principles will need to interact with the strength of cognitive activation of a meaning: The meaningbearing values of the mother correspond to daughter signs only if those values are su ciently activated. In addition, a principle or attribute of linear ordering (within the syntagmatic string; e.g., two precedes dogs) will need to interact with processes such as priming and e ciency (see also the linear processes proposed by O'Grady, 2003) . By indicating speci® c theoretical challenges and requirements such as these, the incorporation of speci® c linguistic representations into a connectionist approach is a valuable ® rst step towards articulating, implementing and evaluating a connectionist framework for SLA research.
