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S-DIOPHANTINE QUADRUPLES WITH S = {2,q}
LA´SZLO´ SZALAY AND VOLKER ZIEGLER
Abstract. Let S denote a set of primes and let a1, . . . , am be positive distinct
integers. We call the m-tuple (a1, . . . , am) an S-Diophantine tuple if aiaj+1 =
si,j are S-units for all i 6= j. In this paper, we show that no S-Diophantine
quadruple (i.e. m = 4) exists if S = {2, q} with q ≡ 3 (mod 4) or q < 109. For
two arbitrary primes p, q < 105 we gain the same result.
1. Introduction
Gyo˝ry, Sa´rko¨zy and Stewart [7] considered products of the form
ξ =
∏
a∈A,b∈B
(ab+ 1),
where A and B are given sets of positive integers, and found lower bounds for
the number of prime factors of ξ in terms of |A| and |B|. They also studied the
specific case A = B with |A| = 3 and conjectured that the largest prime factor
of (ab + 1)(ac + 1)(bc+ 1) tends to infinity as max{a, b, c} → ∞. This conjecture
was finally proved by Corvaja and Zannier [3], and independently by Herna´ndez
and Luca [9]. Since both papers essentially depend on the Subspace Theorem, their
results are ineffective, i.e. the proofs provide no effective lower bound for the largest
prime factor in term of max{a, b, c}. The situation changes when |A| = 4 since an
effective result is known due to Stewart and Tijdeman [15].
In this paper, we reverse the problem: if the number k of prime divisors is given,
find an upper bound for the cardinality of A such that the number of prime divisors
of ∏
a,b∈A
(ab + 1)
does not exceed k.
We introduce the following notations. Let S denote a finite, fixed set of primes.
We call an m-tuple (a1, . . . , am) with positive and pairwise distinct integers ai
(1 ≤ i ≤ m) an S-Diophantine m-tuple, if the integers
aiaj + 1 = si,j
are S-units for all 1 ≤ i < j ≤ n. Note that the classical Diophantine m-tuples
contain squares instead of S-units, i.e.
(1.1) aiaj + 1 = i,j ,
which explains the denomination S-Diophantine tuple. Several variants of the clas-
sical Diophantine m-tuples have already been considered. For example, Bugeaud
and Dujella [1] examined m-tuples, where i,j in (1.1) are replaced by k-th powers,
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Dujella and Fuchs [5] investigated a polynomial version. Later Fuchs, Luca and
Szalay [6, 11] replaced i,j by terms of given binary recurrence sequences (cf. [6]),
and in particular the Fibonacci sequence (cf. [11]). For a general survey we recom-
mend Dujella’s web page on Diophantine tuples [4]. So the S-Diophantine tuples
can be considered as a further variant of the classical problem.
In case of |S| = 2 the authors recently showed that under some technical re-
strictions no {p, q}-Diophantine quadruple exists if C(ξ) < p < q < pξ holds for
any ξ > 1 and for some explicitly computable constant C(ξ) (see [17]). They also
proved that no {p, q}-Diophantine quadruple exists if p ≡ q ≡ 3 (mod 4) (see [16]).
By the results above, together with the experiences of a computer verification, the
following conjecture is well-founded (see again [17, 16]).
Conjecture 1.1. Let p and q be distinct primes. Then no {p, q}-Diophantine
quadruple exists.
In this paper, we provide more evidence to confirm this conjecture. In particular,
one of our two main results is
Theorem 1.2. There is no S-Diophantine quadruple if S = {2, q} and q ≡ 3 (mod
4).
The tools and methods resemble what we applied in [16], but there are some
important differences, too. Although the present Diophantine equations almost
coincide with those appearing in [16], but the symmetry we exploited in the 7th
and 8th sub-cases of Table 1 in [16] does not exist here. Therefore the proofs are
more complicated in this paper, further we also must extend our proof at several
other places.
Unfortunately, the aforementioned method does not work for q ≡ 1 (mod4).
However, using continued fractions we establish a method, which allows us to find
all {2, q}-Diophantine quadruples if q is given, independently of the remainder of q
divided by 4. In addition, this method works for all pairs of primes (p, q). Thus we
can prove the following theorem.
Theorem 1.3. Let S = {2, q} with q < 109 or S = {p, q} with p, q < 105. Then
no S-Diophantine quadruple exists.
In the next section we provide auxiliary lemmas which will be used for the proofs
of Theorems 1.2 and 1.3. Section 3 will introduce the continued fraction approach
corresponding to the problem. These results, in particular Lemma 3.1, are the
backbone of the proof of Theorem 1.3. In Section 4 we describe an algorithm to
find all S-Diophantine quadruples for a fixed set S = {p, q}. In particular, we will
discuss the case {p, q} = {2, 3} in detail and prove that no such quadruples exist.
The final section of the paper completes the proof of Theorem 1.2.
2. Auxiliary results and the easy cases
Suppose that the primes p and q are given. To determine all {p, q}-Diophantine
quadruples is obviously equivalent to find all solutions to the system
ab+ 1 = pα1qβ1 =: s1, bc+ 1 = p
α4qβ4 =: s4,
ac+ 1 = pα2qβ2 =: s2, bd+ 1 = p
α5qβ5 =: s5,(2.1)
ad+ 1 = pα3qβ3 =: s3, cd+ 1 = p
α6qβ6 =: s6.
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Computing abcd in different ways we obtain the three S-unit equations
s3s4 − s2s5 = s3 + s4 − s2 − s5,
s2s5 − s1s6 = s2 + s5 − s1 − s6,
s1s6 − s3s4 = s1 + s6 − s3 − s4.
Taking the p-adic and q-adic valuations, respectively we obtain the following Lemma
(see also [17, Proposition 1]).
Lemma 2.1. The smallest two exponents of each quadruple (α2, α3, α4, α5),
(α1, α2, α5, α6) and (α1, α3, α4, α6) coincide. A similar statement holds also for
the β’s.
In the sequel, this lemma will be frequently used without referring to its pre-
cise parameters. The next useful result excludes some divisibility relations for
S-Diophantine triples.
Lemma 2.2. Assume that (a, b, c) is an S-Diophantine triple with a < b < c. If
ac+ 1 and bc+ 1, then ac+ 1 ∤ bc+ 1.
Proof. This is exactly Lemma 2 in [17]. 
If we suppose a < b < c < d, then Lemma 2.2 immediately shows that α2 6= α4,
α3 6= α5, α3 6= α6 and α5 6= α6 as well as β2 6= β4, β3 6= β5, β3 6= β6 and β5 6= β6.
The conditions a < b < c < d will be mainly assumed in Sections 3 and 4.
Now we deduce a few further restrictions on the exponents appearing in the
prime factorization of the S-units si when p = 2 and q ≡ 3 (mod 4).
Lemma 2.3. Let S = {2, q} with q ≡ 3 (mod 4) and let (a, b, c) be an S-Diophan-
tine triple. Further, according to (2.1)
ab+ 1 = 2α1qβ1 , ac+ 1 = 2α2qβ2 , bc+ 1 = 2α4qβ4 .
Then at least one of β1, β2, β4 is zero.
Proof. See Lemma 2.2 in [16]. 
Lemma 2.4. Assume that S = {2, q}. If a, b, c and d satisfy (2.1), then all of them
are odd.
Proof. Suppose, for example, that a is even. Then α1 = α2 = α3 = 0. In the
virtue of Lemma 2.2, the integers b, c and d must be odd. Applying three times
Lemma 2.3 for the triples (a, b, c), (a, b, d) and (a, c, d), respectively, we see that
β4 = β5 = β6 = 0. But this contradicts Lemma 2.2 for the triple (b, c, d). 
Since all of a, b, c and d are odd, their residues modulo 4 must be 1 or 3. Up to
permutations we distinguish the following five cases. The remainders of (a, b, c, d)
modulo 4 are
(1, 1, 1, 1) or (1, 1, 1, 3) or (1, 1, 3, 3) or (1, 3, 3, 3) or (3, 3, 3, 3).
Among them only the middle one means a real possibility.
Lemma 2.5. If (a, b, c, d) is a {2, q}-Diophantine quadruple, then up to permuta-
tions their remainders modulo 4 are (1, 1, 3, 3).
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Proof. Assume that three remainders of a, b, c and d modulo 4 coincide, say x ≡
y ≡ z (mod 4). Clearly, xy + 1 ≡ xz + 1 ≡ yz + 1 ≡ 2 (mod 4). Then the three
equations
xy + 1 = 2qβi , xz + 1 = 2qβj , yz + 1 = 2qβk
contradict Lemma 2.2. 
Suppose now that a ≡ b ≡ 1 and c ≡ d ≡ 3 modulo 4. Then we arrive at the
system
ab+ 1 = 2qβ1 , bc+ 1 = 2α4qβ4 ,
ac+ 1 = 2α2qβ2 , bd+ 1 = 2α5qβ5 ,
ad+ 1 = 2α3qβ3 , cd+ 1 = 2qβ6 ,
where αi ≥ 2 and β1, β6 ≥ 1 hold. Consider Lemma 2.3 for all triples from the set
{a, b, c, d}. Switching the integers a, b respectively c, d if necessary, we may assume
that β2 = β5 = 0. Therefore we have proved
Lemma 2.6. Let S = {2, q} and q ≡ 3 (mod 4). If the system
ab+ 1 = 2qβ1 , bc+ 1 = 2α4qβ4 ,
ac+ 1 = 2α2 , bd+ 1 = 2α5 ,(2.2)
ad+ 1 = 2α3qβ3 , cd+ 1 = 2qβ6
with αi ≥ 2 (2 ≤ i ≤ 5) and β1, β6 ≥ 1 has no solution, then there exists no
S-Diophantine quadruple.
The next lemma is useful in excluding very small S-Diophantine quadruples.
Lemma 2.7. Let S = {p, q} be a set of two primes. Assume that (a, b, c, d) is an
S-Diophantine quadruple with a < b < c < d. Then ab ≥ 3 and c ≥ 5.
Proof. First suppose that a = 1 and b = 2. Hence ab + 1 = 3. Without loss of
generality we may assume that p = 3, q 6= 3. Clearly, by (2.1) we have
2c+ 1 = 3α4qβ4 ,
c+ 1 = 3α2qβ2 , 2d+ 1 = 3α5qβ5 ,
d+ 1 = 3α3qβ3 , cd+ 1 = 3α6qβ6
and, in particular
2 · 3α2qβ2 − 3α4qβ4 = 1 = 2 · 3α3qβ3 − 3α5qβ5 .
The first equation yields either α2 = β4 = 0 or α4 = β2 = 0, q 6= 2, while the second
one implies α3 = β5 = 0 or α5 = β3 = 0, q 6= 2 (otherwise 3|1 or q|1). Obviously,
α6 6= 0, otherwise we find a triple that contradicts Lemma 2.2. Similarly, β6 6= 0.
According to which two out of α2, α3, α4 and α5 vanish we obtain equations of the
form
(2.3) A · 3α6qβ6 −A = (qx − 1)(qy − 1) = qx+y − qx − qy + 1,
where x, y ≥ 1, x 6= y, A = 1, 2 or 4, and
(2.4) B · 3α6qβ6 −B = (3u − 1)(3v − 1) = 3u+v − 3u − 3v + 1,
where u, v ≥ 1, u 6= v, and B satisfies AB = 4.
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Clearly, equation (2.4) is solvable only if 3min{u,v,α6}|B + 1. Thus B = 2 and
then A = 2. But we arrived at a contradiction, since equation (2.3) is solvable only
if qmin{x,y,β6}|A+ 1 = 3.
Let us turn to the second statement of the lemma. It is easy to check that the
only S-Diophantine triple with |S| = 2 and c < 5 is (a, b, c) = (1, 2, 4). But now
ab+ 1 = 3 which is excluded by the first statement. 
The next lemma is linked to the continued fraction approach, which will be
discussed in Section 3.
Lemma 2.8. Let p and q be two odd primes and assume that qc‖pordq(p) − 1 and
qz|px − 1 hold for some integer z ≥ c. Then ordq(p)q
z−c|x. Moreover, if qz |px +1,
then
ordq(p)
2 q
z−c|x.
In case of q = 2 we assume that 2c‖pord4(p) − 1 and 2z|px − 1 for some integer
z ≥ c. Then ord4(p)2
z−c|x. Moreover, if 2z|px + 1, then z = 0, 1 if p ≡ 1 (mod 4)
and 2z−c|x otherwise.
Proof. See [17, Lemma 1] or [2, Section 2.1.4]. Note that the additional case q = 2
needs a special treatment, and the induction step in the proof of [17, Lemma 1]
should start with c = 2, i.e. with px ≡ 1 (mod 4). 
We will also frequently use the following famous result on Catalan’s equation
due to Mihaˇilescu [13] during the proof of Theorem 1.2.
Lemma 2.9. The only solution to the Diophantine equation
Xa − Y b = 1
in positive integers X,Y, a, b with a, b ≥ 2 is 32 − 23 = 1.
Remark 1. In fact, we do not need the full result on Catalan’s equation. We use
only that the Diophantine equation 2x− qy = ±1 has no solution with x, y > 1 and
q > 3, which was already proved by Hampel [8].
3. The continued fraction approach
Throughout this section we assume that a < b < c < d. The essential tool
proving Theorem 1.3 is
Lemma 3.1. Let B ≥ log d and assume that for some real number δ > 0 we have
|P log p−Q log q| > δ
for all convergents P/Q to log q/log p with Q < 2B/log q and P < 2B/log p. Then
log d < 2B1 + uq log q + up log p+ log
(
2B21
log p log q
)
,
where
B1 = max
{
log
(
2
δ
)
, log
(
8B
log p log q
)}
,
and up and uq are defined by p
up‖qordp(q) − 1 and quq‖pordq(p) − 1, respectively.
The aim of this section is to prove Lemma 3.1. First, we show that under the
assumptions of Lemma 3.1, α1, α2 and β1, β2 are relatively small.
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Lemma 3.2. Under the assumptions of Lemma 3.1, α1, α2 < B1/log p and β1, β2 <
B1/log q follows, where
B1 = max
{
log
(
2
δ
)
, log
(
8B
log p log q
)}
.
Moreover, log(ab + 1) < B1 and log(ac+ 1) < B1 also hold.
Proof. Put P1 = α1 + α6 − α2 − α5 and Q1 = β1 + β6 − β2 − β5. Then
S˜ := pP1qQ1 − 1 =
s1s6
s2s5
− 1 =
(d− a)(c− b)
(ac+ 1)(bd+ 1)
<
(d− a)(c− b)
abcd
<
1
ab
.
By Lemma 2.7, 0 < S˜ < 1/3. Therefore the signs of P1 and Q1 are opposite. Put
P := |P1|, Q := |Q1|. Note that due to a Taylor expansion of order two, together
with the Lagrange remainder we see
| log(1 + x)| ≤
31|x|
24
,
provided |x| ≤ 1/3. Taking logarithms we obtain
|P log p−Q log q| <
31
24(pα1qβ1 − 1)
<
2
pα1qβ1
,
and then
(3.1)
∣∣∣∣PQ −
log q
log p
∣∣∣∣ < 2Q(log p)pα1qβ1 .
Obviously, log q/ log p is irrational.
If the right hand side of (3.1) is smaller than 1/(2Q2), then, according to Le-
gendre’s theorem, P/Q is a convergent of the ratio of the logarithms of q and
p. Therefore δ < 2/(pα1qβ1), and we conclude pα1qβ1 < 2/δ. Subsequently,
α1 < B1/ log p and β1 < B1/ log q with B1 = log(2/δ). Also, log(ab+1) < log(2/δ).
The case
2
Q(log p)pα1qβ1
>
1
2Q2
implies pα1qβ1 < 4Q/ log p. Thus, by the conditions of Lemma 3.1, ab + 1 =
pα1qβ1 < 8B/(log p log q), and
log(ab+ 1) < log
(
8B
log p log q
)
.
Now, α1 < B1/ log p and β1 < B1/ log q.
Repeating the same machinery for (s2s5)/(s3s4) − 1, it yields the appropriate
bounds for α2 and β2. 
Corollary 3.3. Under the assumptions and notations of Lemma 3.2 we have α4 <
2B1/ log p and β4 < 2B1/ log q.
Proof. The corollary is an immediate consequence of Lemma 3.2, since α4 log p ≤
log(bc+ 1), β4 log q ≤ log(bc+ 1) and
log(bc+ 1) < log(a2bc+ ab+ ac+ 1) = log(ab+ 1) + log(ac+ 1) < 2B1.

In the next step we prove that α1 = α2 cannot be the minimum among α1, α2, α5
and α6. Similarly, β1 = β2 is not the minimal pair in the set {β1, β2, β5, β6}.
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Lemma 3.4. Assume that
log d > B2 := 2B1 + uq log q + up log p+ log
(
2B21
log p log q
)
.
Then neither α1 = α2 ≤ α5, α6 nor β1 = β2 ≤ β5, β6 holds.
Proof. By switching the roles of p and q if necessary, we may assume that α1 =
α2 ≤ α5, α6. On the other hand β2 cannot be the minimum of the β’s otherwise it
yields ac < ab. By Lemma 2.2 we exclude the minimality of β5 = β6. Since a sole
minimum does not exist we conclude that either β1 = β5 or β1 = β6.
First consider the case when α1 = α2 and β1 = β5 are minimal. By cancelling
equal powers, the equation ab · cd = ac · bd turns into
pα6qβ6 − 1− pα6−α1qβ6−β1 = pα5qβ2 − qβ2−β5 − pα5−α2 ,
which gives pz|1−qβ2−β5 , where z = min{α6−α1, α5−α2}. Assume for the moment
that α5 − α2 = z. Hence, by Lemma 2.8, p
α5−α2−up ≤ B1/ log q follows. Then,
together with the bound for α1 and α2 provided by Lemma 3.2, it implies
α5 <
B1
log p
+ up +
log
(
B1
log q
)
log p
.
Consequently, β5 = β1 ≤
B1
log q yields log d < B2. Therefore z = α6 −α1. As before,
we obtain the upper bound
α6 <
B1
log p
+ up +
log
(
B1
log q
)
log p
.
In order to show that α1 = α2 = α3 and β1 = β4 = β5 are minimal among all α’s
and β’s, respectively, we consider the equation
ac · bd = (pα2qβ2 − 1)(pα5qβ5 − 1) = (pα3qβ3 − 1)(pα4qβ4 − 1) = ad · bd,
and determine the minimal pairs among α2, α3, α4, α5 and β2, β3, β4, β5, respectively.
By the assumption log d > 2B1, together with β5 ≤ B1/ log q, we deduce that
α5 > B1/ log p > α2. Hence, obviously, α5 is not minimal. So we obtain either
α2 = α3 < B1/ log p or α3 = α4 < α2 < B1/ log p. In any case α3 < B1/ log p
follows, and since log d > 2B1 we get β3 > B1/ log q > β2. Thus β3 cannot be
minimal. Therefore we conclude β1 = β5 = β4. When α3 = α4 ≤ α2 holds we
arrive at a contradiction by ac > bc. Subsequently, α1 = α2 = α3 and β1 = β5 = β4
are minimal among all α’s and β’s, respectively.
Next we consider the equation ab · cd = ad · bc, which leads to
pα6qβ6 − 1− pα6−α1qβ6−β1 = pα4qβ3 − pα4−α1 − qβ3−β1 .
Therefore 1− pα4−α1 |qmin{β6−β1,β3−β1}, and the application of Lemma 2.8 yields
qmin{β6−β1,β3−β1}−uq ≤ α4 − α1 <
2B1
log p
.
This gives an upper bound either for β3 or for β6, namely
min{β3, β6} <
B1
log q
+ uq +
log
(
B1
log p
)
log q
.
8 LA´SZLO´ SZALAY AND VOLKER ZIEGLER
From the bounds for α3 and α6 we obtain (in any case) the contradiction
B2 < log d < 2B1 + uq log q + up log p+ log
(
2B21
log p log q
)
= B2.
The case α1 = α2 and β1 = β6 can be treated similarly. This time the equation
ab · cd = ac · bd admits
pα6qβ1 − 1− pα6−α1 = pα5qβ2+β5−β1 − qβ2−β1 − pα5−α2qβ5−β1 ,
which implies pz|1−qβ2−β1 , where z = min{α6−α1, α5−α2}. The case z = α6−α1
cannot hold since α6 ≤ α5 and β6 ≤ β5 contradict bd < cd. Therefore z = α5 −α2,
and by Lemma 2.8 we obtain the upper bound
(3.2) α5 <
B1
log p
+ up +
log
(
B1
log q
)
log p
.
Consider the equation
ac · bd = (pα2qβ2 − 1)(pα5qβ5 − 1) = (pα3qβ3 − 1)(pα4qβ4 − 1) = ad · bd
to see which pairs are minimal in the sets {α2, α3, α4, α5} and {β2, β3, β4, β5}, re-
spectively. Note that α2 is an element of the minimal pair in the set {α2, α3, α4, α5}.
By inequality (3.2) we deduce β5 > B1/ log q, otherwise we obtain log d < B2. Sim-
ilarly, β6 = β1 < B1/ log q yields α6 > B1/ log p. Thus neither β5 nor α6, but
either β2 = β3 or β3 = β4 < β2 are minimal. However, in any case we have
β3 ≤ β2 < B1/ log q and furthermore we have α3 > B1/ log p, otherwise we get
log d < 2B1 < B2. Subsequently, α3 cannot be minimal. Since α2 = α4 yields
a contradiction to Lemma 2.2 (see the discussion after the lemma) we may also
exclude the minimality of α4. Finally, we conclude α1 = α2 = α5 < α4. Now take
the equation
ab · cd = (pα1qβ1 − 1)(pα6qβ6 − 1) = (pα3qβ3 − 1)(pα4qβ4 − 1) = ad · bc
and determine the minimal pair among α1, α3, α4, α6. Obviously, α1 is included in
the minimal pair. But, neither α3 nor α4 nor α6 is minimal since we obtain either
α1 = α2 = α5 = α3 or α1 = α2 = α5 = α6 or α1 = α2 = α4. Observe, that all
three cases are excluded by Lemma 2.2. 
Lemma 3.5. Let log d > B2. Then neither α2 ≤ α1, α5, α6 nor β2 ≤ β1, β5, β6
holds.
Proof. Because of the symmetry between p and q it is enough to show that α2
cannot be the minimum. Contrary, assume that α2 is the smallest one. Thus
α2 = α5 or α2 = α6 since the case α1 = α2 was excluded by the previous lemma.
Clearly, ac < ab guarantees that β2 cannot be minimal among the β’s. Therefore
we have the two possibilities α2 = α5 and β1 = β6 or α2 = α6 and β1 = β5. Indeed,
the co-minimality of α5 and β5 gives bd < ab, a contradiction. A similar argument
is true for α6 and β6 with cd < ab. Moreover, β5 = β6 contradicts Lemma 2.2
applied to the triple (b, c, d).
First, we treat the case α2 = α5 and β1 = β6. Therefore consider the equation
ab · cd = (pα1qβ1 − 1)(pα6qβ6 − 1) = (pα3qβ3 − 1)(pα4qβ4 − 1) = ad · bc
to find the minimal pair among α1, α3, α4, α6 and β1, β3, β4, β6, respectively. Since
β1 = β6 < B1/ log q and α2 = α5 < B1/ log p we have α6 > B1/ log p and β5 >
B1/ log q, otherwise log d < 2B1 < B2 hold. Therefore neither α6 nor β5 is minimal.
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When α3 possesses the minimal property we have α2 = β5 < B1/ log p and then
β3 > B1/ log q. In view of the equation
ac · bd = (pα2qβ2 − 1)(pα5qβ5 − 1) = (pα3qβ3 − 1)(pα4qβ4 − 1) = ad · bc
neither β3 nor β5 can be minimal among β2, β3, β4 and β5. Thus β2 = β4, but this is
a contradiction to Lemma 2.2 (see the discussion below Lemma 2.2). Consequently,
α3 is not the minimum, therefore we get α1 = α4. After simplifying the equation
ab · cd = ad · bc we obtain
pα6qβ6 − 1− pα6−α1 = pα3qβ3+β4−β1 − qβ4−β1 − pα3−α1qβ3−β1 .
Therefore pz|qβ4−β1−1, where z = min{α6−α1, α3−α1}. Then, due to Lemma 2.8,
pz−up ≤ β4 − β1 ≤ 2B1.
Assuming z = α6 − α1, it leads to a contradiction. Indeed,
α6 ≤
B1
log p
+ up +
log
(
B1
log q
)
log p
holds, and together with β1 = β6 < B1/ log q we obtain log d < log(cd + 1) < B2.
Therefore we may assume that z = α3 − α1 and we obtain
α3 ≤
B1
log p
+ up +
log
(
B1
log q
)
log p
.
Since α3 is “small” we deduce that β3 is “large”, i.e. β3 > B1/ log q, otherwise
log d < B2 follows. Thus β3 cannot be minimal. Consider the equation
ac · bd = (pα2qβ2 − 1)(pα5qβ5 − 1) = (pα3qβ3 − 1)(pα4qβ4 − 1) = ad · bc
and determine which pair is minimal among β2, β3, β4, β5. By the discussion above,
both β3 and β5 are not minimal and therefore β2 = β4 is. But this is a contradiction
to Lemma 2.2 applied to the triple (a, b, c).
Now let us turn to the case α2 = α6 and β1 = β5. We consider the equation
ab · cd = (pα1qβ1 − 1)(pα6qβ6 − 1) = (pα3qβ3 − 1)(pα4qβ4 − 1) = ad · bc
in order to determine which pair among α1, α3, α4, α6 and β1, β3, β4, β6 is minimal,
respectively. Due to Lemma 3.2, α1 cannot be minimal. Therefore we deduce that
α3 = α4 < α2 = α6 ≤ α1 since all other cases yield contradictions to Lemma 2.2.
Concerning the β’s, if β1 is not minimal, then ab is larger than ad, bc or cd. Therefore
β1 is minimal and we deduce β1 = β4 = β5, since all other cases yield contradictions
to Lemma 2.2. All together we have β4 = β1 and α4 < α1, which provide bc < ab,
again a contradiction. 
Now we are ready to prove Lemma 3.1
Proof of Lemma 3.1. It is sufficient to show that the assumption log d > B2 leads
to a contradiction. In view of foregoing lemmas we are left to examine two cases:
• α1 = α5 and β1 = β6 are minimal,
• α1 = α6 and β1 = β5 are minimal.
10 LA´SZLO´ SZALAY AND VOLKER ZIEGLER
By switching the role of p and q, if necessary, there is no restriction in assuming
that α1 = α5 and β1 = β6 are minimal. Now we intend to determine the minimal
pair among α2, α3, α4, α5, therefore we consider the equation
ac · bd = (pα2qβ2 − 1)(pα5qβ5 − 1) = (pα3qβ3 − 1)(pα4qβ4 − 1) = ad · bc.
It is easy to see that only α1 = α4 = α5 or α1 = α5 > α3 = α4 are possible. Indeed,
Lemma 2.2 exludes all the other cases.
First assume that α1 = α5 > α3 = α4, which yields α3, α5 ≤ B1/ log p. Thus
β3, β5 ≥ B1/ log q, otherwise log d < B2 follows. Now take the equation
ac · bd = (pα2qβ2 − 1)(pα5qβ5 − 1) = (pα3qβ3 − 1)(pα4qβ4 − 1) = ad · bc
to see that neither β3 nor β5 is minimal among β2, β3, β4, β5. Therefore the minimal
pair is β2 = β4, but this contradicts Lemma 2.2 by the triple (a, b, c).
Turning to the case α1 = α4 = α5 < α2, α3, note that β5 > B1/ log q holds
because of α5 < B1/ log q and log(bd + 1) > log d > B2 > 2B1. In view of the
equation
ac · bd = (pα2qβ2 − 1)(pα5qβ5 − 1) = (pα3qβ3 − 1)(pα4qβ4 − 1) = ad · bc
we are looking for the minimal pair among β2, β3, β4, β5. Since β5 is “large” and
evidently not minimal, together with the conditions α1 = α4 = α5 < α2, α3 the
relation β2 = β3 < β4, β5 is the only possibility that does not contradict Lemma 2.2
or the assumption a < b < c < d. Thus β3, β6 < B1/ log q. Now we consider the
equation ab · cd = ad · bc. After cancelling equal factors we obtain
pα6qβ1 − 1− pα6−α1 = pα3qβ3+β4−β1 − pα3−α1qβ3−β1 − qβ4−β1 .
Therefore pz|1− qβ4−β1 follows, where z = min{α6−α1, α3−α1}. Here Lemma 2.8
yields pz−up ≤ β4 − β1 ≤ 2B1, and we get
min{α6 − α1, α3 − α1} ≤
B1
log p
+ up +
log
(
B1
log q
)
log p
.
But this bound, together with the bound for β3 and β6 yields the contradiction
B2 < log d < min{log(ad+ 1), log(cd+ 1)} < B2.

4. The case of fixed p and q
In view of the results and assumptions of the previous section we suppose that
a < b < c < d holds. Elaborating with the lower bounds for linear forms in
logarithms of algebraic numbers due to Matveev [12] and Laurent et. al. [10], one
can obtain effectively computable upper bounds on log d in terms of p and q (see
Stewart and Tijdeman [15], or Szalay and Ziegler [17]). If we look at the proof
of [17, Lemma 7] the authors concluded the three inequalities
log
(
c
b
·
bd+ 1
cd+ 1
)
≤ log
(
1 +
1
2d
)
<
1
d
,
log
(bd+ 1)(ac+ 1)
(cd+ 1)ab
< log
(
1 +
2
ac
)
<
4
c
,
log
(ab+ 1)(cd+ 1)
(ac+ 1)(bd+ 1)
< log
(
1 +
1
ab
)
<
2
ab
.
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Then they obtained
1.690182 · 1010 log c log p log q
(
2.1 + log
(
log d
log c
))
> log d,
1.690182 · 1010 log(ab) log p log q
(
2.8 + log
(
log d
log(ab)
))
> log c− log 4,
24.34 logp log q
(
2.08 + log
(
log d
log p log q
))2
> log(ab)− log 2.
According to Lemma 2.7, we have
log(ab)− log 2 ≥ log(ab) (1− log 2/log 3) > 0.369 log(ab)
and
log(c)− log 4 ≥ log(c) (1− log 4/log 5) > 0.138 log c.
Combining the two inequalities above it leads to
1.36 · 1023(log p log q)3(1.63 + log log d)(2.71 + log log d)
× (2.08− log(log p log q) + log log d)2 > log d.
(4.1)
Now we restrict ourselves to determine all {p, q}-Diophantine quadruples in the
case (p, q) = (2, 3). In particular, we prove the following
Theorem 4.1. There are no {2, 3}-Diophantine quadruples.
Proof. Insert p = 2 and q = 3 in (4.1) to get log d < 1.6 · 1030. Then Lemma 3.1
provides log d < 158.812. Applying Lemma 3.1 again we obtain log d < 21.966,
and then one more application gives log d < 20.34. Note that a further attempt
to apply Lemma 3.1 does not yield a significant improvement (i.e. the reduction of
the upper bound is less than 0.1). Together with Lemma 3.2 we obtain α1, α2 ≤ 9
and β1, β2 ≤ 6. Moreover, the bound for log d leads to α3, α4, α5, α6 ≤ 29 and
β3, β4, β5, β6 ≤ 18. All together it means 4900 possibile pairs (ab + 1, ac + 1).
Since a| gcd(pα1qβ1 − 1, pα2qβ2 − 1) we can easily compute a list of possible a’s
and corresponding b’s and c’s. By a computer search we obtain 2482 triples with
a < b < c. However, it is easy (for a computer) to check that only five of them are
really {2, 3}-Diophantine, namely the triples (1, 5, 7), (1, 3, 5), (1, 7, 23), (1, 15, 17)
and (1, 31, 47). From d = (pα6qβ6 − 1)/c with 0 ≤ α6 ≤ 29 and 0 ≤ β6 ≤ 18 we
obtain 344 candidates to be {2, 3}-Diophantine quadruples. But again a computer
search shows that no candidate fulfills the conditions to be a {2, 3}-Diophantine
quadruple. 
We implemented the ideas presented in the proof of Theorem 4.1 in Sage [14]
to find all S-Diophantine quadruples if the set S = {p, q} is given. Then we
ran a computer search on all sets S = {2, q} with 7 ≤ q < 109, q prime and
q ≡ 1 (mod4), but no quadruples were found. This computer search, together
with Theorem 1.2 proves the first part of Theorem 1.3. The computation was
distributed on several kernels and computers. However, the total CPU time was
about 121 days and 16 hours. Let us note that the proof of Theorem 1.2 does not
depend on this result.
Similarly, we ran a computer verification on all sets S = {p, q} of odd primes
p and q with 1 < p, q < 105 such that p ≡ q ≡ 3 (mod 4) does not hold. Even
in this case we found no S-Diophantine quadruple, which proves the second part
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of Theorem 1.3. Note that in a previous paper [16] the authors proved that no S-
Diophantine quadruples exist provided p ≡ q ≡ 3 (mod 4). This computer search
took in total approximately 27 hours CPU time.
5. Proof of Theorem 1.2
In the proof of Theorem 1.2 we are mainly concerned with System (2.2) (cf.
Lemma 2.6). In order to get this specific symmetric form of the system we do not
assume a < b < c < d any longer. In view of Lemma 2.6 we have a closer look
at System (2.2) and assume that αi ≥ 2 and β1, β6 ≥ 1. Moreover, suppose that
α5 ≥ α2 and β6 ≥ β1. Therefore only the following relations are possible (see
Table 1).
Table 1. List of cases
α β
2 ≤ α2 = α3 ≤ α4
1 ≤ β1 = β3 ≤ β4
1 ≤ β1 = β4 ≤ β3
0 ≤ β3 = β4 < β1
2 ≤ α2 = α4 ≤ α3
1 ≤ β1 = β3 ≤ β4
1 ≤ β1 = β4 ≤ β3
0 ≤ β3 = β4 < β1
2 ≤ α3 = α4 < α2
1 ≤ β1 = β3 ≤ β4
1 ≤ β1 = β4 ≤ β3
0 ≤ β3 = β4 < β1
First, we show that only one of β1 and α2 can be minimal.
Lemma 5.1. Assume that β1 ≤ βi and α2 ≤ αi are valid with i = 3, 4, 6. Then
system (2.2) possesses no solution.
Proof. Since β1 ≤ β4 and α2 ≤ α4, we see a, b < c. Moreover, we deduce that
ab+1|bc+1 and ac+1|bc+1. But in view of Lemma 2.2 both divisibility relations
cannot hold. 
Therefore five sub-cases remain to examine.
5.1. The case α2 = α3 ≤ α4 and β3 = β4 < β1. Using the notation β = β3 = β4
and α = α2 = α3, we obtain
ab+ 1 = 2qβ1 , bc+ 1 = 2α4qβ ,
ac+ 1 = 2α, bd+ 1 = 2α5 ,
ad+ 1 = 2αqβ , cd+ 1 = 2qβ6 .
The relation ac + 1 < bc + 1 implies a < b. Similarly, ac + 1 < ad + 1 entails
c < d. Consequently, α4 < α5. Moreover, considering the triple (a, b, c) we have
c < b, otherwise a contradiction to Lemma 2.2 would appear.
The equation
ad · bc =
(
2αqβ − 1
) (
2α4qβ − 1
)
= (2α − 1) (2α5 − 1) = ac · bd
modulo 2α4 yields
(5.1) qβ ≡ 1 (mod 2α4−α),
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and then 2α4−α|qβ − 1 follows. Thus 2α4−α ≤ qβ − 1 holds. At this point we
separate the cases β1 ≥ 2β and β1 < 2β.
First, assume that β1 ≥ 2β. Taking
ad · bc =
(
2αqβ − 1
) (
2α4qβ − 1
)
=
(
2qβ6 − 1
) (
2qβ1 − 1
)
= ab · cd
modulo q2β , we have
qβ (2α4 + 2α) ≡ 0 (mod q2β).
Thus qβ |2α4−α+1 and 2α4−α ≥ qβ−1. Together with (5.1), we have 2α4−α = qβ−1.
By Lemma 2.9, β ≤ 1 holds since we excluded the case q = 3 by Theorem 4.1. The
case β = 0 is impossible, otherwise we have 2α4−α = 0. Therefore 2α4−α = q − 1,
and we deduce α4 − α = 1 because q ≡ 3 (mod4). Hence we have q = 3 which is
excluded by Theorem 4.1.
We turn now to the case 2β > β1. The equation
ad · bc =
(
2αqβ − 1
) (
2α4qβ − 1
)
=
(
2qβ1 − 1
) (
2qβ6 − 1
)
= ab · cd
modulo qβ1 leads to
qβ (2α4 + 2α) ≡ 0 (mod qβ1).
Thus qβ1−β |2α4−α + 1 and wqβ1−β = 2α4−α + 1 is valid with a suitable positive
integer w. A simple calculation shows that
b
a
=
bc
ac
=
2α4qβ − 1
2α − 1
= 2α4−αqβ +
2α4−αqβ − 1
2α − 1
> 2α4−αqβ .
If w ≥ 3, then 3qβ1−β ≤ 2α4−α + 1, and we obtain
b
a
> 2α4−αqβ ≥ 3qβ1 − qβ > 3qβ1 −
1
q
qβ1 ≥
20
7
qβ1 .
But this is impossible since
2qβ1 = ab+ 1 > b ≥
b
a
>
20
7
qβ1 > 2qβ1.
Suppose that w = 2, that is 2qβ1−β = 2α4−α + 1. Clearly, 2α4−α + 1 is even if
and only if α4 = α, hence 2q
β1−β = 2 and β1 = β. Now ab+ 1 = 2q
β, ac+ 1 = 2α
and bc+ 1 = 2αqβ , which yield the equation
(5.2) (ab+ 1)(ac+ 1) = 2(bc+ 1).
Only a = 1 is possible, otherwise the left hand side of (5.2) is larger than the right
hand side. But a = 1 also leads to a contradiction since
b · c = 2α+1qβ − 2α − qβ + 1 = 2αqβ − 1 = bc
gives 2αqβ = 2α + qβ − 2, hence 2|qβ.
Only the relation qβ1−β = 2α4−α+1 remains to examine. Since we may exclude
the case q = 3 by Theorem 4.1, Lemma 2.9 implies β1 − β = 1. By the assumption
q ≡ 3 (mod 4) we have α4 − α = 1 and q = 3, a contradiction.
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5.2. The case α2 = α4 ≤ α3 and β3 = β4 < β1. Denote by β the value of β3 = β4
and by α the integer α2 = α4. We study the system
ab+ 1 = 2qβ1 , bc+ 1 = 2αqβ ,
ac+ 1 = 2α, bd+ 1 = 2α5 ,
ad+ 1 = 2α3qβ , cd+ 1 = 2qβ6 .
Comparing ac + 1 and bc + 1 we obtain a < b, hence α3 < α5. Considering the
equation
ad · bc =
(
2α3qβ − 1
) (
2αqβ − 1
)
= (2α − 1) (2α5 − 1) = ac · bd
modulo 2α3 it provides
2αqβ − 1 ≡ 2α − 1 (mod2α3),
i.e. qβ ≡ 1 (mod 2α3−α). Therefore 2α3−α|qβ − 1 holds. We also have c|c(b−a) =
2α(qβ − 1). Thus c|qβ − 1 and c < qβ . Hence 2αqβ = bc+1 < bqβ +1 yields 2α ≤ b.
Since c is odd we obtain c| q
β−1
2α3−α
. Therefore
2αqβ = bc+ 1 ≤ b
qβ − 1
2α3−α
+ 1 < b
qβ
2α3−α
+ qβ
implies b > 2α3 − 2α3−α.
On the other hand, b|b(a− c) = qβ(2qβ1−β − 2α). Hence
(5.3) b | qβ1−β − 2α−1.
Observe that qβ1−β − 2α−1 is non-zero. The inequality b ≥ 2α, together with (5.3)
provides qβ1−β > 2α−1, therefore b ≤ qβ1−β − 2α−1. Further, c < a comes from the
comparison of ab+ 1 and bc+ 1.
By 2qβ1 = ab+ 1 ≤ a(qβ1−β − 2α−1) + 1 we deduce that
a ≥
2qβ1 − 1
qβ1−β − 2α−1
.
Assuming d > b we have
2α3qβ = ad+ 1 > ab > (2α3 − 2α3−α)
2qβ1 − 1
qβ1−β − 2α−1
= 2α3qβQ,
where
Q =
(
1−
1
2α
)
2qβ1 − 1
qβ1 − 2α−1qβ
>
3
4
·
2qβ1 − 1
qβ1 − 1/2
=
3
2
> 1
means a contradiction. Recall that we assume α ≥ 2. Thus d < b. But, together
with c < a, this leads to cd + 1 = 2qβ6 < ab + 1 = 2qβ1 , which contradicts the
assumption β1 ≤ β6.
5.3. The case α3 = α4 < α2 and β1 = β3 ≤ β4. Let α = α3 = α4 and β = β1 =
β3. Then we have to consider the system
ab+ 1 = 2qβ , bc+ 1 = 2αqβ4 ,
ac+ 1 = 2α2 , bd+ 1 = 2α5 ,(5.4)
ad+ 1 = 2αqβ , cd+ 1 = 2qβ6
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with 2 ≤ α < α2 ≤ α5 and 1 ≤ β ≤ β4. Due to (5.4), ab + 1 < ad+ 1 holds. Thus
b < d. This entails β4 < β6 via cb < cd. Moreover, ab + 1 < bc + 1 shows a < c.
The equation
ad · bc = (2αqβ − 1)(2αqβ4 − 1) = (2qβ − 1)(2qβ6 − 1) = ab · cd
modulo qβ4 admits
2α−1 ≡ 1 (mod qβ4−β).
Thus qβ4−β | 2α−1 − 1 and qβ4−β ≤ 2α−1 − 1. We also consider the equation
(5.5) ad · bc = (2αqβ − 1)(2αqβ4 − 1) = (2α2 − 1)(2α5 − 1) = ac · bd,
and distinguish two cases. First, suppose that 2α ≤ α2. Then (5.5) modulo 2
2α
yields 2α | qβ4−β + 1. Thus 2α ≤ qβ4−β + 1 ≤ 2α−1 is a contradiction.
Now assume that α2 < 2α. Then equation (5.5) modulo 2
α2 provides 2α2−α |
qβ4−β + 1, i.e. w2α2−α = qβ4−β + 1. We also note that
(5.6)
c
a
=
bc
ab
=
2αqβ4 − 1
2qβ − 1
= 2α−1qβ4−β +
2α−1qβ4−β − 1
2qβ − 1
> 2α−1qβ4−β .
If w ≥ 3, then (5.6), together with c < 2α2 (note that ac+ 1 = 2α2) gives
c
a
> 2α−1qβ4−β ≥ 2α−1(3 · 2α2−α − 1) = 3 · 2α2−1 − 2α−1
> 3 · 2α2−1 − 2α2−2 >
5
4
c.
Therefore we may assume that w = 1, 2.
First let w = 1. This implies 2α2−α = qβ4−β + 1. By Lemma 2.9 we have
β4 − β ≤ 1. If β4 = β, then α2 − α = 1 and by (5.4) we get
(ab+ 1)(ac+ 1) = 2qβ · 2α+1 = 4qβ42α = 4(bc+ 1),
which provides a = 1. Then
bc = (2qβ − 1)(2α+1 − 1) = 2αqβ − 1,
consequently 3 · 2αqβ + 2 = 2α+1 + 2qβ . Recalling α ≥ 2 and β ≥ 1 we get
0 = qβ2α+1 + qβ(2α − 2)− 2α+1 + 2 > 0.
In case of β4 − β = 1 we have 2
α2−α = q + 1, moreover
(ab+ 1)(ac+ 1) =
2(q + 1)
q
(bc+ 1).
By 2(q + 1)/q ≤ 16/7, this equality is possible only if a = 1, i.e. q(b + 1)(c + 1) =
2(q + 1)(bc+ 1). After a few steps(
b−
q
q + 2
)(
c−
q
q + 2
)
+
(
1−
q2
(q + 2)2
)
= 0.
follows. Obviously, on the left hand side all the three terms are positive, therefore
we arrive at a contradiction.
The case w = 2 remains providing 2α2−α+1 = qβ4−β + 1. Since α2 > α, by
Lemma 2.9 we have β4 − β = 1. Thus 2
α2−α+1 = q + 1, therefore
(ab+ 1)(ac+ 1) =
(q + 1)
q
(bc+ 1)
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implies a = 1 and q(b+1)(c+1) = (q+1)(bc+1) or equivalently bc+1 = q(b+ c).
Replacing the integers b and c by the corresponding values on the right hand side
of bc+ 1 = q(b + c) we find
2αqβ+1 = q
(
2qβ + 2α−1(q + 1)− 2
)
,
and then
2α−2 =
qβ − 1
2qβ − q − 1
∈ Z.
Obviously we have β = 1 and α = 2. But, this yields b = 2q − 1 and d = 4q − 1 =
2b+ 1. Moreover, we have bc = 4q2 − 1 hence c = 2q + 1 = b+ 2 and
2qβ6 = cd+ 1 = (b + 2)(2b+ 1) + 1 = (b+ 1)(2b+ 3).
Since b+1 and 2b+3 are co-prime either b+1|2 or 2b+3|2 holds. Thus a = b = 1
or b = −1, both contradict our assumptions.
5.4. The case α3 = α4 < α2 and β1 = β4 ≤ β3. Let α = α3 = α4 and β = β1 =
β4. The corresponding situation can be described by
ab+ 1 = 2qβ , bc+ 1 = 2αqβ ,
ac+ 1 = 2α2 , bd+ 1 = 2α5 ,
ad+ 1 = 2αqβ3 , cd+ 1 = 2qβ6
with the conditions 2 ≤ α ≤ α2 ≤ α5 and 1 ≤ β ≤ β3. We can easily deduce b < d
and a < c. Taking the equation
ad · bc = (2αqβ3 − 1)(2
αqβ − 1) = (2α2 − 1)(2α5 − 1) = ab · cd
modulo qβ3 , we see that
2α−1 ≡ 1 (mod qβ3−β).
That is qβ3−β | 2α−1 − 1, further qβ3−β < 2α−1.
It is obvious that b | b(c− a) = 2αqβ − 2qβ, and then b | 2α−1 − 1. Since q and b
are co-prime we get
b
∣∣∣∣2
α−1 − 1
qβ3−β
.
From
2αqβ = bc+ 1 ≤
2α−1 − 1
qβ3−β
c+ 1
we deduce c > 2qβ3 − qβ3−β . Since c | c(a − b) = 2α(2α2−α − qβ), we get c |
(2α2−α − qβ). The assertion c ≤ qβ leads to a contradiction via
bc+ 1 ≤ (2α−1 − 1)qβ + 1 < 2αqβ = bc+ 1.
Thus we have c > qβ . Therefore 2α2−α > qβ and a > b. Additionally, we have
2α2 = ac+ 1 ≤ a(2α2−α − qβ) + 1, which implies
a ≥
2α2 − 1
2α2−α − qβ
.
Now we show that neither d > c nor d < c is possible. Indeed, if d > c then
2αqβ3 = ad+ 1 > ac ≥ qβ3
(
2−
1
qβ
)
2α2 − 1
2α2−α − qβ
> 2αqβ3 ,
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since 2 − 1/qβ > 1 and (2α2 − 1)/(2α2 − 2αqβ) > 1. Assuming d < c, together
with b < a we get 2α5 = bd+ 1 < ac+ 1 = 2α2 , which contradicts our assumption
α2 ≤ α5.
5.5. The case α3 = α4 < α2 and β3 = β4 < β1. Put α = α3 = α4 and β =
β3 = β4. First suppose c < a. By cd + 1 = 2q
β6 ≥ 2qβ1 = ab + 1 we deduce that
d > b. Then ad+1 = 2αqβ = bc+1 contradicts c < a and b < d. Now assume that
b < a. We have bd+ 1 = 2α5 ≥ 2α2 = ac+ 1, and then d > c. Thus we get again a
contradiction to ad+ 1 = 2αqβ = bc+ 1.
Therefore a < b and a < c, further
b|b(c− a) =qβ(2α − 2qβ1−β) > 0, and
c|c(b− a) =2α(qβ − 2α2−α) > 0.
Now gcd(b, q) = gcd(c, 2) = 1 implies b < 2α and c < qβ . Thus 2αqβ > bc + 1 =
2αqβ , and the final contradiction is presented.
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