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1. Introduction 
This chapter addresses the resolution of scheduling in manufacturing systems subject to 
perturbations. The planning of Manufacturing Systems involves frequently the resolution of 
a huge amount and variety of combinatorial optimisation problems with an important 
impact on the performance of manufacturing organisations. Examples of those problems are 
the sequencing and scheduling problems in manufacturing management, routing and 
transportation, layout design and timetabling problems. 
The classical optimisation methods are not enough for the efficient resolution of those 
problems or are developed for specific situations (Brucker, 2004) (Blazewicz et al., 2005) 
(Pinedo, 2005) (Madureira, 2003). 
New organizational and technological paradigms are needed to reply to the modern 
manufacturing systems challenges. The traditional structure of manufacturing industries is 
constructed upon the three pillars of land, labour and capital. The challenge is to move 
towards a new structure, which can be described as innovating manufacturing, founded on 
knowledge and capital. Future manufacturing solutions must identify multiple perspectives 
and linkages between novel approaches to customization, customer response, logistics and 
maintenance. The current typically linear approach to research, development, design, 
construction and assembly will be replaced by simultaneous activity in all areas to satisfying 
global demand and shorten time-to-market (MANUFUTURE, 2004). 
Multi-agent paradigm is emerging for the development of solutions to very hard distributed 
computational problems. This paradigm is based either on the activity of "intelligent" agents 
which perform complex functionalities or on the exploitation of a large number of simple 
agents that can produce an overall intelligent behaviour leading to the solution of alleged 
almost intractable problems. The multi-agent paradigm is often inspired by biological 
systems. 
Meta-Heuristics (MH) form a class of powerful and practical solution techniques for tackling 
complex, large-scale combinatorial problems producing efficiently high-quality solutions. 
From the literature we can conclude that they are adequate for static problems. However, 
real scheduling problems are quite dynamic, considering the arrival of new orders, orders 
being cancelled, machine delays or faults, etc. Scheduling problem in dynamic 
environments have been investigated by a number of authors, see for example (Aytug et al., 
2005) (Branke, 2000) (Cowling & Johansson, 2002) (Madureira et al., 2004). 
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In this chapter we will model a Manufacturing System by means of Multi-Agent Systems 
(MAS) and Meta-Heuristics technologies, where each agent may represent a processing 
entity (machine). The objective of the system is to deal with the complex problem of 
Dynamic Scheduling in Manufacturing Systems. Our approach shows that a good global 
solution for a scheduling problem may emerge from a community of machine agents 
solving locally their schedules while cooperating with other machine agents that share some 
relations between the operations/jobs. 
The remaining sections are organized as follows: Section 2 summarizes some works related 
on Meta-Heuristics and Multi-Agent Systems applications. In section 3 the scheduling 
problem under consideration is described. Section 4 presents the MASDScheGATS Systems 
and describes implemented mechanisms. Section 5 present a computational study and puts 
forward results discussion. Finally, the chapter presents some conclusions that were 
obtained from our model and puts forward some ideas for future opportunities of research 
and development work. 
2. Related work 
The planning of Manufacturing Systems involves frequently the resolution of a huge 
amount and variety of combinatorial optimisation problems with an important impact on 
the performance of manufacturing organisations. Examples of those problems are the 
sequencing and scheduling problems in manufacturing management, routing and 
transportation, layout design and timetabling problems. 
Scheduling can be defined as the assignment of time-constrained jobs to time-constrained 
resources within a pre-defined time framework, which represents the complete time horizon 
of the schedule. An admissible schedule will have to satisfy a set of constraints imposed on 
jobs and resources. So, a scheduling problem can be seen as a decision making process for 
operations starting and resources to be used. A variety of characteristics and constraints 
related with jobs and production system, such as operation processing time, release and due 
dates, precedence constraints and resource availability, can affect scheduling decisions 
(Brucker, 2004) (Blazewicz et al., 2005) (Pinedo, 2005). 
Frequently classical optimization methods are not efficient enough for the resolution of Job- 
Shop Scheduling problems (Blazewicz et al., 2005) (Pinedo, 2005). In most cases they are 
good for solving only some specific and small size ones. The interest of new approaches, 
namely Meta-Heuristics such as Tabu Search, Simulated Annealing, and Genetic 
Algorithms, based on local search, is that they lead, in general, to good solutions in an 
efficient way, i.e. short computing time and small implementation effort. 
Meta-Heuristics is the set of computing techniques inspired by biologically systems that are 
derived from nature. The distinction between Nature-inspired techniques and Meta- 
Heuristics is largely counterproductive. Although surface-level dissimilarities, the central 
themes underlying these two classes of heuristic are nearly identical, e.g., intensification 
versus diversification, mechanisms for escaping local optimum, intelligent design of 
selection/mutation/crossover operators, and the structure of the fitness landscape. The 
family of Meta-Heuristics includes, but it is not limited, to Tabu Search, Simulated 
Annealing, Adaptive Memory procedures, Scatter Search, Soft Computing, Evolutionary 
Methods, Ant Systems, Particle Swarm Optimization and their hybrids. For literature on this 
subject, see for example (Gonzalez,2007) (Xhafa & Abraham, 2008) 
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In last decades, there has been a significant level of research interest in Meta-Heuristics 
approaches for solving large real world scheduling problems, which are often complex, 
constrained and dynamic. Scheduling algorithms that achieve good or near optimal 
solutions and can efficiently adapt them to perturbations are, in most cases, preferable to 
those that achieve optimal ones but that cannot implement such an adaptation. This is the 
case with most algorithms for solving the so-called static scheduling problem for different 
setting of both single and multi-machine systems arrangements. This reality, motivated us 
to concentrate on tools, which could deal with such dynamic, disturbed scheduling 
problems, even though, due to the complexity of these problems, optimal solutions may not 
be possible to find. 
Considering the complexity inherent to the manufacturing systems, dynamic scheduling is 
considered an excellent candidate for the application of agent-based technology. In many 
implementations of MAS systems for manufacturing scheduling, the agents model the 
resources of the system and the tasks scheduling is done in a distributed way by means of 
cooperation and coordination amongst agents (Lu & Yih, 2001) (Nwana et al., 1996) 
(Madureira et al., 2007). When responding to disturbances, the distributed nature of multi-
agent systems can also be a benefit to the rescheduling algorithm by involving only the 
agents directly affected, without disturbing the rest of the community that can continue with 
their work. 
Hybridization of intelligent systems is a promising research field of computational 
intelligence focusing on combinations of multiple approaches to develop the next generation 
of intelligent systems. An important stimulus to the investigations on Hybrid Intelligent 
Systems area is the awareness that combined approaches will be necessary if the remaining 
tough problems in artificial intelligence are to be solved. Meta-Heuristics, Bio-Inspired 
Techniques, Neural computing, Machine Learning, Fuzzy Logic Systems, Evolutionary 
Algorithms, Agent-based Methods, among others, have been established and shown their 
strength and drawbacks. Recently, hybrid intelligent systems are getting popular due to 
their capabilities in handling several real world complexities involving imprecision, 
uncertainty and vagueness (Boeres et al., 2003), (Madureira et al., 2004) (Bartz- Beielstein et 
al., 2007) (Hasan Kamrul et al., 2007). 
3. Extended job shop scheduling problem definition 
Real world scheduling problems have received a lot of attention in recent years. In this work 
we consider the resolution of realistic problems. Most real-world multi-operation 
scheduling problems can be described as dynamic and extended versions of the classic Job- 
Shop scheduling combinatorial optimization problem. 
In practice, many scheduling problems include further restrictions and relaxation of others 
(Portmann, 1997). Thus, for example, precedence constraints among operations of the 
different jobs are common because, often, mainly in discrete manufacturing, products are 
made of several components that can be seen as different jobs whose manufacture must be 
coordinated. Additionally, since a job can be the result of manufacturing and assembly of 
parts at several stages, different parts of the same job may be processed simultaneously on 
different machines (concurrent or simultaneous processing). 
Moreover, in practice, scheduling environment tends to be dynamic, i.e. new jobs arrive at 
unpredictable intervals, machines breakdown, jobs can be cancelled and due dates and 
processing times can change frequently. 
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The main elements of the Extended Job-Shop Scheduling Problem (EJSSP) problem could be 
modeled as shown in the following subsections. 
3.1 Jobs 
• A set of multi-operation jobs J1,…,Jn has to be scheduled. dj is the due date of job Jj. tj is 
the initial processing time of job Jj . rj is the release time of job Jj. 
• The existence of operations on the same job, on different parts and components, 
processed simultaneously on different machines, followed by components assembly 
operations (multi-level jobs). 
• The existence of different job release dates rj and due dates dj. 
• The possibility of job priorities definition, reflecting the importance of satisfying their 
due dates, being similar to the weight assigned to jobs in scheduling theory. 
• Precedence constraints among operations of the different jobs. 
• The existence of operations on the same job, with different parts and components, 
processed simultaneously on different machines. 
• New jobs can arrive at unpredictable intervals. 
• Jobs can be cancelled. 
• Changes in task attributes can occur: Processing times, date of deliver and priorities. 
3.2 Operations 
• Each operation Oijkl is characterized by the index (i, j, k, l), where i defines the machine 
where the operation k of job j is processed and l the graph precedence operation level 
(level 1 correspond to initial operations, without precedents). 
• Precedence constraints among operations of the different jobs. 
• Each job Jj consists of one or more operations Oijkl, where: 
• IOijkl is the time interval for starting operation Oijkl  
• rijkl is the release time of operation Oijkl 
• tijkl is the earliest time at which Oijkl can start 
• Tijkl is the latest time at which Oijkl can start 
• pijkl is the processing time of the operation Oijkl 
• Cijkl is the k operation completion time from job j, level l on the machine i 
• Each operation Oijkl must be processed on one machine of the set Mi, where pijkl is the 
processing time of operation Oijkl on machine Mi. 
• The existence of operations on the same job, on different parts and components, 
processed simultaneously on different machines, followed by components assembly 
operations (multi-level jobs). 
3.3 Machines 
• The shop consists of a set of machines M1,…,Mn. 
• A machine can process more than one operation of the same job (recirculation). 
• The existence of alternative machines, identical or not.. 
In this work, we define a job as a manufacturing order for a final item that could be Simple 
or Complex). It may be Simple, like a part, requiring a set of operations to be processed. We 
define it as Simple Product or Simple Final Item. Complex Final Items, requiring processing 
of several operations on a number of parts followed by assembly operations at several 
stages, are also dealt with. 
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We consider the existence of two different types of tasks: 
• Jobs with linear structure – where operations are sequentially processed, considering 
that an operation can be processed when its precedent has already been finished. Job- 
Shop benchmark tests referred on literature are of this type (Madureira, 2003). 
• Jobs with concurrent operations – where operations of same task can be processed 
simultaneously. An operation can have more than one precedent operation and more 
than one succeeding operation. This category is common in Complex Final items. 
Moreover, in practice, scheduling environment tend to be dynamic, i.e. new jobs arrive a 
unpredictable intervals, machines breakdown, jobs are cancelled and due dates and 
processing times change frequently. This non-basic JSSP (Portmann, ), focused in our work, 
which we call Extended Job-Shop Scheduling Problem (EJSSP), has major extensions and 
differences in relation to the classic or basic JSSP. The existence of operations on the same 
job, on different parts and components, processed simultaneously on different machines, 
followed by components assembly operations, which characterizes EJSSP, is not typical of 
scheduling problems addressed in the literature. However, such is common in practice. This 
approach to job definition, emphasizing the importance of considering complex jobs, which 
mimic customer orders of products, is in accordance with real world scheduling in 
manufacturing. 
4. MASDScheGATS system 
Distributed environment approaches are important in order to improve scheduling systems 
flexibility and capacity to react to unpredictable events. It is accepted that new generations 
of manufacturing facilities, with increasing specialization and integration, add more 
problematic challenges to scheduling systems. For that reason, issues like robustness, 
regeneration capacities and efficiency are currently critical elements in the design of 
manufacturing scheduling system and encouraged the development of new architectures 
and solutions, leveraging the MAS research results. 
 
 
Fig. 1. MASDSCHEGATS System 
4.1 MASDScheGATS scheduling system 
It starts focusing on the solution of the dynamic deterministic EJSSP problems. For solving 
these we developed a framework, leading to a dynamic scheduling system (Fig. 1) having as 
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a fundamental scheduling tool, a hybrid scheduling system, with two main pieces of 
intelligence. 
One such piece is a Hybrid Scheduling Module that could be a combination of Tabu Search 
and Genetic Algorithm based method and a mechanism for inter-machine activity 
coordination. The objective of this mechanism is to coordinate the operation of machines, 
taking into account the technological constraints of jobs, i.e. job operations precedence 
relationships, towards obtaining good schedules. The other piece is a dynamic adaptation 
module that includes mechanisms for neighbourhood/population regeneration under 
dynamic environments, increasing or decreasing it according new job arrivals or 
cancellations. 
4.1.1 Hybrid scheduling module 
In this work solutions are encoded by the direct representation, where the schedule is 
described as a sequence of operations, i.e. each position represents an operation index with 
initial and final processing times. Each operation is characterized by the index (i, j, k, l), 
where i defines the machine where the operation k is processed, j the job that belongs, and l 
the graph precedence operation level (level 1 correspond to initial operations, without 
precedents). 
 
 
Table 1. Notation 
Initially, we start by decomposing the deterministic EJSSP problem into a series of 
deterministic Single Machine Scheduling Problems (SMSP). We assume the existence of 
different and known job release times rj, prior to which no processing of the job can be done 
and, also, job due dates dj. Based on these, release dates and due dates are determined for 
each SMSP and, subsequently, each such problem is solved independently by a TS or a GA 
(considering a self-parameterization issue). Afterwards, the solutions obtained for each 
SMSP are integrated to obtain a solution to the main EJSSP problem instance. The 
scheduling method is described in table 2. 
The completion due times for each operation of a job are derived from job due dates and 
processing times by subtracting the processing time from the completion due time of the 
immediately succeeding job operation. 
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Table 2. Scheduling method algorithm 
 (1) 
This procedure begins with the last job operation and ends with the first. When an operation 
is precedent to more than one operation, i.e. there exists a multilevel structure, the 
completion due time is the lower value as defined on equation 2. 
 (2) 
The operations starting due time intervals [tijkl,Tijkl] are also defined considering the job 
release times and the operation processing times. The earliest starting time tijkl corresponds 
to the time instant from which the operation processing can be started. The latest starting 
time Tijkl correspond to the time at which the processing of the operation must be started in 
order to meet its completion due time (due date). This means that no further delay is 
allowed. When an operation has more than one precedent operation, i.e. there exists a 
multilevel structure, the interval [tijkl,Tijkl] is the interval intersection from precedent 
operations correlated by the respective processing times. At this stage, only technological 
precedence constraints of operations and job due dates will be considered for defining 
completion and starting times. 
The starting time interval (STI) for operations without precedents is defined as follows: 
 (3) 
The starting time interval of an operation with one precedent operation is defined by 
equation 4. 
 (4) 
The starting time interval of an operation with more than one precedent operation is the 
intersection interval of the starting time intervals from all precedent operations correlated 
by the respective processing times (Equation 5). 
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(5) 
Following this procedure it is easy to deal with situations were an operation has more than one 
precedent operation, i.e. there exists a multilevel task structure involving assembly operations. 
In this case the previous operations may be processed simultaneously, and therefore a 
relaxation of an underlining characteristic of the EJSSP problems is assumed. This situation is 
typical of real world manufacturing requirements. This means that a more generalized and 
realistic problem is dealt with the scheduling approach adopted in this work. 
At this stage, only technological precedence constraints of operations and job due dates will 
be considered for defining completion and starting times (Fig.2). 
 
 
Fig. 2. Processing Precedence Graph with operation completion due times and starting times 
The release date rj correspond to the earliest starting times of each operation. The due date dj 
correspond to the operation completion times. The notation rj and dj used at this point, 
considers that we are dealing with single machine problems. 
Coordination Mechanism 
The integration of the SMSP solutions may give an unfeasible schedule to the EJSSP. This is 
why schedule repairing may be necessary to obtain a feasible solution. The repairing 
mechanism named Inter-Machine Activity Coordination Mechanism (IMACM) carries this 
out. The repairing is carried out through coordination of machines activity, having into 
account job operation precedence and other problem constraints. This is done keeping job 
allocation order, in each machine, unchanged. The IMACM mechanism establishes the 
starting and the completion times for each operation. It ensures that the starting time for 
each operation is the higher of the two following values (Table 3): 
 
 
Table 3. Inter-Machine Activity Coordination Mechanism 
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• the completion time of the immediately precedent operation in the job, if there is only 
one, or the highest of all if there are more 
• the completion time of the immediately precedent operation on the machine. 
Most of the research on JSSP focuses on basic problems as described above. The method 
developed and just described is in line with reality and away from the approaches that deal 
solely with static and classic or basic job-shop scheduling problems. Thus, the method is 
likely to perform worse than the best available algorithms found for such problems. 
However, it is not our purpose, neither it would be reasonable, to rate our method against 
such good performing algorithms for academic and basic JSSP. Our aim is to provide an 
efficient tool, which we think we managed with our method, for obtaining good solutions, 
for a variety of criteria, for many real world scheduling problems, i.e. complex non-basic 
JSSP as described above, which we named Extended JSSP. For these problems, the referred 
best performing algorithms are unable to give solutions. Further, through the survey we 
made to the literature we were unable to find methods to solve the EJSSP as here described. 
4.1.2 Dynamic adaptation module 
For non-deterministic problems some or all parameters are uncertain, i.e. are not fixed as we 
assumed in the deterministic problem. Non-determinism of variables has to be taken into 
account in real world problems. For generating acceptable solutions in such circumstances 
our approach starts by generating a predictive schedule, using the available information and 
then, if perturbations occur in the system during execution, the schedule may have to be 
modified or revised accordingly, i.e. rescheduling is performed. 
In the scheduling system for EJSSP, rescheduling is necessary due to two classes of events 
(Madureira, 2003): 
• Partial events which imply variability in jobs or operations attributes such as processing 
times, due dates and release times. 
• Total events which imply variability in neighbourhood structure, resulting from either 
new job arrivals or job cancellations. 
Considering the processing times involved and the high frequency of perturbations, 
rescheduling all jobs from the beginning should be avoided. However, if work has not yet 
started and time is available, then an obvious and simple approach to rescheduling would 
be to restart the scheduling from scratch with a new modified solution on which takes into 
account the perturbation, for example a new job arrival. When there is not enough time to 
reschedule from scratch or job processing has already started, a strategy must be used which 
adapts the current schedule having in consideration the kind of perturbation occurred. 
The occurrence of a partial event requires redefining job attributes and a re-evaluation of the 
schedule objective function. A change in job due date requires the re-calculation of the 
operation starting and completion due times of all respective operations. However, changes 
in the operation processing times only requires re-calculation of the operation starting and 
completion due times of the succeeding operations. A new job arrival requires definition of 
the correspondent operation starting and completion times and a regenerating mechanism 
to integrate all operations on the respective single machine problems. In the presence of a 
job cancellation, the application of a regenerating mechanism eliminates the job operations 
from the SMSP where they appear. 
After the insertion or deletion of genes, population regeneration is done by updating the size 
of the population and ensuring a structure identical to the existing one. Then the scheduling 
module can apply the search process for better solutions with the new modified solution. 
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a) Job arrival integration mechanism 
When a new job arrives to be processed, an integration mechanism is needed. This analyses 
the job precedence graph that represents the ordered allocation of machines to each job 
operation, and integrates each operation into the respective single machine problem. Two 
alternative procedures could be used for each operation: either randomly select one position 
to insert the new operation into the current solution/chromosome or use some intelligent 
mechanism to insert this operation in the schedules, based on job priority, for example. 
b) Job elimination mechanism 
When a job is cancelled, an eliminating mechanism must be implemented so the 
correspondent position/gene will be deleted from the solutions. 
c) Regeneration mechanisms 
After integration/elimination of operations is carried out, by inserting/deleting 
positions/genes in the current solution/chromosome, population regeneration is done by 
updating its size. The population size for SMSP is proportional to the number of operations. 
After dynamic adaptation process, the scheduling method could be applied and search for 
better solutions with the modified solution illustrated in Fig.1. 
4.1.3 Meta-heuristics self-configuration properties 
Generally, self-organization can be defined as the process by which systems tend to reach a 
particular objective with no external interference. All the mechanisms dictating its 
behaviour is internal to the system e.g. are autonomous. This field of research has received 
much attention trough Autonomic Computing paradigm (EMA, 2006). 
In this paper we consider that Meta-Heuristics self-parameterization could permit a better 
adaptation to the dynamic situation being considered. The idea is that each agent adopts the 
MH (TS or GA) in accordance with the problem being solved: the method and/or 
parameters can change in run-time, the agents can use different MH according with 
problem characteristics (namely problem size, for smaller use GA for problems with more 
jobs using TS, considering efficiency constraints for example). 
Meta-Heuristics can be adapted to deal with dynamic problems, reusing and changing 
solutions/populations in accordance with the dynamism. We will use the Dynamic 
Adaptation Mechanisms defined in (Madureira, 2000) for SMSP that includes a method for 
neighbourhood regeneration under dynamic environments, increasing or decreasing it 
according to new job arrivals or cancellations. 
4.2 Hybrid multi-agent architecture 
The work described in this chapter is a system where a community of distributed, 
autonomous, cooperating and asynchronously communicating machines tries to solve 
scheduling problems. 
The proposed Team-Work based approach is rather different from the ones found in the 
literature; as we try to implement a system where each agent (Resource Agent) is 
responsible for optimize the scheduling of operations for one machine through TS or GA. 
This consider a specific kind of social interaction that is cooperative problem solving (CPS), 
where the group of agents work together to achieve a good solution for the problem. 
Each Resource Agent must be able: to find an optimal or near optimal local solution trough 
Tabu Search meta-heuristics (or Genetic Algorithms); to deal with system dynamism (new 
jobs arriving, cancelled jobs, changing jobs attributes, etc); to change/adapt the parameters 
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of the basic algorithm according to the current situation; to switch from one Meta-Heuristic 
algorithm to another and to cooperate with other agents. 
 
 
Fig. 3. MASDScheGATS System Architecture 
The original Scheduling problem defined in section 3, is decomposed into a series of Single 
Machine Scheduling Problems (SMSP) (Madureira, 2001). The Resource Agents (which has a 
Meta-Heuristic associated) obtain local solutions and later cooperate in order to overcome 
inter-agent constraints and achieve a global schedule. 
The proposed Team-Work architecture is based on three different types of agents (Fig. 5). In 
order to allow a seamless communication with the user, a User Interface (UI) Agent is 
implemented. This agent, apart from being responsible for the user interface, will generate 
the necessary Task Agents dynamically according to the number of tasks that comprise the 
scheduling problem and assign each task to the respective Task Agent(Fig. 3). 
 
 
Fig. 4. User Interface Agent Functionalities 
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The Task Agent will process the necessary information about the job. That is to say that this 
agent will be responsible for the generation of the earliest and latest processing times, the 
verification of feasible schedules and identification of constraint conflicts on each job and 
the decision on which Machine Agent is responsible for solving a specific conflict. 
 
 
Fig. 5. Agent Job and Agent Resource functionalities 
Finally, the Resource Agent is responsible for the scheduling of the operations that require 
processing in the machine supervised by the agent. This agent will implement metaheuristic 
and local search procedures in order to find best possible operation schedules and will 
communicate those solutions to the Task Agent for later feasibility check (Fig. 5). 
5. Computational study 
The proposed architecture was implemented using the Java Agent Development framework 
(JADE). Some computational tests were carried out to evaluate the performance of the 
referred scheduling systems under different manufacturing scenarios. 
This section presents the results obtained by MASDScheGATS with TS and GA on the 
resolution of a set of academic instances of the Job-Shop problem (OR-library), considering 
the difficulties in finding test problems and computational results for EJSSP. The 
MASDScheGATS performance will be compared with MAPS - MultiAgent Production 
Planning System (Wellner and Dilger, 1999). 
5.1. Tabu search parameterization 
In developing a Tabu Search algorithm we must have in mind that its performance depends 
largely on the careful design and set-up of the algorithm components, mechanisms and 
parameters. This includes representation of solutions, initial generation of solutions, and 
evaluation of the solutions, such as neighbourhood size, tabu list length, tabu list attributes 
and stop criteria. 
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Details of the algorithm parameterization are briefly described as follows: 
• Solution Representation - The solutions are encoded by the natural representation, 
where the schedule is described as a sequence of operations, i.e., each position 
represents an operation index. 
• Initial Neighbourhood Generation - An initial solution is generated by a procedure, 
where the operations are sequenced in order of non-decreasing processing level 
(defined on precedence graph), giving priority to operations that are processed earlier. 
Thus, we expect to generate a good initial solution from which an initial neighbourhood 
will be obtained. 
• Tabu list attributes and length - It is used a tabu list that stores the pairs of jobs 
involved on exchanging of positions (on the neighbourhood generation process), with 
length 4. 
• As stopping criteria in the Tabu Search algorithm, we use a maximum of 100 iterations. 
5.2 Genetic algorithms parameterization 
In developing a genetic algorithm, we must have in mind that its performance depends 
largely on the careful design and set-up of the algorithm components, mechanisms and 
parameters. This includes genetic encoding of solutions, initial population of solutions, 
evaluation of the fitness of solutions, genetic operators for the generation of new solutions 
and parameters such as population size, probabilities of crossover and mutation, 
replacement scheme and number of generations. 
Details of the algorithm parameterization are briefly described as follows: 
• Solution Encoding - In this work, solutions are encoded by the natural representation 
(Davis, 1991). In this representation each gene represents a operation index. The 
geneposition in a chromosome represents the operation position in a sequence, 
defining, therefore, the operation processing order or priority. The number of genes in 
the chromosome represents the number of operation in a solution. 
• Genetic Operators - Individuals, i.e. solutions, are randomly selected from the 
population and combined to produce descendants in the next generation. Depending on 
the problems to solve and their encoding, several crossover operators may be used 
namely one point, two points, uniform and order crossover(Davis, 1991). Here, we use 
the single point crossover operator with probability Pc=0.8. The single point crossover 
operator will be applied to M pairs of chromosomes randomly chosen, with M=N/2, 
where N is the size of the population. The mutation operator is applied with probability 
Pm=0.001, to prevent the lost of diversity. Thus, a single point in a chromosome is 
randomly selected, the current select resource, for the task, is replaced for another in the 
set of alternatives resources. 
• Replacement Scheme - When creating a new population by crossover and mutation we 
must avoid loosing the best chromosomes or individuals. To achieve this, the replacement 
of the less fit individuals of the current population by offspring is based on elitism (Davis, 
1991) . Thus, the best individuals, i.e. solutions, will survive into the next generation. 
• As stopping criteria in the Genetic Algorithm we use a maximum of 100 generations. 
5.3 Computational results 
For our experiments, we consider some benchmark problems (OR-library). For release dates, 
we consider zero for all instances. Due dates are considered to be the optimal makespan 
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value. The obtained results with our method based on Tabu Search (TS) and Genetic 
Algorithms (GA) are compared with those obtained from using the MAPS system (Wellner 
& Dilger, 1999). 
With a simple implementation of the TS and GA and a small parameterization effort it was 
possible to achieved good performance for most instances of the problem when compared 
with MAPS system (table 4). 
It is important to refer that our scheduling framework, which here uses TS and GA, is 
flexible in several ways. It is prepared to use other Local Search Meta-Heuristics and to 
drive schedules based on practically any performance measure. Moreover, the framework is 
not restricted to a specific type of scheduling problem, as is the case with many methods. 
One novel approach, rarely addressed in the literature, but very important in practice, is 
considered in our scheduling framework, namely that of being able to schedule jobs with 
complex processing structures, i.e. with both parallel processing of product component 
parts followed by their assembly at several stages. 
Additionally the proposed coordination mechanism is of very simple implementation. We 
consider that with a more effective cooperation mechanism (that is on ongoing developing) 
it is possible to improve MASDScheGATS performance. 
 
 
Table 4. Computational Results 
6. Conclusions and future work 
This chapter presented MASDScheGATS Scheduling System that assumes the combination 
of different Meta-Heuristics and Multi-Agent Systems potentialities. To solve the scheduling 
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problem, Machine Agents and Task Agents must interact and cooperate with other agents in 
order to obtain optimal or near-optimal global performances trough Meta-heuristics. The 
idea is that from local, autonomous and often conflicting agent’s objectives, a global solution 
emerges from a community of machine agents solving locally their schedules while 
cooperating with other machine agents. Agents have to manage their internal behaviours 
and their relationships with other agents via cooperative negotiation in accordance with 
business policies defined by the user manager. 
We believe that a new contribution for the resolution of more realistic scheduling problems 
(Extended Job Shop Problems) was described in this paper. The particularity of our 
approach is the procedure to schedule operations, as each machine will first find local 
optimal or near optimal solutions, succeeded by the interaction with other machines trough 
cooperation mechanism as a way to find an optimal or near-optimal global schedule. 
In most practical environments, scheduling is an ongoing reactive process where the 
presence of real time information continually forces reconsideration and revision of 
preestablished schedules. 
Considering that natural evolution is a process of continuous adaptation, it seemed us 
appropriate to consider Genetic Algorithms and Tabu Search for tackling Dynamic 
Scheduling Problems. Thus, the MASDScheGATS based scheduling system developed 
adapts the resolution of the deterministic problem to the dynamic one in which changes 
may occur continually. A population/solution regenerating mechanism is put forward, for 
adapting the population/neighborhood of solutions, according to disturbances, to a new 
population, which increases or decreases according to new job arrivals or cancellations. 
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