Abstract. This study documents the Earth radiation budget as simulated by the latest version of the National Center for Atmospheric Research community climate model (CCM2). The validation of the simulated Earth radiation budget is carried out through comparison with Earth Radiation Budget Experiment (ERBE) data. The study also documents the new cloud parameterization employed by CCM2. In general, the radiation budget of CCM2 is in better agreement with the ERBE data than previous versions of the CCM. In particular, the latitudinal structure of cloud radiative forcing is much improved over CCM1. The phase of the simulated seasonal cycle in top of atmosphere radiation quantities is well represented. In the tropics the magnitude is in good agreement with the observations from ERBE. In the northern hemisphere summer the model radiative properties contain a bias. In the shortwave spectral region the clouds reflect an insufficient amount of solar radiation, while in the longwave, too much radiation is emitted to space. These biases are associated with deficiencies in the cloud optical properties, namely, cloud liquid water path and cloud effective radius specification. In the past, limited global observational data made it difficult to quantify the accuracy of the simulated Earth radiation budget. With the availability of data from the Earth Radiation Budget Experiment (ERBE), model validation of the radiation budget has become far more quantitative. In this study we compare the simulated Earth radiation budget from CCM2 with data from the ERBE. Previous comparisons of the CCM to observations were confined to comparing monthly mean top of atmosphere fluxes for one or two months. In the present analysis the seasonal cycle of the Earth radiation budget will also be presented. The present simulation with CCM2 will be compared with the results from the study of Kiehl and Ramanathan [1990] .
Introduction
Accurate simulation of the Earth radiation budget is one of the desired properties of a general circulation model, since the distribution of incoming and outgoing radiant energy is the primary forcing agent for the general circulation. Also, the change in the top of atmosphere radiative fluxes due to an external forcing defines the so-called climate sensitivity factor. This factor is important in identifying differences among general circulation models ]. One of the major determinants of the geographic distribution of the Earth radiation budget is the spatial and temporal distribution of cloud amount [e.g., Ramanathan et al., 1989] . The forcing of the climate system by clouds is recognized as a key component to understanding the general climate system [Ramanathan, 1987] . For these reasons it is important to document a general circulation model's ability to accurately reproduce the magnitude and geographic distribution of incoming and outgoing radiant energy.
Over the past decade a series of general circulation models (GCMs), the community climate model (CCM), have been developed at the National Center for Atmospheric Research (NCAR). The radiation budget of the first version of the NCAR GCM (CCM0) was described by Ramanathan et al. [1983] . The radiation budget of the R15 version of the next version, CCM1, was described by Smith and Vonder Haar [1991] , while the radiation budget of the T42 version of CCM1 was described by Kiehl and Ramanathan [1990] . The present study describes the Earth radiation budget simulation for the latest version of the community climate model (CCM2). Significant changes have been made in the model In the past, limited global observational data made it difficult to quantify the accuracy of the simulated Earth radiation budget. With the availability of data from the Earth Radiation Budget Experiment (ERBE), model validation of the radiation budget has become far more quantitative. In this study we compare the simulated Earth radiation budget from CCM2 with data from the ERBE. Previous comparisons of the CCM to observations were confined to comparing monthly mean top of atmosphere fluxes for one or two months. In the present analysis the seasonal cycle of the Earth radiation budget will also be presented. The present simulation with CCM2 will be compared with the results from the study of Kiehl and Ramanathan [1990] .
The paper is organized in the following manner. Section 2 describes the physical parameterizations in CCM2 particularly relevant to the simulated Earth radiation budget. Section 3 briefly describes the sources of observational data used for model validation. Section 4 presents results from the CCM2 and compares these with the observational data, where emphasis is on ensemble January and July results, and on the seasonal cycle of the Earth radiation budget; also included are regional analyses of the radiative fluxes by correlating longwave versus shortwave quantities. Finally, section 5 discusses the sources of identifiable biases between the model and observations and summarizes the findings.
Model Description
A detailed description of the dynamical and physical structure of version 2 of the NCAR community climate e = 1.0 -e -0.1LWP
(1) for all cloud types. LWP (grams per square meter) is the cloud liquid water path for a given model layer. In CCM1 a version of (1) was applied only to stratiform clouds associated with deep convection. The 0.1 factor in (1) includes a diffusivity factor of 1.66, so the longwave cloud absorption coefficient is 0.06 m • g-1. This value falls within the range of current observational estimates, where for liquid clouds see Chylek and Ramaswamy [1982] and for ice clouds see Ebert and Curry [1992] . Clouds are assumed to be randomly overlapped for longwave computations. The CCM1 solar radiation model has been replaced in CCM2 with a &Eddington scheme described by Briegleb [1992] . The solar spectrum is divided into 18 spectral intervals. Gas absorption is treated by the exponential sum method. Briegleb shows comparisons of this model with the more detailed line-by-line adding-doubling results of Ramaswamy and Friedenreich [1991] . Errors in heating rates are in general less than a few tenths of a degree per day. The cloud optical properties are accounted for by using the Slingo [1989] This scaling acceptably reproduces heating rates and fluxes from the random overlap assumption [see Briegleb, 1992] . The cloud fraction scheme is a generalization of that proposed by Slingo [1987] , which was developed using data from the Global Atlantic Tropical Experiment (GATE). The approach is diagnostic in that cloud fraction is determined by large-scale variables (i.e., relative humidity, atmospheric stability, vertical velocity, and the convective precipitation rate). Three types of clouds are diagnosed: convective cloud, stratiform cloud, and low-level marine stratus. The differences with the original Slingo scheme are clouds are allowed to form in any tropospheric model layer (except for the model layer nearest the surface), nonprecipitating con- 
where P is the convective precipitation rate in millimeters per day. The total convective cloud amount is not allowed to exceed 0.80. Equation ( absorbed flux. Hence the shortwave cloud forcing is, generally, negative, indicating that clouds tend to cool the surfaceatmosphere system. A problem in using the cloud radiative forcing is that for certain geographic regions, there are no identifiable clear sky days for an entire month. Thus the clear sky fluxes contain regions of missing data. Note that the number of missing data are different for the longwave and shortwave fluxes due to differences in retrieval algorithms. When multiple years are combined to create an ensemble month, the missing data regions for the ensemble are even more numerous. Although initially this may raise some concern, in practice the missing data regions are sufficiently small that the cloud radiative forcing is still a useful diagnostic. Indeed, we show in the present study that zonal means in LWCF and SWCF differ by less than 5 W m -2 when missing data regions are included.
Comparison of Model Results to Satellite Data
The comparisons of the radiative energy budget between the CCM2 and the ERBE data will include global means, geographic distributions, zonal means, and regional statistics. All model results are based on the 20-year ensemble control integration of CCM2. All ERBE results are based on the 2-or 3-year ensemble averages as defined in the previous section.
Global Comparisons
Globally averaged top of atmosphere fluxes and related cloud properties are presented in Tables 1 and 2. Table 1 presents the 20-year annual mean averages of the radiative flux quantities. These include the outgoing longwave radiation (OLR), the absorbed shortwave flux, planetary albedo, the clear sky flux equivalents, and the longwave and shortwave cloud forcing as defined in (15) and (16).
The globally annual averaged total cloud cover, assuming random overlap, is 0.53 from CCM2. Note that the model surface-atmosphere system absorbs 8 W m -2 more solar flux than it emits to space in the longwave. This imbalance was not "tuned" out of the model, since there are known biases in the shortwave cloud forcing. As will be shown in the discussion on geographic and regional results, the clouds in CCM2 reflect an insufficient amount of solar radiation back to space. Recent work by Kiehl [ 1994a] indicates that this is due to deficiencies in the specified cloud optical properties. When these deficiencies in optical properties are addressed, this bias in the current version of CCM2 is mainly eliminated. In the longwave, CCM2 does not include the radiative where F cl r is the clear sky outgoing longwave radiative (OLRcl r) flux and Fro t is the actual OLR. Since for most cases the clear sky outgoing flux is larger than the total flux, LWCF is positive, indicating that clouds warm the surfaceatmosphere system in the longwave. In the shortwave spectral region, the cloud forcing is defined as SWCF = S tot --S clr
where S to t is the net solar absorbed flux in the surfaceatmosphere system, and S ck is the clear sky solar absorbed flux of the system. Since the net includes the effects of clouds, this quantity is in general smaller than the clear sky Figures 8a and 8b show the zonal average of the longwave cloud forcing from CCM2 and ERBE for January and July, respectively. Note that since the ERBE data have a number of missing data regions, we have masked the CCM2 results with these ERBE-defined missing data. We also show the unmasked data for comparison. There is little difference between the masked and unmasked results. However, this is due mainly to a mismatch between the ERBEmasked regions and the exact location of large LWCF from the model. The latitudinal structure of the LWCF in January agrees very well with the ERBE results. This is a significant improvement over the results of CCM1 shown in the work by Kiehl and Ramanathan [1990] , where there was little latitudinal structure present. Indeed, there is now more latitudinal structure in CCM2 than in the ERBE data. In July there is a distinct underestimation in the model's LWCF in the northern hemisphere compared to ERBE. In the southern hemisphere the model overestimates the LWCF. As discussed in section 5, the northern hemisphere bias is related to the cloud optical property prescription. Figures 9a-9d show the geographic distribution of shortwave cloud forcing from CCM2 and the ERBE data for January and July. For the shortwave cloud forcing, there is a well-defined band of large SWCF in the ITCZ region in both observations and model. As noted above, the model predicts a well-defined band of low cloud cover in the ITCZ, and it is this cloud type that is contributing most to the SWCF. Note that if the model predicted more upper level cloud cover, this would also create this type of feature.
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Hence we cannot discern from the ERBE data alone which cloud type is contributing most to this feature. Kiehl [1994b] has argued based on a comparison of ERBE and ISCCP data that this feature is more likely due to high cloud cover. In July the model predicts marine stratus off the coast of California and the Baja peninsula, which is also present in the ERBE July data. In January the model predicts marine stratus cloud type off of the coast of Angola, which is also present in the observations. However, in this region the cloud forcing is slightly larger in the observations than predicted by the model. The model does not adequately represent the marine stratus off the coast of Chile in either season. This is believed to be related to numerical representation problems associated with the orography of the Andes. Indeed, a spectral "ringing" effect is apparent in the January SWCF in this region. In July, over northern hemisphere continental regions there is a severe underestimation of SWCF in the model (as large as 50-60 W m-2). This bias has been addressed by Kiehl [1994a] .
The zonally averaged January and July shortwave cloud forcing for CCM2 and ERBE is shown in Figures 10a and  10b . Again, the model zonal means employ the missing data regions of ERBE. The northern hemisphere July bias is quite apparent in these results. Note that this bias appears generally in the summer hemisphere.
To fully see the amplitude of the seasonal cycle in the Earth radiation budget, we have calculated the difference of the monthly mean radiation field (e.g., OLR, albedo, etc.) from its annual mean value. The zonal means of these fields are then presented as a function of latitude versus month. Figures 1 l a and 1 specific years (1986, 1988) (Figures 18a and 18b) the zonally averaged results is that in summer the cloud optical depths are too low.
Conclusions
This study documents the simulated Earth radiation budget of the latest version of the NCAR community climate model (CCM2). Improvements over CCM1 are most apparent in the latitudinal distribution of the longwave and shortwave cloud forcing. The correlations between longwave and shortwave radiative properties in tropics are much better in CCM2 than those reported by Kiehl and Ramanathan [1990] CCM2.
