Abstract. We derive upper bounds on the difference between the orthogonal projections of a smooth function u onto two finite element spaces that are nearby, in the sense that the support of every shape function belonging to one but not both of the spaces is contained in a common region whose measure tends to zero under mesh refinement. The bounds apply, in particular, to the setting in which the two finite element spaces consist of continuous functions that are elementwise polynomials over shape-regular, quasi-uniform meshes that coincide except on a region of measure O(h γ ), where γ is a nonnegative scalar and h is the mesh spacing. The projector may be, for example, the orthogonal projector with respect to the L 2 -or H 1 -inner product. In these and other circumstances, the bounds are superconvergent under a few mild regularity assumptions. That is, under mesh refinement, the two projections differ in norm by an amount that decays to zero at a faster rate than the amounts by which each projection differs from u. We present numerical examples to illustrate these superconvergent estimates and verify the necessity of the regularity assumptions on u.
Introduction
One of the hallmarks of the finite element method is its geometric flexibility: it permits the construction of numerical approximations to solutions of partial differential equations using meshes that are designed according to the practitioner's discretion. When two meshes are used to solve the same problem, the norm of the difference between the corresponding numerical solutions is, of course, no larger than the sum of the norms of the differences between each numerical solution and the exact solution. This paper addresses the question of whether or not a sharper estimate holds in the event that the two meshes coincide over a large fraction of the domain.
Beyond its inherent mathematical appeal, the question raised above has important consequences in the study of numerical solutions to time-dependent PDEs on meshes that change abruptly in time. Notable examples are remeshing during finite element simulations of problems with moving boundaries, and adaptive refinement during finite element simulations of problems on fixed (or moving) domains. The relevance of the aforementioned question in this setting is elucidated in [1] , where it is shown that if a parabolic PDE is discretized in space with finite elements and the solution is transferred finitely many times between meshes using a suitable projector, then it is possible to derive an upper bound on the error in the numerical solution at a fixed time T > 0 that involves the norms of the jumps in r h u(t) across the remeshing times, where r h u(t) denotes an elliptic projection of the exact solution u(t) onto the current finite element space. These Keywords and phrases: Superconvergence, orthogonal projection, elliptic projection, L 2 -projection jumps are precisely the differences between the finite element solutions of an elliptic PDE on two different meshes.
Intuition. It is perhaps not surprising that two finite element solutions associated with nearly identical meshes should differ by an amount that is small relative to their individual differences with the exact solution, under suitable conditions on the finite element spaces and the PDE under consideration. To develop some intuition, it is instructive to first consider the similarity between the interpolants of a smooth function u onto two finite element spaces associated with nearby meshes.
To this end, consider two families of shape-regular, quasi-uniform meshes {T h } h≤h0 and {T + h } h≤h0 of an open, bounded, Lipschitz domain Ω ⊂ R d , d ≥ 1. Assume that the two families are parametrized by a scalar h that equals the maximum diameter of an element among all elements of T h and T + h for every h ≤ h 0 , where h 0 is a positive scalar. Let V h and V + h be finite element spaces consisting of, for definiteness, continuous functions that are elementwise polynomials of degree at most r − 1 over T h and T + h , respectively, where r > 1 is an integer.
For s ≥ 0 and p ∈ [1, ∞], we denote by W s,p (Ω) the Sobolev space of differentiability s and integrability p, equipped with the norm · s,p and semi-norm | · | s,p . We sometimes write · s,p,Ω and | · | s,p,Ω to emphasize the domain under consideration. We denote H s (Ω) = W s,2 (Ω) for every s ≥ 1 and L p (Ω) = W 0,p (Ω) for every p ∈ [1, ∞] .
For finite element spaces of the aforementioned type, the nodal interpolants i h u ∈ V h and i 
for any s ∈ {0, 1}, any η ∈ [2, ∞], and every h ≤ h 0 [2] . Here and throughout this paper, the letter C denotes a constant that is not necessarily the same at each occurrence and is independent of h. Using the triangle inequality and (1) with η = 2 gives an immediate upper bound on the L 2 -and H 1 -norms of the difference between i + h u and i h u. Namely,
for any s ∈ {0, 1} and every h ≤ h 0 . Suppose, however, that T h and T + h are nearby in the following sense: the two meshes coincide except on a region of measure O(h γ ) for some scalar γ ≥ 0. In this scenario, i h u and i + h u agree everywhere except in the region over which the meshes differ. Hence, by an application of Holder's inequality (cf. Lemma 3.1), the triangle inequality, and (1),
for any s ∈ {0, 1}, any η ∈ [2, ∞], and every h ≤ h 0 . A comparison of (3) with the naive estimate (2) reveals that i h u and i + h u are superclose in the L 2 -and H 1 -norms when the corresponding meshes are nearby. The primary goal of this paper is to prove an analogous superconvergent estimate when i h u and i + h u are replaced by the orthogonal projections r h u and r + h u of u onto V h and V + h , respectively, with respect to a coercive, continuous bilinear form a : V × V → R, where V ⊆ H s (Ω) and s is a nonnegative integer. As special cases, our results apply to L 2 -projections (the case s = 0) and elliptic projections (the case s = 1) onto piecewise polynomial finite element spaces. Another applicable case of interest is that in which the bilinear form a is of the form
with a constant κ > 0 and a vector field v : Ω → R d . This bilinear form appears in the analysis of finite element methods for the diffusion equation on a moving domain [1] , with v playing the role of the velocity of a moving mesh and κ an auxiliary constant introduced to ensure coercivity.
It is not obvious that superconvergent estimates of the form (3) should hold in these settings, since the projections of u onto V h and V + h need not agree on the region over which the meshes coincide. Nevertheless, Corollaries 2.3 and 2.5 provide such estimates under suitable assumptions on the finite element spaces V h and V + h and the bilinear form a. The proof uses the observation that, loosely speaking, a(r
for any w h ∈ V + h ∩ V h . In particular, if r + h u − r h u − w h s,2 decays to zero more rapidly as h → 0 than do r + h u − u s,2 and r h u − u s,2 , then a superconvergent estimate for r + h u − r h u s,2 follows from the relation
together with the coercivity and continuity of a. We in fact prove a more general result that applies to the case in which the projectors r h and r + h are associated not only with different subspaces V h and V + h , but also with different bilinear forms a h and a + h that may depend on h. Organization. This paper is organized as follows. In Section 2, we summarize our main results. We begin with an abstract estimate (Theorem 2.1) for the H s -norm of r + h u − r h u. We then apply Theorem 2.1 to the setting of finite element spaces with nontrivial intersection in Theorem 2.2. Under some additional assumptions on the finite element spaces, the bilinear forms, and the regularity of u, we deduce in Corollary 2.3 a superconvergent estimate for r + h u − r h u s,2 that parallels (3). Next, we specialize to the case in which s = 1 and a h and a + h are bilinear forms associated with elliptic operators that possess smoothing properties. We use a duality argument to prove a superconvergent estimate (Theorem 2.4 and Corollary 2.5) for the L 2 -norm of r + h u − r h u that is up to one order higher than the corresponding estimate in the H 1 -norm given by Corollary 2.3.
In Section 3, we present proofs of the preceding results and provide a few remarks along the way. In Section 4, we demonstrate the necessity of the regularity assumptions on u that are imposed in the theorems by exhibiting an example of a pair of projectors r h and r + h and a function u whose insufficient regularity leads to a reduction in the rates of convergence of r + h u − r h u 1,2 and r + h u − r h u 0,2 . Finally, we give numerical examples to illustrate our positive theoretical results in Section 5. Related work. The results presented in this paper bear resemblance to the well-studied phenomenon of superconvergence in finite element theory, where the functions under comparison are typically the solution to a PDE and the numerical solution to a finite element discretization of the same problem. The phenomenon often manifests itself as an exceptional rate of convergence of the finite element solution to the exact solution at isolated points in the domain, as in [3] [4] [5] [6] [7] [8] . Related results involve exceptional rates of convergence of the finite element solution to a discrete representative of the exact solution, such as its interpolant [9] [10] [11] [12] [13] [14] [15] . Finally, post-processing techniques can lead to modifications of a finite element solution that converge more rapidly to the exact solution than the unprocessed finite element solution [4, 13, [16] [17] [18] [19] [20] . To our knowledge, however, little attention has been paid to the supercloseness of finite element solutions associated with differing meshes.
Statement of Results
Notation. Fixing a nonnegative integer s and an open, bounded, Lipschitz domain Ω ⊂ R d , let V be a closed subspace of H s (Ω). Let a h : V × V → R and a + h : V × V → R be bilinear forms that may depend on a parameter h ≤ h 0 , where h 0 is a positive scalar. We assume that a h and a + h are continuous and coercive uniformly in h. In other words, for every h ≤ h 0 and every u, w ∈ V, the inequalities
hold with constants α and M independent of h, and similarly for a 
that one obtains from the triangle inequality. Its utility will be made apparent shortly.
Theorem 2.1. Let a + h and a h be uniformly coercive and continuous bilinear forms on V × V. Then for every u ∈ V and every h ≤ h 0 ,
The preceding theorem provides a heuristic for estimating the H s -norm of r + h u − r h u. Namely, one seeks functions e h ∈ V h and e (4) is small), then the prospects of producing a superconvergent bound on r + h u − r h u s,2 are favorable. Finite element spaces with nontrivial intersection. We now apply Theorem 2.1 to the case in which the finite element spaces V + h and V h intersect nontrivially. The setting that we have in mind is that in which V h and V + h consist of continuous functions that are elementwise polynomials over shape-regular, quasi-uniform meshes of Ω that coincide except on a region of measure O(h γ ) for some constant γ ≥ 0. To allow for more generality, we state the assumptions on V + h and V h abstractly, and we refer the reader to Appendix A for a proof of their satisfaction in the aforementioned setting.
In particular, we assume the existence of a constant η ∈ [2, ∞] such that the following properties hold: 
iii). Suppose further that there exist constants
for every v, w ∈ W s,η (Ω) ∩ V and every h ≤ h 0 . Then there exists C > 0 independent of h such that for any h ≤ h 0 and any u ∈ W s,η (Ω) ∩ V,
The meaning of Theorem 2.2 is clearest when the quantities h m r h u − u m,p and h m r + h u − u m,p , m = 0, 1, . . . , s, p = 2, η, all decay at the same rate with respect to h as h → 0. In such a setting, the theorem states that r + h u − r h u s,2 tends to zero faster than r h u − u s,2 + r
, where the order of superconvergence σ depends primarily upon two features: (1) the extent to which the finite element spaces V h and V + h coincide, as measured by the constant γ in (2.2.iii), and (2) the difference between the bilinear forms a h and a + h , as measured by the constants δ, µ, and ν in (5). The regularity of u also plays a role in the estimate via the constant η, which is in the best case equal to ∞.
To be more concrete, let us point out that in many contexts (which we detail in Appendix B), the quantities r h u − u and r + h u − u satisfy estimates of the form
for every u ∈ W r,η (Ω) ∩ V and every h ≤ h 0 , where r > s is an integer and ℓ(h) is either identically unity or equal to log(h −1 ). Note that (8) is vacuous when s = 0. When such estimates hold, the following corollary to Theorem 2.2 is immediate. Corollary 2.3. Suppose that the conditions of Theorem 2.2 are satisfied and that both r h and r + h satisfy estimates of the form (7) (8) for an integer r > s. Then there exists C > 0 independent of h such that
for every u ∈ W r,η (Ω) ∩ V and every h ≤ h 0 , with σ given by (6) .
for every u ∈ W r,η (Ω) ∩ V and every h ≤ h 0 .
Note that to deduce the preceding corollary, the case a h = a + h is handled by taking δ = ∞ and choosing any admissible µ, ν and q in (5). L 2 estimates for elliptic projections. Finally, we restrict our attention to the case s = 1 with 
where (f, y) := Ω f y. Then a h is said to have smoothing properties (uniformly in h) if there exists a constant C > 0 independent of h such that for every f ∈ L 2 (Ω) and every h ≤ h 0 , there exists a unique solution w to (9) satisfying the elliptic regularity estimate
(2.4.ii) There exists C > 0 such that for any h ≤ h 0 , any subdomain R ⊆ Ω, and any v, w ∈ V with supp(w) ⊆ R,
where the constant C is independent of h and R, and similarly for a 
where
and π h is the map introduced in (2.2.iii). Our estimate for the L 2 -norm of r + h u − r h u, whose proof employs a duality argument, is as follows. 
Just
for every u ∈ W r,η (Ω) ∩ V and every h ≤ h 0 , with σ ′ given by (10). In particular, if a h = a
Note that to deduce the preceding corollary, the case a h = a + h is again handled by taking δ = ∞ and choosing any admissible µ, ν and q in (5).
Proofs
This section presents proofs of Theorems 2.1, 2.2, and 2.4.
Proof of Theorem 2.1. Let e h ∈ V h and e + h ∈ V + h , and write
The uniform coercivity and continuity of a
Using the fact that for real numbers x, a, b ≥ 0,
we deduce that
The result will then follow from the identity (11) together with the subadditivity of the square root operator.
To prove (11) , use the decomposition r
Now add and subtract a h (u − r h u, e h + e + h ) to obtain
Finally, use the definitions of r + h and r h to simplify the first two terms, giving (11) . We remark that while the estimate (4) is not symmetric in the "+" variables and their unadorned counterparts, it can easily be made symmetric by exchanging the roles of r + h and a + h with r h and a h , respectively, and averaging the resulting estimates. The same holds true for the estimates in Theorems 2.2 and 2.4.
We now turn to the proof of Theorem 2.2. We begin with a lemma concerning the relationship between a function's support and its Sobolev norms.
Proof. Let χ : Ω → {0, 1} denote the indicator function for supp(f ). We have
The proof of Theorem 2.2 is as follows. 
Proof of Theorem 2.2. Choose e

by (2.2.ii). It follows that
) has support of measure O(h γ ) by (2.2.iii). Consequently, by Lemma 3.1,
To estimate the remaining terms that appear in (4), note that
, and a h (r h u − u, e + h ) = 0 since e + h = 0. Finally, using (12) with m = ν together with (5) shows that
Taking the square root and adding (13) proves the claim. Note that the preceding proof treats the estimate (5) wastefully when q < η, in the sense that the ultimate bound on r + h u − r h u s,2 is unchanged if q is replaced by η. The importance of considering scenarios in which q may be chosen less than η is made apparent in Theorem 2.4, where the restriction (2.4.iii) is enforced.
With this in mind, we now prove Theorem 2.4.
Proof of Theorem 2.4. Define w ∈ V as the solution to the dual problem
Note that w ∈ H 2 (Ω) ∩ V by (2.4.i).
For any w
where 
To bound T 2 , note that supp(w + h − w h ) ⊆ R h has measure O(h γ ) by (2.4.vi) and (2.2.iii). Thus,
by (2.4.ii), Lemma 3.1, and (2.4.v). For T 3 , we have by (5) that
Using (2.4.iv) together with the Sobolev embedding
Combining results and invoking the regularity estimate (2.4.i) leads to
Conclude using Theorem 2.2.
The Need for Regularity
When a + h = a h and γ is fixed, the estimates of Corollaries 2.3 and 2.5 are of the highest order in h when η = ∞, but in this case they demand that u ∈ W r,∞ (Ω) ∩ V. If the regularity requirement u ∈ W r,∞ (Ω) ∩ V is relaxed, the rates of convergence of r Table 2 . H 1 -supercloseness of elliptic projections onto piecewise affine (r = 2) and piecewise quadratic (r = 3) finite element spaces over nearby meshes (γ = 1) in one dimension. Table 3 . L 2 -supercloseness of elliptic projections onto piecewise affine (r = 2) and piecewise quadratic (r = 3) finite element spaces over nearby meshes (γ = 1) in one dimension. 
which are of a lower order than the rates h 5/2 and h 3/2 , respectively, obtainable for a function in W 2,∞ (0, 1)∩ H 1 0 (0, 1). In fact, by letting p → 2, these rates can be made arbitrarily close to the quadratic and linear rates that hold in the L 2 -and H 1 -norms, respectively, on a pair of unrelated meshes.
Numerical Examples
In this section, we numerically illustrate the superconvergent estimates of Corollaries 2.3 and 2.5 on test cases in one and two dimensions.
One dimension. Consider the case in which V h is the space of piecewise polynomial functions of degree at most r − 1 on a grid (0, h, 2h, 3h , . . . , 1) of the unit interval in one dimension that vanish at 0 and 1. Let V + h be the space of piecewise polynomial functions of the same degree that vanish at 0 and 1, on the Next, consider the same setup as above, but with
so that r h and r + h are the standard elliptic projectors onto V h and V + h , respectively. Table 2 shows the H 1 norm of the difference r + h u − r h u for the sequence of grids described above. The table illustrates the predictions of Corollary 2.3, namely Table 3 shows the L 2 -norm of the difference r Table 5 . H 1 -and L 2 -supercloseness of elliptic projections onto piecewise affine (r = 2) finite element spaces over nearby meshes (γ = 2; see Figs. 1(a) and 1(b) ) in two dimensions. as in Fig. 1(a) . Let V 
Again, we have not attempted to detect the presence of the factor log(h −1 ). More substantial mesh perturbation in two dimensions. Finally, consider the same two-dimensional tests as above, but with the mesh of Fig. 1(b) replaced by a different perturbation of the uniform mesh. Namely, consider perturbing all nodes whose distance from the boundary of the unit square is equal to h/ √ 2 (the length of the shortest edge of each triangle) via a translation by h/4 in the positive x direction, as in Fig. 1(c) . Table 7 . H 1 -and L 2 -supercloseness of elliptic projections onto piecewise affine (r = 2) finite element spaces over nearby meshes (γ = 1; see Figs. 1(a) and 1(c) ) in two dimensions. Relative to Table 5 , lower orders of superconvergence are observed due to the larger fraction of perturbed elements present in the perturbed mesh. 
respectively. Tables 6-7 illustrate these predictions. Again, we have not attempted to detect the presence of the factor log(h −1 ).
Summary
We have derived estimates for the difference between the orthogonal projections r h u and r 
Appendix A. Properties of Piecewise Polynomial Finite Element Spaces
In this section, we verify conditions (2.2.i-2.2.iii) for piecewise polynomial finite element spaces on nearby meshes for the cases s = 0 and s = 1.
As in Section 1, consider two families of shape-regular, quasi-uniform meshes {T h } h≤h0 and {T 
Clearly, |supp(π h w h − w h )| ≤ Ch 
for every w h ∈ V + h + V h and every h ≤ h 0 , there are two cases to consider: η = ∞ and 2 ≤ η < ∞. For η = ∞, it is enough to note that for each of the two finite element spaces, every shape function is bounded uniformly in h in the maximum norm, the number of shape functions whose support intersects any given element is bounded uniformly in h, and the coefficients c a , 1 ≤ a ≤ I, in the expansion (18) of w h are bounded by w h 0,∞ . Indeed, the standard degrees of freedom σ a , 1 ≤ a ≤ I, for the Lagrange shape functions N a (= N For 2 ≤ η < ∞, the proof of (20) relies on the following lemma.
Lemma A.1. Let {T h } h≤h0 be a shape-regular, quasi-uniform family of meshes of an open, bounded, Lipschitz domain Ω ⊂ R d , d ≥ 1, with h denoting the maximum diameter of an element K ∈ T h . Let r > 1 be an integer. For any K ∈ T h , let θ 1 , θ 2 , . . . , θ n sh denote the local shape functions for the Lagrange finite element of degree at most r − 1 on K. Then for any 2 ≤ η < ∞, there exist C 1 , C 2 > 0 independent of h such that for every h ≤ h 0 , every K ∈ T h , and every v =
Proof. A proof of this fact when η = 2 is given in [2, Lemma 9.7] . The case 2 < η < ∞ is a trivial modification thereof. Now let w h and π h w h be as in (18) and (19), respectively. Note that the support of π h w h is contained within the region Q h ⊆ Ω over which T h and T + h coincide. On any K ∈ T h with K ⊆ Q h , we can write 
