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Abstract—Data driven graph constructions are often used in
various applications, including several machine learning tasks,
where the goal is to make predictions and discover patterns. How-
ever, learning an optimal graph from data is still a challenging
task. Weighted K-nearest neighbor and -neighborhood methods
are among the most common graph construction methods, due to
their computational simplicity but the choice of parameters such
as K and  associated with these methods is often ad hoc and
lacks a clear interpretation. We formulate graph construction as
the problem of finding a sparse signal approximation in kernel
space, identifying key similarities between methods in signal
approximation and existing graph learning methods. We propose
non-negative kernel regression (NNK), an improved approach
for graph construction with interesting geometric and theoretical
properties. We show experimentally the efficiency of NNK graphs,
its robustness to choice of sparsity K and better performance
over state of the art graph methods in semi supervised learning
tasks on real world data.
Index Terms—Graph learning, Graph construction, KNN
graph, Neighborhood graphs, LLE graph, Manifold learning,
Semi supervised Learning.
I. INTRODUCTION
GRAPHS are powerful representations for high dimen-sional data with numerous applications in machine
learning [1] and modern signal processing [2], among other
areas. The ability of graphs to capture the complex structure
underlying data has attracted notice in researchers time and
again. While earlier works in machine learning focused on
graph applications such as manifold embedding [3], spec-
tral clustering [4] and semi supervised learning [5], recent
interests involve using graphs as structured regularizers and
for the understanding of black box learning models [6], [7],
[8]. The most popular graph construction of choice in these
problems are weighted K-nearest neighbor (KNN) and -
neighborhood graphs (-graph). Though these graphs exhibit
manifold convergence properties [9], [10], finding an efficient
graph representation given finite, non uniformly sampled data
still remains an open and difficult task [11].
In a graph learning problem, we are given N data points
with feature vectors {x1,x2 . . .xN} ∈ Rd and the goal is
to learn an efficient graph representation of the data. An
efficient graph is defined as one whose number of edges is
of the same order as the number of nodes. Efficient graphs
lead to faster downstream graph processing for finding flow
cuts, information propagation, among other applications [12].
Algorithms previously proposed for solving graph learning can
be broadly classified into two main families: similarity-based
and locality-inducing [13].
Similarity based approaches compute a similarity metric
between every pair of points and associate this value to the
edge weight between the corresponding nodes. A commonly
used metric derived from distance is the Gaussian kernel with
variance (bandwidth) σ2:
kσ2(xi,xj) = e
− ‖xi−xj‖
2
2σ2 . (1)
Methods in this class sparsify the fully connected graph to
reduce complexity while seeking to maintain the properties of
the original graph. KNN and -graphs fall under this genre of
graph methods. Similarity-based approaches where the metric
is learned from data such as kernel learning [14], adaptive edge
weighting (AEW) [15] have been proposed as improvements
in this class. These method optimize the edge weights of
KNN/-graphs while leaving connectivity undisturbed. Graph
constructions in this family suffer from bias-variance issues
related to sparsification parameters such as K and  [16].
Locality inducing approaches compute the edge weights
corresponding to a given neighborhood to better reflect data
locality. As an example a local linear embedding (LLE) [17]
under constraints [18] solves:
minimize
θ : θ≥0
||xi −XSθ||2l2 (2)
where XS is the matrix containing the nearest neighbors
of xi whose indices are denoted by set S. The solution
θ corresponds to the weights of the edges connecting the
neighbors.
Modifications to [18], include [19] which introduces b-
matching to enforce regularity in graphs, and [20], which
formulates the graph construction using a global formulation
of the LLE measure under positivity constraints. Techniques to
regularize the choices of weights in equation (2) have also been
proposed for graph construction [21], [22]. However, much of
this work introduce regularization as a computational choice
in the optimization and lacks a geometric interpretation.
The current state of the art method [23], [24] can be grouped
under this class where the global objective of locality inducing
methods is redefined from a graph signal perspective with
explainable regularizers. Locality inducing methods assume
the input data space is locally linear and are susceptible to
outliers and noisy data [25].
A. Our Contribution
In this paper, we view graph construction as a signal
representation problem. Recall that a positive definite kernel
k(xi,xj), such as the Gaussian kernel of (1), corresponds to
a transformation of data points in Rd to points in a (possibly
infinite dimensional) Hilbert space, such that similarities can
be interpreted as dot products in this transformed space,
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2(a) KNN Graph (b) LLE based Graph (c) NNK Graph
Fig. 1: Graph constructions in simple scenarios illustrating the
sparsity of NNK graphs. Unlike KNN and LLE, NNK achieves
a sparse representation where the relative locations of nodes
in the neighborhood are key. In the seven-node example (top
row), the node in the center has only three direct neighbors,
which in turn are neighbors of nodes extending the graph
further in those three directions. Graphs are constructed with
K=5 neighbors and a Gaussian kernel (σ = 1). Thickness of
edges represent weights normalized globally.
i.e., k(xi,xj) = φ>i φj , where φ is a mapping from data
space to transformed space and φi represents the transformed
observation xi. This dot product space, or Reproducing Kernel
Hilbert Space (RKHS), has well established properties and
applications [26] but has not been sufficiently studied for the
purpose of graph construction.
KNN (-graph) can be construed from a signal approxi-
mation perspective as choosing the K largest inner products
φ>i φj (inner products above threshold ). Thus, if we think of
the set of neighboring points xj in space as corresponding to a
dictionary of signals, then KNN and -graph corresponds to a
simple (and sub-optimal) thresholding, where a sparse approx-
imation of φi is achieved by setting to zero the contributions
of φj with small φ>i φj .
Based on this observation, we propose a novel technique,
Non Negative Kernel regression (NNK), which can be viewed
as an improved basis selection procedure for graph construc-
tion (NNK graph). The optimization at each node involves
solving:
min
θ : θ≥0
||φi −ΦSθ||2l2 . (3)
where the goal is to approximate a vector (φi) in represen-
tation space by a linear combination of atoms (with weights
given by θ) from a dictionary obtained from the set S of
neighbors (ΦS). The selection implied by NNK is equivalent
to optimizing θ to achieve orthogonality of the residual
error, similar to the re-computation of weights in orthogonal
matching pursuits [27].
A key benefit of NNK graphs is its robustness to sparsity
parameters such as K and  in conventional similarity based
methods. This is because the number of neighbors that are
assigned non-zero weights is not predetermined (by K or )
and instead depends on the geometry of neighbors of xi in S
(Fig. 1).
NNK graph construction binds principles central to similar-
ity and locality inducing graph constructions while improving
on their respective performance. Similarity based graphs rely
on a kernel metric, which can be associated to an RKHS
space while locality inducing methods depend on a regression
objective to enforce smoothness amongst the neighbors in the
observed data. Our proposed approach for graph construction,
identifies a small number of regression coefficients (as in
locality inducing approaches) in terms of an approximation
in representation space (as for similarity based approaches).
We also derive properties associated with NNK graphs that
explain their observed sparsity in terms of local geometry.
An NNK graph construction with a Gaussian kernel (1) can
be viewed as constructing a polytope around each node using
points closest to it, and then disconnecting (giving zero weight)
to all points outside the polytope. Intuitively, our approach will
not connect neighbors that are further away along a similar
direction as an already chosen point (Figure 1) making them
less susceptible to bias-variance issues arising from the choice
of sparsity parameters (K or ) in conventional similarity
based methods [16].
B. Related Topics
NNK graphs reduce to previously studied LLE based graphs
and related Subspace Clustering graphs [28] under a specific
choice of cosine kernel, where data space remains unaltered.
The regression problem of (3) has been previously studied in
the context of kernelized ridge regression [29], kernel subspace
clustering [30] or kernelized matrix completion [31] , to name
a few. However, we emphasize that an understanding of the
objective under non negativity constraints for the specific pur-
pose of graph construction or a geometrical understanding on
irregular manifolds were not explored in the past. Further, we
believe that the interpretations we introduce here can shed new
light on these related problems. [32] solves a complementary
problem where, given a graph, kernels based on the graph are
constructed for various tasks. This aligns and reinforces our
intuition that graphs are structures of similarity defined on a
transformed space distinct from observation space.
C. Notations and Preliminaries
A graph G = (V, ξ) is a collection of nodes indexed by the
set V = {1, . . . , N} and connected by edges ξ = {(i, j, wij)},
where (i, j, wij) denotes an edge of weight wij ∈ R+ between
node i and j. The adjacency matrix W of the graph is an
N ×N matrix with Wij = wij .
0,1 represent a vector of zeros and ones respectively. We
use x−i to denote the subvector of x with its i-th component
removed and M−i,−j to denote the submatrix of M with its
i-th row and j-th column removed. Notations such as Mi,−j
(i.e., i-th row of M with j-th entry removed) are defined sim-
ilarly. Given a subset of indices S, xS denotes the subvector
of x obtained by taking the elements of x at locations in S.
Sub matrix MS,S can be obtained similarly from M . The
complement of set is denoted by Sc corresponding to the set
of indices not present in set S.
A graph signal is a function f : V → R defined on the
vertices of the graph (a scalar value assigned to each vertex,
e.g. class labels). It can be represented as a vector f ∈ RN ,
3where fi is the functional value on the ith vertex. The
combinatorial Laplacian of a graph is defined as L =D−W ,
where D is the diagonal degree matrix with Dii =
∑
jWij .
A symmetric normalized Laplacian is obtained by degree
normalizing as L = I −D−1/2WD−1/2.
II. NON NEGATIVE KERNEL REGRESSION
For similarities defined as inner products in RKHS, an
equivalent representation can be obtained by using a posi-
tive definite kernel in the observation space, i.e., φ>i φj =
k(xi,xj) generally referred to as Kernel Trick in the litera-
ture [26].
Thus, (3) can be rewritten as the minimization of:
Ji(θ) = 1
2
||φi −ΦSθ||2l2
=
1
2
(φi −ΦSθ)>(φi −ΦSθ)
=
1
2
θ>KS,Sθ −K>S,iθ +
1
2
Ki,i, (4)
where Ki,j = k(xi,xj). Thus, the NNK problem can be
written:
θS = argmin
θ : θ≥0
1
2
θ>KS,Sθ −K>S,iθ (5)
Equation (5) does not require explicit definition of the trans-
form and requires only knowledge of similarity between obser-
vations in transformed space. Thus, the NNK graph construc-
tion framework can be potentially extended to non standard
kernels, such as for example similarity metrics learned from
data.
To complete the graph construction, the i-th row of the
adjacency matrix W is given by Wi,S = θS and Wi,Sc = 0.
Note that, each edge weight in S is associated with a local
objective value at its optimum (5). This provides a natural
way of constructing an undirected graph wherein edge weight
conflicts are resolved by choosing edge weights associated
with smaller objective value.
A. Complexity
The proposed method consist of two steps. First, we find
K nearest neighbors corresponding to each node. Although
brute force implementation of this step requires O(N2Kd),
there exist efficient algorithms to find approximate neighbors
in O(N1.14) [33]. Second, we solve a non-negative kernel
regression (5) at each node. This optimization objective is
a constrained quadratic function of θS and can be solved
efficiently using a variety of structured quadratic programming
methods1 [34] that run in O(K3). Solving for each node leads
to O(NK3) complexity for this step of the procedure. To
summarize, our proposed framework constructs a graph with
an additional overhead, linear with respect to N , to that of K-
Nearest Neighbor graphs. Moreover, due to the local nature of
optimization, our method fits the requirements of parallelized
execution and can be implemented in a distributed architecture.
1In our experiments, we solve the optimization using a modified version of
the quadratic solver implemented as part of nnlslab
Algorithm 1: Non Negative Kernel regression Algorithm
Input : Kernel K ∈ RN×N , No. of Neighbors K
for i = 1, 2, . . . N do
S = {K nearest neighbors of node i}
θS = min
θ≥0
1
2θ
>
SKS,SθS −K>S,iθS
Ji = 12θ>SKS,SθS −K>S,iθS + 12Ki,i
Wi,S = θS , Wi,Sc = 0
Ei,S = Ji1K, Ei,Sc = 0
end
W = I(E ≤ E>)W + I(E > E>)W>
Output: Graph Adjacency W , Local error E
III. PROPERTIES OF NNK GRAPHS
Unlike previous graph constructions where an edge connec-
tions from nodes j and k to node i was driven solely based
on the metric on (i, j) and (i, k) (e.g., KNN graphs), NNK
graphs provide a new construction by taking into account, in
addition, the relative positions of nodes j and k using the
metric on (j, k). In this section, we present an analysis to
establish theoretically some of the properties of NNK graphs
leading to a geometric interpretation.
A. Basis Selection Interpretation
KNN and  neighborhood graphs use the kernel weights to
select and assign edge weights with the same kernel weight.
Under the distinction of data and transformed space, a kernel
value can be interpreted as a projection of one node onto
another, i.e., at a node i,
k(xi,xj) = φ
>
i φj =
φ>i φj
φ>i φi
since ||φi||2 = 1 (6)
In the context of sparse dictionary-based representation it is
well-known that basis selection via thresholding is suboptimal
and can be outperformed by a number of alternative methods,
such as matching pursuits (MP) [35] or orthogonal matching
pursuits (OMP) [27], among others. In OMP basis vectors
are selected one by one in a greedy fashion as in MP. But,
after a new basis vectors has been selected, the coefficients
for the representation in all the selected basis vectors are
recomputed. This guarantees that the approximation error is
orthogonal to the space spanned by the vectors selected for
the approximation.
To see the analogy with our proposed scheme, we first
present the steps involved if OMP was to be performed directly
on the transformed space, namely,
j1 = argmaxj φ
>
i φj
then compute the residue corresponding to approximating φi:
φres1 = φi −Ki,j1φj1
so that at step s:
js = argmax
j 6=j1,j2...js−1
φ>j φress−1
4and denoting:
Φs = [φj1φj2 . . .φjs ] ,
recomputing the weights associated to each basis (i.e., the edge
weights) corresponds to orthogonalizing error with respect to
the span of the chosen bases (least squares approximation),
leading to:
ws = min
w
Φ>s φress B φress = φi −Φsw (7)
The above objective can be equivalently achieved by minimiz-
ing the energy of the residue obtained as
||φress ||2 = φ>ressφress =Ki,i − 2K>S,iw +w>KS,Sw
Thus, we see that solving for the weights ws in (7) by
minimizing the residual energy is analogous to the NNK
objective (4), but without the constraint of non negativity.
It is important to note that in most cases the lifting to
RKHS space is not explicitly defined, and the space itself is
potentially infinite. In such cases, we have access only to the
energy of the residue and lack direct knowledge of the residue
from OMP. By constraining OMP to positive weights, the
span of selected bases at each step belongs to a convex cone
(because weights are positive) while the residue is orthogonal
to all vectors in this cone [36].
Algorithm 2: NNK-MP and NNK-OMP Algorithms
Input : Kernel K ∈ RN×N , No. of Neighbors K
for i = 1, 2, . . . N do
j1 = argmaxj Ki,j
θ1 =Ki,j1 , S = {j1}
for s = 2, 3, . . .K do
js = argmax
j /∈S
Ki,j −K>S,jθs−1
if Ki,js −K>S,jsθs−1 < 0 then
break
S = S ∪ {js}
if OMP then
θs = min
θ≥0
1
2θ
>KS,Sθ −K>S,iθ
else
θ>s =
[
θ>s−1 Ki,js
]
end
Ji = 12θ>SKS,SθS −K>S,iθS + 12Ki,i
Wi,S = θs, Wi,Sc = 0
Ei,S = Ji1K, Ei,Sc = 0
end
W = I(E ≤ E>)W + I(E > E>)W>
Output: Graph Adjacency W , Local error E
NNK algorithm proposed in algorithm 1 bypasses the
greedy selection with a pre-selected set of good atoms, though
an exact correspondence with MP/OMP can be made by
sequentially selecting neighbors that reduce residue’s energy
(algorithm 2). NNK graph construction algorithm can be inter-
preted as an computationally efficient method for producing
representations with orthogonal approximation errors, which
in turn favors sparser representations [27].
B. Geometric Interpretation
A solution to (5) satisfies first order optimality i.e. Karush-
Kuhn-Tucker (KKT) conditions:
KS,Sθ −KS,i − λ = 0 (8a)
λ>θ = 0 (8b)
θ ≥ 0, λ ≥ 0 (8c)
These conditions allow us to analyze the optimization results
and prove several properties of the NNK framework.
Proposition 1. The quadratic optimization problem of (5),
solved at each node in NNK framework, satisfies active con-
straints set2 and can be analyzed in blocks [37].
Given a partition {θβ ,θγ}, where θβ > 0 (inactive) and
θγ = 0 (active), the solution [θ∗β θγ ]
> is the optimal solution
provided:
Kβ,βθ
∗
β =Kβ,i and K
>
β,γθ
∗
β −Kγ,i ≥ 0
Proof. Under the partition, the objective of NNK (5) can be
rewritten using block partitioned matrices
KS,S =
[
Kβ,β Kβ,γ
K>β,γ Kγ,γ
]
, KS,i =
[
Kβ,i
Kγ,i
]
.
The optimization for the sub problem corresponding to indices
in θβ would require minimization of the objective
minimize
θ
1
2
θ>βKβ,βθβ −K>β,iθβ
subject to θβ ≥ 0
(9)
An optimal solution to this sub objective (θ∗β) satisfies the
KKT conditions (8) namely,
Kβ,βθ
∗
β −Kβ,i − λβ = 0
λ>β θ
∗
β = 0
θ∗β ≥ 0, λβ ≥ 0
Specifically, given θ∗β > 0, the solution satisfies the stationar-
ity condition (eq. 8a),
Kβ,βθ
∗
β −Kβ,i = 0 ∵ λβ = 0 (10)
The zero augmented solution with θγ = 0 is optimal for the
original problem provided[
Kβ,β Kβ,γ
K>β,γ Kγ,γ
] [
θ∗β
0
]
−
[
Kβ,i
Kγ,i
]
−
[
λβ
λγ
]
= 0
[
λβ λγ
] [θ∗β
0
]
= 0[
θ∗β
0
]
≥ 0
[
λβ
λγ
]
≥ 0
2In constrained optimization problems, some constraints will be strongly
binding, i.e., the solution to optimization at these elements will be zero to
satisfy the KKT condition of optimality. These constraints are referred to as
active constraints, knowledge of which helps reduce the problem size as one
can focus on the inactive subset that requires optimization. The constraints
that are active at a current feasible solution will remain active in the optimal
solution.
5Given the optimality conditions on θ∗β , the conditions for
[θ∗β θγ ]
> to be optimal requires
K>β,γθ
∗
β −Kγ,i − λγ = 0 λγ ≥ 0
=⇒ K>β,γθ∗β −Kγ,i ≥ 0 (11)
NNK graph construction solves a constrained optimization
at each node, the solution of which corresponds to weights
of edges associated to the node. Proposition 1 allows us to
analyze edge connections, one pair at a time, as an edge that
has weight zero (active constraint) will remain zero at the
optimal solution. We introduce mathematical conditions for
edges to satisfy for existence in the form of the Kernel Ratio
Interval (KRI) theorem, which applied inductively unfold the
geometric nature of NNK graphs.
Fig. 2: NNK graph construction at i given nodes j and k.
Theorem 1. Kernel Ratio Interval: In a three node scenario
(Fig 2), the necessary and sufficient condition for nodes j and
k to be connected to i in a NNK graph is given by
Kj,k <
Ki,j
Ki,k
<
1
Kj,k
(12)
Proof. An exact solution to equation (5) under the constraint
θ ≥ 0 is such that[
1 Kj,k
Kj,k 1
] [
θij
θik
]
=
[
Ki,j
Ki,k
]
(13)
⇐⇒ θij + θikKj,k =Ki,j
θijKj,k + θik =Ki,k
Taking the ratio of the above equations
θij + θikKj,k
θijKj,k + θik
=
Ki,j
Ki,k
(14)
0 ≤ Kj,k ≤ 1, where Kj,k = 1 if and only if the points are
same. Without loss of generality, let us assume points j and
k are distinct. Then,
Kj,k < 1 ≤ Ki,j
Ki,k
⇐⇒ Kj,k < θij + θikKj,k
θijKj,k + θik
⇐⇒ θij + θikKj,k > θijK2j,k + θikKj,k
⇐⇒ θij > θijK2j,k ⇐⇒ θij > 0
θij > 0 ⇐⇒ Kj,k < Ki,j
Ki,k
(15)
Similarly,
Ki,j
Ki,k
<
1
Kj,k
⇐⇒ θij + θikKj,k
θijKj,k + θik
<
1
Kj,k
⇐⇒ θijKj,k + θik > θijKj,k + θikK2j,k
⇐⇒ θik > θikK2j,k ⇐⇒ θik > 0
θik > 0 ⇐⇒ Ki,j
Ki,k
<
1
Kj,k
(16)
Equations (15) and (16) combined give the necessary and
sufficient condition of (12).
In words, KRI theorem states that when two nodes, j and k,
are very similar, the interval for both the edges to exist is very
small whereas when the two nodes are dissimilar, the interval
for both the edges to exist is much wider. The KRI condition
of (12) does not make any assumptions on the kernel, other
than that it be positive, symmetric with values in [0, 1]. Thus,
the edges in NNK graphs will remain explainable locally even
under the choice of complicated kernel transformation on the
observation space.
Corollary 1. Plane Property: Each edge θij in a NNK graph
corresponds to a hyper plane with normal in the edge direction
(Figure 3a), points beyond which will be not connected for the
case of Gaussian kernel (1).
Proof. Let k be a node beyond the plane as in Figure 3a. For
a Gaussian kernel with bandwidth σ2, Ki,j > Ki,k. Thus,
condition corresponding to (15) is satisfied,
Ki,j
Ki,k
> 1 >Kj,k =⇒ θij > 0
Let ||xi − xj || = a, ||xi − xk|| = b and α be the angle
between the difference vectors. Then,
Ki,j
Ki,k
= exp
(
1
2σ2
(b2 − a2)
)
Kj,k = exp
(
− 1
2σ2
((b cosα− a)2 + (b sinα)2)
)
Kj,k = exp
(
− 1
2σ2
(b2 + a2 − 2ab cosα)
)
1
Kj,k
= exp
(
− 1
2σ2
(b2 + a2 − 2ab cosα)
)
Now, the condition on θik, (16) is reduced as
Ki,j
Ki,k
?
<
1
Kj,k
exp
(
1
2σ2
(b2 − a2)
)
?
< exp
(
1
2σ2
(b2 + a2 − 2ab cosα)
)
exp
(
− a
2
2σ2
)
?
< exp
(
1
2σ2
(a2 − 2ab cosα)
)
exp
(
1
2σ2
ab cosα
)
?
< exp
(
a2
2σ2
)
b cosα
?
< a ⇐⇒ θik = 0 ∀ b cosα > a
6(a) (b)
Fig. 3: Local geometry (denoted in red) of NNK graph
construction for a Gaussian kernel. a) Plane associated to an
edge. b) Convex polytope associated with a node
Corollary 1 can be described in terms of projections. This
is illustrated in Figure 3a. Assuming that node i is connected
to node j (θij > 0) then another node k beyond the plane
passing through j and perpendicular to line segment joining
i, j will remain disconnected (θik = 0), as the projection of
xk −xi along the direction xj −xi is at position beyond xj .
Corollary 2. Polytope Property (Local Geometry of NNK):
The local geometry in NNK graph construction, for a given
node i, is a convex polytope around the node (Figure 3b).
Equivalently, a solution to the NNK objective (5) with θ =
[θβ , θγ ]
>, where θβ > 0 and θγ = 0 such that Kβ,βθβ =
Kβ,i satisfies
A) K>β,kθβ −Ki,k ≥ 0 ⇐⇒ ∃ j ∈ β : Ki,jKi,k ≥ 1Kj,k
B) K>β,kθβ −Ki,k < 0 ⇐⇒ ∀ j ∈ β : Ki,jKi,k < 1Kj,k
The conditions in corollary 2 is a direct consequence of
applying corollary 1 to a series of points which leads to a
polytope and the optimality conditions of the active set propo-
sition 1. In other words, the optimization at each node in NNK
graphs constructs a polytope around node i disconnecting
points outside the polytope. This property shows that the local
connectivity of NNK graph (for a sufficiently large number of
initial neighbors) is a function of the local dimension of the
data manifold.
C. Local Linear Embedding based graphs
For the case where the observed data space and transformed
space are the same, previously studied LLE based graphs
[18] can be interpreted as a specific case of NNK graph
construction.
Proposition 2. NNK graph with modified cosine similarity
kernel at each node reduces to LLE based graph with positive
weights. The equivalent similarity kernel at node i is given by,
k∗i (xp,xq) =
1
2
+
(xp − xi)>(xq − xi)
2||xp − xi||||xq − xi|| (17)
Proof. An optimum solution at node i satisfies the KKT
conditions, specifically the stationarity condition (8a)
KS,Sθ =KS,i s.t θS ≥ 0 (18)
This can be interpreted as a solution to a set of linear equations
under constraint.∑
q∈S
θq k(xp,xq) = k(xp,xi) ∀p ∈ S, θ ≥ 0 (19)
Local Linear Embedding with positive weight constraint min-
imizes
Z>Zw = 1 Z =XS − xi s.t
∑
q∈S
wq = 1, w ≥ 0
Let M = Z>Z then
M =
[
(xp − xi)>(xq − xi)
] ∀ p, q ∈ S
This equivalently corresponds to a set of linear equations with
constraints, namely∑
q∈S
wq (xp − xi)>(xq − xi) = 1 ∀p ∈ S
such that
∑
q∈S
wq = 1, w ≥ 0 (20)
Consider the set of linear equations,∑
q∈S
µq||xp − xi||||xq − xi|| (xp − xi)
>(xq − xi)
2||xp − xi||||xq − xi|| =
1
2
Since each weightwq is positive it can be factored as a product
of positive terms, specifically let
wq = µq ||xp − xi|| ||xq − xi||
Further, using the constraint that weights add up to one,
equation (20) is rewritten as∑
q∈S
wq
(xp − xi)>(xq − xi)
2||xp − xi||||xq − xi|| = 1−
∑
q∈S
wq
2∑
q∈S
wq
(
1
2
+
(xp − xi)>(xq − xi)
2||xp − xi||||xq − xi||
)
= 1
∀p ∈ S, w ≥ 0 (21)
Combined with lemma 1, we see that equation (21) is exactly
the NNK objective with the kernel at node i defined as in
equation (17).∑
q∈S
wq k
∗
i (xp,xq) = k
∗
i (xp,xi) ∀p ∈ S, w ≥ 0 (22)
Lemma 1. lim
h→0
k∗i (xp,xi + h) = 1
Proof.
k∗i (xp,xi) =
1
2
+
(xp − xi)>(xi − xi)
2||xp − xi||||xi − xi||
The above expression is indeterminate in its current form. Let’s
consider the limit of the expression.
lim
h→0
k∗i (xp,xi + h) = lim
h→0
1
2
+
(xp − xi)>(xi + h− xi)
2||xp − xi||||xi + h− xi||
=
1
2
+ lim
h→0, α→0
||xp − xi||||h|| cosα
2||xp − xi||||h||
7where α is the angle between (xp − xi) and h.
=⇒ lim
h→0
k∗i (xp,xi + h) = 1 since lim
α→0
cosα = 1
IV. EXPERIMENTS
We compare our proposed method (NNK algorithm 1)
and its matching pursuit (NNK-MP), orthogonal matching
pursuit (NNK-OMP) variants (algorithm 2) with state of the
art method such as Kalofolias [23], AEW [15] and standard
methods such KNN and LLE based graphs [18]. Experiments
show NNK graphs are robust to choice of K (number of
neighbors) and outperform previous state of the art in graph
based semi supervised learning on real world dataset.
Sparsity: Fig. 4 shows the effect of sparsity parameter
K on the edge density of various graph methods. The edge
density in the case of NNK methods saturates to a constant
indicative of NNK graphs ability to adapt to the local geometry
of the data. NNK graphs enforce sparsity implicitly at each
node requiring only neighbors that help in representing the
node in similarity space.
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Fig. 4: Left: Non uniformly sampled data from Noisy Swiss
Roll (N=1000, d=3). Right: Ratio of number of edges (above
a threshold of 1e-8) to the number of nodes corresponding
to various graph constructions. The edge density for NNK
(NNK-MP, NNK-OMP) saturates at a lower choice of K and
remains a constant indicative of the intrinsic dimensionality of
the manifold the data belongs to. Note: The edge density of
NNK-OMP graph is equivalent to that of NNK.
Semi supervised learning: We evaluate our model on
subsets of real world data such as MNIST, USPS with semi-
supervised classification (SSL) method proposed in [5]. For
USPS, we sample each class non uniformly based on its labels
(2.6c2 c = {1, 2, . . . 10}) as in [5], [24] producing a dataset of
size 1001. For MNIST, we use 100 randomly selected samples
for each digit class to create one instance of 1000 sample
dataset. (100 samples/class × 10 digit classes). A gaussian
kernel (1) of bandwidth (σ2) such that the K neighbors are
within 3 standard deviations is used as the similarity kernel.
Fig.5 shows the average misclassifications with different graph
constructions for various choice of available labels and graph
density (K). NNK methods perform best with both combina-
torial (L) and symmetric normalized Laplacians (L) in label
propagation under all settings.
1 2 3 4 5 6 7 8 9 10
Percentage of labeled nodes
15
20
25
30
35
40
45
50
55
60
65
Pe
rc
en
ta
ge
 E
rro
r
KNN (t=0.19 s, 20784 edges)
LLE Graph (t=0.51 s, 6973 edges)
AEW (t=1018.29 s, 20775 edges)
Kalofolias (t=0.31 s, 14112 edges)
NNK (t=0.34 s, 8371 edges)
NNK-MP (t=0.32 s, 2681 edges)
NNK-OMP (t=2.48 s, 8371 edges)
KNN LLE AEW Kalofolias NNK NNK-MP NNK-OMP
15
20
25
30
35
40
45
Pe
rc
en
ta
ge
 E
rro
r
Combinatorial Laplacian
Normalized Laplacian
1 2 3 4 5 6 7 8 9 10
Percentage of labeled nodes
20
30
40
50
60
70
80
Pe
rc
en
ta
ge
 E
rro
r
KNN (t=0.16 s, 21410 edges)
LLE Graph (t=0.83 s, 7554 edges)
AEW (t=3271.09 s, 21410 edges)
Kalofolias (t=0.26 s, 13385 edges)
NNK (t=0.33 s, 7827 edges)
NNK-MP (t=0.31 s, 2723 edges)
NNK-OMP (t=2.55 s, 7827 edges)
KNN LLE AEW Kalofolias NNK NNK-MP NNK-OMP
20
25
30
35
40
45
50
55
Pe
rc
en
ta
ge
 E
rro
r
Combinatorial Laplacian
Normalized Laplacian
Fig. 5: SSL performance (mean over 10 different initializations
of available labels) on graphs learned by different algorithms.
(Left column) Misclassification rate at different percentage
of labeled data on USPS (top row) and MNIST (bottom
row) dataset with K = 30. The time taken and the sparsity
of the constructed graphs is indicated as part of the legend.
(Right column) Boxplots showing the robustness of various
graphs with L and L Laplacians for different choices of
K (10, 15, 20, 25, . . . , 50) in semi supervised learning task at
10% labeled data on USPS and MNIST.
V. CONCLUSION
We present a new framework for graph construction using
Non Negative Kernel (NNK) regression with desirable geo-
metrical and theoretical properties. Observing KNN, graphs
as naive thresholding methods and LLE based graphs as
particular case of NNK graphs allows us to capture earlier
graph algorithms under a single theoretical model. Experi-
ments show that NNK graphs outperform the state of the
art graph constructions in semi supervised learning. Future
work will include exploring the connection between NNK’s
local polytope geometry with the intrinsic dimensionality of
the data manifold and scaling NNK algorithms to datasets of
size > 106.
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