[1] We examine sea ice kinematics relevant to surface fluxes using ERS-1 synthetic aperture radar (SAR) images coincident with buoys in the western Weddell Sea in austral autumn of 1992. Careful matching of temporal and spatial scales shows that buoy-and SAR-derived velocities differ in root-mean-square error (RMSE) by 0.6 cm s À1 and 7.80°in magnitude and direction, respectively. These values represent agreements of 91.3% and 92.7%, respectively, and correspond to instrument uncertainties. Scaling analysis shows that shear matching is best at the smallest scales ( 5 km), while divergence is better represented at scales of 40 km and larger. Sensitivity to error propagation shows lower agreement for divergence (47.4%; RMSE = 7.46 Â 10 À8 s À1 ), but we find these results sufficient for integrated surface flux comparisons. Using a toy model, we test the effects of aliasing in surface flux determination. The results show that variability associated with storms, ocean tides, inertial oscillations, and other highfrequency forcing affects integrated sea ice growth rates along this continental slope location. Integrated salt and new ice production rates computed from buoys are found to be two times larger than those computed from ERS-1 SAR motion products. We show that these differences in salt and ice production rates result primarily from inadequate temporal resolution of heat flux variability and sea ice divergence. Comparison with other studies shows that the problem is widespread, thereby impacting the modeling of sea ice mass balance and variability. The small-scale processes cited here have significant ramifications for larger scales and the global thermohaline circulation.
Introduction
[2] Deep water formation in the polar regions is the critical pumping mechanism responsible for transporting surface waters to the deepest parts of the global thermohaline circulation. In the Southern Hemisphere, deep water forms dominantly along the Antarctic continental margin, where small-scale coastal shelf/slope processes produce most of the Antarctic Bottom Water (AABW) [Gordon, 1998] . Studies by Carmack [1977] , Gill [1973] , Foster and Carmack [1976] , Gammelsrød et al. [1994] , Gordon [1998] , Whitworth et al. [1998] , and others confirm this, especially in the Weddell Sea, where 70% of AABW forms [Carmack, 1977; Rintoul et al., 2001] . Hence there is a definitive connection in the Weddell Sea between smallscale processes and the global circulation.
[3] Numerical models simulate multiscale deep water formation processes using either vertical diffusion and convective adjustment [e.g., Hibler and Bryan, 1987; Mellor and Häkkinen, 1994] or full nonhydrostatic formulations capable of explicitly handling the convective features [e.g., Jones and Marshall, 1993; Marshall et al., 1997] . However, accurate estimates of salt and heat fluxes at the surface boundary are critical inputs in all such models. Timmermann et al. [2001] used the Bremerhaven Regional Ice-Ocean Simulations (BRIOS) to show that sea ice production at the boundary is a necessary condition for the development of High-Salinity Shelf Water (HSSW) and deep water formation along the western and southern shelf/slope of the Weddell Sea. Hence the surface interface in realistic models is a complex air/ice/ sea boundary from which salt and heat fluxes must be determined with a high degree of accuracy.
[4] Sea ice is an insulator working as a ''governor'' to regulate surface fluxes. Sea ice divergence is the primary kinematic invariant for specifying open water fraction and therefore defines the location of highest salt and heat fluxes. Eisen and Kottmeier [2000] demonstrate that high surface fluxes found along the western Weddell Sea are a result of (1) windier and colder atmospheric conditions and (2) highly variable diurnal and semidiurnal tides. Small-scale leads contribute to large area average heat fluxes of 30 W m À2 , representing more than 80% of the surface energy transfer for that region. In their estimates, leads contribute to 40% of the annual ice production for the western Weddell Sea. This is three times more ice production than in the central and eastern Weddell, with even higher salt production contribution (60%) caused by high brine rejection rates in the constantly forming new thin ice within leads.
[5] Processes contributing to these high production rates include sea ice inertial oscillations and large ocean tidal velocities interacting with steep topography on the western Weddell shelf break and continental slope. These processes affect net advective transport and therefore influence lowfrequency ocean variability. In combination with sea ice, these processes modify sea surface temperature and salinity [Robertson et al., 1998, and references therein] . Kottmeier and Sellmann [1996] show that the variability of sea ice divergence over the continental shelves and slopes in the Weddell Sea is controlled to a large extent by the spatial inhomogeneity of ocean tides and inertial motion with spatial scales of 10-100 km. Along the continental slope, sea ice divergence/convergence oscillates around a nearzero mean with a variance of 10 À6 s À1 [Geiger et al., 1998a] , which is equivalent to mean open water fractions of 5 -10%.
[6] The tidal divergence/convergence oscillations behave like an ''ice accordion'' [Foldvik and Gammelsrød, 1990; Padman and Kottmeier, 2000] to cyclically create open water during the divergence phase and then redistribute that new ice onto existing ice floes during the convergence phase. This provides a mechanism for creating more open water and therefore more area for new thin ice to form. Hence this process not only provides a means for producing large amounts of new ice, but a mechanical redistribution for thickening [Foldvik and Gammelsrød, 1990] and high ice production through continuous new open water in leads.
The results of such ice-building processes are seen in the regional distribution maps of sea ice concentration from Special Sensor Microwave Imager (SSM/I) observations described by Padman and Kottmeier [2000, Figure 3] , who show that high concentrations (>90%) of sea ice are present most of the time (>90%) along the western and southern slopes of the Weddell Sea, but only rarely is the concentration 100%.
[7] In general, tidal frequency ice velocity and divergence differ from the underlying ocean tidal currents [e.g., Padman et al., 1992] because of differences in spatial scales between the ocean tidal current variability and sea ice. However, in this region, the scales are the same; the ocean tidal divergence variance along the Weddell Sea shelf break from an ocean-only model [Padman and Kottmeier, 2000, Plate 3 ] is 10 À6 s
À1
. While there are no coupled ice-ocean tidal models to date for the Antarctic, coupled modeling for the Arctic [Kowalik and Proshutinsky, 1994] demonstrates that ocean tidal frequencies can interact with the divergence and shear of sea ice to enhance surface heat and salt fluxes.
[8] How does one observationally validate and/or numerically assimilate such vast, complex, and intricate processes? Large-scale, high-resolution satellite data is the most comprehensive way to archive and catalogue sea ice features into a form compatible with models. Satellite synthetic aperture radar (SAR) with a spatial resolution as high as 10 m, is sufficient to resolve individual leads. Such active microwave instruments are able to detect high-salinity areas of ice because of their high permittivity, reflectivity, and contrast with the surrounding ice floes [Drinkwater et al., 1991; Rignot and Drinkwater, 1994; Kwok et al., 1992 Kwok et al., , 1995 Kwok and Cunningham, 1994] . The fundamental concern is adequate temporal resolution. Polar-orbiting SAR instruments are limited by revisit times (typically 3 days). This means that, relative to the small-scale processes in leads, SAR has sufficient spatial resolution but suboptimal temporal resolution. Conversely, drifting surface buoys have a relatively high temporal resolution (hourly) but are spatially sparse in the field (i.e., low spatial resolution) with episodic deployments.
[9] Another caveat with polar-orbiting satellites is aliasing, which occurs when the satellite revisit time is too long to resolve the frequencies of a specific process [e.g., Emery and Thomson, 1997] . Gloersen [1995] encountered aliasing when seeking the El Niño-Southern Oscillation (ENSO) signal in sea ice using more than 20 years of SSM/I records. That study identified a 3 year peak ($0.001 cpd) in sea ice brightness temperature. Regrettably the peak was contaminated with an unknown amount of tidal aliasing caused by 1 day image intervals. This finding limited that study of ENSO responses in the polar regions and discourages others from attempting similar studies, given the orbital configuration of most existing polar-orbiting satellites. Smith et al. [2000] found that ERS-1 orbits alias the dominant tidal constituent for the region (K 1 ) with the annual cycle, while the S 2 tide cannot even be observed because of its Sun-synchronous orbit. The M 2 tide is aliased with the minor N 2 constituent that can be decorrelated with no less than 9 years of data.
[10] One solution is a high-temporal, high-spatial composite or synthesis of buoy and SAR imagery for key regions of interest. From there, surface fluxes can be derived using SAR images coincident with buoy arrays equipped to resolve key properties of sea ice, surface ocean measurements, and surface atmospheric conditions. These regional case studies can then be used to better parameterize surface fluxes in models. In addition to ISW 1992 results reported here, this is an idea that has been partly addressed by later experiments, such as the Surface Heat Budget of the Arctic Ocean (SHEBA) [Perovich and Elder, 2002] and the Southern Ocean Global Ocean Ecosystems Dynamics Program (SO GLOBEC) [Perovich et al., 2004] . However, the task remains to create an effective high-temporal, highspatial buoy-SAR composite. To date, the unsolved problems include the 100 km swath width and orbital constraints of ERS-1 and -2, the limited tape-recording capacity of RADARSAT's Antarctic wide-swath SAR operations that are outside receiving station range, and the limitation on Antarctic wide-swath coverage on Envisat advanced synthetic aperture radar in its 35 day repeat orbit.
[11] In this paper, we focus primarily on the problems associated with coincident buoy and SAR acquisitions. In particular, we consider the following key questions. (1) How well do observed data, specifically buoy-and satellitederived motion products, compare in the western Weddell Sea along the shelf/slope region where high surface fluxes and resulting deep water formation are important? (2) What are the differences between the products of these two instruments, especially in the computation of sea ice divergence as it relates to the temporal resolution of surface fluxes and new ice growth rates? (3) What physical processes (and associated temporal scales) are responsible for the differences recorded by these two instruments? (4) How do these differences influence the modeling of surface fluxes in this region?
[12] In addressing these questions, the paper proceeds as follows. Section 2 describes the data processing of surface drifting buoys coincident with SAR imagery. Section 3 is a comparison of data products at a common timescale, while section 4 addresses the differences found at each instrument's temporal resolution. In section 5, we investigate these differences with respect to heat flux, new ice growth, and salt flux estimates. Section 6 discusses these results in a larger context, and section 7 summarizes by addressing the overall scientific impact.
Data Processing
[13] There is, to date, only one winter field experiment in the western Weddell Sea: Ice Station Weddell (ISW) 1992 [Gordon et al., 1993; Gordon, 1998 ]. From day 50 to 74 of 1992 during the 5 month ISW field experiment, 12 prescheduled ERS-1 SAR image acquisitions, each 100 Â 100 km in size, coincide with a 150 Â 100 km Argos buoy array. Table 1 lists the times and positions of SAR images coincident with the buoys. The orbit of ERS-1 was fixed during the ISW field program in ''ice-phase'' 3 day, exact repeat orbit, such that, the deployment location of ISW was chosen on the basis of the ERS ground tracks. Thus the satellite ground tracks are fixed in geographical space. As a consequence, all data from exact repeat and ascending and descending crossing orbits were used to maximize the potential revisit opportunities. The main limitation in establishing coincidence is that the buoy array is drifting through the satellite orbit swath frames. A schematic overview of the research area is shown in Figure 1 .
Synthetic Aperture Radar (SAR) Processing
[14] The SAR images are projected onto the polar stereographic Special Sensor Microwave Imager (SSM/I) grid, with 70°S chosen as the reference latitude (plane of no distortion), 0°Greenwich for the reference longitude, and an eccentricity for the Earth's surface shape of e = 0.08181615. Once the images are geocoded, it is necessary to block average to 100 m resolution (8 Â 8 pixel block averaging) to speckle filter the images to minimize intensity errors to ±1 dB (>90% confidence interval). Motion vectors for each 100Â100 km SAR frame are then resolved as displacements using a nested correlation procedure [Drinkwater, 1998a [Drinkwater, , 1998b ] to characterize 5 Â 5 km spatial patterns composed from 100 m average pixels within a start image. The same pixels are sought automatically in a sequential image with the displaced center of the most highly correlated feature being used to define feature displacement [Drinkwater, 1998a [Drinkwater, , 1998b . Individual velocities are then obtained by dividing by the time between each image pair. We assign these vectors to the midpoint in time between images to match them with the buoy information, thereby giving us 10 matched pairs.
[15] The buoys were deployed at the southern end of the continental slope and proceeded northward, closely tracking along 53°W longitude parallel to local bathymetry (parallel to the continental shelf break and slope) as illustrated in Figure 1 . For these reasons, the motion vectors are also computed on an SSM/I grid oriented relative to 53°W, as are all figures (except Figures 3 and 9 , which are oriented relative to Greenwich).
Buoy Processing
[16] The buoy data used here are a subset of a larger study described by Geiger et al. [1998a] . The deployment of the buoy array began on 19 February (day 50), with some sporadic relocation of the buoys using a helicopter until 4 March (day 64) as noted in Table 2 . Buoy position was determined via Argos about eight times a day and nearly hourly at the camp using the global positioning system (GPS).
[17] Latitude and longitude positions of the buoys were transformed to x, y positions on the SSM/I grid, with orientation relative to north along longitude 53°W. Data gaps of 3 days or less were linearly interpolated to hourly positions, with longer gaps flagged as undefined. Data quality control in the form of a simple forward difference velocity was used to flag suspect sections of the trajectory with a threshold velocity and velocity change of 50 and 20 cm s À1 , respectively. The signal was linearly interpolated, with a 10% reflected signal added to the edges in preparation for filtering. Because the ISW region is known to experience strong tidal forcing, the buoy x, y positions were filtered with a 9 hour Butterworth four-pole low-pass filter (an infinite impulse response filter) to minimize high-frequency noise while still retaining nearly all of the tidal signal [Geiger et al., 1998a] . The 9 hour filter's stop band begins at the associated frequency of 2.67 cycles d
À1
, with 85% of the signal still retained in the pass band frequencies associated with the highest tidal frequencies (around two cycles per day).
[18] Centered differencing of interpolated, filtered positions is used to compute velocity, with final quality controls, including prefiltered flags and checks of extreme velocities, on the final result. These ''cleaned'' position and velocity results were used for the remainder of the study, with flagged data handled as undefined information. Two time step intervals were used for the buoy velocity. The first is a centered differencing based on hourly buoy positions such that u(t) = [x(t + Dt) À x(t À Dt)]/2Dt where Dt is 1 hour. The second method is used to process the buoy data to the same temporal resolution as the SAR images. We do this using a variable sliding-time-window-centered differencing scheme such that u(t) = [x(t + Dt/2) À x(t À Dt/2)]/Dt where Dt is the time interval between SAR images relative to the centered time t. As an example, the buoy velocity at time t between SAR images 1 and 2 (Table 1) is computed as a displacement based on 2.2965 days, but between SAR image 2 and 3 it is based on 0.7034 days. The resulting velocity is piecewise smooth and can be analyzed in segments. This buoy velocity product will be referred to here as the aliased buoy data because it is temporally smoothed beyond the timescales of some processes we wish to examine.
Local Drift and Deformation
[19] Buoy arrays are sparse in number but provide reasonable deterministic estimates of local drift and deformation when computed in groups of three, provided the array aspect ratio does not become extreme. Furthermore, estimates can be quality controlled with confidence intervals when clustered in groups of six buoys or more [Thorndike, 1986; Geiger et al., 2000] . During the coincident SAR phase of ISW, there were fewer than six buoys, making it impossible to compute confidence intervals on resulting strain rate estimates. However, multiple linear regression was still a viable means of computing linear estimates of sea 
Velocity can be computed using a Taylor expansion about a local point of interest (x i ) 0 such that
where repeated indices sum, i, j, k = 1, 2, .. spatial components, n = 1, 2, .. is indexing known particles (i.e., buoys and SAR products), and the index 0 identifies the local point of interest from which (x i ) n is measured. Velocity magnitude, velocity direction, and the strain rate invariants of divergence and maximum shear follow from this solution as described by Geiger et al. [2000] .
[20] Local drift and deformation of a buoy array is computed using this multiple linear regression method with the geometric center of the buoy array chosen as the local point. For SAR-derived motion vectors, we compute local drift and deformation relative to the geometric center of the buoy array assuming a range of inclusion radii from 5 to 75 km to determine the scale at which the two data sets best match [Geiger et al., 2000] . Seven coincident deformation arrays were constructed based on sequential SAR pairs where three or more buoys are available (Table 1) .
[21] Statistical analysis such as signal-to-noise and confidence intervals for the divergence results are not possible for this part of the buoy time series because so few buoys were available at this time. However, results from the original study by Geiger et al. [1998a, Table 3] show average signal-to-noise ratios of nearly 20:1 and 2:1 for velocity and deformation components, respectively. The deformation signals have significant peaks found at the storm, diurnal, and semidiurnal frequencies. With this knowledge, we focus the analysis in this paper on the significant peak frequencies found in the buoy signals of earlier work.
Statistics
[22] To determine an optimal scale to sample satellitederived motion vectors compared to buoy arrays, we utilize the root-mean-square error (RMSE) between two data sets [Geiger et al., 1998a [Geiger et al., , 2000 , specifically,
where N = 1 for the RMSE between scalar quantities of two data sets (S (1) and S (2) ) indexed as sequential data in time by k for 1 k K, and N > 1 to index between multiple components of two data sets (i.e., velocity vector n = 1, 2; first-order velocity derivatives n = 1, 2, 3, 4).
[23] A second useful statistic is the index of agreement d developed by Willmott et al. [1985] as a practical alternative to correlation since it scales with the magnitude of the variables through its retention of mean information. For equally weighted observed (o k ) and predicted (p k ) data points, this measure is formulated as
where K is again, the number of data points for either scalar or vector quantities, d k = p k À o k is the difference between predicted and observed, o = ( P K k¼1 o k )/K is the mean of the observed.
Data Uncertainties
[24] The temporal uncertainties of SAR and buoys are assumed to be negligible, as both involve precise time stamps in their satellite telemetry. Hence the primary source of measurement error is spatial uncertainty.
[25] For Argos buoys, the position uncertainty or geolocation error is the primary error at a value of about 350 m. Since all velocity calculations are done with centered differencing, the position uncertainty from the buoys x 
Dt sampled ). With the data collected roughly every 3 hours from the buoys, the interpolated hourly time series has a velocity uncertainty of 2.3 cm s À1 . When computed at the various time intervals in the aliased form, this uncertainty reduces to anywhere from 0.10 to 0.41 cm s À1 for 3 day and 0.7 day interval, respectively (0.7 days is the shortest SAR pair time interval). The one exception is the GPS located at the camp, where measurements were taken nearly hourly. The GPS is rated with a geolocation error on the order of 30 m. Propagating this error, the camp has a velocity uncertainty of 0.59 cm s À1 for hourly data.
[26] According to Holt et al. [1992] and Lindsay and Stern [2003] , the variance of the displacement error between SAR pairs for ERS-1 SAR is about 330 m, resulting from a combination of geolocation (100 m) and feature identification (300 m) errors. As this error is already propagated to displacement dx 0 s , propagating it further to velocity will make it scale inversely with the time interval, or v 0 s = dx 0 s / (2Dt). This corresponds to velocity uncertainties from 0.06 to 0.27 cm s À1 for 3 day and 0.7 day, respectively. Conservatively taking the largest uncertainty that both instruments have in common, we anticipate combined velocity errors $0.48 cm s À1 .
[27] Using all available data, scatter plots in Figure 2 show an RMSE of 0.60 cm s À1 for velocity magnitude and 7.8°for direction. If we discount the single outlier in parentheses in Figure 2a , the RMSE reduces to 0.47 cm s À1 (92.6% agreement), which is close to the estimated instrument uncertainty.
Similarities Between Buoys and SAR
[28] The 25 day period from 19 February (day 50) to 14 March (day 74) is the only time during ISW when Argos buoys coincide with closely spaced SAR pairs (Table 1) . The motion vectors compare well (Figures 2 and 3) when the buoy velocities are processed to the same time intervals as corresponding SAR pairs. We note increased magnitude and spatial variability in Figures 3b and 3h corresponding to the shortest time intervals between SAR pairs (0.7 days).
Despite the limited samples, we contend that this distinction is real.
[29] Following the method of Geiger et al. [2000] , minimization of RMSE between buoy and satellite-derived motion products helps characterize scales of motion. Despite the limited number of samples (only seven), a systematic pattern of scales results (Figure 4 ). For velocity, SAR-derived motion products and buoy arrays agree to within 95% (based on the index of agreement) at scales of 5 km, with a slight linear reduction to 87% at scales of 75 km.
[30] Deformation variables are more sensitive than velocity to spatial scales. The shear values have good agreement (84%) at the 5 km search radius (or inclusion radius) but decrease rapidly to 50% agreement at a scale of 35 km and thereafter fluctuate about that value. The inverse is true for divergence, which shows low agreement at the 5 km scale but quickly meets the same 50% agreement at about the same scale as shear (40 km). The agreement based on all four velocity gradient terms (i.e., @u i /@x j ) fluctuates about 50% agreement over all scales tested with this data set. The scale response of divergence and shear makes intuitive sense, since shear patterns typically manifest themselves as long and narrow cracks while divergence/convergence typically manifests itself at a larger scale in the form of isotropic relaxation/compression of ice stresses and opening/closing of the floe field. On the basis of earlier works [Geiger et al., 1998a [Geiger et al., , 1998b [Geiger et al., , 2000 , this level of agreement (Table 1) shown on an SSM/I grid (km) orientated relative to Greenwich. Note that the last two pairs are included in Figure 3i . Superimposed is the distribution of coincident buoys. The time separation dt between pairs is applied to the buoys with the same mean SAR motion removed. All panels are scaled relative to the reference vector in Figure 3a .
between buoy deformation variables with either models or images is the maximum found to date.
[31] Since divergence is the critical variable for surface fluxes, Figure 5 shows a scatter plot comparing SARderived divergence using a 40 km inclusion radius and aliased buoy results. Following earlier uncertainty estimates, divergence uncertainty D 0 can be expressed as a function of velocity uncertainty
where L is the size of the arrays ($55 km and $80 km for buoy and SAR (inclusion radius Â 2), respectively). Applying this relationship to the uncertainties presented in section 2 (velocity uncertainty for buoys of 0.41 cm s À1 and for SAR of 0.27 cm s À1 ), we arrive at an upper estimate for divergence uncertainty of 10.5 and 4.8 Â 10 À8 s
À1
, respectively. These estimates are above and below, respectively, the RMSE found from the seven coincident divergence events in Figure 5 (7.46 Â 10 À8 s
).
[32] The range of SAR-derived divergence tends to be within ±10 Â 10 À8 s
, while the buoy results are within ±15 Â 10 À8 s
. This difference is at the level of the noise in this plot. However, this difference will resurface in section 5 during the estimation of surface fluxes. Considering this range as an estimate of the signal and RMSE between the two data sets as an estimate of the noise, we compute signal-to-noise ratios of 2:1 for the buoys (i.e., 15/ 7.46), which agrees with results found in the larger study reported by Geiger et al. [1998a] .
[33] Despite the limited case, the outcome of these few points highlights the sensitivity of mesoscale sea ice deformation to coupled spatiotemporal scales. A similar sensitivity was found in buoy comparisons by Geiger et al.
[2000] and Geiger and Drinkwater [2001] . We therefore hypothesize that the sensitivity demonstrated here is realistic and that the propagation of geolocation/position uncertainty is the main contributor to the scatter.
Differences Between Buoys and SAR
[34] In the last section, buoy velocities processed to SAR pair time intervals were shown to compare with SARderived motion products to within instrument accuracy when temporal and spatial scales were carefully matched. In this section, we emphasize their differences by examining them at their respective temporal resolution. To illustrate these differences, we use the hourly GPS readings taken at the camp and compare these results with image pairs from ERS-1 SAR. Despite the short time sequence, the coincident period covers the passage of a large storm recorded by buoy instruments and highlighted in Figure 6 .
[35] Figure 7a shows how well the piecewise smooth aliased buoy velocities match the SAR-derived motion vectors, as demonstrated in the last section. We also see from the hourly camp velocities that this smoothing process eliminates important high-frequency information, including strong semidiurnal and diurnal tidal activity, inertial oscillations, and other motion at periods shorter than 1 day (hereafter referred to as subdaily events) as described by Levine et al. [1997] and Geiger et al. [1998a Geiger et al. [ , 1998b . Breaking down each of these signals using a one-dimensional wavelet transform, Figures 7b -7d show the spectra of these three signals as periodograms. The lower two panels show similar patterns with the aliased GPS camp time series (Figure 7c) , showing more high-frequency (short-period) signal during times when the camp motion changed the most.
[36] The most revealing signal (Figure 7b ) is the hourly camp data, which include strong amplitudes near 0.5 and 1 Figure 4 . Agreement (see text) between buoy array estimates of local velocity (dash-dotted line), invariant shear (dashed line), divergence (dotted line), and deformation components (solid line) and corresponding SARderived products at various search radii. Three or more buoys were in close proximity to SAR image pairs seven times (Table 1) , with coincident SAR motion vectors collected within the chosen search radii relative to the buoy array geometric center (details in text). day periods that must be, mostly or at least substantially, due to inertial oscillation and semidiurnal and diurnal tides in this area [Levine et al., 1997; Geiger et al., 1998a Geiger et al., , 1998b Robertson et al., 1998; Padman and Kottmeier, 2000] . Also, centered on day 63.5, a strong 5 day signal corresponds to the storm referenced earlier (Figure 6 ). This signal coincides with increased amplitudes at the 1 day period. This coincidence of signals suggests the possibility of strong nonlinear mechanical ice/ice interaction. Figure 7 shows that the ice motion is oriented northwest at the peak of the storm. The most rapid change in velocity at this time is in the negative x direction (i.e., perpendicular to the continental shelf break), suggesting a rapid spatial change of tidal currents associated with changing bottom topography. As hypothesized by Padman and Kottmeier [2000] , the source for this coupling between tides and storm in the ice drift signal must be nonlinear ice mechanics.
[37] While this is the only storm during the coincident SAR/buoy period, 100+ days of ice drift were recorded at the camp (days of year 50 to 150+). Querying longer records, two similar periodogram features are found (not shown) near days 80 and 120, when air pressure and wind were changing during the storms. The direction of these storms, the increased compactness of the ice, and the change in ice composition produced less of a pronounced cascade pattern in the periodograms relative to the one shown in Figure 7 . Hence Figure 7 is the best illustration, from the entire ISW experiment, of strong nonlinear ice responses in the form of cross-slope velocity amplitude increases, during storm tidal events.
Impact on Surface Flux Estimates
[38] In this section, we quantify the differences found in the previous section by examining the impact on new ice production. The overall goal of this paper is to ascertain the significance of different temporal resolutions in buoy-and SAR-derived products. There are prototype models that characterize small-scale lead/polynya processes using a fetch and an active vertical region of freezing called a ''collection depth'' [e.g., Pease, 1987] based on detailed field measurements from a specific lead or polynya. However, our data are not comprehensive enough to model lead processes in such detail. Likewise, climate, large-scale, and mesoscale models are still in the experimental stage of resolving ''lead-type'' structures [e.g., Hibler and Schulson, 2000] and therefore lack any parameterizations for describing processes like fetch or collection depth.
[39] Crafting a simple ''toy'' numerical experiment, we consider small-scale open water areas the same way most larger-scale models do (i.e., as stochastic subgrid-scale events). The exercise focuses on surface flux estimates under the same thermodynamic conditions but under different temporal resolution. The simple bulk formulas are therefore sufficient to address this issue. We want to incorporate remotely sensed information into models in a form that parameterizes leads but, at the same time, identifies the limitations of such parameterizations as a function of temporal resolution. As this is a limited case study, we also wish to check our results relative to other studies. We therefore choose a bulk thermodynamic formulation similar to that described in the 1992-1994 polynya study [Markus et al., 1998 ] (hereinafter referred to as M98) since they compute surface fluxes using remotely sensed data (SSM/I) and model-based bulk formulations. Their study has the advantage that it also occurs in the same geographic region and overlaps in time with this study.
Estimate of Surface Heat Flux
[40] In the mesoscale to large scale, ice and salt production at the air/sea interface in polar regions is determined by a surface energy balance using bulk formulas. For open water and thin ice, these formulas are based on inputs of time and position; air properties including temperature, wind velocity, relative humidity (or dew point), and cloud cover; ocean heat flux; and the surface properties of temperature and albedo. Most sea ice models use the bulk formulas by Maykut [1986] or Parkinson and Washington [1979] . Adaptation of these formulas from Hibler [1979] and Geiger et al. [1997] describe a surface energy balance
where H i is the amount of heat gained or lost at the air/sea interface, H s is sensible heat flux, H l is latent heat flux, Q lu is incoming longwave radiation, Q bb is outgoing longwave (blackbody) radiation, Q s is incoming shortwave radiation, F w is ocean heat flux, and (when the ice is thick) F ri is the radiation trapped/absorbed in the ice, all in units of W m À2 . A negative heat flux at the surface indicates heat loss and therefore reduced surface temperature or freezing to form ice.
[41] In situ data from meteorological instruments on the buoys provide hourly readings of air temperature and wind velocity (Figures 6a and 6b) . The air temperature during the period of interest (Figure 6a ) is consistently below freezing, so we assume that any open water should be at the freezing point. No in situ humidity data were available, but qualitative field observations (S. Ackley, personal communication, 1993) suggest that, when the winds are blowing from the sea (compass wind directions from À45°to 135°), the relative humidity is high, while winds off the ice shelves are very dry. On the basis of sensitivity studies by Geiger et al. [1997] , relative humidities of 90% and 40%, respective to the above wind directions, yield model results in good agreement with observations, so we use those quantities here. Albedo is chosen as a constant (after Hibler [1979] ) of 0.1 for open water to very thin ice and a cloud cover of 80% based on typical weather conditions during the time of the experiment. An oceanic heat flux of 7 W m À2 is chosen based on measurements computed by Lytle and Ackley [1996] using ISW field data. Since our interest is in thin ice and open water, we set F ri equal to zero.
[42] Once the heat flux H i at the air/sea interface is calculated, we compute new ice production following M98 using
where G i is the rate of ice growth (m s
À1
) solved as a function of the surface heat flux (H i ), the density of the ice (r i = 950 kg m À3 after Pease [1987] ), and the latent heat of fusion (L f = 3.34 Â 10 5 J kg
[43] Salt production is computed as per M98 for direct comparison with that study as
where S f is the amount of salt released in kilograms, Dt is the time over which the ice production takes place, A is the area of open water (m 2 ), and s w and s i are the salinities of the water column and the ice, respectively. Under the same assumptions as M98 (after Martin and Kaufmann [1981] ), this relationship reduces to the simple formulation s i = 0.31 s w , with the salinity in the water column set at 34.45 as reported by Gordon [1998] during ISW. Given the depth of the water column (2250 m) and its location (on the continental slope with direct access to the deep basin), we do not include the salt feedback described by M98 but instead assume that any salt produced is mixed and advected away. Given the absence of the salt feedback process, ice and salt production differ by a constant offset for this study as seen in Figure 8c .
Parameterization of Open Water
[44] The remaining unknown is an estimate of open water area (A), which is the product of a given area (km 2 ) and open water fraction (%). We compute the open water fraction directly from a SAR image by identifying open water pixels within a given image [Drinkwater, 1998a [Drinkwater, , 1998b . However, we also wish to know the amount of open water at each buoy time and each midpoint time between images. At these times we compute ) over a given time interval provides changes in open water fraction due to mechanical processes and therefore O kin . We obtain the remaining two terms via an assumed linear fit, namely,
Here we assume that an offset (O ref (Figure 8a ) scales comparably for buoy and SAR data despite the different time intervals. The biggest difference is the higher open water fraction in the high-frequency buoy signal between SAR images on days 62 and 71. The fact that the aliased buoy signal so closely follows the SAR results in Figure 8a gives us confidence that uncertainties in divergence determination are not significantly large compared to the time sampling issues we wish to focus on.
[47] Because these measurements coincide with the deployment phase of the ISW project, meteorological stations were operational only partway through the SAR acquisition campaign. Hence there are only 12 days when SAR images, buoy positions, and in situ meteorological data all coincide, as shown in Figures 8b-8c . The overlap period is fortuitous, as it includes the storm discussed earlier (Figures 6  and 7) . On the basis of the bulk thermodynamic formula described earlier, the average open water new ice growth rate during this period is 4.3 cm d À1 (Figure 8b ).
[48] Looking carefully at the heat flux and ice production rates based on hourly observations, we see time segments when a large open water fraction coincides with high surface heat fluxes (primarily as a result of high wind speeds and/or low temperatures, Figure 6 ). These combined environmental conditions result in the highest ice and salt production rates, as noted in the production estimates computed using the fully sampled buoy record (Figure 8c) . Note, however, that the SAR results and the aliased buoy records are too intermittent to resolve these large ice and salt production bursts.
[49] The period between days 64.5 and 65.5 is fortuitous, with exceptional agreement between all production estimates as a result of a relatively constant open water fraction just after the SAR image taken on day 64.5 ( Figure 8a ). That short window of agreement demonstrates the potential for spaceborne flux estimates given sufficiently higher sampling rates and/or synthesis techniques involving both buoys and imagery. These results predict improvements for flux measurements with Advanced Microwave Scanning Radiometer -E (AMSR-E) over RADARSAT because of the higher (daily) repeat orbit rate of AMSR-E despite the lower spatial resolution.
[50] When we integrate the flux rates over the 12 day time period, we get ice (salt) production rates of 99.90 (2256), 103.80 (2327), and 179.30 Â 10 6 m 3 (4049 Â 10 6 kg) for the SAR, aliased buoy, and high-frequency buoy time series, respectively. The high-frequency buoy results have nearly twice the ice (salt) production as the SAR and aliased buoy results, while the aliased buoy results track very closely with the SAR results (less than 4% relative difference).
Discussion
[51] ISW is, to date, the only winter field experiment in the western Weddell Sea, so our findings are a noteworthy contribution to understanding mesoscale processes of this region and in planning future expeditions. While it is clear that no individual instrument can resolve all features of a process, it is of benefit to identify the extent of these limitations and their impact on the evaluation of key processes. Therefore we proceed below by examining the relationship between spatiotemporal scales of the geophysical processes observed and the spatiotemporal resolution of the instruments that measure these processes.
[52] We divide the discussion into two parts. First, we compare our results with those in the literature to get a larger perspective. Then, we look at an example of a smallscale event to identify specific issues contributing to the differences found from buoy-and SAR-derived new ice production rates.
Surface Fluxes From Other Studies
[53] The closest validation for our toy model is experiment 1 in the young sea ice formation study by Melnikov [1995] made at the ISW camp from 20 to 28 May (days 141 to 149). For ease of comparison, Table 3 lists the relevant properties. The primary differences are the time period (March versus May) and air temperature (colder for Melnikov [1995] ). Despite these differences, we find good agreement for water salinity and temperature.
[54] At first glance, the assumption s i = 0.31 s w results in lower ice salinity than observed. This suggests too much salt and therefore an overestimate of salt production. However, the observed brine salinity reported by Melnikov [1995] , which is implicitly included in our salinity relation, indicates significant brine loss (up to 40%) within a few days of ice formation. Unfortunately, the percentage of brine volume is not explicitly provided at each time interval in Melnikov's [1995] study. While we cannot quantitatively draw a conclusion, the above approximation qualitatively validates our solution.
[55] The last two rows in Table 3 are the range and median of new ice growth. The temperature ranges differ between these two studies, so a direct comparison is not possible. Instead, the ice thicknesses and times recorded by Melnikov [1995, Table 1 ] are used to estimate new ice growth rates. These computed values (Table 3) are commensurate with Figure 8b , with median values that give us confidence in the model we used. We believe that high winds may compensate for the warmer temperatures in our study relative to Melnikov's [1995] study when it was colder but less windy. This may account for the similarity in ice production rates. As a final comment, we note Melnikov's [1995, p. 4673] observation of ''a 12-hour period of oscillatory motion during the first day of ice growth'' as well as ''a 1.5-to 2-hour oscillation in the skeletal layer of 28-cm ice.'' These observations reiterate the significance of subdaily forcing on these small-scale ice processes.
[56] Scaling upward (Table 4) , the Eisen and Kottmeier [2000] (hereinafter referred to as EK2000) study described earlier found a maximum monthly ice production of 30 cm or, on average, 1 cm d À1 over the thin and open water sections over the entire western Weddell Sea based on their kinematic/thermodynamic model using 6 hourly European Centre for Mid-Range Weather Forecasting (ECMWF) fields and buoy motion over a 9 year period. The average new ice growth rate over the 12 day time series reported here is 4.3 cm d À1 using hourly observations and is therefore a factor of four greater than reported by EK2000. The monthly ice production by EK2000 is temporally smoother and includes a longer time period than either this or Melnikov's [1995] study and as such represents the longer timescales. An important sensitivity run by EK2000 was the filtering of tides using a 36 hour filter on the buoy divergence fields while still maintaining the 6 hourly ECMWF temporal resolution. In that scenario, EK2000 shows a decrease in salt production by $25% in the western Weddell Sea. This corroborates our findings of divergence and new ice production sensitivity to temporal resolution.
[57] Finally, we consider the 3 year Weddell Sea coastal polynyas study from 1992 to 1994 (M98). Using the same energy balance described in section 5 and SSM/I images at 25 Â 25 km resolution, M98 found an ice extent for the Weddell Sea in early to mid-March 1992 of 2 Â 10 6 km 2 (M98, Figure 13 ) and, using their 1 m average ice thickness assumption, a total ice volume of 2 Â 10 12 m 3 (M98, Figure 14a ). The total polynya area was about 2% of the ice extent (M98, Figure 14c ), or 40,000 km 2 , with their average monthly ice production in Weddell Sea polynyas during March 1992 of 5 Â 10 9 m 3 (M98, Figure 13 ). In terms of average daily new ice production rates, this value is $16 Â 10 7 m 3 d
À1
or 0.4 cm d À1 within polynyas. This value is substantially less (roughly half) than the EK2000 study and an order of magnitude less than this and Melnikov's [1995] studies.
[58] We note two key issues contributing to the low M98 results. First, the M98 heat flux values are computed using the ECMWF analysis fields. As reported by M98 and by participants in ISW (S. Ackley, personal communication, 1993) , wind velocity and direction from the three meteorological buoys from ISW were incorporated into the ECMWF analysis fields while the temperature records were withheld ''by rejection or very low weights of temperature data in the assimilation scheme'' (M98, p. 280) such that ECMWF fields are as much as 10 K warmer than the in situ records available for this study. We corroborate by noting from M98 (Figure 11a ) that the average monthly heat flux for March 1992 is around 100 W m
À2
, while the average heat flux over the 12 day period in Figure 8 is about 175 W m À2 .
[59] A second issue is the use of daily averaged heat fluxes in the M98 study, while this study used hourly readings and EK2000 used 6 hourly analysis fields. During storm events (e.g., Figure 6 ), temperatures in this study plummeted by 20 K in a matter of hours, then rose again, resulting in heat fluxes exceeding 400 W m À2 (e.g., days 63 to 64 in Figure 8b ), in contrast to the ECMWF daily mean of 100 W m
. The impact of these differences in temperature fields is perhaps best illustrated in the model sensitivity runs from EK2000. Their results show that a uniform temperature increase of 1 K causes a change of 25% in heat flux and 45% in ice growth rates. We therefore conclude that estimates of new sea ice production are particularly sensitive to instrument sampling rates and smoothing techniques, which must be considered in combination with the natural variability of new ice production rates.
Significance of Small-Scale Open Water Events
[60] Figure 9a shows a region of sea ice at the beginning of the storm, including a small region of open water ($3 km across). Six days later (Figure 9b The changes in composition are due to thermodynamic and kinematic processes at time intervals too short to be resolved with ERS-1 SAR. The rate of change of such features can easily account for differences in the open water fraction and resultant ice production rates shown in Figure 8 .
[61] This example illustrates the difficulty of resolving important small-scale processes in the western Weddell Sea. On one hand, SAR images provide periodic snapshots of a dynamic ice field, making it impossible to fully capture the time evolution of small-scale, high-frequency processes. On the other hand, the buoy array captures high temporal variability but is limited in spatial resolution. Efforts to synthesize both data types through models are needed to resolve these small-scale, high-frequency processes. A very simple synthesis is demonstrated in Figure 8a , where the buoy divergence time series is calibrated intermittently using high-spatial-resolution SAR to estimate the initial open water fraction, and then heat fluxes are resolved from the bulk formulas (Figure 8b ) to estimate ice and salt production ( Figure 8c ). This is possible because the correlation length scales of sea ice drift and divergence are on the order of tens to hundreds of kilometers. Such adaptations therefore provide effective model parameterization tools.
[62] For this study, sea ice composition (i.e., ice types: pancakes, individual free-drifting ice floes, aggregate-scale floes, and large plate structures) is of smaller scale than the forcing scale and as a result optimally responds to storm and tidal forcing to produce the large observed surface fluxes. Similar evidence for this process is demonstrated by Geiger et al. [1998a, Figure 12] , where sea ice shear and divergence in the tidal frequencies dampen out as the season progresses from austral autumn into winter. Through that period, the ice composition changes from small floes to aggregate-scale features with leads and cracks, to large-scale plates of ice. This connection has also been made by McNutt and Overland [2003] . Furthermore, Kwok et al. [2003] show a small seasonal damping of tidal/inertial oscillations in the Arctic, with the implication that semidiurnal oscillations may now be stronger as a consequence of general ice thinning in the Arctic. Hence the scale of sea ice composition and its thickness may be a necessary parameter for surface flux variability, together with ice tidal/inertial divergence/convergence cycling strength, especially in the development of next generation ''lead-oriented'' ice models and implications of process changes in climate change scenarios.
Concluding Remarks
[63] The present study addresses the four questions posed in the introduction. We found answers to question 1 through careful matching of temporal and spatial scales of SARderived motion products and buoys. We addressed question 2 through a difference study to isolate specific physical processes unresolved by SAR-derived products, in particular, those that affect surface flux estimates. Through that effort, we saw the nonlinear interaction of ice mechanics and high surface fluxes during winter storms along the western Weddell Sea continental slope. We responded to question 3 using a composite of information from buoys, SAR, and a bulk thermodynamic formulation to test the impact of ice divergence temporal resolution on ice production rates. From that experiment, we found nearly twice the new ice production rates when we used divergence incorporating subdaily variability.
[64] In the discussion, we responded to question 4 addressing three important issues. First, the consensus in the literature is that nearly half the surface flux in the Weddell Sea occurs in coastal polynyas, while equal amounts can be accounted for in the small leads and cracks, especially those along the western shelf/slope. This leaves only a small amount, if any, of the flux through ice floes themselves, which cover 90% or more of the surface. There also remains a large discrepancy in new ice production rates (differing by as little as twice and by at least as much as one order of magnitude). Table 4 suggests that these discrepancies are widespread, with lower production rates at longer temporal scales. Dynamic processes on short timescales over a very large region are the obvious cause. Second, a small-scale open water event illustrates the nonlinear interaction of atmospheric, ice, and oceanic processes, specifically, regarding temporal and spatial scales and the impact of these small-scale processes on the general circulation. Third, aliased high-frequency motion introduces a bias in estimates of satellite-derived motion products, and this, in turn, affects remotely sensed surface flux estimates. With specific regard to ERS-1/2 data during the ice phase (3 day Figure 9 . Example SAR images from day (a) 64 and (b) 70 projected on the SSM/I grid oriented relative to Greenwich. The position and orientation of both images are geographically nearly identical (see Table 1 ). White diamonds identify buoy positions, while arrows show buoy displacements as example motion between this image pair. exact repeat orbit), it is necessary to look at orbit crossovers to resolve any tidal component of ice drift (an important data component used in this case study).
[65] Parameterizations such as fetch and collection depth [Pease, 1987] have been developed but not integrated into the bulk formula models. As observed by Geiger et al. [1998b] , subdaily processes are difficult to incorporate into many of the standard sea ice models without reconsideration of the boundary layer. Hibler et al. [1999] clarifies that the traditional slab method (i.e., wherein sea ice sits on top of the Ekman layer) dampens subdaily oscillations, making it impossible to resolve tidal features in a numerical simulation. To compensate for this, their Lagrangian experiment embeds sea ice into the Ekman layer, with inertial oscillations resulting [Heil and Hibler, 2002] . Incorporating similar methods into other sea ice models is a necessary condition prior to implementation of any lead parameterization. Finally, model implementation of these processes may require a variable-scale or embedded-scale grid (e.g., finite element or discrete element model) optimized to capture the appropriate temporal and spatial scales, particularly in areas of intensive subdaily activity.
[66] The next question, of course, is where to go from here? Reducing the temporal resolution of buoys and the spatial resolution of SAR to mutual levels compares well, as shown in section 3. However, a more effective combination is the synthesis of the two data sets to make use of the high spatial resolution of SAR and the high temporal resolution of buoys. While this remains an unsolved problem, the latter approach can be used to address tidal aliasing, either by crafting a joint buoy/satellite experiment over a time period of at least a few months or by using adjacent satellite tracks (as opposed to exact revisit orbits) to increase the temporal resolution of satellite-derived motion products. Adjacent tracks, especially from the larger swath width of RADAR-SAT (500 km), allow for a smaller time sampling interval (as little as 100 min) while still resolving a large number of motion vectors.
[67] A comprehensive tidal analysis requires a significant space agency (e.g., CSA, ESA, NASA) commitment in terms of acquisition of large volumes of wide-swath SAR data to properly resolve subdaily ice motion and the consequent ice growth deficit. A recent preliminary analysis by Kwok et al. [2003] shows that this is possible with RADARSAT wide-swath images within a direct line of sight to the ASF receiving station. However, the location of that study is particularly fortuitous in terms of the latitudinal location and the large number of overlapping orbits. The challenge, therefore, remains to conduct a similar experiment over a large geographic extent around the continental shelf of Antarctica, focused particularly on known dense water formation regions experiencing strong tidal and inertial forcing. In this context, the newly implemented wide-swath Global Mapping Mode of Envisat may become of significant interest because of its potential for obtaining daily coverage of significant portions of the Arctic and Antarctic sea ice cover.
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