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Programacio´n del prototipo de un robot
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Yaling Zhang
Resumen–En la actualidad el uso de robots esta´ cada vez ma´s presente en la vida cotidiana, desde
robots de uso habitual para tareas dome´sticas (por ejemplo Roomba Vacuum Cleaning) hasta robots
industriales que realizan tareas complejas o repetitivas sustituyendo el trabajo humano y adema´s
esta´n apareciendo robots humanoides que ayudan a las personas dependientes.
En el presente artı´culo se presenta un caso real de la programacio´n de un robot auto´nomo; desde el
ensamblado hardware hasta la automatizacio´n a trave´s del software ROS (Robot Operating System).
Parablas claves– ROS, Kinect, Publisher, Subscriber, cinema´tica, servos, filtros morfolo´gicos, HSV,
luminancia, onda de luz.
Abstract– Nowadays the use of robots is constantly increasing in our daily life, not only for household
work, but also for industrial field to perform complex or recurring tasks easing the human labour.
Moreover, humanoid robots are developed to help dependant people.
In this article, a real autonomous robot programming case will be seen; beginning by the hardware
assembly and ending by the automation through ROS (Robot Operating System).




ESTE proyecto consiste en estudiar el funcionamientoy manipulacio´n de un brazo robot. Para el dicho es-tudio, se ha optado por utilizar el robot PhantomX
Pincher Arm [14] [13] [4] mediante la plataforma ROS,
Robot Operating System [15], la justificacio´n de la cual se
detallara´ en la seccio´n de estado de arte 3 y herramientas 6.
El presente documento esta´ estructurado de la siguiente
manera: una explicacio´n de los objetivos para el alcance de
este estudio (seccio´n 2); en que´ cosiste ROS (seccio´n 3);
la metodologı´a utilizada (seccio´n 4); ensamblado hardware
(seccio´n 5); presentacio´n de las herramientas (seccio´n 6); el
desarrollo de la cinema´tica (seccio´n 7) y la cinema´tica in-
versa (seccio´n 8); como alcance opcional de este proyecto:
visio´n sobre la Kinect (seccio´n 9) y en consecuencia trabajo
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futuro (seccio´n 10) y finalmente las conclusiones (seccio´n
11), referencias utilizadas para el documento y el ape´ndice.
2 OBJETIVOS
El objetivo de este proyecto consiste en investigar el com-
portamiento y funcionamiento de los robots auto´nomos in-
dustriales para la clasificacio´n e implementar el prototipo
al robot acade´mico PhantomX Pincher Arm [14] [13] [4].
Para ello se define los subobjetivos siguientes: analizar las
partes del sistema funcional; estudio profundo del sistema
ROS para manipular el brazo robot; llevar el conocimien-
to al desarrollo fı´sico del robot mencionado: posicionar el
brazo robot en coordenadas deseadas y realizar movimien-
tos automa´ticos.
Finalmente, se hara´ introduccio´n al mundo de la visio´n
mediante Kinect. E´ste forma parte de un objetivo ambici-
oso de automatizar la deteccio´n de la posicio´n del objeto
mediante visio´n por computacio´n. Dado que el proyecto es
acotado por el tiempo, este objetivo esta´ fuera del alcance
del proyecto, sin embargo, es una buena lı´nea de mejora.
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3 ESTADO DE ARTE
ROS (Robot Operating System) [15] [22] es una platafor-
ma open-source flexible para desarrollar software de robots.
Se puede entender ROS como un sistema distribuido, donde
los nodos se comunican entre ellos mediante Publishers y
Subscribers.
Fig. 1: Esquema de funcionamiento de nodos de ROS
Hoy en dı´a, ROS se ha convertido en una plataforma
comu´n donde se comunican y colaboran los ingenieros de
unos campos con los otros, ya sean de hardware o software;
el cual esta´ incrementando la innovacio´n en robo´tica en el
mundo.
4 METODOLOGI´A
Despue´s de estudiar los diferentes modelos de ciclos de
vida del software [19], se ha seleccionado el modelo incre-
mental como metodologı´a para el proyecto, el cual consiste
en an˜adir funcionalidades implementadas y testeadas a un
modelo base disen˜ado.
La ventaja de usar e´ste me´todo es que se genera el softwa-
re de forma ra´pida y al ser flexible reduce el coste en los
cambios de requisitos y de esta manera es ma´s fa´cil gestio-
nar los riesgos.
E´ste me´todo es seleccionado porque es el que se adapta
ma´s al presente proyecto dado sus objetivos. La inconveni-
encia del me´todo es que, si falla el modelo base, el coste de
reparacio´n y el tiempo requerido en el caso es elevado.
Fig. 2: Esquema modelo incremental
5 ENSAMBLAJE DEL ROBOT
El proyecto se ha empezado por el montaje del brazo ro-
bot PhantomX Pincher Arm [14]. El motivo de la reali-
zacio´n de esta parte es adquirir el conocimiento hardware
sobre el robot; al tener consideracio´n de las limitaciones
del hardware ayuda a comprender mejor la integracio´n del
conocimiento hardware y software.
El kit del robot PhantomX Pincher Arm esta´ formado
ba´sicamente por los servos AX-12A Dynamixel Actuators,
construccio´n ABS, el controlador Arbotix Robocontroller y
el componente Parallel Gripper. El resultado de este mon-
taje se muestra en la Figura 3.
Fig. 3: IDs de PhantomX Pincher Arm
Los nu´meros que se muestran en la figura son los iden-
tificadores u´nicos para controlar los servos. Estos identifi-
cadores se pueden configurar con arbotix terminal que esta´
explicado en la seccio´n de herramientas 6.
Los pasos ma´s significativos del montaje se puede locali-
zar en la seccio´n del ape´ndice 11 y el video del ensamblado
del robot se puede encontrar en el siguiente link [21].
6 HERRAMIENTAS
El proyecto tiene una finalidad de estudiar el compor-
tamiento de un robot auto´nomo. Por ello, para la parte
software se utilizo´ ROS [15] como framework y Python pa-
ra la programacio´n. El hardware utilizado es el brazo robot
PhantomX Pincher Arm [14] y finamente para la visio´n, la
ca´mara Kinect [3].
Para el entorno, se ha configurado Arduino, Pypose y Ar-
botix. En las siguientes secciones se entrara´n algunos deta-
lles de las configuraciones mencionadas.
6.1 PhantomX Pincher Arm
El brazo robot PhantomX Pincher Arm tiene 5 grados de
libertad: 4 de rotacio´n y 1 prisma´tico (4R1P) y es simple
de simular con el TurtleBot ROS robot platform. Algunas
de sus caracterı´sticas destacadas son: actuadores Dinamixel
AX-12A, construccio´n robusta ABS, Arbotix Robocontro-
ller para procesamiento a bordo y soporte de montaje para
ca´maras y sensores. [4].
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6.2 Kinect
La Kinect o Kinect XBOX 360 [4] es una ca´mara que ha
sido fabricada por Microsoft. La Kinect permite obtener
una escena 3D cuya caracterı´stica de campo de visio´n es la
siguiente [5]:
• Campo de visio´n horizontal de 57 grados.
• Campo de visio´n vertical de 43 grados.
• Rango de inclinacio´n fı´sica de ± 27 grados.
• Mayor resolucio´n 640 x 480.
• Rango de profundidad del sensor de [1.2, 3.5] metros.
Fig. 4: Kinect
6.3 ROS
ROS, ya citado en la seccio´n 3, facilita una serie de herra-
mientas, librerı´as, abstraccio´n de hardware, control de dis-
positivos de bajo nivel, etc., que simplifica la complejidad
de programacio´n del comportamiento de robots. Por es-
tas ventajas ROS es escogido para desarrollar el presente
proyecto.
Para este proyecto se utiliza la versio´n Indigo de ROS ya
que es la u´ltima versio´n estable. Las librerı´as de ROS esta´n
adaptadas para varios sistemas operativos y en este proyec-
to se utiliza el sistema Linux Mint 17.1 Rebecca que tiene
equivalencia con Ubuntu 14.04 Trusty Tahr y es compatible
con la versio´n Indigo.
En cuanto a ROS Indigo, hay que destacar en concreto, el
mo´dulo TurtleBot ROS robot platform que sera´ ampliamen-
te utilizada a lo largo del proyecto.
6.4 Arduino
El Arduino [12] es una plataforma electro´nica open-
source basada en un hardware fa´cil de usar y un entorno
de desarrollo disen˜ada para facilitar los proyectos multidis-
ciplinares. En este proyecto se usa para cargar el Pypose,
Arbotix, ROS o cualquier mo´dulo software se quiere incor-
porar al controlador del brazo robot Phamton X pincher.
Las librerı´as utilizadas: Arbotix y Pypose se pueden descar-
gar en Trossen Robotics [4].
6.4.1 Arbotix
Arbotix es un paquete de librerı´as para la placa del ro-
bot Phantom X Pincher. Entre todos los comandos, hay que
destacar arbotix terminal y arbotix gui para configurar el
robot. El arbotix terminal sirve para establecer los identi-
ficadores de los servos, como se explica en la seccio´n 5 y
listar los servos conectados. El arbotix gui, verifica medi-
ante ROS, el correcto conexionado y funcionamiento de los
servos, tal como se muestra en la imagen 5.
Fig. 5: Ejecucio´n de Arbotix Gui
6.4.2 Pypose
Una trayectoria es definida por una secuencia de posicio-
nes en Pypose. Un para´metro muy importante es el delta-T
que se ve en la Figura 6; ya que indica la velocidad del
movimiento. Por lo tanto, con valores muy bajos (≤ 500)
puede ocasionar dan˜os al robot fı´sico.
Fig. 6: Definir una trayectoria en Pypose.
La finalidad de utilizar Pypose es investigar la manera
de programar una trayectoria; los para´metros a considerar
y controlar, etc. Como resultado de la aplicacio´n de este
mo´dulo, se ha planificado una repeticio´n de movimientos
(loop), tal como se ve en el vı´deo [6] y una trayectoria de 5
posiciones que traslada un objeto de una posicio´n a otra tal
como se ve en el vı´deo [8].
7 CINEMA´TICA
Despue´s de la investigacio´n realizada, se ha obtenido la
informacio´n necesaria para realizar la implementacio´n de la
cinema´tica [24]. Como ya se ha comentado, ROS funciona
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como un sistema distribuido, en el cual los nodos se comu-
nican a trave´s de publishers y subscribers, tal como se ve
en la Figura 7.
Fig. 7: rostopic list -v
7.1 Resultado de la cinema´tica
Una vez implementada la cinema´tica, se ha realizado dos
tests: uno que verifica el funcionamiento del gripper y otro
que abarca todas las articulaciones.
7.1.1 Test del gripper
El test del gripper, realiza un bucle de abrir y cerrar segu´n
la apertura ma´xima y mı´nima predefinida y la velocidad esta´
controlada por un valor definido para rospy.sleep(). El re-
sultado de este test se puede ver en la referencia [9]. Los
nodos activos y la comunicacio´n de ellos, se ve en la gra´fica
8.
Fig. 8: Rqt graph del gripper
En la gra´fica del movimiento 9 se ve un ascenso y descen-
so. Esta gra´fica tiene sentido porque el gripper va abriendo
y cerrando. Cuando se abre el gripper, la gra´fica asciende y
viceversa.
Fig. 9: rqt plot del gripper
7.1.2 Test de las articulaciones
En el test de todas las articulaciones, el gripper sigue
realizando el mismo movimiento que la seccio´n anterior y
los de ma´s servos giran hacia arriba y abajo, segu´n el giro
ma´ximo y mı´nimo predefinido. El resultado de este test
se puede ver en la referencia [7]. En este caso hay ma´s
nodos activos que el caso anterior, como se ve en la segunda
gra´fica de la seccio´n de ape´ndice.
En la gra´fica de movimientos 10 se ve el gripper con el
mismo movimiento y el movimiento de los otros servos se
solapan en una ya que el step o el incremento de giro es el
mismo para todos los servos y es constante.
Fig. 10: rqt plot de todas las articulaciones
8 CINEMA´TICA INVERSA
El problema de la cinema´tica inversa consiste en calcular,
el conjunto de a´ngulos de articulacio´n que se debe aplicar a
la cinema´tica implementada; dada la posicio´n y la orienta-
cio´n de las articulaciones.
Este problema no es lineal. La existencia de la solucio´n
depende del espacio de trabajo del brazo. En general, el
espacio de trabajo es el volumen de espacio que puede ser
alcanzado por el robot. Para que exista una solucio´n, el pun-
to de destino debe estar dentro del espacio de trabajo. Este
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espacio es limitado por las restricciones fı´sicas del brazo ro-
bot. Esta informacio´n de las restricciones se encuentra en
el fichero de la especificacio´n del robot.
Otro posible problema que se puede encontrar al resol-
ver la cinema´tica inversa es el de mu´ltiples soluciones, ya
que cualquier posicio´n en el interior del espacio de trabajo
se puede alcanzar con cualquier orientacio´n. En este caso,
para simplificar el problema, se elige la primera solucio´n;
aunque se podrı´a escoger la solucio´n ma´s cercana a la posi-
cio´n de las articulaciones [23].
8.1 OpenRAVE
OpenRAVE [2] es una librerı´a que proporciona un entor-
no para testing, desarrollo e implementacio´n de algoritmos
de motion planning para aplicaciones de robots reales. Con-
tiene comandos para trabajar con planificadores y el tiem-
po de ejecucio´n es suficiente pequen˜o para ser utilizado en
controladores.
En este proyecto, OpenRAVE se utiliza en la resolucio´n
del problema de la cinema´tica inversa. En concreto, se apli-
ca en la parte de ana´lisis de la cinema´tica y la informacio´n
geome´trica relacionada con motion planning que facilita la
integracio´n con el sistema robo´tica ROS.
La instalacio´n de la librerı´a requiere una serie de pasos,
los cuales esta´n especificados en la referencia [1].
8.2 Solucio´n de la cinema´tica inversa
La solucio´n de la cinema´tica inversa para el brazo robot,
IKFast, es generada mediante la combinacio´n de ROS, la
especificacio´n de restricciones del brazo robot y la librerı´a
OpenRAVE. Se debe indicar que este me´todo de generador
de IKFast no funciona con robots de ma´s de 7 grados de
libertad [18].
La solucio´n que proporciona IKFast se invoca espefican-
do la matriz de rotacio´n del estado actual del brazo robot y
la posicio´n final que se desea alcanzar:
 cosθ −sinθ 0 Pxsinθ cosθ 0 Py
0 0 1 Pz

8.3 Resultado
El resultado de la cinema´tica inversa es un vector de
a´ngulos, los cuales indican la apertura de las articulaciones.
Aplicando este resultado a la cinema´tica implementada en
la seccio´n anterior, se ha visto que el brazo robot es capaz
de alcanzar la posicio´n objetiva automa´ticamente dado la
posicio´n. El vı´deo de este resultado se ve en el enlace [20].
Para lograr el resultado visto en el vı´deo, se ha definido 6
posiciones a alcanzar en la trayectoria para suavizar el mo-
vimiento. Este movimiento se puede automatizar realizan-
do una interpolacio´n de puntos entre la coordenada inicial
y la coordenada final, e invocando la cinema´tica inversa por
cada uno de los puntos. Cuantos ma´s puntos se define, ma´s
suave es el movimiento, pero tambie´n ma´s coste de compu-
tacio´n. E´sta interpolacio´n se puede implementar con algo-
ritmos basados en la Jacobiana, interpolacio´n polino´mica o
algoritmos similares.
9 VISIO´N CON KINECT
El objetivo de esta seccio´n es introducir la implementa-
cio´n de la visio´n a trave´s de la Kinect. La realizacio´n de
esta parte viene dada por la deteccio´n automa´tica de la po-
sicio´n mediante el ana´lisis de las ima´genes obtenidas de la
Kinect. Se ha comenzado a trabajar para la incorporacio´n
de la visio´n y se ha conseguido algunos objetivos, pero el
desarrollo completo de esta parte queda fuera del alcance
de este proyecto debido a su complejidad, como se ha men-
cionado en la seccio´n de objetivos 2. En esta seccio´n se
vera´n los detalles y sus respectivas lı´neas de continuacio´n.
9.1 El entorno de la Kinect
Para empezar a usar la Kinect al entorno Linux Mint 17
Rececca, es necesario instalar el controlador de la Kinect.
Existen varias opciones; pero este proyecto se ha utilizado
la librerı´a freenect porque es la ma´s nueva [10] y la que ma´s
que ma´s se ajusta al entorno y la necesidad.
El funcionamiento de la Kinect se puede ver en la si-
guiente Figura 11.
Fig. 11: Muestra de una captura de imagen con la Kinect
En la lista de nodos de subscribers y publishers 12 se
an˜adieron los nodos correspondientes a la Kinect.
Fig. 12: Los nodos asociados a la Kinect
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Entre todos los nodos, se interesa, /came-
ra/rgb/image raw, el cual permite obtener un mapa
RGB de la imagen escaneada por la Kinect. Con este dato
se puede implementar la parte de deteccio´n de objetos [11].
9.2 OpenCV
En la implementacio´n de la visio´n, se ha utilizado la li-
brerı´a OpenCV [16]; una librerı´a libre para procesamiento
de ima´genes. En ROS, las ima´genes se publican en forma-
to sensor msgs/Image message y para integrar este dato en
la librerı´a OpenCV se usa CvBridge que es una librerı´a de
interfaz entre ROS y OpenCV com se ve en la Figura 13.
Fig. 13: Interfaz entre ROS y OpenCV: CvBridge
Esta funcio´n se puede invocar con cv image = brid-
ge.imgmsg to cv(image message, encoding) donde enco-
ding es el tipo de dato. En general, CvBridge hace la conver-
sio´n de datos especificando el encoding con los siguientes
para´metros:
• mono8: CV 8UC1, imagen en escala de gris.
• mono16: CV 16UC1, 16-bit imagen en escala de gris.
• bgr8: CV 8UC3, imagen en color con valores en orden
azul-verde-rojo (BGR).
• rgb8: CV 8UC3, imagen en color con valores en orden
rojo-verde-azul (RGB).
• bgra8: CV 8UC4, imagen BGR con canal alpha.
• rgba8: CV 8UC4, imagen RGB con canal alpha.
9.3 Visio´n implementada
La deteccio´n de objetos es basada en colores predefini-
dos. Para este fin, se define los rangos de valores para los
colores BGR (lı´mites inferiores y superiores) [17]. De es-
ta manera filtrando los pı´xeles por rangos se obtiene una
imagen binaria o segmentada, la cual indica la zona donde
se encuentra el objeto a detectar. En un caso concreto, los
lı´mites son:
• [17, 15, 100] y [50, 56, 200] para el color rojo.
• [86, 31, 4] y [220, 88, 50] para el azul.
• [0,102, 102] y [51,255, 255] para el amarillo.
Los valores tienen el siguiente significado, tomando el
ejemplo del color rojo especificado: R ≥ 100, B ≥
15yG ≥ 17 para lı´mite inferior, y R ≤ 200, B ≤ 56 y
G ≤ 50 para el lı´mite superior. La imagen segmentada
usando el caso anterior y aplicando los lı´mites de colores
mencionados se puede ver en la imagen 14:
Fig. 14: Imagen binaria de deteccio´n de objeto amarillo
Como se ve, en la imagen aparecen islas o ruido y esta
informacio´n no es u´til para el resultado. Para resolver este
problema se aplica el filtro morfolo´gico open que se vera´ en
la siguiente subseccio´n 9.3.1.
9.3.1 El filtro morfolo´gico open
Los filtros morfolo´gicos son filtros cuyo valor de cada
pı´xel de salida depende del valor del pı´xel a tratar y sus ve-
cinos (pı´xeles que quedan dentro de una ventana alrededor
del pı´xel a tratar).
Antes de entrar en detalle sobre el filtro open se debe
explicar unos conceptos previos.
• Elemento estructurante: Define el taman˜o de la ven-
tana y la forma de e´sta en la que se aplicara´ la opera-
cio´n morfolo´gica [25].
• Erosio´n: El pı´xel de salida es el mı´nimo de los pı´xeles
dentro de la ventana definida por el elemento estructu-
rante [25].
Su fo´rmula viene dada por:
εbx[n] =
∧∞
k=−∞(x[k]− b[k − n])





son operaciones supremos e
ı´nfimos respectivamente.
• Dilatacio´n: El pı´xel de salida corresponde al ma´ximo
de los pı´xeles dentro de la ventana definida por el ele-
mento estructurante.
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δbx[n] =
∨∞
k=−∞(x[k] + b[n− k])
Una vez explicado los conceptos anteriores, la operacio´n
Open es una combinacio´n de una erosio´n seguido de una
dilatacio´n utilizando el mismo elemento estructurante.
y = (x	 b)⊕ b = γb(x)
Este filtro es utilizado para eliminar las islas (ruido) cre-
ado al aplicar el rango de colores. Esto es posible ya que, al
aplicar primero una erosio´n, el ruido es eliminado por com-
pleto y al aplicar la dilatacio´n, el objeto detectado recupera
la deformacio´n ocurrida por la erosio´n.
Por u´ltimo, en caso de que sea necesario, se aplica un
rellenado filling para rellenar posibles agujeros que pueda
tener el objeto detectado, tal como se puede ver en la ima-
gen 15.
Fig. 15: Imagen rellenada
9.4 Resultado de la visio´n
Tras tests realizados sobre la visio´n implementada, se ha
visto que el resultado se ve afectado por la luminancia de la
imagen capturada. Se ha probado otros espacios de colores,
como HSV (Hue Saturation Value).
En consecuencia, para resolver el problema comentado,
se debe hacer investigaciones profundas: usando el espacio
de color HSL, Hue Saturation Lightness, que proporciona
la informacio´n de la luminancia de la imagen y encontrar la
relacio´n entre el tipo de intensidad y las escalas de colores.
Dicho en otras palabras, obtener un mapa de corresponden-
cia de escala de colores respecto a la curva de intensidad de
luminancia.
La mejora usando HSV no se es notable en el resulta-
do. El motivo del cual se justifica que la onda de luz varia
durante el trascurso del dı´a, por lo tanto, la intensidad y la
escala del color cambia a lo largo del dı´a.
Fig. 16: Espacio de color HSV
Por la anterior explicacio´n, si la imagen ha sido captu-
rada de dı´a, el color se observa, por ejemplo, rojo; pero
si es capturada por la tarde, el color es rosa intenso. Se
puede resolver este problema de manera fa´cil, admitiendo
ma´s tolerancia o flexibilidad a los rangos de colores men-
cionados anteriormente, pero, en consecuencia, la imagen
segmentada obtenida contiene ma´s ruido, en otras palabras,
elementos del fondo que no es el objeto interesado.
En consecuencia, para resolver el problema comentado,
se debe hacer investigaciones profundas: usando el espacio
de color HSL, Hue Saturation Lightness, que proporciona
la informacio´n de la luminancia de la imagen y encontrar la
relacio´n entre el tipo de intensidad y las escalas de colores.
Dicho en otras palabras, obtener un mapa de corresponden-
cia de escala de colores respecto a la curva de intensidad de
luminancia.
10 TRABAJO FUTURO
El presente proyecto queda cerrado con la investigacio´n
analizada hasta el momento. Sin embargo, quedan abiertas
las lı´neas de continuacio´n para investigaciones futuras, tal
como ya se ha comentado en las secciones anteriores. Las
lı´neas de mejoras se clasifican en 4 clases:
• Cinema´tica inversa: Para lograr el resultado que se
muestra en la seccio´n de cinema´tica inversa, se ha de-
finido varias posiciones manualmente para formar una
trayectoria y ası´, suavizar el movimiento. Este movi-
miento se puede automatizar con algoritmos basados
en la Jacobiana o similares como ya se ha menciona-
do.
• Visio´n: En la seccio´n de visio´n 9 se ha mencionado va-
rias mejoras posibles, que se resumen en los siguientes
puntos:
– Algortimo sofisticado para resolver el problema
de dependencia de la onda de luz, como se ha
comentado en la seccio´n 9.4.
– Deteccio´n de objetos por formas, en lugar de
colores; mediante primero, la aplicacio´n de fil-
tro canny para obtener los contornos de la ima-
gen y despue´s, utilizando los contornos como ca-
racterı´sticas y detectar el objeto deseado usando
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la transformada de Hough o CNN (Convolution
Neuronal Net).
• ICP: Una vez resuelto el problema de onda de luz, otra
mejora pendiente es la deteccio´n de la posicio´n de los
objetos. La Kinect permite reconstruir el mapa 3D a
trave´s de captura de Point Clouds. Para el procesa-
miento de los datos Point Clouds se puede aplicar el
algoritmo ICP(Iterative closest point). De esta manera
combina´ndolo con el ana´lisis de la imagen se obtiene
la coordenada 3D de la posicio´n del objeto. La coorde-
nada obtenida en este caso, es respecto a la Kinect, por
lo tanto, se debe realizar una transformada de coorde-
nada a la coordenada del robot, conociendo la relacio´n
de distancia entre ambos 17.
• Escena no esta´tica: En este trabajo se ha adaptado sim-
plificaciones al problema real, considerando la escena
esta´tica. Sin embargo, en el mundo real no siempre
los objetos son esta´ticos, como por ejemplo los clasi-
ficadores de la cinta transportadora. Por consiguiente,
se espera la implementacio´n de casos ma´s complejos
como la escena dina´mica para investigaciones futuras.
Fig. 17: Transformada de coordenada
11 CONCLUSIONS
En sı´ntesis, el objetivo de este proyecto: programacio´n
del robot auto´nomo, Phantom X Pincher Arm, para la cla-
sificacio´n de objetos, queda cerrado. Actualmente, el brazo
robot es capaz de realizar movimientos de forma automa´tica
dada una posicio´n. Una vez logrado el punto mencionado,
se ha abierto varias lı´neas de continuacio´n posible para in-
vestigaciones futuras, como se ha mencionado anteriormen-
te.
En la realizacio´n de este proyecto, se ha visto el funciona-
miento del robot auto´nomo desde su ensamblado hardware
hasta la programacio´n del software, adema´s de comprender
la visio´n que esconde detra´s y las limitaciones al llevarla a
la pra´ctica.
Por u´ltimo, este proyecto ha introducido al autor a la pla-
taforma ROS, la cual es altamente utilizado en el mundo
de la robo´tica, para las posibles investigaciones personales
futuras al presente robot y proyectos personales.
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