Motivated by applications of log-sine integrals to a wide range of mathematical and physical problems, it is shown that real numbers and certain types of log-sine integrals can be strongly approximated by linear combinations of special values of the harmonic zeta function with the property that the coefficients belonging to these combinations turn out to be universal in the sense of being independent of special values. The approximation of real numbers by combinations of special values is reminiscent of the classical Diophantine approximation of Liouville numbers by rationals. Moreover, explicit representations of some specific log-sine integrals are obtained in terms of special values of the harmonic zeta function and the Riemann zeta function through a study of Fourier series involving harmonic numbers. In particular, special values of the harmonic zeta function and the less studied odd harmonic zeta function are expressed in terms of log-sine integrals over [0, 2π] and [0, π].
Introduction
Log-sine integrals have applications to a wide range of mathematical and physical problems. To quote a basic example of how they arise in physics, consider two charged particles placed on the unit circle. If both particles carry a unit charge, then the potential energy of the system is − log |1 − e it | = − log 2 sin t 2 , where 0 < t < 2π is the relative angle between the particles. Consequently, the average value of this potential energy on the unit circle leads to the convergent improper integral
which is the simplest prototype of a log-sine integral and is known to vanish. Similar integrals arising from more general configurations of freely moving charges on a thin circular conductor of unit radius were studied by Dyson and Mehta (see [33] [34] [35] [36] [37] and Chapter 16 of [47] ). Their insight led to the following partition integral describing the charge distribution:
This integral turns out to be a special case of a family of integrals introduced and evaluated by Selberg [52] in terms of values of the gamma function and more recently by Aomoto [13] who gave a simpler approach to a slightly more general integral (see also Chapter 8 of [11] and Chapter 17 of [47] ). For a detailed historical account of the Selberg integral, we recommend the article by Forrester and Warnaar [38] . Log-sine integrals of the form 2π 0 t q log p 2 sin t 2 dt for nonnegative integers p, q have occupied a central place in recent literature. They were evaluated in many different ways (see [24] [25] [26] [27] ), have deeper connections to values of polylogarithms [21, 44, 45] and rapidly converging series representations of L-values, a subject that goes back to Euler and Ramanujan (see [7, 41] and Chapter 14 of [17] ). Improving on the work of Shen [53] , Choi and Srivastava [27] found an algorithm for the evaluation of log-sine (and log-cosine) integrals, which essentially reduces this computation to successive differentiations of a function of two variables depending on the digamma function. In this way, they have tabulated their results for certain ranges of p and q. In this paper, we show that strong approximations of real numbers and log-sine integrals are possible via special values of the harmonic zeta function and the Riemann zeta function defined respectively by ζ H (s) = where B 2m are the (nonvanishing) Bernoulli numbers for m ≥ 1, unexpectedly comes up in some energy calculations belonging to quantum mechanics and in Bose condensation phenomena of statistical quantum mechanics (see p. 38 and p. 243 of [39] ). On the other hand, the elusive odd values ζ(2m + 1) are described by Bloch [18] , Kato [43] and Bloch and Kato [19] by building a new theory of Tamagawa measure on motives. All of these insights are now collected under the far reaching Beilinson conjectures [50] 
for all m ≥ 2, where the sum over k is taken to be zero when m = 2. The particular cases
of Euler's formula are indeed striking. There is also a rich collection of infinite series identities involving harmonic numbers. We refer to the papers of De Doelder [32] , D. Borwein and J. M. Borwein [20] , Chu [28, 29] and Chen and Chu [23] for different approaches to obtaining such identities. Hyperharmonic numbers, which are generalizations of harmonic numbers, were first introduced by Conway and Guy [30] . The combinatorial significance of these numbers was investigated by Benjamin et al. [15] . Further combinatorial connections and relations between values of the hyperharmonic zeta function and the Hurwitz zeta function were nicely treated by Mezö and Dil [48] . Our main result below shows that specific log-sine type integrals and consequently all real numbers can be strongly approximated by linear combinations of even values of the harmonic zeta function teamed up by the odd values of the Riemann zeta function. The surprising feature of these combinations is the independence of coefficients from special values. Furthermore, the error in these approximations tends to zero as the number of terms in the combinations tends to infinity and this is analogous to what happens in a typical Diophantine approximation result, namely that the error tends to zero as the height of the approximating number tends to infinity, where in case of rational approximating numbers, the height essentially corresponds to the denominator. We should mention that approximation type results in some nonstandard settings have been the subject of important research. [54] with the help of a purely algebraic method. The author [5] showed that weighted averages of Gauss sums can be well approximated by Q-linear combinations of special values of L-functions in which coefficients belonging to the combinations only depend on the parity of the character. Alkan et al. [9, 10] found some nonstandard Diophantine approximation results with values of arithmetic functions and Fourier coefficients of newforms. It is worth remarking that our results below on the approximation of real numbers with combinations of special values were discovered only through a study of log-sine integrals so were motivated from physics, and it is reasonable to ask if there is a direct approach to such results bypassing the role of log-sine integrals. If F is a nonempty set of real numbers (in this paper F is always taken to be a vector space or a field or its multiplicative group in R), then an F -linear combination of real numbers x 1 , . . . , x n will be written as n k=1 F x k unless it is necessary to distinguish the actual coefficients. As usual, Q(π) denotes the totally transcendental extension obtained by adjoining π to Q. Equivalently, it is the field of evaluations of all Q-rational functions at π. Let us write Q[π s : 1 ≤ s ≤ n] to denote the vector space of all Q-linear combinations of π s for 1 ≤ s ≤ n. We are now ready to state our main result. 
whose coefficients are all nonzero, depend on f and n but not on the collec- [46] ). Concerning this, the author [8] recently discovered new series and families of transcendental numbers that are not U -numbers represented by these series through a study of integral representations involving carefully selected rational functions whose evaluations lead to specific linear combinations with algebraic coefficients of π and Baker periods. It is possible to make strong approximations using odd values of the harmonic zeta function as well at the cost of introducing a rational polynomial evaluated at π.
Theorem 2. Let f be a Lipschitz continuous function defined on [0, 2π] that is not a polynomial. Then the integral
exists and for any given integer n ≥ 3, there exists an integer r ≤ n tending to infinity with n and a polynomial P r (x) ∈ Q[x] of degree r with coefficients depending only on f and n such that if r ≥ 2, then there is a linear combination K of the form
whose coefficients are all nonzero, depend on f and n but not on the collection of values ζ H (2k + 1), k ≥ 1, satisfying 
of degree r with coefficients depending only on f, n and q, satisfying 
of degree r with coefficients depending only on α, n and q, satisfying
Explicit representations of some log-sine integrals
For the proofs of our main results, we first need to obtain explicit representations of the log-sine moments (2.1)
where m is a positive integer and 0 < a ≤ 2π, especially when a = 2π. Let us define an odd harmonic number as
for n ≥ 1. Then the odd harmonic zeta function is given by
Special values of ζ O are less understood and not so easily accessible as special values of ζ H . Despite this, one still has the curious relation (see [20] ) 
Consequently,
when m ≥ 1 is odd and σ = 0, 1. The coefficients belonging to Q(π) in this combination are all computable.
Theorem 4. If m ≥ 2, then
Consequently,
when m ≥ 2 is even and σ = 0, 1. The coefficients belonging to this combination are all computable.
Concerning values of the odd harmonic zeta function, we have
The coefficients belonging to these combinations are all computable.
Proof of Theorem 3
We know that for |z| = 1 and z = 1,
where the logarithm has its principal value. Taking z = e it for 0 < t < 2π in (3.1) and then comparing the imaginary parts of both sides, one obtains the Fourier sine series of the function
Assume that t ∈ [δ, 2π − δ], where δ > 0 is fixed but arbitrary. For these values of t, it follows from (3.3) that
Thus, by (3.4), the partial sums are uniformly bounded in terms of δ. Moreover,
(with the convention H 0 = 0) is monotonically decreasing to zero for n ≥ 2 and by Dirichlet's criterion, the Fourier series
. For any integer m ≥ 1, multiplying both sides of (3.2) by t m , then integrating from δ to 2π − δ and noticing that the left-hand side can be integrated term by term as a result of uniform convergence on [δ, 2π − δ], we deduce that (3.5)
By partial integration, one easily derives from (3.6) the recursive formula
Combining (3.5)-(3.7), we have
Letting δ → 0 + and using the fact that all of the resulting series are uniformly convergent with respect to δ, we see from (3.8) that
We may now iterate (3.9) and apply the same reasoning to a m−2 , a m−4 , . . . and then let δ → 0 + . Clearly, this process terminates after finitely many iterations. On the other hand, the improper integral on the right-hand side of (3.5) converges as a result of the mild logarithmic singularity, and recalling the definition (2.1) of I m,2π , one obtains (3.10) lim
for m ≥ 1. In particular, integrating
term by term from 0 to 2π is justified. Some caution is necessary to keep track of the end of this iteration process. Because of the recursion (3.7) satisfied by a m , the final term can indeed be specified in terms of the parity of m. Precisely, using (3.10), we may write
Noting that
when m ≥ 1, we infer from (3.11) and (3.12) that
holds. When m = 1, we have ζ H (2) − ζ(3) = ζ(3) and I 2,2π = −4πζ(3) (see [27] ) so that this settles the base case by taking the coefficient − 1 4π ∈ Q(π). Since m − 1 is even, we may rewrite (3.13) as
Combining (3.13) and (3.14), we see that
Next using the inductive hypothesis, one has
2 . Feeding (3.16) into (3.15), it follows that
Clearly, (3.17) gives that 
by induction over even m ≥ 2, first note that the base case m = 2 holds by I 3,2π = −12π 2 ζ(3) (see [27] ). Then use (3.13) to complete the induction step. The computability of all coefficients in Q(π) again follows from the induction step. This completes the proof of Theorem 3.
Proof of Theorem 4
Let us rewrite (3.1) as
for |z| = 1, z = 1, where
is the dilogarithm. Taking z = e it for 0 < t < 2π in (4.1) and then comparing real parts, we arrive at the Fourier cosine series 
By (4.6), left-hand side of (4.5) equals
Using the fact that the resulting series in (4.7) are all uniformly convergent in δ, we may let δ → 0 + and iterate (4.7) to justify that 72 (see [20] ) settles the base case m = 3. We may rewrite (4.8) as
Using the inductive hypothesis, we have
2 . It follows that
Induction is then completed by gathering these equations. The induction step and (4.8) further show that all of the coefficients are computable. The proof of the formula
for even m ≥ 2 and computability of the coefficients follow by a similar induction using (4.8). This completes the proof of Theorem 4.
Proof of Theorem 5
Adding (4.4) to (4.4) in which t has been replaced by π − t, one obtains the Fourier cosine series (5. 
We may also write
Note that the Fourier sine series 
, where C is a constant. But letting t → 0 + , we see that C = 0. Now taking t = π in (5.6), one has
Assembling (5.2)-(5.5) and (5.7), we deduce that (5.8)
Let us show by induction that
when m ≥ 3 is odd. The base case m = 3 is clear since the left-hand side of (5.8) becomes
Using the inductive hypothesis, we may rewrite the left-hand side of (5.8) as
and the induction is easily completed by combining (5.8) and (5.10). Finally, using Theorem 4 and the fact that
Gathering (5.9) and (5.11)
follows when m ≥ 3 is odd. Once again the coefficients in (5.12) are all computable. Adding (3.2) to (3.2) in which t has been replaced by t + π, we obtain (5.13) 
Since 0 = I 0,2π = 2I 0,π , it follows from (5.14)-(5.16) that
when m ≥ 2 is even. Clearly, this holds for m = 2 by (5.17). Assuming the inductive hypothesis, we rewrite the left-hand side of (5.17) as
so that the induction is completed from (5.17) and (5.19). Lastly, 
Proof of Theorem 1
Let f be a Lipschitz continuous function on [0, 2π]. The integral I f,2π in (1.1) is improper at 0 and 2π. Note that
dt converges since f is bounded. Similarly,
converges as well. The convergence of I f,2π is now a consequence of (6.1) and (6. 
where as usual we know that
where the implied constant in (6.3) is absolute. For further results on approximation theory, the reader is referred to the memoir of Jackson [40] . Thus for any given integer n ≥ 3, we may write
Since f is Lipschitz, we further have
where the implied constant in (6.5) depends only on f (it is essentially the Lipschitz constant of f ). It follows from (6.4) and (6.5) that
Since Q is dense in R, using (6.6), there exists a polynomial P (x) = a 0 + a 1 x + · · · + a r x r of degree r ≤ n (so that a r = 0) with rational coefficients such that
is a finite-dimensional vector subspace of the space of all continuous functions on [0, 2π] under the supremum metric. Therefore,
This means that when n is large enough,
holds by (6.7). Thus r > d by (6.8). As d is arbitrary, we see that r ≤ n tends to infinity with n. From (1.1) and (6.7), we have (6.9)
Moreover, (6.10)
holds since I 0,2π = 0 = I 1,2π (see [27] ). It is necessary to have a convenient representation of I m,2π . To this end, using Theorem 3, we may write I m+1,2π for odd m ≥ 1 as a telescoping sum (using I 1,2π = 0 again) in the form
Again using Theorem 3, we also have
Combining (6.11) and (6.12), we arrive at the formula
where (6.14)
when m ≥ 1 is odd (with the convention that the sums over k are taken to be zero if m = 1). It follows from (6.13) and (6.14) that (6.15)
when m ≥ 1 is odd, where Q × = Q − {0} (actually, the coefficients in (6.15) are in Z × = Z − {0} but we will not need this). On the other hand, if m ≥ 2 is even, then we may assemble
and
to deduce the formula (6.18)
As a result of (6.16)-(6.19), we have (6.20)
when m ≥ 2 is even. Consequently from (6.10), (6.15) and (6.20) , we see that
Then (6.21) implies that
Note that the coefficient of ζ H (2k) − ζ(2k + 1) in (6.22) is a rational polynomial in π. Hence, we may rewrite (6.22) as
when r ≥ 2. If any of the coefficients on the right-hand side of (6.23) is zero, then since π is transcendental, this would force a r = 0, a contradiction. In conclusion, all of these coefficients are nonzero. Moreover, they depend on f and n but not on the collection of values ζ H (2k) − ζ(2k + 1), k ≥ 1. Finally, gathering (6.9) and (6.23), one obtains the desired approximation property from (1.2) when r ≥ 2. 
But f (q−1) is Lipschitz on [0, 2π] and we see that
As a result of (6.24) and (6.25), the estimate
holds. Consequently, using (6.26), one derives similarly the estimate
and the approximation
The coefficients in L are nonzero, depend on f, n and q but not on the collection of values ζ H (2k) − ζ(2k + 1), k ≥ 1. To complete the proof, we need to show that the same approximation properties as in (6.27) hold also for any real number α. To this end, for any given real number α, it suffices to construct a C ∞ function f α on [0, 2π] corresponding to α that is not a polynomial and with the property that α = I fα,2π . Choose δ > 0 such that
where M > 0 is a constant and 0 ≤ f (t) ≤ M for all t ∈ [0, 2π] (the existence and construction of such a function f are of course well-known). As a result of (6.28) 
Proof of Theorem 2
The proof is similar to the proof of Theorem 1 so we mention only the changes that need to be made. If P (x) = b 0 + b 1 x + · · · + b r x r of degree r ≤ n with rational coefficients is the approximating polynomial of f (x), then
follows. We know that
Moreover,
is given in [27] . From Theorem 4, one has follows by (7.6) (note that, if necessary, the coefficients belonging to Q × in the definition of P r (x) can be given explicitly using Theorem 4). If r ≥ 2, then assembling (7.5) and (7.7), we infer that 
Log-sine integrals over shorter intervals
Log-sine integrals over shorter intervals such as [0, π] or [0, π 2 ] are of further interest as they are naturally related to potential energy problems of charge systems located on a half circle or a quarter circle. Nevertheless, evaluations of these integrals are sporadic rather than systematic and in many cases not complete, in contrast with the log-sine integrals over [0, 2π ]. Here we demonstrate this by evaluating I 2,π , J 1,π and J 2,π . In particular, the connection of these integrals to series involving harmonic numbers is exploited. As a bonus, we further obtain the promised evaluation of ζ O (3). It turns out that our results involve polylogarithmic constants and special values of the Riemann zeta function such as ζ (3) . From (3.2), we see that was known to Euler (see [41] 
