Defining belief functions using mathematical morphology – Application to image fusion under imprecision  by Bloch, Isabelle
Available online at www.sciencedirect.comInternational Journal of Approximate Reasoning
48 (2008) 437–465
www.elsevier.com/locate/ijarDeﬁning belief functions using mathematical morphology
– Application to image fusion under imprecision
Isabelle Bloch
Ecole Nationale Supe´rieure des Te´le´communications (GET – Te´le´com Paris), CNRS UMR 5141 LTCI –
Signal and Image Processing Department, 46 rue Barrault, 75013 Paris, France
Received 21 August 2006; received in revised form 12 July 2007; accepted 13 July 2007
Available online 11 August 2007Abstract
We address in this paper the problem of deﬁning belief functions, typically for multi-source classiﬁcation applications in
image processing. We propose to use mathematical morphology for introducing imprecision in the mass and belief func-
tions while estimating disjunctions of hypotheses. The basic idea relies on the similarity between some properties of mor-
phological operators and properties of belief functions. The framework of mathematical morphology guarantees that the
derived functions have all required properties. We illustrate the proposed approach on synthetic and real images.
 2007 Elsevier Inc. All rights reserved.
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Fuzzy sets1. Introduction
Information fusion in image processing has led to an increased interest during the last years, motivated by
the development of multiple acquisition techniques. These techniques are more and more jointly used to give
access to a better knowledge in many cases of experimental sciences. In image processing, information fusion
appears as a necessary stage for applications like medical imaging, aerial and satellite imaging, quality control,
robot vision, vehicle or robot guidance. It allows solving problems that could not be solved by using only one
type of acquisition, due to its imperfections and incompleteness.
A main issue in this domain is to represent the diﬀerent types of imperfections (imprecision, uncertainty,
ambiguity, incompleteness, unreliability, conﬂict, etc.) and to cope with them. Numerous approaches have
been developed in order to answer the diﬃcult question of image fusion in diﬀerent application domains
[1]. Among them, numerical methods (either based on probabilistic models or on non-probabilistic ones) have
gained a large interest because of their ability (i) to model image information, the speciﬁcities of the informa-
tion provided by each image for each hypothesis, along with its imperfections, and (ii) to reason under diﬀer-
ent types of imperfections. In particular, methods based on belief functions [2,3] have led to interesting0888-613X/$ - see front matter  2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.ijar.2007.07.008
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cernment that represents the hypotheses of interest for the decision making step (typically classes in a multi-
source classiﬁcation problem), (ii) estimating mass functions from characteristics of the classes in each image,
(iii) combining the mass functions of all images, (iv) making decision based on computation of belief, plausi-
bility or pignistic probability functions.
One of the diﬃculties when using belief functions theory for image fusion consists in estimating mass func-
tions on disjunctions, to provide a proper representation of imprecision in the information provided by each
image. This can be imprecision in grey levels characterizing the classes of interest in each image, or imprecision
in the spatial domain (due for instance to preliminary registration between the images, poor object delineation,
partial volume eﬀect, noise, etc.). Examples where it is very useful to take disjunctions into account in the mod-
eling step, and where belief functions theory provides appropriate answers, include the following situations:
• a source provides information concerning only a few of several classes;
• a source does not diﬀerentiate two classes: hesitation or ambiguity between these two classes is then mod-
eled as a mass on the disjunction of these two classes;
• partial volume eﬀect or mixed pixels due to the discrete nature of the images (a situation that often occurs at
the border of classes): it can also be taken into account by assigning masses to the union of the two classes
mixed in the considered area;
• a global source reliability has to be taken into account: this may be done by weakening all masses and rein-
forcing m(D), D being the set of discernment, hence the largest disjunction, using a discounting process;
• knowledge of source reliability is available only for some classes: it can be taken into account by modifying
accordingly the masses assigned to these classes and in order to take ignorance into account without forcing
values for something unknown.
Let us illustrate some of these issues on two simple examples. In the ﬁrst example in Fig. 1, the two images
represent degraded observations of a two-class image (a white square on a black background). Due to the noise,
making a decision about the membership of a point to one of the classes based only on the grey levels of thisFig. 1. (a,b) Two noisy observations of a two-classes image. (c,d) One axial slice of dual-echo magnetic resonance imaging acquisitions
(pathological brain image) – Courtesy Professor Catherine Adamsbaum, Saint Vincent de Paul Hospital, Paris.
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sion at the modeling level, so as to guarantee a better spatial consistency in the ﬁnal result. The second example
in Fig. 1 concerns real images from the medical imaging domain. Here, due to the limited resolution, a partial
volume eﬀect results in intermediate grey levels at points composed of a mixture of several ‘‘pure’’ classes (typ-
ically at the boundary of these classes). This can be modeled using disjunctions of these classes, for instance by
deﬁning mass functions on a grey level space. Another issue in this example is that a pathology (bright area) is
visible in the second image but not in the ﬁrst one. Again this can be modeled using a disjunction of the classes
that are seen with similar grey levels in one image. These two examples will be further detailed in this paper.
Let us summarize the main existing approaches for deﬁning mass functions. It should be noted that it
remains a partially unsolved problem, which did not yet ﬁnd a general answer. The diﬃculty is even increased
if masses have to be assigned to disjunctions [4,5]. In image processing, they may be derived at three diﬀerent
levels. At the highest, most abstract and symbolic level, information representation is used in a way similar to
that in artiﬁcial intelligence and masses are assigned to propositions, often provided by experts [6–8]. Up to
now, this kind of information is usually not derived from measures on the images. At an intermediate level,
masses are computed from attributes, and may involve simple geometrical models [9–12]. This is well adapted
to model-based pattern recognition but it is diﬃcult to use for image fusion classiﬁcation of complex structures
without a model. At the pixel level, several methods can be applied for mass assignment, and most of them are
inspired by statistical pattern recognition. The easiest way consists in computing masses on singletons in each
source often based on a probabilistic estimation. Masses on all other subsets of the frame of discernment D are
then zero. This model is very restricted and does not exploit the interesting features of belief function theory.
However, a lot of approaches are based on this initial model and then assign masses on disjunctions (or on
some of them) in a simple and often quite heuristic way [10,13–15]. Recent work addressed the problem of
estimating belief functions from sample data. For instance, in [16], belief functions are estimated from realiza-
tions of a random variable, with the constraint that they converge towards the probability distribution of this
variable when the sample size goes towards inﬁnity.
Let us mention a few other possible models, which include disjunctions:
Modiﬁcation of probabilistic models. The easiest and most used model consists in using a discounting pro-
cedure [3]. In the case where initial masses are learned on singletons only, for instance from probabilities, then
a mass on D is directly derived from the discounting factor. This technique is often used in order to weaken a
source depending on its reliability, and allows assigning a mass to D which will be low if the source is reliable,
and high if it is not. This type of model is very simple. Learning masses on singletons can beneﬁt from classical
statistical learning techniques. However, disjunctions other than D are not modeled, which strongly limits the
power of this model.
Two probability-inspired models have been proposed in [17], and take into account other disjunctions than
D. These models assume an initial estimation of conditional probabilities. The associated mass function is
computed by combining mass functions associated to each singleton, using discounting and source reliability
factors. This model is well adapted in cases where we can learn a class against all the others, as is often the case
in pattern recognition in images, or in cases where each class is determined from an adapted detector (for
instance a road detector in an aerial image allows us to deﬁne the probability of belonging to the road against
all the other classes, but is not able to distinguish between these other classes).
In [18], disjunctions are deﬁned as a function of a signiﬁcance criterion of conditional probabilities. If sev-
eral probability values are signiﬁcant, then the corresponding disjunctions are taken into account, based on
diﬀerences between the probability values.
Modiﬁcation of distance models. A pattern recognition like approach is proposed in [19]. If each class or
hypothesis is represented by a prototype (or a center), a mass function associated to each class can be deﬁned,
for which this class and D are the only focal elements, based on a function of the distance of each element to
the prototype. The masses are then combined using Dempster’s rule in order to get a mass which takes into
account the information on all classes. This approach can also be applied to the k nearest neighbors.
A priori on the disjunctions. In several applications, some a priori may be available and allows determining
in a supervised way which are the focal elements that should be considered. These methods are used for
instance in [20–22]. In [20], brain images are combined in order to detect pathologies. The mass functions
are determined in an automatic way from grey levels [23] and classes that are not distinguished in some images
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are combined in order to interpret a radar image. The focal elements are determined from the capabilities of
detectors to diﬀerentiate or not several classes. In [21], attributes extracted from images from diﬀerent sensors
are combined in order to diﬀerentiate mines from non-dangerous objects, in the context of humanitarian
demining. The measures to be combined can characterize either a class or the whole set of discernment.
This type of approach is very eﬃcient if such information is available, but it remains supervised, and there-
fore is applicable only to problems for which the cardinality of D has a reasonably low value.
Learning the disjunctions. Methods for learning focal elements are often based on preliminary classiﬁcations
performed on each source separately. For instance, from confusion matrices it is possible to identify classes
which are often mixed up in a source, and the union of such classes then constitutes a focal element of the
mass function attached to this source [24].
In a completely unsupervised way, intersections between classes detected in a source and classes detected in
another one can be used to deﬁne singletons of the space of discernment. The classes detected in each source
are then expressed as disjunctions of these singletons [25].
Measures of dissonance and consonance have been proposed in [26]. The idea consists in modifying an ini-
tial mass function on singletons by discounting the mass values according to the consonance between single-
tons, and by assigning masses on disjunctions of two classes according to the degree of dissonance between
these classes. This method has been applied to the fusion of several classiﬁers. The consonance of a class is
computed from the number of elements assigned to this class by all classiﬁers, and the dissonance from the
number of elements classiﬁed diﬀerently.
In the case where elements are characterized by a measurement in a one-dimensional space (typically rep-
resented as an histogram), masses on compound hypotheses can be deﬁned in overlap or ambiguity areas
between two neighbor classes.
Another method, inspired by hierarchical thresholding methods, is proposed in [27]: each histogram peak
corresponds to a singleton. Then the histogram is progressively thresholded at decreasing heights, and disjunc-
tions are created when maxima are merged. This method is similar to component tree used for instance in
mathematical morphology [28]. It is also close to the conﬁdence intervals and their links with possibility dis-
tributions [29].
In this paper, we show that fuzzy mathematical morphology [30] provides useful tools for introducing
imprecision in the mass functions while estimating compound hypotheses (disjunctions), in an original way.
It extends and develops the ideas presented earlier in [31]. The underlying assumption is that it is possible
to represent imprecision by a set or a fuzzy set, called structuring element. The proposed method consists then
of a rigorous approach to introduce this imprecision in belief function models. This approach can be applied
in a characteristics space, to account for imprecision on these characteristics (such as grey levels for instance)
or in the spatial domain, to account for spatial information.
Another approach for introducing spatial information in belief functions consists in merging them with a
Markov random ﬁeld, as proposed in [32,33]. This approach relies on a probabilistic semantics and leads to a
result which is also a Markov ﬁeld. Our approach diﬀers on these two points: the semantics is not necessarily
of probabilistic nature and disjunctions are taken into account until the last step.
In Section 2, we brieﬂy summarize the basic concepts of mathematical morphology and belief functions that
are involved in the proposed method. In Section 3, we propose the mathematical foundations of a new method
for computing belief and plausibility functions using morphological operators in the case of two focal ele-
ments. In Section 4, we extend this method to more than two hypotheses. In Section 5, we propose several
schemes for applying this method to image fusion problems, and provide illustrating examples on synthetic
and real images.
2. Mathematical morphology, belief functions and fuzzy sets
2.1. Background notions in mathematical morphology
Mathematical morphology [34–37] operators are deﬁned on complete lattices, i.e. partially ordered sets
ðT;6Þ in which every non-void part X has a supremum, denoted by _X, and an inﬁmum, denoted by ^X.
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functions deﬁning images, 6 being the classical partial order on numerical functions. The two main operations
are dilation d and erosion e, deﬁned as operators from T into T that commute with the supremum and the
inﬁmum, respectively.
In image processing, sets and functions are deﬁned on a underlying spatial domain (an aﬃne space),
denoted byS (typically Rn or Zn in the digital case), andT is the lattice of subsets ofS or the lattice of func-
tions onS. The underlying spaceS can also represent a feature space, such as the grey level axis for instance.
Particular types of dilations and erosions, widely used in image processing, are invariant by translation (inS)
and can be expressed via the deﬁnition of a structuring element. On the lattice of sets, for a structuring element
B (a subset of S), the morphological dilation of a set X S is deﬁned asdBðX Þ ¼ fx 2 X ; Bx \ X 6¼ ;g; ð1Þ
where Bx denotes the symmetrical of the structuring element translated at x (in the following, we consider only
structuring elements which are symmetrical with respect to the origin, i.e. B ¼ B). The morphological erosion
of X is deﬁned aseBðX Þ ¼ fx 2 X ;Bx  Xg: ð2Þ
On the lattice of numerical functions deﬁned on S, dilation and erosion by a ﬂat structuring element B (i.e. a
subset of S) are expressed bydBðf ÞðxÞ ¼ sup
y2Bx
f ðyÞ; ð3Þ
eBðf ÞðxÞ ¼ inf
y2Bx
f ðyÞ: ð4ÞIn these equations, x denotes a point of S. The functions are deﬁned on S and take numerical values.
From dilation and erosion, two other operators are deﬁned by composition: morphological opening
(c = de, i.e. 8a 2T; cðaÞ ¼ dðeðaÞÞ) and closing (u = ed).
Let us summarize the main properties of these operations. For general algebraic dilations and erosions, the
following properties hold:

















dðaiÞ:• The pair (e,d) forms an adjunction:8a 2T; 8b 2T; dðaÞ 6 b () a 6 eðbÞ:
• e and d are increasing with respect to 6.
• We haveede ¼ e and ded ¼ d
hence the idempotence of de (morphological opening, denoted by c) and ed (morphological closing, denoted by
u).
• Opening is anti-extensive and closing is extensivede 6 Id and edP Id;
where Id denotes the identity operator on T, mapping every element on itself (i.e. 8a 2T; IdðaÞ ¼ a).
Some additional properties hold in the speciﬁc case of morphological operations, assuming an underlying
aﬃne space S and a structuring element B:
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complementation. Similarly, opening and closing are dual operators. For instance ifT is the lattice of sets
and B is a symmetrical structuring element, then we havedBðX Þ ¼ eBðX Þ ð5Þ
where X denotes the complement of X in the underlying space. Similarly, ifT is the lattice of functions of
S into [0,1], duality is expressed by
8x 2S; dBðf ÞðxÞ ¼ 1 eBð1 f ÞðxÞ: ð6Þ
Similar relationships hold between opening and closing.
• For deﬁnitions based on a structuring element, if the origin belongs to the structuring element (O 2 B), then
eB is anti-extensive and dB is extensive, i.e.eB 6 Id and dB P Id:2.2. Links with properties of belief functions
Formally, the required properties for deﬁning or characterizing belief (Bel) and plausibility (Pls) functions
deﬁned on a set of discernment D are the following [3,2,38]:Belð;Þ ¼ Plsð;Þ ¼ 0; BelðDÞ ¼ PlsðDÞ ¼ 1; ð7Þ








8A  D; PlsðAÞ ¼ 1 BelðAÞ; ð10Þ
8A  D; BelðAÞ 6 PlsðAÞ: ð11ÞGiven a normalized mass function, i.e. a function from 2D into [0,1] such that
P
ADmðAÞ ¼ 1 and m(;) = 0, a
belief function can be derived using Eq. (9) and then satisﬁes properties expressed in Eqs. (7) and (8). Con-
versely, there exists a mass function satisfying Eq. (9) for any belief function deﬁned by Eqs. (7) and (8).
An axiomatic justiﬁcation of the use of belief functions as an appropriate modeling of quantiﬁed beliefs
can be found in [38].
These formulas assume an underlying closed-world assumption, in which m(;) = 0. If this constraint is
relaxed (open-world assumption), then some of the formulas are slightly modiﬁed: Bel(D) = 1  m(;) and
PlsðAÞ ¼ BelðDÞ  BelðAÞ.
When several sources have to be combined in a conjunctive way, the resulting mass function m is obtained
from the masses of each source mi using Dempster’s rule [3,2], expressed in its unnormalized form asmðAÞ ¼ ðm1  m2      mnÞðAÞ ¼
X
B1\\Bn¼A
m1ðB1Þm2ðB2Þ   mnðBnÞ;which may lead to a non-zero mass on the empty set.
The main idea of this paper is to exploit the similarities between some properties of mathematical morphol-
ogy and of belief functions. In particular, duality holds in both theories between some pairs of operators and
functions (Eqs. (5) and (6) on the one hand, and Eq. (10) on the other hand). Also anti-extensivity of erosion
and extensivity of dilation (when they hold, i.e. when O 2 B) lead toeB 6 dB; ð12Þ
which is similar to Eq. (11) between belief and plausibility functions. Similar resemblances exist when using
opening (cB = dBeB) and closing (uB = eBdB). Note that we always have cB 6 uB, whatever the choice of the
structuring element B.
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Let us now summarize extensions of mathematical morphology to fuzzy sets. They are in particular inter-
esting for dealing with functions taking values into [0,1] using operators based on non-ﬂat structuring ele-
ments, i.e. which are themselves functions into [0,1]. Another advantage is for representing diﬀerent types
of imprecision. Although interpretations of membership functions, possibility distributions and mass or belief
functions are undoubtedly quite diﬀerent (but links exist, see e.g. [3,39–42]), two aspects are interesting for the
proposed approach:
• formally we can use membership functions or possibility distributions for estimating mass functions using
fuzzy mathematical morphology, since one of the strongest constraints in this theory is to deal with func-
tions taking values in [0,1] with operations that are internal in [0,1]; we deﬁned mathematical morphology
on fuzzy sets [30] based on membership functions, but the formal derivations apply to mass functions as
well;
• fuzzy notions are very useful for introducing imprecision on the objects or classes in images, either on their
characteristics (such as grey levels) or on their spatial extent.
Several deﬁnitions have been recently proposed for fuzzy morphology, e.g. [30,43–48]. A general principle
for deﬁning fuzzy mathematical morphology relies on the translation of set equations deﬁning morphological
operations on binary sets into their functional (or fuzzy) equivalents [30]. This leads to the following deﬁni-
tions for the dilation dm(l) and erosion em(l) of a fuzzy set l by a fuzzy structuring element m deﬁned on a space
S (typically Rn):8x 2S; dmðlÞðxÞ ¼ sup
y2S
>½lðyÞ; mðx yÞ; ð13Þ
8x 2S; emðlÞðxÞ ¼ inf
y2S
? ½lðyÞ; cðmðy  xÞÞ; ð14Þwhere > is a t-norm and ? the t-conorm dual of > with respect to a complementation c (which automatically
guarantees the duality between d and e). In the following, the following complementation is used:8t 2 ½0; 1; cðtÞ ¼ 1 t: ð15Þ
Fuzzy opening and closing are then deﬁned as the combination of an erosion followed by a dilation (resp. a
dilation followed by an erosion) using the same structuring element, as in the classical case.
These deﬁnitions for the basic operators have excellent properties with respect to mathematical morphology
and with respect to fuzzy sets [30]. At ﬁrst, these operations are internal in [0,1] (as opposed to the classical
deﬁnitions on functions using functions as structuring elements [34]). Secondly, all properties of mathematical
morphology are satisﬁed (for the basic operations and for the ones derived by combination like opening and
closing), at least for particular t-norms and t-conorms. Most of them are satisﬁed whatever the choice of >
and ?. Here the condition for having anti-extensivity of e and extensivity of d is m(O) = 1, where O denotes
the origin. This is equivalent to the condition O 2 B in the crisp case. Note that Eqs. (13) and (14) reduce
to Eqs. (3) and (4) in the particular case where m is a crisp set (i.e. a ﬂat structuring element), and to Eqs.
(1) and (2) when both l and m are crisp. Therefore, in the following we always denote the structuring element
by m, for both the crisp and the fuzzy cases.
A second type of approach for fuzzy morphology is based on the notion of adjunction and fuzzy implica-
tions. Here the algebraic framework is the main guideline, which contrasts with the previous approach where
duality was imposed in ﬁrst place. The derivation of fuzzy morphological operators from residual implication
has been proposed in [43], and then developed e.g. in [46,47]. This approach was formalized from the algebraic
point of view of adjunction, as developed in [48]. The conditions under which the two approaches are equiv-
alent have been proved in [49]. Here we use the ﬁrst approach, since duality is a property of prime importance
in order to derive belief and plausibility functions (Eq. (10)).
As a summary, the useful deﬁnitions for our purpose are the ones where operators are dual and applied
with a structuring element such that m(O) = 1.
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In this section, we show how belief functions can be built from mathematical morphology operators in a
consistent way. We ﬁrst consider the case of two initial focal elements, which can be singletons of D or dis-
junctions of hypotheses.
With the aim of applying the following formalism to image fusion, we assume that all values of the func-
tions (mass, belief, plausibility functions) are actually themselves functions deﬁned over the considered space
S. This is perhaps a non-conventional way to deal with belief functions, but this can be interpreted in two
ways. For each x 2S, the set of values m(A)(x), Bel(A)(x), Pls(A)(x) for all subsets A satisfy the properties
of mass, belief and plausibility functions. Conversely, for each A  D, m(A) is considered as a function from
S to [0,1] (which can be interpreted as a membership function or a possibility distribution for instance). As an
example, Eq. (10) should be read 8A  D; 8x 2S; PlsðAÞðxÞ ¼ 1 BelðAÞðxÞ.
3.1. Construction
Fuzzy erosion and dilation (respectively opening and closing) are dual with respect to complementation,
which suggests that they can be interpreted as belief and plausibility functions. Starting from an initial esti-
mate of disjoint hypotheses (as usually obtained in image processing using probabilistic or fuzzy learning),
it is possible to derive expressions for belief and plausibility by computing fuzzy erosion and dilation (or fuzzy
opening and closing), from which new mass functions are deduced, both on singletons and on disjunctions of
hypotheses, while taking into account the imprecision modeled as a structuring element.
Let us assume that we have an initial mass function m0 deﬁned over a frame of discernment D, and having
only A and A as focal elements, with A  D and A ¼ D n A, such thatm0ðAÞ þ m0ðAÞ ¼ 1: ð16Þ
In the case of D = {C1,C2}, we have A = {C1} and A ¼ fC2g, but the assumption here is somewhat more
general.
Imprecision on the deﬁnition of m0 can be introduced through a structuring element m deﬁned onS (it can
be crisp or fuzzy), using mathematical morphology, by interpreting m0(A) and m0ðAÞ as functions fromS into
[0,1]. We deﬁne belief and plausibility functions using two dual operators (typically erosion and dilation, or
opening and closing). For erosion and dilation, we thus deﬁne:BelðAÞ ¼ emðm0ðAÞÞ; PlsðAÞ ¼ dmðm0ðAÞÞ; ð17Þ
BelðAÞ ¼ emðm0ðAÞÞ; PlsðAÞ ¼ dmðm0ðAÞÞ: ð18ÞSimilarly, using opening and closing, we can deﬁne:BelðAÞ ¼ cmðm0ðAÞÞ; PlsðAÞ ¼ umðm0ðAÞÞ; ð19Þ
BelðAÞ ¼ cmðm0ðAÞÞ; PlsðAÞ ¼ umðm0ðAÞÞ: ð20ÞIn the following, properties are derived for erosion and dilation, but they also hold for opening and closing.
We always assume that the pairs of operators are chosen using dual deﬁnitions, and with m(O) = 1. This guar-
antees the properties of belief and plausibility functions.
3.2. Properties
Using the duality property between erosion and dilation, we have8x 2S; BelðAÞðxÞ ¼ emðm0ðAÞÞðxÞ ¼ emð1 m0ðAÞÞðxÞ ð21Þ
¼ 1 dmðm0ðAÞÞðxÞ ¼ 1 PlsðAÞðxÞ: ð22ÞSimilarly, we have BelðAÞðxÞ ¼ 1 PlsðAÞðxÞ. Therefore, the expected duality between belief and plausibility
holds (Eq. (10)). A similar result holds if we use opening and closing instead of erosion and dilation, or
any other pair of dual operators.
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belief functions (Eq. (11)).
In order to prove that Eq. (8) holds, we just have to show in this case that BelðAÞ þ BelðAÞ 6 1. This is
straightforward, since we haveBelðAÞ þ BelðAÞ ¼ emðm0ðAÞÞ þ 1 dmðm0ðAÞÞ
¼ 1 ½dmðm0ðAÞÞ  emðm0ðAÞÞ:Since both fuzzy erosion and dilation are internal into [0,1], and due to property (12), we have
ðBelðAÞ þ BelðAÞÞ 2 ½0; 1. This result also holds if we derive Bel and Pls from opening and closing.
If we set additionally 8x 2 S; Bel(;)(x) = Pls(;)(x) = 0 and Bel(D)(x) = Pls(D)(x) = 1, we have all proper-
ties that should be satisﬁed by belief functions. They prove the consistency of our approach for deﬁning belief
and plausibility functions, according to the required properties as reviewed in Section 2.
The new mass function, derived according to Eq. (9), is easy to compute, 8x 2S:
mðAÞðxÞ ¼ BelðAÞðxÞ;
mðAÞðxÞ ¼ BelðAÞðxÞ ¼ 1 PlsðAÞðxÞ;
mðA [ AÞðxÞ ¼ 1 BelðAÞðxÞ  BelðAÞðxÞ
¼ dmðm0ðAÞÞðxÞ  emðm0ðAÞÞðxÞ
¼ dmðm0ðAÞÞðxÞ  emðm0ðAÞÞðxÞ:
ð23ÞThis mass function includes the imprecision represented by m, and allows deﬁning a mass value on the disjunc-
tion A [ A (note that we have 0 6 mðA [ AÞ 6 1 because of Eq. (12)). Note that this mass function corresponds
exactly to the morphological gradient (diﬀerence between dilation and erosion), which is consistent with its
interpretation in terms of transition between A and A.
These results prove the following theorem.
Theorem 1. Based on a normalized mass function with two focal elements A and A, Eqs. (17) and (18)
(respectively Eqs. (19) and (20)) provide belief, plausibility and mass functions that are consistent with belief
function theory and that satisfy all required properties.
Additional properties are directly derived from the properties of morphological operators (see Section 2).
These properties (adjunction, etc.) are usually not considered in belief function theory, but it would be inter-
esting to investigate to which extent they bring some new insights.
Interpretation of these formal derivations will be given in Section 3.4. As it appears from the above formu-
las, the proposed method is particularly suited for problems where we have to make a decision among two
possible hypotheses (A or A, A being either a singleton of D or a disjunction). In Sections 4 and 5, we will
investigate how this approach can be used in a more general context.
3.3. Example
An example of such a construction whereS is a 1D space is presented in Fig. 2. The initial mass function is
deﬁned on two disjoint hypotheses A1 and A2 such that D = A1 [ A2. Each mass m0(Ai) is a function from S
into [0,1]. At each point x of S we have m0(A1)(x) + m0(A2)(x) = 1. Erosion is performed using two diﬀerent
structuring elements, in order to illustrate the inﬂuence of its extension on the resulting belief functions and
masses. For a structuring element m (chosen as a fuzzy structuring element having a paraboloid shape in this
example), we haveBelðA1ÞðxÞ ¼ emðm0ðA1ÞÞðxÞ ¼ inf
y2S
? ðm0ðA1ÞðyÞ; 1 mðy  xÞÞ;
BelðA2ÞðxÞ ¼ emðm0ðA2ÞÞðxÞ ¼ inf
y2S
? ðm0ðA2ÞðyÞ; 1 mðy  xÞÞ;
PlsðA1ÞðxÞ ¼ dmðm0ðA1ÞÞðxÞ ¼ sup
y2S
>ðm0ðA1ÞðyÞ; mðx yÞÞ;




















Fig. 2. Example of deriving belief and plausibility functions using fuzzy erosion (dotted lines) and dilation (dashed lines) using a
paraboloid structuring element. The second example is obtained with a larger structuring element, leading to a larger eﬀect on the
transformed functions.
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spect to the origin (i.e. m(y  x) = m(x  y)), we havePlsðA1ÞðxÞ ¼ 1 inf
y2S
? ð1 m0ðA1ÞðyÞ; 1 mðy  xÞÞ ¼ 1 BelðA2ÞðxÞ;
PlsðA2ÞðxÞ ¼ 1 BelðA1ÞðxÞ:Finally m(D) is derived as m(D)(x) = 1  Bel(A1)(x)  Bel(A2)(x).
The resulting mass functions are shown in Fig. 3. Since the structuring element represents imprecision













Fig. 3. Resulting mass functions on A1 and A2 and on D. In the second example, obtained with a larger structuring element, more
imprecision is included in the mass function, resulting in a higher mass value on D = A1 [ A2 in the ambiguity area.
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The main interpretation of the previous development concerns introduction of imprecision. This can be
done at two diﬀerent levels.
(1) Let us consider that belief functions on 2D are deﬁned on a space of characteristics of image points. Typ-
ically, they can be the grey levels of each image (thenS ¼ ½0; 255), as is the case of the example in Fig. 2.
This is very often used when classes or objects can be characterized from their grey levels. Then, erosion
or dilation by a fuzzy structuring element can be used to represent imprecision on the limits of classes on
the grey level scale. This leads to a mass function on the disjunction of two classes that takes high values
in the ambiguity area (i.e. on the grey levels that are intermediate between those of the two classes). This
is illustrated for instance in Fig. 3. Fusion of several images will then help in solving the ambiguity
between both classes in this area. An example will be shown in Section 5.8.
(2) Now, if we consider that belief functions of each subset of D are deﬁned directly on the image space
(S ¼ Z2 or Z3), then they are endowed with a spatial meaning, which is the basic information in
images. In this case, spatial imprecision in the delineation of classes or objects is introduced using a
fuzzy structuring element deﬁned on the image space. An example is provided by the images (a) and
(b) in Fig. 1 and will be developed in Section 5.7. Appropriate choices of the structuring element allow
propagating information in a controlled way. For instance, the structuring element can represent
imprecision due to registration, and can be derived from an estimation of the possible errors in the esti-
mation of geometric parameters for instance [50]. More generally, the structuring element should intro-
duce all prior (or learned) knowledge we may have on the imprecision attached to the problem at hand.
Fuzzy structuring elements can be appropriate for this aim. Also a contextual spatial information is
introduced. For instance, if the plausibility that a point belongs to a class is high, then the eﬀect of
dilation will be to increase the plausibility that its neighbors belong to the same class. In that sense,
the proposed approach constitutes a new formalism for introducing spatial context in image fusion.
Compared to Markov random ﬁelds in a probabilistic framework, it has the advantages of a better con-
trol of the spatial extent of the inﬂuence of operations, using an appropriate representation of impre-
cision. Moreover, it allows dealing with disjunctions, which are diﬃcult to handle in a probabilistic
framework.
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as they satisfy the properties of duality and extensivity/anti-extensivity (hence the choice of dual versions of
the operators in the fuzzy case, and of structuring elements such that m(O) = 1). However, from a practical
point of view, important aspects should be considered. Since we have cm(l)P em(l) and um(l) 6 dm(l), using
opening and closing instead of erosion and dilation has globally less eﬀect on the transformed mass functions.
However, since they are ﬁlters in a morphological sense (increasing and idempotent operators), they have an
additional eﬀect of reducing noise in the ﬁrst mass function estimate. This will be illustrated in Section 5.7.
This eﬀect can be interesting for instance in the case where the initial estimates are obtained experimentally
in a non-parametric way. Another point concerns the choice of the structuring element, which has a direct
inﬂuence on the level of imprecision in the resulting mass function (in particular on m(D), as illustrated in
Fig. 3). Its extent should be deﬁned according to the imprecision to be introduced. It can be based on prior
information (often available from the characteristics of the acquisitions and of the images), or on a learning
procedure. Its inﬂuence will be further illustrated in Sections 5.7 and 5.8.
3.5. Consequences on the combination using Dempster’s rule
Applying the proposed method in a fusion process using Dempster’s rule has several consequences. At the
modeling level, the introduction of imprecision using fuzzy morphological operators enlarges the belief inter-
vals, as expected from a more imprecise mass function. On the other hand, the introduction of imprecision
related to each source prior to the combination reduces the conﬂict between sources. This imprecision is trans-
lated in terms of disjunction of hypotheses and therefore increases ambiguity on each source, which will be
solved thanks to the conjunctive behavior of the combination operator. When combining two images that
carry information on diﬀerent classes, say A and A for the ﬁrst image, B and B for the second one, then using
the belief functions derived from morphological transforms leads to more focal elements after combination.
This is important in the sense that ambiguity between classes is therefore better represented, in particular
via the disjunctions. This leads to a more complete model, where more features of the information are repre-
sented (not only information on the classes themselves, but also on their ambiguity). Decision can then be
taken with more information. These fusion aspects will be further detailed in Section 5.4. Extension to more than two focal elements
In this section, we extend the method to the case where the initial estimate m0 has more than two disjoint
focal elements. For the sake of clarity, let us ﬁrst detail the example of three disjoint focal elements A1, A2, A3.
We assume that we have an initial estimate m0 such that m0(A1) + m0(A2) + m0(A3) = 1 (known for instance
from a probabilistic or fuzzy method). Let m be the structuring element representing the imprecision to be
introduced in m0 (m can be fuzzy or crisp). Let us note that all focal elements have to be processed in the same
way, using the same structuring element (simple counter-examples can be found for which consistency of belief
functions would be lost otherwise, as in Fig. 4).
From m0 and m, we then deﬁne:8i; BelðAiÞ ¼ emðm0ðAiÞÞ; PlsðAiÞ ¼ dmðm0ðAiÞÞ: ð24Þ
In order to satisfy duality of belief functions (Eq. (10)), we have to deﬁne the belief of disjunctions asBelðA1 [ A2Þ ¼ 1 PlsðA3Þ ¼ emð1 m0ðA3ÞÞ ¼ emðm0ðA1Þ þ m0ðA2ÞÞ ð25Þ
and similar expressions for Bel(A1 [ A3) and Bel(A2 [ A3). The derived mass function, according to Eq. (9), is
then:8i; mðAiÞ ¼ BelðAiÞ ¼ emðm0ðAiÞÞ; ð26Þ




m  (A  m)   (A  )m  (A  )0 0 01 32
Δ
Fig. 4. An example with three initial mass functions on a 1D space. The ﬁrst two are eroded with the same structuring element, while the
last one is not transformed. The plain black line corresponds to 1  dm(m0(A2)). Computing m(A1 [ A3) = 1  dm(m0(A2)) 
em(m0(A1))  m0(A3) leads to a negative value in the area of S indicated by D, which is inconsistent.
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x2S
½f ðxÞ þ gðxÞP inf
x2S
f ðxÞ þ inf
x2S
gðxÞ: ð28ÞProof. The proof of this lemma is straightforward: 8y 2 S; infx2Sf ðxÞ 6 f ðyÞ and infx2SgðxÞ 6 gðyÞ, therefore
infx2Sf ðxÞ þ inf x2SgðxÞ 6 f ðyÞ þ gðyÞ and infx2Sf ðxÞ þ infx2SgðxÞ 6 inf y2S½f ðyÞ þ gðyÞ. h
Theorem 3. In the case of three disjoint focal elements A1, A2, A3, and for a crisp structuring element m, defining
masses on Ai as erosions of the initial normalized masses leads to masses on disjunctions of two hypotheses that are
consistent (i.e. take values in [0,1]).
Proof. Assume a normalized initial mass function m0 on the Ai:m0ðA1Þ þ m0ðA2Þ þ m0ðA3Þ ¼ 1:
We note m0(Ai) = li.
As proposed in this paper, we deﬁne a belief function taking into account imprecision (represented by a
structuring element m) asBelðAiÞ ¼ mðAiÞ ¼ emðliÞ:
We also deﬁne Pls(Ai) = dm(li), by choosing a dual pair of erosion and dilation.
Then we derive the masses on disjunctions of two hypotheses from their belief value. For instance for
A1 [ A2, we haveBelðA1 [ A2Þ ¼ mðA1Þ þ mðA2Þ þ mðA1 [ A2Þ ¼ 1 PlsðA3Þ ¼ 1 dmðl3Þ;
and thereforemðA1 [ A2Þ ¼ 1 dmðl3Þ  emðl1Þ  emðl2Þ:
If m is a binary structuring element, from emðliÞðxÞ ¼ inf y2mxliðyÞ and from Lemma 2, we deriveemðl1Þ þ emðl2Þ 6 emðl1 þ l2Þ
Since 1  dm(l3) = em(l1 + l2), this shows that m(A1 [ A2)P 0. Since all erosion values are in [0,1], we also
have m(A1 [ A2) 6 1, andmðA1 [ A2Þ 2 ½0; 1:
The same reasoning holds for any disjunction of two hypotheses. h
Let us denote M ¼PAD;A 6¼DmðAÞ (MP 0). Since this sum is not always in [0,1] (it is diﬃcult to exhibit
realistic examples, but very particular situations may lead toM > 1), two solutions are possible for deﬁning
m(D). The ﬁrst one consists in setting m(D) = 0, and normalizing all other masses by M. This solution is
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is often the case in medical imaging for instance). The second solution consists in setting mðDÞ ¼ 1M if
M 6 1. Both solutions guarantee that
P
ADmðDÞ ¼ 1. Since m is then a mass functions with all its properties,
the belief function, which satisﬁes Eq. (9) according to our construction, also satisﬁes Eq. (8). Eq. (11) is sat-
isﬁed too (this is directly derived from Eq. (12)).
Let us now consider the case of a fuzzy structuring element. We prove a somewhat less general result, by
assuming that ambiguity occurs between at most two hypotheses.
Theorem 4. In the case of three initial focal elements A1, A2, A3, and for a fuzzy structuring element m, if there is
locally ambiguity between at most two hypotheses, expressed formally asFig. 5.
separa
lines),9i; j; i 6¼ j; dSuppðmÞðSuppðliÞÞ \ dSuppðmÞðSuppðljÞÞ ¼ ;; ð29Þ
where li = m0(Ai) and SuppðlÞ ¼ fx 2 S; lðxÞ > 0g, then, using the proposed construction, masses on disjunc-
tions of two hypotheses are consistent (i.e. take values in [0,1]), m(D) = 0, and
P
ADmðAÞ ¼ 1. Thus all required
properties are satisfied.
The condition expressed in Eq. (29) is illustrated in Fig. 5.
Proof. We use the same notations as before, and assume i = 1 and j = 3 (without loss of generality). Since for
any t-norm chosen in the deﬁnition of the dilation, we haveSuppðdmðlÞÞ  dSuppðmÞðSuppðlÞÞ
(with an equality for some t-norms such as minimum or product), the condition expressed in Eq. (29) implies
thatSuppðdmðl1ÞÞ \ Suppðdmðl3ÞÞ ¼ ;
andSuppðdmðl1ÞÞ \ Suppðemðl3ÞÞ ¼ ;:
Let us compute m(A2 [ A3):mðA2 [ A3Þ ¼ 1 dmðl1Þ  emðl2Þ  emðl3Þ• At points of S where dm(l1) = 0, we havemðA2 [ A3Þ ¼ 1 emðl2Þ  emðl3Þ




Three initial mass functions (plain lines) deﬁned on a 1D space, in the case of three hypotheses, where the ﬁrst and the third one are
ted according to Eq. (29), i.e. there is no ambiguity between these two classes, and they remain separated after dilation (dashed
as shown by their supports Si and Sj.
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holds at least in a neighborhood of size Supp(m) of the point. Therefore em(l2) = em(1  l1) = 1  dm(l1) and
m(A2 [ A3) = 0.
A similar reasoning applies to m(A1 [ A2).
As for m(A1 [ A3), we havemðA1 [ A3Þ ¼ 1 dmðl2Þ  emðl1Þ  emðl3Þ
The condition in Eq. (29) implies that the supports of em(l1) and em(l3) are disjoint, therefore at each point,
at least one of the values of the erosion is 0. Let us assume that em(l1) = 0. The same reasoning as above
leads to m(A1 [ A3) = 0. The case where em(l3) = 0 leads to the same result.
Let us now compute m(D) = m(A1 [ A2 [ A3).mðDÞ ¼ 1 mðA1Þ  mðA2Þ  mðA3Þ  mðA1 [ A2Þ  mðA2 [ A3Þ  mðA1 [ A3Þ
¼ dmðl1Þ þ dmðl3Þ þ emðl2Þ  1;
since m(A1 [ A3) = 0.
• At each point of S where dm(l1) = 0, using the same reasoning as above, we havemðDÞ ¼ dmðl3Þ þ emðl2Þ  1
¼ dmðl3Þ þ emð1 l3Þ  1
¼ dmðl3Þ þ 1 dmðl3Þ  1 ¼ 0:• At each point of S where dm(l1)5 0, we have dm(l3) = 0, and:mðDÞ ¼ dmðl1Þ þ emðl2Þ  1
¼ dmðl1Þ þ emð1 l1Þ  1
¼ dmðl1Þ þ 1 dmðl1Þ  1 ¼ 0:This shows that we always have m(D) = 0, and
P
ADmðAÞ ¼ 1. Thus m is a mass function with all properties.
Since Bel is linked to m by Eq. (9), it follows that all properties of belief functions are satisﬁed too, in partic-
ular Eq. (8). h
Theorem 4 extends to the case of any number n of hypotheses, as follows.
Theorem 5. Let m0 be a normalized mass function having n focal elements A1, . . . ,An, and denote li = m0(Ai). The
proposed construction, using a fuzzy structuring element m, is consistent under the condition that the functions li
are ‘‘ordered’’ such that:8j; jP 3; dSuppðmÞðSuppðl1ÞÞ \ dSuppðmÞðSuppðljÞÞ ¼ ;;
8i; 1 < i < n; 8j; j 62 ½i 1; iþ 1; dSuppðmÞðSuppðliÞÞ \ dSuppðmÞðSuppðljÞÞ ¼ ;;
8j; j 6 n 2; dSuppðmÞðSuppðlnÞÞ \ dSuppðmÞðSuppðljÞÞ ¼ ;:Under this condition, we have8i; j; i 6¼ j; 0 6 mðAi [ AjÞ 6 1;
8i; j; ji jj > 1; mðAi [ AjÞ ¼ 0;





¼ 0:This means that ambiguity between hypotheses can only occur between ‘‘successive’’ hypotheses, according to the
defined order. In particular, m(D) = 0.




Fig. 6. Illustration of the condition expressed in Theorem 5: each initial mass function (plain lines) presents ambiguity with at most the
preceding one and the following one. The support of its dilation (dashed lines) intersects at most the supports of the dilations of the two
neighboring functions.
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In the case where the initial focal elements are not disjoint, the same construction can be performed by
assigning a null mass to the intersections of the focal elements and to the disjunctions involving these inter-
sections. However, we are mainly interested in initial disjoint focal elements, since it corresponds to most
learning methods used in image processing.
As a summary, the following sequence reviews the main steps of our approach:
(1) normalized initial mass m0;
(2) derivation of Bel and Pls on the initial focal elements (and their complements) using dual morphological
operators;
(3) duality ensures Eq. (10);
(4) Eq. (12) ensures Eq. (11);
(5) derivation of the new mass function, which incorporates the imprecision represented by the structuring
element used in the morphological operations (for m(D), diﬀerent possibilities exist);
(6) the normalization condition on D is satisﬁed;
(7) since Bel and m are linked by Eq. (9) and m satisﬁes all properties of a mass function, Bel satisﬁes Eq. (8).
5. Applications to image fusion
Since the theoretical development presented in Section 3 is particularly straightforward if the initial mass
functions are non-zero on two complementary hypotheses, we will present several possible schemes applying
this approach. A last scheme relies on a direct application of the method extended to the case where the initial
mass functions have more than two focal elements.5.1. Two hypotheses
If each image provides information on one hypothesis and its contrary, then the proposed method applies
directly (Section 3). It should be noted that this hypothesis has not necessarily to be a singleton. It can also be
a disjunction of classes, which is very useful for practical applications in image processing (see the example in
Section 5.8).
5.2. Estimating each class or disjunction of classes against all the others
One possible scheme consists in deriving, from each image, several mass functions, where each of them has
only two complementary focal elements. This amounts to increase the number of information sources, and
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others. However, this is a process that is widely used in pattern recognition methods, and, in most image pro-
cessing applications, tools have been developed for extracting one type of objects from the rest of the scene.
For instance, a lot of algorithms have been proposed for extracting roads, urban areas, or vegetation from
satellite images. Therefore, we can derive from the output of these algorithms the required initial mass func-
tions. One of the advantage in using this scheme is that we can process imprecision related to each image or
each extraction result independently, and according to the detection algorithm that has been used. More for-
mally, from a set of images, we derive initial mass functions mi0 (1 6 1 6 N) on Ai and Ai, and a structuring
element mi representing the imprecision associated with this estimate. The number of mass functions N will
generally be greater than the number of images. Then a set of mass functions mi is derived from fuzzy erosion
and dilation of mi0 by the structuring element mi, according to Eqs. (17), (18) and (23). The fusion is performed
using Dempster’s rule of combination m =  i=1. . .Nmi, from which the ﬁnal decision is taken.
Note that in the case where the focal elements of the initial masses are singletons and their complementary,
we recover Barnett’s structure [51]. This results in particular in a linear complexity in the computation of the
combination.5.3. Successive reﬁnements
Another possible scheme consists in performing successive reﬁnements of the mass function. Let us assume
that a ﬁrst mass function m0 is estimated from an image on A and A. We ﬁrst introduce the imprecision on this
estimate using a fuzzy structuring element m, thus obtaining a mass m on A, A and A [ A. Then A is reﬁned in B
and A n B, with B  A. The same process as before is applied in A, and the resulting mass on B, A n B and A is
normalized such that the sum is equal to mðAÞ. This process is recursively applied until we get a reﬁnement as
precise as we want. The main problem with this approach is that not all subsets of D appear in the decompo-
sition. Therefore, an appropriate order has to be chosen in such a way that the interesting disjunctions appear.
For instance, let us consider a 3-class problem, i.e. D = {C1,C2,C3}. If we ﬁrst try to estimate C1 against the
other classes, and then reﬁne C1, the following focal elements are obtained:
(1) ﬁrst estimate: C1, C1 ¼ fC2;C3g,
(2) after erosion/dilation by m: C1, C1 ¼ fC2;C3g, D,
(3) after reﬁnement: C1, C2, C3, D,
(4) after erosion/dilation by m 0 (which does not need to be equal to m) of the masses on C2 and C3: C1, C2, C3,
{C2,C3}, D.
The disjunctions {C1,C2} and {C1,C3} do not appear directly in this decomposition.
Post-processing of the obtained mass function can be performed in order to overcome this problem, again
using morphological operators, for instance by dilating the area of ambiguity between two classes (taken e.g.
as a t-norm between the mass functions) and normalizing the result. For the previous example,
dm[>(m(C1),m(C2))] can be computed in order to derive a mass on {C1,C2}.5.4. Direct method
The last scheme consists in applying directly the method extended to the case of n focal elements in the ini-
tial estimate, as presented in Section 4. Here again, each of these focal elements can be either a singleton or a
disjunction of hypotheses. This scheme can also be combined for instance to the reﬁnement scheme, in order to
obtain more discrimination between classes.5.5. Comparison between schemes
It appears that these schemes have diﬀerent properties and behaviors, and therefore can be chosen depend-
ing on the application at hand.
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structure. It allows adapting the structuring element to each type of information and to each algorithm (rep-
resentation of imprecision induced by an algorithm). It is necessary to have an algorithm for extracting the
information on the hypotheses of interest, but all hypotheses can be considered.
The successive reﬁnements scheme provides a hierarchical structure, which may give rise to diﬀerent levels
of interpretation. However, the order in which the decomposition is performed is very important, since the
resulting focal elements depend on it.
The direct method does not increase the number of sources. The same structuring element has to be used for
all hypotheses (representation of global imprecision on the limits of classes or objects, that may be intrinsic to
the images and does not necessarily depends on a preliminary processing algorithm). Imprecision on the initial
focal elements is directly taken into account. This approach is more systematic, and needs less information in
order to be applicable.
5.6. Some properties
It is interesting to note a few properties of the proposed approach on the fusion results, in particular:
• new focal elements (disjunctions) appear with the morphological operations;
• this results in a decrease of conﬂict with respect to the combination of the initial mass functions;
• this results also in larger belief intervals [Bel,Pls];
• decision can account for the imprecision, as will be seen in the examples of Sections 5.7 and 5.8.
Let us take some simple examples to illustrate these properties. We ﬁrst consider the case of two initial focal
elements A and A. Let us denote by a1 and a2 the initial masses on A in each image, and by a01 and a
0
2 the masses
on A after erosion (with a01 6 a1 and a02 6 a2), and a01 and a02 the masses on A after erosion (with a01 6 1 a1
and a02 6 1 a2Þ.
• The focal elements after the morphological operations are A;A;D.
• The conﬂict is equal to a1(1  a2) + a2(1  a1) when combining the initial masses. It then becomes
a01a
0
2 þ a01a02, which is lower than the initial conﬂict.
• The belief interval is initially [a1,a1] for image 1 (i.e. of length equal to zero), and then becomes ½a01; 1 a01.
The same holds for the second source.
• The fusion on the initial mass functions leads to a decision in favor of A if a1a2P (1  a1)(1  a2). It
depends noticeably on a t-norm (product). After the morphological operations, combining the resulting
mass functions leads to a decision in favor of A if a01 þ a02  a01a02 P a01 þ a02  a01a02, i.e. it depends on a t-
conorm (algebraic sum), which corresponds to a more cautious combination.
Let us now consider the example of two initial focal elements A and A for source 1, and B and B for source 2.
• The focal elements after combination of the initial mass functions (m0) are A, B and Dn(A [ B) if
A \ B = ;, and A \ B, AnB, BnA and DnAnB if A \ B5;. After combination of the transformed mass
functions using erosions, the focal elements are A, B, A, B, Dn(A [ B) and D if A \ B = ;, and A, B, A,
B, A \ B, AnB, BnA, and Dn(A [ B) and D if A \ B5 ; (more focal elements appear).
• Again the conﬂict is reduced after the erosions.
• Decision rules also change, but the expressions are not as simple as in the previous example.
5.7. Example on a synthetic image
Let us now illustrate the proposed approach in the spatial domain. We consider a synthetic image, and two
noisy observations of it, that are considered as the two sources of information (see Fig. 7). The image contains
two classes (the white square C1, and the background C2), the frame of discernment being simply
Fig. 7. Original scene (with two classes: the white square and the background) and two noisy observations, simulating two information
sources, and deﬁning m10ðC1Þ and m20ðC1Þ.
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levels of each pixel, normalized on the [0,1] scale, as mass values at this pixel. The two noisy observations pro-
vide directly the initial masses on C1, m10ðC1Þ and m20ðC1Þ, and there complement the initial masses on C2,
m10ðC2Þ ¼ 1 m10ðC1Þ and m20ðC2Þ ¼ 1 m20ðC1Þ (Fig. 8).
Fig. 9 illustrates the decision taken on each image separately, without fusion. The decision images are in
both cases noisy and do not show a clear separation between the two classes.
Applying Dempster combination rule on the initial mass functions leads to the mass functions and decision
images displayed in Fig. 10. Although there is a small improvement due to the fusion, leading to a slightly less
noisy result, the ﬁnal decision is still not satisfactory.
Let us now apply morphological erosion and dilation, in the spatial domain, on the initial mass functions.
This leads to belief and plausibility of each class, as shown in Fig. 11 for the ﬁrst image, and in Fig. 12 for the
second image. It can be observed that erosion induces noise removal in the background, while dilation has a
similar eﬀect in the white square.
The mass values on D are illustrated in Fig. 13 for both images. The obtained values are high in particular
in the intermediate area between the two classes, which is consistent with the fact that the boundary is impre-
cise, and therefore adequately represented by high values on D.Fig. 8. Masses for the second class for the two sources m10ðC2Þ ¼ 1 m10ðC1Þ and m20ðC2Þ ¼ 1 m20ðC1Þ.
Fig. 9. Decision without fusion, on source 1 (left) and on source 2 (right).
Fig. 10. Fusion of m10 and m
2
0: resulting masses for C1 and C2 and decision after fusion.
Fig. 11. Introducing imprecision with mathematical morphology for source 1. (a) Bel1(C1) from erosion of m10ðC1Þ. (b) Pls1(C1) from
dilation of m10ðC1Þ. (c) Bel1(C2) from erosion of m10ðC2Þ. (d) Pls1(C2) from dilation of m10ðC2Þ.
Fig. 12. Introducing imprecision with mathematical morphology using erosion and dilation for source 2.
Fig. 13. m1(D) (a) and m2(D) (b). Highest values are obtained around the boundary between both classes, representing the imprecision of
the limit.
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Fig. 14. The results are much better thanks to the morphological operations. The ﬁnal decision, taking accord-
ing to the highest mass value at each point (i.e. a point x is assigned to the white square if m(C1)(x) > m(C2)(x)
Fig. 14. Fusion of m1 and m2. Resulting masses for C1 (a), C2 (b) and D (c). (d) Decision after fusion by choosing at each point the class
with the highest mass value. (e) Decision taking into account the imprecision at the boundary: points with high values of m(D) (in medium
grey) are too ambiguous to be assigned to any of the two classes. (f) Result obtained by ﬁrst ﬁltering the images and then combining them
and making decision.
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boundary between the two classes.
The imprecision at the boundary can be taken into account in the decision, by not assigning points with a
high value of m(D) to one of the two classes. This is illustrated in Fig. 14e.
To show experimentally the beneﬁt of the proposed approach, the images have been ﬁrst ﬁltered using a
spatial ﬁlter, and then combined before making the decision (as in Fig. 10). The result, obtained with a median
ﬁlter and displayed in Fig. 14 (f), is spatially less consistent than the one obtained with the proposed approach.
Similar results are observed using other ﬁlters (local average or morphological ﬁlters for instance).
The size of the structuring element directly inﬂuences the extent of the spatial imprecision that is taken into
account, and is cleary visible on m(D). For instance, using a smaller (respectively larger) structuring element
results in a reduced (respectively extended) imprecision area between the two classes. This also leads to a more
restricted (respectively stronger) ﬁltering eﬀect on the mass functions. This is illustrated in Fig. 15. The shape
of the structuring element also has an inﬂuence. Here isotropic structuring elements are chosen. But if the type
of imprecision to be taken into account has privileged directions, the structuring element can be adapted (for
instance using segments in these directions). This is a classical feature of mathematical morphology.
Other dual pairs of morphological operators can be used as well, such as opening and closing. Figs. 16–19
represent the same steps as previously, by replacing erosion by opening and dilation by closing. Now the ﬁnal
decision (Fig. 19d) has a regular boundary, and is almost everywhere even better than the one obtained with
erosion and dilation. This is due to the ﬁltering eﬀect of opening and closing operators. Note that the corners
of the square are slightly smoothed too, and the limit between the two classes is not as good in these areas as
using erosion and dilation.
This very simple example illustrates the interest of the proposed approach to represent and overcome spa-
tial imprecision on a classiﬁcation and on the boundary between classes.
5.8. Application on medical images
We now illustrate the proposed approach on a simple example in medical imaging, addressing the problem
of multi-source brain image classiﬁcation. Images are acquired using magnetic resonance imaging (MRI) using
Fig. 15. Resulting masses for C1 (a,d), C2 (b,e) and D (c,f) after fusion, using diﬀerent structuring elements. (a–c) Smaller structuring
element. (d–f) Larger structuring element.
Fig. 16. Introducing imprecision with mathematical morphology for source 1. (a) Bel1(C1) from opening of m10ðC1Þ. (b) Pls1(C1) from
closing of m10ðC1Þ. (c) Bel1(C2) from opening of m10ðC2Þ. (d) Pls1(C2) from closing of m10ðC2Þ.
Fig. 17. Introducing imprecision with mathematical morphology using opening and closing for source 2.
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combined in order to improve the classiﬁcation. In this application, we consider pathological brains, as pre-
viously addressed in [20], for which the proposed method using morphological operations will prove its
interest.
Fig. 20 shows an example of initial images. The ﬁrst echo does not allow seeing the pathology, but the ven-
tricles and the cerebro-spinal-ﬂuid (CSF) are well delineated and separated from the rest of the brain. The sec-
Fig. 18. m1(D) (a) and m2(D) (b), obtained after opening and closing.
Fig. 19. Fusion of m10 and m
2
0 obtained by opening. Resulting masses for C1 (a), C2 (b) and D (c), and decision after fusion (d). Compared
to the results obtained with erosion and dilation, opening and closing achieve an additional ﬁltering eﬀect, which results in a smoother
boundary between the two classes in the decision image (however, corners of the square are smoothed too).
Fig. 20. One axial slice of the original dual-echo MR acquisitions. The pathology is only visible in the second echo (bright area) –
Courtesy Professor Catherine Adamsbaum, Saint Vincent de Paul Hospital, Paris.
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partial volume eﬀect around the pathology, evidenced by intermediate grey levels. Ventricles and CSF are dif-
ﬁcult to separate from the brain in the second image.
These diﬀerences between the images also appear on the grey level histograms (Fig. 21). The ﬁrst one has
two peaks, one corresponding to the ventricles and the CSF, and the second one to the other brain tissues. The
second histogram shows generally lower grey levels. The ﬁrst peak corresponds to the brain and the ventricles
and CSF, while the second one clearly shows the characteristic grey levels of the pathology.
These observations lead to a simple modeling of the classiﬁcation problem. Three classes can be exhibited:
C1 corresponds to the normal brain tissues, C2 to the ventricles and CSF, and C3 to the pathology. The focal
elements are {C1,C3} and C2 for the ﬁrst image, and {C1,C2} and C3 for the second image. Initial masses are
deﬁned from the histogram as in [23], on the grey level space. They are shown in Fig. 22.
The combination of these mass functions using Dempster’s rule leads to focal elements reduced to single-
tons. In this example, the ambiguity between classes in each image is solved by the information contained in
Fig. 21. Grey level histograms of two initial images (without the background).




normal brain and pathologyventricles and CSF




ventricles and CSF, and normal brain pathology
Fig. 22. Initial mass functions for the two images.
460 I. Bloch / Internat. J. Approx. Reason. 48 (2008) 437–465the other image. The decision image is shown in Fig. 23. In this result, the pathology class only includes pixels
composed of almost pure pathological tissue. Pixels in the intermediate area, composed of a mixture of path-
ological and normal tissues are to a large part assigned to the normal brain class. Note that the boundary
between the two classes depends on the estimation of the initial mass functions, which can be seen as a draw-
back. This problem is overcome by modeling explicitly imprecision between classes using mathematical
morphology.
Let us now apply the proposed approach on these initial mass functions. The size of the erosion is derived
from the range of ambiguous grey levels between classes in the histograms. Erosions and dilations are applied
in the grey level domain. The results of erosion of the initial masses and the mass on D are displayed in Fig. 24.











Fig. 24. Eroded mass functions and mass on D for the two images.
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by the intersection table (Table 1).
Fig. 25 illustrates three types of decision images:
(1) The ﬁrst one is based on maximum of pignistic probability rule [52]. It does not show much diﬀerence
with respect to Fig. 23.
(2) The second decision rule is based on maximum of belief over the singletons. The result includes more of
the intermediate region in the pathology area. Also the cortical sulci, which are thin with respect to the
slice thickness and therefore also prone to partial volume eﬀect, are better delineated and included in the
CSF class. This constitutes an improvement.
(3) The third decision is based on maximum of belief over all hypotheses (including disjunctions, except D).
This means that a decision is taken in favor of a singleton only if the masses on disjunctions involving
this class and on other singletons composing these disjunctions are equal to 0. It is the most interesting
one, since the results show that the use of mathematical morphology operators allow modeling explicitly
the imprecision in grey levels due to the partial volume eﬀect. The decision in favor of {C1,C3} clearly
shows the intermediate area around the pathology, which is consistent with the medical interpretation.
Similarly, the sulci are included in the decision area for {C1,C2} (i.e. mixture of brain and CSF), which is
Fig. 25. Decision images based on the fusion of the masses obtained after morphological operations. (a) Decision based on maximum of
pignistic probability. (b) Decision based on maximum of belief over all singletons. (c) Decision based on maximum of belief over all
subsets of D except D. The intermediate area between pathology and normal brain highlights the partial volume eﬀect. The intermediate
area between CSF and normal brain illustrates the inﬂuence of slice thickness on narrow structures such as cortical sulci.
Table 1
Intersections between the focal elements of the two sources after erosion
C2 {C1,C3} D
{C1,C2} C2 C1 {C1,C2}
C3 ; C3 C3
D C2 {C1,C3} D
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this decision rule around the pathology (C3). There is a smooth transition between pure pathological tis-
sues and pure non-pathological tissues. Hence the potential decisions in these regions are C1, C3,
{C1,C3}. The maximum of belief leads to making decisions in favor of:
• C1 if m(C3) = m({C1,C3}) = 0;
• C3 if m(C1) = m({C1,C3}) = 0;
• {C1,C3} if m({C1,C3})5 0 or (m(C3)5 0 and m(C1)5 0).Another classical rule consists in considering plausibility instead of belief. In the previous example, it would
lead to:• C1 if m(C3) = 0;
• C3 if m(C1) = m({C1,C2}) = 0;
• {C1,C3} if m(C3)5 0 and (m(C1)5 0 or m({C1,C2})5 0).These rules are somewhat diﬀerent from the ones based on maximum belief. From a practical point of view,
there are only very few situations where the decisions are actually diﬀerent. Moreover, these rules involve
m({C1,C2}), which is less interesting here.
Fig. 26. Decision images based on the fusion of the masses obtained after morphological operations with diﬀerent structuring elements.
(a,d) Decision based on maximum of pignistic probability. (b,e) Decision based on maximum of belief over all singletons. (c,f) Decision
based on maximum of belief over all subsets of D except D. (a–c) Smaller structuring element. (d–f) Larger structuring element.
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ing into account not only the purely pathological tissues, but also the mixture areas. The decision for {C1,C3}
provides these areas, in which a further processing can lead to an estimation of the percentage of the patho-
logical tissues. Such evaluations are much more robust to the positioning of the slices during the acquisition
than evaluations based on crisp decisions.
The inﬂuence of the size of the structuring element is illustrated in Fig. 26, where the results can be com-
pared to those in Fig. 25. It appears that the results are quite robust with respect to the choice of the struc-
turing element. The decision based on pignistic probability remains the same. A few diﬀerences can be
observed on the images showing the decision taken for maximum of belief over all subsets of D except D.
Using a smaller structuring element, the intermediate area between pathology and normal brain is slightly
smaller, while using a larger structuring element, it is larger. The main change is in the repartition between
pure pathological class and the mixed class. Noticeably, the union of the mixed class and the pure pathological
class (i.e. all pixels containing at least some pathological tissue) remains stable when changing the structuring
element. This is an interesting result in terms of robustness of the proposed approach.6. Conclusion
With the aim of fusing images under imprecision, we proposed in this paper a new method which introduces
imprecision on the mass functions in the framework of belief functions, by using dual fuzzy morphological
operators, such as erosion and dilation, or opening and closing. We have proved the consistency of the pro-
posed approach, in terms of properties that have to be fulﬁlled by belief functions, in the case of crisp and
fuzzy structuring elements. This method leads to an estimation of disjunctions of hypotheses that takes into
464 I. Bloch / Internat. J. Approx. Reason. 48 (2008) 437–465account the imprecision inherent to images and the considered classes or objects. The morphological opera-
tions can be applied either in the spatial domain, to represent spatial imprecision, or in a feature space (grey
levels for instance), to represent the imprecision on the characteristics of the classes. Examples have been
shown to illustrate both types of imprecision.
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