The transfer function for optical wavefront aberrations in single-mode fiber based optical coherence tomography is determined. The loss in measured OCT signal due to optical wavefront aberrations is quantified using Fresnel propagation and the calculation of overlap integrals. A distinction is made between a model for a mirror and a scattering medium model. The model predictions are validated with measurements on a mirror and a scattering medium obtained with an adaptive optics optical coherence tomography setup. Furthermore, a one-step defocus correction, based on a single A-scan measurement, is derived from the model and verified. Finally, the pseudo-convex structure of the optical coherence tomography transfer function is validated with the convergence of a hill climbing algorithm. The implications of this model for wavefront sensorless aberration correction are discussed.
Introduction
Optical coherence tomography (OCT) is a technique for non-invasive, in vivo imaging of tissue [1, 2] . Its main application is found in opthalmology, where it is used for the 3D imaging of the cornea and retina [3] [4] [5] . The axial resolution of OCT is obtained through low coherence interferometry and is inversely proportional to the source bandwidth. Using ultra-broadband sources, axial resolutions below 1 µm have been recorded [6] . The lateral resolution of OCT is determined by conventional optical lens focusing. Hence, the lateral resolution improves by using a larger pupil. In OCT imaging of the retina the lateral resolution is hampered by the small pupil size (< 2 mm). Moreover, when the pupil size is increased, large ocular aberrations are introduced. It has been demonstrated that high lateral resolutions can be obtained by using adaptive optics (AO) to correct the optical wavefront aberrations on large pupils (>2 mm). Combining the high axial resolution of OCT with the high lateral resolution of AO results in ultra-high resolution AO-OCT imaging in three dimensions. Such systems have been reported in [7] [8] [9] [10] and demonstrated lateral and axial resolution up to 3 µm and 2-3 µm, respectively. As a result, AO-OCT has made it possible to image the 3D architecture of individual rods and cones in vivo in the human eye [9, 11] .
Current AO-OCT setups usually rely on wavefront sensors such as the Shack-Hartmann wavefront sensor. In general, wavefront sensors have several drawbacks. First, a loss of signal to noise ratio in the OCT signal occurs because light from the object is directed away from the sensor (if no alternative imaging device is used as a wavefront sensor). Second, specular reflection of optical components or from the eye prevent the wavefront sensor from giving an accurate estimation of the aberrations. Third, the magnitude and accuracy of the measured wavefront aberrations are limited by the wavefront sensor design. Due to the large aberrations present in the human eye, a trade-off is usually made between the maximum aberration that can be measured and the accuracy of the wavefront estimation. Fourth, since wavefront sensors are located outside the imaging path, non common-path errors with the imaged signal occur. In other words different aberrations are estimated by the SH wavefront sensor than are present in the optical path for the OCT image. Finally, the cost of the wavefront sensor increases the overall cost of any adaptive optics system. This increased cost hampers commercial and medical use of AO-OCT devices. Several authors have successfully applied wavefront sensorless (WFS) AO algorithms to OCT [12] [13] [14] to mitigate these disadvantages. WFS approaches are based on phenomenological image quality metrics that are optimized to achieve aberration free images. If analytical expressions for the transfer function of the OCT signal for different aberrations are known, more efficient metrics and algorithms can be found and the region of convergence can be determined. For example, in [15, 16] it is shown that the use of models can improve the convergence speed of WFS algorithms. In [17] a general model is used, based on a synthetic aperture and Zernike modal decomposition, for a software based image optimization. The optimization is based on a sharpness and intensity metric.
Until now, only single aberrations have been modeled for OCT. The tip/tilt aberrations are modeled in the context of galvanometric mirrors, that are used for scanning across the sample. The defocus aberration is studied in the context of the axial transfer function for single-mode fiber (SMF) based OCT systems. Studies [18] [19] [20] [21] showed that the amount of backscattered signals, which is due to optical properties of the tissue, is also influenced by the optical components of the OCT setup. A simplified axial transfer function is proposed in [21] based on the overlap of the Gaussian beam profile arising from the SMF. The proposed axial transfer function assumes the propagation of a perfect Gaussian beam profile without lateral optical wavefront aberrations other than a fixed defocus introduced by the lens. This transfer function is used to correct for OCT system properties in the backscattered measured signal to determine the attenuation coefficient of tissue from OCT scans. In general, OCT transfer function models distinguish between a specular reflector and a backscattered sample. In the axial defocus model in [21] the interaction of a Gaussian beam with the scattering medium is modeled by removing the defocus curvature of the Gaussian beam at the sample.
The goal of this paper is to model and validate the effect of arbitrary optical wavefront aberrations on the OCT signal for mirror and scattering media reflectors. This model is used to correct for defocus and predict the convergence of a WFS algorithm.
OCT model
OCT is based on a combination of confocal and coherent gating [22] . Confocal gating is implemented by single mode fibers that act as pinholes for outgoing and returned light. Coherence gating is based on low coherence, i.e. large optical bandwidth interference, to detect only a thin section of the sample. The confocal and coherent detection of the OCT system all take place in the OCT sample arm, which can be modeled as in Fig. 1 sample lens, is used to collimate the beam. A second lens (L), the sample lens, which contains aberrations (A), is used to focus the light on the sample located a distance d from the actual focus f of the sample lens. Light reflected from a thin slice of the sample goes through the same path back to the SMF, which is shown in this model as transmission. The sample can be a mirror or a thin slice of tissue, which we model here separately.
OCT mirror model
After collimation by the collimator lens the optical field emitted from the single mode fiber has a Gaussian distribution with a flat wavefront. This planar Gaussian wavefront (G) is described by
Here, C is the amplitude, and w is the beam waist of the collimated fundamental Gaussian fiber mode. Next, the wavefront traverses optical aberrations. The aberrations (A) in the pupil plane are denoted as
Here, k is the wave number 2π λ , i is the imaginary number √ −1. Normalized Zernike polynomials are used over a circular pupil [23] to represent W (x, y) = α T Z(x, y), the vector α contains the corresponding Zernike coefficients, Z(x, y) is a vector of the corresponding Zernike polynomials.
The aberrated optical wavefront is focused by a lens. The paraxial approximation of the focusing sample lens (L) with a circular pupil is given by
For the lens the Fresnel approximation is used with focal length f . Following Goodman [24] , the circular pupil function circ( x 2 + y 2 /r pupil ) is a circle with radius r pupil . Values inside the circle are set to 1, outside the circle to 0, and on the border to 0.5. The pupil function is determined by the smallest pupil in the optical setup, in our case the deformable mirror, which limits the beam radius to r pupil = 3.61 mm. Fresnel diffraction (F) [24] approximates the propagation of an arbitrary wavefront U(x 1 , y 1 ) to the plane (x 2 , y 2 ) over an OPL z as,
(4) In the mirror model the Gaussian distributed wavefront (G) passes through aberrations (A) and the sample lens (L) and propagates (Fresnel diffraction) over a distance f + d to reflect on the mirror and then propagates backwards over the distance f + d. We describe the latter by a Fresnel propagation over 2( f + d). Hence, the wavefront right before the sample lens (L) is
Again, wavefront U 1 traverses the sample lens (L) with aberrations (A). Finally, an overlap integral (O) of the field with the Gaussian mode of the collimated beam is taken. Since the SMF only accepts a Gaussian wavefront identical to the collimated Gaussian mode, we take the overlap integral of the reflected light with this Gaussian wavefront to determine the total field coupled back into the fiber from the sample. The overlap integral [25] for an arbitrary wavefront U(x, y) with the Gaussian mode G(x, y) is defined as
The total intensity coupled back into the SMF is then denoted by
Scattering medium OCT model
The scattering medium transfer function is very similar to the mirror transfer function. The only difference is the interaction with the scattering medium. The Gaussian beam (G) traverses the sample lens (L) with aberrations (A) and interacts with the sample after propagating an OPL f + d. In the scattering medium we assume that the lateral phase relation of the wavefront is lost and a new plane wave is formed with a perfect planar wavefront. This is modeled by taking the modulus of the field, |U(x, y)|, at the position of the sample, which reduces the original phase of the wavefront laterally to a constant phase. The wavefront U 2 represents the wavefront after having interacted with the sample.
The wavefront U 2 propagates an OPL of f +d to the aberrated sample lens, which is represented by the wavefront U 3 ,
Wavefront U 3 again traverses the sample lens (L) with aberrations (A) and the intensity coupled into the fiber is determined with the overlap integral (O). The total intensity coupled into the SMF fiber is
The functions h 1 (d, α) and h 2 (d, α) are called OCT transfer functions for the mirror and scattering medium, respectively. These equations represent the intensity that is coupled back into the fiber. It is important to note that the OCT signal, defined as the magnitude of the Fourier transform, scales with the sample arm field and thus with √ h 1 and √ h 2 . The results for the transfer functions are numerically calculated in MATLAB using the numerical Fresnel propagation code in [26] .
Single step defocus correction
If the AO-OCT setup and sample lens are well-known and calibrated, then a single step correction for the defocus can be implemented. The change in focal length d is related to the Zernike defocus coefficient α 4 and the original focal length f as follows,
In Eq. (11) the left hand side is the quadratic phase factor for the lens focused at a distance f + d and the second term on the right hand side is the Zernike defocus. As a result, the defocus Zernike coefficient is derived as
In the equations above r pupil is the radius of the pupil, defined by the smallest pupil in the setup (the deformable mirror), on which the Zernikes are defined. The index proposed by Thibos et al. [27] is used to order the Zernike coefficients α (4 corresponds to the defocus). Equation (12) allows to directly calculate the defocus coefficient α 4 from the distance d the sample is out of focus.
Materials and methods
AO-OCT measurements are performed on an adaptive optics OCT system based on single mode fibers and a Michelson interferometer, shown in Fig. 2 . The light source is a fiber coupled super luminescent diode (Superlum Broadlighter D-840-HP-I) with a bandwidth of 100 nm and a center wavelength of 840 nm. The fiber from the source is a single mode fiber with a 4 µm core diameter coupled to a fiber coupler (Gould Fiber Optics Corning HI-780) with a splitting ratio of 50/50. Light is detected with a spectrometer (Wasatch Photonics Cobra UHR) with 4096 pixels that cover a wavelength range from 650 nm to 950 nm. The integration time and line-time are set to 23 µs and 25 µs, respectively. The two arms from the fiber-based interferometer both have 3-paddle polarization controllers (Thorlabs FPC560) and light exiting the sample and reference arm fibers is collimated by a fiber collimator lens (Thorlabs AC254-030-B). The reference arm consists of a folded, collimated beam covering a distance of 3.8 m. In both sample and reference arm a collimated Gaussian beam with a 3.4 mm beam waist e −2 starts from the fiber collimator lens. The sample arm consists of pairs of parabolic mirrors that are used to conjugate the planes of the fiber collimator, deformable mirror (DM) and sample lens. The parabolic mirrors PM1 (Edmund Optics 50.8 × 304.8 mm PFL 15) and PM2 (Edmund Optics 50.8 × 635.0 mm PFL 15) in Fig. 2 are off-axis parabolic gold mirrors that (de)magnify the beam 2.08 times. The deformable mirror (Imagine Eyes Mirao52) has 52 actuators and a stroke of 50 µm. At the end of the reference and sample arm the sample lens with a focal length of 45 mm (Thorlabs AC254-045-B) focuses the light on a mirror (Thorlabs KM100-E03) and the sample, respectively. An OKOtech Shack-Hartmann (SH) wavefront sensor, 1-inch optical format, with a lenslet array pitch of 300 µm and focal length 18.6 mm, is placed perpendicular to the optical beam path. A pellicle beam splitter (Thorlabs BP108) directs 8% of the light towards the SH and 92% to the fiber. The SH pupil is conjugated to the pupil plane. The SH mask to CCD distance is 16.56 mm.
From the SH images the modal wavefront is reconstructed using the method described in [28] . The diameter of the DM is the smallest pupil and acts as a field stop that determines the maximum pupil size. The DM diameter is 15 mm and after conjugation through the parabolic mirrors the pupil radius is r pupil = 3.61 mm. This pupil radius, r pupil , is used for the wavefront reconstruction in the SH sensor as well as in the circular pupil function for the model.
The acquired spectra are processed into OCT A-scans in the following way. First, the spectrum of the reference arm is subtracted. Second, since the pixels of the spectrometer correspond to a non-equidistant k axis, the data is linearly interpolated in k based on a calibration table provided by the manufacturer. After interpolation the fast Fourier transform (FFT) is taken over the spectrum. The magnitude of the FFT is used as the OCT-signal.
The measured axial resolution is 3.9 µm (FWHM), which is in good agreement with the coherence length of the Superlum source spectrum, which is 3.5 µm (FWHM). The sensitivity is determined to be -94 dB by measuring the signal to noise ratio between peak signal and the RMS noise.
Odd and even Zernike aberrations are set on the DM, such that perfect Zernike aberrations are displayed in the conjugate plane of the sample lens. Normalized Zernike aberrations with index 1 to 9 are applied to the DM (tip, tilt, defocus, 2 astigmatisms, 2 comas and 2 trefoils). The tip and tilt are left out for the scattering medium, because these aberrations correspond to lateral scanning over the sample, which is performed by a translation stage. The aberration coefficients are varied between -0.45 µm to 0.45 µm.
For the mirror measurements 512 A-scans are taken at the same lateral position. All of the OCT signal in the A-scans is then averaged over time and all depth to a scalar and normalized (divided by the maximum value in a set of measurements). This scalar represents the OCT signal for the mirror measurements.
For the scattering medium measurement, 512 A-scans are taken of a sample consisting of 4 layers of Scotch tape attached on a translation stage. These 512 A-scans are averaged over time and out of the averaged A-scan four depth points at zero aberrations are taken. Several differ-ent aberrations are applied to the DM and the same four depth points are scaled by the same normalization factor. These four points represent the OCT signal for the scattering medium measurements. Figure 3 shows the OCT measurements on a mirror for varying aberrations applied on the DM. The measurements are plotted together with numerical results obtained for the mirror model. The mirror model is in good agreement with the measurements, especially for small aberrations. The model predicts almost no loss in OCT signal for the odd aberrations (index 1-2, 6-9), because these aberrations are canceled due to the double pass through the optical system. The higher order odd aberrations (comas and trefoils) show a loss of OCT signal stronger than the results predicted by the model. We attribute this to slight misalignments, which cause an imperfect cancellation of the odd aberrations leading to the introduction of other aberrations in the wavefront. Figure 4 shows the measured Zernike coefficients on the SH sensor, for modes with index 1 to 20, obtained from the SH wavefront sensor. For even aberrations applied on the DM (index 3 to 5) the measured wavefront aberrations on the SH are about twice as large as those that have been put on the DM, i.e. the slope of the measurements on the SH sensor for even aberrations in Fig. 4 is about 2. The Zernike coefficients of the SH sensor show that for odd aberrations (index 1 to 2 and 6 to 9) the wavefront aberration cancels in the SH measurement. However, other aberrations appear (mostly tip, tilt, and defocus) due to imperfect cancellation of the odd aberrations. Figure 5 shows OCT measurements on the scattering medium versus the applied aberration for index 3 to 9. The OCT measurements have a greater standard deviation than the mirror measurements due to movement of the sample and the much lower signal strength. The measurements are compared to the scattering medium model and show good agreement to the scattering medium model. It can be observed that the obtained functions for the scattering medium for astigmatisms and defocus are broader than the corresponding functions for the mirror measurements. The FWHM for the defocus curve of the mirror model is approximately 0.2 µm, while the FWHM for the defocus curve of the scattering medium model is approximately 0.4 µm. Moreover, the transfer functions have a global maximum at zero aberrations for the given aberrations from -0.45 to 0.45 µm. In comparison to the mirror model a clear maximum is visible for both odd and even applied aberrations.
Results
The corresponding Zernike coefficients, index 1 to 20, measured on the SH wavefront sensor are shown in Fig. 6 . The SH sensor measurement gives aberrations similar to the aberration applied to the DM, even though the optical path passes the DM twice. This means that light is not specularly reflected, but diffuse and that the phase of the wavefront is lost after interaction with the scattering medium.
Based on the validity of our wavefront model we apply the model for one step defocus correction, as shown in Fig. 7 . For this experiment the sample is moved a fixed distance out of focus (0.39 mm in Fig. 7) . The optical path length moved out of focus, d, is determined by the displacement of the target depth of the sample on the OCT A-scan measurement and used to calculate α 4 based on Eq. (12) . Other parameters used in this equation are the pupil radius r pupil = 3.61 mm, and the focal length of the sample lens f = 45 mm. The theoretical prediction of Eq. (12) for all displacements is shown in Fig. 7(c) as the black line. The red dots correspond to the Zernike defocus coefficient, α 4 , that maximized the OCT signal at that depth in the A-scan. Figure 7 shows the sample before Fig. 7 (a) and after Fig. 7(b) defocus correction, both are displayed with the same intensity scale. Clearly, the sample in focus has a higher OCT signal.
Finally, we demonstrate that the model gives us insight into sensorless wavefront correction. We test a sequential optimization algorithm similar to [12] for aberrations with RMS error smaller than 0.4 µm. The applied aberrations are limited to the Zernike modes with index 3 to 9 (similar to Fig. 5) . The results for this test are shown in Fig. 8 . Figure 8 (a) shows a single optimization for a random aberration applied to the DM. It shows the magnitude of the merit function (OCT signal) while the algorithm scans through Zernike modes with index 3 to 9 for the first time and adds the argument corresponding to the maximum for each mode to the DM to correct this aberration. In Fig. 8(b) the value of the merit function is shown after the algorithm has converged for 100 different starting aberrations, all with RMS error smaller than 0.4 µm. The test shows that the sequential optimization algorithm converges to the same magnitude for 100 different initial aberrations all with an RMS wavefront error smaller than 0.4 µm. On average it takes 20 seconds for the algorithm to converge. 
Discussion
The transfer functions for the OCT signal for mirror and scattering medium in Eq. (7) and Eq. (10) are calculated based only on experimental parameters. Both transfer functions match the experimental results well, as shown in Fig. 3 and 5.
The Shack-Hartmann measurements show a large difference between the wavefront returning from the mirror and the scattering medium. The phase aberrations of the reflected wavefront are doubled for even aberrations and are canceled for odd aberrations for measurements on the mirror. The specular reflection of the mirror causes the odd aberrations to cancel and the even aberrations to double. Hence, these aberrations are difficult to detect from a decrease in the OCT signal of a specular reflector. Even though the OCT signal for the mirror measurements does not decrease a lot for the odd aberrations (index 1-2 and 6-9) in Fig. 3 , our calculations show that the lateral resolution (quantified by the FWHM of the focal spot on the sample) decreases for an increasing magnitude of the odd aberrations [29] . Hence, image quality metrics should not only be based on intensity but also on sharpness when dealing with specular reflecting objects, which might also occur in OCT. This has been proposed on an ad-hoc basis [30, 31] , but clearly follows from our analysis.
Our model and measurements show that the lateral phase relations are lost when the wavefront interacts with the scattering sample as the Shack-Hartmann measures the same size of aberration as applied to the DM. The axial defocus model of van Leeuwen et al. [21] for a scattering medium is also based on removal of defocus wavefront curvature of the Gaussian beam after it interacted with the scattering medium. This supports the use of our phase reset operator in the scattering medium model, which is based on the same principle. Others have reported partial loss of wavefront phase upon reflection from a scattering medium [32] . This may be attributed to the presence of both specular and diffuse reflection components in their measurement.
To further validate the proposed OCT transfer functions, they are compared with the well established Lorentzian axial transfer functions from [21] . The numerical results of the OCT signal transfer functions h 1 (d, 0) and h 2 (d, 0) for an axial displacement of the sample, d, for the mirror and scattering medium are similar to the two different Lorentzian functions proposed in [21] when the pupil is large enough compared to the Gaussian waist of the beam. For large pupils, h 1 (d, 0) and h 2 (d, 0) correspond to the Lorentzian functions, similar to the analytical expression in [21, 29] . The developed transfer functions can be used to correct OCT A-scans for system properties including all aberrations. Hence, potentially improving the estimation of tissue attenuation coefficients from OCT data in the presence of other aberrations besides defocus.
These models can be related to another imaging technique, scanning laser opthalmoscopy (SLO), however, this technique is not based on interferometry. The image is formed by collecting all the backscattered light from different depths in the sample and this requires further research.
Theoretical estimation of the defocus Zernike coefficient to correct for a defocus caused by an axial displacement is in excellent agreement with the Zernike coefficient obtained from an optimization maximizing the OCT signal at the given depth. The one step defocus correction can be applied to scanning OCT systems to quickly set the optimal defocus or to easily change the focal point to another depth in the sample. Only well calibrated and well known optical systems allow for this one step defocus correction, in other cases it might be considered as a good first estimate. Note that the defocus is the primary aberration in the human eye [33] and that its corrections leads to the strongest image quality improvement of all aberrations.
The scattering medium OCT signal transfer functions for the single aberrations all exhibit pseudo-convex properties, i.e. they have a global maximum for zero aberrations. A validation for the pseudo-convex properties is given by the convergence results shown in Fig. 8 , which show that the algorithm always converged towards the same metric value. The pseudoconvexity shows why hill climbing algorithms such as proposed in [12, 14] eventually converge towards a maximum signal. A clearer understanding of how aberrations influence the OCT signal can help in selecting metrics for wavefront sensorless aberration correction, which can lead to faster signal convergence. The OCT transfer functions, as developed here, also allow testing and simulation of new optimization algorithms prior to in vivo application.
Conclusion
Using Fresnel propagation, overlap integrals and Gaussian distributions two OCT transfer functions modeling the effect of lateral aberrations for a mirror and a scattering medium on the OCT signal are derived. Measurements on a mirror and a scattering medium with an AO-OCT system closely resemble the proposed transfer functions. A one step defocus correction method has theoretically been derived and successfully applied. The pseudo-convex nature of the transfer function is validated by the 100% convergence success of a hill-climbing algorithm.
