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Abstract
We review various methods for the analysis of initial-value problems for integrable dispersive equations in the weak-dispersion
or semiclassical regime. Some methods are sufficiently powerful to rigorously explain the generation of modulated wavetrains,
so-called dispersive shock waves, as the result of shock formation in a limiting dispersionless system. They also provide a detailed
description of the solution near caustic curves that delimit dispersive shock waves, revealing fascinating universal wave patterns.
Keywords: Semiclassical limit, small-dispersion limit, Lax-Levermore theory, Deift-Zhou steepest descent method, universality.
1. Introduction
Many physical systems exhibit behavior that can be approx-
imated by periodic traveling wave solutions of partial differen-
tial equations (PDEs). G. B. Whitham realized that the partic-
ular periodic wave that best fits the observed wave field is fre-
quently different depending upon where and when the observa-
tion is made, leading to the notion of a slowly-modulated wave-
train. There is a rather complete theory of modulated waves de-
veloped originally by Whitham with subsequent contributions
by many others, some of which are described in other papers of
this volume.
The main hypothesis of the theory is the existence of an ap-
proximate solution of the equation at hand that has the form of a
periodic wave whose parameters (e.g., amplitude, wavenumber,
etc.) depend slowly on space and time. The relative slowness
of the modulation relative to the wavelength and period of the
wave is mathematically built in via an artificial small parame-
ter  measuring the ratio between the microscopic (wavelength
and period) and macroscopic (modulation) scales. By various
asymptotic methods all ultimately employing some kind of av-
eraging over the microstructure, the limit  → 0 allows one to
deduce a closed system of PDEs governing the slowly-varying
parameters alone, the famous Whitham modulation equations.
A valid question is whether Whitham’s theory only describes
the evolution in time of a pre-existing modulated wave (i.e., an
initial condition having this form), or if not, how such struc-
tures are generated automatically by the underlying system. To
properly formulate this question, we choose initial data hav-
ing no fast oscillations at all, and ask whether the oscillations
appear on their own after some time, modeling the formation
of a dispersive shock wave (DSW). Mathematically, it is con-
venient to scale the spatial independent variables so that the
(slowly-varying) initial data is fixed in the limit  → 0, and
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anticipating an initial slow phase of the dynamics, time should
be similarly rescaled. This means that the exact periodic wave
solutions should have wavelengths and periods proportional to
, and thus the rule for rescaling a given dispersive equation
is simply to introduce the small parameter by the replacements
∂x 7→ ∂x and ∂t 7→ ∂t. For example, if one applies this rule to
the Korteweg-de Vries (KdV) equation ut + 2uux + 13 uxxx = 0,
after canceling a factor of  , 0 one arrives at the form
ut + 2uux + 13 
2uxxx = 0 (1)
which should be formulated with initial data u(x, 0) = u0(x)
independent of . In this case, the limit  → 0 that separates the
scales in the Whitham theory can be interpreted as the small-
dispersion limit.
As another example, we may apply the rescaling rule to the
nonlinear Schro¨dinger (NLS) equation iψt + 12ψxx −σ|ψ|2ψ = 0
(with parameter σ ∈ R) which becomes
iψt + 12 
2ψxx − σ|ψ|2ψ = 0. (2)
For physical reasons it is frequently important to consider this
equation with initial data that includes -dependence in the
form of a fast phase: ψ(x, 0) = A(x)eiS (x)/ , where the posi-
tive amplitude A and real phase S are independent of . In
this case, due to the fact that in free-particle quantum mechan-
ics (σ = 0) the parameter  > 0 is proportional to Planck’s
constant, the limit  → 0 in this context is frequently called
the semiclassical limit. It may seem to be strange terminology,
since setting  = 0 to be “in the limit” leaves an equation that is
trivial and the initial data makes no sense unless S ≡ 0. How-
ever, some sense is restored upon introducing the “density” and
“velocity” variables ρ := |ψ|2 and u := Im{ψx/ψ}, respectively,
for a “quantum fluid”. Indeed, Madelung [42] showed that the
equation (2) implies the following closed system:
ρt + (ρu)x = 0 and ut +
(
1
2 u
2 + σρ
)
x
= 12 
2F[ρ]x, (3)
where
F[ρ] :=
ρxx
2ρ
−
(
ρx
2ρ
)2
. (4)
Preprint submitted to Physica D August 28, 2018
ar
X
iv
:1
51
0.
03
68
6v
1 
 [n
lin
.PS
]  
13
 O
ct 
20
15
For the initial data ψ(x, 0) = ψ0(x) = A(x)eiS (x)/ , one has cor-
responding -independent initial data ρ(x, 0) = ρ0(x) = A(x)2
and u(x, 0) = u0(x) = S ′(x). It now appears attractive to define
the limiting dynamics by simply setting  = 0 in (3), resulting
in the dispersionless NLS system. This system is hyperbolic for
σ > 0 (defocusing case), elliptic for σ < 0 (focusing case), and
degenerate hyperbolic for σ = 0 (linear case).
This paper is a survey of techniques available for the analysis
of small-dispersion or semiclassical limits for dispersive wave
equations, and includes as well some results that have been es-
tablished by their means. The aim of these techniques is, in
general, to explain as much as possible the spontaneous onset
of modulated oscillations from relatively smooth initial data.
2. General asymptotic methods for initial-value problems
2.1. Matching modulated wavetrains and dispersionless fields
In 1973, Gurevich and Pitaevskii [34] designed a method for
explaining the generation of modulated waves in the context of
the initial-value problem for the weakly-dispersive KdV equa-
tion (1). Their method, which applies equally well to some
non-integrable equations, was essentially to match a solution of
Whitham’s modulation equations for periodic traveling waves
occupying an interval x−(t) < x < x+(t) onto solutions of the
inviscid Burgers (IB) equation ut + 2uux = 0 (the dispersion-
less limit) for x < x−(t) and x > x+(t). In the process, they
determined the functions x±(t) bounding the DSW in the (x, t)-
plane. The method described in [34] works because when writ-
ten in Riemann-invariant form, Whitham’s equations for three
fields u1 < u2 < u3 degenerate to the IB equation for u1 when
u2 = u3, and for u3 when u1 = u2. It follows that the method
of [34] may be described as seeking a global weak solution of
the Whitham modulation equations that exhibits certain degen-
eracies for small t and large x. This type of degeneration is a
general and expected property of Whitham modulation equa-
tions, so many problems have been studied in this way; it was
used, for example, in [7] to study the Toda lattice. It should be
observed, however, that while very reasonable and delivering of
physically satisfying results, this method is not one of rigorous
analysis because there is no obvious way to estimate the errors
in this approach or otherwise to prove its convergence as  → 0.
2.2. Rigorous pre-breaking analysis
It is possible to obtain quite general and far-reaching con-
vergence results for weakly-dispersive or semiclassical initial-
value problems, provided one is interested in the dynamics that
occur before singularities appear in the solution of the approx-
imating ( = 0) limiting equation/system for the same initial
data. While the details are complicated, the basic idea is one of
regular perturbation theory, in which the effects of terms in (1)
or (3) proportional to powers of  are controlled by functional
analytic estimations relying on the smoothness of the approx-
imating solutions. Grenier [33] used such an approach to es-
tablish the semiclassical limit for quite general NLS equations
with defocusing nonlinearities. For the more challenging focus-
ing type of nonlinearity, Ge´rard [32] obtained analogous results
with the additional assumption of analyticity of the initial data,
which allows for the solution of the approximating quasilin-
ear system (the analogue of (3) with σ = −1 and  = 0) by
convergent Cauchy-Kovaleskaya series. While these rigorous
convergence results are valid for NLS equations in more than
one space dimension and with general nonlinearities, they fail
as soon as the problem becomes interesting with the formation
of a singularity that one expects dispersion to regularize via the
generation of a DSW.
3. Transform-based global analysis for integrable PDEs
When we turn our attention to the problem of global analysis
for initial-value problems of weakly dispersive waves, i.e., the
determination of properties of the solution for times larger than
the breaking time for the dispersionless approximation, most
rigorous results have been obtained for problems that are inte-
grable by means of a scattering transform (ST). A ST provides
a roadmap for the construction of the solution of the initial-
value problem and is a nonlinear generalization of the Fourier
transform pair. Hand-in-hand with the special property of a
dispersive equation being integrable by means of a ST come
several remarkable structural properties of the periodic solu-
tions and their Whitham modulation equations [28]. Indeed,
integrable problems admit not just periodic traveling wave so-
lutions, but also rich families of multiphase waves (nonlinear
superpositions of several co- or counter-propagating periodic
waves) that have a natural algebro-geometric characterization
in terms of the function theory of certain Riemann surfaces.
Such multiphase waves can be averaged to obtain a macro-
scopic description of their modulated dynamics by means of
multiphase Whitham equations. It was shown in [28] that it
is a general property of integrable systems that the multiphase
Whitham equations can be cast into Riemann-invariant form,
a property that is generally not held by quasilinear systems of
more than two unknowns. The structure of such nearly diagonal
systems arising from integrable wave equations is sufficiently
special that it is possible to obtain general solutions of these
systems by a generalization of the hodograph method found by
Tsare¨v [61]. In some way, all of these properties play a role in
the rigorous global analysis of weakly dispersive initial-value
problems for integrable equations.
Another general aspect of the use of a ST to study problems
of weak dispersion is that the parameter  enters into the prob-
lem of computing the scattering data. This is both a blessing
and a curse; the good news is that it makes available approxima-
tions based on the WKB method to calculate the direct ST, but
the bad news is that qualitatively similar initial conditions can
generate scattering data of such different types that substantially
different methods of analysis are required to analyze the inverse
ST. For example, it is a familiar fact that the scattering data for
the ST solution of the initial-value problem for the KdV equa-
tion (1) with decaying data u0 splits into a contribution from
a reflection coefficient (continuous spectrum) and contributions
from a number of eigenvalues (discrete spectrum). It turns out
that if u0 is a negative bell-shaped function then there are no
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eigenvalues and the whole solution is generated from the re-
flection coefficient that can be calculated in the limit  → 0; if
on the other hand u0 is a positive bell-shaped function then in
the same limit the reflection coefficient vanishes while a large
(∼ −1) number of eigenvalues are produced. This means that
different methods are required for the analysis of the inverse
problem in these two cases. One unfortunate implication of
this phenomenon is that for any given equation there are two or
more different “schools” of authors writing papers on the topic
based on their expertise with different techniques of analysis
for the inverse problem. Most of my own work has been on
problems that produce a large discrete spectrum (see [49] for
a review), but for the purposes of this article I have tried to be
more even-handed.
3.1. The semiclassical linear Schro¨dinger equation
To set the basic context, we begin with an elementary prob-
lem, the free-particle (linear) Schro¨dinger equation, namely (2)
with σ = 0, for which we specify the initial data
ψ(x, 0) = ψ0(x) =
√
ρ0(x)eiS (x)/ , S (x) :=
∫ x
0
u0(y) dy. (5)
The overall goal is to describe how ψ depends on the indepen-
dent variables x and t, the parameter , and the initial data ψ0
(equivalently, the amplitude ρ0 > 0 and phase gradient u0). The
initial-value problem can be solved by the Fourier transform via
the following familiar steps:
1. Direct transform: ψˆ0(λ) :=
1
2pi
∫
R
ψ0(x)e2iλx/ dx.
2. Time evolution: ψˆ(λ, t) = e−2iλ2t/ψˆ0(λ).
3. Inverse transform: ψ(x, t) =
2

∫
R
ψˆ(λ, t)e−2iλx/ dλ.
Combining steps 2 and 3 gives an integral representation of
ψ(x, t) in terms of the transform ψˆ0(λ):
ψ(x, t) =
2

∫
R
ψˆ0(λ)e−2i(λx+λ
2t)/ dλ. (6)
Inserting the result of step 1 gives an iterated/double integral
representation of ψ(x, t) in terms of ψ0(x) directly:
ψ(x, t) =
1
pi
∫
R
∫
R
ψ0(y)e−2i(λ(x−y)+λ
2t)/ dy dλ. (7)
One must regard as unusual those cases of initial data for which
one may evaluate these integrals exactly. Therefore, one turns
to numerics or, as is our interest here, asymptotics. A typical
singular limit in which one can deduce information in general
is the long-time limit t → ∞. Going into a moving frame with
fixed velocity v by writing x = x0 + vt, one may observe that
since x and t only appear in the “outer” iterated integral it is
enough to write
ψ(x0 + vt, t) =
2

∫
R
ψˆ0(λ)e−2iλx0/e−2it(λv+λ
2)/ dλ. (8)
Applying the method of stationary phase [48, Chapter 5] in the
case of one simple stationary phase point λ = λc := −v/2 =
−(x − x0)/(2t), one finds in the limit t → +∞
ψ(x0 +vt, t) = e−ipi/4
√
2pi
t
ψˆ0(λc)e−2iλc x0/e2itλ
2
c/ +O(t−3/2), (9)
a formula that gives rise to physical notions like group velocity
and dispersion. See [64, Chapter 11] for a particularly lucid
account of this circle of ideas.
We may also consider the semiclassical limit  → 0. Now we
must use the iterated/double integral formula (7), but because
(2) with σ = 0 has an exponential Green’s function it is useful
to carefully exchange the order of integration and reduce the
problem again to a single integral: for t > 0,
ψ(x, t) =
e−ipi/4√
2pit
∫
R
eiI(y;x,t)/
√
ρ0(y) dy, (10)
where the phase is I(y; x, t) := S (y) + (y − x)2/(2t). Again the
method of stationary phase applies, now to the limit  ↓ 0:
ψ(x, t) =
1√
t
2P∑
n=0
eipi((−1)n−1)/4√|I′′(yn; x, t)|
√
ρ0(yn)eiI(yn;x,t)/ + O(), (11)
where yn = yn(x, t), and y0 < y1 < · · · < y2P are the sta-
tionary phase points, that is, the roots (assumed simple) of
I′(y; x, t) = 0. The condition that y = y(x, t) is a stationary
phase point is I′(y; x, t) = u0(y) + (y − x)/t = 0, or equivalently
for t > 0, x = u0(y)t + y. The latter is exactly the equation for
intercepts y of characteristics through (x, t) for the IB equation
ut + uux = 0 arising from the formal limit ( = 0) of the cor-
responding quantum hydrodynamic Madelung system (3) with
σ = 0. Fig. 1 makes clear the connection between the family
of characteristic lines and the behavior of the solution ψ(x, t) in
various parts of the (x, t)-plane. The formula (11) shows that
Figure 1: Left: the characteristic lines for the equation ut + uux = 0 for initial
data u0(x) = −8 sech2(x) tanh(x). Right: the same superimposed on a density
plot of |ψ(x, t)|2 for  = 0.05 for initial data consistent with the same u0.
there is a critical time t = tc such that:
• If t < tc then there is just one characteristic line through
each point and hence just one term in the sum. Thus ψ(x, t)
looks like a modulated plane wave.
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• If t > tc then there are caustic curves x = x±(t) with
x±(tc) = xc such that
– If x < x−(t) or x > x+(t) then there is again just one
characteristic through each point and again ψ(x, t)
looks like a modulated plane wave.
– If x−(t) < x < x+(t) then there are three lines through
each point and hence three terms in the sum. Interfer-
ence among them makes |ψ(x, t)|2 highly oscillatory.
The asymptotically abrupt transitions in the (x, t)-plane evident
in Fig. 1 thus arise as bifurcation points for characteristics of the
dispersionless problem, or equivalently, stationary phase points
of an oscillatory integral.
3.2. The semiclassical defocusing NLS equation
Similar precision of analysis is available in principle for non-
linear dispersive wave problems that are integrable. In place of
the Fourier transform of the initial data (step 1), we have in-
stead the direct ST, which usually requires the analysis of a lin-
ear differential equation with a spectral parameter λ to obtain
scattering data (one or more functions and/or special values of
λ). Then, just as in step 2 of the linear theory, one has explicit
exponential evolution of the scattering data in time t. In place
of the inverse Fourier transform of the time-evolved transform
data (step 3), one then has the inverse ST, which often requires
the solution of a linear Riemann-Hilbert (RH) problem.
We illustrate these steps in a bit more detail for the defocus-
ing NLS equation, namely (2) with σ = 1, subject to initial
data of the form (5). Eqn. (2) with σ = 1 is the compatibility
condition for the two linear equations of a Lax pair:

∂w
∂x
=
[−iλ ψ
ψ∗ iλ
]
w, and (12)

∂w
∂t
=
 − iλ
2 − i 12 |ψ|2 λψ + i 12 ψx
λψ∗ − i 12 ψ∗x iλ2 + i 12 |ψ|2
w, (13)
in which λ ∈ C is the spectral parameter.
Rigorous analysis of the initial-value problem for the defo-
cusing NLS equation in the semiclassical limit may be carried
out with the help of a suitable ST based on the scattering prob-
lem (12). The details are different depending on the type of
boundary conditions that are enforced at x = ±∞.
3.2.1. The ST for rapidly decreasing boundary conditions
Suppose first that the initial squared amplitude ρ0(x) is
smooth and rapidly decreasing as x → ±∞, say ρ0 ∈ S (R).
We wish to find the solution of (2) with σ = 1 that also decays
for large |x| for each t > 0. The direct ST involves calculating
the Jost solution w of the Zakharov-Shabat (ZS) equation (12)
in which t = 0 is fixed and ψ is replaced by the initial data:

dw
dx
=
[ −iλ √ρ0(x)eiS (x)/√
ρ0(x)e−iS (x)/ iλ
]
w, (14)
that is, the solution for λ ∈ R that is determined (assuming
sufficiently rapid decay of ρ0 for large |x|) by the conditions
w(x) =

e−iλx/0
 + R0(λ)
 0eiλx/
 + o(1), x→ +∞
T 0(λ)
e−iλx/0
 + o(1), x→ −∞ (15)
for some coefficients R0(λ) (the reflection coefficient) and T

0(λ)
(the transmission coefficient), satisfying |R0(λ)|2 + |T 0(λ)|2 = 1.
For the inverse ST, we solve (for each fixed x and t) the fol-
lowing RH problem: seek M : C \ R→ SL(2,C) such that:
• Analyticity: M is analytic in each half-plane, and takes
boundary values M± : R→ SL(2,C) on R from C±.
• Jump Condition: The boundary values are related by
M+(λ) = M−(λ)V(λ) for λ ∈ R, where the jump matrix
is defined by
V(λ) :=
[
1 − |R0(λ)|2 −e−2i(λx+λ
2t)/R0(λ)
∗
e2i(λx+λ
2t)/R0(λ) 1
]
. (16)
• Normalization: As λ→ ∞, M(λ)→ I.
The solution of the initial-value problem is then given by
ψ(x, t) = 2i lim
λ→∞ λM12(λ). (17)
3.2.2. The ST for finite density boundary conditions
A simple exact solution of the defocusing NLS equation is
the x-independent background wave ψ = ψ0(t) := e−it/ . Sup-
pose now that ρ0(x) → 1 and S (x) → 0 as x → ±∞. We
may then seek the solution of the initial-value problem for the
defocusing NLS equation subject to the finite density boundary
condition that ψ(x, t)→ ψ0(t) as x→ ±∞ for each t > 0.
The presence of the background wave opens up a gap (−1, 1)
in the continuous spectrum of the ZS equation (14), and a Jost
solution with oscillatory asymptotics as x → ±∞ only exists
for λ ∈ R \ (−1, 1). Analogues of the reflection and transmis-
sion coefficient are therefore defined for such λ. On the other
hand, in the spectral gap there may exist discrete eigenvalues,
values of λ for which there is a nonzero solution w(x) that de-
cays rapidly for large |x|. Labeling these in increasing order as
λ1 < λ2 < · · · < λN , each such eigenvalue is associated with a
two-component eigenfunction w = w j(x) that is determined up
to a sign1 by the properties
w j(x)∗ = iσ1w j(x) and
∫
R
|w j(x)|2 dx = 1 (18)
where in the latter equation the scalar w j(x) stands for either of
the two components of w j(x). This allows a norming constant
χ j ∈ R to be defined for each eigenvalue λ j by the formula
w j(x) =
([
ie−iω j/2
−eiω j/2
]
+ o(1)
)
e(χ j−x sin(ω j))/ , x→ +∞, (19)
1The sign is determined by the assertion that χ j is real in (19).
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where λ j = cos(ω j) for 0 < ω j < pi. The calculation of the re-
flection coefficient and the discrete data {(ω j, χ j)}Nj=1 constitute
the direct ST in this case.
The inverse ST may again be phrased in terms of a RH prob-
lem, in general a more complicated one than in the case of
rapidly-decreasing boundary conditions as it has to be formu-
lated on a Riemann surface (albeit one of genus zero that can
be mapped to the complex plane by stereographic projection)
and in general the matrix unknown has poles at the eigenvalues
{λ1, . . . , λN} satisfying certain residue conditions that are part
of the formulation of the problem. However, in the special case
that the reflection coefficient vanishes identically on the con-
tinuous spectrum R \ (−1, 1), the matrix unknown M(λ) may
be considered to be a meromorphic function of λ with simple
poles at the eigenvalues, and the residue conditions allow the
RH problem to be solved via a partial-fractions ansatz, reducing
the problem to one of linear algebra in dimension N. Solving
this problem by Cramer’s rule, Jin, Levermore, and McLaugh-
lin [35] (following and simplifying the original approach of Za-
kharov and Shabat [66]) showed in particular that
ρ(x, t) := |ψ(x, t)|2 = 1 − 2 ∂
2
∂x2
log(τ(x, t)), (20)
where the “τ-function” is defined by
τ(x, t) := det(I + G(x, t)) (21)
with G(x, t) being the N × N matrix with elements
G jk(x, t) :=
e(χ j+χk−(x+cos(ω j)t) sin(ω j)−(x+cos(ωk)t) sin(ωk))/
2 sin( 12 (ω j + ωk))
. (22)
3.2.3. Weak semiclassical limits via Lax-Levermore theory
We now describe a general approach to singular asymptotics
for integrable equations that was first developed by Lax and
Levermore [41] in the context of the zero-dispersion limit for
the KdV equation. Here we summarize aspects of this approach
as it applies to the semiclassical limit for the defocusing NLS
equation with finite-density boundary conditions [35]. As will
be seen, the Lax-Levermore (LL) method provides an accurate
description of the asymptotic behavior of the initial-value prob-
lem for (2) with σ = 1 in a weak topology that averages over
any rapid oscillations that may appear in the solution.
Given that the small parameter  appears in the initial data
as well as explicitly in the direct spectral problem (12), the first
step is the analysis of the scattering data to determine its depen-
dence on  in the limit  → 0. It is convenient to assume that the
initial data functions ρ0 and u0 are such that the combinations
α(x) := −1
2
u0(x)−
√
ρ0(x), β(x) := −12u0(x) +
√
ρ0(x) (23)
are functions each with a single critical point, a maximizer xα
for α with value λ− := α(xα) and a minimizer xβ for β with
value λ+ := β(xβ). We also assume that λ− < λ+. Note that as
ρ0(x) → 1 and u0(x) → 0 as x → ±∞, we have α(x) → −1
and β(x) → 1 in this limit. Under these conditions, the direct
spectral problem admits a formal analysis for λ ∈ R in the limit
 → 0 by the WKB method. Solutions are rapidly oscillatory
(resp., exponential) whenever (λ − α(x))(λ − β(x)) is positive
(resp., negative). In particular, whenever |λ| > 1 solutions are
oscillatory for all x ∈ R, a fact that can be turned into a proof
that the reflection coefficient defined for |λ| ≥ 1 tends to zero
with  (the analysis is substantially more challenging if we con-
sider |λ| > 1 but |λ| ≈ 1). It remains to characterize the discrete
spectrum in the interval (−1, 1). If λ− < λ < λ+, then solutions
are either exponentially growing or exponentially decaying for
all x ∈ R, a fact which suggests that no such λ can be an eigen-
value. However, if either −1 < λ < λ− or λ+ < λ < 1, then there
exist precisely two turning points x−(λ) < x+(λ) such that solu-
tions are exponentially growing or decaying for x < x−(λ) and
x > x+(λ) but are rapidly oscillatory for x−(λ) < x < x+(λ). In
this situation one can derive connection formulae at the turning
points that allow the WKB solutions to be continued through
them, suggesting that with the phase integral defined by
Φ(λ) :=
∫ x+(λ)
x−(λ)
√
(λ − α(x))(λ − β(x)) dx, (24)
the eigenvalues in the interval −1 < λ < λ− (resp., in the in-
terval λ+ < λ < 1) are well-approximated by numbers λ˜(α)j
(resp., λ˜(β)j ) defined by the Bohr-Sommerfeld quantization rule
Φ(λ˜(α)j ) = ( j − 12 )pi for j = 1, . . . ,N−() (resp., Φ(λ˜(β)j ) =
( j − 12 )pi for j = 1, . . . ,N+()), where
N±() :=
⌈
1
pi
∫
R
√
(1 ∓ α(x))(1 ∓ β(x)) dx
⌉
. (25)
The norming constant corresponding to an (approximate)
eigenvalue λ˜ is itself approximated by
χ˜(λ˜) := x+(λ˜)
√
1 − λ˜2
+
∫ +∞
x+(λ˜)
(√
1 − λ˜2 −
√
(λ˜ − α(x))(β(x) − λ˜)
)
dx. (26)
Based on these formal considerations, one may neglect the
reflection coefficient entirely and define a determinantal τ-
function τ˜(x, t) (cf., (21)) based on the N() := N−() +
N+() approximate eigenvalues and corresponding approximate
norming constants. This function is certainly associated with
some (exact multi-soliton) solution ψ˜(x, t) of the defocusing
NLS equation, but it is not necessarily the solution of the initial-
value problem because the scattering data has been replaced
with an approximation. At the heart of the LL method is a rig-
orous asymptotic analysis of the quantity 2 log(τ˜(x, t)) in the
limit  → 0 in which the matrix size (N() × N()) grows with-
out bound. The key observation is that the Fredholm expansion
τ˜(x, t) := det(I + G˜(x, t)) =
∑
S⊂{1,...,N()}
det(G˜S (x, t)), (27)
where G˜S (x, t) is the square minor of G˜(x, t) with row/column
indices taken from S (by convention det(G˜∅(x, t)) := 1), con-
sists only of positive terms that can be expressed in closed-
form. The essence of the LL approach is to show that for  > 0
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sufficiently small the Fredholm expansion is well-approximated
by its largest term, leading to a finite maximization problem.
We may think of a subset S that maximizes det(G˜S (x, t)) as a
measure made of equal Dirac masses supported at the ω-values
in (0, pi) corresponding to selected approximate eigenvalues in
(−1, 1), and therefore it makes sense that in the limit  → 0 in
which the eigenvalues fill out the intervals (−1, λ−)∪(λ+, 1) with
a continuous density |Φ′(λ)|, the discrete maximization prob-
lem can in turn be approximated by a maximization problem
involving a certain functional of a measure supported on corre-
sponding subintervals of [0, pi]. In fact, it is enough to consider
absolutely continuous measures with densities η ∈ L1(0, pi). To
set up the limiting extremal problem, begin with the asymptotic
(Weyl) density of angles ω ∈ (0, pi) of eigenvalues, η(ω) :=
(1 − χ(λ−,λ+)(cos(ω)))|Φ′(cos(ω))| sin(ω), and consider the ad-
missible set A := {η ∈ L1(0, pi) : 0 ≤ η(ω) ≤ η(ω)}. For η ∈ A
we define the functional
Q(η; x, t) :=
2
pi
∫ pi
0
[
χ˜(cos(ω)) − (x + cos(ω)t) sin(ω)] η(ω) dω
+
1
pi2
∫ pi
0
∫ pi
0
ln

∣∣∣∣∣∣∣ sin(
1
2 (ω − ω′))
sin( 12 (ω + ω
′))
∣∣∣∣∣∣∣
 η(ω)η(ω′) dω dω′. (28)
The LL maximization problem for the semiclassical defocus-
ing NLS equation is then the following: given (x, t) ∈ R2, find
the maximum value q(x, t) of Q(η; x, t) as η ranges over the
admissible set A. The main result [35, Theorem 3.6] is that
2 log(τ˜(x, t)) converges to q(x, t) as  → 0, with the conver-
gence being uniform on compact subsets of R2 and with the
maximum q(x, t) being a continuous function. It can be proved
that the functional Q(η; x, t) is, for each (x, t) ∈ R2, strictly con-
vex, i.e., for all y ∈ (0, 1),
Q(yη1 + (1 − y)η0; x, t) > yQ(η1; x, t) + (1 − y)Q(η0; x, t), (29)
and that Q is bounded above. As the constraints on η are linear,
this is a well-posed extremal problem with a unique maximizer.
To extract information about the solution ψ˜(x, t) of the
defocusing NLS equation, one has to take derivatives of
2 log(τ˜(x, t)) (cf., (20)). Now, the locally uniform convergence
of 2 log(τ˜(x, t)) to q(x, t) implies convergence in the sense of
distributions, which commutes with differentiation. Hence one
concludes that ρ˜(x, t) := |ψ˜(x, t)|2 converges in the sense of dis-
tributions to 1 − qxx(x, t) as  → 0. Because distributional con-
vergence entails convergence of integrals against -independent
test functions, the limit process essentially replaces any oscil-
lations on o(1) wavelengths with their local averages; hence
some fine-structure information is lost in the computation of
the (weak) limit. Nonetheless, the limit can be strengthened
under certain conditions on (x, t), in particular if t is sufficiently
small, and as such it can be shown that ρ˜(x, 0) → ρ0(x) and
u˜(x, 0) → u0(x) in the (strong) L1(R) sense. This latter result
is taken as justification after the fact of the replacement of the
true solution ψ(x, t) of the initial-value problem with the func-
tion ψ˜(x, t) whose τ-function is the object of study in LL theory.
3.2.4. Strong semiclassical asymptotics by RH analysis
Next we illustrate a different and more modern approach to
singular asymptotics by considering the initial-value problem
for (2) withσ = 1 in the semiclassical limit  → 0 but subject to
rapidly-decreasing boundary conditions. To our knowledge, the
details of the calculations to follow have not before appeared in
the literature, although the ideas are not new. The main tool
is the Deift-Zhou (DZ) steepest descent method for RH prob-
lems first introduced in [20, 21] and subsequently extended and
further developed by many authors.
As in the LL method, the first step is to analyze the scattering
data for the spectral problem (12) in the limit  → 0. Recalling
the functions α(x) and β(x) defined in terms of the initial data
by (23), we assume that the functions u′0(·) and ρ0(·) are, say,
Schwartz-class functions for which α and β are again functions
each with only one critical point, a minimizer xα for α with
minimum value λ− := α(xα) and a maximizer xβ for β with
maximum value λ+ := β(xβ) (see Fig. 2). In the WKB approx-
Figure 2: The curves λ = α(x) and λ = β(x) for rapidly decreasing initial data.
imation, solutions of the ZS equation are rapidly oscillatory or
exponentially growing or decaying in certain λ-dependent in-
tervals of the x-axis as indicated in Fig. 2. These intervals are
separated by exactly two turning points x−(λ) < x+(λ) defined
for λ ∈ (λ−, λ+), while if either λ < λ− or λ > λ+ there are
no turning points and solutions of the ZS problem are rapidly
oscillatory for all x ∈ R.
The WKB formalism augmented with connection analysis at
turning points yields the following results for the reflection co-
efficient R0(λ). If λ < λ
− or λ > λ+ then one has an analogue
of an “above-barrier” reflection problem, and R0(λ) = O(). On
the other hand, if λ ∈ (λ−, λ+), then
R0(λ) = e
2iθ0(λ)/(1 + O()), and (30)
|T 0(λ)|2 = 1 − |R0(λ)|2 = e−2m(λ)/(1 + O()), (31)
where
m(λ) :=
∫ x+(λ)
x−(λ)
√
(λ − α(x))(β(x) − λ) dy (32)
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and with σ := sgn(λ + 12 u0(+∞)),
θ0(λ) := − 12 S (x+(λ)) − λx+(λ)
+
∫ +∞
x+(λ)
[
σ
√
(λ − α(x))(λ − β(x)) − (λ + 12 u0(y))
]
dy. (33)
Formulae (32) and (33) could be qualitatively compared with
(24) and (26) respectively. These calculations can be made
completely rigorous with the use of Langer transformations to
map the differential equation (12) onto a sufficiently control-
lable perturbation of the Airy equation on intervals containing
exactly one turning point. Such analysis fails for λ ≈ λ± where
the turning points x±(λ) collide. Nonetheless, we will proceed
as in the LL approach and simply replace the actual reflection
coefficient R0(λ) with an approximation defined by
R˜0(λ) := χ[λ−,λ+](λ)H
(λ)e2iθ0(λ)/ , λ ∈ R, (34)
where H(λ) :=
√
1 − e−2m(λ)/ .
The idea is to now take R˜0(·) as the reflection coefficient
associated with some (unknown) initial data, formulate the
RH problem of inverse scattering for the corresponding matrix
M˜(λ), and to rigorously analyze this problem in the semiclassi-
cal limit  → 0. As in the LL method, one expects to be able
to show that at t = 0 the extracted solution ψ˜(x, t) (which by
means of the dressing method can be shown to be an exact so-
lution of the defocusing NLS equation) is suitably close to the
true initial data ψ(x, 0). This obviously requires being able to
solve matrix RH problems involving small parameters, so we
pause to summarize the necessary background.
Aside: solution of RH problems. Let Σ be an oriented con-
tour (perhaps with self-intersection points), and let V : Σ →
SL(2,C) be a given jump matrix decaying to I as λ→ ∞ along
any unbounded arcs of Σ. A general RH problem is the follow-
ing: find M : C \ Σ→ SL(2,C) such that:
• Analyticity: M is analytic in its domain of definition, and
takes boundary values M± : Σ → SL(2,C) on Σ from the
left (+) and right (−).
• Jump Condition: The boundary values are related by
M+(λ) = M−(λ)V(λ) for λ ∈ Σ (avoiding any self-
intersection points).
• Normalization: As λ→ ∞, M(λ)→ I.
This problem can be studied by converting it into a linear
system of singular integral equations as follows. Subtracting
M−(λ) from both sides of the jump condition yields
M+(λ) −M−(λ) = M−(λ)(V(λ) − I), λ ∈ Σ. (35)
Therefore, taking into account the analyticity of M in C \Σ and
the asymptotic value of I as λ→ ∞ it is necessary that M(λ) is
given by the Cauchy integral (Plemelj formula):
M(λ) = I +
1
2pii
∫
Σ
M−(µ)(V(µ) − I)
µ − λ dµ, λ ∈ C \ Σ. (36)
Letting λ tend to Σ from the right (we denote this by λ−) we
obtain a closed equation for the boundary value M−(λ):
X(λ)− 1
2pii
∫
Σ
X(µ)(V(µ) − I)
µ − λ− dµ =
1
2pii
∫
Σ
V(µ) − I
µ − λ− dµ, (37)
where λ ∈ Σ and X(λ) := M−(λ) − I.
If the jump matrix V depends on parameters (e.g., x, t, ), one
can consider the asymptotic behavior of the RH problem with
respect to one or more parameters. While one could attempt to
analyze the singular integral equation (37), this would gener-
ally be a difficult (perhaps impossible) task. Indeed, in general
it is wiser to keep in mind the complex-analytic origin of this
equation and to work with the RH problem itself. This is the
main motivation behind the DZ steepest descent method.
On the other hand, the singular integral equation (37) is per-
haps the most useful in the small norm setting. This means that
V − I ∈ L2(Σ) ∩ L∞(Σ) and is small in the L∞(Σ) sense. The
utility of such estimates is a consequence of the fact that for a
general class of contours Σ, the operator
F 7→ 1
2pii
∫
Σ
F(µ) dµ
µ − λ− (38)
is bounded on L2(Σ), with a norm that only depends on geomet-
rical details of Σ. This was first proven in the case that Σ is a
Lipschitz arc by McIntosh, Coifman, and Meyer [47] and a trick
necessary to extend the result to contours Σ with “reasonable”
self-intersections is explained, for example, in [3, Lemma 8.1].
For problems of small-norm type, the singular integral equa-
tion (37) can be solved in L2(Σ) by iteration (for an elementary
description, see [11, Appendix B]). From the abstract point of
view, the convergence of the iterates guarantees existence and
uniqueness of the solution. However from the practical point of
view it also allows the solution to be constructed (approximated
with arbitrary accuracy and estimated). The L2(Σ) norm of X is
proportional to that of V−I. The last point is that under suitable
other technical assumptions, M(λ) has an asymptotic expansion
as λ→ ∞:
M(λ) = I +
N∑
n=1
λ−nMn + O(λ−(N+1)), λ→ ∞ (39)
and the moments Mn are bounded in terms of norms of V − I.
The g-function mechanism. Now we return to the specific RH
problem at hand: Seek M˜ : C \ [λ−, λ+] → SL(2,C) with the
following properties:
• Analyticity: M˜ is analytic in its domain of definition and
takes boundary values M˜±(λ) on (λ−, λ+) from C±.
• Jump Condition: M˜+(λ) = M˜−(λ)V˜(λ) for λ− < λ < λ+,
where
V˜(λ) :=
[
e−2m(λ)/ −e−2iθ(λ;x,t)/H(λ)
e2iθ(λ;x,t)/H(λ) 1
]
, (40)
with θ(λ; x, t) := λx + λ2t + θ0(λ).
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• Normalization: As λ→ ∞, M˜(λ)→ I.
The key idea introduced by Deift, Venakides, and Zhou (first
in [18], and then generalized to a setting similar to the present
one in [19]) is that of a “g-function”. Let g : C \ [λ−, λ+] → C
be analytic with g(∞) = 0, and make the substitution M˜(λ) =
N(λ)eig(λ)σ3/ . Then N : C \ [λ−, λ+] → SL(2,C) satisfies the
conditions of this related RH problem:
• Analyticity: N is analytic in C \ [λ−, λ+], taking boundary
values N±(λ) on [λ−, λ+] from C±.
• Jump Condition: The boundary values are related by
N+(λ) = N−(λ)V(N)(λ) for λ− < λ < λ+, where
V(N)(λ) :=
[
e2(∆(λ)−m(λ))/ −e−2iφ(λ)/H(λ)
e2iφ(λ)/H(λ) e−2∆(λ)/
]
, (41)
with 2∆(λ) := −i(g+(λ) − g−(λ)) and 2φ(λ) := 2θ(λ) −
g+(λ) − g−(λ).
• Normalization: As λ→ ∞, N(λ)→ I.
We further suppose that g(λ) = g(λ∗)∗, making φ and ∆ real.
The g-function is otherwise free to be chosen. Suppose that
by choice of g it can be arranged that (λ−, λ+) splits into three
types of subintervals:
• Voids: These are characterized by the conditions ∆(λ) ≡ 0
and φ′(λ) > 0.
• Bands: These are characterized by the conditions 0 <
∆(λ) < m(λ) and φ′(λ) ≡ 0.
• Saturated regions: These are characterized by the condi-
tions ∆(λ) ≡ m(λ) and φ′(λ) < 0.
We sometimes collectively refer to voids and saturated regions
as gaps. We always assume that gaps are separated by bands,
and that the left and right-most subintervals of (λ−, λ+) are gaps.
We now examine the consequences of each type of interval for
the jump matrix V(N)(λ).
Voids. Under the condition that ∆(λ) ≡ 0, the jump matrix
V(N)(λ) has an “upper-lower” factorization:
V(N)(λ) = U(λ)L(λ), (42)
where
U(λ) :=
[
1 −e−2iφ(λ)/H(λ)
0 1
]
, L(λ) :=
[
1 0
e2iφ(λ)/H(λ) 1
]
.
(43)
Let us assume for simplicity that φ(λ) and H(λ) are analytic
functions2 in the void. Then the condition φ′(λ) > 0 makes
φ(λ) a real analytic function that is strictly increasing in the void
2If the initial data functions u0 and ρ0 are real analytic, then m is analytic
in (λ−, λ+) except at the points λ = − 12 u0(±∞), θ0 is analytic except at the
point λ = − 12 u0(+∞), and on intervals not containing the point λ = − 12 u0(−∞),
θ0± im is locally the boundary value of a function analytic in C±. It follows that
the function φ is analytic in voids that do not contain the point λ = − 12 u0(+∞)
interval. By the Cauchy-Riemann equations, it follows that the
imaginary part of φ(λ) is positive (negative) in the upper (lower)
half-plane. Hence the first (second) matrix factor in (42) has an
analytic continuation into the lower (upper) half-plane that is
exponentially close to the identity matrix in the limit  → 0.
Bands. The strict inequalities 0 < ∆(λ) < m(λ) imply that
the diagonal elements of V(N)(λ), namely e2(∆(λ)−m(λ))/ and
e−2∆(λ)/ , are both exponentially small in the semiclassical limit
 → 0. The condition φ′(λ) ≡ 0 together with the inequality
m(λ) > 0 that holds for all λ ∈ (λ−, λ+) then implies that V(N)(λ)
is exponentially close in the semiclassical limit to a constant
off-diagonal matrix:
V(N)(λ) =
[
0 −e−2iφ/
e2iφ/ 0
]
+ exponentially small terms. (44)
The real constant φ can be different for different bands, and it
generally can depend on x and t (but not ).
Saturated regions. Under the condition that ∆(λ) ≡ m(λ), the
jump matrix V(N)(λ) has a “lower-upper” factorization:
V(N)(λ) = L(λ)U(λ), (45)
with the factors being given by (43). Again assuming for sim-
plicity the analyticity of φ(λ) and H(λ) in the saturated region,
the condition φ′(λ) < 0 makes φ(λ) a real analytic function
that is strictly decreasing. By the Cauchy-Riemann equations,
it follows that the imaginary part of φ(λ) is negative (positive)
in the upper (lower) half-plane. This again implies that the first
(second) matrix factor in (45) has an analytic continuation into
the lower (upper) half-plane that is exponentially close to the
identity matrix in the limit  → 0.
Aside: variational meaning of g. Connection with LL theory.
The three types of conditions on the boundary values of the
function g(·) can be formulated as the Euler-Lagrange varia-
tional conditions for a certain functional maximization prob-
lem. We follow, mutatis mutandis, the approach of [19, Section
6]. The first step is to find a conformal mapping taking the do-
main of a priori analyticity of g, namely C \ [λ−, λ+], onto the
open upper half z-plane. We choose
z(λ) := i
(λ − λ+)1/2
(λ − λ−)1/2 with inverse λ(z) :=
λ−z + λ+z−1
z + z−1
. (46)
Thus λ = λ+ corresponds to z = 0, λ = λ− corresponds to
z = ∞, and λ = ∞ corresponds to z = i. Also, given a value λ ∈
(λ−, λ+), the boundary value λ− corresponds to a boundary point
(because φ(λ) = θ(λ) in voids) as well as in saturated regions that do not contain
the point λ = − 12 u0(−∞) (because φ(λ) = θ(λ) ± im(λ) − g±(λ) in saturated
regions). It turns out that if H is not analytic in a void or saturated region,
the factorizations (42) and (45) can be replaced by three-factor factorizations in
which the “outer” factors are as written in these formulae except that H (λ) is
replaced by 1 and the “inner” factor compensates for the difference. The inner
factor is then exponentially close to I without any need to deform from the real
line because m(λ) > 0 making H (λ) − 1 exponentially small. On the other
hand, analyticity of H near λ± is more essential.
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z+ with z > 0, while λ+ then corresponds to (−z)+. Therefore, if
we define a function G(z) by setting G(z) := sgn(Im{z})g(λ(z)),
then G is an odd function of z analytic for z ∈ C \ R, and that
G(±i) = 0 (from g(∞) = 0). Since by assumption a right-
neighborhood of λ− is a gap, and since m(λ−) = 0, the value
g(λ−) is well-defined so G(z) converges to opposite finite limits
G± as z→ ∞ in C±. Moreover, G′(z)→ 0 as z→ ∞.
The point of this transformation is that the boundary values
G±(z) taken at a real z from C± are related to g±(λ(z)) as fol-
lows: G+(z) −G−(z) = g+(λ(z)) + g−(λ(z)) and G+(z) + G−(z) =
−sgn(z)(g+(λ(z)) − g−(λ(z))). That is, sums and differences of
boundary values have been exchanged. This is an important
step in arriving at a variational problem with a logarithmic in-
teraction as will be seen directly. Another technique for ex-
changing certain sums and differences of boundary values will
be discussed in §4.1.
Recalling the definition of the function φ(·) in terms of the
boundary values of g we take a derivative and therefore,
G′+(z) −G′−(z) =
d
dz
[
g+(λ(z)) + g−(λ(z))
]
= 2[θ′(λ(z)) − φ′(λ(z))]λ′(z), ∀z ∈ R.
(47)
Since G′(z) → 0 as z → ∞, G′(z) is necessarily given in terms
of the difference of its boundary values by the Plemelj formula:
G′(z) =
1
pii
∫
R
θ′(λ(ζ)) − φ′(λ(ζ))
ζ − z λ
′(ζ) dζ, z ∈ C \ R. (48)
As [θ′(λ(·)) − φ′(λ(·)]λ′(·) is an odd function in L1(R), this
formula confirms that G′(z) is integrable at z = ∞. From
(48), G(z) may then be obtained in each half-plane C± sepa-
rately as a contour integral with initial point z = ±i, building
in the condition G(±i) = 0. Therefore, for z ∈ C± we have
G(z) = G0(z) −G0(±i), where
G0(z) = − 1
pii
∫
R
[θ′(λ(ζ)) − φ′(λ(ζ))]λ′(ζ) log(z − ζ) dζ, (49)
in which log(·) denotes the principal branch of the complex log-
arithm. Again using the fact that [θ′(λ(·)) − φ′(λ(·))]λ′(·) is odd
and assuming now that Im{z} > 0 gives
G0(z) = − 1
pii
∫
R+
[θ′(λ(ζ))−φ′(λ(ζ))] log
(
z − ζ
z + ζ
)
λ′(ζ) dζ, (50)
again with the principal branch intended. Mapping ζ > 0
back to the lower edge of the branch cut [λ−, λ+] by ζ =√
λ+ − µ/√µ − λ− and writing z = z(λ) we recover g(λ) =
G0(z(λ)) −G0(i) in the form
g(λ) =
1
pii
∫ λ+
λ−
[θ′(µ) − φ′(µ)] [K(λ, µ) − K(∞, µ)] dµ. (51)
where for λ ∈ C \ [λ−, λ+] and µ ∈ (λ−, λ+),
K(λ, µ) := log
(
i
√
µ − λ−(λ − λ+)1/2 − √λ+ − µ(λ − λ−)1/2
i
√
µ − λ−(λ − λ+)1/2 + √λ+ − µ(λ − λ−)1/2
)
.
(52)
Note that on this domain of definition, 0 < Im{K(λ, µ)} < pi.
Now, observe that upon letting λ tend to (λ−, λ+) from C±,
g+(λ)− g−(λ) = 1
pii
∫ λ+
λ−
[θ′(µ)− φ′(µ)][K(λ+, µ)− K(λ−, µ)] dµ,
(53)
and the difference of boundary values of K(·, µ) is given by
K(λ+, µ) − K(λ−, µ) =
− 2 ln
∣∣∣∣∣∣
√
µ − λ− √λ+ − λ − √λ+ − µ√λ − λ−√
µ − λ− √λ+ − λ + √λ+ − µ√λ − λ−
∣∣∣∣∣∣
 (54)
where now λ and µ both lie in (λ−, λ+). Now mapping this
interval to an angle ω ∈ (0, pi) by λ = `(ω) := 12 ((λ+ + λ−) +
(λ+ − λ−) cos(ω)),
g+(`(ω)) − g−(`(ω)) =
2
pii
∫ pi
0
η(ω′) ln

∣∣∣∣∣∣∣ sin(
1
2 (ω − ω′))
sin( 12 (ω + ω
′))
∣∣∣∣∣∣∣
 dω′ + pia(ω) , (55)
where η(ω) := 12 (λ
+ − λ−)φ′(`(ω)) sin(ω) and where
a(ω) :=
− λ
+ − λ−
2pi
∫ pi
0
θ′(`(ω′)) sin(ω′) ln

∣∣∣∣∣∣∣ sin(
1
2 (ω − ω′))
sin( 12 (ω + ω
′))
∣∣∣∣∣∣∣
 dω′.
(56)
Since g+(λ) − g−(λ) = 2i∆(λ), we then see that the conditions
that λ = `(ω) lies in a void, band, or saturated region amount
to the following conditions on the (unknown) function η(ω) de-
fined for 0 < ω < pi:
• Voids: λ = `(ω) lies in a void if η(ω) > 0 and∫ pi
0
η(ω′) ln

∣∣∣∣∣∣∣ sin(
1
2 (ω − ω′))
sin( 12 (ω + ω
′))
∣∣∣∣∣∣∣
 dω′ + pia(ω) = 0. (57)
• Bands: λ = `(ω) lies in a band if η(ω) = 0,∫ pi
0
η(ω′) ln

∣∣∣∣∣∣∣ sin(
1
2 (ω − ω′))
sin( 12 (ω + ω
′))
∣∣∣∣∣∣∣
 dω′ + pia(ω) < 0, (58)
and∫ pi
0
η(ω′) ln

∣∣∣∣∣∣∣ sin(
1
2 (ω − ω′))
sin( 12 (ω + ω
′))
∣∣∣∣∣∣∣
 dω′ + pia(ω)
+ 2pim(`(ω)) > 0. (59)
• Saturated regions: λ = `(ω) lies in a saturated region if
η(ω) < 0 and
∫ pi
0
η(ω′) ln

∣∣∣∣∣∣∣ sin(
1
2 (ω − ω′))
sin( 12 (ω + ω
′))
∣∣∣∣∣∣∣
 dω′ + pia(ω)
+ 2pim(`(ω)) = 0. (60)
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It is then an exercise in the calculus of variations to check
that these conditions on the unknown real-valued function η ∈
L1(0, pi) are precisely the Euler-Lagrange variational conditions
for the problem of maximizing over the whole space L1(0, pi)
the functional
Q(η; x, t) :=
2
pi
∫ pi
0
a(ω)η(ω) dω+
2
pi
∫ pi
0
2m(`(ω))[η(ω)]− dω
+
1
pi2
∫ pi
0
∫ pi
0
ln

∣∣∣∣∣∣∣ sin(
1
2 (ω − ω′))
sin( 12 (ω + ω
′))
∣∣∣∣∣∣∣
 η(ω)η(ω′) dω dω′, (61)
where [η(ω)]− denotes the negative part of the function η(ω),
i.e., [η(ω)]− = η(ω) if η(ω) < 0 and [η(ω)]− = 0 otherwise.
The dependence of Q on (x, t) ∈ R2 is linear and enters through
the function a(ω), which in turn depends linearly on θ′(·). Us-
ing the fact that m(`(ω)) > 0 it can be checked that the term
in Q involving [η(ω)]− is convex, so by similar arguments as in
LL theory the maximization problem is well-posed and has a
unique solution. Whether the maximizer η has the property that
it is zero or of a definite sign on interleaving intervals (bands or
gaps respectively) is a deeper regularity question that we will
avoid later by a direct construction of the function g. Nonethe-
less, the fact that the function g has a variational characteriza-
tion shows that the LL theory is in the background when one
employs the DZ steepest descent technique. Moreover, we will
see soon that from this point of view the DZ method can be
viewed as a technique for converting the weak asymptotics de-
rived directly from the variational problem into strong asymp-
totics for the function ψ˜(x, t).
Steepest descent. To exploit the matrix factorizations, let ΩV±
(ΩS±) denote the union of thin lens-shaped domains in C± that
abut voids (saturated regions) as illustrated in Fig. 3. Recalling
Figure 3: The contour Σ(O) and jump matrix V(O) for the “opened lenses” RH
problem.
(43), define the piecewise analytic3 matrix function T by
T(λ) :=

L(λ), λ ∈ ΩV+ ,
L(λ)−1, λ ∈ ΩS−,
U(λ)−1, λ ∈ ΩV−
U(λ), λ ∈ ΩS+
I, otherwise.
(62)
3Here we are again assuming for simplicity the analyticity of φ and H in
each gap. More generally, even for analytic initial data, to maintain analyticity
of T it may be necessary to omit the factor H (λ) ≈ 1 from the off-diagonal
matrix elements in lenses abutting certain gaps (or perhaps only in sub-domains
of the indicated lenses — we always retain the factor H (λ) near the endpoints
λ± for technical reasons).
Making the substitutionN(λ) = O(λ)T(λ), one checks thatO(λ)
satisfies the following “opened lenses” RH problem:
• Analyticity: O is analytic in C \ Σ(O) (the contour Σ(O) is
shown in Fig. 3), taking boundary values O+ (O−) on each
oriented arc of Σ(O) from the left (right).
• Jump Condition: The boundary values are related by
O+(λ) = O−(λ)V(O) for λ ∈ Σ(O) where the jump matrix
V(O) is as shown in Fig. 3.
• Normalization: As λ→ ∞, O(λ)→ I.
The utility of this “steepest descent” deformation4 is now clear:
with the exception of the bands
⋃N
n=0[an, bn], the jump matrix
V(O)(λ) converges to I pointwise along Σ(O) as  → 0. The
presence of the bands means that O(λ) is still not the solution of
any small-norm RH problem, but we can obtain such a problem
via an approximation for O(λ) known as a parametrix.
Parametrix construction. On the band intervals (an, bn) the
jump matrix V(O)(λ) has the form
V(O)(λ) =
[
0 −e−2iφn/
e2iφn/ 0
]
+ exponentially small terms as  → 0, (63)
where φn are well-defined real-valued functions of (x, t) that
are independent of λ and . We may therefore obtain a formal
approximation of O(λ) by solving the following RH problem:
seek O˙(out) : C \ bands→ SL(2,C) with the properties
• Analyticity: O˙(out) is analytic where defined and takes
boundary values O˙(out)± (λ) from C± on each band (an, bn).
• Jump Condition: The boundary values satisfy
O˙(out)+ (λ) = O˙
(out)
− (λ)
[
0 −e−2iφn/
e2iφn/ 0
]
, (64)
where an < λ < bn, for n = 0, . . . ,N.
• Normalization: As λ→ ∞, O˙(out)(λ)→ I.
Since the jump matrix is discontinuous at the band endpoints,
we need to specify a singularity at each; we will suppose that
for all n, O˙(out)(λ) = O((λ − an)−1/4(λ − bn)−1/4) as λ → an, bn.
With this condition, there is a unique solution for O˙(out)(λ) that
we call the outer parametrix. In general, it is constructed in
terms of Riemann theta functions of genus N, but for N = 0
(one band) the solution is elementary:
O˙(out)(λ) = e−iφ0σ3/Aγ(λ)σ3A−1eiφ0σ3/ , A :=
[
i −i
1 1
]
, (65)
4The opening of lenses is traditionally called “steepest descent” but the
reader will observe that the boundary curves of the lenses are somewhat ar-
bitrary so long as exponential decay is guaranteed by the inequalities on φ′(·)
on the real axis. Hence one might omit the qualifier “steepest.”
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where γ(·) is the function analytic in C \ [a0, b0] that satisfies
γ(λ)4 =
λ − b0
λ − a0 and limλ→∞ γ(λ) = 1. (66)
The approximation of the jump matrix V(O) by piecewise
constants, as was used to arrive at the RH problem govern-
ing the outer parametrix, is inaccurate near the band endpoints,
where the pointwise convergence fails to be uniform. In disks
Da0 , . . . ,DbN centered at the endpoints, it is therefore necessary
to use different (local) approximations of O called inner para-
metrices. These are build out of Airy functions. We do not give
the details here, but a complete description in a setting very
similar to the present one can be found in [50, pgs. 329–334].
Remark 3.1. We are avoiding the details of the inner paramet-
rices in part to keep the discussion as simple as possible and
in part because, provided the match between inner and outer
parametrices on the various disk boundaries is a good one, they
do not play a role in the leading-order formula for the solution
of the defocusing nonlinear Schro¨dinger equation (see (69) be-
low). However there are some problems in which the omitted
details are of crucial importance. For example, when one uses
RH methods to describe orthogonal polynomials of large de-
gree [16, 17], it is the Airy functions in the inner parametrices
that lead to generalizations beyond old results known for clas-
sical orthogonal polynomials [58] of Airy asymptotics for the
polynomials near turning points and, via the connection with
unitary random matrix ensembles, the Airy kernel describing
correlation functions of eigenvalues near the edge of the bulk
and the concomitant Tracy-Widom law [60] for the fluctuations
of the largest eigenvalue. This is because to derive these results
one must have an explicit approximation for the solution of the
corresponding RH problem within analogues of the disks Dp.
Another class of examples in which the details of inner paramet-
rices are important includes problems where higher-order cor-
rections to the leading order term are required. In such prob-
lems, the dominant contribution to the error frequently comes
from the mismatch between the inner and outer parametrices
on the disk boundaries, and calculation of the corrections un-
der suitable scalings of parameters like x and t often leads to
universal phenomena. See §5 for more information.
Combining inner and outer parametrices gives rise to an
explicit, ad-hoc approximation of O(λ) called the global
parametrix denoted O˙(λ) and defined piecewise:
O˙(λ) :=
O˙(in,p)(λ), λ ∈ Dp, p = a0, . . . , bN ,O˙(out)(λ), otherwise. (67)
Here O˙(in,p)(λ) denotes the inner parametrix that is installed
near λ = p, which is constructed not only to accurately ap-
proximate the jump conditions within Dp but also to accurately
match with O˙(out)(λ) on the boundary of Dp. Another important
property of the global parametrix guaranteed by the definition
(67) is that O˙(λ) and its inverse are uniformly bounded in the λ-
plane because the outer parametrix is avoided near its singular
points where the corresponding inner parametrix is bounded.
Error analysis by small-norm theory. Let the error of the
approximation be defined as the matrix function E(λ) :=
O(λ)O˙(λ)−1 wherever both factors make sense. This makes
E(λ) analytic on the complement of an arcwise oriented contour
Σ(E) (see Fig. 4). While O is only specified as the solution of a
Figure 4: The contour Σ(E) of the RH problem for the error.
RH problem, the global parametrix O˙(λ) is known. Therefore
we may regard the mapping O → E as a substitution resulting
in an equivalent RH problem for E.
Since both O(λ) → I (by normalization condition) and
O˙(λ) → I (by construction) as λ → ∞, we also must have
E(λ) → I in this limit. Moreover, by direct calculations, one
checks that as a consequence of the uniform boundedness of
the outer parametrix outside all disks, E+(λ) = E−(λ)(I + o(1))
holds as  → 0 uniformly for λ ∈ Σ(E). This means that
E(λ) satisfies the conditions of a RH problem of small norm
type, with estimates of V(E)(λ) − I in all required spaces being
O((log(−1))−1/2). Here, the slow rate of decay as  → 0 orig-
inates from neighborhoods of the endpoints λ±, a justification
of which can be found in [50, Lemma 6]. Small-norm theory
therefore implies that E(λ) exists for sufficiently small  and is
unique, and hence (by unraveling the explicit substitutions) the
same is true of M˜(λ). Furthermore, E(λ) has a Laurent series
(convergent, because Σ(E) is bounded) with moments converg-
ing to zero with :
E(λ) = I +
∞∑
n=1
Enλ−n with En = o(1), ∀n ≥ 1. (68)
Extraction of the solution. The last step of the method is to
calculate ψ˜(x, t). Recall that T(λ) = I and O˙(λ) = O˙(out)(λ)
both hold for large enough |λ|, and that g(λ) → 0 as λ → ∞.
Therefore, in the semiclassical limit  → 0,
ψ˜(x, t) = 2i lim
λ→∞ λM˜12(λ)
= 2i lim
λ→∞
[
E(λ)O˙(out)(λ)eig(λ)σ3/
]
12
= 2iE1,12 + 2iO˙
(out)
1,12
= 2iO˙(out)1,12 + o(1),
(69)
where O˙(out)(λ) = I+O˙(out)1 λ
−1 +O(λ−2) as λ→ ∞. When N = 0
(one band, (a0, b0)), this reads simply
ψ˜(x, t) =
1
2
(b0 − a0)e−2iφ0/ + o(1), ∂φ0
∂x
=
1
2
(a0 + b0), (70)
where the expression for φ0,x can be derived by direct construc-
tion of the function gx in terms of Cauchy-type integrals along
the lines of what we will describe in §4.1. In the next simplest
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case that N = 1, the Riemann theta functions needed to build
O˙(out)(λ) are classical Jacobi theta functions associated with an
elliptic curve, and the formula that takes the place of (70) in-
stead can be expressed in terms of Jacobi elliptic functions, thus
recovering the periodic oscillations of a DSW.
Under some reasonable conditions (in particular these condi-
tions can hold regardless of the number N) the o(1) error terms
are locally uniform in (x, t). The leading term 2iO˙(out)1,12 is a func-
tion of x, t, and  that is in general highly oscillatory for small
. This shows the strong nature of the semiclassical asymptotics
obtained by the DZ steepest descent technique.
4. Connection with Whitham modulation theory
4.1. Construction of g
It was shown above that the conditions governing the g-
function can be seen as the Euler-Lagrange variational condi-
tions for a certain maximization problem. Conversely, as part
of their theory, Lax and Levermore [41] developed a technique
for studying their maximization problem by translating it into
a problem of complex analysis involving an analogue of the
function g. The question remains: how does one find the g-
function in practice? The relevant techniques for the analysis of
the maximization problem of Q defined by (28) are described in
[35, Section 5]. Here, we give the corresponding details of the
related maximization problem for the functional Q defined by
(61), i.e., we show how the g-function is constructed. Solving
this problem involves, in part, determining the various band and
gap subintervals of (λ−, λ+) given (x, t) ∈ R2.
The main idea for constructing g is to build a “candidate”
gˆ for g by assuming a certain configuration of bands and gaps
and (temporarily) ignoring the inequalities on the functions φ
and ∆. Later, one uses the inequalities to determine whether the
candidate gˆ is, in fact, g. Suppose that there are N + 1 bands
in (λ−, λ+) that we will denote by (a j, b j) with λ− < a0 < b0 <
a1 < b1 < · · · < aN < bN < λ+. The complementary intervals
are either voids or saturated regions.
Recall that the boundary values of g are subject to:
• g+(λ) − g−(λ) = 0 which implies g′+(λ) − g′−(λ) = 0 for λ
in voids and outside of [λ−, λ+].
• g′+(λ) + g′−(λ) = 2θ′(λ) for λ in bands.
• g+(λ) − g−(λ) = 2im(λ) which implies g′+(λ) − g′−(λ) =
2im′(λ) for λ in saturated regions.
We therefore know g′+−g′− everywhere along R with the excep-
tion of the band intervals, where we know instead g′+ + g′−.
We will now construct a unique candidate gˆ that satisfies
these conditions, provided that the 2N + 2 band endpoints are
appropriately chosen to satisfy an equal number of conditions
that will be specified as part of the construction. The first step
is to change the sum of boundary values given in the bands into
a difference. We use a different technique than in the previous
section to accomplish this. Namely, consider the function r(λ)
defined by the relation
r(λ)2 =
N∏
n=0
(λ − an)(λ − bn) (71)
and the additional properties that r(λ) is analytic for λ ∈ C \⋃N
n=0[an, bn] and r(λ) = λ
N+1 + O(λN) as λ → ∞. Note that
the boundary values of r on any band satisfy r+(λ) + r−(λ) = 0.
Now consider instead of gˆ′(λ) the function k(λ) := gˆ′(λ)/r(λ).
This function is analytic where gˆ′ is and satisfies
k+(λ) − k−(λ) =
0, λ in voids or λ ∈ R \ [λ−, λ+]
2θ′(λ)/r+(λ), λ in bands
2im′(λ)/r(λ), λ in saturated regions.
(72)
Up to an entire function (which must be zero for consistency
with gˆ′(λ) = O(λ−2) as λ→ ∞), k must be given in terms of the
difference of its boundary values by the Plemelj formula:
k(λ) =
1
pii
∫
bands
θ′(µ) dµ
r+(µ)(µ − λ) +
1
pi
∫
sat’d regs
m′(µ) dµ
r(µ)(µ − λ) . (73)
We thus obtain the explicit formula gˆ′(λ) = r(λ)k(λ).
We have therefore obtained gˆ′(λ) uniquely given a configu-
ration of bands and gaps, but in fact it gives rise to a true can-
didate gˆ(λ) only if the endpoints of the bands are appropriately
selected, as we now show. Firstly, we recall that any candidate gˆ
should satisfy the additional decay condition gˆ′(λ) = O(λ−2) as
λ→ ∞; this condition is clearly equivalent to k(λ) = O(λ−(N+3))
due to the asymptotic behavior of r(λ) for large λ. But since
(µ − λ)−1 ∼ −λ−1 − µλ−2 − µ2λ−3 + · · · , k(λ) has the Laurent
series k(λ) = −k1λ−1 − k2λ−2 − k3λ−3 − · · · where
kn :=
1
pii
∫
bands
θ′(µ)µn−1 dµ
r+(µ)
+
1
pi
∫
sat’d regs
m′(µ)µn−1 dµ
r(µ)
. (74)
Enforcing k(λ) = O(λ−(N+3)) as λ→ ∞ requires that
kn = 0 for n = 1, . . . ,N + 2. (75)
These N + 2 conditions, which certainly are constraints on the
2N + 2 endpoints of the bands given (x, t) ∈ R2, are sometimes
called “moment conditions” for obvious reasons. Presuming
them to be satisfied, gˆ′(λ) is integrable at λ = ∞ so we can ob-
tain gˆ(λ) vanishing as λ→ ∞ from gˆ′(λ) by contour integration:
gˆ(λ) =
∫ λ
∞
gˆ′(µ) dµ. (76)
The integration path is arbitrary in the domainC\[λ−, λ+]. Next
observe that while we have arranged that gˆ′+ − gˆ′− = 0 in voids
and gˆ′+ − gˆ′− = 2im′ in saturated regions, we actually require
gˆ+ − gˆ− = 0 and gˆ+ − gˆ− = 2im respectively. Since m(λ±) = 0,
one can check that the latter conditions automatically hold in
the exterior gaps (λ−, a0) and (bN , λ+), however there remains
one “integral condition” to impose for each of the N interior
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Figure 5: The contours A j.
gaps. Let contours5 A1, . . . , AN be as illustrated in Fig. 5. Then,
the integral conditions are the following.
• If (bn, an+1) is a void, then gˆ+ − gˆ− = 0 in this interval is
equivalent to the contour integral condition∮
An+1
gˆ′(λ) dλ = 0. (77)
• If (bn, an+1) is a saturated region, then gˆ+ − gˆ− = 2im in
this interval is equivalent to the contour integral condition∮
An+1
[
gˆ′(λ) − 1
pi
d
dλ
∫ λ+
λ−
m(µ) dµ
µ − λ
]
dλ = 0. (78)
Note that in (77)–(78), the integrands are analytic on An+1.
If the 2N + 2 moment and integral conditions on the un-
knowns a0, b0, . . . , aN , bN have a unique solution, then asso-
ciated with the symbol sequence (s0, s1, . . . , sN+1), sn = V or
sn = S, indicating the types of gaps in left-to-right order, the
candidate gˆ(λ) is uniquely determined by integration and it sat-
isfies all desired conditions of a g-function except possibly the
inequalities on the corresponding functions φˆ and ∆ˆ. The ex-
pectation is that enforcing these inequalities on the candidate gˆ
(thereby making gˆ = g) should select both the value of N (i.e.,
the genus of the Riemann surface of the equation (71)) and the
symbol sequence (s0, . . . , sN+1).
The procedure in practice is therefore to determine N and
(s0, . . . , sN+1) so that the inequalities hold. The independent
variables x and t are parameters in this procedure. In particular,
N = N(x, t). To give some further details of this procedure
in the simplest case, we first claim that the g-function can be
determined explicitly when t = 0, and that N = 0 (one band)
suffices in this case. Recall that for N = 0 there are just two
conditions to be satisfied by the endpoints a0, b0: k1 = k2 = 0.
We have the following result.
Proposition 4.1. Set t = 0. The equations k1 = k2 = 0 are
simultaneously satisfied by
a0 = α(x) and b0 = β(x) (79)
with symbol sequences (V,V) where α′(x) > 0 and β′(x) < 0,
(V,S) where α′(x) > 0 and β′(x) > 0, (S,V) where α′(x) < 0
and β′(x) < 0, and (S,S) where α′(x) < 0 and β′(x) > 0.
One can further confirm that the necessary inequalities are
also satisfied by the specified configuration when t = 0. This
information is summarized in Fig. 6. Note that when t = 0,
5Half of a homology basis for the hyperelliptic Riemann surface of (71).
Figure 6: The voids, bands, and saturated regions as functions of x when t = 0.
void intervals (resp. saturated regions) do not contain the point
λ = − 12 u0(+∞) (resp., λ = − 12 u0(−∞)) for any x ∈ R. For ana-
lytic initial data, this implies that the function φ is analytic in all
gaps when t = 0. Combining Proposition 4.1 with the formula
(70) for ψ˜(x, t) essentially completes the proof by the DZ steep-
est descent technique that the difference ψ˜(x, 0) − ψ(x, 0) be-
tween the initial condition corresponding to the modified scat-
tering data and the true initial condition6 converges to zero with
 locally uniformly in x.
The implicit function theorem can be used to continue the
solution to k1 = k2 = 0 for small t independent of . The nec-
essary inequalities also persist as they hold strictly when t = 0.
Therefore we have a genus N = 0 configuration of a single band
for all x ∈ R if t is sufficiently small. For larger t, it becomes
necessary for some x ∈ R to pass to a larger genus N because
either the solution of k1 = k2 = 0 cannot be continued or an in-
equality is violated. The earliest point of transition is the shock
time for the dispersionless NLS system, after which one ob-
serves a DSW corresponding to genus N = 1 in a wedge of
the (x, t)-plane anchored at the breaking point. See Fig. 7. We
therefore observe the following key point: genus bifurcations
in the g-function are the integrable nonlinear analogues of sta-
tionary phase point bifurcations in the linear theory. They are
“nonlinear caustics”, and they form the boundaries of various
types of DSWs in the (x, t)-plane.
4.2. Modulation equations
To explain the connection with Whitham modulation equa-
tions, first recall the general fact first explained in [28] that the
6The step of modification of the initial data is very common in the literature,
going back to Lax and Levermore [41]. It can be avoided, i.e., the initial-value
problem can be directly studied in the limit  → 0, provided that one has suf-
ficiently accurate WKB-type asymptotics of the scattering data, including ap-
proximations with error estimates valid near transitional points in the spectrum.
This kind of information has become available fairly recently and only for the
Schro¨dinger operator with repulsive potential [56]. Using the results of [56],
Claeys and Grava [13, 14, 15] have completely avoided ad-hoc approximations
of the scattering data in their analysis of the zero-dispersion limit for KdV.
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Figure 7: From [23]. The density ρ(x, t) of a numerical solution of the defocus-
ing NLS equation with initial data ρ0(x) = 110 +
1
2 e
−256x2 , u0(x) = 1, and with
 = 0.0122. (Numerically periodic boundary conditions enforced.)
(multiphase) Whitham modulation equations for integrable sys-
tems can always be represented in Riemann invariant form. To
see where these equations arise in the present context, consider
a domain in the (x, t)-plane in which the genus N = N(x, t) is
constant. We claim that the band endpoints a0, b0, . . . , aN , bN ,
which depend on (x, t) in the selected domain, are exactly the
Riemann invariant variables for the Whitham equations. In-
deed, these functions are necessarily solutions of the N + 2 mo-
ment conditions and N integral conditions, which we combine
into 2N +2 algebraic (i.e., not differential) equations of the gen-
eral form en(a0, b0, . . . , aN , bN ; x, t) = 0. Each of the functions
en is linear in x and t, but highly nonlinear in a0, . . . , bN , and
the functions en encode the initial data. Since the band end-
points depend on (x, t) via these equations, implicit differentia-
tion yields the following:
N∑
j=0
[
∂en
∂a j
∂a j
∂x, t
+
∂en
∂b j
∂b j
∂x, t
]
= − ∂en
∂x, t
, n = 1, . . . , 2N + 2.
(80)
The right-hand side has no explicit dependence on (x, t) by lin-
earity of en in these variables, and when evaluated on a solution
of the equations en = 0, n = 1, . . . , 2N+2, the coefficient matrix
of the partial derivatives of the band endpoints can also be writ-
ten in terms of the endpoints alone7. Whenever this coefficient
matrix is invertible, one therefore obtains the partial derivatives
of the band endpoints with respect to (x, t) in terms of the band
endpoints themselves. It follows that there exist functions c j
and d j of the band endpoints, j = 0, . . . ,N, such that
∂a j
∂t
+ c j(a0, . . . , bN)
∂a j
∂t
= 0,
∂b j
∂t
+ d j(a0, . . . , bN)
∂b j
∂t
= 0.
(81)
These are precisely the N-phase Whitham equations for the de-
focusing NLS equation rendered in Riemann-invariant form.
7We omit these calculations, but see [10, Sec. 4.4], [37, Sec. 5.3], or [22,
Sec. 4.3] for more details in some examples.
For example, in the special case of N = 0, implicit differen-
tiation of the conditions k1 = 0 and k2 = 0 with respect to x and
t shows that the following equations hold true:
∂a0
∂t
−
[
3
2
a0 +
1
2
b0
]
∂a0
∂x
= 0,
∂b0
∂t
−
[
3
2
b0 +
1
2
a0
]
∂b0
∂x
= 0.
(82)
Setting a0 = − 12 u−
√
ρ and b0 = − 12 u+
√
ρ, this system becomes
the dispersionless defocusing NLS system, i.e., (3) with σ = 1
and  set to zero.
These considerations show that in each region of the (x, t)-
plane corresponding to fixed N, the DZ method approximates
the solution ψ˜(x, t) as a modulated N-phase wave whose mi-
croscopic oscillations are described via the outer parametrix
O˙(out)(λ) that is given in general in terms of the theta func-
tions associated with the genus N Riemann surface associated
with the equation (71), and whose macroscopic deformations
entering via the (slow) (x, t)-dependence of the band endpoints
are governed by the multiphase form of Whitham’s modula-
tion theory. It was observed already in the older context of the
LL method [35, 41] that the endpoints of intervals in which
the maximizer η achieves either its upper or lower constraints
are Riemann invariants for the Whitham modulation equations,
but the weak nature of the limit obtained precludes the method
from directly exhibiting the modulated wavetrain that is estab-
lished by the DZ method. Revealing the oscillations via the LL
method requires a higher-order theory due to Venakides [63]
that is challenging to make completely rigorous.
4.3. Global analysis for problems with elliptic Whitham PDEs
While one may derive the Whitham modulation equations
from the moment and integral conditions on the band endpoints
by implicit differentiation, another key point is that the latter
conditions are an implicit algebraic representation of the solu-
tions of the Whitham PDEs that are actually relevant to the anal-
ysis of the function ψ˜(x, t) in various parts of the (x, t)-plane.
These conditions are thus related to the generalized hodograph
method of Tsare¨v [61], with the important point that the arbi-
trary functions involved are explicitly connected to initial data.
From the point of view of the DZ method and the conditions
on the g-function, the fact that the band endpoints satisfy certain
quasilinear partial differential equations in Riemann-invariant
form therefore appears to be rather auxiliary. This further sug-
gests that analytical issues associated with formulating Cauchy
problems for the Whitham PDEs may not be so important after
all. The most challenging problems8 from the latter perspec-
tive are those for which the Whitham equations are a quasilin-
ear system of elliptic type, as arise in the modulation theory
of the focusing NLS equation ((2) with σ = −1) or the sine-
Gordon equation ((90) below). Cauchy problems for such sys-
tems are ill-posed. Indeed, with the method of characteristics
unavailable, the only way to solve a Cauchy problem for an el-
liptic system is to appeal to the Cauchy-Kovaleskaya method,
which requires analyticity of the given data, perhaps a physi-
cally unreasonable mathematical abstraction. However, the DZ
8Whitham called such problems modulationally unstable.
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method has been applied to such systems [10, 37, 59], generat-
ing solutions of the corresponding elliptic Whitham equations
in implicit form, and proving that certain initial-value problems
for integrable equations with elliptic Whitham equations indeed
have approximate solutions in the semiclassical limit that are
governed by the latter elliptic equations. Analyticity of the ini-
tial data enters into these analyses, not via the direct construc-
tion of solutions of elliptic Cauchy problems, but rather via the
need to analytically continue certain functions like m and θ0
into the complex plane to capture bands and gaps that have left
the real axis with varying (x, t).
5. Universality
5.1. The concept of universality in mathematical physics
Consider a piece of iron placed in a magnetic field. Provided
the temperature T is below a certain critical temperature Tc,
the sample exhibits a residual magnetization M0(T ) > 0 after
the externally imposed field has been slowly turned off. The
critical temperature is a point of phase transition for the system.
If we consider the asymptotic behavior of the function M0(T ) in
the vicinity of the critical temperature, a power law is observed
involving a critical exponent β > 0:
M0(T ) ∼ [−t]β+, t :=
T − Tc
∆T
, T → Tc,
where ∆T is a certain positive constant and [·]+ denotes the pos-
itive part. The simplest statement of universality in mathemat-
ical physics is that many different physical systems have the
same critical exponents.
But as a property of a macroscopic piece of iron, the resid-
ual magnetization M0(T ) actually arises from another quan-
tity, M0(T,N) describing the residual magnetization of a system
consisting of N particles, in the thermodynamic limit N → ∞.
That is, for each T > 0, M0(T,N) → M0(T ) as N → ∞.
Since the critical temperature Tc is a point of non-smoothness
of the limiting function M0(T ), it is interesting to consider the
so-called double-scaling limit of M0(T,N), in which N → ∞
while simultaneously T → Tc at a suitable rate. Indeed, for a
special choice of an exponent α > 0, we may set τ := Nαt and,
now holding τ ∈ R fixed, consider the limit of Nα+βM0(T,N) as
N → ∞. For the correct value of α we find a smooth limiting
function µ(τ), which serves to locally regularize the behavior
of M0 near the critical temperature. See Fig. 8 for a qualitative
sketch. The function µ(·) is a feature of the system like the crit-
ical exponent β, and a more sophisticated notion of universality
is that many different physical systems reveal the same func-
tion µ(·) in an appropriate double-scaling limit. A similar phe-
nomenon is apparent in the central limit theorem of probability,
where µ is identified with the standard normal distribution.
5.2. Universality for weakly-dispersive linear waves
We may regard points on the caustic curves separating re-
gions of the (x, t)-plane containing oscillations described by
modulated Riemann theta functions of different genera N (or, in
the linear case, superpositions of different numbers of waves) as
Figure 8: Residual magnetization as a function of temperature.
analogues of phase transition points, and hence we may exam-
ine the properties of solutions near these points to develop the
idea of universality in wave propagation problems. As a first
example, we return to the linear Schro¨dinger equation, namely
(2) with σ = 0 and initial data (5).
The solution ψ(x, t) exhibits transitional behavior near the
caustic curves x = x±(t) described in §3.1, and the stationary
phase formula (11) fails to be accurate near these curves. To
analyze the solution near a caustic, fix t0 > tc and consider x
near x0 := x−(t0). As x → x0, the two most positive critical
points y1 < y2 of I(y; x, t0) coalesce at some point y˜12 while the
most negative critical point tends to a distinct value: y0 → y˜0.
This coalescence is what makes the classical method of sta-
tionary phase break down. However, in 1957, Chester, Fried-
man, and Ursell [12] developed a generalization of the station-
ary phase method applying to such degenerate situations. When
y ≈ y˜12 the phase behaves like a cubic, and the key idea in [12]
is to try to write the equation I(y; x, t0) = 13 z
3 − b(x)z + c(x)
by choosing appropriate b(x) and c(x) with b(x0) = 0 and
c(x0) = I(y˜12; x0, t0). This has the effect of making the phase
exactly cubic in terms of z = z(y) with z(y˜12) = 0. It is nontriv-
ial but possible to find nice functions b = b(x) and c = c(x) so
that z = z(y) exists as a univalent conformal map. Then∫ y˜12+δ
y˜12−δ
eiI(y;x,t)/
√
ρ0(y) dy
= 1/3eic(x)/
∫ z(y˜12+δ)/1/3
z(y˜12−δ)/1/3
ei(w
3/3+ξw) f (1/3w) dw, (83)
where f (z) :=
√
ρ0(y(z))y′(z), ξ := −b(x)/2/3, and w =
−1/3z(y). Approximating the slowly-varying factor f (1/3w) by
f (0) and letting  ↓ 0 yields the well-known integral represen-
tation of the Airy function [52]:
Ai(ξ) := lim
R↑∞
1
2pi
∫ R
−R
ei(w
3/3+ξw) dw. (84)
The result of the generalized stationary phase method [12] is
therefore the following formula:
ψ(x, t0) =
e−ipi/4
1/6
eiϕ12/ei(x−x0)U12/L12Ai
(
−M12 x − x0
2/3
)
+ eiϕ0/ei(x−x0)U0/N0 + O(1/6) (85)
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valid as  → 0 for x − x0 = O(2/3), where
ϕ12 := I(y˜12; x0, t0), U12 := u0(y˜12), K12 :=
[
2
I′′′(y˜12; x0, t0)
]1/3
(86)
are basic constants associated with the degeneration point y˜12
from which we also obtain L12 :=
√
2piρ0(y˜12)K12/t
1/2
0 and
M12 := K12/t0, and where
ϕ0 := I(y˜0; x0, t0), U0 := u0(y˜0), N0 :=
√
ρ0(y˜0)
t0I′′(y˜0; x0, t0)
(87)
are basic constants associated with the limiting simple station-
ary phase point y˜0. The formula (85) is valid at an arbitrary
smooth point on the caustic curve; however when (x, t) is in a
neighborhood of the breaking point xc = x±(tc), all three sta-
tionary phase points merge and a different approximation based
on the Pearcey integral (quartic exponent) in place of the Airy
integral (cubic exponent) is required.
The result (85) shows that for generic points on the caus-
tic curve for the linear Schro¨dinger equation, the classical Airy
function Ai(·) is an analogue of the function µ(·); it describes
the asymptotic behavior of the solution ψ(x, t) near the caus-
tic, regardless of the details of the initial data that generated
the caustic in the first place. In this way, the Airy function de-
scribes universality for the linear Schro¨dinger equation. More
remarkably, this type of universality is valid not only for arbi-
trary initial data, but also for arbitrary linear dispersive wave
equations. Indeed, the reader will observe that the only true hy-
pothesis needed for the above arguments is the degeneration of
two simple critical points of the phase in a Fourier-type integral.
5.3. Nonlinear examples
In a series of remarkable papers, Claeys and Grava have ap-
plied the DZ method to the RH problem for the KdV equa-
tion (1) with negative Schwartz-class initial data u0 having a
single minimum point. In the small-dispersion limit  → 0,
u(x, t) is at first approximated by the corresponding solution of
the IB equation ut + 2uux = 0, which breaks down at a time
tc > 0 and a breaking point x = xc. The methodology of
[19] shows that there are curves x−(t) < x+(t) for t > tc with
x−(tc) = x+(tc) = xc between which there exists a DSW de-
scribed by modulated elliptic functions (N = 1) matching onto
IB solutions (N = 0) outside the interval (x−(t), x+(t)). Claeys
and Grava both made the techniques of [19] completely rigor-
ous by including error estimates for the approximation of the
reflection coefficient from [56] and by providing their own er-
ror estimates for the inverse problem. But rather than consid-
ering asymptotics for fixed (x, t) ∈ R2, they considered vari-
ous double-scaling limits associated with neighborhoods of the
caustic curves x±(t). One of their results [15] is a natural non-
linear analogue of the Airy function universality for linear dis-
persive waves, namely that near the curve x = x−(t), the leading
edge of the DSW, an asymptotic approximation similar to (85)
holds for u(x, t), but in which the universal profile function is
no longer the Airy function Ai(·) but is instead the Hastings-
McLeod solution w = wHM(z) of the homogeneous Painleve´-
II equation w′′(z) = zw(z) + 2w(z)3 uniquely specified by the
boundary condition that wHM(z) ∼ Ai(z) as z → +∞. The
Painleve´-II equation [52] is obviously a nonlinear generaliza-
tion of the Airy equation w′′(z) = zw(z) satisfied by w = Ai(z).
Another result [14] concerns the asymptotic behavior of u(x, t)
near the trailing edge of the DSW, x ≈ x+(t). Here again a uni-
versal wave profile emerges from a double-scaling limit com-
bined with the DZ method, with the profile consisting of a train
of KdV solitons whose precise locations are determined re-
markably from the normalization constants of the famous Her-
mite polynomials.
Perhaps the most impressive result of Claeys and Grava on
this topic is their proof of universality of a KdV analogue of the
Pearcey integral.
Theorem 5.1 (Claeys & Grava [13]). Let (uc, xc, tc) denote the
first shock of the IB equation ut + 2uux = 0 with u(x, 0) = u0(x).
If, with k := −(u−10 )′′′− (uc), the rescaled independent variables
X =
x − xc − 2uc(t − tc)
(8k6)1/7
and T =
2(t − tc)
(4k34)1/7
(88)
are held fixed while  → 0, then for a very general class of u0,
u(x, t; ) = uc +
(
22
k2
)1/7
U(X,T ) + O(4/7),  → 0, (89)
where U(X,T ) is the unique smooth real solution of the second
Painleve´-I equation: X = TU − [ 16 U3 + 124 (U2X + 2UUXX) +
1
240 UXXXX].
The Painleve´ transcendents [52] often appear as universal
wave profiles. For singular limits involving integrable disper-
sive equations, this is not a surprise because the Painleve´ equa-
tions are themselves integrable systems with corresponding RH
problems characterizing their solutions. The latter RH prob-
lems play the role of inner parametrices in the DZ analysis.
Another example of universality for nonlinear waves in which
functions satisfying Painleve´ equations arise is in the analysis
of solutions of the semiclassical sine-Gordon equation
2utt − 2uxx + sin(u) = 0 (90)
subject to “pure impulse” initial data u(x, 0) = 0, ut(x, 0) =
G(x), where G(x) is a negative bell-shaped Schwartz-class ana-
lytic function with a minimum value min G(x) < −2. Letting G
be even for simplicity, there are two critical points ±xc, xc > 0
defined by G(xc) = −2, such that: for |x| < xc and t small
but independent of , u(x, t) is approximated by a modulated
superluminal kink train subject to hyperbolic Whitham equa-
tions, while for |x| > xc and t small, u(x, t) is approximated
by a modulated train of low-amplitude waves subject instead to
elliptic Whitham equations [10]. In a double-scaling limit cho-
sen to zoom in on the point (x, t) = (xc, 0), the following result
is proved in [9]. Here, u˜(x, t) is a reflectionless approximation
to u(x, t) for which u˜(x, 0) → 0 and u˜t(x, 0) → G(x), locally
uniformly in x, as  → 0.
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Theorem 5.2. Suppose ν := [12G′(xc)]−1 > 0. Fix an integer
n and assume that (x, t) lies in the horizontal strip S n in the
(x, t)-plane given by the inequality |t− 23 n ln(−1)| ≤ 13  ln(−1).
Suppose also that x − xc = O(2/3). Then
cos( 12 u˜(x, t)) = (−1)nsgn(Un(y)) sech(T ) + Ecos(x, t)
sin( 12 u˜(x, t)) = (−1)n+1 tanh(T ) + Esin(x, t)
(91)
where Ecos and Esin are error terms vanishing9 as  → 0, and
T :=
t

− 2n ln
(
4ν1/3
1/3
)
+ ln(|Un(y)|), y := x − xc2ν1/32/3 . (92)
The functionsUn(y) are rational functions of y generated (for
n > 0) from U0(y) := 1 by the explicit recursion Un+1(y) :=
− 16 yUn(y) − U′n(y)2/Un(y) + 12U′′n (y). Although they are in a
sense elementary functions, they are also Painleve´ solutions in
that w(y) := U′n(y)/Un(y) is the unique rational solution of the
inhomogeneous Painleve´-II equation w′′(y) = 23 yw(y)+2w(y)
3−
2
3 n. The asymptotic formula (91) shows that u˜(x, t) is approxi-
mated in the strip S n by an isolated kink that is centered along
a spacelike curve T = 0; the main role of the functionUn(y) in
the formula is to identify the curve T = 0 as a translate of the
graph of t = − ln(|Un(y)|). Thus, the solution u˜(x, t) resembles
a train of kinks, but the kinks are located according to the graphs
of the Painleve´-II rational functions. See Fig. 9. Universality
Figure 9: Left-hand plot: a density plot of cos(u(x, t)) (lighter colors for
cos(u) ≈ 1 and darker colors for cos(u) ≈ −1) for 0 < t < 5 and −2.5 < x < 2.5
for pure impulse initial data with G(x) = −3sech(x) and  = 0.046875. Lower
right-hand inset: a blow-up of the region near the critical point (x, t) = (xc, 0).
Upper right-hand inset: the theoretical locations T = 0 of the kinks for
n = 0, 1, . . . , 6 superimposed on the alternately shaded strips S 0, S 1, . . . , S 6
for  = 10−5 and 4ν1/3 = 1.
near wave caustics has also been investigated in other nonlin-
ear systems having elliptic Whitham modulation equations, for
example the focusing NLS equation [5, 6].
5.4. Broader universality conjectures
The appearance of the particular solution U(X,T ) of the sec-
ond Painleve´-I equation (with parameter T ∈ R) in Theo-
rem 5.1 was predicted several years earlier by Dubrovin [25],
9except near distinguished points associated with singularities of ln(|Un |).
who developed a careful but formal asymptotic analysis of a
wide class of weakly dispersive perturbations of the IB equa-
tion ut + 2uux = 0 under the assumption that x and t were
suitably localized near the gradient catastrophe (shock) point
(xc, tc) for the unperturbed problem. The goal of this analy-
sis was to determine the dispersive wave field near (xc, tc) and
how it depends on initial data and the nature of the dispersive
corrections. Dubrovin argued that the function U(X,T ) char-
acterizes the DSW near the gradient catastrophe point both for
the KdV equation with general initial data and also for a wide
class of other dispersive equations, most of which are not in-
tegrable. Claeys and Grava [13] of course proved Dubrovin’s
conjecture in the special case of the KdV equation with the help
of the full power of complete integrability. There is numerical
evidence [27] that the conjecture holds for other non-integrable
equations as well, but so far there is no proof. A proof would
likely be based on DZ-type analysis for a RH problem arising
from perturbation theory to deform the KdV equation in the
transform domain (breaking the simple time dependence of the
reflection coefficient).
More recently, Dubrovin, Grava, and Klein [26] carried out
a similar formal analysis for dispersive perturbations of elliptic
hydrodynamic problems (such as arise at the genus N = 0 level
from the focusing NLS equation). The type of singularity that
appears generically at some point in the unperturbed problem
with analytic initial data is called an elliptic umbilic catastro-
phe. The claim made in [26] is that in a neighborhood of the
catastrophe point (xc, tc) the dispersive problem has solutions
that can be written in terms of the famous tritronque´e solution
u(ζ) of the Painleve´-I equation, provided that when the suitably
rescaled independent variables (X,T ) are combined into a sin-
gle complex variable ζ, the points ζ at which u(ζ) has (double)
poles are avoided. Near such points the dispersive terms are
again important and determine the way the poles are regular-
ized. The study of Bertola and Tovbis [6] very nearly proves
this conjecture in the case of the focusing NLS equation, with
the only caveat being that, as is typical in such studies, the ini-
tial data is first replaced with an uncontrolled approximation
that is valid in the semiclassical limit  → 0 at t = 0 but for
which no estimates are directly available for nonzero t. Re-
markably, Bertola and Tovbis found that near the points in the
(x, t)-plane corresponding to the poles of u(ζ), the solution of
the focusing NLS equation can be approximated by a simple
rescaling of the famous Peregrine breather solution [54] that is
also important in the theory of rogue waves.
6. Ongoing work
6.1. Nonlocal problems
There are a number of integrable dispersive equations in 1+1
dimensions that are nonlocal in that they include terms involv-
ing integral transforms of the unknown wave field. Exam-
ples include the Camassa-Holm equation, the intermediate long
wave equation, and the Benjamin-Ono (BO) equation involving
the Hilbert transformH :
ut + 2uux + H[uxx] = 0, H[ f ](x) := 1
pi
−
∫
R
f (y) dy
y − x , (93)
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It is again of some interest to study the initial-value problem
with initial data u0 in the small-dispersion limit  → 0. On
the formal side, this equation has multiphase wave solutions
that are all rational functions of simple trigonometric phase fac-
tors, and the Whitham modulation equations for these N-phase
waves take the form of 2N +1 uncoupled copies of IB equation:
u j,t + 2u ju j,x = 0, j = 1, . . . , 2N + 1 [24]. To study the genera-
tion of DSWs in this system, formal analysis along the lines of
the Gurevich-Pitaevskii [34] approach to KdV (cf., §2.1) was
carried out independently by Jorge, Minzoni, and Smyth [36]
and Matsuno [45, 46]. Appealing more to the complete integra-
bility [31, 39], an analogue of the LL method was developed
for this problem in [51]. To date there is no fully-developed
DZ method for the BO equation, with the main obstruction be-
ing that the underlying RH problem is itself nonlocal. However
there is some significant interest in developing such a method,
because Masoero, Raimondo, and Antunes [44] have recently
extended Dubrovin’s perturbation analysis [25] to a wider class
of equations that includes BO, and they conjectured that for
such systems the correct analogue of the function U(X,T ) from
Theorem 5.1 is a particular solution of a nonlocal analogue of
the second Painleve´-I equation. It would be very interesting to
have a proof of this conjecture for the BO equation.
6.2. Boundary-value problems
Dispersive nonlinear equations can be formulated on do-
mains smaller than the whole spaceR, by including appropriate
boundary conditions. Such mixed initial-boundary value prob-
lems are frequently of interest in applications, for example, in
studies of waves generated by a paddle in a wave tank. Natu-
rally, DSWs can be generated from forcing the system at the
boundary as well as from initial data. To study such prob-
lems from the point of view of complete integrability, a natu-
ral approach is to use the so-called unified transform method
[30], which provides a relatively simple inverse method based
on a RH problem, but for which the necessary scattering data
is constrained by a nonlinear global relation that is difficult
to unravel. Asymptotic analysis for such integrable initial-
boundary problems has been rather successful in the long-time
and small-amplitude limits, but small-dispersion/semiclassical
limits seem more challenging. A recent result in the latter di-
rection for the defocusing NLS equation, (2) with σ = 1, can
be found in [50], but the topic is basically wide open for further
development.
6.3. More independent variables
One may also consider small-dispersion/semiclassical limits
for integrable dispersive equations in more than one space di-
mension. An example is to consider the semiclassical limit for
the defocusing Davey-Stewartson II (dDSII) equations:
iψt + 12 
2
(
ψxx − ψyy
)
+ 2Mψ = 0
Mxx + Myy =
(
|ψ|2
)
yy
−
(
|ψ|2
)
xx
,
(94)
where ψ = ψ(x, y, t) is complex and M = M(x, y, t) is real.
The Cauchy problem for the dDSII system is to provide initial
data ψ(x, y, 0) with suitable decay and seek a solution ψ(x, y, t)
for t > 0 that also decays for large r =
√
x2 + y2. Under the
assumption that (|ψ|2)x and (|ψ|2)y are o(1/r) for large r, the
auxiliary field M is understood to be obtained for each t ≥ 0
from ψ via an integral against the free-space Green’s function
ln(r), and hence M → 0 as r → ∞. The global well-posedness
of this Cauchy problem has been established in the weighted
Sobolev space H1,1(R2) by Perry [55].
To properly formulate the semiclassical limit, we write ψ in
phase/amplitude form ψ = AeiS/ and suppose that when t = 0,
both A and S are independent of . Introducing Madulung’s
variables u := ∇S and ρ := A2, the system (94) becomes
ut +
1
2
∇ (u · σ3u) − 2∇M = − 
2
2
∇
div
(
σ3∇√ρ
)
√
ρ

ρt + div (ρσ3∇u) = 0
∆M + div (σ3∇ρ) = 0.
(95)
In this form, it appears attractive to neglect the formally small
term on the right-hand side, yielding the dispersionless dDSII
system. The latter can only provide a good approximation of
the true dynamics for small  for sufficiently small time t in-
dependent of , because shocks can form [40, 43], after which
time the neglected dispersive term cannot be ignored.
The main obstruction to rigorous analysis of the semiclas-
sical limit for the dDSII problem is actually the asymptotic
approximation of the direct ST, which in this case involves
the study of a linear elliptic ∂-problem in the complex plane
[1, 2, 4, 29, 57]. One needs a suitable WKB-type method, not
yet developed, to analyze this problem for   1.
6.4. More dependent variables
Finally, one may also consider integrable dispersive wave
equations involving several coupled fields. A canonical exam-
ple is the three-wave resonant interaction system
ψ∗j
(
ψ j,t + c jψ j,x
)
= γ jψ
∗
1ψ
∗
2ψ
∗
3, j = 1, 2, 3, (96)
where γ j = ±1 and c j are distinct wave speeds. This system
is integrable by means of a Lax pair consisting of first-order
3 × 3 linear systems, and leads to an inverse RH problem in-
volving 3 × 3 matrices [38, 65]. An analysis of the direct spec-
tral problem in the semiclassical limit is underway [8], but one
can see that for a DZ-type analysis of the inverse problem one
needs a generalization of the g-function mechanism. Such ob-
jects have been used in the study of so-called multiple orthog-
onal polynomials [62] and in this situation the analogue of the
maximization problem is played by a more challenging vector
equilibrium problem.
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