Epidemic transmission is a common type of public health emergency that is difficult to forecast and often causes substantial harm. Artificial societal models provide a novel approach to the study of public health problems. However, public health emergency management (PHEM) always involves multi-disciplinary and multi-hierarchical models that complicate the work of modeling. Models are also made more complex by the consideration of new requirements and interactions. Therefore, we propose a domain-specific methodology to guide the modeling process in PHEM. By analyzing domain characteristics and modeling requirements, a meta-modeling framework can be constructed, containing the basic elements with which to construct an artificial society to study epidemic transmission. In this paper, the designs of metamodels are discussed in detail, and domain models are implemented by code generation, which enables the support of large-scale, agent-based computational experiments on the KD-ACP platform. Case studies of Ebola are outlined, emergency scenarios are reconstructed based on pre-designed meta-models, and ''scenario-response'' experiments are presented. This study provides a valuable framework and methodology with which to study complex social problems in PHEM. The proposed method has been verified effectively and efficiently.
Introduction
Public health emergencies (PHEs), such as Ebola and H1N1 influenza, occur on a large scale, and the boundary of their effects is usually uncertain. PHEs often cause severe harm to humans, with many people perishing during the spread of an epidemic. Thus, effective measures should be taken to alleviate the potential damages of an epidemic. Public health emergency management (PHEM) attempts to explore the transmission mechanisms of epidemics and their corresponding interventions. Therefore, hazard-affected bodies, emergencies, and interventions are considered as the main aspects of PHEM, according to the triangular theory of public security. 1 Agent-based modeling and simulation (ABMS) is an effective method with which to study epidemic transmission at a high resolution. Several agent-based simulation tools have been developed to study epidemics, such as BioWar, 2 GSAM, 3 and EpiSimS. 4 In these tools, the heterogeneity can be easily acquired by deriving different types of agents, and agents are designed to have multiple social networks that influence the dynamic characteristics of crowds. However, the behavioral capabilities of agents in these tools are relatively weak. Moreover, these models cannot integrate the physiological, psychological, and demographic characteristics of agents to analyze the mechanisms of epidemic transmission. In the ACP (artificial society, computational experiment, and parallel execution) approach, 5 artificial societies are established to simulate social systems, and computational experiments are used to explore micro-to-macro transition mechanisms. This approach provides a new way to study complex social problems, such as epidemic transmission and rumor spreading. Recently, several studies have explored epidemic transmission using the ACP approach. For example, Mei et al. 6 studied the mechanisms of epidemic transmission and simulated the spreading process in a virtual city. Ge et al. 7 studied H1N1 influenza at an artificial campus and noted the high correlation between social networks and epidemic transmission. Social networks, 8 daily activities, and travelling modes 9 are all considered in the study of epidemic transmission. Generally, ACP-based models are not only multi-disciplinary but are also coupled with data that restrict their reusability and extensibility. The design and implementation of a multi-agent system (MAS) are further complicated when new requirements and interactions are considered. Therefore, a more formal method is required to guide modeling, which should support the combination, reuse, and extension of models.
Domain-specific modeling (DSM) provides the necessary methods and technologies to solve the modeling problems oriented to a particularly complex domain. DSM always involves multi-disciplinary knowledge and distils the common modeling elements of a particular domain. These modeling elements are viewed as a domain-specific language (DSL), or meta-models, which can be reused in a series of applications. DSM allows model developers, even those without a strong programming background, to write code and increase their productivity. 10 Usually, meta-models are viewed as an indispensable part of a DSL that is used to depict the main characteristics of a domain and support corresponding models. DSL allows end-user programmers or domain experts to describe the essence of a problem using abstractions related to a domain-specific problem space. Therefore, DSL is widely used in model development engineering and prompts modeling work. In particular, agent modeling language (AML) was designed to support the development of agent-based systems (ABSs). 11 AML has the capacity to describe societal hierarchies and has already achieved success. However, commonly used AMLs have insufficient expressive power to define physical characteristics in PHEM, such as epidemic emergencies and corresponding interventions.
Therefore, it is necessary to design a DSL to support modeling work in PHEM, but it is difficult to design a DSL from scratch. As carriers of DSL, meta-models are relatively easy to build. Therefore, this paper primarily discusses the methods and technologies required to build meta-models, as well as attempts to establish a metamodeling framework in PHEM. Based on this framework, domain models are built to construct emergency scenarios involving the spread of an epidemic. Finally, executable models are produced to study the ''scenario-response'' process of epidemic transmission. The remainder of this paper is organized as follows: Section 2 summarizes the methodology of DSM and constructs a modeling environment for PHEM. Section 3 presents a meta-modeling framework and discusses the detailed design of meta-models, including artificial society (AS) meta-models and emergency management (EM) meta-models. Section 4 presents a case study of Ebola and influenza, discusses model design and implementation, and analyses the ''scenario-response'' process. Section 5 gives the evaluation of the PHEM models. Section 6 outlines conclusions and relevant recommendations for future research.
2. Methodology 2.1 Model development engineering 2.1.1 Model-driven engineering, DSM, and DSL. Modeling is a universally implemented scientific technique that is used to describe the world in terms of a pre-defined syntax. 12 Model-driven engineering (MDE) promotes the active use of models throughout the software development process, leading to the automated generation of final applications. Model-driven development (MDD) is an important approach to moving software development from a focus on code to one on models, which increases productivity and reduces development costs. According to modeldriven architecture (MDA), models are divided into four layers: M0, M1, M2, and M3. Generally, M0 is the object layer, M1 is the model layer, and M2 is the meta-model layer. M3 is the layer with the highest abstraction, which guides the design of meta-models.
DSM provides a solution scheme for modeling work oriented to a specific domain, in which the main task is to build meta-models at the M2 layer that guide model development at M1. DSLs provide the abstractions and notations required in a specific domain, which reduces the cost of software descriptions and implementations. 12 In practice, general-purpose languages are usually used for embedded systems development, and they fall short at expressing models of physical characteristics as desired. This not only reduces the readability of the code that is produced but also hampers reuse due to the lack of dedicated abstractions and composition operators. 13 One of the main advantages of defining a DSL is the flexibility to adjust language definitions to changing requirements or in response to a deeper understanding of the domain.
14 DSLs are expected to improve the user's ability to maintain software artifacts 15 and to reduce the effort required for implementation. 16 Usually, a DSL is defined in terms of abstract syntax, concrete syntax, and dynamic semantics. 17 Domain concepts, along with their relationships and combination rules, constitute the abstract syntax of Domain Specific Modeling Language (DSML). The concrete syntax defines the notations of DSL, which are directly used by domain users. For example, textual and graphical notations are widely used in the design of concrete syntax. 18 Meta-models are always the carriers of DSML, and meta-modeling can use graphical, high-level notations to define the syntax of a visual language. More recently, several researchers have noted the utility of using domain-specific meta-modeling primitives to customize families of similar DSLs.
Currently, several tools or environments provide the ability to design DSLs by meta-modeling, including MetaEdit, 19 GME, 20 EMF, 21 VS DSL, 22 and UML profile. 23 In MetaEdit, models are designed according to the GOPPRR meta-modeling language, which contains graphics, objects, properties, relationships, and roles. The Eclipse Modeling Framework (EMF) is a commonly used meta-modeling framework with a meta-modeling language named Ecore. Ecore contains basic modeling elements such as EClass, EAttribute, EReference, and EDataType, which are used to create meta-models. The Graphical Modeling Framework (GMF) is the generative component and runtime infrastructure used to develop graphical editors based on EMF. 24 The Generic Modeling Environment (GME) is a configurable toolkit for DSM and program synthesis. It also generates an editor for conforming models using MetaGME. 25 2.1.2 Model transformation. The dynamic semantics of DSL are always implemented by model transformation or model execution. Model transformation is concerned with transforming one model into another, motivated by purposes such as improving design quality and maintaining consistency and traceability between models at different levels of abstraction. 8 The general approach used is the transformation of a source model into a target model based on a transformation definition, which consists of a lefthand side (LHS) that accesses the source model and a right-hand side (RHS) that expands the source model into a target model. 26 Model transformations can be categorized into vertical transformations and horizontal transformations. Vertical transformations transform a model from one abstraction level to another, whereas horizontal transformation transforms one model into another at the same abstraction level.
Generally, model transformation can be implemented in the following ways: (i) transforming domain models into formalized models with certain specifications; and (ii) generating target codes to support simulation execution. The former is known as model-to-model (M2M) transformation, and the latter is known as model-to-text (M2T) transformation. M2M transformation establishes the mapping rules between models with different diagrams and converts a source model into a target model; M2T transformation usually converts abstraction models into concrete programming codes or software and supports the execution of a simulation. The motivation for M2M transformation is the analysis of domain problems using structured models. Therefore, typical diagrams, such as Petri Net, Event Chart, DEVS, UML, State Chart, and Finite State Machine (FSM), are involved. FSM provides a description mechanism and some execution logics, 27 which are used to describe models with several states, such as disease course models. Usually, these structured models are easily able to interpret the internal mechanisms and characteristics of other models, which may be difficult for models with their original diagrams. Query/View/ Transformation (QVT) is viewed as the criterion of transformation. It contains four sub-languages, including relation, operational mapping, and black box. Some model transformation languages, such as MTF and ATL, are also designed to prompt transformations. The main task of M2T is to establish a problem-solving schema through code generation. The essence of M2T is the process of mapping between a diagram and target codes. The target codes may be in EXE, LIB, DLL, or other formats. Several modeling development environments provide application programming interfaces (APIs) to support M2T transformation, such as MetaEdit, GME, and Visual Studio DSL tools.
The domain-specific modeling environment in PHEM
The KD-ACP platform is an integrated modeling and simulation (M&S) platform used in EM that was developed by the National University of Defense Technology (NUDT). As shown in Figure 1 , the platform integrates parallel engines, M&S toolsets, databases, a rule library, and a model library. 28 The platform also provides the ability to generate artificial societies and perform computational experiments. Therefore, computational ability, statistical data, and component models are viewed as its most important parts. Domain models are always multidisciplinary, and constructing a modeling development environment is viewed as the core competency of the KD-ACP platform.
In this paper, the GME was selected for the construction of the domain-specific modeling environment (DSME). The GME is a configurable toolkit for creating DSM and program synthesis environments. The GME provides domain users with a meta-model editor that not only builds meta-models but also verifies models. The GME also has a modular and extensible architecture that uses MS COM for integration, and its components can be written in languages such as C++, Python, and Visual Basic. The vocabulary of MetaGME is based on a set of generic concepts including hierarchy, multiply aspects, sets, references, and explicit constraints. The Object Constraint Language (OCL) is used to constrain these concepts and to increase the precision of the generated meta-models. 29 As shown in Figure  2 , building component models using DSME is simple. Firstly, domain models are built under a meta-modeling framework, which will be discussed in detail in section 3. Secondly, target codes are generated based on domain models, which also conform to the M&S specification. 30, 31 Finally, component models are produced by compiling and linking. This process is implemented under the guidance of a generic code framework, and the components involved must contain the necessary information for interfacing with a parallel engine. Combined with statistical data, component models can operate on the KD-ACP platform. In this paper, a meta-modeling framework of PHEM is built and an implementation framework for its components, which is able to support M&S in PHEM, is constructed.
A meta-model framework for public health emergency management
As previously discussed, EM primarily focuses on emergencies, hazard-affected bodies, and interventions. Hazardaffected bodies are usually components of an AS, including population, environment, and social networks. EM processes are capable of altering the running states of an AS through the use of emergencies and interventions.
Domain analysis
The spread of an epidemic directly influences public health. Usually, influenza is transmitted by social contact between infected and susceptible individuals. In our study, this process can be affected by human interventions. The main goal of our work is to construct a virtual society in which to study the mechanism of epidemic transmission. This refers to a serial of multi-disciplinary models capable of supporting computational experiments. Although the execution of such models is based on their internal mechanisms, the models also maintain close internal relationships with one another. The model architecture should contain the basic elements with which to describe artificial societies and EM. As shown in Figure 3 , such an architecture primarily contains an environment (En), a population (P), and an event (Ev). The population is the core component of an AS, and the activities of that population develop the diversity of the system. Environment provides the population with environmental services, such as transportation and building services. All kinds of events promote the evolution of an AS, and can act on the population or the environment.
In our study, the population is composed of individuals and organizations. An agent represents an individual in a real society, and an agent always dynamically plays different roles in different types of groups. 32 Groups always have their own structures, which are able to specify the roles of agents. The interactions among entities are composed of a series of activities, and the heterogeneity of agents produces diversity within the AS. In this paper, an agent is depicted by three aspects: attributes, schedules, and social networks. Schedules are designed to simulate the behaviors and activities of agents, whereas social networks provide the channels for the spread of an epidemic. In this paper, an agent represents an individual, and a group represents an organization. An agent (Ag) with a schedule (S c ) and a social network (N) will be formalized as Ag S c , N h i. A group represents agents with similar behaviors or roles. If a group has n members and each member has a role (r), the group Gr n ð Þ will be equal to
Therefore, the relationships among populations, agents, and groups can be formalized as follows: An event should contain these basic elements, including trigger conditions (Tr), participants (Pa), actions (Ac), and an influence scope (Is). Usually, the participants in an event are agents or groups, while the influence scope contains both the population and the environment. An event disturbs the schedules or the social networks of a population and changes the states and balance of an environment. External factors will act on both the population and the environment, whereas the modeling process can only alter the running states of an AS.
In our study, events (Ev) are divided into two categories: internal events (Ev i ) and external injection events (Ev e ). Ev i depict the ordinary interactions among agents, whereas external injection events are separated into emergency events (Ev ee ) and intervention events (Ev ei ). Ev ee and Ev ei are viewed as special events, which are also the cores of ''scenario-response'' experiments. Usually, Ev ee disrupt the normal activities of an AS and cause considerable damage. However, Ev ei are also able to interrupt the mechanisms of emergency events and save a society from disorder.
As previously discussed, it is necessary to describe clearly the operational mechanisms of an AS and the processes of EM. However, these processes and mechanisms are multi-disciplinary and are a challenge to model. In this paper, DSM is introduced to construct the modeling development environment of PHEM. Meta-models of PHEM are built to depict the ''emergency-response'' process, albeit imperfectly. The design of these meta-models will be discussed in detail.
A meta-modeling framework for PHEM
The meta-modeling framework for PHEM includes ASrelated meta-models and EM-related meta-models. The former consist of population meta-models and environmental meta-models, whereas the latter are divided into emergency meta-models and intervention meta-models. As shown in Figure 4 , the meta-modeling framework used provides the basic modeling elements with which to construct an AS, such as agents, buildings, social networks, and other necessary services. The framework also supports the modeling of aspects of EM, such as public health and public security. In PHEM, an infectious disease model is viewed as an emergency, and the corresponding interventions are modeled to interpret the management process.
Agent meta-models.
An agent is depicted by its population characteristics and its social behaviors. As shown in Table 1 , agent meta-models contain three parts: population attributes; social networks; and schedules.
3.2.1.1 Attributes. The attributes of agents are designed according to the statistical data and modeling requirements of EM. In PHEM, population attributes are depicted using four aspects: basic attributes (B), geographic attributes (Ge), infectious disease attributes (Em), and intervention (In)-related attributes. Basic attributes reflect the statistical characteristics of a population, such as gender, age, and occupation. In our study, several typical occupations are designated, including student, teacher, doctor, and worker. Infectious disease attributes depict the characteristics of an agent in a PHE, including health status, infection time, and disease phase. Intervention attributes reflect the states of agents in EM, such as isolation levels, immune levels, and treatment levels.
Social networks.
In PHEM, the topologies of social networks directly influence the transmission process. In general, susceptible agents are infected through contact with infected individuals in social networks. However, social networks have multi-layered structures that can be dynamically created or destroyed. The link intensities of social networks also influence the spread of an epidemic. In our study, meta-models contain the primary information used to depict social networks, such as points (P), links (L), and topologies (T). The attributes of a social network include point degree (Pd), link type (Lt), link intensity (Li) , and related agent set (S). Link type depicts the relationships among agents, such as friends, classmates, and colleagues, while link intensity reflects the communication and interactions among two agents, which are classified as strong links or weak links. The social networks of an agent are described by a series of related agents and their link types and link intensities. Point degree reflects the activity of an agent, which is equal to the total number of agents who share a link with him.
3.2.1.3
Schedule. An AS is a dynamic system, and the heterogeneity of agents provides diversity to an AS. Human behaviors are often modeled by simple rules. However, simple interaction rules cannot depict the daily activities of agents, and modeling these activities will consume large amounts of computational resources as the number of entities increases. For a large-scale ABS, schedules are designed to simulate the daily activities of agents. 33 In our design, possible daily activities are planned in a schedule, along with their times and geographical information. According to the ''time-activity-geography'' model, the schedule is formalized as follows:
In the formula, Ac indicates an activity of an agent in the period D t , and En indicates the environment in which the activity occurs. In the schedule configuration, an activity is bounded by temporal and geographical information. In our work, there are two patterns used for schedule design: StartEndForm (SE) and HeterogeneityTimeForm (HT). Agent role (r) and current situation (S) are considered in both of these patterns. (1) The SE pattern is timefixed, which is formalized as r, S, ST, ET h i . In this mode, Finally, the schedule specifies all activity sequences during one day, and an agent only needs to query the schedule when beginning an activity. There are several schedule modes for an agent, which are characterized by agent roles and situations. Agent role depends on the agent's occupation and its current group, whereas situation comprises workday, weekday, holiday, and emergency. Emergencies or interventions switch the schedule modes of agents.
Environment meta-models.
In PHEM, the environment provides necessary services for the activities of agents and plays an important role in the process of epidemic transmission. Buildings provide the places in which agents can engage in various activities, while transportations predefine agent travel, comprising road networks and traffic lines. Climate and culture are modeled as special environments that will not be discussed in detail.
Buildings.
In this study, several types of building designs are used, such as schools, workplaces, hospitals, restaurants, and homes. The attributes of buildings include geographic attributes and PHEM-related attributes. A building must contain geographical information, such as longitude and latitude. In PHEM, each type of building has special functions and, thus, is able to satisfy the specific demands of an agent, such as eating or shopping. The capacities of buildings and the contact frequencies among agents are also considered in our design. Contact frequency reflects agents' activities, which directly affect contact behaviors.
Transportation.
When analyzing the transmission of an epidemic, most scholars only consider natural environmental factors, such as buildings. In actuality, traffic has become increasingly advanced, notably in urban areas. Therefore, transportation factors must be accounted for when analyzing the transmission of an epidemic. 9 Thus, meta-models should contain travelling modes and their corresponding characteristics. As shown in Figure 5 , meta-models of transportation were designed for this study and generally contain three parts: VehicleType, ChooseAndEstimate, and VehiclesInteraction. Firstly, some travelling modes are pre-defined in VehicleType, such as on foot or by bus, car, or subway. Meanwhile, ChooseAndEstimate provides mechanisms with which to select the proper mode for travelling to a destination by estimating the distance. The meta-models also contain internal logic for vehicles, such as WaitingForVehicle and GetInVehicle. In addition, the following parameters are designed in the transportation meta-model: travelling model, velocity, capacity, and distance. 
Infectious disease meta-models.
In PHEM, the infectious disease model is focused because emergencies are led by the epidemics. According to references Kretzschmar and Wallinga, 34 Siettos and Russo, 35 Dimitrov and Meyers, 36 Keeling and Danon, 37 and Garnett et al., 38 the deterministic epidemic models are the kind of mathematical modeling that is most widely used in the research of epidemic spreading. Deterministic epidemic models are proposed, such as SIR (Susceptible, Infectious, and Recovered) model, SIS (Susceptible, Infectious, and Susceptible) model, and SEIR (Susceptible, Exposed, Infectious, and Recovered), as shown in Figure 6 . 39 Obviously, infected individuals are divided into four categories: the susceptible, the exposed, the infected and the removed. 40 So, infectious disease is simulated by several phases: the susceptible period, incubation period, infected period, and recovering period. In addition, two terminal states, the recovered state and the death state, are also considered. Then the model of the infected agent is described as below: (i) in general, each infected agent will go through a series of disease states; (ii) an agent stays in a state for a period of time and then transfers to the succeeding state; and (iii) the duration of each period depends on the demographic characteristics of an agent, such as age, gender, and nutrition level.
Transfers must also meet certain conditions. An infectious disease (D) is described by the following aspects: disease state (Ds), infectivity (Di), duration (Du), and transition condition (TC). It can be formalized as follows:
As shown in Figure 7 , meta-models primarily consist of DiseaseStateAtom, DiseaseStateTransfer, and Distribute. Disease phases and durations are the main characteristics of an infectious disease. In the meta-models, disease phases are described in DiseaseStateAtom, which contains the susceptible state, incubation state, symptom state, recovering state, recovered state, and death state. Each phase lasts for a specified period of time, and the durations usually follow typical distributions. Infectivity is different for each phase and also follows typical distributions. Distribute defines these distributions, such as the Weibull distribution, normal distribution, and exponential distribution. DiseaseStateTransfer defines transfer conditions and transfer rules among disease states. A disease state transfer occurs only when the trigger condition is satisfied.
As shown in Table 2 , with the support of these elements mentioned before, the meta-model is able to describe computational epidemic models, such as the SIR model, SEIR model, and SIS model. The metamodel also provides the mechanism to simulate the durations along with the infectious ability of each period in the epidemic model, such as Weibull distribution, normal distribution, and exponential distribution. However, some epidemics like H1N1 to SEIR model 9, 40 with no incubation period. Once infected, individuals are identified by the typical symptoms. As for the common influenza, there is no immunization for infected individuals to avoid new infection. Therefore, influenza obeys the SIS model, which only contains the susceptible stage and the infected stage. The meta-models can also describe these types of infectious diseases just by setting the parameters as zero of the specific propagation stage. As a result, based on the mostly used deterministic epidemic models, the meta-model could be almost applicable to all kinds of epidemics.
3.2.4
Intervention meta-models. Human interventions are generally positive influences on society that attempt to transition the society from a bad state back to normal. An intervention is often described by three aspects: basic attributes, participants, and action sequences. Basic attributes manly include the type and intensity of an event. Participants consist of the event-related population and their roles and behaviors. Action sequences are used to describe the evolution of an event, and each action contains pre-conditions, an event process, and an impact scope. As shown in Figure 8 , meta-models of an intervention were designed in this study. These meta-models consist of a Trigger (TC), PopuTypeActOn (PT), EnvTypeActOn (ET), EffectiveScale (ES), and EffectiveDelay (ED). Therefore, an intervention can be formalized as follows:
In our platform, EnvTypeActOn includes dormitories, schools, workplaces, and playgrounds, which are considered the main spaces for epidemic transmission. PopuTypeActOn designates the main people involved in the spread of an epidemic, including students, teachers, and workers. In PHEM, some typical interventions are pre-defined, such as closing public places, immunization, isolation, hospital treatment, and wearing masks. When the epidemic situation reaches a threshold, an intervention will be triggered. The intervention will remain in effect until the situation is under control. Interventions are independent of one another, and combinations of interventions are also supported at the meta-model level. As previously discussed, interventions only change the schedules of agents or the states of environments. When an intervention acts on agents, it will transform their normal schedules to emergency schedules. For example, some agents will stay home, some agents will be isolated, and infected agents will be sent to hospitals in an emergency situation. When an intervention acts on an environment, specific buildings will be closed or only open part-time.
Case study
Ebola virus disease (EVD) spreads through bodily fluids, with high infectivity and mortality rates. The World Health Organization (WHO) has declared that all countries should pay attention to Ebola and make emergency plans. In our study, the scenario for Ebola propagation is as follows: an Ebola carrier entered the city of Beijing, and the patient was not isolated immediately, as his symptoms were not obvious. Once his symptoms have been exposed for a few days, cross-infections cause an outbreak of the Ebola epidemic. Subsequently, a series of models were built to study the EM process, based on the meta-models in Section 3.
Reconstruction of an artificial society
In PHEM, the reconstruction of an AS is a pre-condition for the study of EM. Firstly, basic models of an AS are built, including agents, schedules, social networks, buildings, and transportation. Double clicking on the diagrams in Figure 4 , it shows detailed information on domain models whose formats have been pre-defined in meta-models. Finally, executable components are used to support computational experiments through code generation and model implementation.
In our study, the initial PHEM scenario focuses on agents and their activities. The schedules of each agent are built based on meta-models. In Figure 9 , the schedules of students and workers are presented. Taking the schedule of a student as an example, normal daily activities include sleeping, eating, attending classes, and playing sports. Each day is divided into three parts: morning, afternoon, and evening. During each period, the student has a certain probability of engaging in an activity. For example, in the morning, he has an 80% probability of studying and a 20% probability of playing. In this manner, his daily activities may be designed as following a pattern: sleeping-eating-class-eating-shopping-eating-sleeping. Many types of buildings are constructed to provide the spaces in which agents' activities occur. Each building has a capacity and a size, and the contact frequencies among agents are also considered. For example, student agents study in a classroom, play on playgrounds, and eat in refectories, with contact frequencies of 2, 5, and 3, respectively. Subsequently, the social networks of each agent are also established based on meta-models. In PHEM, social networks can be classified into strong links and weak links. For student agents, strong links include classmates and families, whereas weak links are established temporarily. Link intensity directly influences the contact frequencies among agents. For example, an infected student has a higher probability of infecting his or her family and classmates than strangers on the bus. Transportation models are also built to describe the travelling processes between different locations. According to pre-defined modeling elements, agents are allowed to select certain modes of travelling to their destinations. In our design, the selection is made by the distance between two locations and the current traffic. For example, a student will choose to take a bus to go to school when the distance is between 2 and 5 kilometers, but he may choose to walk to school when the distance is less than 1 kilometer. In addition, the velocity can be specified for each travelling mode. For example, the velocity of a bus and of walking can be set as 40 and 5 kilometers per hour, respectively. the susceptible, the exposed, the infected, and the removed. For EVD, susceptible and exposed individuals have no infectivity, while infected individuals are able to infect others. Removed individuals include dead and discharged people. According to the reference Jiang et al. 41 and Zhang et al., 42 EVD is a typical SEIR model. So the EVD model shown in Figure 10 is built based on the meta-model discussed in Section 3.2.3. With the support of a WHO report 43 and a technique report from Chinese academic of sciences, 44 the Ebola propagation parameters in West Africa are listed in Table 3 . The average durations of exposed period and infected period are 10.2 and 5, separately. As a result, the parameters of our EVD model are initialized. The incubation period lasts for 2-21 days with no or little infectivity, while the infected period lasts from 1 to 10 days with intense infectivity. In addition, the mortality is set as 70%. The recovering period conforms to U 0, 10 ð Þ days, while the death time conforms to U 5, 17 ð Þ days. Figure 11 , several types of interventions were designed based on metamodels. As previously discussed, each intervention consists of a trigger, measures, an impact scope, and a delay time. When the infection rate or the epidemic reaches a threshold, the corresponding intervention is triggered. Taking hospital therapy as an example, 10 students with fevers will be sent to the hospital to receive therapy when their body temperatures exceed 38°C. The trigger is that body temperature exceeds 38°C, and the corresponding measures include being sent to the hospital and receiving therapy. The delay time is 0, and the influence scope consists of the category of agent affected (student) and the quantity (10) .
Model design and model implementation

Intervention model. As shown in
Combinations of interventions are also supported by our design. In our study, many types of interventions were constructed based on meta-models. As shown in Table 4 , isolation, immunization, disinfection, self-protection, and diagnosis factors are analyzed simultaneously. LT is the time required to load interventions, TSD is the time between the emergence and confirmation of symptoms, RSD is the ratio of doctor visitations, ISR is the isolation ratio, IMR is the immunization rate, SP is the selfprotection rate, and DD is the disinfection degree.
According to the emergency responses used by the Chinese government, four levels of response strategies were designed against the spread of an epidemic. Level 4 is the weakest, including disinfection, hospital watch, and treatment; Level 3 adds the isolation of people with familiar contact and the preparation of vaccines; Level 2 includes trace isolation, suspending classes or work, and inoculation on a small scale; and Level 1 is the most rigorous, in which inoculations are given, classes are suspended, and factories are shut on a large scale. In our Figure 9 . The schedule designs for a student and a worker. design, different levels of response strategies were simulated, and the effects of combined interventions were estimated.
Code generation and model implementation.
Although domain models in PHEM are built based on meta-models, there is still much to do to support the execution of a simulation. We divided the requisite process into two stages: code generation and model implementation. As shown in Figure 12 , four layers of models are present in the M&S framework of PHEM, including a DSML layer (M2), a formalism layer (M1), a behavior layer (M0), and an application layer (M0'). Meta-models are usually at the level of the DSML layer, where they are able to guide the design of domain models at the formalism layer. Instance models are produced from domain models by code generation. In our study, we divided codes into platform independent codes (PICs) and platform specific codes (PSCs). PICs are at the behavior layer (M0) and can be produced by code generation. PSCs are at the application layer (M0') and are executable on the KD-ACP platform. Therefore, PICs must be converted to PSCs, a process that is viewed as model implementation in our study. The GME provides a builder object network framework, BON2, to compile models into codes. The GME is also able to apply domain-specific analysis to detect faults prior to code generation. In our study, the generation algorithm was designed as follows:
(1) generate classes from models at the first layer, and put them in the tactic model generation queue; (2) generate the attributes of models, and create the corresponding functions for behavior or activities; (3) follow the current node to its sub-nodes, and generate the corresponding items; (4) if no sub nodes exist, go to the next items, otherwise finish the generation. In this paper, code generation was implemented according to a mapping template. For example, the code generation to produce schedules is a mapping process between activity configuration files and schedule codes. The configuration specifies the schedule mode and contains the ST, ET, and geographical information for an activity. Generally, schedule codes contain properties and methods. Therefore, mapping rules can be defined as follows: (1) the schedule mode in a given configuration will be converted to schedule codes; (2) each activity item will map to a corresponding schedule class, and information such as STs and ETs will be viewed as parameters. Theoretically, all models can generate executable codes according to the mapping template. However, the quality of these codes indirectly relies on the design of rules, which are determined by the style of target codes required. Therefore, it is necessary to distil commonalities between models and improve the efficiency of code generation. Although difficult, this method will achieve better long-term results. For models that use typical diagrams, such as FSM, this method promotes code generation and problem analysis. As previously discussed, although PIC has internal logic, it cannot be executed on a KD-ACP platform. In our study, PIC and PSC are at the same modeling layer, and the difference between them is that PSC adds information associated with a parallel engine. Executable components (PSCs) are produced in DLL, LIB, or EXE formats, which are executable on the KD-ACP platform. 45 
Experiment
With the support of PHEM, artificial Beijing is implemented. Approximately 19.6 million individuals and 8 million buildings were generated. 46 Based on census data, households were generated and individuals were endowed with social roles such as infant, student, worker, elder, and unemployed. Multiple social networks were constructed, including families, classmates, neighborhoods, and coworkers. Different types of environments were designed, such as residential buildings, workplaces, educational institutions, eating establishments, entertainment locations, and medical institutions. Prediction experiments and EM experiments are used to test the PHEM and find the best interventions in Ebola epidemics.
Prediction experiments.
In this paper, we simulated a scenario of 100 days of Ebola infection. The total number of infections reached 240 on the 100th day, along with 140 deaths. Meanwhile, rates of both new infections and deaths were in the single digits every day. As shown in Figure 13 , the growth rate slows on the 75th day. This represents the moment when infections reached saturation in their initial social networks. For example, an infectious student will have infected his family, friends, and classmates to the fullest extent during this period. These individuals compose a relatively isolated social network. When the infection transfers to another group, the growth rate will increase. According to the results of prediction experiments, infections are analyzed by occupation, environment, and manner of infection. Residential buildings are the main places for infection propagation, at 51% proportionally. This shows that families are the most likely to be infected if no interventions occur. Medical workers are the highestrisk occupation, and infected medical workers represent 15% of all infections, although they represent a small proportion of the whole population. Figure 14 . Obviously, the spreading of the Ebola epidemic is ceased in both Level 2 and Level 1 interventions. The analysis and discussion are detailed in the next section.
Evaluation
R 0 is a very important parameter in epidemics, since it represents the spreading speed and range of the epidemics. So R 0 is used to evaluate PHEM in our work. The evaluation is composed of three parts, R 0 in real Ebola epidemics, the evaluation of the EVD model by R 0 , and the analysis of R 0 in EM experiments.
R 0 of the Ebola epidemic in West Africa
The effective basic reproduction number R 0 is usually used to show the growth rate and final size of epidemics. According to the reference Vynnycky et al., 47 R 0 is calculated by the equation as below:
where N is population size, C is the total number of infected individuals in epidemic, and S 0 and S f are the numbers of susceptible individuals at the start and end of epidemic, respectively. Once R 0 is larger than 1, the infection disease keeps spreading; Once R 0 is less than 1, the epidemic will be controlled. The real statistic data of the Ebola epidemic in west Africa, including Guinea, Liberia, and Sierra Leno, are listed in Table 5 . As a result, R 0 can be calculated by Equation (5) with the help of the statistic data of infected cases. On the basis of the initial periods of exponential growth, R 0 values of the three countries are listed at the bottom of Table 5 . R 0 of Guinea is 1.71 (95% confidence interval, 1.44-2.01). R 0 of Liberia is 1.83 (95% confidence interval, 1.72-1.94). R 0 of Sierra Leno is 2.02 (95% confidence interval, 1.79-2.26). Then the R 0 of these three countries is 1.876, 43, 48 which is calculated by the total reported infected cases.
The evaluation of the EVD model by R 0
Based on the prediction experiments of the EVD model, the approximated simulation results and the statistical historical data are shown in Figure 15 . The period is from 0 to 269 days with the support of the statistical historical data. The blue curve represents the simulated results from artificial Beijing, while the statistical historical data are drawn in red. The simulated results are the mean values of 100 times running. Confidence intervals of 97.5% are also drawn in the figure. It could be found that the simulated curve fits to the red curve before the 250th day. Then the blue curve increases rapidly after the 250th day, while the red curve increases more slowly. This is because the prediction experiment is designed without interventions. The situation is quite similar to that of West Africa in the first several months. Then the interventions are used to cease the spreading in the real epidemic. So the comparison of real data and our simulated results make sense at the beginning of the epidemic. In the mean time, R 0 of simulated results in the first 250 days is 1.902. The value is almost same as that of West Africa (1.876). There still exists a phenomenon in the figure that the infected cases of real data increase more slowly than the simulated results before the 200th day. It is also reasonable that many infected cases are not reported timely in the real epidemic. So some cases are missed in the statistic data. As a result, the EVD model can be validated by the R 0 and the prediction experiments without interventions.
Analysis of R 0 in emergency management experiments
As listed in Table 6 , the R 0 values of four levels of interventions are 1.82, 1.43, 0.93, and 0.48, respectively, at the 100th day in the EM experiments. As discussed in Section 5.1, the epidemic can be controlled when R 0 is less than 1. So, Level 2 and Level 1 interventions will be used in the possible Ebola epidemic in Beijing. The simulated results show that the stronger the interventions are, the less the spreading will be. The phenomenon is usually seen as common sense in the EM of epidemics. The experiments testify the phenomenon in the quantitative view. In addition, because the cost of stronger interventions is much greater, a balance should be achieved between the cost and effectivity. According to the experiments, the total infected count is around 50 in the Level 2 intervention, 42 6. Discussion and conclusion
This paper presents a meta-modeling framework to support the modeling of PHEM. In this framework, a series of meta-models are designed in detail, including agents, schedules, social networks, buildings, and transportation. In addition, ''emergency-response'' meta-models for infectious diseases and corresponding interventions are predefined. Finally, domain models are built to study the transmission of Ebola, and executable codes are generated to support simulations on the KD-ACP platform. Although our work represents progress, several limitations remain. Firstly, although the main features of agents and environments are included in the design of meta-models, some characteristics may have been left out. Secondly, meta-models are limited in their ability to describe behaviors and methods, although schedules are designed to describe the daily activities of agents. Thirdly, code generation remains difficult for models with complex internal logic, although the mapping template may cover most cases.
To promote the modeling work of PHEM, several aspects of our method must be improved upon. Firstly, meta-models should contain enough information to support research on epidemic transmission, and psychological factors should be considered in future work. Secondly, the code generation framework must be improved, and mapping rules should be optimized to cover more possible cases. Thirdly, semantic loss should be considered during the modeling process, and synchronization must be maintained among meta-models, models, codes, and target interpreters or execution machines. Finally, model verification must be investigated during the process of model design, model implementation, and code generation.
