This paper contains the algebraic analog of universal classifying bundles and Chern classes. We imitate the topological counterpart of universal bundles over the Grassmannian to construct some graded commutative differential algebraŝ n denotes the corresponding matrix obtained from X by setting to zero the entries X pq when p > n or q > n, and (X 2 − X, trX − r) (resp. (X 2 − X)) denotes the ideal generated by the power series p X pp − r and the entries of the matrix X 2 − X (resp. the entries of X 2 − X).
Introduction
It is well known, after Swan [9] , the equivalence between isomorphism classes of vector bundles and that of finitely generated projective modules over the ring of continuous functions on the base or, equivalently, idempotent matrices over the ring of those functions.
Given a smooth complex vector bundle ξ, represented by an idempotent matrix ϕ of order n, over the ring of smooth functions on the base, the Chern classes of ξ in the standard de Rham cohomology of differential forms, are given as follows:
where c p is the p-th characteristic coefficient for p = 1, . . . , n. Then, c p (ϕ(dϕ) 2 ) is a closed form and
The algebraic translation of the classifying space and classifying map for vector bundles would be, in general, to consider the quotient ring Z[[X]]/(X 2 − X), where Z[ [X] ] is the formal power series ring over the integers Z with indeterminates X pq for p, q 1 and (X 2 − X) denotes the ideal generated by the entries of the matrix (X 2 − X) with X = (X pq ). We say that X is the universal idempotent matrix. In particular, it represents a class in the Grothendieck As a particular case of Grothendieck [5] results we have the canonical isomorphism
, where X n is the n × n-matrix with entries X pq for 1 p, q n. Then, the paper [4] contains an algebraic analog for idempotent matrices of the Chern-Weil theory of characteristic classes.
We were inspired by those counterparts to construct, for any field of characteristic zero K, commutative differential algebrasΩ In Section 1, we set the stage for developments to come. This introductory section is devoted to a general discussion and establishes notation on the Kähler differentials Ω R (A) of an R-algebra A and the associated de Rham complex Ω * R (A) used in the rest of the paper.
Section 2 is based mainly on [4] and is devoted to a list of standard results on algebraic characteristic classes for idempotent matrices.
The aim of Section 3 is to show G n,r (C) is dense in Idem n,r (C) with respect to the Zariski topology on the affine space M n (C) C n 2 .
Write Pol K (Idem n,r (C)) for the subalgebra of polynomial functions on Idem n,r (C) with coefficients in K, generated by the projection maps x pq : Idem n,r (C) → C. Then, our main results are:
, and I n,r is the ideal generated by the well known polynomials deduced from the relation (1 + c 1 
and
Finally, we notice that for a subringK[X] of the formal power series ring
) are isomorphic respectively to the ring of polynomial functions on Idem −,r (C) with K-coefficients and to de Rham polynomial forms on Idem −,r (C) with coefficients in one of the fields K = Q, R or C.
The main results of Section 5 are stated in Theorems 5.3-5.4: The cohomology algebras ofΩ As noted in Remark 5.5, it would be interesting to give proofs of our main results that use algebraic tools only.
Prerequisites
Notice that the Grassmannian G −,r (C) is the union of an increasing sequence of compact smooth manifolds G n,r (C), where the elements of G n,r (C) are the rdimensional subspaces of C n for n r. Let Herm(C) (resp. Herm n (C)) be the real vector space of hermitian matrices (resp. n × n-hermitian matrices) over C. It is clear that G n,r (C) (resp. G −,r (C)) can be identified with the subset of Herm n (C) (resp. Herm(C)) of hermitian and idempotent complex matrices of rank r (resp. of any rank).
Next, write M (C) (resp. M n (C)) for the complex vector space of matrices over C (resp. n × n-matrices over C). It is clear that Idem n,r (C) (resp. Idem −,r (C)) can be identified with the subset of M n (C) (resp. of M (C)) of idempotent matrices of rank r (resp. of any rank).
In view of [2, Corollary 1.3], or its generalization [3, Theorem 2.3], the Grassmannian G −,r (C) is a strong deformation retract of Idem −,r (C) with the retraction map Idem −,r (C) → G −,r (C), given by ϕ → ϕ(ϕ +φ t − I n ) −1 for ϕ ∈ Idem −,r (C). It is clear that the above retraction restricts to retractions Idem n,r (C) → G n,r (C) for n 1. Therefore, up to homotopy, we may replace G −,r (C) (resp. G n,r (C)) by Idem −,r (C) (resp. Idem n,r (C)).
As a consequence, Idem −,r (C) also satisfies the property that for an r-complex vector bundle over a compact space B there is a map f : B → Idem n,r (C) ⊂ Idem −,r (C) for n enough big, uniquely determined up to free homotopy.
In this way the complex vector bundle can be identified with the homotopy class of the map f and then with the class in the Grothendieck groupK 0 (B) of idempotent n × n-matrices over the ring of complex continuous function on Idem n,r (C). We simply identify f with the matrix whose (i, j)-entry is the map f ij : B → C, where
In the particular case of ξ being the universal complex vector bundle over Idem −,r (C) whose fiber over A ∈ Idem −,r (C) is the image of A, the map f above is certainly the identity map on Idem −,r (C).
Therefore, the universal complex vector bundle over Idem −,r (C) can be identified with the infinite idempotent matrix X whose (p, q)-th entry is the restriction to Idem −,r (C) of the projection map x pq : M (C) → C determined by the (p, q)-th entry.
Although Idem −,r (C) is not a smooth manifold, being the union of the increasing sequence of manifolds Idem n,r (C) for n r, it makes sense to consider the standard de Rham complex of smooth differential forms on Idem −,r (C).
We also consider the sequence of inclusions τ r : Idem −,r (C) → Idem −,r+1 (C), given by
and the colimitB
Now, for an idempotent n × n-matrix ϕ = (ϕ pq ) with entries in an R-algebra A and a commutative graded differential algebra (Ω, d) with Ω 0 = A then we write
and so we obtain closed 2p-forms c p (ϕ) ∈ Ω 2p , and the corresponding 2p-cohomology classesc p (ϕ) ∈ H 2p (Ω, d). We say that c p (ϕ) (resp.c p (ϕ)) is the p-th Chern form (resp. p-th Chern class) of the idempotent matrix ϕ with respect to the commutative graded differential algebra (Ω, d). We also say that c(ϕ) = p 0 c p (ϕ) (resp.c(ϕ) = p 0c p (ϕ)), is the total (non-homogeneous) Chern form (resp. the total Chern class) of the idempotent matrix ϕ with respect to (Ω, d).
The main example for such a graded commutative algebra is provided by the algebraic de Rham complex of an R-algebra. We make use of [7] to recall this construction used in the sequel. Let A be an algebra over a commutative ring with unit R and Ω R (A) = I/I 2 is the A-module of Kähler differentials, where I is the kernel of the multiplication A ⊗ A → A. Given a ∈ A, write da for the class of a ⊗ 1 − 1 ⊗ a in Ω R (A). In the sequel we need the following (probably well known to experts) next two lemmas. Let i : R → R be a homomorphism of commutative rings with unit, regard R as an R-algebra, and let A be an R-algebra. In particular, we also have the Ralgebra R ⊗ R A.
It is clear thatφ is a well defined R ⊗ R A-module homomorphism.
On the other hand, observe that 1
Finally, it is clear thatφ and ψ are mutually inverse.
We keep the notation of Lemma 1.1 to show:
and this yields the first isomorphism.
If R is R-flat then the Künneth formula leads to an isomorphism
this concludes the proof.
Let now A be an algebra over a commutative ring with unit R and (Ω n (A), δ n ) a sequence of cochain complexes over A. Suppose that there are A-module epimorphisms
Then we get the inverse limit cochain complex
We say that the Mittag-Leffler condition is satisfied if there exists a k such that
is an epimorphism for all n k and all q 1. Then, in view of [10, Theorem 3.5.8] we have the following: 
Algebraic characteristic classes for idempotent matrices
Let R be a commutative ring with unit, (Ω, d) a commutative graded differential algebra over R, where Ω = ⊕ k 0 Ω k and write Ω 0 = A. Suppose now that ϕ is an idempotent n × n-matrix with entries in A. Then we make use of [4] to show that the following lemmas hold:
. Then, using (2) and (1) we get
and the proof follows.
Lemma 2.2. (1) (dϕ)
k , where I n is the identity n × n-matrix.
Lemma 2.3. d(det(I n + ϕ(dϕ)
2 )) = 0.
Proof. We clearly have
where Adj means the adjoint matrix operation. Therefore
and we conclude the proof by using Lemmas 2.1 and 2.2.
Recall that idempotent matrices ϕ and ψ are said to be equivalent whenever there are matrices a and b such that ab = ϕ and ba = ψ. Therefore ϕ and ψ represent the same class in the groupK 0 (A). Then [4, Proposition] yields:
Proposition 2.4. If ϕ and ψ are equivalent idempotent matrices thenc
In particular, we have a well defined mapc :
] is the formal power series ring over the integers Z with indeterminates X pq for p, q 1 and (X 2 − X) denotes the ideal generated by the entries of the matrix (X 2 − X) with X = (X pq ). We say that X is the universal idempotent matrix. In particular, it represents a class in the Grothendieck groupK 0 (Z[[X]]/(X 2 − X)) and has universal Chern classesc p (X) with respect to the algebraic de Rham complex over the ring
We may regard now the polynomial matrix X as a matrix with entries in the quotient ring Z[[X]]/(X 2 − X) and so X is an idempotent matrix. This is the algebraic counterpart of the universal complex vector bundle.
A matrix ϕ = (ϕ pq ) with entries in an R-algebra A yields the canonical ring homomorphism ϕ :
given by sending the class of X pq to ϕ pq if 1 p, q n and to zero, otherwise. Therefore, we have a ring homomorphism ϕ
, which, in particular, sends the class of X to the class of ϕ.
Further, we have a ring homomorphism ϕ
) sending the universal Chern classesc p (X) to the Chern classesc p (ϕ) with respect to (Ω, d) and such that the following diagram
commutes. For natural numbers r, α, β with r 0, α 1, β 1, we define maps
These maps are smooth in the sense that they are so once restricted to any smooth manifold Idem n,r (C).
It makes sense to consider smooth forms on Idem −,r (C) and then onBU (C), i.e., a p-form Φ onBU (C) is a sequence of smooth p-forms Φ r on Idem −,r (C) such that τ * (Φ r+1 ) = Φ r . Therefore we have the canonical extension to a de Rham complex on BU (C). In particular, X can be regarded as a matrix of complex smooth functions on BU (C) and X(dX) 2 is a matrix of smooth 2-forms onBU (C) and we have
where c r (X) is a 2r-form onBU (C). By using the results above we observe that the forms c r (X) are closed, i.e., d(c r (X)) = 0. The class 1 (−2πi) r c r (X) is the universal Chern r-form and it is well known that
Zariski closure of manifolds of idempotent matrices
The aim of this section is to show G n,r (C) is dense in Idem n,r (C) with respect to the Zariski topology on the affine space M n (C) C n Given a field K and its subfield k ⊆ K, relations between affine subsets in k n and their Zariski closures in K n are investigated. We observe that the relative topology on k n induced by the Zariski topology on K n coincides with the Zariski topology on k n . Given affine varieties V ⊆ k n and W ⊆ K n with V ⊆ W , we make use of [8, Chapter I, Section 6], to show in Proposition 3.4 thatV = W under some conditions, whereV denotes the Zariski closure of V in K n . In particular, for the subfield R ⊆ C of reals we deduce that G n,r (C) = Idem n,r (C).
Let k[T 1 , . . . , T n ] be the polynomial ring with coefficients in k and indeterminates
Furthermore, it holds: 
But clearly
and so we get (2): Proof. Suppose thatX = V 1 ∪ V 2 for some Zariski closed subsets
Finally, X = V 1 orX = V 2 and the result follows.
To state the main result of this section we need to show:
Proof. Because the Zariski closure preserves Cartesian products, we conclude:
Let S n R and S n C be the real and complex n-spheres, respectively. It is well known that S n C is diffeomorphic to the tangent bundle T S n R of the sphere S n R and coincides with the Zariski closure S n R in the affine space C n+1 . More generally, given a nonsingular real variety M ⊂ R n and its Zariski closureM in the affine space C n in the light of Proposition 3.4 we get dim R M = dim CM . On the other hand, M can be identified with the image in the tangent bundle T M of the zero cross section. This gives rise to:
nonsingular real variety. If the tangent bundle T M is a complex variety then the Zariski closureM in the affine space C n coincides with T M.
Because T 2 − T is the minimal polynomial of any nonzero idempotent n × n-matrix over C hence its rank coincides with the trace. Consequently, the Grassmannian G n,r (C), identified with the idempotent and hermitian n × n-matrices over C with rank r, can be viewed as a real affine variety. Thus
Now consider the complex variety
) for any γ ∈ Idem n,r (C) establish a polynomial isomorphism of complex varieties.
By [8, Chapter II, Section 2], any simple point x ∈ X in a quasi-projective variety X belongs to a unique irreducible component of X. Therefore, any two irreducible components of a smooth quasi-projective variety X coincide or are disjoint.
In particular, any connected smooth quasi-projective variety is irreducible. Because the manifold Idem n,r (C) is connected in the canonical topology so it is also connected in the Zariski topology and, consequently, irreducible as well.
But G n,r (C) ⊆ Idem n,r (C) and dim R G n,r (C) = dim C Idem n,r (C) = dim C G C n,r (C) = 2r(n − r) hence, by means of Proposition 3.4 we get G n,r (C) = G 
for any m, n 1.
In the rest of this paper K is one of the fields: Q, R or C.
Universal classes
Let X n be the polynomial n × n-matrix with entries X pq for 1 p, q n, K[X n ] is the polynomial algebra with indeterminates X pq , ((X n ) 2 − X n , trX n − r) the ideal generated by the entries of the matrix (X n ) 2 − X n together with the polynomial trX n − r, and we may regard X n as an idempotent matrix of order n with the trace equal to r in the quotient ring (Idem n,r (C) ) be the subalgebra of polynomial functions on Idem n,r (C) with coefficients in K, generated by projection maps x pq : Idem n,r (C) → C.
Lemma 4.1. The map
sending the class of X pq to x pq is a well defined ring isomorphism.
Proof. The map above is clearly well defined. To show that it is an epimorphism, let P : Idem n,r (C) → C be a polynomial map with coefficients in K, i.e., there exists P ∈ K[X n ] such thatP (A) = P (A) for any A ∈ Idem n,r (C). It is obvious that the class ofP in
is sent to P . To prove the injectivity, suppose thatP ∈ K[X n ] vanishes on Idem n,r (C) which by Theorem 3.7 is a Zariski closed subset of M n (C), and soP belongs to the ideal
yields that the class ofP is zero in Q[X n ]/((X n ) 2 − X n , trX n − r) and the proof follows.
We consider now the non-degenerate C-bilinear map { , } : M n (C) × M n (C) → C given by {M, N } = tr(MN). Then Idem n,r (C) inherits a semiriemannian metric and one shows immediately that for any A ∈ Idem n,r (C) the tangent and normal to Idem n,r (C) at A are given respectively by
and we have the orthogonal decomposition
given by
To sate the next lemma we recall that a polynomial map f : Idem n,r (C) → M n (C) is called to a normal section if f (A)A = Af (A) fr all A ∈ Idem n,r (C).
Lemma 4.2. Let
Φ = α,β P αβ dx αβ be a 1-form on M n (C) with P αβ polynomi- als in K[X n ]. Then,
its restriction to Idem n,r (C) is zero if and only if the map
Idem n,r (C) → M n (C), given by A → P (A) t
is a normal section of Idem n,r (C), or equivalently if and only if all entries of
, where P (X n ) is the n × n-matrix of polynomials whose entry αβ is P αβ .
Proof. For any
Therefore, Φ vanishes on Idem n,r (C) if and only if {P (A) t , B} = 0 for any A ∈ Idem n,r (C) and any B ∈ T A Idem n,r (C), i.e., if P (A) t ∈ N A Idem n,r (C). Thus, Φ vanishes on Idem n,r (C) if and only if P (A) t A = AP (A) t for all A ∈ Idem n,r (C), or equivalently if and only if all entries of the matrix of polynomials
t vanish on Idem n,r (C). Finally, the proof follows because by Theorem 3.7 the variety Idem n,r (C) is Zariski closed.
Let Pol K (Idem n,r (C), M n (C)) be the Pol K (Idem n,r (C))-free module of polynomial maps f : Idem n,r (C) → M n (C) with coefficients in K, and let Pol N K (Idem n,r (C), M n (C)) be the submodule of normal polynomial sections on Idem n,r (C), i.e., polynomial maps f : Idem n,r (C) → M n (C) such that f (A)A = Af (A) for any A ∈ Idem n,r (C), with all entries of f being polynomials with coefficients in K.
By using, for any A ∈ Idem n,r (C), the orthogonal decomposition above
we define, for any B ∈ M n (C), the normal polynomial section
given by π N (B)(A) = B − AB − BA + 2ABA, and clearly the n 2 normal polynomial sections π N (E pq ) generate the module Pol
, where E pq ∈ M n (C) has the pq-entry equal to 1 and all others zero.
Therefore, we have a Pol K (Idem n,r (C))-module epimorphism
and the following lemma holds:
) is canonically isomorphic with de Rham complex of polynomial forms on Idem n,r (C) with coefficients in K.
In particular, the algebraic de Rham cohomology of
is canonically isomorphic to the cohomology of the complex of polynomial forms with coefficients in K over Idem n,r (C).
Proof. Consider the ring isomorphism
given by Lemma 4.1. We show that the induced map ϕ, from the module of Kähler differentials over
to that of polynomial differential 1-forms over Pol K (Idem n,r (C)) with coefficients in K is again an isomorphism.
It is obvious that ϕ is surjective.
To show injectivity, let Φ = αβ P αβ dX αβ be such that ϕ(Φ) = 0. By Lemma 4.3 we know that P (X n ) t is a normal section on Idem n,r (C), and so it is a linear combination of the generators π N (E pq ). Therefore Φ is a linear combination of the Kähler differentials
Because we have
the proof follows.
It is well known after Grothendieck [5] : 
where H * dR (Pol C (Idem n,r (C))) denotes the cohomology of the de Rham subcomplex of polynomial differential forms with complex coefficients on Idem n,r (C) and H * (Idem n,r (C); C) is the singular cohomology with coefficients in C.
As a consequence of Corollary 4.5, together with Lemma 1.2 and the universal coefficient theorem for singular cohomology, we obtain: Proposition 4.6. There is a sequence of isomorphisms:
The well known cohomology of H * (Idem n,r (C); K) = H * (G n,r (C); K) yields our first main result:
) and I n,r is the ideal generated by the well known polynomials deduced from the relation (1 + c 1 To illustrate the ideal I n,r , we present:
. . , n − 1 and c 1 (γ) n = 0. The ideal I n,1 has a single generatorc n 1 and the algebraic de Rham cohomology of and the algebraic de Rham cohomology of 
are ring isomorphisms.
Proof. It is clear that Pol K (Idem −,r (C)) is the inverse limit lim n Pol K (Idem n,r (C)) and Pol K (BU (C)) is the inverse limit lim r Pol K (Idem −,r (C)), and then we use Lemma 4.1 to complete the proof.
Consider now the following cases:
(1) let M be a topological space and · · · M n ⊂ M n+1 ⊂ · · · an increasing filtration so that M = ∪ n M n , and such that any compact subset of M is contained in some M n . Notice that this condition is always satisfied provided M is a T 1 -space. Denote by H * ( ; R) singular cohomology with coefficients in a commutative ring R; (2) the spaces M n of the filtration of M are real smooth manifolds, so that M n is a closed smooth submanifold of M n+1 for all n 1; We define then a p-form Φ on M as a sequence of p-forms Φ n on each M n such that Φ n+1 restricts to Φ n on M n . In particular, we obtain a de Rham complex and a corresponding de Rham cohomology for M .
(3) The same as above but: (a) assuming the M n are complex holomorphic manifolds; (b) considering all M n included in C ∞ and replacing cohomology by de Rham cohomology of complex polynomial forms with coefficients in K = Q, R or C. Proof. The case of M being a CW -space with skeletons M n is standard. Cases (2) and (3)(a) are now deduced by using the standard de Rham theorem.
In order to prove (3)(b) it is enough to show that for any complex holomorphic submanifold P of some C n the canonical map from the complex of K-polynomial forms to the standard de Rham complex, induces an isomorphism in cohomology. But this is well known after Grothendieck [5] .
Finally, case (4) is clear by Proposition 4.6 above and the proof is complete. Now, the following result is an easy consequence of Lemma 1.3, Proposition 4.6, Theorem 4.7, Lemma 4.10 and the required definitions.
Theorem 4.11. There are isomorphisms
Final results
In order to get a new description of the inverse limit We show first that we can choose representatives P n ∈ K[X n ] such that ρ n+1 n (P n+1 ) = P n for all n 1. In fact, ρ 2 1 (P 2 ) − P 1 = S 1 ∈ ((X 1 ) 2 − X 1 , trX 1 − r). Modify P 2 by taking P 2 = P 2 − S 1 = P 1 , and so ρ 2 1 (P 2 ) = P 1 . Modify P 3 as follows:
and then take P 3 = P 3 − S 2 , so that ρ 
.). (b):ρ is injective:
Let P ∈K[X] be such that ρ n (P ) = P n ∈ ((X n ) 2 − X n , trX n − r) for n 1. We want to show that P belongs to the ideal (X (P n+1 ) =P n , n 1.
