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Abstract—In this paper, we consider a wireless powered mobile
edge computing (MEC) network, where the distributed energy-
harvesting wireless devices (WDs) are powered by means of radio
frequency (RF) wireless power transfer (WPT). In particular, the
WDs follow a binary computation offloading policy, i.e., data
set of a computing task has to be executed as a whole either
locally or remotely at the MEC server via task offloading. We are
interested in maximizing the (weighted) sum computation rate of
all the WDs in the network by jointly optimizing the individual
computing mode selection (i.e., local computing or offloading)
and the system transmission time allocation (on WPT and task
offloading). The major difficulty lies in the combinatorial nature
of multi-user computing mode selection and its strong coupling
with transmission time allocation. To tackle this problem, we
propose a joint optimization method based on the ADMM (alter-
nating direction method of multipliers) decomposition technique.
Simulation results show that the proposed method can efficiently
achieve near-optimal performance under various network setups,
and significantly outperform the other representative benchmark
methods considered. Besides, using both theoretical analysis and
numerical study, we show that the proposed method enjoys low
computational complexity against the increase of networks size.
I. INTRODUCTION
Finite battery lifetime and low computing capability of size-
constrained wireless devices (WDs) have been longstanding
performance limitations of many low-power wireless networks,
e.g., wireless sensor networks (WSNs) and Internet of Things
(IoT), especially for supporting many emerging applications
that require sustainable and high-performance computations,
e.g., autonomous driving and augmented reality.
Radio frequency (RF) based wireless power transfer (WPT)
has been recently identified as an effective solution to the finite
battery capacity problem [1]–[4]. Specifically, WPT uses ded-
icated RF energy transmitter, which can continuously charge
the battery of remote energy-harvesting devices. Thanks to
the broadcasting nature of RF signal, WPT is particularly
suitable for powering a large number of closely-located WDs,
like those deployed in WSNs and IoT. On the other hand, a
recent technology innovation named mobile edge computing
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(MEC) has attracted massive industrial investment and has
been identified as a key technology towards future 5G network
[5]–[7]. As its name suggests, MEC allows the WDs to offload
intensive computations to nearby servers located at the edge
of radio access network, e.g., cellular base station and WiFi
access point (AP), to reduce computation latency and energy
consumption. In general, there are two basic computation task
offloading models in MEC, i.e., binary and partial computation
offloading [6]. Specifically, binary offloading requires a task to
be executed as a whole either locally at the WD or remotely at
the MEC server. Partial offloading, on the other hand, allows
a task to be partitioned into two parts with one executed
locally and the other offloaded for edge execution. In practice,
binary offloading is suitable for simple tasks that are not
partitionable, while partial offloading is favorable for some
complex tasks composed of multiple parallel segments. A
key research problem is the joint design of task offloading
and system resource allocation to optimize the computing
performance, which has been extensively studied under both
binary and partial computation offloading policies [8]–[11].
The integration of WPT and MEC technologies introduces
a new paradigm named wireless powered MEC, where the
distributed MEC wireless devices are powered by means of
WPT. The deployment of wireless powered MEC systems
can potentially tackle the two aforementioned performance
limitations in low-power wireless networks like IoT. Compared
to conventional battery-powered MEC, the optimal design in
a wireless powered MEC network is more challenging. On
one hand, the task offloading and resource allocation decisions
now depend on the distinct amount of energy harvested by
individual WDs from WPT. On the other hand, WPT and task
offloading need to share the limited wireless resource, e.g.,
time or frequency. There are few existing studies on wireless
powered MEC system [12]–[14]. [12] considers a single-user
wireless powered MEC with binary offloading, where the user
maximizes its probability of successful computation under
latency constraint. In a multi-user scenario, [13] considers
using a multi-antenna AP to power the users and minimizes the
AP’s total energy consumption. [14] also considers maximiz-
ing the weighted sum computation rate of a multi-user wireless
powered MEC network. However, both [13] and [14] assume
partial computation offloading policy. Mathematically speak-
ing, partial offloading is a convex-relaxed version of the binary
2offloading policy. In a multi-user environment, the optimal
design under the binary offloading policy often involves non-
convex combinatorial optimization problems, which is much
more challenging and currently lacking of study.
In this paper, we consider a wireless powered MEC network
as shown in Fig. 1, where the AP is reused as both energy
transmitter and MEC server that transfers RF power to and
receives computation offload from the WDs. Each device
follows the binary offloading policy. In particular, we are
interested in maximizing the weighted sum computation rate,
i.e., the number of processed bits per second, of all the WDs
in the network. Our contributions are detailed below.
1) We formulate a joint optimization of user computing
mode selection and the system transmission time al-
location. The combinatorial nature of multi-user com-
puting mode selection makes the optimal solution hard
to obtain in general. As a performance benchmark,
an enumeration-based optimal method is presented for
evaluating the proposed reduced-complexity algorithm.
2) We devise an ADMM-based technique that tackles the
hard combinatorial mode selection by decomposing the
original problem into parallel small-scale integer pro-
gramming subproblems, one for each WD. We further
show that the computational complexity of the proposed
method increases slowly at a linear rate O(N) of the
network size N .
3) Extensive simulations show that both proposed algo-
rithm can achieve near-optimal performance under var-
ious network setups, and significantly outperform the
other benchmark algorithms. Because of its O(N) com-
putational complexity, the proposed method is especially
applicable to large-size IoT networks.
II. SYSTEM MODEL
A. Network Model
As shown in Fig. 1, we consider a wireless powered MEC
network consisting of an AP and N WDs, where the AP
and the WDs have a single antenna each. In particular, an
RF energy transmitter and a MEC server is integrated at the
AP. The AP is assumed to be connected to a stable power
supply and broadcast RF energy to the distributed WDs, while
each WD has an energy harvesting circuit and a rechargeable
battery that can store the harvested energy to power its
operations. Each device, including the AP and the WDs, has
a communication circuit. Specifically, we assume that WPT
and communication are performed in the same frequency band.
To avoid mutual interference, the communication and energy
harvesting circuits of each WD operate in a time-division-
multiplexing (TDD) manner. A similar TDD circuit structure
is also applied at the AP to separate energy transmission and
communication with the WDs. Within each system time frame
of duration T , the wireless channel gain between the AP and
the i-th WD is denoted by hi, which is assumed reciprocal for
the downlink and uplink,1 and static within each time frame
1The channel reciprocity assumption is made to obtain more design insights
on the impact of wireless channel. The proposed algorithm in this paper,
however, can be easily extended to the case with non-equal uplink and
downlink channels.
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Fig. 1. An example 3-user wireless powered MEC system with binary
computation offloading.
but may vary across different time frames.
Within each time frame, we assume that each WD needs to
accomplish a certain computing task based on its local data.
For instance, a WD as a wireless sensor needs to regularly
generate an estimate, e.g., the pollution level of the monitored
area, based on the raw data samples measured from the
environment. In particular, the computing task of a WD can
be performed locally by the on-chip micro-processor, which
has low computing capability due to the energy- and size-
constrained computing processor. Alternatively, the WD can
also offload the data to the MEC server with much more
powerful processing power, which will compute the task and
send the result back to the WD.
In this paper, we assume that the WDs adopt a binary
computation offloading rule. That is, a WD must choose to
operate in either the local computing mode (mode 0, like WD2
in Fig. 1) or the offloading mode (mode 1, like WD1 and
WD3) in each time frame. In practice, this corresponds to a
wide variety of applications. For instance, the measurement
samples of a sensor are correlated in time, and thus need to
be jointly processed to enhance the estimation accuracy.
B. Computation Model
We consider an example transmission time allocation in
Fig. 2. We use two non-overlapping sets M0 and M1 to
denote the indices of WDs that operate in mode 0 and 1,
respectively. As such M = M0 ∪M1 = {1, · · · , N} is the
set of all the WDs. In the first part of a tagged time frame,
the AP broadcasts wireless energy to the WDs for aT amount
of time, where a ∈ [0, 1], and all the WDs harvest the energy.
Specifically, the energy harvested by the i-th WD is
Ei = µPhiaT, i = 1, · · · , N, (1)
where P denotes the RF energy transmit power of the AP
and µ ∈ (0, 1) denotes the energy harvesting efficiency [1].
In the second part of the time frame (1 − a)T , the WDs in
M1 (e.g., WD1 and WD3 in Fig. 1) offload the data to the
AP. To avoid co-channel interference, we assume that the WDs
take turns to transmit in the uplink, and the time that a WDi
transmits is denoted by τiT , τi ∈ [0, 1]. Depending on the
3WD1àAP
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Fig. 2. An example time allocation in the 3-user wireless powered MEC
network in Fig. 1. Only WD1 and WD3 selecting mode 1 offload the task to
and download the computation results from the AP.
selected computing mode, the detailed operation of each WD
is illustrated as follows.
1) Local Computing Mode: Notice that the energy harvest-
ing circuit and the computing unit are separate. Thus, a mode-0
WD can harvest energy and compute its task simultaneously.
Let φ > 0 denote the number of computation cycles needed to
process one bit of raw data, which is assumed equal for all the
WDs. Let fi denote the processor’s chosen computing speed
(cycles per second) and 0 ≤ ti ≤ T denote the computation
time of the WD. The power consumption of the processor
is modeled as kif
3
i (joule per second), where ki denotes the
computation energy efficiency coefficient of the processor’s
chip [9]. Then, the total energy consumption is constrained by
kif
3
i ti ≤ Ei (2)
to ensure sustainable operation of the WD.2 With the above
computation model, the computation rate of WDi (in bits per
second) denoted by ri, can be calculated as [9]
ri =
fiti
φT
≤
1
φT
(
Ei
ki
) 1
3
t
2
3
i , ∀i ∈M0, (3)
where the inequality is obtained from (2). Therefore, the maxi-
mum r∗i is achieved by setting t
∗
i = T , i.e., the WD computes
for a maximal allowable time throughout the time frame and at
a minimal possible computing speed. By substituting t∗i = T
and f∗i =
(
Ei
kiT
) 1
3
into (3), the maximum local computation
rate of a mode-0 WD is
r∗i =
f∗i t
∗
i
φT
= η1
(
hi
ki
) 1
3
a
1
3 , ∀i ∈M0, (4)
where η1 ,
(µP )
1
3
φ
is a fixed parameter.
2) Offloading Mode: Due to the TDD circuit constraint, a
mode-1WD can only offload its task to the AP after harvesting
energy. We denote the number of bits to be offloaded to the AP
as vubi, where bi denotes the amount of raw data and vu > 1
indicates the communication overhead in task offloading, such
as packet header and encryption. Let Pi denote the transmit
power of the i-th WD. Then, the maximum b∗i equals to the
data transmission capacity, i.e.,
b∗i =
BτiT
vu
log2
(
1 +
Pihi
N0
)
, ∀i ∈M1, (5)
2We assume each WD has sufficient initial energy in the very beginning
and the battery capacity is sufficiently large such that battery-overcharging is
negligible. Besides, for simplicity, we do not assume a maximum computing
speed for the WDs considering their low harvested energy.
where B denotes the communication bandwidth and N0 de-
notes the receiver noise power.
After receiving the raw data of all the WDs, the AP
computes and sends back the output result of length rdbi bits
back to the corresponding WD. Here, rd ≪ 1 indicates the
output/input ratio including the overhead in downlink trans-
mission. In practice, the computing capability and the transmit
power of the AP is much stronger than the energy-harvesting
WDs, e.g., by more than three orders of magnitude. Beside, rd
is a very small value, e.g., one output temperature estimation
from tens of input sensing sample. Accordingly, we neglect the
time spent on task computation and feedback by the AP like
in [8], [12], [13]. In this case, task offloading can occupy the
rest of the time frame after WPT, i.e.,
∑
i∈M1
τi + a ≤ 1.
Besides, from the above discussion, we also neglect the
energy consumption by the WD on receiving the result from
the AP and consider only the energy consumptions on data
transmission to the AP. In this case, the WD should exhaust
its harvested energy on task offloading, i.e., P ∗i = Ei/τiT ,
to maximize its computation rate. From (5), the maximum
computation rate of a mode-1 WDi is
r∗i =
b∗i
T
=
Bτi
vu
log2
(
1 +
µPah2i
τiN0
)
, ∀i ∈ M1. (6)
C. Problem Formulation
In this paper, we maximize the weighted sum computation
rate of all the WDs in each time frame. From (4) and (6), the
computation rates of the WDs are related to their computing
mode selection and the system resource allocation on WPT
and task offloading. Mathematically, the computation rate
maximization problem is formulated as follows.
(P1) : maximize
M0,a,τ
∑
i∈M0
wiη1
(
hi
ki
) 1
3
a
1
3 (7a)
+
∑
j∈M1
wjετj ln
(
1 +
η2h
2
ja
τj
)
(7b)
subject to
∑
j∈M1
τj + a ≤ 1, (7c)
a ≥ 0, τj ≥ 0, ∀j ∈M1, (7d)
M0 ⊆M, M1 =M\M0. (7e)
Here, η2 ,
µP
N0
and ε , B
vu ln 2
. wi > 0 denotes the weight of
the i-th WD. τ = {τj |j ∈ M1} denotes the offloading time
of the mode-1 WDs. The two terms of the objective function
correspond to the computation rates of mode-0 and mode-1
WDs, respectively. (7c) is the time allocation constraint.
Due to the stringent energy and computation limitations of
the WDs, we adopt a centralized control scheme where the
AP is responsible for all the computations and coordinations,
including selecting the computing mode for each WD. Among
all the parameters in (P1), the AP only needs to estimate the
wireless channel gains hi’s that are time varying in each time
frame. The others are static parameters that remain constant
for sufficiently long period of time, such as wi’s and ki’s.
Then, the AP calculates (P1) and broadcasts the solution
4{M∗0, a
∗, τ ∗} to the WDs, which will react by operating in
their designated computing modes.3
Problem (P1) is a hard non-convex problem due to the
combinatorial computing mode selection. However, we ob-
serve that the second term in the objective is jointly concave
in (a, τj). Once M0 is given, (P1) reduces to a convex
problem, where the optimal time allocation {a∗, τ ∗} can be
efficiently solved using off-the-shelf optimization algorithms,
e.g., interior point method [15]. Accordingly, a straightforward
method is to enumerate all the 2N possibleM0 and output the
one that yields the highest objective value. The enumeration-
based method may be applicable for a small number of
WDs, e.g., N ≤ 10, but quickly becomes computationally
infeasible as N further increases. Therefore, it will be mainly
used as a benchmark to evaluate the performance of the
proposed reduced-complexity algorithm in this paper. Before
entering formal discussions on the algorithm design, it is worth
mentioning that a closely related max-min rate optimization
problem, which maximizes the minimum computation rate
among the WDs, has its dual problem in the form of weight-
sum-rate-maximization like (P1). In this sense, the proposed
method in this paper can also be extended to enhance the user
fairness performance.
III. AN ADMM-BASED JOINT OPTIMIZATION METHOD
A. Reformulation of (P1)
In this section, we propose an ADMM-based method to
solve (P1). The main idea is to decompose the hard com-
binatorial optimization (P1) into N parallel smaller integer
programming problems, one for each WD. Conventional de-
composition techniques, such as dual decomposition, cannot
be directly applied to (P1) due to the coupling factors in
both objective and constraint. We first reformulate (P1) as an
equivalent integer programming problem by introducing binary
decision variables mi’s and additional artificial variables xi’s
and zi’s as follows
maximize
a,z,x,τ ,m
N∑
i=1
wi
{
(1−mi) η1
(
hi
ki
) 1
3
x
1
3
i
+miετi ln
(
1 +
η2h
2
ixi
τi
)}
subject to
N∑
i=1
zi + a ≤ 1,
xi = a, zi = τi i = 1, · · · , N,
a, zi, xi, τi ≥ 0, mi ∈ {0, 1} , i = 1, · · · , N.
(8)
Here, mi = 0 for all i ∈ M0 and mi = 1 for all i ∈ M1.
z = [z1, · · · , zN ]′ and x = [x1, · · · , xN ]′. With a bit abuse of
notation, we denote τ = [τ1, · · · , τN ]′. Notice that variables
3The energy and time consumed on channel estimation and coordination
can be modeled as two constant terms that will not affect the validity of the
proposed algorithm. They are neglected in this paper for simplicity.
zi and τi are immaterial to the objective if mi = 0. Then, (8)
can be equivalently written as
maximize
a,z,x,τ ,m
N∑
i=1
qi(xi, τi,mi) + g(z, a) (9a)
subject to xi = a, τi = zi i = 1, · · · , N, (9b)
xi, τi ≥ 0, mi ∈ {0, 1} , i = 1, · · · , N, (9c)
where
qi(xi, τi,mi)
=wi
{
(1−mi) η1
(
hi
ki
) 1
3
x
1
3
i +miετi ln
(
1 +
η2h
2
ixi
τi
)}
,
and
g(z, a) =
{
0, if (z, a) ∈ G,
−∞, otherwise,
(10)
where
G =
{
(z, a) |
N∑
i=1
zi + a ≤ 1, a ≥ 0, zi ≥ 0, i = 1, · · · , N
}
.
Problem (9) can be effectively decomposed using the
ADMM technique [16], which solves for the optimal dual
soulution. By introducing multipliers to the constraints in (9b),
we can write a partial augmented Lagrangian of (9) as
L (u,v, θ) =
N∑
i=1
qi(u) + g(v) +
N∑
i=1
βi (xi − a)
+
N∑
i=1
γi (τi − zi)−
c
2
N∑
i=1
(xi − a)
2 −
c
2
N∑
i=1
(τi − zi)
2
,
where u = {x, τ ,m}, v = {z, a}, and θ = {β,γ}. c > 0 is
a fixed step size. The corresponding dual function is
d(θ) = maximize
u,v
{
L (u,v, θ) | x ≥ 0, τ ≥ 0,m ∈ BN×1
}
,
where BN×1 denotes a (N × 1) binary vector. Furthermore,
the dual problem is
minimize
θ
d (θ) . (11)
B. Proposed ADMM Iterations
The ADMM technique solves the dual problem (11) by
iteratively updating u, v, and θ. We denote the values in the l-
th iteration as
{
u
l,vl, θl
}
. Then, in the (l+1)-th iteration, the
update of the variables is performed sequentially as follows:
1) Step 1: Given
{
v
l, θl
}
, we first maximize L with
respect to u, where
u
l+1 = arg maximize
u
L
(
u,vl, θl
)
. (12)
Notice that (12) can be decomposed into N parallel subprob-
lems. Each subproblem solves
{xl+1i , τ
l+1
i ,m
l+1
i } = arg maximize
xi,τi≥0,mi∈{0,1}
sl(xi, τi,mi),
(13)
5where
sli(xi, τi,mi)
=qi (xi, τi,mi) + β
l
ixi + γ
l
iτi −
c
2
(
xi − a
l
)2
−
c
2
(
τi − z
l
i
)2
.
We can equivalently express (13) as

maximize
xi,τi≥0
wiη1
(
hi
ki
) 1
3
x
1
3
i + β
l
ixi + γ
l
iτi −
c
2
(
xi − al
)2
− c2
(
τi − z
l
i
)2
, if mi = 0,
maximize
xi,τi≥0
wiετi ln
(
1 +
η2h
2
i
xi
τi
)
+ βlixi + γ
l
iτi
− c2
(
xi − a
l
)2
− c2
(
τi − z
l
i
)2
, if mi = 1.
(14)
For both mi = 0 and 1, (14) solves a strictly convex problem,
and thus the optimal solution can be easily obtained, e.g., using
the projected Newton’s method [15]. Accordingly, we can
simply selectmi = 0 or 1 that yields a larger objective value in
(14) as ml+1i , and the corresponding optimal solution as x
l+1
i
and τ l+1i . After solving the N parallel subproblems, the opti-
mal solution to (12) is given by ul+1 =
{
x
l+1, τ l+1,ml+1
}
.
Notice that the complexity of solving each subproblem does
not scale with N (i.e., O(1) complexity), thus the overall
computational complexity of Step 1 is O(N).
2) Step 2: Given ul+1, we then maximize L with respect
to v. By the definition of g(v) in (10), vl+1 ∈ G must hold
at the optimum. Accordingly, the maximization problem can
be equivalently written as the following convex problem
v
l+1 =
argmaximize
z,a
N∑
i=1
βli
(
xl+1i − a
)
+
N∑
i=1
γli
(
τ l+1i − zi
)
−
c
2
N∑
i=1
(
xl+1i − a
)2
−
c
2
N∑
i=1
(
τ l+1i − zi
)2
subject to
N∑
i=1
zi + a ≤ 1, a ≥ 0, zi ≥ 0, i = 1, · · · , N.
(15)
Instead of using standard convex optimization algorithms, e.g.,
interior point method, here we devise an alternative low-
complexity algorithm. By introducing a multiplier ψ to the
constraint
∑N
i=1 zi + a ≤ 1, it holds at the optimum that
a∗ =
(∑N
i=1 x
l+1
i
N
−
∑N
i=1 β
l
i + ψ
∗
cN
)+
,
z∗i =
(
τ l+1i −
γli + ψ
∗
c
)+
, i = 1, · · · , N,
(16)
where (x)+ , max (x, 0). As a∗ and z∗i are non-increasing
with ψ∗ ≥ 0, the optimal solution can be obtained by a bi-
section search over ψ∗ ∈ (0, ψ¯), where ψ¯ is a sufficiently
large value, until
∑N
i=1 z
∗
i + a
∗ = 1 is satisfied (if possible),
and then comparing the result with the case of ψ∗ = 0 (the
case that
∑N
i=1 z
∗
i + a
∗ < 1). The details are omitted due to
the page limit. Overall, the computational complexity of the
bi-section search method to solve (15) is O(N).
3) Step 3: Finally, given ul+1 and vl+1, we minimize L
with respect to θ, which is achieved by updating the multipliers
θl = {βl,γl} as
βl+1i = β
l
i − c(x
l+1
i − a
l+1), i = 1, · · · , N,
γl+1i = γ
l
i − c(τ
l+1
i − z
l+1
i ), i = 1, · · · , N.
(17)
Evidently, the computational complexity of Step 3 is O(N).
The above Steps 1 to 3 repeat until a specified stopping cri-
terion is met. In general, the stopping criterion is specified by
two thresholds: absolute tolerance (e.g.,
∑N
i=1 |x
l
i−a
l|+ |τ li −
zl|) and relative tolerance (e.g., |al−al−1|+
∑N
i=1 |z
l
i−z
l−1
i |)
[16]. The pseudo-code of the ADMM method solving (P1)
is illustrated in Algorithm 1. As the dual problem (11) is
convex in θ = {β,γ}, the convergence of the proposed
method is guaranteed. Meanwhile, the convergence of the
ADMM method is insensitive to the choice of step size c [17].
Thus, we set c = ε without loss of generality. Besides, we
can infer that the computational complexity of one ADMM
iteration (including the 3 steps) is O(N), because each of the 3
steps has O(N) complexity. Notice that the ADMM algorithm
may not exactly converge to the primal optimal solution of
(8) due to the potential duality gap of non-convex problems.
Therefore, upon termination of the algorithm, the dual optimal
solution
{
al, τ l,ml
}
is an approximate solution to (8), whose
performance gap will be evaluated through simulations.
Algorithm 1: ADMM-based joint mode selection and
resource allocation algorithm
input : The number of WDs N and other system parameters,
e.g, hi’s and wi’s.
1 initialization: {β0,γ0} ← −100; a0 ← 0.9;
z0i = (1− a
0)/N, i = 1, · · · , N ;
2 c← ε, σ1 ← 0.0005N , l ← 0;
3 repeat
4 for each WDi do
5 Update local variables {xl+1
i
, τ l+1
i
,ml+1
i
} by solving
(14);
6 end
7 Update coupling variables
{
z
l+1, al+1
}
by solving (15);
8 Update multipliers {βl+1,γl+1} using (17);
9 l← l + 1;
10 until
∑
N
i=1
(
|xli − a
l|+ |τ li − z
l|
)
< 2σ1 and
|al − al−1|+
∑
N
i=1
|zli − z
l−1
i
| < σ1;
11 Return
{
al, τ l,ml
}
as an approximate solution to (P1);
IV. SIMULATION RESULTS
In this section, we present simulations to evaluate the
performance of the proposed algorithm. In all simulations, we
use the parameters of the Powercast TX91501-3W transmitter
with P = 3W (Watt) as the energy transmitter at the AP,
and those of P2110 Powerharvester as the energy receiver
at each WD with µ = 0.51 energy harvesting efficiency.4
Without loss of generality, we set T = 1. The wireless
channel gain hi follows the free-space path loss model hi =
Ad
(
3·108
4pifcdi
)de
, i = 1, · · · , N , where Ad = 4.11 denotes the
4Please see the detailed product specifications on the website of Powercast
Co. (http://www.powercastco.com).
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Fig. 3. Comparisons of computation rate performance of different algorithms
when N = 10. Figure above: when de varies. Figure below: when de = 2.8
and the average AP-to-WD distance varies.
antenna gain, fc = 915 MHz denotes the carrier frequency,
di in meters denotes the distance between the WDi and AP,
and de ≥ 2 denotes the path loss exponent. Unless otherwise
stated, de = 2.8. Likewise, we set equal computing efficiency
parameter ki = 10
−26, i = 1, · · · , N , and φ = 100 for all the
WDs [9]. For the data offloading mode, the bandwidth B = 2
MHz, vu = 1.1 and noise power N0 = 10
−10 watt.
A. Computation Rate Performance Comparisons
We first evaluate the computation rate performance of the
proposed ADMM-based algorithm. For performance compar-
isons, we consider the following three representative bench-
mark methods:
1) Optimal: exhaustively enumerates all the 2N combina-
tions of N WDs’ computing modes;
2) Offloading only: all the WDs offload their tasks to the
AP, M0 = ∅;
3) Local computing only: all the WDs perform computa-
tions locally, M0 =M.
In Fig. 3(a), we compare the weighted sum computation rate
achieved by different schemes when the path loss exponent
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Fig. 4. Computation rate performance comparisons of different algorithms
when the number of WDs N varies.
de increases from 2 to 4. For the simplicity of illustration,
we consider N = 10 and set di = 2.5 + 0.3(i − 1) meters,
i = 1 · · · , 10. In this case, the WDs are equally spaced by
0.3 meter, where WD1 (d1 = 2.5) has the strongest wireless
channel and WD10 (d10 = 5.2) has the weakest wireless
channel. Besides, we set wi = 1 if i is an odd number and
wi = 2 otherwise. We see that when de is small and the
wireless channels are strong, e.g., de ≤ 2.4, the offloading-
only scheme achieves near optimal solution. However, as we
increase de, the performance of the offloading-only scheme
quickly degrades, e.g., achieving only around 1/1000 of the
optimal rate when de = 4, because the offloading rates
severely suffer from the weak channels in both the uplink
and downlink. In contrast, the local-computing-only scheme
achieves the worst performance when de is small (only around
1/6 of the maximum when de ≤ 2.4) but near-optimal
performance when de ≥ 3.2. On the other hand, the proposed
ADMM method achieves near-optimal performance for all
values of de (at most 0.5% performance gap compared to the
optimal value).
In Fig. 3(b), we fix de = 2.8 and compare the computation
rate performance when the average distance dA between
the AP and the WDs varies. For simplicity of illustration,
we consider 10 WDs uniformly placed within the range
[dA − 1.35, dA + 1.35] with a 0.3 meter spacing between
every two adjacent WDs. In this sense, the placement of the
WDs in Fig. 3(a) corresponds to dA = 3.85. The weight
assignment follows that in Fig. 3(a). We observe that the
proposed ADMM method achieves near-optimal performance
for all values of dA. The offloading-only scheme achieves
relatively good performance when dA is small, e.g., dA ≤ 4.35,
but poor performance when dA is large (≈
1
3 of the optimal
value when dA = 6.85). The local-computing-only scheme,
however, performs poorly when dA is small (≈
1
3 of the
optimal value when dA = 3.85) but achieving near-optimal
solution when dA is large. The results show that it is more
preferable for a WD to offload computation when its wireless
channel is strong and to perform local computing otherwise.
In Fig. 4, we compare the performance of different algo-
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Fig. 5. Average number of iterations of Algorithm 1 when the number of
WDs varies.
rithms when the number of WDs N varies from 10 to 30. For
each WDi, its distance to the AP is uniformly generated as
di ∼ U(2.5, 5.2), and its weight wi is randomly assigned as
either 1 or 2 with equal probability. Besides, each point in the
figure is an average performance of 20 independent random
placements. Unlike in Fig. 3, the optimal performance is not
plotted because the mode-enumeration based optimal method
is computationally infeasible for most values of N within the
considered range. For example, N = 15 needs to enumerate
over 30000 computing mode combinations. Instead, we only
compare the performance of the other sub-optimal methods.
We see that the proposed ADMM method significantly outper-
forms the other two benchmark methods, i.e., around 21% and
92% higher average computation rate than the offloading-only
and local-computing-only schemes, respectively. In particular,
the offloading-only scheme performs relatively well when
N ≤ 15, but the rate increase becomes slower than the other
three methods when N becomes larger.
To sum up from Fig. 3 and 4, the performance of the
offloading-only and local-computing-only methods are very
sensitive to the network parameters and placement, e.g., path
loss exponent, distance, and network size, which may produce
very poor performance in some practical setups. In contrast,
even with fixed initial point, the proposed ADMM method
can achieve near-optimal computation rate performance under
different network setups.
B. Computational Complexity Evaluation
In Fig. 5, we characterize the computational complexity of
the proposed ADMM-based algorithm. Here, we use the same
network setup as in Fig. 4 and plot the average number of
iterations consumed by Algorithm 1 before its convergence
when the number of WDs varies. Interestingly, we observe that
the ADMM-based method consumes almost constant number
of iterations under different N within the considered range,
i.e., O(1). As the computational complexities of one ADMM
iteration is O(N), the overall computational complexity of
the ADMM-based method is O(N) as well. The result indi-
cates the complexity of the proposed ADMM based method
increases slowly as the network size increase. Therefore, it
is feasible to apply the ADMM-based method in a large-size
IoT network where the network size dominates the overall
complexity.
V. CONCLUSIONS
In this paper, we studied a weighted sum computation
rate maximization problem in multi-user wireless powered
edge computing networks with binary computation offloading
policy. We formulated the problem as a joint optimization of
individual computing mode selection and system transmission
time allocation. In particular, we proposed an efficient ADMM-
based method to tackle the hard combinatorial computing
mode selection problem. Extensive simulation results showed
that, with O(N) time complexity, the proposed ADMM-
based method can achieve near-optimal computation rate per-
formance under different network setups, and significantly
outperform the other representative benchmark methods.
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