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Abstract: Soft-Collinear Effective Theory (SCET) is a framework for modeling the in-
frared structure of theories whose long distance behavior is dominated by soft and collinear
divergences. This paper demonstrates that SCET can be made compatible with super-
symmetry (SUSY). Explicitly, the effective Lagrangian for N = 1 SUSY Yang-Mills is
constructed and shown to be a complete description for the infrared of this model. For
contrast, we also construct the effective Lagrangian for chiral SUSY theories with Yukawa
couplings, specifically the single flavor Wess-Zumino model. Only a subset of the infrared
divergences are reproduced by the Lagrangian – to account for the complete low energy de-
scription requires the inclusion of local operators. SCET is formulated by expanding fields
along a light-like direction and then subsequently integrating out degrees-of-freedom that
are away from the light-cone. Defining the theory with respect to a specific frame obfuscates
Lorentz invariance – given that SUSY is a space-time symmetry, this presents a possible
obstruction. The cleanest language with which to expose the congruence between SUSY and
SCET requires exploring two novel formalisms: collinear fermions as two-component Weyl
spinors, and SCET in light-cone gauge. By expressing SUSY Yang-Mills in “collinear super-
space”, a slice of superspace derived by integrating out half the fermionic coordinates, the
light-cone gauge SUSY SCET theory can be written in terms of superfields. As a byproduct,
bootstrapping up to the full theory yields the first algorithmic approach for determining the
SUSY Yang-Mills on-shell superspace action. This work paves the way toward discovering
the effective theory for the collinear limit of N = 4 SUSY Yang-Mills.
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1 Introduction and Summary
Soft-Collinear Effective Theory (SCET) [1–8] is a powerful framework whose primary
purpose is to systematically isolate processes that are dominated by the soft (low momen-
tum) and collinear divergence structure of quantum field theories; see [9, 10] for reviews.
This paper provides a systematic exploration of the ideas of SCET as applied in the context
of supersymmetric (SUSY) field theory. We are all familiar with the power of SUSY to
elucidate aspects of quantum field theory – by demonstrating how SUSY can be maintained
in the SCET limit, we are providing a new avenue for exploring the formal aspects of these
fascinating and useful Effective Field Theories (EFTs). Leveraging the tremendous wealth
of results that exists for both SUSY field theory and even supergravity will allow us to learn
more about the theoretical underpinnings of SCET while also exploring uncharted phase
space of SUSY models.
There has been tremendous progress in utilizing SCET for practical applications. In
the context of QCD and electroweak theory, there are many results as applied to heavy
meson decays [7, 8, 11, 12], proton collisions [13–17], electroweak showering [18–20], and
WIMP dark matter annihilation [21–23]. While this list only begins to scratch the surface, it
demonstrates the obvious utility of this approach. Clearly, the structure of SCET deserves to
be studied on its own merits. There does exist a literature whose purpose is to study effective
descriptions for the soft and collinear limits in their own right, specifically in the context
of hard-soft-collinear factorization [4, 13, 24–31], the method of regions [32, 33], higher-
order terms in the soft limit expansion [34–38], symmetry constraints on the local operator
structure [39, 40], Regge theory [41, 42], the collinear anomaly/rapidity renormalization
[16, 43–47], defining the EFT in non-covariant gauges [8, 48–50], collinear gravity [51, 52],
and connections with the on-shell approach to amplitudes and N = 4 supersymmetric Yang
Mills [53, 54]. Our focus here is to lay the groundwork for understanding the interplay of
SCET with SUSY theories.
This paper provides the first steps to describing the degrees-of-freedom relevant for
SCET in the language of N = 1 SUSY. Our focus will be on two of the simplest 4-D
SUSY models. First, we will prove that SUSY Yang-Mills (SYM) can be formulated as a
self-consistent SCET. That such a SUSY theory of the collinear limit can exist could be
anticipated from the SUSY relations of the collinear splitting functions [55, 56] of adjoint
quarks and gluons. Developing this theory will require introducing the concept of “collinear
superspace” [57], which is the natural setting for SUSY SCET.
For contrast, we will then demonstrate that the Lagrangian for the propagating collinear
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fields of the (single flavor) Wess-Zumino model only accounts for a subset of the infrared
structure of the full theory. In particular, one must include additional local operators to ac-
count for all the infrared divergences as we discuss in detail below. This provides an example
of the subtleties one can encounter when working with chiral theories. A particularly inter-
esting phenomenological application is Higgsstrahlung, where a collinear Higgs is emitted
off a top quark. Identifying the local operators and their organization to provide a complete
low energy description of this process will be paramount for future precision studies. For
examples of inclusive calculations involving top Yukawa couplings, see [19, 58, 59]
Even for these simplest cases, there are many issues that we must address: how to
formulate SCET in superspace, how to match the infrared divergence structure, and how to
generalize the Poincare´ algebra. The most obvious concern stems from the fact that SCET
is formulated on the light cone. Specifically, the collinear sector of the theory are the modes
that are “near” a light-like direction, while the fields that are “far” from this light cone are
integrated out. This separation is controlled by a power counting parameter as described
in detail below. One of the consequences is that components of any object that carries
a spacetime index will also be split apart by this power counting. The relevance of this
particular frame can be physically interpreted as characterizing the direction of the hard
particle of interest. Hence, the theory is defined on a Lorentz breaking background – the
residual space-time symmetry is encoded by requiring that the theory satisfy the so-called
reparameterization invariance (RPI) [40, 61] (see [62] for an alternative approach). The
argument for the RPI of SYM is identical to the standard QCD case, and we will briefly
review it in what follows. However, it is a priori unclear that there should be any analogous
residual SUSY invariance once the collinear frame has been chosen. One of the new results
presented below is a derivation of the RPI transformations of the supercharges that remain
after taking the collinear limit of the theory.
SUSY is a transformation on fermionic coordinates. Therefore, taking the collinear
limit of superspace can be thought of in close analogy to taking the collinear limit of a (two-
component) fermionic field. Hence, we will provide the first example of two-component
SCET both as a useful formalism on its own but also to pave the way to discovering the
procedure for “integrating out half of superspace.” This approach can be stated algorith-
mically, and we will apply it explicitly to both SYM and the Wess-Zumino models. The
resulting theories are expressed in terms of only on-shell degrees-of-freedom. To demonstrate
its equivalence to a component SCET Lagrangian, we will write the EFT in light-cone gauge,
which results in removing the non-propagating modes of the gauge boson explicitly at the
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Lagrangian level. There exists a large literature on light-cone SUSY [63], including a su-
perspace formalism which will be of use to us here, see e.g. [64] for a review. This on-shell
formalism is entirely equivalent to the theory as expressed in more conventional Lorentz
covariant gauges, a fact that will be critical to the comparison between the various ways of
expressing the model. The Lagrangian will be identical in component form to the one that
lives in collinear superspace, thereby demonstrating self-consistency of the theory since it is
both RPI and SUSY invariant.
There are many issues that we do not address, some of which will be discussed in the
Outlook section at the end of this manuscript. The outline of the paper is illustrated in
Fig. 1. A few technical appendices are also provided.
2 SCET for Two-Component Spinors
Since SUSY is most naturally formulated using Weyl fermions, it is prudent to begin our
exploration of SUSY SCET by deriving the effective Lagrangian for the collinear fields using
two-component fermions. Additionally, this will provide an opportunity to review some of
the basics of SCET while also making our conventions and notation explicit. We will also
discuss the effective theory in the presence of gauge fields, starting from the standard QCD
Lagrangian with two-component fields. Finally, we will briefly review scalar SCET, since it
will be relevant for our exploration of the Wess-Zumino model.
We will work in Minkowski space with signature gµν = diag (+1,−1,−1,−1). The
collinear direction is taken along the +zˆ light-cone direction: nµ = (1, 0, 0, 1). Then the
anti-collinear direction is defined by n2 = 0 = n¯2 and n · n¯ = 2. It is usually convenient to
make the explicit choice n¯µ = (1, 0, 0,−1) although, as discussed below, RPI transformations
allow shifts away from this canonical choice. Lorentz four vectors are then expanded as
pµ =
n · p
2
n¯µ +
n¯ · p
2
nµ + pµ⊥, or p
µ =
(
n · p, n¯ · p, ~p⊥
)
. (2.1)
We use the notation where p2 = (n · p)(n¯ · p) + p2⊥, where p2⊥ ≡ p⊥ · p⊥ = −p21 − p22. Here,
and in everything that follows, the “·” is a 4-vector dot-product.
The collinear limit is defined by the momentum shells which scale like pµn ∼ Λ(λ2, 1, λ),
where Λ is some dimensionful scale, and λ 1 is the SCET power counting parameter.1 We
can therefore interpret p2n ∼ λ2 as the virtuality (or allowed distance from the light cone)
for the collinear modes in the EFT. Similarly, an anti-collinear momenta scales as pµn¯ ∼
1See for instance Ref. [1] for a physical example of using SCET to resum large infrared logarithms in the
inclusive rate for B → Xsγ. In this case a large separation of scales is due to λ = ΛQCD/mb  1.
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Figure 1: This figure provides a schematic for the main results of this paper. Our starting point is the
full Yang-Mills theory with an adjoint Weyl fermion, which we will later identify as a gaugino. In Sec. 2,
we apply the SCET procedure (reformulated in the language of two-component spinors) to integrate modes
away from the light cone. This yields the familiar QCD SCET Lagrangian coupled to an adjoint Weyl
fermion. Section 3 details the gauge fixing procedure and the corresponding light-cone SCET Lagrangian.
Section 4 explores the systematics of SUSY in the collinear limit, while Sec. 5 is devoted to the superspace
formulation of the EFT. The derivation of the SYM Lagrangian from collinear superspace is given in Sec. 6.
Finally, the Wess-Zumino model is analyzed in Sec. 7.
Λ(1, λ2, λ). Depending on the process of interest there are also soft modes pµs ∼ Λ(λ, λ, λ)
or ultra-soft modes pµus ∼ Λ(λ2, λ2, λ2). When relevant, we will use the ultrasoft scalings
and will not distinguish between these further. When discussing power counting in what
follows, we will follow standard practice and work with units where Λ = 1.
2.1 Universal Soft and Collinear Limits
In order to motivate the general formulation of SCET for theories such as N = 1 SYM,
we first review the original motivation for the development of SCET in gauge theories:
universal infrared (IR) divergences. To identify the soft and collinear limits of gauge theory
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amplitudes, we can employ the power counting of momenta outlined above.
Consider the simple example of photon emission from a left-handed Weyl fermion cur-
rent. The tree-level amplitude for emission is
p
p
q
p
= x†α˙(p)
(− i e σ¯µ)α˙α∗µ(q)−i (p+ q) · σαβ˙2 p · q Mβ˙(p+ q) (2.2)
= −e
[(
p · ∗(q)
p · q
)
δα˙
β˙
x†α˙(p)− x†α˙(p)
(q · σ¯)α˙α(∗(q) · σ)αβ˙
2 p · q
]
Mβ˙(p+ q),
where we have used σ-matrix identities, the QED Ward identity, and the Weyl equation of
motion x†α˙(p)(σ¯ ·p)α˙α = 0. Throughout, we follow the notation of [65] – the momentum space
wave function of a left handed Weyl spinor is denoted by xα(p). The spinor (anti-spinor)
indices α
(
α˙
)
range from 1 to 2, and we work in the Weyl basis, see App. C for details.
Armed with Eq. (2.2), we will now show that only the first term is divergent in the soft
limit, while both terms are divergent in the collinear limit.
To study the soft limit, we rescale the momentum q by λ2: qµ → λ2qµ and insert it into
Eq. (2.2). We then have
Eq. (2.2)→ −e
[(
n · ∗(q)
λ2(n · q)
)
δα˙
β˙
x†α˙(p)− x†α˙(p)
(q · σ¯)α˙α(∗(q) · σ)αβ˙
(n¯ · p)(n · q)
]
Mβ˙(p+ λ2q) , (2.3)
where without loss of generality, we have assumed that p lies along the n direction: pµ =
nµ(n¯ · p)/2. In the limit that λ→ 0, the first term dominates, and so the leading soft limit
of the amplitude is
p
p
q
p
−−−→
soft
−e n · 
∗(q)
n · q δ
α˙
β˙
x†α˙(p)Mβ˙(p) . (2.4)
Note that the polarization vector does not scale with λ since the soft limit is isotropic. By
summing over all external legs that could emit the soft photon, we arrive at the following
factor:
S(q) =
∑
i
qi
ni · ∗(q)
ni · q (2.5)
where the sum runs over all external legs i with charge qi. This universal object is the
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so-called soft current and is gauge invariant by conservation of charge.
A similar power counting can be done for collinear momentum q, and we will see that
both terms in the amplitude contribute at O(1/λ). Unlike for soft gluons, the collinear gluon
polarization vector is constrained. The Ward identity q · ∗(q) = 0 must be maintained as
an expansion in λ so that when q is collinear, n · ∗(q) must be suppressed by a power of λ.
Additionally, the collinear completeness relation2∑
spins
µ(q)∗ν(q) = −gµν⊥ +O(λ) (2.6)
implies that ν⊥(q) ∼ 1. It follows that n · ∗(q) ∼ λ. We must also use the equation of
motion for x†α˙(p) which, in the exactly collinear limit, reduces to
x†α˙(p)
(
n · σ¯)α˙α = 0 . (2.7)
Then, the leading collinear limit of the amplitude is
p
p
q
p
−−−−→
collinear
− e
n · ∗(q)
n · q δ
α˙
β˙
x†α˙(p)− x†α˙(p)
(
q⊥ · σ¯⊥
)α˙α(
∗⊥(q) · σ⊥
)
αβ˙
(n¯ · p)(n · q)
Mβ˙(p+ q) . (2.8)
Using the collinear power counting, it is clear that terms in this expression scale like 1/λ.
The term in brackets is gauge invariant in the exactly collinear limit, which will be important
for comparisons made below when we express SCET in the light-cone gauge.
The existence of universal IR divergences, both soft and collinear, therefore motivates
the formulation of a SCET Lagrangian.3 An important consistency check when formulating
a new SCET is that the singularity structure of the EFT must reproduce the expected IR
divergences found by factorizing and power counting the full theory amplitudes, as will be
further discussed in Secs. 3.2 and 7.1.
2Only the perpendicular components of the metric exist at leading power in λ because the physical
polarization is perpendicular to q. Because q is dominantly along the n direction, the polarization vector is
dominantly in the ⊥ plane.
3Note that there are other IR divergences in QED, for instance from fermion pair production off a photon
current. These are well known and will not be discussed further here. Additionally, see [66–69] for reviews
of the IR divergences of QCD.
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2.2 The SCET Lagrangian
Starting with a full theory left-handed Weyl fermion u, our goal will be to derive pro-
jection operators that allow us to separate the collinear degrees of freedom un from the
anti-collinear degrees of freedom un¯.
4 Note our focus is on the left handed Weyl spinor
since these two fermionic degrees of freedom arise in both the chiral and vector multiplets
of N = 1 SUSY.
The position-space Weyl equation for a left-handed two component field u is
L = i u†(x) σ¯ · ∂ u(x), (2.9)
which admits the standard plane-wave solution u(xµ) =
∫
d3 p x(p) exp(−i pµxµ). In Eq. (2.9)
and many expressions that follow, the contraction of two component spinor indices is im-
plied.
Boosting u(x) along the light-cone in the zˆ direction, i.e. nµ direction, yields:5
x(p)
∣∣
n
=
[√
E + pz
(
1− σz
2
)
+
√
E − pz
(
1 + σz
2
)]
σ¯0 ξ
=
[√
n¯ · pPn +√n · pPn¯
]
ξ ∼
[
λ1
λ0
]
, (2.10)
where ξ is a two-component spinor, we have inserted the appropriate factor of σ¯0 to make the
spinor index structure consistent, and for the last step we have used the collinear scalings
for the momentum, n¯ · p ∼ 1 and n · p ∼ λ2. We see that the upper component of u(p)|n is
suppressed, and the collinear fermion is given by the lower component of u(p)|n.
For concreteness, one can construct the following combinations of Pauli matrices:
(n · σ
2
)
αα˙
=
1
2
(
σ0 − σ3)
αα˙
=
[
0 0
0 1
]
αα˙
,
( n¯ · σ¯
2
)α˙α
=
1
2
(
σ¯0 − σ¯3
)α˙α
=
[
0 0
0 1
]α˙α
,
( n¯ · σ
2
)
αα˙
=
1
2
(
σ0 + σ3
)
αα˙
=
[
1 0
0 0
]
αα˙
,
(n · σ¯
2
)α˙α
=
1
2
(
σ¯0 + σ¯3
)α˙α
=
[
1 0
0 0
]α˙α
. (2.11)
These can then be used to infer the identification of the projections operators Pn and Pn¯,
4We follow the conventions of the literature and refer to this decomposition as dividing the fermion into
“collinear” and “anti-collinear” degrees of freedom. Note that both components are defined with respect to
the same collinear direction n, and so there is an analogous anti-collinear fermion Lagrangian that is defined
for momenta pointing along the n¯ direction.
5For example, see Sec. 3.3 of [67].
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such that
u = (Pn + Pn¯)u = un + un¯. (2.12)
Comparing to Eq. (2.10) yields the explicit forms
Pn un =
n·σ
2
n¯·σ¯
2
un = un ; Pn¯ un¯ =
n¯·σ
2
n·σ¯
2
un¯ = un¯ ;
Pn¯ un = 0 ; Pn un¯ = 0 .
(2.13)
Thus the projection operators act to project half the helicity states out, namely un,1 = 0
and un¯,2 = 0; the two component collinear/anti-collinear projection operators are equivalent
to the chiral projection operators (similar expressions for a right-handed Weyl fermion v =
vn + vn¯ are given in App. C).
We can learn a few interesting things by analyzing the free fermion Lagrangian. Starting
with Eq. (2.9), expanding out u = un + un¯, and expressing it in components yields
L = i u†
n,2˙
n · ∂ un,2 + i u†n¯,1˙ (σ¯ · ∂⊥)
1˙2 un,2 + i u
†
n,2˙
(σ¯ · ∂⊥)2˙1 un¯,1 + i u†n¯.1˙ n¯ · ∂ un¯,1, (2.14)
where we have used for instance (σ¯ · ∂)2˙2 = n · ∂, as can be seen from Eq. (2.11).
The power counting of the fermion components can be derived by requiring that each
term in Eq. (2.14) must scale as L(0)n ∼ O (λ4); the collinear volume element scales as
d4xn ∼ λ−4 and the action must be unsuppressed. This fixes6 un ∼ O(λ) and un¯ ∼ O(λ2).
The scalings of the fields are summarized in Table 1.
Additionally, if we follow standard practice and identify n · ∂ with the light cone time
derivative, Eq. (2.14) implies that un is a propagating degree of freedom, while un¯ is not.
Since it is non-propagating, we can integrate out these anti-collinear modes by solving for
the classical equation of motion:
un¯ = − n¯ · σ
2
1
n¯ · ∂
(
σ¯ · ∂⊥
)
un. (2.15)
Then the collinear and anti-collinear fermion modes can both be expressed in terms of the
propagating mode
un =
[
0
u2
]
, un¯ =
[
(−∂⊥,1+i ∂⊥,2)
n¯·∂ u2
0
]
, (2.16)
6The λ-scaling of the collinear fields is equivalent to the twist τ = dm−s, where dm is the mass dimension.
For the fermion τun = 3/2− 1/2 = 1. Similarly the collinear scalar field scales as φn ∼ O(λ), since its mass
dimension is
[
φ
]
= 1 the twist is τφ = 1− 0 = 1.
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where this is for the specific choice of n¯ν . Note that in Eq. (2.16) and in all that follows we
will often suppress the subscript “n” and take u2 ≡ un,2, and similarly u†n,2˙ ≡ u
†
2.
Plugging Eq. (2.15) into the Eq. (2.14) yields the leading power collinear Lagrangian
for a free Weyl fermion:
Lun = u†n
(
i n · ∂ − ∂
2
⊥
i n¯ · ∂
)
n¯ · σ¯
2
un , (2.17)
where we have used σ¯ · ∂⊥σ · ∂⊥ = −∂21 − ∂22 ≡ ∂2⊥. The non-local operator 1/n¯ · ∂ is defined
in terms of its momentum space representation:
1
n¯ · ∂ ψ(x) =
1
n¯ · ∂
∫
d4p e−i p·x ψ˜(p) =
∫
d4p e−i p·x
1
n¯ · p ψ˜(p). (2.18)
Then the propagator for a collinear fermion can be extracted by inverting the free momentum
space Lagrangian:
p
p
q
p = i
n · σ
2
n¯ · p
(n · p)(n¯ · p) + p2⊥
. (2.19)
Next we can turn on interactions for the collinear fermions. Of particular interest are
the interactions with collinear and soft gauge bosons. Start by expanding the full theory
gauge boson fields as
Aµ = Aµn + A
µ
s . (2.20)
Using Aµn ∼ Λ(λ2, 1, λ) and Aµs ∼ Λ(λ2, λ2, λ2), it is straightforward to derive the leading
contributions for the gauge covariant derivative Dµn = (n¯µ/2)n · Dn,s + (nµ/2) n¯ · Dn +Dµ⊥,n
acting on collinear fields:7
i n · Dn,s = i n · ∂ + g n · An + g n · As ∼ O
(
λ2
)
,
in¯ · Dn = i n¯ · ∂ + g n¯ · An ∼ O
(
λ0
)
, (2.21)
iDµ⊥,n = i ∂µ⊥ + g Aµn⊥ ∼ O(λ) ,
where we can treat the soft fields as background fields since they are slowly varying with
respect to the collinear fields.
The collinear field strength can be written as g F µνn = i
[Dµn,Dνn]. This includes the full
field strength for the collinear gauge boson, and also has interactions of the type An−An−As,
7Here D means the usual covariant derivative. This should not be confused with the common notational
practice in the SCET literature of using D to describe a covariant derivative after it has absorbed a collinear
Wilson line.
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Field un un¯ us φn φs n · An n¯ · An An⊥ As
Scaling λ λ2 λ3 λ λ2 λ2 λ0 λ λ2
Table 1: The scalings of the field are chosen in such a way as to ensure the propagators are O(1) [1].
Alternatively the action S =
∫
d4xn (Lφ + Lu + Lg)n +
∫
d4xs (Lφ + Lu + Lg)s, must scale as O(1) which
fixes the scalings of the soft and collinear fields (all λ dependence is moved to the interactions). For instance,
for soft fields xs ∼ 1/λ2 since ps ·xs ∼ 1 and every component of ps scales like ∼ O(λ2). So the soft volume
element d4xs scales as O(λ−8) and L(0)s ∼ O(λ8).
which do not transfer enough momentum as to spoil the virtuality of the collinear gauge
boson which would otherwise take it out of the regime of validity for SCET. To leading
power, each sector has its own independent gauge invariance. For a review of the details,
including a discussion of gauge fixing, the gauge boson propagator and Feynman rules, see
Sec. 4.3 of [10]. Explicitly, the gauge field strength in the collinear sector is expanded as
−i g F aµνn ta =
[Dµn,Dνn] = (nµ2 [n¯ · ∂,Dν⊥,n]− nν2 [n¯ · ∂,Dµ⊥,n]
)
+
(
1
4
(nµn¯ν − nνn¯µ) [n¯ · ∂, n · Dn]+ [Dµ⊥,n,Dν⊥,n])
+
(
n¯µ
2
[
n · Dn,Dν⊥,n
]− n¯ν
2
[
n · Dn,Dµ⊥,n
])
, (2.22)
where the terms on the first, second and third line scale as O(λ), O(λ2) and O(λ3) re-
spectively. Note that upon contraction of Lorentz indices for (F µν)2, the leading order
Lagrangian density scales as O(λ4).
Finally, one can dress the free fermion Lagrangian given above in Eq. (2.17) with co-
variant derivatives (now being careful not to commute derivatives past gauge bosons). This
gives the two-component Lagrangian for QCD SCET:
L = u†n
(
i n · Dn,s + i σ¯ · D⊥,n 1
i n¯ · Dn i σ · D⊥,n
)
n¯ · σ¯
2
un − 1
4
(
F µνn
)2 ≡ Lu + Lg . (2.23)
This expression will be used below to describe the SUSY vector multiplet, with un identified
as a collinear gaugino. For completeness, App. B shows that this Lagrangian reproduces the
correct collinear factor computed in Eq. (2.8). This result can also be obtained by starting
with the four-component QCD SCET Lagrangian and projecting out two-components of a
four-component fermion, ψD → ψD,L = PLψD.
Interactions between soft and collinear fields can be removed from the Lagrangian at
leading power by making the BPS field redefinition [4]. For any collinear field Xn, we can
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multiply Xn by a Wilson line for soft gluons to define a new field X˜n as
X˜n = YnXn . (2.24)
The soft Wilson line Yn is defined by
Y †n Yn = 1 , Ds Yn = 0 , (2.25)
and X˜n has no couplings to soft gluons present in the Lagrangian. Therefore, we will
typically ignore the soft/ultrasoft gauge boson fields in what follows.
Finally for scalars we can write (for a review of scalar SCET see [9])
φ = φn + φn¯ + φs . (2.26)
The free scalar Lagrangian is trivial in the sense that we do not have to integrate out any high
virtuality modes, and to leading order the collinear, anti-collinear, and soft sectors do not
mix. Thus for each sector we simply expand the derivative operators in the free Lagrangian
∂µφ∂µφ in powers of λ, yielding (for simplicity we omit possible gauge interactions):
8
Ln = −φ∗n2φn = −φ∗n
(
n¯ · ∂ n · ∂ + ∂2⊥
)
φn . (2.27)
Note that 2 ∼ O(λ2) so the collinear scalar (as well as the soft and anti-collinear scalars)
scales as O(λ). This ensures that Eq. (2.27) scales as O(λ4) and similar arguments can be
made for the anti-collinear and soft scalar. See Table 1 for a summary.
2.3 RPI in Two-Components
As previously discussed, the light cone expansion breaks Lorentz invariance, and there-
fore Eq. (2.23) does not have manifest Lorentz symmetry. However, Eq. (2.23) is still invari-
ant under the subset of unbroken Lorentz generators. Additionally, the Lagrangian must be
invariant under a residual symmetry of the broken Lorentz generators, reparameterization
invariance (RPI). Note that if all orders in λ were included, SCET must be equivalent to
the full theory where full Lorentz symmetry would be restored. Order-by-order, the theory
must track the broken Lorentz generators in terms of RPI. Therefore, RPI can be thought
of as a consistency condition that should be verified when constructing new SCETs from the
top down. Alternatively working from the bottom up, one should only write down operators
that are consistent with RPI.
8Note that if one performs a field redefinition, φn → φn/
√
n¯ · ∂, see e.g. [19], then this kinetic term
exactly mirrors that of the fermions given in Eq. (2.17), which makes the SUSY invariance of the free theory
manifest.
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Practically, RPI can be characterized by noting that any choice of nµ and n¯µ which
satisfy the conditions n · n¯ = 2 and n2 = 0 = n¯2 must yield the same EFT, namely
Eq. (2.23). These conditions are invariant under three different kinds of reparameterization:
RPI-I RPI-II RPI-III
nµ → nµ + ∆⊥µ nµ → nµ nµ → eαnµ
n¯µ → n¯µ n¯µ → n¯µ + ⊥µ n¯µ → e−αn¯µ
where n¯ · ⊥ = n · ⊥ = n¯ ·∆⊥ = n ·∆⊥ = 0.
In this section, we address RPI by expanding the full Lorentz invariance of the theory
along the light cone defined by n and n¯. While these arguments have previously appeared in
the literature for four-component spinors [40], this is the first derivation that specializes to
two-component notation. We will provide many details so that this section is self contained.
The RPI Generators and Algebra
The Poincare´ group, relevant to the full Lorentz invariant theory, is defined by[
Pµ, Pν
]
= 0 ; (2.28)[
Mµν , P ρ
]
= i gµρ P ν − i gνρ P µ ; (2.29)[
Mµν ,Mκρ
]
= −gµκMνρ − gνρMµκ + gµρMνκ + gνκMµρ , (2.30)
Rotations in the perpendicular plane, generated by J3, are unbroken. The vectors n
µ and
n¯µ break five of the Lorentz generators, corresponding to the following:
Rν1 = n¯µM
µν⊥ , (2.31)
Rν2 = nµM
µν⊥ , (2.32)
R3 = nµ n¯νM
µν . (2.33)
These are the RPI-I, RPI-II, and RPI-III transformations, respectively. The symbol ν⊥
denotes that this index only takes values for directions orthogonal to n and n¯. Note that
the Lorentz algebra given in Eq. (2.30) can be used to verify that the combined algebra of
RPI and the unbroken Lorentz subgroup closes [40].
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Now that we have the algebra, it is possible to infer the action of the RPI transformations
along with their power counting properties. Starting with Eq. (2.29) the algebra of RPI with
the various components of P µ is:[
Rν1 , n · P
]
= 2 i P ν⊥ ,
[
Rν2 , n · P
]
= 0 ,
[
R3, n · P
]
= −2 i n · P ,[
Rν1 , n¯ · P
]
= 0 ,
[
Rν2 , n¯ · P
]
= 2 i P ν⊥ ,
[
R3, n¯ · P
]
= 2 i n¯ · P , (2.34)[
Rν1 , P
ρ
⊥
]
= −i gνρ⊥ n¯ · P ,
[
Rν2 , P
ρ
⊥
]
= −i gνρ⊥ n · P ,
[
R3, P
ρ
⊥
]
= 0 .
Assuming P is collinear, it also possible to use these results to infer how the generators of
RPI scale:
Rν1 ∼ λ−1 , Rν2 ∼ λ , R3 ∼ 1 . (2.35)
We see that RPI-I and RPI-II scale non-trivially with λ. This can be understood intuitively
by realizing that RPI-I and -II are changes to the directions orthogonal to the collinear
particle’s momentum direction (the +zˆ direction in the conventions taken here), thereby
imbuing them with λ dependence. RPI-III is essentially a boost in the zˆ direction, and it
therefore is insensitive to the notion of distance from the light-cone. Practically, this scaling
behavior implies that their action will lead to mixing of terms that power-count differently.
This must be the case since, as discussed previously, the EFT must be invariant under
the three RPI transformations at every order in λ to ensure full Lorentz invariance when
all-orders are included.
The RPI Transformations
Next, we motivate the RPI transformations of the EFT fields for a general theory
with a fermion and gauge boson, and will conclude this section with a summary of these
transformations in Table 2. For the gauge boson, the RPI transformations of the n ·An and
n¯ ·An components follow from the RPI transformations of nµ and n¯µ. The Aµn⊥ component
transformations can be determined by demanding that the full vector Aµn is invariant under
RPI. From Table 2, we see that RPI-I and RPI-II mix the different components of the gauge
field.
Deriving the fermion transformations requires a bit more care. For example, there
is a subtlety regarding what is actually meant by un, since it is defined by a projection
Pnun = un and the n/n¯ directions are modified by the action of RPI. We can determine the
RPI transformations by requiring that the full spinor, u = un + un¯, is RPI-invariant. Using
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the expression for un¯ in Eq. (2.15), its RPI-1 transformation is
u =
[
1− n¯ · σ
2
1
n¯ · ∂ σ¯ · ∂⊥
]
un
−−−−→
RPI-I
[
1− n¯ · σ
2
1
n¯ · ∂ σ¯ · ∂⊥ +
n¯ · σ
2
1
n¯ · ∂
(
∆⊥ · σ¯⊥
2
n¯ · ∂ + n¯ · σ¯
2
∆⊥ · ∂⊥
)]
× (1 +Mun(∆⊥))un , (2.36)
where we have assumed that the RPI transformation of un is linear and generated by the
matrix Mun(∆⊥). Demanding that all terms proportional to ∆⊥ sum to zero and eliminating
those terms that are identically zero, we find
Mun(∆⊥) =
∆⊥ · σ
2
n¯ · σ¯
2
. (2.37)
Using this result, it is clear that RPI-I acts to rotate in the helicity component that has
been integrated out:
un =
[
0
u2
]
−−−−→
RPI-I
[
1
2
(∆⊥ · σ)12˙u2
u2
]
. (2.38)
Applying the same argument for RPI-II, we see that it effectively acts as a rescaling of
the fermion fields un
un =
[
0
u2
]
−−−−→
RPI-II
[
0(
1 + 1
2
(⊥ · σ)21˙ 1n¯·Dn (D⊥,n · σ¯)1˙2
)
u2
]
. (2.39)
Finally, consider the RPI-III transformations for the fermion. The fermion Lagrangian
must be invariant under RPI-III, and in particular the term
Lu = i u†n
2
n¯ · ∂
n¯ · σ¯
2
un −−−−→
RPI-III
u†n
2
eα n¯ · ∂
eα n¯ · σ¯
2
un , (2.40)
where we note that 2 is an RPI invariant. Therefore, the full two-component collinear
spinor un does not transform under RPI-III.
9
Given these explicit transformations, it is clear that there is a non-trivial interplay
9Note, however, a confusion arises when we specify explicit vectors nµ = (1, 0, 0, 1) and n¯µ = (1, 0, 0,−1),
such that the term in Eq. (2.40) can be written as
Lu = u†2˙
2
n¯ · ∂ u2 → u
†
2˙
2
eα n¯ · ∂ u2 . (2.41)
This would lead one to the incorrect inference that the collinear degree of freedom un,2 inherits a transfor-
mation u2 → e−α/2u2.
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RPI-1 RPI-2 RPI-3
n→ n+ ∆⊥ n eα n
n¯→ n¯ n¯+ ⊥ e−α n¯
un →
(
1 + 14σ ·∆⊥n¯ · σ¯
)
un
(
1 + 
⊥·σ
2
1
i n¯·∂ i ∂⊥ · σ¯
)
un un
n ·An → n ·An + ∆⊥ ·An n ·An eα n ·An
n¯ ·An → n¯ ·An n¯ ·An + ⊥ ·An e−α n¯ ·An
Aµn⊥ → Aµn⊥ − 12∆µ⊥n¯ ·An − n¯
µ
2 ∆⊥ ·An⊥ Aµn⊥ −
µ⊥
2 n ·An − n
µ
2 ⊥ ·An Aµn⊥
φn → φn φn φn
Table 2: The RPI transformations for the vectors n and n¯, fermions, gauge fields, and
scalars. Here ∆⊥ ∼ O(λ) parametrizes deviations away from the collinear nµ direction,
and ⊥ ∼ O(1) parametrizes deviations away from the anti-collinear n¯µ direction while
maintaining the constraint n ·n¯ = 2; unlike RPI-I, the deviation away from the anti-collinear
direction may be large. The components of the derivative (n · ∂, n¯ · ∂, ∂⊥µ), gauge field, and
gauge covariant derivative Dµn = ∂µ − i g Aµn all have the same transformations. Note that
there is some subtlety by what specifically is denoted by un; the details given in the text
should resolve any ambiguities.
between RPI and gauge invariance, which manifests as a shift of the polarization vector.
The rules in Table 2 can be used to show that the SCET Lagrangian for a collinear gauge
boson coupled to a collinear fermion, Eq. (2.23), is an RPI invariant. This is a standard
result in four component notation, see e.g. [10]. The procedure in two-component spinors
is trivially generalized from the four component case, and as such we do not review this
calculation here.
3 SCET in Light-Cone Gauge
We will find it useful to work with an EFT Lagrangian for N = 1 pure SYM that
makes SUSY manifest; to this end, it will be convenient to work with only the physical
gauge boson polarizations. This can be done by employing a Lorentz non-covariant gauge.
The gauge choice n¯ ·An = 0 defines the so-called Light-Cone Gauge (LCG) [63, 70–73], see
[64] for a review. Additionally, once LCG has been fixed, the gauge field mode n · An is
non-propagating, and can be integrated out. The resulting Lagrangian can be expressed
using only transverse polarizations. In this gauge, collinear Wilson lines equal the identity,
– 17 –
see Appendix A. Note that for the remainder of the paper we will often drop the subscript
“n” on the components of the collinear gauge boson when it is clear by context.
As described in Sec. 2, deriving a Lagrangian for collinear fermions requires integrating
out half the fermionic degrees of freedom. Hence, the SCET model with collinear fermions
and gauge bosons expressed in LCG contains two bosonic and two fermionic modes. This
equal number of degrees of freedom hints at the possibility of a SUSY relation between
these fields. However, note that gauge and Poincare´ invariance (and therefore RPI) are not
manifest in non-covariant gauges such as LCG.10 This is why we discussed RPI in Sec. 2
using an (equivalent) off-shell description of the model. We leave exploring the action of
RPI on the LCG fields to future work.
The rest of this section provides a detailed discussion of the LCG Lagrangian derivation
– some readers may wish to skip ahead to the final result given in Eqs. (3.40) and (3.37); for
previous work, see e.g. [8, 48]. To begin, we simply set n¯ ·A = 0. Then we will solve for the
equation of motion of the non-propagating gauge mode n ·A in order to integrate it out. It is
convenient to re-organize the transverse components of the gauge field A⊥µ = (0, A1, A2, 0)
into a complex scalar A:
∂⊥ · A⊥ = −∂∗A− ∂A∗ , (3.1)
where we have introduce the notation
σ · ∂⊥√
2
=
1√
2
[
0 ∂1 − i ∂2
∂1 + i ∂2 0
]
αα˙
≡
[
0 ∂∗
∂ 0
]
αα˙
. (3.2)
Similarly, we can write the light-cone scalar as
σ · A⊥√
2
≡
[
0 A∗
A 0
]
αα˙
;
σ¯ · A⊥√
2
≡
[
0 −A∗
−A 0
]α˙α
. (3.3)
Likewise for the transverse gauge covariant derivative:11
σ · D⊥√
2
=
1
2
[
0 D1 − iD2
D1 + iD2 0
]
αα˙
=
[
0 ∂∗ − i gA∗
∂ − i gA 0
]
αα˙
≡
[
0 ∇∗
∇ 0
]
αα˙
. (3.4)
We note that while we will stick to this standard notation, it can be confusing since ∇∗ 6=
complex conjugate
(∇) as is clear from Eq. (3.4); the ∗ is equivalent to complex conjugation
10This issue also arises in the standard approach to SYM theories since SUSY is not manifest in the
Wess-Zumino gauge.
11In the notation of Leibbrandt [64] AT ≡ A∗ and AT¯ ≡ A.
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for A and ∂. The σ-matrix contracted with derivatives, gauge fields, and therefore covariant
derivatives can be written in the following matrix form:
σµ∂µ =
[
n · ∂ √2 ∂∗√
2 ∂ n¯ · ∂
]
αα˙
, σµAµ =
[
n · A √2A∗√
2A n¯ · A
]
αα˙
. (3.5)
Now that we have defined all the relevant notation, we can proceed to derive the Lagrangian.
3.1 The Abelian Theory in LCG
As a warm up, we begin with the model of a free U(1) collinear gauge boson:
LU(1) = −1
4
FµνF
µν = −1
2
(
∂µAν ∂
µAν − ∂µAν ∂νAµ
)
. (3.6)
Using the following identities (assuming LCG such that n¯ · A = 0)
∂µAν ∂
µAν = (∂⊥µA⊥ν)(∂
µ
⊥A
ν
⊥) +
1
2
(n¯ · ∂A⊥µ)(n · ∂Aµ⊥) +
1
2
(n · ∂A⊥µ)(n¯ · ∂Aµ⊥) ,
∂µAν ∂
νAµ =
1
4
(n¯ · ∂ n · A)2 + (∂⊥µA⊥ν)(∂ν⊥Aµ⊥) (3.7)
+
1
2
(n¯ · ∂A⊥µ)(∂µ⊥n · A) +
1
2
(∂⊥µn · A)(n¯ · ∂Aµ⊥) ,
it is straightforward to expand Eq. (3.6) in light-cone coordinates:
2LU(1) =A⊥µ(∂2⊥Aµ⊥) +
(
∂⊥ · A⊥
)2
+
1
4
(n¯ · ∂ n · A)2
+ (n¯ · ∂ n · A)(∂⊥ · A⊥) + A⊥µ(n¯ · ∂ n · ∂Aµ⊥) , (3.8)
where we have used ∂⊥µA⊥ν ∂
µ
⊥A
ν
⊥− ∂⊥µA⊥ν ∂ν⊥Aµ⊥ = −A⊥µ(∂2⊥Aµ⊥)− (∂⊥ ·A⊥)2. This form
is convenient for converting to the A scalars. We have the following identities:
∂2⊥ = −∂21 − ∂22 = −2∂∂∗ ; (3.9)
∂⊥ · A⊥ = −∂∗A− ∂A∗ ; (3.10)
A⊥µ(∂2⊥A
µ
⊥) + (∂⊥ · A⊥)2 =
[
A∗(∂∂∗A) +A(∂∂∗A∗)
]
+
[
(∂A∗)2 + (∂∗A)2
]
; (3.11)
A⊥µ(n¯ · ∂ n · ∂Aµ⊥) = −A(n¯ · ∂ n · ∂A∗) + h.c. , (3.12)
where we have integrated by parts to combine factors. The Lagrangian becomes
2LU(1) =
[
−A(n¯ · ∂ n · ∂ − ∂∂∗)A∗ + h.c.
]
+
[
(∂A∗)2 + (∂∗A)2
]
− (∂∗A+ ∂A∗)(n¯ · ∂ n · A) + 1
4
(n¯ · ∂ n · A)2 . (3.13)
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Identifying n · ∂ as the lightcone time derivative, we see that the only propagating degrees
of freedom are A and A∗. Therefore, it is prudent to integrate out n · A:
δLU(1)
δn · A = 0 =⇒ n · A =
2
n¯ · ∂ (∂
∗A+ ∂A∗) . (3.14)
If A can really be interpreted as a complex scalar, then LU(1) should reduce to the free
Klein-Gordon equation once we integrate out n ·A and fix the gauge n¯ ·A = 0. We can see
this explicitly by plugging Eq. (3.14) into Eq. (3.13), which yields
LU(1) = −A∗2A , (3.15)
the kinetic term for a complex scalar.
3.2 Interactions and IR Structure in LCG
The LCG EFT must reproduce the expected collinear and soft limits of the full theory
which were discussed in Sec. 2. Since the soft and collinear sectors do not mix at leading
order in the λ expansion, the soft limits are identical to the full theory and are thus trivially
consistent. To check agreement in the collinear limit, we can consider the example of
collinear photon emission in the EFT and show that this reproduces the expected leading
order divergence structure of the full theory. Since the collinear splitting factor is gauge
invariant on its own in the collinear limit, we expect to find the exact same expression in
LCG. For simplicity, we will show this agreement for SCET QED in LCG.
First, we must construct the Feynman rules for the O(e) interaction vertex coupling A⊥
to a charged fermion. It is convenient to work with the perpendicular components of the
Lorentz vector gauge field Aµ⊥ rather then LC scalars so that the explicit dependence on the
outgoing polarization vector is manifest. The coupling to a charged fermion comes from
Lu ⊃ e u†n(n · A)
( n¯ · σ¯
2
)
un − i u†n
[
(σ¯ · D⊥,n) 1
n¯ · ∂ (σ · D⊥,n)
( n¯ · σ¯
2
)
un
]
, (3.16)
where Dµ⊥ = ∂µ⊥ − ieAµ⊥ is the covariant derivative. Expanding the term in brackets yields
− i u†n
[
(σ¯ · D⊥,n) 1
n¯ · ∂ (σ · D⊥,n)
( n¯ · σ¯
2
)
un
]
⊃
[
∂ν⊥
n¯ · ∂u
†
n,p
]
σ¯νσµA
µ
⊥
n¯ · σ¯
2
un,p′ + u
†
n,p σ¯µσν A
µ
⊥
[
∂ν⊥
n¯ · ∂
n¯ · σ¯
2
un,p′
]
. (3.17)
where we have included label momentum indices p and p′ on the fermions, and have inte-
grated by parts to get the second line. This gives a contribution to the u-u†-Aµ vertex which
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Figure 2: Subset of the Feynman rules for the Abelian collinear LCG model with a charged
fermion. The dashed wavy line is a light cone gauge boson.
goes as
(
σ¯·p⊥
n¯·p σ
µ + σ¯µ
σ·p′⊥
n¯·p′
)
n¯·σ¯
2
; these are the same spin-dependent terms that appear in the
standard QCD-SCET Feynman rule, see App. B.
Next we integrate out the non-propagating mode n · A:
δLU(1)
δn · A = 0 =⇒ n · A = −
2
n¯ · ∂ ∂⊥ · A⊥ −
2 e
(n¯ · ∂)2
[
u†n
( n¯ · σ¯
2
)
un
]
, (3.18)
which will lead to some new interactions. Plugging this into the pure gauge Lagrangian
Eq. (3.8) yields no O(e) contribution. Then the only term we need to include to derive the
O(e) vertex comes from the fermion Lagrangian:
Lu ⊃ e u†n(n · A)
( n¯ · σ¯
2
)
un = e u
†
n
(
− 2
n¯ · ∂∂⊥ · A⊥ −
2 e
(n¯ · ∂)2
[
u†n
( n¯ · σ¯
2
)
un
])( n¯ · σ¯
2
)
un
⊃ −2 e 1
n¯ · ∂ (∂⊥ · A⊥)
[
u†n
( n¯ · σ¯
2
)
un
]
, (3.19)
resulting in a contribution to the interaction vertex proportional to qµ⊥/n¯ · q. The full
Feynman rule is given in Fig. 2.
To check that we reproduce the expected collinear factor, we compute the following
diagram for emission of a collinear Abelian gauge boson off a collinear charged fermion:
p
q
p
q
p
q
p0
= −i e x†n(p)
[
2
qµ⊥
n¯ · q − σ¯
µ
⊥
σ⊥ · q⊥
n¯ · p′
]
∗µ(q)
i n¯ · p′
p′2
M(p′) , (3.20)
where we have aligned p with the collinear direction pµ = n
µ
2
n¯ · p, such that p⊥ = 0, and we
have absorbed the projection operator (n¯ · σ¯/2)(n · σ/2) into the definition of M(p′).
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We can simplify the expression using the QED Ward identity:
q · ∗ = 0 ⇒ q⊥ · ∗ = −1
2
(n¯ · ∗)(n · q)− 1
2
(n · ∗)(n¯ · q) = −1
2
(n · ∗)(n¯ · q) , (3.21)
where we have used the LCG condition n¯ ·  = 0. Conservation of momentum implies
p′ = p + q. Then using the sigma matrix identity σ¯µσν = −σ¯νσµ + 2 gµν and the Weyl
equation of motion x†n σ¯ · n = 0, the amplitude simplifies top
q
p
q
p
q
p0
= − e x†n(p)
[
(n · ∗)
(n · q) −
(σ¯⊥ · q⊥)(σ⊥ · ∗)
(n¯ · p)(n · q)
]
M(p+ q), (3.22)
which exactly agrees with Eq. (2.8) and with App. B. Therefore, the LCG Lagrangian has
the same collinear structure as the full theory. Note that this agreement is non-trivial since
it required including terms that result from integrating out n · A.
3.3 The Non-Abelian Theory in LCG
Now we move on to the derivation of the Lagrangian for the non-Abelian EFT. The
starting point is the adjoint QCD SCET Lagrangian given above in Eq. (2.23). For conve-
nience, let Lu contain the interactions between the gauge bosons and fermions, and Lg be
the pure gauge part of the Lagrangian, which is the same as YM theory:
Lg = −1
4
F aµνF
µνa = −1
4
(
∂µA
a
ν − ∂νAaµ
)
(∂µAνa − ∂νAµa)
−1
2
gfabcAbµA
c
ν (∂
µAνa − ∂νAµa)− 1
4
g2fabcfadeAbµA
c
νA
µdAνe
≡ Lg,0 + Lg,1 + Lg,2 (3.23)
Note that the subscript labels on each Lg,i refers to the number of factors of g that are
present before integrating out n ·Aa. Plugging in the equation of motion for n ·Aa leads to
terms involving different powers of g.
The rest of this subsection follows the same procedure as for the Abelian model. For
completeness, we will derive the gauge-boson fermion interactions as well, starting from
Lu = i u†σ¯ · D u . (3.24)
The first step is to derive the equations of motion for n · Aa.
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Integrating out n · Aa
Working with a non-Abelian theory will not change the argument given in the previous
section that n · Aa is non-propagating with respect to LC time. Hence, we need to derive
the equation of motion for n · A. Setting δL/δn · Aa = 0, gives
δLu
δn · Ab = g u
†a
2
(
tb
)ac
uc2 = i g f
abcu†a2 u
c
2 ; (3.25)
δLg
δn · Ad = −
1
2
(
δF aµν
δn · Ad
)
F aµν . (3.26)
Making use of Eq. (2.22) we find:
δ(Lu + Lg)
δn · Aa = g u
†
2 u2t
a − i
4
ta
{
(n¯ · ∂)2n · A+ 2D⊥µ(n¯ · ∂Aµ⊥)
}
, (3.27)
where we have used
[
n¯·∂, n·Aata]ub2 = n¯·∂(n·Aa ta ub2)−n·Aa ta (n¯·∂ ub2) = n¯·∂ (n·Aa ta)ub2.
In order to convert to LC fields and derivatives, note that
−D⊥µ(n¯ · ∂Aµ⊥) = ∇∗(n¯ · ∂A) +∇(n¯ · ∂A∗) . (3.28)
Plugging this in and solving the above for n · Aa yields:
n · Ab = − 4 i g
(n¯ · ∂)2u
†a
2 u
c
2
(
tb
)ac
+
2
(n¯ · ∂)2
{
∇∗bc(n¯ · ∂Ac) +∇bc(n¯ · ∂A∗c)
}
=
2
n¯ · ∂
(
∂∗Ab + ∂A∗b)+ 4 g fabc( 1
(n¯ · ∂)2 (u
†a
2 u
c
2)
)
− 2 g fabc
(
1
(n¯ · ∂)2
[
A∗a n¯ · ∂Ac +Aa n¯ · ∂A∗c
])
,
(3.29)
where in the second line we assumed the fermions are in the adjoint representation with
generators (te)bc = −i f ebc and we expanded ∇bc = δbc ∂ − g f ebcAe. Note that the O(g0)
terms exactly match Eq. (3.14) above. The next step is to substitute Eq. (3.29) into the
Lagrangian Eq. (2.23).
Deriving Lg,0 in LCG
To begin, we will derive the terms which come from the part of the gauge Lagrangian
without explicit g-dependence. First note that the derivation of the kinetic term follows
exactly the same steps as in Sec. 3.1, so we will not repeat them here. The same manipula-
tions to get the Lagrangian written in terms of light-cone scalars and n ·Ab are useful here.
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Starting with the Lagrangian given in Eq. (3.13), and plugging in Eq. (3.29) for n ·Ab yields
the total Lg,0 LCG Lagrangian:
Lg,0 =−A∗b2Ab (3.30)
− 2 g2fabcf ebh
(
1
n¯ · ∂
(
u†a2 u
c
2
))( 1
n¯ · ∂
[
A∗e n¯ · ∂Ah +Ae n¯ · ∂A∗h
])
+ 2 g2fabcf ebh
(
1
n¯ · ∂
(
u†a2 u
c
2
))( 1
n¯ · ∂
(
u†e2 u
h
2
))
+
g2
2
fabcf ebh
(
1
n¯ · ∂
[
A∗an¯ · ∂Ac +Aan¯ · ∂A∗c
])( 1
n¯ · ∂
[
A∗en¯ · ∂Ah +Aen¯ · ∂A∗h
])
.
Note that the tri-linear light-cone scalar/fermion interaction cancels when combining terms.
This interaction is not generated by the kinetic Lagrangian. This is in analogy to what we
will find for the Wess-Zumino model in Sec. 7.
Deriving Lg,1 in LCG
Starting with the Lg,1 Lagrangian:
Lg,1 = −1
2
g fabcAbµA
c
ν (∂
µAνa − ∂νAµa) , (3.31)
we can expand these interactions in light-cone coordinates:
Lg,1 = −1
2
g fabc
[
Ab⊥µA
c
⊥ν (∂
µ
⊥A
νa
⊥ − ∂ν⊥Aµa⊥ ) + n · AbAc⊥µ(n¯ · ∂Aaµ⊥ )
]
. (3.32)
The first term does not depend on n · A, so we can just simply rewrite it in terms of the
light cone scalars:
−1
2
g fabcAb⊥µA
c
⊥ν (∂
µ
⊥A
νa
⊥ − ∂ν⊥Aµa⊥ ) = −g fabcA∗bAc(∂∗Aa − ∂A∗a) . (3.33)
The second term is more complicated. First we rewrite the transverse components in terms
of light cone scalars:
−1
2
g fabcn · AbAc⊥µ(n¯ · ∂Aaµ⊥ ) = −
1
2
g fabc n · Ab(A∗a n¯ · ∂Ac +Aa n¯ · ∂A∗c) . (3.34)
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Next, using Eq. (3.29) for the equation of motion of n ·Ab in the adjoint representation, and
putting it all together gives
Lg,1 =− g fabcA∗bAc(∂∗Aa − ∂A∗a)− g fabc(∂∗Ab + ∂A∗b)
(
1
n¯ · ∂
[
A∗an¯ · ∂Ac + h.c.
])
+ g2f ebhfabc
(
1
n¯ · ∂
[
A∗an¯ · ∂Ac +Aan¯ · ∂A∗c
])( 1
n¯ · ∂
[
A∗en¯ · ∂Ah +Aen¯ · ∂A∗h
])
− 2 g2f ebhfabc
(
1
n¯ · ∂
(
u†a2 u
c
2
))( 1
n¯ · ∂
[
A∗en¯ · ∂Ah +Aen¯ · ∂A∗h
])
(3.35)
Deriving Lg,2 in LCG
The final piece is straightforward to derive. Simply expanding the gauge fields in light
cone coordinates, and relying on the asymmetry of gauge indices to convert from the trans-
verse gauge bosons to the light cone scalars yields
Lg2 = −1
4
g2 fabcfadeAbµA
c
νA
µdAνe = −1
4
g2 fabcfadeAb⊥µA
c
⊥νA
µd
⊥ A
νe
⊥ (3.36)
= −1
2
g2 fabcfadeAb1A
c
2A
d
1A
e
2 = −
1
2
g2 fabcfadeA∗bAcA∗dAe .
Summarizing Lg in LCG
Putting together Eqs. (3.30), (3.35), and (3.36), the LCG Lagrangian is:
Lg = −A∗b2Ab − g fabcA∗bAc(∂∗Aa − ∂A∗a)− 12 g2fabcfadeA∗bAcA∗dAe
−g fabc(∂∗Ab + ∂A∗b)
(
1
n¯·∂
[
A∗an¯ · ∂Ac +Aan¯ · ∂A∗c
])
+3
2
g2 f ebhfabc
(
1
n¯·∂
[
A∗an¯ · ∂Ac +Aan¯ · ∂A∗c
])(
1
n¯·∂
[
A∗en¯ · ∂Ah +Aen¯ · ∂A∗h
])
+2 g2 fabcf ebh
(
1
n¯·∂
(
u†a2 u
c
2
))(
1
n¯·∂
(
u†e2 u
h
2
))
−4 g2 fabcf ebh
(
1
n¯·∂
(
u†a2 u
c
2
))(
1
n¯·∂
[
A∗en¯ · ∂Ah +Aen¯ · ∂A∗h
])
, (3.37)
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Gauge Boson – Fermion Interactions in LCG
Fixing the LCG condition, n¯ ·An = 0, in Eq. (2.23) and explicitly writing out the gauge
structure, the gaugino Lagrangian becomes:
Lu =u†n
(
i n · Dn,s + i σ¯ · D⊥,n 1
i n¯ · Dn i σ · D⊥,n
)
n¯ · σ¯
2
un (3.38)
=u†a2 (in · ∂ δac uc2) + u†a2
(
g n · Ae (te)ac uc2
)
− 2 i u†a2
[
∇ab 1
n¯ · ∂∇
∗bcuc2
]
=u†a2 (i n¯ · ∂ ua2)− i g f eac u†a2 (n · Ae)uc2
− 2 i u†a2
(
∂∂∗
n¯ · ∂ u
a
2
)
+ 2 i gf eab u†a2
[
Ae ∂
∗
n¯ · ∂u
b
2 +
∂
n¯ · ∂ (A
∗eub2)
]
− 2 i g2f eabfhbc u†a2 Ae
[
1
n¯ · ∂ (A
∗huc2)
]
,
where again we have taken the gaugino to be in the adjoint representation. Reorganizing
the above as
Lu = u†a2
(
i n · ∂ + 2 ∂∂
∗
i n¯ · ∂
)
ua2 + 2 i gf
eabu†a2
[
Ae ∂
∗
n¯ · ∂u
b
2 +
∂
n¯ · ∂
(
A∗eub2
)]
(3.39)
− 2 i g2f eabfhbcu†a2 Ae
[
1
n¯ · ∂
(
A∗huc2
)]
− i g f eacu†a2 (n · Ae)uc2 ,
we can plug in the equation of motion of n · Ae from Eq. (3.29):
Lu = u†a2
(
i n · ∂ + 2 ∂∂
∗
i n¯ · ∂
)
ua2 (3.40)
+2 i g f bac
(
u†a2 Ab
∂∗
n¯ · ∂u
c
2 + u
a
2A∗b
∂
n¯ · ∂u
†c
2 + u
†a
2 u
c
2
(
∂∗
n¯ · ∂A
b +
∂
n¯ · ∂A
∗b
))
−4 i g2 f bacf ebhu†a2 uc2
(
1
(n¯ · ∂)2 (u
†e
2 u
h
2)
)
− 2 i g2 f eabfhbcu†a2 Ae
(
1
n¯ · ∂ (A
∗huc2)
)
−2 i g2 f bacf ebhu†a2 uc2
(
1
(n¯ · ∂)2
(
A∗e n¯ · ∂Ah +Ae n¯ · ∂A∗h
))
,
where derivative operators act to the right. Note that ∂2⊥ = −2 ∂∂∗, so we recover the
expected kinetic gaugino term Eq. (2.17).
This completes the derivation of LCG SCET. Ultimately, we will show that this La-
grangian can be formulated in superspace, thereby demonstrating its SUSY invariance. But
first, the next section provides the necessary background to understand SUSY in the collinear
limit.
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4 Supersymmetry and SCET
This section explores the formalism of supersymmetric SCET. To begin, we show how
the supercharges expand in terms of the SCET power counting parameter, from which we
will see that half of the supercharges are sub-leading. Likewise we show that two out of the
four N = 1 superspace Grassmann coordinates have virtuality beyond the validity of the
EFT, and therefore should not be present. Next, we construct the collinear chiral and vector
multiplets of the EFT, i.e., we derive the chiral and vector representations of collinear SUSY.
We do so analogous to the usual way, by building up states that form representations of the
Super-Poincare´ algebra on the light cone, see e.g. [74, 75] for a review. Then we provide a
discussion of the residual SUSY algebra cast in the language of RPI. For completeness, we
briefly discuss SUSY Wilson lines in App. A.
Having established this framework, Sec. 5 will show that the consequence of these power
counting rules corresponds to “integrating out” half of superspace. In other words; integrat-
ing out fields at the component level is equivalent to selecting a shell of superspace, on which
the EFT lives. Working in “collinear superspace” will yield the tools necessary to construct
an algorithm for deriving a collinear superspace Lagrangian for general theories [57]. We
will then apply this explicitly for two interacting models: non-Abelian gauge theory in Sec. 6
and to the Wess-Zumino model in Sec. 7.
4.1 Power Counting the Supersymmetry Algebra
N = 1 SUSY is defined by the graded algebra{
Qα, Q
†
α˙
}
= 2σµαα˙Pµ . (4.1)
The corresponding algebra for the EFT can be derived by considering the collinear scaling
for the generator of translations Pµ ∼ (1, λ2, λ):{
Qα, Q
†
α˙
}
= 2σµαα˙Pµ = 2 i
[
n · ∂ √2 ∂∗√
2 ∂ n¯ · ∂
]
αα˙
∼
[
O(λ2) O(λ)
O(λ) O(1)
]
. (4.2)
Truncating to leading power in the EFT, it is clear that only one supercharge survives. For
the concrete choice of nµ and n¯µ we are using here, this prescription yields Q2 ∼ O(1), while
the second supercharge is higher order in λ, see Table 3. This scaling can also be inferred
by constructing the multiplets directly, as discussed below in Sec. 4.3.
Lifting the theory to superspace provides a manifestly supersymmetric formulation of
the EFT. To this end, it will be useful to understand how power counting applies to the
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Supercharges
Q1 = Q2 Q
†1˙ = Q†
2˙
Q2 = −Q1 Q†2˙ = −Q†1˙
1 1 λ λ
Superspace Coordinates
θ1 = θ2 θ
†1˙ = θ†
2˙
θ2 = −θ1 θ†2˙ = −θ†1˙
λ−1 λ−1 1 1
Super-transformation Parameters
η1 = η2 η
†1˙ = η†
2˙
η2 = −η1 η†2˙ = −η†1˙
1 1 λ λ
Table 3: The non-trivial scaling of the supercharges Q, the superspace coordinates θ, and
the super-transformation parameters η.
differential form of the supercharges. Recall that in addition to the usual space-time coor-
dinates xµ, superspace is expressed using anti-commuting spinor-valued Grassmann coordi-
nates θα and θ†α˙ and yµ = xµ−iθσµθ†. Then the supercharges may be written as differential
operators in the usual way:12
Qα = i
∂
∂θα
+ (σ · ∂)αα˙ θ†α˙ , Q†α˙ = −i
∂
∂θ†α˙
− θα (σ · ∂)αα˙ , (4.3)
which in light-cone coordinates become
Q2 =
(
i
∂
∂θ2
+ θ†2˙n¯ · ∂ +
√
2 θ†1˙∂
)
, Q1 =
(
i
∂
∂θ1
+ θ†1˙n · ∂ +
√
2 θ†2˙∂∗
)
, (4.4)
with analogous expressions for Q†α˙. To maintain the consistency of the scalings for the
supercharges and momentum operators, the superspace coordinates must have non-trivial
λ scaling as well, see Table 3.
In SCET, the scaling of space-time coordinates (n · x, n¯ · x, x⊥) ∼ (1, 1/λ2, 1/λ) is fixed
by requiring that the exponent of the Fourier transform pµxµ ∼ O(1). For a general super-
12See pages 449-453 of [76] for a review of conventions.
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field F we can write down the analogous super-Fourier transform [77]
F(x, θ, θ†) = 1
(2 pi)2
∫
d4p d2θ d2θ† F˜(p, η, η†) ei(pµxµ+ηαθα+η†α˙θ†α˙) , (4.5)
where the spinor η is the SUSY transformation parameter:
δS F(xµ, θ, θ†) = −i xµ PµF − i ηαQαF − i η†α˙Q†α˙F . (4.6)
In analogy with the bosonic space-time coordinates, the non-trivial scaling of the super-
space coordinates fixes the scaling of the SUSY transformation parameters, see Table 3.
Additionally, the notion of a well-defined super-Fourier transform will allow us to write
inverse derivative operators in superspace in terms of their eigenvalues analogous with the
interpretation of 1/n¯ · ∂.
Finally, we can infer the scaling of the superspace derivatives by starting with their
definition
Dα =
∂
∂θα
− i (σ · ∂)αα˙θ†α˙ , D¯α˙ = ∂
∂θ†α˙
− i θα(σ · ∂)αα˙ . (4.7)
The leading order superspace derivatives (in terms of xµ variables) in the EFT are:
D2 =
∂
∂θ2
− i θ†2˙(n¯ · ∂)− i
√
2 ∂θ†1˙ ∼ O(λ0) , (4.8)
D¯2˙ =
∂
∂θ†2˙
− i θ2(n¯ · ∂)− i
√
2 θ1∂∗ ∼ O(λ0) , (4.9)
which obey{
Dα, D¯α˙
}
= −2 i (σ · ∂)αα˙ = −2 i
[
n · ∂ √2 ∂∗√
2 ∂ n¯ · ∂
]
αα˙
∼
[
O(λ2) O(λ)
O(λ) O(1)
]
. (4.10)
This provides the full dictionary required for working with SCET in superspace.
4.2 Super-RPI; the Super-Poincare´ Group on the Light Cone
The super-Poincare´ group of the full theory is defined by extending the bosonic algebra
Eqs. (2.28)-(2.30) with [
Qα, P
µ
]
= 0 =
[
Q†α˙, P
µ
]
; (4.11)[
Mµν , Qα
]
= i
(
σµν
)β
α
Qβ and
[
Mµν , Q
†
α˙
]
= i
(
σ¯µν
)β˙
α˙
Q†
β˙
; (4.12){
Qα, Q
†
α˙
}
= 2σµαα˙Pµ . (4.13)
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We can choose the momentum eigenvalue for a massless collinear field as λ → 0 to be
pµ = (E, 0, 0, E); the supersymmetry algebra reduces to that of the leading power EFT:{
Q1, Q
†
1˙
}
= 0 , (4.14){
Q2, Q
†
2˙
}
= 4E . (4.15)
Using Eq. (4.12) and the SUSY algebra,[
Rν1 , Qα
]
= −i
[
σν⊥
n¯ · σ¯
2
]β
α
Qβ , (4.16)[
Rν2 , Qα
]
= −i
[
σν⊥
n · σ¯
2
]β
α
Qβ , (4.17)[
R3, Qα
]
= i
[
n · σ
2
n¯ · σ¯
2
− 1
]β
α
Qβ . (4.18)
Expanding these explicitly for nµ = (1, 0, 0, 1) and n¯µ = (1, 0, 0,−1), which is equivalent to
the frame choice used for Eqs. (4.14) and (4.15), the leading power anti-commutator of the
supersymmetry generators is given by{
Qα, Q
†
α˙
}
= (n · σ)αα˙ n¯ · P , (4.19)
which is just a rewriting of Eqs. (4.14) and (4.15). The algebraic relations between the RPI
and supersymmetry generators becomes[
Rν1 , Q1
]
= −i a¯νQ2 ;
[
Rν1 , Q2
]
= 0 ; (4.20)[
Rν2 , Q1
]
= 0 ;
[
Rν2 , Q2
]
= −i aνQ1 ; (4.21)[
R3, Q1
]
= −i Q1 ;
[
R3, Q2
]
= 0 , (4.22)
where aν = (0, 1, i, 0) and a¯ν = (0, 1,−i, 0).
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4.3 Representations of the Light-Cone Super-Poincare´ Algebra
In this section we construct the representations of the super-Poincare´ algebra on the
light cone which are relevant for the SYM and Wess-Zumino models discussed below; the
free collinear vector and chiral supermultiplets respectively. These will be the asymptotic
states built from the non-interacting Clifford vacuum |Ω〉.
Lorentz Invariant Theory: To begin, we will review the procedure for constructing
SUSY multiplets in a Lorentz invariant theory, for details see e.g. [74, 75]. The irreducible
representations of the Super-Poincare´ algebra are characterized by the eigenvalues of the
momentum squared P 2 operator and the Casimir operator C2 = 2m4 JkJ k, where Jk is
related to the spin operator Sk by
mJk = mSk −
(
Q†σ¯Q
)
. (4.23)
Given this definition, Jk satisfies the algebra for angular momentum
[Jk,Jl] = i klmJm,
such that J 2 = JkJ k is an invariant operator with eigenvalues j(j + 1). Additionally,[Jk, Qα] = [Jk, Q†α˙] = 0, implying that Jk and P 2 are compatible observables. Thus, the
irreducible representations of the Super-Poincare´ algebra are characterized by the eigen-
values of the Casimir operators m2 and j(j + 1). Additionally, the states in a specific
representation have an additional quantum number j3, the eigenvalue of J3 which takes
values j3 = −j,−j + 1, . . . j − 1, j as usual.
In general, these states are not eigenstates of ordinary spin S2 and S3. However, our
goal is to find the corresponding spin eigenstates in order to understand the building blocks
of a supermultiplet. From the algebra[
Mµν , Q†α˙
]
= i Q†
β˙
(
σ¯µν
)β˙
α˙
, (4.24)
with S3 = M
12, and σ¯µν ≡ 1
4
(σ¯µσν − σ¯νσµ). We find that[
S3, Q
†
1˙
]
=
1
2
Q†
1˙
;
[
S3, Q
†
2˙
]
= −1
2
Q†
2˙
. (4.25)
We will work out the simple example of a massive particle. Boosting to its rest frame
pµ = (m, 0, 0, 0), the SUSY algebra becomes{
Qα, Q
†
α˙
}
= 2σµαα˙Pµ =
[
2m 0
0 2m
]
αα˙
. (4.26)
This defines the Clifford Algebra with Q† and Q as creation and annihilation operators
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respectively. A state |m, j, j3〉 which is annihilated by Qα with α = 1, 2 is the Clifford
Vacuum:
Qα|Ω〉 = 0 . (4.27)
This provides the vacuum state of the spinor representation. Using Eq. (4.23), we see that
the Clifford Vacuum is an also an eigenstate of the operators S2 and S3, that is it can be
characterized by its spin:
|Ω〉 = |m, s, s3〉 . (4.28)
To build up the rest of the multiplet, consider the action of the creation operators on the
Clifford Vacuum; using Eq. (4.25),
S3Q
†
1˙
|Ω〉 = (s3 + 1/2)Q†1˙|Ω〉 ; (4.29)
S3Q
†
2˙
|Ω〉 = (s3 − 1/2)Q†2˙|Ω〉 ,
so that Q†
1˙
raises and Q†
2˙
lowers the value of s3 by 1/2. Additionally,
S3Q
†
1˙
Q†
2˙
|Ω〉 = s3Q†1˙Q
†
2˙
|Ω〉 . (4.30)
Finally, applying Q†α˙Q
†
1˙
Q†
2˙
|Ω〉 = 0, truncates the construction of the multiplet.
Hence, for each pair of values (m, j) of the Casimir operators, we obtain an irreducible
representation of the Super-Poincare´ algebra. The states corresponding to specific values of
m and j contain 2j+1 subspaces corresponding to possible values of j3. This implies that for
fixed j3 each subspace contains four eigenstates of spin S3 namely s3 = j3, j3 + 1/2, j3− 1/2
and again j3. These four states correspond to 1|Ω〉, Q†1˙|Ω〉, Q
†
2˙
|Ω〉, and Q†
1˙
Q†
2˙
|Ω〉, thereby
forming an irreducible 4(2j + 1) dimensional massive representation of the Clifford algebra.
Light-Cone Theory: Now we can move on to apply the same logic to the model as defined
on the light-cone. The main result will be to demonstrate the self-consistency of the scalings
of the supercharges and the collinear fields. This can be made explicit by constructing the
representations.
Consider a massive chiral multiplet. The Clifford vacuum of the free theory |Ω〉 is
identified with the scalar state. Boosting the full theory massive multiplet along the collinear
direction will allow us to identify states in the collinear sector of the EFT. In the rest frame
of a massive particle pµ = (m, 0, 0, 0), we construct the states of the chiral multiplet:
|Ω〉 = |m, 0, 0〉
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Q†
1˙
|Ω〉 = |m, 1/2, 1/2〉
Q†
2˙
|Ω〉 = |m, 1/2,−1/2〉
Q†
1˙
Q†
2˙
|Ω〉 = |m, 0, 0〉 . (4.31)
The state Q†
1˙
|Ω〉 corresponds to a left handed Weyl fermion with spin-up along the zˆ direc-
tion, which we identify as the spacial direction for the light-light vector nµ. Similarly, Q†
2˙
|Ω〉
corresponds to a fermion in a spin-down state along the zˆ direction.13 The remaining states
correspond to the two bosonic degrees of freedom of the multiplet. Now perform a boost
along zˆ. According to Eq. (2.10), half the spin states will be projected out upon boosting;
a spin-up left handed Weyl fermion when boosted along the zˆ direction is suppressed, while
a spin-down left handed fermion is not. This identification allows us to construct collinear
and anti-collinear states by acting with the SUSY charges on the Clifford vacuum of the full
theory and then boosting along the collinear direction.
In particular, the collinear and anti-collinear projection operators act on the fermionic
states of the multiplet as follows
PnQ
†
1˙
|Ω〉 = 0 , PnQ†2˙|Ω〉 = Q
†
2˙
|Ω〉 , (4.32)
Pn¯Q
†
2˙
|Ω〉 = 0 , Pn¯Q†1˙|Ω〉 = Q
†
1˙
|Ω〉 .
Then in the collinear sector Pn projects out Q
†
1˙
|Ω〉 so that the remaining state
Q†
2˙
|Ω〉 = |m, 1/2,−1/2〉 −→
√
2E ξ−1/2 = un (4.33)
is a left handed two-component massless spinor with spin-down along the collinear direction.
Applying the rules for the supercharges given in Table 3, we can infer that un ∼ O(λ).
Furthermore, comparing to Table 1, we see that un ∼ O(λ) and can therefore be identified
with the collinear fermion of the EFT multiplet. For the anti-collinear sector, Pn¯ projects
out Q†
2˙
|Ω〉 so that the remaining collinear state
Q†
1˙
|Ω〉 = |m, 1/2, 1/2〉 −→
√
2E ξ1/2 = un¯ . (4.34)
Again, the power counting of the supercharge and of the field both yield un¯ ∼ O(λ2).
Therefore we have constructed the collinear and anti-collinear states of the chiral superfield
and have demonstrated a consistent picture for the power counting of the SUSY collinear
multiplet.
Finally, we can consider the vector multiplet. The Clifford vacua is the spin one half
13We can write the eigenstates of spin along the zˆ/nµ direction as ξ1/2 = (1, 0)
T and ξ−1/2 = (0, 1)T.
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Weyl fermion state. In a massless theory we construct the on-shell physical gauge degrees
of freedom as follows
Q†
2˙
∣∣Ω〉 = Q†
2˙
∣∣h = −1/2〉 = ∣∣h = −1〉 ∼ λ , (4.35)
where for massless states the appropriate quantum number is helicity h. Completing the
multiplet requires a similar construction with the CPT conjugate. These can be identified
as the two transverse gauge degrees of freedom A and A∗. Again comparing the scalings
given in Table 1 and Table 3, we find a consistent picture for the EFT vector multiplet.
4.4 Non-interacting SUSY SCET Lagrangian
We have now demonstrated that there is a consistent way to construct both a SUSY
algebra and non-interacting scalar and vector multiplets in the collinear limit. Hence, for
concreteness we provide the explicit Lagrangian for a free collinear scalar and a free collinear
fermion along with the SUSY transformations that leave this Lagrangian invariant. To
leading power, the collinear theory of a chiral multiplet, a complex scalar and a left handed
Weyl fermion, is given by
Lun + Lφn = u†n
(
i n · ∂ − ∂
2
⊥
i n¯ · ∂
)
n¯ · σ¯
2
un − φ∗n
(
n¯ · ∂ n · ∂ + ∂2⊥
)
φn (4.36)
= u†
n,2˙
(
i n · ∂ − ∂
2
⊥
i n¯ · ∂
)
un,2 − φ∗n
(
n¯ · ∂ n · ∂ + ∂2⊥
)
φn .
We see that the EFT has two fermionic and two bosonic degrees of freedom, which can be
seen as the components of an on-shell chiral supermultiplet. Then Eq. (4.36) is invariant
under the SUSY transformations
δφn = η
2 un,2 , δun,2 = −η†2˙(i n¯ · ∂)φn,
δφ∗n = η
†2˙ u†
n,2˙
, δu†
n,2˙
= η2 φ
∗
n
(
i n¯ · ←−∂
)
, (4.37)
where we have included implicit projection operators. This is straightforward to check:
δL = i u†n
2
n¯ · ∂
n¯ · σ¯
2
δun − δφ∗n2φn + h.c.
= −i u†n
2
n¯ · ∂
n¯ · σ¯
2
(n · σ
2
η†(i n¯ · ∂)φn
)
− η† u†n2φn + h.c. (4.38)
= −i u†n
2
n¯ · ∂ η
†(i n¯ · ∂)φn − η† u†n2φn + h.c. = η† u†n2φn − η† u†n2φn + h.c. = 0 ,
where we have used the projection operators given in Eq. (2.13) and have integrated by
parts, dropping total derivatives, to demonstrate that δL vanishes. Note that since the
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SUSY transformation parameter scales as η2 ∼ O(λ) the SUSY transformations are higher
order with respect to the fields themselves, that is δun and δφ scale as ∼ O(λ2) while the
fields scale as ∼ O(λ).
Note that φ can be either interpreted as either a complex scalar field restricted to the
light-cone, or it could also describe a gauge boson in LCG with φ → Aa and un → uan
(where a is a gauge index and note that the partial derivative does not get promoted to
a covariant derivative). While these are interchangeable for a non-interacting theory, we
will show in what follows that the models with non-trivial couplings are quite different.
Specifically, a consistent treatment of N = 1 SYM SCET will be provided in Sec. 6, while
the Wess-Zumino model will prove to be problematic as described in Sec. 7.
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5 Collinear Superspace
In the previous section, we found that in the SCET expansion half the supercharges
have sub-leading λ-scaling. Additionally, two out of the four N = 1 superspace Grassmann
coordinates were shown to have high virtuality, implying that they should not be present in
the EFT. In the present section, we demonstrate how to derive a consistent leading power
EFT by “integrating out” half of superspace. In other words; integrating out anti-collinear
fields at the component level is equivalent to selecting a “collinear slice” of superspace, on
which the theory lives. Beyond packaging the Lagrangian in a simpler from, writing the
theory in this so-called collinear superspace makes SUSY manifest.14
The procedure for deriving a collinear superspace Lagrangian can be summarized with
the following general algorithm [57]:
• Find projection operators that separate the superfield into collinear/anti-collinear su-
perfields, e.g. see Eq. (5.1).
• Starting with the superspace action for the full theory, integrate out the entire anti-
collinear superfield. This will yield a constraint equation, e.g. see Eq. (5.4).
• Show that the constraint equation reproduces the expected equations of motion at the
component level. This works both as a sanity check and will prove useful later on, e.g.
see Eq. (5.5).
• Based on the constraint equation, guess an ansatz for the equation of motion for the
anti-collinear superfield in terms of collinear degrees-of-freedom. Check that ansatz
satisfies any additional constraints (like chirality or reality), e.g. see Eq. (5.6).
• Plug the ansatz into the full theory action to yield the superspace action of the effective
theory, e.g. see Eq. (5.7).
In the what follows, we will follow this algorithm to derive the collinear superspace
Lagrangian for a few examples. First, we will apply the algorithm to the simple case of
the non-interacting chiral superfield, which we will then apply to Abelian gauge theory. We
will discuss the case of soft-collinear SYM in Sec. 6, and verify that the collinear superspace
Lagrangian is equivalent to the component LCG SCET Lagrangian derived in Sec. 3. The
superspace derivation of the interacting Wess-Zumino model will be discussed in Sec. 7.
14There is an interesting construction called “N = 1/2 superspace” which is defined on non-commutative
backgrounds [78]. In these theories Q†α˙ is not present in contrast with collinear superspace where Q1 and
Q†
1˙
are removed.
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5.1 Non-Interacting Chiral Multiplet
We begin our study of collinear superspace with the formulation a non-interacting chiral
supermultiplet discussed above in Sec. 4.4. This is an instructive starting point not only
for its simplicity, but also because (as discussed in Sec. 3 and as we verify in detail below)
the vector multiplet LCG degrees of freedom reorganize into a chiral multiplet. Hence, the
machinery presented here is applicable to both gauge and matter theories.
The first step to formulate the Lagrangian in superspace is to identify the anti-collinear
chiral superfield to be integrated out. Recall that the superspace action for a massless
non-interacting chiral superfield is S =
∫
d4x d4θ Φ†
(
x, θ†
)
Φ (x, θ), where Φ is a chiral
superfield, subject to the constraint D¯α˙Φ = 0 = D
αΦ†. We can apply projection operators
to the fermionic component of the full theory chiral multiplet to separate out collinear and
anti-collinear modes. Therefore in a supersymmetric theory we expect the entire superfield
to obey the following decomposition;
Φ = Φn + Φn¯ , (5.1)
where Φn is defined as the on-shell superfield built from φn and un = Pnu, where Pn is the
projection operator given in Eq. (2.13), and Φn¯ is defined with Pn → Pn¯; see Eq. (5.9) below
for a detailed expression. The action becomes
L =
∫
d4θ
(
Φn + Φn¯
)†(
Φn + Φn¯
)
=
∫
d4θ
(
Φ†nΦn + Φ
†
nΦn¯ + Φ
†
n¯Φn + Φ
†
n¯Φn¯
)
. (5.2)
We can now supersymmetrically integrate out15 the anti-collinear superfield Φn¯. This yields
a constraint equation
δS
(
x, θ, θ†
)
δΦ†n¯ (x, θ†)
= 0 =⇒ −1
4
DDΦn¯ − 1
4
DDΦn = 0 . (5.3)
This completes the first two steps outlined in our general algorithm. Now, it must be
the case that Eq. (5.3) encodes the anti-collinear fermionic component equation of motion
Eq. (2.15). Indeed this is trivial to see; simply act on Eq. (5.3) with D¯α˙ to pick out the
fermionic component:
D¯α˙DDΦn¯ = −D¯α˙DDΦn =⇒ 4 i (σ¯ · ∂)α˙αDαΦn¯ = −4 i (σ¯ · ∂)α˙αDαΦn , (5.4)
where we have used DαΦ|θ=0=θ† = uα. Note that the upper index α˙ = 1 corresponds to the
15Recall we can exchange integration and differentiation over superspace: d2θ ↔ − 14DD, or simply
dθ1 ↔ D1.
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superspace coordinates that is present in the EFT. We can then take the D¯1˙ projection:
(σ¯ · ∂)α˙1 un¯,1 = − (σ¯ · ∂)α˙2 un,2 =⇒ un¯,1 =
√
2 ∂
n¯ · ∂ un,2 , (5.5)
where we have used un¯,2 = 0 = un,1, and recall ∂ is now a LC derivative.
Additionally, Eq. (5.5) motivates an ansatz for the superfield solution to the free equa-
tion of motion:
Φn¯ = −Φn − 1
(n¯ · ∂)D1 D¯
1˙DDΦn , (5.6)
which satisfies the constraint equation Eq. (5.3) and the chirality condition (this is trivial
to show; see App. C for a summary of the relevant super derivative identities).
This is the first time we have come across the unusual inverse superspace derivative. In
analogy with the non-local terms 1/n¯ ·∂ present in the collinear fermion Lagrangian, we can
define 1/Dα operators by taking the Super-Fourier transform – see Eq. (4.5). Additionally
in SCET, integration by parts is well defined for the inverse derivative operator 1/n¯ · ∂,
because it can be cast in momentum space. By analogy we can extend this argument and
use integration by parts on 1/Dα operators. Recall also that
∫
dθαDα(. . . ) is a total
derivative in real space – we will drop surface terms when using integration by parts under
the assumption that they vanish sufficiently fast at infinity.
At this stage, we have completed the first four steps of the general algorithm. To finally
derive the superspace action for the EFT of a collinear chiral multiplet, simply plug the
ansatz Eq. (5.6) back into the Lagrangian:∫
d4θ
(
Φ†nΦn + Φ
†
nΦn¯ + Φ
†
n¯Φn + Φ
†
n¯Φn¯
)
=
∫
d4θ
(
D1D¯D¯Φ†n
) 1
(n¯ · ∂)2D¯1˙D1
(
D¯1˙DDΦn
)
=
1
4
∫
dθ1 dθ2 dθ
†
1˙
dθ†
2˙
iΦ†n2Φn
(n¯ · ∂) D¯1˙D1
=
1
2
∫
dθ2 dθ†2˙ Φ†n
i2
n¯ · ∂Φn , (5.7)
where we have used various superspace derivative identities (see App. C) and integrated by
parts. Note that the result Eq. (5.7), depends only on the two superspace coordinates, θ2
and θ†2˙, which scale as O(λ0). That is integrating out the anti-collinear fermion translates to
integrating out the two high virtuality coordinates; θ1 ∼ 1/λ and θ†1 ∼ 1/λ. The EFT only
depends on half the supercharges, which can be interpreted as the result of having integrated
out half of superspace. We refer to this SCET subsurface as collinear superspace [57].
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The collinear superfield satisfies the chirality condition in the EFT:
D2Φ
†
n = 0 = D¯2˙Φn , (5.8)
which is solved by the following:
Φn = e
−i θ2θ†2˙n¯·∂ (φ(y) +√2 θ2u2(y)) = φ(x) +√2 θ2u2(x)− i θ2θ†2˙ n¯ · ∂ φ(x),
Φ†n = e
i θ2θ†2˙n¯·∂ (φ∗(y) +√2 θ†2˙u†2(y)) = φ∗(x) +√2 θ†2˙u†2(x) + i θ2θ†2˙ n¯ · ∂ φ∗(x). (5.9)
Note that the auxiliary F -term, the θ1θ2 term in the full theory expansion, is not present.
Counting degrees of freedom, we have a complex scalar and a single component of a Weyl
spinor (which we can think of as an anti-commuting complex scalar); we have two fermionic
and two bosonic degrees of freedom, consistent with an on-shell chiral multiplet.
To summarize the collinear superspace action for a non-interacting collinear chiral mul-
tiplet, which reduces to the expected component EFT Lagrangian Eq. (2.17) for the free
theory, is
L = 1
2
∫
dθ2dθ†2˙ Φ†n
i2
n¯ · ∂Φn =⇒ L = u
†
2
(
i n · ∂ − ∂
2
⊥
i n¯ · ∂
)
u2 − φ∗2φ . (5.10)
Since only
{
Q2, Q
†
2˙
}
= 2 i n¯ · ∂ is non-vanishing at leading order in the power counting
parameter, Eq. (5.10) is clearly supersymmetric under the subset of supersymmetry trans-
formations that are linearly realized, namely Eq. (4.37).
5.2 Abelian Gauge Theory
We now consider the vector multiplet of Abelian gauge theory. Since the degrees of
freedom for an on-shell vector multiplet in LCG can be organized into a chiral multiplet,
we will build on the intuition developed in Sec. 5.1.
The N = 1 vector field obeys the reality condition V = V †, which in Wess-Zumino
gauge can be written as the following:
V (y) = e−
i
2
θσνθ†∂ν
(−θσµθ†Aµ(x) + i θθθ† u†(x)− i θ†θ†θ u(x))
= −θσµθ†Aµ(y) + iθθθ† u†(y)− i θ†θ†θ u(y)− i
2
θθθ†θ† ∂µAµ(y) . (5.11)
As with the chiral multiplet derivation, we omit auxiliary fields since the EFT is formulated
on-shell. SUSY dictates that the projection operators should act on the full vector multiplet,
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such that the superfield will obey the following decomposition:16
V = V † = Pn V + Pn¯ V = Vn + Vn¯ . (5.12)
The projection operators eliminate half of the fermionic spin states from the EFT; they
enforce un,1 = 0 = un¯,2. Therefore, the collinear and anti-collinear vector superfields (in
terms of xµ coordinates) are;
Vn = − θ1θ†1˙ n · An −
√
2
(
θ1θ†2˙A∗n + θ2θ†1˙An
)
+ 2 i θ1θ2θ†2˙ u†
n,2˙
− 2 i θ†1˙θ†2˙ θ2 un,2 ,
Vn¯ = − θ1θ†1˙ n · An¯ − θ2θ†2˙ n¯ · An¯ −
√
2
(
θ1θ†2˙A∗n¯ + θ2θ†1˙An¯
)
+ 2 i θ1θ2θ†1˙ u†
n¯,1˙
− 2 i θ†1˙θ†2˙θ1 un¯,1 , (5.13)
where we have explicitly expanded out the spinor indices, and written the gauge field Aµ(y)
using the LCG notation introduced in Sec. 3. Additionally, we have gauge fixed n¯ ·An = 0,
but have not yet integrated out the non-propagating modes.
The action for the Abelian theory is
S =
∫
d4x d2θWαWα +
∫
d4x d2θ† W¯α˙W¯ α˙ , (5.14)
where the chiral superfield W in Wess-Zumino gauge is given by
Wα = − i
4
D¯D¯Dα
(
Vn + Vn¯
)
. (5.15)
To integrate out the anti-collinear vector superfield simply take the variation of the super-
space action (for brevity, we take z ≡ (xµ, θα, θ†α˙)):
δS(z)
δVn¯(z′)
= −1
2
∫
d4x d2θ
δWα(x, θ)
δVn¯(z′)
Wα(x, θ)− 1
2
∫
d4x d2θ†
δW¯α˙(x, θ†)
δVn¯(z′)
W¯ α˙(x, θ†)
=
1
32
∫
d4x d2θ D¯D¯DαD¯D¯Dα(Vn + Vn¯) +
1
32
∫
d4x d2θ†DDD¯α˙DDD¯α˙(Vn + Vn¯)
= −1
8
∫
d4x d2θ d2θ†
(
DαD¯D¯Dα + D¯α˙DDD¯
α˙
)
(Vn + Vn¯) = 0 . (5.16)
Therefore, the constraint that yields the equation of motion for Vn¯ is given by
DαD¯D¯Dα (Vn + Vn¯) =
(−162+ 4 iDα (σ · ∂)αα˙ D¯α˙) (Vn + Vn¯) = 0 . (5.17)
Next, we can verify that the component equation of motion (for both un¯ and n ·An) can
16This is consistent since all anti-collinear gauge fields are Lorentz contracted in the vector superfield.
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be extracted from Eq. (5.17). To find the equation of motion for the anti-collinear gaugino,
simply project with D¯1˙:
D¯1˙Dα(σ · ∂)αα˙D¯α˙Vn¯ = −D¯1˙Dα(σ · ∂)αα˙D¯α˙Vn =⇒ un¯,1 =
√
2 ∂∗
n¯ · ∂ un,2, (5.18)
which reproduces the expected equation of motion for the anti-collinear gaugino. The other
choice D¯α˙DDD¯
α˙(Vn + Vn¯) yields the conjugate equation of motion for the anti-gaugino.
This shows how the superspace derivatives pick out the various components of the vector
superfield Eq. (5.13).
Next, we check that Eq. (5.17) additionally reproduces the equation of motion for the
unphysical gauge polarization n ·An. It will be convenient to work with the chiral superfield
Wα. It is straightforward to rewrite the constraint equation as DαWnα+DαWn¯α = 0. Recall
that before going to LCG, DαWα =
(
σµν
)α
α
Fµν +2iθ
α(σ ·∂)αα˙u†α˙+ . . . . We can isolate n ·An
by taking the α, α˙ = 1 components of
(
σµν
)α
α
Fµν , then upon simplification this yields the
expected result Eq. (3.14).
Working our way through the procedure outlined above, next we write down an ansatz
for the equation of motion for the anti-collinear vector superfield:
Vn¯ = −Vn − 1
n¯ · ∂ D2 D¯1D1 D¯2˙DD
(
D¯2˙D1 Vn
)
− 1
n¯ · ∂ D¯2˙D1 D¯1˙
D2 D¯D¯
(
D2 D¯1˙ Vn
)
. (5.19)
Here both terms are required to ensure the reality condition Vn¯ = V
†
n¯ . Using the relations
such as DDDα˙DD = 0 = D¯D¯DαD¯D¯, it can be shown that Eq. (5.19) satisfies the constraint
equation Eq. (5.17). In addition, Eq. (5.19) encodes various equations of motion. For
example, the gaugino constraint can be derived by acting with D¯1D2D1 on Eq. (5.17) to
select un¯,1.
In the LCG EFT the degrees of freedom u2 and A form a chiral superfield. This
is expressed in superspace by taking the appropriate projections on the vector superfield
Eq. (5.13); for instance
Φ
(
xµ
) ≡ D¯2˙D1 Vn∣∣∣
θ1=0=θ†1˙
=
√
2A∗(xµ)+ 2 i θ2u†2(xµ)− i
√
2 θ2θ†2˙ n¯ · ∂A∗(xµ) , (5.20)
which obeys the EFT chirality constraint:
D¯2˙Φ = −i
√
2
∂
∂θ†2˙
θ2θ†2˙ n¯ · ∂A∗ − i
√
2 θ2 n¯ · ∂A∗ = 0 . (5.21)
For the anti-chiral multiplet, simply take the conjugate of Eq. (5.20). Therefore, the ansatz
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Eq. (5.19) can be expressed in terms of the chiral and anti-chiral superfields,17 and we will
see below that this simplifies calculations and allows us to leverage results from Sec. 5.1.
This remarkable organization of the gauge degrees of freedom into a chiral multiplet is a
well-known feature of working in LCG [63]. A different gauge choice would require a vector
multiplet with the usual constraint V = V †.
The full theory action from Eq. (5.14), can be rewritten as
S = −2
∫
d4x d2 θ d2 θ† D¯1˙D
α (Vn + Vn¯) D¯2˙Dα (Vn + Vn¯) + h.c. , (5.22)
where we have expressed Eq. (5.14) in terms of the vector superfields, integrated by parts,
and exchanged superspace derivatives for integration of superspace coordinates. Now we
can plug in the ansatz superfield Eq. (5.19):
L ⊃
∫
d4 θ
(
1
n¯ · ∂ D¯1˙
D1D¯D¯Φ†n
)(
1
n¯ · ∂ D1 D¯
1˙DDΦn
)
=
1
4
∫
dθ2 dθ†2˙ dθ†1˙ dθ1
1
D1D¯1˙
Φ†n
D¯D¯D2D¯2˙DD
(n¯ · ∂)2 Φn =
1
4
∫
dθ2 dθ†2˙ Φ†n
i2
n¯ · ∂Φn . (5.23)
Once again we see that integrating out the anti-collinear superfield is equivalent to inte-
grating out the two highly virtual superspace coordinates θ1 ∼ 1/λ and θ†1 ∼ 1/λ. Note
that in this derivation, it was important to recall that {D2, D¯2˙} = −2in¯ · ∂ ∼ O(λ0) while
{D1, D¯1˙} ∼ O(λ) and {D1, D¯2˙} ∼ O(λ2); to leading order D1 and D¯α˙ anti-commute, which
led to many simplifications.
Expanding out component fields and integrating over superspace, we arrive at the com-
ponent Lagrangian for the free non-Abelian theory in LCG;
L = 1
4
∫
dθ2 dθ†2˙ Φ†n
i2
n¯ · ∂Φn =⇒ u
†
2
(
i n · ∂ − ∂
2
⊥
i n¯ · ∂
)
u2 −A∗2A , (5.24)
which is invariant under the SUSY transformations to leading order in SCET power counting
parameter for the single component of an adjoint Weyl fermion and a complex scalar,18
Eq. (4.37) with φ→ A.
17Note that in order to make contact with the chiral superfields we wrote down in the previous section we
need to absorb the factor of i into the gaugino, and do a superspace rotation to express the field in terms
of xµ = yµ − iθσ · ∂θ†.
18The supersymmetries that remain linearly realized on the light cone are referred to as “kinematical”
supersymmetry [79]. The remaining “dynamical” supersymmetries, associated with the superspace coordi-
nates that have been integrated out, along with some of the Lorentz symmetries, are no longer manifest and
are realized non-linearly. In other words, we may think of Q2 as generating the kinematical supersymmetry,
while the power suppressed Q1 charges as generating the dynamical supersymmetry.
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5.3 A Candidate Supercurrent
Before moving to collinear SYM in the next section, we will explore the possible existence
of a supercurrent for the free vector model. With a conserved supercurrent, we can then
couple our collinear SUSY theory to gravity in a gauge invariant way. This could be the
first step in developing a soft-collinear theory of supersymmetric gravity. We will present
a current that is both conserved on-shell and reproduces the supercharges of the collinear
SUSY theory. However, we do not know how to derive this candidate supercurrent from
a Noether procedure. This could be a sign of an inconsistency inherent in this proposal,
or it might point to the need for an improvement term to make it clear how the current
descends from deeper symmetry principles. Nevertheless, we believe this object is sufficiently
compelling to warrant presenting it here.
A candidate supercurrent for the free LCG vector multiplet (or a free chiral multiplet)
is given by
−iJµ = nµ un n¯ · ∂A∗ + un ∂µ⊥A∗ −
[
∂µ⊥, un
]
A∗ − n¯µ
[
n · ∂, un
]
A∗ . (5.25)
This supercurrent is conserved: ∂ · J = 0, when the on-shell condition p2 = 0 is imposed. It
has the corresponding conserved charge
Q =
∫
d(n · x) d2x⊥ n¯ · J
2
= i
∫
d(n · x) d2x⊥ un
(
n¯ · ∂A∗) , (5.26)
where n¯µ/2 picks out the light-cone time and the domain of the integral is light-cone space.
Using the light-cone canonical (anti-)commutation relations[
A(n · x, x⊥), n¯ · ∂A∗(n · y, y⊥)
]
= i δ(n · x− n · y) δ(2)(x⊥ − y⊥) , (5.27){
un(n · x, x⊥), u†n(n · y, y⊥)
}
=
n · σ
2
δ(n · x− n · y) δ(2)(x⊥ − y⊥) , (5.28)
it can be shown that the charge Q and its conjugate Q† generate the SUSY transformations
of the fields u, u†,A,A∗. For example, consider the SUSY transformation with parameter η
of the LCG collinear gauge field:[
η Q,A
]
= i η
∫
d(n · x) d2x⊥ un
[
n¯ · ∂A∗(x), A(y)
]
= η un , (5.29)
as expected from Eq. (4.37) with φ→ A.
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6 Soft-Collinear SUSY Yang-Mills
As we have now emphasized many times, SUSY SCET lives in collinear superspace. In
this section, we will apply the formalism developed so far to the case of N = 1 SYM. It is
interesting to note that our derivation reproduces previous results derived in so-called light
cone superspace [80]; an on-shell superspace that has been widely studied for instance in
the context of deriving the UV finiteness of 4-D N = 4 SYM [63], and more recently in
the context of supergravity [81, 82]. While these models are well studied, to our knowledge
our work is the first time an algorithm has been proposed for deriving such an action in a
generic way.
6.1 SUSY Yang-Mills in Collinear Superspace
We now summarize the steps for deriving the collinear superspace Lagrangian for a
non-Abelian gauge theory. Since this derivation parallels the examples given in the previous
section, we will keep the details to a minimum.
The superspace action of the full theory is;
S =
∫
d4x d2 θTr
[WαWα]+ ∫ d4x d2 θ†Tr[W¯α˙ W¯ α˙] , (6.1)
where Wα = − i4D¯D¯e−VDαeV is a matrix valued chiral superfield. We again decompose the
full theory non-Abelian vector superfield into collinear and anti-collinear pieces V = Vn+Vn¯:
Wα = − i
4
D¯D¯ e−(Vn+Vn¯) Dα e(Vn+Vn¯) , W¯α˙ = − i
4
DD e−(Vn+Vn¯) D¯α˙ e(Vn+Vn¯) . (6.2)
Expanding the exponents and enforcing Wess-Zumino gauge yields
Wα = − i
4
D¯D¯ Dα(Vn + Vn¯) +
i
4
D¯D¯
[
(Vn + Vn¯), Dα (Vn + Vn¯)
]
=⇒ Waα = −
i
4
D¯D¯ Dα(Vn + Vn¯)
a +
g
4
fabc D¯D¯ (Vn + Vn¯)
bDα (Vn + Vn¯)
c , (6.3)
where the second line is expressed in the adjoint representation with Wα = 2gataWaα.
Next, we integrate out the anti-collinear superfield Vn¯. The variation of the action is
δS(z)
δV en¯ (z′)
= 2
∫
d4x d2 θ
δWaα
δV en¯ (z′)
Waα + 2
∫
d4x d2 θ†
δW¯aα˙
δV en¯ (z′)
W¯aα˙ = 0 , (6.4)
with
δWaα
δV en¯ (z′)
= − i
4
D¯D¯ Dα δae +
g
4
fabc D¯D¯ δebDα V c +
g
4
fabc D¯D¯ V bDα δec . (6.5)
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The constraint equation is then found by combining Eqs. (6.3), (6.4), and (6.5):
0 = −DαD¯D¯ Dα V e + ig face
(
DαD¯D¯ V c +
[
Dα, V c
]
D¯D¯
)
Dα V
a
− g2facefadh[Dα, V c]D¯D¯V dDαV h . (6.6)
After gauge fixing to LCG and integrating out the anti-collinear gaugino and unphysical
gauge modes, the remaining two gaugino and two gauge degrees of freedom (u2 and A) can
be organized into a collinear chiral superfield Φa:
Φan(x) =
√
2A∗a(x)+ 2 i θ2u†a2 (x)− i
√
2 θ2θ†2˙ n¯ · ∂A∗a(x) . (6.7)
Following the general algorithm of Sec. 5 we now use the constraint equation Eq. (6.6) to
construct the superspace Lagrangian of the EFT in LCG:19
L = i
4
∫
dθ2 dθ†2˙
[
Φ†an
2
n¯ · ∂Φ
a
n + g
√
2 fabc
(
ΦanΦ
†b
n
∂
n¯ · ∂Φ
c
n − Φ†an Φbn
∂∗
n¯ · ∂Φ
†c
n
)
+2 g2 fabcfade
1
n¯ · ∂
(
Φbn D¯2˙Φ
†c
n
) 1
n¯ · ∂
(
Φ†dn D2Φ
e
n
)]
. (6.8)
We refer the reader to App. 7.3 for an example derivation of interaction terms in collinear
superspace. This theory as formulated in collinear superspace is manifestly supersymmetric
under half of the supersymmetries of the original theory, i.e., the non-Abelian generalization
the LCG SUSY transformations given in Eq. (4.37) with φ→ A, which are linearly realized
in the EFT. Therefore, Eq. (6.8) is invariant under transformations generated by the charges
Q2 and Q
†
2˙
.
6.2 SUSY Yang-Mills in Components
Now that we have Eq. (6.8) – the collinear superspace Lagrangian for a vector super-
field in LCG – we will show that it reproduces the expected component LCG Lagrangian
Eqs. (3.37) and (3.40). The kinetic term of Eq. (6.8), encodes the usual kinetic EFT La-
grangian for the single component of a Weyl fermion and a complex scalar as was shown in
Eq. (5.24). In the rest of this section, we will demonstrate that the O(g) terms reproduce
the component Lagrangian, call these terms LO(g). For the sake of brevity, we will not show
the same exercise for the O(g2) terms, although we have checked that these agree as well.
19Note that similar results are written down in the literature, for instance in [83] where the N = 4
Lagrangian is reduced to N = 1. Our approach is novel in the sense that we show that this is the equivalent
N = 1 Lagrangian achieved by integrating out superspace coordinates.
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To begin, we need identities such as
ΦanΦ
†b
n
∂
n¯ · ∂Φ
c
n = 2
(
A∗aAb − i
√
2θ†2˙A∗aub2 + iθ2θ†2˙(A∗an¯ · ∂Ab) + i
√
2θ2u†a2 Ab + 2θ2θ†2˙u†a2 ub2
− iθ2θ†2˙(Abn¯ · ∂A∗a)
)(√
2
∂
n¯ · ∂A
∗c− 2iθ2 ∂
n¯ · ∂u
†c
2 + i
√
2θ2θ†2˙∂A∗c
)
. (6.9)
Expanding in components and integrating over superspace yields
1
g
LO(g) = fabc
(
A∗aAb∂A∗c +AaA∗b∂∗Ac
)
(6.10)
+ fabc
( ∂
n¯ · ∂A
∗c +
∂∗
n¯ · ∂A
c
)(
Ab(n¯ · ∂A∗a) +A∗b(n¯ · ∂Aa)
)
− 2 ifabc
(
A∗aub2
∂
n¯ · ∂u
†c
2 − u†a2 ub2
∂
n¯ · ∂A
∗c
)
+ 2 ifabc
(
Aau†b2
∂∗
n¯ · ∂u
c
2 − ua2u†b2
∂∗
n¯ · ∂A
c
)
.
By permutation of asymmetric indices the first term becomes −fabcA∗bAc(∂∗Aa − ∂A∗a),
while the second term reduces to fabc/n¯ · ∂(∂A∗c + ∂∗Ac)
[
Ab(n¯ · ∂A∗a) + A∗b(n¯ · ∂Aa)
]
=
−fabc/n¯ · ∂(∂A∗b + ∂∗Ab)
[
Ac(n¯ · ∂A∗a) +A∗c(n¯ · ∂Aa)
]
. With these substitutions, we find
exact agreement with the relevant terms in Eq. (3.37). Now consider the gauge-gaugino
interaction given by the final line of (6.8). After some standard manipulations (integration
by parts, permutation of gauge indices, and anti-commutation of the collinear fermion fields),
we find that these terms reproduce the second line of Eq. (3.40).
This verifies that the full LCG super Yang Mills theory, formulated in collinear super-
space Eq. (6.8), reproduces the expected component Lagrangian for LCG SCET with an
adjoint fermion, Eq. (3.37) and Eq. (3.40). The SUSY invariance can be checked by show-
ing that the component Lagrangian is unchanged by the transformations given in Eq. (4.37)
with φ→ Aa and u2 → ua2.
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7 The Collinear Wess-Zumino Model
Thus far we have focused our study of the interplay between SUSY and SCET in the
context of the collinear limit for the theory of a single vector multiplet. As a next step
towards understanding the broader applicability of this formalism, it is interesting to study
the simplest interacting theory involving a single chiral superfield, the Wess-Zumino model.
The main result presented in this section will be an argument that the Lagrangian for
the propagating degrees of freedom that make up the (single flavor) Wess-Zumino model,
as derived following Sec. 2, does not account for the full infrared divergence structure of
the full theory. There are a number of ways to understand why this must have been the
case, and elucidating these will provide us with the opportunity to explore the kinds of cross
checks that one would want to perform when deriving a new SCET. We will also provide
an argument that RPI acting on this Lagrangian must be realized non-linearly, again in
contrast with the theory for gauge interactions. Finally, we will argue that many of these
features could change in the presence of multiple flavors.
The massless Wess-Zumino model can be simply expressed in superspace as
L =
∫
d4θΦ†Φ +
∫
d2θ
y
3!
Φ3 + h.c. , (7.1)
where Φ(y) = φ+
√
2θψ+ θ2F is a chiral superfield consisting of a complex scalar φ, a left-
handed Weyl fermion ψ, and an auxiliary field F . Expanded in components and integrating
out the auxiliary field yields
L = −φ∗2φ+ i ψ†σ¯µ ∂µψ − |y|
2
4
|φ|4 −
(
y
2
φψ ψ +
y∗
2
φ† ψ† ψ†
)
. (7.2)
The rest of this section is devoted to exploring the IR of this Lagrangian.
7.1 Infrared Divergences
As with the Yang-Mills case, we begin by exploring the IR singularity structure of a
theory with a Yukawa coupling between a massless scalar and a massless Weyl fermion.
This model has collinear singularities, motivating our attempt to write down an effective
theory that describes the collinear limit. However, we will see that the full theory has
IR divergences which are not captured by the Lagrangian for the propagating degrees of
freedom of the single flavor collinear Wess-Zumino EFT.
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The Yukawa coupling in Eq. (7.2) leads to the following interaction vertex:
p
q
p
q
= −i y . (7.3)
To explore the IR, we analyze various splitting amplitudes in the soft or collinear limits.
Scalar emission: For the emission of a scalar from a fermion current, the amplitude is
p
q
p
q
= (−i y)x†α˙(p, s)
i(p+ q) · σ¯α˙β
2 p · q Mβ(p+ q)
= y x†α˙(p, s)
q · σ¯α˙β
2 p · qMβ(p+ q) , (7.4)
where Mβ(p + q) is the fermion current and in the second line we have used the Weyl
equation of motion x†(p)p · σ¯ = 0. It is clear at the diagrammatic level that this interaction
flips the helicity.
We can explore the collinear and soft limits to see if there are any IR divergences. This is
most straightforward to do using Eq. (7.4). We can writeMψ→ψφ = x†α˙Mα˙ψ→ψφ = x†2˙M2˙ψ→ψφ,
where the last equality is due to the fact that only x†
2˙
survives in the collinear limit. Then
the scalings are
M2˙ψ→ψφ ∼
1
2 p · q q · σ¯
2˙βMβ(p+ q) −−−−→
collinear
1
λ
, (7.5)
where we have taken the collinear limit for both p and q and truncated to the leading
divergence. Similarly, taking p collinear and q soft yields
M2˙ψ→ψφ ∼
1
2 p · q q · σ¯
2˙βMβ(p+ q) −−−→
soft
1 , (7.6)
We see that there are collinear but not soft divergences.
Fermion splitting: For the case of a scalar current splitting to two fermions, we find the
amplitude
p
q
p
q
= y
1
2 p · qx
†
α˙(p, s)x
†α˙(q, s)M(p+ q) . (7.7)
Assuming that the momentum flowing through the current p + q ∼ 1, there is no soft
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divergence. With this assumption, the soft limit can only occur if one of the two external
fermions goes soft. However, this violates fermion number conservation and so the amplitude
cannot be singular in the soft region of phase space. The amplitude can be soft divergent if
both fermions go soft simultaneously, but then the momentum flowing through the current
is small.
Next, we take the limit in which the fermions and scalar all become collinear. The
scaling of the spinor product x†α˙(p, s)x
†α˙(q, s) can be derived by noting that∑
spins
tr
[
x†(p)x†(q)x(q)x(p)
]
= −(p · σ¯)(q · σ¯) = (n¯ · p)(n · q) ,
which implies
x†(p)x†(q) ∼
√
(n¯ · p)(n · q) ∼ λ . (7.8)
Hence, in the this limit
y
1
2 p · qx
†(p, s)x†(q, s)M(p+ q) ∼ 1
λ
, (7.9)
demonstrating that the splitting of a scalar to collinear fermions is singular.
We see that in both examples of 1 → 2 splittings, the IR singularities contained in
Eq. (7.9) require the presence of more than one fermion spin state. Therefore, we do not
expect these singularities to manifest in the Lagrangian of the EFT. In particular, it should
not be possible to write down any tri-linear interaction terms, without the inclusion of an
explicit external source as will be discussed in Sec. 7.2. This motivates us to study the
1→ 3 collinear structure of the full theory IR singularities to verify that it agrees with the
non-trivial EFT couplings which appear in the SCET Lagrangian.
Double scalar emission: Next, we focus our attention on the IR divergences that result
from the 1→ 3 process of a collinear fermion emitting a pair of collinear scalars:
p
q1 q2
p
q1 q2
=
|y|2
4
x†(p)
(p+ q2) · σ¯
2 p · q2
(p+ q1 + q2) · σ
(p+ q1 + q2)2
M(p+ q) . (7.10)
Without loss of generality, we assume p and q2 have no net ⊥ momentum: (p+ q2)⊥ = 0.
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7.2 Collinear Lagrangian for the Wess-Zumino Model
We are interested in the properties of the 1→ 3 splitting function
S1→3 = (p+ q2) · σ¯
2 p · q2
(p+ q1 + q2) · σ
(p+ q1 + q2)2
, (7.11)
in the limit when the particles become collinear. Expanding in light-cone coordinates, we
have
S1→3 =
[
n·σ¯
2
n¯ · (p+ q2) + n¯·σ¯2 n · (p+ q2)
]
n¯ · (p+ q2)n · (p+ q2) ×[
n·σ
2
n¯ · (p+ q1 + q2) + n¯·σ2 n · (p+ q1 + q2) + q1⊥ · σ⊥
]
(p+ q1 + q2)2
. (7.12)
In the collinear limit, the constraint on the spinor x†(p) is
x†(p)
n · σ¯
2
= 0 , (7.13)
which eliminates terms in S1→3. Additionally, the σ⊥ matrix flips helicity, and so projects
onto components of the matrix elementM(p+ q) that are zero in this collinear limit. Using
these constraints, the splitting function dramatically simplifies:
S1→3 = n¯ · σ¯
2
n · σ
2
1
n¯ · (p+ q2)
n¯ · (p+ q1 + q2)
(p+ q1 + q2)2
, (7.14)
where we also have used (n¯ · σ¯)(n¯ ·σ) = 0. Inserting this expression into the matrix element,
we then find, in the collinear limit,
|y|2
4
x†(p)S1→3M(p+ q) = |y|
2
4
x†(p)
[
1 +
n¯ · q1
n¯ · (p+ q2)
]
1
(p+ q1 + q2)2
M(p+ q) . (7.15)
The term in the square brackets scales like λ0, and the propogator factor scales like λ−2.
We see that there is a collinear divergence associated with the 1 → 3 splitting function
that must be reproduced by a valid Wess-Zumino EFT. Next, we will analyze the candidate
interacting SCET to reproduce this divergence.
We now construct a collinear EFT for the interacting Wess-Zumino model. Starting with
Eq. (7.2), we can run this model through the SCET procedure. Separating out collinear and
anti-collinear fermionic modes via the two-component projection operators u = Pnu+Pn¯u =
un + un¯, and then integrating out the anti-collinear fermion by solving for the classical
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=
i
p2p
= i
n ·  
2
n¯ · p
p2p
=  i|y|2 =  i|y|2 1
n¯ · p
n¯ ·  ¯
2
p
Figure 3: Feynman rules from the supersymmetric collinear Lagrangian of (7.17). The
momentum p is incoming.
equation of motion for the anti-collinear field
un¯,α = (σ · ∂⊥)αα˙
1
n¯ · ∂
( n¯ · σ¯
2
)α˙β
un,β + y
∗
( n¯ · σ
2
)
αβ˙
1
i n¯ · ∂
[
φ∗nu
†β˙
n
]
, (7.16)
we arrive at the following collinear Lagrangian:
Ln= −φ∗n2φn + u†n
(
i n · ∂ − ∂
2
⊥
i n¯ · ∂
)
n¯ · σ¯
2
un − |y|
2
4
|φn|4 − |y|2φ∗nu†n
1
i n¯ · ∂
n¯ · σ¯
2
unφn .
(7.17)
The soft Lagrangian is trivially identical to the full-theory Lagrangian at leading power.
Since we will use them below, we provide the Feynman rules for this Lagrangian in Fig. 3.
One interesting feature of this Lagrangian is the absence of a cubic coupling. Recall
that in the full theory Lagrangian, this cubic coupling has the form
−L ⊃ y
2
φuαuα =
y
2
φn (u
α
n + u
α
n¯) (unα + un¯α) = y φn u
α
n¯unα = y φn un¯1 un2 . (7.18)
The absence of an analogous coupling in Eq. (7.17) can be understood from the anti-
commuting nature of the spinors. Fourier transforming to momentum space makes it is
clear that this term vanishes due to the anti-commuting nature of the spinors:
x†
n,2˙
x†
n,2˙
(σ¯ · p⊥)21
n¯ · p φ
∗ = 0 (7.19)
Physically the issue is clear since the full theory interaction involves a helicity flip. However,
the fermionic degree of freedom needed for these processes is precisely the one integrated
out in the collinear limit. This manifests in the relationship between helicity and the EFT
projection operators. The EFT Lagrangian alone does not contain the appropriate degrees
– 51 –
of freedom to reproduce the IR of the full theory.
Infrared Structure: 1→ 2
It is possible to account for the divergences from 1→ 2 splittings that would result from
a cubic coupling by working with a background source for the anti-collinear fermions. An
external source couples to the infinite tower of EFT Lagrangians defined for any possible
choice of n direction. This allows us to model the helicity flipping interaction in the collinear
limit, which is not present within any given EFT sector on its own for the reasons given
previously.
What follows is a derivation of the interacting theory in the presence of a background
source J . Begin with the fermion Lagrangian
L(J) = L+ un¯ J + u†n¯ J† , (7.20)
where L is the Lagrangian given in Eq. (7.2), and J is a non-Hermitian operator with leading
order scaling dimension that models a fermionic source term. Solving for the equation of
motion for un¯ and plugging it back into the Lagrangian yields
Lu = Ln − y J† i
n¯ · ∂
n¯ · σ¯
2
φn un + y
∗φ∗n u
†
n
i
n¯ · ←−∂
n¯ · σ¯
2
J (7.21)
− J† n¯ · σ¯
2
σ · ∂⊥
n¯ · ∂ u
†
n − J
σ · ∂⊥
n¯ · ∂
n¯ · σ¯
2
un − J† i
n¯ · ∂
n¯ · σ¯
2
J .
Here, Ln is the collinear Lagrangian for the propagating mode un, Eq. (7.17). This enables
our ability to write down the matrix element for 1 → 2 splitting in this collinear theory
with sources:
p
q
J J†
=
[
−iyx†n
1
n¯ · (p+ q)
n¯ · σ¯
2
] (
−in¯ · (p+ q)n · σ
2
)
(7.22)
×
[
i
σ⊥ · (p+ q)⊥
n¯ · (p+ q)
n¯ · σ¯
2
](
i
n · σ
2
n¯ · (p+ q)
2 p · q
)
M
= y x†n
σ¯⊥ · (p+ q)⊥
2 p · q M .
In this expression, vertices from the Lagrangian Eq. (7.21) are written within the square
brackets, and propagators are within parentheses, where the double line connecting J to
J† represents the current-current 2-point function. For example, the first factor in square
brackets on the right of Eq. (7.22) is the vertex from the term in the Lagrangian that couples
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Figure 2: Feynman rules from the supersymmetric collinear Lagrangian of Eq. (A.2). The
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here. This of course will not be the case once we couple the WZ model to gauge interactions.
While (A.2) is invariant under the collinear supersymmetric transformations:
  n = ✏un ,  un =  n ·  
2
✏†(in¯ · @) n ,
  ⇤n = ✏
†u†n ,  u
†
n = ✏
n ·  
2
 ⇤n(in¯ ·
  
@ ) . (A.4)
(The Feynman rules for the collinear Wess-Zumino Lagrangian are presented in Fig. 2),
(A.2) is not RPI-2 invariant and therefore is not the correct Lagrangian. Additionally as
will be shown below the interaction term does not reproduce the expected collinear limits
of the full theory12.
[GE: Adding gauge interactions we expect this to be RPI2 invariant as now
n¯ ·D transforms - did we ever check this explicitly?. Now go to LCG and we get
n¯ · @ so RPI is obscured as expected].
)
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un¯
12Collinear limits seem to suggest something more like:
L(0)n =   ⇤n@2 n + u†n
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where the derivative only acts on the factors in the square brackets. This is fully RPI invariant and
supersymmetric. The term 
u†n
1
in¯ · @
n¯ ·  ¯
2
un
 
, (A.6)
with the derivatives acting only in the brackets is an RPI-invariant object. However while this bottom-up
approach seems to produce a consistent EFT, it does not have a UV completion.
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(A.2) is not RPI-2 invariant and therefore is not the correct Lagrangian. Additionally as
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of the full theory12.
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A.2 RPI properties of collinear Lagrangian
We can verify that the Lagrangian of Eq. (A.5) is invariant un er RPI transformations.
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where the deriv tive only acts on the factors in the square brackets. This is fully RPI invariant and
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with the derivat ves acting only in the brackets is an RPI-invariant object. However while this bottom-up
approach eems to produce a consistent EFT, it does not have a UV completion.
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Figure 4: Integrating out the anti-collinear field yields a fer ion-scalar four point interac-
tion.
the current J† to the fields φn and un. Note that the s emingly confus ng σ-m rix truc ure
in the above is valid: the two-point function coming from J†J carries spin structure which
is implicit in Eq. (7.22). This conspir s to r produce the correct structure for i stance using
the identity σ¯µα˙α = αβα˙β˙σ
µββ˙.
This result can be directly compared to the collinear limit of Eq. (7.4). We can choose
the frame where p⊥ = 0; that is the external fermion lies exactly along the n direction. In
Eq. (7.4), making this choice leaves only the product q⊥ · σ¯⊥ at leading power in the collinear
limit, demonstrating that the two approaches agree.
Infrared Structure: 1→ 3
As discussed above, there are 1 → 3 splittings that should match onto a consistent
SCET. In principle, one can write down a term involving two fermions as long as one is
represented by a spinor and the other by its conjugate. Then the appropriate σ-matrix
structure is required in order to contract the relevant indices. A term of this type is in
fact generated when integrating out the anti-collinear fermion un¯. However, as illustrated in
Fig. 4, the full theory Yukawa interaction generates the four point scalar-fermion interaction
in Eq. (7.17), without generating any three-point vertices, as it must have. Hence, the only
collinear singularities present in the Lagrangian of the EFT are those that map onto double
scalar emission in the full theory. This motivates analyzing the interaction derived for
the EFT, so that we can compare it with the full Wess-Zumino theory collinear structure
discussed in Sec. 7.1.
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In the collinear effective theory described by the Lagrangian in Eq. (7.17), the corre-
sponding amplitude is
p
q1 q2
p
q1 q2
= x†n(p)(−i|y|2)
1
n¯ · (p+ q2)
n¯ · σ¯
2
i
n · σ
2
n¯ · (p+ q1 + q2)
(p+ q1 + q2)2
M(p+ q) (7.23)
= |y|2x†n(p)
[
1 +
n¯ · q1
n¯ · (p+ q2)
]
1
(p+ q1 + q2)2
M(p+ q) ,
from which we can read off SEFT1→3 . This agrees with Eq. (7.15), the explicit calculation in
the full theory.
Reparameterization Invariance
The key step in deriving the fermion terms in the EFT Lagrangian is to construct
projection operators that can be used to decompose fields into collinear and anti-collinear
components. For example, we decompose the Weyl spinor into un and un¯ by projecting
with n · σ or n¯ · σ, see Eq. (2.13). Because the vector nµ breaks Lorentz symmetry, each
component un and un¯ does not respect full Lorentz covariance. The RPI transformations
are the Lorentz generators that are broken when fixing nµ, which in turn feeds into the
projections. One way to determine how the spinor components un and un¯ transform under
RPI can be inferred by demanding that the full spinor u is RPI invariant. This was the
procedure used in Sec. 2.3 where we determined the RPI transformations for gauge theories;
we apply the same arguments here to the Wess-Zumino model.
From Eq. (7.16), the full spinor u can be written in terms of the collinear spinor un as
uα = un,α+un¯,α = un,α+(σ · ∂⊥)αα˙
1
n¯ · ∂
( n¯ · σ¯
2
)α˙β
un,β+y
∗ 1
in¯ · ∂
[
φ∗n
( n¯ · σ
2
)
αβ˙
u†β˙n
]
. (7.24)
To determine the RPI transformations of un, we demand that Eq. (7.24) is invariant. Note
that RPI-III does not have any effect on Eq. (7.24) because there is no net n or n¯ number in
this expression. Therefore, un transforms trivially under RPI-III as it did in the models with
gauge boson interactions, see Table 2. RPI-I and RPI-II will be non-trivial, and as we will
now argue that there does not exist a consistent linear realization for these transformations.
For concreteness, we can consider RPI-I. A linear transformation implies that
un → T un ; u†n → T u†n , (7.25)
for some matrices T and T . The index structure of the spinors implies that T 6= T . Note
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that φ∗n → φ∗n since it is a scalar. It is possible that the transformations of the two terms
that are proportional to un,α work in concert to yield an invariant expression (in fact this
is precisely how RPI is preserved by the non-interacting theory). This leaves the term
proportional to u†n. Noting that RPI-I does not change the definition of n¯, see Table 2, the
only possible impact this transformation can have is to change u†n. But then there is nothing
left to cancel against it. The implication is that presence of the non-trivial interaction breaks
a linearly-realized RPI-I. A similar argument holds for RPI-II, although for this case the n¯
vector does shift, so the argument is not as simple.
The fact that RPI cannot be linearly realized in the Wess-Zumino model can be traced
back to the projections. These operators pick out the different spin states, and since the free
Wess-Zumino Lagrangian respects chiral symmetry, RPI can be linearly realized in that case.
However, in the presence of any non-zero Yukawa interaction, chiral symmetry is broken and
so RPI (if it exists at all) must be non-linearly realized in the interacting theory.20
7.3 The Wess-Zumino Model in Collinear Superspace
Next, we will derive the collinear Wess-Zumino Lagrangian directly in superspace. This
illustrates another example of deriving a collinear superspace Lagrangian via the general
algorithm outlined in Sec. 5. This will further verify the absence of a three-point function
in the propagating Lagrangian for the EFT fields. Furthermore, it is interesting to compare
this result to the similar interactions that arise in N ≥ 1 SUSY Yang-Mills theories, see e.g.
Eq. (6.8). The intuition we gain in the simple case at hand will be useful for future work.
As in previous sections we begin by noting that supersymmetry requires Φ = Φn + Φn¯.
Therefore we expand the full theory Lagrangian as
L =
∫
d4θ
(
Φ†nΦn + Φ
†
nΦn¯ + Φ
†
n¯Φn + Φ
†
n¯Φn¯
)
+
∫
d2θW (Φn,Φn¯) + h.c. . (7.26)
Taking the variation in superspace with respect to Φ†n¯ yields the constraint equation;
− 1
4
DDΦn¯ − 1
4
DDΦn +
δW ∗(Φ†n,Φ
†
n¯)
δΦ†n¯
= 0 , (7.27)
with a similar expression for the conjugate equation. For the superpotential of the Wess-
20Cf. theories with spontaneously symmetry breaking. The pion field pia transforms non-linearly under
the broken generators, but the exponentiated field U = exp[ipiaT a] transforms linearly under the broken
generators T a.
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Zumino Model,21
W =
y
3!
Φ3 ⇒ W = y
2
(
Φ2nΦn¯ + Φ
2
n¯Φn
)
, (7.28)
taking δL/δΦ†n¯ yields
−1
4
DDΦn¯ − 1
4
DDΦn + y
∗
(
Φ†2n + 2 Φ
†
n¯ Φ
†
n
)
= 0 . (7.29)
To check that this reproduces the expected equation of motion for the fermion component
Eq. (7.16) we act on the above with D¯1˙. Making use of some identities and the chirality
condition, this reproduces the expected equation of motion, Eq. (7.16). Note that the φn¯
term has a higher scaling and should be dropped.
In terms of superfields we postulate the solution
Φn¯ = −Φn + D¯
1˙DD
4 i (n¯ · ∂)D1 Φn − y
∗Φ†n
D¯1˙
i (n¯ · ∂)D1 Φ
†
n, (7.30)
which obeys the chirality condition and solves the (7.29). Once this is plugged back into
the Lagrangian, an interaction term is inherited from the Yukawa coupling:
Ln =
∫
dθ2 dθ†2˙ iΦ†n
2
n¯ · ∂Φn + |y|
2
∫
dθ2 dθ†2˙
1
n¯ · ∂ (ΦnD2 Φn)
1
n¯ · ∂
(
Φ†n D¯2˙ Φ
†
n
)
(7.31)
= i u†2
2
n¯ · ∂u2 − φ
∗2φ+ |y|2φ∗n u†2
1
i n¯ · ∂ u2 φn −
|y|2
4
|φn|4 .
This reproduces the desired interaction that we found above in Eq. (7.17).
21Note that Φ3n and Φ
3
n¯ vanish due to the definition of these projected superfields.
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8 Outlook
Now that we have laid the groundwork for how to think about SUSY SCET, there are
many interesting directions to pursue. One could attempt to leverage some of the extraordi-
nary results derived for SUSY models, for instance the exact NSVZ β-function [84], Seiberg
duality [85], Seiberg-Witten theory [86, 87], and the finiteness of N = 4 SUSY Yang-Mills
(SYM) [63], in order to learn more about the fundamental properties of SCET. Additionally,
understanding how the construction presented here fits within the larger context of models
that manifest SUSY in non-trivial ways, e.g. [88–95], should lead to a deeper understanding
of collinear superspace and its possible extensions.
The biggest formal open question is to understand how to take the collinear limit of
theories with extended SUSY, and in particular N = 4 SYM. Naively, we expect that
applying this procedure to N = 4 SYM would leave half the supercharges unbroken, as
in the N = 1 theories explored above. However, it is clear that there will need to be a
non-trivial connection with the SU(4)R symmetry, which will perhaps manifest by making
a judicious choice of R-dependent projection operators.
We additionally anticipate interesting features due to the fact that N = 4 SYM includes
Yukawa couplings. It is possible that accounting for the complete infrared structure of this
model will require including local operators as in the Wess-Zumino model. However, we
do have some preliminary evidence that multi-flavor Yukawa theories might include the
1 → 2 collinear divergence structure directly in the Lagrangian for the propagating fields.
In particular, take the following Yukawa theory with multiple flavors,
L = i u†i (σ¯ · ∂)ui + i v†k(σ · ∂)vk − ylik φl
(
v†kui + u
†
ivk
)
+ h.c. (8.1)
where ui (vk) are left (right) handed Weyl spinors. The equation of motion for ui and vk are
un¯,i =
1
n¯ · ∂ (σ · ∂⊥)
n¯ · σ¯
2
un,i +
1
i n¯ · ∂
[
(ylik φl + y
∗
lik φ
∗
l )
n¯ · σ
2
vn,k
]
;
vn¯,i =
1
n¯ · ∂ (σ¯ · ∂⊥)
n¯ · σ
2
vn,i +
1
i n¯ · ∂
[
(ylik φl + y
∗
lik φ
∗
l )
n¯ · σ¯
2
un,k
]
, (8.2)
which lead to tri-linear interactions such as
L(0)n ⊃ yijk φkv†n,i
(σ · ∂⊥)
n¯ · ∂
n¯ · σ¯
2
un,j . (8.3)
This provides a candidate EFT interaction that could reproduce the collinear IR divergences
of Yukawa theory. These tri-linear couplings could not be written down for the single flavor
Wess-Zumino model above, due to the fact that a collinear fermion anti-commutates with
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itself. This provides a compelling hint that whatever form the collinear N = 4 SYM model
takes, it will involve the SU(4)R flavor structure in a non-trivial way. Additionally, the
interplay between gauge symmetry and RPI that we found for theN = 1 SYM theory should
manifest in a similar way for the model with extended SUSY. Furthermore, there is the
interesting open question of constructing the local operators of an EFT for Higgsstrahlung
off a top quark.
Once theN = 4 SYM SCET model has been discovered, there will be a many interesting
directions to explore. There is so much structure in the full theory that can be applied to
the EFT. Understanding the connection with dual-conformal invariance, working out the
collinear limit of the many ways of formulating this model – the dualities among amplitudes,
Wilson loops, and correlation functions – and just leveraging the tremendous wealth of data
on the amplitudes to get a deeper picture of SCET itself, are just some of the possible
applications of such a formalism. The work presented here has just begun to scratch the
surface, and we are optimistic that SUSY SCET will lead to a deeper understanding of
collinear EFTs and beyond.
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Appendices
What follows are three appendices. Appendix A discusses Wilson lines in SUSY theories.
Appendix B derives the collinear splitting factor for SCET in a covariant gauge. Finally,
Appendix C contains notation and conventions used throughout this paper.
A Wilson Lines and SUSY
Emission of multiple collinear gluons can be expressed as a Wilson line; for instance see
Eq. (2.33) of [10]. The QCD Lagrangian can therefore be written as;
Lun = u†n
(
i n · D + i σ¯ · D⊥Wn 1
i n¯ · ∂W
†
ni σ · D⊥
)
n¯ · σ¯
2
un , (A.1)
where
Wn =
∑
perms
e−g
1
n¯·∂ n¯·Aanta . (A.2)
In other words, the field n · An can be summed into a collinear Wilson line. This has
the advantage of making operators explicitly gauge invariant. Note that in LCG, where
n · An = 0, the Wilson line is given by the identity operator.
Given the goals of this paper, it is interesting to extend this formalism to SUSY theo-
ries; the collinear lines above now describe emission of collinear gauge fields from off-shell
gauginos which have been integrated out. The Wilson line transforms non-trivially under
SUSY. For N = 1 SYM, this can be deduced from the gauge and gaugino transformations:
Wn → Wn
∑
perms
e
g√
2
1
n¯·∂
(
η†n¯·σ¯un+u†nn¯·σ¯η
)a
ta
(A.3)
= Wn +
g√
2
1
n¯ · ∂
(
η†n¯ · σ¯un + u†nn¯ · σ¯η
)a
taWn ,
so that
δ(Wn) =
g√
2
1
n¯ · ∂
(
η†n¯ · σ¯un + u†nn¯ · σ¯η
)a
taWn ;
δ(iDµ⊥) = −
g√
2
(
η†σ¯µ⊥un + u
†
nσ¯
µ
⊥η
)a
ta . (A.4)
For additional discussions regarding SUSY Wilson lines see [96] and [97].
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B Collinear Factor from SCET in Covariant Gauge
In this appendix, we compute the collinear factor arising from emission of a collinear
gauge boson in Abelian SCET in the standard covariant gauge. The result is a verification
of the calculation for the full theory and for LCG SCET, see Eq. (2.8) and Eq. (3.22)
respectively, and acts to emphasize the gauge independence of this factor in the exactly
collinear limit. The SCET Lagrangian gives rise to fermion-gauge interactions [10]:
L ⊃ e u†nn · A
( n¯ · σ¯
2
)
un − i u†n
(
(σ¯ · D⊥,n) 1
n¯ · Dn (σ · D⊥,n)
( n¯ · σ¯
2
)
un
)
, (B.1)
where we have expressed this in two-component notation. The Feynman rule for the vertex
is given by:
p
q
p0
p
q
p0
= −i e
[
nµ − (σ¯ · p⊥)(σ · p
′
⊥)
(n¯ · p′)(n¯ · p) n¯µ + σ¯
µ
⊥
σ⊥ · p′⊥
n¯ · p′ +
σ¯⊥ · p⊥
n¯ · p σ
µ
⊥
]
n¯ · σ¯
2
. (B.2)
Here the third and forth terms are due to the transverse gauge boson polarizations and
agree with the corresponding terms shown in Fig. 2. However, the first and second terms
are different, since they are due to the unphysical olarizations and are gauge dependent.
Now that we have the Feynman rules, we can compute the collinear factor. As above,
we will take the frame where the fermion is exactly collinear pµ = n
µ
2
n¯ · p:p
q
p0
p
q
p0
= −i e x†n(p)
[
n · ∗n¯ · (p+ q)
(n¯ · p)(n · q) +
(σ¯⊥ · ∗)(σ⊥ · q⊥)
(n¯ · p)(n · q)
]
iM(p+ q)
= − e x†n(p)
[
(n · ∗)
(n · q) −
(σ¯⊥ · q⊥)(σ⊥ · ∗)
(n¯ · p)(n · q)
]
M(p+ q), (B.3)
where we have used conservation of momentum p′ = p + q, have absorbed a factor of the
projection operator (n¯ · σ¯/2)(n · σ/2) into the definition of M, and have applied the sigma
matrix identity σ¯µσν = −σ¯νσµ + 2gµν . This expression matches the amplitude computed in
Eq. (2.8) and Eq. (3.22) as expected.
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C Notation and Identities
We work in Minkowski space with metric signature gµν = diag (+1,−1,−1,−1). Through-
out this paper we follow spinor conventions of [65] and [76]. For a useful review of the
conventions relevant for SUSY see pages 449-453 of [76]. We work in the Weyl Basis where
the γ-matrices take the following form;
γµ =
[
0 σµ
σ¯µ 0
]
. (C.1)
Here σµ = (1, σi), σ¯µ = (1,−σi), and the Pauli matrices are:
σ0 =
[
1 0
0 1
]
, σ1 =
[
0 1
1 0
]
, σ2 =
[
0 −i
i 0
]
, σ3 =
[
1 0
0 −1
]
. (C.2)
The upper/lower spinor index convention is
(σµ)αα˙ , and (σ¯
µ)α˙α .
Spinor indices are raised and lowered using the anti-symmetric -matrix:
αβ = −αβ =
[
0 −1
1 0
]
, (C.3)
and we contract pairs of spinors and anti-spinors follows the usual way:
ξαψα , and ξ
†
α˙ψ
†α˙ .
Sigma Matrix Identities
Throughout this work we make use of various sigma-matrix identities. Those that were used
most often are
σ¯µα˙α = αβα˙β˙σ
µββ˙ , (C.4)
σµσ¯ν + σν σ¯µ = 2gµν , (C.5)
σ¯µσν + σ¯νσµ = 2gµν (C.6)
σ¯µσν σ¯ρ = gµν σ¯ρ − gµρσ¯ν + gνρσ¯µ − iµνρκσ¯κ , (C.7)
σ¯ρσλσ¯δσµσ¯ν = gρλ(gδµσ¯ν − gδν σ¯µ + gµν σ¯δ − iδµνωσ¯ω) (C.8)
− gρδ(gλµσ¯ν − gλν σ¯µ + gµν σ¯λ − iλµνωσ¯ω)
+ gλδ(gρµσ¯ν − gρν σ¯µ + gµν σ¯ρ − iρµνωσ¯ω)
– 61 –
− iρλδξgξκ(gκµσ¯ν − gκν σ¯µ + gµν σ¯κ − iκµνωσ¯ω) .
For additional identities see [65] and [76].
Shorthand Conventions for Collinear Fields
To keep the notation from being too cumbersome, we frequently drop the subscript “n”
on the collinear fields. The potentially most confusing case is the fermion. We always take
“u” to represent a full theory field; we only drop the collinear subscript when dealing with
components:
un,2 ≡ u2 , and u∗n,2˙ ≡ u∗2 .
Note we also drop the “dot” on the subscript of the conjugate field.
Notation and Conventions in LCG
It is useful to keep in mind the spinor structure of objects in LCG. For instance,
σµ∂µ =
[
n · ∂ √2∂∗√
2∂ n¯ · ∂
]
αα˙
, σ¯µ∂µ =
[
n¯ · ∂ −√2∂∗
−√2∂ n · ∂
]α˙α
. (C.9)
Note the slight abuse of notation;
√
2∂ = ∂1 − i∂2 and
√
2∂∗ = ∂1 + i∂2 refer to transverse
degrees of freedom, while the derivative contracted with a four vector, e.g. n · ∂ = nµ∂µ,
is relevant for the full Lorentz four vector. Similar expressions hold for other contractions
such as σµAµ. These expressions are independent of the choice of n
µ, and n¯µ direction.
Note that throughout we include the Lorentz contraction in the definitions of ∂2⊥, as
this is convenient when working with LCG scalars;
∂2⊥ ≡ ∂µ⊥∂⊥µ = −∂21 − ∂22 = −2∂∂∗ , (C.10)
where we have converted to LCG derivatives. This is in contrast to some places in the
literature which relate ∂2⊥ to the explicit component expression with the opposite sign. In
terms of this notation
2 = ∂µ∂µ = n¯ · ∂n · ∂ + ∂2⊥ = n¯ · ∂n · ∂ − 2∂∂∗ . (C.11)
Superspace Derivative Identities
For manipulations involving superspace derivatives
Dα =
∂
∂θα
− i(σ · ∂)αα˙θ¯α˙ and D¯α˙ = ∂
∂θ¯α˙
+ iθα(σ · ∂)αα˙ , (C.12)
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we make use of the following identities:
2↔ − 1
16
D¯D¯DD , (C.13)
DαD¯D¯DαV = D¯α˙DDD¯
α˙V , (C.14)
DDD¯α˙DD = 0 = D¯D¯DαD¯D¯ , (C.15)
DαDβDγ = 0 = D¯α˙D¯β˙D¯γ˙ , (C.16)
[DD, D¯α˙] = −4iDα(σµ)αα˙∂µ , (C.17)
[D¯D¯,Dα] = 4i(σ
µ)αα˙∂µD¯
α˙ , (C.18)
DαD¯D¯Dα = D¯α˙DDD¯
α˙ = DDD¯D¯ + 4iDα(σ · ∂)αα˙D¯α˙
= 162+ 4iDα(σ · ∂)αα˙D¯α˙ . (C.19)
We use the shorthand DD = DαDα and D¯D¯ = D¯α˙D¯
α˙ to imply spinor indices have been
contracted. Since we often only work with the supercharges remaining in the EFT (or
equivalently the superspace coordinates remaining in collinear superspace), it is often useful
to explicitly write out the spinor indices of the above identities (as usual D2 = −D1 and
D1 = D2), e.g. Eq. (C.13);
[DD, D¯1˙] = −4i(n · ∂D1 +
√
2∂∗D2) = −4i(n · ∂D2 −
√
2∂∗D1) , (C.20)
[DD, D¯2˙] = −4i(n¯ · ∂D2 +
√
2∂D1) = −4i(−n¯ · ∂D1 +
√
2∂D2) ,
which we made use of for the derivation of collinear superspace, e.g.
D¯D¯D1D¯1˙DD ∝ D¯D¯D1
[
(n¯ · ∂)D1 − aD2
] (
D2D¯1˙Vn
)
∝ D¯D¯DD(n¯ · ∂) (D2D¯1˙Vn) ∝ (n¯ · ∂)2 . (C.21)
Yukawa Theory
The Yukawa theory Lagrangian for a four component fermion is:
LY = iψ¯Dγµ∂µψD − yφψ¯DψD + h.c. . (C.22)
In terms of left and right handed Weyl spinors, the Dirac spinor is decomposed in the usual
way
ψD =
(
u
v
)
. (C.23)
The Lagrangian becomes LY = iv†(σ · ∂)v + iu†(σ¯ · ∂)u− yφ(v†u+ u†v) + h.c.
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The collinear and anti-collinear fields are separated out using projection operators for
left and right handed Weyl spinors:
u = (Pn,L + Pn¯,L)u = un + un¯ , v = (Pn,R + Pn¯,R) v = vn + vn¯ , (C.24)
where
Pn,L =
n·σ
2
n¯·σ¯
2
; Pn,R =
n·σ¯
2
n¯·σ
2
;
Pn¯,L =
n¯·σ
2
n·σ¯
2
; Pn¯,R =
n¯·σ¯
2
n·σ
2
,
(C.25)
and
(n · σ¯)un = 0 ; (n · σ)vn = 0 ;
(n¯ · σ¯)un¯ = 0 ; (n¯ · σ)vn¯ = 0 .
(C.26)
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