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1. Introduction
In the classical Merton’s portfolio optimization problem [6], an investor dynamically allocates wealth between the two
assets, a risky asset and a risk-free asset, and chooses a consumption rate in order to maximize total expected discounted
utility of consumption. For hyperbolic average risk aversion (HARA) utility function, the Merton problem has a simple explicit
solution. See Fleming and Soner [4]. In the Merton model, both the interest rate of the risk free asset and the volatility of
the risky asset are constants and the risky asset price ﬂuctuates randomly according to a logarithmic Brownian motion.
However, interest rate is not always ﬁxed in our real life. For example, the global ﬁnancial crisis ignited by the collapse of
a housing bubble which peaked in 2006 in the US has made the world’s central banks cut interest rates considerably. There
are some papers on optimal portfolio selection under stochastic interest rate. For example, see Fleming and Pang [3], Pang
[8, with log utility function]. Moreover, the volatility of the risky asset price ﬂuctuates in real life. For example, Fleming
and Hernandez-Hernandez [2] considered a consumption model with stochastic volatility and constant interest rate. Fouque,
Papanicolaou and Sircar [5] also looked at a portfolio optimization problem with stochastic volatility and constant interest
rate. In this paper, we consider stochastic volatility as well as stochastic interest and develop an optimal portfolio selection
model based upon this more realistic mixed structure.
Our problem is formulated in Section 2. Stochastic volatility enters through the coeﬃcient σ(Yt) of the dynamics (2.2)
of the risky asset price Pt in terms of the Ito process Yt . The interest rate rt follows an SDE given by (2.6). The risky asset
price is correlated with both volatility and interest rate. Thus state variables in our optimization problem are Yt , rt and
Xt which is the total wealth at time t satisfying the SDE (2.13)–(2.14). The controls are ut , which is the fraction of wealth
invested in the risky asset, and ct = Ct/Xt , where Ct denotes the consumption rate.
In Section 3, by using the dynamic programming principle, we obtain the Hamilton–Jacobi–Bellman (in brief, HJB) equa-
tions (3.1) and (3.8) when γ = 0 and γ = 0, respectively, in terms of the relevant inﬁnitesimal generators. When γ = 0,
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E.-J. Noh, J.-H. Kim / J. Math. Anal. Appl. 375 (2011) 510–522 511with the transformation V (x, y, r) = xγγ W (y, r), we get a nonlinear PDE given by (3.7) for W . It becomes the PDE (4.4)
after a small parameter for the fast mean reversion of the volatility is introduced in Section 4. We do asymptotic analysis of
the solution of (4.4). To guarantee the existence of a solution of the nonlinear ODE (4.15) for the leading order term of W ,
in Section 5, we utilize the method of subsolution and supersolution developed by Fleming and Pang [3]. For γ = 0 (the
log utility function), we obtain the PDE (4.22) under the fast mean reversion volatility. In this case, the leading order W0
satisﬁes the linear ODE (4.26).
In reality, it is hard to observe the volatility process Yt . Moreover, the ﬁrst two leading terms W0 and W1 of the
value function W (y, r) turn out to be independent of y. We, therefore, present a suboptimal but more practical solution
in Section 6. For γ = 0 case, it can be observed that the term related to stochastic interest rate is added to the optimal
leading order control u∗0 as shown in (6.3). When γ is zero, however, the optimal leading order control u∗0 is not affected
by stochastic interest rate as shown in (6.12).
In Fig. 1, one can observe the difference between constant interest rate (ρpr = 0) and stochastic interest rate. The ﬁgure is
plotted with the Vasicek model for the interest rate rt which is given by the SDE drt = c1(r∗ − r)dt + σˆ dBˆt . The bigger |ρpr |
is, the more dynamic an asset allocation should be. For example, variation of values of u∗0 is much bigger with ρpr = −0.6
than with ρpr = −0.3. Here, note that negative u∗0 value means short-selling and investment in the risk free asset. The line
with ρpr = 0 describes the Merton case. One can see also what is shown in Table 1.
2. Problem formulation
In this section we formulate a portfolio optimization problem for the Black–Scholes market with both stochastic volatility
and stochastic interest rate.
We consider a market structure that consists of a risk-free asset (the bank account) denoted by βt at time t and a risky
asset (stock) denoted by Pt at time t . The risk free asset price βt satisﬁes the ODE
dβt = rtβt dt, (2.1)
and the dynamics of the risky asset price Pt is given by the SDEs
dPt = μPt dt + σ(Yt)Pt dWt, (2.2)
dYt = α(m − Yt)dt + β dZˆt, (2.3)
Zˆt := ρpyWt +
√
1− ρ2py Zt, (2.4)
where Wt and Zt are independent standard one-dimensional Brownian motions, ρpy ∈ [−1,1] is the correlation coeﬃcient
of the processes Pt and Yt , and μ, α, m and β are constants while σ is a positive function.
We note that if one chooses σ(y) = σ (a constant), the model reduces to the classical Black–Scholes model with the
constant volatility. If α (the rate of mean reversion) goes to inﬁnity, then Yt must go to the constant m (the long-run mean
level of Yt ) in a sense in order for the SDE (2.3) to be well deﬁned so that σ(Yt) becomes the constant σ(m). In fact, the
SDE (2.3) has a solution (Ornstein–Uhlenbeck process) as a Gaussian process explicitly given by
Yt =m + (Y0 −m)e−αt + β
t∫
0
e−α(t−s)
(
ρpy dWs +
√
1− ρ2py dZs
)
(2.5)
so that Yt has the mean m + (Y0 − m)e−rt and the variance β22α (1 − e−2αt). Its long-run distribution is N (m, ν2), where
ν2 := β22α .
For the interest rate rt , we assume that it satisﬁes the SDE
drt = f (rt)dt + σˆ dBˆt, (2.6)
r0 = r, (2.7)
Bˆt := ρprWt +
√
1− ρ2pr Bt, (2.8)
where Wt and Bt are independent standard one-dimensional Brownian motions, ρpr ∈ [−1,1] is the correlation coeﬃcient
of Pt and rt , and σˆ (volatility of interest rate) is a constant. We only assume that f (r) satisﬁes the following conditions:
f (r) ∈ C2(R), (2.9)∣∣ f ′′(r)∣∣ K (1+ |r|α), (2.10)
c1 − f ′(r) c2, (2.11)
where K > 0, α > 0, c1 and c2 are some constants.
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We also introduce the consumption rate denoted by Ct . Then the dynamics of Xt is given by
dXt = ut Xt dPt
Pt
+ (1− ut)Xt dβt
βt
− Ct dt. (2.12)
If, for convenience, we take ct = Ct/Xt as a control instead of Ct , then Xt satisﬁes the SDE
dXt
Xt
= [rt + (μ − rt)ut − ct]dt + utσ(Yt)dWt, (2.13)
X0 = x, (2.14)
where the stochastic interest rate rt is given by the solution of the SDE (2.6)–(2.7) and Yt satisﬁes the SDE (2.3).
In this paper, we consider a HARA utility function U (·) deﬁned by
U (C) =
{ 1
γ C
γ , −∞ < γ < 1, γ = 0,
logC, γ = 0. (2.15)
The goal is to maximize the objective function
J (x, y, r; c,u) = E
[ ∞∫
0
e−ρtU (ct Xt)dt
∣∣∣ X0 = x, Y0 = y, r0 = r
]
, (2.16)
where (ut , ct) belongs to some admissible controls and ρ is a discount factor. Then our value function is given by
V (x, y, r) = sup
u,c
E
[ ∞∫
0
e−ρtU (ct Xt)dt
∣∣∣ X0 = x, Y0 = y, r0 = r
]
. (2.17)
We require the following conditions for ut and ct . First, we assume that the control (ut , ct) is an R2-valued process and
Ft-progressively measurable, where Ft is a σ -algebra generated by the joint process (Wt , Zt , Bt). In addition, we assume
that ct is non-negative and ut can be any real number such that
T∫
0
u2t dt < ∞ a.s. ∀T > 0. (2.18)
Given these assumptions, one can use Ito’s formula to verify that
Xt = xexp
( t∫
0
[
rs + (μ − rs)us − cs − 1
2
σ 2(Ys)u
2
s
]
ds +
t∫
0
σ(Ys)us dWs
)
(2.19)
is a solution of (2.13)–(2.14).
3. Hamilton–Jacobi–Bellman equation
In this section, we use the dynamic programming principle [4] to obtain the Hamilton–Jacobi–Bellman equation and its
simpliﬁed version for each case of γ = 0 and γ = 0.
3.1. γ = 0 case
Using the dynamic programming principle, one can get the HJB equation corresponding to (2.17) as follows:
ρV (x, y, r) = sup
u,c
[
LV (x, y, r) + 1
γ
(cx)γ
]
, (3.1)
where L is the inﬁnitesimal generator of the joint process (Xt, Yt , rt). The generator L can be obtained by applying Ito’s
formula (see Øksendal [7] for example) to f (Xt , Yt , rt) for arbitrary function f and it is given by
L = [r + (μ − r)u − c]x ∂
∂x
+ 1
2
σ 2(y)x2u2
∂2
∂x2
+ βρpyσ(y)xu ∂
2
∂x∂ y
+ σˆ ρprσ(y)xu ∂
2
∂x∂r
+ αLy + Lr,
Ly := ν2 ∂
2
∂ y2
+ (m − y) ∂
∂ y
,
Lr := 1 σˆ 2 ∂
2
2
+ f (r) ∂ , (3.2)2 ∂r ∂r
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The value function V has the following useful property.
Lemma 3.1. V (x, y, r) is homogeneous in x with an order of γ .
Proof. Refer to Fleming and Pang [3]. 
In view of Lemma 3.1, we look for the solution of the form
V (x, y, r) = x
γ
γ
W (y, r). (3.3)
Then the HJB equation for W (y, r) can be written as
xγ
γ
ρW = sup
u
[
(μ − r)uxγ W + γ − 1
2
σ 2(y)u2xγ W + βρpyσ(y)uxγ Wy + σˆ ρprσ(y)uxγ Wr
]
+ sup
c
[
−cxγ W + 1
γ
cγ xγ
]
+ rxγ W + α x
γ
γ
LyW + x
γ
γ
LrW ,
or as a simpliﬁed form
ρW = γ sup
u
[
(μ − r)uW + γ − 1
2
σ 2(y)u2W + βρpyσ(y)uW y + σˆ ρprσ(y)uWr
]
+ sup
c
[−γ cW + cγ ]+ γ rW + αLyW + LrW . (3.4)
So, if we deﬁne u∗ and c∗ by
u∗(y, r) := (μ − r)W + βρpyσ(y)Wy + σˆ ρprσ(y)Wr
(1− γ )σ 2(y)W , (3.5)
c∗(y, r) := W 1γ−1 , (3.6)
where W (y, r) is assumed to be positive, then we have
u∗(y, r) ∈ argmax
u
[
(μ − r)uW + γ − 1
2
σ 2(y)u2W + βρpyσ(y)uW y + σˆ ρprσ(y)uWr
]
,
c∗(y, r) ∈ argmax
c
[−γ cW + cγ ].
Now, by plugging (3.5) and (3.6) into (3.4) one can rewrite Eq. (3.4) as a nonlinear PDE in the form
ρW = γ
[
r + (μ − r)
2
2(1− γ )σ 2(y)
]
W + γ βρpy(μ − r)
(1− γ )σ (y) Wy +
γ σˆρpr(μ − r)
(1− γ )σ (y) Wr
+ γ β
2ρpy
2
2(1− γ )W Wy
2 + γ σˆ
2ρpr
2
2(1− γ )W Wr
2 + γ βσˆρpyρpr
(1− γ )W WyWr
+ (1− γ )W γγ−1 + αLyW + LrW , (3.7)
where the operators Ly and Lr are given by (3.2).
3.2. γ = 0 case
As in the previous subsection, by the dynamic programming principle, one can get the following HJB equation:
ρV (x, y, r) = sup
u,c
[LV (x, y, r) + log(cx)], (3.8)
with L given by (3.2). If we look for the solution of the form V (x, y, r) = A log x+ W (y, r), then we obtain A = 1ρ and so
V (x, y, r) = 1
ρ
log x+ W (y, r). (3.9)
Then from (3.8) the HJB equation for W (y, r) is obtained as
log x+ ρW = sup
[(
r + (μ − r)u − c) 1
ρ
− 1
2ρ
σ 2(y)u2 + αLyW + LrW + log(cx)
]
,u,c
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ρW = 1
ρ
sup
u
[
(μ − r)u − 1
2
σ 2(y)u2
]
+ sup
c
[
log c − c
ρ
]
+ r
ρ
+ αLyW + LrW (3.10)
so that the potential optimal control policy is given by
u∗(y, r) = μ − r
σ 2(y)
, (3.11)
c∗(y, r) = ρ. (3.12)
By substituting u and c of (3.10) by (3.11) and (3.12), respectively, one can rewrite (3.10) as the PDE
αLyW + LrW − ρW + Q¯ (y, r) = 0,
Q¯ (y, r) := 1
ρ
(
(μ − r)2
2σ 2(y)
+ r
)
+ logρ − 1. (3.13)
4. Asymptotic optimal control
In this section we consider a perturbation of a constant volatility Merton problem under the market assumption that the
risky asset price has fast mean-reverting volatility and obtain an asymptotic result on the value function for each case of
γ = 0 and γ = 0.
Since the solution Yt of the SDE (2.3) is an ergodic Markov process, it is characterized by an inﬁnitesimal generator A
deﬁned by A = αLy with Ly deﬁned in (3.2). The density function Φ of the invariant distribution of the process Yt , which
satisﬁes∫
R
Φ(y)Ag(y)dy = 0, ∀g ∈ C2(R),
is given by
Φ(y) = 1√
2πν2
e
− (y−m)2
2ν2 , (4.1)
where ν2 := β22α . Note that (4.1) is exactly the same as the density of the long-run distribution of the Ornstein–Uhlenbeck
process (2.5).
Noting that the autocorrelation of Yt is given by E[(Yt − m)(Ys − m)] = ν2e−α(t−s) , we assume that α is large (fast
mean reversion or small correlation time) while keeping ν ﬁxed (constant magnitude of the ﬂuctuation) so that we have
O (β) = O (√α). From now on, therefore, we write
α = 1
ε
, (4.2)
β = ν
√
2√
ε
(4.3)
and suppose that the parameter ε is small.
4.1. γ = 0 case
In terms of the small parameter ε, the PDE (3.7) for W (y, r) becomes
1
ε
[
LyW + γ ν
2ρpy
2
(1− γ )W Wy
2
]
+ 1√
ε
[√
2νγρpy(μ − r)
(1− γ )σ (y) Wy +
√
2νγ σˆρpyρpr
(1− γ )W WyWr
]
+ γ
[
r + (μ − r)
2
2(1− γ )σ 2(y)
]
W + (1− γ )W γγ−1
+ LrW + γ σˆρpr(μ − r)
(1− γ )σ (y) Wr +
γ σˆ 2ρpr
2
2(1− γ )W Wr
2 − ρW = 0. (4.4)
Based upon the asymptotic PDE (4.4) with an asymptotic expansion of the solution of it, we are going to analyze the
optimal control problem.
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Theorem 4.1. Assume that W (y, r) does not grow so much as
∫ y
0 e
z2 dz in y. Then, for the asymptotic expansion
W = W0 +
√
εW1 + εW2 + · · · (4.5)
of the solution W (y, r) of the PDE (4.4), W0 and W1 do not depend on the variable y.
Proof. Plugging (4.5) into (4.4) and comparing powers of ε, the term in 1/ε gives
LyW0 + γ ν
2ρpy
2
(1− γ )W0
(
∂W0
∂ y
)2
= 0.
This is a type of differential equation in the y variable that reduces to
(m − y) + ν2 W0,yy
W0,y
+ γ ν
2ρpy
2
(1− γ )
W0,y
W0
= 0,
where the ﬁrst and second partial derivatives with respect to y are denoted by W0,y and W0,yy , respectively. Integrating
this expression yields
W0
k dW0 = c(r)e
(m−y)2
2ν2 dy,
k := ρ2py
γ
1− γ ,
for some function c(r), where k is positive. By integrating it again, one can obtain
W0
1+k = c1(r)
y∫
0
e
(m−z)2
2ν2 dz + c2(r),
where c1 and c2 are some functions of interest rate. By assumption on the growth condition of W (y, r), c1(r) = 0 must
hold. One can say that the solutions W0 do not belong to any reasonable space where the HJB equation is well-posed
unless c1(r) = 0. Consequently, W0 = c2(r) and thus W0 does not depend on y. In other words, we must have
W0 = W0(r). (4.6)
Next, comparing the 1/
√
ε terms in the PDE (4.4) with the expansion (4.5) gives
LyW1 = 0
due to the fact that W0 does not depend on y. Since Ly involves only y-derivatives and is the generator of the OU pro-
cess Yt , its null space is spanned by any nontrivial constant function with respect to y. Otherwise, y-dependent solutions
exhibit the unreasonable growth ey
2/2ν2 at inﬁnity, which contradicts the assumption. This implies again that W1 is inde-
pendent of y as well;
W1 = W1(r). (4.7)
The above results (4.6) and (4.7) verify Theorem 4.1. 
The observation expressed by Theorem 4.1 is so important that it can lead to the fact that the leading order terms,
denoted by u∗0(y, r) and c∗0(y, r), of the control (3.5) and (3.6), respectively, which are expanded as
u∗(y, r) =
(μ − r)(W0 + √εW1+ · · ·) +
√
2ν√
ε
ρpyσ(y)
∂
∂ y (W0 +
√
εW1+ · · ·) + σˆ ρprσ(y) ∂∂r (W0 +
√
εW1+ · · ·)
(1− γ )σ 2(y)(W0 + √εW1+ · · ·) ,
(4.8)
c∗(y, r) = (W0 +
√
εW1+ · · ·)
1
γ−1 , (4.9)
are given by
u∗0(y, r) =
μ − r
(1− γ )σ 2(y) +
σˆ ρpr
∂W0
∂r
(1− γ )σ (y)W0 , (4.10)
c∗0(y, r) = W
1
γ−1
0 , (4.11)
respectively.
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Merton’s optimal strategy with constant volatility replaced by σ 2(y). It does not depend on the wealth, which may allow
mutual funds where the portfolio allocation is independent of the participant’s wealth. On the other hand, the second part
of u∗0 depends on ‘the derivative of lnW0’ (in brief, DLW0) with respect to the interest rate given by
d
dr
(lnW0) =
dW0
dr
W0
.
The correlation ρpr between the risky asset price and the stochastic interest rate is another important factor inﬂuencing the
fraction invested in the risky asset.
In order to obtain the leading order term W0 that is independent of y, we look at O (1) terms in the PDE (4.4) with the
expansion (4.5) and ﬁnd the PDE
LyW2 + γ
[
r + (μ − r)
2
2(1− γ )σ 2(y)
]
W0 + (1− γ )W0
γ
γ−1
+ LrW0 + γ σˆρpr(μ − r)
(1− γ )σ (y)
∂W0
∂r
+ γ σˆ
2ρpr
2
2(1− γ )W0
(
∂W0
∂r
)2
− ρW0 = 0, (4.12)
which is a Poisson equation for W2 with respect to Ly . For the Poisson equation (4.12) we have the following useful lemma:
Lemma 4.1. If solution to the Poisson equation
Lyχ(y) + ψ(y) = 0 (4.13)
exists, then the following solvability (centering) condition must satisfy
〈ψ〉 =
∫
R
ψ(y)Φ(y)dy = 0 (4.14)
with the Gaussian pdf Φ given by (4.1) so that solutions of (4.13) are given by the form
χ(y) =
t∫
0
E y
[
ψ(Ys)
]
ds + constant.
Here, we denote by 〈·〉 the expectation with respect to the invariant distribution of Yt .
Proof. Refer to Fouque et al. [5]. 
From Lemma 4.1 (the centering condition), the necessary condition for the PDE (4.12) to have a solution W2 is given by
the nonlinear ODE
1
2
σˆ 2
∂2W0
∂r2
+ G(r) ∂W0
∂r
+ γ σˆ
2ρ2pr
2(1− γ )W0
(
∂W0
∂r
)2
+ [γ Q (r) − ρ]W0 + (1− γ )W0 γγ−1 = 0, (4.15)
where
G(r) := γ σˆρpr(μ − r)
(1− γ )σ1 + f (r),
Q (r) := (μ − r)
2
2(1− γ )σ 22
+ r,
σ1 :=
〈
1
σ
〉−1
,
σ2 :=
〈
1
σ 2
〉−1/2
.
One can see that Q (r) is quadratic with respect to r and lower bounded; in fact
Q (r)μ − 1σ 22 (1− γ ).2
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correction term W2 in advance. From the PDE (4.12) applied by the centering condition (Lemma 4.1), we have
LyW2 = LyW2 − 〈LyW2〉
= −γ (μ − r)
2
2(1− γ )
(
1
σ 2(y)
−
〈
1
σ 2
〉)
W0 − γ σˆρpr(μ − r)
1− γ
(
1
σ(y)
−
〈
1
σ
〉)
∂W0
∂r
.
Then W2, as the solution of the Poisson equation (4.12), is given by
W2 = −γ (μ − r)
2
2(1− γ )
(
φ1(y) + k1
)
W0 − γ σˆρpr(μ − r)
1− γ
(
φ2(y) + k2
)∂W0
∂r
, (4.16)
where φ1 and φ2 are the solutions of the Poisson equations
Lyφ1 = 1
σ 2(y)
−
〈
1
σ 2
〉
, (4.17)
Lyφ2 = 1
σ(y)
−
〈
1
σ
〉
, (4.18)
respectively, and k1 and k2 are constants in y. Note from (4.16) that
∂W2
∂ y
= −γ (μ − r)
2
2(1− γ ) φ
′
1(y)W0 −
γ σˆρpr(μ − r)
1− γ φ
′
2(y)
∂W0
∂r
. (4.19)
Also, note that Taylor expansion with respect to
√
ε yields
W
γ
γ−1 = (W0 +
√
εW1 + εW2 + · · ·)
γ
γ−1
= W
γ
γ−1
0
(
1+ √ε γ
γ − 1
W1
W0
+ · · ·
)
.
Now, we compute the ﬁrst correction W1 by collecting the
√
ε-terms in the PDE (4.4) with the expansion (4.5). The
resultant PDE is
LyW3 +
√
2νγρpy(μ − r)
(1− γ )σ (y)
∂W2
∂ y
+ γ
[
r + (μ − r)
2
2(1− γ )σ 2(y)
]
W1 − γ W0
1
γ−1 W1
+ LrW1 + γ σˆρpr(μ − r)
(1− γ )σ (y)
∂W1
∂r
− ρW1 = 0, (4.20)
which is a Poisson equation with respect to W3. So, by applying the centering condition to (4.20) and using (4.19), we
obtain the second order linear ODE for W1 as follows:
∂2W1
∂r2
+ E(r) ∂W1
∂r
+ J (r)W1 + H(r) = 0,
E(r) := 2G(r)
σˆ 2
,
J (r) := 2
σˆ 2
[
γ Q (r) − γ W
1
γ−1
0 − ρ
]
,
H(r) := −2
√
2νγ 2(μ − r)2ρpy
σˆ 2(1− γ )2
[
μ − r
2
〈
φ′1
σ
〉
W0 + σˆ ρpr
〈
φ′2
σ
〉
∂W0
∂r
]
. (4.21)
4.2. γ = 0 case
In terms of the small parameter ε, the PDE (3.13) becomes
1
ε
LyW + LrW − ρW + Q¯ (y, r) = 0. (4.22)
Expanding the solution of the PDE (4.22) as W = W0 + √εW1 + εW2 + · · · and collecting powers of ε, the term in 1/ε
gives LyW0 = 0. It implies that W0 = W0(r) is independent of y. By comparing the 1/√ε-terms, we also get LyW1 = 0
which indicates that W1 = W1(r) is independent of y as well. So, we also have Theorem 4.1 in the case of γ = 0.
To get the leading order term W0(r), we look at the order 1 terms in (4.22) after inserting the expansion W = W0 +√
εW1 + εW2 + · · · into it. Then we have the PDE
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which is a Poisson equation for W2 with respect to Ly . By applying the centering condition to (4.23), we obtain a linear
ODE for W0(r) of the form
1
2
σˆ 2
∂2W0
∂r2
+ f (r) ∂W0
∂r
− ρW0 + 1
ρ
(
(μ − r)2
2σ 22
+ r
)
+ logρ − 1 = 0, (4.24)
where σ2 = 〈 1σ 2 〉−
1
2 as before.
Next, to obtain the ﬁrst correction W1(r), we collect the
√
ε-terms in (4.22) to get
LyW3 + LrW1 − ρW1 + Q¯ (y, r) = 0. (4.25)
Again, applying the centering condition to (4.25), we have a linear ODE for W1(r) of the form
1
2
σˆ 2
∂2W1
∂r2
+ f (r) ∂W1
∂r
− ρW1 + 1
ρ
(
(μ − r)2
2σ 22
+ r
)
+ logρ − 1 = 0. (4.26)
If one sees the pattern, one can get equations with the same structure for W2, W3, and so on. Recall that W0 and W1
are independent of y. Let us check whether the other terms are also independent of y. From the PDE (4.23) and (4.25), for
k 2 we can write
LyWk = LyWk − 〈LyWk〉 = − (μ − r)
2
2ρ
(
1
σ 2(y)
−
〈
1
σ 2
〉)
.
Then Wk is given by
Wk(y, r) = − (μ − r)
2
2ρ
(
φ1(y) + k1
)
(4.27)
for some constant k1, where φ1 is deﬁned by (4.17). It shows that Wk (k 2) is a function of both y and r.
5. Subsolution and supersolution
In this section, the existence of a solution of the nonlinear ODE (4.15) is veriﬁed by the same argument as in Fleming
and Pang [3]. We basically rewrite their result in our context.
First, noting the third term’s dependence on W0 of (4.15), we deﬁne
Z(r) := lnW0(r). (5.1)
Then (4.15) becomes a nonlinear ODE for Z(r) in the form
1
2
σˆ 2 Zrr + 1
2
σˆ 2
(
1+ γ ρpr
2
1− γ
)
Zr
2 + G(r)Zr + γ Q (r) − ρ + (1− γ )e
Z
γ−1 = 0, (5.2)
which is thought of a reduced form of the HJB equation (4.4).
For the existence of the nonlinear equation like (5.2), the method of subsolution and supersolution developed by Fleming
and Pang [3] is useful. Refer to Bailey et al. [1], Pao [9] or Walter [10] for general reference for this idea.
Considering a second order differential equation
Zrr = F (r, Z , Zr), (5.3)
a function Z is said to be a subsolution of (5.3) on R if
F (r, Z , Zr) Zrr (5.4)
and a function Z¯ is said to be a supersolution of (5.3) on R if
F (r, Z¯ , Z¯r) Z¯rr . (5.5)
Then the subsolution–supersolution method for the existence of solution to (5.3) is based on the following theorem.
Theorem 5.1. Suppose that the following two conditions are satisﬁed.
(i) There exist a subsolution Z(r) and a supersolution Z¯(r) of (5.3) on R, respectively, and it satisﬁes
Z(r) Z¯(r), ∀r.
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where C1 > 0 and C2  0 are some constants and M is given by M = max{sup |Z(r)|, sup | Z¯(r)|}.
Then (5.3) has a solution Z(r) such that
Z(r) Z(r) Z¯(r). (5.7)
Proof. Refer to Fleming and Pang [3]. 
For the existence proof for our problem (5.2), we write Eq. (5.2) in the form
1
2
σˆ 2 Zrr = H(r, Z , Zr),
H(r, Z , Zr) := −1
2
σˆ 2
(
1+ γ ρpr
2
1− γ
)
Zr
2 − G(r)Zr − γ Q (r) + ρ − (1− γ )e
Z
γ−1 . (5.8)
Then, since H(r, Z , Zr) satisﬁes the condition (ii) of Theorem 5.1, it remains to verify the condition (i) (existence of subso-
lution and supersolution) in order to prove the existence of solution to (5.8). Fleming and Pang [3] showed that this can be
proved under certain circumstance. So, we state their results in our context but do not repeat the proof here. Only major
difference is that σ1 in their paper is replaced by 〈 1σ 〉−1 (with respect to the invariant distribution of Yt ) and σ 21 by 〈 1σ 2 〉−1.
The existence results on (5.8) are summarized by the following Theorems 5.2 and 5.3 corresponding to γ > 0 and γ < 0,
respectively.
Theorem 5.2. Suppose that γ > 0 and the following four conditions hold.
(i) ρ > γμ − 12σ 22 γ (1− γ ).
(ii) 0 < γ < min{1, γ1},
γ1 := σ
2
2 c
2
1
σ 22 c
2
1 + σˆ 2 − 2c1ρprσ1σˆ
,
where c1 and c2 are lower and upper bounds of − f ′(r), respectively, given in (2.11).
(iii) For any real number a1 between the two positive real roots of μ1a2 + μ2a + μ3 = 0, there exists a2 > ln K , where μ1 , μ2 , μ3
and a positive constant K are deﬁned, respectively, by
μ1 = −2σˆ 2
[
1+ γρ
2
pr
1− γ
]
,
μ2 = 2c1 + 2γρpr σˆ
σ1(1− γ ) ,
μ3 = − γ
2σ 22 (1− γ )
,
K
1
γ−1 = 1
1− γ
[
ρ − μγ + 1
2
σ 22 γ (1− γ )
]
.
(iv) ρ > −C1(a1), where C1(a1) is given by
C1(a1) = 4λ1(a1)λ3(a1) − λ
2
2(a1)
4λ1(a1)
,
λ1(a1) := μ1a21 + μ2a1 + μ3,
λ2(a1) := −
[
2 f (0) + 2γρpr σˆ
σ1(1− γ )
]
a1 + μγ
σ 22 (1− γ )
− γ ,
λ3(a1) := −a1σˆ 2 − μ
2γ
2σ 22 (1− γ )
.
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ln K  Z˜(r) Z¯(r) := a1r2 + a2, (5.9)
where any constant Z  ln K is a subsolution of (5.8) and Z¯ is a supersolution of (5.8).
Proof. Refer to Fleming and Pang [3]. 
We state the existence theorem for (5.8) in the case of γ < 0 as follows. The techniques required for the proof are very
similar to those in the proof of the above Theorem 5.2.
Theorem 5.3. Suppose that γ < 0 and the inequality
ρ μγ + (1− γ )
[
2c2 +
∣∣ f (b2)∣∣− 1
2
σ 22 γ
]
− 2γ σˆ
2[ 32 − γ + γρ2pr] − 2ρprσ1σ 22 σˆ γ 2(1− γ ) + γ | f (b2)|
2σ 22 (1− γ )[2c2 + | f (b2)|]
,
b1 := −γ
2σ 22 (1− γ )2
,
b2 := μ − σ 22 (1− γ )
holds. Then (5.8) has a solution Z˜(r) such that
Z(r) Z˜(r) Z¯(r), (5.10)
where Z(r) and Zˆ(r) are the subsolution and supersolution of (5.8), respectively, given by
Z(r) = ln[(a1(r − a2)2 + a3)γ−1], (5.11)
Z¯(r) = ln[(b1(r − b2)2 + b3)γ−1], (5.12)
a1 := −2γ
3σ 22 (1− γ )2
,
a2 := μ − σ 22 (1− γ ).
Here, a3 is appropriately chosen such that Z(r) is a subsolution of (5.8).
Proof. Refer to Fleming and Pang [3]. 
6. A practical solution
In practice, the volatility process denoted by Yt is not observable. We also have noted in Theorem 4.1 that the ﬁrst two
leading terms W0 and W1 of the value function W do not depend on y. Based upon this observation, we restrict ourselves
to strategies u that do not depend on the unobservable y and obtain the optimal controls in the asymptotic sense for each
case of γ = 0 and γ = 0, respectively.
Theorem 6.1. (γ = 0) Assume that strategies u are independent of the (unobservable) process Yt and let
u(r) = u0(r) +
√
εu1(r) + εu2(r) + · · · , (6.1)
c(r) = c0(r) +
√
εc1(r) + εc2(r) + · · · . (6.2)
Then the optimal leading order controls of (6.1)–(6.2) are given by
u∗0(r) =
μ − r
(1− γ )〈σ 2〉 +
σˆ ρpr〈σ 〉
(1− γ )〈σ 2〉
d(lnW0)
dr
, (6.3)
c∗0(r) = W
1
γ−1
0 , (6.4)
respectively.
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Optimal investment strategy on the risky asset.
DLW0 up DLW0 down
ρpr < 0 less more
ρpr = 0 Merton Merton
ρpr > 0 more less
Proof. Substituting the asymptotic expansions (6.1)–(6.2) together with the expansion (4.5) into the HJB equation (3.4), we
obtain the hierarchy
ε−1: LyW0 = 0, (6.5)
ε−1/2: LyW1 = 0, (6.6)
ε0: ρW0 = γ sup
u0
[
1
γ
LyW2 + γ − 1
2
σ 2(y)W0u
2
0
+
(
(μ − r)W0 + σ(y)
(
βρpy
∂W1
∂ y
+ σˆ ρpr ∂W0
∂r
))
u0 + rW0 + 1
γ
LrW0
]
+ sup
c0
[−γ c0W0 + cγ0 ], (6.7)
· · ·
From (6.5) and (6.6), W0 and W1 do not depend on y as shown before. Let
A
(
r,σ (y),u0
)= γ − 1
2
σ 2(y)W0u
2
0 +
(
(μ − r)W0 + σ(y)σˆ ρpr ∂W0
∂r
)
u0 + rW0 + 1
γ
LrW0. (6.8)
Then (6.7) is simpliﬁed as
ρW0 = γ sup
u0
[
1
γ
LyW2 + A
(
r,σ (y),u0
)]+ sup
c0
[−γ c0W0 + cγ0 ]. (6.9)
Since u0 is independent of the unobservable variable y from the hypothesis, W2 has to satisfy the following Poisson
equation (refer to Fouque et al. [5]):
1
γ
LyW2 +
(
A − 〈A〉)= 0. (6.10)
Therefore, we obtain
ρW0 = γ sup
u0
〈A〉 + sup
c0
[−γ c0W0 + cγ0 ], (6.11)
which leads to the optimal controls (6.3) and (6.4), respectively. 
One can notice that the optimal control (6.3), which do not depend on y, is thought of an average version (with respect
to the invariant distribution of Yt ) of (4.10). One ﬁnds some implications of the result (6.3). If γ < 1, γ = 0, and ρpr < 0,
(6.3) implies less (more) investment on the risky asset as the DLW0 goes up (down) as seen in Table 1. Fig. 1 shows the
detailed behavior of (6.3) depending upon the value of ρpr .
Theorem 6.2. (γ = 0) Assume that strategies u are independent of the (unobservable) process Yt and (6.1) and (6.2) hold. Then the
optimal leading order controls of (6.1)–(6.2) are given by
u∗0(r) =
μ − r
〈σ 2〉 , (6.12)
c∗0(r) = ρ, (6.13)
respectively.
Proof. The proof is similar to that of Theorem 6.1 and so we omit it here. 
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