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Abst ract - -Advances  in parallel supercomputing ow make possible molecular-based ngineering 
and science calculations that will soon revolutionize many technologies, uch as those involving poly- 
mers and those involving aqueous electrolytes. We have developed a suite of message-passing codes 
for classical molecular simulation of such complex systems and have completed a number of demon- 
stration calculations of problems of scientific and technological importance. We outline the techniques 
for classical molecular simulation of these industrially-important systems on the Intel Paragon and 
summarize some of the results. Nonequilibrium, multiple time step molecular dynamics lets us in- 
vestigate the rheology of molecular fluids. Chain molecule Monte Carlo simulations in the Gibbs 
ensemble permit calculation of phase equilibrium of long-chain molecular systems. Complementary 
equilibrium molecular dynamics yields fundamental insight into the technologically-important prob- 
lem of liquid-liquid phase separation in polymer blends. Parallel codes for quaternion dynamics 
using techniques for handling long-range Coulombic forces allow study of ion pairing in supercritical 
aqueous electrolyte solutions. 
Keywords - -Mo lecu lar  dynamics, Distributed memory supercomputer, Domain decomposition, 
Replicated ata. 
1. INTRODUCTION 
Figure 1 shows a cartoon of a trajectory through the phase space of 3N-dimensional position 
and 3N-dimensional momentum coordinates of the N particles (say, atoms) in a system, tracing 
the evolution with time of the positions and momenta under the influence of the total potential 
energy of the system. Classical molecular dynamics (MD) simulation solves Newton's equations of 
motion for such a system for a small portion of the trajectory. Application of the laws of statistical 
mechanics then allows calculation of the bulk properties of the substance from the positions and 
momenta of the particles. An alternative approach samples randomly from the points in the 
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Figure 1. Trajectory through phase space. 
configuration space of the system according to their probability distribution; this technique is 
called Monte Carlo (MC) simulation. The general techniques ofclassical molecular simulation on 
sequential computers are described by Allen and Tildesley [1]. Usually, to make the computation 
tractable, a number of approximations are employed: interactions among particles are treated 
pairwise, the range of such interactions i  truncated, and small systems (0(10 2 - 10 3) particles) 
are surrounded on all sides by periodic images of themselves toeliminate surface ffects. The great 
bulk of the computational work is in calculating the pairwise interactions. The use of neighbor 
lists and/or link cells can reduce this to an O(N) problem. Even with these simplifications, 
classical molecular simulations are challenging computations, and until the advent of massively 
parallel supercomputers such as the Intel Paragons, calculations on many industrially-important 
systems were beyond the horizon of practicality. 
Figure 2 shows two approaches to parallel molecular simulation calculations (for clarity of pre- 
sentation, a two-dimensional system is shown). In the domain decomposition approach, the area 
(volume in 3-D) containing the sample is divided into subareas (subvolumes). In a molecular sim- 
ulation performed using domain decomposition, the particles within each subdomain (and their 
positions and momenta) are assigned to a separate processor which calculates the interactions 
among particles within its subdomaln. Then, movement of particles between subdomains and 
interactions which extend into neighboring subdomains are communicated ach timestep. For ho- 
mogeneous systems (single phase in the absence of external fields), this domain decomposition is 
intrinsically load-balanced. Pinches et al. [2] presented a domain decomposition code for classical 
molecular dynamics of simple atomic systems that showed good scaling. As might be expected, 
domain decomposition approaches permit the simulation of very large systems, spreading the 
memory required for the positions and momenta of the many particles over the local memory of 
a number of processors. However, the computation of the pairwise interactions of the particles 
in the subdomaln of each processor is performed only at the speed of a desktop workstation; so, 
large but not long simulations are possible using domain decomposition. 
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Figure 2. The two approaches to parallel molecular simulation. 
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In the replicated ata approach to molecular simulation, identical representations of the entire 
system are replicated in the local memory of a number of processors. Then, the computational 
work of evaluating the pairwise interactions i  divided among the processors and the local results 
are summed. The interaction is evaluated within a double loop that compares uniquely every 
particle with every other particle within a subregion of the total simulation cell. The subregions 
are defined so that interactions beyond a subregion (which is spherical for neighbor lists and 
cubic for link cells) are negligible. The computational work is divided up among processors by 
assigning a portion of the range of the outer loop to each processor. These calculations can be 
done in parallel, and the simplicity of the division permits ome straightforward load balancing 
to take place. Improved load balancing divides the work for a set of P processors, as if we had 2P 
available nodes. One then assigns iterations from opposite nds of the outer loop, in effect, giving 
each processor a large and a small portion to work on. Clearly, this replicated ata approach 
allows small systems (so that all data fit in local memory) to be simulated for long times. The 
latency of global communication (in summing the local contributions to the total interaction) 
limits the ultimate scaling of the replicated ata approach. Current implementations on the 
Paragon limit the scaling of replicated ata codes to the range 10x to 100x. 
2. INDUSTRIALLY- IMPORTANT APPL ICAT IONS 
We describe some of the significant scientific and technological results from classical molecular 
simulations of industrially-important systems on the Intel Paragons. Additional computational 
techniques have been required to meet the demands of these specific applications; these more 
specialized techniques are described briefly with the appropriate application. 
2.1. Rheology of Alkanes 
The variation of the viscosity of lubricants with temperature and strain rate (rheology) is a 
technologically important problem for which existing scientific understanding cannot give needed 
quantitative predictions. To study rheology of lubricant molecules (alkanes) by molecular simu- 
lation, we have used the techniques of nonequilibrium olecular dynamics with both replicated 
data and domain decomposition codes. Figure 3 shows the two approaches (deforming-cell and 
sliding-brick) we have employed to handle the periodic boundary conditions when a velocity pro- 
file is imposed. The deforming-cell approach facilitates communications i  domain decomposition 
codes, and the sliding-brick approach is simplest in replicated ata codes. Chain molecules like 
the n-alkanes have internal degrees of freedom (bond vibration, bond-angle bending, and torsion 
about the dihedral angle) which occur on a faster timescale than the overall molecular motions. 
A Trotter factorization [3] of the Liouvillian of the motion permits the use of small time steps in 
the integration of the fast motion and larger time steps in the integration of the slower motion. 
The combination of all of these techniques has enabled calculation of the rheology of lubricants 
on the Intel Paragons. 
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Figure 3. Deforming-cell and sliding-brick BCs. 
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2.1.1. Domain decomposition algorithm 
Domain decomposition algorithms based on the link cell technique have been shown to take 
advantage of the virtually unlimited power of distributed memory parallel machines, especially 
for MD simulations of particles with short range interactions [2]. However, the efficiency of 
the parallel nonequilibrium olecular dynamics (NEMD) algorithms is restricted by the special 
periodic boundary conditions required for such cases. Simulations of planar Couette flow, for 
instance, apply Lees-Edwards periodic boundary conditions [4] in order to avoid surface effects. 
Because of the sliding nature of the image cells above and below the central simulation cell 
under these periodic boundary conditions, complex communication patterns are required for 
bookkeeping of image particles on the processors at the shear boundaries and overhead costs 
are high [5]. Recently, a deforming cell method was proposed by Hansen and Evans [6], where 
the simulation cell is allowed to deform with the shear flow such that the shearing boundaries 
always align with the image cells. Whenever the simulation cell deforms by 45 ° , it is reset to 
prevent it from deforming indefinitely in one direction. The deforming cell method allows the 
parallel NEMD simulations to use the same message passing as the parallel equilibrium molecular 
dynamics (EMD) case. 
In this study, we have used a modified eforming cell algorithm that allows us to perform NEMD 
simulations with almost negligible penalties due to the boundary conditions. The improvement 
is achieved by resetting the simulation cell at a 26.6 ° deforming angle thereby requiring a smaller 
link cell size. Performance tests on the Intel Paragon XP/S 150 showed that the overhead costs 
for the new method are less than 10% for the same Weeks-Chandler-Andersen (WCA) fluid 
system at equilibrium. The code showed very good scalability up to 500,000 particles on the 
Intel Paragon XP/S 35 and 150 using up to 343 processors [7]. The new algorithm allowed us 
to study the rheological properties of the WCA fluid, a simple fluid composed of spherically 
symmetric molecules, over a wide range of strain rates. Large scale simulations are necessary for 
such studies in order to obtain good statistical results, especially at low strain rates where the 
signal to noise ratios are unfavorable because of the weak shear fields. 
The equations of motion for an N-body atomic fluid under planar Couette flow can be described 
by the isokinetic SLLOD dynamics: 
~i = p--k/+ i'ryi, 
mi 
15i = Fi - i~pyi - api ,  
(Fi. Pi - 7P~iPyi) 
= ' 
(1) 
where r~, p~ are the position and peculiar momentum of particle i, Fi is the total force on it, m is 
the mass, and 7 is the strain rate. The Gaussian thermostat multiplier c~ is introduced to remove 
the viscous heat generated irreversibly by the shear. The equations of motion are integrated 
using the 4th-order Gear predictor corrector method. 
The results presented in this paper were obtained using the WCA fluid system whose inter- 
molecular potential is the Lennard-Jones (L J) potential, 
(2 )  
truncated at the minimum energy and shifted so that both potential and force go to zero at the 
cutoff. It can be considered to be a simple model for methane, the simplest alkane (results for 
the WCA fluid are shown in Figure 4 as C1). 
All the simulations were conducted at the LJ triple point (T* = kBT/e  = 0.722 and p* = pa 3 -- 
0.8442). A reduced time step [t* = t (e /ma2)  1/2] of 0.003 was used. 
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Figure 4. Dimensionless vi cosity (~/*) for alkanes as a function of the dimensionless 
strain rate ('7* = dy ~ /. 
2.1.2. Replicated data algorithm 
To obtain improved quantitative predictions of the properties of a molecular fluid, it becomes 
essential to use a realistic and flexible molecular model, at the expense of increased computa- 
tional requirements. Our approach uses a fully flexible united atom model previously used by 
Siepmann et al. [8,9], Mundy et al. [10], and Cui et al. [11], which includes stretching, bending, 
and torsion. In this model, the methyl and methylene groups are treated as spherical interac- 
tion sites with the interaction centers located at the center of the carbon atoms. Details of the 
model can be found in the literature [8,9]. For completeness, we briefly describe the model. The 
interaction between atoms on different molecules and atoms separated by more than three bonds 
in the same molecule is described by a LJ potential, The LJ size parameters are o'CHa = 3.93/~, 
~CH~ = 3.93/~., and O'CH • 3.81/~. The corresponding energy parameters e/ks  are 114 K °, 47K °, 
and 40 K°, respectively. The Lorenz-Berthelot combining rules [e~j = (eiej) 1/2, O.ij _~ (0. i ..~ O'j ) /2]  
are used for the cross interactions. A cutoff distance of 9.825/~ for the LJ interaction was used in 
this study. The bonded (intramolecular) interactions include a stretching term, a bending term, 
and a torsional term. The bond stretching and bond angle bending are described by harmonic 
potentials, while the torsional potential is that by Jorgensen et al. [12]. For the simulations 
of squalane, an ad hoc harmonic potential similar to the bending term is introduced to prevent 
umbrella inversion of the sp 3 bond configuration at tertiary carbon branch points. 
To aid in computational efficiency, we use a multiple timestep method based on a phase variable 
Liouvillean derived from the SLLOD equations of motion [13]. The work of Cui et al. [14] 
implements the algorithm on the Intel Paragon in order to enable the NEMD simulation of long- 
chains. The algorithm used for the NEMD simulations is an extension to sheared systems [11] 
of the application to alkanes of the multitimestep Nos~ dynamics algorithm developed in the 
Tuckermann-Berne r versible reference system propagator algorithm method [15]. Details can 
be found in [11]. We use two timestep sizes, with all intramolecular interactions being treated 
as fast motions and the intermolecular interactions as slow motions. The simulations of Couette 
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flow are performed for a range of strain rates with 100 molecules in each case using a replicated 
data version of our code. The number of interaction sites ranges from 1000-3000. A timestep 
of 2.35 fs is used for the slow mode of motion. For decane, hexadecane, and tetracosane, a time 
step of 0.235 fs is used for the fast mode of motion, while the corresponding value for squalane 
is 0.5875 fs. The strain rate dependent properties of the systems are calculated based on the 
simulation runs after the systems have reached steady-state under the influence of the shear field. 
Parallel computers make it possible to run the extremely long simulations required to obtain 
improved statistics at low strain rates. The state points studied correspond to the densities of 
the liquid alkanes at atmospheric pressure and at the respective temperatures. 
For rapid parallelization, we have used a replicated ata strategy. This method is essentially 
what Plimpton [16] termed an "atomic decomposition" method, and was chosen for its sim- 
plicity and effectiveness in parallelizing an existing serial code. Since the action of the serial 
code has already been proven, the ability to rapidly parallelize an existing, scientifically-complex 
code aids productivity enormously. The general strategy relies upon the fact that the most 
compute-intensive portion of the code is the calculation of the system of forces at work. For the 
intermolecular portion of the force calculation, we require data characterizing the entire system 
state be present upon every node; hence, the term "replicated ata" refers to the replication of 
all of the particle positions. The force is evaluated within a double loop structure. The use of a 
neighbor list optimizes the calculation time, by considering only those particles that are within a 
certain cutoff distance from a given particle. The computational work is divided up among nodes 
by assigning a range of outer loop iterations to each node. These can be worked upon in parallel, 
and the simplicity of the division permits ome straightforward load balancing to take place. 
2.1.3. Rheology results 
We present the results of our NEMD studies to determine the rheological properties of four dif- 
ferent alkanes: n-decane (C10H22), n-hexadecane (C16H34), n-tetracosane (C24H50), and squalane 
(C30H62). The first three alkanes are linear while squalane is a molecule with six symmet- 
rically placed, methyl side-groups about a 24-carbon linear backbone. The longest simula- 
tions reported in this study are for about 9 million timesteps. The dimensionless viscosity 
[~* = ~?a2/(me) 1/2] is plotted in Figure 4 for the four alkanes, as a function of the dimensionless 
strain rate [V* = v(ma2/e)  1/2] (the experimental viscosities are indicated on the ordinate by x, 
from bottom to top: C16(323K°), Cla(300K°), C24(333K°), C30(333K°). The state points cor- 
respond to the equilibrium density at atmospheric pressure and at the respective temperatures. 
Also plotted in Figure 4 for comparative purposes, is the viscosity for methane (CH4) at the 
LJ triple point calculated using a short-ranged purely repulsive WCA potential. The results for 
methane were calculated using the domain decomposition algorithm described previously and 
for the first time show quantitatively the transition from Newtonian to non-Newtonian flow be- 
havior for a simple fluid. As can be seen from the figure, the viscosities for the alkanes exhibit 
shear thinning behavior over the range of strain rates studied, typical of chain molecule fluid 
systems. Another important observation is that the shear viscosities for decane, hexadecane and 
tetracosane nearly overlap each other at high strain rates. At high strain rates, these fairly short 
and stiff linear alkane chains are well aligned with each other, so they can slide past each other 
relatively easily. 
2.2. Phase Separation in Polymer Blends 
By mixing together two polymers, it is possible to make new materials (polymer blends) with 
new properties, but without requiring new synthesis. However, such systems have a tendency to 
phase separate. Theoretical and computational pproaches to studying this problem are actively 
sought. The most direct molecular simulation method to studying phase quilibrium employs MC 
simulation in the Gibbs ensemble [17]. Experimental studies often employ small angle neutron 
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scattering to determine the Flory x-parameter, which is a measure of the interaction between 
chain segments. Behavior not predicted by theory, composition dependence of the x-parameter 
which has been observed experimentally, can be studied by MD employing the same technique 
to determine X as is used in analyzing experimental data, and the unexpected result can be 
understood. 
Figure 5. Chain spanning three subdomains. 
Both techniques involve simulations of long-chain molecules; Figure 5 shows how we can handle 
such molecules in domain decomposition codes. The part of the molecule within the subdomain 
of each processor is treated as an independent molecule, and its bonded interaction with its 
other part in the subdomain of another processor is handled just like the interaction between any 
pair of particles, one in each subdomain. We have implemented several approaches to parallel 
MC simulations [18-20]. A domain decomposition approach employs the Time Warp algorithm 
for parallel discrete vent simulation in which each processor calculates independently until it 
receives a message denoting interaction from another processor [21]. Events must be kept in 
correct sequence; so, if the receiving processor has progressed in sequence beyond the point of 
the received interacting event, it rolls back its sequence, inserts the interacting event, and begins 
calculations anew from that point. A replicated ata approach attempts ambitious MC trial 
moves on processors in parallel [22]. The most favorable move is tested for acceptance, the bias 
being corrected for in the acceptance criterion. 
Due to the length of the polymer, usually a few thousand or more identical repeat units of the 
size of a small organic molecules, the interaction between a pair of incompatible repeat units is 
augmented by several orders of magnitude in the polymer, resulting in phase separation of the 
two species, and hence, dramatic hange (often degradation) ofthe material properties. Figure 6 
shows the results of vapor-liquid phase equilibrium calculations for model chains of 32, 100, 
and 500 segments, results which are well beyond those previously attainable. 
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Figure 6. Vapor-liquid equilibrium of chain molecules. 
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2.2.1. Theory  
Substantial recent heoretical nd experimental effort has been spent in studying these systems. 
One widely used theory in describing the mixing property of polymer blends is the Flory-Huggins 
theory [23]. The theory predicts that the free energy of mixing for a two component polymer 
blend is given by 
AG ¢1 ln¢l  + ¢2 
ksT  - NI -~2 In ¢2 + )/¢1¢2, (3) 
where AG is the free energy of mixing, kB is Boltzmann constant, T is the temperature, N1 
and N2 are the numbers of repeat units of the polymer chains, ¢1 and ¢2 are the compositions 
(volume fractions) of the two species, and )/is a constant parameter characterizing the interaction 
between the two species. The )/-parameter can be measured from small angle neutron scattering 
(SANS) experiments using the random phase approximation (RPA) scattering theory due to 
de Gennes [24]. The RPA is a mean-field theory assuming that the chains are Gaussian, from 
which ) /can be determined through 
) /=  2 N i¢ l I~(qRg l )  + N2¢2P2(qRg2) S-(q)" ' (4) 
where S(q) is the structure factor, P1 (qRg,) and P2(qR92 ) are the single chain structure factors for 
the two components, q is the wave vector, Rgl, and Rg2 are the radius of gyration of a polymer 
chain of components 1 and 2. Recent experiments, on the other hand, have found that the 
miscibility of binary polymer blends deviates ignificantly from the prediction of Flory-Huggins 
theory and de Gennes RPA. In particular, the SANS-determined )/-parameter for a number of 
polymer blends has been found to be composition-dependent. Various hypotheses have been 
advanced to account for this dependence. 
2.2.2. S imulat ion  
In this work, we use molecular simulation to study two model binary symmetric polymer blends 
of chain lengths of 25 and 50 monomers. All monomers interact with a shifted force LJ potential 
characterized by a energy parameter Gab and a size parameter a, where a and b denote the two 
species of polymer molecules. Note that we consider the systems with the same size parameter, 
but different energy parameter. For convenience of notation, we introduce a unified energy 
parameter e = eaa = Ebb ~ Gab, all energies are expressed in terms of this parameter and all length 
in a. A cutoff distance of 2.5a is used for calculating the LJ interactions. The system consisted 
of 13,500 monomers, i.e., 540 and 270 molecules for the N = 25 and N -- 50 chain length, 
respectively, at a monomer number density p = 0.70/a 3. A relatively large system is required for 
this simulation, since the structure factors at small wave vector need to be determined accurately 
to obtain the )/-parameter at zero wave vector. The monomers on a chain are connected by the 
finite extensible nonelastic spring potential 
{ I = -0.SkR ln 1 - \Ro]  J ' _ < Ro, (5) 
00, rij > RO, 
where the parameters k and R0 are 50e and 1.4a, respectively. The mixing properties of the 
model blends may be controlled by the energy parameter as well as the length parameter. In 
this work, we have studied model symmetric blends with the same LJ a parameter but different 
e parameter for chain length N -- 25 and N = 50. For simplicity, we have chosen e of the two 
components of the system to be the same for interaction among monomers of the same species. 
The mixing property of the blend is controlled by the interaction between unlike-species. More 
specifically, two blends were studied in this work: an attractive blend with Gab = 1.2e, T ---- 2.0e, 
N -- 25 and a repulsive blend with Gab ---- 0.99e, T = 1.5e, N = 50. 
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Figure 7. Wave-vector (q) dependence ofthe x-pazameter. 
2.2.3. Resu l ts  
The calculation results for the N = 25 system are presented in Figure 7, where we plot x(q) 
as a function of q2 as determined according to equation (4) for the reduced monomer densities 
p* -- 0.70. These figures clearly show a q2-dependence at low q range studied in this work. These 
results allow us to make a straightforward extrapolation to q -- 0 to obtain the corresponding 
X-parameter in the Flory-Huggins theory and to quantify the statistical uncertainty of the result. 
Similar calculations were carried out for 50-bead chains and the x-parameter was determined. 
The observed q2-dependence in the x-parameter signifies a deviation of the system from the mean 
field RPA theory (X is a constant in the theory) which is examined in detail elsewhere [25]. 
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Figure 8. Composition dependence ofthe zero wave-vector x-parameter. 
Figure 8 shows the zero wave-vector x-parameter determined from the above procedure vs. 
the volume fraction of component 1 in the polymer blend. Similar to experiments, we see a 
composition dependence of the x-parameter for the N = 25 system. At equal composition of the 
two components, the x-parameter is smaller, and it increases at the composition extremes. We 
point out that, although the behavior is similar to the result of neutron scattering experiments, 
the N = 25 systems tudied here are attractive mixtures, while most of the neutron scattering 
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experiments were performed for repulsive mixtures. Also plotted in the figure is the zero wave- 
vector x-parameter for the N = 50 system. Because of large statistical uncertainty in the data 
for this system, the simulation results cannot distinguish whether or not there is composition 
dependence in the x-parameter, which is small and positive. In summary, the results presented 
here suggest that the classical theories of polymer mixing do not provide a satisfactory description 
for the phenomena of polymer mixing. To predict the miscibility of polymer blends accurately, 
further theoretical, experimental, and simulation work is needed. 
2.3. Aqueous  E lec t ro ly tes  
Ion pairing lies at the heart of technological problems with corrosion and solids deposition in 
industrial processes utilizing high temperature water; because of severe corrosion problems, ex- 
perimental study has not been possible for many important cases. In our molecular simulations 
[26-28], water has been modeled as a small rigid rotator with imbedded charges. We have em- 
ployed quaternion coordinates to avoid the difficulty of trigonometric functions (which go to zero 
at some angle) in the denominator of the usual equations of Newtonian dynamics [29]. The long 
range of Coulombic forces requires pecial treatment. We have employed two approaches. The 
more efficient echnique involves truncating the forces at some distance and assuming a uniform 
dielectric beyond the cutoff (the reaction field technique). A more rigorous but more costly tech- 
nique uses Ewaid summation for the forces beyond the cutoff. We have developed both replicated 
data and domain decomposition codes for such simulations. The domain decomposition approach 
has allowed study of the very large systems which are required with dilute electrolytes. Figure 9 
shows the probability of finding an oxygen atom at a given distance from another oxygen atom 
normalized to the bulk average probability (the intermolecular oxygen-oxygen pair correlation 
function) from a simulation of 42,592 water molecules at a supercritical state (Tr = T/Tc  = 1.05, 
Pr = P/Pc = 1.0). Also shown are intermolecular hydrogen-hydrogen and oxygen-hydrogen pair 
correlation functions. The very good statistics from such a large simulation yield smooth curves 
that can be precisely compared with the results of neutron scattering experiments. Both our 
simulations and the experiments of a European group have been improved through efforts to 
quantify the degree of hydrogen-bonding in supercritical water which can be inferred from such 
results. Figure 10 shows the pair correlation function between sodium ions and chloride ions in 
a dilute, high-temperature aqueous olution (Tr = T /Tc  = 1.05, Pr = P/Pc = 1.0). Because the 
solution is dilute, the results show considerable statistical uncertainty even in the largest aque- 
ous electrolyte simulation ever performed. The sodium chloride dissociation constant, calculated 
from these results, is in good agreement with extrapolations from experiments performed at less 
severe conditions. 
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Figure 9. g(r) for supercritical water. 
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6. CONCLUDING REMARKS 
These  ca lcu lat ions  were per formed on Intel  Paragon  supercomputers  at Oak  R idge Nat iona l  
Laboratory .  Based upon these demonst ra ted  capabi l i t ies,  we have establ ished an ORNL/UT  
Jo in t  Ins t i tu te  for Mo lecu lar -Based Eng ineer ing  and Science to make these new computat iona l  
capabi l i t ies  avai lable for academic,  government ,  and industr ia l  research and deve lopment .  Fur ther  
in fo rmat ion  is avai lable on the Web at h t tp  ://flory. engr .  u tk .  edu / ld rd /w,  h tml .  
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