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Conjugate gradient method is an important and efficient method to solve the unconstrained optimization problems, 
especially for large scale problems. Based on the mixed conjugate gradient method proposed by Jing and Deng [1], 
we improve the mixed conjugate gradient method and prove the global convergence under a sufficient condition. At 
last, some numerical experiments from engineering are shown.
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1. Introduction
Conjugate gradient (CG) method is widely used to solve the unconstrained optimization problem that 
can be widely recognized in engineering. After continuous development, the conjugate gradient algorithm 
are developed into many kinds of deformation, becoming a more practical method in model optimization 
algorithm. With the development and requirement of science and technology, new deformation of the 
conjugate methods is still a research focus [1]. Consider the unconstrained optimization problem,
)(min xf
nRx∈
                                                                                                                               (1)    
where 1:)( RRxf n → is a continuously differentiable function. There are many methods to solve the 
problem. The conjugate gradient method has the following advantages: It only refers to the first order 
derivative, not only overcoming the slow convergence shortage in the steepest descent method, but also 
avoiding the second order derivative which demanded in storage and computing when using the Newton 
method. It needs small internal memory and the program is relatively simple, so that it is an important 
method in solving the unconstrained optimization problems, especially in large scale optimization 
problems [2]. It is widely used in the optimal solution of national defense, economic, financial, 
engineering design, radio communication, management, and many other areas. The detailed conjugate 
gradient method is as follows:
...2,1,1 =+=+ kdxx kkkk α                                                                                                          (2)
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where 1x is a given initial point, kα is the step length along kd , kd is the search direction.
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where )x(fg kk ∇= is the gradient of f(x)at kx , and the selection of 1−kβ depends on 1-kx and kx .
Different kβ derives different conjugate gradient method. There are many famous formulas of kβ , such 
as Fletcher-Reeves (FR), Polak-Ribiere-Polyak (PRP), Hestenes-Stiefel (HS) [3] . Based on the 
inspiration of the HS, PRP and FR, Jing and Zheng [1] proposed a new conjugate gradient method .The 
new newkβ is
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where 10 ≤< µ .Then put  the new newkβ and 
PRP
kβ together to get a new mixed kβ .
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In section 2, we modified the mixkβ and give a new algorithm with the new method 
Mmix
kβ . In section 3, 
we discuss the sufficient descent property of algorithm. In section 4, we discuss the global convergence of 
algorithm by a new proof method proposed in reference [4]. In section 5, we have some numerical 
experiments. In section 6,  we give the conclusion .
2 Algorithm               
In this section, we improve the (4) and get a pithy kβ ,
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Considering the new mixed HS-DY conjugate gradient method [6], we modified the second part of (5) .
We get a new 
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a new mixed Mmixkβ ,
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whereλ is parameter and 10 ≤<< µλ . It is easy to find that 0k ≥β . Our new method have the global 
convergent and less iterative times.
Our modified mixed conjugate gradient method algorithm is given below.
Algorithm(a) (Modified mix method: Mmix, see [7] )
Step 0: Choose nR∈0x and 0>ε ;
Step 1: Set 00 gd −= , 0:=k . If ε≤0g then stop else go to Step 2.
Step 2: (General Wolfe Line Search ) Compute step size kα , such that, 
                               kkkkkkk dgxfdxf
T)()( δαα ≤−+                                                                (7)
                              k
T
kk
T
kkkk
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k dgddxgdg 21 )( σασ ≤+≤                                                     (8)
Where )1,0(,, 21 ∈σσδ .Let kkkk dxx α+=+1 , 1: += kk .
Step 3: Compute kg , if  ε≤0g ,stop. Otherwise, go to Step 4.
Step4: Compute 1−+−= k
Mmix
kkk dgd β , go to Step 2.
3 Sufficient Descent Property
In this section, we show our modified method have the sufficient descent property with any line search
by the following theorem.
Theorem 1. We assume Mmixkk ββ = in (2) and (3) . When 1k ≥ ,
2
kk
T
k g-1-dg ）（ µ≤                                                                                                                       (9)                                                     
Proof  Without any line search,
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Hence, the theorem is proved.
4 Global convergence
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In this section we discuss convergence properties method in conjunction with the Wolfe line search. 
To ensure the convergence of Algorithm(a), we need the following standard assumptions.
Assumption (a)
(i) For any nRx∈ , the level set 
{ })()(: 1xfxfRx n ≤∈=Γ                                                                                                        (11)                                                           
is bounded.
(ii) f is continuously differentiable and there exists a constant 0>L such that for any nRx∈ , the 
gradient of f satisfies
yxLygxg −≤− )()( , Nyx ∈∀ , .                                                                                    (12)
For proving the convergence of Algorithm(a) , we need the following theorem which is present in 
reference [4].
Theorem 2. (Convergent theorem, see [4]). We determine the conjugate gradient method by (2) and 
(3), and use the Wolfe line search. The objective function f(x) in (1) satisfies the above Assumption (a).
If
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Then the global convergence is got, or
0ginflim kk =∞→ .                                                                                                                           (15)
In next part, we prove our modified algorithm meeting the conditions in the Theorem 2 by the 
following Lemma.
Lemma 1. The objective function f(x) in (1) satisfies above Assumption (a), 0gk ≠ , kα meet the Wolfe 
conditions, and the kd is determined by (2), (3) and (7).
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Hence, the (16) is got.
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Then, we get the (17).
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Hence, we get the (17).
According to the Lemma 1 and the proving procedures of Lemma 1, we have the following theorem.
Theorem 3. If  we have 2
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where σ-1a0 ≤< , σ+≥1b .
From the above Lemma 1 and Theorem 3, finally, we get the Theorem 2 (Convergent theorem). We 
also get the conclusion. Assume the function f(x) in (1) satisfies the above Assumption (a), the CG 
method (2) and (3) will have the global convergence under the Wolfe line search.
4 Numerical experiments
In this section we do some numerical experiments, and we compare the iterations of our new algorithm 
with the FR method. We do each test several times with the same function, and get the following table. 
From such tests, we can find that the new algorithm is efficient to the general functions. In order to show 
the efficiency of our new algorithm, the following functions are considered: 
(i) 22
2
11 )2()2()( xxxf ++−= ,
(ii) 43
4
43
2
3
2
2
2
12 721--5-2)( xxxxxxxxf +++= ）（ ,
(iii) 441
4
32
4
43
2
213 )(10)2-510)( xxxxxxxxxf −+−+++= （）（）（ .
Numerical results  is shown in Table 1. In table 1, x0 is the original point and xmin is the last point of 
the new algorithm.
Table 1. Iterative times with the three functions
functions
Iterative times
0x minx
FR Mix
)(1 xf 25 11 （1.2，-1.2） （2，-2）
)(2 xf 38 25 （1,1,1,1） （2.5,2.5,5.25,-3.5）
)(2 xf 43 23 （1,1,1,1） （0,0,0,0）
5 Conclusion
Conjugate gradient method is an important method to solve large scale unconstrained nonlinear 
optimization problems. Firstly, a new mixed conjugate gradient method is proposed. Then the new mixed 
CG method is shown to have the fully descending property and the global convergence. Finally, some 
numerical experiments with several functions show the efficiency of the new mixed CG method.
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