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With the rising importance of knowledge interchange, along with the emergence of Web 2.0 
an important problem has been introduced. This problem is namely how social content can be 
annotated with relevant semantic information, if this problem is solved in a distributed 
manner it will allow for the analysis of user made content to be more easily made in an 
automatic fashion. The analysis of social interactions within communities begins with search 
and without any further knowledge about the domain on which is being searched the analysis 
is limited. 
In the thesis a methodology is defined for efficient and accurate sentiment analysis across the 
social networking platform Twitter. To add sentiment to the searching process ontologies are 
automatically (or semi-automatically) created in an object-attribute pattern. The methodology 
consists of three steps. (i) Create a domain ontology; (ii) Sentiment analysis on Tweets; (iii) 
Quantitative analysis on outputted sentiment scores.  
The primary intention was to improve how sentiment analysis on Twitter will be conducted in 
a practical sense. This is achieved by allowing the inclusion of more data in searching and 
more relevant search into the Twitter API, due the use of ontologies. 
Furthermore the thesis identifies a number of promising areas for future work. Finally, it 
gives a comprehensive overview of related, similar and subsumed approaches. 
I would like to express my sincere thanks to Dr. E. Kontopoulos, my supervisor, for hi 
encouragement and support during my research. He always remained approachable and 
offered the right amount of guidance at all times. Also I would like to thank Dr C. Berberidis 
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An important characteristic of today’s “user experience” is the social aspect of the web. This 
is referring to the ability for users to create content on the web and create online 
communities. This is in contrast to the previous notion of the web, where users passively 
view content and navigate the website. There are many different social networking sites; from 
wikis to multi-media sites aimed they are all out to achieve different goals for the user. The 
activity that will be focused on in this thesis is micro-blogging. Which initially attracted less 
attention, but is gradually becoming a highly popular communication tool for a considerable 
percentage of users, this is especially true for celebrities. 
 Micro-blogging is based on blogs, where users can post opinions, experiences and queries 
with no restriction on topic. The main difference between the blog and the micro-blog is the 
number set character limited of 140. The most popular of the online micro-blogging services 
is Twitter, this site enables the users to send and receive text-based posts, known as “tweets”. 
Twitter was created in 2006, by Jack Dorsey and the company he was with at the time Odeo.  
The site currently records over 140 million active users that generate over 340 million tweets 
per day. Due to the growth Twitter is receiving it has become a reasonable means for sharing 
opinions on all aspects of life. Due to the 140 character limit micro-blogging posts are imbed 
with emotional information and are considered as rich opinion mining data sources.  
Opinion mining or sentiment analysis is the process to determine whether the polarity of a 
textual corpus ( i.e. document, sentence or paragraph) tens toward a positive, negative or 
neutral sentiment. Even before Twitter sentiment analysis constituted popular research area, 
since it can offer advantage to a variety of domains, from marketing to politics and investors 
choices. Furthermore, the automatic detection of sentiment on textual corpora has comprised 
a research topic for many approaches. One of the most promising of sentiment analysis of 
tweets could be in the field of economic and financial modelling. Econometric specifications 
that do not incorporate variables, such as the investors’ or consumers’ sentiment, prove to be 
inefficient. Twitter analysis offers a solution towards the automatic discovery of sentiment 
which has been proven to be difficult and time consuming when done manually. When 
sentiment analysis is performed on twitter it can provide information on how the world sees a 
specific topic, and this is completed automatically allowing for easy knowledge acquisition.  
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In this thesis a methodology is proposed that deploys ontology-based techniques towards a 
more fine-grained sentiment analysis of Twitter posts. According to the proposed approach, 
tweets are not simply characterised by a single sentiment score, but instead receive a 
sentiment score for each distinct notion in the post. This follows the aspect-based sentiment 
analysis approach where different aspects are defined and throughout the corpus sentiment 
scores for each aspect are found. Due to the small size of tweets it is likely that each tweet 
could only contain one aspect, but this aspect can still be used for classification reasons. The 
use of aspect-based sentiment analysis results overall in a more elaborate analysis of the posts 
opinions regarding a specific topic.  
The methodology purposed contains a number of concepts that are apparent throughout the 
sentiment analysis field, but not yet been adapted in cooperation for sentiment analysis on 
micro-blogging services. Automatic ontology generation is one of these, where an ontology is 
generated based on the search query so more results can be found and aspect based sentiment 
analyses will be made using the generated ontology.  The use of lexical suppositories is now 
an expectation when concerning sentiment analysis, these are used to bring a reference for the 
analysis engine so it can apply scores to sentences based on the words found and matched to 
with the suppository. Therefore these and other tools that are synonymous with sentiment 
analysis are taken advantage of in the proposed methodology.   
The following parts of this thesis consist of four other sections. The literature review provides 
the background information on twitter, ontologies and sentiment analysis. It defines the 
notions needed for understanding the ontology evolution. Here the concepts like the Twitter 
API, Aspect based sentiment analysis and ontology information’s are discussed here. The 
conclusions that are made have come from previously written and published works in the 
field and will be looked through and explained in detail. The problem statement section 
discusses the problem and shortcomings of existing approaches and how they are tackled by 
the proposed methodology. Here there is a focus on the differences between this approach 
and other approaches that have already been discussed in the literature review. The 
contribution section is where the main parts of the thesis are described, mainly in the sense of 
what experiments were made and what results were found from these experiments. The final 






The extraction of knowledge from natural language has long been a problem among scientists 
providing research options ranging from document level classification to determining the 
polarity of words and phrases. Due to its expressive power and immediacy, Twitter has been 
at the playground for research in sentiment analysis. Researchers have tried utilizing the 
power of Twitter to further approaches in politics, tourism and many more. Using ontologies 
as a base for sentiment analysis has produced results in many fields and this is not just 
restricted to Twitter either, like the “Ontology based sentiment analysis methodology for 
online customer reviews” [1], which came out of the University of Wollongong in Australia 
by the Decision Systems Laboratory (2008). In this paper a methodology is presented to 
classify text sentiment of an input textual corpus based on a lexical variable ontology and a 
support vector machine approach. The agent produced by the research attempted to produce 
an accurate polarity of a customer’s review of a product that is whether they recommend or 
do not recommend a particular item. Using such an agent helps users to quickly classify and 
organize such on-line reviews; this also allows businesses to handle “form-free” customer 
feed-back meaning they can determine what percentage of their cliental is happy without 
actually having to read customer input. This paper proved that this classifier could produce 
results with a satisfactory accuracy of 96% and be even more efficient with a small bag of 
words that consists of suitable features. Research like this is spread throughout the Web and 
is gaining overwhelming attention due to its applicability with back of house processes.  
With the growing popularity in Sentiment Analysis there have been improvements in the 
basic model, a notable adaption to Sentiment Analysis in Aspect-Based Sentiment Analysis. 
Aspect-Based Sentiment Analysis is a more fine-grained analysis model. The idea is in 
determining opinions or sentiments expressed on aspects of entities say a cell phone or a 
political party. Within an entity we have components which could be a screen or a candidate 
and these are the aspects. By separating our problems into entities and aspects we can 
separate the data and view a more enriched form than if we were to run a regular sentiment 
analysis, we could examine the opinions on different phones based on their different parts or 
see how a party is standing in the opinion polls based on which candidates they have. The 
literature that is currently out there has delved far into these topics. Which have a strong base 
in Automatic Ontology Generation for Sentiment Analysis and before looking in to 
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developing the application it is best practice to review whatever is already out there.  
Sentiment Analysis 
 
The literature on Sentiment analysis is very abundant with examples ranging from analysis of 
news and blogs [2] to the reviews of restaurants [3]. Sentiment analysis is the computational 
study of opinions, sentiments, subjectivity, evaluations, etc., expressed in text.  The paper 
"Large-Scale Sentiment Analysis for News and Blogs” is focused on large scale sentiment 
analysis in news and blogs with the resulting system being one that presented an opinion 
score which indicated a negative or positive opinion on each separate entity. This is a very 
common output of a Sentiment analyser, and is usually done by assigning certain sentiment 
scores to words and if enough words show up in the text then the text is given a 
corresponding sentiment score, some words could be “great” or “bad”, but some could also 
bring more power to the sentence such as “excellent” or “horrible”. These words are given 
individual scores based on how expressive they are and then the algorithm is running using 
this word, score tuple dictionary. The system presented in the paper relies heavily on the 
tracking of reference frequencies of adjectives with positive and negative connotations as 
discussed before; an interesting feature is that the lexical suppository for English, WordNet 
[4] is used for the storage and lookup of these adjectives. Another notable fact is that the 
statistical index that is built by the system is not one of just frequencies but a statistical index 
which meaningfully reflects sentiment terms juxtaposition. The depth that this paper goes 
through is quite vast and the system that has been made is quite complex because of this 
depth, but the interesting thing is that even though the system has to account for many things 
(e.g. synonyms, antonyms and the redundancies of WordNet as a dictionary for sentiment), it 
still performs well with large scale data, which can number in the hundreds of thousands of 
words. A system like this can be a great starting point for understanding what one aims to 
gain from Sentiment Analysis and what really matters when looking at the text for sentiment. 
Even though this tool has yet to reach the public eyes, the scientific world is rich with 
knowledge of Sentiment Analysis, in the paper “Opinion Mining and Sentiment Analysis” [5] 
written by Lillian Lee and Pang Bo. An opinion search engine is imagined, which satisfies 
the human “information-gathering behaviour” that has always been at work to find out what 
other people think. This behaviour has been present before the World Wide Web became 
widespread, where we asked our friends suggestions on auto mechanics or to explain their 
opinions on the upcoming political race. They state that in surveys given to 2000 American 
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adults it was found that 81% of users have done online research on a product, and 20% do so, 
on a daily basis. Of those who read online surveys, many report a significant influence on 
their purchase and are willing to pay more for the highly rated items. An individual user’s 
interest in online opinions and the potential influence these opinions wield is something that 
vendors are paying more attention to. With the use of sentiment analysis companies can 
respond to the consumer insight found on the web with changing in their marketing 
messages, brand positioning, product development, etc., But due to the social nature of these 
insights the difficulty of analysing the sentiment out there is very high, with estimates of 
75,000 new blogs and 1.2 million new posts created daily the current technology just can’t 
keep up. In the text the complications that arise from sentiment analysis are also addressed; 
the accuracy of words that are considered to be analysed brings a particular sentiment to a 
statement, subjectivity detection, object-oriented information extraction and topic-based text 
categorization. Not all of the issues that have been discussed in the paper are addressed in 
others but this paper does give a great understanding of the issues that have been addressed 
and how they can be solved, along with the positive and negative aspects to back an unbiased 
opinion. This paper is really a must read when faced with a problem, even though it is a very 
long winded piece of text, the gems that can be found inside can bring the reader to some 
quite desirable results. 
 In the paper “Old Wine or Warm Beer: Target-Specific Sentiment Analysis of 
Adjectives”[6], a system is produced which can identify target-specific adjective polarity 
better than the lexicon derived from Senti-WordNet
 
[7] which is a lexical resource that 
assigns to each adjective set of WordNet three sentiment scores for positivity, negativity and 
objectivity.  The system uses Wikipedia for automatic target detection for the organisation of 
articles and a bootstrapping approach to determine the target-specific adjective polarity. The 
Wikipedia-Based Target Detection works using Wikipedia’s category system which 
organises the stock of articles into a hierarchical tree. The tree is quite useful in the 
identification of crucial domain-specific concepts; it specifies named entities like proper 
names, brand names and product names. This is a big advantage as in sentiment analysis 
these entities are what we are usually interested in. The paper makes an argument that only a 
few adjectives have a prior positive or negative polarity this is why it focuses on Target-
Specific Polarity but with the use of some adjectives with prior polarities in order to identify 
the polarity of additional adjectives. In the Target-Specific Polarity Lexicon two different 
corpora are being used, 1600 texts from epinions.com and also the World Wide Web.  The 
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two corpora are used in a bootstrapping structure, that is the most frequent targets from 
corpus I are used to find new texts in corpus II, meaning that corpus I acts as a reference 
corpus. After identifying the adjectives and targets that it’s interested in the system searches 
both corpora for tag sequences that relate a target and at least two adjectives and also the 
target must follow certain rules: 
 The noun or noun sequence is a target  
 At least one of the adjectives is from a seed list  
 At least one of the adjectives comes from the stock of target-relevant adjective 
In this system currently two sequence patterns are considered, the adjective coordination (e.g. 
“good and tasteful burger”) and the copula construction (e.g. NP BE Adj Adj+ or “the French 
fries are soggy and rather tasteless”). It is well known that adjectives in these constructs share 
polarity, but because this system requires the target to be present some disambiguation is 
done. Using this method of polarity evaluation the system produces results of higher accuracy 
than would be expected from the Senti-WordNet lexicon. The evaluation of the system shows 
some very strong results with the system out performing Senti-WordNet in the experimental 
setting, where the whole data set is used (more accurate by 6.8%) and where the data set is 
limited to only tuples, which had different polarity classifications from the different systems 
(more accurate by 13.7%). The other test condition was the only instance where both systems 
agreed on the classifications of polarity. This produced the expected result of both systems 
ending up with the same accuracy at a high 87.4% accurate. This paper presented a very 
useful and more accurate way of assigning polarity to adjectives and can be very useful for 
the optimisation of a sentiment analysis tool like the one which is being produced here. 
Another paper on “Contextual polarity is the Recognizing Contextual Polarity in Phrase-
Level Sentiment Analysis” [8] which is a little bit older than the previously mentioned 
papers, but it does present some interesting information on the topic. The goal of this paper 
was the same as previously, to build a sentiment analysis system using contextual polar 
classification for adjectives rather than just prior polarities being assigned to the adjectives. 
The idea used for experiments was the training and testing technique where the researchers 
presented a “gold standard” of polarities from a given text. The system then trains for the best 
polarities it can produce using the logic coming from implications rules and tests its results 
comparing them to the “gold standard”. This technique is called classification, a machine 
learning technique that is considered an instance of supervised learning; this classifier is quite 
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inaccurate without any more theory going into it. Though with an accuracy of 48% there is 
really no point in using the simple classifier without the appropriate modifications. The 
approach used to improve the accuracy of the classifier was a two-step process, where the 
system would find adjectives which are contextually polar and ones that can be classified 
using prior polarities, and at the second stage the classifier works to classify the adjectives 
that are contextually polar. The technique used to identify the contextual adjectives was using 
clue instances; these clue instances use certain features which sentences with certain 
adjectives contain. Some features described here are:  
 Word Features, using the previous word the word itself and the next word. This holds 
for all the following points. 
 Modification Features, binary relationship features, where we look at intensity using 
the word previous of the adjective. This involves the use of a dependency tree 
 
[9] 
which holds for the next point as well. 
 Structure Feature, binary feature determined by a starting word instance and climbing 
up the dependency tree looking for patterns and particular relationships. 
 Sentence Feature, a subjectivity classification which uses counts of strong subject and 
weak subject clues, in many different instances. 
 Documentation Features, gives a document one of 15 topics ranging from specific to 
more general topics.  
Using this approach the system came with much a much higher accuracy of 75.9%. With the 
consideration of context we can see that the polarity estimation drastically increases. 
Sentiment analysis is a well-known sphere and research has produced magnitudes of results 
with what is out we can say that it is very hard to be completely informed. The literature that 
has been described here can be used to improve the quality of the system that tries to interpret 
natural language using sentiment analysis. 
 
Aspect-Based Sentiment Analysis 
 
The field of Aspect-Based Sentiment Analysis is also teaming with research papers and 
literature. A literature review retrieves papers in magnitudes, like “Aspect-based sentiment 
analysis of movie reviews on discussion boards” [10] written by Tun Thura Thet, Jin-Cheon 
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Na and Christopher S.G. Khoo. This research paper presents a system that gives a more in-
depth sentiment analysis of natural language using aspect based analysis, this analysis not 
only draws the overall sentiment from texts it examines but also the sentiment of the various 
aspects of the text, for example in the case of a movie the cast, director, story and music are 
all given their own sentiment scores. To find the prior sentiment of the adjectives in the texts 
the researchers used a Senti-WordNet, which is not a very accurate way of describing the 
adjectives as was discussed before, meaning there is room for improvement in accuracy if a 
Contextual Polarity of adjectives were to be considered. The algorithm for the system used in 
this paper is as follows, firstly for each sentence of the review text, semantic annotation is 
performed, and the prior sentiment scores are assigned to each word. Then the grammatical 
dependencies are determined, and the sentence is broken into independent clauses. For each 
clause structure, the contextual sentiment score is calculated by traversing the dependency 
tree based on its clause structure. The aspect of the clauses of the sentence is found, and the 
sentiment score for each review aspect is calculated by taking the average of the clauses 
addressing the same aspect. The sentiment score for the whole sentence is determined from 
calculated scores of multiple aspects. The part we are interested here is the determination of 
the separate aspects, in this paper the aspects are the features of each movie (i.e. movie, 
director, cast, etc.). Data about the features of each movie are collected from The Internet 
Movie Database (www.imdb.com) and are stored as a feature list specific to each movie. In 
addition some basic words about movies in general are added to the aspects list; these words 
include ‘direct’, ‘animation’, ‘scene’ and more. The list generated from these procedures will 
be used as the aspect the system will be assigning sentiments to. This paper has covered 
many other topics and goes quite in-depth into them making the paper good source of 
information when trying to create a system like this. The experimental results for the system 
were quite good, showing accuracies on the sentiment level mostly above 80%; accuracies 
like these can be used in the field to great effect. With more information on the text and a 
good accuracy this system comes quite handy for sentiment analysis. 
 A more advanced version of aspect-based analysis can be found in the paper “Multi-aspect 
sentiment analysis with topic models” [11] written by Lu, Bin, et al. In this paper a 
comparison is made between Multi-Aspect Sentiment Analysis and a more recent solution 
Multi-Aspect Topic Models. In this paper they describe Multi-Aspect Sentiment Analysis as a 
combination of two tasks Sentence Labeling and Rating Prediction. The Sentence Labeling 
phase involves a weakly supervised classifier where each sentence is given a topic that has 
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been predetermined by the researchers. In these particular experiments the numbers of topics 
were limited to only four. In the Rating Prediction phase each aspect of a document is 
assigned a polar numeric. In this study two settings are considered: supervised and indirectly 
supervised multi-aspect rating prediction, both of which are using forms of regression. After 
these processes are complete, the features on the output of each aspect are found, by 
concatenating standard n-gram features with their associated sentence-level aspect 
assignments. Then the supervised classifiers are trained on these features. Topic Models 
exploit word co-occurrence information to capture topics in a corpus. The topics in the corpus 
are then used to model multiple aspects within a document however the quality of these 
topics varies depending on the topic model used, in this paper four topic models are 
described. The four topics are LDA (and Local LDA), Multi-grain LDA, Segmented Topic 
Model and Inference. LDA is based on Latent Dirchlet Allocation, which is a probabilistic 
model in which documents are represented as mixtures over latent topics. LDA assumes that 
a corpus is generated according to a general story line. As it is argued that LDA will discover 
review aspects from sentence-level word co-occurrence information more easily, Local LDA 
is proposed in which sentences are modelled as documents are in standard LDA. Multi-grain 
LDA is a response to the limitations of LDA for multi-aspect work, it jointly models 
document specific themes (global topics), and themes that are in common throughout the 
corpus intended to correspond as local topics. This extra feature is given as global topics are 
usually fixed for a given document, whereas a local topic’s proportions are varied across the 
document. A Segmented Topic Model models jointly, document and sentence-level topic 
proportions using a two parameter Poisson Dirichlet Process (PDP). A Segmented Topic 
Model can be considered an extension of Local LDA which considers document-level topic 
distribution induced from the individual sentence-level distributions. When looking at 
inference we can see that exact inference for the models that were presented is largely 
intractable: approximate techniques can be used instead. In this paper a collapsing Gibbs 
sampling approach for inference is used, but not explained rather some more papers are 
referenced for more information, for the LDA and Local LDA “Finding scientific topics” [12] 
is mentioned, for the Multi-Grained LDA “Modelling online reviews with multi-grain topic 
models” [13] and for the Segmented Topic Model “A segmented topic model based on two 
parameter poisson-dirichlet process” [14] is used. The results from this paper came in quite 
positive demonstrating that incorporating features from unsupervised topics models provides 
a substantial increase in performance, but only with weak prediction models like PRank. 
However, with stronger models like SVR the improvement is so weak it is diminished. This 
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paper provided some good insight in topic models of aspect based sentiment analysis; 
although the procedure for identifying topics was not dynamic it came with good insight and 
the results are positive in some cases. When considering optimisation of aspect-based 
analysis this paper will make a good read and the techniques addressed through by the paper 
are required, they could lead to a large improvement towards the accuracy of your classifier. 
The previous paper provided some excellent references like “An unsupervised aspect-
sentiment model for online reviews” [15]; this is a presentation of the use of unsupervised 
aspect-sentiment analysis which takes reviews of health providers that have predetermined 
overall sentiment scores and provides aspect-based sentiment scores for the natural language 
plain text accompanying it. In this approach we are taken through the points of aspect-based 
sentiment analysis that attracts users towards it like the fact that it infers relevant information, 
is flexible across domains, has no annotation or supervision and is robust to noise and error. 
This is accompanied by the negatives perceived from the test case like that some key aspects 
can be missed at times. The presentation also concludes on the future directions of both the 
aspects and the sentiment parts of this paradigm. The writer states that in the aspect field we 
need closer integration between aspect and sentiment and also cross-sentence interaction, in 
the sentiment field he states that other sentiment indicators and other graph methods are 
needed, this is very true as the idea of just a score has long seemed step short of what humans 
gain from sentiment analysis. 
 In the paper “Combining Probabilistic Language Models for Aspect-Based Sentiment 
Retrieval” [16] a new methodology is presented which is aimed at retrieving relevant product 
aspects from a collection of customer reviews in an unsupervised and domain independent 
manner. A methodology like this is of the utmost importance in our case as we need to satisfy 
a user search with the use of predetermined aspects. The goal of the model described in this 
paper is to obtain a ranking of relevant aspects of the product together with their most 
relevant aspects of the product together with their most relevant sentiments as expressed by 
customers.  The system considers a set of relevant aspects that can be modelled by a 
probabilistic language model that assigns higher probability values to words defining aspects. 
In the context of the reviews, polar adjectives are usually utilised to express sentiments about 
different aspects of a product. This causes the reviews to reflect some entailment relationship 
from polar adjectives; this means an entailment-based self-translation model between the 
words in the document to reveal a probabilistic distribution of words that approaches the 
language model of aspects expressed in document from a general probabilistic model of 
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opinion words. A unigram language model identified as P was defined and used to generate 
an arbitrary sequence of word by considering the Probability distribution of them.  
 
Where              represents the vocabulary of d, the n-by-n matrix the n-by-n matrix 
T represents the entailment-based self-translation model of words from d, and Q is a 
generative model of opinion words. 
Since some product aspects can be expressed by means of multi-word phrases like “plug and 
play”, the unigram language model might assign high probability to meaningless words like 
“and”, therefore the quality of the model will be affected. A redefinition was proposed to 
combat this, by considering that it can be expressed as a mixture of two unigram models one 
regular unigram model on top of another background unigram model of the source language 
of the reviews. The other model that was presented was the Sequence-based Generative 
Model of Opinion Words. This model is a sequence-based model which relies on a kernel-
based density estimation approach for defining the generative model of opinion words. The 
tests were conducted on a collection of customer reviews from five products widely tested in 




Table 1: Retrieval performance obtained for different values of k (sequences are generated with length <= 3 and they are 




Figure 1: Top ranked aspects and their sentiment retrieved for some reviews. 
The collection had been manually annotated at the sentence level with the relevant aspects 
referred to in the text. Overall, the results of the tests were good even though the approach 
being used was unsupervised. The model that produced the best results was the sequence-
based model. This was expected since many relevant aspects correspond to word sequences. 
Also, the performance improves with smoother models. These results validate the usefulness 
of the models proposed that address aspect based analysis in an unsupervised manner, and 
relates very well to the work done in our paper. Aspect-based analysis brings more to the user 
than a regular sentiment based analysis.  
The ability to distinguish between the topics of sentences is very important. With this ability 
we can overcome the sentences that have contradicting words like, “The screen of this phone 
is amazing, but that OS is definitely a no-no”. Sentences like this would produce a neutral 
result and these false negatives are very undesirable. With aspect-based sentiment analysis 
we can generalise the “why” of our data, producing more “useful” sentiment and in sentiment 
analysis this is a positive. Issues with using aspect-based analysis are still present, like e.g. 
when looking at complexity or trying to automatically generate our aspects we can see that 
the difficulty of implementation gradually rises. Luckily, the research is out there and if a 
problem is present it is very likely that a solution can easily be found. The research we have 
seen deals with points like: speed, accuracy and autonomy, which are all important topics. As 
the research is out there all we need is to put what researchers and programmers have already 





Sentiment Analysis on Twitter 
 
Twitter is an online social networking and micro blogging service, allowing users to post 
tweets, which are text message limited to 140 characters. The expressive power that comes 
from these 140 characters and the fact that new information comes in real time are key in the 
potential of sentiment analysis on Twitter. As the user only has a limited amount of 
characters they need to be very expressive and brief at the same time. This is ideal in 
sentiment analysis as there is not much confusion in what the user is trying to say. Users are 
limited to the most expressive words, and will keep to the point giving a perfect environment 
for unsupervised algorithms to extract sentiment. 
Sentiment analysis in Twitter is a topic that has been explored vastly, even websites have 
appeared that will give a sentiment analysis to any query that you perform. One such website 
is Sentiment 140 (http://www.sentiment140.com/) which produces quite good results.  
Figure 2: Screen shot from sentiment140.com, search for Nokia Lumia 920 on 18/09/2013 11:16 pm +2:00 GMT 
 
This website makes a basic sentiment analysis on a number of tweets retrieved from the 
Twitter API using the GET search/tweets method. The website appears to use a word-
sentiment lexicon for the polar adjectives and finds a sentiment score by using these. The 
sentiment scores are then simplified to a positive, negative or neutral sentiment and then 
statistics are calculated on the counts of the positive and negative tweets. The number of 
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tweets received from the algorithm is displayed on the screen and in colour representing their 
sentiment, green for positive, white for neutral and red for negative, as pictured below.  




This method is very basic but demonstrates how easily we can take advantage of the Twitter 
API to make an analysis on tweets. 
The Twitter API [17] consists of four base objects; tweets, users, entities and places. The 
object we will be looking at mostly in this thesis is the tweet object. Tweets are the basic 
object within Twitter, they are more generally known as status updates. Tweets can be 
embedded, replied to, favorited, unfavorited and deleted. In this paper we will access tweets 
using the GET search/tweets resource, which returns a collection of relevant Tweets 
matching a specified query. A large difficulty in the resource is that not all tweets are indexed 
or available via the search interface. The Search API Resource is a rate limited API, meaning 
we can only retrieve 180 request per user and 450 requests per app within a 15 minute 
window. Another limitation to the search API is the time window of tweets the API has 
indexed, due to capacity constraints the index only covers about a week’s worth of tweets 
[18]. I order to use this resource authentication is required and the data will come back as a 
JSON (Javascript Object Notation) message, which is syntax for storing and exchanging text 
information. Using these limitations we must make use of this API to develop an efficient 
sentiment analysis system. The first obstacle to overcome is the authentication requirements 
of the request that is needed in every search query when using the search API. There are two 
forms of authentication in the model, the application-user authentication and the application-
only authentication; for testing purposes we will be using the latter, as more requests can be 
made per application when compared to the former. When publicly releasing an application, 
it is better to use the application-user authentication method as rates are limited to per user, 
meaning we can serve a number of users at the same time, which can’t be done with request 
limits at the application level. To use the OAuth authenticator, an application must obtain 
access tokens to act on behalf of a user account and authorise all HTTP requests it sent to 
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Twitter APIs. We will be using a client library for our application, so there will be no need to 
go further into the details of the OAuth and it is also strongly recommended to use client 
libraries as it drastically simplifies implementation. 
For testing purposes Twitter has released the “Exploring the Twitter API” [19] app. This is a 
console where you can log on to your twitter account and manually make a request to any 
API. 
Figure 4: Request to the search API for Nokia Lumia 920 
 
The above is a simple request with no extra options attached to the query. Under the Request 
URL heading we can make our HTTP requests. The application process the requests made 
and produce two pages: The GET request made along with all necessary options like the 
Authorization code and the HTTP response which contains the JSON data. One of the 







    { 
      "metadata": { 
        "result_type": "recent", 
        "iso_language_code": "en" 
      }, 
      "created_at": "Thu Oct 03 19:05:32 +0000 2013", 
      "id": 385843075920441340, 
      "id_str": "385843075920441344", 
      "text": "@windowsphone is there any contest to win Nokia Lumia 920 bcoz I don't have that much money to buy it :(", 
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      "source": "<a href="http://blackberry.com/twitter" rel="nofollow">Twitter for BlackBerry®</a>", 
      "truncated": false, 
      "in_reply_to_status_id": null, 
      "in_reply_to_status_id_str": null, 
      "in_reply_to_user_id": 16425197, 
      "in_reply_to_user_id_str": "16425197", 
      "in_reply_to_screen_name": "windowsphone", 
      "user": { 
        "id": 1673689530, 
      …..etc.  
The types of useful information that we gain from this method apart from the main text are 
also very interesting. We can see that the tweet was made from a BlackBerry phone, the 
user’s location and how the user interacts with Twitter (background picture, favourites etc.).  
There are two Twitter-based Java libraries that are acknowledged by the Twitter developers’ 
website. The first, named hbc or the Hosebird Client is a library built and maintained by 
Twitter for consuming Twitter’s Streaming API and the second, named Twitter 4J is an 
unofficial library built for the Twitter platform used for integration between Java and Twitter. 
Both of these libraries are robust and some examples of message retreving code are outlined 
in the documentation.  For the Hosebird Client, we can create a client like this: 
Figure 5: Creating a client. This involves attaching the authentication code, endpoints processor and hosts. The name 
and eventQueue is not necessary and are used mainly for logs and processing respectively. 
 
Figure 6: Now, msgQueue and eventQueue will now start being filled with messages/events. Read from the however 
you like. 
 




With Twitter4J we can more easily search for Tweets using the Query class. 
Figure 8: Search for Tweets with Twitter4j 
 
As seen with the above figures both libraries are utilised differently. The main difference 
between the two is that the Horsebird Client utilises only the Streaming API whereas 
Twitter4J can be used to access the REST API as well as the Streaming API and it can do this 
with OAuth authentication enabled as well. 
As already mentioned, the current literature on the topic of Twitter sentiment analysis is vast. 
Finding information on the basic topic of Sentiment Analysis on Twitter is an easy task, but 
finding a recent article containing the information needed is difficult. The paper “Sentiment 
Analysis on Twitter” [20] written by Akshi Kumar and Teeja Mary Sebastian is one such 
example. The paper investigates a paradigm to mine sentiment from a popular real-time 
micro blogging service (Twitter). An interesting analysis that this paper presents is on the 
characteristics of the data coming from Twitter. It is stated that “the unique characteristics 
implicate new challenges and shape the means of carrying sentiment analysis on it as 
compared to other domains”. In this statement the writer describes how the informal tone of 
micro-blogging and the rationale behind it creates a completely new environment for 
sentiment analysis.  
In this paper five key characteristics are identified about tweets. 
 Message Length: As stated before the maximum length of a Twitter message is 140 
characters. As previous sentiment classification research focused on longer texts, this 
could prove a difficulty in the sense that more data usually implies more sentiment. 
The 140 characters also changes the way the message is written leaving less space for 
the less expressive words. 
 Writing technique: The occurrence of incorrect spellings and cyber slang in tweets is 
more frequent in comparison to other domains. As the messages are quick and short, 
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people use acronyms, misspell and use emoticons and other characters that convey 
special meanings. 
 Availability:  The amount of data available is immense. More people tweet in the 
public domain as compared to Facebook, thus making data more readily available and 
accessible by developers using the Twitter API. 
 Topics: Twitter users post messages about a range of topics unlike other sites which 
are designed for a specific topic. 
 Real time: Blogs are updated at longer time intervals as blogs characteristically are 
longer in nature and writing in them take times. Tweets on the other hand are limited 
to 140 letters and are updated very often. This gives a more real-time feel and 
represents the first reactions to events. 
These are important characteristics in Twitter and should be considered when performing 
sentiment analysis as they outline how the data coming from tweets differ from what was 
used in sentiment analysis before; for example we can adjust for the lack of characters by 
using the shear amount of data available for training. The system to find the semantic 
orientation of the opinion words in tweets that is proposed by this paper is a hybrid 
approach, using both corpus-based and dictionary-based techniques. The system also 
considers features like emoticons and capitalisation of text, as they have recently become 
a large part of the cyber language. 
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Figure 9: An architectural overview of the proposed system 
 
As seen in figure 9, the Twitter API is the only source for retrieval in this system. To find 
polarites of  Tweets the polar adjectives are first extracted so the indvidual sentiment 
scores can be applied. In this work the polar adjectives are considersed as  the 
combination of the adjectives along with the verbs and adverbs. A corpus-based method 
is used to find the semantic orientation of the adjectives and the dictionary-based method 
is employed to find the semantic orientation of the verbs and adverbs. The overall tweet 
sentiment is then calculated using a linear equation which incorporates emotion 
intensifiers too. The main infrmation we can get out of the figure above is located in the 
preprocessing module of the system. With  six different topics under the preprocessing 
heading we can understand that this module has not been taken lightly by the writer. The 
six preprocessing phases are: 
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 Removal of all URLs, hash tags (#topic), targets (@username) and special Twitter 
words (“RT”) 
 Calculate the percentage of tweets in Caps 
 Correct spellings; A sequence of repeated characters is tagged by weight. We do 
this to differentiate between the regular usage and emphasized usage of a word. 
 Repace all the emotions with their sentiment polarity 
 Remove all punctuations after counting the number of exclamation marks. 
 Using a POS tagger, the NL Processor linguistic Parser, the adjectives, verb and 
adverbs are all tagged. 
An interesting and useful idea from these points is the replacement of of all emoticons 
with their sentiment. This is interesting as emoticons are well used in Twitter and provide 
more sentiment than in other social networking site. The table below shows how each 
emoticon was replaced by the coresponding polar value. 
Figure 10: Emoticons 
 
We can compare this table to the seed list Figure 10 and see how each emoticons has been 
placed in terms of natural language. The seed list is a list of the positive and negative adverbs 
and verbs whose orientation we know is created and then grown by searching in WordNet. 
The table below is a seed list that is based on the reserchers’ intuition; strengths have been 
assigned to some frequently used adverbs and verbs with values ranging from -1 to +1. 
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Figure 11: Verb and Adverb Strengths 
 
The procedure for predicting the polarity of  an adverb and verb progmatically is given by the 
determine_orientation method. This method takes the target Adverb/Verb whose orientation 
need to be determined and the respectiveseed list as inputs. This procedure searches Word 
Net and the Adverb.Verb seed list for each adjective to predict its orientation. It also searches 
the synonym set of the terget Adverb/Verb from Word-Net and checks if any synonym has 
know orientation from the seed list. If this search succeeds then the target is added to the seed 
list with this orientation. Otherwise, the function continues to search from Word-Net the set 
of  antonyms of the target. If this succeeds, then the target is added to the seed list with the 
oppisite orientation as the antonym. If neither synonyms nor antonyms of the target word 
have been found then the function continues searching, as this word’s orientation may be 
found in a later call of the function. An example of how tweets are put through the system is 
given next and the preprocessing stage of the system can be better understood here.  
Example Tweet: <tweet>=“@kirinv I hate revision, it's BOOOORING!!! Iam totally 
unprepared for my exam tomorrow :( :( Things are not good...#exams” 
A transaction file is first created which contains the preprocesssed opinion indicators. Then 
the system extracts opinion intensifiers as follows: 
1. Fraction of tweets in capital letters: There are a total of  18 words in the sentence one 
of which is in all capital letters. Therefore the percentage of capital lettered words is P 
= 1/18 = 5.5%. 
2. Length of repeated sequence (the “O’s” in BOOOORING) Ns = 3. 
3. Length of Exclamation marks, Nx=3. 
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After this the opinion words are extracted from the sentence. This is done using a POS tagger 
which tags the adjectives, verbs and adverbs  
The list of Adjective Groups extracted: 
AG 1 = totally unprepared 
AG2 = not good 
AG3 = boring 
The list of Verb Groups extracted: 
VG1 = hate 
The list of Emoticons extracted: 
E1 = :(  Ne1 = 2 
 
From this we can see that the preprocessing phase can be very important, we can already see 
in which direction the tweet is going meaning this phase brings some needed sentiment to the 
system and is not just there to keep consistency. The Scoring phase is also important and 
brings us to our final answer of polarity on the tweet, we will review this step as it is very 
important as well. After the preprocessing is complete we have an adjective group and verb 
group, we have to find their semantic orientation. 
Score of Adjective Group  
S(AG1) = S (totally unprepared) = 0.8*-0.5 = -0.4 
S(AG2) = S(not good) = -0.8 * 1 = -0.8 
S(AG3) = S(boring) = 0.5*-0.25 = 0.125 
Score of Verb Group 
S(VG1) = S(hate) = 0.5*-0.75 = 0.375 





As we have a negative value, we can safely classify the tweet as negative. 
The work in this paper specifies a novel approach for seniment anaysis on Twitter data. To 
uncover the sentiment, first the opinion words were extracted from the tweets. The corpus-
based method was used to find the semantic orientation of adjectives and the dictionary-based 
method to find the sematic orientation of verbs and adverbs. The overall tweet sentiment was 
then calculated using a linear equation which incorporated emotion intensifiers too. This 
prelininary prototypes intials results give us a motivating technique to take advantage of the 
unprecedented opportunity to create and employ theories & technologies that search and mine 
for sentiments across microblogging sites like Twitter. 
Twitter is turning into one of the focal points of the world. People have turned to the platform 
to post about what they are doing, what they like and how they live. This fact has given 
reaserchers a continuous stream of meaning full data for sentiment extractment. Using this 
data we can see how the general public views our product and sometimes even make 
adjustments based on these views. Literature on the topic of sentiment analysis in Twitter is 
rich with ideas but in the world of sentiment analysis there is always room for improvement 
of accuracy and practical applications that can easily be taken advantage of by a general user. 
Automatic Ontology Generation 
 
Ontology generation or Ontology learning is where we attempt to automatically extract 
relevant concepts and relations from a given corpus or other kinds data sets to form an 
ontology. The automtic creation of ontologies is a task that involves many disciplines, 
typically for the terminology extraction. These are a Linguistic processor, for e.g . part of 
speech  tagging, phase chunking and the statisitcal or symbolic techniques that are used to 
extract relation signatures. The extensional part is commanded bt the knowledge based on 
instances of concepts and relations on the basis of the ontology. With the emergence of open 
applications lik Web Services and Web 2.0 widgets or also enterprise application integration 
ontology based representations have proven to provide richer knowledge representation that 
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improves machine interpretation of data. A bottleneck of the regular ontology development 
and management is in the acquistion of knowledge, classical development tipically requires 
strong human participation. This does not fit the requirements of applications today, as they 
need a more dynamic ontology and the posibility to manage a considerble quantitiy of 
concpets that a human can not achieve alone. 
Automatic ontology generation is a complex process, the paper “Automatic ontology 
generation: State of the Art” [21] gives an overview of the of most of the existing solutions to 
automatically constructing ontologies in a given domain. This paper put empahais on the 
evaluation of good and bad ontologies by first defining the difference between the two. This 
paper follows the thought that a good knowledge representatin is able to maintain all relevant 
information for the domain. Thus ontologies must be able to grow dynamically without 
bustling existing applications,but at the same time computational time for disovering the best 
matches between several ontologies is expensice, therefore the techniqu must maintain 
previos dicovering for between several ontologies is expensive. The technique must maintain 
previos discovered alignments and common useages in order to quickly recognize similarities 
between concepts and to compute only new information. The paper goes through attributes 
that matter when considering a good ontology which has been automatically generated, these 
are: 
 Memory: The model must nclude and maintan the most commen properties of 
concepts, their relatonships exstng alignmets and kown semantics. 
 Dynamism: identifyng ew concepts or new semantics, structural and syntatic forms 
and including them in the ontology. This is important for similarity searching and  
the alignment between concepts. 
  Polysemy: This refers to the ontology being able to provde polysemeous forms that a 
term associated to a concept may have. 
 Automation: This is refering to the ability to generate and enrich the ontology 
automatically. Solely relying on human management could quickly become 
impossible when a corpus source can be made up of thousands of tweets or pages of 
informaton.  
The document provides an exhaustive view of the automatic aspect of the ontology 
generation. The automatic ontology generation life cycle is define as a process composed of 




Figure 12: Automatic ontology generation process 
 
These steps represent the main tasks of the process for building ontologies starting from an 
existing corpus source n figure 12 the ways the steps interact are depicted, and in detail the 
five steps are: 
 Extraction: where the acquisition of information takes place. Inputs resources can be 
of many types: structured, semi structured and in the case of Twitter tweets 
unstructured. Techniques for information retrieval and extraction can be of different 
types, such as: Natural Language Process (NPL) techniques, clustering, machine 
learning, semantics, morphological or lexical and more often a combination of them. 
 Analysis: this step focuses the matching of retrieved information and/or alignment of 
two or more existing ontologies, depending on the use case.  
 Generation: this stage deals with the ontology merging, if appropriate, and the 
formalisation of the meta-model used by the tool in a more general formalism which 
is interpretable by other applications, such as OWL or RDF.. 
 Validation: all previous steps may introduce wrong concepts and relationships, thus 
an automated validation phase of the result is needed. 
 Evolution: an ontology is not a static description of a domain, but with the evolution 
of applications, in quality ad number, the ontology may also require some changes. 
This step will be further explained in the section on ontology evolution. 
With such rich literature and a broad research domain it is often difficult to clearly 
understand who makes what and why, mainly because defined frameworks for evaluation and 
analysis tend to organise methods according to adopted technologies. This approach allows 
for the facilitation of the understanding of what a method does with the ontology generation 
life cycle without the consideration of technologies used. 
The paper further moves to classify different types of ontology generations into four groups, 
Conversion or translation, mining based, external knowledge based and frameworks. Based 
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on these the paper looks at different tools for ontology creation and compares the results 
when tested against the previously defend criteria. From this study three questions have been 
answered that were addressed in the beginning of the paper. 
The answers to the questions were as follows: 
 Is there already an existing system that an do this? Not yet. A ontology corpus of XL 
files was developed using available software, but this was not able to be done 
automatically. 
 How can pars of existing systems be used in order to propose a methodology to 
achieve this goal? Different kinds of approaches can be considered to achieve this 
goal, such as multi-entries information extraction, bottom-up development, modular 
architecture, and looking for existing modules for format transformations, matching 
ad alignment seen in this paper. 
 Are there any extra parts that need to be developed? Yes indeed. Further work is 
needed in the semantic web area and semantic applications development. Specific 
work should be done for. 1) XML Mining techniques for information 
extraction/retrieval; 2) development complex matching approaches for alignments, 
maybe with simpler use cases and starting to collect common concepts; 3) working 
with more than 2 input ontologies because ontology merging may be uncomfortable; 
4) limiting the validation task as much as possible introducing different kinds of input 
resources and; 5 the development of specified modules and libraries for each step of 
the generation process. 
The most relevant answer to this thesis that is given by this paper is the first. The automatic 
part of ontology generation is very important in the case of this research paper. There are 
many semi-automatic applications in the field now and this thesis one is used, but it would 
mean great progress if there were an ontology generation tool which completed the same task 
automatically. There were some tools for automatic ontology generation discussed in this 
paper like SALT and TERMINAE, but due to the success in similar works in this thesis the 






Ontology evolution refers to the concept of ontologies changing as the real world domain 
changes or it can occur so the ontology maps the current domain better. In a more formal 
sense ontology evolution can be defined as the process of adaption of an ontology to arising 
changes in the corresponding domain while maintaining both the consistency of the ontology 
itself as well as the consistency of depending artefacts. When regarding semantic web manual 
ontology evolution has been described as a too complex and time intensive process in the 
decentralised environment of the web. At this moment, there exists no generally accepted 
definition of ontology evolution in the research community. The term ‘ontology evolution’ is 
often used with slightly different meanings. Therefore the above definition will be used for 
the only definition of ontology evolution throughout this paper. In general, several problems 
are associated with ontology evolution. These problems include aspects such as consistency 
maintenance, backward compatibility, ontology manipulation, understanding of ontology 
evolution, change propagation, etc.  These problems are still to be solved, with a small 
literature base in ontology evolution there is still a lot of work to be done in the field. Papers 
like “Understanding ontology evolution: A change detection approach” [22] define 
frameworks for the ontology evolution process, as this thesis does for the analysing of 
Twitter tweets. The release of these frameworks gives an indication that the field is still 
developing, using a form of ontology evolution will give researchers the ability to manage 
ontologies more easily and find new information easily using the same ontologies. As this is 
still a very young field it is not recommended for use in the methodology presented. 
Eventually ontology evolution will be at a level where its practical uses will be grand and 
applications will implement the concept well, this is when a methodology than take Ontology 








The area of sentiment analysis intends to comprehend opinions and distribute them into 
categories like positive negative and neutral. Until recently most sentiment analysis has been 
conducted on review sites as they provide sentiment of products or movies which allows the 
restrictions of the domain so analysis can be more focused. Sentiment analysis on Twitter 
posts is the next step in the field of sentiment analysis, as tweets give us a richer and more 
varied resource of opinions and sentiment that can be about anything from the latest phone, 
movie or political issue. Therefore the move into twitter as a sentiment analysis data hub 
allows us to move into different dimensions with relative ease. The basic sentiment analysis 
tools for twitter have been developed in many forms already. These tools usually consist of 
the regular search though a lexical database to match words with predefined sentiments, here 
there is no more information than the sentiment scores for each tweet in the output. In the 
field of sentiment analysis there are many techniques being used to gain more accurate 
results, but many of these adjustments and improvements to the processes are not 
implemented or used in the field of Sentiment analysis on Twitter posts. Generally the 
transition has not been a quick and easy transferring of the tools, but a building again from 
the ground up. In this thesis the methodology presented will not reinvent the wheel to make 
the analysis, but it will instead use an array of already developed tool which can be 















The basic outline of the methodology described in this thesis can be boiled down into the one 
goal, to take advantage of automatic domain ontology generation for providing more 
elaborate sentiment, regarding the notions contained in a set of tweets. The basic principles 
and grounds for this methodology were gathered, analysed, and updated from the paper 
“Ontology-based sentiment analysis of twitter posts” [23]. In this section the methodology 
will be discussed in much grander detail. 
Creating the domain ontology 
 
The solution to the problem of creating domain ontologies has been divided in two directions. 
The first direction is Formal Concept Analysis where one extends existing ontologies and the 
second Ontology Learning where ontologies are developed from the ground up. The ideal 
system would use a combination of these methods in the case of a new query using Ontology 
Learning and saving the resulting ontology to a database and in the case of a previously 
searched query the ontology that was created using Ontology Learning would be a base 
ontology for extension using Formal Concept Analysis. These two integral parts of the 
methodology will be explained below. 
Formal Concept Analysis (FCA) is a mathematical data analysis theory, which is used in 
Knowledge Representation and Information Management. The main characteristic behind the 
theory and possibly its main flaw for this dissertation is that it applies a user-driven step-by-
step methodology for creating the domain models. FCA has been regarded as a valuable 
engineering tool for deriving ontologies from collections of objects and their properties, ever 
since the emergence of the Semantic Web, Among the community of researchers dealing with 
ontologies on the Semantic Web FCA is preferred, as it offers these advantages: 
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1. Appropriate ontology size: The domain ontology is gradually developed, depending 
on the given dataset. Therefore due to this property, the generated ontology neither 
contains concepts and/or properties that would result in redundancy or lack in 
essential concepts. 
2. Better ontology design: Concepts and concept hierarchies are not user-defined, but 
dynamically specified using the detected properties. This leads to better ontology 
design and a more distinct classification of concepts. 
3. Domain specific ontology: The application domain\ needs not to be exhaustively 
described. The ontology will be developed to correspond to the given set of tweets, 
namely, the notion that currently “matter the most” within the data. Due to this, if 
given data, the resulted ontology will contain numerous classes and attributes that 
never appear in the data set and no corresponding sentiment scores will be derived. 
The process of FCA relies heavily on the definition of its main building block concept which 
is described via two data sets: The extension (set of objects) and the intension (set of 
attributes). Every object belonging to the concept has all the attributes within the intension 
and all the attributes within the intension are shared by all the objects within the extension. 
The relationships between the sets is represented by a formal context Κ(Ο,Α,Ι) triple where: 
 Ο is the extension, 
 Α is the intension, 
 Ι is a binary incidence relation between Ο and Α; I ⊆O x A where (o,a) ∊ I is read as 
“object o has attribute a”. 
The formal context is best represented as a cross-table, where the rows represent the 
extension, the columns the intension and the incidence relation is represented by a series of 
crosses as shown the following table. 
 





The concepts within the formal context can be organised as a concept lattice as visualised via 
a Hasse diagram as below: 
 
Figure 14: Ontology visualization via Hasse diagram 
The nodes in this diagram represent the concepts, below a node the objects are displayed and 
above the corresponding attribute. When we traverse up we retrieve the intension of the 
concept and as we traverse down the tree the extension is retrieved. Using this diagram we 
can easily view the relationships between objects and find what they have in common or not 
in common. For example Harriet does not share the Mammal attribute as the rest of the 
animals but does share the real attribute which both Socks and Greyfriar’s Bobby possess, 
this fact can also be seen by looking at the formal-context cross table, but this is much more 
difficult and usually a human will prefer using the Hasse diagram. As with any concept, it is 
easier to understand with examples, a common example used within this field is the follwing 
number example. Consider O={1, 2, 3, 4, 5, 6, 7, 8, 9, 10} and A={composite, even, odd, 
prime, square}. The smallest concept including the number 1 is the one with objects {1, 9} 
and attributes {odd, square}. The largest concept involving the attribute of being square is {1, 
4, 9}. It can be seen that both of these example concepts follow the definitions above.  The 
mathematical foundations of the process of FCA can be found in Formal “Concept Analysis. 
Mathematical Foundations” [24] in this dissertation these details will be skipped but the 




Figure 15: Ontology creation algorithm via FCA 
In FCA the aim is to populate the cross-table and create a concept that corresponds to the 
domain ontology. The algorithm above accepts input from the user as a concept parameter; 
this could be something like #smartphone. Then the retrieveTweets method is called to return 
the first n tweets. This could be done using the Twitter API or libraries that utilize it, like 
Twitter4J and the Hosebird Client. The retrieveObject is then called on each tweet and 
returns a reference to a relevant object (if nothing can be found it is still assumed to exist 
within a subset of the object). If a reference is detected, the attributes linked to this object are 
retrieved via the retrieveAttributes. Each attribute is appended to a set of attributes and the 
table is populated with the retrieved objects and the set of Attributes.  
The alternative of FCA is ontology learning also known as ontology extraction, ontology 
generation or ontology acquisition. It is the task of automatically creating ontologies, via 
extracting concepts and relations from a given data sets. Like FCA, fully automated ontology 
generation is yet to be perfected and remains elusive to a great degree. We tend to rely on 
semi-automatic and data-driven editors like OntoGen. Tools like this offer assistance during 
the development automatically assigning instances to the concepts.  Suggestions are made by 
the platform and the user is able to accept or reject these suggestions, while still being able to 
make manual adjustments. The suggestions for adjustments that the system provides are 
based on underlying data. This underlying data will be the tweets that are extracted from the 
Twitter API based on a query being made.  The query on the concept smartphone was made 





Figure 16: Ontology visualization via OntoGen 
The ontologies that are created via FCA or Automatic Ontology Generation are essentially 
taxonomies of concepts and attributes. The ontology that is produced is yet to be complete as 
the synonyms and hyponyms of detected attributes. By enriching the ontology with synonyms 
and hyponyms of the detected attributes, the underlying semantics are in a sense augmented. 
To do this the popular WordNet lexical database can be used. WordNet retrieves synsets of 
the synonyms and hyponyms of every given word. Each object within the synset returned 
must be added to the ontology and associated with initial attribute. Using an OWL ontology 
language, this can easily be using the owl:equivalentProperty and rdfs:subPropertyOf 
constructs. 
Sentiment analysis on tweets 
 
The second phase of the proposed methodology is the Sentiment analysis phase. This is 
where the main concepts of the paper are discussed. The proposal is to perform an automatic 
sentiment analysis on a set of tweets. The overall process involves retrieving a set of tweets 
that correspond to entities ain the ontology and performing sentiment analysis on each 
retrieved tweet. The sentiment analysis phase consists of three sub-tasks; querying the 
ontology for the corresponding attributes of each object, retrieving the relevant tweets, and 
performing the sentiment analysis. 
In the first sub-task the ontology that was created in the previous steps is queried, and the 
properties of ontologies are taken advantage of so the corresponding attributes of each object 
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are found. The tweets that are retrieved have to contain information regarding the objects and 
attributes of reference. This can be achieved via a Java API called JENA. JENA is used for 
processing RDF/S and OWL ontologies; it does this by retrieving object-attribute pairs ( oi, aij 
). More specifically, for every object/class, all attributes/properties are retrieved via 
processing RDF/S triples. 
The second subtask of retrieving the relevant tweets can be achieved through Twitter libraries 
like Twitter4J and Hosebird Client. A query is submitted for every property aij of an object oi 
in the form “oi aij”, where the different terms are separated by whitespaces. A number of 
tweets are retrieved t1i,..., t1n (default maximum number per window is 100 as defined by the 
base Twtter API), these tweets contain relevant keywords. When the relevant tweets are 
retrieved the pre-processing phase is entered here the tweets are transformed into text that can 
be interpreted by a sentiment analysis processor this is done as described in "Sentiment 
Analysis on Twitter” (2012) [25] and repeated below: 
 Removal of all URLs, hash tags (#topic), targets (@username) and special Twitter 
words (“RT”) 
 Calculate the percentage of tweets in Caps. 
 Correct spellings; A sequence of repeated characters is tagged by weight. We do this 
to differentiate between the regular usage and emphasized usage of a word. 
 Repace all the emotions with their sentiment polarity. 
 Remove all punctuations after counting the number of exclamation marks. 
The remainder of each tweet is then added to a collection of sentences. 
After the pre-processing phase is complete the retrieved tweets are submitted to a sentiment 
analysis processes or application like OpenDover (now a subscription based service). 
OpenDover is a web service that tags the opinions and sentiments detected in a textual 
corpus, based on the subject domain, as well as the intensity of the sentiment expression. As 
usual a sentiment score is assigned to each tweet, where    [         ]  depending on the 
polar properties of the submitted sentence. Although tools like OpenDover provide an 
ontology-based result we cannot assure that the process that is correct nor can verify it is 
ether. This is the draw back behind deploying any third-party software, thus it is good 




Quantitative analysis outputted sentiment scores 
 
The data that are obtained from these methods give us extra information about the tweets that 
were gathered. Using the data gathered in Kontopoulos, et al (2013) a quantitative analysis 
will be made. In figure 5 the average sentiment scores per attribute and model series are 
illustrated. For each score, the total number of retrieved tweets is also displayed and, in 
parentheses, the corresponding positive-to-total tweet ratio. 
 
 
Figure 17: Sentiment values corresponding to the smart phone attributes in the scenario 
As the full population of tweets are not being queried, so the data that is in the sample needs 
to be significance tested. Through significance testing we are able to find estimates of the 
population means. To do the significance testing the statistical analysis program R [26] has 
been used but any such programs like SPSS or SAS can be used in the same way and produce 
similar results. First in for a statistical analysis the data must be inspected, what matters here 
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are the results. Our data consists of one response variable Score which is qualitative and two 
explanatory variables which are also both qualitative. We will begin by testing the 
relationship between the score and the object, the process we will be using is a one-way 
Analysis of variance (ANOVA). This technique is used to compare means of two or more 
samples, with the null hypothesis being that all the means are equal. For this example the 
search query of “smartphone” will be used. Firstly we must start with an exploratory analysis 
of our data. 
Figure 18: Tukey plot of score vs. product 
 
We can see from the above plot that for each of the product the scores seem to be centred 
near the same point, with small variations. The HTC One appears to be centred the highest 












Plot of `score' by levels of `product',









Numerical Summary Statistics: Score vs. Object 
 Sample size Mean Median Std Dev Midspread 
Apple iPhone 89 3.91 5 4.17 6 
HTC One 275 4.69 5 3.64 6 
Nokia Lumia 106 3.71 5 4.36 6 
Samsung Galaxy 162 4.30 5 3.67 6 
 
 
The table above is a representation of the numerical summary statistics. These statistics 
confirms that HTC One has the highest mean, but the distance between this mean and the 
others is never equal to or greater than one standard deviation. It is also apparent that from 
these statistics we can understand that there is a left skew to our data which can be seen when 
looking at the medians compared to the means and noting the difference between the two. 
The exploratory analysis shows how the data behaves and whether any transformations need 
to be made to make it more workable, in this case there is no need for transformations so far. 
Therefore the checking assumptions phase is entered. This phase is to make sure the base 
assumptions of the ANOVA testing are met by the data. If the assumptions are not met then 
the data will ether need to be transformed or retaken. The first assumption is the assumption 
of independence which seems to be satisfied by the experimental design. The Second 
assumption that needs to be met is the equality of variance assumption, which can be checked 












Figure 19: Plotted residual values vs. fitted values 
 
The above plot shows the residuals versus the fitted values and as the scatter of the values 
seems random, there is no indication that the four phones have equal variance. This indication 
is proven correct by the results of the Levene test, on the top left corner of the plot the P-
value of 0.0343 can be seen. The P-value shows that there is evidence against the null 
hypothesis that the underlying populations have the same variance. As this assumption must 
be met to continue a log transformation must be made to the scores. When performing the 
same test on the log transformed scores the following plot is created. 
Figure 20: Log-transformed residuals plotted against the log-transformed fitted values. 
 
As seen above the variances appear to be more evenly spread and this is confirmed by the 
Levene tests P-value of 0.4859 which shows no evidence against the null hypothesis that the 
underlying logged populations have the same variance. As the assumption of equality is met 
with the logged data the test can continue, but the logged data will be used and medians will 
be analysed instead of means. The final assumption that needs to be check is the normality 
assumption which can be checked using the Shapiro-Wilk test.  

















Levene Test P-value:  0.0343























Figure 21: Test of Normality 
The figure above shows strong evidence against the assumption of normality but we can rely 
on the central limit theorem here to estimate the median differences. Relying on the central 
limit theorem the normality assumption is met and the process can carry on with the ANOVA 
test. 
One-way summary of the data 
ANOVA table: 
 Df Sum Squares Mean Square F-statistic P-value 
Between Groups 3 0.59853 0.19951 0.54853 0.64932 
Within Groups 546 198.59386 0.36379   





Mean Median Std Dev Midspread 
All data 550 1.53367 1.60944 0.60235 1.38629 
Apple iPhone 76 1.51281 1.60944 0.58243 1.38629 
HTC One 248 1.54276 1.70060 0.61651 1.38629 
Nokia Lumia 81 1.59630 2.07955 0.59377 1.38629 
Samsung Galaxy 145 1.49408 1.60944 0.59550 1.38629 
 

























Residuals from lm(log.score ~ product)





















 Estimate Tukey lower Tukey Upper Tukey P-value 
Apple iPhone  -  HTC One -0.7772 -1.9881 0.4338 0.3496 
Apple iPhone  -  Nokia Lumia 0.1931 -1.2345 1.6207 0.9885 
Apple iPhone  -  Samsung Galaxy -0.3861 -1.6963 0.9240 0.8727 
HTC One  - Nokia Lumia 0.9702 -0.1649 2.1055 0.1239 
 
From the above tables we can see that there is no evidence of any difference between the four 
groups’ median values. This is supported by the ANOVA tables between groups P-value, 
which contains no evidence against the null hypothesis that the median values are the same. 
This is also confirmed by the Multiple Comparisons table which shows the differences 
between the individual groups’ medians. As all of the P-values show no evidence against the 
hypothesis that the two given groups’ medians are different, we can accept the null 
hypothesis easily. Even though we have seen that there is no difference between the 
population medians of the groups, this doesn’t mean it should be ignored. Statistics can still 
be stated about the data that was found but population means and medians cannot be 
described as there is no evidence behind what has been discussed, this is a common mistake 
with researchers when given data that has not been analysed completely and even tests with 
unwanted results should be addressed.  




Figure 22: Tukey plot of score vs. attribute 
  
From above plot, some behaviour of the data can be described. It appears that the Battery 
attribute is usually regarded as worse than the rest of the attributes and the Display attribute is 
the highest among the four.  
\Numerical Summary Statistics: Score vs. Attribute 
 Sample size Mean Median Std Dev Midspread 
Battery 127 2.11 2 4.68 10 
Camera 332 4.86 5 3.38 6 
Display 90 5.08 8 3.67 6 
Processor 83 4.66 5 3.26 6 
 
From the table above these differences are magnified. The Battery attributes mean/median is 
near to one standard deviation to the Display’s mean/median values. This observation could 
give some evidence for the difference between these samples. Before performing tests the 
assumptions need to be checked once again. As the assumption of independence is met by the 
experiments design, the assumption of equal variance will first be checked.  




Plot of `score' by levels of `attribute',









Figure 23: Residual vs. fitted plots of score vs. attribute and logged score vs. attribute 
 
 
The above figure shows the residual vs. fitted plots for scores and the logged scores, each of 
which show strong evidence against the hypothesis that the variances of the groups are equal. 
This means that the ANOVA test cannot be used for these data, but this is not the end as a 
non-parametric test can still be used. In a case like this the Kruskal-Wallis rank sum test will 
be used. Using a non-parametric test has its disadvantages, which will be seen further. 
Kruskal-Wallis rank sum test 
 
data:  score by attribute 
Kruskal-Wallis chi-squared = 39.8069, df = 3, p-value = 1.171e-08 
 
The Kruskal-Wallis test above gives very strong evidence against the hypothesis that the 
population means of the scores of the individual attribute groups are the same. The Kruskal-
Wallis test does not give specifics on which groups have different means though; it just states 
that any of the four groups may be different from another. To determine which groups are 
different a Welch Two Sample t-test will be used this is another non-parametric test which 
will be used only two of the groups at a time. To determine which groups to examine the box 
plot below was produced. 
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Figure 24: Boxplot of score vs. attributes 
 
 
From this box-plot it can be observed that the greatest difference in means is most likely 
between Battery and Display. As this relationship provides the greatest evidence it will be the 
first tested. As all assumptions have been met here already and the exploratory analysis 
already made the test phase will be entered straight away. 
Welch Two Sample t-test 
Data:  Display and Battery 
t = 5.2245, df = 212.757, p-value = 4.153e-07 
Alternative hypothesis: true difference in means is not equal to 0 
95 % confidence interval: 1.847909 4.087174 
Sample estimates:  
mean of x mean of y 
5.077778 2.110236 
This test produces very strong evidence against the hypothesis that the mean sentiment scores 
are the same for tweets about the display of a phone and tweets about the Battery of a phone. 






The estimation on the average difference between the two attributes is also derived. When 
analysing tweets about Display, on average the sentiment scores produced will be between 
1.85 and 4.09 points higher than the scores produced when analysing tweets about the Battery 
of a phone. From these data only two other combinations of attributes produced evidence 
against the hypothesis that the mean sentiment scores are the same. These combinations were 
between Processor and Battery, and between camera and battery:  
Welch Two Sample t-test 
Data:  Processor and Battery 
t = 4.5947, df = 206.176, p-value = 7.543e-06 
Alternative hypothesis: true difference in means is not equal to 0 
95 % confidence interval: 1.457189 3.647640 
Sample estimates: 
mean of x mean of y 
4.662651  2.110236 
Welch Two Sample t-test 
Data:  Camera and Battery 
t = 6.0549, df = 178.09, p-value = 8.121e-09 
Alternative hypothesis: true difference in means is not equal to 0 
95 % confidence interval: 1.856591 3.651853 
Sample estimates:  
mean of x mean of y  
 4.864458 2.110236 
Both of these test display strong evidence against the hypothesis that the difference means of 
the two given samples are equal to zero. The estimations of the differences between the given 
samples are also produced: 
 When analysing tweets about Processor, on average the sentiment scores produced 
will be between 1.46 and 3.65 points higher than the scores produced when analysing 
tweets about the Battery of a phone. 
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 When analysing tweets about Camera, on average the sentiment scores produced will 
be between 1.86 and 3.65 points higher than the scores produced when analysing 
tweets about the Battery of a phone. 
These statistics allow the estimation of population means for the score – attribute relationships. The 
importance of statistical methods like these lies in the statements that are made about the data. If 
the data gives no statistical significance then the wording about the results must be made in an 
appropriate manner to indicate that the statements are about the sample and not the underlying 
population. The estimations and intervals that are produced by the analyses are also important for 
understanding how the population behaves; it also allows the analyst to take action on the results. In 
this analysis it was found that after the sentiment analysis was conducted on the tweets the 
corresponding sentiment scores are on average less when the tweet is about batteries than for any 
of the other attributes. This conclusion about the data can be used as a motivator to focus on 
improving the before mentioned attribute on next generations of smartphones. It is of public 
opinion that smartphone which reviewed do not rate in the battery section, if a company improves 
their battery to be above the others then that may result in a greater rise in popularity compared to 
improving less noticeable defects in the display and processor. 
Next the test for interaction between the products and the attributes will be made. The test used 
will be a two-way ANOVA. First the data will be explored through two interaction plots score vs. 
attribute + product and score vs. product +attribute. These plots don’t show anything different 
about the data; they are only different in the visualisation aspect meaning one plot may be more 





Figure 25: Interaction plots for score vs. product and attribute 
 
In the above plots the interaction between product and attribute can be observed by focusing 
on the dotted lines. In these particular plots the lines seem somewhat parallel; this could be an 
indication of no interaction between the product-attribute pairs. The test will carry on 
confirming these observations.  
Plot of 'score'







































Figure 26: The Residual vs. Fitted plot for score (left) and logged score (right) 
 
As with the previous data sets the original forms of the data did not pass the levene test for 
equality of variance, but in this case the log transformed data did and the test can proceed 
with all statistical values referring to the median rather than the mean.  
Figure 27: Test for normality 
 
Once again the data failed the test for normality as shown above, but we can still rely on the 
central limit theorem fulfil the assumption of normality as the sample size is large enough. 
Now that the assumptions of the ANOVA are fulfilled the ANOVA table and summary 
statistics can be made. 
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Two-way summary of the data 
ANOVA table: 
 Df Sum Squares Mean Square F-statistic P-value 
Product 3 0.59853 0.19951 0.55369 0.64585 
Attribute 3 2.9335 0.9774 2.7137 0.04423 
Residuals 543 195.66037 0.36033   
Total 549 199.19239    
 
Selected interaction Comparisons 
Within product: 
 Estimate Tukey.L Tukey.U Tukey.P 
'Apple iPhone'.'Battery'  -  'Apple iPhone'.'Display' -2.82 -6.7855 1.1484 0.5147 
'Nokia Lumia'.'Camera'  -  'Nokia Lumia'.'Display' 0.57 -3.4042 4.5500 1.0000 
'Samsung Galaxy'.'Display'  -  'Samsung Galaxy'.'Processor' 0.74 -2.8343 4.3120 1.0000 
Etc. Etc. Etc. Etc. Etc. 
 
Between product: 
 Estimate Tukey.L Tukey.U Tukey.P 
'Apple iPhone'.'Battery'  -  'HTC One'.'Battery' -1.00 -3.596 1.8415 0.9980 
'HTC One'.'Display' - 'Samsung Galaxy'.'Display' -1.33 -4.6958 2.0358 0.9933 
'Nokia Lumia'.'Processor'  -  'Samsung Galaxy'.'Processor' 1.55 -5.1684 8.2652 1.0000 




The results of the ANOVA test were as expected from the exploratory analysis. The only 
positive results obtained from this test are the ones were already known about the mean 
difference between all of the attributes not being equal to zero. As for the interaction, the data 
provides no evidence against the hypothesis that there is no interaction between the products 
and attributes with the Tukey P-values all being close to one. 
In a short summary the results that were found centred on the attributes of smartphones. 
When a tweet is extracted and given a sentiment score it was found that if the tweet is 
describing the battery of a smartphone the score is on average lower than a tweet which 
describing the display, processor or camera of a smart phone. The differences between the 
tweets have been quantified in estimate intervals, when comparing sentiment scores between 
tweets describing smartphone batteries and other smartphone attribute: Tweets about batteries 
on average have sentiment scores between 1.85 and 4.09 points less than tweets about 
displays, between 1.46 and 3.65 points less than tweets about processors and between 1.86 
and 3.65 points less than tweets about cameras. No evidence was found that the product that 
the tweets were describing had an effect on the sentiment score, nor that there was any 
interaction affect between the product and attribute. This does not mean that the before 
statements holds completely it just mean that in the data that was gathered there was no 
evidence for these effects. If the data were re-collected it may show different results and give 
some more evidence. Even though these analyses have not provided completely desirable 
results they are still necessary to make statements about the populations rather than just the 
sample that was gathered. Being able to elevate statements to the population level gives the 
researcher more statistical backing and the ability to take advantage of the knowledge gained, 





Within this methodology there are a number of difficulties which will affect the results of the 
process. A significantly difficult problem is the high number of advertising tweets in the 
retrieved set. These tweets are not true opinions and are very bias in the words they use and 
distort the derived results. Advertising tweets are usually given positive or neutral sentiment 
scores as they are misunderstood by the system. If a tweet is given a neutral score it is taken 
out of the results set by OpenDover. A good solution to this problem is the use of a 
subjectivity classifier as proposed in the paper “Robust sentiment detection on twitter from 
biased and noisy data” [27]. This classifier would be used to predict the subjectivity of a 
tweet and discard the tweets that are too subjective. The classifier described in this paper 
consists of three steps, the first of which involves the removal of tweets that disagree with 
Twitter in terms of subjectivity. In the second step the users of the tweets are examined and if 
they are over posting or known advertisers the corresponding tweet is removed from the 
objective set. The third step cleans the objective set as by removing the tweets that contain 
the top-n opinion words. The classifier will indeed take out the tweets from bias sources but 
in the process of doing so it can also remove the legitimate tweets that could provide useful 
sentiment bettering the results. When using this classifier, the number of tweets in the sample 
must be taken into account. If there is a small sample using such a classifier could be 
detrimental to the results of a study, this could be the case using methodology such as the one 
proposed in this paper. If there is a large sample the removal of these tweets will be bring 
more accurate estimations and provide a more significant result, in a methodology like ours 
the sample size could also be large. Therefore the use of the subjectivity classifier needs to be 
conditional ether decided by a interval (for example if the sample size is greater than 500 use 
the subjectivity classifier) or by the user where they can examine result with or without the 
subjectivity classifier. 
This brings us to the next difficulty in this methodology, the small sample sizes. Using the 
twitter API only 100 tweets can be obtained per query and these tweets are limited to the past 
couple of weeks. A solution to this would be to have a database of already queried tweets and 
query this database as well as twitter to storing new tweets to the database and retrieving 
tweets no obtained in the twitter query for the analysis set. Having such a process will give 
more accurate results and by adding a feature of saving previous search queries along with 
their respective ontologies, the processes can be much faster as all that is needed is to apply 
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an ontology evolution algorithm to the already existing ontology. The use of such a database 
will benefit the analysis as it would bring more statistically significant results, allowing for 
more obviously positive or negative results and not be in a grey area as was with the previous 
section. A disadvantage to this is in the database size, depending on how many queries are 
made the supporting database could grow quite large either taking too much memory or 
creating a large time complexity when searching. 
Even though jargon substitutions do exist, jargon will continue to be a problem in the analysis 
of Twitter and other micro-blogging posts. As jargon is always changing and evolving it is 
difficult to track which words can be replaced with which corresponding polarity, or even if 
the word needs a polarity attached to it. The issue also steams itself from the 140 character 
limit that is imposed to posts. The general use of third party software is also of concern here 
as these may not be open-source, meaning there is no way to see the code or make 
adjustments to it to improve efficiency. In this analysis OpenDover was used, this software is 
not open-source and does not allow users to view the code, meaning we must accept that it is 
giving correct sentiment scores to each statement. An obvious solution here is to custom-














This thesis argues that with the emergence of the social web, sentiment analysis is a research 
area that is very important. The recent technology of micro-blogging, in particularly Twitter, 
has shifted the attention of sentiment analysis field to micro-blogging post and tweets. This 
thesis proposes the deployment of semi-automatic ontology-based techniques for determining 
the subjects discussed in tweets and breaking down each tweet into a set of aspect relevant to 
the subject. The result of using this methodology is the assignment of a sentiment score to 
each distinct aspect and each of these aspects are tested against each other to find different 
relationships and differences. A baseline scenario was also presented that deal with the 
popular domain of smartphones and results in comparatively evaluating the distinct features 
of each model series.  
Goals for future improvements of the proposed approach initially involve the integration of a 
completely custom-built program that will perform all of the individual tasks using one 
simple wizard and be built in an assessable and open manner. A further aim is to integrate a 
fully automated ontology-building functionality but as has been previously discussed this is 
not possible at this point of time as the tools are not yet available. Therefore keeping the 
semi-automatic method of ontology creation still remains useful, as they are the most 
accurate and easy way to build a domain vocabulary. Finally, as Twitter is an ever changing 
stream of information when new concepts may be introduced which to the domain that 
weren’t present in an ontology that was previously used. It would be productive to use a form 
of ontology evolution rather than just to create a new ontology from scratch. Ontology 
evolution is an evolving topic in itself, and difficult to implement but with this difficulty 
come a great reward in terms of scalability.  
Sentiment analysis on twitter is a promising research area and the combination of automatic 
ontology evolution makes the area seem that much better. As Twitter is becoming more and 
more popular for researchers, one can expect to see many more adaptions like this coming 
from the sentiment analysis world. New methods and tools need to be developed to support 
this task and bring a new area of business to life. This thesis is a step towards achieving the 
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