This study presents the spatial interpolation procedure from snow depth measurements at weather stations implying the following stages: (1) Spatial interpolation at 1 km × 1 km resolution of the mean multiannual values (2005)(2006)(2007)(2008)(2009)(2010)(2011)(2012)(2013)(2014)(2015) corresponding to each month, computed from the data extracted from the climatological database; (2) Computation of the daily deviations against the multiannual monthly mean for every day and year over 2005-2015 and their spatial interpolation; (3) Spatio-temporal datasets were obtained through merging the two surfaces obtained in stages 1 and 2. The anomalies were considered to be the ratio between the daily snow depth values and the climatology. The spatial variability of the data used in the first stage was accounted for through the use of a series of predictors derived from the digital elevation model (DEM). To plot the maps with the climatological normals (multiannual means), the Regression-Kriging (RK) spatial interpolation method was used. In order to choose the optimum method applied in spatializing deviations, four interpolation methods were tested using a cross-validation procedure: Multiquadratic, Ordinary Kriging (separated and pooled variograms) and 3d Kriging.
Introduction
The realization of high-quality climatic data is essential for realistically assessing the impacts of climate variability and change of a region Dumitrescu et al., 2016) . Gridded data are useful for evaluating the performance of regional climate models, and they serve as input data for spatially distributed agrometeorological and hydrological models (Tveito et al. 2006; Birsan, 2013) .
Long-term climatic variability over Romania are well documented in various recent papers, pointing to an increase in drought and aridity (Cheval et al., 2014a (Cheval et al., , b, 2017 Dascălu et al., 2016) and in annual warm-related temperature extremes (e.g., Dobrinescu et al., 2015; Marin et al., 2014; Rimbu et al., 2015) . Changes since 1961 show increasing temperatures in all seasons except autumn , an increasing rain shower frequency (Busuioc et al., 2016; Manea et al., 2016) , decreasing trends in snow depth and in wind speed .
Snow cover has major effects on surface albedo and energy balance, and represents a major storage of water. The snowpack strongly influences the overlying air, the underlying ground and the atmosphere downstream. Snow cover duration influences the growing season of the vegetation at high altitudes. Snow cover is a climatic parameter occurring exclusively in the cold season in Romania, being strongly conditioned by air temperature and precipitation type, strongly affecting the surface albedo, the energy balance, the water resources and the hydrological regime (e.g., Birsan, 2015) . This paper presents the methodology for constructing a gridded dataset of daily snow depth over Romania measured during the cold season (DecemberMarch), from 2005 to 2015.
The spatial interpolation procedure implies completing the two stages below:
(1) Spatial interpolation at 1 km × 1 km spatial resolution of the mean multiannual values (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) corresponding to each cold season month, using data extracted from the climatological database;
(2) Computation of daily deviations against the multiannual monthly mean for each day and year from the same period, and combining the maps representing the deviations with the climatic maps.
The spatio-temporal datasets were obtained through merging the two surfaces obtained in stages 1 and 2. The anomalies were considered to be the ratios between the daily values and the monthly climatology.
Data and methods

Data
The main data used in this work consist of daily snow depth values recorded at 155 meteorological stations during the cold season between December 2005 to March 2015. The stations are located at elevations ranging from 1 to 2506 m.a.s.l., and have a good spatial coverage across the country, as well as a good altitudinal distribution (Fig. 2) . All weather stations (Tab. 1) have full data records over the study period and were quality controlled. The dataset contains no reconstructed records -like extensions or missing values filled by means of computational algorithms. Also, the auxiliary data listed further, derived from the Digital Elevation Model (DEM) were used for interpolating the multiannual values: altitude, mean altitude in a 20-km radius, latitude, distance to the Black Sea and distance to the Adriatic Sea.
The purpose of the DEM-derived predictors was to take into account both the altitudinal and latitudinal distribution of snow depth. The direct influence of the major water bodies as the main source of moisture was taken into account by including as predictors the distances to the Black Sea and to the Adriatic Sea, respectively (Dumitrescu et. al., 2016) . The monthly regression models were also improved by adding two more predictors, namely the grids of mean multiannual monthly precipitation and mean multiannual monthly temperature, computed for the same period (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) .
Methods
To interpolate the maps with the climatological normals (multiannual means), the Regression-Kriging (RK) spatial interpolation method was used. To choose the optimum method for gridding the deviations, four interpolation methods were tested through the cross validation procedure: Multiquadratic (MQ), Ordinary Kriging with separate (sepOK) and pooled semivariograms (pvOK) and 3D Kriging (K3d).
RK is a multivariate method that include one or more variables with a spatially continuous distribution (digital elevation model, satellite images, etc.) in the computations. It results from summing the surface determined through the least squares method (applied to multiple regression) and the surface obtained through spatially interpolating the regression residuals, using the Kriging meth- od. With this method, the first step consists in statistically validating the deterministic model, in the sense of verifying the intensity of the relationships between predictors and the dependent variable. The best regression model could be determined applying stepwise regression. In the case of RK method, the matrix of the multiple regression grid points represents the large-scale variability of the analysed parameter modelled by the explanatory variables. The interpolated residuals represent the local peculiarities of the target variable, modelled with the help of the semivariogram (Hengl et al., 2007) :
where ´k β are the coefficients of the regression model, k q is the value of the predictor in the point localised through the s 0 coordinates for which a new value is estimated and l i are the weighting coefficients of the residuals of e(s i ) regression with s i coordinates. Regression coefficients can be obtained either through the simple method of the least squares or through applying the generalised regression model. The value of the weight of each point used in interpolation results after solving a system of equations using the matrix computation of the type:
MQ belongs to the class of exact interpolation methods called Radial Base
with f being the matrix of the distance between the points with known values to which a radial base function is applied; z denotes the vector with the distances between the location chosen for estimation and the points with measurements, to which the same radial base function is applied; w are the estimated weights and w n+1 are the residuals.
MQ radial function is given by the relationship
The smoothing parameter σ can be chosen through computing the minimum sum of squared errors resulted from the application of the cross validation procedure or directly by the user.
OK computes the weights on the basis of the functions that also take for computation the spatial configuration of data (Isaaks and Srivastava, 1989) . The first step in the interpolation through the OK method is the analysis of the spatial interdependence of the dataset, performed through constructing the semivariogram of the sampled points (Pebesma, 2004) :
where N j is a set of pairs of locations separated by the distance h and h = the average of the distances between the N j distinct pairs. The assessment in a new location is based on regression against local neighborhood data of the surrounding data points, weighted according to the spatial covariance values (Johnston et al., 2001 ):
OK weighting functions take for computation both distance and the geographical arrangement of data. The value of the weights of each point used in interpolation results from solving a system of equations through a matrix calculus of the type: 
In this work two versions of OK method were investigated: (1) with daily estimation of the variograms (separated fitted daily semivariograms -sepOK), and (2) with pooled semivariograms (one single variogram is constructed relying on all data, treating each day as a copy of the same spatial dependence structure -pvOK) (Gräler et al., 2013) .
3dK is a three-dimensional extension of the two-dimensional Kriging method, which considers time to be the third orthogonal dimension. The predictions from the space-time cube are based only on one semivariogram model for the period of analysis, while the classical Kriging interpolation models require one semi-variogram per time unit (Pebesma, 2013) . Because good results of this method are achieved when an isotropic covariance model is used, the time dimension must be rescaled in order to align to the spatial directions (Hiemstra et al., 2009 ).
Validation
To choose the optimum method for interpolating the deviations, the leaveone-out cross validation was applied. This implies the elimination one by one of the values from the set of observed values and determining the value of the point excluded on the basis of the other observed data. The difference between the P estimated data and the O measured ones represents the ε experimental value:
Quantification of differences between estimations and observed data was performed with the help of the error measurement indicators:
-mean error (ME) represents the means of the differences between estimated and measured values respectively:
-mean absolute error (MAE) represents the means of the absolute differences between estimated and measured values respectively:
-root mean square error (RMSE) is sensitive to the presence of large errors, the squaring process attributing the residuals disproportionate weights:
The box-plot and Taylor-type diagram were also used in the quantitative analysis of results yielded by the four interpolation methods applied in interpolating the ratios (Taylor, 2001 ).
Results
Climatological maps
In order to achieve the gridded climology, the mean multiannual monthly snow depth data (1 December 2005 -31 March 2015) was used. Maps representing the climatological normals were obtained with the RK method.
Due to the existence of the collinearity effect, the predictors were subjected to the filtering process through the principal component analysis. Filtering the predictors through the principal component analysis (PCA) is performed through transforming the initial variables into a new set of variables, uncorrelated and of a smaller size. The new data set thus obtained contains most part of the original dataset variability (Fig. 2) . Figure 3 depicts the explained variance of the seven principal components for each month. It can be seen that the first three components explain the main characteristics regarding the spatial variability, representing the strongest configurations in explaining 90% or more of the variance present in the predictor fields, hence only those were taken for computation of the climatological maps. Prior to applying the RK method the statistical relationships between snow depth and the auxiliary variables (PCA predictors) for each month were identified. Through applying the backward type stepwise regression there can be selected for each case (month) taken apart the statistically significant predictors (Tab. 2). Analyzing the frequency distributions it was noted that the snow depth had a positive skewed distribution. Therefore, they were transformed to a close normal distribution by applying the natural logarithm function. The log1p() function from R language was used, which can also be applied when the data series contain values of zero. The estimations were back-transformed to real values with a help of expm1() function (https://stat.ethz.ch/R-manual/R-devel/library/base/ html/Log.html). The predictive power of the regression models varies from month to month, with smallest R-squared value in January, and the largest value in March. For all months more than 70% of the spatial variability of snowpack depth being explained by the predictors. For some months the nonlinear influence of some predictors was quantified in the regression model by using a 2 nd degree polynomial regression model.
In order to verify the interpolation results, a cross-validation was performed for the climatological maps for each month. The results are presented in Fig. 4 , together with the MAE, RMSE and CORR between the original and the crossvalidation values. From analyzing the maps constructed with RK method (Fig. 5) , it can be seen that the highest values are recorded in the closing month of the cold season, being generated by persisting below zero temperatures at high altitudes, which favours constant accretion of snow.
Daily gridded dataset
At this stage a number of interpolation methods were tested in order to find the optimum interpolation method for daily anomalies: Multiquadratic (MQ), Ordinary Kriging -separate (sepOK) and pooled variograms (pvOK) -and 3D Kriging (K3d). For the sepOK method the semivariograms were automatically estimated through the use of the automap R package (Hiemstra et al., 2009) . For the pvOK and K3d methods the variograms were fitted by using the fit.variogram function from gstat R package (Pebesma, 2013) .
Since there are regions where the mean multiannual snowpack depth is equal to zero, at the stations located on lower altitudes, a 1 cm value was added to the multiannual means prior to computing the daily anomalies. , ME (left), MAE (middle) and RMSE (right) computed through using the original datasets against those estimated through the cross validation procedure using MQ, sepOK, pvOK and K3d interpolation methods. with the help of RMSE indicators, and ME that points out the superior estimations performed with K3d method.
The Taylor diagrams (Fig. 7) confirm that the best estimates are provided by K3d method, regardless the month analyzed. pvOK obtains comparable results, with nearly the same computed values for Pearson's correlation coefficient and slightly larger standard deviation values. sepOK has the poorest accuracy in terms of the three computed indicators. Note that all methods underestimate the variability of the observed data, the poorest performance being computed for the March month, when the snowpack depth value are greater than 0 only in the mountain regions.
Due to the good results in interpolating ratios and to the fewer steps required for producing the maps, K3d method was chosen to generate daily anomaly maps. The final daily snowpack depth maps were generated by multiplying the ratio maps with those representing the monthly climatology.
Using gridded daily data regarding the snowpack depth, constructed with the help of the K3d method, the monthly maximum snowpack depth was com- puted in every grid point (Fig. 8) . The highest values of this parameter correspond to the high mountain areas (more than 200 cm starting from January), persisting till March due to the negative mean temperatures. A considerable snowpack (deeper than 50 cm) can also be found in the extra-Carpathian areas as a consequence of the blizzard episodes specific to January and February.
Conclusions
Using an interpolation procedure that implies completion of a number of stages, there were obtained the gridded datasets for the snowpack depth values. Those were constructed at 1000 m × 1000 m spatial resolution, using meteorological records from 2005 to 2015, only for the months December, January, February and March.
In the first stage, the monthly climatology maps were constructed based on a multivariate geostatistical model based on the RK method. This can take for computation in the process of spatialization one or more variables with a continuous spatial distribution. The purpose of the DEM-derived predictors was to take into account both the altitudinal and latitudinal distribution of snow depth. The direct influence of the major water bodies as the main source of moisture was also accounted for by using as predictors the distances to the Black Sea and to the Adriatic Sea, respectively. The monthly regression models were also improved by adding two more predictors: the multiannual monthly mean of precipitation and temperature grids, computed for the same period (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) . In order to choose the optimum combination of potential predictors, the stepwise regression was used, selecting in the interpolation process only those predictors which are statistically significant for each analyzed case (month).
The second stage implied spatial interpolation of the daily deviations against the monthly normals. In view to choose the optimum interpolation method, four spatialization methods were tested. Through using the cross validation procedure and computing some error indicators, conclusion was drawn that the best estimates are obtained through the 3d Kriging (which includes time as the third dimension), hence this method was applied in interpolating the anomalies. Through combining the maps with the daily anomalies with those rendering the monthly normals, daily snow depth maps were constructed.
Using the gridded daily data, other parameters may be computed: number of days with snowpack, the first and last day with snowpack, the maximum snowpack depth, etc.
Maps obtained within this stage supply an overall picture of the analyzed variables, however with a precision directly influenced by the scale at which those were performed, by the spatial estimation errors specific to the geostatistical methods and by the density of the measurement points (weather stations operated by the National Meteorological Administration). In certain areas, where peculiar climatic conditions are specific and where no meteorological measure-ments are performed, it is recommended to achieve detailed studies regarding the spatio-temporal variability of the parameters of interest stressing the spatiotemporal local development character of the meteorological phenomena.
