Introduction
Natural language sentences have ambiguities at many levels of abstraction. Since present computational algorithms can handle only partial structures, one after another, these ambiguities cause problems for parsing. A common solution is to create ahemative structures in parallel, and explore a forest of possible trees in hope that the right parse tree will appear among them. This solution for processing ambiguities in parsing creates two new problems. Which tree is the right one among many in a forest.'? Furthermore, in the process of creating alternative structures, the number of partial trees tends to grow exponentially or at least polynomially with the number of words of a sentence. That in turn implies similar growth in the processing time.
If a parsing algorithm were able to make confidently only the right local structural choices for a sentence, it would deterministically produce only a single, correct tree. The benefits would be obvious: there would be no search for the right tree in a forest, and the processing time could be benign. However, to our best knowledge, no one has yet been able to produce a deterministic parser for a constituent analysis of sentences.
A dependency theory of syntactic structure indicates syntactic relations directly between the words of a sentence (e.g., Hays, 1964; Hudson, 1976 , Hellwig, 1986 Mel'chuk, 1988; Robinson, 1970; Schubert, 1986; Starosta, 1988) . We have studied the parsing of dependency structures over several years (Nelimarkka et al. 1984 , Jiippinen et al, 1986 , Valkonen et al., 1987 . In this paper we discuss the final version of our fully implementod dependency parser and show that h is possible to design a heuristic deterministic dependency parser that parses sentences in linear time. The parser chooses heuristically only one direct governor among alternatives for each word in a sentence. Such a deterministic parser runs a great potential risk that at some point a wrong choice is made and the right parse tree is missed. We demonslrate empirically that the quality of the deterministic l Formerly Hard Jfippinen Current address: Ganesa Oy, It. Teatterik. 1 D 22, 00100 Helsinki, Finland. E-mail: harri@kielikone.fi parser can be maintained on a satisfactory level. We first discuss deterministic parsing theoretically and then proceed to discuss the implemented parser.
Strings and Governments

I.I Direct governments and governed
strings Let x be a node that has certain formal properties. Let S = {xl. x2, x3 .... } be a wellordered set or a string of such nodes. (We do not discuss the formal properties of nodes here. Later on, when nodes are interpreted as word forms, their formal properties will be morphosyntactic attributes.) Let R be a binary, asymmetric, and antireflexive relation between the nodes of S:
xi, x i ~ S, xi Rxi, and i# j }
We say that xi directly governs xj or is a direct governor or a regent of xj. Correspondingly, xj is directly governed by or a dependant of xi. Graphic representation indicates direct govermnents by arrows (Figure 1 ).
Rather than using just one direct government relation we admit several annotated binary relations, distinguished with integer subscripts. Let R = {Rb R2, R3, ...} be a set of such binary relations.
We stipulate the following tree constraint for the direct government: a directly governed node has a unique direct governor.
R2
R, I R3 R3
Figure 1: A governed string
We say that a node xi governs xj (i#j) iff either xi directly governs xj, or xi governs Xk (k#i,j) and xk governs or directly governs xj. If all nodes of a string except one are governed by the same governor, we say that the string is totally governed (by that common governor). Figure 1 shows a totally governed string that is governed by node xl.
Due to the tree constraint, governed strings are topologically trees. We distinguish different kinds of ambiguities in strings. A string S is unambiguous with respect to a set of relations R if each node has only one possible direct governor and governing relation. S is locally ambiguous but globally unambiguous, if S has only one unique totally governed string but at least one node has more than one possible direct governor or governing relation. S is (globally) ambiguous, if there are more than one topologically different (or differently annotated) totally governed strings for it.
We stipulate another topological constraint. The projectivity constraint states that ifxi Rk xj, for any i, j, k and i>j, there exists no Rp such that Xm Rp x, for any m and n such that m>j and i<n<j or m<i and i<n<j. (The projectivity constraint prohibits "crossing" direct governments.)
Government Maps
It is convenient to study governed strings using two-dimensional government maps (GM). A GM(S,R) is a matrix whose rows represent the nodes of a string S and the columns represent the relations of R. The ordering of the rows corresponds to the ordering of the nodes in S, while the ordering of the columns (relations) is arbitrary. The direct governor of a node is marked at the intersection of the governing relation and the governed node. For example, if R = {Rb R2, R3, R4} and S = {XL X2, X3, X4, XS} Table 1 shows the GM(S,R) of the governed string in Figure 1 . Formally, GM(S,R) c S x R x S. (Henceforth we often simply write GM rather than GM(S,R).) Two GM's are called equidimensional if they represent identical strings and identical sets of relations and the relations occupy the same columns in both maps.
We borrow a few operations from the set theory. A direct government xi R~-x i belongs to a GM (marked ~) iffxi and xj are nodes in the GM and xi Rk x i is marked in GM. A government map GMI includes another equidimensional map GM2 (GM2 c_ GM1) if all direct governors in GM2 are also in GMI, GMI properly includes an equidimensional map GM2 (GM2 c GMI) if GM2 c_ GM1 and GMI ¢: GM2. Any given two equidimensional maps are identical, if they include one another. We also admit unions (u) and intersections (c~) of two equidimensional GM's in the obvious manner.
A GM may exhibit just those direct governers which constitute a totally governed string, it may show any subset of the direct governors of the nodes, or it may exhibit all possible direct governors of the nodes. We say that a resolved GM (GM') is a map that shows only the direct governors of a totally governed string. A complete and unresolved GM (GM c~) is a map that indicates all possible direct governors of the nodes. A (partially) unresolved GM (GM u) indicates some but not necessarily all direct governors of the nodes. For each GM, GM' _c GM cu and GM" c GM cu.
Let GMr(S,R) and GM~"(S,R) represent a resolved and the complete and unresolved equidimensional maps, respectively. If S is unambiguous, GM r = GM% If S is locally ambiguous but globally unambiguous, there exists only one GM ' and the GM r c GM ~'. IfS is globally ambiguous, there exists more than one different GM r and for each GM' c GM ~. Finally, if there exists no GM ' such that GM ~ _c GM ¢'', we say that the string is ungrammatical (with respect to R). Table 2 shows the GM ~ of a locally ambiguous but globally unambiguous string. Node x4 cannot be directly governed by both x3 and xs, hence the string is locally ambiguous. Only the former choice results in a totally governed string ( Figure 1 and Table 3 shows the GM c° of a both locally and globally ambiguous string. Figure 1 shows one and Figure 2 shows another governed string corresponding to this GM ¢~. If a string is ambiguous, at least one row has multiple entries in the GM% 
Deterministic parsing
An GM r carries all necessary information about the structure of a governed string. If the process of uncovering the structure of a string is called parsing, a parsing process equals to the finding of the GM r for a given string (or all resolved maps if the string is globally ambiguous), and the found GM ) represents the parse tree of the string.
The nodes and relations in a GM generate an abstract search space for governed strings. Therefore, parsing can be viewed as a search for the GM ~ in the space genereted by the string of nodes and the set of available relations. The process begins with an empty map and makes progresssively more and more direct governors known. The process should end with a GM u such that GM' c_ GM ~. If G1Vf c GM ~ there remains a residual problem of finding GM ", GM" c GM", such that GM'" = GM ~.
Let us assume that for each globally ambiguous string there is single fight parse tree, called the preferred tree. We call a parsing process deterministic, if it begins with an empty map and marks direct governors in the map in such an order that when the process ends GM u = GM r, where GM" is the explored map and GM r represents the parse tree or the preferred parse tree if the string is globally ambiguous.
Theorem 1: Unambiguous strings can be parsed deterministically.
A proof is trivial. Any algorithm which finds all possible direct governors of the nodes by iterating through all the relations and all the nodes creates the GM c'' by definition. And with unambiguous strings, GM r = GM ~u.
The following OS algorithm (for Open Search), among others, parses unambiguous strings deterministically.Let nR denote the number of available relations and ns stand for the number of nodes in an input string.
OS algorithm: Let us assume that the distance hypothesis holds and let d stand for the maximum distance. The iteration statement in the OS algorithm is then limited as follows:
.,,
Let C denote the most expensive relation test. The OS algorithm consumes in the worst case at most C * nR * nN * 2 * d = O(nN).
Next we show that even ambiguous natural language sentences can be parsed deterministically in linear time if a certain additional condition holds.
Best-First Conjecture:
It is possible to order the linguistic relations as columns in a GM in such a way that (without violating the Distance Hypothesis) the OS algorithm produces for natural language sentences the right or the preferred GM r most of the time.
Due to its heuristic flavor, we call the thus modified OS algorithm the BF algorithm. ones for a word, the alternative local governors will be rejected forever. Therefore, there is no guarantee that the right parse trees will be always produced, hence the phrase "most of the time".
Claim:
The BF algorithm parses natural language sentences detenninistically in linear computational cost of the most expensive relation test).
Decomposition
The theoretical model assumes that sentences are parsed in one pass. The DCParser divides sentences into segments, using conjunctions and delimiters as separators. The BF-algorithm is time so that the right or the preferred parse trees ,. applied to each segment separately, and the final are producedmostofthetime, phase unites the structures built in those segments applying the algorithm again. This claim is an unprecise empirical statement Decomposition greatly strengthens the Distance that can be supported only by empirical means.
Hypothesis, but it does not alter the linearity That will be done next.
proof, since the sum of linear elements is linear:
The Practical Parser
From now on we assume that strings of nodes are natural language sentences and discuss a fully implemented parser (DCParser) that parses Finnish sentences. The DCParser differs from the simple theoretical model described above, but, as v~ll be shown below, the differences do not alter the theory.
Contexts
The formal part introduced binary relations as context-free ordered pairs (1). Dependency relations in the implemented parser use contexts. Formally, they could be expressed as contextsensitive ordered pairs as in (2), but the DCParser uses different rule syntax as discussed in 2.5.
(2) where n~ is the number of the words in a sentence.
Homographic disambiguation
The theoretical model did not discuss ambiguous nodes. In practice a word form can have several alternative morphotactic interpretations. The DCParser has a separate morphological analysis phase which produces all possible morphotactic interpretations for the word forms of input sentences. A separate preprosessing phase explicitly disambiguates most of the lexical and homographic ambiguities of Finnish word forms using context sensitive rules designed for the purpose (Nyl~nen, 1986) . The remaining ambiguities are resolved implicitly by the DCParser as follows. When an interpretation of an ambiguous word form qualifies as a governed node the alternative interpretations will be rejected. This strategy implements yet another heuristic component for the parser, but the strategy does not alter the linearity argument presented earfier.
The dependency relations
The parser uses 32 different binary dependency relations for Finnish. The coordinating relations are discussed in 2.5. The most important other relations are listed in Figure 3 illustrates.
Subordinate clauses
The DCParser treats finite subordinate clauses so that the subordinating conjunction serves as a linking word between the heads of the main and the subordinate clauses. The conjunction is in the relation in question, and the head of the subordinate clause is in the ConjPostComprelation with the conjunction. Below there is a Finnish example sentence from the corpus, its rough word-for-word translation and the parse tree produced by the DCParser (4). This sentence exemplifies both subordinate clauses and coordinations. In this output mode the DCParser displays word forms as triplets: surface form, Relation, base form. Hierarchy is indicated using indentation: the regent of a given dependant is the first word below that is indented one step less. A rule has two main parts: the condition part and the action part. The condition part searches and tests qualifying dependants and possible contextual words. A word qualifies in a test if its attribute object satisfies the description given in the rule. Variables can be used for passing attribute values. C: =" assings a value; "=" tests a value) The action part binds and names dependants and assigns values to attributes. The rule above iteratively (Redo) binds immediately preceeding adjectives as attributes if they agree in the case and number with the head noun.
Riittda, kmt puolueetja niidenj~rjesti~t
Rules are classified into generic rules (grammar proper) and lexical rules. Their expressive power is identical. The former are activated by syntactic categories. (6) visualizes a simple generic rule. Lexical rules are activated by specific lexemes. For example, (7) describes a part of a complex rule for Finnish verb pitdd. The grmnmar (Arnola, 1998) consists of about 950 generic rules and of about 12 500 lexical rules. An algorithm, which implements the BestFirst strategy, controls the activation of the rules. 
Empirical Results
Benchmark test suite
Linearity argument
We used the benchmark test suite sentences to test the linearity claim. Figure 5 shows correctly if the sentence is grammatical and the produced dependency structure completely complies with the structure a competent human judge would assign to it. Otherwise the parse tree is judged incorrect. Hence, a single, local structural error in an otherwise correct parse trc¢ disqualifies the st~cture. If a sentence is globally ambiguous but it is clear for a human reader which structure is meant, the structure is judged correct only if it is in agreement with the human decision. If a human reader cannot make the right choice for an ambiguous sentence without textual context, the structure is deemed correct if it is one of the possible correct structures. Figure 7 shows the percentage numbers of each column in a graphic form. Lines are fitted to the data to indicate possible tendencies of the series.
Presently the DQParser is fully developed in the sense that it is in practical use in commercial machine translation systems. However, the tuning of the parser still continues. The parser has been subjected to tens of thousands of genuine unedited sentences from different sources over the years. Each parse tree has been carefully studied and all indicated errors or gaps that could be systematically corrected were corrected in the grammar and in the lexicons. About once a week the benchmark test suite was processed and possible errors found in the test suite were corrected.
Occasionally (about oncein a month or two) a fresh piece of text was randomly selected. The total number of sentences in the text and the I number of sentences parsed correctly right away were recorded. The incorrectly parsed sentences were classified into three classes: the ones I parsed correctly after (only) lexical corrections, the ones parsed correctly after grammatical corrections (and possible lexical corrections), and the ones whose parsing errors could not be I corrected in systematic fashion. These a errors exhibit a fundamental drawback of the Best-First strategy. Figure 7 show that the parser seems to embody a stable 2-4% error ratio due to fundamental problems in the Best-First strategy. Approximately the same number of sentences (2-5%) have revealed grammatical deficiencies in the parser. This figure may have a slow, although not clear declining trend. 9-17% of the sentences have revealed lexical deficiencies, and this figure seems to have a slow declining trend. 76-87% of the sentences were parsed correctly right away, and this figure seems to show a clear 
Conclusion
In this paper we have argued that it is possible to parse binary dependency structures of natural language sentences deterministically and in linear time, and to keep parsing quality within acceptable limits, if syntactic heuristics is applied appropriately. A possibility for linear parsing has been proved theoretically and demonstrated empirically. The quality issue was discussed using empirical data. Determinism was accomplished with a Best-First search algorithm which implements syntactic heuristics in three ways: 1) in a permanent ordering of the testing of dependency relations, 2) in the implicit disambiguation of homographic word form interpretations, and 3) in the contexts of dependency relation rules.
Linear behavior is strongly supported by the empirical data. It is difficult to be precise about the quality issue. Empirical data shows that the upper limit of the quality of this deterministic strategy is 96-98%. The inherent error rate is due to the use of heuristics. Nondeterministie parsers do not have such theoretical barriers. But this inherent error ratio should be contrasted with the fact that a deterministic parser produces the fight parse tree, while a nondeterministic parser produces usually only a forest of candidate parse trees accurately.
At the moment of this writing this deterministic parser seems to have reached about 85% correctness rate (the average of the last five samples). Current errors are mainly lexical errors or gaps (about 9%) which usually can be easily corrected but the corrections improve the quality only slightly. Some 3% of the current errors are errors and gaps in the grammar. One should be cautious, however, of giving any precise numbers for parsing quality, since our exprerience shows that quality numbers vary markedly from one text to another.
An interactive demonstration of the parser is available to the public for testing purposes at http://www'kielik°ne'fddcparser'fi'dem°" and the machine translation system (from Finnish into English) at http://www.kielikone.fi/fealcee.
