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Abstract
We consider the problem of nding the maximum possible length m0(k; q) of a near-MDS code
of given dimension k over the eld with q elements. We obtain the exact values of m0(k; q) for
q=2; 3; 4; 5. Some partial results about near-MDS codes in larger elds are also given. c© 2000
Elsevier Science B.V. All rights reserved.
1. Introduction
In the present paper we consider the family of so-called near-MDS codes (NMDS
codes). Near-MDS codes have been dened in [3] as the ‘next to the best’ class of
codes by weakening some restrictions in the denition of MDS codes NMDS codes
have similar properties to MDS codes and admit a nice geometric interpretation. Some
celebrated non-binary codes, such as the ternary Golay codes, the quaternary quadratic
residue [11,6,5] and the quaternary extended quadratic residue [12; 6; 6] codes, turn out
to be near MDS codes. Unfortunately, unlike MDS codes, we have no nice innite
class of NMDS codes. By m0(k; q) we denote the maximum possible length n, for
which there exists a [n; k]q NMDS code. Our main goal is to nd and study the best
NMDS codes, i.e. those of length m0(k; q). This problem seems to be much harder than
the corresponding one for MDS codes. In what follows we concentrate on small elds
only (q= 2; 3; 4; 5). We nd the exact value of m0(k; q) for q= 2; 3; 4; 5 for all k and
present some results on NMDS codes over larger elds.
In Section 2 we recall some basic denitions and prove a general theorem on m0(k; q).
In Section 3 we nd the exact values of m0(k; q) for q=2; 3 for all k. For binary codes,
we give a full list of all NMDS codes. Section 3 is devoted to quaternary codes. We
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nd the values of m0(4; q) for all k and classify all codes, for which these val-
ues are obtained. In particular, we prove the uniqueness of the quaternary [11,5,6],
[11,6,5] and [12; 6; 6] codes. In Section 5 the same problem for codes over F5 is
solved.
2. Basic results on NMDS codes
In what follows C is a linear [n; k]q code with a generator matrix GC and a check
matrix HC. Let dr(C) denote the rth generalized Hamming weight of C [12]. For
notions not dened, but used in this paper, we refer to MacWilliams and Sloane [7].
The following denitions of a NMDS code are easily shown to be equivalent.
Denition 2.1. A linear [n; k]q code C is said to be near-MDS if
di(C) = n− k + i for i = 2; 3; : : : ; k;
d1(C) = n− k:
Denition 2.2. A linear [n; k]q code C is near-MDS if and only if a parity-check matrix
of C, say HC, (and consequently each parity-check matrix) satises the conditions
(N1) any n− k − 1 columns of HC are linearly independent;
(N2) there exist n− k linearly dependent columns;
(N3) any n− k + 1 columns of HC are of full rank.
Denition 2.3. A linear [n; k]q code C is near-MDS if and only if a generator matrix
of C, say GC, (and consequently each generator matrix) satises the conditions
(N10) any k − 1 columns of GC are linearly independent;
(N20) there exist k linearly dependent columns in GC;
(N30) any k + 1 columns of GC are of full rank.
Denition 2.4. A linear [n; k]q code C is near-MDS if and only if d(C)+ d(C
?)= n.
Denition 2.4 implies that if a [n; k]q code is near-MDS then so is its orthogonal.
Let us note that not every [n; k; n − k]q code is necessarily a near-MDS code. The
construction given below yields [n; k; n− k]q codes which are not near-MDS. We start
with an [n; k; n− k + 1]q MDS code C with parity check matrix HC. Adjoin a row to
HC which is not a linear combination of its rows and which is of weight less than
k − 1. Denote the matrix obtained by HC1 and consider it as a check matrix of an
[n1; k1; d1]q code C1. The code C1 has parameters n1 = n; k1 = k − 1; d1;>n1 − k1.
Obviously, d(C?1 )<k − 1 = k1, whence d1 = n1 − k1 and C1 is an [n1; k1; n1 − k1]q
code which is not near-MDS. However, if n is large enough, every [n; k; n− k]q code
is a near-MDS code.
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Theorem 2.5 (Dodunekov and Landgev [3]). If n>k + q every [n; k; n − k]q code is
near-MDS.
The weight distribution of a near-MDS code can be completely determined up to a
parameter (in our case, this is An−k).
Theorem 2.6 (Dodunekov and Landgev [3]). Let C be an [n; k]q near-MDS code. Let
further fAiji=0; 1; : : : ; ng be its weight distribution and fA0i ji=0; 1; : : : ; ng be the weight
distribution of C?. Then for every s 2 f1; 2; : : : ; kg;
An−k+s =

n
k − s
 s−1X
j=0
(−1) j

n− k + s
j

(qs−j − 1) + (−1)s

k
s

An−k ;
A0k+s =

n
k + s
 s−1X
j=0
(−1) j

k + s
j

(qs−j − 1) + (−1)s

n− k
s

A0k :
Let C be a near-MDS code with k>3 and with generator matrix GC=[g1 g2 : : : gn],
where gi 2 Fkq. Since k>3, the columns of GC can be viewed as dierent points in the
projective geometry PG(k − 1; q). Hence the existence of an [n; k] near-MDS code is
equivalent to the existence of a set S of points in PG(k − 1; q) having the properties
(N100) every k − 1 points from S generate a hyperplane in PG(k − 1; q);
(N200) there exist k points in S lying on a hyperplane;
(N300) every k + 1 points from S generate PG(k − 1; q).
For k = 3 these properties reduce to the following:
 there exist three collinear points in S;
 no four points from S lie on a line.
In other words, every near-MDS code of dimension k = 3 over Fq is equivalent to an
(n; 3)-arc in PG(2; q).
In what follows, we concentrate on the problem of nding the maximum possible
length m0(k; q) of a near-MDS code of xed dimension k over a xed eld Fq. This
problem seems to be much harder than the corresponding one for MDS codes. For no
eld with q>7 is there even a reasonably narrow gap between the best known lower
and upper bounds on m0(k; q). A related, but not equivalent problem, is that of deter-
mining the maximum length (r; q) of a [n; n−r−1; r+1]q code (so-called almost-MDS
code). This problem was considered in detail in [2]. The following theorem gives some
general bounds about m0(k; q).
Theorem 2.7. Let k be a positive integer and let q be a prime power. Then;
(a) m0(k; q)62q+ k;
(b) m0(2; q) = 2q+ 2;
(c) m0(k; q)6m0(k − ; q) + ; for every  with 066k;
(d) m0(k; q) = k + 1; for every k > 2q;
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(e) m0(k; q)62q+ k − 2; for every q> 3;
(f ) m0(2q; q) = 2q+ 2; for every q> 3 and every k > 2;
(g) m0(2q− 1; q) = 2q+ 1; for every q> 3.
Proof. (a) From Theorem 2.6 one gets
q− 1
2

n
k − 2

(2q+ k − n)>An−k+2>0;
whence the result follows. The bound from (a) can be derived also from the Griesmer
bound [5]. We have
n>gq(k; n− k) =
k−1X
i=0

n− k
qi

>n− k + s+ k − 2 = n+ s− 2;
where s= d(n− k)=qe. Hence s= 1 or 2, and s= d(n− k)=qe implies (a).
(b) Take two nonzero vectors from every one-dimensional vector subspace of F2q. The
matrix having these 2(q+1) vectors as columns is a generator matrix of a [2q+2; 2; 2q]q
code.
(c) By shortening a [n; k]q NMDS code we get a [n− 1; k − 1]q NMDS code. This
implies m0(k − 1; q)>m0(k; q)− 1, whence (c) follows by induction.
(d) Note that the existence of a [k+1; k]q near-MDS codes is obvious for every prime
power q. Suppose that C is an [n; k]q near-MDS code with n>k+1> 2q+1. Let GC=
[g1 g2 : : : gn]; gi 2 Fkq be its generator matrix and let the rst k columns g1; g2; : : : ; gk
be linearly independent. Then gk+1 =
P
i2J1 igi ; i 2 Fq ; gk+2 =
P
i2J2 igi ; i 2 Fq ,
where J1 and J2 are subsets of f1; 2; : : : ; kg of cardinality at least k−1. Since jJ1\J2j>
k − 2> 2(q − 1) there exist indices i1; i2; i3 such that i1−1i1 = i2−1i2 = i3−1i3 =  2
Fq . Then gk+1 − gk+2 =
P
i2J 'igi ; 'i 2 Fq , where J f1; 2; : : : ; ng; jJ j6k − 3, a
contradiction to (N10).
(e) As already mentioned [n; 3]q NMDS codes do exist if and only if there exist
(n; 3)-arcs in PG(2; q). It has been proved by Thas [10] that the maximum size of a
(n; 3)-arc in PG(2; q); q> 3 is 2q + 1. This implies m0(3; q)62q + 1 and (e) follows
by induction from (c).
(f), (g) Straightforward from (b) and (e).
The codes realizing the values of m0(k; q) in points (b), (f) and (g) of Theorem 2.7
are unique. The best lower bound on m0(k; q) known to us comes from algebraic ge-
ometry.
Theorem 2.8 (Tsfasman and Vladut [11]). Algebraic geometric [n; k]q NMDS codes;
q= pm; do exist for every n with
n6

q+ d2pqe if p divides d2pqe and m>3 is odd;
q+ d2pqe+ 1 otherwise
and arbitrary k = 2; 3; : : : ; n− 2.
S.M. Dodunekov, I.N. Landjev /Discrete Mathematics 213 (2000) 55{65 59
3. Binary and ternary NMDS codes
Theorem 2.7(d) implies that it makes sense to restrict our attention to codes with
k62q. Moreover, it suces to consider only NMDS codes with n>2k. The rest can
be obtained as codes orthogonal to NMDS codes with n>2k. For binary codes we
can easily obtain a full list of all NMDS codes. In view of the previous remark, we
consider only binary codes with k64.
For k = 1 we have the trivial [n; 1; n − 1]2 code, for all n. For k = 2 we have the
unique [6; 2; 4]2 code (Theorem 2.7(b)), with generator matrix
1 1 0 0 1 1
0 0 1 1 1 1

;
the unique [5; 2; 3]2 code (Theorem 2.7(g)) with generator matrix
1 1 0 0 1
0 0 1 1 1

and two [4; 2; 2]2 codes with generator matrices
1 1 0 0
0 0 1 1

;

1 1 0 1
0 0 1 1

:
For k = 3 there is exactly one [7; 3; 4]2 code | the simplex code and one [6; 3; 3]2
code with generator matrix
0
@ 1 0 0 0 1 10 1 0 1 0 1
0 0 1 1 1 0
1
A :
For k = 4 the only NMDS code with n>2k is the extended Hamming code with
parameters [8; 4; 4]2. Thus we we have m
0(2; 2) = 6; m0(3; 2) = 7; m0(4; 2) = 8.
Let us turn to ternary codes. As noted, an [n; 3]q NMDS code is equivalent to a
(n; 3)-arc in PG(2; q). The maximum size of such an arc in PG(2; 3) is 9 and it is
projectively equivalent to the complement of a line. Hence m0(3; 3) = 9 and there
is an unique [9; 3; 6]3 code. It can be easily proved that this code can be extended
successively to a [10,4,6]3, to a [11; 5; 6]3 and nally to a [12; 6; 6]3 code | the
extended ternary Golay code. Hence, m0(4; 3) = 10; m0(5; 3) = 11; m0(6; 3) = 12. All
these codes are unique up to equivalence.
4. Quaternary NMDS codes
For quaternary codes it suces to nd the value of m0(k; 4) for 36k66 only (cf.
Theorem 2.7(f), (g)). The maximum size of a (n; 3)-arc in PG(2; 4) is 9 and there exist
three projectively nonequivalent (9,3)-arcs in PG(2; 4) (cf. [6]). A brief description of
these arcs is given below.
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(A1) The complement of the union of a conic and two of its tangents. One arc of
this type is formed by the points
(1 0 0) (0 1 1) (1 1 !);
(0 1 0) (1 0 !) (1 !2 !2);
(0 0 1) (1 1 0) (1 ! !2):
(A2) The set of all points (x1; x2; x3) satisfying x31 + x
3
2 + x
3
3 = 0. As we prefer to
have an arc containing the points (1 0 0); (0 1 0); (0 0 1) we take
(1 0 0) (0 1 1) (1 1 !2);
(0 1 0) (1 0 !) (1 !2 !2);
(0 0 1) (1 1 0) (1 !2 !):
(A3) The complement of three nonconcurrent lines. One such arc is
(1 0 0) (1 1 !) (1 1 !2);
(0 1 0) (1 ! 1) (1 !2 1);
(0 0 1) (! 1 1) (!2 1 1):
Let C be a quaternary [9,3,6], [10,4,6], [11,5,6], or [12; 6; 6] code with generator
matrix G=(G0jI) and let gi1 ; gi2 ; gi3 be three rows of G0. The (9,3)-arc corresponding
to the code with generator matrix
0
@ gi1gi2 I3
gi3
1
A
will be called an arc corresponding to rows i1; i2; i3. We also say that rows i1; i2; i3 con-
stitute the appropriate arc. The following two lemmas are instrumental in our approach
and can be found in [4].
Lemma 4.1. Let C(10) be a [10; 4; 6] code with generator matrix G(10)=(G0jI4). Then
the arc corresponding to any three rows of G(10) cannot be of type (A3).
Lemma 4.2. Let C(10) be a [10; 4; 6] code with generator matrix G(10)=(G0jI4). Then
there exist three rows in G(10) which constitute an arc of type (A1).
Lemmas 4.1 and 4.2 imply that every generator matrix of a [10,4,6]4 codes (and
consequently every generator matrix of a [11; 5; 6]4, or a [12; 6; 6]4) contains three
rows constituting a (9,3)-arc of type (A1). In other words, every quaternary [10,4,6]
code is equivalent to a code with generator matrix
0
BB@
0 1 1 1 1 1 1 0 0 0
1 0 1 1 !2 ! 0 1 0 0
1 ! 0 ! !2 !2 0 0 1 0
x1 x2 x3 x4 x5 x6 0 0 0 1
1
CCA :
There exist exactly nine possibilities for x1; x2; : : : ; x6. They are listed in Table 1.
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Table 1
x1 x2 x3 x4 x5 x6
(I) 1 1 1 !2 0 !2
(II) 1 1 !2 0 1 !
(III) 1 ! 1 0 ! 1
(IV) 1 !2 ! 1 1 0
(V) 1 !2 ! 1 ! !2
(VI) 1 !2 !2 ! 1 !
(VII) 1 1 1 ! ! 0
(VIII) 1 !2 1 0 1 !2
(IX) 1 !2 1 ! 1 0
It turns out that the codes obtained by taking (I){(VI) as a part of the fourth row
are equivalent and so are the codes obtained from (VII){(IX). In cases (I){(VI) we
obtain [10,4,6]4 codes with weight distribution
A0 = 1; A6 = 75; A7 = 60; A8 = 45; A9 = 60; A10 = 15;
while in cases (VII){(IX) the weight distribution of the corresponding [10,4,6]4 is
A0 = 1; A6 = 78; A7 = 48; A8 = 63; A9 = 48; A10 = 18:
Theorem 4.3. There exist two nonequivalent [10; 4; 6]4 codes.
Without loss of generality the generator matrix of an [11,5,6] code can be written as0
BBBB@
0 1 1 1 1 1 1 0 0 0 0
1 0 1 1 !2 ! 0 1 0 0 0
1 ! 0 ! !2 !2 0 0 1 0 0
x1 x2 x3 x4 x5 x6 0 0 0 1 0
y1 y2 y3 y4 y5 y6 0 0 0 0 1
1
CCCCA ;
where (x1; x2; : : : ; x6) is (I) or (VII), and (y1; y2; : : : ; y6) is one of (I){(IX). The code
generated by a matrix of this form with fourth row of type (Y ) and fth row of type
(Z), Y; Z 2 fI; : : : ; IXg, will be denoted by C(Y&Z).
It can be shown that all but two of the codes C(Y&Z), Y 2 fI;VIIg; Z 2 fI; : : : ; IXg
have minimum distance less than 6. For example, there are repetitions among the
points produced from the second, fourth and fth rows of the generator matrix of
C(I&III). The same argument applies if we take the rows with numbers 1,4,5 in the
generator matrix of C(I&VI), or rows 2,4,5 in the generator matrices of C(VII&VIII),
and C(VII&IX). The only codes among C(Y&Z), Y 2 fI;VIIg; Z 2 fI; II; : : : ; IXg
having a minimum distance of 6 are C(I&II) and C(I&IV). It turns out that they are
equivalent. For example, the permutation
 = (1 9 10 8 11) (2 4 3) (5 6 7);
applied to the coordinate positions maps C(I&II) into C(IV&I).
Theorem 4.4 (Dodunekov and Landgev [4]). Up to equivalence; there exist exactly
one [11; 5; 6]4 code and exactly one [11; 6; 5]4 code.
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Table 2
No. Points 0 1 2 3
B1 011 012 013 122 144 123 4 4 7 16
132 134 143 124 142
B2 100 012 102 013 103 113 5 1 10 15
131 120 130 111 122
C1 122 141 112 124 143 3 9 6 13
113 134 142 114 123
C2 011 012 014 122 133 4 6 9 12
124 123 134 132 143
C3 011 012 013 122 144 4 6 9 12
132 134 143 124 142
C4 011 012 013 122 144 4 6 9 12
123 132 134 143 142
C5 012 013 122 144 123 4 6 9 12
132 134 143 124 142
C6 100 013 102 120 113 5 3 12 11
131 103 130 111 122
C7 012 013 102 120 113 6 0 15 10
131 103 130 111 122
Now the uniqueness of the [12; 6; 6]4 code follows immediately. It has generator
matrix of the form:0
BBBBBBB@
0 1 1 1 1 1 1 0 0 0 0 0
1 0 1 1 !2 ! 0 1 0 0 0 0
1 ! 0 ! !2 !2 0 0 1 0 0 0
x1 x2 x3 x4 x5 x6 0 0 0 1 0 0
y1 y2 y3 y4 y5 y6 0 0 0 0 1 0
z1 z2 z3 z4 z5 z6 0 0 0 0 0 1
1
CCCCCCCA
:
The only possibility for the unknown rows is (I), (II), (IV).
Theorem 4.5 (Dodunekov and Landgev [4]). Up to equivalence; there exists exactly
one quaternary [12; 6; 6] code.
5. NMDS codes over GF(5)
In this section we are going to determine the exact value of m0(k; 5) for 36k68
(cf. Theorem 2.7(f), (g)). Our starting point are the maximal (n; 3)-arcs in PG(2,5).
The maximum size of (n; 3)-arcs in PG(2,5) is 11 and there exist two nonequivalent
(11,3)-arcs [9]. Furthermore, there exist seven nonequivalent (10,3)-arcs, two of which
are complete [8]. Given an (n; 3)-arc A, we denote by i; i= 0; 1; 2; 3, the number of
lines meeting A in exactly i points. In Table 2 we give a list of all (11,3)- and all
(10,3)-arcs, along with their intersection numbers.
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A generator matrix of a [12; 4; 8]5 code has the following form:0
BB@
1  : : : 
0
0 A
0
1
CCA ;
where A is a 3  11 matrix whose columns represent the points of an (11,3)-arc in
PG(2; 5) in homogeneous coordinates. It can be checked by computer that the matrix
A obtained from arc B2 cannot be extended to a [12; 4; 8]5 code. It turns out that, up
to equivalence, there exists exactly one [12; 4; 8]5 code, which is obtained from arc B1.
One generator matrix for this code is0
BB@
1 0 0 0 0 1 4 4 3 2 2 3
0 1 0 0 1 1 1 1 1 1 0 1
0 2 1 1 2 3 2 4 3 4 1 4
0 2 2 3 3 2 4 2 4 3 1 4
1
CCA :
Its weight distribution is A0 =1; A8 =192; A9 =112; A10 =96; A11 =192; A12 =32. Hence
m0(4; 5) = 12. It turns out that the [12; 4; 8]5 code cannot be further extended to a
[13,5,8]4 code.
Theorem 5.1. There is no [13; 5; 8]5 code.
Proof. The existence of an [n; k; d]q code with no coordinate identically zero is equiv-
alent to that of a multiset of n points in PG(k − 1; q) such that some n − d but no
n − d + 1 points of its points lie on a hyperplane. For the time being we adopt this
geometric point of view. Given a [n; k; d]q code C , denote by ai = ai(C) the number
of hyperplanes containing exactly i points of C. Obviously, ai = An−i=(q − 1). Let 
be an i-dimensional at in PG(k − 1; q), with jCj = t. Let further  be an j-at in
PG(k − 1; q) with i + j = k − 2 and  \  = ;. We dene the projection '; from 
onto  by
'; :

PG(k − 1; q) n  ! ;
Q !  \ h; Qi;
where h; Qi is the (i + 1)-at generated by  and Q.
Assume there exists a [13,5,8]5 code C and consider the projection '='l;, where l
is a line containing two points from C and  is a plane (2-dimensional at) in PG(4; 5).
It is readily seen that '(C) is a [11; 3; 8]5 code, i.e. an (11,3)-arc which should be of
type A1. This implies
ai(C) =

13
2

(ai−2'(C))

i
2
 ; i>2:
For i=5 this gives, a5(C)= 13:12:16=5:4, which is not an integer, a contradiction.
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Table 3
q 2 3 4 5 7 8 9 11 13
k
2 6 8 10 12 16 18 20 24 28
3 7 9 9 11 15 15 17 21{22 23{27
4 8 10 10 12 14{15 14{16 16{18 18{23 21{28
5 11 11 11 13{16 14{17 16{19 18{24 21{29
6 12 12 12 13{17 14{18 16{20 18{25 21{30
7 9 11 13{18 14{19 17{21 18{26 21{31
8 10 12 13{19 14{20 18{22 18{27 21{32
9 11 13{20 14{21 19{23 19{28 21{33
10 12 13{21 14{22 20{24 20{29 21{34
11 14{22 14{23 16{25 18{30 21{35
12 14{23 15{24 16{26 18{31 21{36
13 15 15 16{27 18{32 21{37
14 16 16 16{28 18{33 21{38
15 17 16{29 18{34 21{39
16 18 16{30 18{35 21{40
Theorem 5.2. There is no [12; 5; 7]5 code.
Proof. A [12,5,7]5 code has a generator matrix of the form0
BBBB@
1 0  : : : 
0 1  : : : 
0 0
0 0 A
0 0
1
CCCCA ;
where A is a 3-by-10 matrix, whose columns represent the points of a (10; 3)-arc in
PG(2; 5). It can be checked (e.g. by computer) that (10,3)-arcs of types C1, C6, C7
cannot be extended to a [12,5,7]5 code. Arcs C2, C3, C4, C5 have the same i’s and
we can repeat the argument from Theorem 5.1 to prove that there is no [12,5,7]5
code.
There exist [12,6,6]5 and hence [11; 5; 6]5 codes. This implies m
0(5; 5)=11, m0(6; 5)=
12. One [12,6,6]5 code has been communicated to us by Boukliev. It has generator
matrix0
BBBBBBB@
1 0 0 0 0 0 1 1 1 1 1 1
0 1 0 0 0 0 4 2 0 3 1 2
0 0 1 0 0 0 1 3 1 0 2 2
0 0 0 1 0 0 2 4 4 3 3 2
0 0 0 0 1 0 4 1 2 1 3 2
0 0 0 0 0 1 0 1 4 2 4 2
1
CCCCCCCA
and weight enumerator A0 = 1; A6 = 388; A7 = 840; A8 = 1860; A9 = 3680; A10 =
4764; A11 = 2952; A12 = 1140.
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The exact values of m0(k; 5) for k=7; 8 can be easily obtained from the fact that the
orthogonal to an NMDS code is again NMDS code. So, the orthogonal to a [12,4,8]5
code is a [12,8,4]5 code. Moreover, there is no [13,8,5], since there is no [13,5,8]5
code, whence m0(8; 5) = 12. Similarly, we get m0(7; 5) = 11.
We close the section with some results on NMDS codes over larger elds. It is
known that there exist a (15,3)-arc in PG(2; 7), a (15,3)-arc in PG(2; 8), a (17,3)-arc
in PG(2; 9) [1]. Hence m0(3; 7) = 15; m0(3; 8) = 15; m0(3; 9) = 17. It is known also
that 216m0(3; 11)622 and that 236m0(3; 13)627 [1]. We have checked by com-
puter that the unique [15,3,12]7 code cannot be extended to a [16,4,12]7 code, whence
m0(4; 7)615. It has been pointed out by de Boer [2] that the quadratic residue codes
with parametrs [20,10,10]9 and [20,10,10]11 are self-orthogonal NMDS codes.
The known values and bounds on m0(k; q) for 26q613 and small k are presented
in Table 3.
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