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Abstract—In this paper, we consider the multichannel rendezvous problem in cognitive radio networks (CRNs) where the probability
that two users hopping on the same channel have a successful rendezvous is a function of channel states. The channel states are
modelled by stochastic processes with joint distributions known to users. However, the exact state of a channel at any time is not
observable. We first consider two channel models: (i) the fast time-varying channel model (where the channel states are assumed to
be independent and identically distributed in each time slot), and (ii) the slow time-varying channel model (where the channel states
remain unchanged over time). Among the classes of the blind rendezvous policies that randomly hop on channels according to certain
channel selection probabilities, we show the optimal channel selection policy that minimizes the expected time-to-rendezvous (ETTR)
is the single selection policy that hops on the “best” channel all the time in the fast time-varying channel model. However, for the slow
time-varying channel model, it is much more difficult to find the optimal channel selection policy. By using the majorization ordering, we
derive a lower bound and an upper bound for the ETTR under the assumption that the channel states are exchangeable random
variables. Bases on these bounds, we then prove various approximation solutions. We then extend our results to general channel
models where the joint distribution of the channel states is only assumed to be stationary in time.
Index Terms—Multichannel rendezvous, majorization ordering, approximation algorithms.
F
1 INTRODUCTION
THE multichannel rendezvous problem that asks two sec-ondary users (SU) to find a common available channel
(not used by primary users (PU)) has received a tremendous
amount of attention in the research community of cogni-
tive radio networks (CRNs) (see e.g., the tutorial and the
book [1], [2] and references therein). One simple solution
for the rendezvous problem, known as the focal strategy
in [3], is for both users to select a designated channel to
meet. However, there are three well-known risks for doing
that: (i) the designated channel may not be available to
one of the two users, (ii) the designed channel might be
congested as all the other users in the network come to this
channel to meet [4], [5], and (iii) the designated channel is
vulnerable to jamming attack by an adversary [6]. As such,
in the literature the multichannel rendezvous problem is
generally solved by having each secondary user hopping on
its available channels over time and both users are assumed
to have a successful rendezvous when they both hop on
a common available channel at the same time. For such a
rendezvous problem, the objective is to minimize the time-
to-rendezvous (TTR), i.e., the first time that the two users
have a successful rendezvous.
There are various deterministic channel hopping (CH)
sequences proposed in the literature that can guarantee
finite maximum time-to-rendezvous (MTTR) under various
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assumptions for CRNs, e.g., QCH [9], DRSEQ [10], Modular
Clock [11], JS [12], DRDS [13], FRCH [14], ARCH [15], CBH
[16], and Two-prime Modular Clock [17]. These determin-
istic CH algorithms, in general, can be categorized by the
following assumptions: (i) the symmetric (resp. asymmetric)
assumption in which users follow the same (resp. different)
algorithm to generate their CH sequences, (ii) the anonymous
assumption in which users do not use their identifiers
(ID), (iii) the asynchronous (resp. synchronous) assumption
in which the clocks of users are not synchronized (resp.
synchronized), (iv) the heterogeneous (resp. homogeneous) as-
sumption in which users may perceive different (resp. the
same) sets of available channels, (v) the multiple radio as-
sumption in which users may be equipped with multiple
radios, and (vi) the oblivious (resp. non-oblivious) assumption
in which the channel labels of users may be different (resp.
are same). Two main mathematical theories behind these CH
algorithms are the relative difference sets [9], [13] (mostly for
the homogeneous setting with a large number of common
available channels) and the Chinese remainder theorem [11],
[17] (mostly for the heterogeneous setting with a small
number of common available channels). There are some
recent results (see, e.g., [18], [19], [20], [21]) that considered
the most challenging setting under the assumptions in (i)-
(v). In particular, it was shown in [21] that the MTTR in a
CRN with N commonly labelled channels can be bounded
above by 9Mdn1/m1e · dn2/m2e time slots, where n1 (resp.
n2) is the number of available channels to user 1 (resp. 2),
m1 (resp.m2) is the number of radios for user 1 (resp. 2), and
M = 2dlog2(dlog2Ne)e+ 7. For more detailed descriptions
of these deterministic CH algorithms and their assumptions,
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we refer to the book [2] and the tutorial [1].
Though these deterministic CH algorithms with MTTR
bounds are mostly elegant and beautiful in theory, they
may not be practical for industrial use due to the following
reasons:
(ii) As pointed out in [17], the simple blind rendezvous (ran-
dom) algorithm is nearly optimal in terms of the expected
time-to-rendezvous (ETTR) and most of the rendezvous
algorithms in the literature perform rather poorly in ETTR
when compared to the simple blind rendezvous (random)
algorithm. The rationale behind that is because there is
usually a stay mode in these CH algorithms and a user in
its stay mode stays on the same channel for a rather long
period of time. When two users in the stay mode staying on
two different channels for a long period of time, a lot of time
is wasted and that results in poor performance of ETTR.
(ii) In practice, two secondary users might not have a
successful rendezvous even when they both hop on a com-
mon available channel at the same time. This might due
to several reasons, e.g., interferences from other secondary
users in a heavily loaded channel (congestion of a channel)
or degrading of signals due to channel fading.
In view of these, it is thus of importance to investigate the
effects of random channel states on the ETTRs of rendezvous
algorithms. Though there are a lot of prior works on the
multichannel rendezvous problem in CRNs, it seems that
there are only a very small number of papers that addressed
the effect of random channel states in the literature. In
particular, Pu et al. [7] considered the channel state model
in which there are only two channel states: available or
unavailable (used by a PU). The probability that a channel
is available to a user in a time slot is chosen from a uniform
distribution. Under such a channel state model with N
channels, they proposed efficient algorithms that guaran-
tee rendezvous for both synchronous and asynchronous
users in O(log2N) and O(log3N) time slots with high
probability respectively. Al-Mqdashi et. al [8] considered a
more sophisticated channel state model that is characterized
by a three-state continuous-time Markov chain. The three
channel states are idle, PU occupied, or SU occupied. For
such a channel model, they proposed nested cyclic quorum
channel hopping (NCQ-CH) and minimal nested cyclic quo-
rum channel hopping (MNCQ-CH) to cope with the fast PU
dynamics.
To take the channel state into account, we consider
a more general model than the two-state model in [7]
and the three-state model in [8]. In our model, each
channel has several random states and the probability
that two secondary users hopping on a common channel
have a successful rendezvous is a function of the chan-
nel state. For a CRN with N channels, the states of the
N channels are characterized by the stochastic process
{X(t) = (X1(t), X2(t), . . . , XN (t)), t ≥ 0}, where Xi(t),
i = 1, 2, . . . , N , is the random variable that represents the
state of channel i at time t. When two secondary users
hopping on a channel in state x, they will rendezvous with
probability r(x). Since the event that two users hopping
on a channel do not rendezvous has a nonzero probabil-
ity, the MTTR cannot be bounded by a finite constant in
our model. As such, MTTR is not suitable for measuring
the performance of rendezvous algorithms in our model.
Instead, we will use ETTR as the performance metric. Also,
we assume that the exact state of a channel at any time is not
observable by a user. The reason behind that is because it is
in general difficult for a user to know the congestion level
of a channel (the number of users in a channel). Since we
are interested in the performance of ETTR and the channel
states are not observable, we limit ourselves to the class of
blind rendezvous policies in which each user selects channel i
independently with probability pi, i = 1, 2, . . . , N , in every
time slot. Our objective is then to find the channel selection
probabilities pi’s so as to minimize the ETTR under our
stochastic models of channel states. Note that such a class of
blind rendezvous policies can be easily implemented in the
symmetric, anonymous, asynchronous, homogeneous and non-
oblivious setting.
One natural question is whether there exists a universally
optimal channel selection policy. To address such a question,
we consider two extreme models for the channel states: (i)
the fast time-varying channel model and (ii) the slow time-
varying channel model. In the fast time-varying channel
model, the channel states change very fast and are assumed
to be independent and identically distributed in each time slot
(as in [7]). On the other hand, in the slow time-varying chan-
nel model, the channel states change very slowly and are as-
sumed to remain unchanged during the rendezvous process.
Since the joint distribution of the random channel states
is known to each user, intuitively each user can compute
the expected rendezvous probabilities of the N channels
and chooses the “best” channel all the time to speed up
the rendezvous process. Such a single selection policy is
indeed the optimal policy for the fast time-varying channel
model (see Section 3 for the detailed proof). However, such
an intuitive argument is no longer valid for the slow time-
varying channel model. This is because the “best” channel
that has the largest expected rendezvous probability might
have a nonzero probability to be in a very bad state with
an extremely small rendezvous probability. As the states
remain unchanged during the rendezvous process in the
slow time-varying channel model, the single selection policy
could lead to a very large ETTR if each user selects the
“best” channel all the time.
Finding the optimal blind rendezvous policy for the
slow time-varying channel model is in general very dif-
ficult, even when the N channel state random variables,
X1(0), X2(0), . . . , XN (0), are independent and identically
distributed. As such, we look for approximation solutions
for the slow time-varying channel model. Our main results
to the slow time-varying channel model are as follows:
(i) Under the assumption that the states of the N channels
are exchangeable random variables, we show by using the
majorization ordering [22] that the ETTR of a blind ren-
dezvous policy can be written as a product of two functions:
one is a Schur concave function (that can be minimized by
using the single selection policy) and the other is a Schur
convex function (that can be minimized by using the uniform
selection policy). This leads to a lower bound and an upper
bound for the ETTR. The uniform selection policy (that
selects each channel with an equal probability) is an N -
approximation policy, i.e., the ETTR of the approximation
policy is not greater than the N times of the optimal policy.
On the other hand, the single selection policy is an M -
IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. XX, NO. X, AUGUST 20XX 3
approximation policy, where M = E[ 1r(X1(0)) ]/
1
E[r(X1(0))]
.
(ii) Under the assumption that the states of the N channels
are independent and identically distributed (i.i.d.) random vari-
ables with only two states (state 0 as the bad state and state
1 as the good state), we prove two asymptotic lower bounds
for the ETTR in the asymptotic regime when r(0) → r(1)
and r(0)→ 0. Based on these two asymptotic lower bounds,
we derive an asymptotic (1 + )-approximation solution
for such a two-state channel model for 0 <  ≤ 3. The
asymptotic (1 + )-approximation solution leads to a lo-
cal search algorithm, called the improved uniform selection
policy in Algorithm 1. Various numerical experiments are
conducted to show the effectiveness of Algorithm 1.
Finding the optimal blind rendezvous policy for the
general time-varying channel model is even much more
difficult. When the sequence of random vectors {X(t) =
(X1(t), X2(t), . . . , XN (t)), t ≥ 0} are only assumed to be
stationary, i.e., its joint distribution is invariant with respect
to any time shift, we show that its ETTR is upper bounded
by the ETTR of the slow time-varying channel model. In
other words, the ETTR of the slow time-varying channel
model serves as the worst case when we do not know the
complete statistics of the channel states. On the other hand,
we also generalize the slow time-varying two-state model to
a two-state Markov chain model. We show that if the two-
state Markov chain is positively correlated, then its ETTR
is lower bounded by the ETTR of the fast time-varying
channel model. As such, the ETTR of the fast time-varying
channel model is the best case when we do not know the
transition probabilities of the positively correlated two-state
Markov chain. Based on both the lower bound and the
upper bound, we further show that the uniform selection
policy is an asymptotic N -approximation solution and the
single selection policy is an M -approximation solution for
any positively correlated two-state Markov chains.
The rest of the paper is organized as follows. We first
describe the system model in Section 2. In Section 3, we
introduce the fast time-varying channel model and show
that the optimal policy is the single selection policy. Then we
introduce the slow time-varying channel model in Section
4, where we first use a change of probability vectors in
Section 4.1 and the majorization ordering Section 4.2 to
derive bounds for the ETTR. These bounds are then used
for proving approximation algorithms in Section 4.3. We
then consider the slow time-varying channel model with
two states in Section 5. There we show two asymptotic
lower bounds for the ETTR and the asymptotic (1 + )-
approximation solution. In Section 6, we introduce a general
time-varying channel model and derive its ETTR upper
bound. We then consider a Markov channel model with two
states in Section 7, where we derive its ETTR lower bound.
The paper is then concluded in Section 8.
2 SYSTEM MODEL
In this paper, we consider a cognitive radio network (CRN)
with N channels (with N ≥ 2), indexed from 1 to N , in
the discrete-time setting where time is slotted and indexed
from t = 0, 1, 2, . . .. We assume that there are L-states for
each channel, indexed from 0, 1, 2, . . . , L−1. Denote by r(x)
the rendezvous probability when a channel in state x. Then
when two users hop on a channel in state x at the same
time, these two users will rendezvous with probability r(x),
and this is independent of everything else. Without loss of
generality, we may order the L channel states so that r(x) is
an increasing function of x, i.e.,
r(0) ≤ r(1) ≤ r(2) ≤ . . . ≤ r(L− 1).
The states of the N channels are characterized by the
stochastic process {X(t) = (X1(t), X2(t), . . . , XN (t)), t ≥
0}, where Xi(t), i = 1, 2, . . . , N , is the random variable that
represents the state of channel i at time t. We assume that
the joint distribution of the stochastic process {X(t), t ≥ 0}
is known to each user. However, the exact state of a channel
at any time is not observable by a user. The reason that
we assume the exact state of a channel is not observable
is because it is in general difficult for a user to know the
congestion level of a channel (the number of users in a
channel).
We consider the class of blind rendezvous policies, i.e., at
the tth time slot each user selects channel i with probability
pi, i = 1, 2, . . . , N . Such a channel selection is independent
of everything else. Suppose that the channel state of the ith
channel at time t is xi, i = 1, , 2 . . . , N . Then under the
blind rendezvous policy, the probability that these two users
will have a successful rendezvous at time t on channel i is
simply p2i · r(xi). This is because the two users have to hop
on channel i at time t and the rendezvous is successful on
channel i with probability r(xi). As such, the two users will
have a successful rendezvous at time t is
∑N
i=1 p
2
i · r(xi).
In this paper, we will address the problem of finding a
blind rendezvous policy (and the corresponding channel
selection probabilities) that minimizes the expected time-to-
rendezvous (ETTR). Specifically, we consider the following
optimization problem that minimizes the ETTR among the
class of blind rendezvous policies:
minp E[T (p)]
s.t. pi ≥ 0, i = 1, 2, . . . , N,
N∑
i=1
pi = 1, (1)
where T (p) is the time-to-rendezvous for the blind ren-
dezvous policy with the channel selection probabilities
p = (p1, p2, . . . , pN ). In this paper, we are particularly
interested in two policies: (i) the single selection policy with
p1 = 1 and pi = 0, i = 2, . . . , N , and (ii) the uniform selection
policy with pi = 1/N , i = 1, 2, . . . , N .
3 THE FAST TIME-VARYING CHANNEL MODEL
In the literature, a fast time-varying channel is commonly
referred to a channel whose channel state changes fast with
respect to time. In this regard, we define the fast time-
varying channel model if the channel states are independent
and identically distributed (i.i.d.) with respect to time. This
is formally stated as follows:
Definition 1. (Fast Time-Varying Channel Model) For the
fast time-varying channel model, the sequence of random
vectors {X(t) = (X1(t), X2(t), . . . , XN (t)), t ≥ 0} are
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assumed to be i.i.d. with the joint probability mass func-
tion
P(X(0) = x) = q(x),
where x = (x1, x2, . . . , xN ).
In the following theorem, we show that the single selec-
tion policy is the optimal policy in the fast time-varying
channel model.
Theorem 2. Consider the fast time-varying channel model in
Definition 1. Suppose that
E[r(X1(0))] ≥ E[r(X2(0))] ≥ . . . ≥ E[r(XN (0))]. (2)
Then the single selection policy minimizes the ETTR in
(1) among the class of blind rendezvous policies.
Proof. From the i.i.d. assumption in the fast time-
varying channel model, we know that the random vari-
able T (p) is geometrically distributed with parameter
E[
∑N
i=1 p
2
i r(Xi(0))]. Thus, the ETTR is simply
E[T (p)] = 1/E[
N∑
i=1
p2i r(Xi(0))].
Since the expectation operator is linear, we have
E[T (p)] = 1/
N∑
i=1
p2iE[r(Xi(0))]. (3)
Clearly, minimizing the ETTR is equivalent to maxi-
mizing
∑N
i=1 p
2
iE[r(Xi(0))]. In view of (2), the optimal
choice of the channel selection probabilities to maximize
E[
∑N
i=1 r(Xi(0))p
2
i ] is to let p1 = 1 and pi = 0, i = 2, . . . , N .
From Theorem 2, we know that the minimum ETTR in
the fast time-varying channel model is 1E[r(X1(0))] . This is
achieved when each user selects the best channel all the
time.
4 THE SLOW TIME-VARYING CHANNEL MODEL
In the previous section, we have shown that the optimal
channel selection policy is to select the best channel all the
time in the fast time-varying channel model. Thus, when all
the N channels are identically distributed, we can simply
select channel 1 all the time. However, such a conclusion
is no longer valid in the slow time-varying channel model
where the state of each channel remains unchanged through
the rendezvous process.
Definition 3. (Slow Time-Varying Channel Model) For the
slow time-varying channel model, the sequence of ran-
dom vectors {X(t) = (X1(t), X2(t), . . . , XN (t)), t ≥ 0}
do not change with respect to time, i.e.,
X(t) = X(0)
for all t. Moreover, we assume that X(0) has the joint
probability mass function q(x), i.e.,
P(X(0) = x) = q(x).
Suppose that X(0) = x = (x1, x2, . . . , xN ). Then un-
der the slow time-varying channel model, the random
variable T (p) is geometrically distributed with parameter∑N
i=1 r(xi)p
2
i . Then the conditional expectation of T (p) on
X(0) = x is
E[T (p)|X(0) = x] = 1/
N∑
i=1
r(xi)p
2
i .
This then leads to
E[T (p)] =
∑
x
E[T (p)|X(0) = x]P (X(0) = x)
=
∑
x
1∑N
i=1 r(xi)p
2
i
q(x)
= E
[ 1∑N
i=1 r(Xi(0))p
2
i
]
. (4)
For the slow time-varying channel model, the optimization
problem that minimizes the ETTR in (1) can be reformulated
as follows:
minp E
[ 1∑N
i=1 r(Xi(0))p
2
i
]
s.t. pi ≥ 0, i = 1, 2, . . . , N,
n∑
i=1
pi = 1. (5)
4.1 Change of probability vectors
Minimizing the ETTR under the slow time-varying channel
model is much more difficult than that in the fast time-
varying channel model. For this, we transform the mini-
mization problem for ETTR in (1) into an equivalent one
by using the change of probability vectors described in
Proposition 4.
Proposition 4. Consider a probability vector p. For i =
1, 2, . . . , N , let
ui =
p2i∑N
j=1 p
2
j
, (6)
and u = (u1, u2, . . . , uN ). Then u is also a probability
vector. On the other hand, for a probability vector u, let
pi =
√
ui∑N
j=1
√
uj
, (7)
for all i = 1, 2 . . . , N and p = (p1, p2, . . . , pN ). Then p is
also a probability vector.
Proof. Since p is a probability vector, we know that∑N
j=1 p
2
j > 0. In view of (6), we know that 0 ≤ ui ≤ 1
and
∑N
i=1 ui = 1. The argument for p defined in (7) to be a
probability vector is similar.
The mappings in (6) and (7) define a one-to-one trans-
formation between the two probability vectors p and u.
Moreover, from (6), we know that
N∑
i=1
√
ui =
1√∑N
j=1 p
2
j
. (8)
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With this in mind, we can rewrite the ETTR by using the
probability vector u as follows:
E[T (p)] = E
[ 1∑N
i=1 r(Xi(0))p
2
i
]
=
1∑N
j=1 p
2
j
E
[ 1∑N
i=1 r(Xi(0))
p2i∑N
j=1 p
2
j
]
= (
N∑
i=1
√
ui)
2E
[ 1∑N
i=1 r(Xi(0))ui
]
= g(u)f(u), (9)
where
f(u) = E
[ 1∑N
i=1 r(Xi(0))ui
]
(10)
and
g(u) = (
N∑
i=1
√
ui)
2. (11)
Now the problem to minimize the ETTR in (1) can be
reformulated as follows:
minu g(u)f(u)
s.t. ui ≥ 0, i = 1, 2, . . . , N,
N∑
i=1
ui = 1. (12)
4.2 Majorization ordering and bounds for the ETTR
In this section, we derive a lower bound and an upper
bound for the ETTR when the channel states are exchange-
able random variables. Specifically, the N random variables,
X1(0), X2(0) . . . , XN (0), are exchangeable random vari-
ables if their joint distribution q(x) is symmetric, i.e.,
q(x) = q(xpi)
for any permutation pi = (pi(1), pi(2), . . . , pi(N)) and xpi =
(xpi(1), xpi(2), . . . , xpi(N)). Clearly, if the N random variables,
X1(0), X2(0) . . . , XN (0), are independent and identically
distributed, then they are also exchangeable random vari-
ables.
Our approach is based on the theory of majorization
ordering in [22].
Definition 5. A vector x = (x1, x2, . . . , xN ) is majorized
by another vector y = (y1, y2, . . . , yN ) (x ≺ y) if
(i)
∑j
i=1 x[i] ≤
∑j
i=1 y[i], j = 1, . . . , N − 1 and (ii)∑N
i=1 x[i] =
∑N
i=1 y[i], where x[i] (y[i]) is the i-th largest
component in x (y).
Intuitively, majorization ordering is a partial ordering that
indicates whether a vector is more “balanced” than another.
For example,
(
1
N
, . . . ,
1
N
) ≺ ( 1
N − 1 , . . . ,
1
N − 1 , 0)
≺ (1
2
,
1
2
, 0, . . . , 0) ≺ (1, 0, 0, . . . , 0).
Since ( 1N , . . . ,
1
N ) ≺ x ≺ (1, 0, 0, . . . , 0), the vector
( 1N , . . . ,
1
N ) is the most balanced vector and the vector
(1, 0, 0, . . . , 0) is the most unbalanced vector. Majorization
ordering has several equivalent characterizations (see e.g.,
[22], pp. 11 for a summary of some majorization equiva-
lents). In the following proposition, we list some of them
that will be used in this paper.
Proposition 6. For majorizations, the following conditions
are equivalent:
(i) x ≺ y.
(ii) h(x) ≤ h(y) for all symmetric convex functions
h on RN .
(iii)
∑
i h(xi) ≤
∑
i h(yi) for all convex functions h
on R.
Definition 7. A function h : RN 7→ R is said to be Schur
convex (resp. concave) if
x ≺ y⇒ h(x) ≤ h(y) (resp. h(x) ≥ h(y)).
It follows immediately from Proposition 6 that symmetric
convex functions are Schur convex and separable convex
(resp. concave) functions are also Schur convex (resp. con-
cave). Clearly,
∑N
i=1
√
ui is the sum of separable concave
functions and thus a Schur concave function. This then
implies that g(u) is Schur concave and thus
N = g(
1
N
, . . . ,
1
N
) ≥ g(u) ≥ g(1, 0, 0, . . . , 0) = 1. (13)
In the following lemma, we show that the function f(u)
is Schur convex and use that to derive bounds for the ETTR.
Lemma 8. Suppose that the N random variables,
X1(0), X2(0) . . . , XN (0), are exchangeable random vari-
ables.
(i) The function f(u) in (10) is symmetric and con-
vex in u and thus Schur convex in u.
(ii) The ETTR has the following lower bound and
upper bound:
E
[ N∑N
i=1 r(Xi(0))
]
≤ E[T (p)]
≤ NE[ 1
r(X1(0))
]. (14)
Proof. (i) Let pi−1 be the inverse permutation of pi and
upi = (upi(1), upi(2), . . . , upi(N)). For a vector x and a per-
meation pi, let r(xpi) = (r(xpi(1)), r(xpi(2))), . . . , r(xpi(N))).
Since the N random variables, X1(0), X2(0) . . . , XN (0),
are exchangeable random variables, we know that for any
permutation pi of (1, 2, . . . , N)
f(u) = E[
1
r(X(0)) · u ]
=
∑
x
1
r(x) · uq(x)
=
∑
y
1
r(ypi
−1
) · u
q(ypi
−1
) (change of variables)
=
∑
y
1
r(ypi
−1
) · u
q(y) (exchangeability). (15)
Note that
r(ypi
−1
) · u =
N∑
i=1
r(ypi−1(i)) ui
=
N∑
j=1
r(yj) upi(j) = r(y) · upi.
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In conjunction with (15),
f(u) =
∑
y
1
r(y) · upi q(y)
= E[
1
r(X(0)) · upi ]. (16)
As (16) holds for any permutation pi, it then follows that
f(u) =
1
N !
∑
pi∈Π
E[
1
r(X(0)) · upi ], (17)
where Π is the set of N ! permutations of (1, 2, . . . , N).
Clearly, the right-hand side of (17) is symmetric in u as
the sum is over all the permutations pi ∈ Π. Thus, f(u)
is symmetric in u.
To prove f(u) is convex, we need to show that
f(αu′ + (1− α)u′′) ≤ αf(u′) + (1− α)f(u′′), (18)
for 0 ≤ α ≤ 1 and any two N -vectors u′ and u′′. To see
this, note that the function h(x) = 1/x is convex in x. Thus,
1
r(X(0)) · (αu′ + (1− α)u′′)
=
1
αr(X(0)) · u′ + (1− α)r(X(0)) · u′′
≤ α 1
r(X(0)) · u′ + (1− α)
1
r(X(0)) · u′′ .
Taking expectations on both sides of the above inequality
yields (18).
(ii) As shown in Lemma 8(i), the function f(u) is sym-
metric and convex and thus a Schur convex function. Thus,
we have from the majorization ordering that
E
[ N∑N
i=1 r(Xi(0))
]
= f(
1
N
, . . . ,
1
N
)
≤ f(u) ≤ f(1, 0, 0, . . . , 0) = E[ 1
r(X1(0))
]. (19)
From (19) and (13), we then have
E
[ N∑N
i=1 r(Xi(0))
]
≤ g(u)f(u) ≤ NE[ 1
r(X1(0))
].
The upper bound and the lower bound for ETTR in (14) then
follows from the representation of the ETTR in (9),
4.3 Approximation solutions
In this section, we propose approximation solutions for
the ETTR minimization problem in (5). Note that an N -
approximation solution of a minimization problem is re-
ferred to as a solution that is not greater than the N times of
the optimal solution.
Theorem 9. Suppose that the N random variables,
X1(0), X2(0) . . . , XN (0), are exchangeable random vari-
ables, i.e., q(x) = q(xpi) for any permutation pi,
(i) The uniform selection policy that uses pi = 1/N
for all i = 1, 2, . . . , N , is an N -approximation
solution for the ETTR minimization problem in
(5).
(ii) Let
M =
E[ 1r(X1(0)) ]
1
E[r(X1(0))]
. (20)
The single selection policy that uses p1 = 1 and
pi = 0, i = 2, 3, . . . , N , is an M -approximation
solution for the ETTR minimization problem in
(5).
(iii) The policy that uses the better one between the
single selection policy and the uniform selection
policy is a min[M,N ]-approximation solution
for the ETTR minimization problem in (5).
Proof. (i) Note that if we use the uniform selection policy
pi = 1/N for all i = 1, 2, . . . , N in (4), then the correspond-
ing ETTR is
E[
N2∑N
i=1 r(Xi(0))
]. (21)
It then follows from the lower bound in Lemma 8(ii) that the
ETTR in (21) is not greater than the N times of the optimal
solution for the ETTR minimization problem in (5).
(ii) Since h(x) = 1/x is a convex function in x, it then
follows from Jensen’s inequality (see e.g., the book [23]) and
the assumption of the N exchangeable random variables
that
E[
N∑N
i=1 r(Xi(0))
] ≥ N
E[
∑N
i=1 r(Xi(0))]
=
1
E[r(X1(0))]
. (22)
On the other hand, we have from (4) that the ETTR of the
single selection policy is
E[
1
r(X1(0))
] = M
1
E[r(X1(0))]
. (23)
It then follows from the lower bound in Lemma 8(ii) and
(22) that the ETTR in (23) is not greater than the M times of
the optimal solution for the ETTR minimization problem in
(5).
(iii) This is a direct consequence of (ii) and (iii).
The approximation ratio for Theorem 9(i) cannot be fur-
ther improved. To see this, consider the case with r(x) = 1
for all x, i.e., with probability 1 the two users will have a
successful rendezvous when they hop on the same channel.
In this case, the optimal policy is the single selection policy,
i.e., p1 = 1 and pi = 0, i = 2, . . . , N , with the TTR=1.
However, the ETTR for the uniform selection policy is N
and the approximation ratio for this case is N .
5 A SLOW TIME-VARYING CHANNEL MODEL WITH
TWO STATES
The slow time-varying channel model considered in the
previous section is too general to further improve the ap-
proximation results. In this section, we consider a specific
slow time-varying channel model with two states, i.e., state
0 (bad state) and state 1 (good state). For the two-state
model, we assume that the states of these N channels are
independent and identically distributed. The probability that a
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channel is in the good (resp. bad) state is ρ (resp. 1 − ρ)
for some 0 ≤ ρ ≤ 1. As such, we have the following joint
distribution for the channel states
q(x1, x2, . . . , xN ) =
N∏
i=1
ρxi(1− ρ)1−xi , (24)
where ρ (resp. (1 − ρ)) is the probability of being in state 1
(resp. 0), and xi (with the value being 0 or 1) is the state of
channel i.
5.1 Two channels
We start from the simplest case with two channels, i.e., N =
2. In this case, the joint probability mass function q(x1, x2)
can be characterized as follows:
q(0, 0) = (1− ρ)2, q(1, 0) = ρ(1− ρ),
q(0, 1) = ρ(1− ρ), q(1, 1) = ρ2.
For the blind rendezvous policy that each user selects chan-
nel 1 (resp. 2) with probability p1 (resp. p2), we have
E[T (p)] =
1
r(0)p21 + r(0)p
2
2
(1− ρ)2
+
1
r(1)p21 + r(0)p
2
2
ρ(1− ρ)
+
1
r(0)p21 + r(1)p
2
2
ρ(1− ρ)
+
1
r(1)p21 + r(1)p
2
2
ρ2. (25)
To gain some insights of (25), we show in Figure 1 the
numerical results for the ETTR when ρ = 0.9, r(1) = 1,
and r(0) is selected from 0.01 and 0.001, respectively. As
shown in Figure 1, the optimal channel selection policy that
minimizes the ETTR is not the single selection policy that
sets p1 = 1 (or p1 = 0). Such a result can also be found for
ρ = 0.3 in Figure 2(b). To see the intuition behind this, note
that if both users set p1 = 1 and hop to channel 1 all the
time, it is possible that channel 1 is in the bad state with a
very low rendezvous probability. This then leads to a very
large ETTR. As such, it is preferable to having a nonzero
probability to hop on the other channel.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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TR
(a) r(0)=0.01
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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20
30
40
50
60
70
80
90
100
110
ET
TR
(b) r(0)=0.001
Fig. 1: The ETTR (as a function of p1) with ρ = 0.9, r(1) = 1,
and r(0) = 0.01, 0.001, respectively.
In view of Figure 1 and Figure 2, the optimal p1 clearly
depends on how bad the bad state is and it is thus a function
of the rendezvous probability for state 0, i.e., r(0). In Figure
3, we show the optimal p1 (obtained from our numerical
results) for r(0) ranging from 0.1 to 0.00001 for various
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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ET
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(b) r(0)=0.001
Fig. 2: The ETTR (as a function of p1) with ρ = 0.3, r(1) = 1,
and r(0) = 0.01, 0.001, respectively.
ρ’s. It is interesting to see that the optimal p1 is very close
to 1 when r(0) is either very small or very close to r(1).
Such asymptotic results will be formally proved in the next
section.
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Fig. 3: The optimal p1 for r(0) ranging from 0.1 to 0.00001
with r(1) = 1.
5.2 An asymptotic (1 + )-approximation solution
In this section, we show an asymptotic (1+)-approximation
solution for the two-state slow time-varying channel model
with N ≥ 2 channels.
Note from the joint distribution in (24) that
f(u) = E[
1∑N
i=1 r(Xi(0))ui
]
=
1∑
x1=0
· · ·
1∑
xN=0
1∑N
i=1 r(xi)ui
q(x1, x2, . . . , xN )
=
1∑
x1=0
· · ·
1∑
xN=0
1∑N
i=1 r(xi)ui
N∏
i=1
ρxi(1− ρ)1−xi .
(26)
Thus, the computational complexity for f(u) is O(2N ).
So is the computational complexity for E[T (p)]. As it is
very costly to compute E[T (p)] directly for large N , in the
following lemma we derive two asymptotic results to gain
some insights of the ETTR.
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Lemma 10. Consider the two-state slow time-varying chan-
nel model with the joint distribution in (24). Suppose that
the three parameters r(1), ρ and N are fixed constants.
(i) For any probability vector u,
lim
r(0)→r(1)
r(0)f(u) = 1. (27)
(ii) For any probability vector u with ui > 0, i =
1, 2, . . . , N ,
lim
r(0)→0
r(0)f(u)/(1− ρ)N = 1. (28)
As a result, for any probability vector p,
lim
r(0)→r(1)
r(0)E[T (p)] ≥ 1, (29)
lim
r(0)→0
r(0)E[T (p)]/(1− ρ)N ≥ 1. (30)
Proof. Since r(0) ≤ r(xi) ≤ r(1), it follows from (26) that
1
r(1)
≤ f(u) ≤ 1
r(0)
.
Taking the limit then completes the argument for (27).
Now we prove (28) under the condition that ui > 0 for
all i = 1, 2, . . . , N . Since r(1), ρ and N are fixed constants,
we have for any x = (x1, x2, . . . , xN ) 6= (0, 0, . . . , 0) that
lim
r(0)→0
1∑N
i=1 r(xi)ui
∏N
i=1 ρ
xi(1− ρ)1−xi
1∑N
i=1 r(0)ui
(1− ρ)N = 0. (31)
Since
∑N
i=1 ui = 1, it then follows from (26) and (31) that
lim
r(0)→0
f(u)
1
r(0) (1− ρ)N
= 0.
From (13), we also know that g(u) ≥ 1. Since E[T (p)] =
g(u)f(u) in (9), we have from (27) that
lim
r(0)→r(1)
r(0)E[T (p)]
= lim
r(0)→r(1)
r(0)g(u)f(u) ≥ 1. (32)
Again, using g(u) ≥ 1 and (28) yields
lim
r(0)→0
r(0)E[T (p)]/(1− ρ)N
= lim
r(0)→0
r(0)g(u)f(u)/(1− ρ)N ≥ 1 (33)
for all u with ui > 0, i = 1, 2, . . . , N . Now consider the case
that uN = 0 and ui > 0 for all i = 1, 2, . . . , N − 1. Then this
is equivalent to the case that there are only N − 1 channels
(as channel N is not used). As a direct sequence of (33), we
have for this case that
lim
r(0)→0
r(0)E[T (p)]/(1− ρ)N−1 ≥ 1. (34)
Since (1 − ρ) ≤ 1, the inequality in (34) also implies the
inequality in (30). Repeating the same argument shows that
the inequality in (30) holds for any probability vector p.
Now we use the asymptotic results in Lemma 10 to derive
an asymptotic (1 + )-approximation solution.
Theorem 11. Consider the two-state slow time-varying chan-
nel model with the joint distribution in (24). For any
0 <  ≤ 3, let δ = ( 3(N−1) )2 and consider the probability
vector
u∗ = (u∗1, u
∗
2, . . . , u
∗
N ) = (1− (N − 1)δ, δ, . . . , δ). (35)
Let p∗ = (p∗1, p
∗
2, . . . , p
∗
N ) with
p∗i =
√
u∗i∑N
j=1
√
u∗j
. (36)
Then p∗ is an asymptotic (1 + )-approximation solution
for the ETTR minimization problem in (1) in the asymp-
totic regime when r(0) → r(1) or r(0) → 0. Specifically,
for any probability vector p,
lim
r(0)→r(1)
E[T (p∗)]
E[T (p)]
≤ 1 + , (37)
lim
r(0)→0
E[T (p∗)]
E[T (p)]
≤ 1 + . (38)
Proof. Since E[T (p)] = g(u)f(u), it follows that
E[T (p∗)]
E[T (p)]
=
g(u∗)
g(u)
f(u∗)
f(u)
. (39)
From (27), we then have
lim
r(0)→r(1)
f(u∗)
f(u)
= 1. (40)
On the other hand, note from 0 <  ≤ 3 that
0 < δ ≤ 1/(N − 1)2
and
(N − 1)2δ = 
2
9
≤ 
3
. (41)
Using (11) and (41) yields
g(u∗) = (
N∑
i=1
√
u∗i )
2
= (
√
1− (N − 1)δ + (N − 1)
√
δ)2
≤ 1− (N − 1)δ + (N − 1)2δ + 2(N − 1)
√
δ
≤ 1 + 
3
+
2
3
= 1 + .
As g(u) ≥ 1, we then have
g(u∗)
g(u)
≤ 1 + . (42)
The result in (37) then follows from (39), (40) and (42).
The argument for (38) is similar (by using (28) and (30)).
In Table 1, we use the grid search to find the optimal chan-
nel selection probability vector for the two-state model with
three channels, i.e., N = 3. The grid search is conducted by
using the resolution size 0.001, i.e., we compute the ETTR for
all the channel selection probability vectors pwith pi’s being
integer multiples of 0.001, and then select the minimum
ETTR. As shown in Table 1, the optimal p is very close to
the single selection policy in most settings, i.e., the users
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r(0) p1 p2 p3
10ˆ(-5) 0.965 0.018 0.018
10ˆ(-4.8) 0.965 0.018 0.018
10ˆ(-4.6) 0.965 0.018 0.018
10ˆ(-4.4) 0.965 0.018 0.018
10ˆ(-4.2) 0.965 0.018 0.018
10ˆ(-4) 0.965 0.018 0.018
(a) r(0) = 10−5 ∼ 10−4
r(0) p1 p2 p3
10ˆ(-3) 1.00 0.00 0.00
10ˆ(-2.8) 1.00 0.00 0.00
10ˆ(-2.6) 1.00 0.00 0.00
10ˆ(-2.4) 1.00 0.00 0.00
10ˆ(-2.2) 1.00 0.00 0.00
10ˆ(-2) 1.00 0.00 0.00
(b) r(0) = 10−3 ∼ 10−2
r(0) p1 p2 p3
10ˆ(-0.1) 1.00 0.00 0.00
10ˆ(-0.08) 1.00 0.00 0.00
10ˆ(-0.06) 1.00 0.00 0.00
10ˆ(-0.04) 1.00 0.00 0.00
10ˆ(-0.02) 1.00 0.00 0.00
10ˆ(0) 1.00 0.00 0.00
(c) r(0) = 10−0.1 ∼ 1
r(0) p1 p2 p3
10ˆ(-5) 0.883 0.058 0.058
10ˆ(-4.8) 0.862 0.069 0.069
10ˆ(-4.6) 0.845 0.078 0.078
10ˆ(-4.4) 0.818 0.091 0.091
10ˆ(-4.2) 0.795 0.102 0.102
10ˆ(-4) 0.767 0.116 0.116
(d) r(0) = 10−5 ∼ 10−4
r(0) p1 p2 p3
10ˆ(-3) 0.621 0.225 0.155
10ˆ(-2.8) 0.596 0.243 0.160
10ˆ(-2.6) 0.578 0.259 0.163
10ˆ(-2.4) 0.566 0.271 0.163
10ˆ(-2.2) 0.558 0.282 0.159
10ˆ(-2) 0.559 0.290 0.151
(e) r(0) = 10−3 ∼ 10−2
r(0) p1 p2 p3
10ˆ(-0.1) 1.00 0.00 0.00
10ˆ(-0.08) 1.00 0.00 0.00
10ˆ(-0.06) 1.00 0.00 0.00
10ˆ(-0.04) 1.00 0.00 0.00
10ˆ(-0.02) 1.00 0.00 0.00
10ˆ(0) 1.00 0.00 0.00
(f) r(0) = 10−0.1 ∼ 1
TABLE 1: The channel selection probability vector p that
minimizes the ETTR for N = 3 and various r(0)’s (chosen
in log-scale from 10−5 to 0) with ρ = 0.1 in (a),(b),(c) and
ρ = 0.9 in (d),(e),(f).
will select a single channel with a very high probability p1,
and then select the rest of the channels with probability
(1 − p1)/(N − 1). This is consistent with the asymptotic
(1+)-approximation solution in Theorem 11. However, we
also note from Table 1 (e) for the case r(0) = 10−3 ∼ 10−2
and ρ = 0.9, the optimal channel selection probability vector
p is not in the form of the asymptotic optimal policy in
Theorem 11.
The asymptotic (1 + )-approximation solution in The-
orem 11 and the numerical results in Table 1 motivate us
to propose a local search algorithm, called the improved
uniform selection policy in Algorithm 1. The basic idea is
to transform a probability vector u (starting from the uni-
form selection probability vector) to another one u′ so that
u ≺ u′. Since g(u) is Schur concave and f(u) is Schur
convex, the majorization ordering between u and u′ then
ensures that g(u) ≥ g(u′) and f(u) ≤ f(u′). Then we
carry out successive transformations until there is no further
improvement of ETTR. In the last step of Algorithm 1, we
compare the ETTR found by local search with the ETTR of
the single selection policy and then choose the better one. By
doing so, Algorithm 1 is also a min[M,N ]-approximation
solution.
The grid search is a simplified version of the “exhaustive”
search, and it should be close to the optimal solution if
the resolution size ∆ is set to be very small. Clearly, the
number of channel selection probability vectors that need
to be searched by the grid search is O(( 1∆ )
N−1). As such, if
the resolution size ∆ is very small, then its computational
cost is very high. For our experiments, we are only able to
conduct the grid search with ∆ = 0.001 for N = 4 due
to its large computational cost. On the other hand, the step
size ∆ of Algorithm 1 is also set to be 0.001. Note that the
number of channel selection probability vectors that need
to be searched by Algorithm 1 is only O(N∆ ). In Table 2, we
show the comparison results for ETTR between Algorithm 1
ALGORITHM 1: The improved uniform selection pol-
icy
Input: The joint probability mass function q(x) for the
set of {X1(0), X2(0)) . . . , XN (0)} exchangeable
random variables.
Output: The channel selection probabilities pi,
i = 1, 2, . . . , N .
1: Let p be channel selection probability vector of the
uniform selection policy, i.e., p = (p1, p2, . . . , pN )
with pi = 1/N , i = 1, 2, . . . , N .
2: Let u = (u1, u2, . . . , uN ) and compute
ui =
p2i∑N
j=1 p
2
j
, i = 1, 2, . . . , N .
3: Let ` = 1. Choose a step size ∆.
4: Update u by assigning u` 7→ u` + ∆ ∗ (N − `) and
ui 7→ ui −∆, i = `+ 1, . . . , N .
5: Compute the ETTR by using g(u)f(u) with g(u) in
(11) and f(u) in (10).
6: If there is an improvement of the ETTR, repeat from
Step 4. Otherwise update ` 7→ `+ 1.
7: While ` < N , repeat from Step 4.
8: Otherwise compute pi =
√
ui∑N
j=1
√
uj
.
9: If the ETTR is smaller than that of the single
selection policy, output pi, i = 1, 2, . . . , N . Otherwise
output p of the single selection policy.
ρ A1 Grid
0.1 9.10 9.10
0.2 8.20 8.20
0.3 7.30 7.30
0.4 6.40 6.40
0.5 5.50 5.50
0.6 4.60 4.60
0.7 3.70 3.70
0.8 2.80 2.80
0.9 1.90 1.90
(a) r(0) = 0.1
ρ A1 Grid
0.1 90.10 90.10
0.2 80.20 80.20
0.3 70.30 70.30
0.4 49.31 49.31
0.5 30.35 30.35
0.6 17.24 17.24
0.7 9.60 9.60
0.8 5.93 5.90
0.9 3.81 3.61
(b) r(0) = 0.01
ρ A1 Grid
0.1 900.10 900.10
0.2 670.26 670.27
0.3 442.57 442.37
0.4 268.86 268.86
0.5 148.44 148.44
0.6 72.44 72.44
0.7 30.03 30.03
0.8 10.58 10.57
0.9 4.34 4.27
(c) r(0) = 0.001
ρ A1 Grid
0.1 8095.36 7886.00
0.2 5276.89 5267.19
0.3 3288.77 3274.10
0.4 1878.71 1878.76
0.5 973.35 973.34
0.6 438.26 437.99
0.7 159.70 159.70
0.8 41.36 41.36
0.9 6.70 6.64
(d) r(0) = 0.0001
TABLE 2: Comparisons of ETTR for Algorithm 1 (A1)
and the grid search (Grid) for 4 channels with r(0) =
0.1, 0.01, 0.001 and 0.0001.
(A1) and the grid search (Grid) when there are four channels
(N = 4) and r(0) = 0.1, 0.01, 0.001 and 0.0001, respectively.
Note that the ETTR results obtained by Algorithm 1 are very
close to those from the grid search (and it is better when
ρ = 0.4 and r(0) = 0.001). These numerical results suggest
that Algorithm 1 might be a more scalable and effective
alternative than the grid search.
6 A GENERAL TIME-VARYING CHANNEL MODEL
In this section, we consider a general time varying channel
model.
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Definition 12. (General Time-Varying Channel Model) For
the general time-varying channel model, the sequence of
random vectors {X(t) = (X1(t), X2(t), . . . , XN (t)), t ≥
0} are assumed to be stationary, i.e., its joint distribution
is invariant with respect to any time shift. Moreover, the
joint probability mass function at time 0 is assumed to be
P(X(0) = x) = q(x),
where x = (x1, x2, . . . , xN ).
Clearly, both the fast time-varying channel channel in
Definition 1 and the slow time-varying channel channel
model in Definition 3 are special cases of this general
channel model (as a sequence of i.i.d. random vectors is
stationary and a sequence of identical random vector is also
stationary).
Let T (p) (resp. Tf (p), Ts(p)) be the ETTR for the blind
rendezvous policy with the channel selection probabilities
p = (p1, p2, . . . , pN ) in the general (resp. fast and slow)
time-varying channel model.
Theorem 13. The ETTR in the general time-varying channel
model is upper bounded by the ETTR of the slow time-
varying channel model, i.e.,
E[T (p)] ≤ E[Ts(p)]. (43)
Our proof for Theorem 13 is based on the stochastic
ordering (see e.g., Chapter 9 of [23]). We say that a ran-
dom variable X is stochastically larger than another random
variable Y , denoted by X ≥st Y , if
P(X > t) ≥ P(Y > t)
for all t. It is well-known that X ≥st Y if and only if
E[f(X)] ≥ E[f(Y )] for all increasing function f (Proposition
9.1.2 of [23]). As a result, E[X] ≥ E[Y ] if X ≥st Y .
For the proof of Theorem 13, we need the following
lemma.
Lemma 14. Suppose that a set of t nonnegative random vari-
ables Z(s), s = 1, 2, . . . , t have a common distribution as
that of the random variable Z(0). Then
E[
t∏
s=1
Z(s)] ≤ E[Z(0)t]. (44)
Proof. We prove this by the Ho¨lder inequality, i.e., for any
two random variables 1/p+ 1/q = 1, and p, q ≥ 1,
E[|XY |] ≤ (E[|X|p])1/p(E[|X|q])1/q.
For t = 2, it follows directly from the Ho¨lder inequality and
the nonnegativity of the t random variables that
E[Z(1)Z(2)] ≤ (E[Z(1)2])1/2(E[Z(2)2])1/2.
Since these random variables are identically distributed as
that of the random variable Z(0), we then have
E[Z(1)Z(2)] ≤ E[Z(0)2].
Now assume that the inequality in (44) holds for t−1 as the
induction hypothesis. Choose q = t and p = t/(t−1). It then
follows from the Ho¨lder inequality and the nonnegativity of
the t random variables that
E[
t∏
s=1
Z(s)]
= E[(
t−1∏
s=1
Z(s))(Z(t))]
≤
(
E[(
t−1∏
s=1
Z(s))t/(t−1)]
)(t−1)/t(
E[(Z(t)t]
)1/t
=
(
E[
t−1∏
s=1
Z(s)t/(t−1)]
)(t−1)/t(
E[(Z(0)t]
)1/t
.
Using the induction hypothesis yields
E[
t∏
s=1
Z(s)]
≤
(
E[Z(0)t]
)(t−1)/t(
E[(Z(0)]t]
)1/t
= E[Z(0)t].
Proof. (Theorem 13) Note that given the channel states
X(s) = x(s) = (x1(s), x2(s), . . . , xN (s)) at time s, whether
the two users will rendezvous at time s is an independent
Bernoulli random variable with parameter
∑N
i=1 p
2
i r(xi(s)).
Thus,
P(T (p) > t|X(s) = x(s), 1 ≤ s ≤ t)
=
t∏
s=1
(1−
N∑
i=1
p2i r(xi(s))). (45)
Unconditioning on the event {X(s) = x(s), 1 ≤ s ≤ t}
yields
P(T (p) > t)
= E[
t∏
s=1
(1−
N∑
i=1
p2i r(Xi(s)))]
= E[
t∏
s=1
Z(s)], (46)
where
Z(s) = 1−
N∑
i=1
p2i r(Xi(s)). (47)
On the other hand, for the slow time-varying model, we
have
P(Ts(p) > t|X(s) = x(s), 1 ≤ s ≤ t)
= P(Ts(p) > t|X(0) = x(0))
= (1−
N∑
i=1
p2i r(xi(0)))
t (48)
and thus
P(Ts(p) > t) = E[(1−
N∑
i=1
p2i r(Xi(0)))
t] = E[Z(0)t]. (49)
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It then follows from Lemma 14 that for all t
P(T (p) > t) = E[
t∏
s=1
Z(s)]
≤ E[Z(0)t] = P(Ts(p) > t). (50)
This implies that Ts(p) is stochastically larger than T (p) and
thus
E[T (p)] ≤ E[Ts(p)].
7 A MARKOV CHANNEL MODEL WITH TWO STATES
In this section, we consider a Markov channel model with
two states.
As in Section 5, we assume that the states of these N
channels are independent and identically distributed. The prob-
ability that the ith channel is in the good (resp. bad) state is
ρi (resp. 1 − ρi) for some 0 ≤ ρi ≤ 1. As such, we have the
following stationary joint distribution for the channel states
P(X1(t) = x1, X2(t) = x2, . . . , XN (t) = xN )
= q(x1, x2, . . . , xN ) =
N∏
i=1
ρxii (1− ρi)1−xi , (51)
where ρi (resp. (1− ρi) is the probability of being in state 1
(resp. 0), and xi (with the value being 0 or 1) is the state of
channel i. For the ith channel, its channel state is character-
ized by a Markov chain with the transition probabilities:
P(Xi(t+ 1) = 1|Xi(t) = 1) = p(i)1,1, (52)
P(Xi(t+ 1) = 0|Xi(t) = 1) = 1− p(i)1,1, (53)
P(Xi(t+ 1) = 0|Xi(t) = 0) = p(i)0,0, (54)
P(Xi(t+ 1) = 1|Xi(t) = 0) = 1− p(i)0,0, (55)
where 0 < p(i)1,1, p
(i)
0,0 < 1. Clearly, we have
ρi = P(Xi(t) = 1) =
1− p(i)0,0
(1− p(i)1,1) + (1− p(i)0,0)
.
Note that
Var[Xi(t+ 1)] = Var[Xi(t)] = ρi(1− ρi)
and thus the correlation coefficient between Xi(t + 1) and
Xi(t), denoted by ω(i), is
E[Xi(t+ 1)Xi(t)]− E[Xi(t+ 1)]E[Xi(t)]√
Var[Xi(t+ 1)]Var[Xi(t)]
=
ρip
(i)
1,1 − ρ2i
ρi(1− ρi)
= p
(i)
1,1 + p
(i)
0,0 − 1. (56)
We say that the Markov chain {Xi(t), t ≥ 0} is positively
correlated if ω(i) ≥ 0.
7.1 An ETTR lower bound for positively correlated
Markov chains
In this section, we show that the ETTR of the Markov chain
model is lowered bounded by that of the fast time-varying
channel model if the two-state Markov chains are positively
correlated.
Theorem 15. Consider the N independent Markov channel
model with two states in this section. Let ω(i) = p(i)1,1 +
p
(i)
0,0− 1. If ω(i) ≥ 0 for all i, then the ETTR in the Markov
channel model is lower bounded by the ETTR of the fast
time-varying channel model, i.e.,
E[T (p)] ≥ E[Tf (p)]. (57)
Our proof for Theorem 15 is based on the Lorentz inequal-
ity and the coupling of two-state Markov chains that was
previously used in [24]. A function f : (x1, . . . , xn) → R is
supermodular (or L-superadditive) if for any 1 ≤ i < j ≤ n
and any nonnegative y1, y2 the following inequality holds:
f(. . . , xi + y1, . . . , xj + y2, . . .)
+f(. . . , xi, . . . , xj , . . .)
≥ f(. . . , xi + y1, . . . , xj , . . .)
+f(. . . , xi, . . . , xj + y2, . . .).
According to Marshall and Olkin [22] (Chapter 6), the con-
dition above is equivalent to ∂
2f
∂xi∂xj
≥ 0 for all i, j (i 6= j) if
the function is twice differentiable.
An interesting property of supermodular functions is the
Lorentz inequality. Let Zj , j = 1, . . . , n, be a sequence of not
necessarily independent r.v.’s with a common distribution.
Then for any supermodular function f (see [25] Theorem 5A
and [26] Lemma 5),
Ef(Z1, . . . , Zn) ≤ Ef(Z1, . . . , Z1).
An immediate extension of the Lorentz inequality to
independent random vectors is presented in the following
lemma.
Lemma 16. (The Lorentz inequality for independent random
vectors [24]) Let Z(i) = (Z(i)1 , . . . , Z
(i)
ni ), i = 1, . . . ,m, be
m independent random vectors. If the r.v.’s Z(i)j , j =
1 . . . ni, have a common distribution F (i)(x) = P(Z
(i)
j <
x), then for any supermodular function f ,
E[f(Z
(1)
1 , . . . , Z
(1)
n1 , Z
(2)
1 , . . . , Z
(2)
n2 , . . . , Z
(m)
1 , . . . , Z
(m)
nm )]
≤ E[f(Z(1)1 , . . . , Z(1)1 , Z(2)1 , . . . , Z(2)1 , . . . , Z(m)1 , . . . , Z(m)1 )].
Proof. (Theorem 15) Since ω(i) ≥ 0, one can construct such
a stationary Markov chain by generating two independent
sequences of i.i.d. Bernoulli r.v.’s {α(i)(t), β(i)(t), t ≥ 0}
with parameters ω(i) and ρ. Construct Xi(t) according to
the following rules:
(i) Xi(0) = β(i)(0).
(ii) Xi(t+ 1) = Xi(t) if α(i)(t) = 1.
(iii) Xi(t+ 1) = β(i)(t+ 1) if α(i)(t) = 0.
It is easy to verify that such a construction is a stationary
Markov chain with the transition probabilities specified in
(52)-(55).
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As discussed in the proof of Theorem 13, given the
channel states X(s) = x(s) = (x1(s), x2(s), . . . , xN (s)) at
time s, whether the two users will rendezvous at time s is
an independent Bernoulli random variable with parameter∑N
i=1 p
2
i r(xi(s)). Thus,
P(T (p) > t|X(s) = x(s), 1 ≤ s ≤ t)
=
t∏
s=1
(1−
N∑
i=1
p2i r(xi(s))). (58)
and
P(T (p) > t)
= E[
t∏
s=1
(1−
N∑
i=1
p2i r(Xi(s)))]. (59)
It is easy to see that P(T (p) > t) is a supermodular function
of Xi(s), 1 ≤ s ≤ t, 1 ≤ i ≤ N . Also, as the fast time-
varying channel model corresponds to the case that ω(i) =
0. This then implies that α(i)(t) = 0 and Xi(t+1) = β(i)(t+
1) for all t in the fast time-varying channel model. As a
direct result of the Lorentz inequality in Lemma 16 and the
construction of the two-state Markov chains, we then have
P(T (p) > t) ≥ P(Tf (p) > t) = (1−
N∑
i=1
p2iE[r(Xi(0))])
t.
This implies that Tf (p) is stochastically smaller than T (p)
and thus
E[T (p)] ≥ E[Tf (p)].
7.2 Approximation solutions
In this section, we extend the two approximation solutions
in Theorem 9 for the slow time-varying channel model to the
two-state Markov chain channel model. We show that the
ETTR of the uniform selection policy is very insensitive to
the underlining two-state Markov channel model when the
number of channels N is very large. As such, it is an asymp-
totic N -approximation solution for the ETTR minimization
problem in (1). On the other hand, the single selection policy
is an M -approximation solution with the same constant M
defined in (20).
Theorem 17. Consider the N independent Markov channel
model with two states in this section. Suppose that (i)
ω(i) ≥ 0 for all i, (ii) ρi = ρ for all i, and (iii) r(0) > 0.
(i) The ETTR of the uniform selection policy that
uses the channel selection probability vector
pu = (1/N, 1/N, . . . , 1/N) has the following
asymptotic result:
lim
N→∞
E[T (pu)]
N
=
1
ρr(1) + (1− ρ)r(0) . (60)
Moreover, the uniform selection policy is an
asymptotic N -approximation solution for the
ETTR minimization problem in (1) when N →
∞, i.e., for any channel selection probability
vector p,
lim
N→∞
E[T (pu)]
NE[T (p)]
≤ 1. (61)
(ii) The single selection policy that uses the channel
selection probability vector ps = (1, 0, . . . , 0)
is an M -approximation solution for the ETTR
minimization problem in (1), i.e., for any channel
selection probability vector p,
E[T (ps)]
E[T (p)]
≤M, (62)
where the constant
M =
ρ 1r(1) + (1− ρ) 1r(0)
1
ρr(1)+(1−ρ)r(0)
. (63)
Proof. (i) From the ETTR upper bound in (43) and the ETTR
lower bound (57), we have that
E[Tf (p
u)] ≤ E[T (pu)] ≤ E[Ts(pu)]. (64)
Since we assume that ρi = ρ for all i, it then follow from the
ETTR for the fast time-varying channel model in (3) that
E[Tf (p
u)] = 1/
N∑
i=1
(1/N)2E[r(Xi(0))]
=
N
ρr(1) + (1− ρ)r(0) . (65)
On the other hand, we have from the ETTR for the slow
time-varying channel model in (4) that
E[Ts(p
u)] = E
[ 1∑N
i=1 r(Xi(0))(1/N)
2
]
= NE
[ N∑N
i=1 r(Xi(0))
]
. (66)
As the N Markov chains are independent and ρi = ρ for
all i, the N random variables r(Xi(0)), i = 1, 2, . . . , N , are
independent and identically distributed. We then have from
the strong law of large numbers that
lim
N→∞
1
N
N∑
i=1
r(Xi(0)) = ρr(1) + (1− ρ)r(0), a.s. (67)
Since we assume that r(0) > 0, the sequence of random
variables { N∑N
i=1 r(Xi(0))
, N ≥ 1}, are all bounded between 1
and 1/r(0). It then follows from the bounded convergence
theorem (for the exchange of the limit and the expectation)
and the strong law in (67) that
lim
N→∞
E[Ts(p
u)]
N
= lim
N→∞
E
[ N∑N
i=1 r(Xi(0))
]
= E
[
lim
N→∞
N∑N
i=1 r(Xi(0))
]
=
1
ρr(1) + (1− ρ)r(0) . (68)
The result in (60) then follows from (64), (65) and (68).
IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. XX, NO. X, AUGUST 20XX 13
From the ETTR lower bound (57) and the result that the
single channel selection policy is optimal for the fast time-
varying channel model in Theorem 2, we have
E[T (p)] ≥ E[Tf (p)]
≥ 1
E[r(X1(0))]
=
1
ρr(1) + (1− ρ)r(0) . (69)
Using this and (60) yields (61).
(ii) As shown in (69), we have
E[T (p)] ≥ 1
ρr(1) + (1− ρ)r(0) . (70)
On the other hand, we have from the ETTR upper bound in
(43) that for the single channel selection policy
E[T (ps)] ≤ E[Ts(ps)] = ρ 1
r(1)
+ (1− ρ) 1
r(0)
. (71)
The result in (62) then follows from the two inequalities in
(70) and (71).
8 CONCLUSION
In this paper, we considered the multichannel rendezvous
problem in CRNs where the probability that two users
hopping on the same channel have a successful rendezvous
is a function of channel states. We first considered two
channel models: (i) the fast time-varying channel model,
and (ii) the slow time-varying channel model. Among the
classes of the blind rendezvous policies that randomly hop
on channels according to certain channel selection probabil-
ities, we showed the optimal channel selection policy that
minimizes the ETTR is the single selection policy that hops
on the “best” channel all the time in the fast time-varying
channel model. However, this is not the case for the slow
time-varying channel model. The intuition behind this is
that the “best” channel might be in fact in a very bad state
with a very low rendezvous probability. This then leads to
a very large ETTR and it is preferable to having nonzero
probabilities to hop on the other channels. For the slow time-
varying channel model, we used the majorization ordering
to derive various bounds and approximation algorithms
when the channel states are exchangeable/i.i.d. random
variables. By conducting extensive numerical experiments,
we also verified the effectiveness of our approximation
algorithms.
We then extended our results to general channel models,
where the joint distribution of the channel states is only
assumed to be stationary in time. We showed that its ETTR
is upper bounded by the ETTR of the slow time-varying
channel model. On the other hand, we also generalized the
i.i.d. two-state model to a two-state Markov chain model
and showed that if the two-state Markov chain is posi-
tively correlated, then its ETTR is lower bounded by the
ETTR of the fast time-varying channel model. Based on
both the lower bound and the upper bound, we further
showed that the uniform selection policy is an asymptotic
N -approximation solution and the single selection policy is
an M -approximation solution for any positively correlated
two-state Markov chains.
There are several possible extensions of this work: (i)
heterogeneous environments: here we assume that the joint
distribution of channel states is the same for the two users.
Such a homogeneous assumption is valid if the two users
are close to each other in a CRN. On the other hand, if the
two users are far apart, then they might have different joint
distributions of channel states. (ii) partial observable chan-
nel states: here we assume that the channel states are not
observable by the two users and thus the two users cannot
“learn” from failed rendezvous. For the slow time-varying
channel model, it might be possible for users to “learn”
the state of a channel by using reinforcement learning [27].
However, it is probably not worth the trouble if the ETTR is
much shorter than the learning time.
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