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Abstract
This dissertation is comprised of two parts which consider separate aspects of 
gas/liquid two-phase flow: flow in horizontal circular pipes and flow in vertical 
corrugated channels typical of Plate-and-Frame Heat Exchangers (PHEs).
A review of the literature has revealed the lack of any formal analyses of the 
performance of phenomenological methods for the prediction of pressure drop during 
gas/liquid two-phase flow in cylindrical pipe flow. A number of models describing 
various horizontal flow patterns have been evaluated against a large experimental data 
bank using a logarithmic statistical analysis technique. Data are categorised by the 
Taitel & Dukler (1976) flow pattern map. It is shown that the predictions of better 
phenomenological models are equal to those of empirical methods, while the 
probability density functions are less sensitive to changes in fluid system.
A qualitative approach is developed to observe variation in error as a function of flow 
pattern. Error is shown to be a function of position on the flow pattern map for a 
number of phenomenological models, while the relationship is markedly weaker for 
empirical methods. It is observed that flow pattern transition influences prediction 
performance, particularly with the onset of intermittent flow phenomena.
Two composite methods consisting only of phenomenological models are defined using 
both the quantitative statistical analysis results and the qualitative flow pattern based 
observations. Method 3 generates predictions that are more reliable over the entire 
range of the data bank than all empirical methods included in the study. It achieves a 
10% reduction in scatter (Sin) compared to the best empirical method, that of Bandel 
(1973). It is also shown to be less sensitive to changes in fluid system.
Measurements of pressure drop during adiabatic single-phase and two-phase flows in 
PHEs are also presented. Liquid flows of water and CMC solutions of varying 
concentration were combined with air to provide the two-phase flow. Two-phase 
pressure drop multipliers are presented. While the relationship between the two-phase
multiplier for the overall test section and the Lockhart-Martinelli parameter varies as a 
function of chevron angle i a conunon function is defined for the corrugated 
section; a curve fit of this function is presented.
Flow pattern maps are defined for PHEs. They include regions of bubble, chum, film 
and partial film flows. Observed interfacial structures show similarities with those seen 
in other low hydraulic diameter systems. Flow pattern transitions for the 30°/30° and 
30°/60° configurations are similar, indicating that the lower angle is dominant in the 
mixed p channel. This observation parallels that of Focke & Knibbe (1986) for single 
phase flow paths. The map obtained for the channel with 60°/60° chevron geometry is 
significantly different, indicating a clear geometry effect.
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Part I : Introduction
Part I : Introduction
1. The Role of Multiphase Flow
Knowledge and understanding of the mechanisms of two-phase gas-liquid flows are 
considered important by designers, optimisers and operators of a variety of chemical 
and process systems. Thermal power plants, oil and gas pipelines and refrigeration 
systems aU rely on the management of multiphase systems for their effective operation. 
In a speech given at Multiphase ‘95, Dr. D. Jenkins of BP Exploration outlined 
succinctly the future of multiphase technology (Jenkins, 1995). Many of the ideas 
given in this introduction are made with reference to that presentation.
The Oil and Gas industry, for example, faces unique challenges with respect to 
multiphase flows. Of BP’s 60 oil and gas producing fields, some two-thirds of them 
involve multiphase flow lines of lengths of a few hundred meters or more.
Many of the new subsea fields are smaller than the vast reservoirs exploited in the past. 
The commercial viability of such fields relies heavily on the ability to transport raw 
materials from a number of wellheads to a common phase separation or processing 
unit, making the single unit cost effective. To achieve this the behaviour of the 
multiphase flows in the pipeline network must be both predictable and manageable.
In similar circumstances, long overland pipelines are constructed to reach wells where 
local processing is unfeasible. A $US 2 billion, 800 km long pipeline in Columbia links 
the lower Andean Cuisana field to the processing facility at the Atlantic coastal port of 
Covenas (Rojas, 1995). The difficult terrain encountered in the region means that 
traditional flow pattern and pressure drop prediction methods, based on laboratory 
scale test equipment, are inappropriate. Slug generation at localised low points in 
pipelines is one example of a phenomenon induced by rugged topography. The 
longevity of the pipeline suffers under slugging conditions in cases where sand 
contained within the flow travels at high speeds and erodes the pipe wall.
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Jenkins (1995) stated that the future role of multiphase technology is to provide 
economic advantage at an acceptable risk! These may be sentiments bom out of the 
hugely competitive Oil and Gas industry. The role of multiphase flow, however, goes 
beyond economics. In the generation of nuclear energy, safety becomes a significant 
player in the avoidance of potentially disastrous dry out and slugging conditions. Such 
challenges have placed renewed pressure on the current state-of-the-art of two-phase 
phenomena prediction under a variety of conditions.
Jenkins (1995) considered that the current research activities undertaken to meet these 
demands fall into one of three broad categories:
• Energy required to transport the flow;
• Integrity of design to cope with conditions and not to limit them; and
• Delivery from pipelines to downstream processes.
Progress as a whole must surely comprise of progress in each of the three categories. 
This holistic view requires research to be undertaken in many areas, with examination 
from various angles.
The subject of this dissertation is pressure drop during two-phase gas/liquid flow. It is 
considered from the perspective of two conunonly encountered forms:
• adiabatic gas/liquid flow in horizontal pipes; and
• non-adiabatic vapour/liquid flow in corrugated channels such as those found in plate 
and frame heat exchangers (PHEs).
In terms of the three categories of multiphase research, the subject of pressure drop 
combines integrity with energy', integrity to ensure that the specified duct does not 
unwittingly become the limiting factor in an operation e.g. in evaporation units 
operating at low pressures, while the energy required to transport the fluid is related to 
pressure drop, thus directly influencing the economics of the operation.
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The number of parameters involved in gas/liquid two-phase flow means dimensional 
analyses are unfeasible (Hanratty, 1987). Traditional methods for the determination of 
parameters such as pressure gradient are empirically based, simplifying or neglecting 
the influence of many variables. However, the many non-linearities and complexities 
associated with two-phase flows cannot be described by a single empirical correlation, 
explaining the lack of a generic prediction method for two-phase flow in pipelines.
The question of interfacial structure, or flow pattern, is vital in this respect and models 
representing the physical nature of a two-phase flow were developed. The nuclear 
industry demands models capable of predicting fast transient two-phase behaviour, and 
leads the way in analytical modelling. These models have gained success in their 
prescribed roles, but are less successful as generic methods. More importantly, their 
inception paved the way to more rigorous analyses of gas-liquid hydrodynamics.
In the oil and gas industry, such fast transients are of less importance and the analytical 
approach has been subsequently usurped by phenomenological modelling. There, the 
physical structure of the interface defines both velocity and shear profiles, 
simultaneously providing void fraction and pressure gradient information. Many 
models, however, are subject to the same disadvantages as empirical methods with 
respect to disturbances to the flow due to fittings.
To cope with the demands of a continuously changing interfacial structure, as might be 
observed in a hilly terrain pipeline, designers are relying heavily on computer codes to 
predict multiphase flow behaviour. Of these codes Jenkins stated: "We need to ask two 
questions o f the developers o f transient codes - how can we make the models in the 
codes more physically realistic? And how can we validate the codes more effectively 
to increase confidence in their predictions?'.
Clearly industry is crying out for reassurance that the models being developed are, in 
fact, closely approximating reality, and that their use as substitutes for tried and tested 
empirical methods will not result in economic loss or compromise on safety.
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Pressure drop is also an important design criterion in the non-adiabatic vapour/liquid 
systems encountered in evaporators and condensers. Saturation temperature and, 
therefore, driving temperature difference is thermodynamically linked to pressure. 
Vapour/liquid flow research has focused mainly on pipe flow, and coupled with a past 
preference for tubular heat exchangers for phase change processes, shell and tube units 
have enjoyed the majority of the research attention.
Today, however, compact heat exchangers have a defined place on the world process 
engineering stage, having become standard in a number of food processing industries. 
They have also evolved to find application in phase change processes, of which 
desalination units and sugar concentrators are typical examples. The high degree of 
empiricism in their design has left much room for both fine-tuning and radical redesign.
In research associated with compact heat exchanger units it has become increasingly 
necessary to stray from the relative comfort of pipehne flow. The PHE is no exception. 
The complex geometry created by corrugated plates arranged in chevron or 
herringbone patterns causes unique hydrodynamic phenomena to occur which enhance 
heat transfer but, in doing so, also increase momentum transfer. At a single phase level 
this effect is widely known if not yet fuhy understood. Although knowledge of the 
two-phase effect is scarce, it does show that pipe flow data misrepresent 
thermohydraulic behaviour in PHEs both quantitatively and qualitatively.
Despite the lack of quantitative knowledge of gas/liquid flow in PHEs, a wealth of 
experience in two-phase flow in general is available from the more than 50 years of 
research. This knowledge may be transferred to the case of PHEs, particularly in the 
form of measurement and visualisation techniques, correlating parameters and 
modelling techniques. For example, this investigation uses the technique of integrating 
a number of adiabatic flows to model a non-adiabatic flow. Prediction methodology is 
also of particular interest in this study, as correlation of gas/liquid flow pressure 
gradient information for PHE channels is the ultimate goal. In both cases, new research 
into two-phase flows in test sections of complicated geometry is able to take advantage 
of the experience previously gained in pipe flow.
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1.1 Scope of Present Work
In part II of this dissertation, phenomenological and empirical methods for horizontal 
pipe flow are evaluated and compared. Unlike many older evaluations which assume a 
single stochastic distribution of errors, separate distributions are defined for each of 
five flow patterns. To achieve this, the following steps were taken:
• build a library of phenomenological models to complement a collection of empirical 
methods;
• obtain a suitable data bank as a reference for the predictions made;
• identify suitable statistical analysis methods upon which to base an evaluative study;
• evaluate the predictions made in a number of flow regimes, investigating the 
hypotheses that the error distributions for phenomenological models are dependent 
on the interfacial structure and that, unlike empirical methods, they are independent 
of the fluid system.
The evaluation also hopes to set a benchmark for the performance of 
phenomenological models relative to empirical methods, indicating the present status 
of the two prediction techniques.
Part III is concerned with the measurement of pressure drop during air-water two- 
phase flow in a typical industrial style PHE and the subsequent correlation of data. 
Experience has led to the use of air and water as a model two-phase system, reducing a 
non-adiabatic flow problem to one of adiabatic flow. This technique is taken on in this 
experimental study, which involves the following components:
• construction of a test rig to measure pressure drop across a PHE operating in 
adiabatic air-water two-phase flow;
• observation of the influence of flow conditions (mass flux and flow quality), channel 
geometry (chevron angle and amplitude) and liquid viscosity on the pressure drop;
• examine the effect of the above parameters on flow pattern;
• correlation of the pressure drop data using established two-phase techniques.
Part II : Flow in Cylindrical Channels
2. A Review of the Literature
Two-phase gas/liquid flow in pipes has been the subject of a vast number of 
investigations in the past 50 years, covering a wide range of two-phase phenomena. 
The question of frictional pressure drop in two-phase flow is one of the many issues 
which have warranted their attentions. As a result, a great deal of knowledge has been 
accumulated and is documented in a large number of publications.
Methods for the prediction of two-phase flow phenomena have been roughly 
categorised into three approaches. These are discussed both in terms of their general 
requirements for two-phase flow modelhng (Section 2.1) and also in terms of their 
specific role in the prediction of frictional pressure drop (Sections 2.2 to 2.5). 
Particular emphasis is given to the structure of the methods, their relationship with the 
flow itself and how empirical knowledge is incorporated into them.
The investigations discussed in Part II of this dissertation are concerned with published 
models for horizontal pipeline flow, and the literature considered is primarily based on 
horizontal flow. Vertical flow methods have been included in instances where the 
models upon which they are based may find application in horizontal flow. The 
methods evaluated in this investigation are listed in Section 2.6.
Section 2.7 considers previous evaluative studies of the performance of two-phase 
frictional pressure drop prediction methods.
2.1 Approaches to the Prediction of Two-Phase Flow Phenomena
Two-phase flows exhibit a number of phenomena, knowledge of which is usually 
advantageous and often extremely important. Approaches to the prediction of these 
phenomena may be roughly placed into one of three categories: empirical, analytical 
and phenomenological (Hewitt, 1982). This is illustrated in Figure 2.1. Empirical
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methods directly relate a particular two-phase phenomenon to measurable parameters 
such as flow rates and fluid physical properties. While non-empirical models for two- 
phase flow take account of the physical nature of the flow itself and, in doing so, link 
many two-phase phenomena together within a single model, they nevertheless require a 
certain amount of empiricism. In terms of frictional pressure gradient prediction it is 
observed that analytical and phenomenological approaches require empirical 
relationships for the shear stress or friction factor in order to close the equation set.
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Figure 2.1: Categorisation of two-phase flow modelling techniques
2.1.1 The Empirical Approach
The simplest approach to the prediction of two-phase parameters is the empirical 
approach. A number of distinct methods may be identified: pure empirical correlations, 
the homogeneous model and the heterogeneous model. Pure empirical correlations are 
developed by relating the change in a dependent parameter to changes in any number
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of independent variables. The homogeneous model considers the two-phases to flow as 
a pseudo-single phase which can be characterised by homogeneous mixture physical 
properties and, by definition, has no phase interaction. The heterogeneous model 
recognises that two fluids are present, but considers them to flow both independently 
and superficially. Again no phase interaction exists, although its effect is incorporated 
in the two-phase multipliers generated through empirical relationships.
The majority of these methods are flow pattern non-specific, and are considered to 
apply generically. Others recognise the influence of flow pattern, providing correlations 
for individual regimes.
2.1.2 The Analytical Approach
The analytical approach requires the construction of local instantaneous averaged 
equations for continuity, energy and momentum for each phase. In addition, laws of 
interaction between the phases and topological laws relating to spatial interface 
fluctuations are used. It also requires that physical mechanisms be fully understood. 
Given that single-phase turbulence is still unpredictable, completely accurate analytical 
predictions of certain two-phase flows are still some way off (Hewitt, 1982).
Delhaye (1981, 1983) provides an extensive summary of the analytical approach, and 
his work is referred to heavily in Sections 2.1.2.1 and 2.1.2.2. Various models have 
been proposed, ranging widely in both physical realism and complexity. Once again, 
these can be split into two forms - those with kinematic and thermal equihbiia (e.g. 
imposed velocity profiles) and those with kinematic or thermal non-equilibria.
2.1.2.1 Models with Imposed Velocity Profiles
Four variations of imposed velocity profiles are considered briefly in the following text, 
each of which is illustrated in Figure 2.2.
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Homogeneous model - one-dimensional, one-velocity, i.e. no local slip. Pseudo­
single phase fluid with constant velocity over cross-section.
Variable Density model - two-dimensional, one-velocity. Proposed independently by
both Bankoff and Jaroscheck & Brandt in 1959. A single 
non-constant radial velocity profile is imposed irrespective of 
which phase is present locally;
Wallis model - one-dimensional, two-velocity, i.e. local slip. A constant 
relative velocity (slip velocity) exists between the two phases, 
and the velocity of each phase is considered to be constant 
over the entire cross-section;
Drift Flux model - two-dimensional, two-velocity. Originally proposed by 
Zuber & Findlay in 1965, this model assumes separate non­
constant radial velocity profiles for each of the two phases.
— liq u id
gas
I—  l iq u id
gas
Figure 2.2: Steady state analytical models with imposed velocity profiles. A) 
Homogeneous model - no-slip, 1-D, B) Variable Density model - 2-D, no-slip, C) 
Wallis model - 1-D, local slip and D) Drift Flux model - 2-D, local slip.
11
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All are simple forms of the Two-Fluid model, but have specific restrictions included to 
reduce the number of interaction laws required for closure. These analytical models 
appear to be based on flows which are at spatial steady state. Intermittent flow patterns 
such as plug flow and slug flow require more complex modelling techniques, such as 
those used in Two-Fluid non-Equilibria and Phenomenological models (Section 2.1.3).
2.1.2.2 Two-Fluid non-Equilibria Models
Imposition of velocity or thermal profiles in order to simphfy the equation set formed 
many of the original solutions to the analytical approach to two-phase flows. Later, by 
increasing the complexity of the models, such profiles were no longer imposed but 
determined as a solution to the model itself. Non-Equilibria become manifest as 
temporal or spatial changes, and include gas/liquid flow behaviour such as a mobile 
interface and gravitational effects. Topological laws and specific forms of the 
interaction laws are used to account for two-phase non-equilibria.
2.1.3 The Phenomenological Approach
Flow Pattern Specific models, also known as phenomenological models, are by 
definition analytical models. However, they are distinctly different in form to the 
traditional analytical models, described in the previous Section, which use temporal 
and spatial averages to get an overall picture of the flow.
In this approach, the flow’s structure and local flow pattern specific phenomena are 
identified and integrated to create an overall model which describes the flow. For 
intermittent flows, in which the flow is both unsteady and non-uniform, models have 
been established which quantise the flow into repeating unit cells. Information 
describing the local phenomena are either required as input or calculated, depending on 
the complexity of the model. Solution of the various equations provides wall shear 
stresses and the interfacial structure.
12
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2.2 Empirical Methods for Frictional Pressure Drop Prediction
The empirical approach to frictional pressure drop provides predictions with a 
minimum of knowledge of the physical nature of the two-phase system. Hewitt (1982) 
stated that these methods form the basis of the majority of two-phase design 
calculations. Today, 16 years on from that statement, the situation has changed little. 
For example, computer based prediction procedures exist whereby empirical 
correlations define the two-phase multiplier for the individual flow pattern (Soliman, 
1984, as used in CHEMCAD III Ver. 3,1992).
2.2.1 Pure Empirical Correlations
Friedel compiled a large two-phase frictional pressure drop database, using it to 
develop an empirical correlation for the two-phase multiplier (Friedel, 1979; VDI 
Warmeatlas, 1994). A large number of correlating parameters are used. Despite the use 
of data covering a wide range of conditions, use of the correlation for viscosity ratios 
above 1000 is not recommended. It is, however, considered to be the pick of the 
simple, empirically based correlations available (Whalley, 1982; Holt et a l ,1997).
Müller-Steinhagen & Heck (1986) noted that the shape of smooth pipe two-phase 
frictional pressure drop curves, as a function of flow quality, could be normalised by 
the single phase values. They stated that the pressure drop at a quality of 0.5 is 
approximately the same as that for the aU gas condition ( i  = 1). A breakdown of the 
symmetry was revealed at low mass fluxes; this was accounted for by Reza (1985).
2.2.2 Methods based on the Homogeneous Flow Model
The sole model in use until the early 1940’s was a one-dimensional one-velocity model 
for two-phase flow commonly known as the homogeneous model. The two-phases are 
considered to act as a pseudo-single phase compressible fluid whose physical
13
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properties are a weighted function of those of the two individual fluids. Momentum 
and energy transfer between the phases must be rapid so that the temperatures and 
velocities of each phase are equal; this is often the case in dispersed two-phase flows.
Following the assumption of homogeneity, Reynolds numbers and friction factors are 
determined as for a single-phase fluid, while pressure drops are determined via the 
Darcy-Weisbach equation.
The application of vertical flow correlations based on the homogeneous model in 
horizontal flow is vindicated given the assumption that the flow is homogeneous; for 
true single-phase flow, the frictional pressure drop is independent of pipe inclination.
At CISE, Italy, Cicchitti et al. (1960) considered the problem of dispersed two-phase 
flows in vertical pipehnes, to which they applied an homogeneous model. Their choice 
of definition for the mixture viscosity, described by Equation 2.1, was made given that 
it provided a reasonable agreement with experimental data’. This definition was 
also used by Olujic (1985).
P j-p  =  P -Ç . j r - f  |x ^ .  (1  — x )  2 .1
On the issue of frictional pressure drop and void fraction, Dukler (1964^) used 
similarity analysis, the hypothesis that a unique relationship exists between the 
dimensionless groups of Rex? and ^tp- In doing so, Dukler showed that the definition 
of homogeneous mixture properties is not arbitrary. Four cases were presented, 
however only Case I  is considered here. This assumes no-slip homogeneous flow 
conditions, and is the only Case that is self-contained; other Cases require that the void 
fraction be determined externally.
Further to this point, Ishii & Mishima (1984) stated that two-phase viscosity would be 
better described by static concentration, a theory which resulted in the following 
formula for gas/liquid systems (Equation 2.2).
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JL  = fi _£ + 2.2
V-C
where subscripts C and D refer to the continuous and dispersed phases respectively.
Following further work conducted at CISE, Lombardi and Pedrocchi (1972) presented 
a general correlation for dispersed or annular dispersed flows in round tubes. 
Separated flows such as plug flow and stratified flow are not considered. Hewitt & 
Bouré (1973) stated that this correlation tends to obscure changes in the slope of the 
pressure gradient vs. flow quality curve which result from flow pattern transition.
Flow pattern effects were accounted for by Beattie & Whalley (1982) through the 
definition of the mixture viscosity. The two-phase viscosity, defined in Equation 2.3, is 
a hybrid of bubble and annular flow viscosities, the concept of which is similar to that 
behind Equation 2.2. The Colebrook-White equation for the Fanning friction factor is 
employed for all Reynolds numbers, as it is assumed that Reynolds stresses exist at 
lower values of the Reynolds number due to interfacial interactions. This assumption is 
put into question by Bao et a l (1994) in a study of small diameter tubes.
jXjy, = jx^.(l — A,)(l + 2.5A,)+p^. A, 2.3
where X is the homogeneous, no-slip void fraction.
Also evaluated in this study is the homogeneous model based method of Storek & 
Brauer (1980).
2.2.3 Methods based on the Heterogeneous Flow Model
The majority of heterogeneous flow methods calculate the pressure drop of a two- 
phase flow as the product of a single-phase pressure drop and a two-phase multipher, 
which accounts for two-phase effects such as phase interaction.
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The first correlations to find popular use were those developed by Martinelh and co­
workers in the late 1940’s, with the Lockhart & Martinelh (1949) correlation gaining 
recognition as the most rehable prediction method available and subsequently 
becoming heavily used in industry. A number of correlations have stemmed from the 
work of Lockhart & Martinelh, and the continued use of many of its underlying 
concepts requires that it be considered closely at this stage.
Lockhart & Martinelh (1949) hypothesised that the two-phase multipher and void 
fraction are unique functions of a parameter, X, later to become known as the 
Lockhart-MartineUi parameter. This is defined as the square root of the ratio of the 
superficial single phase pressure drops i.e. the pressure drop experienced if each phase 
were to flow alone in the pipe. The requirements of the basic model exclude slug and 
plug flows from the range of applicabihty, although it is applied to these regimes 
regardless. The equations of the curves relating X to the two-phase multiplier, (|), form 
the Lockhart & Martinelh correlation.
The effects of absolute pressure and mass flux, not considered in the Lockhart & 
Martinelh correlation, are included in the work of Baroczy (1966). To do so, he 
introduced the physical property index, T. The correlation is graphicaUy based and 
rather ungainly. As its original form did not lend itself easily to computer based usage, 
Chisholm (1973) formulated equations to describe Baroczy’s two-phase multipher 
relationships and mass flux correction factors.
The efforts of Chisholm and co-workers (Chisholm, 1983) to find analytical 
expressions with which to describe the curves of Lockhart & Martinelh resulted in the 
C-Coefficient (Chisholm, 1967) and B-Coefficient (Chisholm, 1970) methods. Due 
greatly to their flexibihty, these have also gained considerable use since their inception 
in heat exchanger design; this will be considered further in Part III of this dissertation.
The methods are much misunderstood and are becoming misquoted with increasing 
regularity. The value of C, for example, is often quoted as being constant for a
16
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particular regime i.e. C=21 for turbulent-turbulent flow (Mishima & Hibiki, 1996; Holt 
et a l, 1997). As described by Chisholm (1983), C is a coefficient rather than a 
constant and varies considerably as a function of physical properties and flow rates. 
The value of 21 is generated for the particular case of air-water flow at ambient 
temperature and pressure (Chisholm, 1967).
This variation in C was acknowledged by Collier (in Chisholm, 1983) who proposed to 
consider the variation in terms of flow regime. The value of C has also been shown to 
vary with hydraulic diameter (Mishima & Hibiki, 1996; Holt et a l, 1997).
2.2.4 Composite Correlations
Recognition that single correlations are incapable of generic predictions of acceptable 
accuracy has prompted the development of composite, or hybrid, correlations (Chawla, 
1972b; Moussalh & Kesper, in VDI Warmeatlas, 1994; Olujic, 1985). Transition 
conditions are defined, and methods suited to specific regimes are used preferentially.
An attempt to combine the best of a number of empirical correlations was made by 
WeiB (1991). Here, the statistical analyses of Woolley (1989) are used to form 
matrices containing a performance indicator for each of 19 separate methods in terms 
of mass flux, flow quahty and pipe diameter. Thus, three matrices were generated for 
each fluid system. This information is used to select the correlation most likely to 
provide an accurate prediction based on previous experience.
The resulting method did improve prediction, but only slightly. It is clear that the use 
of three 1-D analyses is insufficient to define regions of good performance. In fact, for 
the method to work correctly, a single 3-D analysis is required. The number of data 
required to give sufficient resolution within the matrix becomes practically unfeasible 
as the number of separate analyses increases from N1+N2+N3 to NiXNiXNs, where N is 
the number of increments specified for a particular parameter.
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Additionally, the use of system based matrices means that the method is once again 
limited to the data upon which it is formulated. Extrapolation into alternative two- 
phase systems is done with the same uncertainty that hangs over empirical techniques 
in general.
2.3 Analytical Methods for Frictional Pressure Drop Prediction
In the Two-Fluid model the two phases are considered to co-exist, occupy separate 
parts of the cross-section and maintain their own single-phase physical properties. 
Although rigorous models do exist (Lahey & Drew, 1992; Lopez de Bertadono et a l, 
1994; Nikitopoulos & Michealides, 1995), they are not generally used in evaluative 
studies due to their complexity.
SimpMfied methods developed assuming a two-fluid model do exist, although, in terms 
of Figure 2.1, they he toward the empirical approach and are often referred to as such. 
Indeed, they are evaluated alongside empirical based methods in this investigation. This 
highhghts the point that the boundaries set in Figure 2.1 are somewhat arbitrary, and 
variations are often given.
The variable density model proposed by Bankoff (1960) imposes a two-dimensional 
velocity profile which is identical for both phases. Radial distributions of both velocity 
and voidage are defined, allowing each phase to have different bulk average velocities. 
The shapes of the two distributions are used to define the average void fraction, which 
then defines the two-phase multiplier. The correlation is not the result of a rigorous 
solution, requiring empirical evidence for the friction factor for closure.
The equations in this form of the Bankoff model are derived specifically for vertical 
bubbly two-phase flow and describe flow with axial symmetry. It is used with caution 
to describe horizontal flows and is included in this study to compare and evaluate this 
model stmcture.
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The Two-Fluid assumption was also made by Bandel (1973). Two distinct flow 
patterns were considered to exist - stratified and annular flows - with a transition 
region existing between the two. Simple mechanistic models are solved resulting in the 
appropriate geometric parameters for each regime. Two-phase multipliers are 
subsequently evaluated via formulae determined through the original two-fluid 
analysis.
Bandel considered the flow pattern transitions to correspond to a change in slope in 
the pressure gradient vs. mass flux curve. Similar phenomena have been reported m 
other two-phase pressure drop investigations (Govier & Omer, 1962; Collier, 1974, as 
discussed in Chisholm, 1983; Kesper & Chawla, 1976), providing a reasonable basis 
upon which to suggest that flow pattern specific models wiU be more effective than 
empirical correlations. This concept is considered in this dissertation through 
investigation of the influence of flow pattern on prediction accuracy.
The observations and analyses of Bandel (1973) have been reconsidered by Hashizume 
et a l (1985). They constructed a similar approach using phenomenological models and 
a modified Baker flow pattern map (Section 2.4 and Appendix D).
2.4 Phenomenological Methods for Frictional Pressure Drop Prediction
Models based on the physical structure of the gas-liquid interface evolved along a path 
close to, but distinct from, that of analytical models. The advantages of the 
phenomenological approach are that it is system non-specific and is not affected by 
variations in experimental data such as those due to entrance effects. The fact that in 
vertical flow gravity acts equally over the entire cross section means that 
phenomenological models of vertical two-phase flows are predominant.
In order that such models be effective given basic flow rate and physical property data, 
the flow pattern must be precisely predicted. Unlike the non-specific methods already
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described in Section 2.2, individual phenomenological models only apply within a small 
range of conditions. Therefore, a number of such models are required to do the same 
job as a single generic empirical correlation. Selecting the model to fit ones needs 
requires physical insight which may not always be readily available, nor is it readily 
transmittable in a formal way (Hewitt, 1982).
The models reviewed in Section 2.4.1 do not form an exhaustive list of 
phenomenological analyses for frictional pressure drop. They provide a reasonable 
selection upon which to base an evaluation of the effectiveness of the approach in 
horizontal two-phase flow and to compare results with those of empirical methods.
2.4.1 Phenomenological Models for Horizontal Pipeline Flow
Four flow patterns are considered in this investigation: annular flow, bubbly flow, slug 
flow and stratified flow. Composite models, which claim to provide model based 
analysis over the entire range of flow regimes, are also considered, although the 
individual models are considered in more depth in the appropriate Sections.
The phenomena upon which models are based are numerous and to do them justice 
would be a considerable task. A number of select publications are recommended in 
place of a review, and although the potentially strong relationship between a model’s 
performance and local two-phase phenomena is recognised, relevant studies are 
considered only when discussing model performance (Section 5.3). Publications 
providing a review of two-phase phenomena are:
Stratified Flow - Hanratty, 1987;
Annular Flow - Hewitt, 1986; James et a l 1987; Hewitt & Govan, 1990 (Vertical
flow);
Slug Flow - Kordyban, 1990; Fabre & Line, 1992.
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2.4.1.1 Annular Flow Models
Within their composite model (Section 2.4.1.5), Hashizume et al. (1985) presented a 
horizontal annular flow model in which they consider the fluid film to behave like a 
falling film. They extrapolated the velocity and shear profiles into the gas core under 
the assumption that the film thickness is constant around the perimeter. Mixing length 
theory, with a mixing length constant of 0.18, is used to quantitatively define the shear 
stress and velocity profiles. The model is unsuitable for flows with large entrained 
fractions or for cases where a highly non-uniform film thickness exists.
The assumption of no entrainment is also a feature of the model by Taitel et al. (1989). 
Unlike the model of Hashizume et al. (1985), an empirical interfacial friction factor 
correlation is assumed which allows solution of the momentum balance. The 
correlation by Wallis (1970) relates the interfacial friction factor to the film dimensions, 
up to a relative film thickness of 0.03. The derivation of Wallis’s correlation assumes 
an interfacial shear stress which is proportional to the gas velocity only, as opposed to 
the slip velocity assumed by Taitel et al., a discrepancy that may result in 
underprediction of shear stress and pressure gradient data.
Hamersma & Hart (1987) proposed a model to describe flow in an area of the flow 
pattern map which includes part, but not all, of the stratified wavy and annular flow 
regimes. The model is restricted to flows with a hquid hold-up of less than 0.04, which 
effectively defines its region of application. Further work on this model led to the 
Apparent Rough Surface (ARS) model (Hart et al., 1989), which is specified for flows 
with liquid hold-up up to 0.06. In this study the model is also evaluated beyond this 
region.
The models of Hart and co-workers are prescribed for use at the wavy/annular flow 
transition boundary. When one considers the basis of phenomenological modelling, it 
seems unusual that a single model can describe flow in two distinct regimes. In doing 
so, however, the models may in fact provide a better analysis of the incomplete wetting
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of the pipe wall in horizontal flows during this transition by recognising similarities 
between the two patterns.
Two of the discussed methods consider the sand roughness equivalent of the hquid 
surface to be linearly proportional to the film thickness: 2.3 ô/d by Hart et al. (1989) 
case and 4 6/d by Taitel et al. (1989). It is reasonable to expect this to apply to thin 
films only, as effective roughnesses greater than the pipe diameter are otherwise 
possible.
Entrainment in annular flow plays a significant role, but is often left out of simple 
phenomenological models due to a lack of accurate entrainment flow rate data and the 
increase in complexity it causes. Owen & Hewitt (1987) coupled models for the core 
and the film, using experimental liquid entrainment rate data to achieve closure. Thus, 
the model requires experimental data often unavailable (see Section 5.3 for discussion 
of the shortcomings of the TVT-Dukler data bank). No external method was 
recommended and as such the model cannot be evaluated.
2.4.1.2 Slug Flow Models
Reviews of the modelhng of slug flow are given by Kordyban (1990) and Fabre & Line 
(1992). Whilst giving a good overview of the progress being made in this field, they do 
not specifically consider the analysis of frictional pressure drop. Horizontal and near­
horizontal slug flow has recently gained increased attention as terrain induced slugging 
in long distance multiphase oil and gas pipehnes becomes a significant issue (De Henau 
& Raithby, 1995a; Zheng eta/., 1992, 1993, 1994).
Much of the modelhng in slug flow has concentrated on vertical two-phase flows 
(Griffith & Walhs, 1961; Fernandes et a l, 1983; Sylvester, 1987; Felizola & Shoham, 
1995; Wang et a l, 1995). However, due to the dominance of the gravitational pressure 
drop, the frictional component is often either neglected completely or simplified by an 
assumption of homogeneity.
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The earliest horizontal slug flow model, proposed by Kordyban (1961), considers the 
liquid slug to shde over a liquid film without interfacial interaction. Subsequent 
investigations, detailed by Dukler & Hubbard (1975), revealed a greater level of 
complexity to slug flows and aided in the development of a unit cell model for 
horizontal slug flow (Dukler & Hubbard, 1975). The model considers slug flow to be a 
continual process of picking up and shedding liquid, with pressure losses occurring due 
to the acceleration and deceleration of this fluid. Skin friction losses occur for the 
liquid slug, but losses in the film zone are considered neghgible. Unfortunately, the 
model is not self contained and requires a priori knowledge of void fraction and slug 
frequency. The correlation of Grescovich & Shrier (1972), recommended by the 
authors, is used for the evaluation of the slug frequency. The correlation by Andreussi 
and Bendikson (in De Henau & Raithby, 1995/?) estimates the liquid slug void fraction.
The analysis of Dukler & Hubbard (1975) has been of great significance to the 
modelling of horizontal slug flows since its inception, with a number of models being 
based upon its general principles (Nicholson et a l, 1978; Taitel et al., 1989; Taitel & 
Bamea, 1990). Taitel & Bamea (1990), however, noted and corrected an inconsistency 
which meant that an additional acceleration pressure drop, caused by changes in the 
hquid level between the liquid slug and film zones, had been overlooked.
Empirical information is used heavily within these models, particularly for local 
hold-up, drift velocity and interfacial friction factors. Slug length is generally 
considered to be 30 pipe diameters (Taitel & Bamea, 1990; De Henau & Raithby, 
1995/?) after a simplification of experimental data by Nicholson et al. (1978), although 
it is shown that the actual value can vary considerably (Hill & Wood, 1994).
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2.4.1.3 Stratified Flow Models
In horizontal pipeline flow the majority of phenomenological models exist for stratified 
flow. Significant progress has been made since the early models based on the work of 
Lockhart & Martinelh (1949). The interfacial stmcture lends itself to the formulation 
of simple models even though it is, in fact, rather more difficult to model accurately.
Early models for turbulent-turbulent stratified flows treated the interface as a free 
surface with respect to the hquid phase and as a stationary surface to the gas phase 
(Johannessen, 1972; Russell e ta l,  1974), neglecting the interfacial shear stress. Simple 
theoretical solutions for stratified flows have also been developed to confirm the 
Lockhart & Martinelh approach (Johannessen, 1972; Taitel & Dukler, 1976a, 1976/?).
Interfacial shear stress has since become generally accepted as being of significant 
influence in stratified flows. Generally, models of stratified flow solve local mass and 
momentum balances by assuming an interfacial shear stress or dimensionless velocity 
profile and calculating the hquid hold-up, phase velocities and wah shear stresses.
Persen (1984) derived analytical equations for 1-D stratified flow model with no 
definite value of the interfacial shear stress, allowing for analysis of the influence of this 
parameter. Subsequent work generated empirical relationships for the ratio of 
interfacial and gas phase shear stresses (Andreussi & Persen, 1987).
In considering stratified flows with very low hquid hold-up Baker & Gravestock 
(1987) developed a method which assumes a portion of the hquid flow area to be 
stagnant. As in Persen’s model, uniform velocity profiles are assumed for each phase 
and used to define Reynolds numbers and wall shear stresses.
Stratified flow in pipehnes has also been examined by considering 1-Dimensional flow 
between two parallel horizontal plates (Kadambi, 1981; Hashizume et a l, 1985). 
These utilise 1-D velocity profiles to define the wall and interfacial shear stresses.
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As for annular flow (Section 23.2.4), Hashizume et al (1985) utihsed a falling film 
model for stratified flow. A friction velocity is defined which describes the gas-liquid 
interface. Once the velocities are known from the mass balance, an assumed linear 
shear stress profile defines the wall shear stress and hence the pressure drop. A seventh 
power law is used to complete the gas phase velocity profile beyond the point of 
maximum gas velocity. The relationship between the equivalent and true pipe 
diameters is provided by what is the only major empirical contribution to the model.
The friction velocity concept employed by Hashizume et al. (1985) was also used to 
good effect by Hanratty (1987) in his modification of the model by Taitel & Dukler 
(1976a). Unlike Taitel & Dukler, who assumed the interfacial friction factor to be the 
same as the gas phase value, the correlation by Andritsos (1987) is employed which 
estimates the interfacial shear stress for a wavy surface.
Most models, including those reviewed so far, assume either uniform phase velocity 
profiles in circular ducts (Russell et al., 1974; Persen, 1984; Hanratty, 1987; Baker & 
Gravestock, 1987; Taitel et al., 1989) or 1-D velocity profiles for flow between 
parallel plates (Kadambi, 1981; Hashizume et a l, 1985). Agrawal et al. (1973), 
however, assumed a 2-dimensional hquid velocity profile with a circular pipe model 
which results in constant velocity at a given distance from the wall as well as radial 
variation in hquid interfacial velocity. The interfacial shear stress correlation used was 
that of Elhs & Gay (1959) which, being dependent only on the gas velocity, neglects 
this radial variation. The correlation was developed for high gas flow rates and may 
therefore influence predictions under lower gas velocity conditions.
In a study of stratified flows involving laminar hquid flow, Russeh et al. (1974) 
suggested that this model is particularly inaccurate for hL/d ratios less than 0.2. This 
may be the result of a breakdown in the 2-dimensionality of the velocity profile at low 
hold-ups and low velocities. Much of the data upon which the claim was made were 
for pressure gradients beyond the lower limit considered in this investigation.
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2.4.1.4 Bubbly Flow / Dispersed Bubbly Flow Models
In phenomenological terms, bubbly flows vary considerably with inchnation and 
direction of flow (Drew & Lahey, 1982; Lopez de Bertedano et al., 1990; 
Nikotopolous & Michealides, 1995; Yan ef al., 1997). Therefore, phenomenological 
models cannot be expected to find effective application outside of their designation.
Analytical and numerical models for vertical bubbly flow are common (Crowe et al., 
1970; Clark & Hemmer ,1985; Marié, 1987; Nikotopolous & Michealides, 1995). 
Horizontal bubbly flows, on the other hand, have gained less attention although this is 
being addressed by the numerical investigations of Yan gr al. (1997).
Within their composite model, Taitel et al. (1989) provide the only mechanistic 
horizontal bubbly flow model found in the literature. Similar to their slug flow model 
(Section 2.4.1.2), it assumes a Taylor bubble structure with a drift velocity of zero. 
Nicholson et al. (1978) considered dispersed bubbly flows to be a homogeneous flow, 
and treated them in the same fashion as the liquid slug region of a slug flow.
2.4.1.5 Composite Models
The applied case of two-phase flow in hydrocarbon wells has led to composite models 
for vertical two-phase flow (Ozon et a l, 1987; Hasan & Kabir, 1988; Ansari et al., 
1994), but again the treatment of frictional pressure drop is secondary to the 
gravitational component. As already mentioned throughout the preceding Sections, a 
limited number of composite models for horizontal flows have also become available.
Mukheijee & Brill (1985) have proposed a model covering all flow patterns and aU 
inclinations, including horizontal flow. Separate models are used for stratified flows 
(momentum balance using single-phase pipeline friction coefficients), bubbly and slug 
flows (no-slip homogeneous model) and annular flows (homogeneous model with 
empirical correction factors for inclination angle).
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Instead of the empirical correlations used by Bandel (1973), discussed in Section 2.3, 
Hashizume et a l (1985) used phenomenological models of annular flow and stratified 
flow (Sections 2.4.1.1 and 2.4.1.3 respectively) for pressure drop prediction in 
refrigerant flow. A modified Baker map was used to define flow pattern transition. The 
annular flow model was also prescribed for use with slug flows. In the validation of the 
method (Hashizume & Ogawa, 1987) the less than phenomenological approach of a 
linear interpolation between the pressure drops predicted for flow quahties of 0 and 0.1 
was applied to low flow quality data, including data for slug flows.
A further composite model, proposed by Taitel et a l  (1989), uses four models already 
discussed in conjunction with the flow pattern map of Taitel & Dukler (1976/?).
2.4.2 Flow Pattern Transition Maps
Flow pattern maps relate the transitions between flows with fundamentally different 
interfacial structures to independent flow, geometrical and physical property 
parameters. Early maps were based on experimental observations (Baker, 1954; 
Mandhane et a l, 1974). Subsequent maps considered the transitions on a more 
theoretical basis (Taitel & Dukler; 1976/?; Bamea, 1987), and are thus less restricted in 
terms of the influence of pipe diameter and fluid system.
Flow patterns in two-phase flow continue to be heavily researched, and new variations 
in interfacial structure, existing within the boundaries of traditionally defined flow 
patterns, are reported regularly. This study cannot consider each and every type of 
flow pattern observed, and simple, robust maps which consider the main regimes only 
are used. Therefore, the co-ordinates of the Baker Flow Pattern Map as modified by 
Hashizume (1983) are used for graphical studies, while flow pattern determination is 
made using the semi-theoretical map of Taitel & Dukler (1976/?). It is recommended 
that theoretical approaches be used when applying phenomenological models to 
pressure drop calculation. Row pattern maps used in this investigation are described 
fully in Appendix D.
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2.5 List of Methods Available for Evaluation
Statistical evaluation on empirical and phenomenological methods, hsted in Tables 2.2 
and 2.3 respectively, are to be presented and discussed in Chapter 5. The following 
Tables provide a brief summary of the important aspects of the correlations and 
models, as well as defining the abbreviations which refer to each method.
Author(s) Year Fluid System Type Abb.
Bandel 1973 refrigerant two-fluid/
heterogeneous
BANDEL
Bankoff 1960 steam-water two-fluid/
heterogeneous
BANKOF
Baroczy & Chisholm 1973 various heterogeneous BARCHI
B-Coefficient 1970 evaporating flow heterogeneous BCOEFF
Beattie & Whalley 1982 non-specific homogeneous BEATTI
Bonn - Nitrogen pure empirical BONN
Chawla 1972a hybrid hetero’ CHABAN
Chawla 1972b momentum model heterogeneous CHAWLA
C-Coefficient 1967 heterogeneous CCOEFF
Cicchiti 1960 steam-water homogeneous CICCHI
Dukler 1964 non-specific homogeneous DUKLER
Friedel 1979 database pure empirical FRIEDL
Gronnerud - refrigerant heterogeneous GRONNE
Olujic 1985 air-water hybrid hetero’ OLUJIC
Lockhart & Martinelh 1949 air-oil,
air-water
heterogeneous LOCMAR
Lombardi & Carsansa 1992 various pure empirical LOMCAR
Lombardi & Pedrocchi 1972 various pure empirical LOMPED
Moussalli & Kesper 1976 refrigerant hybrid hetero’ MOUKES
Müller-Steinhagen 1986 non-specific pure empirical MULSTN
Reza 1985 air-water, 
air-aq. CMC
pure empirical REZA
Storek & Brauer 1980 database homogeneous STOBRA
Thom 1968 steam-water, 
rough pipe
heterogeneous THOM
Table 2.2: Empirical correlations available for performance evaluation
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Author(s) Year Comment Abb.
Stratified Flow Models
Agrawal et a l 1973 2-D velocity profile AGRAWL
Baker & Gravestock 1987 designed for low liquid holdups BJAMOD
Hanratty 1987 Modified Taitel & Dukler analysis HANRAT
Hashizume et al. 1985 parallel plate flow HASHST
Johannessen 1972 L &M  analysis JOHANN
Persen 1984 from Andreussi & Persen (1987) PERSEN
Russel et al. 1974 laminar liquid flow RUSSEL
Taitel & Dukler 1976a L & M  analysis TATDUK
Taitel et al. 1989 uniform velocity profile TAITST
Slug Flow Models
Dukler & Hubbard 1975 unit cell model with Grescovich & 
Shrier Vsl correlation
DUKHBl
VsL = 1 s'^  = constant DUKHBl
Nicholson et al. 1978 Method 1 with Grescovich & Shrier 
Vsl correlation
NICHLl
Method 1 ; Vsl = 1 s'^  = constant NICHL2
Method 2 ; /sL = 30d NICHL3
Taitel et al. 1989 simplified unit cell model TAITSL
Annular Flow Models
Hamersma & Hart 1987 non-uniform film thickness HAMHAR
Hart et al. 1989 non-uniform film thickness ARSMOD
Hashizume et al. 1985 falling film model as basis HASHAN
Taitel et al. 1989 uniform velocity profile TAITAN
Bubbly/Dispersed Bubble Flow Models
Taitel et al. 1989 Taylor bubble flow model TAITBU
Nicholson et al. 1978 homogeneous flow model
Composite Phenomeno ogical Models
Hashizume et al. 1985 no slug or bubble flow model HASHIZ
Mukherjee & Brill 1985 high empirical content MUKBRI
Taitel et al. 1989 TAITEL
Table 2.3 : Phenomenological models available for performance evaluation
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2.6 Performance Evaluations of Pressure Drop Prediction Methods
A number of evaluative analyses have appeared in the literature over the past 30 years. 
Generally, they can be divided into two categories:
• analyses of a few chosen methods in order to highhght the capabilities of a new 
method;
• analyses of a large number of methods in order to test for prediction capabihty over 
a wide range of parameter values.
In this review greater attention will be given to the latter criterion, as the former type 
are often biased in favour of the method being presented. Examples of the former type 
are given by Hashizume & Ogawa (1987) and Olujic (1985).
Early evaluations of prediction methods, e.g. Dukler et al. (1964) and Anderson & 
Russell (1965), have become somewhat obsolete as new methods have become 
available. Furthermore, a number of unusual phenomena in two-phase pressure drop 
have been encountered (Owen & Hewitt, 1987; Obot et al., 1993) which go beyond 
the capabilities of early empirical methods.
Many analyses have been performed with respect to influential parameters, such as pipe 
diameter, physical properties and flow quality. It has been shown that increasing 
diameter results in reduced accuracy (Dukler et al., 1964; Simpson et al., 1987). 
Dukler hypothesised that this is due to the misrepresentation of the acceleration 
pressure drop. However, Friedel (1980) stated that the acceleration effect is neghgible 
for pressure losses of less than 20% of the total pressure, which is the case for the 
majority of available data.
Mandhane et al. (1977) also evaluated a large data set in terms of the flow patterns 
defined by Mandhane’s own flow pattern map (Mandhane et al., 1974). The map is 
known to be accurate only for air-water flow at near-atmospheric conditions, and, as
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shown by Taitel & Dukler (1976/?), flow pattern transitions vary significantly as a 
function of physical properties. All voidage predictions were made using a single 
method, rather than using the voidage correlation specified by the individual method. 
This is thought to induce additional errors, and to undermine the predictive capability 
of the method in question (Delhaye, 1981).
Mandhane’s analysis does provide the first known recommendation of a 
phenomenological model; the method by Agrawal et al. (1973) was recommended for 
pressure drop prediction in stratified flows. The parity plot between predicted and 
calculated values suggests, however, that it was a best choice taken from a bad bunch.
The needs of the oil and gas industry have prompted applied evaluations (Baker et al., 
1988a,b&c; Behnia, 1991) using predominantly data taken from lengthy pipelines of 
large diameter, data which have been shown in many studies to be poorly predicted by 
most methods. Despite Behnia’s statement that flow regime models are becoming more 
widely used and are more accurate, no such models were evaluated (Behnia, 1991). 
Similarly, the evaluation of Simpson et al. (1987) included only one method developed 
after 1976, and not one was phenomenological in nature. Furthermore, the data used in 
the analyses of Simpson et al. and Ferguson & Spedding (1995) included only air- 
water data; the use of adiabatic air and water as a model system is presently under 
review at the University of Surrey (Malayeri, Ph.D. studies in progress).
Woolley (1989) investigated the possibility that the error is directly related to the 
values of the mass flux, flow quality and pipe diameter. For each parameter errors were 
evaluated within increments of a predefined range. As discussed earlier (Section 2.2.3) 
this analysis overlooks the inter-relationship between each of the parameters and their 
combined effect on prediction and, therefore, error. This also means that single 
parameter analyses are of Hmited value unless they are made keeping all other 
parameters constant. Such analyses will not be considered in detail in this study.
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The most recent evaluative work is that of Ferguson & Spedding (1995). Similar to 
Mandhane’s (1977) flow pattern based analysis, data was evaluated in terms of a 
number of observed flow patterns. This kind of evaluation is fine in itself, but cannot be 
used effectively unless the actual flow pattern characteristics are known; flow pattern 
maps do not generally include all such flow pattern phenomena. Although a limited 
number of stratified flow models were evaluated, the phenomenological technique was 
not considered in great depth. The general conclusion from their analysis was that the 
Olujic (1985) method performs well for all but stratified flows, where the model of 
Hanratty (1987) is preferred.
Stratified W avy Slug Plug Annular Bubbly
Dukler et al. (1964) Lockhart - 
Martinelh
Lockhart - 
Martinelh
Lockhart - 
Martinelh
Chenoweth 
& Martin
Lockhart - 
Martinelh
Lockhart - 
Martinelh
Anderson & Russell 
(1965)
Dukler Dukler Dukler Chenoweth 
& Martin
Dukler Dukler
Mandhane (1977) Agrawal 
et al.
Dukler Dukler Chenoweth 
& Martin
Chenoweth 
& Martin
Dukler
W eisman & Choe 
(1978) *
Agrawal et al. Dukler Lockhart - 
Martinelh
Dukler,
Baroczy
Ferguson & 
Spedding (1995)
Hanratty Hanratty no recom­
mendation
Olujic Olujic no recom­
mendation
Table 2.4: Comparison of recommendations for flow pattern based composite prediction 
methods from previous evaluative studies. * - taken from Ferguson & Spedding (1995).
Table 2.4 summarises the recommendations drawn by flow pattern based evaluative 
studies. Recommendations made on the basis of these studies suggests that the 
predictive capabilities of empirical correlations are somehow related to the flow 
pattern, despite this not necessarily being considered in their development. Variation in 
the recommended method due to changes in fluid system is also not generally 
considered. Mandhane’s (1977) analysis showed that the flow pattern map used 
influences the recommendations derived from the study indicating that, at least for
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empirical methods, the range of parameters included in a given analysis is perhaps more 
important than the flow pattern itself.
A substantial number of prediction methods, in particular phenomenological models, 
have been developed since the pubhcation of many of the evaluative analyses quoted 
above. A thorough evaluation of phenomenological models is a notable omission from 
the two-phase literature at present. In order that the evaluation of models keep up with 
and perhaps even assist in their development, an evaluation of phenomenological 
models is necessary. The remainder of Part II of this dissertation is concerned with this 
task, together with a comparison of their performance against that of selected empirical 
methods.
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3. Pipe Flow Data Bank
The experimental data used in this investigation are contained in a large data bank 
called the TVT-Dukler data bank. The merits and faults of the data bank are discussed 
in the following passages.
The performance of prediction methods can only be as good as the data against which 
they are evaluated. The TVT-Dukler data bank is therefore scrutinised for errors and 
inconsistencies. The methods with which this is achieved, along with the findings of 
these analyses, are provided in Section 3.4. The original format of the TVT-Dukler 
data bank was found to be outdated and cumbersome. It has been modified and made 
compatible with the Stanford Multiphase Flow Data bank (SMFD), which is described 
briefly. The adopted format is presented.
The data is accessed by a custom-written FORTRAN-77 computer programme. The 
algorithm of the programme is presented along with discussion of modifications made 
to both its stmcture and contents.
3.1 TVT-Dukler Data Bank
This data bank has its roots in Prof. A.E. Dukler’s research activities at the University 
of Houston in the early I960’s. Two-phase data were collected from a variety of 
sources, coded and stored on punch cards. The stmcture and contents of this data bank 
are fully described by Heck (1984).
At the Institut fur Thermische Verfahrenstechnik (TVT) of the University of Karlsmhe, 
Professor E. U. Schliinder’s interests in two-phase gas/liquid flow research resulted in 
the extension of Dukler’s data bank. Within the framework of his Diploma thesis, 
Klaus Heck introduced new data for horizontal pipehne flow (Heck, 1984). Thus, the 
current collection of data is coined the TVT-Dukler data bank. Heck included the new 
data in a slightly varied format and in SI units. Instead of using individual phase flow
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rates as Dukler had done, total mass flux and flow quality were used. The punch-card 
structure was maintained.
Since then the data bank has undergone further modification through the studies of 
Miiller-Steinhagen and co-workers (Woolley, 1989; WeiB, 1991). Non-horizontal flow 
data for air-water and steam-water systems have been added, bringing the total number 
of two-phase gas/liquid flow data to in excess of 14,000. Data from six distinct systems 
are available within the TVT-Dukler data bank: steam-water, air-oil, refrigerant, 
cryogenics, air-water, air-CMC/water solution. A complete description of the 
horizontal flow data from the TVT-Dukler data bank is included in Appendix A.
3.2 Stanford Multiphase Flow Database (SMFD)
The Stanford Multiphase Flow Database (SMFD) was initiated in 1994. Its accessible 
data consists presently of the University of Calgary’s Multiphase Flow Database.
One of the most advantageous aspects of the SMFD data bank is the ease with which 
specific data can be selected. For example, data for a specific flow pattern can be 
accessed from the data selection menu. Data output can be written directly to a text file 
in the format described in Table 3.1. This can be read by a FORTRAN-77 based 
computer programme designed to evaluate prediction method performance. This 
programme is outlined in Section 3.5.
A severe disadvantage of the SMFD Hes in the inability to view author information, to 
base selection on author or to omit data sets on the basis of author. The greatest 
problem arising from this is the inabihty to define easily which data sets are present in 
both the TVT-Dukler and SMFD data banks. Overlap of data must surely exist, 
however, the extent to which it occurs is unknown, nor is it known which data in 
particular are affected. For this reason the data banks cannot be used in combination. 
The TVT-Dukler data bank was chosen for the analyses presented in this dissertation.
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3.3 Reformatting of the TVT-Dukler Data bank
The punch-card structure of the TVT-Dukler data bank, along with the presence of 
differing flow rate parameters, meant that the data was incompatible with SMFD data 
output and could not be analysed with the same programme. The format of the TVT- 
Data bank was therefore converted to that of the SMFD.
In the TVT-Dukler data bank format an initial card was used to define the geometry of 
the experiment while two further cards describe the physical properties and the 
measured parameters. Thus, three cards are required to fully describe the experiment, 
although a single ‘card V may be used with any number of data obtained using that 
particular experimental set-up. Each card, or line of coded data, consists of a 
continuous line of 80 characters. A coding system was used that converted the actual 
number into scientific notation, with the first two numbers referring to the exponent 
(plus 50 so that the numbers are always positive) and the remaining eight being the 
significant figures. For example: a pipe diameter of 0.018 m would be 1.8 E-2 in 
scientific notation and therefore encoded as
4818000000
where the exponent indicator is (-2-F-50) = 48 and the significant figures are 18000000. 
Run number, data set identifier and flow pattern type are coded separately. Complete 
descriptions of the format are given by Heck(1984) and WeiB (1991).
As already mentioned, the flow rates of the TVT and Dukler data sets are formatted 
differently. Also, certain data in the Dukler data banks included only pressure at the 
end of the test section rather than at the beginning. An amount of calculation was 
required to place both into a similar format and as a result some of the values may 
appear to differ. This is the result of the changes in format and parameter definition.
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A computer programme was written to convert all data in the TVT-Dukler data bank 
to the format shown in Table 3.1. Thus, the TVT-Dukler data bank now has the 
following characteristics:
• all data are in SI units;
• all data are maintained under a single format (Table 3.1) coinciding with that of the 
Stanford Multiphase Flow Database (SMFD);
• the storage space required by the data bank has been reduced by approximately 
20%; and
• aU data are in real numbers rather than a coded form, making direct understanding 
of data bank and exportation into spreadsheet applications both possible and simple.
Position Information Unit
1 Dataset Identifier -
2 Dataset Number -
3 Run -
4 Pipe ID m
5 Relative Roughness
6 Angle from horizontal (+ve : up) o
7 Flow Type -
8 Gas Density kg/m^
9 Liquid Density kg/m^
10 Gas Viscosity mPa.s
11 Liquid Viscosity mPa.s
12 Gas Flow Rate kg/s
13 Liquid Flow Rate kg/s
14 Surface Tension dyne/m
15 Temperature K
16 Pressure at test section start kPa
17 Pressure Gradient kPa/m
18 Liquid Hold-up -
Table 3.1: Format of the TVT-Dukler and SMFD Data bank files
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3.4 Scrutiny of the TVT-Dukler Data Bank
A data set of high quality is essential to the meaningful investigation of prediction 
method performance. The experimental data should meet two important criteria:
• data obtained in a given study must be consistent within itself;
• consistency should be maintained between data obtained by different researchers.
The latter criterion of inter-dataset consistency is difficult both to obtain and to police, 
and is hindered by the fact that two-phase flow is particularly sensitive to experimental 
set-up. The method used for combining the two phases (Hewitt, 1982), the occurrence 
of bends before and after the test section and the length of pipe allowed for flow 
development have all been shown to influence the parameters of interest in a two-phase 
gas/hquid system. Finding an inconsistency of this type is usually followed by the 
question ‘who is correct?’.
The following paragraphs outhne the measures taken to ensure that the TVT-Dukler 
data bank was free from errors, omissions and inconsistencies.
The pressure gradients included within aU data sets were plotted to establish intra­
dataset consistency. Physical property data were checked for consistency against the 
accompanying temperature and pressure data. A number of data entry errors and 
omissions were found and corrected at this stage, the more noteworthy of which are 
considered in the following paragraphs.
STEAM WATER - The original steam-water data from the Dukler data bank were 
coded in US units. The majority of original temperature data is in °Rankine, however 
the data set by Mosher (STMWAT dataset 19) was coded with temperature in 
^Fahrenheit. This was established by comparison with the saturated steam temperatures 
for the prescribed pressures. This anomaly was corrected.
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The data of Silvestri (Dukler datasets 71-78) were included in the horizontal steam- 
water data bank STMWAT by a previous user. These data, according to Heck (1984), 
are for vertical upflow of steam-water (datasets 71-76), argon-water (dataset 78) and 
argon-water/ethanol (dataset 78). These are removed from the horizontal flow data 
bank. Their acceptability for use in vertical flow analyses remains unquestioned.
AIR OIL - In similar circumstances to those given previously, data for air-oil vertical 
downflow presented by Cowan et al. (Dukler dataset 16) had been erroneously 
included in the horizontal flow data bank and are removed for horizontal flow analysis.
AIR WATER - Dukler data (AIRWAT dataset 3) included liquid densities and 
viscosities inconsistent with values given in the literature for the specified conditions. It 
appears that physical property modification has taken place. Certainly, the analyses of 
Woolley (1989) and WeiB (1991) did not consider these inconsistencies. This data set 
has been removed from all analyses. Similarly, inconsistencies in physical property data 
were observed for a small number of Company A data (AIRWAT dataset 24). The data 
are described as being air-water data by Heck (1984), however, Olujic (1985) reported 
these to include both air-water and air-oil data. The latter would be more consistent 
with the listed physical properties.
Data by McManus (WAARSI datasets 39 & 40) have also been removed from aU 
further analyses. The pressure gradient data displayed considerable yet consistent 
variation, despite there being no recorded parameter change to which the variation may 
be attributed. The pressure gradient data is also very low compared to similar studies.
Nguyen found a pressure gradient peak at low flow qualities which was said to 
correspond to the bubble flow / slug flow transition (WAARSI datasets 35 - 37). Other 
data within the TVT-Dukler data bank cover similar parameter ranges yet do not show 
this peak. Indeed, data in one Nguyen data set do not exhibit this trend despite 
apparently being in the correct range. The question of ‘who is correct?’ is clearly raised
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in this case. The data are not discounted from the data bank, but an awareness that 
these data are somewhat unique must be shown when drawing conclusions.
In addition, it has been observed that much of the low pressure gradient data shows 
considerable inconsistency. To remove the influence of this experimental error 
component, only data for which the measured pressure gradient is over 20 Pa/m are 
included within the statistical analyses to be presented in Chapter 5.
3.5 Data Analysis Programme
The programme to analyse the contents of the TVT-Dukler data bank was first written 
by Heck (1984) and further modified by Woolley (1989). The programme has since 
been rewritten to run under Salford-FORTRAN77, and was also restructured to 
manage both TVT-Dukler and SMFD data files under the new format.
Phenomenological models and additional empirical correlations were incorporated into 
the programme. The full list of prediction methods coded in the programme, and 
available for evaluation, is given in Section 2.6. The correlations and models 
themselves are reproduced in full in Appendices B and C respectively. A simplified 
algorithm for the main programme is given in Figure 3.1. The following paragraphs 
refer to the parts of this algorithm which have been introduced in this study.
Connect/Disconnect Data Option
An option to disconnect undesired data sets has been included into the programme and 
can be accessed from the main menu. Individual data sets, a listing of which appears on 
the screen, can be connected/disconnected by inputting the appropriate numerical 
identifier.
Managing TVT-Dukler and SMFD Files
TVT-Dukler data banks are accessible from a menu of aU data bank options which 
includes SMFD data files. If SMFD data files are to be used it is necessary to manually 
input the filename.
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Data sets within the TVT-Dukler data bank are clearly distinguished by the Dataset 
Identifier. Error distribution data for each data set is written to file at a change of 
identifier. SMFD files are of mixed author and Dataset Identifiers change frequently. 
Statistics for individual data sets are therefore neither useful nor meaningful in this 
case. To avoid this the appropriate section of code is bypassed, and the entire SMFD 
data file is considered to be the equivalent of a single TVT-Dukler data set.
Standard Deviation Determination
In order that standard deviation data be additive, it is necessary to use a form of the 
standard deviation slightly varied from the more traditional form (given in Equation
4.4 ). It can be shown that the two Equations are algebraically equivalent, however 
Equation 3.1 allows for convenient summation over a number of data sets.
N
N - \
Summations of the errors (ZE) and squared errors (ZE^) are printed at the end of the 
statistics output file so that overall data bank statistics may be determined.
Output Information
Outputs obtained from the programme are as follows:
• predicted values (for a prescribed maximum of 30 prediction methods),
• relative error values (also for a max. of 30 methods),
• error statistics for each data set and for the entire data bank.
Error statistics include the following: minimum and maximum errors; percentages of 
data with less than 10%, 20%, 25% and 30% relative error; average relative error and 
standard deviation; average absolute error; scatter of absolute values; scatter of 
logarithmic values and the average of logarithmic values.
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Figure 3.1: Algorithm of the prediction method evaluation programme
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4. Statistical Analysis M ethods
Analysis methods used in assessing the accuracy of prediction methods are reviewed. 
Further discussion of five well established quantitative methods is given within a case 
study. This consists of predictions made by the Dukler correlation for pressure drop 
during two-phase gas/liquid flow against experimental data for cryogenic systems.
4.1 Determination of Error Distribution
It is common to evaluate prediction methods against a database containing relevant 
data covering an appropriately wide range of values of influential parameters. 
Statistical methods for the assessment of such large data sets are well documented; 
those used with particular reference to the evaluation of prediction performance for 
two-phase gas/liquid pressure drop are discussed by Govan (1988). Four methods are 
described therein, three of which are also included here: absolute error, relative error 
and logarithmic ratio. The fourth method discussed by Govan, involving Correction 
and Range factors, is considered ineffectual when drawing comparison between a 
number of methods and is therefore not utilised further.
Absolute relative error is a further method to be considered in this investigation, and is 
included largely for comparative purposes. A variation of the relative error analysis, 
proposed by Lombardi & Carsana (1992), is discussed but again is not included within 
the analysis methods utilised in this investigation.
Most methods, including those mentioned above, involve two parameters to describe 
the distribution: a mean value and a measure of the spread about this mean. Use of 
such parameters assumes a Gaussian error distribution. The definition of the probability 
density function,/(x), of a Gaussian distribution is given in Equation 4.1.
a  . 4.1
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Mode and median are also used to describe the central location of a population. While 
a perfectly symmetrical distribution would give equal values for the mean, mode and 
median, equality of these three parameters does not automatically indicate symmetry.
4.1.1 Absolute Error Analysis
The absolute value of the deviation existing between the predicted and measured values 
is considered in this method (Equation 4.2). The error distribution is defined by the 
arithmetic mean and standard deviation, as described mathematically by Equations 4.3 
and 4.4 respectively. The two definitions of the standard deviation given in Equation
4.4 are linked by Equation 4.3.
It is of particular use when the reference value, normally the experimental value, can be 
either zero or close to zero. In such cases relative errors would tend toward infinity.
Errors are not normalised causing higher values to have greater influence on the 
parameters |X and a. It is not possible to distinguish between errors of equal magnitude 
which emanate from experimental values of differing magnitude.
U^ABS -
CALC dLJi^ EXP
4.2
N
XE./=I i,ABS
N
4.3
XE,
N
^  ^ i,ABS
\  i=i y
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4.1.2 Relative Error Analyses
This method of analysis is widely used to quantify the accuracy of a correlation, adding 
great weight to its use for comparative purposes. The errors are calculated with respect 
to the experimentally determined or ‘true’ values (Equation 4.5). Equations 4.3 and 
4.4, with Ei,RE replacing Ei^ss, describe the distribution.
Unlike in the absolute error method, the magnitude of the values to be predicted are 
considered; data points with the same fractional error have equal influence on p and a. 
However, it is still not possible to know the effect of magnitude without additional 
analysis.
The mean has an optimum value of 0 and has a total possible range of -1 to which 
means that the distribution is unlikely to be Gaussian.
dP \ (dP
i^,RE -
—  V d L  J i^ c A L c  V J j , .
L à .L  Ji^EXP
As already pointed out, the error is calculated with respect to the experimental value. A 
further method determines the errors with respect to the predicted value. The 
distribution now ranges from -oo to 1. Both methods can be shown to be closely related 
to the Ratio (Exp./Calc.) analysis method considered in Section 4.1.4.
When considering which of the experimental and predicted values should be used as 
the reference value to define the error, Lombardi & Carsana (1992) decided upon the 
square root of their product, as described by Equation 4.6. The average relative error is 
defined as in Equation 4.7, and is equivalent to Equation 4.3. An RMS error, given by 
Equation 4.8, completes the analysis method. This method will evaluate errors which 
are always less than those given using the experimental value only as the reference, and 
is not recommended.
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4.1.3 Absolute Relative Error Analysis
This analysis uses the same methodology and equation forms as the relative error 
analysis, however, only the magnitude of the error is considered (Equation 4.9). The 
determination of the mean and standard deviation (Equations 4.3 and 4.4) of the 
distribution remain the same as for the true relative error analysis with Ei,ABs being 
replaced by Ei,ARE-
U^ARE ~
V d L  )  I CALC  ^ i^>EXP
Ji,EXP
4.9
4.1.4 Linear Ratio Analysis
Rather than using the deviation from the measured value to define the error, it is 
defined by the ratio of experimental values to predicted values, as described by 
Equation 4.10. It is also shown that this is in fact a simple function of the relative error 
analysis with the experimental value as the denominator. Mean values and standard 
deviations are determined in the standard manner of Equations 4.3 and 4.4.
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4.1.5 Logarithmic Ratio Analysis
The final qualitative method, one that is perhaps less well known than the previous 
four, uses the logarithmic ratio, Xi,in, to define the error distribution. Friedel & Diener 
(1994) recommended its use in a recent evaluation of void fraction correlations.
The logarithmic approach helps to correct for non-Gaussian distribution. It gives equal 
weight to points with the same error ratio e.g. predictions of half and double the ‘true’ 
value give logarithmic ratios o f -1 and 1 respectively as they are both 2:1 ratios. This is 
in contrast to -50% and +100% respectively in a relative error analysis and +50, 
+100% in an absolute relative error analysis.
If the errors are small then the average and scatter of logarithmic ratios wiU tend to be 
the same as the arithmetic mean and standard deviation. For the errors encountered in 
this investigation this will not be the case.
Scatter of logarithmic ratios;
5,„ = exp
'LX./=! i.ln -1 4.11
where f  = degrees of freedom = 1.
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Average of logarithmic ratios;
4.13
Scatter of absolute deviations;
a^bs ~
XX;
i= l i,abs
N - f - 1
4.14
4.15
The average of logarithmic ratios, Xi„, represents the accuracy of the predictions. It 
should be noted that Xi„ is positive for underprediction and negative for overprediction. 
These values are summed such that overpredictions may cancel out underpredictions. It 
is also presented in the linear form, i.e. the exponential function cancels the logarithm 
and the final value is given in terms of R (Equation 4.10).
The measure of the spread about Xin is provided by the Scatter of logarithmic ratios. 
Sin. This value is always positive, and the higher the value the greater the scatter. Two 
simple examples are: Sin = 0, meaning perfect precision; Sin = 1, where the average 
deviation on either side of the mean is half and double the experimental value. Again, 
the final value is in a linear form.
The scatter of absolute deviations provides information similar to the average absolute 
deviation. The value of Sabs is often higher than that found in a linear analysis due to 
each deviation being squared before summation.
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4.2 Choice of Statistical Analysis Method: A Case Study
The existence of a number of analysis methods inevitably leads to the question of which 
is best suited to the problem at hand. A direct comparison of each of the methods 
discussed in Section 4.1 is made using the Dukler (CASE I) correlation and the 
CRYOGN database, containing 275 data points for two-phase flow of cryogenic fluids 
(see Appendix A).
The main areas for comparison and discussion are:
• treatment of extreme values,
• fulfilment of the requirements of a Gaussian distribution,
• parity with a theoretically determined Gaussian distribution with equal mean and 
standard deviation as the experimental data set.
Absolute 
Errors (Pa)
Relative 
E rror (-)
Absolute
Relative
Error
Ratio
(exp/calc)
Logarithmic
Ratios
M ean, p -464.5 -0.261 0.39 1.658 0.408
Scatter, a 873.8 0.376 0.239 0.773 0.453
Mode -50 : 50 -0.6 : -0.5 0.4: 0.45 1.4: 1.5 0.5 : 0.6
Median -120.3 -0.354 0.381 1.528 0.424
Table 4.1: Mean, scatter, mode and median of the five statistical analysis methods 
considered in the case study
A summary of the distribution parameters (p, a, mode and median) obtained from the 
five analyses is given in Table 4.1. The mode is the increment with the highest relative 
frequency, while the median is the middle number if the values are ranked from highest 
to lowest.
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Probability density functions (PDF) obtained through each of the methods are given in 
Figure 4.1. Some deviation from true Gaussian behaviour can clearly be seen in each of 
these; the Gaussian distribution having the same mean and standard deviation is given 
by a solid curve.
4.2.1 Distribution of Absolute Errors
The first of the analysis methods to be considered involves the absolute deviation 
between the measured and calculated values, the probability distribution function of 
which is given in Figure 4.1 A. The distribution is quite obviously asymmetrical; 
underpredictions are of greater magnitude than overpredictions causing a considerable 
negative skew.
These extreme values may be associated with large absolute pressure drop values 
rather than being very large deviations from small measured pressure drops and may 
not be as extreme as indicated by this method. Thus, it appears that both p and a  are 
heavily influenced by high values, regardless of the situation from which they arise.
An average deviation of -465 Pa indicates an overall underprediction. The value of the 
median (-120.3 Pa) is acceptable while the mode (-50:50 increment) is in the optimum 
and desired increment. No information regarding kurtosis is forthcoming from these 
parameters and quantification of skew would require additional statistical analysis.
A large deviation from the theoretical Gaussian curve exists; the relative frequency of 
the modal increment is approximately eight times the theoretical value. Normal 
distribution parameters do not adequately represent the observed distribution of 
absolute errors.
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4.2.2 Distribution of Relative Errors
A mean relative error of -26.1% indicates a general underprediction, as one might 
expect given the results of the absolute deviation analysis. The mean value falls into the 
modal increment (-0.3 : -0.2). The median (-0.354) is lower in value, and is indicative 
of the positive skew observed in Figure 4.IB, in which a number of large 
overpredictions pull the mean value to the right. The fact that the distribution range has 
a lower limit of -1 means that these values cannot be offset by underpredictions of 
similar magnitude. This small subset of data heavily influences the shape of the 
theoretical distribution, causing it to be skewed. This is an observation of considerable 
importance when recommendations are to be based on such analyses.
Large values not only influence the mean but increase the scatter of the distribution as 
well. This results in a flatter theoretical distribution whose maximum relative frequency 
is substantially less than that of the experimental distribution.
A further feature of the distribution in this case is that the theoretical Gaussian curve 
cannot be completed at its lower end. This is due to a minimum value of -1 (-100%) 
existing on the relative error scale. Intriguingly, this means that the assumed Gaussian 
distribution wiQ include either physically non-attainable values or the area under the 
probability density function will not be unity. Either case means the requirements of a 
Gaussian distribution are not upheld.
4.2.3 Distribution of Absolute Relative Errors
As described in Equation 4.7, the absolute values of the data used in the previous 
analysis are used here. As for the relative error analysis, the distribution is 
discontinuous about a lower bound, 0 in this case. However, the cut off portion is 
considerably more significant. Incomplete fulfilment of the requirements of a Gaussian 
distribution suggest that use of a mean and standard deviation are somewhat dubious.
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The mean, mode and median are similar in value (Table 4.1) and the parity between 
experimental and theoretical distributions appears good (Figure 4.1C). This would 
suggest a reasonable analysis method but for the fact that there is no distinction 
between underprediction and overprediction. Also, underpredictions can only exist in 
the range 0 -1  while overpredictions have no upper bound. Treatment of the two cases 
is quite unequal and comparisons based on this analysis method will be influenced 
accordingly.
4.2.4 Distribution of Linear Ratios, (Exp/Calc)
The ratio (measured/calculated) is bounded by 0 at the low end of its range. Although 
it does not show through clearly in Figure 4.ID, this remains a problem, particularly 
where large overpredictions might occur. Should this be the case, then the 
requirements of a true Gaussian distribution will not be met. But for this it would 
appear to be an attractive method.
Underprediction is again confirmed. The mean, mode and median are close to one 
another, indicating a high degree of symmetry.
4.2.5 Distribution of Logarithmic Ratios, In(Exp/Calc)
Taking the natural logarithms of the previously discussed ratios removes the 
disadvantage of a lower limit to the independent variable. Thus, Xin is defined to be 
indicative of prediction error. The probability density function is shown in Figure 4. IE.
Figure 4. IE provides what is clearly the most Gaussian probability density function of 
any analysis method discussed. The mean (0.408), mode (0.5-0.6) and median (0.424) 
are in close proximity indicating a high degree of symmetry and each indicates a 
tendency for underprediction. The distribution appears to be well represented by p and 
a, and is far less influenced by large errors than the linear methods previously 
described. No problematic skew to the distribution is obvious.
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As discussed in Section 4.1.5 the general approach taken when using logarithmic ratios 
is to reduce the mean and standard deviation back to a distribution of the linear 
parameter R in order that it be physically meaningful. Figure 4. IF compares the 
distributions of the logarithmic and linear analyses. Somewhat undesirably, the 
logarithmic analysis is shown in this case to be more likely to encroach into the 
physically unattainable region of R<0. The scatter is greater in the logarithmic case and 
the mean tends further toward overprediction.
4.2.6 Conclusion
The case study has clearly shown that each method has advantages and disadvantages. 
Previous analyses have favoured the two relative error methods (Woolley, 1989; 
Dukler et a l ,1964; Mandhane et a l, 1977) whüe there appears to be a move toward 
the use of logarithmic ratios to describe error distributions (Friedel & Diener, 1994; 
Holt era/., 1997).
The absolute error distribution is clearly unsuitable, while lower bounds on the absolute 
relative error and linear ratio methods mean that the requirements of a Gaussian 
distribution are not fulfilled.
The close parity between experimental and theoretical distributions in the logarithmic 
ratio PFD (Figure 4.IE) proves the method’s worth in this application. The relative 
error method, being a traditional method and as such useful for comparison with 
previous analyses, is also of value.
Therefore, the error analyses to be presented and discussed in Chapter 5 include the 
logarithmic ratio and relative deviation methods. A direct comparison of the two 
methods is given in Section 5.1.1, where the performance of empirical prediction 
methods against the entire TVT-Dukler database is discussed.
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Figure 4.1: Probablity density functions for errors associated with Dukler (CASE I) 
correlation’s prediction of cryogenic two-phase flow data. A) Absolute error, B) 
relative error, and C) absolute relative error, D) linear ratio, R, E) logarithmic ratio, 
Xin, and F) comparison of the two methods on a linear scale.
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5. Results and Discussion
The performance of 35 empirical and phenomenological prediction methods, gathered 
from the open literature (see Section 2.6), is evaluated using horizontal two-phase flow 
pressure drop data. Almost 7000 measured data for horizontal flow are used and are 
contained in the TVT-Dukler data bank. Two of the statistical analysis methods 
discussed in Chapter 3 are used, namely linear relative error and logarithmic ratio, 
while a third, qualitative method of analysis is used to explain possible relationships 
between appropriate phenomenological parameters and observed error.
5.1 Evaluation of Generic Methods
In the overall analysis, the broadest form of analysis, error distributions are generated 
for all horizontal pipeline flow data in the TVT-Dukler database. Only generic methods 
are considered for this analysis, i.e. empirical and phenomenological composite models 
capable of predictions under all conditions.
The error distribution for each method is assumed to be both Gaussian and unimodal, 
and is simply represented by the mean and standard deviation. Potential deterministic 
variations in error due to, for example, changes in physical properties, flow conditions 
or duct geometry are not considered in the overall analysis. Previous evaluations 
(Section 2.7) have recommended restrictions on the use of certain correlations. These 
are not considered: it is intended at this stage to draw objective conclusions and 
subsequently compare to previous experience.
The error distribution parameters determined from relative (linear) deviation and 
logarithmic ratio analyses are presented in Table 5.1. The reader is referred to Table
2.1 for an explanation of the abbreviations used. Discussion of the data contained in 
Table 5.1 is made in Section 5.1.2 after a comparison of the two analysis methods.
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5.1.1 Comparison of Results from Linear and Logarithmic Analyses
Before progressing further, it should be restated that a linear analysis produces positive 
relative errors for overprediction while a logarithmic analysis returns negative values. 
Quahtatively similar results, i.e. both analyses indicate either overprediction or 
underprediction, would see ‘mean’ parameter values of opposite sign. For ease of 
comparison Xin is plotted in reverse scale in Figure 5.1 A.
Figure 5.1 A provides a comparison of the two ‘mean’ parameters: Xi„ and p (= E r e ) .  
The majority of correlations returned qualitatively consistent results. Three methods, 
however, returned overprediction when analysed hnearly and underprediction from the 
logarithmic analysis. It is noted that this only occurs when fi is low and is certainly not 
an indictment of the correlations for which this phenomenon has been observed.
The maximum possible underprediction in linear analysis is -100% while the upper 
range is unbounded, resulting in an imbalance between the influence of over- and 
under- predictions. The average error may thus be ‘pulled’ toward the positive range 
indicative of overprediction. Logarithmic ratios range from -<» to oo and, as such, 
underpredictions are unbounded. Additionally, large errors have greater weighting in a 
linear analysis, e.g. a measured value of 1000 Pa/m and a predicted value of 10000 
Pa/m would give a relative error of 9 (900%) and a logarithmic ratio of -2.3.
The combined effect of these two phenomena is that large errors increase the ‘mean’ 
error in linear analyses, p, by a far greater amount than is so in logarithmic analyses. It 
is a feature of the logarithmic analysis that extreme errors have less influence over 
smaller errors which would, if correlation designers have been successful, make up the 
bulk of the information. This does mean that poor predictions may well be disguised.
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Figure 5.1: Comparison of error distribution parameters determined by linear relative 
deviation and logarithmic ratio analyses. A) mean B) scatter and C) absolute deviation.
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The two ‘scatter’ parameters, Sin and a, are compared in Figure 5.IB. They are similar 
for low magnitude scatters, but vary considerably for higher values. This result is 
consistent with the use of a logarithmic scale and is in agreement with Govan (1988). 
Some ranking variations do exist between analyses which is only to be expected.
Although the indicators of average absolute deviation are not distribution defining 
parameters, they are nevertheless compared (Figure 5.1C). Little qualitative variation 
exists between the results of the two analyses. As anticipated. Sabs values are indeed 
higher than average deviations.
A case of particular interest brought forth from this comparison is that of Dukler’s 
homogeneous no-shp correlation. The method returns rather good overall performance 
in the linear analysis whilst performing poorly under a logarithmic analysis. The fact 
that the correlation, by its very nature, underpredicts takes advantage of the fact that a 
linear analysis is bound by -100% underprediction. Distribution parameters in this 
range must be low such that they fit into the reduced scale. The performance indicators 
of the Gronnerud correlation appear to be similarly influenced.
The relative positions of the prediction methods based on two separate criteria can be 
compared using Spearman’s rank correlation coefficient (Harnett & Murphy, 1975). 
This provides a means of quantifying the correlation between ranking orders obtained 
through two different methods. Thus, it is possible to quantify a comparison between 
the findings of the linear and logarithmic analyses. The correlation coefficient, r$, is 
determined by the use of Equation 5.1, in which D is the difference between ranking 
positions for a given method and n is the number of prediction methods being ranked.
'■*  ^ « ( ? - ! )
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A coefficient of 1 indicates perfect positive correlation, 0 indicates no correlation while 
perfect negative correlation gives a coefficient equal to -1. In comparing the results of 
the linear and logarithmic analysis the correlation coefficients are rs,mean = 0.79, rs,scatter = 
0.84 and rs,abs = 0.88 for the mean value, scatter and absolute deviation parameters 
respectively. This suggests good correlation between the two sets of rankings and that 
the relative performances observed through the use of the two methods are not 
significantly different. As Figure 5.1 A in particular illustrates, however, enough 
variation exists to warrant including the results of both analyses.
In summary, it is clear that the magnitudes of both and values can vary 
considerably from |X and a  for an identical set of pressure drop data: an explanation for 
this in terms of the treatment of underpredictions compared to overpredictions is 
provided earher in this Section. In relative terms, the two methods return similar 
ranking orders. Absolute deviations are higher in the logarithmic analysis, although the 
deviation is regular and appears not to significantly influence relative standings.
5.1.2 Performance of Generic Methods Against Horizontal Flow Data
Of the 22 empirical methods evaluated, those proposed by Bandel (1973), Beattie & 
WhaUey (1982) and Miiller-Steinhagen (1986) perform well. A second wave of 
correlations, including those by Friedel (1979), Storek & Brauer (1980), Olujic (1985) 
and Reza (1986), perform less well but still provide predictions of reasonable accuracy.
FriedeTs correlation is regarded by many as being one of the best correlations available 
(Whalley, 1982; Holt et a l, 1997) and has shown above average performance in this 
investigation. The absolute deviation parameter was lowest of ah methods, however, 
with respect to the high scatter parameter this merely indicates that the regions for 
which data are poorly predicted are associated with low pressure gradients.
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The well known and heavily used methods of Lockhart & Martinelh (1949) and 
Chisholm (C-Coefficient, Chisholm, 1967) overpredict quite considerably and also 
reveal a large degree of scatter. As discussed in the Literature Review (Section 2) the 
C-Coefficient correlation is often misquoted and a constant value of 21 used for C. In 
this evaluation C is defined by the density ratio but does not consider any variation 
with flow pattern, as suggested by Colher (in Chisholm, 1983). The value of 21, for 
air-water flow at ambient conditions, is one of the highest values that C is likely to take 
and it is, therefore, reasonable to expect overprediction to occur in an overall analysis.
The prediction methods of Bankoff (1960) and Lombardi & co-workers (1972, 1992) 
all performed poorly, returning heavy overpredictions and large scatter. All three 
correlations were originally proposed for vertical flow and Bankoff s variable density 
model is specifically for bubbly flow. As such the results may not be indicative of the 
performances of the correlations under their preferred conditions. Poor performances 
were also turned in by the methods of Baroczy & Chisholm (1969) and Chawla 
(19726).
As already discussed in Section 2.2.3, the method proposed by Olujic (1985) uses 
separate methods in two regions of differing flow pattern: an a-region (wavy, slug and 
annular flows) and a P-region (bubble and plug flow). Two methods previously 
pubhshed by Chawla are used, including a modified version of Chawla’s 1972 model 
for use in the a-region and an extended Bankoff model for the P-region. The original 
forms of both methods are evaluated separately and perform poorly in the overall 
analysis. However, as can be seen from Table 5.1, a much improved result is found 
when the modified Chawla models are used in their intended regimes. Such was the 
motivating factor behind Olujic’s work. The presented analysis concurs with that of 
Ferguson & Spedding (1995), and further consideration of their work is given in the 
discussion in Sections 5.2 and 5.3.
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Composite phenomenological models are observed to lag behind the empirical 
methods, particularly in terms of precision, as indicated by the spread of the error 
distribution. Their performance is considered in greater depth in Sections 5.2 and 5.3.
It is evident that a single analysis is insufficient to effectively and truly evaluate 
correlation performance, nor is it effective in informing about the conditions under 
which errors arise. This is by no means a new discovery. The great majority of similar 
studies provide some form of separated error analyses in which the data is categorised 
by virtue of its fluid system, flow conditions or physical properties. The next Section 
includes a number of separated analyses of predictions associated with the horizontal 
two-phase flow data included in the TVT-Dukler database.
5.2 Separated Analyses of Horizontal Pipeline Flow Data
Overall analysis assumes a purely stochastic error distribution and, as such, no 
parameter has a deterministic influence on accuracy and performance. Separated 
analyses recognise that deterministic variations may exist and that analyses based on 
influential parameters will aid in identifying regions of good and, conversely, poor 
prediction performance. The following Sections provide two separated analyses used 
to map the performance of a prediction method.
5.2.1 Analyses Based on Fluid System
Analyses are given for the six fluid systems available in the TVT-Dukler database. 
Comparison is made regarding the differences and attempts are made to explain these 
variations. In particular the ranges of system parameters are considered - i.e. the data 
may exist in significantly different areas of the flow pattern map.
Tables 5.3 to 5.8 include the results of analyses for each fluid system. A simple way to 
view these statistics is to compare probability density functions (PDFs) for the various 
systems. Figure 5.2 illustrates this point for six selected empirical methods. Figure 5.3
61
Part II : Results & Discussion
presents PDFs for the three composite phenomenological methods. Errors for five 
selected methods are also plotted in terms of the Hashizume (1983) flow pattern map 
co-ordinates; these are displayed in Figures 5.4 to 5.8. Four fluid systems are 
considered for these plots: air-water, air-oil, refrigerants and steam-water. The flow 
pattern map is fiilly described in Appendix D.
The system PDFs for the Beattie & Whalley (1982) method show a high level of 
consistency, as illustrated in Figure 5.2A. This is unlike the Lockhart & Martinelh 
(1949) method, for which the PDFs are markedly different (Figure 5.2C). The latter 
method shows great accuracy against air-oil and air-water system data, which, if one 
refers to Table 2.1, are the systems upon which the method was based. Performance 
against data from other systems, notably steam-water, is less than adequate.
Results of the analysis of FriedePs (1979) method are presented in Figure 5.2B. 
Immediately obvious is the consistency of all PDFs other than that for air-oil data. This 
is influenced highly by the inclusion of data for which the viscosity ratio is greater than 
1000, a weakness that is well known for this method (Whalley ,1982).
Figure 5.4 illustrates the variation in error, represented by Xin, for the Fiiedel (1979) 
method. Figure 5.4A reveals trends of error associated with air-water data. The 
transition between stratified wavy - slug - annular flows is a site of high overprediction 
(blue); this is a trend also observed for other correlations. The dark red points, 
indicative of large underprediction, are associated with Nguyen’s data, which, as 
already discussed in Section 4.2, contain trends not seen in other data sets. The blue 
points shown in Figure 5.5B show the large errors associated with air-oil data of high 
viscosity ratio.
The Miiller-Steinhagen (1986) and Moussalli & Kesper correlations also find the air-oil 
data difficult to predict (Figure 5.2D&E).
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Although the Bandel (1973) method was found to be the most accurate in the overall 
analysis, it shows a greater degree of inconsistency with respect to its PDFs (Figure 
5.2F) than, for example, the methods of Beattie & Whalley (1982) and Friedel (1979). 
Plots of the variation in Xi„ in terms of the Baker flow pattern map for the four fluid 
systems (Figure 5.5) fail to reveal any particular trends to account for this.
To begin the analysis of phenomenological models, let us first consider the method of 
Hashizume et al. (1985). Overall, its performance is surpassed by many of the 
empirical methods. In terms of its performance in individual systems it fares little better 
(Figure 5.3A). However, Figure 5.6 reveals a more complete picture. The predictions 
for slug and bubble flows are very poor, influencing the statistics substantially. It is also 
clear that the trends are consistent, as the same effect exists for afl fluid systems tested. 
The original work prescribes the use of the annular flow model for slug flow, however, 
this is simply due to the original data set not including many slug flow data. As one 
might expect, this assumption is shown to be poor.
In the regimes for which phenomenological models are specified, the method appears 
to perform well. The results for these models are discussed in greater depth later in the 
appropriate flow pattern specific analyses (Section 5.3).
The Mukheqee & Brill (1985) method struggles to accurately predict data in any fluid 
system. Figures 5.3B and 5.7 combine to show the method to be consistently poor.
The final composite model available for analysis is that proposed by Taitel et a l  
(1989). Figure 5.3(2 indicates a large degree of variabihty between systems, which at 
first glance suggests that this method is subject to the same problems faced by 
empirical methods. Figure 5.8 shows that this is not so and that error due to prediction 
using the Taitel et a l  method is consistent between systems and is a function of its 
position in the flow pattern map.
Again, the performance of the individual models is discussed in Section 5.3.
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5.2.2 Single Param eter Analyses
The results of the statistical analysis of Woolley (1989) infer that evaluation of an 
entire database in terms of a single parameter is of use only if all other parameters 
remain constant. This is unlikely within a large data bank. Given this fact, single 
parameter analyses of mass flux, flow quality and pipe diameter were not considered in 
this evaluative study. The results of single parameter analyses of the viscosity and 
density ratios are not extensively presented in this dissertation as they have shown no 
conclusive evidence that the physical property influences prediction error in a 
systematic manner.
5.2.3 Summary
In summary, it has been shown in Section 5.2 that probability density functions (PDFs) 
based on fluid system mask the relationship between flow pattern and error for flow 
pattern specific mechanistic models. For empirical methods, plots of error as a function 
of Baker’s flow pattern map co-ordinates reveal no consistent variation between fluid 
systems, indicating that the physical properties involved are the determining parameter. 
For phenomenological models, the range of conditions associated with the data 
influence the results. Therefore, it is apparent that PDF are acceptable for 
characterising the performance of empirical methods but must be used with caution 
when evaluating phenomenological models.
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LOGARITHMIC LINEAR
Method n Xln Sin Sabs 11 a
EMPIRICAL COREJELATIONS
BANDEL 6888 -0.044 0.566 8132.8 16.5 151.8
BANKOF 6920 -0.856 13.292 322234.7 6911.9 71308.7
BARCHI 6920 -0.455 1.965 7276.0 298.6 2466.7
BEATTI 6920 0.048 0.657 15413.6 10.0 182.1
BCOEFF 6919 -0.290 1.132 24207.0 87.1 270.7
BONN 6901 -0.354 1.339 16037.2 109.3 9364
CCOEFF 6920 -0.470 2.100 20744.3 363.1 2983.3
CHABAN 6920 -0.324 1.402 64756.1 118.0 5234
CHAWLA 6920 -0.576 15.726 2334431.2 7576.3 35102.6
CICCHI 6920 -0.231 0.905 4859.6 57.8 244.4
DUKLER 6920 0.292 0.721 4348.9 -12.0 145.8
FRIEDL 6920 -0.035 0.784 3574.4 31.1 290.5
GRONNE 6919 0.194 0.789 16215.0 0.1 125.4
LOCMAR 6920 -0.162 0.836 16817.2 47.9 209.9
LOMCAR 6920 -0.302 2 j? 3 4491.6 244.4 1007.0
LOMPED 6920 -0.471 1.829 5555.8 166.1 447.3
MOUKES 6136 -0.160 0.720 14708.9 38.5 173.8
MULSTN 6920 -0.044 0.658 7049.3 20.5 180.6
OLUJIC 6774 -0.011 0.710 24218.9 21.3 212.4
REZA 6920 0.099 0.660 7376.7 3.9 150.4
STOBRA 6920 -0.114 0.626 14784.1 27.0 2224
THOM 6920 -0.266 0.864 16657.4 62.1 272.9
COMPOSITE PHENOMENOLOGICAL METHODS
HASHIZ 6778 0.208 0.807 7818.6 1.2 114.5
MUKBRI 6845 -0.176 1.179 15876.0 74.1 396.3
TAITEL 6635 0.158 1.044 19465.6 11.2 178.9
Table 5.1: Performance of prediction methods vs. all horizontal two-phase flow data
M eth o d n X,n Sin Sabs a
R ECOMMEN[DED COMP<3SITE METHODS
A 6920 0.070 0.644 15413.6 7.2 182.6
B 6745 -0.029 0.536 7731.1 15.2 199.5
C 6811 0.011 0.510 7694.3 9.7 189.1
Table 5.2: Performance of recommended composite methods vs. all horizontal two- 
phase flow data
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LOGARITHMIC LINEAR
Method n X,n Sin Sabs a
EM PIÏHCAL COREJELATIONS
BANDEL 782 -0.087 0.491 1966.4 18.7 632
BANKOF 787 -0.902 31.745 877665.4 39292.8 207539.2
BARCHI 787 -0.604 A830 17092.2 1320.5 7114.8
BEATTI 787 0.062 0.766 1868^ 9.0 63.3
BCOEFF 787 -0.281 0.956 3337.2 73.4 174.2
BONN 771 -0.066 1.843 4942.6 63.5 128^
CCOEFF 787 -0.699 5.761 36233.6 1820.3 8603.8
CHABAN 787 -0.148 1.276 6529.6 64.9 169.7
CHAWLA 787 -0.675 22.057 3952415.3 10816.7 50467.3
CICCHI 787 -0.101 0.890 1537.3 36.3 99.0
DUKLER 787 0.613 1.081 1983.0 -28.6 43.2
FRIEDL 787 -0.225 1J48 1986.4 114.1 566.6
GRONNE 786 0.820 1.137 2026.8 -39.3 35.9
LOCMAR 787 0.096 0.426 1324.1 -2.8 44.8
LOMCAR 787 0.301 1.784 2014.4 37.7 233.7
LOMPED 787 0.055 1.443 2215.3 40.1 139.9
MOUKES 583 -0.232 1.102 6123.0 68J) 145.7
MULSTN 787 0.414 0.867 1849.7 -19.6 48A
OLUJIC 759 0.451 1.168 1583.0 -17.7 482
REZA 787 0.817 1.212 1979.9 -37.4 40.7
STOBRA 787 0.094 1.063 2400.3 12.4 75.7
THOM 787 -0.356 0.925 2026.0 78L2 140.8
COM POSITE PH[ENOMENOILOGICAL METHODS
HASHIZ 734 0.467 1.230 2266.1 -13.8 61.2
MUKBRI 760 0.016 1.265 2679.3 40.2 173.5
TAITEL 692 0.934 1.813 2012.7 -32.6 51.8
Table 5.3: Performance of prediction methods vs. air-oil horizontal two-phase flow 
data
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LOGARITHMIC LINEAR
Method n Xln Sin Sabs a
EM PIÏaCA L COREDELATIONS
BANDEL 674 0.333 0.596 1200.3 -19.8 30.8
BANKOF 674 -0.778 4.985 285814 602.7 808A
BARCHI 674 -0.464 1.473 1426.6 135.5 199.7
BEATTI 674 0.275 0.662 1616.8 -12.9 44.9
BCOEFF 674 -0.235 0.794 1064.6 50.6 92.8
BONN 674 -0.321 0.951 3128.3 71.6 101.9
CCOEFF 674 -0.172 0.766 1325.7 40.2 88.6
CHABAN 674 -0.441 1.378 12991.7 119.0 147.1
CHAWLA 674 -0.444 2.200 20098.1 161.0 240.8
CICCHI 674 -0.142 0.693 1138.1 32.6 74.5
DUKLER 674 0.468 0.785 1915.9 -24.8 37.2
FRIEDL 674 0.154 0.656 1698.9 -1.5 584)
GRONNE 674 0.335 0.625 1582.7 -19.7 30.4
LOCMAR 674 -0.134 0.576 851.7 27.3 64.3
LOMCAR 674 -0.597 3 j# 8 1655.6 658.6 1881.5
LOMPED 674 -0.431 1.457 1908.4 124.7 180.7
MOUKES 674 -0.022 0.436 1135.6 8.6 38.1
MULSTN 674 -0.028 0.597 1251.5 14.9 59.1
OLUJIC 674 0.073 0.418 1640.4 -1.4 34.9
REZA 674 0.097 0.505 1054.6 -1.4 42.4
STOBRA 674 0.106 0.439 1231.6 -4.1 33X5
THOM 674 -0.056 0.648 1140.1 20.4 67.8
COM POSITE PHOENOMENOLOGICAL METHODS
HASHIZ 674 0.151 0.586 1429.1 -5.8 36.1
MUKBRI 674 -0.266 1.288 1312.2 84.7 163.2
TAITEL 674 0.219 0.780 1424.0 -5.2 53.6
Table 5.4: Performance of prediction methods vs. refrigerant horizontal two-phase 
flow data
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LOGARITHMIC LINEAR
Method n Xln Sin Sabs a
EM PIIHCAL COREJELATIONS
BANDEL 275 0.134 0.474 488.5 -4.7 46.9
BANKOF 275 -0.463 1.377 2208.5 123.0 138.0
BARCHI 275 -0.495 1.366 659.8 129.5 147.3
BEATTI 275 0.211 0.585 776.3 -9.2 46.2
BCOEFF 275 -0.460 1.417 98L3 126.8 160.3
BONN 275 -0.026 0.656 860.8 16.3 60.6
CCOEFF 275 0.004 0.487 627.4 8.4 52.2
CHABAN 275 -0.186 1.023 8018 62.9 178.2
CHAWLA 275 -0.879 13/W8 49415.2 3243.6 6914.0
CICCHI 275 0.063 0.505 691.3 2.8 49.9
DUKLER 275 0.508 0.847 991.4 -26.3 37.6
FRIEDL 275 -0.001 0.654 810.7 14.1 65.9
GRONNE 275 0.163 0.549 575.3 -6.0 44.7
LOCMAR 275 41368 1.196 861.5 9Z9 130.9
LOMCAR 275 -0.776 6.395 1428.0 1084.3 2204.8
LOMPED 275 -0.362 0.990 406.9 80.8 108.2
MOUKES 275 0.037 0.447 520.7 3.6 43.9
MULSTN 275 0.036 0.488 687.0 4.7 46.9
OLUJIC 275 0.061 0.464 447.8 1.9 48.1
REZA 275 0.212 0.563 775.0 -10.4 40.2
STOBRA 275 0.159 0.498 502.7 -7.4 36.8
THOM 275 0.058 0.510 670.4 3.6 52.9
COM POSITE PH[ENOMENOLOGICAL METHODS
HASHIZ 273 0.147 0.935 716.2 22.2 238.1
MUKBRI 275 -0.373 0.961 635.5 79.3 95.0
TAITEL 256 0.019 0.918 902.8 21.4 88/1
Table 5.5: Performance of prediction methods vs. cryogenics horizontal two-phase 
flow data
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LOGARITHMIC LINEAR
Method n Xln Sin Sabs .....M'........ a
EMPIRICAL COREJELATIONS
BANDEL 561 -0.359 0.699 1627.0 63.0 52.2
BANKOF 561 -0.989 99.287 316004.7 12494.4 10391.9
BARCHI 561 -0.767 4.270 6226.7 536.4 819.5
BEATTI 561 0.263 0.792 1538.5 -7.1 61.3
BCOEFF 561 -0^28 0.971 1285.2 61.9 135.4
BONN 561 0.134 0.609 1499.1 -0.5 58 j
CCOEFF 561 -0.859 6.709 14836.1 751.2 630.0
CHABAN 561 -0.622 2.094 10842.4 209.2 173.6
CHAWLA 561 -0.921 13.982 131049.0 1764.8 1650.7
CICCHI 561 -0.531 1.474 2981.2 142.6 135.1
DUKLER 561 0.501 0.870 1736.2 -24.3 44.9
FRIEDL 561 -0.110 &865 1184.4 43.3 148.2
GRONNE 561 0.510 0.590 1112.4 -32.2 16.1
LOCMAR 561 0.105 0.447 1012.7 -2.3 48^
LOMCAR 561 0.101 1.890 2069.0 51.9 176.1
LOMPED 561 -0.628 1.976 2945.4 203.1 177.2
MOUKES 561 -0.463 1.145 2475.9 106.9 104.6
MULSTN 561 0.079 0.479 1084.6 0.7 47.9
OLUJIC 561 0.221 0.361 815.3 -15.7 20.9
REZA 561 0.106 0.306 536.3 -7.0 2L2
STOBRA 561 -0.175 0.310 816.2 23.5 25.5
THOM 561 -0.447 1.274 1742.3 116.6 157.5
COM POSITE PHENOMENOLOGICAL METHODS
HASHIZ 560 -0.307 0.638 1099.8 52.7 55.0
MUKBRI 561 0.336 1.177 1773.9 27.9 3842
TAITEL 561 0.593 1.132 1710.1 -25.3 46.3
Table 5.6: Performance of prediction methods vs. air-aqueous CMC horizontal two- 
phase flow data
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LOGARITHMIC LINEAR
Method n Xln Sin Sabs It a
EMPIRICAL COREDELATIONS
BANDEL 3267 -0.016 0.491 1563.1 12.1 209.1
BANKOF 3291 -0.865 11.730 49043.0 2294.0 8424.7
BARCHI 3291 -0.395 1.506 1597.9 144.4 435.7
BEATTI 3291 0.014 0.596 1670.7 13.2 253^
BCOEFF 3291 -0.103 0.649 1302.3 29.8 260.1
BONN 3288 -0.477 1.601 8526.9 164.6 1349.4
CCOEFF 3291 -0.407 L398 2574.3 143.0 513.3
CHABAN 3291 -0.199 &828 8605.0 62.0 651.1
CHAWLA 3291 0.773 8.372 774422.4 1129.0 9405.1
CICCHI 3291 -0.320 0.988 2005.2 77.2 336/2
DUKLER 3291 0.195 0^23 2005.3 -4.9 204.1
FRIEDL 3291 -0.015 0.729 1904.6 22.8 300.1
GRONNE 3291 0.297 0.618 2071.6 -15.1 145.9
LOCMAR 3291 -0.016 0.482 1339.9 12.5 223.1
LOMCAR 3291 -0.370 2.406 2000.6 248.4 919.2
LOMPED 3291 -0.601 2.446 3625.8 250.9 616.9
MOUKES 2711 -0.085 0.637 2504.1 27.2 237.3
MULSTN 3291 -0.124 0.693 1648.1 33.3 253.0
OLUJIC 3277 0.018 0.461 2283/1 8.0 246.6
REZA 3291 0.047 0.642 1675.4 10.0 2WL2
STOBRA 3291 -0.140 0.519 1570.0 28/7 313.0
THOM 3291 -0.284 0.890 1592.2 67.6 374.7
COM POSITE PHENOMENOLOGICAL METHODS
HASHIZ 3211 0.324 0.897 2226.0 -10.6 135.7
MUKBRI 3243 -0.222 1.285 1938.7 94.4 518.9
TAITEL 3161 0.346 0.850 1814.8 -10.4 207.5
Table 5.7: Performance of prediction methods vs. air-water horizontal two-phase flow 
data
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LOGARITHMIC LINEAR
Method n x ,„ Sin Sabs It a
EMPIRICAL COREJELATIONS
BANDEL 1329 -0.118 0.724 18243.7 29.1 75.1
BANKOF 1332 -0.617 4.462 191081.2 1432.1 5541.0
BARCHI 1332 -0.255 1.013 8884.8 93.4 444.7
BEATTI 1332 -0.083 0.693 34980.3 25.5 82.5
BCOEFF 1331 -0.612 2/W9 55097.5 257.5 374.2
BONN 1332 -0.375 1.003 33668j 83.9 139.6
CCOEFF 1332 -0.318 1.248 36766.0 118.9 390.4
CHABAN 1332 -0.477 2.650 146476.4 259.9 546.1
CHAWLA 1332 -0.967 67.122 4196822.9 28685.5 63802.4
CICCHI 1332 0.033 0.622 10341.0 11.1 83.8
DUKLER 1332 0.169 0.604 9095.5 -4.9 63.6
FRIEDL 1332 -0.020 0.645 7275.7 17.5 98/2
GRONNE 1332 -0.347 1.167 36765.5 85.6 133.7
LOCMAR 1332 -0.553 1.955 38259X) 187.7 268.8
LOMCAR 1332 -0.145 0.999 9432.7 54.6 193.1
LOMPED 1332 -0.237 0.820 10933.3 53.8 113.4
MOUKES 1332 -0.212 0.699 31061.1 41.8 79.1
MULSTN 1332 -0.130 0.576 15754.3 27.1 71.8
OLUJIC 1228 -0.313 1.297 56739.4 104.1 273.5
REZA 1332 -0.099 0.565 16517.0 23/2 73.8
STOBRA 1332 -0.268 0.813 33550.0 55.8 99.4
THOM 1332 -0.226 0.753 37837.4 49.1 109.1
COMPOSITE PH[ENOMENOLOGICAL METHODS
HASHIZ 1326 -0.023 0.635 17224.3 15.6 69.6
MUKBRI 1332 -0.228 0.851 35784.1 57.3 232.7
TAITEL 1291 -0.352 1.542 44012.9 109.9 20Z5
Table 5.8: Performance of prediction methods vs. steam-water horizontal two-phase 
flow data
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Figure 5.2 : Probability density functions for empirical correlations, generated by an
analysis of all horizontal two-phase data. A) Beattie & Whalley (1982), B) Friedel
(1979) and C) Lockhart & Martinelh (1949).
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Figure 5.2: Probability density functions for empirical correlations, generated by an
analysis of aU horizontal two-phase data. D) Miiller-Steinhagen & Heck (1986), E)
Mousalli & Kesper (in VDI Waermeatlas, 1994) and F) Bandel (1973).
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Figure 5.3: Probability density functions for composite phenomenological models,
generated by an analysis of all horizontal two-phase data. A) Hashizume et al. (1985),
B) Mukherjee & Brill (1985) and C) Taitel et al. (1989).
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Figure 5.4: Variation in Xj,, associated 
with predictions by Friedel’s (1979) 
empirical correlation. Data shown are for 
the following systems: A) air-water, B) 
air-oil, C) refrigerant, and D) steam- 
water. E) scale for Xi„.
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Figure 5.5: Variation in Xi» associated 
with predictions by Bandel’s (1973) 
empirical correlation. Data shown are for 
the following systems: A) air-water, B )  
air-oil, C) refrigerant, and D )  steam- 
water. E) scale for Xi„.
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Figure 5.6: Variation in associated 
with predictions by the composite 
phenomenological model of Hashizume 
et at. (198-5). Data shown are for the 
following systems: A) air-water, B) air- 
oil, C) refrigerant, and D) steam-water. 
E) scale for Xi .^
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A) B)
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Figure 5.7: Variation in Xi„ associated 
with predictions by the composite 
phenomenological model of Mukherjee 
& Brill (1985). Data shown are for the 
following systems: A) air-water, B) air- 
oil, C) refrigerant, and D) steam-water. 
E) scale for X,».
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5.3 Multi-Parametric Analysis using Predicted Flow Pattern
Flow pattern maps, such as those by Taitel & Dukler {1916b) and Hashizume (1983), 
predict flow pattern as a function of known parameters. Statistical error analyses based 
on flow pattern may therefore be considered to be multi-parametric, and is a means of 
advancing into multi-dimensional analysis techniques.
Taitel & Dukler {\916b) considered the transitions between five flow patterns: 
stratified smooth flow, stratified wavy flow, annular-dispersed flow, intermittent flow 
and dispersed bubble flow. Performance evaluations are given for the data falling 
within each of these five regimes.
5.3.1 Stratified Flow
Phenomenological models are most abundant for stratified flows. Of the many models 
published in the open literature, 12 are evaluated here against both smooth and wavy 
stratified flow data. The performance of empirical methods is also provided.
5.3.1.1 Stratified Smooth Flow
In stratified smooth flow the interface is free from surface disturbances such as waves. 
At first glance, this might seem like a relatively simple structure to model. However, as 
Table 5.9 reveals, existing models and correlations are neither accurate nor precise in 
their predictions of the pressure gradient for this type of flow.
The most accurate methods are the empirical method by Bandel (1973) and the 
phenomenological model by Agrawal et a l  (1973). The latter was found by both 
Mandhane et a l  (1977) and Weisman & Choe (1978) to give good general 
performance. BandeTs (1973) empirical method shows good consistency with respect
8 0
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to the fluid system, as illustrated by PDFs given in Figure 5.9A. The Dukler CASE I 
(Dukler et a l, 1964) method also performed better than most, a result in agreement 
with the findings of Anderson & Russell (1965). However, the PDFs contained in 
Figure 5.9B show that the method is subject to system based variations, putting its 
generic capabilities into question.
Ferguson & Spedding (1995) recommended the model of Hanratty (1987), however 
the results presented here for smooth stratified flow do not agree. This result is not a 
function of fluid system as poor prediction was observed in each system examined. 
They also found the performance of the model by Agrawal et a l  (1973) to be 
unsatisfactory. However, the PDFs for the Agrawal et a l model (Figure 5.9C) show 
reasonable accuracy. The consistency between each system suggests that error is 
independent of the fluid system.
As the number of data is low, the variation of Xin as a function of modified Baker flow 
pattern map co-ordinates is included within the analyses of stratified wavy flow in 
Figure 5.12. The flow regimes of the Baker map may be found in Appendix D.
5.3.1.2 Stratified Wavy Flow
In stratified wavy flow, waves forming on the gas-liquid interface induce additional 
shear at the interface, thus affecting the wall shear stress and the pressure drop. High 
vapour velocities also cause low hquid hold-up and non-planar gas/liquid interfaces, 
which are rarely considered in phenomenological models of stratified flows.
Table 5.10 includes the error statistics generated by the analysis of stratified wavy flow 
data. Generally, performance is better than that for stratified smooth flow (Table 5.9).
Of the empirical methods, that of Olujic (1985) was found to be the most accurate 
method in stratified wavy flow, followed closely by those of Bandel (1973) and 
Gronnerud. It is interesting to note from Figure 5.10 that the level of consistency
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between fluid systems for six correlations is high for each method other than the 
Lockhart & Martinelh correlation (Fig. 5.10E), which again performed poorly for 
systems other than air-water and air-oil. Despite similar overall scatter parameters for 
the methods of Olujic, Bandel and Gronnerud, Gronnerud’s method shows greater 
system sensitivity (Fig. 5.10D) and, therefore, less generic rehabihty. PDFs for the 
methods by Bandel and Olujic, presented in Figures 5.10 A and 5.IGF respectively, 
reveal greater consistency. Although Table 5.10 shows a tendency for Bandel’s method 
to underpredict. Figure 5.5 shows the values of Xi„ in the stratified and wavy flow 
regimes to consistently fall within the range of -0.2 : 0.2 (green).
As the performance of empirical methods is relatively well documented, let us now 
consider that of the phenomenological models in more detail. The distribution 
parameters included in Table 5.10 indicate that phenomenological models as a 
technique are not as accurate as empirical methods over the range of conditions 
encountered. The four models showing the greatest potential will be considered in 
more detail: Agrawal et a l, Hanratty, Hart et a l  and Hashizume et a l
The performance indicators of the model by Agrawal et a l (1973) are characterised by 
the PDFs in Figure 5.11 A. Like Figure 5.9C for stratified smooth flow, the model 
shows great consistency between fluid systems, suggesting that the scatter in 
calculated error is due to parameters other than fluid physical properties. Indeed, 
analyses of error as functions of viscosity and density ratios fail to show any systematic 
variation. The variation in error in terms of Baker’s flow pattern map is given in Figure 
5.12A. No strong relationship between error and position in the map can be observed 
and no areas exist where the predictions are particularly poor. The analyses fail to 
reveal any systematic error for this model.
Hart et a l  (1989) developed the ARS model for two-phase flows of low liquid holdup. 
While this does not necessarily include the entire stratified flow regime, the model has 
been evaluated against all stratified flow data. Table 5.10 shows that the results are 
impressive given the model’s basis, while the PDFs in Figure 5.1 IB show reasonable
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consistency with fluid system variation. The reason for the poorer performance against 
cryogenics data can be explained by examination of Figure 5.12B, where the variation 
in Xln is considered. This figure shows clearly that the model tends towards 
overprediction (indicated by the blue points) as the bubble and plug regimes are 
approached. The majority of the cryogenics data lie toward the right of the map, in the 
region of poorer performance (overprediction). The low liquid holdup region lies to 
the left of Figure 5.12B and enjoys good prediction accuracy. Similar trends may be 
observed for predictions by this model in annular flow (Fig. 5.15A&B).
Thus it is clear that the indicators given in Table 5.10 do not tell the whole story of the 
performance of the ARS model. In evaluating phenomenological models it is 
imperative that the derivation of the model be considered.
It should be mentioned here that the model by Baker & Gravestock (1987) also 
considers the low liquid holdup region. Trends similar to those observed in Figure 
5.12B are found for this model. Their model is, however, found to give accurate 
predictions over a considerably smaller range of conditions.
The third phenomenological model to be examined in depth is that of Hanratty (1987). 
Ferguson and Spedding (1995) recommended its use in stratified flow systems and, in 
stratified wavy flow, this appears to be justified. Compared to other models, its 
predictions are of high quality. Figure 5.11C presents PDFs for the model. It can be 
seen that the model performs with consistently high accuracy and precision for aQ fluid 
systems other than cryogenics. The poorer prediction of the cryogenics data appears, 
perhaps, to be consistent with other data occupying similar areas of the flow pattern 
map (Fig. 5.12C). The Baker map predicts that the data fall into the stratified smooth 
flow regime, rather than the stratified wavy flow predicted by the Taitel & Dukler map. 
If the cryogenics data were, in fact, stratified smooth flow data then the poor 
predictions would be more consistent with the results obtained in the analysis of that 
flow regime. The errors have been shown not to be the result of the low viscosity and 
density ratios associated with cryogenic fluids.
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The final model considered is the stratified flow model of Hashizume et al. (1985). 
Despite assuming a planar interfacial surface and neglecting wave phenomena, the 
model has performed exceedingly well (Table 5.10). The system PDFs, given in Figure
5.1 ID, show that like the model by Hanratty, the predictions of cryogenics data are 
particularly imprecise. However, while Hanratty’s model underpredicts these data, 
Hashizume et aVs method overpredicts. Figure 5.12D illustrates the variation in Xin 
across the Baker map and indicates a potential area of poor prediction at the 
bubble/plug transition. This is observed to better effect in Figure 5.6, where a similar 
plot is presented for the composite model from which this stratified flow model 
originates. Beyond the bubble/slug flow region and apart from the aforementioned 
cryogenics data, the predictions appear to be consistently good.
Considering the relative performance of stratified flow models in terms of their 
underlying assumptions reveals an important point in model evaluation and subsequent 
recommendation. The ARS model of Hart et al. (1989) has provided a successful 
representation of pressure gradients in two-phase flows of low hquid holdup. 
Predictions for flow qualities greater than 0.10 appear to be good and the model 
certainly provides a consistent improvement over that of Agrawal et al. However, it is 
noted that the model of Hashizume et a l, which assumes a planar interface as opposed 
to the curved surface of the ARS model, also provides good prediction performance in 
the low liquid holdup region.
It is hypothesised that model performance is, in fact, related to interfacial structure. 
However, this result clearly provides an example in which the interfacial structure can 
be modelled quite differently without unduly affecting pressure drop prediction 
accuracy. Pressure gradient must therefore be considered to be only one of the 
parameters which define model performance. Further studies into interfacial structure 
and liquid holdup are required to identify which model best represents the complete 
phenomena that is stratified two-phase flow.
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LOGARITHMIC LINEAR
Method n x ,„ Sin Sabs a
EMPIRICAL CORRELATIONS
BANDEL 89 -0.015 (1539 28.3 10.3 67.3
BANKOF 89 -0.971 90.573 297444.8 114477.5 567097.2
BARCHI 89 -0.907 16.414 7267.2 4256.9 19325.9
BBATTI 89 -0.267 0.779 44.5 51.5 110.4
BCOEFF 89 -0.580 L898 154.6 184.2 261.4
BONN 78 0.126 0.875 2 8 J 4.5 78.6
CCOEFF 89 -0.878 15.077 11745.7 5126.9 23088.1
CHABAN 89 -0.222 0.927 66.9 53.0 143.2
CHAWLA 89 -0.414 12.659 681.3 581.5 950.5
CICCHI 89 -0.594 1.919 145.1 188/7 280.6
DUKLER 89 -0.043 0.627 2 9 J 16.2 83.9
FRIEDL 89 -0.702 3.450 6802 454.4 1524.9
GRONNE 88 0.768 1.149 33.8 -37.3 62.2
LOCMAR 89 -0.287 0.702 46.7 51.6 94.0
LOMCAR 89 -0.882 13.137 1366.9 2192.1 9684.7
LOMPED 89 -0.757 3 j# 8 237A 386.3 647.9
MOUKES 70 -0.234 0.896 66.9 53.2 145.8
MULSTN 89 -0.146 0.898 41.6 37.6 121.4
OLUJIC 89 0.556 &883 282 -29.9 55.5
REZA 89 0.635 1.079 34.8 -29.2 67.6
STOBRA 89 0.173 0.729 25.0 -4.4 68/1
THOM 89 -0.653 2.474 204.0 247.3 350.4
FLOW PATTERN SPE(:iF IC  MODICLS
AGRAWL 89 0.048 0.593 282 5.7 68J5
ARSMOD 89 -0.601 2.734 510.1 412.2 1156.8
BJACOR 89 -0.849 7.054 556.5 783.1 906.7
HAMHAR 89 0.757 5.102 322.4 147.2 1189.6
HANRAT 86 -0.019 1.680 285.4 137.6 558.1
HASHST 89 0.193 0.937 292 -0.6 69.8
JOHANN 89 1.125 1.448 34.4 -48.0 64.7
MUKBRI 89 -0.535 2.553 230.5 268.1 722.0
PERSEN 80 1.347 2.454 42.7 -33.7 111.0
RUSSEL 89 2.362 3.035 41.4 -64.0 74.7
TAITST 85 0.660 2.072 175.2 46.6 411.3
TATDUK 89 1.795 2.032 41.5 -61.5 70.3
Table 5.9: Performances of prediction methods vs. stratified smooth horizontal two- 
phase flow data as categorised by the Taitel & Dukler (1976) Flow Pattern Map.
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Figure 5.9: Probability density functions generated by an analysis of stratified smooth
horizontal two-phase data. A) Bandel (1973), B) Dukler (1964) and C) Agrawal et
a l  (1973).
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LOGARITHMIC LINEAR
Method n x ,„ Sin Sabs a
EMPIRICAL CORFDELATIONS
BANDEL 712 0.103 0.417 70.9 -4.6 42.5
BANKOF 712 -0.953 26.425 7795.2 3939.4 5040.7
BARCHI 712 -0.736 3.505 465.2 373.9 459.1
BEATTI 712 -0.206 0.657 86.6 392 96.5
BCOEFF 712 -0.387 1.025 121.0 86.0 153.9
BONN 709 -0.197 0.591 89H 36.0 101.4
CCOEFF 712 -0.663 2.485 407.3 259.4 315.7
CHABAN 712 -0.264 0.751 102.0 53.2 117.4
CHAWLA 712 -0.211 2.419 517.3 199.7 7922
CICCHI 712 -0.542 1.574 191.9 149.7 211.4
DUKLER 712 -0.061 0.539 78.8 16.5 74.5
FRIEDL 712 -0.330 0.824 99.0 65.2 118.6
GRONNE 712 0.072 0.400 67.8 -2.4 38J5
LOCMAR 712 -0.274 0.664 86.0 49.4 104.8
LOMCAR 712 -0.634 4.944 1096.6 1365.2 2674.1
LOMPED 712 -0.822 5.097 677.4 544.0 674.1
MOUKES 550 -0.224 0.634 9 8^ 41.0 127.7
MULSTN 712 -0.419 0.997 125.9 88.5 144.1
OLUJIC 712 -0.023 0.341 64.6 6.3 39.8
REZA 712 -0.076 0.651 90.3 22.1 91.2
STOBRA 712 -0.226 0.562 107.1 37.1 60.7
THOM 712 -0.494 1.329 162.0 122.9 181.7
FLOW PATTERN SPE(:iF IC  MODELS
AGRAWL 696 0.464 0.677 84.4 -27.9 40.0
ARSMOD 712 -0.191 0.532 72.8 32.5 76.8
BJACOR 618 -0.692 3.306 545.0 378.4 782.8
HAMHAR 712 -0.060 1.631 10095.2 598.5 10591.3
HANRAT 712 0.161 0.585 86.1 -2.8 110.9
HASHST 710 0.039 0.541 75.9 8.6 189.1
JOHANN 712 0.605 0.822 83.8 -33.8 39.6
MUKBRI 712 -0.545 2296 379/1 232.0 511.5
PERSEN 526 0.119 1.169 221.0 22.2 160.9
RUSSEL 712 1.366 1.831 98.5 -51.9 52.7
TAITST 712 0^92 1.157 104.3 -41.8 47.0
TATDUK 707 0.963 1.175 93.9 -45.6 44.3
Table 5.10: Performances of prediction methods vs. stratified wavy horizontal two- 
phase flow data as categorised by the Taitel & Dukler (1976) Flow Pattern Map.
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Figure 5.10: Probability density functions, generated by an analysis of stratified wavy
horizontal two-phase data, for empirical correlations. A) Bandel (1973), B) Beattie &
Whalley (1982) and C) Fiiedel (1979).
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Figure 5.10: Probability density functions, generated by an analysis of stratified wavy
horizontal two-phase data, for empirical correlations. D) Gronnenid, E) Lockhart &
Martinelli (1949) and F) Olujic (1985).
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Figure 5.11: Probability density functions, generated by an analysis of stratified wavy
horizontal two-phase data, for phenomenological models. A) Agrawal et al. (1989), B)
Hart et al. (1989) and C) Hanratty (1987).
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Figure 5.11: Probability density functions, generated by an analysis of stratified wavy 
horizontal two-phase data, for phenomenological models. D) Hashizume et al. (1985).
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Figure 5.12: Variation in X|n for phenomenological model predictions of two-phase 
stratified flow. A) Agrawal er al. (1973), B) Hart et al. (1989), C) Hanratty (1987) 
and D) Hashizume et al. (1985). E) scale for X^.
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5.3.2 Annular-Dispersed Flow
Table 5.11 includes the averaged statistical parameters for annular-dispersed flow data, 
and reveals again that empirical correlations are generally superior in performance to 
the phenomenological models. Of the latter, only Hashizume et a l ’s annular flow 
model (1985) appears to perform adequately and, in fact, performs better than all other 
methods tested. The empirical methods of Reza (1986) and Bandel (1973) are of 
similar performance, with the methods by Friedel (1979), Olujic (1985) and Beattie & 
Whalley (1982) also performing well.
The PDFs of six empirical methods are provided in Figure 5.13. Only one method, that 
of Friedel (1979), shows any consistency between different systems (Figure 5.13B). Its 
predictions of air-oil data are, however, less than acceptable. This is due to the high 
viscosity ratios of many of the data, which can be seen clearly as overpredictions (blue 
points) situated on the left side of Figure 5.4B.
All other models show erratic performance, as illustrated by the remaining PDFs in 
Figure 5.13. In particular, the performance of the Olujic (1985) correlation is noted 
(Figure 5.13E). Ferguson & Spedding (1995) recommended the method for use under 
annular flow conditions after analysis on a data bank consisting only of air-water data. 
The prediction of air-water data is indeed found to be superior to other methods, 
however, it returned rather poor predictions of steam-water and air-oil data, providing 
evidence that the accuracy of the method is system dependent.
System based PDFs are given in Figure 5.14 for three phenomenological models: Hart 
et al. (1989); Hashizume et al. (1985); Taitel et al. (1989). It was concluded earlier 
(Section 5.2) that PDFs for phenomenological models must be considered carefully. 
Let us consider each model individually, starting with the model of Hart et al. (1989).
Briefly, the ARS model is based on experimental data for the wetted wall fraction, 
among other things, and assumes a relative interfacial roughness of 2.3 times the film
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thickness. The model was originally prescribed only for low holdup conditions, which 
lie far to the left of the Baker flow pattern map (Appendix D).
Figure 5.14A reveals that this model shows consistent behaviour in all systems but 
steam-water flow, with the overall performance subsequently being adversely affected. 
Figure 5.15 provides an explanation for the observed variation in terms of the data 
analysed. Plotting the errors onto Baker’s flow pattern map reveals that poor 
predictions exist in specific regions of the map, which are indicated by the red 
(underpredicted) data points lying to the right of Figures 5.15A and 5.15B.
Lines of constant film thickness are plotted upon Figures 5.15A and 5.15B. These are 
predicted mean values generated for flow in a 1” pipe at NTP. They reveal a 
discontinuity which is the result of the wetted wall fraction becoming unity i.e. the 
liquid film wets the pipe wall completely.
It is noted that the area of poor prediction corresponds to the region where the wetted 
wall firaction is unity. Outside of this region the predictions are good. This region of 
underprediction causes the mean value of Xin to be pulled high, while also increasing 
the spread of the error distribution, explaining the shape of the PDFs in Figure 5.14A. 
In the case of steam-water flow, the majority of data exist in this region (Figure 5.15B) 
and, as such, the performance of the method appears to be worse in this system. The 
poor prediction of steam-water flow is mainly due to the type of flow being predicted 
within the annular-dispersed regime.
The second phenomenological annular flow model to be examined in depth is that of 
Hashizume et a l (1985). The PDFs are presented in Figure 5.14B and provide the 
finest example of the difference between phenomenological models and empirical 
methods in terms of system non-specificity.
Along similar fines to the investigation of the ARS Model, Figure 5.15C illustrates the 
variation in Xin associated with air-water annular flow predictions as a function of its
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position on the flow pattern map. Included are the predicted mean film thickness. No 
particular variation exists across the map or between systems, as illustrated in Figure 
5.6, which indicates a good model for annular flows. This is perhaps surprising, as the 
model neglects the important effects of liquid entrainment and deposition, phenomena 
which Hewitt & Govan (1990) have shown to increase wall shear stress in vertical 
annular flow by as much as 50%. Furthermore, the model assumes a smooth interface 
and disregards the effect of disturbance waves.
The third and final model to be considered is that of Taitel et a l  (1989). The system 
based analysis for the entire composite model (Figure 5.8) revealed that the model 
displayed considerable variation across the flow pattern map. Figure 5.15D considers 
annular flow data only and reveals that the error appears to be a strong function of the 
predicted relative film thickness. The assumption that the interfacial friction factor is a 
linear function of the film thickness is obviously highly influential. The correlation used 
is valid for film thickness less than 0.03. However, this corresponds to the area of 
gross underprediction in Figure 5.15D. This result was anticipated due to the 
erroneous use of Wallis’s interfacial friction factor correlation.
In conclusion, the results of this annular-dispersed flow analysis have revealed that 
phenomenological models are capable of predictions of a more consistent nature than 
empirical methods. In one case at least, they are shown to be system independent, as is 
the true sense of phenomenological behaviour.
The classical style uniform velocity profile model of Taitel et a l  (1989) has been 
shown to perform poorly over a wide range of conditions for which annular flow is 
predicted to occur. The model of Hashizume et a l (1985) appears to provide a high 
level of both accuracy and precision, as well as system independence which places it 
ahead of empirical methods giving similar overall PDFs. The ARS model of Hart et a l  
(1989) provides a unique link between stratified and annular flow phenomena. It is 
shown to be accurate over a wider range than originally specified, although its use is to 
be avoided in cases where the liquid film covers the entire pipe wall.
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LOGARITHMIC LINEAR
Method n x ,„ Sin Sabs a
EM PIIaCA L COR]RELATIONS
BANDEL 4372 -0.100 0.599 10149.7 23.3 79.8
BANKOF 4393 -0.909 17.781 402054.2 7731.2 59180.1
BARCHI 4393 -0.465 1.873 8431.6 273.5 1908.8
BEATTI 4393 0.124 0.696 19317.0 2.6 88.6
BCOEFF 4392 -0.307 1.202 30199.6 94.1 233.8
BONN 4389 -0.254 1.042 18905.0 68.9 2912
CCOEFF 4393 -0.507 2.297 257932 388.0 2500.6
CHABAN 4393 -0.421 1.634 80945.7 152.8 3652
CHAWLA 4393 -0.782 13.509 23035893 8839.6 37260.3
CICCHI 4393 -0.247 0.867 5974.5 56.4 141.3
DUKLER 4393 0.369 0.762 52782 -17.9 693
FRIEDL 4393 0.084 0.778 4377.7 15.1 182.9
GRONNE 4393 0.076 0.785 20278.8 12.0 982
LOCMAR 4393 -0.179 0.903 20978.0 53.4 163.9
LOMCAR 4393 -0.149 1.512 5471.5 75.0 260.3
LOMPED 4393 -0.515 1.596 6815.6 151.5 254.7
MOUKES 3926 -0.193 0.725 18182.5 42.7 106.8
MULSTN 4393 -0.068 0.607 87532 19.9 952
OLUJIC 4393 -0.084 0.726 30566.4 32.9 163.8
REZA 4393 -0.004 0.565 9166.9 10.9 80.2
STOBRA 4393 -0.143 0.577 18526.7 28.6 91.5
THOM 4393 -0.253 (1839 20886.2 56.8 148.9
FLOW PATTERN SPECIFIC MODEI.S
ARSMOD 4393 0.446 0.900 5192.4 -21.2 57.5
HAMHAR 4393 0.452 1.372 22017.7 22.6 1931.3
HASHAN 4329 -0.043 0.538 9592.5 15.3 68.8
MUKBRI 4393 -0.102 1.064 19769.4 52.0 2683
TAITAN 4393 0.084 1.151 23900.9 25.0 145.6
Table 5.11: Performances of prediction methods vs. horizontal two-phase annular flow 
data as categorised by the Taitel & Dukler (1976) Flow Pattem Map
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Figure 5.13: Probability density functions for empirical methods, generated by an
analysis of annular dispersed horizontal two-phase data. A) Beattie & Whalley (1982),
B) Friedel (1979) and C) Lockhart & Martinelli (1949).
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Figure 5.13: Probability density functions for empirical methods, generated by an
analysis of annular dispersed horizontal two-phase data. D) Reza (1985), E) Olujic
(1985), and F) Bandel (1973).
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Figure 5.14: Probability density functions for phenomenological models, generated by
an analysis of annular dispersed horizontal two-phase data. A) Hart et al. (1989), B)
Hashizume etal.  (1985) and C) Taitel etal.  (1989).
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Figure 5.15: Variation in and relative liquid film thickness, 5/d, as predicted for 
two-phase annular flow data. A) Hart et a i (1989) vs. Air-Water B) Hart et al. (1989) 
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5.3.3 Interm ittent Flow
Intermittent flow, as the name might suggest, is an unsteady non-uniform flow. Steady 
state empirical methods are incapable of creating a complete picture of intermittent 
flow, and can only hope to produce space and time averaged values of parameters such 
as pressure gradient. Judgement on the accuracy of empirical methods under 
intermittent conditions is, therefore, made with this is mind.
The correlations of Bandel (1973) and Beattie & Whalley (1982) clearly provide the 
best average pressure gradient predictions, as can be concluded from the logarithmic 
statistical analysis results presented in Table 5.12. The methods are quite different in 
structure, with the former being based on a heterogeneous model and derived from 
analytical principles and the latter being based on homogeneous theory. Use of an 
homogeneous model to characterise an intermittent flow may appear inappropriate, but 
closer examination shows that the homogeneous method proposed by Cicchitti et a l 
(1960) also performs very well. As discussed in Section 2, models of slug flow were 
developed which ignored the shear forces developed in the film region of the slug flow 
(Hubbard & Dukler, 1975). The dominant shear forces were considered to exist in the , 
liquid slug region, which is treated as an homogeneous two-phase mixture. Thus, it 
appears that homogeneous theory is also used in state-of-the-art slug flow modelling. 
Mukheijee & Brill also recommended the use of no-slip homogeneous equations. 
Figure 5.7 shows that this assumption works well for intermittent flows of lower flow 
quality.
The PDFs associated with the predictions of six empirical methods are presented in 
Figure 5.16. Immediately conspicuous are the PDFs corresponding to refrigerant 
intermittent flow; the PDFs for other systems appear consistently similar for each of 
the methods of Bandel, Beattie & Whalley, Cicchiti and Friedel. Errors associated with 
the methods proposed by Moussalli & Kesper and Müller-Steinhagen (Figures 5.16 B 
& F respectively) show a general sensitivity to fluid system.
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In the majority of cases beyond these methods, the performance of empirical 
correlations is substandard. Models used outside their prescribed flow pattem are also 
ineffectual. As observed previously in Section 5.2, the extrapolation by Hashizume et 
<3/. (1985) of their annular flow model to intermittent flow conditions is the weak point 
of the composite model. The results in Table 5.12 reiterate this finding. Not only is this 
model ill-representative of the structure of intermittent flow, but it also fails to predict 
the pressure drop with any degree of accuracy.
To reproduce a more complete picture of intermittent flows, researchers turned to 
phenomenological models. These provide ‘snapshots’ of the flow, depicting the 
geometrical stmcture of the flow at a given instant in time. By stepping along in the 
positive time direction the model forms a ‘movie’ of the flow.
Each of the slug flow models proposed by Hubbard & Dukler, Nicholson et a i and 
Taitel et al. is based upon the unit cell concept, proposed originally by Hubbard & 
Dukler (1975). The following discussion provides a gauge of the progress made since 
that original model.
The original horizontal flow unit cell model (Dukler & Hubbard, 1975) suffers firom 
convergence problems under certain conditions, as noted by Nicholson et al. (1978). 
Predictions were only possible for two thirds of aU slug flow data. The error 
distribution parameters (Table 5.12) show that over all fluid systems the model fares 
worse than many empirical methods. The PDFs of Figure 5.17A also show a tendency 
for errors associated with the prediction of refrigerant data to be erratic, although this 
is masked by the generally poor performance of the model.
An improved form of the unit cell model was presented by Nicholson et al. (1978). 
Two solution procedures for their model are presented: slug frequency closure and 
slug length closure. In this dissertation. Methods 1 and 2 are solved through the 
introduction of slug frequency information while Method 3 employs an assumption of 
constant slug length. The improved range of application for which convergence occurs
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and the relatively accurate pressure gradient predictions indicate a very useful model. 
The accuracy, as indicated by the error statistics shown in Table 5.12, are matched 
only by the empirical methods of Bandel (1973) and Beattie & Whalley (1982). Acting 
heavily in its favour, however, is the model’s ability to concurrently offer information 
regarding intermittent two-phase flow phenomena.
Effectively the same results are obtained by Methods 1 and 3 i.e. with Grescovich & 
Shrier’s slug frequency correlation or if slug length is assumed to 30 times the pipe 
diameter. This is an important result when one considers that a number of attempts to 
model slug flows subsequent to Nicholson et al. have also incorporated the constant 
slug length assumption (Taitel & Bamea, 1990; De Henau & Raithby, 19956).
A comparison of the predictions generated by Dukler & Hubbard’s original unit cell 
model with the modified model of Nicholson et al. can be made through Figures 5.18 
B and 5.18C. Dukler’s model meets with convergence difficulties at lower flow 
qualities, a region in which excellent predictions are generated by Nicholson’s model. 
This explains, to a greater extent, the apparent improvement in prediction accuracy 
gained through the use of Nicholson’s model described by the data in Table 5.12.
The more recent slug flow model by Taitel et al. (1989) is a simplified unit cell model. 
The streamlined approach makes convergence easier, but at the price of reduced 
generic accuracy. The results are nevertheless better than most empirical methods. 
Indeed, the linear analysis has returned a particularly good result for this model. This 
may be rather misleading in that Hashizume’s annular flow model (1985) provided 
even better results according to this technique, despite being shown to be very poor in 
this regime. It was shown in Chapter 4 that the lower bound on the linear error scale is 
the cause of such occurrences.
No significant difference in the variation in Xi„ as a function of Baker co-ordinates can 
be observed between the models of Taitel et al. and Nicholson et a l, a conclusion 
drawn by comparison between Figures 5.18C and 5.18D. The greater tendency for
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Taitel’s model to underpredict is reflected in the visibly higher number of yellow and 
red markers in Figure 5.18D, which concentrate mainly in regions of higher flow 
quality.
It is noted that in each of the individual Figures of 5.18, in which predictions of air 
water data are plotted against Baker co-ordinates, predictions generally improve with 
increasing distance from the stratified wavy flow / intermittent flow pattem transition 
boundary. This might also be considered to be a combined effect of mass flux and flow 
quality; erroneous predictions tend to concentrate in regions of low mass flux and high 
flow quahty.
Errors associated with low flux, high quality data are observed to range from gross 
overprediction to gross underprediction. The observation is not confined to 
phenomenological models; it is readily observed in Figure 5.18A which illustrates 
errors associated with predictions made by the empirical correlation of Bandel (1973). 
This suggests that the data may be influenced by variable experimental conditions 
experienced at the time of measurement. Here is a clear example of the necessity for 
the data bank to include phenomenon specific information. In this case, knowledge of 
the slug frequency, slug length and hquid holdup corresponding to measured pressure 
gradient data may explain the spread of errors close to the transition boundary. 
Explanation of errors in terms of intermittent flow phenomena is not possible with the 
present data bank.
As already mentioned. Figures 5.16 and 5.17 reveal that predictions of refrigerant data 
are subject to underestimation by all methods considered in those Figures and many 
others correlations for which Figures are not included. The refrigerant data included in 
this intermittent flow analysis he in the vicinity of the transition boundary and thus in a 
region shown by the analysis of air-water system data to be prone to poor prediction.
On the other hand, the transition boundary predicted for air-oil flow occurs at higher 
Baker co-ordinate values. Many of the air-oil data predicted by Taitel & Dukler to be
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in slug flow occupy areas of the flow pattem map which correspond to accurate 
prediction for air-water flows. As a result of the region occupied, the air-oil system 
data appear to fare better in the statistical error analysis. If we look again at the 
predictions of air-oil data in the adjacent flow pattem of stratified wavy flow, 
illustrated in Figure 5.12, it can be seen that as the slug flow regime is approached 
errors become more erratic.
Therefore, the relative performances with respect to both system and flow pattem may 
well be the result of inaccurate prediction of flow pattem transition boundaries.
In summary, empirical pressure gradient methods are unable to represent local flow 
variations associated with unsteady non-uniform flow. For intermittent flows they 
provide temporally and spatially averaged values only. Homogeneous methods, 
however, have retumed particularly good averaged predictions of pressure gradient for 
intermittent flow. This is a result of the dominance of the shear forces developed 
within the liquid slug region, which is considered to act as a homogeneous mixture.
Phenomenological models concurrently provide information specific to the 
intermittency of the flow and have attained a level of pressure gradient prediction 
accuracy equal to the best available empirical methods. The enhanced power of 
intermittent flow models, along with proof of their prediction capabihties, provides a 
basis with which to recommend their use over empirically derived correlations.
Further analysis of the errors associated with both empirical and phenomenological 
methods show them to congregate at the transition boundary. This indicates that 
intermittent flow phenomena occurring within this region are not constant, but rather 
exhibit a distribution of values. Thus, pressure gradient measurements will be a 
function of the intermittent flow phenomena existing at the time of measurement, i.e. 
under otherwise constant conditions pressure drop measurements wiU be influenced by 
variations in slug characteristics such as frequency, length and holdup. It would seem 
that errors can only be reduced given more detailed knowledge of these phenomena 
and data banks should be developed to contain such information.
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LOGARITHMIC LINEAR
Method n Xin Sin Sabs or
EMPIRICAL COR]RELATIONS
BANDEL 1520 0.053 0.566 1686.4 9.1 293.9
BANKOF 1520 -0.256 1.755 20668.9 576.4 10242.2
BARCHI 1520 -0.189 1.193 5590.3 146.2 1433.9
BEATTI 1520 0.002 0.580 1675.9 16.6 354.8
BCOEFF 1520 -&188 1.015 3671.8 70.3 435.4
BONN 1519 -0.609 2.529 10115.6 263.5 1934.4
CCOEFF 1520 -0.196 1.081 5296.2 109.3 940.6
CHABAN 1520 -0.080 1.158 12404.4 69.9 921.1
CHAWLA 1520 0.477 31.064 3010276.5 8286.2 40455.6
CICCHI 1520 0.011 0.670 1753.9 21.4 440.2
DUKLER 1520 0.297 0.724 2059.0 -9.2 284.9
FRIEDL 1520 -0.131 0.676 1498.3 40.9 433.3
GRONNE 1520 0.642 (1982 2615.6 -2K3 206.6
LOCMAR 1520 -0.071 0.769 2349.9 37.1 36T8
LOMCAR 1520 -0.268 1.519 1388.4 135.3 84L8
LOMPED 1520 -0.002 1.080 1828.5 46.6 719.4
MOUKES 1410 -0.060 0.781 4554.7 31.1 312.3
MULSTN 1520 0.262 0.657 1934.1 -5.7 337.8
OLUJIC 1520 0.194 0.854 1797.2 2.2 354.6
REZA 1520 0.519 0j%3 1943.1 -20.0 285.8
STOBRA 1520 0.019 0.813 1582.2 21.0 450.1
THOM 1520 -0.165 0.674 1467.6 45.6 509.9
FLOW PATTERN SPECIFIC MODICLS
DUKHBl 910 0.155 0.785 1655.4 8.2 398.1
DUKHB2 998 0.169 (1858 3276.7 8.1 366.2
HASHAN 1519 1.000 1.488 2724.8 -36.7 182.0
NICHLl 1411 -0.032 0.565 1703.3 21.3 396.7
NICHL2 1341 -0.050 0.639 1335.5 27.2 426.3
NICHL3 1353 -0.023 0.583 1782.4 2L8 430.5
MUKBRI 1520 -0.145 0.953 1582.4 60.1 630.6
TAITSL 1488 0.199 0.742 1986.5 -0.4 28L6
Table 5.12: Performances of prediction methods vs. horizontal two-phase intermittent 
flow data as predicted by the Taitel & Dukler (1976) Flow Pattem Map
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Figure 5.16: Probability density functions for empirical methods, generated by an
analysis of intermittent horizontal two-phase data. A) Bandel (1974), B) Beattie &
Whalley (1982) and C) Cicchiti (1960).
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Figure 5.16: Probability density functions for empirical methods, generated by an
analysis of intermittent two-phase data. D) Friedel (1979), E) Mousalli & Kesper (in
VDI Warmeatlas, 1994) and F) Müller-Steinhagen (1986).
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Figure 5.17: Probability density functions for phenomenological models, generated by
an analysis of intermittent two-phase data. A) Dukler & Hubbard 1 (1975), B)
Nicholson et a l  3 (1978) and C) Taitel e t a l  (1989).
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5.3.4 Dispersed Bubble Flow
The error distribution parameters generated from the analysis of dispersed bubble flow 
are presented in Table 5.13. The generally low magnitude of the scatter parameters, Sin 
and a, indicates that the predictions of many methods are good.
The PDFs for various empirical correlations are presented in Figure 5.19. Immediately 
obvious are the consistently steep PDFs associated with the prediction of air-water 
data. The fact that these data are predicted well is symptomatic of the fact that air and 
water are used as a model two-phase system and the resulting data are conunonly used 
in model development. The increase in scatter for steam-water and air-oil system data 
adds weight to the current debate on whether air and water is, in fact, a good model 
two-phase system.
The methods already known to provide good predictions i.e. Bandel (1973) and 
Friedel (1979), have once again shown themselves to be amongst the top correlations, 
although both show variation in both mean error and scatter with fluid system (Figures 
5.19A and D respectively). Olujic’s (1985) method provides predictions whose overall 
accuracy and precision are similar to the above methods. Within this regime, however, 
mean errors associated with Olujic’s method appear to be less sensitive to system 
variation (Figure 5.19F).
The dispersed bubble flow region is considered by many to be adequately modelled 
assuming homogeneity. The homogeneous method of Beattie & WhaUey (1982) 
achieves high accuracy and suggests that the assumption is valid. However, the 
correlations by Cicchiti et a l (1960), Dukler CASE I (Dukler et a l  1964) and 
Lombardi & Pedrocchi (1972), also based on homogeneous flow principles, do not 
perform as well as heterogeneous flow models, putting the homogeneous assumption 
into question. In addition. Figure 5.19B reveals that the good overall prediction of the 
Beattie & Whalley correlation is governed by accurate predictions for air-water flow, 
while the PDFs for other systems, particularly air-oil, show markedly increased scatter.
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The C-Coefficient method gives very good results in the dispersed bubble flow regime. 
Thom’s (1968) method, which is similar to the C-Coefficient method, returned almost 
identical results. The C-Coefficient correlation also provides a high level of consistency 
between fluid systems and predicts air-oil data better than any other empirical 
correlation. The coefficient, C, is determined as a function of the density ratio, as 
previously discussed in Section 2.2.3. Collier subsequently suggested that this function 
only applies to bubbly flows, as discussed by Chisholm (1983). This observation has 
been verified by the fact that the correlation has successfully generated predictions 
within this regime and not for other flow patterns. It also reflects the fact that the 
coefficient, C, is an indicator of the level of phase interaction. Bubble flows exhibit a 
large interfacial area, phase interaction is high and C~21. Comparing this to stratified 
flows, phase interaction is low and Collier suggests C=2.
The characteristic error distributions of the Lockhart & Martinelh (1949) correlation 
are presented in Figure 5.19E. As already encountered on a number of occasions in this 
Section, the method provides reasonable predictions for air-water and air-oil two- 
phase flow, while beyond these two systems the performance is poor.
Phenomenological models for this flow pattern generate predictions showing good 
agreement with measured data. The method of Nicholson et al. (1978) includes its own 
flow pattern transition boundary between intermittent and bubbly flow and, as such, 
predictions made within the Taitel & Dukler (1976a) dispersed bubbly flow regime use 
both models. While this may introduce a level of irregularity into the analysis, 
advantages exist in terms of continuity of model structure and the smooth transition 
between the two models. The particular value in this action may be seen when 
recommendations are to be made in the use of phenomenological models (Section 
5.3.5); the model by Nicholson et al. is shown to perform well across the 
intermittent/bubbly flow transition boundary.
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Taitel et al. (1989) suggested a model for dispersed bubble flow that describes an 
elongated bubble flow separated by single-phase hquid slugs; the mixed two-phase 
region normally associated with the hquid slug is replaced with single phase liquid. On 
the other hand, Nicholson et al. suggested that the slug flow unit ceh model should 
transform into a homogeneous mixture in uniform flow. Mukheijee & BiiU (1985) also 
assumed a no-slip homogeneous approach.
Referring again to Table 5.13, Taitel’s model is shown to underpredict measured 
pressure gradients and the associated errors have markedly greater scatter about the 
mean value than other methods. Nicholson’s model, however, shows only a minimal 
level of underprediction and very low scatter. This suggests that the transition between 
intermittent and dispersed bubble flow is more accurately modelled on the basis of 
suppression of the elongated bubble, rather than the bubble becoming the dominant 
feature as hypothesised by Taitel et al. (1989). The mechanism for 
intermittent/dispersed bubble flow transition, described by Taitel & Dukler (1976a), is 
one in which the buoyancy forces acting to form bubbles at the top of the pipe are 
overcome by turbulent forces which cause mixing of the two-phases. This corresponds 
to the theory presented by Nicholson et al. and not Taitel’s later modelling work.
The PDFs for the phenomenological models are presented in Figure 5.20. The PDFs 
for the homogeneous flow model of Mukheijee & Brill (1985), presented in Figure 
5.20A, are shown to be only weakly system specific. However, the errors exhibit 
greater scatter than those of other models. As for many homogeneous methods, 
predictions are generally lower than the measured value.
The results obtained by Nicholson’s model are described in Figure 5.20B. No variation 
in PDFs were noted when the solution procedure was changed. While the PDFs for the 
air-oil system data is noticeably flatter than for other systems, the model’s predictions 
of these data are as accurate as the best empirical methods.
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The elongated bubble model of Taitel et a l  (1989) shows good results in air-water and 
steam-water flows but fails to predict air-oil data with an acceptable degree of 
accuracy (Figure 5.20C).
In summary, the commonly held assumption that homogeneous models provide a good 
basis for pressure gradient prediction in dispersed bubble flows has been put into 
question. The results of this flow pattern map based analysis have revealed mixed 
performance from homogeneous flow models. This may be the result of inaccurate 
flow pattern transition determination. However, the result has implications for the 
application of homogeneous flow theory when interfacial structure is not necessarily 
known i.e. from a design perspective. Other methods, including both heterogeneous 
flow correlations and phenomenological models, have provided improved accuracy and 
are more consistent with respect to fluid system. The best of the heterogeneous flow 
methods referred to are those of Bandel and Friedel.
It is clear that the phenomenological models evaluated in this study are not a complete 
collection of models for this flow regime. The evaluation has, however, shown that 
mechanistic models are capable of highly accurate predictions and are able to compete 
with traditionally preferred empirical methods. They are, perhaps, best represented by 
the model of Nicholson et al. (1978), which has also been shown to provide useful 
predictions in its specialist flow pattern - intermittent flow. Not only does this model 
provide accurate predictions of pressure gradient, it incorporates its own transition 
boundary which allows the model to change regime without encountering any 
discontinuities in predictions at the transition boundary.
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LOGARITHMIC LINEAR
Method n x ,„ Sin Sabs a
EMPIRICAL COR]RELATIONS
BANDEL 195 0.001 0.268 2163.7 2.7 30.0
BANKOF 206 0.180 0.321 3096.6 -13.4 32.6
BARCm 206 0.149 0.293 2953.4 -11.3 30^
BEATTI 206 0.014 0.259 1820.7 1.3 284
BCOEFF 206 -0.098 0.468 11824.8 23.0 268J
BONN 206 -0.519 1.355 15778.4 125.9 1383)
CCOEFF 206 -0.013 0.184 1733.4 3.0 26.9
CHABAN 206 (1289 0.497 3694.1 -19.0 44.1
CHAWLA 206 jL386 6Z758 1759292.8 3913.8 53138.3
CICCHI 206 0.234 0.437 3063.9 -15.9 32.8
DUKLER 206 0.238 0.435 3167.6 -16.2 32.6
FRIEDL 206 0.027 0.213 1945.3 -1.0 20.0
GRONNE 206 0.275 0.415 3426.8 -19.5 31.5
LOCMAR 206 0.079 0.509 8721.7 3.0 193.4
LOMCAR 206 1.403 1.695 4327.5 -53.7 32.5
LOMPED 206 0.953 1.286 4493.1 -4Z8 41.5
MOUKES 180 0.111 0.250 1620.2 -8.5 21.6
MULSTN 206 0.225 0348 2808^ -16.7 24.5
OLUJIC 206 0.050 0.253 1930.0 -2.4 27.9
REZA 206 0.262 0.393 2873.4 -18.8 24.2
STOBRA 206 -0.113 0.339 2164.0 16.2 36.7
THOM 206 -0.041 0.186 1699.5 5.9 27.2
FLOW PATTERN SPECIFIC MODI:l s
MUKBRI 206 0.139 0.250 2134.8 -10.5 25.6
NICHLl 206 0.028 0.201 1903.2 -0.8 26.7
NICHL2 186 0.036 0.199 1974.5 -1.0 24.8
NICHL3 206 0.028 0.202 1905.3 -0.8 26.8
TAITBU 206 0.096 0335 2023.8 -5.4 29.1
Table 5.13: Performances of prediction methods vs. horizontal two-phase dispersed 
bubble flow data as categorised by the Taitel & Dukler (1976) flow pattern map.
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Figure 5.19: Probability density functions for empirical methods, generated by an
analysis of horizontal dispersed bubbly two-phase flow data. A) Bandel (1973), B)
Beattie & Whalley (1982) and C) Chisholm’s C-Coefficient (1967).
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Figure 5.19: Probability density functions for empirical methods, generated by an
analysis of horizontal dispersed bubbly two-phase flow data. D) Friedel (1979), E)
Lockhart & Martinelli (1949) and F) Olujic (1985).
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Figure 5.20: Probability density functions for phenomenological methods, generated
by an analysis of horizontal dispersed bubbly two-phase flow data. A) Mukheijee &
Brill (1985), B) Nicholson et a l  (1978) methods 1&3 and C) Taitel et a l  (1989).
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5.4 Recommended Composite Methods
Three composite methods have been developed to establish a more generic method 
based on flow pattern specific performance. They are described in Table 5.14. Their 
performance indicators are listed in Table 5.2 and should be compared to the 
performance parameters given in Table 5.1 for individual generic methods.
Method
Stratified
Smooth
Stratified
Wavy
Annular
Dispersed
Intermittent Dispersed
Bubble
A Dukler Dukler Beattie & 
Whalley
Beattie & 
Whalley
Beattie & 
Whalley
B Agrawal et 
al.
Hashizume 
et al.
Hashizume 
et al.
Nicholson et 
al.
Nicholson et 
al.
C Agrawal et 
al.
Hart gfaA* Hashizume 
et aZ.*
Nicholson et 
al. #
Nicholson et 
al. #
Table 5.14: Composite methods designed to enhance prediction accuracy. *,# Taitel & 
Dukler (1976&) flow pattern map is not applied to wavy-annular flow transition.
Method A is a simple empirically based composite method. It is observed that the 
Beattie & Whalley (1982) correlation, despite being a particularly simple correlation, 
predicts with considerable accuracy in all but the stratified flow regimes. On the 
contrary, Dukler's CASE I method (1964) is observed to predict with acceptable 
accuracy in these regimes. Table 5.2 shows that despite the combination of these two 
methods, the overall distribution parameters are inferior to those obtained for the 
methods of Bandel (1973) and Miiller-Steinhagen (1986), the latter method itself being 
a pure empirical model of considerable simplicity. Therefore, no real gain has been 
made in the combination of these two methods. The system based PDFs for composite 
method A are given in Figure 5.21 A. Although system based sensitivities are not 
significant for this empirical method, the method is inhibited by its inability to 
simultaneously generated interfacial structure information.
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Method B is comparable to the composite models described in Section 2.4.1.5 but 
comprises solely of phenomenological models. It has been shown that the models of 
Hashizume et al. (1985) are effective under stratified wavy flow and annular flow 
conditions. The inclusion of models to predict pressure gradients in intermittent flows, 
dispersed bubbly flows and stratified smooth flows makes the composite method 
complete for all flow patterns. The model by Nicholson et al. (1978) is found to be the 
most effective mechanistic model for slug flow and includes an homogeneous method 
for prediction of pressure drop in dispersed bubble flow. Predictions in stratified 
smooth flow may be effectively generated with the model of Agrawal et al. (1973).
Compared with the overall performance indicators for aU other prediction methods 
(Table 5.1), Table 5.2 shows that Method 2 results in reduced values of Xin and Sin, as 
well as an acceptably low S a b s - This is a result of considerable importance and 
indicates that flow pattern specific models can be used with as much confidence as 
empirical methods, if not with greater confidence. Unlike empirical methods, which 
generally focus on a single two-phase parameter, models provide significant quantities 
of information regarding the structure of the flow e.g. holdup, film thickness, slug 
length. This has significant advantages in the modelling of heat and mass transfer 
processes.
Figure 5.21B reveals the improved prediction capabilities with respect to system based 
PDFs. The most notable difference between the PDFs of Methods A and B is the 
consistency of the PDFs associated with the various systems. The consistency of the 
PDFs for Method B are clearly superior to those observed for other so-called ‘generic’ 
methods (Figures 5.2 and 5.3).
Method C is similar to Method B, varying primarily in the preferential use of the wavy- 
annular flow transition criterion put forward by Hart et al. (1989). In brief, the method 
involves Hart’s low liquid holdup model for cases where wall wetting is incomplete, 
i.e. the wetted wall fraction is less than unity. Figure 5.15A shows the model’s 
accuracy limit to be clearly related to this condition. Beyond this boundary, the annular
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flow model of Hashizume et al. is recommended, although Figure 5.15C shows that 
under these conditions, this model is also prone to considerable scatter in error.
In stratified wavy flow, the ARS model is the dominant partner and statistics vaiy little 
from those generated for that model alone. For annular dispersed flows, the statistics 
reveal that the suggested use of the models of Hart et al. and Hashizume et al. reduces 
the scatter of errors by 7% compared to the Hashizume model alone. As a result, the 
overall scatter statistics show a reduction in scatter of 5% compared to Method B. 
Compared to the best empirical method, that of Bandel (1973), a reduction in Sin of 
10% is observed along with a 75% reduction in Xin. Significantly better results are 
returned for each of Methods B and C when compared to composite models found in 
the literature. In addition, the PDFs presented in Figure 5.21 C show the improvement 
in overall statistics coincide with an reduction in the system sensitivity.
The system based PDFs for the various generic methods evaluated, given in Figures 
5.2, 5.3 and 5.21, are compared. Those corresponding to the recommended composite 
phenomenological models, shown in Figures 5.2IB and C, are clearly less sensitive to 
fluid system than other methods evaluated. The ability to consistently predict pressure 
gradient information in a number of fluid systems has, in the past, presented one of the 
great challenges to empirical method development. The use of phenomenological 
models appears to have significantly reduced this source of error.
The recommendations bom out of this analysis, which are represented by the 
composite phenomenological models B and C, now need to be analysed against an 
independent data set to establish the true generic capabilities of this combination of 
models. This is expected to be the focus of future research.
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Figure 5.21: Probability density functions for composite methods, generated by an 
analysis of all horizontal two-phase data. A) Method A, B) Method B and C) Method 
C.
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6. Summary and Conclusions
A search of the literature identified the need to evaluate the performance of the more
recent attempts to model two-phase gas-liquid flow by phenomenological techniques.
A summary of the major steps taken to achieve this is as follows:
• a large source of data was required, the requirements of which were met by the 
TVT-Dukler data bank. The various data were scrutinised to eliminate errors in 
order to obtain a consistent set of pressure gradient data;
• the open literature was the source of 19 flow pattern specific models for horizontal 
flows, comprising of 12 individual regime specific models as well as seven further 
models contained within three composite methods. Along with 22 empirical 
methods, the models have been reproduced in FORTRAN-77 computer code;
• the lack of a statistical method to evaluate flow pattern based systematic error 
variations prompted the development of a unique method for examining large 
quantities of two-phase gas-liquid data. Data are plotted in terms of modified Baker 
map co-ordinates and colour represents the error corresponding to that prediction. 
The resulting maps have provided unique information regarding the presence of 
systematic errors.
The major conclusions are as follows:
• probability density functions generated using logarithmic ratio analysis provide close 
parity with experimentally derived error histograms. Other commonly used 
statistical analysis techniques are shown to be ill-representative of the experimental 
data, as well as failing the criteria of a true Gaussian distribution;
• evaluation of the flow pattern specific models in conjunction with the flow pattern 
map of Taitel & Dukler (1976) has resulted in recommendations regarding the most
123
Part II : Conclusions
accurate models for five specific flow regimes, and has resulted in the development 
of 2 composite phenomenological methods. Overall error distribution parameters for 
these methods are shown to be superior to those of the best empirical method, 
proposed by Bandel (1973);
• empirical systems appear to have greater sensitivity to fluid system than the more 
accurate phenomenological models, a point illustrated by comparison of the system 
based probability density functions (PDFs) of the various methods evaluated. While 
this is not true of aU models, it would appear that for more accurate models, the 
normalisation of two-phase flows by their physical structure has reduced the 
magnitude of error due to fluid system and physical property variation;
• the hypothesis that errors are systematic and a function of the position in the flow 
pattern map is shown not to be true in aU cases. As expected, empirical methods 
show a lower tendency to be influenced in this manner, while only some 
phenomenological methods show a clear trend. Models for annular and intermittent 
flows are more likely to show systematic variations in error due to flow structure;
• a concentration of larger errors, both positive and negative, at the intermittent flow 
transition boundaries suggests that statistical laws govern intermittent flow 
phenomena in this region, rather than the rigid deterministic equations and 
correlations currently in use;
• observations of the effect on error of two-phase flow phenomena, particularly 
intermittency, have illustrated the need to include phenomena specific information 
within two-phase data banks. No phenomenon specific data, such as slug length, 
slug frequency and annular film thickness, are available within the TVT-Dukler 
database at this time. Without data to examine the effect of specific phenomena, 
model performance could only be judged by the prediction of pressure gradient. 
This allows separate models to generate equally accurate pressure gradient 
information while predicting significantly different interfacial structure.
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In future studies, pressure gradient cannot be allowed to be the sole judge of 
performance, nor should it form the basis upon which recommendations are made.
The objective behind the investigation was to evaluate phenomenological model 
performance, and to validate their accuracy in a generic sense. The accuracy and 
precision of composite phenomenological models have been shown to be as good as, if 
not better than, empirical methods, while their ability to simultaneously provide 
information regarding the inteifacial structure presents an additional advantage. 
Phenomenological models may therefore be used with greater confidence in the 
prediction of pressure gradient in horizontal two-phase gas-liquid flow.
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7. A Review of the Literature
Non-adiabatic two-phase flows are commonplace; boilers, condensers and 
thermosyphons are typical examples of equipment in which they exist. Traditional units 
within which a liquid/vapour phase change occurs are tubular, and designers use one of 
a substantial number of adiabatic flow prediction methods of the like discussed and 
evaluated in Part II.
While the plate and frame heat exchanger (PHE) had its conceptual beginnings in 
Germany in the 19th century (in Clark, 1974), the designers were unable to create a 
commercially viable unit. This was achieved in 1923 by an Englishman, Dr. R.J. 
Seligman, who, in response to tougher statutory requirements regarding milk 
pasteurisation, developed the first operational plate heat exchanger (Sehgman, 1964). 
While the concept has changed little, both the construction and performance have 
progressed significantly. A modem PHE is illustrated in exploded view in Figure 7.1.
In the current era when efficient energy usage and environmental impact minimisation 
are keys to successful Process Engineering, the excellent thermal performance of PHEs 
gives them a natural advantage in many cases over alternative heat transfer equipment 
(Cooper, 1974; Kemer et ah, 1987; Carlson, 1992). Some of the numerous and often 
documented characteristics of the PHE are given in Table 7.1. These characteristics are 
generally considered in terms of single-phase duties. Specialised units have evolved to 
minimise the effect of particular disadvantages, e.g. gasket free heat exchangers such as 
Alfa Laval’s Alfa-Rex whose plates are welded together.
From an academic standpoint, the pursuit to quantify the thermohydraulic properties of 
PHE flow has been underway for at least three decades. It was quickly recognised that 
the complexity of the flow path and the number of interacting parameters made generic 
solutions, even for single phase flow, unlikely in the short term. Plate design has been 
traditionally empirical and left to the discretion and experience of so-called experts.
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Advantages Disadvantages
Gasketted construction allows for 
flexibility in plate arrangement, e.g. 
multiple pass arrangements
Gasketted units restricted to low pressure/ 
low temperature applications. Gaskets 
also attacked by corrosive fluids
low hold-up/residence times (for heat 
sensitive fluids such as milk)
high heat transfer coefficients high pressure drops
high shear rates reduce apparent viscosity 
in power law fluids and therefore lowerAP
low approach temperatures (particularly 
useful in plate evaporators)
reduced fouling fibrous or solids’ suspensions block 
narrow channels
ease of cleaning
Table 7.1: Performance characteristics of Plate-and-Frame Heat Exchangers.
A predictive model based on the hydrodynamics belying the bulk characteristics of 
single phase flow in corrugated channels has been published by Martin (1996). 
Meanwhile, the effectiveness of the flow distributors is being examined 
computationally (Kho, 1998). It appears that theoretical modelling and computational 
fluid dynamics have progressed sufficiently far to enable in-depth study of single-phase 
flow in irregular geometries such as PHE channels.
Advances in other areas of PHE technology have seen plate units become increasingly 
used in phase change applications, initially in refrigeration and more recently in vapour 
recompression desalination processes and in the food industries to concentrate fruit 
juice and sugar solutions (Butcher, 1991; Punter & Christopherson, 1995; Christoph et 
a l, 1995). The general structure of the plate evaporator is the same as any single-phase 
PHE, but provision is made for the high velocity vapour flows by enlarging the 
appropriate entry or exit ports. Figure 7.1 illustrates both the traditional PHE and its
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counterpart, the plate evaporator. Both involve asymmetric flow channels and abutting 
plates with chevron style sinusoidal corrugations. The two duties flow in adjacent 
channels, either in co-current or counter-current flow. From an experimentation point 
of view, the corrugated section of a smaller PHE unit can be effectively used to 
represent that of a plate evaporator, as criss-cross flow patterns such as that described 
in Figure 7.2 are generated in both units.
Research into the thermal performance of PHEs remains contemporary, and reviews of 
the pertinent literature are provided by Miiller-Steinhagen & co-workers for single 
phase flow (Bansal, 1994; Kho, 1998) and for subcooled flow boiling (Wenzel, 1992).
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Figure 7.1: A typical plate heat exchanger (top) and Alfa Laval’s EC500 plate 
evaporator (bottom).
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However, the focus of Part III of this dissertation is to investigate the hydrodynamics 
alone by eliminating heat transfer. The following Sections provide a critical review of 
the work published in the field of pressure drop and flow visualisation in corrugated 
plate channels and industrial PHE units, during both single phase flow (7.1) and two- 
phase flow (7.2). The final section, 7.3, provides a review of the non-Newtonian 
rheology of carboxymethylcellulose solutions, used in this investigation to modify the 
viscosity of water.
Figure 7.2 : Criss-cross channel formed by abutting corrugated plates.
Before progressing, a number of important parameters require definition. The 
geometrical parameters of interest are described in Figure 7.3, along with the definition 
of directional axes.
Section A-B
Q .
WIDTH, X
LENGTH,
DEPTH, Z
Figure 7.3 : Definitions of plate geometrical parameters and directional axes.
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7.1 Flow Without Phase Change
Pipe flow studies have shown that correlation of two-phase pressure gradient and heat 
transfer data may be achieved using single phase pressure gradients in the form of the 
Lockhart-Martinelli parameter. The friction factors associated with single-phase flow in 
pipes, traditionally given on a Moody diagram, have been tried and tested over many 
years. Friction factor data for single-phase flows in PHEs, however, have lacked 
generic correlation and were considered for many years to be plate specific.
Since the 1920s, plates have taken on a variety of forms. Although invented in the 
1950s, chevron style plates did not become commonplace until the early 1970s, and 
investigations made before that time on interlocking ribbed geometries (Smith & 
Troupe, 1965; Buonopane & Troupe, 1969) are of little direct relevance to this study. 
Also excluded from this analysis are studies involving plates with non-sinusoidal 
asymmetric repeating units (Focke, 1985) and sinusoidally corrugated channels whose 
surfaces are not in contact (O’Brien & Sparrow, 1982; Sparrow & Comb, 1983; Molki 
& Yuen, 1986; Yalamanchili et a i, 1995). This review is concerned only with 
corrugated channels where the surfaces are in direct contact.
Friction factors for PHEs and corrugated channels are defined by the Darcy-Weisbach 
equation (Eqn. 7.1). The hydraulic diameter is defined for corrugated channels in terms 
of the corrugation depth and an area enlargement factor, O. (Martin, 1996)
% = ^ 7.1
L  pw
d ,  7.2
*  = l ^ l  + Vl + x N  + 4^1 + X "/2), 7.3
where the dimensionless corrugation parameter, X, is,
X = 7.4
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Focke et a l  (1985) presented friction factor data for flow in custom-made corrugated 
channels of various chevron angles. Special care was taken to ensure that the 
corrugations did not become out of phase as the chevron angle varied. Heavner et al. 
(1993) presented friction factor data for industrial plates. With the adjustment due to 
diameter redefinition suggested by Martin (1996), Figure 7.4 shows the friction factors 
presented by Heavner et al. to be comparable in magnitude with those of Focke et al. 
(1985), despite the known influences of the distribution sections.
The Lockhart-Martinelli parameter also requires an estimate of gas phase superficial 
pressure drop. The work of Gaiser & Kottke (1989, 1990) is unique in the evaluation 
of gas phase friction factors. They have revealed evidence to indicate that gases follow 
flow paths similar to those observed for liquid flows and have the same ^ - Re 
relationships. Quantitative values were presented only for Re = 2000, however these 
data compare well to liquid test data (Figure 7.4).
The friction factors of non-Newtonian fluids were studied by Edwards et al. (1974), 
who found them to obey the same ^-Re function as Newtonian fluids, assuming a 
definition for the Reynolds number for power law fluids in pipes (Eqn. 7.5) proposed 
by Wilkinson (1960). The pipe flow assumption appears valid if one considers the flow 
channels generated within a PHE channel to resemble a number of ducts, rather than 
assuming a single rectangular channel of large aspect ratio and constant depth (Z-axis)^
7.5
6n + l
AU friction factor data indicate, however, that the transition from laminar flow to 
transitional flow occurs at very low Re, in the order of 100 (Jiao et a l, 1987) while 
fully developed turbulence is observed only at much higher Re values.
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In a plate evaporator, where low mass fluxes predominate, low superficial Reynolds 
numbers are expected. To evaluate two-phase multipliers, the ability to accurately 
determine friction factors at low Re is required. Reynolds numbers quoted in the 
literature appear to go no lower than 100. Although many indicate laminar flow 
characteristics, i.e. ^ocl/Re, and therefore may be extrapolated to lower Re, questions 
remain in many cases as to the true ^-Re relationship at low Re.
Figure 7.4 provides a summary of the friction factors quoted in the literature, 
determined at a Reynolds number of 2000. Other dimensions of the test sections, such 
as the pitch/amplitude ratio and whether industrial plates or corrugated channels were 
used, are not considered in Figure 7.4. They can explain in part the observed scatter. 
For example, the data of Bond (1981) and Heavner gf al (1993) appear to be less 
sensitive to chevron angle than other data, and may be the result of inlet and outlet 
section pressure drop components dominating the total measured value in plates with 
lower chevron angles. Indeed, Price & Fattah (1978) found the combined contribution 
of the end sections of APV Junior Paraflow plates (P = 55°) to be in excess of 20% of 
the total pressure drop. This figure will, however, vary with chevron angle.
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Figure 7.4: Friction factors for corrugated ducts and PHE channels, at Re = 2000, 
from literature sources.
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7.1.1 Flow Visualisation
The earliest known visualisation of corrugated channel flow was presented by Price & 
Fattah (1978), who used dye injection to monitor low Re flow in a APV Junior 
Paraflow plate channel (p = 55°). They observed some of the fluid to follow the 
furrows and some to form corkscrew patterns. Similar observations were made by 
Focke & Knibbe (1986), who used an electrochemical method to visualise flow in a 
number of custom-built test sections. At low Reynolds numbers (70<Re<125) they 
observed the same two flow paths, which Martin (1996) later referred to as crossing 
flow and longitudinal-wavy flow; these are illustrated in Figure 7.5. Crossing flow 
exists preferentially in channels with low chevron angle. The fluid travels along the 
furrows until it reaches a boundary where it changes both plate and X-axis direction 
as it continues along a furrow on the adjacent plate. Longitudinal-wavy flow, on the 
other hand, was found to exist in preference in channels of high chevron angle i.e. 80°. 
The fluid corkscrews its way forward in the axial flow direction.
A B
Bulk Flow  
Direction
Flow above plane
Flow below plane
Crest o f  corrugation
Figure 7.5: Flow paths existing in corrugated channels. A) Longitudinal wavy flow; 
and B) Crossing flow.
Focke & Knibbe (1986) presented observations made at low Re, and speculated that 
Reynolds number has no influence on the flow path. Di-an & Yunhn (1988) observed
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mainly crossing flow behaviour for flow in a channel with 60° chevrons with low Re, a 
result in agreement with that of Focke & Knibbe (1986). However, at higher Re the 
flow changed from crossing flow to a more turbulent, highly mixed state. Gaiser & 
Kottke (1990) presented flow paths for gas flows of Re = 2000. At low chevron angles 
(j3 = 18° and 27°) they showed crossing flow to clearly exist at this Reynolds number. 
As the inclination angle increased, the flow became less stable, resembling the flows 
observed by Di-an & Yunlin. Pure longitudinal wavy flow eventually formed at P = 
80°, the same angle specified by Focke & Knibbe (1986). Returning to Figure 7.4, it 
can be seen that the friction factor peaks at a chevron angle of 80°, a result likely to be 
caused by transition to longitudinal wavy flow, while the subsequent decrease is due to 
the appearance of channels open in the axial flow direction.
The test section used by Di-an & Yunhn (1988) differed from that of Focke & Knibbe 
in that the chevrons met at a central spine to form a herringbone pattern. They 
tentatively observed that at low Re the flow is contained not only by the gasketted 
edge, but also by the central spine. Similar visualisation experiments using air bubbles 
as a tracer were conducted on APV SR36 plates (P = 40°) by Haseler et a l  (1992). 
They showed with greater clarity that the fluid flowing on one side of the spine acts 
essentially independently of the flow in the other. However, it would appear that this 
condition is a function of the geometry of the central spine. If the corrugations along 
the spine are n out of phase, then no fluid would be expected to cross the boundary. If 
they are in phase, then an open channel exists in the axial flow direction and fluid may 
conceivably traverse the spine.
Areas of low flow velocity have been shown to exist behind points of surface contact in 
channels with p = 60°. They are reported as stagnant zones by Di-an & Yunlin (1988) 
and as vortices by Jiao et al. (1987). These observations appear to be mirrored by the 
measurement of low local heat and mass transfer coefficients in the vicinity of contact 
points (Gaiser & Kottke, 1989), and in crystallisation fouhng studies (Bansal, 1994) 
where deposits were found to preferentially nucleate and grow around contact points.
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Both flow paths illustrated in Figure 7.5 show how fluid streams flow adjacent to one 
another with different velocity vectors. As a result a shear force exists at the interface 
and a secondary, spiralling motion is induced. Focke & Knibbe (1986) and Gaiser & 
Kottke (1990) have both shown this phenomenon experimentally, whüe similar 
observations have been made in numerical simulations of fluid flow in corrugated 
channels (Ciofalo et a l, 1996; Mehrabian et a l, 1997).
7.1.2 Modelling Thermohydraulic Behaviour in PHEs
The hydrodynamic observations made in the past decade have prompted Martin (1996) 
to develop the first semi-theoretical model for pressure drop and heat transfer in 
abutting corrugated channels. The pressure drop model is based on flow in a 
corrugated channel, ignoring the distribution sections found in industrial PHEs.
Martin assumes the two observed flow paths to exist simultaneously, their relative 
weightings being a function of the cosine of the chevron angle only and independent of 
Reynolds number. During crossing flow the fluid experiences friction at three places: 
the wall; at crossing points (from adjacent fluid streams moving with a different 
velocity vector); and at turning points (where fluid changes direction having reached a 
physical boundary). In longitudinal wavy flow the friction factor is considered to be a 
multiple of the limiting condition at P = 90°. The analysis has no physical significance.
Pressure losses due to both skin friction and form friction, associated with the crossing 
points and turning points, are treated as a series of minor losses for which empirically 
derived equivalent lengths are summed along the predicted flow path. Additional 
friction due to fluid revolution within a furrow is not considered directly, but is most 
likely included implicitly within the crossing point component. The necessary skin 
friction factors have been the subject of further computational analyses (Fischer & 
Martin, 1997). The event frequencies and friction factors predicted for Alfa Laval 
M6-M plates are presented in Figure 7.6. Figures 7.4 and 7.6B can be compared 
directly; it is noted that the drop in Ç at high chevron angles is neglected by Martin.
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Leuliet et al. (1990) considered the influence of pack compression and fluid operating 
pressure on hydrodynamic performance. They found that for chevron style plates the 
pressure drop is reduced if the pack is not fully compressed and if the pressure in the 
test channel was greater than that in the adjacent channel. This is quantitatively 
modelled in terms of a variation in channel gap, although in qualitative terms it simply 
represents the ability of a plate to move relative to its neighbours.
The potential for discontinuous plate contact bears significance to the modelling work 
of Martin (1996). He considers the corrugation peaks touch to form a criss-crossed 
structure. In cases of plate separation the flow paths will be quite different, as indicated 
by the pressure drop data reported by Leuliet et al. (1990).
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Figure 7.6: Hydrodynamic phenomena predicted by the theoretical model of Martin 
(1996). Predictions of (A) the number of minor loss events and (B) friction factors are 
determined for a channel width of 105 mm.
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7.2 Flow With Phase Change
Unlike the case of tubular two-phase flow, for which literature is in abundance, 
publications regarding PHEs operating in two-phase flow are limited to a handful of 
studies providing overall pressure drops and average heat transfer coefficients. No 
visualisation studies of two-phase flows in PHEs have been presented. Although the air 
bubble injection technique of Haseler et al. (1992) did provide a low quality two-phase 
flow, its purpose was to follow single phase liquid streamlines.
Pressure drop is regarded as the governing parameter for both evaporation and 
condensation in a PHE (Gray, 1984), emphasising its importance in the design of such 
units. Studies of pressure drop during gas-liquid flow concentrate on steady state 
operation of non-adiabatic boiling (Kumar, 1993) or condensing flows (Kumar, 1983; 
Panchal, 1985), for which the flow quality varies along the length of the heat transfer 
section. Often, the variation in pressure gradient along the plate length is neglected 
completely and a number of data (Kumar, 1993; Thonon, 1995) are presented as length 
averaged pressure gradients.
A review of pipe flow literature, as provided in Chapter 2, has revealed much 
experience in the measurement, understanding and treatment of two-phase pipe flow 
phenomena which is transferable to flow in PHEs. Experience gained in evaporation 
studies in pipe flow has shown that local pressure gradients may be estimated by taking 
pressure drop measurements during adiabatic flows of specified mass flux and flow 
quality. However, the bubbly flows and high shear annular flows experienced in 
evaporating flows bear httle physical resemblance to film condensation. Air-water two- 
phase flows are therefore of greater relevance in the modelling of evaporating systems 
and filmwise condensation literature is not discussed further.
KreiBig & Miiller-Steinhagen (1992) measured pressure drops across small industrial 
plates (Alfa Laval POl and P20 plates) during adiabatic air-water flow. Their data are 
presented as total pressure drop, yet the magnitude of the drop in relation to the
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absolute pressure suggests significant gas phase expansion and a non-constant pressure 
gradient. Again, local data are not forthcoming.
The shortage of thermohydrauhc data corresponding to the mass fluxes and channel 
geometries typical of all types of compact heat exchanger is noted by Azzopardi 
(1997). Indeed, independent correlation of two-phase pressure drop data for PHEs has, 
as yet, been minimal due to the lack of local pressure gradient information.
Much of the empirically based correlation work for pipe flow was found to be of little 
value, as the pressure drop peak as a function of flow quality, so obvious in pipe flow, 
is effectively non-existent in PHE flow. In comparing pipe flow correlations to their 
experimental data, KreiBig & Miiller-Steinhagen (1992) found the Dukler CASE 1 
correlation (Dukler et a l, 1964) provided the best fit, by virtue of it predicting a 
smaller peak in pressure drop with flow quality. The method assumes an homogeneous 
flow model, and its apparent success indicates a high degree of homogeneity.
Also favoured is the C-Coefficient method (Chisholm, 1967; reproduced in Appendix
B). Its versatility has seen it employed for two-phase flow situations involving passages 
of irregular geometry. This is despite Chisholm showing that C varies with flow quality 
and is, therefore, unsatisfactory for evaporating flows; the B-Coefficient method is 
recommended.
In fact, use of the C-Coefficient method has already been extended to PHEs (Thonon, 
1995; Thonon et al., 1995). Significantly, Thonon and co-workers have used a 
definition of the Lockhart-Martinelli parameter which assumes turbulent flow in 
smooth pipes, rather than a Ç-Re relationship specific to the plates investigated. The 
resulting multipher relationship suggested a constant value of C = 8 for evaporating 
flows. This value is conveniently identical to that for flow on the shell side of a shell 
and tube exchanger. A recent paper by Sterner & Sundén (1997) has reported C 
coefficients ranging from 30 to 3000, well beyond the value suggested by Thonon.
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PHEs are one of many compact type heat exchangers on which two-phase research 
activity is centred; Plate-fin heat exchangers are a further example. Although both 
involve channels of low hydrauhc diameter, the mechanical structure of Plate-Fin heat 
exchangers is such that the channels are enclosed and fluid in a given duct does not 
interact with that in adjacent channels.
Experience and observations made in low diameter channels may nevertheless be 
transferable. Pressure gradient studies in appropriate small hydraulic diameter test 
sections have resulted in the publication of specific C-Coefficient correlations (Mishima 
& Hibiki, 1996; Holt et a l, 1997). The test sections are single channels of geometry 
typically found in compact heat transfer equipment. The associated C coefficients are 
presented in Figure 7.7 and are compared to the value of C=8 recommended for PHEs 
by Thonon (1995). A consensus is achieved in that compared to large diameter pipe 
flow, the coefficient C has reduced values in both small diameter pipe flow and PHE 
flow. Moriyami et a l (1992) suggests that the reduction in two-phase multipher and 
the corresponding decrease in C is due to an enhanced contribution by the gas viscosity 
as bubbles flatten and cover a greater wall surface area. This hypothesis, however, is 
made during a study of flow in very low diameter tubes (dn < 0.1mm), where the 
Confinement number, Co, is high. In this investigation, Co values for the high and low 
channel gap plates are approximately 0.5 and 0.8 respectively, meaning confined bubble 
flow may exist at low flow qualities.
Holt et al., 1997 
"  ”  Mishima & Hibiki, 1996 
  'Thonon, 1995__________20  - -
15 --
10 ■-
42 6 8
Hydraulic diameter, mm.
Figure 7.7: Variation in C-Coefficient at low hydraulic diameters.
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The correlation of Mishima & Hibiki (1996) predicts values somewhat higher than the 
other equations. The range of Lockhart-Martinelli parameters associated with the two- 
phase flows investigated by Mishima & Hibiki (1996) extends to include values an 
order of magnitude higher than those studied by both Holt et a l (1997) and Thonon 
(1995). The coefficient C is known to be a function of the Lockhart-Martinelli 
parameter (Moriyami et a l, 1992), as well as the flow regimes in which they exist, i.e. 
laminar hquid - turbulent gas or turbulent liquid - turbulent gas (Mishima, 1997). 
Therefore, it follows that both the range of Lockhart-Martinelli parameters investigated 
and the flow regimes present influence the correlation considerably.
Visuahsation studies in low diameter circular pipes have been published by Mishima & 
Hibiki (1996). These indicate a significant change in the nature of both the interfacial 
structure and the transition boundaries compared to observations made in larger pipes. 
Their findings are represented in Figure 7.8, in which the differences between flow in 
large and narrow pipes are illustrated. Almost identical structures are reported by 
Clarke & Blundell (1989) for flow in the rectangular fin passages (2.3mm x 6.2 mm) 
of a plate-fin heat exchanger. Visualisation studies presented in this dissertation wfll be 
compared with flow pattern observations made in low diameter cylindrical channels.
bubbly flow
A
slug flow
- V .-
chum flow annular flow misty flow
Figure 7.8: Flow patterns observed in low diameter circular pipes (after Mishima & 
Hibiki, 1996).
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7.3 Rheology
Rheology is a vast subject. Literature concerning the viscosity of Newtonian and 
pseudoplastic fluids only are discussed in this review. Other fluid types are considered 
in Barnes er a/. (1989).
7.3.1 Newtonian Fluids
In modem times, Sir Isaac Newton was the first investigator of rheology. In the 
'Principia’ of 1687 he postulated ‘The resistance which arises from the lack of 
slipperiness of the parts of the liquid, other things being equal, is proportional to the 
velocity with which the parts of the liquid are separated from one another’ (Taken from 
Barnes et a l, 1989). The slipperiness referred to by Newton is now known as viscosity 
and the postulate known as Newton’s law of viscosity (Eqn. 7.6). Gases and low 
molecular weight liquids, such as water and sucrose solutions, follow this law.
7.68y
Ô Mwhere x is the shear stress, |i is the viscosity and— is the local shear rate.
8>’
Dynamic viscosity, p, in a Newtonian fluid is independent of the shear rate and, under 
ordinary pressures, is a function of temperature only. Viscosity is considered to be the 
result of both cohesion and molecular momentum transfer (Streeter & Wylie, 1983).
7.3.2 Pseudoplastic Fluids
If the apparent viscosity decreases with increasing shear rate, the fluid is considered to 
be pseudoplastic. The relationship between shear rate and apparent viscosity is of 
particular interest in PHEs where moderate to high shear rates are known to exist.
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At low shear rates the pseudoplastic fluid has no close range order and may exhibit 
Newtonian fluid behaviour. As the shear rate increases asymmetric molecules become 
aligned in the direction of the shear force and resistance to shear is reduced (Shaw, 
1980). The apparent viscosity decreases. The effect continues until, at high shear rates, 
no further alignment is possible and the fluid again acts as a Newtonian fluid.
A number of models have been developed to characterise this non-linear Theological 
behaviour. In the intermediate shear rate region, a simple and familiar relationship is 
provided by the power law model (Ostwald, 1926, referenced from Wilkinson, 1960). 
It has been shown that compared to other commonly used models, the power law 
model (Equation 7.7) is most representative of CMC solution rheology (Abdelrahim et 
a/., 1994).
T=^*'y" 7.7
apparent ~ ^ ' i  7.8
where k is the consistency index and n is the flow behaviour index.
A value of n<l indicates pseudoplastic behaviour, while n>l represents dilatant 
rheology. Taking n=l reduces Equation 7.7 to Newton’s law of viscosity (Eqn. 7.6). 
An apparent viscosity is determined by assuming equality between Newtonian and non- 
Newtonian viscosities, resulting in Equation 7.8.
7.3.3 Carboxymethylcellulose (CMC)
The structure of NaCMC, illustrated in Figure 7.9, is shown to be a D-glucopyranosyl 
chain with 1,4 glycoside linkages.
Three hydroxyl groups are available for substitution on a cellulose monomer, giving a 
maximum degree of substitution (the number of sodium ions per monomer unit) of 3. 
Degrees of substitution of typical CMCs range from 0.4 to 0.8.
143
Part III : Literature Review
While fluid rheology itself plays an important role in the optimisation of heat exchange 
equipment in the food processing industry, it is considered here only in a purely 
functional manner as a viscosity modifier.
ech^ oH 
5
OH
—
OCI^COjNa
Figure 7.9: Structure of Sodium CMC (Hughes et a l, 1993).
CMC polymer alters viscosity while essentially maintaining the value of other physical 
properties at the value for water alone. The viscosity of a polymer solution is known to 
be a function of the molecular weight and the degree of substitution of the polymer. 
Increasing the molecular weight is shown to increase viscosity, while a change from a 
particle character to a network character causes a peak in viscosity at a degree of 
substitution of approximately 1 (Kulicke & Reinhardt, 1993). Also influential is the 
ionic strength of the solvent (Hughes et a l, 1995).
Marked variations in apparent viscosity and power law parameters, k and n, of aqueous 
CMC solutions exist in the literature. Lin & Ko (1995), for example, presented a large 
number of viscometric data for solutions of varying CMC concentration. They 
measured flow behaviour indices closer to unity than those observed in this 
investigation, as well as significantly lower apparent viscosities. No information 
regarding either molecular weight or degree of substitution is given to provide a point 
of reference for these data. The apparent viscosities presented by Kulicke & Reinhardt 
(1993) are comparable with values presented in this dissertation, despite higher 
solution concentrations of 1% and 1.5% being used.
144
Part III : Literature Review
Therefore, microstructure seems to play an important part in polymer solution flow 
behaviour. However, this parameter varies with the conditions present during the 
manufacturing process (Hughes et al, 1993), and can be considered to be source 
dependent.
The combined influences of these parameters suggests comparison of literature values 
on a quantitative basis is of little practical relevance in the specification of rheological 
properties. Rheometric properties must therefore be determined experimentally.
Of further note is the variation due to fluid rheology of the velocity profile in laminar 
flow in pipes. The profile becomes increasingly flat with increasing departure from 
Newtonian behaviour (Barnes et a l, 1989). In addition the shear rate in a power law 
fluid differs from that in a Newtonian fluid by a factor of (3n+l)/4n for pipes and 
(2n+l)/3n for infinite parallel plates (Delplace & Leuliet, 1995). Edwards et a l (1974) 
used the former in the definition of the Reynolds number given in Equation 7.5.
7.4 Summary
Plate Heat Exchanger technology is expanding to accommodate two-phase 
applications, yet literature pertaining directly to gas/liquid flow in PHEs is severely 
limited.
Single-phase relationships are used to normalise two-phase data. Understanding of 
single-phase flow phenomena is increasing but is not yet complete, while friction factor 
information indicates channel geometry is highly influential on frictional pressure drop.
Two-phase flow in PHEs, however, is poorly characterised and very few data exist. No 
formal method has been made available to predict two-phase pressure drop, nor is the 
interfacial structure of the flow known. Given the relationship between flow pattern 
and pipe flow pressure drop observed in Part II for pipe flow, both aspects of two- 
phase flow in PHEs require investigation; these are the focus of the remainder of Part 
III.
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8. Experimental Facilities
This Chapter reports on the experimental facilities and materials used in the 
investigation into pressure drop in PHEs. The design criteria for the test rig are 
discussed initially, followed by a description of the test rig in Section 8.2. 
Characterisation of the fluids used, particularly the carboxymethylcellulose solutions, is 
given in Section 8.3.
8.1 Design Requirements
The hydrodynamics of co-current two-phase gas/liquid flow in a plate and frame heat 
exchanger (PHE) is the focus of this investigation. In a boiling system the flow quality 
varies from inlet to outlet depending on the rate of heat transfer. Pipeline flow 
experience has shown that, as a first approximation, a boihng system may be modelled 
as a number of incremental sections of adiabatic flow. Both the mass flux and flow 
quality remain constant and the hydrodynamic behaviour can be studied at a more 
fundamental level. Air and water are often used as the test fluids.
Pipe flow studies have also established the need for significant flow development 
length before the test section. In this case, a long entry section led to severe slugging 
conditions and reverse flows inside the unit. These are ill-representative of the 
hydrodynamics expected to occur within the unit in normal operation. The mixing 
section was relocated to the PHE inlet in order to maintain constant flow rate 
conditions. Figure 8.1 A presents pressure drop readings obtained with a 1.5m flow 
development section, revealing large fluctuations. A smoother response is produced if 
mixing takes place 0.35m from the inlet (Figure 8.IB).
The industrial plates used are of non-constant cross section and include non-uniform 
inlet and outlet distributor sections. To evaluate the effect of chevron angle and 
corrugation depth, pressure drops across the coiTugated sections alone are required.
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Figure 8.1: Effect of entry section length on total measured pressure drop. A) 1.5m,
B) 0.35m.
The list below provides a summary of the major design parameters for the test rig:
• the rig must supply an adiabatic two-phase flow of air and water or aqueous 
polymer solution to a PHE;
• multiple flow channels could result in phase maldistribution, thus a single channel is 
specified;
• the liquid phase is to be recirculated. An external cooling circuit is therefore 
required;
• pressure is to be read from within the channel itself;
• exit flow patterns are to be observable;
• the rig should be capable of both upflow and downflow;
• the material of construction must be non-corrosive in water;
• the test rig must allow for the requirements of a flow visualisation study.
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8.2 Design of Test Apparatus
The final form of the test rig for pressure drop measurements is described in this 
Section, including discussion of the test loop, the test sections, transducer equipment 
and data acquisition and control systems.
8.2.1 Test Loop
The test loop is rather simple, consisting primarily of a liquid storage tank, air and 
water supply fines, a two-phase exit fine and the PHE test section. The loop is 
described schematically in Figure 8.2. Auxiliary equipment includes a second PHE 
which cools the test liquid with cold mains water and a second air fine, provided to 
apply a static pressure to non-flow channels of the PHE.
AIR COMPRESSOR
V200
{X}
V210
{ X ] -----  VENT
R2
V230
V220
1 X 1
V240 
] E X -COLD
WATER
dP Cell
V250 7
V420 V410
LIQUID TANK
LINES
CONNECTED
T0P1-P6
V130
%
drain V110 X
COLD
WATER
T2
VI20
drain drain
Figure 8.2: Flow diagram of the test rig. P - pressure tapping, R - pressure regulator.
T - thermocouple, V - valve.
148
Part III : Experimental Set-up
Pressure tappings are placed at the entry to and exit from the PHE, as well as at four 
strategic points within the test channel. The latter are described in 8.2.1.3.
U-PVC plastic was the chosen material for the pipe work and water tank, due to ease 
of construction, low corrosion potential and low cost. Pipe work on the air supply line 
was replaced with mild steel in areas where mechanical stresses became unmanageable.
8.2.1.1 The PHE Test Section
An M6 PHE, supplied by Alfa Laval Thermal AB of Lund, Sweden, provides the test 
section. The pressed stainless steel plates include inlet and outlet distribution sections 
and a central section consisting of corrugations arranged in a herringbone formation. 
They are gasketted to induce side flow, i.e. inlet and outlet ports are on the same side 
of the plate. The geometrical parameters associated with chevron type plates are 
described in Figure 7.2, while the dimensions of the supplied PHE and plates are 
defined in Table 8.1. Plates with four different combinations of chevron angle and 
channel depth were supplied. High and low channel gap plates cannot be combined. 
The six possible channel configurations are described in Table 8.2.
Plate and Frame Heat Exchanger
pressure plate height 920 mm
pressure plate width 320 mm
number of plates in plate pack 14
pack length 49 mm
Plates Plate M6 Plate M6-M
port-to-port length, Lp.p 640 mm
corrugated section length. Les 415 mm
channel width, Wc 210 mm
material thickness, tp 0.5 mm
chevron angle, p 3 0 \ 6 0 ° 30°,60°
pressing depth, dc 2mm 3 mm
wavelength, Xc 11 mm 6.3 mm
Table 8.1: Characteristic dimensions of the PHE and plates.
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Plate Notation Chevron Angle Channel
Depth
M6-M P ll 6 0 7 6 0 “ 3 mm
P12 30° 760° 3 mm
P22 30° 730° 3 mm
M6 P33 60° 760° 2mm
P34 30° 760° 2mm
P44 30°730° 2mm
Table 8.2: Row channel geometry.
8.2.1.2 Supplying the Two Phases
The liquid phase, being either mains water or a solution of water and 
carboxymethylcellulose (CMC), is pumped from a 200 L tank. The liquid returns to the 
tank having passed through either the PHE or a bypass line. Compressed air is supphed 
from a central reservoir at 6 bar and at a maximum flow rate of 0.045 kg/s. It is vented 
to atmosphere after passing through the test section. The flow rates of the individual 
phases are separately metered before being combined in a mixing tee.
B
air air
350mm to 
channel inlet
water water
60mm to 
channel inlet
Figure 8.3: Mixing tee-piece configurations: A) nozzle section used for pressure drop 
studies, and; B) modified nozzle section for visualisation experiments.
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Flexible PVC tubing joins the individual supply lines with the mixing tee. The flexible 
tubing allows the inlet line to be placed in either the upper or lower port, meaning both 
up and down flow can be conveniently achieved.
The mixing tee-piece was constructed from U-PVC tubing. Water is injected into the 
middle of the air flow, as described in Figure 8.4A. The mixer is made up of a standard 
2” Tee with a 1” line inserted from the side port. The 1” line turns through 90° to 
inject water in the direction of the air flow. The mixing of the two phases takes place 
35 cm from the inlet to the exchanger.
Visualisation experiments showed that the problem of stratification at the inlet 
remained. The mixer was further modified by the addition of a spray nozzle to direct 
the liquid phase directly onto the plate itself from a distance of 60 mm (Figure 8.4B).
8.2.1.3 Pressure Tappings in the Channel Interior
The plates in a fully compressed PHE are in continuous contact. Insertion of a 
measurement device between the plates could easily disrupt this contact. As shown by 
Leuhet et a l (1990) and by the single phase results presented in Chapter 9, the 
hydrodynamics would be altered considerably should a break in contact occur.
Fortunately, the plates are designed with small drain troughs that allow a metal tube, in 
the form of a syringe needle ((j) = 1.2 mm), to enter the channel without disrupting its 
mechanical structure. To once again avoid disruption to the channel width, holes were 
drilled through the nitrile rubber gaskets with a 1.6 mm bit.
The tappings are intended to sit at each end of the corrugated section. The drain 
troughs are approximately 20 mm beyond the corrugation section. The metal tubing 
was fashioned such that it rested against the first corrugation, with the opening of the 
tube normal to the bulk flow direction. Figure 8.4 illustrates the result of the described 
procedure, showing the pressure tappings in place.
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Figure 8.4: Position of internal pressure tapping.
8.2.2 Transducer Equipment
The main measurement devices are reported on individually, discussing the accuracy 
and, where necessary, the principal of operation.
8.2.2.1 Pressure Transducers
The wide range of flow conditions and variable plate configurations has led to the 
measurement of a particularly wide range of pressure drops. To maintain both a high 
level of accuracy and high resolution in A/D conversions, differential pressures are 
measured using two transducers in parallel. An ABB Kent-Taylor Model 406T was 
scaled to measure pressure drops from 0 to 40 kPa. The accuracy of the unit has been 
established as ±0.5%, while the A/D resolution is 19.5 Pa/bit. A second transducer, 
supphed by RDP Electronics (Model Z), measures differential pressures up to 5 bar 
(75 psid) , with an accuracy of ±0.25% Full Scale and A/D resolution of 244 Pa/bit. 
Static pressure at the inlet to the test section is measured using a 0-10 bar cell.
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5.2.2.2 Liquid Flow Meters
A turbine flow meter is used to measure moderate to high liquid flow rates, while low 
flows are measured using one of two rotameters. Each of the three units is calibrated 
for each of the test solutions. The turbine unit was found to be accurate to within 2% 
of the measured value, while the rotameters are accurate to 4% on the same basis.
8.2.2.3 Air Mass Flow M eter
The air mass flow meter was supplied by Krohne Instruments and Control LTD, the 
UK agents of Bronkhurst Hi-Tec B.V. of Holland. The unit, a Hi-Tec F-106BI-HD, is 
calibrated to 0-0.075 kg/s of air at 22°C and atmospheric pressure. The accuracy is 
rated at ±1% of full scale, while the resolution is 0.00004 (kg/s)/bit.
Mass flow is determined directly by measuring heat transfer in a heated section of 
capillary tube. The energy absorbed by the air flowing through the capillary is a linear 
function of the number of passing molecules. The mass flow rate is a function of the 
temperature drop along the capillary (Eqn. 8.1). Flow in the unit’s main channel is 
laminar, thus the total flow rate is proportional to the flow in the capillary.
AT
M = K —  8.1
where M  is the total mass flow rate, K is a proportionality constant, AT is the 
temperature increase in the capillary tube and Cp is the heat capacity of the gas.
8.2.3 Data Acquisition
A electronic data acquisition system has been integrated into the test rig and is 
described in the following Sections.
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8.2.3.1 Hardware
The main data acquisition and conversion system comprises of a DAS-08 card, housed 
in a IBM compatible 286 computer from which custom written data acquisition 
software is run. The software is described in Section 8.2.S.2.
Connected to the DAS-08 is an external CIO-EXP32 twin bank multiplexer board for 
analogue inputs and a 37 pin terminal board for digital outputs.
The twin banks of the multiplexer board allow two separate gains to be in use at the 
same time. The thermocouples are Hnked to bank 1, which has the gain set at 800. The 
second bank connects each of the units described in Section 8.2.2. As these inputs are 
already in the 0-5 V DC range, no additional amplification is required and the gain is 1.
The analogue signals from the transducer units pass through an analogue to digital 
(A/D) converter. The DAS-08 was set to convert signals in the ±5V range to a 12-bit 
digital output, the value of which is transferred in two 8-bit outputs. The first contains 
the eight most significant bits while a second output contains the remaining 4 bits. The 
values of these two outputs are received by the software in decimal form.
Digital on/off information is passed through a 37 pin terminal board. A bit pattern, 
defining the state of the relay switches controlling the solenoid valves, is determined by 
the software and subsequently converted into a voltage signal: 5V (on) or 0 V (off).
8.2.3.2 Software
The data acquisition programme, written in QBasic, directs both the reading of system 
parameters via the multiplexer board and the switching of solenoid valves.
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The main menu allows the user to view system parameters to set the necessary 
experimental conditions and, when ready, to initiate a data acquisition sequence. When 
running the data acquisition sequence, the progranune first measures the flow rates, 
temperatures and absolute pressures. It then steps through 6 recording sequences: an 
offset position followed by each of the 5 pressure tappings. 2000 readings are taken 
from the appropriate transducer at each position.
If the pressure drop exceeds 55 kPa, two solenoid valves are actuated to isolate the 40 
kPa transducer from the system. This was done to prevent excessive output voltages 
damaging the multiplexer and DAS-08 boards. The transducer is reengaged when the 
pressure drop falls below 40 kPa. The hysteresis band allows for the fact that pressures 
in two-phase flow tend to be highly fluctuating; without it the valve would ’chatter’ 
when the pressure drop reading fluctuated around the 40 kPa mark.
8.2.4 Temperature Control
The mechanical action of the main system pump increased the hquid temperature by 
approximately 0.2°C/min, depending on flow rates and viscosity. When water alone is 
used as the hquid phase, cooling the system by manuafly controlling a flow of water 
through the tank is acceptable. This is not possible when CMC-water solutions are 
used; the concentration of CMC and the rheological properties of the fluid would 
otherwise be in continuous transition. To cool these systems, an external cooling loop 
was added which recirculated hquid from the tank through a second PHE. The coohng 
water flow rate through the exchanger is again controlled manually.
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8.3 The Visualisation Test Section
The test sections for the visualisation study comprise of polyester moulds of M6-M 
plates (see Tables 8.1 and 8.2), which were also supplied by Alfa Laval Thermal AB. 
Although brittle under impact, the material flows under sustained stress and the 
surfaces are easily damaged. The flat surfaces were protected by adhering thin PVA 
sheets to them. Tracer injection ports ((j) = 1.0 mm) are drilled into a furrow at a 
corrugation trough. The test section was illuminated by a 500W halogen lamp.
The basic flow loop is identical to that described in Section 8.2. A photograph of the 
visualisation test rig is given in Figure 8.5A. Ports were machined into pressure and 
frame plates to enable flow in the test channel to be recorded on video. This is 
illustrated in Figures 8.5B and 8.5C.
In single phase flow, tracer is injected into the flow channel to track the flow. Injection 
methods were found to be favourable, as electrochemical methods are unsuited to the 
high velocities experienced and the discontinuous phase structure of gas/liquid flow. 
Two methods were attempted: dye (nigrosin) injection and a two colour indicator 
method. The indicator used was cresolpthalein, more commonly known as Cresol red. 
A solution containing 0.01 wt. % cresol red at a pH below 8.2 is recirculated in the 
flow loop. When alkali (NaOH) is injected into the channel, a colour change from 
orange to red occurs. The highlighted stream running from the point of injection is 
observed and charted. Similar flow paths are highlighted by the dye injection 
technique.
The dye or alkaline solution is injected into the channel from a syringe connected via a 
tube to an injection port, as illustrated in Figure 8.5D. The point of injection is at the 
trough of the corrugation. Two-phase flows were viewed without tracer injection.
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A Kodak Ektapro (Model 4340) high speed camera, capable of frame speeds up to
40,000 s % is used to record the flow. Individual frames are accessed via OPTIMAS™ 
Image Analysis Software.
A) B)
C)
Fluid enters PHE
from Mixing Tee 
(see Fig. 8.3)
!
[ I
* m .
D)
Tracer injected 
from syringe
Figure 8.5: The visualisation test section. A) photograph of the rig in situ, B) an 
exploded view of the test section and C) the tracer injection port.
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8.4 Fluids Characterisation
Mains water is used for the liquid phase either in its supplied form or as a solvent for 
carboxymethylcellulose polymer. Standard physical properties for both air and water 
are used (Streeter & Wylie, 1983). The physical properties of the aqueous CMC 
solutions were determined experimentally.
8.4.1 Physical Property Measurement
Surface tension of the liquid in contact with air and liquid was determined by 
experiment, using a torsion balance. Liquid density is estimated by weighing a carefully 
measured volume of fluid. Viscosity measurement is considered in the next Section.
As already discussed in the Chapter 7, CMC in aqueous form alters viscosity while 
having only minimal influence on other physical properties. This has been verified 
experimentally, with the measured surface tension and densities hsted in Table 8.3.
0.6 wt. % CMC W ater
(meas.)
W ater (Streeter 
& Wylie, 1983)
Surface Tension (25°C), N/m. 0.0725±0.01 0.073±;0.001 0.0736
Density (25°C), kg/m^. 998.0±0.1 996.4±0.1 997.05
Table 8.3: Comparison of surface tension and density for water and CMC solution. 
8.4.1.1 Viscometry
The rheological properties of CMC-water solutions have been determined with a Carri- 
med constant stress viscometer. Constant temperature is maintained through a Peltier
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element situated in the plate. The unit is calibrated against values for sucrose solutions 
of known concentration (wt. %) taken from the literature (Perry & Green, 1984).
The viscosity of non-Newtonian fluids is a function of shear stress. A cone-and-plate 
assembly, described in Figure 8.6, is designed so that the shear stress is independent of 
the radial position, as described mathematically by equations 8.2 to 8.4.
0
ne
^Sampls I
gap
The dimensions of the cone used are as 
follows:
• R = 0.03m,
• a  = 0.5°,
• gap = 15.5 pm.
Figure 8.6: Cone-and-plate assembly 
on the rheometer. © = apphed torque.
The linear velocity is a function of angular velocity and radial position (r), while the 
distance between the cone and plate is a function of radial position and cone angle;
w(r) = CO • r , 
5(r) =  r-tana .
8.2
8.3
The shear rate is defined as the ratio of axial velocity to normal distance, which is 
shown to be independent of the radial position.
i(r) = -  =w CO -r CO
5 r-tan a  tana
8.4
Typical three-cycle shearing tests were performed, consisting of linearly increasing the 
applied shear stress up to the peak value, holding the stress at that value and ramping
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the stress back down again. It was found that the power law model coefficients varied 
with the specified peak shear stress. The power law model was found to hold only at 
higher shear stresses for the CMC solutions used. The shear stress corresponding to 
the maximum achievable shear rate of 5000 s"^  was specified for each test. Apparent 
viscosities are also determined at this shear rate.
8.4.1.2 CMC Solution Rheology
The pseudoplastic rheology of CMC solutions is well documented, as is its dependence 
on the degree of substitution and the molecular weight. Both parameters may vary, 
thus, it is necessary to quantify the rheological characteristics for the specific polymer 
used in terms of polymer concentration and temperature.
Dependence on Concentration
To achieve laminar liquid - turbulent gas two-phase flows in PHEs it is necessary to 
have liquid Reynolds numbers in the order of 10 to 100. This can be achieved by 
increasing the apparent viscosity of the liquid to approximately 20 times that of water. 
The 0.6 % aq. CMC solution was observed to meet this requirement. Rheological 
properties are described in Figure 8.7 as a function of CMC concentration.
Dependence on Temperature
The expected decrease in viscosity with increasing temperature is measured for the 
0.6% CMC solution. In the temperature range investigated (15°C to 35°C) the 
viscosity follows an Arrhenius relationship. This is given in Equation 8.5 in the general 
case and specifically for the 0.6% CMC solution. As this approximates to 3%/°C, the 
temperature sensitivity of water, each of the less concentrated solutions are expected 
to behave similarly.
- £ l .  2 ^
|x = C, • e ^ = 0.001276 ^ 8.5
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Figure 8.7: Rheological properties for aq. CMC solutions of varying CMC 
concentration at 25°C.
Conc’n, w t % k (mean) G n (mean) G
0.3% 0.122 0.004 0.690 0.004
0.4% 0.27 0.01 0.636 0.008
0.5% 0.46 0.02 0.603 0.007
0.6% 0.884 0.04 0.560 0.003
0.7% 1.04 0.04 0.556 0.008
0.8% 1.49 0.08 0.52 0.01
Table 8.4 : Power law parameters for aqueous solutions of Carboxymethylcellulose.
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8.5 Experimental Procedure
Pressure drop experiments were conducted according to a set of standard operating 
procedures.
The plate pack was tightened to 140 Nm while a static pressure of 5 bar was applied to 
the non-flow channels ( see Section 9.1). Before experimentation, the pressure tapping 
hnes were purged of air. Although air was observed to enter the hnes, this was 
monitored and kept to a minimum.
Tests were performed over the range of mass fluxes and flow qualities permissible by 
the available compressed air flow rate and by the abihty to measure low liquid flow 
rates. Flow quahties were chosen in a disorderly manner to ininiinise systematic error 
and to detect error propagation. Sufficient time was allowed for the flow to reach 
steady state conditions. The recorded flow rate and pressure drop data were also 
checked to ensure steady state conditions were present during experimentation.
Preparation of the CMC solutions was found to be time consuming, with the polymer 
taking in the order of 36 hours to fully dissolve. Viscometric tests on the solutions 
were performed before, during and after a set of experiments to ensure that the 
rheometric properties had not changed significantly. It was found that after 
approximately 12 hours of cumulative operation, the action of the main pump had 
damaged the polymer chains to such an extent as to render it unacceptable for further 
use. A reduction in the rate of degassing of the solution was also observed with 
polymer addition and could possibly result in a reduced viscosity.
The polyester plates used in the visualisation studies were tightened to 25 Nm only to 
minimise damage to the corrugated surface yet still maintain continuous surface 
contact. Observation of hydrodynamic phenomena are made at various places and at a 
distance from the point of tracer injection to avoid observing the effects of any local 
disruption and flow redevelopment.
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9. Adiabatic Single-Phase Flow
For many years two-phase pressure drop and convective boiling heat transfer 
coefficients have been correlated using the Lockhart-Martinelli parameter, defined as 
the square root of the ratio of hquid and gas superficial pressure drops. Accurate 
single-phase friction factor information is, therefore, paramount for the correlation of 
two-phase pressure drop data.
Initially, experiments are reported which define plate pack conditions necessary to 
ensure continuous plate contact. ^-Re relationships are presented in Section 9.2 for the 
six channel configurations. Relationships are presented for both the overall test section 
and the corrugated section of the channel. This enables the Lockhart-Martinelli 
parameters and pressure drop multipliers to be defined correctly for both sections. 
Predictions generated by the semi-theoretical model of Martin (1996) are compared to 
the measured data.
Visualisation of flow paths in replica channels (dc = 3 mm) completes the single-phase 
investigations. The aims are to identify the basic flow paths and to provide a basis for 
comparison with two-phase flow paths (see Section 10.2). In Section 9.3 the 
observations are compared with the findings of previous single-phase visualisation 
studies, as discussed in Section 7.1.1. Finally, the impact of these results on the analysis 
of two-phase data is considered in Section 9.4.
All friction factor data have been collected under the following conditions:
Total plates in pack 14
Plates before test channel 6
Total pack length dc = 3 mm, 50.0 ± 0.5 mm
dc = 2 mm, 36.0 ± 0.5 mm 
Temperature 25 ± 1°C
Outlet Pressure ~ Atmospheric (1 bar).
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9.1 Effect of Discontinuous Plate Contact
In light of the findings of Leuliet et al. (1990), the influence of pack compression and 
adjacent plate pressure (AGP) was investigated with the aim of eliminating aU 
associated variations in pressure drop. Independence from these parameters indicates 
that the plates are in continuous contact and are fixed in position. This is of particular 
importance within the experimental set-up used as any variation in channel gap will 
concentrate in the single test channel.
Figure 9.1 illustrates the variation in pressure drop resulting from changes in applied 
torque and adjacent channel pressure, AGP. In this case, water is flowing upwards in a 
P l l  (p = 60°, dc= 3 mm) channel configuration. Figure 9.1 A shows that at low apphed 
torque the measured pressure drop increases with AGP. A limiting value is approached 
which corresponds to the pressure drop found for plates in direct contact. This result is 
in qualitative agreement with the findings of Leuhet et a l  (1990).
The limiting pressure drops were consistently reached at an applied torque of 140 Nm 
and at all applied AGPs (Figure 9.IB) To ensure continuous plate contact under aU 
conditions both were applied simultaneously to the experimental PHE.
A) 300
AGP, bar
B) 300
250 -
AGP, bar 
mi
.200 - 
"1150 - 
^100 -
- A2 
•  5
50 -
fi
■
0.0 0.2 0.4 0.6
Mass Flow, kg/s
0.0 0.2 0.4 0.6
Mass Flow, kg/s
Figure 9.1: Variation in pressure drop due to changes in applied torque and AGP. A) 
50 Nm and B) 140 Nm. AP for water at 25°G, |3 = 60°/60° and dc = 3 mm.
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9.2 Friction Factors
Darcy friction factors are calculated from pressure drop measurements for the various 
channels using the Darcy-Weisbach equation (7.1) and assuming constant channel 
geometry. Friction factors for air flows are back-calculated from the measured pressure 
drops using an iterative procedure to account for local variation in density. Reynolds 
numbers for non-Newtonian flows are estimated using Equation 7.5 with the 
experimentally determined rheological constants provided in Table 8.4.
9.2.1 Port-to-Port Section
Beyond the correlation of two-phase data, determination of the port-to-port friction 
factors for the overall test section provides a benchmark for the accuracy and integrity 
of the test rig. Direct comparison of the friction factor relationships can be made to the 
manufacturer’s own plate specific correlations. Good agreement is, in fact, observed 
with Alfa Laval’s correlations. Commercial sensitivity prohibits their publication.
Friction factor data are often correlated by Ergun type relationships, as described in 
Equation 9.1. The relationship includes a Blasius term for the laminar component and a 
constant for the turbulent component.
+  + S 9.1
Re
Figure 9.2 provides a comparison of experimental port-to-port friction factors and 
values predicted by the Martin model (Martin, 1996). To clarify the figure, the 
experimental data are represented by Ergun type relationships. A complete data set is 
provided in Appendix E. The function and associated error statistics are given in Table 
9.1. Acknowledging the use of logarithmic scales, agreement with the experimental 
data from the 30° and 30°/60° configurations is good given the simplicity of the model. 
Agreement is less acceptable for the 60° configuration, especially in the fully turbulent 
flow regime.
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The fully laminar flow regime is reached in each configuration. The inverse Re 
(Blasius) term of the Ergun relationship governs at low Re and appears to represent the 
data well. Extrapolation to lower Reynolds numbers may be made with confidence.
Model predictions for the low gap plates are of similar accuracy.
1000
A- 174.3/R e+ 3 . 2  Martin (1996)
115/R e+ 1.1 —  - Martin (1996)
110/R e+ 0.6 —  - Martin (1996)
 ^ 10 --
0.1
1 10 100 1000 10000 100000Re
Figure 9.2 : ^p-p-Re relationships for plates with channel gap, dc, of 3 mm. A) P = 
60760°, B) P = 30760° and C) P = 30°/30°.
P ,° dc, mm Çp-p Ere, % CTre, %
P l l 60/60 3 174/Re + 3.2 2.44 18.1
P12 30/60 3 115/Re + 1.1 0.3 11.9
P22 30/30 3 11 0 / R e 0.6 3.1 7.8
P33 60/60 2 120/Re+ 2.1 2.6 9.5
P34 30/60 2 110/Re+0.9 2.4 8.9
P44 30/30 2 100/Re+ 0.5 2.1 10.0
Table 9.1 : Port-to-port friction factor relationships for the six experimental plate
configurations.
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9.2.2 Corrugated Section
The port-to-port friction factors include implicitly the effect of the non-uniform 
geometry of the channel. They are weighted functions of the friction factors associated 
with each of three clearly defined regions: the inlet distributor section, the corrugated 
section and the outlet gatherer section. This is illustrated in Figure 9.3 where measured 
pressure drops are presented for three channels of differing chevron angles, all other 
conditions being equal. The bold lines link the pressures measured at four points within 
the channel. The discontinuities created clearly define the three regions listed. While 
not providing the actual local pressure at the points in between, they do indicate the 
variation in pressure gradient due to chevron angle and the errors introduced by using 
length averaged pressure gradients (dotted hnes).
500000
400000 --
200000 - -
100000 - - INLET CORRUGATED SECTION OUTLET
000
0.0 0.2 0.4 0.6 0.8 1.0
Normalised Plate Length
Figure 9.3: Variation in single-phase pressure drop due to changes in chevron angle. 
Water with mass flux = 1200 kg/m^s and dc = 3 mm.
The friction factors evaluated for the port-to-port section do not express the true effect 
of chevron angle on pressure gradient. Thus, friction factors must be defined for the 
corrugated section alone. No equivalent correlations for the corrugated section are 
available from the manufacturer and these must be determined experimentally. The 
pressure drop across the corrugated section is measured on both sides of the PHE 
channel. Some deviation is observed and these are considered to arise from flow
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maldistribution and recirculation zones and also if the bulk flow direction is not normal 
to the pressure tapping orifice. The data are also subject to twice the error of the 
overall section as they are determined from the difference of two pressure drops.
Again, the actual data are listed in Appendix E but are represented in Figure 9.4 by 
Ergun relationships. The predictions of Martin’s model show much greater deviation 
from the experimental data than for the port-to-port section values. The model 
significantly underpredicts the influence of the chevron angle.
1000
A- 150/R e+ 4 —  - Martin (1996)
100/R e+ 0.9 —  - Martin (1996)
8 0 /R e+ 0.15 —-  - Martin(1996)
 ^ 10 --
1 10 100 1000 10000 100000Re
Figure 9.4 : Çhts-Rc relationships for plates with channel gap, dc, of 3 mm. A) P = 
60°, B) p = 30°/60° and C) p = 30°.
d c , m m ^HTS E r e > % CTr e ,  %
P l l 60 3 150/Re +4 3.5 14.7
P12 30/60 3 100/Re-f-0.9 6.3 15.7
P22 30 3 80/Re+ 0.12 9.0 2 2 .8
P33 60 2 140/Re + 2.6 6.7 8.5
P34 30/60 2 110/Re+ 0.87 4.3 8.7
P44 30 2 90/Re+ 0.18 0.6 12.8
Table 9.2 : Corrugated section friction factor relationships for the six experimental 
plate configurations.
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9.3 Flow Visualisation
Visualisation studies in single-phase flow have been undertaken to test current thinking 
and to establish the flow paths associated with the specific plates investigated. Focus is 
first placed on the flow paths taken as the fluid progresses through the corrugated 
section. This is followed by closer examination of the flow at the herringbone spine as 
well as at and around a point of contact between the crests of adjacent plates. 
Experiments are conducted in downflow using water at 25°C.
Flow Through Corrugated Section
Flow paths similar to those described in Chapter 7.1.1 are observed in the corrugated 
section. These are pictured in Figure 9.5. In the 30730° duct, crossing flow is 
predominant. Similar observations are made for flow in the 30°/60° duct. The integrity 
of the crossing flow breaks down as the chevron angle of both plates is increased and 
longitudinal wavy flow character increases. The flow path in the 60°/60° duct is still a 
superposition of both crossing and longitudinal wavy flows, but the latter path appears 
to be dominant. The intense mixing in longitudinal flow means that dye is dispersed 
quickly and flow of low Reynolds number is required to identify the path taken.
A) Re = 205 B) Re = 205
I
spme
C) Re = 41
dye true
spine
Figure 9.5: Flow paths in single-phase flow. A) 30°/30°, B) 30°/60° and C) 60°/60°.
Previous investigators have implied that the flow path is independent of Reynolds 
number (Focke & Knibbe, 1986; Martin, 1996). The paths indicated in Figures 9.5 and
9.6 suggests that this is an oversimplification.
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Considering the flow path in the 30760° duct, Figure 9.5B shows it to be uniquely 
crossing flow at a Reynolds number of 205.This is shown in Figure 9.6 to vary as the 
Reynolds number increases from 96 to 273. At Re = 273, fluid is observed to leave a 
furrow, move onto an adjacent plate and change direction. The flow path is no longer 
uniquely crossing flow, and longitudinal wavy flow character becomes apparent.
e = 96 e = 136
Re «205
Figure 9.6: Variation in flow paths due to Reynolds number, p = 30760°.
The existence of secondary flow paths, observed in previous experimental and 
numerical studies (Focke & Knibbe, 1986; Gaiser & Kottke, 1990; Ciofalo et a l, 1996; 
Mehrabian et a l, 1997), is also verified. The dye, which indicates a streakline in the 
fluid flowing along a furrow, forms a band which is observed to spiral within the 
confines of that channel. The passage of the dye band in Fig. 9.6 indicates this 
secondary motion. This is the result of shear forces transmitted from flow moving with 
a different velocity vector. Figure 9.6 illustrates this for flow at low Reynolds number. 
The spiral path remains as Re is increased and the width of the dye band increases.
Flow at a Contact Point
During flow in the 60°/60° duct (P ll) , a stagnation zone is observed to form directly 
behind the contact point. Beyond this a vortex is formed which spirals clockwise about 
the positive Y axis. These are observed to occur in combination, rather than 
individually as reported by Di-an & Yunlin (1988) and Jiao et a l  (1987). The vortex is 
indicative of longitudinal wavy flow and occurs in a region of shear between two
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longitudinal streams, one moving in the positive Z direction and the other in the 
negative Z direction. This is illustrated in Figure 9.7. The shear induced causes part of 
the fluid to rotate, forming a vortex and, in effect, a boundary between the two 
longitudinal streams. This region directly behind the contact point in high angle ducts is 
known to be associated with low heat transfer (Wenzel, 1992; Ciofalo, 1996) and high 
crystallisation fouling (Bansal, 1994). No such vortices are observed during crossing 
flows.
N M
mm
vortex
• flow below plane of page
• flow above plane of page
stagnation zone
Figure 9.7 : Vortex generation in longitudinal wavy flow.
Flow at the Herringbone Spine
Haseler et al. (1992) suggested that no fluid crosses the herringbone spine. The same 
observation is made in this investigation (Figure 9.5), particularly for the 30°/60° and 
60°/60° chaimels, where the path tends towards a longitudinal wavy form and the need 
to turn at the spine is reduced. Vortices do not form as the two longitudinal streams 
have velocity vectors which are symmetrical about the spine. However, fluid is often 
observed to cross the spine during flow in the 30730° duct. It is anticipated that this is 
the result of flow maldistribution across the channel width. Pressure drop 
measurements taken on both sides of the test channel indicate that this is more severe 
in the low angle duct.
The mechanisms behind these phenomena are yet to be fuUy understood, and additional 
investigation is required to characterise flow in corrugated ducts.
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9.4 Implications and Applications
The results discussed in this Chapter show that the friction factors for the corrugated 
section of the plate channel differ significantly from the port-to-port values. In Section
7.1 it was shown that friction factor data from PHEs which include distribution 
triangles are less sensitive to changes in chevron angle than data from customised 
corrugated test sections. The experimental data obtained here exhibit the same trends.
Martin’s model (Martin, 1996) only considers the geometry of the corrugated section 
and predicts identical friction factors for both the corrugated and port-to-port sections. 
It would appear inconsistent to compare a model developed for corrugated channels, as 
Martin’s model effectively is, against data from test sections which include a 
distribution triangle. In spite of this the model predictions appear to better represent 
the data for the port-to-port section and is a likely result of prescribing empirical 
constants to fit data from these sources. As a result the model severely underpredicts 
the influence of chevron angle on friction factor and, accordingly, local pressure 
gradient.
In the next Chapter relationships between single and two-phase flows are defined. 
Through normalisation against single-phase liquid pressure drops, which include 
imphcitly the influence of channel geometry, the additional effect of phase interaction 
on pressure drop may be truly identified. The friction factor correlations fitted to the 
experimental data are used in the place of the manufacturers correlations or theoretical 
models. Flow paths observed for single phase flow are also considered against those 
seen for two-phase flow.
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10. Adiabatic Two-Phase Flow
The relationships between two-phase pressure drop and mass flux, flow quality, flow 
direction, channel geometry and liquid viscosity are presented in this Chapter. All two- 
phase pressure drop data are obtained using air as the gas phase. The complete 
experimental data set is given in Appendix E.
Many of the relationships formed suggest an homogeneous flow structure. However, 
photographs of the flow in the corrugated section are presented which reveal that the 
phases are often separated, with film flow and a variation of chum flow predominating. 
Flow pattern maps based on the visual observations are presented.
In the final Section, two-phase pressure drop prediction methods for pipe flow are 
reconsidered in the fight of the experimental findings for PHEs. The associated two- 
phase multipliers are presented and a common relationship is found. A prediction 
method specific to cormgated channels is proposed.
10.1 Pressure Drop Relationships
Each experimental pressure drop is the mean of 2000 recorded values. The measured 
or total pressure drop is the combination of frictional, gravitational and accelerational 
pressure drop components. The average frictional pressure drop component is 
determined by assuming a homogeneous flow model and evaluating the gravitational 
and accelerational components mathematically using Equations 10.1 to 10.3. The 
acceleration component is no greater than 1% of the total value while the gravitational 
component is limited to a maximum of 6400 Pa.
^ fr ic  =  +  (p  i “  P r? ) s t l  -  for upflow
~  (P I  -  P rp )sH  -  for downflow 10.1
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10.2
9 TP - ^ P g  + ( 1 ” ^ ) P l  103
where Z is the homogeneous no-shp void fraction.
10.1.1 Effect of Flow Conditions
Port-to-port pressure drops were measured for air-water in upflow. The frictional 
pressure drop components are calculated and a typical set of frictional pressure drop 
data is presented in Figure 10.1 for the P l l  channel (p = 60760°, dc = 3 mm). 
Extrapolation to a flow quality of 1, i.e. air only flow, indicates a linear increase in 
pressure drop at higher flow qualities. This is confirmed by high viscosity experiments 
reported in Section 10.1.3. Thus, the pressure drop maximum observed with pipe flow 
is not observed in PHE flow, a result in agreement with the findings of KreiBig & 
Miiller-Steinhagen (1992).
At low flow qualities the relationship is non-linear. Furthermore, the second derivative, 
ô ^ (A P )/ô i:^ , is positive at low mass fluxes while at higher fluxes it is negative. 
Figure 10.2 and the 100 kg/m^s data set in Figure 10.1 illustrate this point.
Further air-water experiments were performed in downflow. The gravitational 
component now acts in the opposite direction (Equation 10.1). In many cases the effect 
of flow direction on the frictional component is neghgible, as illustrated in Figure
10.1 A. The deviation appears to increase at higher mass fluxes. However, within the 
region of most interest to PHEs, i.e. mass fluxes below 400 kg/m^s, the pressure drop 
is not greatly affected by the direction of flow. This directional independence suggests 
some degree of homogeneity, as well as implying that for experimental work the choice 
of flow direction is arbitrary. The characteristics of the test rig mean that downflow 
experiments are preferred due to greater stability of the flow rates.
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Figure 10.1: Variation in frictional pressure drop (port-to-port) due to A) flow quality 
and B) at low flow qualities (upflow only), p = 60760° and dc = 3 mm.
At high flow qualities the experimental data obtained for a given mass flux in a given 
plate configuration are accurately represented by a straight line. They are effectively 
described by the single-phase liquid pressure drop and the gradient, 6(A P )/  Ôx. This
allows a large amount of data to be compared directly using two parameters only, and 
this relationship is taken advantage of in Section 10.1.2.
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Figure 10.2: Variation in frictional pressure drop (port-to-port) due to mass flux for 
various flow qualities. Air-water in upflow with p = 60760° and dc = 3 mm.
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Figure 10.3: Power law parameters obtained from port-to-port pressure drop data.
The air-water upflow pressure drop data are plotted in terms of mass flux (Figure 
10.2). Data for each flow quality are closely approximated by power law functions, 
depicted by the solid grey lines. The exponents associated with these functions, 
presented in Figure 10.3, show an overall tendency to decrease with increasing flow 
quality. This is unlike the relatively constant values observed in pipe flow. In single 
phase flow a reduction in exponent from 2 to 1 indicates transition from turbulent to 
laminar flow. As an increase in vapour quality generally corresponds to an increase in 
turbulence, the exponent is not expected to decrease with increasing flow quality.
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It is hypothesised that the reduction in n is the result of fluid compressibility effects. As 
flows of greater mass flux have larger pressure drops, they experience higher absolute 
pressure and reduced pressure gradients at the inlet. At the outlet, the pressure gradient 
is considerably larger. The total pressure drop will, therefore, be lower than that 
experienced if the outlet pressure was maintained along the entire channel length. The 
apparent reduction increases with both mass flux and flow quality. This will cause the 
relationships typical of Figure 10.2 to increase less rapidly. Thus, the exponent of the 
power law relationship will appear to be reduced, and to decrease further with 
increasing flow quality.
Further to the constant mass flux experiments, a number of constant liquid flow rate 
experiments were conducted. These resulted in remarkably linear relationships between 
pressure drop and gas mass flow rate, as illustrated in Figure 10.4 by a typical data set.
300000.0
250000.0 --
200000.0 - -
♦ 0.10 kg/s 
A 0.15
150000.0 --
§  100000.0 - -
® 0.2
B 0.2550000.0
xO.3
0.0
0 0.005 0.01 0.015 0.02 0.025 0.03
Gas Mass Flow Rate, kg/s.
Figure 10.4: Frictional pressure drop vs. gas mass flow rate at constant hquid mass 
flow rate. Air-water in downflow with P = 60° and dc = 3 mm.
10.1.2 Effect of Channel Geometry
Single phase flow studies show that the local pressure gradients in the Y-direction vary 
significantly with chevron angle. A typical result for two-phase flow is illustrated in 
Figure 10.5. The deviation between the length averaged curve (dotted hnes) and the
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data obtained from within the channel is even greater than in single-phase flow (Fig. 
9.3). This is due to expansion of the gas phase. It is particularly noticeable in the low 
angle channel where pressure drop occurs mainly in the inlet and outlet sections.
It can also be seen that the pressure drop of the outlet section does not vary 
appreciably with changes in chevron angle. The inlet section is affected indirectly by the 
difference in gas density; the higher inlet pressures experienced for channels with 
higher angles results in a lower pressure drop.
250000 1
.  200000 - -
5 150000
100000 - -
INLET CORRUGATED SECTION OUTLET
50000
0.0 0.2 0.4 0.6 0.8 1.0
Normalised Plate Length
Figure 10.5: Variation in measured two-phase pressure drop due to changes in 
chevron angle. Air-water in upflow with m = 200 kgW s, x=  0.1 and dc= 3 mm.
For flow of a constant mass flux, a decrease in channel gap causes a small change in 
single-phase pressure drop which is minimal compared to the two-phase values. The 
effect of a change in channel gap on two-phase pressure drop may, therefore, be 
determined by neglecting the Y-intercept (assume it to be zero) and reducing the data 
for a particular mass flux to the gradient of the line of best fit, (Ô (AP) /  Ô %) .
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Figure 10.6: Rate of change of pressure drop with respect to flow
quality, 6 (AP) /  Ô i  ,vs. mass flux. A) port-to-port section and B)corrugated section.
The gradients determined from the measured data for the port-to-port section are 
plotted in Figure 10.6A. No measurable variation in gradient is associated with the 
30730° and 30°/60° chevron angle configurations. This indicates that the measured 
pressure drops are effectively the same despite a change in channel gap. Variation in 
pressure gradient due to channel gap is measured for the 60°/60° chevron channels, and 
a higher gradient is found for the high gap channel.
The gradients representing the data for the corrugated section alone are presented in 
Figure 10.6B. Data for the high angle channels appear to be qualitatively unaffected by 
the change in test section, while the low and medium angle channel data vary
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considerably. In the latter cases a steeper slope is found for the low gap channels, the 
opposite trend to that found for the high angle configuration. Regardless of the exact 
relationship, it is clear that the channel gap has a distinct influence on the pressure drop 
across the corrugated section, but not always so across the port-to-port section.
The pressure drop characteristics of the entire PHE plate appear to mirror those of the 
section with the largest frictional resistance. At low chevron angles the pressure drops 
across the distribution sections dominate the total value (Figure 10.5). The trends 
observed for the corrugated section (Figure 10.6B) have negligible influence on the 
port-to-port characteristics. Under these conditions, i.e. low [3, a change in channel gap 
has no effect on the gradient (Figure 10.6A) or the pressure drop. This suggests that in 
the distribution section, shear stress and velocity profiles in the depth direction (Z axis) 
are independent of the wall-to-wall spacing. This is typical of developing single-phase 
or homogeneous flows where a plug like velocity profile exists.
At high chevron angles the total pressure drop is dominated by the contribution of the 
corrugated section. The trend observed for the corrugated section (Figure 10.6B) is 
therefore the dominant trend of the port-to-port section, as is illustrated in Figure 
10.6A. Clear variation in pressure drop due to channel gap across the corrugated 
section is observed (Figure 10.6B), suggesting Z-direction shear stress and velocity 
profiles significantly different to those hypothesised for the distribution section.
Photographs of the two-phase flow structure are provided in Section 10.2 where it is 
shown that, in many cases, the flow is separated rather than homogeneous as many of 
the results suggest. The pressure drop relationships discussed in this Section wiU be 
considered further in the light of these findings in Section 10.3.
10.1.3 Effect of Liquid Viscosity
A series of experiments were conducted with CMC solutions as the liquid phase. Only 
the results obtained with the solution of highest CMC concentration (0.6 wt.%) are 
discussed directly in the following paragraphs, as these provide the clearest picture of
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the influence of liquid viscosity on frictional pressure drop. The conclusions drawn 
from these results are sufficient to explain the results obtained with the lower 
concentration CMC solutions.
The pressure drops associated with the high viscosity liquid (0.6 wt.% CMC), 
illustrated in Figure 10.7, show considerably more non-linearity at low flow qualities. 
As flow quality increases the measurements converge to the values measured for air- 
water flow. This is best observed at a mass flux of 250 kgW s. The reason for the 
convergence is, as yet, unclear. An increase in shear rate due to increased velocity wiU 
reduce the apparent viscosity and this may reduce any observable variation in pressure 
drop due to liquid viscosity. Changes in interfacial structure may occur and would alter 
the mechanisms of momentum transfer.
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Figure 10.7: Variation in total port-to-port pressure drop due to a change in liquid 
viscosity, p = 60760°, dc = 3 mm in downflow.
It is shown that increasing the hquid viscosity has an effect on the pressure drop in 
two-phase flow. The effect is non-linear, and little or no effect was measured when 
using medium concentration solutions (0.3 wt.% and 0.4 wt.% CMC). The relationship 
between pressure drop and Reynolds number in single-phase flow is well
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Figure 10.8: Port-to-port pressure drop showing linear relationship with flow quality. 
Air - 0.6% CMC solution data for P l l  (p = 60760°) and P22 (P = 30°/30°) plates.
known. For flow of a constant velocity, Re decreases as viscosity increases. If the flow 
becomes laminar the friction factor rises denoting a higher pressure drop. Therefore, 
higher pressure drops at and near zero quality are expected if hquid only Reynolds 
numbers denote laminar flow.
More accurate measurement of low flow rates through the increase in hquid viscosity 
has meant that it has been possible to cover the fuh range of flow quahties. Figure 10.8 
illustrates the absence of a pressure drop maximum in PHE flow.
The absolute influence of a number of parameters has been considered in this Section 
for two-phase flow. Geometrical and rheological influences on pressure drop have 
aheady been observed in Chapter 9 for single-phase flows, and variations in pressure 
drop are, therefore, to be expected in two-phase flow. The question remains whether 
these variations are similar to those experienced in single phase flow or if they include 
additional effects caused by the simultaneous presence of a gas and a hquid phase. In 
Section 10.3, the single-phase effect is removed through normalisation. Also discussed 
in Section 10.3 is the influence of flow pattern on pressure drop - the observed flow 
patterns are discussed in the next Section.
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10.2 Flow Visualisation
Transparent moulds of the high gap (dc = 3 mm) plates have enabled flow visualisation 
in channels of three different chevron angles, 30730°, 30°/60° and 60°/60° The flow 
patterns observed to exist during vertical downward air-water flow in PHEs are 
described, and are mapped in terms of superficial velocities. The paths taken by the 
two-phase flows through the corrugated section, at the central spine and at surface 
contact points are presented. Where possible, comparison is made with single-phase 
flow observations.
Flow of varying quality and mass flux is initially filmed using a high-speed video 
camera (Kodak Ektapro 4340) capable of frame speeds up to 40,000 s '\  Still images 
are grabbed from videotape using OPTIMAS"^^ Image Analysis software. Non-uniform 
light diffraction due to the curved surfaces of the test section causes distortion of the 
image. Quoted distances are therefore only approximate.
Flow Patterns
Five flow patterns are observed during downward vertical flow in PHEs and each is 
considered in the following text. Representative photographs and schematic diagrams 
are given in Figure 10.9.
Dispersed Bubble Flow: gas bubbles of approximately 3-5 mm in diameter flow within 
a continuous hquid phase (Figures 10.9A&E). It is observed only at very low flow 
qualities involving air flow rates below the lower limit of the air flow meter. Thus, 
existence of the structure is observed but the flow conditions under which they exist 
are not quantified.
Irregular Bubble Flow: regions of dispersed bubble flow are disrupted by large, 
asymmetrical regions of gas (Figures 10.9B&F). The large gas regions spread across a 
number of furrows and over the entire depth of the channel.
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Churn Flow: the appearance of high velocity hquid slugs indicates the transition to the 
chum flow regime. Initially, these are sporadic and often short-lived, while their 
stabihty increases with increasing gas flow rate. The onset of chum flow is defined as 
the point at which the slugs maintain their character along the length of the test channel 
and occur with a regular (unmeasured) frequency (Figures 10.9C&G). The fraction of 
the flow existing as a fihn increases with further increases in gas flow rate untü 
eventually a stable film flow exists.
The intermittent appearance of the flow is caused by fast moving slugs of liquid 
containing finely dispersed bubbles ((|) ~ 0.1 mm). The wake region following the slugs 
consists of a decelerating film upon which surface dismptions occur, such as the 
collapsing of bubbles and breaking of liquid bridges. Eventually, a quiescent region is 
formed and a stationary film of liquid exists on the plate surface.
Film Flow: both phases flow along the furrows, with the liquid f o r m i n g  a film on the 
metal surface and the gas flowing over it (Figures 10.9D&H). Although similar to 
annular flow, the geometry of the channel means that an annulus does not form. Waves 
are apparent on the surface of the film. The physical description of these phenomena 
correspond to ripple waves, roll waves and disturbance waves, as described for annular 
flow in pipes (Hewitt & Govan, 1990; Wolf et aL, 1996). Specific analysis of wave 
phenomena was not attempted, and characterisation of the waves is made through 
visual observation only.
Partial Film Flow: an extension to the film flow regime in which the entire surface is 
not completely wetted (Figure 10.91). Liquid flows preferentially on the forward facing 
edge of the furrow, while the backward facing edge is mainly dry with occasional liquid 
rivulets. Further increases in quahty result in some furrows becoming completely 
devoid of liquid, although this is likely to be related to surface tension effects.
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Flow pattern Maps
All of the flow patterns described earlier are observed for each of the configurations 
examined. Simple flow pattern maps relating flow regime to the superficial phase 
velocities have been prepared for each of the three channels. These maps are presented 
in Figure 10.10.
The chevron angle has a significant but irregular effect on the transition boundaries 
between flow patterns in PHEs. The map for the 30730° channel, presented in Figure 
lO.lOA, is dominated by the film flow region. This region is significantly reduced in the 
map for the 60760° channel, which is shown in Figure 10.IOC.
Crossing flow predominates during single-phase flow in the 30/30° channel, and two- 
phase film flows are also observed to take this route. In the 60°/60° configuration, 
single-phase flows tend toward longitudinal wavy flow but still includes a component 
of crossing flow. The considerable smaller fihn flow region suggests that at higher 
chevron angles fihn flow is incapable of sustaining the shear stresses that exist due to 
fluid flowing in differing directions.
By vaiying the chevron angle from 30°/30° to 60°/60° chum flow becomes more 
common and is present in the region formerly occupied by f i l m  flow. The prevalence of 
chum flow is, perhaps, indicative of the higher shear stresses generated at the midplane 
between the two plates.
Most notable, however, is that the transitions observed for the 30°/60° plate, shown in 
Figure lO.lOB, do not deviate from those found for the 30°/30° channel. In single­
phase flow, Focke & Knibbe (1986) observed that the flow paths taken in a mixed |3 
configuration, in their case 45°/80°, correspond to that of the lower angle. The same 
appears to be tme for two-phase flow.
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Figure 10.10: Flow pattern maps for vertical downflow in corrugated channels.
A) 30730°, B) 30760° and C) 60°/60°.
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Comparison with Pipe Flow Pattern Observations
The patterns observed in these plates (dn = 5.17 mm) show some similarities with those 
observed in other narrow channels (dn = 4.08 mm) by Mishima & Hibiki (1996) and 
Clarke & Blundell (1989), as reported in Chapter 7. In particular, the definition of the 
chum flow stmcture is in keeping with the flow pattern descriptions of Mishima & 
Hibiki. The only major difference occurs with the characterisation of slug flow. In PHE 
flow, the pattern bordering with chum flow at low gas velocities is termed irregular 
bubbly flow, which is most unlike the structured Taylor bubble flows observed in 
narrow, cylindrical pipes.
Flow Paths
The flow paths taken during two-phase flows are shown to be similar to those already 
described for single-phase flow. During bubbly flows, longitudinal wavy flow 
characteristics are observed increasing with increasing chevron angle. Film flows 
clearly conform to crossing flow as the two fluids are observed to flow along the 
troughs of a cormgation. As mentioned previously, formation of fihn flow in the 
60760° duct is impeded as crossing type flow is contrary to the longitudinal wavy flow 
preferred for this geometry.
Observations made at the central spine also show similarities with those made during 
single-phase flow. During bubbly flow in the 30°/30° channel, large stationary bubbles 
are observed to reside at the central spine. As illustrated in Figure 10.11, individual 
bubbles flowing along a furrow toward the spine are shown to rebound off these 
stationary bubbles and continue their joumey on the same side of the spine but along 
furrows on the plate opposite. In the 60°/60° duct, the bubbles follow a corkscrew 
flow path typical of longitudinal wavy flow, meaning that the flow is not required to 
change direction at the spine (see Figure 7.5).
Film flows are also observed to change direction at the central spine.
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Generally, fluid is not observed to cross the central spine, although phase 
maldistribution during irregular bubble and chum flows did cause flows in the X- 
direction which traversed the spine.
It was noted for single-phase flows that shear stresses at the midplane cause secondary 
flows and local changes in the fluid velocity. The dry surface observed in partial film 
flow is formed as a result of a secondary flow path. The asymmetry of surface wave 
phenomena in the film indicates that the gas phase spirals as it travels along the furrow. 
An additional interfacial shear stress component now acts perpendicular to the axial 
flow direction, and forces the liquid toward the forward facing edge. As the magnitude 
of the force increases the film thins, until a proportion of the surface becomes dry.
Directional changes are shown to exist during two-phase bubbly flow. Larger bubbles 
are observed to divide as they approach a contact point, due to the strong influence of 
flows in opposite furrows. The circled region in Figure 10.11 shows a bubble during 
the division process.
crests of rear plate 
crests of front plate
Figure 10.11: Flow path at the herringbone spine during regular bubbly flow in the 
30730° duct.
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10.3 Prediction Methods for Two-Phase Pressure Drop
One of the main aims of this Part of the dissertation is to formulate a prediction method 
for pressure drop during two-phase flow in abutting corrugated channels and PHEs. So 
far the data have been gathered and examined, and flow patterns have been defined. To 
correlate the data, techniques established in pipe flow studies and discussed in Part II 
are reconsidered in terms of PHE flow. These include normalisation of the data to form 
two-phase multipliers, and correlation using Chisholm’s C-Coefficient correlation. A 
brief analysis with respect to the influential role of interfacial structure is also provided.
10.3.1 Two-Phase Multipliers
It is evident throughout this dissertation that the use of multipliers in multiphase 
operations is a standard correlation method. The two-phase pressure drop multipliers 
are determined using the single-phase friction factor data presented in Chapter 9.
For the experiments conducted in this study, gas phase physical properties cannot be 
assumed to remain uniform along the length of the channel, nor is it possible to define 
local pressure gradients as a function of gas density. Average test section pressure is 
therefore used to evaluate the Lockhart-Martinelli parameter, X. It wiU be shown, 
however, that this has little impact on either the form or function of the relationship 
between X and the two-phase multiplier.
10.3.1.1 Port-to-Port Section Results
The experimentally based multiphers for air-water pressure drop measured across the 
port-to-port test section are presented in Figure 10.12. The relationships formed are 
similar to those observed in the pioneering work of Lockhart and Martinelli (1949).
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Figure 10.12: The effect of chevron angle on two-phase multipliers derived from air- 
water port-to-port data.
Influence of Channel Geometry
The variation in two-phase multiplier due to changes in chevron angle is clearly evident 
from Figure 10.12, in which air-water data for PHE channels of 3 mm gap are 
presented. The multipliers decrease with increasing chevron angle and are considerably 
lower than the predictions made by Lockhart & Martinelli. The C-coefficient 
correlation with C values of 4, 7 and 10 approximate the curves for test sections of 
30°, 30°/60° and 60° chevron angle respectively.
Influence of Liquid Viscosity
Included within Figure 10.13 is the influence of hquid viscosity. The differences due to 
liquid viscosity observed in Section 10.1.3 become less obvious when normalised using 
single-phase superficial pressure drops. However, the resulting multiplier data show a 
decrease with increasing hquid viscosity which is more pronounced at low values of the 
Lockhart-Martinelli parameter.
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Figure 10.13: The effect of liquid viscosity on the port-to-port two-phase multiplier. 
A) 30730°,B) 30760° and C) 60°/60. dc = 3 mm.
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At high viscosities the superficial liquid Reynolds numbers, ResL, are low and suggest 
laminar flow. The superficial gas Reynolds numbers remain in the turbulent region. The 
flow regime within each phase has long been known to influence the two-phase 
multiplier (Lockhart & Martinelh, 1949), and viscous flow of either phase results in 
lower multipliers compared to turbulent-turbulent flow. This phenomenon is once again 
observed for PHE flow.
Influence of Flow Conditions
Observations in pipe flow suggest a mass flux effect. In the case for PHEs, the data 
associated with a given liquid and geometry display a high degree of consistency with 
respect to mass flux. This is illustrated in all multiplier curves presented in this Section.
10.3.1.2 Corrugated Section
The following paragraphs focus on the multipliers associated with pressure drop over 
the corrugated section only. The data are manipulated in the same manner as the port- 
to-port data, using the average pressure within the corrugated section.
Influence of Liquid Viscosity
Generally, the fluid viscosity effect is observed to be significantly less for the 
corrugated section alone. The obvious deviation from the previous statement are the 
air-water data for the low angle plates (Figure 10.14A) which include a viscosity effect 
much larger than that seen at higher angles. It is observed in both the low and high gap 
plates, as illustrated in Figure 10.15..
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Figure 10.14: The effect of hquid viscosity on the corrugated section two-phase 
multiplier. A) 30°/30°,B) 30°/60° and C) 60°/60°. dc = 3 mm.
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This effect may be due to systematic errors involved in the measurement of the single­
phase pressure drop in low chevron angle sections. The taps inserted into the channel, 
by the method described in Section 8.2.1.3, measure the pressure at a single point. To 
be truly accurate, this method requires that there is no pressure gradient across the 
width of the channel (X axis). It is clear from the single phase results that a variation 
exists between the two sides of the plate, thus increasing the uncertainty of the friction 
factor relationship. The two-phase parameters rely heavily on this relationship, and 
error in it will be transmitted directly into those parameters.
Influence of Channel Geometry
Apart from the two air-water data sets for the low chevron angle plates, as discussed in 
the previous Section, the two-phase multipher data appear to follow a common 
relationship as a function of the Lockhart-Martinelli parameter (Figure 10.15). It 
appears that in abutting corrugated channels the multiplier is independent of chevron 
angle between 30° and 60°. A curve fit of the relationship is given by Equation 10.4, 
This relationship also provides the means to predict local pressure gradient in the 
corrugated section of the PHE, as will be disussed in the following Section.
4) z. =1.423 - 0.0724 x ln(X) + 1.031/X  10.4
Further investigations have shown that the relationship formed for corrugated channels 
is not greatly dissimilar to those found for low diameter ducts of circular cross section, 
which may be considered to be channels with chevron angles of 0°. This point is 
discussed in greater detail in Section 10.3.4.
A much smaller body of information has been accumulated on the effect of channel 
gap. Data obtained in 2 mm channels appear to closely follow the relationships 
established for the 3 mm channels. Despite previously noting an influence on two-phase 
pressure drop due to channel gap, this variation is similar to that experienced for 
single-phase pressure drops. Thus, no significant variation in multiplier is observed.
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Figure 10.15: The effect of channel gap and chevron angle on corrugated section two- 
phase multipliers. A) High and mixed chevron angles and B) low angles (30°).
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10.3.1.3 Influence of Averaging Techniques
The relationship given in Equation 10.4 is generated using average test section pressure 
and frictional pressure drop in the determination of the two-phase parameters, rather 
than the preferred local pressure and frictional pressure gradient. The accuracy of this 
method is reported by Kreissig (1992) as being unacceptable.
The multiplier relationship derived at average pressures is used in a stepwise manner to 
account for gas phase compressibility and to determine local pressure gradients. Figure 
10.16 shows the comparison between the measured and predicted values of the 
corrugated section (port side) pressure drop in a 30760° plate configuration. The 
predictions are shghtly lower than the experimental values, a result of the non-linear 
relationship between the absolute pressure and the pressure gradient. Never-the-less, 
they are extremely close to the measured data. Thus, the multipliers derived using 
length averaged pressure are satisfactory for the prediction of local pressure gradients. 
Although similar parity is found for the port-to-port test section data, the non-uniform 
geometry means that the predicted local pressure gradients are unrealistic. This is 
particularly true for plates with low chevron angle (Figure 10.5).
10.3.2 Empirical Prediction Methods
The majority of the methods discussed in Part II cannot be employed for PHE use due 
to the imphcit inclusion of the pressure gradient maximum. Although the C-Coefficient 
method (Chishohn, 1967), described by Equation 10.5, was originally formulated to 
provide an approximation to pipe flow (|)-X relationships, it is flexible enough to 
accommodate the absence of the pressure drop maximum by the suitable definition of 
C.
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These are observed to be strong functions of both the fluid viscosity and the Lockhart- 
MartineUi parameter, itself dependent on the flow quality, as well as a lesser effect of 
channel geometry. Low (3 data appear to give C values ranging from 8 to 20, while 
higher p channels have lower C values. An example of this variable behaviour is 
presented in Figure 10.17. Correspondingly, the errors introduced by the use of an 
approximate model such as the C-Coefficient method are significant.
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Figure 10.17: C as a function of X and hquid viscosity. Downflow, p = 60°/60°, dc 
3 mm.
Thonon et a l (1995) employed this method to correlate two-phase pressure drop data 
in PHEs, finding C = 8 to provide a suitable approximation. Significantly, they did not 
specify the channel geometry associated with the data. Figures 10.12 and 10.18 
indicate that C=8 is a close approximation for the 30°/60° PHE channel. The multiplier 
curves for other channels lie on either side, indicating an influence of chevron angle not 
specified by Thonon et a l  (1995). Figure 10.18 also shows the values of C for the 
corrugated section to deviate further from Thonon’s recommended value.
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Research into other compact heat exchangers has also utilised the C-Coefficient to 
correlate the data. In Figure 10.18, comparison is made between the average C values 
obtained in low diameter single channel studies to those found in this investigation for 
air-water flow in PHE plates and corrugated channels.
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Figure 110.18: Measured (mean) and predicted C-coefficients for narrow channels. 
P-P = port-to-port and CS = corrugated section.
Thus, it is clear that no single value of C provides effective correlation over the entire 
range of conditions. For corrugated channels, it appears that the curve fit for the 
multiplier relationship with the Lockhart-Martinelli parameter, given in Equation 10.4, 
is the only function capable at present of reproducing the measured pressure drops. 
Predictions of two-phase pressure gradient in corrugated ducts are to be made using 
this function in a stepwise manner using local pressure in the determination of X.
4)^  =1.423 - 0.0724 x ln(X) + 1.031/X 10.4
A common function was not forthcoming for the port-to-port section, and 
representative C-coefficients were defined for each channel in Figure 10.18. To predict 
port-to-port pressure drops Equation 10.4 must be used in conjunction with a
199
Pan III: Adiabatic Two-Phase Flow
correlation for pressure drop in the distribution sections. From the measurements made 
in this investigation, it is possible to formulate a suitable correlation which will predict 
pressure drop in the distribution sections as a function of flow conditions. The 
appropriate pressure drop data may be determined from the information contained in 
Appendix E.
A typical data set is given in Figure 10,19. The compressibihty of two-phase flows 
means that they are subject to gas density changes which cause the inlet and outlet 
hydrodynamics to vary to an extent defined by the pressure drop across the corrugated 
section. Therefore, consideration of the absolute pressure must be given in any future 
correlation procedure.
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Figure 10.19: Two-phase pressure drop in the distribution triangles. Air-water in 
downflow with m = 200 kg/m^s, p = 30760° and dc= 3 mm.
200
11. Summary and Conclusions
The application of PHEs to phase change operations has sparked an interest in the
fundamentals of two-phase flow in corrugated ducts. The following steps have been
taken to experimentally investigate the hydrodynamics of two-phase flows:
• a test rig has been constructed that delivers an adiabatic air-liquid two-phase flow to 
an Alfa Laval M6 PHE. The liquid phase consisted of either water or aqueous CMC 
polymer solution;
• pressure was measured at strategic points in the flow channel for two-phase flows 
of varying flow quality and mass flux;
• moulded polyester plates were fabricated and visualisation studies were carried out.
The following conclusions are drawn from the single-phase flow investigations:
• single-phase friction factor relationships show a strong geometry effect;
• corrugated section friction factors vary signiflcantly flrom the port-to-port values, 
indicating that the use of length averaged pressure gradients is umeasonable;
• visualisation of single-phase water flow verified the results of previous studies found 
in the literature by showing that crossing flow is prevalent at low chevron angles 
while the flow tends towards a mixture of crossing flow and longitudinal wavy flow 
at high angles.
The conclusions drawn from the two-phase flow investigations are:
• for mass fluxes less than 400 kg/m^s, frictional pressure drop during two-phase flow 
is independent of flow direction. Thus, the effect of the gravitational force on the 
momentum transfer processes is negligible;
• two-phase multipliers for corrugated channels with high and medium chevron angles 
are shown to be a unique function of the Lockhart-Martinelli parameter, suggesting
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that the geometrical effects observed in two-phase flow are sufficiently defined by 
those experienced during single phase flow;
• multipliers derived from pressure drop measured using higher viscosity liquids also 
fall onto this common curve;
• multipliers for the port-to-port section show a greater degree of variation with 
chevron angle and liquid viscosity, resulting from the influence of the distribution 
sections;
• visualisation studies have revealed the existence of five distinct flow patterns. The 
transitions between these patterns vary between the 30730° and 60°/60° plates. 
Transitions in the mixed angle plate are shown to be similar to those identified for 
the 30°/30° configuration, a result which mirrors single-phase flow path 
observations in mixed angle plates;
• two-phase flow paths at the central spine also niirror single-phase observations.
It is observed that many of the flow paths observed during two-phase flow are similar 
to those observed in single-phase flow. This relationship with single-phase flow is a 
feature of PHE hydrodynamics also suggested by the uniformity of the pressure 
gradient multiplier relationships.
2 0 2
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12. Review & Recom mendations for Future Research
Two scenarios involving adiabatic gas/liquid flow have been addressed in this 
dissertation: flow through circular pipes and flow through corrugated channels. Each 
has focused on pressure drop and its relationship with flow pattern. Its prediction is 
considered in the former case and its measurement in the latter.
Of the three approaches to the prediction of two-phase phenomena in pipe flow, 
phenomenological modelling appears to have gained preference. Such models have 
been in existence for many years, yet the hterature revealed no formal performance 
evaluations of these models against experimental data. There was no quantifiable basis 
for the faith shown in the technique. This was addressed in Part II, culminating in the 
definition of a composite model whose predictions were more accurate than the best 
empirical method. Additionally, the errors associated with these predictions showed a 
tendency to be system non-specific, a great advantage when designing for unusual 
fluids or flow conditions. It does not unconditionally validate the models, but generates 
fiirther confidence in their use as requested by Jenkins (1995) on behalf of the end user, 
industry. For the future, much is still to be done in quantifying known two-phase 
phenomena and identifying new ones, initially on an experimental level and then by 
inclusion into mathematical models.
The recommendations obtained in Part II are based on the data contained in the TVT- 
Dukler data bank. They require vahdation themselves, and should in the future be 
tested against other data banks containing independent data to ensure the 
recommendations are sound.
Pressure drops were successfully measured during two-phase flow in PHEs and flow 
patterns identified. These were presented in Part III. Despite pipe flow being 
geometrically quite distinct from corrugated channel flow, overlaps do exist in terms of 
experimental techniques, data analysis and phenomenological interpretation. The
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considerably more advanced subject of two-phase pipe flow has yielded a wealth of 
experience of direct relevance to studies of flow in vastly more complex channels. In 
the initial stages of this investigation, pipe flow experience contributed to the design of 
the test rig. At the analysis stage, data correlation using the Lockhart-Martinelli 
technique of two-phase multipliers has been of great success. The effect of flow pattern 
on pressure drop is also well known and a study of flow patterns in corrugated channel 
flow was performed.
The investigation revealed that, under certain conditions, a common two-phase 
multipher curve exists to describe two-phase flows in corrugated channels of various 
chevron angles and channel gaps. Thus, the two-phase effect is a translation of the 
single-phase effect. The distribution sections display quite distinct hydrodynamics 
which have a notable influence in both single and two-phase flows.
As indicated, a number of the experimental and data analysis techniques developed in 
pipe flow have been successfully used in PHE research. However, this has not 
exhausted the potential for transferral of knowledge gained in cylindrical duct flow. 
Part II brought together a number of physical models used to describe two-phase flows 
at a more fiindamental level. The results of the statistical error analysis highlighted 
recent advances made in their accuracy and reliabihty over a wide range of conditions. 
If this is, as the results would suggest, the way forward in the mathematical modelling 
of gas-liquid flow in pipes, then it must also be the ultimate goal for those researching 
flow in channels of other geometry. The future for research into two-phase flow in 
PHEs, as for all compact heat exchangers, lies in phenomenological analyses.
Analysis of the progression of pressure drop prediction techniques for pipe flow, 
described in Chapter 2, also made clear that such modelling requires more than a 
collection of pressure drop data - it requires knowledge of the various phenomena 
present, their magnitudes and their frequencies. Techniques such as power spectral 
density analysis and time series analysis of void fraction and pressure signals would 
contribute greatly to the quantification of two-phase phenomena as well as defining 
flow patterns and their transitions.
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Bandel and Schliinder Correlation
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Figure B.l: The limiting pressure gradients of the Bandel and Schliinder flow pattern transitions. 
Calculations based on air and water at standard temperature and pressure.
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Initially, the flow is considered to be annular. The pressure gradient for flow in this regime is 
determined as follows.
(SP/SZ-)^^ 0.3164 +  f ,  
(8F/5L)^^ 0.3164 + f^
Iteration sequence to solve for phase diameters and areas in annular flow
= ( w h - V = 2 5 )
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hP hP
i f  ——  <  ——  then calculations proceed as for stratified flow
°  ^  TP,A  P  ^  S,mm
if  R eL <2000  
5 F 64
(5F/ÔL) 0 .3164+F ,
(5 F/SL),,, 0.3164 +  F,,
Iteration sequence to solve for equivalent diameters and phase areas for stratified flow
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ÔP ÔP
II -r—- > - — then calculations proceed as for transitional flow
OLtps 0-^5,max
linear interpolation of critical stratified and annular flow pressure drops
Pr =
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Baroczy and Chisholm Correlation
md ifReLo<2300
r  = Pc
-
64
Re w
pA 
VPcV p
, for smooth tubes only
\ ^ L  y
ifR eL o> 2300
0.3164
1,0 d O^.25Re w
ifr<9.5 m < 500 500<m<1900 m > 1900
5  = 4.8 _ 2400.05  = ---------
m - P
if9.5<r<28 m<600 m>600
^ 520.0
7 - f
ifr<28 „ 15000.0
<t>L, = i + ( r '  + i ‘‘
5P
- e  ^c T rLO' ^j
OEpjp ^^F,LO
6P
6L F.LO 2Pz,(f
B-Coeffîcient Correlation (Chisholm)
if ReLo< 1000
g, 64 
Slc ~ Re LO
i f  ReL0> 1000
r r
A =
R =
2.457 log
V (7 /R e „ )° ' + 0.27e/i/ 77
16
/  \  16
^37530 '
V y
?LC -  8
y
y/12
+
(A + B)3/2
B5
Appendix B : Empirical Methods
SF _
2 p X8L F ,W
Repeat the above equation set for the gas phase friction factor and pressure drop.
Physical property index 
5P
ÔL F,GO
ÔL F,LO
B coefficient for smooth tubes
2 i r - 2^""+2
Sm r - 1
where T > 8.9
Correction for rough tubes
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V V
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Beattie and Whalley Correlation
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Chawla and Bankoff Correlation
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if
\ r O j
> 85.0 and > 3237 use the Bankoff correlation
vF g y
if ' P L ^ < 85.0 and x ,,^  > f p L ^
^ P g > vPG y
use the Chawla correlation
Bankoff Correlation (with modification to determination of £ of. original form)
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Repeat the above equation set for the gas phase friction factor
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v P g  j
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2pçd
FX3 = 1 + l - x
X£ hl 
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ÔL
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Cicchiti Correlation
A homogeneous two-phase multiplier is defined using the following definition o f the two-phase 
viscosity;
P t-p = P c - ^ + P l * ( 1 - ^ ) ’
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v Pl 7y
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Dukler correlation (Case I) 
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Friedel Correlation
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repeat above equation set for gas phase friction factor
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Gronnerud Correlation
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Lockhart & Martinelli Correlation
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Pc S l p c  2pcd
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The four flow regimes are now considered separately.
laminar gas -laminar liquid flow (ReG<2000, ReL<2000)
X < 0 .7
(j)c= 1.596%"'+1 
0.7 < X <  1.0
Oc =1.52%+ 1.09
X > 1 .0
_  1.00918 0.68235 4.57391 3.65747
% ^  %"-^  %"-^  %V3
turbulent gas - laminar liquid flow (Rcg>2000, ReL<2000)
X < 0.04
(t)c=1.05%^+l 
0.04 < X < 0.3
(|)c= 2.61%+ 1.25
0 . 3 < X < 1 . 0
(j) ^  = 2.065 % +1.42
X > 1 .0
_ -0.33032 9.805836 7.84907 13.84287
X  %'F
laminar gas - turbulent liquid flow (Rcg<2000, Rol>2000)
X < 0 .2
(t)c=2.11%"-^'+l 
0 . 2 < X <  1.0
(|)(. =2.2% + 1.29
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X>1.0
_ 0.44279 4.30045 5.1345 6.4044
X  ’’’ X°-^
turbulent gas - turbulent liquid flow (Rec>2000, ReL>2000)
X  < 0.4
(|)c = 2 .99X °" + 1 
0 .4 < X < 1 .0  
(j)^  =2.3X + 1.9
X > 1 .0
_  -0 .438455 10.6980 7.39212 13.434337 
‘Pi % X°-  ^ Z'F
Depending on the value o f  X , dP/dL is calculated from on o f the following equations 
Lombardi and Pedrocchi Correlation
JMoussalli and Kesper Correlation
A hybrid o f two separate methods, the first step o f this correlation is to determine which if  the two 
methods to use.
Fr„ =
0 _  ( l~ ^ )P c
iPi,
The Kesper correlation is to be used if  the following condition is met, otherwise the M oussalli 
correlation is preferred.
1 1 2 ^
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Moussalli Correlation
rhd
1
-2 .log,ol— ]+
3.7 y Re r^
Solve by iteration with initial guess of;
0.3164
Re 0.25
P < 0 .4
%2=1 + 0.09P
61 F,LO
^  _ 5 P
6 L TP 5 1  p
1 +  JC Pl
j3 > 0 .4
/y y-1 oo
1 - 2.97 1.83 +1 3.43
P"
+ 1
y y
l - x £ i
P g
- 1 (K, -1 )
Kesper Correlation
¥  =
1 - i
y  - 2  \ % y ^  \ 0 . 9 /  n O.9
X
89 lPl
m ^ { l - x Y V P l y
P .
<pG y
The following equation account for the effect o f surface roughness, s, on the two-phase multiplier.
e < 5 * K r  
1, =1.71\|/"-'
I 2 =9.1»V
y
£i =
1 — %
%
. \O.15y_ \ 0.1
Pç 
IP iV
i i i
^P g
8 >5*10"
I j  =1.71\|/ 0.2 i - i Y 'Y p . Y V i i ,  V V
X y
Pç
I P l J
iLL
v P g y
5*10
f  y 
1 - 1 +
\ \ -1.19
xP t,£ I y y
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1 e =
K=1.2
1 + 6.67
l - x ' -
X
y R-
P^ABS ^
\  Pcy
(l + 3x")
IPG , J
F = 1.857 + 0.815.1og
y . .mx
10
V^gPg y
1 + 4574
v P l y
E < 0.0 E = 0.0
E > 1 . 0  E = 1 . 0
RCg —
mxd
P g
-2-logio(R ecV I7)-0.8
Solve by iteration with initial guess of; 
0.184
Re0.2
6  F  F,GO 2 P ç C ?
.2 1
4'c.c = ( { l - E y r . - E y J
ÔP
SI ifU L> p jp  O L, p gg
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Müller-Steinhagen Correlation
ifR eL<1187
51 64
R&l =
md
P l
ifRcL> 1187
?L -
0.3164
Re 0.25
2pcd
ifR ec< 1 1 8 7
L  =
64
Re^
Re^ —md
Pc
ifR ec> 1 1 8 7
^GL -
0.3164
Re 0.25
= (a  + 2{B -  A)i)(l -  x)'^ + Bx'
Olujic correlation
If the following criterion is met then conditions are in the (3-region and the Moussali and Chawla 
correlation is to be used. Otherwise conditions are in the a-region the Olujic and Chawla correlation is 
used. If  within the a-region the Mach number exceeds 0.9 an accelerated flow model should be used.
P = ( l-x )p ,
Fr =
—  <
n j p T
a-region
mxd
RCg —
^G -
P g
0.3164
Re 0.25
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1 - xr =
E, =0.77
Plgd
Pi
IP c
IL
^Pc y
\ 0.057\
0.266 2-L
E, = 2.19
<Pcy
/  \-0-61 
P l
<Pc
1.78
0.078
8 =
r J
E f + E l ^
For relative roughnesses greater than 0.006  
8 /= 8  exp ^0.006 ^
%
0.2
J
ÔL f ,7 ?  ^  ^  F.G
y V%
l - x1+■
X8
P g
p-region
P  7P ~  P  L 
md
l - x
V P g /y
Re
« =
Prp
0.671
p
j(l + (l + 0.907P)“ )
=  1.2^(7 + 8w)(7 + 15ra)'[ 
(7 + 9n)(7 + 16n)J
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-2  log 'd 5.02
3.7 Re
los
V
3.7 Re
bP  c. m 
T T  =Sb L c TD 2.<7. p'F.rp
1 +  X
V
vPg
1 — X
//V iP c  ) J
{^2 -  1)
Reza Correlation
R^ GO —
md
P g
ifReLo<1187
^LO  -
64
Re LO
^GG = (l.82.1og(Reco)-1.64) ^
ifReLo> 1187
^OL =
0.3164
R e -
'F ,LObLr-r^ 2p^d
8 F  _ i s 2 ^
2Pod8L F.GG
=
m
0.22
A =
PG
I P i
+ Re 0.08
F r -
A <  1.0 
A > 2 .0
A  = 1 .0  
A = 2.0
if m <500 if  m  > 500
X q =  1 . 0
xo < 0.0 
xo > 1.0
Xo = 0.0 
Xo = 1.0
X q =  1 . 6
vP l y
(l + Io g (R e„ .F r„ ))
-0 .3 2
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B = —
X q
C = \.Q + B { \ - x Ÿ ^ if x<Xo C =
Xr
5 F  _  5 P
pjjy
+ (Cx)
Storek and Brauer Correlation
Ph = - P gP l
^ (P l “ P g)+P(
9 h = - P g P l
R e ^  —
^(Pl “ Pg)+P(
md
Ph
m
W€ h =
^^P/f
mYd
X s T  —
Gpzz
x - 1
C, =  0 .6 F r ^ " '
Q  = 1.6Fr^"
vPcy
/ \0.e p nO.3
P g
IPL
ÜL
^Pc J
^P g T'"'
P l J
=
f  /  \0.8"\0 5 
1 +  51 -
UJ y
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2^ = 1 + + 1+16%;^
^ x —K'hi
 ^ 64 Y (  0.3164 Y (  0.036
R e -  j  ^J
+
2 \ 0.5
V
%2=S*.Si
ÔP K th
—  = \ i —h i F,TP 2ç) fjd
Thom Correlation
_ m(l -  x)d
P l
ifReL<1000
?L -
64
Re,
Re^ —tfiM
P g
ifReL> 1000
A =
5  =
r
2.457 log
( 7 / R e J ' ‘ + 0.27 t i d
xn16
y y
37530'l
16
V R^l j
%L=8
r r _ 8 _  Y '
vR^Ly
xl/12
+ ■
(A + B) 3/2
Repeat the above equation set for the gas phase friction factor
bP  _  ^gth^x^
2pcdbL F ,L 2 p id bL F,G
f r  r  Y
P l +C = l.l
^iPcy 
ÔP bP
^  ^  F,TP  ^  P  F,LO
P g
Pl ;
- 0.2
y
+ c bP bP
\ 0 . 5
\^^^F ,G O  ^ ^  f,LGy
+ •6 P
bL F,GO
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Appendix C : Phenomenological Models 
Stratified Flow Models 
Agrawal et al (1973)
By searching upwards from =  0.001 X d , solve the following equation set such that the gas phase 
and liquid phase pressure drops are equivalent.
y = 2 c o s " '( l - 2 * ^ )
H p = - E ( y - s m y )
S, = 2 d ^ h j d - { h j d f
P g lP  = l - P J P  
Pg=nd.Pg/P  
1 4 A,
d , o / d ^ - ------^
dpr ! d = -
m { ï - x ) A
Va =
mxA 
9 G-^ G
Reynolds numbers
R^G ~ P G%3^ EG  ^P g
Friction factors and shear stresses
t , =  (0.804 Re^“ “ )'pcV;?
^g = 0.316 Re g'~^  assumes gas is always in turbulent flow
-  _ ^gPg^g
^ WG ~
Cl
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Evaluate the appropriate integral numerically using a Simpson’s rule approximation 
ifReL<2100
r
where 'F =  sin -1 r - X
ifReL>2100
— r ( ' - 4'"il 49A,
'Vdx
~ f  P l
ifR eL < 2100  
64
^L “ Re,
_ Ç lP J Î
2
ifR eL > 2100  
1
VL
= —0.86 In '^eld 2.51 ''
3.7
6F
^  ^  F.G
bP bPerror = — ------
^^F,G  ^  F,L
If error changes sign then the current and previous values form the upper and lower lim its o f , with 
which a simple bisection method is used to get the tme solution.
If error > 0 .1  then the above procedure is repeated with =  hj  ^ + 0 .0 W  , otherwise the solution is  
deemed to have been found.
5P
bL F,TP
NB. the equations for T  and y are different from those given in the original paper, however the 
equations given here allow their determination when the liquid level is above the centre of the 
pipe.
BJA Correlation (Baker & Gravestock, 1987)
m { \ - x ) d  ifR cL < 2300
R®l “
P.
n = l
64
Re,
ifR eL > 2300  
1
VL
n=0.25
= —0.86 In zjd + 2.51
3.7 R e^ y |7
C2
Appendix C : Phenomenological Models
RCç —mxd
P g
ifR e c < 2 3 0 0  
6 4
ifR e o > 2 3 0 0  
1
Re,
m =l
a/1 7
m =0.25
= -0.86 In
3 .7  R e  g a/ ^ g y
^^F,L ^9 id
“ (Pl ~PG)sin(a)
ÔL F,G ^9 Gd
Y =
15 Z, F,G
% = F,L
ÔP.
F,G
I f X <  0.001 72^=1.24% 1.058
I f X >  0.001
Search upwards from =  0 .0 0 0 1  until the error between the gas and liquid phase pressure drop 
solutions changes sign from negative to positive.
P(j =cos '(2À, -1 )
Ft=7C-Fc
s , = . ^ i - ( 2 h p - i y
+  = (5 c - ( 2 f t , - l ) ? i ) /4  
À i,= (rc-4Â o)/4
i/= J t/(4 À ,)
= 7 1 /(4 4 ) 
4  = 4 4 /F ,
dg = 4Aq I (/^ +*5/)
Find hj  such that the following equation equals zero
error
C3
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If error changes sign then the current and previous values form the upper and lower limits o f  \ , with 
which a simple bisection method is used to get the tme solution.
If  error > 0.01 then the above procedure is repeated with = h j ^ +  0.01 
If error < 0 .0 1  then the solution was deemed to have been found.
y  =2cos-'{2{d l 2 - h ^ ) l  d)
Hp = (Y -siny )/27 i
Xp = 1 - ip
S , = H , - X ,
F „ = l - S p
Mj  = mA
ihpp = Mj I(A.Fpp)
K  Ftp
Prp “  P l^ l  Pg^g 
9 tp ~ P l^ l  Pg^g
Vjp — ihjp /  p t7>
Rcyp ~ dfVjpP jp /  \x^ jp 
Determination of Interfacial Roughness
assume an initial value o f Ei=4e/d, and iterate until the equations balance 
= p i/(p i< JF )
W F =  Or. -----  t :  1(5
y • ^2 \mx
Pg Fi
V <9g J /
Ci=0.01, Cz=0.5 
if  N^.We > 0.005
else if  N^.We < 0.005
F = 34 C ,a /(p < -y ,^0  
E ,= \ 1 0 C p { N y i V e f  l{p^Vp^)
If the variation in E, > 0.005 then the above procedure is repeated with the new value o f E,, otherwise 
a solution was deemed to have been found.
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limits to the value o f the interfacial roughness are as follows:
i f E i < 8  
if  Ei > d/2 
if  Ei > h i/4
then Ei = £, 
then Ei = d/2, 
then Ei = hi74.
P , = y d H
Po =%d-Lp  
E^={S,E,+Poz)l{S;+Po)
{ z l d ) = E J d ,
= 21og10
TP
( e /4 _ ^  2.51
3.7 TP y
5F  _ ^ tp9 tp"^1
bL F,TP 2&
Hanratty (1987)
Scan upwards from a low  value o f h i/d  (= 0.01) until the gas and liquid pressure drop values are equal 
to within a acceptably small convergence criterion.
y = 2 c o s - Y l- 2 ^ ^
H, = — (y -s in y )  
 ^ 271  ^ "
A , = H , A
A - = ( l -7 7 jA
Pp = dcos ‘11 - 2 - ^
Pc = t^ - P l
f  /  r \ 2 \ 0 5
S; = d 1-1 2 - ^ - 1
d
dg — AAg / {Pg + 5- )
di =
C5
Appendix C : Phenomenological Models
Vl =
m{l -  x)A
P L^L 
rhxA
P c 4
It is noted that the friction factors defined here are Fanning Friction Factors
ifReG>2300_ Pg^g^g 
p .
Re
Pi.
_ Pg^g
WG ~  S  G 2
ifReG<2300  
16
^G -  
^Sm =
ReG
16
Re,
?G -  
=
0.046
Re“
0.046
Re“
(l.082Re“'^y + 0.098 Re 0.85 1 - &
. d
0.5 \
)
'^c ~ Pl h ^ ^ / d
P l
( K
Kd
-2
G^S,t -
/ or  G,ambient
P g
%
= l  + 15 f-^  
d
0.5 f
Sm
V,GS
\ ^ G S , t  J
= 1
> 5 /7 1
for V gs< Vgs.i
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wgFq i i^ 
^ F F,G Aj Aq
wlFl I i i^
bL F,L
error =
PC bLpp
If error changes sign then the current and previous values form the upper and lower lim its o f h p , with 
which a simple bisection method is used to get the true solution. If error > 0 . 1  then the above 
procedure is repeated with h p = h p  +  0 .0  U  , otherwise the solution is deemed to have been found.
If^  F  f ,TF "5 P  ^  ^^Ep.oj
Hashizume, Ogiwara & Taniguchi (1985)
m = 0.18
r =_ P l
—
m !  d^{[ -x )  
P l
Using the following equation to determine an initial estimate for Re"" 
log,o Re+ = 0.87X log,o(Re^)+ (o.Ol + 1.41i") + (0.36 x log,» P) 
iteration procedure starts here with a value for ô"'
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Non-dimensionalised velocity distribution is described as follows
0 < y + < b " (liquid phase - laminar sublayer)
y
b*<y*<5*
U — Uu +
(liquid phase - turbulent layer)
2yjH* /Re*
m +ln l z Æ Z Z ^ l_ ,n f
\ + ^ l - y *  I H * \  \ \ + ^ l \ - b *  ! H ) )
where u l
0"’< y""< H"" (gas phase)
u = Mg +
For the liquid phase 
r5+
+ , 2.JH* / Re* r
m
Re L,CALC .1 = J „  u * d y
For the gas phase 
1 - iRe L,CALC,2
ÔP _4 (R e^)V ;
5LSTR Pl4
l - r i - y * / H * ' ]  , i - V i - ô V f l "  — In
\ + . j \ - y * I H *  )  ( l  + V l - S V i?
2.yJl-y*/H* - 2 . 1 1 - 5 * / H
f
+ln
V V y;
*
Solution procedure
1. Solve for the liquid phase. Assume a value for divide this height into 500 increments and 
numerically integrate the mass (velocity x  area x  density) using the rectangular rule (or equivalent) to 
approximate equation #. Iterate by bisection method until solution for 6" is found such that ReL.cALC,i =  
R6l.
2. Solve for the gas phase. Assume a value o f  Re"", divide range ( = Ô"’ - ReY2) into 500 increments and 
integrate the mass (velocity x  area x  density) using the rectangular rule to approximate equation ^  
Iterate by bisection method until solution for Re^ is found such that ReL,cALC,2 = R^l.
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Johannessen (1972)
_ m(l -  x)d
P.
ifR eL < 2300  
5- 64
n = l
ifR eL > 2 3 0 0  
1
n=0.25
= -0.86 In^e/D 2.51 + •
3.7 J
mM
P g
i f R e G < 2 3 0 0  
c, 64 
S g Re,
ifR e c > 2 3 0 0  
1
m = l VL
m =0.25
= —0.86 In '"e/ d  2.51
J
^  _ ^ p l h \ l - x f  
bL F,L 2 p id
bP
0 L ,„  2pcdF,G
Scan until the error between the gas and liquid phase pressure drop solutions changes sign from 
negative to positive. Initial guess for hG = 0.0001 x  d, where hG = d - h^ .
À o = \ c o s - \ l - h J r ) ~ ( l - h ^ / r ) . ^ ( 2 h ^ / r - { h ^ / r f )
4  = “  cos"' ( l - h ^  / r ) - ( l - h ^  /  r)..J(2Ag / r ~ { h ^ l r f ^
Pg = jcos"' (l -  Ac / r)+ .J(2ha/r-(ka/rfj
cos"' (1 -  K  //*)}
(() = 7 T ; ( l - 0 - 5 W p ( 0 .5 m + 0 .5 ) ^ - 1 .5
<l>L=7t_  (1-0.5») p(0.5«+0.5) 7 -1 .5L ■‘ L
bP  
" ° 'S L
8F 6F
T T  =<l>c-
P.0 p.G
hP  ^2 ÔP
5 7  = " • -F,L ^ F p p
bP bPerror =
bFp^  bL PC
If error changes sign then the current and previous values form the upper and lower limits o f hG, with 
which a simple bisection method is used to get the true solution.
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If error > 0.1 then the above procedure is repeated with he = he + 0.01 x  d, otherwise the solution is 
deemed to have been found and the predicted pressure gradient is as follows.
ÔL
= 0.5
F,TP ^Fp Gj
CIO
Appendix C : Phenomenological Models
If error > 0 . 1  then the above procedure is repeated with ho = ho + 0.01 x  d, otherwise the solution is 
deemed to have been found and the predicted pressure gradient is as follows.
bP
bL
= 0.5
F,TP
I L
bL
+ —
F ,L  PC J
Persen (1984)
By searching upwards from \  = 0.0001 X<Z, solve the following equation set such that the gas 
phase and liquid phase pressure drops are equivalent.
(j) =  COS-1
\
1 - - ^  
r
cross-sectional areas 
=(() -sin(|)cos(j)
A l = % - A l
A , = A y  
A o = A y
wetted perimeters and interfacial length
PL=py
p ; = 2 ( 7 t - < j ) )  P o = P c X
Sf=2siTi(^ S .=S^r
hydraulic radii
Fp = ((|) -  sin(j) cos(|))/2(|)
4 = (> t-F r) /2 ( jt- ( i) )
Q g =
m{l -  i)A
P l
mxA
%
A,
i f  V l >  V g , N = l;  if  V l < Vo , N = -l
8
(2.457 ln(3.707/(£/i/)))
for turbulent single-phase flow
p^  =
F ,=
&
Ql
gL_
P g
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ifV c  < 1.5,P4=1; if  Vo > 1.5, P4=1+0.75(Vg/1.5-1)
Find hp such that the following equation equals zero
error = 1
( 4 )  ( 4 )  '■<
• + N
A Î  a ;
(1+F2)
If error changes sign then the current and previous values form the upper and lower lim its o f hL, with 
which a simple bisection method is used to get the tme solution.
If error > 0.01 then the above procedure is  repeated with hL = hL + 0.01 x  d, otherwise the solution is  
deemed to have been found and the predicted pressure gradient is as follows.
bP
O L, pjp
r
SÜ10 --- ------
V
(Vl - V c)
Russel et a l  (1974)
By searching upwards from =  0.001 X d , solve the following equation set such that the gas phase 
and liquid phase pressure drops are equivalent.
y = 2 co s"^ fl-—
V r J
y ya  = sin—,6  = cos—
2 2
= 0.5r^ (y -  siny )
Ac - A - A p
Pc=T(d-rr  + 2rsin
H l = Ap ! A 
H c = A c l  A 
dc = /  Pc
Ql =
_  m(l -  x)A
Q g —
P l
ihxA
Re^ —
Pc
_ Pc^C^G
P g
^L =
^G =
^c = 0.316Re"— assumes gas is always in turbulent flow
C ll
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Cp =1.05 exp -1.46 K
e* = --^ [^ (2 a  -  15ap + (3 + 1 2 4  ) s i n - 'a ) + ^ ( 6a  -  2 a ’ -  6P sin-‘a ) j  
K  = - ^ L -
bP
bL
= ZTp,
F,L bL F,G
error =
^Fpg  bLpp
If error changes sign then the current and previous values form the upper and lower limits o f , with 
which a simple bisection method is used to get the true solution.
If error > 0.01 then the above procedure is repeated with hp=hp +  O.Old , otherwise the solution is  
deemed to have been found.
c F ppp
Taitel, Shoham & Brill (1989)
By searching upwards from hp =  0.001 X d , solve the following equation set such that the gas phase
and liquid phase pressure drops are equivalent, and that the measured and calculated liquid flow rates 
are equal.
y = 2 c o s - 'h - 2 ^ ^  
ff , = ^ ( Y - s i n y )
4  = ïI lA
A g = ( l - / ï j A  
2
Pc = ’^ - P l
S, = 2rsin—
2
4 = 4 A g /(F g + 5 ,)  
4  = 4A, / F,
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Q g =
mxA
V a = ~A.
By searching upwards from Yp — 0.001, solve the following equation set such that the gas phase and 
liquid phase pressure drops are equivalent.
R e ^ = £ ç M ç .,R e  
Hz,
=0.001375  
=0.001375  
4, =0.0142
1 + 2x10 4  e 10
1 + 2x10 4  e 10
6
do R®g y
'^WL~ 2
'^WG —
\ a
T: iP c K - R z .I f c - V z )
If errorl changes sign then the current and previous values form the upper and lower lim its o f Y p , 
with which a simple bisection method is used to get the true solution.
If errorl > 0 . 1  then the above procedure is repeated with Y p = Y p - \ -  0 .05 , otherwise the solution is 
deemed to have been found.
^L,CALC ~ ^ lP lA l 
^LMEAS ~ ^(1 ~ ^)A
error! = ML,CALC -M,, MEAS
If error! changes sign then the current and previous values form the upper and lower lim its o f h p , 
with which a simple bisection method is used to get the true solution.
If error! > 0.00001 then the above procedure is repeated with hp =  hp +  0 . 0 \ x d , otherwise the 
solution is deemed to have been found.
^  F F,TP A j
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Take! & D ukler (1976)
_ m { l - x ) d  ifReL<2300
Re
P.
Re^ —mM
Pc
n=l
64
Re,
ifRec<2300  
64
-
m=l
Re,
ifReL>2300 
1
VL
n=0.25
= -0.86 In 2.51
J
ifReG>2300  
1
Vl
m=0.25
= —0.86 In 2.51
3.7 RcgV L J
dP _ ^ p m ^ ( l - x y  8P  
ÔL ■F,L 2ppd ^FpQ
X = F ,L
ÔP,
"ÔZ, F,G
Search upwards from hp — 0.0001 until the error between the gas and liquid phase pressure drop 
solutions changes sign from negative to positive.
Ig  = (cos-'(2À, -1)-(2À ,, - l)V l-(2 Â , - 1 ) 0 / 4  
cos-'{2h^ - 1 ) - (2À, - 1 ^ 1  - (2Â,, - 1 ) 0 / 4  
=cos"^(2fr^-l) 
h = T ^ - h  
S- = ^ l - (2 h p  - l y  
% = A /A ,
Vg = A / A g
S . =S: ^ d
A j =  Ag  ^d
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d^=AA^l{{P^+S.y i)
/ (P^d)
Find such that the following equation equals zero
error = p j Â ,  \ - { v ^ d , y " v ^ [ p j A ^  + I J À ,  +S,Ia ^ ) - A Y
If error changes sign then the current and previous values form the upper and lower lim its o f , 
with which a simple bisection method is used to get the true solution.
If error > 0.01 then the above procedure is repeated with hj  ^ =  h^ +  0.01 
If error < 0.01 then the solution was deemed to have been found.
4
ÔL F,TP F,G
and assume =^^
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Annular Flow Models
Hamersma & H art (1987)
_ m x
1 + 3.57
r y
SG
V \^SL J
0.28
vP^y
0.07 \ -1
vP-L J
Fr,=^  Pl
gd (P i-P f f )
0  = — COS (l — Cj Fr^ ) , assume that Ci = 1
i f F r L > 2 , 0  = 1
R e ^ = £ f iM  
Pc
single-phase friction factor
ifReG<2100
t  64
apparent relative roughness
r - < f
ifReG>2100 
.  0.309
log 10
interfacial friction factor
0.25
r
log10
15 + ■
3.715^ yj
two-phase friction factor 
: , ,= ( l -0 )% ^ + 0 % ,
1 PcVg 
5 1 , . , ,  2
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Hart, Hamersma & Fortuin (1989)
m(l -  x)
VSG =
mx
Pi,
f  r
1 +
V V
10.4Re -0.363SL
Cj +1
\ P g j JJ
Vl = Vsl! H ,
Fr = ^
Re,
gd ( P l - P c )
. PaVgd 
Pc
wetted wall fraction 
0  = 0Q +  0.26 Fr 
i f e >  1 , 0 = 1
0.58 00 = 0.52/7^0.374
apparent relative roughness
T - < k
interfacial friction factor
0.25
r (
log 10
15 + ■
^Re^ 3.715<iJ)
single-phase friction factor
ifReG<2100
c- 64
two-phase friction factor
\ jp = (1 -0 )^G  +0^1
if Rcg > 2100 
=  - 0.86
2.51 ^
3.7 R sj
ÔL F,TP
1 IPc'^c . n ,  IPai^VaVL-yl) '^
)TP 2 -40% ,
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Hasizume, Ogiwara & Taniguchi (1985)
m = 0.18
b^=7
r = ^
Pg
Re^ =
m(l -  x)d 
P l
Non-dimensionalised velocity distribution is described as follows
0<y+<b+
b+<y+<8"
(liquid phase - laminar sublayer)
(liquid phase - turbulent layer)
1— uî H— I nm
y_ , where U, =b'
6^< y"^ < R e72  (gas phase)
u =W g +
2^1 - 2 /  /  Re* -2 ^ 1  - 2 6 + /R e '
r
+ ln
V V
1
1 —.^1 — ly* I Re 
l + .^ l-2 y * /R e
r Si+ \
1 -V l-2 S * /R e -"  -In  ---- ,
l + V l -2 5 V R e *J V- yj
where Mg =  M^  H Inm
For the liquid phase 
1
T^^l,calc,i ~ Jq ^
For the gas phase 
— 'Re^^^L,CALC,2 ^
ReV2 f 2y 
1 —
Re+
u'^ dy'
bP
ÔL
4(Re")V:
'A N N
Solution procedure
1. Solve for the liquid phase. Assume a value for 8 ,^ divide this height into 500 increments and 
numerically integrate the mass (velocity x  area x  density) using the rectangular rule (or equivalent) to 
approximate equation #. Iterate by bisection method until solution for 5  ^is found such that Rcl.calc.i =  
Rcl-
2. Solve for the gas phase. Assume a value o f Re^, divide range ( = 8^- ReV2) into 500 increments and 
integrate the mass (velocity x  area x  density) using the rectangular rule. Iterate by bisection method 
until solution for Re^ is found such that ReL,cALc.2 = RcL-
3. Solve for the frictional pressure gradient.
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Taitel, Shoham & Brill (1989)
By searching upwards from Ô = 0.001 X <7 , solve the following equation set such that the gas phase 
and liquid phase pressure drops are equivalent.
Al = A - A c
PL=nd
P. = o
S . =K( d - 2 b )  
do = 4 / (Pç + S- )
Q g  =
ihdA.
Vo =_ QgA.
By searching upwards from = 0.001, solve the following equation set such that the gas phase and 
liquid phase pressure drops are equivalent.
Re. Re,
P( P.
5^=0.001375
5c =0.001375
r
1+
1+
2x10 4 £ 10
6 A
y
4 £ 10
y
6
2x10"— +
^G y
5, = 0.005 1 + 3 0 0 -  
d.
'^WL~
'^WG —
2
L  PaVa
error\ =  + x ,S,
^G
If errorl changes sign then the current and previous values form the upper and lower limits of , 
with which a simple bisection method is used to get the true solution.
If errorl >0.1 then the above procedure is repeated with + 0.05, otherwise the solution is
deemed to have been found.
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^L,CALC ~ L^L
error! = CALC-M,,meas
If error! changes sign then the current and previous values form the upper and lower limits o f Ô , 
with which a simple bisection method is used to get the true solution.
If error! >  0.00001 then the above procedure is repeated with 6 = 0  + 0 .0 0 5 X 6 / ,  otherwise the 
solution is deemed to have been found.
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Slug Flow Models
Dukler & H ubbard (1975)
The model is solved in two parts. Firstly, the geometry of the unit cell is determined, at 
which point the second part, the determination of the pressure drop, can proceed.
Mg = mxA , M l = mil -  x)A
average velocity of the slug unit
I
G y
Grescovich & Shrier (1972) correlation for slug frequency, Vsl-
mx
ys,L-
m(l -  i )
P g P l
^  = Vs.o/{Vs.L + Vs.a)
Fr = {V,,, + V s A / g d  
■U = 0 . 0 2 2 ë W ^  + F r j
sA.2
J
Andreussi & Bendikson (1989) correlation for hquid holdup in liquid slug, H l , s l - 
(Andreussi, P., Bendikson, K., 1989, An Investigation of Void Fraction in Liquid Slugs 
for Horizontal and Inclined Gas-Liquid Pipe Flow. Int. J. Multiphase Flow, Vol. 15, 
pp. 937-946.
Bo = ^
= 2 4 O o fl- ism 0 ls o -" ’' y ^
Vmf = 2.6 1 -2
0.025"!
d J
2\
V„-VA.r
S^L y  MO
Slug Reynolds number
_ (p L^L,SL P G (^  “  ^ L,SL 
(p L^ L,5L + P G ■“ ^ Il^sl ))
C = 0.0211n(RE^J+0.022
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= 0.001
Continuation of the model at this point is in the form of an iterative solution for the 
liquid slug length, ZgL, which is found upon solution of the film mass balance.
Scan the range of possible values for k u  starting at /sl = 0.01 m and increasing in 
increments of 1 m. A solution is found when the difference between the calculated and 
assumed values of Zsl changes sign from negative to positive.
^L,f ~ biL,SL ^ L , f
SL
SL
Determine 7 from by iteration until following equation balances 
2n^ L j  = — (Y -s in y )
B = l - C
V) = BVsl
Hw
-
dy
^^L,f -
2tzH l fB 
 ^ R e SL
The friction factor must be divided by 4 to be consistent with the definition of shear 
stress used in the model
£ L
L,5L 1
Fr 1 -  cosy
 cos—
2 2
b ^ ' L + E h -
/  7C Fr
sin 6
Sum = Sum +
Increase /sl until Sum is ceases to be less than /f/d, Sum > —
d
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When this condition is met, the holdup and velocity at the film end i.e. at slug pickup 
point, is the value of found for the last iteration.
ye.f=VsL 1 -C H
%SL
L,fe J j
(  M
''SL,CALC
^  SL { ^ L , S L  b l i j g  j  V  P  L ^ ^ S L
At this point, the difference between the assumed value and the calculated value are 
compared. If they are within 0.01 of one another a solution is deemed to have been 
found. If not either an appropriate incremental increase in /sl is made or, if a range in 
which a solution exists is found, the bisection method is continued.
If the difference is suitably small, the system is now fully defined, and the pressure drop 
may now be calculated from the following equations.
X  = p^y^Lje  (^r “  L^,/e ) where X is the rate of mass pickup by the liquid slug
ACC
X
A
^SL -
0.3164
Im = 0.3
Re 0.25SL
bP  _  ^5l(Pl'^L,5L Pg(^ ^L,S'l))^3
bL SL 26/
(jsL )
bL
+
'SL 'AC C
F,TP he
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Nicholson, Aziz & Gregory (1978)
m ( l - i )
S^,G -
mx
S ,L
Cq —1.2
— ^,L S^,G
Vc=0.27
Slug holdup correlation 
a = 8.66 
p = 1.39
^L,L5 -
1
i + i T
a J
M
If Z is less than zero then proceed with intermittent flow calculations, otherwise the 
flow is considered to be dispersed bubbly flow, and the frictional pressure drop 
assuming a homogenoues no-slip model is sufficient.
The Dukler & Hubbard starting conditions (film start holdup and velocity = liquid slug 
holdup and velocity) applys only if the rate of change of film thickness is negative, 
otherwise the holdup must be found such that the gradient becomes zero.
y =0.005
b^ L,fs ~ ^L,SL ’ l^ L,fs ~ L^,SL
Determine y from by iteration until following equation balances
271
V,L,fs
Fr = {Vs,, + V , A l s d
1
K 1-cosy
y— cos— 
2 2
J
If A < 0 then decrease j  by A until the required conditions are met.
C24
Appendix C : Phenomenological Models
At this point,two different methods are available:
1. estimate the slug frequency, 1) 5^ , or
2. assume the liquid slug length to be a constant value of 30 times the pipe diameter.
Method 1
Two methods to estimate the slug frequency are used: the correlation by Grescovich &
SL 'Shrier (1972), or a constant value of t) „ =ls'^
Grescovich & Shrier (1972) correlation for slug frequency, Vsl- 
^  = ys.o/{Vs.L+Vs.c)
Fr = {Vs,,+V,^o)lsd  
2.02 
V V 6/ yy
1) 5^ = 0.02261 X\ ~ ^  + Fr
xl.2
The solution is found by iterating around the value of /sl, starting at /sL=d. For a given 
/ s l , an integration of the film equation is performed, from which / s l ,c a l c  is determined 
and compared to the assumed value. If these two values are within 0.01 of each other a 
solution has been found.
V ~ S^L1)SL
=0.005 
Hlj = Hljs film start
Iteration starts here 
N L .f= N u f-d d I i , ,
Determine y from by iteration until following equation balances
2tc
Pl, = i L2
y L , = y T - ^ { y r - y M )
^L,f
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9 L^LFL^U 
P l
ifReL/<2300
64
Re L ,fL
ifReL/>2300
= —0.86 In E/d ___ 2
3.7 Re^ _^
V
These are Darcy friction factors, which must be divided by 4 to be consistent with the 
shear stress equations used in the model construction.
y,L ,fs
Fr = {V,,, + V s A l g d  
P~^L,f Vr c ' F T I 7- L , f
C/ddlsL 1
Fr
1 Y
  ----------------------—cos—
1 -  cosy 2 2
HLJ
n Fr
sin 6
Sum = Sum + WAH^j
Increase /sl until Sum ceases to be less than /f/d. Sum > —
d
When this condition is met, the holdup and velocity at the film end i.e. at slug pickup 
point, is the value of found for the last iteration.
H L ,fe
J -1 L,S
^SL,CALC  " V  T /  r r  T /
L^,S y^ L,SL
At this point, the difference between the assumed value and the calculated value are 
compared. If they are within 0.01 of one another a solution is deemed to have been 
found. If not either an appropriate incremental increase in /sl is made or, if a range in 
which a solution exists is found, the bisection method is continued.
If the difference is suitably small, the system is now fully defined, and the pressure drop 
may now be calculated from the following equations.
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bP  
bL ACC
^  _ (P Jbi^SL Pc(^ ^L,SL ))^M^
^SL — 7 /  \ \
(p L^LSL + P 0 (l — ^ i,SL ))
if ReL,sL <2300 if Re^sL >2300
2
ML5P  _ ^ sJ sl(p l N lsl Po(f 
5Lj^ 24
^  ( % L + ( % L
^  ^  f,7 P  ■!■ ^ 5L
Method 2
It is first assumed that /sL=30d
The solution is found by iterating around the value of I f ,  starting at I f  =d. For a given I f ,  
an integration of the film equation is performed, from which //.calc is determined and 
compared to the assumed value. If these two values are within 0.01 of each other a 
solution has been found.
The evaluation of the film itegrand is the same as described in Method 1, however, in 
this case the assumed and calculated values of the length of the film region, U and 
/f.cALc, should converge to give the overall solution.
^f,CALC -  T T  ~  ~  \ ^ L , S  ~  -^L,5L^m )
yLJe^LJe ^L,SL)
The determination of the pressure drop terms is also identical to Method 1.
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Taitel, Shoham & Brill (1989)
The model is split into two sections. The first solves for the geometry of the slug unit, 
while a second iteration sequence solves for the pressure drop.
m(l -  x)A mSA.
Ql = — :------- Qg = ------
Search upwards from Hl=0.01 and solve the following equation set until the difference 
between calculated and measured liquid rates changes sign from negative to positive.
Solve for H l ,s l  and u s l  by searching downwards from H l ,s l  =0.9999 until difference 
Usi and Us2 changes sign from positive to negative. Use of the bisection method solves 
for H l , s l  such that the variation in U s l  < 0.001.
C = 1.2
for horizontal flow the drift velocity, Ud, is considered to be zero.
«5L.1 = 8.66
S^L,2 ~
f  -j X^.138
— 1
\^SL J
QgI^^
L^ L
If the evaluated H l ,s l  < 0.48 then H l , s l  = 0.48 and u s l  should be re-evaluated using the 
equation for usl,2.
Uj = Cu^ L
Q l ,c a l c  ~  A H j U j  —  A R ^ l ( F t  ~  ^ s l )
errorl = QL^g^Lc-QL
The sweep of Hl from a low value will mean that a solution wiU be found when the 
errorl changes sign from negative to positive, and once again a bisection of the two 
limiting values converges to a solution, which is assumed when errorl < lE-5.
Solution for pressure drop
Here, the height of the liquid level in the film region is iterated to find the solution. 
Starting at hL=0.01xd, the equation set is solved such that the momentum balance on 
the film is solved.
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hry = 2 cos 1^1-2 
2tc
^G,f -
p - È L
Pgj —nd — Plj
S. = 2rsin—
2
^G,f -  / (^G,f + )
^L,f -  ^^L,f ! ^LJ
^L,f -
_  b^ L,SL(pT ^Sl)
H
— Un
L , f
'C,/
G^,f
fractional lengths of slug and film sections of unit cell, respectively
ki
 ^ b^ L,SL
ic  = l_& L 
I I
Reynolds numbers
_  Pg^gj^gj
^^G,f -
P g
friction factors and shear stresses
5^/=0.001375
5 c ./=0.001375 
5, =0.0142
r
1 + 2x10  —  + 10
6
4  ^^L,/ J
(
1 + 4 £ 10'
/
2 x 1 0 "— +
^G  ^ ^ G , /  J
'^WL~
'z../
'^ WG ~
_  ^g,/Pg^g,/
T; = ^(Pg^G,/ ^L,f{j^G,f ^L,/)
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error! = -  IdU llhL  + +T.5.
A,GJ V"^ L./ ^G,f )
The sweep of hL from a low value will mean that a solution will be found when the 
error! changes sign from positive to negative, and once again a bisection of the two 
limiting values converges to solution when error! <0.3.
P SL ~  -^L.SlP L~^(}  ^L,SL )p  (
p  _ Pl^SL^
" " H T
= 0.001375 1 + 2x10 -  +e 10'
V
d  Re S L j y
weighted pressure gradient in the liquid slug region
ÈL
5L
2 he
SL d  /
weighted pressure gradient in film region
Ô P  _ WL^ LJ ~  ^  i^i )
bL AG ,f I
total frictional pressure gradient 
6P
bL F,TP
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Bubble Flow Models
Taitel, Shoham & Brill (1989)
An initial, iterative part solves for the structure o f the flow assuming Taylor bubble flow, and from 
this the pressure drop can be determined using a homogeneous model.
Ql =
m(l -  x)A
Qc
mxA
Search upwards from Hl=0.01 and solve the following equation set until the difference between 
calculated and measured liquid rates changes sign from negative to positive.
H l,sl =  1
C = 1, while for horizontal flow  the drift velocity, ud, is considered to be zero.
QolA
S^L -
,SL
Uj- Cu^L +
Ql.CALC ~  Qc
The sweep o f  Hl from a low  value w ill mean that a solution w ill be found when the error changes sign  
from negative to positive, and once again a bisection o f the two lim iting values is deemed to have 
converged to solution when error < lE-5.
=
md
P M
5^=0.001375 1 + 4 8 10
6
2 x 1 0 " - +
V d Re M J
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Composite Models
Hashizume, Ogiwara & Taniguchi (1985)
X =
APwC4 A
a WA
L J
P.
\^ VpVVA
WA
\ r L j
X  = l-d -X \s f '
X
Y = mx
The flow pattern map used is the modified Baker map o f Hashizume (1983), described in Appendix D. 
The following equations represent the transition boundaries on the flow  pattern map.
Stratified to wavy
n  = +(972X-‘“ ’)‘‘)
Wavy to Slug
72 = 972%-'
Wavy to Annular
73 = 28.05X'®” ®^
In stratified flow  the Hashizume et al. (1985) stratified flow  model is specified
In annular and slug flow  the Hashizume et al. (1985) annular flow model is specified
In wavy flow, a linear interpolation between the pressure drops evaluated at the stratified/wavy and 
wavy/annular boundaries is prescribed.
The critical Y values are evaluated by the transition equations, and subsequently converted to get the 
critical mass fluxes which are then used in the individual models for stratified and annular flow to
provide and ■—  , respectively.
O L  ACbL sc 
YIX
C32
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OL trans OL SC
In
In
v^sc y
bP/bL AC
bP/bL AC y
In
V V ^ s c  J
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It should be noted that the equation given in the original paper is incorrect. The equation above gives 
the correct linear interpolation equation, and is verified by Bandel (1973).
Mukherjee & Brill (1985a)
N , - g
~ S^G
L j  
^ pL
\ S ^ L J  
\ g ^ L J
Hl = exp (Cj + Q  sin 0  + Qsin^ 0  + GV
DIRECTION PATTERN VALUES OF COEFFICIENTS
C l C2 C3 C4 C5 C6
UPHILL/HORIZ ALL -0.380113 0.129875 -0.11979 2.343227 0.475686 0.288657
DOWNHILL STRATTHED -1.330282 4.808139 4.171584 56.26226 0.079951 0.504887
OTHER -0.516644 0.789805 0.551627 15.51921 0.371771 0.393952
Flow Patterns are determined via the map o f  Mukherjee and Brill (1985b)
Pressure drop calculations
No-slip holdups
^P l Xl = 1 - X g
P NS lP l'^'^'gP G 
Pv5 ~ ^ l P l  "^^cPc 
7m =PL&^L + Pc& (l-^L)(
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P NS^m^
P NS
ifReNs<2300
^NS -
64
Re,
ifReNs>2300 
1 = -0.861n
NS
zjd  2.51 
3.7 Re^ y5
In Bubble and Slug flow
m
^ L FTP '2'gd
In Stratifled Flow
Solve for 7 such that the liquid holdups are in balance
.-If 1 _9^L.7 = 2 cos" 1^1 - 2  
= 7 ^ ( y - s in 7 )271
S , = 2 d ^ h j d - { h j d ÿ
A e = H ,A
A e = ( l - H , ) A
(7 - s in y )
y + 2 sin—
2
27c-(y -  siny)
2k - y  + 2 sin— 
2
^T^d-Pg
dpL ~ d
dpG “  d
Re^ -
pz.1
P l
ifReL<2300 
64
^L -
ifReL>2300 
1
Re,
— —0.86 In'"e/4 2.51 ^
y
K,
Rec =
\  ifR eo< 2300
dsG
64
P, Re,
ifR ec> 2 3 0 0  
1 = —0.86 In z jd  2.51 
3.7 RCc -yj^g
C34
Appendix C : Phenomenological Models
'^ WL —
ySLj
'Hr
'^WG ~
^  W L -  Pa)+'  ^v/gFo)+ (P lSAl + PaSAc )sin©)
F,TP
In Annular Flow
Hr 0.01 0.2 0.3 0.4 0.5 0.7 1.0 10.0
fR 1.00 0.98 1.20 1.25 1.30 1.25 1.00 1.00
a value o f fR is interpolated from the values provided above 
^c ~ fp^NS
6 X~r p pp 2d
Taitel, Shoham & Brill, (1989)
The flow pattern map o f Taitel & Dukler (1976), described in Appendix D , is used to define the flow  
patterns. In each flow pattern, the regime specific models by the same authors are used to generate 
pressure drop and void fraction values. These m odels are described fully earlier in this Appendix. The 
stratified flow  model is used under both smooth and wavy stratified flow  conditions.
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Appendix D : Flow Pattern Maps
Taitel & Dukler {1916b)
m(l -  x)
Vl = Vc =
mx
single-phase friction factor
^ mxd 
RSg = ------
m(1 -  x)d
bLrrr 2pF ,L
x= F ,L
ÔP,
"S l F,G
ifReG<2100
£ 64
ifReL<2100
e 64
Re^
N=1
bP  _5^m^(l-x)^ bP _^grh^x‘
T = F ,L
(P l - P c)? cos6
bLrrr^ 2p gdF,G
ifR eG >2100
—P =  = —0.86
ifReL>2100
^e/4 2.51
3-7 RecV%7 y
1
V 7
N =0.25
= —0.86 ^e/4 2.51 ^
3.7 R e , , .^ y
I Pc VsG
P l ~ P c  V ^ g c o sG  
F  = FVRe7
The Taitel & Dukler Stratified Flow model is now called, and returns the value of the 
following p a r a m e t e r s : T h e  nomenclature refers to the 
transition boundary labels used in the original paper eg. transa refers to transition A.
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Transition between stratified wavy flow and either annular-dispersed flow or intermittent flow.
transa =
ÿçAJdh,
Transition between stratified wavy flow and stratifled smooth flow. 
s=0.01
9,
transe =
Transition between annular-dispersed flow and either dispersed bubble flow or intermittent 
flow.
transb = 1.6
Transition between dispersed bubble flow and intermittent flow.
transd —
The flow pattern is determined via the following decision making process
if  transa < 1 then
if  K < transe then 
else i f  K > transa then
else if  transa > 1 then
if  X < transb then 
else if  X  > transb then
stratified smooth flow  (1)
stratified wavy flow  (2)
annular-dispersed flow  (3)
if  T < transd then intermittent flow  (4)
else if  T > transd then dispersed bubble flow (5)
10000
annular-dispersed liquid dispersed bubble
1000 --
K - 0.1 ForT
stratified wavy intermittent
-- 0.01
stratified smooth
0.001
0.001 10.01 0.1 10 100 1000 10000
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Hashizume et ah (1983)
Superimposed are lines of constant mass flux and flow quality assuming properties of 
air and water at 25°.
1000
8 0 0 -
100 100 -
\  annular flowLass
0
II
10
slug flowstratified flow
flow
quality
> 0 .9  0 .7  0.5 0 .3  0.1 0.01
0.1
■2 .0 ,2 ,410 10 10 10
X = lY (1-x)/x
À. = Pg Pl
P Air, Ambient P Water, Ambient
^  Water, Ambient P Water, Ambient
P' Water, Ambient Pl
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Appendix E : Pressure Drop Measurements
Overall Section Friction Factor Data 
Plate P l l  - (3 = 60° / 60°, dc = 3 mm, À, = 11 mm.
100
10 - -
— -------------------------------------------------
^  pv
♦ Air
M Water
•  0.3wt% aq.CMC 
A 0.4wt% aq.CMC 
o 0.5wt% aq.CMC 
□ 0.6wt% aq.CMC
■ - - 174.3 /Re + 3.2 
------Martin (1996)
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Plate P12 - P = 30° / 60°, dc = 3 mm, À = 11 mm.
100
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0.6wt% aq.CMC 
115/Re+1.1 
Martin (1996)
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Plate P22 - p = 30° / 30°, dc = 3 mm, À- = 11 mm.
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110/Re+ 0.6 
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Appendix E : Pressure Drop Measurements
Plate P33 - (3 = 60° / 60°, dc = 2 mm, X -  6.5 mm, 
100
10 - -
\  \
«  Water
® 0.3wt% aq.CMC 
o 0.6wt% aq.CMC
-  -  -  1 2 0 /R e + 2.1
—  — Martin (1996)
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Plate P34 - P = 30° / 60°, dc = 2 mm, X = 6.5 mm.
100
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□ 0.6wt% aq.CMC 
- " 110/Re+ 0.9 
" "—Martin (1996)
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100
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" - 100/Re+ 0.4 
~ —Martin (1996)
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Corrugated Section Friction Factor Data
Open markers - open side; Solid markers - closed side 
Plate P l l  - P = 60° / 60°, dc = 3 mm, k = 11 mm.
100
10
♦  Air
a  Water
•  0.3wt% aq.CMC
A 0.4wt% aq.CMC
O 0.5wt% aq.CMC
0  0.6wt% aq.CMC
-  - 150/R e+ 4
" -  Martin (1996)
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—  -  Martin (1996)
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Plate P33 - p = 60° / 60°, dc = 2 mm, X — 6.5 mm. 
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Total Pressure Drop Data for Two-Phase Flows
All pressures recorded in kPa.
Plate P l l  Downflow - p = 60° / 60°, dc = 3 mm, À = 11 mm. 
Air-Water @ 25°C
Overall HTS Port HTS Close
Identifier m X Pln,OA A P oa Pln,HTSP A P htsp Pln,HTSC A P htsc
- kg/m 2s - kPa kPa kPa kPa kPa kPa
1 ! 1 100.5 0.052 126.48= 24.87 124.26! 19.80 124.44! 19.59
1 i 2 99.5 0.075 134.05! 3 2 8 4 130.51! 25.26 131.48= 25.78
1 i 3 100.6 0.101 145.40! 43.62 140.72! 33jW 141.85! 33.54
1 i 4 9&8 0.126 155.811 54.01 150.20! 40.97 151.42! 41.01
1 I 5 100.8 0.150 165.27! 63.82 158.79! 48 .32 160.08! 47.61
1 ! 6 100.2 0.176 174.83! 73.04 166.58! 54.46 168.74! 54.28
1 i 7 99.7 0.204 188.99! 86.45 181.26! 67.35 181.64! 65.05
1 1 8 100.3 0.225 202.67! 90.30 195.59! 77.55 193.02! 70.59
1 ! 9 99.7 0.252 214.88! 105.04 207.61! 8& 96 205.61! 82.32
1 I 10 100.6 0.274 229.53! 114.36 221.42! 97.06 219.56! 91.99
1 i 11 100.0 0.302 240.76! 136.62 231.74! 106.61 229.99! 100.93
1 I 12 101.0 0.324 256.88! 141.96 247.37! 117.25 245.23! 110.99
1 i 13 100.0 0.349 263.72! 160.65 249.15! 118.70 251.69! 115.59
1 I 14 99.7 0.379 283.74! 166.87 273.03! 137.19 270.64! 127.31
1 ! 15 100.6 0.401 296.44! 179.60 285.01! 145.91 282.88! 136.42
1 j 16 99 j: 0.428 307.19! 199.03 289.94! 148.41 292.95! 142.61
1 i 17 101.0 0.450 323.30! 213.88 306.25! 162.84 308.23! 155.71
1 i 18 100.2 0.477 335.51! 217.16 321.50! 171.74 320.72! 161.49
1 j 19 101.3 0.498 348.21! 240.79 329.84! 179.34 332.60! 172.37
1 I 20 9&8 0.555 374.10! 255.29 357.23! 200.55 357.10! 187.07
1 I 21 100.0 0.603 400.47! 279.45 382.95! 217.77 382.66! 199.74
1 I 22 100.0 0.651 424.89! 305.39 404.70! 235.00 404.45! 216.74
2 I 1 150.3 0.050 150.61! 46.95 146.79! 36.72 147.15! 35.38
2 i 2 149.2 0.074 164.80! 62.76 160.82! 49.25 159.91! 46.68
2 i 3 150.2 0.101 187.98! 86.01 179.37! 64.04 181.18! 63.42
2 i 4 i50 .’5 0.124 209.26! 106.13 199.84! 79.79 201.03! 77.44
2 i 5 148-1 0.153 228.18! 125.39 216.19! 92.23 218.35! 90.16
2 i 6 150.2 0.175 248.05! 145.41 234.56! 107.14 236.63! 103.32
2 I 7 151.0 0.201 267.44! 164.24 252.34! 119.22 254.49! 114.63
2 i 8 148.4 0.230 286.83! 183.87 269.30! 132.05 272.47! 127.54
2 i 9 150.3 0.250 303.39! 201.00 284.94= 144.17 287.49! 138.12
2 i 10 152.5 0.272 326.09! 223.93 306.63! 159.95 309.04! 152.66
2 I 11 150.0 0.302 345.96! 242.71 325.46! 173.48 327.79! 165.58
2 i 12 150.5 0.325 365.35! 262.21 342.20! 185.30 346.01! 176.77
2 j 13 149.5 0.352 384.27! 280.24 361.37! 199.28 363.83! 188.47
2 ! 14 150.5 0.378 405.09! 301.94 382.20! 215.19 383.42! 201.82
3 i 1 201.7 0.024 146.35! 44.21 142.85! 34.59 143.28! 32.59
3 i 2 198.9 0.050 175.68! 73.21 169.67! 55.69 170.55! 54.69
3 i 3 201.0 0.076 207.37! 103.21 197.72! 76.70 199.36! 75.39
3 I 4 199.5 0.101 237.17! 137.07 224.83! 9& 45 226.80! 95.90
3 i 5 199.7 0.126 267.91! 164.71 253.35! 119.07 255.33! 115.70
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Identifier m X Pln,OA A P oa Pln,HTSP A P htsp Pln,HTSC A P htsc
3 1 6 200.0 0.151 297.24 194.84 280.12 139.61 282.25 134.78
3 i 7 200.5 0.171 327.99 % #J3 308.70 160.18 310.74 154.07
3 i 8 198.7 0.201 350.69 245.11 330.18 173.27 332.01 165.93
3 I 9 199.2 0.227 378.13 274.04 355.03 191.22 357.31 182.62
3 ! 10 201.3 0.251 406.03 303.59 383.21 213.00 382.93 200.96
4 i 1 250.6 0.025 161.49 58.62 156.59 44.77 157.82 44.08
4 ! 2 250.6 0.050 207.37 104.50 198.01 78.18 199.98 76.30
4 i 3 250.6 0.075 247.57 144.82 234.30 106.05 236.76 103.22
4 i 4 250.6 0.101 29&19: 190.71 282.23. 139.87 284.02 129.92
4 1 5 250.3 0.125 331.771 228.16 311.87: 161.42 314.72 155.74
4 i 6 250.6 0.151 374.34! 271.35 350.50! 189.11 354.28! 182.53
4 I 7 250.2 0.175 406.51! 302.80 382.14! 210.62 383.93! 201.49
5 ! 1 301.0 0.024 185.57! 80.87 179.07! 60.94 180.70! 58.94
5 I 2 301.1 0.051 250.04! 145.22 238.89: 107.66 240.46: 104.27
5 1 3 301.9 0.075 305.72! 198.54 289.77! 143.95 292.07! 139.19
5 i 4 298.4 0.101 362.86! 253.29 342.34! 179.50 345.03! 172.86
5 I 5 297.9 0.126 417.56! 306.80 393.16! 213.11 395.97! 204.35
6 i 1 351.7 0.025 209.51! 104.44 201.30! 78.07 203.27! 75.97
6 I 2 350.8 0.050 284.23! 176.74 271.02! 129.54 273.02! 125.48
6 i 3 351.7 0.075 356.51! 247.08 336.97! 176.29 339.83! 170.06
6 I 4 351.3 0.101 426.841 313.23 402.58! 218.56 405.42! 209.78
7 i 1 39&8 0.019 207.37: 105.15 199.25! 80.16 200.83! 77.97
7 i 2 400.0 0.032 255.14! 150.48 243.40! 111.69 245.93! 108.48
7 I 3 400.5 0.041 285.89! 182.14 271.91! 133.29 274.70! 129.61
7 ! 4 399.5 0.050 317.11! 213.54 300.85! 154.49 303.95! 150.08
7 ! 5 400.5 0.061 350.22! 246.55 331.84! 176.36 334.74! 170.41
7 i 6 400.0 0.075 396.57! 292.89 374.02! 205.41 377.46! 198.21
8 ! 1 500.3 O.’ÔÏO 221.56! 117.92 2Ï2.25! 91.86 214.27! 90.38
8 i 2 5Ô0.6 0.020 259.87! 155.56 248.11! 118.34 250.79! 113.86
8 ! 3 502.4 0.030 307.17! 202.30 291.74: 148.07 295.14: 143.62
8 1 4 499.2 0.040 354.47! 250.01 336.00! 180.12 339.42! 174.29
8 I 5 499.8 0.050 403.19! 299.10 380.67! 211.12 384.61! 203.40
9 i 1 599.5 0.010 259.87! 156.47 247.51! 122.56 250.19: 118.83
9 i 2 599.5 0.015 289.67! 185.62 275.04! 142.38 278.42! 137.25
9 I 3 599.4 0.020 312.38! 209.10 296.85! 157.77 300.37! 151.29
9 i 4 600.8 0.025 341.70! 238.09 323.03! 174.51 327.52! 168.24
9 ! 5 600.5 0.030 371.03! 266.99 350.32! 192.49 355.08! 185.89
9 1 6 598.9 0.035 401.78! 297.07 379.46! 211.78 384.35! 204.34
10 i 1 798.3 0.010 359.68! 253.22 337.98! 19498 342.32! 188.52
10 I 2 799.2 0.015 399.41! 293.84 376.62! 223.00 381.36! 212.11
Air-0.3%CMC Solution (P ll)
11 1 99.4 0.026 102.55! 22.20 105.66! 33.71 102.40! 24.90
11 2 99.7 0.076 151.39! 36.78 147.03! 25.43 143.42! 17.50
11 3 100.2 0.097 148.94! 45.39 144.21! 32.18 142.97! 24.62
11 4 99.4 0.121 152.36! 52.00 147.75; 35.64 145.36: 29.75
11 5 100.6 0.148 167.99! 61.38 162.25! 45.97 160.30! 39.17
11 6 9&8 0.173 181.67! 73.69 175.07! 53.49 172.36! 4548
11 7 994 0.201 194.37! 85.74 186.65! 61.13 184.00! 54.56
11 8 100.3 0.225 208.04! 97.54 199.09! 70.51 196.88! 63.26
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Identifier m X Pln,OA APoa Pln,HTSP APhtsp Pln,HTSC APhtsc
11 i 9 99.7 0.252 223.67 111.64 214.03 80.16 210.73 70.78
11 i 10 100.5 0.273 234.90 122.01 22486 90.75 222.07 79.02
11 i 11 0.300 246.62 135.03 235.90 9T83 233.40 8&12
11 i 12 100.6 0.322 257.37 145.65 246.05 105.02 243.72 94.64
11 1 13 100.3 0.351 273.49 158.17 261.50 115.06 % #j6 102.94
12 ! 1 150.2 0.027 141.13: 33.97 141.94 27.03 134.23 14.01
12 i 2 150.3 0.050 148.94! 46.08 147.71 35.79 140.19 21.74
12 I 3 149.4 0.075 166.531 62.13 159.27. 39.94 154.74 28.53
12 i 4 149.8 0.100 172.39! 7&29 165.00! 52.55 159.44 34.17
12 i 5 150.3 0.124 208.53! 9633 200.83! 67.84 195.47 51.61
12 ! 6 149.4 0.150 230.51! 116.81 220.75! 82.23 214.96; 64.08
12 i 7 149.5 0.172 250.04! 133.75 239.46! 93.14 233.84! 76.80
12 ! 8 150.8 0.200 267.14! 153.61 255.12! 111.58 248.52! 8827
12 i 9 149.7 0.226 287.16! 177.78 274.29! 124.02 268.75! 99.69
12 ! 10 150.0 0.249 308.65! 193.63 295.26! 135.12 288.58! 117.65
12 ! 11 150.3 0.271 328.19! 197.64 314.08! 144.96 308.35! 122.00
12 i 12 149.5 0.299 342.35! 221.08 330.27! 157.93 321.72! 134.54
12 ! 13 150.3 0.324 366.77! 246.27 354.91! 174.43 345.35! 149.31
12 ! 14 149.0 0.350 389.73! 262.79 378.69! 188.86 367.22! 171.66
13 i 1 200.0 0.024 160.18! 43.92 157.30! 33.10 149.61! 18.10
13 i 2 200.6 0.051 184.11! 66.74 184.36! 54.74 167.52! 29.74
13 I 3 201.1 0.077 220.25! 98.14 216.95! 73.09 204.06! 48.59
13 ! 4 198.7 0.097 234.41! 118.63 232.68! 91.05 219.64! 68.04
13 i 5 199.7 0.126 266.65! 151.23 263.21! 112.77 247.91! 81.46
13 i 6 199.7 0.149 295.95! 176.97 291.02! 130.51 274.90! 97.84
13 i 7 200.3 0.176 327.21! 213.16 318.77! 152.43 306.20! 119.91
13 i 8 200.5 0.200 361.40! 242.41 351.51! 171.46 338.07= 137.28
13 I 9 201.3 0.227 392.66! 26933 381.77! 188.46 368.12! 155.66
13 i 10 201.4 0.251 417.08! 295.53 404.08! 204.56 390.52! 175.14
14 I 1 250.3 0.074 273.00! 149.21 259.75! 107.13 257.56! 101.44
14 I 2 248.9 0.101 298.39! 185.34 283.84! 134.45 279.83! 123.41
14 ! 3 252.4 0.126 336.49! 225.29 319.52! 159.72 314.78! 148.37
14 i 4 253.0 0.147 375.07! 255.21 355.75! 179.74 351.09! 165.88
14 5 237.6 0.185 407.31! 23833 387.03! 202.74 381.01! 184.55
15 1 297.6 0.024 209.02! 99.12 195.44! 63.93 196.95! 63.81
15 2 302.9 0.051 264.21! 150.18 249.39= 108.77 248.26! 103.63
15 3 298.4 0.074 313.54! 192.32 297.21! 138.53 293.25! 129.31
15 4 301.4 0.100 357.49! 239.79 339.00! 171.01 33429! 158.43
15 5 302.2 0.123 397.54! 281.02 375.97! 196.46 370.94! 180.75
16 1 349.7 0.024 239.30! 121.94 223.69! 84.03 222.22! 81.82
16 2 351.0 0.050 320.37! 18932 302.67= 132.42 300.59= 125.29
16 3 353.0 0.074 365.31! 245.32 345.66! 173.08 340.41! 158.25
16 4 347.8 0.101 422.94! 300.28 399.88! 207.84 393.81! 179.51
17 1 600.2 0.003 252.00! 136.95 232.23! 101.70 234.69! 99^9
17 2 59&2 0.007 293.51! 175.15 266.64! 122.55 273.38! 125.25
17 3 599.7 0.010 317.44! 201.50 288.15! 138.45 293.73! 13836
17 4 59^2 0.012 331.61! 214.79 298.85! 143.24 307.71! 144.81
17 5 597.6 0.015 350.17! 231.60 317.02! 155.50 325.08! 155.19
17 6 599.5 0.020 392.17! 269.28 357.33! 181.14 363.73= 177.77
17 7 600.6 0.025 413.66! 292.05 380.47! 196.42 384.14! 18639
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Identifier m X Pln,OA APoa Pln,HTSP APhtsp Pln,HTSC APhtsc
18 i 1
18 I 2 802.2
18 1 3 801.4 0.010 433.68 309.23 39348 208.77 402.10 209.58
Air-0.4%CMC Solution (P ll)
19 i 1 998 0.030
19 i ?.
19 i 3
19 ! 4 97.3 0.103 144.551
19 ! 5
19 ! 6
19 ! 7 96.5
19
19 i Q
19 ! 10
19
19 ! 1? 98.4
19 i 13 97.8
19
19
19
19 17
19 IX
19
19 20
19 21 95.1
20
20 2 150.3 0.050
20
20 4 149.8 0.100 202.18!
20 5
20
20 7 150.3 0476 262.25!
20 X 150.2
20
20 10 150.0
20
20 12 150.0 0.302 367.26! 250.11 349.83! 185.84 341.90! 161.34
20 13 150.3 0.324 391.191
21 ! 2
21 I 4 199.0 0.099 263.23! 137.73 253.14! 103.50 235.79! 62.29
21 I 6 200.0 0.151 309.63! 188.44 296.40! 142.24 281.39! 107.28
21 ! 7
21 1 8 200.3 0.200 374.59! 246.16 357.41! 177.40 343.44! 14040
22 I 1 2524 0.025 215.85! 75.18 203.36! 48.57 189.53! 2782
22 i 2 252.1 0.049 239.30! 120.15 224.35! 85.05 215.65! 57.07
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Id en tifier m X Pln,OA A P oa Pln,HTSP A P htsp Pln,HTSC A P htsc
?,?. i 3 252.1 0.074 283.25
?,?, I 4 249.0
22 i 5 250.2 0.124 351.63 231.47 33Z26 166.59 320.33 145.64
23 i 1
23 i 2 297.9 0.052
23 ! 3 303.7 0.075 317.93. 205.82 297.41 146.38 289.42 130.97
23 1 4
24 i 1 351.6 0.025 233.931 123.29 212.85! 87.17 218.31! 89.72
24 i 2
24 ! 3 353.0 0.074 367.26! 248.30 34Ï.45! 174.62 33988! 162.39
Air-0.6%CMC Solution (P ll)
25 ! 1 50.0
25 ! 2 49.8 0.204 140.671 46.11 124.65! 24.53 136.74! 37.96
25
25
25 ! 5
25 i 6
25
25 I 8 49.4 0.357 170.95! 75.55 153.05! 47.84 164.78! 59.21
25 i 9 50.3
25 i 10 49.8 0.427 187.50! 92.07 166.07! 61.49 180.15! 77.93
25 ! n 49.7 0.457 192.71!
25
25 i 13 50.8 0.500 204.53! 108.71 183.04! 78.05 196.03! 95.44
25 i 14
25 1 15
25 i 16 50.0 0.651 234.33! 139.06 209.39! 100.74 224.02! 121.81
25 i 17 49.4 0.711 247.10!
25 i 18 50.6 0.749 260.35! 164.25 231.671 112.02 248.49! 128.90
25
25 20 51.0 0.844 279.74! 184.02 256.96! 135.70 267.06! 145.92
25 21 50.2 0.905 291.09! 195.87 270.66! 148.11 278.03! 154.21
26 1
26 2 100.0 0.127 178.04! 80.78 159.46! 48.16 172.14! 61.54
26 3 100.8 0.Î50 189.87! 92.89 169.54! 56.02 182.97! 70.02
26
26 5 99.4 0.201 212.57! 114.99 190.74! 72.12 204.10! 86.31
26
26 7 99.7 0.252 234.33!
26 8 100.6 0.274 247.10! 149.42 223.52! 102.94 23&22! 119.22
26 9
26 10 100.8 0.323 271.70! 173.66 243.70! 116.38 259.49! 143.82
26 11 100.5 0.352 284.94! 186.79 255.41! 125.21 272.00! 155.82
26 1? 9&2
26 13 100.8 0.402 309.54! 212.36 277.40! 143.27 295.95! 174.27
26 14 100.2 0.429 322.31! 224.71 288.02! 154.20 308.06! 184.02
26 15 100.8 0.449 333.19! 236.12 298.67! 162.78 318.22! 193.48
26 16 100.0 0.476 343.12! 246.59 305.67! 167.13 327.62! 198.18
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Identifier m X Pln,OA A P oa Pln,HTSP APhtsp Pln,HTSC A P htsc
?7 ! 1 154.0 0.072 183.25
77 i 7 154.6 0.097
?7
?7 i 4 150.0 0.175
?7
7 1 i 6 149.7
7 1 ! 7
?,8
7X ! 7 202.2
?.8
?,X
78
79 = 1 249.2 0.051
79 i 7
79
29 i 4 247.3 0.127 370.08! 267.68 335.44! 181.72 351.51! 191.59
Plate P l l  Upflow - P = 60° / 60°, dc = 3 mm, X = 11 mm. 
Air-Water @ 25°C
30 ! 1 100.3 0.051 146.99!
30 ! 7 994
30
30
30
30 ! 6 99.8
30 ! 7
30
30 i 9 99.7 0.252 210.48!
30 : 10
30
30 i 17 100.6
30
30 14
30
30
30 17
30 IX 99.7
30
30
30 71 99.4 0.601 393.63!
31
31 7
31 4 150.2 0.123 200.23!
31 5
31
31 7 150.6 0.199 266.65! 151.36 252.95! 111.39 252.88! 104.52
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Identifier m X Pln,OA A P oa Pln,HTSP A P htsp Pln,HTSC APhtsc
31 ! 8 150.8 0.200 260.79 149.73 248.09 112.40 246.78 104.15
31 1 9 149.7 0.226 279.35 169.18 265.02 123.88 264.85 116.62
31 1 10 148.7 0.253 302.79 190.54 28633 138.76 286.98 130.81
31 i 11 150.5 0.272 32330 210.73 305.40 151.68 306.44 143.21
31 i 12 150.0 0.302 347.23 231.96 329.02 166.96 328.91 156.95
31 i 13 152.1 0.322 365.31 250.89 344.92 178.99 345.87 168.79
31 i 14 150.8 0.347 38532 268.65 365.07 191.75 365.34 180.07
32 I 1 201.9 0.049 174.34! 68.77 166.72 46.56 167.76 47.52
32 i 2 19&9 0.074 201.201 95.01 191.88 72.04 193.28 65.56
32 i 3 199.5 0.101 230.51! 121.79 219.56! 8&73 219.27: 85.01
32 ! 4 201.0
32 I 5 199.8 0.150 286.67! 177.09 271.66! 128.28 270.19! 119.50
32 1 6 199.7 0.173 318.91! 201.40 302.56! 146.90 301.74! 135.90
32 i 7 200.2 0.199 342.84! 229.55 324.16! 163.87 323.89! 152.92
32 I 8 197.1 0.251 399.98! 283.37 379.90! 200.57 378.07! 181.56
32 ! 9 198.9 0.250 399.49! 276.52 379.30! 199.11 376.84! 169.78
33 i 1 248.9 0.024 172.88! 65.62 169.00! 42.95 168.11! 38.55
33 ! 2 250.5 0.049 212.92! 99.92 204.48! 74.20 203.40! 56.21
33 i 3 248.6 0.074 248.09!
33 ! 4 250.3 0.100 286.18! 176.73 271.43! 127.14 269.86! 118.87
33 i 5 250.6 0.126 328.68! 213.41 311.72! 153.61 309.77! 141.19
33 i 6 251.9 0.149 366.28! 251.45 345.75! 176.29 342.52! 163.01
33 I 7 248.3 0.175 405.84! 287.81 385.25! 202.33 379.67! 174.49
33 ! 8 248.7 0.177 400.47! 282.48 380.67! 200.47 377.67! 170.01
33 I 9 249.8 0.174 398.03! 282.19 378.06! 200.18 374.70! 174.96
34 I 1 299.5 0.025 191.92! 87.42 182.41! 60.84 184.91! 62.31
34
34 I 3 302.2 0.049 253.95! 135.51 240.46! 97.04 241.33! 92.16
34 ! 4 298.6 0.075 303.77! 183.74 288.48! 130.74 287.69! 123.43
34 I 5 297.9 0.100 345.28! 230.76 326.54! 163.24 324.18! 151.04
34 i 6 297.8 0.126 395.59! 276.92 373.73! 194.23 370.77! 178.38
35 1
35 2 351.0 0.050 286.18! 174.42 270.67! 126.11 271.29! 119.08
35 3 356.2 0.073 357.00! 237.33 337.74! 166.84 335.86! 155.40
35 4 349.7 0.101 419.03! 297.68 395.12! 207.00 392.52! 190.66
36 1 400.3 0.009 192.41! 8&26 182.69! 61.62 185.25; 61.32
36 2 399.5 0.019 238.81! 123.48 224.47! 81.30 229.42! 87.94
36 3 400.3 0.025 252.49! 137.18 238.20! 97.76 242.19: 99.23
36 4 400.8 0.030 274.46: 157.65 258.68! 107.53 262.41! 110.76
36 5 399.5 0.035 283.25! 170.17 266.811 120.46 269.88! 121.86
36 6 401.9 0.040 313.05! 189.78 295.07! 132.52 297.62! 131.01
36 7 397.9 0.051 336.49! 215.09 318.22! 150.37 319.29! 146.56
37 8
37 1 501.7 0.010 248.09! 130.45 232.45! 90.97 237.81! 98.67
37 2 499.5 0.015 270.07! 157.23 252.35! 109.70 257.56! 112.30
37 3 500.5 0.020 300.84! 182.32 282.52! 126.28 286.62: 128.56
37 4 499.7 0.025 316.47! 205.02 296.44! 140.81 300.89! 144.04
37 5 500.6 0.030 346.26! 226.92 324.56! 157.01 328.16! 156.69
37 6 500.0 0.035 366.77! 246.79 344.03! 171.00 346.76! 169.39
37 7 497.9 0.040 387.28! 270.91 363.01! 185.41 365.88! 181.79
37 8 499.5 0.050 436.61! 311.32 410.29! 211.61 411.47! 203.30
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Appendix E : Pressure Drop Measurements
Identifier rh X Pln,OA APoa Pln,HTSP A P htsp Pln,HTSC A Phtsc
38 i ?, 601.1
38 ! 4 601.1 0.015 332.09 212.55 306.76 149.05 314.69 151.83
38 i 5 599.0 0.020
38 i 6 600.6 0.025 401.94 275.95 373.21 188.62 380.18 189.10
38 : 7 601.7 0.029 419.52 298.59 390.67 203.67 396.49 202.07
38
39 i 1 800.6 0.003 300.351 180.95 278.69 136.94 284.40' 138.81
39 800.6
39 1 3 79&4 0.010 405.351 281.54 373.04! 197.39 382.36! 201.24
39 I 4 801.3 0.011 421911 299.19 390.301 209.10 399.58! 212.06
Plate P12 Downflow - p = 30° / 60°, dc = 3 mm, À = 11 mm. 
Air-Water @ 25°C
41
41 i 2 99.5
41 ! 3 100.5 0.100 124.04! 24.35 117.78! 12.21 120.18! 13.93
41 ! 4 100.0 0.127 129.90= 29.89 123.72! 15.96 125.11! 16.41
41 ! 5 101.0 0.151 136.25! 35.91 128.95! 18.48 130.51! 19.07
41 ! 6 100.2 0.176 137.71! 38.68 129.78! 20.65 131.38! 2&88
41 ! 7
41
41 ! 9 99.7 0.252 159.20! 58.63 146.06! 29.30 149.39! 30.99
41 ! 10
41 ! 11 100.0 0.302 174.83! 73.68 159.07! 37.21 162.55! 37.15
41 ! 12 100.8 0.323 182.64! 80.82 167.00! 41.56 169.62! 40.76
41
41 ! 14 99.5 0.378 197.30! 95.75 178.72! 48.37 182.27! 47.96
41 ! 15 100.5 0.400 206.09! 103.77 186.57! 53.21 189.85! 51.69
41 ! 16 100.0 0.429 214.39! 112.16 193.23! 56.94 197.09! 55.67
41 ! 17 100.6 0.448 221.23! 118.26 199.47! 59.76 203.21! 58.19
41 ! 18 100.0 0.476 229.04! 126.30 205.37! 63.00 210.09! 61.94
41 ! 19 101.0 0.497 237.34! 134.35 212.68! 67.25 217.32! 65.46
41 ! 20 99.7 0.554 252.49! 149.62 226.11! 74.88 230.89! 72.44
41 21 100.0 0.603 267.63! 163.94 239.24! 82.05 244.38! 7&83
41 22 99.8 0.650 282.28! 177.15 252.40! 88.14 257.98! 84.90
41
42 2 150.3 0.050 124.52! 24.09 120.51! 14.31 Ï2Î.44! 14.06
42
42 4 150.0 0.101 144.55! 43.57
42 5 150.3 0.124 154.32! 5127 143.32! 26.60 145.46! 26.69
42 6 149.5
42 7 150.0 0.175 180.69! 79.10 164.37! 36.95 167.45! 36.67
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Identifier m X Pln,OA A Poa Pln,HTSP A P htsp Pln,HTSC A Phtsc
42 ! 8 150.6 0.199 192.41 90.20 175.09 42.62 177.56 41.79
42 i 9 149.8 0.227 209.51 105.11 188.77 48.57 192.25 47.91
42 ! 10 150.2 0.249 221.23 116.80 198.06 52.76 202.10 52.29
42 i 11 151.3 0 2 7 6 235J9 132.21 210.03 59.45 214.22 58.68
42 ! 12 151.6 0.298 247.11 143.55 219.78 64.86 224.39 63.73
42 I 13 150.5 0.325 263.23: 156.45 234.21 69.94 239.08 68J3
42 I 14 151.1 0.349 274.461 168^2 243.45 75.52 24&36 73.71
42 1 15 150.2 0.376 287.16! 179.81 255.75: 8&87 260.29; 78.53
42 i 16 150.6 0.399 299.86! 195.73 265.51! 86.65 270.71! 8126
42 ! 17 149.8 0.428 314.51! 207.44 280.04! 93.07 284.31! 88.49
42 i 18 150.3 0.451 318.42!
43 I 1 200.5 0.026 125.01! 24.69 121.38! 14.80 122.27! 14.41
43 ! 2 200.5 0.050 140.15! 3&86 133.12! 20.84 134.77! 20.58
43 I 3 200.8 0.075 156.27! 55.01 145.49! 27.36 147.69! 26.75
43 i 4 199.2 0.100 173.36! 71.12 159.70! 33.32 161.81! 32.12
43 ! 5 199.7 0.126 192.90! 90.31 174.57! 40.55 177.62! 39.58
43 i 6 200.0 0.151 209.51! 109.06 187.82! 48.20 191.25! 47.18
43 ! 7 198.6 0.177 236.37! 127.21 211.57! 55.92 215.40! 54.79
43
43 ! 9 200.6 0.225 269.58! 163.20 239.21! 69.96 243.60! 68.43
43 ! 10 202.7 0.248 289.12! 183.05 255.90! 78.11 260.43! 75.89
43 i 11 198.3 0.279 306.21! 200.05 270.76! 85.22 275.41! 8222
43 12 199.8 0.301 327.70! 216.19 289.91! 91.55 294.85! 88.30
43 13 198.7 0.329 340.89! 234.30 300.83! 98.56 306.16! 95.14
43 14 200.2 0.350 357.49! 248.04 315.60! 103.70 321.33! 100.15
44 1 250.5 0.024 134.29! 32.56 130.09! 19.90 130.55! 18.31
44 2 252.2 0.050 158.22! 55.03 148.49! 28.44 150.42! 27.86
44 3 252.1 0.074 183.62! 80.39 169.25! 37.41 171.45! 35.81
44 4 251.9 0.099 209.02! 104.54 189.33! 45.49 192.67! 44.27
44 5 252.1 0.125 235.88! 131.20 211.57! 56.34 214.80! 53.91
44 6 250.5 0.151 263.72! 156.44 234.54! 66.36 238.53! 63.26
44 7 251.9 0.175 283.74! 178.19 251.13! 74.37 255.64! 71.83
44 8 24&9 0.203 309.14! 202.41 272.37! 83.29 277.29! 80.69
44 9 250.0 0.225 334.05! 225.80 294.03! 91.82 300.19! 89.53
44 10 244.0 0.258 354.56! 245.48 313.02! 101.05 318.33! 97.12
44 11 251.6 0.274 377.52! 267.94 333.05! 108.39 337.651 103.71
45 1 301.0 0.024 145.04! 43.31 139.25! 140.03! 23.15
45 2 299.0 0.050 177.27! 73.73 164.93! 35.29 167.22! 3338
45 3 300.3 0.075 212.44! 108.15 193.52! 48.30 196.66! 45.91
45 4 299.8 0.100 246.14! 140.68 220.17! 58.99 224.35! 56.67
45 5 299.5 0.126 279.35! 172.77 248.08! 71.02 252.24! 6738
45 6 300.8 0.150 312.07! 204.12 275.79! 82.82 280.64! 79.32
45 7 300.5 0.176 343.82! 234.75 303.48! (# 3 8 307.83! 89.75
45 8 300.0 0.201 374.10! 263.45 329.40! 104.48 334.13! 99.34
45 9 300.8 0.224 399.01! 288.00 350.98! 112.72 357.03! 108.49
46 i 1 351.9 0.026 157.74! 55.22 149.99! 30.13 151.12: 28.48
46 i 2 349.5 0.051 201.20! 96.77 185.93! 46j# 188.40! 42.08
46 I 3 34&6 0.076 243.21! 137.00 219.82! 59.24 223.51! 56.15
46 I 4 349.5 0.101 285.70! 178.03 254.53! 73.50 258.76; 69.14
46 i 5 350.2 0.125 323.30! 214.95 286.28! 86.49 291.26: 82.19
46 i 6 350.5 0.126 323.79! 214.80 286.94! 85.75 292.13! 8230
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Identifier m X Pln,OA APoa Pln,HTSP A P htsp Pln,HTSC A P htsc
46 i 7 351.6 0.151 365.31 255.02 32242 100.98 327.10 95.50
46 ! 8 350.8 0.176 401.45 290.17 352.84 112.24 359.24 107.87
47 i 1 401.6 0.020 158.22 55.25 152.05 32.33 151.59 28.01
47 i 2 399.4 0.030 181.18 77.92 171.71 41.09 171.65 35.92
47 I 3 400.3 0.040 203.64 98.70 189.49 47.43 191.48 43.26
47 I 4 399.5 0.050 224.16 119.81 205.12 54.48 208.12 50.78
47 I 5 398.9 0.061 249.55. 142.30 226.01 62.28 229.20 57.97
47 ! 6 401.4 0.075 276.42! 170.37 247.43 7232 251.45 67.40
47 I 7 402.2 0.100 326.721 217.55 290.95! 87.72 296.19: 83.01
47 I 8 401.1 0.125 372.631 261.76 329.59! 103.04 334.45! 98d8
47 i 9 401.7 0.151 417.56! 305.79 367.31! 117.22 372.63! 110.90
48 ! 1 500.2 0.010 160.181 55.91 152.07! 31.23 152.99! 29.44
48 ! 2 500.6 0.020 185.57! 80.92 174.00! 40.98 176.06! 37.31
48 i 3 500.8 0.030 219.27! 113.27 203.23! 54.08 205.94! 48.98
48 ! 4 501.0 0.040 250.04! 143.09 229.21! 64.64 232.05! 59.33
48 ! 5 499.7 0.050 280.81! 172.17 253.42! 74.11 257.41! 68.46
48 i 6 500.0 0.060 309.63! 200.47 277.48! 83.53 281.70= 77.75
48 ! 7 499.5 0.075 350.65! 239.90 311.33! 96.76 316.81! 90.60
48 i 8
49 I 1 599.8 0.010 183.62! 77.44 173.66! 42.15 173.58= 37.57
49 ! 2 599.5 0.015 196.32! 90.40 183.93! 46.96 185.27! 41.88
49 i 3 599.4 0.020 214.88! 108.59 198.66! 52.39 201.90! 48.15
49 I 4 602.5 0.025 238.81! 131.92 220.81! 62.59 223.59= 56.77
49 i 5 600.5 0.030 258.83! 150.97 238.55! 69.75 241.43! 63.01
49 6 598.6 0.035 278.86! 169.31 255.56! 75.26 258.89! 69.13
49 7 601.7 0.040 298.88! 191.06 270.98! 81.81 275.41! 76.11
49 8 600.2 320.37!
49 9 600.0 0.050 338.44! 227.81 304.15! 94.69 309.23! 87.74
49 10 598.1
49 11 599.8 0.071 412.68! 299.51 366.82! 119.16 372.97! 111.19
50 1 799.8 0.010 234.41! 125.93 215.51.! 63.60 217.47! 58.12
50 2 799.2
50 3 801.7 0.020 287.65! 178.63 262.43! 81.54 266.23! 74.20
50 4 799.4 0.025 319.88! 209.76 290.54! 92.88 295.02! 84.43
50 5 798.7 0.030 354.07! 241.46 320.99! 103.74 325.81! 94.73
50 6 801.0 0.035 382.40! 269.85 345.41! 112.84 350.48= 103.43
50 7 800.3 0.040 412.19! 300.17 370.93! 123.24 376.52! 113.56
50 8 799.7 0.045 441.50! 324.42 397.20! 131.15 402.39! 120.91
51 1 1001.9 0.007 273.97! 163.99 246.56! 84.86 248.65! 77.54
51 2 1000.5 0.010 299.86! 189.13 270.98! 91.68 274.50! 8448
51 3 999.5 0.012 313.05! 203.97 282.79! 96.36 286.47! 88.42
51 4 9992 0.015 337.47! 225.57 305.29! 104.24 309.32! 95.21
51 5 999.2 0.020 375.56! 262.01
51 6 9963 0.025 413.17! 300.52 371.63! 127.62 377.83! 115.99
Air-O.3% CMC Solution (P12)
52 1 994 0.078 128.43! 14.76 125.21! 6.08 125.56! 6.56
52 2 100.8 0.102 122.57! 20.95 118.20! 9.54 120.16! 11.05
52 3 100.2 0.128 129.41! 24.76 124.47= 11.84 123.83! 11.16
52 4 101.0 0.151 143.08! 3L58 136.28! 15.95 137.02! 15.12
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Identifiei m X Pln,OA A P oa Pln,HTSP A P htsp Pln,HTSC A P htsc
52 ! 5 100.2 0.17f
52 ! 6 99.j
52 : 7
52 i X 99j 0.252 160.18:
52
52 ! 10 994
52 ! 11
52
53 i 1 151.6 0.026
53 : V
53 i 3
53
53
53 ! 6
53 ! 7
53
53 i 9 148.1 0.228
53 ! 10 148.6
53
53 ! 12 149.8 0.301 240.761
53
53 14 149.4
54 1 200.0
54 2
54 3 200.5 0.074
54 4 200.5 0.097
54
54 6 201.1 0.148
54
54 8 206.2
54 9
54
54 11 198.4
54 12 198.6
55 1
55 i 2 251.6 0.047 155.781
55 I
55 i 4
55 i 5
55 j
55 ! 7 246.7
55 ! X
55 ! 10 251.3 0L248 345.281
56 I 2 298.9
56 i
56 i
56 I 5
56 ! 6
56 i 7 301.7 0.174 329.65! 2134# 294.64! 80.07 293.31! 68.86
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Identifier m X Pln,OA A P oa Pln,HTSP A P htsp Pln,HTSC A P htsc
56 i 8 298.7 0.203 361.89 243.16 32248 88J5 32184 76.13
57 i 1 351.4 0.024 160.18 54.65 147.44 26.37 148.32 26.31
57 1 2 350.5 0.049 199.74 89.07 181.63 38.50 181.12 35.26
57 i 3 350.0 0.075 244.18 125.97 220.63 50.52 219.32 44.14
57 i 4 349.0 0.100 274.46 163.24 246.05 62.39 244.34 55.24
57 i 5 350.2 0.125 314.02 197.28 28085 72.97 279.27 63.10
57 i 6 349.2 0.150 349^8 230.57 311.62 83.60 310.95 72.45
57 i 7 351.0 0.177 385.82 266.72 344.24 95.95 343.07 83.02
58 i 1 600.6 0.006 186.06. 74.91 168.41! 34.61 170.20 34.24
58 1 2 597.8 0.010 200.231 85.69 178.42! 35.53 182.05: 38.10
58 i 3 595.9 0.012 207.061 94.76 184.53! 40.17 187.73! 40.56
58 i 4 599.7 0.015 220.25! 110.29 194.61! 44.23 198.39! 45.34
58 i 5 597.9 0.020 236.86! 127.44 209.10! 50.77 211.86! 50J2
58 ! 6 597.5 0.025 256.88! 143.24 226.61! 55.97 229.26! 55.58
58 ! 7 600.3 0.030 277.88! 160.22 245.14! 62.60 246.77! 5986
58 i 8 600.2 6.035 293.51! 177.47 258.28! 67.14 259.70! 64.20
58 i 9 600.3 0.040 313.54! 194.73 274.69i 70.93 276.22= 67.58
58 I 72 600.3 0.040 313.54! 194.73 274.69! 70.93 276.22! 67.58
Air-0.4%CMC Solution (P12)
59 ! 1 100.8 0.055 115.24! 15.91 109.91! 0.59 109.17! 0.51
59 ! 2 99.5 0.075 129.41! 18.28 125.34! 832 124.99! 8.42
59 i 3 100.5 0.100 133.80! 23.12 129.62! 11.20 128.25! 8.39
59 ! 4 100.2 0.128 138.20! 29.30 132.56! 16.55 132.43! 11.29
59 ! 5 100.8 0.150 138.69! 33j& 131.81= 19.35 129.66= 13.50
59 I 6 998 0.173 148.46! 39^8 139.89! 21.22 138.78! 15.84
59 ! 7 99.2 0.200 149.92! 44.29 140.79! 24.57 138.87! 17.90
59 ! 8 100.3 0.225 152.85! 50.21 142.02! 27.65i 140.76! 20.81
59 ! 9 99.8 0.253 163.60! 55.73 151.44! 2833 149.04! 19.71
59 ! 10 100.3 0.272 169.46! 60.36 156.76! 29.51 154.48! 23.39
59 ! 11 99.7 0.299 173.85! 66.68 160.40! 32.75 159.21! 25.57
59 ! 12 100.8 0.323 182.64! 75.66 168.22! 36.05 166.38! 27.03
59 ! 13 998 0.348 189.48! 80.45 173.52! 36.90 171.96= 28.69
59 I 14 99.0 0.375 196.32! 85.74 180.04! 40.54 177.65! 30.48
59 15 100.5 0.400 206.09! 93.73 188.21! 44.11 186.53! 34.49
59 16 99.7 0.427 210.97! 102.55 192.11! 47.30 190.82= 37.95
59 17 9&9 0.454 218.79! 109.33 198.98! 50.12 197.10! 39^4
59 18 99.7 0.475 227.09! 113.77 206.47! 53.37 204.99= 43.51
59 19 100.5 0.494 232.46! 120.26 211.07! 55.96 209.24! 45.21
59 20 99.4 0.553 248.09! 135.82 224.24! 60.36 222.94! 52.31
59 21 100.0 0.603 2(St.2Ï! 152.26 238.38! 67.29 23649! 5 8 j#
60 1 150.0 0.048 142.11! 23.49 139.19! 14.68 135.30! 9.49
60 2 149.0 0.073 154.32! 3348 148.87= 19.52 144.81! 12.72
60 3 150.5 0403 155.78! 45.16 146.95! 22.91 144.59! 18.58
60 4 150.6 0.125 161.15! 52.76 150.84! 29.21 146.43! 20.39
60 5 150.0 0.153 178.74! 64.56 165.79! 30.68 161.09! 2Z68
60 6 150.0 0.175 180.20! 73.17 163.28! 31.73 161.71! 26.02
60 7 150.6 0.199 190.95! 83.26 173.40! 35.43 170.61! 2&69
60 8 149.4 0.224 206.09! 92.76 186.14! 3830 184.10= 3238
60 9 150.3 0.250 215.37! 102.92 19^83 42.26 191.38! 35.57
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Id en tifier rh X Pln,OA APoa Pln,HTSP A P htsp Pln,HTSC A P htsc
60 i 10 150.8 0.274 226.11 114.44 204.42 48.44 200.61 40.52
60 ! 11 150.0 0.302 23832 128.18 216.48 55.47 211.45 44.89
60 i 12 150.2 0.323 248.09 133.36 224.80 55.05 220.25 45.56
60 i 13 149.5 0.352 265.67 145.18 241.03 61.07 236.64 50.11
60 ! 14 150.0 0.376 274.46 160.37 248.00 64.35 243.87 57.49
60 ! 15 149.7 0.396 283.25 165.48 257.47 71.34 251.68 60.20
61 i 1 200.2 0.025 133.80 28.07 132.76 17.69 121.75 3.14
61 ! 2 200.6 0.051 157.741 41.20 154.14 1&88 141.24 2.89
61 ! 3 200.8 0.075 173.851 55.50 165.81 27.25 152.75 8.16
61 ! 4 199.0 0.099 179.221 66.34 169.86! 31.32 154.35: 12.25
61 ! 5 199.5 0.125 200.231 81.45 187.07! 34.32 173.59! 16.55
61 i 6 199.2 0.147 205.111 94.18 190.12! 38J4 175.53= 20.08
61 ! 7 200.5 0.177 230.021 111.75 209.53! 44.03 198.27! 30.38
61 i 8 200.5 0.200 245.16! 125.24 223.92! 49.31 214.40! 34.34
61 I 9 200.8 0.225 261.28! 139.29 238.86! 5T88 229.15! 50.30
61 i 10 201.0 0.250 275.93! 154.32 251.98! 64.50 241.99! 55.21
61 i 11 199.7 0.277 293.02! 175.37 267.24! 70.21 257.12! 51.43
61 i 12 200.2 0.302 310.60! 189.66 283.73! 76.19 273.64! 66.29
62 ! 1 253.7 0.024 146.011 36.93 141.10! 13.21 130.85! 5.63
62 ! 2 250.6 0.075 197.30! 77.08 182.93: 33.73 171.24= 14.83
62 i 3 248.9 0.101 214.881 98.42 196.40! 44.49 185.68! 24.83
62 ! 4 247.0 0.126 227.58! 119.23 206.11! 56.36 202.57! 47.47
62 ! 5 250.2 0.150 253.46! 142.09 228.68! 65.57 223.44! 53.54
62 ! 6 251.7 0.174 278.371 164.46 248.67! 72.59 246.05! 61.16
62 i 7 24&8 0.203 304.74! 185.54 272.08! 80.14 270.33! 67.50
63 1 8 299.0 0.023 161.64! 46.81 150.39! 23.58 148.55! 21.10
63 i 9 302.2 0.049 178.25! 74.95 162.90! 36.15 160.10! 30.53
63 ! 10 300.3 0.075 210.97! 104.21 192.50: 50.72 187.33! 41.90
63 i 11 298.4 0.101 237.34! 129.37 214.39! 61.17 209.40! 49.40
63 12 301.0 0.124 276.42! 156.63 249.60! 71.99 244.95! 59.29
63 13 300.8 0.150 298.39! 183.63 267.23! 81.34 262.95! 66.94
63 14 302.1 0.175 333.07! 214.48 297.28! 91.30 293.44! 75.86
63 15 301.7 0.200 362.86! 245.08 322.69= 100.64 320.08! 84.48
64 1 351.9 0.026 169.95! 6288 154.78! 30.62 153.57! 27.55
64 2 347.5 0.050 207.06! 96.72 187.63! 44.59 185.04= 38.96
64 3 353.0 0.074 248.58! 133.73 225.84= 63.22 220.18! 52.04
64 4 351.0 0.100 284.23! 166.75 256.01! 76.46 250.81! 63.82
64 5 348# 0.126 316.47! 200.41 283.30! 86.07 278.97! 72.20
64 6 347.6 0.151 346.75! 230.75 309.39! 96.34 305.36! 80.43
65 1 600.6 0.006 191.92! 81.34 168.63! 37.90 171.01! 36.36
65 2 599.7 0.010 209.02! 95.42 183.21! 43.57 185.54! 41.74
65 3 598# 0.011 212.92! 100.75 185.93! 45.70 188.76! 44.51
65 4 599.2 0.015 230.51! 113.18 202.84= 52.21 202.87! 47.57
65 5 602.2 0.020 245.65! 129.97 215.39! 59.58 215.45! 54.31
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Plate P12 Upflow - p = 30° /60°, dc = 3 mm, X= 11 mm. 
Air-Water @ 25°C
Identifier rh X Pln,OA APoa Pln,HTSP A P htsp Pln,HTSC APhtsc
66 1 1 9^8 0.046 99.13 6.91 95.55 1.99 97.50 2.05
66 i 2 99.7 0.076 135.76 11.13 133.03 3.43 135.17 &43
66 i 3 100.5 0.100 123.06 14.12 119.08 4.79 120.11 5.76
66 i 4 100.5 0.100 119.64 11.90 116.31 4.92 116.11 5.94
66 ! 5 99.8 0.126 129.41 17.63 124.37 &82 124.98 7.62
66 i 6 100.8 0.150 125.50 24.57 119.40 9.99 119.86 9.65
66 i 7 100.0 0.175 129.90 28.31 122.44 11.31 123.47 10.97
66 ! 8 99.2 0.200 137.22 34.50 128.82 14.14 129.49 13.81
66 i 9 100.3 0.225 143.57; 39.73 133.32! 17.25 133.99 16.15
66 ! 10 99.5 0.250 151.39! 46.01 140.33! 20.54 140.71 18.68
66 I 11 100.3 0.272 159.20! 51.67 147.09! 23.86 147.46 21.59
66 i 12 99.7 0.299 166.04! 59.10 152.60! 25.80 153.21! 24.93
66 ! 13 100.8 0.323 174.83! 67.07 160.30! 28.31 160.62! 25.63
66 ! 14 100.2 0.350 181.67! 74.36 165.93! 31.51 166.37: 28.24
66 ! 15 99.5 0.378 189.48! 79.46 172.36! 3438 173.01! 30.29
66 ! 16 100.2 0.398 198.27! 89.37 180.29! 38.13 180.38! 33.77
66 i 17 100.0 0.429 205.11! 96.41 185.72! 41.97 185.98! 37.05
66 I 18 100.6 0.448 213.41! 104.56 193.06! 45.64 193.20! 39.89
66 ! 19 100.6 0.448 213.41! 104.56 193.06! 45.64 193.20! 39.89
66 j 20 100.0 0.476 220.74! 111.24 198.82! 4833 199.44! 42.80
66 ! 21 100.8 0.496 228.55! 118.63 205.78! 51.44 206.06! 45.31
66 ! 22 99.4 0.553 242.72! 132.15 218.19! 57.33 218.86! 50.95
66 j 23 100.0 0.603 260.30! 149.40 233.01! 64.93 233.61! 57.56
66 ! 24 100.5 0.652 276.42! 163.90 247.22! 71.54 248.05! 63.98
66 ! 25 100.3 0.699 289.12! 175.67 258.40! 77.19 259.49! 69.46
67 i 1 150.2 0.049 120.62! 15.05 116.10! 5.23 117.11! 7.69
67 I 2 149.4 0.075 135.27! 24.89 129.11! 8.07 130.24! 9.46
67 ! 3 149.8 0.100 138.69! 33.99 130.46! 12.76 131.34! 13.52
67 i 4 150.2 0.123 150.41! 41.53 140.39! 17.04 140.96! 16.43
67 i 5 149.4 0.150 159.20! 51.62 147.64! 21.84 147.40! 19.56
67 i 6 149.8 0.174 169.46! 62.30 Ï 5 5 .3 Ï I 25.54 155.34! 23.47
67 ! 7 150.5 0.198 185.57! 73.55 169.63! 28.26 169.28! 24.78
67 I 8 149.5 0.225 196.81! 85.86 179.19! 32.99 179.18! 28.86
67 ! 9 150.0 0.249 205.11! 96.93 185.59! 37.88 185.16! 32.98
67 i 10 150.8 0.274 221.23! 109.34 200.03! 43.77 199.72! 37.13
67 11 150.0 0.302 232.46! 120.59 209.33! 4839 209.23! 41.81
67 12 150.5 0.325 245.16! 134.78 219.92! 53.30 219.24! 45.71
67 13 149.7 0.353 259.32! 145.95 232.25! 58.05 232.28: 50.47
67 14 150.2 0.376 270.07! 157.76 241.43! 62.74 241.04! 54.38
67 15 150.5 0.399 282.77! 171.07 252.40! 67.49 251.99! 58.40
67 16 149.8 0.428 294.00! 179.34 262.45! 72.11 262.22! 62.72
67 17 150.0 0.450 305.23! 190.99 272.12! 76.42 271.63! 65.98
68 1 200.2 0.025 128.92! 14.92 124.72! 935 125.33! &82
68 2 200.3 0.025 122.08! 19.76 117.74! 838 118.72! 6.65
68 3 198.7 0.050 133.32! 28.66 126.63! 12.30 127.06! 12.11
68 4 200.6 0.074 151.39! 42.26 141.19! 17.05 142.12; 15.63
68 5 200.8 0.099 156.27! 56.52 143.03! 22.11 143.13! 20.23
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Identifier m X Pln,OA APoa Pln,HTSP A P htsp Pln,HTSC A P htsc
68 i 6 199.2 0.124 179.22 70.27 164.49 26.18 164.14 24.43
68 ! 7 201.3 0.148 197.78 88.33 179.58 32.95 178.36 27.45
68 ! 8 199.8 0.174 213.90 104.15 192.22 38.06 192.89 3296
68 I 9 201.9 0.198 237.34 122.43 213.33 45.38 213.43 39.09
68 i 10 200.8 0.225 252.49 139.45 226.23 51.45 226.52 44.72
68 i 11 199.4 0332 269.09 154.75 240.60 57.83 240.76 49.70
68 i 12 199.5 0.276 285.70 174.54 254.32: 64.54 253.78 55.05
68 ! 13 201.6 0.299 306.21 191.58 272.10; 69.75 271.73 60.40
68 I 14 201.4 0.322 320.37: 205.63 284.54! 75.74 23336 64.66
68 ! 15 203.5 0.345 341.861 224.16 303.02! 81.77 302.53. 70.63
69 ! 1 250.3 0.023 130.381 24.58 123.84! 13.22 124.99! 10.92
69 i 2 248.9 0.050 149.92! 45.15 139.49! 17.98 140.00! 17.56
69 1 3 250.3 0.074 175.32! 66.53 160.62! 2638 160.70! 25.77
69 i 4 251.9 0.099 198.27! 86.71 179.83! 30.70 179.55= 27.32
69 1 5 250.0 0.124 223.67! 108.82 200.98! 37.49 200.37! 32.27
69 i 6 248.7 0.126 226.11! 106.48 203.75! 37.76 203.54! 33.27
69 I 7 250.0 0.124 214.88! 108.76 192.01! 37.69 191.75! 32.98
69 i 8 250.3 0.150 250.53! 132.82 224.83! 46.98 223.28! 39.56
69 I 9 251.9 0.149 241.74!
69 : 10 250.5 0.176 270.07! 155.47 240.85! 54.65 238.97! 46.21
69 ! 11 251.4 0.198 288.63! 177.66 255.92! 61.72 255.72! 53.17
69 i 12 250.0 0.225 314.51! 199.47 279.59! 69.67 278.50! 59.75
69 ! 13 250.0 0.225 314.51! 199.47 279.59! 69.67 278.50! 59.75
69 ! 14 251.4 0.249 336.49! 220.29 298.67! 76.54 298.17! 65.63
70 I 1 297.9 0.025 146.01! 39.91 136.47! 13.99 138.80! 17.22
70 ! 2 300.6 0.050 173.85! 63.08 160.10! 26.89 160.34! 24.78
70 ! 3 300.0 0.074 197.78! 91.97 178.37! 31.42 177.94! 29.06
70 I 4 299.7 0.100 237.83! 121.32 212.84! 40.55 213.03! 36.48
70 i 5 301.1 0.125 261.76! 148.10 232.64! 50.44 232.35! 43.81
70 I 6 302.1 0.149 292.05! 177.23 259.34! 60.38 257.67! 50.90
70 ! 7 300.3 0.175 326.23! 205.30 289.02! 69.18 287.81! 58.85
70 8 298.4 0.202 347.72! 232.26 308.73! 78.72 308.59! 68.53
70 I 9 299.7 0.200 348.70! 230.39 308.72! 78.23 308.85! 67.95
70 10 298.1 0.228 378.49! 259.54 337.35! 90.22 336.80! 78.17
71 1 348.4 0.025 155.29! 49.46 142.87! 18.42 145.35! 21.43
71 2 349.2 0.050 195.341 84.26 177.10! 29.18 177.73= 2835
71 3 348.3 0.075 %#39! 121.90 209.761 40.66 209.97! 37.35
71 4 348.1 0.102 273.49! 157.65 242.95! 53.47 242.39! 46.43
71 5 350.3 0.126 306.21! 190.16 270.49! 62.69 270.32! 55.31
71 6 349.5 0.151 341.86! 225.64 302.06! 74.09 302.10! 64.97
71 7 350.8 0.176 378.00! 259.84 336.63! 87.75 336.27! 76.48
72 1 400.8 0.010 137.71! 36.56 128.90! 16.89 130.33! 17.47
72 2 39&8 0.019 164.08! 51.66 152.75! 24.92 153.37! 23.61
72 3 401.9 0.024 169.46! 5&87 156.21! 27.41 157.67! 27.19
72 4 400.8 0.030 176.78! 69.97 161.63! 28.69 162.69! 28.61
72 5 399.5 0.035 188.99! 76.07 172.70! 29.56 173.37! 28.69
72 6 400.6 0.041 195.83! 88#5 177.33! 33.43 177.67! 31.79
72 7 399.2 0.050 215.37! 103.88 194.33! 37.18 193.74! 35.69
72 8 400.0 0.060 232.46! 122.86 208.15! 43.28 206.26! 39.57
72 9 3983 0.075 258.83! 146.90 231.20! 50.78 229.38= 45.93
72 10 401.9 0.100 307.67! 188.79 274.39! 65.52 270.54! 55.78
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Identifier m X Pln,OA A Poa Pln,HTSP A P htsp Pin,irrsc APhtsc
72 ! 11 401.3 0.126 345.77 228.50 305.27 74.07 304.05 66.77
73 1 1 500.2 0.010 163.60 53.27 150.91 26.81 153.27 27.28
73 i 2 499.5 0.015 177.76 66.78 162.65 2&79 164.74 30.40
73 ! 3 500.3 0.020 193.88 77.86 175.78 3038 178.32 33.10
73 i 4 499.8 0.025 207.55. 94.12 187.80 36.35 188.83 37.04
73 i 5 4992 0.030 216.34. 107.01 194.45 39#3 194.71 40.06
73 1 6 4993 0.035 232.95: 118.78 209.29 44.31 208#0 41.76
73 ! 7 499.4 0.040 245.161 131.14 219.03 47.71 218.33: 45.09
73 i 8 499.7 0.050 272.511 157.70 241.86! 55.40 240.62! 51.78
73 ! 9 499.2 0.059 292.53! 176.06 259.62! 62.54 257.80! 55.72
73 ! 10 499.4
73 i 11 500.8 0.100 382.89! 265.42 338.88! 90.06 336.14! 78.97
74 1 1 599.0 0.006 174.83! 66.21 157.66! 28.07 161.90! 29.43
74 i 2 597.9 0.010 192.90! 77.20 173.09! 31.76 177.23! 34.94
74 ! 3 598.9 0.011 191.92! 84.58 171.26! 33J3 175.22! 35.50
74 i 4 599.4 0.015 207.55! 98.92 184.87! 3T33 187.80! 38.96
74 i 5 599.2 0.020 224.65! 112.84 199.40! 42.90 202.01 i 43.75
74 ! 6 600.6 0.025 247.11! 135.32 218.04! 49.40 219.601 48.33
74 ! 7 600.3 0.030 268.11!
74 i 8 598.7 0.035 288.14! 171.00 252.10! 57.51 253.34! 54.76
74 i 9 601.6 0.040 304.74! 188.52 264.27! 61.83 266.15! 58.69
Plate P22 Downflow - P = 30° / 30°, dc = 3 mm, X = \  \ mm. 
Air-Water @ 25°C
78 ! 1 102.1 0.051 111.34! 11.81 109.62! 6.29 109.39! 5.52
78 ! 2 101.3 0.075 114.76! 15.71 111.03! 7.05 111.46! 6.98
78 ! 3 100.5 0.100 118.17! 18.79 113.20! 7.55 113.83! 7.42
78 ! 4 99.8 0.126 123.55! 23.11 116.93! 8.03 117.83! 8.06
78 ! 5 101.0 0.151 126.48! 27.75 118.45! 8.98 119.46! 8.74
78 ! 6 100.0 0.175 127.94! 29.16 118.32! 8.14 120.24! 9.20
78 ! 7 99.4 0.201 132.83! 33.59 121.40! 8.47 123.80! 10.34
78 ! 8 100.2
78 ! 9 99.5 0.250 142.59! 43.57 127.48! 9.81 130.46! 11.68
78 ! 10 100.6 0.274 148.94! 48.66 131.87! 10.72 134.93! 12.47
78 ! 11 100.0 0.302 154.32! 54.25 135.30! 11.63 138.53! 13.14
78 ! 12 100.8 0.323 160.18! 60.06 138.93: 12.20 142.59! 14.08
78 ! 13 100.5 0.352 166.04! 65.25 143.97! 13.70 147.22! 14.87
78 ! 14 99.7 0.379 171.90! 70.83 147.54! 13.68 151.51! 15.61
78 ! 15 100.5 0.400 177.27! 75.74 151.20! 14.51 155.31! 15.20
78 ! 16 99.7 0.427 182.64! 80#2
78 ! 17 100.8 0.449 189.97! 8T88 160.67! 15.50 165.02! 16.61
78 18 100.0 0.476 192.90! 91.09 163.40! 16.56 167.34! 17.21
78 19 101.3 0.498 199.74! 9837 167.99! 17.39 172.24! 17.49
78 20 99.7 0.554 212.44! 109.25 176.86! 17.44 182.30! 18.97
78 21 100.0 0.603 221.72! 119.85 183.62! 19.07 189.11! 20.12
78 22 100.2 0.651 231.48! 131.01 189.82! 19.35 196.47! 20.59
78 23 100.2 0.699 242.23! 140.31 199.18! 21.11 206.19! 23.26
79 1 149.8 0.025 114.27! 11.72 111.42! 5.06 112.30! 5.54
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Id en tifier m X Pln,OA APoa Pln,HTSP A P htsp Pln,HTSC A P htsc
79 ! 2 150.5 0.051 120.13 19.20 115.34 7.72 116.14 7.50
79 ! 3 149.4 0.075 126.48 26.52 119.24 8.94 120.28 8.95
79 I 4 150.0 0.101 134.78 35.01 124.83 10.49 126.02 10.19
79 I 5 150.5 0.124 143.57 45.20 131.26 11.91 132.42 10.33
79 ! 6 149.5 0.151 153.34 51.67 137.55 12.58 139.50 12.65
79 ! 7 148.4 0.176 163.11 60.74 144.88 14.24 147.14 14.02
79 I 8 150.8 0.200 167.99 71.34 146.19 16.34 148.16 15.23
79 ! 9 151.4 0.224 183.62 81.39 159.06 16.79 161.07 16.13
79 i 10 150.2 0.249 192.41 90.12 165.19 17.97 167.55 16.61
79 ! 11 151.1 0.275 206.58 100.72 175.45- 18.97 178.62 17.66
79 ! 12 151.4 0.298 215.85: 111.80 181.56! 19.85 185.40. 18.90
79 I 13 152.2 0.322 225.621 122.63 189.02! 21.50 192.69! 19.98
79 ! 14 151.1 0.349 232.46! 131.31 194.36! 23.18 197.76! 20.87
79 i 15 150.5 0.378 244.18! 141.47 203.05! 23^4 207.93! 22.95
79 i 16 150.5 0.399 250.53! 151.14 207.77! 25.60 211.36! 23.41
79 ! 17 150.0 0.429 265.67! 161.51 220.01! 26.34 224.15! 24.20
79 i 18 150.0 0.450 263.72! 158.58 218.11! 25.40 223.58! 24.77
79 ! 19 150.5 0.473 273.49! 167.47 225.87! 26.31 231.53! 25.70
80 i 1 198.6 0.025 117.20! 16.58 113.36! 6.51 114.27! 6.79
80 ! 2 199.2 0.052 130.38! 29.97 123.08! 10.53 123.64! 9.70
80 ! 3 201.0 0.076 144.06! 42.58 132.74! 12.98 133.61! 11.74
80 i 4 199.4 0.100 156.27! 55.88 140.58! 15.15 141.70! 13.44
80 1 5 200.0 0.127 173.36! 71.97 152.91! 17.08 154.55! 15.94
80 ! 6 200.0 0.151 188.99! 87.50 163.68! 17.36 166.02! 17.37
80 I 7 200.5 0.177 204.62! 101.11 175.70! 19.85 178.20! 18.10
80 i 8 201.9 0.198 215.85! 115.01 182.38! 21.23 185.49! 19.81
80 ! 9 201.1 0.227 234.41! 131.90 197.51! 24.89 199.71! 21.58
80 I 10 201.1 0.250 250.04! 146.43 207.91! 24.55 21288! 23.94
80 i 11 199.8 0.277 264.70! 159.81 220.42! 27.10 224.58! 25.11
80 I 12 199.7 0.300 278.86! 172.29 231.63! 28.71 236.10! 26.48
80 ! 13 199.8 0.325 290.58! 185.85 240.49! 30.20 245.11! 28.16
80 i 14 200.5 0.351 308.65! 204.16 254.59! 31.63 259.89! 29.74
81 i 1 249.2 0.025 124.52! 23.19 119.23! 8.51 120.06! 8.17
81 i 2 252.4 0.050 144.06! 42.87 133.78! 13.90 134.28! 12.06
81 i 3 252.2 0.075 165.55! 63.57 149.66! 16.76 149.96! 14.71
81 i 4 250.6 0.101 187.04! 84.33 163.27! 18.86 165.45! 16.84
81 i 5 250.3 0.125 207.06! 104.68 177.43! 20.23 180.25! 19.11
81 i 6 248.7 0.151 226.11! 122.65 191.88! 23.26 195.47! 22.06
81 7 250.5 0.176 251.02! 144.46 211.84! 26.67 215.16! 24.52
81 8 248.9 0.203 268.60! 164.14 223.60! 27.72 227.81! 25.71
81 9 250.2 0.226 290.09! 183.28 241.22! 30.86 245.42! 28.29
81 10 251.3 0.248 307.19! 201.35 253.71! 3233 258.70! 30.01
81 11 251.3 0.274 327.21! 220.02 269.73! 34.10 275.09! 31.71
82 1 301.1 0.025 131.85! 30.80 125.26! 10.88 125.86! 9.66
82 2 300.8 0.050 158.71! 56.33 145.53! 16.30 146.28! 14.11
82 3 300.6 0.076 187.53! 84.65 165.49! 19.49 167.63! 17.87
82 4 300.0 0.101 215.37! 111.15 185.79! 22.03 187.69! 2&83
82 5 299.7 0.126 242.72! 138.23 205.63! 25 jW 208.46! 23.76
82 6 301.1 0.151 271.04! 165.26 227.91! 30.20 230.92! 27.22
82 7 300.5 0.176 296.44! 190.55 247.28! 33.14 250.41! 2933
82 8 301.6 0.200 323.30! 216.06 268.611 35.96 271.92! 31.40
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Identifier m X Pln,OA A P oa Pln,HTSP A P htsp Pln,HTSC A P htsc
83
83 i ?. 349.2 0.050
83
83 i 4 349.5 0.101
83 ! 5 349.C 0.127 2&L23
83
83 ! 7
84 i 1
84
84 i 3 400.3 0.040
84
84
84
84
84 i 8
84
84
85 ! 1 501.9
85
85 i 3 500.8 0.030
85
85 = 5
85 i 6
85
85 8 502.9
85 y 497.5
86 1
86
86 4
86 5
86
86 7 600.5 0.040
86 8 600.3
86
86
11 599.5
86 17
86 13 600.5 0.091 414.15! 299.78 344.19! 48.91 349.54! 48.68
Air-0.3%CMC Solution (P22)
89
89 i 7 99.2 0.072
89 .3 100.5
89 4
89 5 101.1
89 7 99.2
89 8 100.6
89 10 100.3 0.272 141.62! 3&96 127.09! 6J:9 129.95! 7.11
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Identifier m X Pln,OA A P oa Pln,HTSP A P htsp Pln,HTSC A P htsc
89 1 11 99.7 0.299 151.39 41.16 135.34 6.39 139.41 8.81
89 1 12 100.8 0.323 153.34 45.78 135.85 7.27 140.08 9.29
89 i 13 100.5 0.352 157.74 50.95 138.13 838 143.10 10.18
89 I 14 100.6 0.401 169.46 62.90 146.23 &95 151.70 11.31
89 1 15 9&5 0.426 173.85 64.67 150.05 9.73 155.61 12.17
89 I 16 100.5 0.447 179.22 69.49 153.67 10.49 159.59 12.34
89 1 17 100.0 0.476 185.09 74.85 157.60 11.78 164.12 13.55
89 ! 18 101.0 0.497 191.92 83.47 162.31 932 169.18 14.45
89 I 19 99.7 0.554 201.69 94.04 169.37 10.15 176.17 13.23
89 i 20 99.5 0.601 211.95. 102.46 176.57 10.87 184.37 13.49
90 i 1 149.8 0.025 108.90. &76 107.47! 3.41 106.67 3.00
90 i 2 150.2 0.049 112.311 14.97 107.85! 289 108.61 4.75
90 I 3 151.9 0.091 130.871 25.94 122.64! 6.25 122.50, 4^3
90 ! 4 149.8 0.100 124.041 26.80 115.27! 639 116.23! 6.01
90 I 5 150.2 0.123 140.151 33.70 128.54! 7.14 129.92! 6.71
90 1 6 149.5 0.151 144.551 39.65 130.01! 8.01 132.62! 8.85
90 I 7 150.3 0.176 155.78= 48.10 138.58= 10.48 142.25= 12.34
90 ! 8 150.5 0.198 158.711 52.49 139.29! 9.77 143.86! 12.24
90 i 9 149.4 0.224 168.971 60.17 148.24! 11.27 151.97! 12.97
90 ! 10 149.8 0.248 177.76! 67.71 154.42! 12.21 158.99! 13.83
90 i 11 150.6 0.273 186.55! 76.33 160.09! 11.90 165.91! 15.40
90 i 12 149.7 0.300 197.30= 86.07 167.94! 11.68 174.33! 16.37
90 i 13 150.3 0.324 204.62! 96.69 172.68= 11.75 179.00! 14.54
90 ! 14 149.5 0.352 212.44! 104.08 178.44! 12.84 185.59! 15.81
90 ! 15 153.3 0.389 231.00! 119.30 191.91! 14.34 200.06! 17.83
91 i 1 200.5 0.026 116.71! 13.57 112.27! 7.31 111.89! 4.98
91 i 2 200.3 0.049 142.11! 27.28 134.47! 8.42 135.23! 7.72
91 i 3 200.8 0.075 139.66= 3T88 128.33! 9.94 129.73! 10.28
91 I 4 199.2 0.100 149.92! 43.63 135.04! 10.06 137.36! 11.56
91 I 5 42.4 0.588 167.01! 55.79 148.88! 11.99 151.06= 12.27
91 i 6 200.0 0.151 177.27! 68.25 154.60! 13.07 158.19! 13.52
91 ! 7 200.2 0.i75 189.97! 79.75 163.89! 14.39 167.96! 15.28
91 i 8 200.5 0.224 214.39! 105.69 181.57! 15.71 187.27= 16.10
91 1 9 200.8 0.249 229.04! 116.56 193.58! 16.58 199.63! 17.75
91 I 10 200.0 0.278 242.23! 128.95 203.09! 18.50 210.06! 18.97
91 1 11 199.8 0.301 252.49! 141.41 212.17! 20.53 217.85= 20.63
91 i 12 200.2 0.326 265.67! 152.16 223.00! 22.47 228.!^! 21.10
92 i 1 248.7 0.024 130.38! 22.55 122.32! 6.67 123.32! 6.94
92 i 2 2 5 ia 0.049 142.59! 40.45 130.71! 12.01 129.95! 10.78
92 i 3 253.5 0.073 157.74! 53.19 141.37! 14.92 141.73! 12.72
92 1 4 250.8 0.101 188.50! 68.37 166.73! 15.89 168.19! 14.84
92 i 5 249.2 0.127 192.90! 8639 167.14! 16.97 168.99! 16.62
92 ! 6 253.3 0.148 211.95! 101.87 181.24! 17.39 185.08! 18.25
92 i 7 250.0 0.175 227.58! 114.76 193.55! 19.06 197.69! 18.89
92 8 251.0 0.203 253.95! 134.78 214.461 21.53 220.37! 22.64
92 9 250.0 0.225 264.21! 150.56 224.23! 26.48 228.19! 22.66
92 10 249.5 0.249 280.32! 166.53 236.26! 27.05 241.62! 26.84
93 1 299.5 0.025 136.25! 3Z94 127.65! 10.76 126.56! 8.11
93 2 305.4 0.049 166.53! 50.22 151.06! 13.19 151.43! 12.82
93 3 300.2 0.075 181.67! 69.73 160.69! 17.82 162.96! 17.55
93 4 301.3 0.099 200.71! 90.10 174.03! 17.57 176.07! 16.79
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Identifier rh X Pln,OA A P oa Pln,HTSP APhtsp Pln,HTSC A P htsc
93 ! 5 3033 0.126 225.13 115.10 192.35 20.23 195.04 18.13
93 i 6 302.5
93 i 7 304.0 0.175 270.56 156.31 229.77 27.19 233.35 23.61
93 I 8 297.9 0.201 28844 173.82 243.24 28.92 248.69 26.06
94 ! 1 348.3 0.025 150.90
94 i 2 352.2 0.049 180.69- 66.60 160.74 17.16 161.58 16.14
94
94 i 4
94 i 5 3484 0.125 255.901 144.23 216.05! 24.50 220.65! 22.68
94
94 i 7 348.6 0.176 312.07! 195.89 264.70! 33.65 270.30! 3&88
95 i 1 5984 0.003 149.921 39.73 134.97! 12.08 137.12! 11.61
95 i 2 599.2 0.007
95 i 3 601.0 0.010 170.43! 61.13 148.88! 16.96 151.44! 16.66
95
95 i 5
95 : 6 603.8 0.025 218.30! 108.16 186.17! 22.79 188.79! 22.74
Air-0.4%CMC Solution (P22)
98 ! 1 99.5 0.203 135.27! 32.04 123.33! 3.47 126.49! 2.97
98 ! 2 100.6 0.227 137.22! 35.59 124.12! 4.46 127.26! 2.99
98 ! 3 99.7 0.252 142.59! 39.14 126.38! 5.83 131.50! 2.93
98 ! 4 100.6 0.274 149.43! 41.18 132.17! 2.63 137.18! 4.44
98 ! 5
98 ! 6 101.1 0.325 158.71! 49.97 139.75! 9.02 144.36! 4.82
98 i 7
98 ! 8
98 ! 9 100.2 0.398 173.36! 63.40 150.13! 9.55 155.39! 4.86
98 ! 10 99.7 0.427 178.74!
98 ! 11 100.8 0.449 184.11! 73.92 157.35! 10.58 163.57! 6.13
98
98 ! 13 100.8 0.496 194.37!
98 14 100.0 0.556 206.09! 98.79 171.81! 8.51 180.30! 8.61
98 15
99 1 149.8 0.025 107.92! 11.87 104.04! 2.91 104.82! 1.92
99 2 1436.0 0.005 124.52! 16.58 119.67! 289 118.99! 4.17
99 3 148.9
99 4 149.8 0.100 134.78! 3239 124.90! 7.56 125.45! 0.59
99 5 150.5 0.124 154.32! 39.11 141.88! 11.25 143.82! 2.51
99
99 7 150.0 b.i75 154.80! 51.38 Ï36.45! 12.72 140.77! 4.36
99 8
99 9
99 10 151.0 0.274 193.88! 84.47 164.95! 10.57 171.32! 6.04
99 11 149.8 0.301 206.09! 91.79 176.30! 11.98 182.52! 6 j#
99 12 150.5 0.325 209.51! 99.19 176.74! 12.32 183.96! 6.42
99 13 149.4 0.352 221.23! 106.89 186.08! 13.94 194.38! 7.81
99 14
99 15 150.3 0398 238.32! 124.47 199.12! 14.51 207.38! 9.15
100 1 202.1 0.026 130.87! 20.72 125.87! 5.69 125.19! -0.17
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Appendix E : Pressure Drop Measurements
Id en tifier m X Pln,OA A P oa Pln,HTSP A P h t sp Pln,HTSC A P h t sc
100 i 2 200.5 0.050 129.41 31.26 120.13 8.29 119.89 5.21
100 i 3 200.5
100 i 4 199.2 0.100 160.18 49.92 144.39 14.15 147.64 -0.47
100 I 5 200.2 0.128 177.27 62.19 157.62 16.77 160.90 1.99
100 i 6 200.2 0.151 189.97 75.22 165.73 15.31 169.74 4.95
100 i 7 200.5 0.177 19632 86.02 168.66 15.36 173.35 4.46
100
100 i Q
100 i 10 200.6 0.248 236.37! 121.35 199.60! 20.05 205.84' 6.37
100 ! 11 200.2
100 i 12 200.5 0.303 264.70! 148.74 223.75! 25.07 229.22! 8.11
101 i 1 253.7 0.024 131.85! 27.57 122.66! 10.92 123.33! 1.98
101 252.2
101 3 251.9 0.074 169.46! 56.86 152.20! 15.24 153.58! -1.51
101
101
101 6 247.0 0.152 216.83! 104.04 185.30! 19.46 190.35! 6.37
101 7 249.0
101 8 253.0 0.197 259.81! 138.48 220.49! 24.48 225.78! 5.52
101 9 250.3 0.226 273.97! 153.26 232.32! 29.04 237.94! 5.65
102 1 301.3 0.025 136.73! 36.72 124.46! 11.80 125.76! 1.97
102 2 299.0 0.050 161.15! 52.79 144.71! 15.88 146.77! -8.16
102
102 4
102 5 298.7 0.123 239.79! 116.98 208.03! 23.74 210.32! 2.92
102 6 299.2
102 7 300.2 0.175 276.42! 161.89 235.30! 30.72 238.87! 5.95
102 8 301.6 0.200 300.35! 180.75 254.60! 34.68 261.05! 5.55
103 1 349.5
103 2 350.3 0.048 184.11! 72.22 162.70! 18.93 162.81! 1.06
103 3 350.6 0.077 222.20: 104.22 193.84= 24.58 193.74! 8.13
103
103 5 351.9 0.125 277.39! 154.32 236.95! 30.35 240.44! 6.04
103 6 352.4
103 7 353.7 0.174 324.28! 205.08 275.44! 38.70 280.97! 5.18
104 1 601.6 0.003 156.27! 44.97 139.32! 14.00 141.99! 1.61
104 ! 2 599.5 0.007 170.92! 61.23 148.60! 16.50 151.78! 3.53
104 i 3 599.7 0.010 176.78! 68.92 152.05! 16.53 155.89! 2.85
104 j 4 600.5 0.011 183.13! 72.79 157.55! 17.65 160.73! 3.02
104 i 5 601.0 0.015 196.32!
104 ! 6 600.8 0.020 206.09! 97.92 174.68! 22.50 177.73! 3.53
104 j 7 601.0
104 i 8 603.2 0.029
104 ! 9 600.0 0.040 271.04! 153.89 228.74! 35.45 231.98! 4.61
Air-0.6%CMC Solution (P22)
107 ! 1 49j; 0.172 116.08! 19.41 109.37! 8.34 113.60! 12.59
107 ! 2
107 ! 3 49.8 0.236 119.86! 23.11 109.76! 7.21 115.16! 12.87
107 ! 4 50.6 0.248 122.70! 24.27 112.39! 7.67 117.61! 12.31
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Id en tifier m X Pln,OA A P oa Pln,HTSP A P htsp Pln,HTSC A P htsc
107 i 5 50.3 0.274 123.17 25.78 112.13 7.95 117.74 13.94
107 1 6 50.0 0.302 126.48 2T08 115.48 &58 120.49 12.79
107 1 7 49.7 0.329 125.07 28.56 113.29 &84 118.71 15.87
107 i 8 49.0 0.353 127.43 29.75 114.95 8.51 120.82 15.60
107 i 9 50.6 0.373 129.32 32.22 115.84 9.21 122.04 15.77
107 ! 10 50.2 0.399 131.21 34.22 117.01 9.73 123.38 15.96
107 i 11 49.8 0.427 133.11! 3537 118.26 9.52 124.97 16.16
107 ! 12 49.5 0.455 133.58! 3634 118.67 10.07 125.04 15.54
107 ! 13 51.1 0.472 136.89! 38.95 120.58 10.50 127.69 18.54
107 1 14 50.6 0.498 136.42! 3933 120.21- 10.04 126.87! 14.86
107 ! IS 49.7
107 ! 16 50.8 0.594 143.04! 45.55 124.52! 10.96 131.88! 16.94
107 i 17 49.8 0.650 145.88! 49.26 125.42! 11.05 133.21! 17.07
107 i 18 49.4 0.711 151.08! 53.65 129.34! 11.51 136.75! 16.86
107 19 50.5 0.748 154.39! 57.62 130.82! 12.01 139.27! 18.80
107 ?0
107 21 50.8 0.844 157.70! 62.11 132.97! 12.13 141.01! 19.09
107 22 50.2 0.905 160.54! 64.10 137.94! 14.97 142.62! 18.22
108 1
108 2 100.0 0.127 130.74! 35.57 117.62! 12.30 123.15! 19.62
108 3 101.3 0.154 135.47! 40.01 120.62! 12.92 126.81! 21.20
108 4 100.3 0.177 138.78! 43.40 123.06! 14.01 129.31! 23.37
108 5 99.7 0.204 142.57! 47.46 125.07! 13.90 131.89! 24.06
108 6
108 7 9&8 0.253 151.08! 56.21 131.65! 17.11 138.33! 27.02
108 8 100.6 0.274 156.76! 60.34 137.60! 19.20 142.97! 28.98
108 9 100.0 0.302 160.07! 65.17 136.90!
108 10 101.0 0.324 166.69! 70.28 142.88! 19.55 150.23! 29.91
108 11 100.2 0.350 170.00! 74.60 145.52! 20.80 152.77! 38.03
109 1 149.2 0.074 132.63! 37.17 119.26! 13.19 125.54! 21.94
109 2 151.7 0.100 141.62! 47.25 125.21! 16.03 131.24! 23.52
109
109 4 149.8 0.153 156.28! 60.84 137.95! 2&88 142.67= 28.21
109 5 150.3 0.176 162.43! 67.80 142.30! 22.57 147.20! 30.34
109 6 150.8
109 7 149.8 0.227 190.34! 93.74 165.89! 31.17 168.98! 37.33
109 8 151.0 0.274 206.90! 110.55 180.11! 35.91 181.94! 41.79
109 9 151.0 0.274 206.90! 110.55 180.11! 35.91 181.94! 41.79
109 10 150.5 0.251 198.85! 103.00 173.31! 34.90 175.50! 40.06
109 11 149.5 0.352 234.80! 138.81 199.84! 40.12 203.86! 47.12
109 12 150.3 0.377 246.16! 149.17 208.73! 40.20 213.08! 49.24
109 13 150.8 0.400 256.09! 158.83 216.43! 41.74 221.26! 51.15
109 14 149.8
109 15 150.2 0.450 276.43! 177.42 231.91! 43.67 237.86! 53.35
109 ! 16 150.8 0.474 282.10! 185.53 235.44! 43.90 241.87! 55.10
109 i 17 149.8 0.502 291.09! 193.55 242.60! 44.06 249.20! 55.03
109 I 18 150.8 0.547 310.01! 212.94 257.25! 46.02 264.72! 59.56
110 i 1
110 i 2 207.3 0.096 160.07! 65.59 141.25! 23.34 145.80! 30.27
110 i 3 204.8 0.124 178.04! 79.17 157.73! 29.45 160.52! 32.63
110 ! 4 204.4 0.146 184.19! 91.81 160.47! 30.94 163.65! 35.10
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Identifier m X Pln,OA A P oa Pln,HTSP A P htsp Pln,HTSC A P htsc
110 i 5 203.5 0.173 203.11 106.39 178.72 37.49 179.35 41.19
110 1 6 205.4 0.196 219.19 121.03 190.20 39.02 192.00 44.35
110 i 7 202.2 0.223 233.86 135.34 201.26 41.16 204.13 46.48
110 i 8 207.1 0.241 %#.63 149.01 211.76 44.66 213.53 49.75
110 1 9 206.2 0.269 263.66 165.65 22^22 46.59 228.01 53.43
110 I 10 205.2 0.296 279.74 180.01 237.34 47.95 240.47 54.11
110 I 11 2022 0.325 293.46 194.54 248.14 49.77 250.98 55.13
110 i 12 200.3 0.326 292.041 192.72 246.87 49.69 250.27. 55.79
110 i 13 198.7 0.353 304.811 205.06 257.29! 50.85 261.15! 57.12
111 ! 1 249.2 0.051 147.30! 50.93 131.02! 17.54 137.33! 24.36
111 ! 2 250.6 0.075 164.801 67.79 144.99; 24.60 150.31! 31.13
111 i 3 250.6 0.101 181.83: 85.60 157.37! 26.93 163.42! 37.14
111 ! 4 248.9 0.126 197.44: 102.90 172.54: 35.36 174.72! 42.49
111 i 5 250.3 0.150 217.78! 120.67 190.25! 39.88 191.22! 44.09
111 i 6 250.3 0.176 236.70! 140.53 203.24! 42.62 205.40! 47.69
111 ! 7 250.3 0.201 259.40: 159.65 222.04: 46.40 224.06; 51.47
111 8 252.7 0.221 275.48! 176.41 234.82! 49.19 237.37! 56.04
111 9 248.4 0.252 295.82! 197.24 250.87! 51.97 253.74! 58.53
111 10 248.6 0.278 315.22: 217.41 265.92! 54.59 269.34! 60.32
111 11 247.9 0.302 331.30! 233.48 278.65! 56.18 282.39! 62.51
111 12 251.3 0.324 353.06! 253.47 296.45! 58.25 300.78! 64.87
Plate P22 Upflow - P = 30° / 30°, dc = 3 mm, X = l l  mm. 
Air-Water @ 25°C
112 1 100.0 0.127 118.17! 14.11 113.06! 1.19 114.15! 2.18
112 2 101.3 0.154 119.15! 17.16 112.21: 1.31 113.34: 2.58
112 3 100.2 0.223 128.92! 26.02 118.57! 1.65 120.09: 1.64
112 4 99.7 0.252 134.29! 30.57 122.49! 2.49 124.37! 2.40
112 5 100.6 0.274 139.18: 35.60 125.44; 3.01 127.57: 3.05
112 6 99.8 0.300 144.55! 40.04 129.38! 3.57 131.68! 333
112 7 101.1 0.325 149.43! 44.38 132.58! 4.55 134.78! 3 j#
112 8 100.5 0.352
112 9 99.0 0.375 158.22! 52.87 138.16! 5.58 141.11! 4.79
112 10 100.2 0.398 164.08! 57.60 142.57! 6.20 145.53! 5.28
112 11 9&8 0.428 170.92!
112 12 100.6 0.448 174.34! 68.77 149.08! 7.42 152.64! 638
112 13 99.8 0.475 180.69: 73.98 154.00: 8.21 157.52: 6.61
112 14 100.8 0.496 186.06! 78.68 157.97! 8.45 161.96! 7.33
112 15 99.2 0.552 195.83! 88.33 164.89! 9.39 169.21! 838
112 16 99.7 0.602 208.04;
112 17 99.8 0.650 218.30! 110.68 180.68! 10.59 185.42! 8.51
113 ! 1 149.4 0.075 Ï18.66! 18.25 112.37: 0.64 113.39! 2.48
113 : 2 150.0 0.101 124.04! 24.55 115.14! 2.67 116.31! 2.81
113 ! 3 150.3 0.124 137.71! 30.87 126.46! 3.66 127.98! 3.72
113 ! 4 149.7 0.152 144.55: 40.42 130.83: 4.73 132.25: 4.91
113 ! 5 150.0 0.175 152.85! 47.15 136.54: 6.40 137.73! 4.59
113 ! 6 150.5 0.198 163.11! 54.67 144.49! 6.79 146.90! 6.44
113 ! 7 149.8 0.227 169.46: 63.73 148.44! 7.87 151.02: 6.76
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Identifier m X Pln,OA APoa Pln,HTSP A P htsp Pln,HTSC A P htsc
113 i 8 150.5 0.251 180.20 72.73 156.77 9.02 159.41 7.14
113 i 9 150.8 0.274 18&02 8L95 161.27 9.79 165.04 8.63
113 i 10 149.7 0.300 197.30 89^2 168.11 9.67 172.27 9.31
113 I 11 150.2 0.323 207.55 99.01 175.43 11.63 179.57 9.55
113 1 12 149.2 0.351 215.37 107.15 180.76 11.26 185.36 9.65
113 i 13 148.3 0.379 226.60 119.22 18&88 12.46 193.92 10.49
113 I 14 150.5 0.399 237.34 127.08 197.51 13.31 202.47 10.98
114 ! 1 202.1 0.049 120.62: 23.52 113.36. 2.84 114.18 1.63
114 ! 2 201.1 0.077 131.851 3Z23 121.11! 4.21 120.63 2.38
114 1 3 199.4 0.100 151.391 45.34 136.58! 5.59 138.11! 6.72
114 ! 4 198.3 0.127 159.20! 55.86 141.31! 7.97 142.55! 7.38
114 1 5 199.8 0.150 171.41! 66.76 150.281 8J8 152.62! 7.29
114 ! 6 200.2 0.175 186.06! 79.50 161.98! 11.23 164.80! 9.26
114 i 7 200.5 0.200 199.25! 94.54 170.04! 11.19 172.65! 9.76
114 I 8 200.5 0.224 212.92! 105.53 181.11! 13.01 184.50! 11.76
114 9 202.2 0.246 228.06! 118.74 192.20! 14.14 196.72! 11.46
114 10 199.2 0.275 241.74! 131.49 202.891 14.23 207.53! 12.29
114 11 199.8 0.301 256.88! 144.88 214.89! 16.48 219.04! 12.58
115 1 252.2 0.025 121.11! 18.96 113.84! 0^8 115.62! 2.66
115 2 248.9 0.050 137.22! 35.31 125.79! 4.97 127.55.! 6.47
115 3 252.1 0.074 160.67! 50.89 144.38! 7.86 145.49! 7.76
115 4 250.6 0.101 175.32! 69.51 153.63! 10.55 155.60! 9.71
115 5 250.5 0.125 192.41! 86^0 166.061 12.51 168.08: 10.40
115 6 250.0 0.149 208.53! 101.81 179.15! 15.84 180.51! 11.90
115 7 248.6 0.176 228.55! 119.66 194.37! 15.51 196.73! 12.78
115 8 249.8 0.199 242.23! 133.68 204.03! 17.04 207.05! 12.31
115 9 248.1 0.226 261.76! 151.17 220.21! 19.23 223.61! 14.81
115 10 249.5 0.249 279.84! 169.14 233.55! 20.60 237.87! 16.08
116 1 299.5 0.025 134.29! 26.46 126.01! 5.01 125.84! 5.04
116 2 301.0 0.051 160.67! 48.46 145.69: 8.79 146.22! 9.54
116 3 301.9 6.075 180.69! 73.31 158.68! 12.08 160.04! 10.96
116 4 300.0 0.101 203.64! 95.66 175.80! 13.95 177.97! 13.09
116 5 299.5 0.126 223.18! 116.27 189.87! 16.56 192.52! 13.23
116 6 301.0 0.151 252.60! 140.73 213.35! 18.56 216.39! 15.00
116 7 300.0 0.175 270.07! 160.36 227.45! 21.73 230.75! 17.11
116 8 301.1 0.199 294.981 182.90 248.01! 24.59 251.35! 18.83
117 1 349.7 0.020 136.73! 29.07 126.94! 5.31 128.08! 5.90
117 2 350.2 0.030 145.53! 39.90 133.37! 8.15 133.99! 8.54
117 3 350.6 0.040 161.15! 51.77 144.83! 9.33 146.05! 9.41
117 4 349.2 0.050 167.01! 62.30 147.56! 9.21 149.65! 11.49
117 5 349.4 0.060 180.69! 75.07 158.27! 12.62 159.74! 12.69
117 6 349.8 0.070 193.39! 87.29 167.63! 14.60 168.63! 12.82
117 7 350.5 0.081 207.55! 100.19 178.54! 15.16 180.10! 13.83
117 I 8 350.5 0.090 215.37! 111.29 183.70! 17.46 185.32! 14.11
117 i 9 351.1 0.100 230.51! 122.12 196.62! 18.50 197.66! 15.17
117 i 10 353.0 0.110 240.27! 131.09 203.98! 19.86 206.49! 16.35
117 ! 11 351.6 0.124 256.39! 146.20 217.33! 21.13 220.12! 16.73
118 i 1 401.6 0.020 143.57! 40.65 130.86! 7.04 132.50! 8J6
118 I 2 399.4 0.030 157.74! 52.19 141.34! 9.78 142.85! 11.97
118 i 3 400.3 0.040 174.34! 69.28 153.17! 12.43 155.22! 13.55
118 I 4 399.4 0.050 189.48! 83.74 164.69! 14.38 166.78! 15.04
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Identifier m X Pln,OA A P oa Pln,HTSP APhtsp Pln,HTSC A P htsc
118 i 5 400.6 0.061 210.48 100.56 180.72 15.69 182.27 14.65
118 i 6 399.5 0.074 230.02 119.93 194.94 18.19 196.14 15.17
118 i 7 401.6 0.099 262.25 154.19 220.40 23.42 222.29 19.71
118 1 8 400.6 0.124 295.46 181.86 248.41 27.12 251.60 21.88
119 i 1 500.6 0.020 165.55 60.28 146.22 11.18 148.23 13.35
119 i 2 499.2 0.030 193.39 81.86 168.58 15.63 170.77 16.00
119 1 3 500.6 0.039 218.79 104.67 188.67 18.65 190.39 17.64
119 i 4 499.5 0.050 236.37 125.15 201.08 20.72 202.73 20.68
119 ! 5 500.0 0.060 255.90; 145.82 216.82' 24.72 217.60 2&82
119 i 6 501.3 0.075 287.65! 170.83 243.16! 26.94 244.71, 22.94
119 1 7 502.5 0.100 329.65! 215.71 275.21! 32.20 276.08! 25.79
120 I 1 601.1 0.010 160.18! 54.32 141.03! 10.48 143.941 12.32
120 ! 2 599.7 0.015 178.25! 72.56 155.24! 13.87 158.48! 16.46
120 I 3 599.2 0.020 193.88! 86.94 168.29! 18.25 169.69! 18.63
120 ! 4 599.2 0.025 215.37! 104.70 184.34! 19.31 187.15! 20.31
120 i 5 600.5 0.030 231.00! 119.88 196.56! 21.84 198.49! 21.89
120 I 6 598.9 0.035 246.14! 136.47 206.901 22.72 209.00; 22.41
120 ! 7 600.2 6.040 262.74! 150.27 221.03! 26.15 222.66! 24.81
120 8 598.1 0.050 291.07! 176.22 2 Ü J 9 \ 30.44 244.55! 25.01
120 9 599.8 0.061 314.51! 200.88 262.11! 31.52 263.84! 27.84
120 10 59&9 0.070 335.51! 219.01 279.97! 34.43 281.72! 28.12
Plate P33 Downflow - P = 30° / 30°, dc = 2 mm, À = 6.5 mm. 
Air-Water @ 25°C
123 1 147.9 0.098 191.92! 67.86 187.08! 52.28 188.73! 48.98
123 2 151.4 0.151 226.11! 103.25 219.36! 8548 217.29! 74.77
123 3 148.6 0.199 255.42! 138.31 247.19! 109.96 245.91! 103.48
123 4 149.3 0.250 285.21! 175.69 276.06! 140.99 271.97! 127.83
123 5 150.0 0.302 336.98! 219.91 326.76! 170.15 322.10! 154.18
123 6 150.5 0.351 376.54! 257.33 365.61! 200.95 359.81! 184.42
124 1 197.9 0.049 173.85! 56.59 168.52! 43.76 168.83! 43.22
124 ! 2 202.9 0.073 205.11! 85.99 197.92! 62.95 197.98! 61.34
124 ! 3 200.7 0.098 209.02! 104.82 201.38! 84.24 199.86! 78.60
124 ! 4 201.0 0.123 244.18! 137.03 235.59! 104.83 233.07! 97.60
124 ! 5 199.8 0.154 279.84! 162.88 269.69! 126.31 268.54! 121.32
124 ! 6 198.8 0.174 300.35! 181.44 289.62! 139.98 288.16! 132.04
124 ! 7 199.3 0.200 325.26! 210.42 313.50! 161.73 311.09! 150.20
124 ! 8 199.5 0.224 353.10! 237.99 340.02! 181.42 337.43! 169.08
124 ! 9 201.7 0.244 378.49! 263.94 365.30! 200.54 360.73! 184.50
125 ! 1 248.8 0.024 166.53! 52.21 160.90! 45.69 162.51! 40.20
125 ! 2 250.7 0.050 186.06! 83.26 178.01! 68.50 179.33! 62.77
125 ! 3 249.3 0.074 226. Ill 120.10 216.34! 87.69 216.61! 87.69
125 ! 4 250.7 0.098 273.97! 159.04 263.51! 121.93 262.60! 117.95
125 ! 5 248.1 0.127 319.88! 189.78 307.86! 143.00 305.59! 135.66
125 ! 6 251.4 0.148 342.35! 223.97 329.16! 166.85 327.10! 157.01
125 ! 7 249.0 0.178 379.47! % #j5 365.15! 193.38 361.74! 178.87
126 ! 1 300.2 0.025 171.41! 67.32 162.41! 165.31! 50.34
126 ! 2 300.2 0.048 225.62! 114.91 215.65! 89.07 215.94! 81.97
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Id en tifier m X Pln,OA A P oa Pln,HTSP A P htsp Pln,HTSC A P htsc
126 I 3 303.6 0.075 267.63 163.02 255.59 118.46 252.31 112.90
126 i 4 300.5 0.097 309.14 198.14 296.00 149.62 292.69 13&83
126 i 5 299.3 0.125 359.93 249.15 344.94 180.95 340.70 169.17
126 ! 6 298.8 0.147 413.66 292.01 396J6 210.44 394.17 196.24
127 i 1 349.0 0.025 201.20 100.33 190.59 70.71 193.75 71.62
127 i 2 350.7 0.050 271.53 149.13 258.25 107.89 260.60 110.45
127 i 3 350.0 0.075 32&23 205.87 312.19 151.00 310.04 143.02
127 ! 4 346.4 0.100 373.12. 256.27 357.23 181.12 355.30 173.71
Air-0.6%CMC Solution (P33)
128 1 97.9 0.124 179.93! 84.33 166.40! 59.69 174.43! 64.26
128 2 101.0 0.151 198.38! 100.71 184.34! 72.65 191.98! 78.42
128 3 101.0 0.175 209.26! 113.80 193.38! 82.97 202.14! 87.53
128 4 101.0 0.198 222.03! 126.15 204.93! 91.01 214.04! 97.78
128 5 99.0 0.231 236.70! 139.99 216.57! 100.99 227.81: 107.86
128 6 101.2 0.247 245.68! 149.06 225.77! 108.05 236.31! 114.97
128 7 99.3 0.281 259.87! 163.59 240.23! 121.19 249.65! 125.64
128 8 99.0 0.303 268.86! 172.55 248.79! 127.75 258.17! 132.33
128 9 99.3 0.329 281.63! 185.57 261.85! 139.16 270.31! 142.12
128 10 99.0 0.351 291.56! 194.38 272.67! 146.04 279.81! 150.36
128 11 99.5 0.378 305.28! 208.46 285.17! 157.41 292.92! 165.93
128 12 99.8 0.403 318.05! 221.14 298.15! 167.93 305.12! 175.93
128 13 100.0 0.429 330.35! 233.42 308.85! 176.38 316.89! 185.36
128 14 99.5 0.450 338.87! 241.90 317.41! 183.35 325.16! 191.04
128 15 100.0 0.476 351.64! 254.96 330.24! 193.67 337.46! 201.61
128 16 100.5 0.502 365.83! 267.44 346.39! 205.93 351.15! 210.83
129 1 148.1 0.100 177.57! 81.43 172.46! 63.70 172.14! 60.92
129 2 150.0 0.127 197.44! 101.49 189.72! 77.45 190.32! 74.73
129 3 148.6 0.151 212.10! 116.21 202.03! 86.27 203.75! 84.48
129 4 149.0 0.201 244.74! 149.02 231.72! 110.15 234.45! 108.31
129 5 150.0 0.175 225.34! 129.37 213.99! 96.36 216.17! 94.66
129 6 150.7 0.226 266.50! 170.19 252.55! 125.31 255.02! 122.87
129 7 149.5 0.252 285.42! 189.19 270.55! 138.54 272.95! 135.98
129 8 151.0 0.274 306.23! 209.98 290.54! 153.28 292.71! 150.10
129 I 9 149.8 0.300 326.09! 230.31 309.52! 167.93 311.58! 163.88
129 I 10 151.2 0.323 345.49! 248.84 328.13! 179.83 330.14! 175.78
129 I 11 150.5 0.35Ï 3 6 i^ ! 268.77 &W38! 194.43 349.72! 188.38
129 ! 12 149.3 0.378 385.22! 285.73 368.14! 209.79 368.32! 201.05
129 ! 13 151.2 0.402 406.98! 308.08 388.77! 224.31 38&23! 215.01
130 i 1 201.2 0.077 199.33! 102.11 193.27! 78.20 193.02! 73.87
130 I 2 203.1 0.097 222.03! 125.19 213.58! 93.43 214.19! 90.64
130 i 3 201.2 0.124 247.57! 152.30 235.54! 110.87 237.53! 108.23
130 i 4 196.9 0.154 273.591 177.06 258.87! 125.82 261.70! 124.68
130 i 5 199.5 0.177 301.02! 205.10 285.22! 144.77 287.30! 142.52
130 i 6 197.6 0.205 329.41! 232.54 312.45! 163.41 314.171 158.97
130 i 7 197.9 0.230 358.26! 261.49 339.81! 183.16 341.76! 177.65
130 i 8 200.2 0.251 385.22! 28&62 365.60! 200.93 367.35! 193.52
130 i 9 200.2 0.275 410.76! 311.94 391.23! 218.31 391.80! 208.05
131 I 1 251.0 0.051 196.02! 89.71 193.34! 78.36 190.22= 67.62
131 i 2 252.1 0.075 233.86! 127.11 226.84! 104.83 225.26! 95.78
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Appendix E : Pressure Drop Measurements
Identifier m X Pln,OA A Poa Pln,HTSP A P htsp Pln,HTSC A Phtsc
131 i 3 251.7 0.101 275.01 167.11 264.66 129.64 263.72 123.57
131 ! 4 252.9 0.124 308.12 200.73 294.16 149.47 294.29 144.68
131 I 5 247.1 0.152 339.34 23L58 325.09 169.97 323.66 158.31
131 i 6 253.6 0.174 379.07 271.36 36Z68 200.10 360.90 183.53
131 I 7 252.4 0.198 414.07 304.98 395.21 214.46 39325 203.26
Plate P34 Downflow - p = 30° / 30°, dc = 2 mm, X = 6.5 mm. 
Air-Water @ 25°C
132 1 100.2 0.097 142.111 13.59 139.63! 13.07 136.73! 11.12
132 2 100.7 0.149 139.181 23.10 134.02! 17.32 133.57! 16.25
132 3 101.0 0.198 139.66! 37.80 134.01! 22.75 132.32! 21.00
132 4 101.4 0.249 160.18! 49.15 152.70! 31.80 152.04! 29.18
132 5 982 0.301 172.39! 62.02 162.94! 38.37 161.01! 32.14
132 6 99.3 0.353 188.99! 76.43 178.03! 47.60 175.17! 39.39
132 7 99.5 0.402 201.201 90.39 188.78! 56.91 186.84! 48.35
132 8 100.0 0.452 215.85! 106.44 201.72! 66.22 198.47! 55.55
132 9 99.8 0.499 231.00! 120.80 214.65! 74.90 211.43! 63.02
132 10 100.0 0.548 248.58! 136.75 230.54! 84.77 227.39! 71.55
132 11 100.5 0.597 264.70! 153.59 245.51! 93.99 241.52! 79.79
133 1 146.9 0.076 143.081 25.81 137.71! 9 j# 137.66! 17.18
133 2 150.7 0.100 131.85! 37.40 125.46! 24.23 125.18! 20.82
133 3 149.8 0.126 160.18! 42.11 152.80! 26.53 150.77! 19.82
133 4 151.2
133 5 150.0 0.175 172.39! 63.05 162.67! 36.95 161.75! 31.62
133 6 148.8 0.200 180.69! 75.07 169.81! 44.92 167.97! 38.27
133 7 150.5 0.225 197.30! 87.39 185.51! 52.63 182.35! 43.26
133 8 149.3 0.250 206.58! 96.76 195.57! 56.86 191.10! 42.66
133 9 150.5 0.272 220.25! 112.14 205.72! 65.90 202.41! 52.19
133 10 150.5 0.272 220.25! 112.14 205.72! 65.90 202.41! 52.19
133 11 149.5 0.299 236.37! 124.41 220.29! 72.97 216.33! 60.74
133 12 151.4 0.324 249.55! 137.08 232.23! 81.14 228.43! 66.61
133 13 150.2 0.350 259.32! 148.37 240.63! 87.01 236.27! 71.88
133 14 149.3 0.378 273.49! 159.38 253.97! 94.17 248.66! 76.82
133 15 150.5 0.399 286.18! 172.37 265.41! 101.07 259.61! 82.76
133 ! 16 149.5 0.427 298.88! 184.94 277.60! 104.56 272.30! 84.91
134 I 1 200.2 0.049 121.11! 20.29 114.70! 18.30 114.37! 15.17
134 i 2 200.2 0.073 143.57! 41.43 136.15! 27.15 134.78! 25.20
134 I 3 201.2 0.101 169.95! 57.95 161.36! 34.57 161.38! 34.87
134 I 4 201.2 0.124 186.55! 73.91 174.64! 39.39 173.85! 36.80
134 i 5 198.8 0.150 201.69! 87.01 188.86! 50.19 186.18! 41.61
134 i 6 199.3 0.176 216.34! 104.94 202.38! 59.90 197.84! 48.74
134 i 7 199.0 0.199 231.00! 122.19 218.38! 72.52 210.37! 55.36
134 I 8 199.0 0.222 250.04! 136.72 232.20! 77.38 228.37! 64.04
134 1 9 199.8 0.249 269.58! 156.76 250.41! 88.39 244.32! 71.42
134 i 10 200.5 0.276 285.70! 172.69 265.09! 97.51 258.62! 78.81
134 I 11 200.2 0.298 305.72! 191.47 283.67! 106.26 277.09! 87.00
135 I 1 248.3 0.022 130.87! :# 3 3 123.02! 10.26 126.55! 13.93
135 i 2 250.5 0.049 152.85! 45.98 143.34! 23.14 142.38! 22.22
135 i 3 249.5 0.074 169.95! 60.10 158.89! 34.86 158.77! 33.57
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Appendix E : Pressure Drop Measurements
Identifier m X Pln,OA APoa Pln,HTSP A P htsp Pln,HTSC APhtsc
135 i 4 251.2 0.100 207.06 85.95 194.56 46.53 191.49 43.34
135 i 5 249.8 0.123 213.41 107.53 19&28 56.14 194.95 48.00
135 1 6 248.8 0.148 243.21 128.47 226.70 70.52 221.41 58.01
135 i 7 250.5 0.173 264.70 151.09 245.21 81.47 241.08 6&25
135 1 8 249.8 0.199 287.65 173.38 265.74 93.29 260.33 75.94
135 ! 9 249.3 0.226 311.09! 195.76 287.76 105.06 281.24 85.29
135 i 10 250.5 0.249 336.00! 218.74 311.15 117.02 303.66 93.70
136 ! 1 300.2 0.025 146.501 41.89 137.49! 21.55 139.67. 22.97
136 i 2 312.4 0.047 158.71! 6548 146.52! 33.04 148.40! 37.17
136 I 3 312.4 0.047 158.71! 65.08 146.52! 33.04 148.40! 37.17
136 i 4 300.7 0.074 197.781 89.60 183.56! 4&33 184.84! 47.38
136 : 5 298.8 0.100 244.18! 114.40 227.41! 63.47 224.97! 55.91
136 i 6 299.8
136 i 7 300.0 0.175 321.35! 206.96 295.46! 107.15 290.25! 89.51
136 8 300.2 0.199 350.17! 226.56 322.31! 120.52 315.87! 98.24
137 1 349.0 0.025 167.01! 50.60 156.61! 27.73 159.45! 31.33
137 2 350.7 0.050 206.58! 79.63 192.65! 46.77 192.58! 41.29
137 3 350.0 0.075 223.18! 120.90 205.82! 61.64 205.28! 60.63
137 4 349.0 0.100 271.53! 153.28 250.35! 79.70 248.81! 71.46
137 5 351.0 0.125 314.02! 192.80 289.26! 98.04 285.13! 84.75
137 6 347.6 0.151 337.47! 225.19 309.57! 114.46 304.72! 97.09
Plate P44 Downflow - P = 30° / 30°, dc = 2 mm, % -  6.5 mm. 
Air-Water @ 25°C
138 ?
138 3 101.4 0.249 135.76! 3Z88 125.56! 11.59 127.89! 10.78
138 4 98.8 0.301 144.55! 39.50 132.02! 15.33 134.09! 13.01
138 6 99.0 0.351 154.32! 47.06 139.10! 18.78 141.40! 15.91
138 6 99.0 0.399 162.13! 56.85 144.05! 21.31 146.52! 18.17
138 7 99.8 0.451 175.81! 67.59 155.36! 23.01 157.82! 21.25
138 8 99.8 0.499 185.09! 77.14 162.30! 26.27 165.08! 21.30
138 9 100.0 0.548 194.37! 85.19 169.26! 29.53 172.37! 23.52
138
139 1 151.0 0.101 133.32! 20.00 126.94! 8.72 128.34! 10.71
139 2 149.5 0.124 131.36! 30.53 122.21! 9.13 124.67! 10.48
139 3 151.0
139 4 150.0 0.175 147.97! 41.40 134.66! 15.27 138.02! 14.79
139 5 149.0 0.201 154.80! 49.25 139.88! 18^6 142.65! 16.97
139 6 150.7 0.226 165.06! 58.05 147.57! 21.39 151.24! 19.88
139 7 149.3 0.250 176.78! 64.84 157.22! 20.73 160.69! 21.13
139 8 150.7 0.273 181.67! 74.17 160.791 24.22 163.78! 21.87
139 9 149.5 0.299 189.97! 81.41 167.54! 27.32 170.69! 22.48
139 10
139 11
139 12 148.8 0.376 214.39! 104.57 186.15! 34.12 189.29! 27.00
139 13 150.5 0.399 225.62! 115.46 195.651 37.46 198.71! 2^82
139 ! 14 149.5 0.427 234.41! 121.84 201.97! 38.81 204.94! 30.23
139 ! 15 150.7 0.447 240.76! 130.92 206.52! 42.20 210.11! 33.42
139 ! 16 150.0 0.476 252.49! 141.98 216.20! 45.23 219.82! 36.03
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Appendix E : Pressure Drop Measurements
Identifier m X Pln,OA APoa Pln,HTSP A P htsp Pln,HTSC A P htsc
139 i 17 151.2 0.496 26L28 150.11 223.00 47.56 226.47 37.40
139 i 18 149.5 0.554 277.88 165.32 238.46 54.22 239.72 40.92
139 1 19 149.5 0.602 293.02 180.25 250.94 59.41 253.84 45.96
139 i 20 150.2 0.651 309.63 196.35 263.77 63JW 268.40 50.58
140 i 1 198.1 0.075 141.13 27.05 132.51 11.17 133.90 11.12
140 I 2 201.0 0.100 144.06 41.35 132.02 13.40 135.40 16.74
140 I 3 201.0 0.123 156.76 50.36 141.85 16.83 145.69 17.66
140 1 4 201.2 0.148 173.85: 61.54 156.32 21.66 160.40 21.65
140 I 5 199.5 0.177 185.571 72.41 165.23 22.74 168.19 22.13
140 I 6 201.7 0.197 195.83! 85.56 172.60: 26.58 176.16 23.55
140 I 7 202.1 0.223 205.111 96.84 179.50! 30.94 182.67 25.75
140 i 8 202.1 0.246 221.72! 108.75 194.03: 34.93 196.91! 28.05
140 i 9 197.6 0377 229.04! 117.89 199.11! 37.98 201.93! 29.73
140 I 10 199.3 0.474 329.16! 213.46 282.25! 67.03 286.90! 53.99
141 ! 1 250.7 0.050 125.50! 32.04 117.74! 12.63 119.09! 15.09
141 ! 2 249.8 0.075 152.851 46.31 140.36! 16.34 142.75! 19.65
141 ! 3 251.2 0.100 166.04! 60.23 149.25! 22.67 152.75! 22.35
141 4 249.8 0.123 181.67! 74.95 161.34! 22.48 165.41! 24.97
141 5 249.3 0.150 199.74! 92.63 175.47! 28.03 180.10! 26.89
141 6 251.2 0.175 225.13! 110.75 196.51! 32.92 201.42! 29.90
141 7 250.0 0.200 234.41! 124.42 203.38! 37.85 207.63! 32.67
141 8 248.6 0.224 252.00! 138.90 218.72! 42.83 223.77= 36.65
141 9 252.9 0.247 267.14! 155.78 230.18! 47.15 235.28! 39.49
141 10 249.8 0.276 284.23! 169.87 245.13! 52.34 249.84! 42.40
142 1 302.9 0.025 132.34! 27.29 124.04! 9.22 126.78! 10.62
142 2 300.5 0.049 141.62! 43.30 129.65! 16.16 132.19! 19.07
142 3 301.2 0.075 171.41! 66.05 153.13! 22.58 157.19! 24.36
142 4 298.8 0.100 188.02! 86.91 165.03! 26.30 169.59= 26.95
142 5 298.6 0.099 194.37! 85.87 171.70! 26.04 176.21! 27.76
142 6 299.5 0.126 216.34! 108.54 189.67! 33.45 194.37! 31.34
142 7 299.5 0.149 242.72! 128.32 211.88! 39.19 217.31 = 35.78
142 8 303.3 0.176 259.81! 151.43 223.04! 44.47 230.13! 41.28
142 9 300.5 0.200 282.281 168.96 243.65! 51.31 249.77= 44.56
142 10 301.0 0.225 303.77! 188.75 262.62! 57.40 266.79! 47.89
143 1 351.4 0.024 138.69! 33.18 129.44! 15.32 131.71 = 16.05
143 2 348.6 0.051 172.39! 59.02 156.91! 21.77 159.46! 23.60
143 3 349.0 0.072 191.92! 84.56 170.11! 24.03 174.94! 29.33
143 4 348.8 0.099 226.11! 114.30 197.67! 33.64 203.09! 33.91
143 5 350.5 0.124 247.60! 140.49 214.22! 41.60 219.62! 39.14
143 6 353.1 0.150 281.30! 171.06 241.26! 48.14 248.37! 46.37
143 7 351.7 0.174 304.26! 190.09 263.36! 564# 268.15! 50.17
143 8 353.1 0.198 327.70! 212.78 283.71! 64.15 28&42I 54.84
144 1 5983 0.009 161.15! 45.62 143.04! 14.33 148.20! 20.70
144 2 599.3 0.015 175.81! 68.47 154.84! 20.67 160.93! 26#3
144 3 601.7 0.015 171.90! 63.78 150.23! 21.19 155.87! 25.94
144 4 600.0 0.020 195.83! 80.55 172.61! 24.00 178.40= 31.82
144 5 600.7 0.025 206.09! 94.14 180.73! 29.77 185.48! 35.96
144 I 6 598.6 0.029 213.90! 107.17 185.90! 34.35 191.01! 38.28
144 ! 7 599.5 0.035 234.41! 120.63 203.07! 37.89 209.59! 43.44
144 ! 8 600.0 0.040 246.14! 134.93 213.05! 41.74 218.66! 45.73
144 ! 9 598.3 0.045 264.21! 146.80 228.21! 43.84 233.80! 48.39
E33
Appendix E : Pressure Drop Measurements
Id en tifier m X Pln,OA A Poa Pln,HTSP A Phtsp Pln,HTSC A Phtsc
144 i 10 598.6 0.049 269.58 158.74 230.94 46.69 23T58 51.32
145 i 1 866.6 0.003 165.06 54.97 146.38 21.53 150.86 24.76
145 i 2 800.7 0.007 189.48 80.45 163.85 28.79 170.68 31.24
145 i 3 798.3 0.010 209.51 94.10 181.75 3326 187.64 3&08
145 1 4 799.8 0.012 214.88 105.20 184.33 35.02 191.58 39.09
145 i 5 797.4 0.015 228.06 115.68 194.78 38^3 201.59 43.63
145 1 6 798.8 0.019 254.44 135.69 218.97 46.70 224.30 50.51
145 i 7 800.7 0.025 273.97 160.60 232.51 50.76 240.48 57.22
145 i 8 800.2 0.030 299.86 184.28 256.55 58.85 26122 61.03
145 i 9 799.0 0.035 321.35 204.80 276.34 66.51 280.79 67.83
145 i 10 800.5 0.039 344.79 225.22 296.25 71.71 301.15 7326
145 i 11 799.8 0.044 366.28 246.07 314.40 78.61 319.07 77.21
145 ! 12 799.8 0.050 387.771 267.72 331.26 82.63 336.38 81.12
146 I 1 998.6 0.003 199.74! 85.61 171.67 3228 176.73 31.28
146 I 2 996.9 0.006 229.53! 116.03 194.77. 43.49 202.59 44.31
146 ! 3 1002.4 0.010 256.88! 142.09 215.04 48.18 224.36 52.24
146 ! 4 1002.6 0.012 272.51! 158.84 228.82" 54.32 237.30 58.55
146 i 5 1000.0 0.014 291.071 174.76 246.18! 60.75 252.85 62.98
146 1 6 1001.0 0.020 331.61! 212.26 281.95! 74.46 288.49 75.35
146 1 7 1001.9 0.030 398.521 278.99 336.94! 90.21 342.72 89.60
146 ! 8 996.4 0.025 360.91! 243.67 304.70! 80.86 312.22 82.99
146 i 9 1001.0 0.034 424.89! 300.60 358.93! 94.94 365.45 94.39
146 ! 10 995.7 0.039 443.45! 320.44 373.72! 98.44 380.47 96.64
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