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We present an open-source computer program written in Python language for quantum measure-
ment and related issues. In our program, quantum states and operators, including quantum gates,
can be developed into a quantum-object function represented by a matrix. Build into the program
are several measurement schemes, including von Neumann measurement and weak measurement.
Various numerical simulation methods are used to mimic the real experiment results. We first pro-
vide an overview of the program structure and then discuss the numerical simulation of quantum
measurement. We illustrate the program’s performance via quantum state tomography and quan-
tum metrology. The program is built in a general language of quantum physics and thus is widely
adaptable to various physical platforms, such as quantum optics, ion traps, superconducting circuit
devices, and others. It is also ideal to use in classroom guidance with simulation and visualization
of various quantum systems.
I. INTRODUCTION
Quantum measurement theory is a fundamental con-
cept in quantum mechanics in which allows us to predict
(i) the probability for obtaining measurement outcomes,
and (ii) the post-measurement state conditioned on the
obtained outcome [1, 2]. Throughout quantum measure-
ment, the hidden quantum properties will be elucidated
to our classical world [3]. It thus plays a crucial role in the
characterization of physical systems and immensely vital
for the development of quantum technologies, including
quantum tomography [4], quantum metrology and quan-
tum imaging [5, 6], quantum sensing [7], quantum com-
puting [2, 8, 9], quantum cryptography [10], and others.
On the one hand, quantum measurement and data pro-
cessing allow for reconstructing the quantum state of the
measuring system via a called quantum state tomogra-
phy [4, 11]. Besides, the prediction probability obtained
from quantum measurement also reveals the desired pa-
rameters that sink in the measuring system in which
one can estimate those parameters via a called quantum
metrology [5]. On the other hand, quantum measurement
has wide-range applicability for establishing new quan-
tum technologies such as randomized benchmarking [12],
calibrating quantum operations [13], and experimentally
validating quantum computing devices [14].
A study on quantum measurement theory is thus in-
creasingly important. Although many physical systems
can be carried out experimentally with the current tech-
nologies, including quantum optics, ion traps, supercon-
ducting circuits, NV center, and NMR devices, ect., it is
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still essential for developing an analytical and numerical
tool for quantum measurement and data processing. It
will be a valuable tool for studying and analyzing various
proposed measurement algorithms, enhancing quantum
tomography and metrology, and others.
In this work, we construct and develop such a toolbox
for quantum measurement and data processing, then ap-
ply it to quantum tomography and quantum metrology.
We name the program by tqix : a toolbox for quan-
tum in X, where X can be the quantum measurement,
quantum tomography, quantum metrology, and others.
Our program serves as a library for creating and an-
alyzing a quantum system. Indeed, it allows for con-
structing a quantum object (states and operators), i.e.,
a library of standard states and operators are build-in
tqix . Furthermore, various measurement sets [15] have
been constructed to manipulate quantum measurement,
including Pauli, Stoke, MUB-POVM, and SIC-POVM.
Two back-ends for simulating the measurement results
are also built. We finally illustrate the code in quan-
tum tomography and quantum metrology using standard
data-processing tools, such as trace distance and fidelity.
This program is different from other existing toolboxes,
such as Qutip, that focuses on solving the dynamics of
open systems [16, 17]. Here, in this work, we mainly
focus on quantum measurement (numerical method and
simulation measurement results) and then apply to en-
hance quantum tomography and quantum metrology.
The rest of the paper is organized as follows: Sec-
tion II describes the program structure. Section III dis-
cusses quantum measurement, including some measure-
ment sets and back-ends. Sections IV and V are de-
voted to quantum tomography and quantum metrology,
respectively. We conclude our work in section VI, while
Appendices are devoted to computational codes used in
2Table I. List of properties of a quantum object. We can easy
to check the physical properties of a quantum object by using
the list below.
Method Description
isqx(x) check whether x is a quantum object
isbrax(x) check whether x is a bra vector
isketx(x) check whether x is a ket vector
isoperx(x) check whether x is an operator (mixed
state, Hamiltonian,...)
ishermx(x) check whether x is a Hermit
isnormx(x) check whether x is normalized
the main text.
II. STRUCTURE OF THE PROGRAM
A. Quantum object
In quantum physics, a system S is generally charac-
terized by a preparation quantum state and measuring
observables in the Hilbert space. The state is typically
represented by a ket vector |ψ〉 if it is pure or a density
matrix ρ if it is mixed. Besides, a quantum operator as-
sociated with a measurable observable of S is described
by a Hermitian matrix. They are all live in the same
Hilbert space HS and obey standard linear algebra.
In tqix to represent such a quantum system S, we
construct a quantum object called qx , a matrix repre-
sentation for quantum state and operators. An illustra-
tion of qx is given in Fig. 1. A quantum object con-
tains the data about the given state or operator that it
represents. Besides providing the data, it also allows us
to check its type and dimension using typex(x) and
shapex(x) , respectively. For example, in the following
code, we generate a random state in the two-dimensional
space and then check its type and dimension.
from tqix import *
a = random(2)
print(typex(a))
print(shapex(a))
where we get the output as
ket
(2, 1)
which means it is a ket (column) vector represented by a
2 x 1 matrix.
It is easy to convert a given instance x: (integer, real,
complex, tuple, array,...) into a quantum object using
qx(x) command, and its properties can be checked,
including bar, ket, oper,... as listed in Table. I. Further-
more, a library of commonly occurring operators is also
built into tqix as listed in Table. II and allows for op-
erating on the quantum objects. The structure of qx is
quite similar to the Qobj class in Qutip [16, 17].
x
isnormx(x)
isoperx(x)
isketx(x)
isbrax(x)
isqx(x)
ishermx(x)
transx(x)
conjx(x)
daggx(x)
diagx(x)
...
diagonal
dagger
conjugate
transpose
operx(x) get	oper
Figure 1. (Color online) Structure of a quantum object in
tqix. A quantum object can be either a bra-ket vector or
a matrice, which stands for quantum states or operators. In
tqix, a quantum object is represented by a matrix. We can
check its physical properties such as type, dimension, Hermi-
tian, and more (see the full list in Table I). Besides, one can
also operate algebra transformations on the quantum object
such as conjugate, transpose, and more (see the full list in
Table II).
Table II. List for commonly occurring operators that are built
into tqix. We can easy to perform these familiar operators
on a quantum object.
Method Description
operx(x) convert a bra or ket vector into oper
diagx(x) diagonalize matrix x
daggx(x) get conjugate transpose of x: x†
conjx(x) get conjugation of x: x∗
transx(x) get transpose of x: xT
tracex(x) get trace of x: (only for oper)
eigenx(x) eigenvalue and eigenstate
groundx(x) get ground state for a given Hamiltonian
expx(x) exponentiated x
sqrtx(x) square root of x
l2normx(x) get norm 2 of x
normx(x) get normalize of x
In subsections II B and IIC following, we describe de-
tailed quantum states and quantum operators in tqix .
B. Quantum states
It is straightforward to construct quantum states with
some standard bases and conventional states that are
built into tqix . The list of quantum states can be seen
in A. Furthermore, to mimic a real quantum state that
may contain systematic errors or technique error, tqix
allows us to add a small error to the original quantum
state:
|ψ〉 → |ψ′〉 = 1N
∑
n
(ψn + δn)|n〉, (1)
3where N a normalization constant, ψn = 〈n|ψ〉, and δn is
a complex random noise following a normal distribution,
e.g., δn = a+ ib, where a, b are random numbers (noise).
For example, we add small random noise into a spin-
coherent state as follows:
from tqix import *
import numpy as np
j = 37/2
theta = 0.5*np.pi
phi = -0.3*np.pi
psi = spin_coherent(j, theta, phi)
psip = add_random_noise(psi, m = 0.0, st =
0.1)
Here, the random noise obeys a normal distribution with
mean m and standard deviation st, defaulted be zeros.
We visualize a Husimi function of the spin-coherent state
and its noisy states in Bloch spheres in Fig. 2. See the
visualization code in C. It can be seen that, when the
noise is presented, the quantum state will deviate from
its original value. Such noisy systems are widespread in
various practical situations [18, 19].
For a mixed state, the error can be seen as a white-
noise and is given by
ρ→ ρ′ = (1− p)ρ+ pI/d, (2)
where p is a small error (0 ≤ p ≤ 1), and d is the dimen-
sion of the system space. For example, one can easy to
add a small white noise to an original state (e.g., GHZ
state) just with few lines as follows:
from tqix import *
rho = ghz(3)
rhop = add_white_noise(rho, p = 0.1)
where we have used p = 0.1 (its default value is zero).
The function add white noise executes Eq. (2)
where its input state rho can be either pure or mixed
state. An identity matrix I can be called from tqix
by eyex(d) .
We emphasize that other kinds of error can be defined
and constructed by the users themselves, such as bit flip,
phase flip, bit-phase flip, depolarizing, amplitude damp-
ing, and others (see detailed in Chap. 8 Ref. [2]).
C. Quantum operators
B represents some standard built-into quantum op-
erators. In tqix , a defined operator can be either a
Hamiltonian or an evolution operator, represented by a
matrix. Also, to manipulate operators’ actions on quan-
tum states or operate on multiple states, tqix builds
various utility mathematical functions, including dotx
and tensorx for dot product and tensor product, re-
spectively.
st = 0 st = 0.1 st = 0.2
Figure 2. (Color online) The Husimi visualizations of a spin-
coherent state and its noisy states. Here, st is the standard
deviation, which stands for the strength of error. In the pres-
ence of error, the state will deviate from its original state (the
state without error). The deviation is large when the error is
large.
D. Construction of quantum systems in tqix
With those standard tools presented in subsections II B
and IIC, we can straightforwardly construct a physical
system with the given quantum state and Hamiltonian.
For example, one can construct a two-level system state,
e.g., 1/
√
2(|0〉+ |1〉), and its unitary evolution, e.g., U =
0.5σz − 0.25σx, by using the following code:
from tqix import *
from numpy import sqrt
state = 1/sqrt(2)*(obasis(2,0) + obasis(2,1))
U = 0.5*sigmaz() - 0.25*sigmax()
evolved_state = dotx(U,state) #U|psi>
Composite systems are also easy to create by using the
tensorx function to generate tensor product states
and combine Hilbert spaces. For example, let us con-
sider a three-spin system with the initial state is | ↑↑↑〉,
and the evolution is U = e−iθσzσxσx where θ is a time-
dependent phase. One can use the following tqix code
to generate these objects:
from tqix import *
from numpy import pi
theta = pi/4 #for example
up = obases(2,0) #spin up
state = tensorx(up,up,up)
H = tensorx(sigmaz(), sigmax(), sigmax())
U = expx(-1j*theta*H)
Besides, to decompose a quantum object (state or op-
erator), for example, ρAB, on a composite space HA ⊗
HB, onto a quantum object ρA on HA, we can perform
a partial trace using ptracex syntax. It is a linear
map ρA = trB[ρAB]: AB → tr(B)A, for any matrices
A,B on HA and HB, respectively. For example, one can
trace out the second and third subsystems of the above
Hamiltonian by using
H1 = ptracex(H,[2,3])
Here, we keep the first subsystem. Notable that in this
version, ptracex is only applicable for qubits systems.
4III. QUANTUM MEASUREMENT
tqix mainly focuses on the calculation and simula-
tion of quantum measurement for quantum systems. We
first review the quantum measurement theory using the
POVM formalism and then describe how this measure-
ment is built into tqix . For simulating the measure-
ment results, we also construct two available back-ends
that can be executed in tqix .
A. General measurement
Quantum measurement is characterized by a set of
measurement operators denoted by {Mk} satisfying the
completeness condition
∑
kM
†
kMk = I, where k is a mea-
surement outcome. These measurement operators will
operate on the quantum state of the measuring system.
For a quantum system given in a general density state ρ,
the probability to obtain the outcome k is
pk = tr[M
†
kMk ρ]. (3)
The quantum state after measurement will collapse to
ρ′ =
MkρM
†
k
tr[M †kMk ρ]
. (4)
Furthermore, a projective measurement Π is a spe-
cial class of the general measurement that described by
a Hermitian operator decomposing to
Π =
∑
k
kΠk, (5)
where Πk ≡ |k〉〈k| is a projection operator projected onto
the eigenstate |k〉 ofΠ with eigenvalue k. For a projective
measurement, the probability and the post-measurement
state are calculated to be:
pk = tr[Πk ρ], and ρ
′ =
ΠkρΠk
tr[Πk ρ]
. (6)
See Ref. [2] for more detailed quantum measurement.
B. Positive-Operator-Valued Measurement
In many practical cases, one may not need to care
about the post-measurement state. In such cases,
measurement using a positive-operator-valued measure
(POVM) is referred. A POVM is a set of measurement
operators given by [2]:
Ek =M
†
kMk, (7)
that is a positive operator and, of course,
∑
k Ek = I.
The probability, in this case, is given by
pk = tr[Ek ρ]. (8)
From the measured probabilities, mysterious nature
properties of the quantum system reveal into our clas-
sical world [3].
Pauli measurement set. In quantum measurements,
one can usually combine several POVMs as a measure-
ment set for characterizing properties of the system to
be measured. One common choice is the Pauli measure-
ment set. For one qubit, a measurement set M consists
of three POVMs as
{
M
}
=
{
|H〉〈H |, |V 〉〈V |, |D〉〈D|, |A〉〈A|, |L〉〈L|, |R〉〈R|
}
,
(9)
where
|H〉 =
(
1
0
)
, |V 〉 =
(
0
1
)
,
|D〉 = 1√
2
(
1
1
)
, |A〉 = 1√
2
(
1
−1
)
,
and,
|L〉 = 1√
2
(
1
i
)
, |R〉 = 1√
2
(
1
−i
)
,
therein, {|H〉〈H |, |V 〉〈V |}; {|D〉〈D|, |A〉〈A|}; and
{|L〉〈L|, |R〉〈R|
}
are the three POVMs. For an n-qubit
system, the measurement set is formed by a tensor
product of elements in M . There are 6n elements in
total, and thus it consumes much calculation cost and
the experimental time.
Stoke measurement set. Another practical mea-
surement set is based on a light beam’s polarization
state, which was pioneering proposed by Stoke [20]. He
showed that a single qubit system could be determined
by a set of four projection measurements. These pro-
jection measurements can be chosen arbitrarily from
six elements above [11, 21]. In tqix , we choose
|H〉〈H |, |V 〉〈V |, |D〉〈D|, and |R〉〈R|.
Likewise the Pauli measurement set, all the elements
of n-qubit system can be found by using a tensor prod-
uct of four projection measurements, which results in 4n
elements.
MUB-POVM set. Given two orthonormal bases
{|ei〉} and {|fj〉} in a finite-dimensional Hilbert space
Hd, they are said to be mutually unbiased (MUB) if the
inner product between any two elements in each basis is
a constant [22]:
∣∣〈ei|fj〉∣∣2 = 1
d
, ∀i, j ∈ [1, d]. (10)
For a d-dimensional Hilbert space, in general, there are
d + 1 POVMs and d elements in each POVM. In total,
it needs at least d2 − 1 measurements, which is much
smaller than the Pauli case.
5MUB SIC
Figure 3. (Color online) Bloch sphere representation of the
MUB (a) and SIC (b) measurement sets for one qubit. Six
measurements of MUB correspond to vertices of an octahe-
dron, while four measurements of SIC correspond to vertices
of a tetrahedron.
There are several methods for finding MUB-POVMs
across dimension d, including the Weyl group [23], uni-
tary operators [24], and the Hadamard matrix method
[23]. However, we omit writing them out here and en-
courage readers to refer [23–27] if needed. In tqix ,
we have constructed several MUB-POVMs for d =
2, 3, 4, 5, 7. In the future, we also plan to develop other
cases.
SIC-POVM set. In a similar manner, a measurement
set {|hi〉} is called symmetric informationally complete
(SIC) when all the inner products between different ele-
ments are equal, and their projectors are complete [28]:
∣∣〈hi|hj〉∣∣2 = 1
d+ 1
, ∀i 6= j. (11)
Notable that there is only one POVM in a SIC-POVM
set with d2 elements.
A most general way to construct a SIC-POVM is using
the Weyl-Heisenberg displacement operators [29–31]:
Dj,k = ω
jk/2
d
d−1∑
m=0
ωjkd
∣∣k +m (mod d)〉〈m∣∣, (12)
where ωd = exp(2pii/d). Then, a set of SIC-POVM el-
ements can be calculated by applying the displacement
operators on the fiducial vector |φd〉. The fiducial vector
construction has been carried out so far [28, 30, 32–35]
and is listed in [36]. Such a list is also built into tqix .
Besides the Pauli and Stoke measurement sets, the
MUB-POVM and SIC-POVM measurement sets are also
widely used in quantum theory [31, 33, 37–41]. In Fig. 3,
we present a Bloch sphere representation of the two MUB
and SIC measurement sets for one qubit (d = 2). Note
that for one qubit, the Pauli measurement set is the same
as the MUB one. Six elements of MUB correspond to ver-
tices of an octahedron, while four elements of SIC corre-
spond to vertices of a tetrahedron.
Pauli
Stock
MUB
SIC
Figure 4. (Color online) The calculation time of different
measurement sets. While Pauli measurement consumes much
time, Stoke and MUB-POVM have an equivalence time, and
SIC-POVM less consumes the time.
C. Quantum measurement in tqix
In tqix , one can calculate the probability for a
given quantum system state and a set of observables (or
POVMs) as the following example:
from tqix import *
state = ghz(1)
model = qmeas(state, [sigmax(),sigmay(),
sigmaz()])
print(model.probability())
In this example, we calculate the expectation values
〈σx〉, 〈σy〉, and 〈σz〉 of a given state |ψ〉 = 1/
√
2(|0〉+|1〉).
The outcomes are
[1.0, 0.0, 0.0]
Furthermore, tqix also contains the Pauli, Stoke,
MUB-POVM, and SIC-POVM measurement sets. One
can easy to call them out by a simple syntax, such as
model = qmeas(state, ’Pauli’)
For other measurement sets, one can replace ’Pauli’
by ’Stoke’ , ’MUB’ , and ’SIC’ , respectively.
In Fig. 4, we compare the calculation time of differ-
ent measurement sets for a random state in d dimension.
Particularly, we first generate a random quantum state.
We then measure this state via different measurement
sets, i.e., Pauli, Stoke, MUB-POVM, and SIC-POVM,
and compare the execution time for each number of di-
mension d. See D for detailed code.
D. Back-end for simulation measurement results
A back-end is defined either as a simulator or a real de-
vice. For a given quantum object and a set of POVMs,
a back-end is executed to simulatively retrieve the corre-
sponding measurement results. In tqix , to mimic the
6real experiment data, we use several back-ends to simu-
late the results. A so-called Monte Carlo [42] ( mc ) back-
end and Cumulative Distribution Function [43] ( cdf )
back-end have been built into tqix . In the future, we
will also construct such a back-end from real devices.
mc back-end. Particularly, a straightforward simu-
lation back-end used in tqix is based on the Monte
Carlo simulation method, which we named as mc back-
end. Assume that a probability distribution of measure-
ment is f(x), generally, a function of x. Without loss of
generality, we assume that 0 ≤ f(x) ≤ 1, ∀x, (a physical
probability does not exceed the range of [0, 1].) For each
given f(k), k ∈ {x}, the following procedure is processed:
(i) generate a random number r following a uniform dis-
tribution within [0, 1],
(ii) accept r if r ≤ f(k),
(iii) repeat (i, ii) Nc times to get the frequency between
the number of accepted r and Nc, which will distribute
according to f(k). This method has been used in quan-
tum state tomography, for example, see Refs. [44, 45].
cdf back-end. Another back-end is named as cdf
based on the cumulative distribution function (cdf). For
a given probability distribution of a measurement f(x),
the cdf function is defined to be
F (y) =
∫ y
−∞
f(x)dx. (13)
Given a uniform random variable r ∈ [0, 1] then y =
F−1(r) is distributed following f(x). Like the mc back-
end, this method has also been widely used in quantum
state tomography [46–49].
As an example, let us choose f(x) = e−x, x > 0, and
therefore the cumulative distribution is F (y) = 1 − e−y.
Then, for a random number r, the corresponding y yields:
y = −ln(1− r), (14)
which distributes according to f(x).
In Fig. 5, we plot f(x) and its simulation results via the
mc and cdf back-ends. Refer to E for detailed coding.
While the cdf back-end is more accurate than the mc ,
the cost that one has to pay is that it consumes more
time than the mc back-end (see the inset figure.) For
some simulation tasks that require sufficient accuracy, we
encourage the users to employ the cdf back-end.
IV. QUANTUM STATE TOMOGRAPHY
In general, the quantum state tomography (QST) is a
process that reconstructing the information of unknown
quantum states from the measurement data [4]. The to-
mography procedure is illustrated in Fig. 6. A quantum
state, for example |ψ〉, is presented in its Hilbert space
Figure 5. (Color online) Plot of f(x) versus mc and cdf back-
ends. Inset: the simulation time for mc and cdf back-ends.
While the cdf back-end is more accurate than the mc back-
end, it also consumes more time than the mc one.
E0
E1Ek
Ed-1
State in Hilbert space Measurements on Ei
Figure 6. (Color online) Quantum state tomography pro-
cess: (i) A quantum state |ψ〉 is unknown and expressed in
its Hilbert space of d dimension. (ii) The state is measured in
a measurmement set given by E0, E1, . . . . (iii) The measure-
ment results provide the information of the measuring state
via an estimator, such as ML, LS, and so forth. The recon-
structed state is |ψ˜〉 =
∑
ψ˜n|n〉.
as given on the left side of the figure. Here, for a d-
dimensional Hilbert space, the state is expressed by
|ψ〉 =
d−1∑
n=0
ψn|n〉, (15)
where ψn are unknown parameters need to be esti-
mated, and {|n〉} is a computational basis on the Hilbert
space. The state is measured in a measurement set, e.g.,
{E0, E1, . . . } as illustrated in the middle of Fig. 6. The
measurement set can be chosen from one of those de-
scribed in Sec. III. Finally, the measurement results will
be analyzed via an estimator such as maximum likeli-
hood (ML) [50], least squares (LS) [11], neural network
[51–56], and others, to reproduce the state. The recon-
structed state is denoted by |ψ˜〉, where
|ψ˜〉 =
d−1∑
n=0
ψ˜n|n〉. (16)
To evaluate the accuracy of the tomography process,
one can compare the true state |ψ〉 and the reconstructed
state |ψ˜〉 via the various figure of merits such as the trace
7distance and the fidelity. The trace distance between |ψ〉
and |ψ˜〉 is given by
D(ψ, ψ˜) =
√
1− ∣∣〈ψ˜|ψ〉∣∣2 . (17)
For general mixed states ρ and ρ˜, the trace distance is
given by [2]
D(ρ, ρ˜) =
1
2
tr
∣∣ρ˜− ρ∣∣ . (18)
Moreover, the fidelity is given by [2]
F (ρ, ρ˜) = tr
√√
ρρ˜
√
ρ . (19)
Now, we give an example of using tqix in QST. As-
sume that a given system is described by a quantum state
ρ that we want to reconstruct. Using tqix as given
in Sec. III C, we can get the measurement probabilities.
From those measurement data, we reproduce the quan-
tum state. Here, in this example, we use a neural net-
work scheme to reconstruct the quantum state, which is
also widely used recently in the QST [51–56]. We build a
neural network consists of four layers: an input layer, two
hidden layers, and an output layer using Tensorflow .
The input layer was fed by the set of outcome proba-
bilities obtained from tqix , while the output layer is
the quantum state of being reconstructed. These layers
were connected via a tanh cost function. Our scheme is
illustrated in the inset Fig. 7. In Fig. 7, we also show an
example of the loss model while training the experiment
data from tqix with the Pauli measurement set.
Besides, tqix also has been used to reconstruct
the quantum state using the direct state measurement
(DSM) method. For references, we encourage readers to
see Refs. [47–49].
V. QUANTUM METROLOGY
Quantum metrology is a process that unknown (sin-
gle or multiples) parameters are estimated from a set of
measurements. The process is illustrated in Fig. 8 for
the simplest case of estimating a single parameter us-
ing a pure state system. First, a system is prepared in
state |ψ〉. It will acquire a phase ϕ after exposing under
an external field represented by a unitary transformation
U(ϕ) and transforms to |ψ(ϕ)〉 = U(ϕ)|ψ〉. The sys-
tem after that will be measured, and the results allow for
estimating the unknown parameter ϕ.
The measurement precision (variance) ∆ϕ after
N independent measurements is defined by ∆ϕ =√〈(ϕ− ϕ˜)2〉, where ϕ˜ is the estimated value. The mini-
mum of ∆ϕ is bounded by the Crame´r-Rao bounds
∆ϕ ≥ 1√
NF
≥ 1√
NQ
, (20)
train-error
val-error
epoch
lo
s
s x
Input 
layer
Hidden layers Output
layer
Figure 7. (Color online) Test of loss function for training data
and validation data in Tensorflow. There is no overfitting
in this example (the training error and the validation error are
close.) Inset: tomography scheme: given an unknown state
ρ, through tqix, we obtain the set of measurement results
that can be fed into a neural network build-in Tensorflow.
From the Tensorflow’s output, we can reconstruct the given
quantum state, named as ρ˜.
where F and Q are the classical and quantum Fisher
information, which are defined by
F =
∑
k
1
pk(ϕ)
[∂pk(ϕ)
∂ϕ
]2
, (21)
Q = 4
[∂〈ψ(ϕ)|
∂ϕ
∂|ψ(ϕ)〉
∂ϕ
−
∣∣∣∂〈ψ(ϕ)|
∂ϕ
|ψ(ϕ)〉
∣∣∣2]. (22)
Here, the probability of a measurement Ek is given by
pk(ϕ) = 〈ψ(ϕ)|Ek|ψ(ϕ)〉, as in Eq. (6).
The first inequality in Eq. 20 is classical Crame´r-Rao
bound (CCRB) while the second one is quantum Crame´r-
Rao bound (QCRB). In the single parameter estimation,
both the CCRB and QCRB can always be saturated by
using, such as a maximum likelihood estimator [57]. Fur-
thermore, ∆ϕ reaches the standard quantum limit (SQL)
precision scaling if it is proportional to 1/
√
N , while it
reaches the Heisenberg limit (HL) when ∆ϕ ∝ 1/N . For
discussion on general mixed quantum states and multi-
parameter, one can refer Refs. [58–60] and reference/ci-
tation therein.
Hereafter, we provide an example for studying quan-
tum metrology using tqix . In our example, we con-
sider a cat state quantum system, which is the superpo-
sition of spin-j coherent states [61, 62]
|ψ〉 = N
(
|θ, φ〉+ |pi − θ, φ〉
)
, (23)
where N is the normalization constant and |θ, φ〉 is a
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Figure 8. (Color online) Quantum metrology process: (i) A
quantum system given in its state |ψ〉. (ii) The system is
exposed under an external field given by U(ϕ) where ϕ is an
unknown field parameter. (For multiparameter ϕ is replaced
by ~ϕ.) (iii) The state is measured in a measurement set given
by E0, E1, . . . and provides the information on the estimated
parameter(s).
spin-j coherent state [63]
|θ, φ〉 =
j∑
m=−j
cm cos
j+m
(θ
2
)
sinj−m
(θ
2
)
e−i(j−m)φ|j,m〉,
(24)
where cm =
√
(2j)!
(j +m)!(j −m)! . Without loss of gen-
erality, we can choose φ = 0. Here, |j,m〉 is the stan-
dard angular momentum basis with the angular mo-
mentum quantum number j = 0, 1/2, 1, . . . , and m =
−j,−j + 1, . . . , j [64].
Under the transformation U(ϕ) = e−iϕSz , the system
evolves to |ψ(ϕ〉 = U(ϕ)|ψ〉. We then, evaluate the mea-
surement precision by [65]
∆ϕ =
√
〈S2y〉 − 〈Sy〉2
|∂〈Sy〉/∂ϕ| , (25)
where Sk (k = x, y, z,+,−) is a spin operator.
In Fig. 9, we show the expectation values 〈Sy〉 (a) and
∆ϕ (b) as functions of ϕ. Here, we examine several values
of θ as shown in the figure. We can see that the variance
∆ϕ can reach the minimum at an optimized value for ϕ.
We emphasize that ϕ is a function of the exposing time
(the time that we expose the system under the external
field), and thus there exists an optimal time that the
variance is minimum. Interestingly, we can see that for
θ = 0.0 and 0.15pi the minimum variance can beat the
SQL. This example is in agreement with Ref. [65]. The
code for generating Fig. 9 is shown in F.
VI. CONCLUSION
We have presented a computer program tqix by us-
ing the Python programming language and applied to
the quantum measurement, quantum tomography, and
quantum metrology. In this work, we have constructed
( 

SQL
HL
j = 1
Figure 9. (Color online) (a) Plot of expectation value 〈Sy〉 as
a function of ϕ. We show the results for several values of θ as
in the figure. Here we fix j = 10. (b) Plot of the variance ∆ϕ
as a function of ϕ. Several results are plotted with the same
θ in (a). The SQL and HL are also shown in the figure.
a basic structure and some quantum features of a quan-
tum object which can be used for both quantum states
and quantum observables. There are several back-ends
have been constructed for simulation in quantum mea-
surement. Thus, this program is applicable for a spacious
range in quantum measurement, quantum tomography,
and quantum metrology. We strongly encourage those
who have used this program to feedback (if any) error or
incorrect to us for further developing the program.
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9Appendix A: List of quantum states build-in tqix
Table III. List of quantum states are built-in tqix
Name Description
obasis(d,k) orthogonal basis with d-dimension,
excited at k, such as obasis(3,0)
=


1
0
0

, obasis(3,1) =


0
1
0

,...
dbasis(d,k) dual basis for the basis obasis
zbasis(j, m) Zeeman basis |j,m〉 with spin
number j and quantum number m
indexed [0, 2j-1]
dzbasis(j, m) dual basis for the Zeeman basis
zbasis
coherent(d,
alpha)
coherent state cut off at d
dimension, alpha complex number
squeezed(d,
alpha, beta)
squeezed state cut off at d
dimension, alpha, beta complex
numbers
position(d, x) position state cut off at d
dimension, x number
spin coherent(j,
theta, phi)
spin coherent state
random(d) random state with d-dimension
following Haar measure
ghz(n) GHZ state with n qubits
w(n) W state with n qubits
dicke(n,k) Dicke state with n qubits, k
excited qubits
Appendix B: List of quantum operators build-in
tqix
Table IV. List of quantum operators build-in tqix
Name Description
eyex(d) identify matrix in d-dimension
soper(s,*) spin-s operators with option *args
can be x, y, z,+,−. soper(s) will
return an array of spins x, y, z
sigmax() Pauli matrix σx
sigmay() Pauli matrix σy
sigmaz() Pauli matrix σz
sigmap() σ+
sigmam() σ−
lowering(d) lowering operator d dimension
raising(d) raising operator, d dimension
displacement(d,
alpha)
displacement operator
squeezing(d,
beta)
squeezing operator
Appendix C: Code for Husimi visualization (Figure
2)
from tqix import *
import numpy as np
j = 37/2
theta = 0.5*np.pi
phi = -0.3*np.pi
psi = spin_coherent(j, theta, phi)
psi_01 = add_random_noise(psi, 0 , 0.1)
psi_02 = add_random_noise(psi, 0 , 0.2)
# Husimi visualization
THETA = [0, np.pi]
PHI = [0, 2* np.pi]
husimi_spin_3d(psi, THETA ,PHI ,cmap =
cmindex(1),fname = ’spin_coherent.eps’)
husimi_spin_3d(psi_01, THETA ,PHI ,cmap =
cmindex(1),fname = ’spin_coherent_01.eps’
)
husimi_spin_3d(psi_02, THETA ,PHI ,cmap =
cmindex(1),fname = ’spin_coherent_02.eps’
)
For cmap, it is ranged from cmindex(1) to
cmindex(82) or listed in [66].
Appendix D: Code for calculation time of POVM
sets (Figure 4)
import time
import numpy as np
from tqix import *
import matplotlib.pyplot as plt
N = 100 # number of repeated measurement
# For Pauli and Stoke
dim_p,time_p = [],[]
time_s = [],
for n in range (1,4):
#n: number of quibts
dtime_p = 0.0
dtime_s = 0.0
for i in range(N):
state = random(2**n)
###
model = qmeas(state,’Pauli’)
dtime = model.mtime() #measure time
dtime_p += dtime
model = qmeas(state,’Stoke’)
dtime = model.mtime()
dtime_s += dtime
dtime_p /= float(N)
dtime_s /= float(N)
dim_p.append(2**n)
time_p.append(dtime_p)
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time_s.append(dtime_s)
# For MUB
dim_mub,time_mub = [],[]
for d in (2,3,4,5,7):
dtime_mub = 0.0
for i in range(N):
state = random(d)
###
model = qmeas(state,’MUB’)
dtime = model.mtime()
dtime_mub += dtime
dtime_mub /= float(N)
dim_mub.append(d)
time_mub.append(dtime_mub)
# For SIC
dim_sic, time_sic = [],[]
for d in range(2,9):
dtime_sic = 0.0
for i in range(N):
state = random(d)
###
model = qmeas(state,’SIC’)
dtime = model.mtime()
dtime_sic += dtime
dtime_sic /= float(N)
dim_sic.append(d)
time_sic.append(dtime_sic)
# Plot figure
fig, ax1 = plt.subplots(figsize=(12,6))
ax1.plot(dim_p, time_p, marker = ’o’)
ax1.plot(dim_p, time_s, marker = ’ˆ’)
ax1.plot(dim_mub, time_mub, marker = ’s’)
ax1.plot(dim_sic, time_sic, marker = ’v’)
ax1.legend((’pauli’,’stoke’,’mub’,’sic’))
ax1.set_xlabel(’d’)
ax1.set_ylabel(’time (s)’)
plt.savefig(’time_povm.eps’)
plt.show()
Appendix E: Code for back-ends (Figure 5)
from tqix import *
import numpy as np
import matplotlib.pyplot as plt
import time
def func(n):
fx = []
x = np.linspace(0,5,n)
for i in range(n):
fx.append(np.exp(-x[i]))
return fx
samp = 1000 #number of sample
ite = 1000 #number iteration
fx = func(samp)
mc_sim = []
cdf_sim = []
for i in fx:
mc_sim.append(mc(i,ite))
for i in fx:
temp = []
for j in range(ite):
temp.append(randunit()/i)
cdf_sim.append(cdf(temp))
x = np.linspace(0,5,samp)
fig, ax = plt.subplots(figsize=(12,6))
ax.plot(x,mc_sim,’b+’)
ax.plot(x,cdf_sim,’g.’)
ax.plot(x, fx, ’r’)
ax.legend(("mc","cdf","fx"))
ax.set_xlabel(’x’)
ax.set_ylabel(’exponential’);
plt.savefig(’fig5.eps’)
plt.show()
# time check
mc_times = []
cdf_times = []
ites = []
for ite in range(1000,11000,1000):
mc_start = time.time()
for i in fx:
mc_sim.append(mc(i,ite))
mc_stop = time.time()
delta = mc_stop - mc_start
mc_times.append(delta)
cdf_start = time.time()
for i in fx:
temp = []
for j in range(ite):
temp.append(randunit()/i)
cdf_sim.append(cdf(temp))
cdf_stop = time.time()
delta = cdf_stop - cdf_start
cdf_times.append(delta)
ites.append(ite)
fig, ax1 = plt.subplots(figsize=(12,6))
ax1.plot(ites, mc_times, ’r’)
ax1.plot(ites, cdf_times,’b--’)
ax1.legend(("mc","cdf"))
ax1.set_xlabel(’iteration’)
ax1.set_ylabel(’time (s)’)
plt.savefig(’inset.eps’)
plt.show()
Appendix F: Code for quantum metrology (Figure 9)
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from tqix import *
from numpy import pi
import matplotlib.pyplot as plt
n = 20
j = n/2
# spin cat state
def cat(j,theta,phi):
sc = spin_coherent(j,theta,phi)
scm = spin_coherent(j,pi-theta,phi)
s = normx(sc + scm)
return s
# spin observable
# j3[0] = S_x, j3[1] = S_y, j3[2] = S_z
j3 = soper(j)
def u(x):
return np.exp(-1j*x*j3[2])
t = np.linspace(0, 0.2, 100)
theta = [0.0, 0.15*pi, 0.25*pi, 0.35*pi]
phi = 0.0
# open figures
f1 = plt.figure()
f2 = plt.figure()
ax1 = f1.add_subplot(111,aspect = 0.003)
ax2 = f2.add_subplot(111,aspect = 0.115)
for i in theta:
r, r2, dt = [], [], []
for k in t:
#expectation value j3[1] and j3[1]**2
model = qmeas(dotx(u(k*pi),cat(j,i,phi
)), [j3[1],j3[1]**2])
ex1 = model.probability()[0]
ex2 = model.probability()[1]
r.append(ex1)
r2.append(ex2)
dt.append(np.sqrt(np.abs(ex2-ex1**2)))
#differential dr and delta_varphi
dr = ndiff(t,r)
dp = dt/np.abs(dr)
#plot
ax1.plot(t,r,’-’)
ax2.plot(t,dp,’--’)
#standard quantum limit and Heisenberg limit
sql = 1./np.sqrt(float(n))*np.ones(t.shape)
hl = 1./float(n)*np.ones(t.shape)
ax2.plot(t,sql)
ax2.plot(t,hl)
plt.ylim(0,1)
plt.show()
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