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We propose to boost the performance of the density matrix renormalization group (DMRG) in two dimensions
by using Gutzwiller projected states as the initialization ansatz. When the Gutzwiller projected state is properly
chosen, the notorious “local minimum” issue in DMRG can be circumvented and the precision of DMRG can be
improved by orders of magnitude without extra computational cost. Moreover, this method allows to quantify
the closeness of the initial Gutzwiller projected state and the final converged state after DMRG sweeps, thereby
sheds light on whether the Gutzwiller ansatz captures the essential entanglement features of the actual ground
state for a given Hamiltonian. The Kitaev honeycomb model has been exploited to demonstrate and benchmark
this new method.
Introduction.— Since its invention by White in 1992 [1, 2],
the density matrix renormalization group (DMRG) has been
recognized as the most powerful computational method for
studying strongly correlated quantum systems in one dimen-
sion [3–5]. Soon after that, it was realized that DMRG can
be formulated as a variational method operating within the
family of matrix product states (MPSs) [6, 7]. This discov-
ery leads to a deeper and coherent understanding of the inner
structure of the DMRG method, as well as its potential and
limitations [8, 9]. For instance, it becomes clear that DMRG is
only moderately successful when applied to two-dimensional
(2D) quantum systems [10]: while relatively small systems
can be computed with high accuracy, the computational re-
sources required grow exponentially with the system size,
making large systems intractable. The sharply distinct per-
formance of DMRG in one and two dimensions originates
from the different entanglement scaling in many-body ground
states with respect to spatial dimensionality, dictated by the
so-called area law [11–13].
For 2D quantum systems, the common practice of DMRG
is to consider lattices with cylindrical boundary conditions
and gradually increase the circumference of the cylinder [10].
However, the convergence of DMRG to the ground state is
not guaranteed due to the presence of local minima in the en-
ergy landscape. As a result, the efficiency and accuracy of
DMRG highly depends on how initial states are chosen. It
is expected that the performance of DMRG can be improved
by using some initial states that capture the essential physics.
Actually, Gutzwiller projected wave functions have long been
used as variational ansatz for strongly correlated electrons and
quantum spin systems, which have proven success in a num-
ber of important instances [14–17]. This raises a very natural
question: can one utilize Gutzwiller projected wave functions
to improve the performance of DMRG?
Very recently, it was proposed by us [18] and cowork-
ers [19] that a Gutzwiller projected state can be efficiently
represented as a tensor network and subsequently compressed
as an MPS by using the so-called matrix product operator-
matrix product state (MPO-MPS) method. This completes
the building block of initializing DMRG with Gutzwiller pro-
jected states. The accuracy of the MPO-MPS method has al-
ready been carefully examined for various one-dimensional
systems [18, 19]. Along this line, the present work focuses
on (i) sorting out the subtleties of the MPO-MPS method for
2D systems with cylindrical boundary conditions and (ii) ana-
lyzing the performance of DMRG initialized with Gutzwiller
projected states.
The Kitaev honeycomb model [20], being a rare exactly
solvable example in two dimensions, is used for illustrating
our method. Our extensive analysis shows that the MPO-MPS
method, with several subtleties taken into account, converts
Gutzwiller projected states into MPSs with satisfactory preci-
sion and the performance of DMRG is dramatically improved
when initialized with these MPSs. We also address a con-
troversial issue on the Kitaev honeycomb model with antifer-
romagnetic Kitaev interactions and a magnetic field in [111]
direction. With a nonzero field, this model is no longer exactly
solvable and was claimed to support a disordered state at inter-
mediate field strength [21–23]. We use our method to analyze
early proposed candidate wave functions [24, 25] and found
that although some of them describe actual ground states well
in both small and large field limits, all of them seem to fail
in the region with intermediate field strength, thus calling for
further investigations on the nature of the field-induced disor-
dered state.
Method.— Throughout this work, we consider spin-1/2 lat-
tice systems and Gutzwiller projected states with singly oc-
cupied fermionic partons at each site [see Fig. 1(a)], whereas
generalizations to other systems and/or different parton de-
scriptions are straightforward. Our method consists of three
main steps:
(1) Construct the Gutzwiller projected state as |ΨG〉 =
PG |Ψ0〉, where |Ψ0〉 is the ground (or excited) state of a
quadratic Hamiltonian for fermionic partons and PG is the
Gutzwiller projector imposing the single-occupancy con-
straint.
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FIG. 1. (a) Sketch of parton construction for a quantum spin-1/2 sys-
tem, where Gutzwiller projection keeps two single-occupied states
and removes other components locally. (b) Convert a Gutzwiller pro-
jected wave function into an MPS by the MPO-MPS method. (c) The
MPS prepared in (b) serves as an initial state for two-site DMRG.
(2) Convert |ΨG〉 into an MPS by using the MPO-MPS
method [18, 19] as illustrated in Fig. 1(b), and keep the bond
dimension of the resulting MPS up to D˜.
(3) Use the two-site DMRG algorithm [5] to optimize the
MPS obtained in step (2) with respect to the target Hamilto-
nian [see Fig. 1(c)], in which the bond dimension of the MPS
is gradually increased from D˜ to D.
While the main steps are clear, a few subtleties turn out
to be important for a successful implementation. Below we
demonstrate these issues and benchmark the performance in
the Kitaev honeycomb model.
Model.— We first consider the Kitaev honeycomb
model [20] in the presence of three-spin interactions,
H3 =
∑
〈 jk〉∈a
Jaσajσ
a
k + J3
∑
〈 jkl〉∈4
σxjσ
y
kσ
z
l , (1)
where σaj (a = x, y, z) are Pauli matrices, 〈 jk〉 ∈ a denotes
a nearest neighbor (NN) bond of type a [see Fig. 2(a)], and
〈 jkl〉 ∈ 4 refers to three sites around two types of triangles as
indicated in Fig. 2(a), as well as their translations to the whole
lattice.
Following Kitaev’s approach, we use the Majorana repre-
sentation, σaj = ic
a
jc
0
j , where c
a (c0) are so-called gauge (itin-
erant) Majorana fermions. This parton representation enlarges
the Hilbert space and a local constraint D j ≡ cxjcyjczjc0j = 1 has
to be imposed to restore the physical Hilbert space of spin-
1/2’s. Under this representation, H3 becomes an effective
Hamiltonian for Majorana partons,
Heff = −i
∑
〈 jk〉∈a
Jau jkc0jc
0
k − iJ3
∑
〈 jkl〉∈4
u jkuklc0jc
0
l , (2)
where u jk ≡ icajcak lives on an a-type bond. Since [Heff , u jk] =
[u jk, ulm] = 0 for all different bonds, u jk are static Z2 gauge
fields taking their eigenvalues ±1. When the gauge field con-
figuration (denoted by {u}) is fixed, Heff becomes a quadratic
Hamiltonian of the itinerant Majorana fermion c0, whose
eigenstates can be written as |φ({u})〉. Together with the state
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FIG. 2. (a) Kitaev honeycomb model on a cylinder geometry with
two basis vectors xˆ and yˆ, in which the x-boundary is open while the
y-boundary is periodic. Black dots and white circles stand for A and
B sublattice. x, y and z denote three types of bonds. The three-spin
interactions in Eq. (1) are defined on two types of triangles with ver-
texes j, k, and l. The purple zigzag line indicates a closed loop C
along which the Wilson loop operator Wy is defined, see Eq. (4). (b)
Graphic representation of Kitaev’s four-Majorana decomposition of
spins. Solid bonds stand for the Z2 gauge field u jk. Dash bonds ema-
nating from the x-boundary indicate how to fix the unpaired bound-
ary modes.
of gauge Majorana fermions denoted by |{u}〉, the eigenstates
of Heff are given by
|Ψ0〉 = |{u}〉 ⊗ |φ({u})〉. (3)
These states are turned into (physical) eigenstates of the spin
Hamiltonian H3 only after applying the Gutzwiller projec-
tion, i.e., |ΨG〉 = PG |Ψ0〉 with PG ≡ ∏ j(1 + D j)/2. Here
the projection onto the singly occupied subspace can be re-
vealed by combining Majoranas into complex fermions via
f j,↑ = (cxj − icyj)/2 and f j,↓ = (czj − ic0j )/2, so that the local con-
straint becomes
∑
σ=↑,↓ f
†
j,σ f j,σ = 1. Accordingly, the ground
state is achieved by determining the gauge field configuration
{u} in Eq. (2) under which the resulting quadratic Hamiltonian
of itinerant Majorana fermions has the lowest energy.
MPO-MPS process.— In correspondence with the common
practice in DMRG, we adopt cylindrical boundary conditions,
where the honeycomb lattice is embedded on a finite cylinder
with Lx (Ly) unit cells along the open (periodic) direction and
a total number of N = 2LxLy sites. The Hamiltonian H3 now
commutes with Wilson loop operators wrapping around the
cylinder, e.g., Wy = −∏ j∈C σyj with C being a closed loop
shown in Fig. 2(a). The eigenvalue of Wy is just the product
3of the static Z2 gauge fields along the loop,
Wy|ΨG〉 = Φy|ΨG〉, (4)
where Φy =
∏
〈 jk〉∈C u jk = ±1.
The ground-state gauge configuration {u} in Φy = 1 sector
can be chosen as u jk = 1 for all bonds, while for Φy = −1
sector it is achieved by setting u jk = −1 for a row of z-bonds
and u jk = 1 elsewhere [20]. Here we have taken the con-
vention that j (k) belongs to A (B) sublattice [see Fig. 2(a)].
However, it is worth emphasizing that, for each sector, there
are still unpaired cy gauge Majorana fermions at the leftmost
and rightmost boundaries [see Fig. 2(a)], which do not en-
ter into the Hamiltonian Heff and thus lead to extra degenera-
cies. For the purpose of compressing the ground state into an
MPS, we seek to minimize the entanglement, so we pair up
these boundary gauge Majorana fermions [see Fig. 2(b)] into
complex fermions f〈〈 jl〉〉 ≡ (cyj − icyl )/2 and require that these
boundary modes are unoccupied in the unprojected state |Ψ0〉,
i.e., f〈〈 jl〉〉|Ψ0〉 = 0 for all such boundary modes. Apparently,
this manipulation is equivalent to adding suitable boundary
terms in the spin Hamiltonian H3, which is of great help in
suppressing entanglement.
With these prescriptions, we are ready to convert the
Gutzwiller projected state |ΨG〉 = PG |Ψ0〉 into an MPS by
noticing that |Ψ0〉 = ∏2Nm=1 d†m|0〉, where |0〉 is the vacuum of
fermionic partons ( f j,σ|0〉 = 0 ∀ j, σ) and d†m are Bogoliubov-
de Gennes (BdG) quasiparticle operators taking the form d†m =∑N
j=1
∑
σ=↑,↓(Um, jσ f
†
j,σ + Vm, jσ f j,σ) and satisfying d
†
m|Ψ0〉 =
0 [26]. This form of |Ψ0〉 is particularly suitable for utilizing
the MPO-MPS method [18], whose basic idea is summarized
as follows [see Fig. 1(b)]: (i) view each d†m as an MPO and
|Ψ0〉 as a tensor network with 2N MPOs acting on a prod-
uct state (parton vacuum); (ii) apply these MPOs successively
(with a proper order) and compress the outcome in each inter-
mediate step as an MPS with bond dimension up to D˜, which
yields an MPS approximating |Ψ0〉; (iii) apply the Gutzwiller
projector PG to obtain |ΨMPS(D˜)〉, which is an MPS approx-
imation of |ΨG〉. Further technical details are discussed in
Ref. [27].
At each intermediate step of the above MPO-MPS proce-
dure, approximating the MPO-evolved MPS (with bond di-
mension 2D˜) into an MPS (with bond dimension D˜) incurs a
truncation error. In order to estimate the accuracy of the final
MPS, the accumulated truncation error is defined by
trunc(D˜) = 1−
2N∏
m=1
F(m)(D˜), F(m)(D˜) = 1−
2N∑
j=1
(m)j (D˜), (5)
where (m)j (D˜) is the sum of the discarded squared singular val-
ues at the j-th bond of the m-th MPO-evolved MPS [5]. Notice
that F(m)(D˜) is a rough estimate of the overlap between MPO-
evolved MPS and truncated MPS in the m-th MPO-MPS step.
Since the HamiltonianH3 in Eq. (1) is exactly solvable, we
also quantify the errors, in both Φy = ±1 sectors, by com-
paring the variational energy of the MPS |ΨMPS(Φy, D˜)〉 with
Jx = 1 Jx = 4
D˜ J3 = 0 J3 = 0.1 J3 = 0.2 J3 = 0
trunc
100 1.7 × 10−1 9.2 × 10−2 5.7 × 10−2 1.1 × 10−4
200 2.4 × 10−2 1.0 × 10−2 5.0 × 10−3 1.0 × 10−6
400 2.5 × 10−3 5.6 × 10−4 2.4 × 10−4 3.4 × 10−7
600 4.2 × 10−4 8.0 × 10−5 3.0 × 10−5 3.4 × 10−7
800 1.1 × 10−4 1.9 × 10−5 7.4 × 10−6 3.4 × 10−7
1000 3.4 × 10−5 6.8 × 10−6 2.9 × 10−6 3.4 × 10−7
δEg
100 1.3 × 10−2 7.2 × 10−3 3.9 × 10−3 8.6 × 10−5
200 1.1 × 10−3 4.9 × 10−4 1.8 × 10−4 6.8 × 10−8
400 8.8 × 10−5 2.4 × 10−5 9.2 × 10−6 4.9 × 10−8
600 1.6 × 10−5 4.0 × 10−6 1.3 × 10−6 4.9 × 10−8
800 4.4 × 10−6 9.3 × 10−7 3.3 × 10−7 4.9 × 10−8
1000 1.6 × 10−6 3.3 × 10−7 1.3 × 10−7 4.9 × 10−8
TABLE I. The truncation error trunc and the energy deviation δEg in
the MPO-MPS process, which are defined in Eqs. (5) and (6), respec-
tively. The MPO-MPS procedure is carried out for the Hamiltonian
H3 with Jy = Jz = 1, defined on a cylinder with Lx × Ly = 10× 4 and
in the Φy = −1 sector.
the exact ground-state energy Eg(Φy) via the relative energy
deviation,
δEg(Φy, D˜) =
〈ΨMPS(Φy, D˜)|H3|ΨMPS(Φy, D˜)〉 − Eg(Φy)
|Eg(Φy)| .
(6)
To examine the accuracy of the MPO-MPS method, we
compute the truncation error trunc and the energy deviation
δEg for the HamiltonianH3 on a cylinder with Lx×Ly = 10×4
and in the sector Φy = −1. We take Jy = Jz = 1 and vary Jx
and J3 to study both gapped and gapless states. The results
are summarized in Table I. For all these states, as increasing
D˜, the truncation errors trunc are significantly reduced. Nev-
ertheless, the truncation error for the gapless case (Jx = 1 and
J3 = 0) is clearly larger than the gapped cases. It is worth
mentioning that, for the case with Abelian topological order
(Jx = 4 and J3 = 0), the MPO-MPS procedure yields a highly
accurate MPS approximation for the ground state. These re-
sults give a hint that good MPS approximations of Gutzwiller
projected states could be obtained as long as the entanglement
has been treated properly.
We are now in the position to perform DMRG optimization
with initial MPSs prepared from Gutzwiller projected states.
For this we consider the HamiltonianH3 on a Lx × Ly = 6× 6
cylinder and for the most challenging gapless case (Jx = Jy =
Jz = 1 and J3 = 0). For this particular model, we obtain
the MPS approximations of the ground states |ΨMPS(Φy,D)〉
in both Φy = ±1 sectors. For comparison, we also randomly
generate an MPS (with bond dimension D˜) and optimize it
with the two-site DMRG until a converged MPS at bond di-
mension D is obtained.
The DMRG continues sweeping until δEg converges. As il-
lustrated in Fig. 3, the relative energy deviation δEg is reduced
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FIG. 3. The relative energy deviations δEg [defined in Eq. (6)] ver-
sus number of sweeps in DMRG. The calculations are performed for
the Hamiltonian H3 in Eq. (1) on an Lx × Ly = 6 × 6 cylinder and
with parameters Jx = Jy = Jz = 1 and J3 = 0. The bond dimen-
sion is chosen as D˜ = 200 for initial MPSs, and the first 5 DMRG
sweeps are used to gradually increase the bond dimension from D˜ to
D. Red, green and blue lines stand for those with initial states of ran-
dom MPS, PG |Ψ0(Φy = −1)〉 and PG |Ψ0(Φy = 1)〉, respectively. Note
that δEg initialized with a random MPS is measured from the ground-
state energy in the Φy = −1 sector. The final bond dimensions after
DMRG sweeps are D = 600, 1000, 1400 from top to bottom. Inset:
δEg versus the inverse bond dimension 1/D.
by two orders of magnitude with Gutzwiller projected states
PG |Ψ0(Φy = ±1)〉 being the initial ansatz.
In addition to the substantial improvement of the DMRG
results, several remarks are in order: (1) A relatively small
bond dimension D˜ = 200 for the MPS prepared from PG |Ψ0〉
is sufficiently good to initialize the DMRG process, despite of
a larger truncation error (trunc ∼ 0.25) in the MPO-MPS step.
Meanwhile, the computational cost of preparing such MPS
with D˜ = 200 is quite cheap. (2) During the DMRG sweeps
initialized with Gutzwiller projected states, the eigenvalue of
the Wilson loop operator (Φy = ±1) is preserved, i.e., the MPS
stays in the respective sector. This is very useful for study-
ing topologically ordered states with (quasi-)degeneracy on
the cylinder. (3) The DMRG initialized with a random MPS
always converges to an MPS in Φy = −1 sector. However, ex-
act results indicate that for a finite cylinder, the ground-state
energy in Φy = −1 sector is higher than that in the Φy = 1 sec-
tor. For instance, the energy difference on the 6 × 6 cylinder
is given by Eg(Φy = −1) − Eg(Φy = 1) ≈ 0.084. This implies
that the DMRG with a random initial ansatz gets stuck in a
local minimum. (4) For the DMRG process initialized with a
random MPS, δEg measured from Eg(Φy = −1) is still about
two orders of magnitude larger than those initialized from the
Gutzwiller projected state PG |Ψ0(Φy = −1)〉. These clearly
show that a properly chosen Gutzwiller projected state pro-
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FIG. 4. The fidelities F as a function of the magnetic field h for
(1) the Kitaev’s non-Abelian state (green), (2) fully polarized state
(red), (3) partially polarized state (light blue), and (4) a U(1) spin
liquid state (dark blue). Further details on the parametrization of
these states are given in Ref. [27]. The calculations are performed on
an Lx ×Ly = 10×4 cylinder and the accumulated truncation errors in
the MPO-MPS procedure are (1) trunc = 0.005, (2) trunc = 0.12, (3)
trunc = 0.09, and (4) trunc = 0.01 for these four states respectively.
The DMRG calculations for the Hamiltonian in Eq. (7) generate MPS
with bond dimension D = 2400 and truncation error DMRG ∼ 10−8
(DMRG ∼ 10−5 for 0.4 ≤ h < 0.7). Inset: The wave-function fidelity
F˜ = |〈ΨDMRG|PG |ΨParton〉|.
vides an ideal initialization ansatz for DMRG in two dimen-
sions.
Diagnosis of parton wave functions.— The Gutzwiller-
boosted DMRG is certainly applicable to generic models that
do not have exact solutions. As a concrete example, we con-
sider the Kitaev honeycomb model in an external magnetic
field along the [111] direction, defined by the Hamiltonian
H =
∑
〈 jk〉∈a
Jaσajσ
a
k − h
∑
j
(σxj + σ
y
j + σ
z
j) (7)
with Jx = Jy = Jz = 1. In this situation we shall focus on
another function of our method, namely, diagnosing whether a
Gutzwiller projected state captures the essential entanglement
features of the actual ground state for a given Hamiltonian.
In order to diagnose the quality of a Gutzwiller projected
parton wave function PG |ΨParton〉, we utilize the fidelity de-
fined by [28]
F = Tr
[√
ρ1/2D ρGρ
1/2
D
]
, (8)
where ρG and ρD, being two reduced density matrices for
a column of 2Ly sites in the middle of the cylinder, cor-
respond to the Gutzwiller ansatz PG |ΨParton〉 and DMRG-
obtained MPS ground state, respectively. This fidelity mea-
sures how close the bulk parts of two wave functions are,
while the boundary effects due to the cylindrical geometry are
precluded as much as possible. For comparison, we also eval-
uate the wave-function fidelity F˜ = |〈ΨDMRG|PG |ΨParton〉|.
5While several parton constructions have been suggested for
the Hamiltonian in Eq. (7) (see, e.g., Refs. [20, 24, 25]), we
shall restrict ourselves to four classes of Gutzwiller ansatzes:
(1) Kitaev’s non-Abelian state with Chern number C = 1; (2)
fully polarized state with Chern number C = 0; (3) partially
polarized state with Chern number C = 1; and (4) U(1) spin
liquid state with a spinon Fermi surface [24]. Further details
of these states can be found in Ref. [27]. The fidelities F and F˜
between these Gutzwiller ansatzes and the ground state of the
Hamiltonian in Eq. (7) are plotted in Fig. 4, where the ground
state is obtained by randomly-initialized DMRG. It is seen
that state (1) agrees well with the DMRG-obtained ground
state at small h (0 < h < 0.35), while both states (2) and
(3) coincide with the ground state at large h (h > 1.25). For
the whole region of h, the U(1) spin liquid state (4) has neg-
ligible wave-function fidelity F˜, although the corresponding
reduced-density-matrix fidelity F is finite. It is worth noting
that the two Gutzwiller projected states (2) and (3) have large
overlap with each other, although they carry different Chern
numbers C = 1 and C = 0, respectively.
Summary.— To summarize, we have devised a method to
boost the performance of DMRG in two dimensions by using
Gutzwiller projected states as the initialization ansatz. With
the extensive benchmarks on the Kitaev honeycomb model,
our method has shown clear advantages that local minima are
circumvented and much more accurate results are obtained
with no extra computational costs. For topological states,
the DMRG calculations initialized with Gutzwiller ansatz can
preserve topological sectors, which is a very nice property
for further characterizing the topological order [29–32]. Our
method also provides a diagnosis tool for analyzing the qual-
ity of Gutzwiller projected parton wave functions for a given
Hamiltonian. Actually, a number of important strongly cor-
relation systems have elusive ground states, albeit many par-
ton wave function proposals are already available (e.g., spin-
1/2 kagome Heisenberg antiferromagnet [33–39]). It would
be interesting to revisit these problems armed with our new
method.
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Supplemental material for “Density matrix renormalization group boosted by Gutzwiller projected wave functions”
This Supplemental Material provides technique details: (1) the implementation of the MPO-MPS method, (2) numerical data
for Fig. 3 in the main text, and (3) the four classes of Gutzwiller projected wave functions used in the main text.
THE IMPLEMENTATION OF THE MPO-MPS METHOD
In this section, we provide details on how to convert a Gutzwiller projected state |ΨG〉 = PG |Ψ0〉 to an MPS by using the
MPO-MPS method, where |Ψ0〉 = |{u}〉 ⊗ |φ({u})〉 is the unprojected ground state of the Kitaev honeycomb model that is defined
in Eq. (3) in the main text.
One-dimensional path
In order to carry out the MPO-MPS procedure and perform the DMRG optimization, one should first define the ordering of
lattice sites. This can be done by assigning an integer j˜ = 1, · · · ,N to each lattice site. There are two frequently used site-labeling
schemes for an Lx × Ly honeycomb lattice on a cylinder as illustrated in Fig. 5. More explicitly, the lattice site belonging to unit
cell r = rxxˆ + ryyˆ (rx = 1, · · · , Lx and ry = 1, · · · , Ly) and sublattice A or B can be labeled by two different schemes as follows:
(1) [see Fig. 5(a)]
j˜ = 2[(rx − 1)Ly + ry − 1] + CAB, (9a)
or
(2) [see Fig. 5(b)]
j˜ = 2[(rx − 1)Ly + ry − 1] + CAB, for odd rx,
j˜ = 2(rxLy − ry) + C′AB, for even rx,
(9b)
where CAB = 1 (2) and C′ab = 2 (1) for A (B) sublattice.
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FIG. 5. Schematics of two labeling schemes for a honeycomb lattice on an Lx × Ly = 6 × 3 cylinder with basis vectors xˆ and yˆ. (a) and (b)
correspond to the labeling scheme given in Eq. (9a) and Eq. (9b), respectively. With these two labeling schemes, one is able to carry out the
MPO-MPS procedure and perform the DMRG calculation.
In the MPO-MPS procedure, we found that scheme (1) [defined in Eq. (9a) and shown in Fig. 5 (a)] always gives rise to
a smaller accumulated truncation error trunc [see Eq. (5) in the main text for its definition] than that obtained by scheme (2)
[defined in Eq. (9b) and shown in Fig. 5 (b)]. For instance, consider the Hamiltonian H3 with Jx = Jy = Jz = 1 on an
Lx × Ly = 10× 4 cylinder and in the Φy = −1 sector, the truncation errors are given by trunc(D˜ = 100) ≈ 0.09 for scheme (1) and
trunc(D˜ = 100) ≈ 0.24 for scheme (2), respectively. Thereby, throughout this work, we utilize scheme (1) to define the ordering
of lattice sites and thus convert a cylinder into a 1D chain to apply the MPO-MPS method and perform DMRG calculations.
7Complex fermion representation
To apply the MPO-MPS method in Refs. [18 and 19], it is convenient to rewrite the Majorana ground state |Ψ0〉 in terms of
complex fermions [40]. In the standard gauge theory approach to a quantum spin S = 1/2 system [17], a complex Abrikosov
fermion doublet ( ~f j)† ≡ ( f †j,↑ f †j,↓) is introduced at each site j to represent spin operators,
S aj =
1
2
( ~f j)†σa ~f j, a = x, y, z.
With a certain SU(2) gauge choice[17, 41, 42], complex Abrikosov fermions f j,↑(↓) are related to the four Majorana fermions as
follows:
f j,↑ =
1
2
(
cxj − icyj
)
, f j,↓ =
1
2
(
czj − ic0j
)
, (10)
Here it is easy to see that the local constraint D j = cxjc
y
jc
z
jc
0
j = 1 for Majorana fermions becomes the single-occupancy condition
f †j,↑ f j,↑ + f
†
j,↓ f j,↓ = 1 for complex fermions.
Bogoliubov-de-Gennes (BdG) formulation
Now we shall explain how to implement the MPO-MPS method with the help of a BdG Hamiltonian, as developed in Ref. [18].
For simplicity, we shall focus on the Φy = −1 sector. In accordance with Eq. (3) in the main text, the unprojected ground state
|Ψ0(Φy = −1)〉 is written as
|Ψ0(Φy = −1)〉 = |{u}(Φy = −1)〉 ⊗ |φ(Φy = −1)〉,
where |{u}(Φy = −1)〉 denotes the ground state of gauge Majorana fermions with Φy = −1 and |φ(Φy = −1)〉 the corresponding
itinerant Majorana ground state. As mentioned in the main text, such a {u}(Φy = −1) configuration can be achieved by setting
u jk = −1 in a specified row of z-bonds and u jk = 1 elsewhere. Without loss of generality, we set u jk = −1 for z-bonds in the Lthy
row. Note that we have used the convention that j (k) belongs to A (B) sublattice.
Itinerant fermions
As long as the configuration {u}(Φy = −1) has been fixed, the effective Hamiltonian for itinerant Majorana fermions (c0) can
be rewritten in a standard BdG form,
Heff
(
Φy = −1
)
=
∑
r
Jx
(
2(η0r)
†η0r − 1
)
+
∑
rx<Lx,ry
Jy
(
(η0r)
†η0r+xˆ + (η
0
r)
†(η0r+xˆ)
† + h.c.
)
+
∑
r
(
Jz(η0r)
†η0r+yˆ + (Jz + 2iJ3) (η
0
r)
†(η0r+yˆ)
† + h.c.
) (
1 − 2δry,Ly
)
,
(11)
where
η0r =
c0j=(r,A) + ic
0
k=(r,B)
2
=
i
(
f j=(r,A),↓ − f †j=(r,A),↓
)
−
(
fk=(r,B),↓ − f †k=(r,B),↓
)
2
(12)
is the complex fermion within the unit cell r = rxxˆ+ryyˆ. The above quadratic Hamiltonian can be diagonalized by using standard
BdG transformation,
Heff
(
Φy = −1
)
= −
LxLy∑
m=1
m
(
h†mhm −
1
2
)
,
where m ≥ 0, h†m (hm) is a Bogoliubov quasihole creation (annihilation) operator, and its ground state is given by
|φ(Φy = −1)〉 =
LxLy∏
m=1
h†m|0〉η0 (13)
with |0〉η0 being the vacuum of complex fermions η0r .
8Gauge fermions
In addition to itinerant complex fermions η0r , one can construct three complex gauge fermions per unit cell, which are defined
on every nearest neighboring (NN) bond 〈 jk〉 ∈ a (a = x, y, z) as
ηajk =
caj − icak
2
, (14)
where j (k) belongs to A (B) sublattice. It is easy to verify that u jk ≡ icajcak = 1 − 2(ηajk)†ηajk, which indicates that a configuration{u} can be obtained in accordance to the occupation number of gauge complex fermions ηajk on every NN bond. Explicitly, an
occupied bond (ηajk)
†ηajk = 1 gives rise to u jk = −1 , while an empty bond (ηajk)†ηajk = 0 gives rise to u jk = 1. For instance, the
gauge configuration for {u}(Φy = 1) is obtained by filling all the z-bonds in the Ly-th row and leaving other bonds empty.
As discussed in the main text, the cylindrical boundary condition yields boundary gauge Majorana fermions [see Fig. 2(b)
in main text], which should be paired into complex fermions f〈〈 jk〉〉. Taking into account all these gauge complex fermions, we
obtain the ground state |u(Φy = −1)〉 as follows,
|u(Φy = −1)〉 =
∏
〈 jk〉∈z,ky=Ly
(ηzjk)
†|0〉η, (15)
where |0〉η is the vacuum of complex fermions ηajk and f〈〈 jk〉〉, and ky is the y-component of the unit cell vector on which lattice
site k locates. Note that we leave all the boundary gauge fermions f〈〈 jk〉〉 unoccupied in Eq. (15) as mentioned in the main text.
Indeed there exists another choice, namely, filling all the the boundary gauge fermions f〈〈 jk〉〉 will lead to the other degenerate
ground state
|u(Φy = −1)〉′ =
∏
〈〈 jk〉〉
f †〈〈 jk〉〉
∏
〈 jk〉∈z,ky=Ly
(ηzjk)
†|0〉η.
Vacuum states
Note that we have chosen the vacuum of itinerant fermions η0 in Eq. (13) and the vacuum of gauge fermions η jk and f〈〈 jk〉〉 in
Eq. (15), respectively. However, all the gauge fermions are defined on each bond. To implement the Gutzwiller projection on
each site, we had better work on the basis of Abrikosov fermions f j,↑(↓). As shown in Ref. [18], the vacuum state |0〉η0 could be
replaced by the vacuum state of Abrikosov fermions, |0〉, as long as they have the same fermion parity. Furthermore, the vacuum
state |0〉η can be obtained by applying annihilation operators η jk and f〈〈 jk〉〉 onto the Abrikosov fermion vacuum |0〉. Thus, we
can use the following unprojected ground state in the MPO-MPS calculation:
|Ψ0(Φy = −1)〉 =
LxLy∏
m=1
h†m
∏
〈〈 jk〉〉
f〈〈 jk〉〉
∏
〈 jk〉∈y,kx<Lx
η
y
jk
∏
〈 jk〉∈x
ηxjk
∏
〈 jk〉∈z,ky=Ly
(ηzjk)
† ∏
〈 jk〉∈z,ky<Ly
ηzjk |0〉, (16)
where the operators h†m, f〈〈 jk〉〉, η
x,y,z
jk and (η
z
jk)
† should be further expressed as linear combinations of Abrikosov fermions f j,↑(↓).
The sequence of acting operators
With the help of Eqs. (10) and (16), one can rewrite the Majorana ground state |Ψ0〉 as a paired state of Abrikosov fermions,
which can be converted to an MPS by using the MPO-MPS method [18]. We apply the single-particle operators successively
in the sequence that is illustrated in Fig. 6. It turns out that this specified sequence reduces the entanglement in the MPO-MPS
process and gives rise to the smallest accumulated truncation error trunc.
It is also worth noting that, instead of h†m themselves, we use linear combinations of of h
†
m to form maximally localized
Wannier orbitals [18, 19] and act them on the MPS during the whole MPO-MPS procedure. Additionally, the “left-meet-right”
scheme [18, 19] has been used. Here the leftmost site is labeled by j˜ = 1 and rightmost site by j˜ = N = 2LxLy [see Eq. (9) for
the definition of j˜].
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FIG. 6. The single-particle operators are acted in the following sequence: gauge complex fermions ηz [and/or (ηz)†], ηx [and/or (ηx)†], and ηy
[and/or (ηy)†], boundary complex fermion f †, and finally the Bogoliubov quasiholes h† (whose sequence is subject to the Wannier localization
and “left-meet-right” schemes [18, 19]) associated with the effective Hamiltonian Heff.
Exact zero mode
Consider the sector Φy = 1. For the non-Abelian phase along the symmetric line Jx = Jz, there exists an exact zero mode
associated with c0 Majorana fermions on the cylinder geometry. This zero mode gives rise to an additional two-fold degeneracy
in the spectrum and has to be properly handled.
The analytical form of the zero mode can be explicitly obtained. For that, we perform Fourier transformation for the Hamil-
tonian Heff(Φy = 1) along the y-direction,
Heff(Φy = 1) =
∑
qy
∑
rx
Jx
(
2(η0qy,rx )
†η0qy,rx − 1
)
+ Jy
(
(η0qy,rx )
†η0qy,rx+1 + (η
0
qy,rx )
†(η0−qy,rx+1)
† + h.c.
)
+ Jz
{[
(η0qy,rx )
†η0qy,rx +
(
1 + i
J3
Jz
)
(η0qy,rx )
†(η0−qy,rx )
†
]
eiqy + h.c.
}
,
(17)
where qy = 2nypi/Ly for ny = 1, . . . , Ly and η0qy,rx is obtained by taking the Fourier transformation of η
0
r [see Eq. (12)] along the
y-direction. Here we have chosen a gauge such that u jk = 1 everywhere to stay in the Φy = 1 sector. Because Jx = Jz, the qy = pi
sector of Hamiltonian Heff in Eq. (17) is equivalent to the Kitaev’s Majorana chain, which reads
heff
(
Φy = 1, qy = pi
)
=
Lx−1∑
rx=1
Jy
(
(η0pi,rx )
†η0pi,rx+1 + (η
0
pi,rx )
†(η0pi,rx+1)
† + h.c.
)
. (18)
There exist two unpaired Majorana fermions γ1 = 12
(
(η0pi,1)
† + η0pi,1
)
and γLx =
i
2
(
(η0pi,Lx )
† − η0pi,Lx
)
commuting with heff in Eq. (18).
Then, pairing up γ1 and γLx gives one complex fermion zero mode f
†
1,Lx
= (γ1 ± iγLx ).
To perform the MPO-MPS procedure for the Hamiltonian Heff(Φy = 1) with this exact zero mode, we need to pin the zero
mode f †1,Lx into its vacuum (i.e., annihilated by f1,Lx ). Otherwise, the MPO-evolved state has an odd fermion parity (measured in
terms of the original Abrikosov fermions) and cannot survive the Gutzwiller projection requiring even fermion parity.
NUMERICAL DATA FOR FIG 3 IN THE MAIN TEXT
The relative energy deviation δEg [defined in Eq. (6) in the main text] is plotted in Fig. 3 in the main text. Here we list
corresponding data in Table II. The calculations are performed for the Hamiltonian H3 on an Lx × Ly = 6 × 6 cylinder with
parameters Jx = Jy = Jz = 1 and J3 = 0. The bond dimension is chosen as D˜ = 200 for initial MPSs.
The exact ground-state energies are Eg(Φy = 1) = −54.469847490329 and Eg(Φy = −1) = −54.385529432483. Note that δEg
initialized with a random MPS is measured from Eg(Φy = −1).
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NS PG |Ψ0(Φy = 1)〉 PG |Ψ0(Φy = −1)〉 Random MPS
D = 600 D = 1000 D = 1400 D = 600 D = 1000 D = 1400 D = 600 D = 1000 D = 1400
1 1.064×10−2 1.055×10−2 1.055×10−2 1.110×10−2 1.106×10−2 1.105×10−2 1.752×10−2 1.365×10−2 1.209×10−2
2 1.348×10−3 3.407×10−4 1.211×10−4 1.221×10−3 8.913×10−4 8.856×10−4 1.352×10−2 6.394×10−3 1.230×10−3
3 5.810×10−4 1.023×10−4 3.077×10−5 6.372×10−4 5.064×10−4 4.848×10−4 8.171×10−3 8.274×10−4 6.045×10−4
4 2.968×10−4 4.286×10−5 1.138×10−5 5.447×10−4 1.971×10−4 3.713×10−5 1.817×10−3 6.110×10−4 5.182×10−4
5 1.801×10−4 2.121×10−5 4.547×10−6 4.706×10−4 2.761×10−5 6.843×10−6 1.038×10−3 5.439×10−4 3.469×10−4
6 1.719×10−4 2.033×10−5 4.279×10−6 3.492×10−4 2.603×10−5 6.382×10−6 9.924×10−4 5.331×10−4 1.660×10−4
7 1.689×10−4 2.010×10−5 4.263×10−6 2.646×10−4 2.591×10−5 6.340×10−6 9.614×10−4 5.257×10−4 1.096×10−4
8 1.683×10−4 2.000×10−5 4.260×10−6 2.575×10−4 2.587×10−5 6.332×10−6 9.519×10−4 5.196×10−4 1.060×10−4
9 1.681×10−4 1.987×10−5 4.259×10−6 2.533×10−4 2.584×10−5 6.330×10−6 9.444×10−4 5.171×10−4 1.058×10−4
10 1.681×10−4 1.985×10−5 4.259×10−6 2.484×10−4 2.583×10−5 6.329×10−6 9.380×10−4 5.161×10−4 1.056×10−4
TABLE II. The relative energy deviations δEg as plotted in Fig. 3 in the main text. NS is the number of DMRG sweeps, and D is the bond
dimension for DMRG calculation.
FOUR CLASSES OF GUTZWILLER PROJECTEDWAVE FUNCTIONS
This section is devoted to the four classes of Gutzwiller projected wave functions used in the main text. Essentially, all these
states are Gutzwiller projected states of Abrikosov fermions. Corresponding unprojected states are either ground states of BdG
type Hamiltonians or a Fermi sea of Abrikosov fermions. Below we shall define these unprojected states |Ψ0〉 one by one.
(1) Kitaev non-Abelian state with Chern number C = 1. This class of states has been discussed in the main text as well as
Sec. . The unprojected state is given by a direct product |Ψ0〉 = |{u}〉 ⊗ |φ({u})〉, namely, Eq. (3) in the main text. As discussed in
Sec. , |{u}〉 is determined by filling gauge complex fermions in accordance with the eigenvalue of u jk on each bond, and |φ({u})〉
is determined by the effective Hamiltonian Heff in Eq. (2) in the main text after fixing the eigenvalues ±1 for u jk. With the help
of Eq. (10), |Ψ0〉 can be written as a paired state of Abrikosov fermions and realized by filling all the Bogoliubov quasiholes as
given in Eq. (16).
In practice, we choose parameters Jx = 1.05, Jy = Jz = 1 and J3 = 0.05 in the Hamiltonian Heff and set u jk = 1 for all bonds
to ensure Φy = 1. Note that this choice of Jx,y,z avoids the zero mode issue mentioned in Sec. , which occurs only along the
symmetric line Jx = Jz. The bond dimension is chosen to be D˜ = 800 for an Lx × Ly = 4 × 10 cylinder, which gives rise to
truncation error trunc ∼ 10−3 in the MPO-MPS process.
(2) Partially polarized state with C = 1 and (3) Fully polarized state with C = 0. As proposed in Ref. [25], the unprojected
state |Ψ0〉 for these two classes can be unified as the ground state of the following BdG-type mean-field Hamiltonian:
HBdG =
∑
r
α†r
[
hσ(σx + σy + σz) + hτσ0
]
αr + β
†
r
[
hσ(σx + σy + σz) + hτσ0
]
βr +
[
α†r(ihτσ
y + hτσy)β†r + h.c.
]
+
∑
r
∑
δr=0ˆ,xˆ,yˆ
−α†r+δr[tz(δr)σz + t0σ0]βr + α†r+δr[tx(δr)σz − ty(δr)σ0]β†r + h.c.,
(19)
where αr =
(
fr,A,↑ fr,A,↓
)
and βr =
(
fr,B,↑ fr,B,↓
)
are two doublets of Abrikosov fermions on A and B sublattices, respectively, r
labels a unit cell, and the parameters are simplified as follows:
tx(0ˆ) = ty(xˆ) = tz(yˆ) = t‖, tx(xˆ) = tx(yˆ) = tx(0ˆ) = tx(yˆ) = tx(0ˆ) = tx(xˆ) = t⊥.
Then, the Gutzwiller projected state PG |Ψ0(hσ, hτ, t0, t‖, t⊥)〉 serves as a variational wave function for the Kitaev honeycomb
model under a [111] magnetic field. By varying the five real numbers {hσ, hτ, t0, t‖, t⊥}, the energy is optimized to obtain the best
approximation to the ground state by using variational Monte Carlo (VMC) method. The VMC-optimized parameters have been
obtained in Ref. [25].
It is worth noting that, when hσ = hτ = 0 and t⊥ = −t0, the Gutzwiller projected state PG |Ψ0(hσ, hτ, t0, t‖, t⊥)〉 gives rise to the
exact ground state (in Φy = 1 sector) of the Kitaev honeycomb modelH3 defined in Eq. (1) in the main text, where Jx = Jy = Jz
and J3 = 0.
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(a) (b)
FIG. 7. Four quasiparticle bands and four quasihole bands from the Hamiltonian HBdG defined in Eq. (19) with (a) parameters given in
Eq. (20a) and (b) parameters given in Eq. (20b). The Chern numbers from the lowest band to the highest band are (a) {1, 0, 0, 0, 0, 0, 0,−1} and
(b) {1, 0, 0,−1, 1, 0, 0,−1}, respectively. Thus, the total Chern number, given by the summation over the Chern numbers of all the quasihole
bands, reads (a) C = 1 and (b) C = 0.
A typical partially polarized state with Chern number C = 1 [state (2)] is given by the following set of parameters:
hσ = −0.341, hτ = 0.288, t0 = −0.588, t‖ = 0.622, t⊥ = 0.518, (20a)
while a typical fully polarized state with Chern number C = 0 [state (3)] is given by another set of parameters:
hσ = −0.355, hτ = 0.276, t0 = −0.595, t‖ = 0.609, t⊥ = 0.524, (20b)
The corresponding quasiparticle and quasihole band structures for Eqs. (20a) and (20b) are illustrated in Figs. 7(a) and (b),
respectively.
For carrying out the MPO-MPS procedure, the bond dimension D˜ = 1400 is chosen for an Lx × Ly = 10 × 4 cylinder, which
gives rise to truncation errors trunc ∼ 0.12 for state (2) and trunc ∼ 0.09 for state (3).
(a) (b)
FIG. 8. (a) Four spinon bands with a spinon Fermi surface from Hamiltonian HU1 defined in Eq. (21) with parameters given in Eq. (22). (b)
The corresponding spinon Fermi surfaces. There are one electron pocket around (0, 0) and two hole pockets around (pi, pi).
(4) U(1) spin liquid state with a spinon Fermi surface. This class of states is introduced in Ref. [24] and is labeled as
U1Ak=0 quantum spin liquid state[24] in accordance with the projective symmetry group analysis[43–45]. The corresponding
12
unprojected ground state |Ψ0〉 is given by a quadratic Hamiltonian as follows:
HU1 =
∑
r
{
α†r
[
− h
8
√
3
(σx + σy + σz) − µσ0
]
αr + β
†
r
[
− h
8
√
3
(σx + σy + σz) − µσ0
]
βr
}
−
∑
r
[
α†r(s3σ
0 + tx0σ
x + ty0σ
y + ty0σ
z)βr + α
†
r+xˆ(s3σ
0 + ty0σ
x + tx0σ
y + ty0σ
z)βr + α
†
r+yˆ(s3σ
0 + ty0σ
x + ty0σ
y + tx0σ
z)βr + h.c.
]
−
∑
r
{(
α†r+xˆ β
†
r+xˆ
) [
(s˜3σ0 − is˜0σz) ⊗ σ0 + (t˜x0σ0 − it˜x3σz) ⊗ σx + (t˜x0σ0 − it˜x3σz) ⊗ σy + (t˜z0σ0 − it˜z3σz) ⊗ σz
] ( αr
βr
)
+ h.c.
}
−
∑
r
{(
α†r+yˆ β
†
r+yˆ
) [
(s˜3σ0 − is˜0σz) ⊗ σ0 + (t˜x0σ0 − it˜x3σz) ⊗ σx + (t˜z0σ0 − it˜z3σz) ⊗ σy + (t˜x0σ0 − it˜x3σz) ⊗ σz
] ( αr
βr
)
+ h.c.
}
−
∑
r
{(
α†r+xˆ−yˆ β
†
r+xˆ−yˆ
) [
(s˜3σ0 − is˜0σz) ⊗ σ0 + (t˜z0σ0 − it˜z3σz) ⊗ σx + (t˜x0σ0 − it˜x3σz) ⊗ σy + (t˜x0σ0 − it˜x3σz) ⊗ σz
] ( αr
βr
)
+ h.c.
}
,
(21)
where real numbers {s3, tx0, ty0} and {s˜0, s˜3, t˜x0, t˜x3, , t˜z0, t˜z3} are mean-field couplings on nearest neighbor (NN) and next NN bonds,
respectively. Notice that the geometry of the honeycomb lattice and, thereby, the Hamiltonian HU1 in Eq. (21) are different from
those used in Ref. [24] by a global pi/3 rotation.
A typical U(1) spin liquid state with a spinon Fermi surface [state (4)] is obtained by the following set of parameters:
h = −0.188, µ = −0.1832, s3 = −0.02373, tx0 = −0.02373, ty0 = −0.00415,
s˜0 = −0.00018, s˜3 = 0.0018, t˜x0 = 0, t˜x3 = −0.000102, t˜z0 = 0, t˜z3 = −0.000102.
(22)
Note that the parameter h in Ref. [24] reads 0.188, but the actual value of h which is utilized for practical calculations should
be −0.188. The corresponding band structures for Eq. (22) are illustrated in Fig. 8. In the MPO-MPS procedure, the bond
dimension is chosen to be D˜ = 800 for an Lx × Ly = 10 × 4 cylinder, which gives rise to a truncation error trunc ∼ 0.01.
