Research Significance
This research leads to several significant findings: 1) information about hydraulic conductivity (K) embedded in head and flux measurements at the same location during hydraulic tomography (HT) are non-redundant; 2) joint interpretations of these measurements yield superior estimates of K heterogeneity, even when prior layering information is included;
3) as flux measurements are included in additional to head data in HT analysis, the estimates are less prone to uncertainty of prior information required in the analysis.
Index Terms:
1829 Groundwater hydrology INTRODUCTION Detailed characterization of the spatial distribution of hydraulic properties of aquifers is crucial for high resolution prediction of water and solute movement in the subsurface [Yeh, 1992; Yeh et al., 1995a Yeh et al., , 1995b Mccarthy et al., 1996; Mas-Pla et al., 1997] . Traditional pumping tests and analysis yield either ambiguously averaged and scenario-dependent effective hydraulic parameters for equivalent homogeneous aquifers [Wu et al., 2005; Straface et al., 2007; Wen et al., 2010] , or scenario-dependent distributed effective parameter fields that could vary with pumping locations (see Huang et al. [2011] and Wen et al . [2010] ). As a consequence, results from traditional analysis can only be used as a first-cut approach for aquifer characterization [Yeh, 1992] . To minimize the impact of these problems, hydraulic tomography (HT) has been developed over the past two decades.
While the HT concept had been proposed earlier [e.g., Gottlieb and Dietrich, 1995; Vasco et al., 1997; Butler et al., 1999] , after the 3-D work by Yeh and Liu [2000] and Zhu and Yeh [2005] , HT has emerged as a subject of active theoretical, laboratory, and field research to characterize the spatial distributions of hydraulic parameters at a higher level of detail (e.g. Yeh and Liu [2000] ; Bohling et al. [2002; ; Liu et al. [2002] ; Brauchler et al. [2003 Brauchler et al. [ , 2011 Brauchler et al. [ , 2013 ; Li et al. [2005 Li et al. [ , 2008 ; Li and Cirpka [2006] ; Yeh [2005, 2006] ; Illman et al. [2007 Illman et al. [ , 2008 Illman et al. [ , 2009 Illman et al. [ , 2015 ; Liu et al. [2007; ; Straface et al. [2007] ; Kuhlman et al. [2008] ; Ni and Yeh [2008] ; Cardiff et al. [2009 Cardiff et al. [ , 2013b ; Castagna and Bellin [2009] ; Xiang et al. [2009] ; Berg and Illman [2011 ; Cardiff and Barrash [2011] ; Huang et al. [2011] ; Liu and Kitanidis [2011] ; Sharmeen et al. [2012] ; Jiménez et al. [2013] , Hochstetler et al. [2015] and Zhao et al. [2015] ). In particular, Cardiff and Barrash [2011] provide a summary of all peer-reviewed HT studies (1D/2D/3D).
These past research efforts have demonstrated that HT is a cost-effective, highresolution aquifer characterization method. Specifically, these studies have consistently demonstrated that transient HT can identify not only the pattern of the heterogeneous hydraulic conductivity (K), but also the variation of specific storage (S s ) (see Yeh [2005, 2006] ; Liu et al. [2007] ; Xiang et al., [2009] in particular). More importantly, it is also shown that the hydraulic property fields estimated by HT can lead to better predictions of flow and solute transport processes than conventional characterization approaches [Ni et al., 2009; Illman et al., 2010 Illman et al., , 2012 .
While HT is a relatively mature technology for characterizing aquifers, there remains room for improvement. HT's cost-effectiveness stems from collecting non-redundant information from a limited number of wells Yeh et al., 2008 Yeh et al., , 2014 Huang et al., 2011; Sun et al., 2013] . New approaches that collect additional non-redundant information at the wells used by HT experiments (i.e. without using new observation locations) would be the most appealing. For example, Lavenue and de Marsily [2001] analyze sinusoidal pumping tests conducted in a tomographic survey fashion in a fractured dolomite of the Rustler Formation within the Delaware Basin in southeastern New Mexico to characterize the K field in the Culebra Dolomite Formation. Cardiff et al. [2013a] promote the advantages of oscillatory hydraulic tomography for characterizing groundwater remediation sites.
The fusion of different types of surveys (geophysical or tracer data), which may carry some non-redundant information about heterogeneity, offers another possible suite of approaches to address this issue. Nonetheless, recent studies have demonstrated that they can only provide some limited improvements, which can be attributed to additional uncertainty in the relationships between K and other physical attributes of other surveys (such as spatial variability of Archie's law, which links electrical resistivity to moisture content [see , and solute transport properties of tracers).
An alternative approach to improve the resolution of HT is to jointly invert steadystate depth-averaged drawdown HT data and the vertical profile of relative hydraulic conductivities based on prior flowmeter tests along fully screened observation wells (i.e., Li et al. [2008] ). In other words, this particular approach overcomes the limitation of the depthaveraged head measurements at fully-screened observation wells by incorporating prior knowledge of vertical relative hydraulic conductivity variations from borehole flowmeter profiles. Li et al. [2008] report that such a joint inversion allow them to derive 3-D heterogeneity even though the observation wells are fully-screened.
More recently, Yeh et al. [2011 Yeh et al. [ , 2015a Yeh et al. [ , 2015b and Mao et al. [2013b] discuss the necessary conditions for the inverse problems to be well-defined and advocate the importance of having K or flux measurements around the the perimeter of the pumping experiment field site. They are essential to constrain the inverse problems for the estimation of K and S s values, such that the problems are well defined.
In addition, many existing monitoring wells in the field are fully screened and packed with gravel over a long interval. Head measurements at these wells represent some averaged head values over the interval, and they do not carry significant information about vertical aquifer heterogeneity [e.g. Li et al., 2008] . To overcome this problem, flux measurements along the well screen during HT surveys may offer a possible solution. This approach collects flux data along observation wells induced by the pumping of the HT survey, rather than the independently pumping at observation wells as in Li et al [2008] .
Following this school of thought, Zha et al. [2014] develop a new approach that incorporates the flux measurements in HT analysis; and this new approach is then applied to 2-D synthetic fractured rocks. They show that inclusion of flux measurements could lead to significant improvements in the estimates of fracture conductivity and fracture distribution if a large number of measurements are available. Their study confirms the necessary conditions that are discussed by Yeh et al. [2011 Yeh et al. [ , 2015a Yeh et al. [ , 2015b and Mao et al. [2013b] . Nevertheless, such benefits of flux measurements in more continuous 3-D porous media and impacts of prior information used in HT analysis need to be explored.
The objective of this paper, therefore, is to investigate the improvements of hydraulic conductivity (K) estimates based on a joint interpretation of head and flux measurements during HT tests in a 3-D non-stationary heterogeneous aquifer, as well as to study the influence of prior information on these improvements. We first start with a brief description of the Simultaneous Successive Linear Estimator (SimSLE) method for HT analysis using both head and flux measurements in section 3.1. Then, we discuss in section 3.2 the associated cross-correlation analysis, which is used to explain the information about heterogeneity carried by head or flux measurements. This is followed by a description of the setup for numerical experiments (section 4.1). In section 4.2, we show results from threedimensional cross-correlation analysis between K and head and that between K and flux. We then conduct HT inversions in section 4.3 with and without flux conditioning on the synthetic K field and examine the effects of prior mean, correlation lengths, and uncertainty in prior models on the benefits of flux conditioning. Results from these experiments and their relevance to field applications are then discussed (section 5). In section 6, we summarize our findings and provide recommendations for conducting HT survey and analysis.
METHODS

Simultaneous Successive Linear Estimator (SimSLE)
For the HT analysis in this study, we adopt the steady-state HT technique with flux conditioning developed by Zha et al. [2014] , which is based on the SimSLE (Simultaneous SLE) algorithm [Xiang et al., 2009] . The SimSLE approach is basically the same as the SLE (successive linear estimator) developed by Yeh and colleagues Zhang and Yeh, 1997; Hughson and Yeh, 2000; Yeh and Liu, 2000; Zhu and Yeh, 2005; Yeh and Zhu, 2007] , with the extension that it simultaneously considers the observations from multiple pumping/injection events. SLE conceptualizes the natural logarithm of hydraulic conductivity (lnK=F) as a spatial stochastic process, characterized by prior information (i.e., mean, variance, and spatial correlation function). It assumes that the correlation function is an exponential correlation function with correlation scales x λ and y λ in the horizontal directions, and z λ , in the vertical direction. Similarly, head (H), and the magnitude of flux (q), are also treated as spatial stochastic processes. These stochastic processes can be expressed as the sum of the unconditional mean and the unconditional perturbation (i.e., ( )
x , and ( ) The ensemble mean equation is a combination of Darcy's law and mass conservation in a continuum:
subject to the boundary conditions
In the above equations, (2) is discretized into N elements, such that the parameter K field is written as a vector f (N×1) and in turn, <F(x)>. Equations (1) and (2) We then employ a stochastic linear estimator (Eq. 3) to improve the unconditional mean ln K(x) by using observed data set. Since the relationship between parameter K and head is nonlinear, a successive iteration scheme ] is adopted here to fully exploit the information about K conveyed in the head data sets. That is,
In Eq. [ ] 
J is the sensitivity (or Jacobian) matrix for the observed data with respect to f using the set of estimated parameters at the r-th iteration. At r = 0, the covariance matrix for parameters ff ε is unconditional and is essentially the spatial covariance matrix ff R . It can be obtained using a user-specified covariance function. In the subsequent iterations, the covariance matrices become conditional (or residual) covariance given the observations and are updated to reflect the successive improvements in the estimates:
Mathematically, this updating procedure is similar to that in the Kalman filter algorithm Schöniger et al., 2012] as new information is included. However, this update is applied to reflect the change in cross-correlation between head and parameters due to improved conditional mean parameters during each iteration. The adjoint sensitivity formulation for SimSLE used in this work can be found in Zha et al. [2014] .
Cross-correlation Analysis Formulation
Cross-correlation analysis is a weighted sensitivity analysis casted into a stochastic framework [Mao et al., 2013a] . It determines the relative impact of each parameter with respect to others in time and space on the observed heads according to uncertainty or spatial variability of each parameter. The cross-correlation matrix can be obtained by:
Each row of the cross-correlation matrix df ρ defines the fractional contribution from the uncertainty of data at the given observation location, which are carried forward to parameter estimation uncertainty of each element in a geostatistical sense. Since this crosscorrelation analysis is conducted without conditioning on any data, ff ε is replaced by its unconditional counterpart ff R . Consequently, df ε and dd ε are determined by ff R and the unconditional mean K. With a given mean K, a pumping rate, and boundary conditions, these cross-covariances are evaluated numerically using the first-order analysis discussed earlier.
The above cross-correlation analysis in heterogeneous aquifers is similar to the sensitivity analysis by Oliver [1993] but it adopts the stochastic or geostatistics concept. In particular, the cross-correlation analysis considers the variance (spatial variability) of the parameter and its spatial correlation structure (covariance function of the parameter) in addition to the most likely flow field considered in the sensitivity analysis. Physically, the correlation structure represents the average dimensions of aquifer heterogeneity. The crosscorrelation in essence represents the statistical relationship of spatial variability (or uncertainty) of a given parameter (K) at any location and the variability (or uncertainty) of head or flux at an observation location in the aquifer. Therefore, if the cross-correlation pattern between an observed head at a location and K everywhere is different from that between an observed flux at the same location and K, then the head and flux carry non-redundant information about K distribution in the aquifer. Inclusion of these different data sets will be useful for HT analysis.
The above cross-correlation analysis is also similar to the interpolation splines used
by Kitanidis [1998] , Snodgrass and Kitanidis [1998], and Fienen et al. [2008] . Note that the cross-correlation is the foundation of the cokriging approach [e.g. Kitanidis and Vomvoris, 1983; Hoeksema and Kitanidis, 1984; Yeh et al., 1995b; Yeh and Zhang, 1996; Li and Yeh, 1999] , the nonlinear geostatistical inverse approach [e.g. Kitanidis, 1995; Zhang and Yeh, 1997; Hanna and Yeh, 1998; Yeh, 1998, 1999; Hughson and Yeh, 2000] , the HT inverse model [e.g. Yeh and Liu, 2000; Zhu and Yeh, 2005] , and the geostatistical inverse modeling of electrical resistivity tomography .
NUMERICAL EXPERIMENTS
Experimental Setup
The synthetic aquifer that is used for the following numerical experiments is 45 m in length, 45 m in width and 18 m in depth ( Figure 1a ). The well configuration and design are identical to those at the North Campus Research Site (NCRS) in Waterloo, Ontario, Canada [Berg and Illman, 2011] .
Results from the analysis herein may help in the assessment of previous field The overall mean is -1.2584, while the overall variance is 3.0724. Notice that layer 2 is a highly permeable layer with very small variability, and layer 4 is also a layer of high permeability but high variability.
After generating the random K field with these spatial statistics, steady-state responses of the aquifer under a HT survey are simulated. The HT survey uses the same set of pumping rates and locations as Berg and Illman [2011] . During each pumping test, head (H) and flux data are collected at 44-46 observation ports (see Figure 1b) . The pumping and observation locations are the same as Berg and Illman [2011] , which are listed in supplementary information Table S1 , while the pumping rates are in Table S2 . The HT experiment is designed in such a way in order to guide the field experiments at NCRS.
Cross-correlation Analysis
For flux measurements to improve HT estimates, they must possess additional and non-redundant information on K heterogeneity to that provided in head measurements collected at the same location. This non-redundancy of the flux data can be demonstrated by comparing the cross-correlations between the flux magnitude at a location and K everywhere in the aquifer ( qf ρ ), and that between H and K ( Hf ρ ).
In order to investigate these cross-correlations, we used a pumping-observation well couplet in the synthetic aquifers with the same boundary conditions as discussed in previous Figures 3a and 3b show the cross-correlations for a uniform assumed mean K. In Figure 3a , the cross-correlation between head and K is the highest upstream of PW near the left boundary and upstream of OW near the right boundary. As shown in Figure 3b , the crosscorrelation between flux and K is the highest at OW and decreases concentrically away from it according to the correlation scales in the horizontal plane. We repeat the cross-correlation and z are assumed to be 10 m, 10m, and 2.5 m respectively, and the variance of lnK for all layers is 0.1. When comparing Figure 3e with 3a, and Figure 3f with 3b, we notice the magnitude of cross-correlation becomes higher at elevations near to that of PW and OW, while it becomes smaller near the top and bottom of the domain. We attribute such behavior to the fact that the two wells are located in the same highly permeable layer, which suggests flow is predominately parallel to the layer boundaries.
We also repeat the cross-correlation analysis by moving the OW down to 4 m. The head and K cross-correlation (Figure 3g ) changes slightly but high cross-correlation areas remain in the high permeability zone, even though the OW is at the low permeability zone.
The flux and K cross-correlation (Figure 3h ), however, drops to close to zero everywhere.
Such behaviors suggest that the flux measurements carry information highly pertinent to the connectivity between pumping location and observation location. This finding corroborates the work by Zha et al. [2014] , which demonstrates that flux measurements can enhance mapping of fractures significantly. The above finding also has important implications to the HT estimates of the layered system in next section.
HT ANALYSIS
In this section, we discuss the use of simulated head data or both head and flux data from the numerical experiments and SimSLE to estimate the reference K field (Figure 2) , with different types of prior information. The aim of this analysis is to evaluate the relative importance of observed data (head or head and flux) and prior information required by SimSLE and other geostatistically based models.
Prior Information Cases
The prior information for SimSLE consists of a mean and a covariance function. The covariance function is a statistical representation of the average shape of the heterogeneous field to be estimated. The covariance function comprises variance, autocorrelation function, and spatial correlation scales, λ x, λ y , and, λ z in x, y, and z directions, respectively, of the parameter field. These correlation scales are analogous to the average dimensions (i.e., length, thickness, and width) of the heterogeneity in the entire domain. For mathematical convenience, the autocorrelation function is commonly assumed to be an exponential function. For this non-stationary reference K field, we will consider two approaches to the prior information: in Case 1, we treat the K field to be estimated as a stationary random field, with a uniform mean; and in Case 2, we treat it as a nonstationary random field with distributed means.
Case 1a and Case 1b
Two scenarios are considered in Case 1. A geostatistical inversion generally starts with a uniform mean model-the field is taken to be homogeneous before it is conditioned on measurements to estimate perturbation of parameters about the mean. This represents the case in which we have no knowledge about the presence of site-specific geologic structure(s) or trend of K in a field site. With a given mean value of the entire K field, we derive the estimates from HT data in Case 1a, assuming short horizontal correlation scales (i.e., λ x = λ y = 10 m, λ z = 2.5 m), i.e., we underestimate the true correlation scales of the entire domain. In
Case 1b, we assume long horizontal correlation scales (i.e., λ x = λ y = 50 m, λ z = 2.5 m) to represent our prior knowledge about the stratified reference K field.
Case 2
Case 2 also considers several possible scenarios (Cases 2a, 2b, 2c, and 2d). In practice, geologic cross-sections based on well logs or geophysical surveys can reveal some layering structures in an aquifer. This information can serve as our prior knowledge about the site-specific distribution of mean K values (e.g., a layer of coarse sand overlying a layer of silty clay sand or vice versa) at a site. As a consequence, in Case 2a, we assume that the prior distributed model has perfect information about the layering. That is, it consists of the 5 zones identical to that used in the reference field generation. Each of the zones is homogeneous with a known mean K value identical to that of the corresponding layer in the reference K field.
In Case 2b, we examine the effects of imprecise prior information on layer boundaries, while the mean for each layer is known exactly. That is, we repeat the runs for the distributed mean K field using a "smoothed" layered initial guesses, rather than precise ones as in Case For all scenarios in Case 2 (i.e., 2a-d), we also examine effects of both small horizontal correlation scales (i.e., λ x = λ y = 10 m, λ z = 2.5 m) and large horizontal correlation scales (i.e., λ x = λ y = 50 m, λ z = 2.5 m). Generally, since large-scale geologic structures have already been depicted by the distributed means, using a smaller horizontal correlation scales should facilitate characterization of small-scale heterogeneity within layers [Ye et al., 2005] .
Performance Metrics
To evaluate the HT estimates with either head or both head and flux data with 
where N is the total element of the model, i indicates the element number, i K * is the estimated K value for the i-th element, and i K is the true K value of the i-th element.
In general, the smaller values for L 1 and L 2 are, the better the estimates are; the closer the slope of the linear regression line to 1 and the intercept to 0, the better the estimates are.
Similarly, if R 2 value is close to 1, the estimate is considered to be better.
Results
Performance metrics for results of all cases and scenarios using head and head/flux data are listed in Table 1 . For clarity, we will discuss only selected cases and scenarios below.
Head Inversion
Figure 4 On the other hand, when the long correlation scales and uniform mean are used as the prior information, the bias and errors of the estimates both drop drastically (Figure 4d ). This reduction in bias is clearly reflected in all performance metrics. In particular, the L 2 drops from 3.893 to 2.517 for interior points and from 3.961 to 2.884 overall. The use of the long correlation scales as prior information in essence permits SimSLE to closely reproduce the head field in the layered medium, such that the final estimated field is more layer-like ( Figure   4c ). However, the estimates still cannot capture the true variability of the reference field, as manifested by the large envelope of spread of both the overall and interior scatter points. In particular, the shape of the high permeability layer 4 is not clearly identified.
When a distributed mean is used alongside with the assumed short correlation lengths as prior, the K estimates from head inversion improve greatly (Figure 4f ), while the bias and error of the estimates reduce remarkably. The layering, as expected, is better recovered given the correct distributed prior (Figure 4e ). That in turn has helped local features within the well field to be better reproduced. Head inversion results from using noisy distributed mean prior models (Case 2b-d) with short horizontal correlation scales are illustrated in Figure S2 of the supporting information section.
Head-and-flux Inversion
We next examine the effects of prior information on the estimates when both head and flux data are used ( Figure 5 ). Figures 5a and 5b are the contour map and the associated scatter plot, respectively, of estimates from using uniform mean and short correlation lengths as prior (as in Case 1a). The same plots for estimates from using the same uniform mean and long correlation lengths (as in Case 1b) are shown in Figures 5c and 5d . Similarly, Figure 5e and 5f illustrate those based on the precise distributed mean and short correlation lengths (as in Case 2a).
When the uniform mean with the long correlation lengths are used, the estimates in the whole domain as well as the interior of the well field are less biased in Figure 5d than those in Figure 5b . This reduction in bias is well manifested when the slopes and intercepts of the blue dashed lines and red solid lines in the scatterplots are compared. The L 2 also drops from 1.252 to 1.061 for interior points and from 2.697 to 1.964 for overall. Notice that the scattering of the red points in both Figures 5b and 5d appears to be satisfactory. However, the large scatter envelop of the blue points in Figure 5d , seems to indicate that much of the smallscale variability outside the well field remains undetermined when long correlation scales are used.
According to the contour plots of the estimates in Figures 5a and 5c , the head-andflux inversion with a uniform mean and short or long horizontal correlation scales as prior generally resolves the layering features of the non-stationary reference K field. However, assuming short correlation lengths leads to estimates with too many lenses ( Figure 5a ) and assuming long ones overestimates the lateral extents of the high permeability zones ( Figure   5c ). These anomalies disappear when correct distributed means and short horizontal correlation scales are used as the prior (see Figure 5e ). That is, using these as the prior, the inverse model yields an estimated field that faithfully represents the mixture of lenses and layers in the reference field. Head-and-flux inversion results from using noisy distributed mean prior models with short horizontal correlation scales (Case 2b-d) are reported in Figure   S3 of the supporting material section.
Comparing the contour maps and scatter plots of head inversion estimates (Figures 4a   through 4f ) with head-and-flux inversion estimates (Figures 5a through 5f ), we observe that flux conditioning improves estimates in all prior information cases considered. Specifically, according to the contour maps (Figures 4a, 4c , 4e, 5a, 5c, and 5e), estimates from head-andflux inversion better delineate layers and depict more details within layers of the reference field, especially in the cases where the uniform prior K field is used. The improvement is not limited to areas within the well field-flux conditioning also improves estimates near the domain boundaries even when small correlation lengths are assumed ( Figure 4a and Figure   5a ). When a uniform K is the prior mean, scatter plots reveal that the spread and the bias of the estimates based on head and flux data (Figures 5b and 5d ) are significantly smaller than those based on both head data alone (Figures 4b and 4d ). When distributed means are the prior, the improvements due to additional flux data on the estimates are less obvious ( Figures   4f and 5f ). This is likely due to the particular reference K field used, in which the highest permeability layer (layer 2) is nearly uniform (variance of lnK = 0.1). Because of its low variability, the benefits of specifying its correct prior mean outweigh the benefits of flux information. We note that, however, the above may not be true for high variability layers such as layer 4, which has variance of lnK= 4.0.
Results of flux and head conditioning for the layered system, created with uniform mean and large statistical anisotropy ratios ( Figure S4 in supporting material section and Tso [2015] ), also corroborate the aforementioned results. In this case, the domain is identical to that of the reference field in Figure 2 but its reference K field has a mean lnK of -1.384 and a variance of 3.0. The horizontal and vertical correlation lengths are 50 m and 10 m, respectively. As shown in Figure S4a , this is also a layered case but is more stratified than the reference field in Figure 2 . Using a uniform mean and long horizontal correlation scales, the head-and-flux inversion estimates ( Figure S4d ) reveal fine layers more sharply than those from head inversion ( Figure S4b ). It also better portrait the low-K zone beneath at the bottom of the domain. The scatter plots also show that the estimates from head-and-flux inversion are less biased ( Figure S4e vs. Figure S4c ).
To In these bar charts, the metrics for the overall estimates are in blue, while those for the interior estimates are in red.
It is apparent from these bar charts that the estimates from using distributed means with short correlation scales as prior information are superior to those from using uniform mean, regardless of using head measurements or both head and flux. For overall performance metrics, the estimates from using the correct distributed mean values, short correlation scales, in conjunction with both head and flux measurements are the best among all estimates. That is to say, the prior knowledge of the site-specific geologic structures can play an important role in the analysis of an HT survey, at least, in the case of this study.
Nevertheless, flux measurements in addition to head data collected at the same locations unequivocally improve the estimates in all cases and scenarios (even in Case 2a, where exact distributed means and layer boundaries were used). The improvements are particularly prominent in estimates for within the well field, as indicated by the red bars.
Effects of additional flux data on the estimates are even more noticeable in the cases where uniform prior mean K is used (Case 1a-b). For instance, the slope of the scatter plot for the interior estimates in Case 1b jumps from 0.434 to 0.722 (Figures 7a and Figure 7b ) after the inclusion of the flux data.
Our findings have substantiated the results of the cross-correlation analysis, which
show that 1) flux data carry non-redundant information about heterogeneity in comparison with head data, and 2) this information reflects the connectivity between the pumping location and the observation location and in turn, the layering or geologic structures. These benefits of flux measurements on structures are also evident in the case shown in Figure S4 , where the formation is not perfectly stratified. These benefits are even more distinct for HT analysis in fractured rocks for mapping discrete fractures, reported in the study by .
Importance of inclusion of flux measurements is also apparent in the cases (Cases 2b, 2c, and 2d) in which the incorrect prior distributed means or smoothed layer boundaries are assumed. The improvement from the addition of flux is particularly prominent for estimates within the well field, as indicated by the red bars. We also notice that the improvements due to the addition of flux conditioning is more prominent when the prior distributed model is noisier (i.e. the improvement in Case 2d is the greatest, followed by Case 2b-c). Our observations are consistent with the fact that flux in addition to head measurements is critical to yield better estimated K values, as pointed out by Yeh et al. [2011 Yeh et al. [ , 2015a Yeh et al. [ , and 2015b as well as Mao et al. [2013] . Again, we emphasize that our discussion on Cases 2a-d here only considers the use of short horizontal correlation lengths, which yield better results than when they are repeated using long ones.
While the measurement of groundwater flux is far from common practice for aquifer testing and monitoring, its importance has long been recognized [e.g. Dagan, 1989] . In groundwater remediation, there has been a growing interest on predicting flux fields, as mass flux has become an important metric to evaluate remediation effort [ITRC, 2010; Suthersan et al., 2010] .
In reality, numerous methods have been developed over the past few decades for flux measurements in a borehole. Among them, the simplest one is the point dilution method [Drost et al., 1968] , which is well documented in many textbooks. More advanced methods commonly involves the release of colloids [Kearl, 1997] , heat [Melville et al., 1985] , or tracer [Palmer, 1993] . The rate at which they dissipate is used to estimate groundwater velocity at the well. Other borehole methods utilize Doppler shift of waves [Momii et al., 1993; Wilson et al., 2001] . To resolve flow variations along a wellbore, spinner log or electronic borehole flowmeter profiling [Molz et al., 1989; Young and Pearson, 1995] are widely used.
In-situ methods are immune from wellbore effects and outperform borehole methods when measuring both magnitude and direction of groundwater velocity. They are more common for shallow, unconsolidated environments [Berg and Gillham, 2010; Kempf et al., 2013] . Small equipment that consists of a tracer or heat release port and several sensors are buried underground and they measure the arrival time of tracer or heated fluid at sensors within the equipment [Ballard, 1996; Labaky et al., 2007 Labaky et al., , 2009 Devlin et al., 2012] .
Lastly, our study certainly is not conclusive and definitive for any real-world problems since it tests the joint interpretation algorithm with a single realization of a synthetic layered heterogeneous random field, without including all possible sources of noise and other influences. Nevertheless, this study brings forth a new way to collect nonredundant data using the same well facilities during an HT survey. Notice that our previous work focuses on the joint inversion of head and flux data in fractured media, where fractures are discrete. The current study examines its usefulness for HT analysis in a porous medium, which is more "continuous" and contains large-scale structures (i.e., stratifications). Effects of flux measurements in addition to head data does not appear to be as substantial as in the study by Zha et al. [2014] since the prior distributed means specify the large-scale connectivity or stratifications. Nevertheless, as we have demonstrated, the flux measurements are still useful to improve the resolution of the estimates by HT analysis even if correct layering structures and layer means are known exactly. These results are consistent with the necessary conditions for inverse problems that Yeh et al. [2011 Yeh et al. [ , 2015a Yeh et al. [ , 2015b and Mao et al. [2013b] have advocated.
SUMMARY AND CONCLUSION
In this paper, using cross-correlation analysis, we first demonstrate that flux measurements at observation locations during HT surveys carry non-redundant information about heterogeneity that are complementary to head measurements at the same locations.
That is, a joint interpretation of head and flux data, even if they are collected at the same locations, can enhance the resolution of the HT estimates. We then examine the impacts of prior information such as correlation lengths, and initial mean models (uniform or distributed means) on the HT estimates of a nonstationary field, using either head or both head and flux data. The results of the analysis are summarized below.
When a homogeneous initial K model is assumed for HT analysis of a non-stationary K field, head-and-flux inversion provide superior estimates to the inversion based on head data only, independent of initial guess correlation scales. This result is attributed to the fact that flux data in addition to head data provide sufficient information about multi-scale heterogeneity structures. On the contrary, if a distributed mean K model is assumed, improvements due to the flux data in addition to head data are not as prominent. We attribute this to the fact the distributed mean model has already captured layer characteristics of the field. With small initial correlation scales, the head-and-flux inversion then improves its interior estimates, indicating flux data can refine the estimates of heterogeneity at sub-layer scales.
When noisy distributed prior K models are used, the estimates slightly deteriorate but they are still superior to cases where homogeneous models are used. Also, head-and-flux inversion still generally outperforms head inversion.
In conclusion, we find that head data and flux data are complementary to each other as advocated by Yeh et al. [2011 Yeh et al. [ , 2015a Yeh et al. [ , and 2015b and Mao et al. [2013b] . Therefore, using flux measurements in HT analysis can improve the estimates of HT. Moreover, head-and-flux inversion estimates are found to be less impacted by the choice of different prior models.
While prior information (such as uniform mean or layered means, correlation scales) could be useful, its influence on the estimates reduces as more non-redundant data (i.e. flux) are used in the HT analysis (see Yeh and Liu, [2000] ). 
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