Abstract-GaAs/AlGaAs multiple quantum well (MQW) avalanche photodiodes (APD's) are of interest as an ultra-low noise image capture mechanism for high-definition systems. Since literally millions of these devices must be fabricated for imaging arrays, it is critical to evaluate potential performance variations of individual devices in light of the realities of semiconductor manufacturing. Specifically, even in a defect-free manufacturing environment, random variations in the fabrication process will lead to varying levels of device performance. Accurate device performance prediction requires precise characterization of these variations. This paper presents a systematic methodology for modeling the parametric performance of GaAs MQW APD's. The approach described requires a model of the probability distribution of each of the relevant process variables, as well as a second model to account for the correlation between this measured process data and device performance metrics. The availability of these models enables the computation of the joint probability density function required for predicting performance using the Jacobian transformation method. The resulting density function can then be numerically integrated to determine parametric yield. Since they have demonstrated the capability of highly accurate function approximation and mapping of complex, nonlinear data sets, neural networks are proposed as the preferred tool for generating the models described above. In applying this methodology to MQW APD's, it is shown that using a small number of test devices with varying active diameters, barrier and well widths, and doping concentrations enables prediction of the expected performance variation of APD gain and noise in larger populations of devices. This approach compares favorably with Monte Carlo techniques and allows device yield prediction prior to high volume manufacturing in order to evaluate the impact of both design decisions and process capability.
Parametric Manufacturing Yield Modeling of GaAs/AlGaAs Multiple Quantum Well Avalanche Photodiodes I. INTRODUCTION G aAs/AlGaAs multiple quantum well (MQW) avalanche photodiodes (APD's) are of interest as an ultra-low noise image capture mechanism for high-definition systems [1] . In this application, the image capture stage must have sufficient optical gain to enable very sensitive light detection, but at the same time, the gain derived during detection must not contribute additional noise. Since literally millions of these devices must be fabricated for imaging arrays, it is critical to evaluate potential performance variations of individual devices in light of the realities of semiconductor manufacturing.
Specifically, even in a defect-free manufacturing environment, random variations in the fabrication process will lead to varying levels of device performance. These manufacturing variations result from the fluctuation of various physical parameters (i.e., doping concentration, layer thickness, etc.), which in turn manifest themselves as variations in device performance metrics (such as gain or noise).
This is due to the fact that these fluctuations influence the statistical distributions of device model parameters, which results in statistically varying performance characteristics in finished integrated circuits. Although small process fluctuations may not always cause catastrophic failures, they often prevent systems from meeting certain specifications. IC's are often categorized (or priced) according to specific performance criteria, and these criteria are directly influenced by variations in individual device parameters (such as gain or noise in an avalanche photodiode). It is therefore crucial for circuit and device designers, as well as manufacturers, to account for statistical variations early in the design level, thereby aiding in production scheduling and planning. This paper presents a systematic methodology for modeling the parametric performance of GaAs MQW APD's. The approach described first requires a model which reflects the probability distribution of each of the relevant process variables. This model can be obtained directly from measured process data. A second model is then required to account for the correlation between this measured process data and device performance metrics. This can be derived either from the evaluation of analytical expressions relating process variables to performance or through device simulation. The availability of the above models enables the computation of the joint probability density function required for predicting performance using the Jacobian transformation method [2] , which converts the process variable distributions to the device performance metric distributions. The resulting density function can then be numerically integrated to determine parametric yield. Since they have demonstrated the capability of highly accurate function approximation and mapping of complex, nonlinear data sets, neural networks have been used to generate these models [3] .
This methodology can provide device designers with the ability to understand the manufacturability of various design options and enable process engineers to extrapolate the consequences of process modifications by processing a relatively small set of test structures. These capabilities will ultimately 0894-6507/99$10.00 © 1999 IEEE allow device yield prediction prior to high volume manufacturing in order to evaluate the impact of both design decisions and process capability. In applying this methodology to the MQW APD's, it is shown herein that using a small number of test devices with varying active diameters, barrier and well widths, and doping concentrations enables accurate prediction of the expected performance variation of APD gain and noise in larger populations of devices. This enables the prediction of parametric yield of gain or noise for target specification bands, as well as an analysis of the sensitivity of parametric yield to variations in the input parameter distributions.
II. APPROACH
Recently, device simulators such as ATLAS [4] have been used to predict APD performance during the design phase. These simulators rely on analytical expressions and deterministic algorithms to simulate the behavior of semiconductor devices. For example, the APD breakdown voltage, dark current, light current, and ionization rates for electrons and holes computed by ATLAS are based on nominal values of device model and manufacturing process parameters, and the effects of random parameter fluctuations are usually disregarded. This can cause a misleading interpretation of the results, since circuit behavior can be affected significantly by seemingly insignificant changes in a few critical model parameters.
It is therefore important for a designer to be able to verify the behavior of a system not only under nominal conditions, but also when appropriate changes are made to the device model parameters to reflect process fluctuations. Statistical process simulators such as FABRICS [5] have been developed to account for variations in device parameters. However, most attempts made in this direction thus far rely on Monte Carlo simulations to predict parametric yield. In Monte Carlo techniques [6] , a large number of pseudorandom sets of values for the device model parameters are generated based on the means and standard deviations extracted from electrical test data. For each set of parameters, a simulation is performed to obtain information about the behavior of the circuit, and performance distributions are then extracted from the set of simulation results. Thus, although they are currently used in many applications, Monte Carlo techniques suffer from several drawbacks.
The most obvious disadvantage of the Monte Carlo approach is that it requires large numbers of simulations and is therefore very computationally expensive. More importantly though, purely random Monte Carlo simulations typically vary each device parameter independently, and in so doing, ignore the correlated nature of device parameters. The result of this oversight is often overly pessimistic and inaccurate performance predictions. Another disadvantage of Monte Carlo simulations is that they assume a specific statistical distribution a priori in order to randomly generate sets of device and/or process parameters. In most cases, a normal distribution (with a given mean and variance) is assumed. For a mature, well-characterized fabrication process which has been used to manufacture large numbers of IC's, this assumption is acceptable. However, newly developed or highly specialized processes often exhibit nonstandard statistical behavior. Distributions of parameters from such processes as this may possess significant skew or kurtosis, or they may not even be normal at all [7] , [8] . Thus, simulation methods which attempt to account for parameter variation should not assume normally distributed data arbitrarily, but should instead more accurately reflect the statistics of the fabrication process used. This paper describes a statistical device simulation and modeling tool that will allow designers to observe and account for the effects of parameter fluctuations early in the design cycle, providing more manufacturable products. This will be accomplished by computing circuit parametric yield numerically from integrals of the form (1) where is a particular device performance characteristic (such as gain or noise) and is its probability density function (pdf).
can be derived by: 1) measuring or simulating a statistically significant sample of device parametric data; 2) using neural networks to encode the probability distributions of the measured data, obtaining the joint probability density function of all the marginal pdf's of the measured parameters; and 3) computing directly from the joint pdf using a standard mathematical transformation.
This approach has the potential to advance the state of the art in IC parametric yield prediction because of the following: 1) the possibility of the use of actual measured data, rather than mathematical models, to generate statistical device parameter density functions [9] ; 2) the innovative use of neural networks, rather than local fitting techniques, to model the density functions; and 3) the direct computation of the device performance distributions, thus avoiding slow, computationally intense, and potentially inaccurate pseudorandom techniques.
III. DEVICE DESCRIPTION
The device structure of the photodiodes investigated is shown in Fig. 1 . The devices were grown by molecular beam epitaxy in a Varian Gen-II system at the Georgia Tech Research Institute. Various APD structures, including doped-barrier, doped-well, and undoped devices have been fabricated, and these structures are all being considered as candidates for the high-definition system imaging application. The basic structure is that of a p-i-n diode where the intrinsic region is composed of the MQW superlattice structure [10] .
All APD's were composed of a 1-m Be-doped p top layer and a 1.5-m Si-doped n backside layer. The p and n contact layers are doped at a level of 10 cm . For the doped-barrier MQW APD's, the 1-to 3-m thick GaAs/AlGaAs superlattice region consists of 25 periods of 200-Å GaAs quantum wells separated by 800-Å AlGaAs barrier layers. One complete period consists of a 300-Å high-field AlGaAs region doped at 3 10 cm , the 200-Å undoped GaAs layer, and a 500-Å undoped AlGaAs layer. The devices were fabricated on 2 10 cm mesa structures with an active diameter in the range of 75-130 m using standard photolithographic techniques. Since both the p and n layers can be illuminated by removing the substrate, the device configuration allows for electron or hole injection [11] . A silicon nitride passivation coating suppresses surface leakage current and provides the device with very low dark currents.
Although electron-hole pairs created in the depletion region are quickly separated by the electric field at the junction in homostructure p-i-n photodiodes, heterostructure APD's transform an optical input signal into an electric output signal using an avalanche gain mechanism. In APD's, the avalanche gain is achieved when the incident or photogenerated free carriers obtain sufficient energy from the electric field to generate secondary free carriers by impact ionization of the valence electrons into the conduction band, leaving free holes in the valence band. Secondary carriers can then be accelerated by the electric field and generate more carriers by impact ionization of other valence electrons. The generation of electron-hole pairs and avalanche gain depend on the impact ionization rates and the electric field, and the electric field required to observe impact ionization depends on the bandgap of the material. As a result of impact ionization, a large number of electron-hole pairs are generated, and a considerably large output signal can be obtained even for relatively small input signals.
Reduction of excess noise is crucial if an APD is to detect the low power levels of input signals that result from long wavelength applications. Avalanche multiplication, however, inherently creates extra noise, which adds to the shot noise of the incident carriers. This excess noise results from fluctuation of the avalanche gain. To limit the excess noise caused by avalanche multiplication, holes and electrons must ionize at vastly different rates. Using the multiple quantum well structure, one can artificially tailor the ratio of the ionization coefficients and therefore, reduce excess noise [12] . Examples of the gain and excess noise factors for the MQW APD's investigated in this study are shown in Fig. 2 .
IV. MODELING AND SIMULATION

A. APD Simulation Using ATLAS
The APD devices in this study were only available in a very limited supply (about ten each for the doped barrier, doped well, and undoped structure). As a result, a thorough parametric study of gain and noise in these devices required other data in addition to that available directly from measurements. The objective of APD simulation therefore was to use simulated data as a supplemental aid to experimental data for understanding the effect of variations in manufacturing parameters on APD gain and noise. Accurate simulation required that measured output data first be sufficiently calibrated with the simulation tool. Simulation of APD operation was performed using the ATLAS II device simulation package [4] . This tool is useful for simulating compound semiconductor devices such as photodiodes. ATLAS II is also powerful enough to accurately simulate the multiple quantum well structure. It provides a comprehensive set of models and fully integrated features. For multiple quantum well APD simulation, two major ATLAS submodules, BLAZE and LUMINOUS, were used. BLAZE enables the simulation of devices which contain heterojunctions, and LUMINOUS supplies the capabilities required to simulate the performance of optoelectronic devices.
In the ATLAS II simulations, Newton's two-carrier method is used for solving Poisson's and the continuity equations. Impact ionization is modeled according to Selberherr [13] . Light I-V characteristics are modeled using a 1-mW/cm monochromatic light source operating at 800 nm. From this simulation tool, dark current , photo current , and impact ionization rates for electrons and holes can be calculated. The multiplication gain is then given by (2) where is the photocurrent at unity gain. The impact ionization rate ratio is defined as the ratio of the electron to hole ionization rate . To simplify the models and to reduce program execution time, the following assumptions were made regarding the simulated structures: 1) all devices have a rectangular geometric configuration; 2) only SRH and Auger recombination is considered (optical and surface recombinations are ignored); 3) the p and n contacts are perfect ohmic contacts; 4) doping imbalances in the MQW's are constant throughout the entire structure; and 5) the effect of bandgap narrowing in AlGaAs is similar to that in GaAs. Fig. 3 shows the simulation results for a ten-period, doped-well MQW APD. The simulated I-V data matches the experimental data quite well, indicating that device characterization can justifiably be performed using data simulated by ATLAS II as a supplement to experimental data. 
B. Device Modeling Using Neural Networks
The ATLAS II simulations described above have been used to generate datasets from which to build neural network models which map the variations in device diameter, doping, and barrier width to device performance. Neural network modeling can be accomplished directly using the results obtained from the ATLAS II simulator. The use of neural networks to provide this mapping was motivated by the fact that neural net models can provide an accurate and efficient alternative to using ATLAS II directly. ATLAS II simulations typically take on the order of 30 min to run, whereas neural nets trained to mimic ATLAS can provide results in fractions of a second. (The reader should note that the use of empirical modeling techniques to represent physical simulators is not unprecedented, especially in parametric yield modeling applications [14] , [15] ).
Several simulations were performed using a systematic experiment designed to achieve sufficient coverage of the input parameter space, and the results of these simulations were used to train a neural network to model gain and noise index as a function of device diameter, barrier width, and the mean and standard deviation of the barrier (or well) doping. The gain index is defined herein as the area under the plot of gain versus reverse bias up to the breakdown voltage. The noise index is defined by the electron-to-hole impact ionization rate ratio, which is closely related to the excess noise factor of MQW APD's.
1) Experimental Design:
The four input factors varied in the gain and noise characterization simulations and their respective ranges of variation are shown in Table I . These factors were selected due to their potential for variation in a manufacturing setting leading to possible impact on yield. The active diameter of an APD could vary due to photolithographic variations such as misalignment. The other three parameters (barrier width, mean doping, and doping standard deviation) are all subject to any fluctuations in the molecular beam epitaxy (MBE) system used to grow the APD superlattice. The ranges were selected to account for the variety of potential operating conditions used in device fabrication.
The choice of an appropriate experimental design to capture variation in gain and noise over these ranges is important for systematically collecting data to be used for subsequent modeling. Classical factorial designs, which are more than adequate when conducting physical experiments at extreme parameter levels, may be inappropriate for this type of computer simulation study because they are not intended to reveal the critical interior structure of the response surface [15] . In cases like this, Conover and Beckman have recommended the uniform design concept inherent in the Latin hypercube [16] . LHS is an extension of a stratified sampling procedure in which each input variable has all portions of its range represented in the design. The LHS design used in this study required 17 trials (see Table II) .
2) Neural Network Modeling: Neural networks possess the capability of learning complex relationships between groups of related parameters. Such learning capabilities are attributed to the fact that neural networks, possessing many simple parallel processing units (called "neurons"), crudely resemble the architecture of the human brain. Neurons in a network are interconnected in such a way that knowledge is stored in the weight of the connections between them.
The most popular method of training feed-forward neural networks is the error back-propagation (BP) algorithm. This algorithm has been shown to be very effective in learning arbitrary nonlinear mappings between noisy sets of input and output vectors. BP networks consist of several layers of neurons which receive, process, and transmit critical information regarding the relationships between the input parameters and corresponding responses (Fig. 4) . Each neuron contains the weighted sum of its inputs filtered by a nonlinear sigmoidal transfer function. These networks incorporate "hidden" layers of neurons which do not interact with the outside world, but assist in performing classification and feature extraction tasks on information provided by the input and output layers. Two BP neural nets have been trained to predict APD gain and noise. Inputs to the gain and noise neural network models are the parameters listed in Table I .
V. PARAMETRIC YIELD PREDICTION
A. Statistical Variation of Manufacturing Parameters
For MQW APD fabrication, a few of the relevant parameters which may vary in a typical manufacturing process include the input factors in Table I above. Usually, it is assumed that these manufacturing parameters will vary according to the normal distribution. However, this may not always be the case in reality [7] , [8] . Several commonly occurring distributions in semiconductor device fabrication are shown in Fig. 5 . These deviations from the ideal Gaussian shape can sometimes appear in IC fabrication.
The bell-shaped distribution is the standard normal distribution. Skewed, truncated, and edge-peaked distributions are asymmetric distributions which typically occur when a process specification limit exists on one side and is relatively close to the nominal value. Double-peaked and isolation-peaked distributions are bimodal patterns suggesting the presence of two overlapping Gaussian processes, resulting in a valley in the middle of the range of data. The plateau distribution is a flat-topped pattern, such as the uniform distribution, indicating multiple process conditions affecting the distribution which are yet to be sufficiently isolated. The comb distribution consists of regularly alternating high and low values of the probability density function caused by measurement errors, rounding errors, or errors in the method of grouping the data. It is important to consider each of these as possible distributions in APD fabrication in order to accurately characterize fluctuations in parametric yield.
B. Modeling the Joint Probability Density Function of Manufacturing Parameters
The histograms described above provide models of marginal pdf's for each device parameter. These marginal pdf's are related to the joint probability density function for all parameters as follows [17] : (3) where is the marginal pdf for parameter and is the joint pdf for different device parameters. In this paper, the 's are the manufacturing parameters. As an example, consider the joint pdf for two random variables. Multiple integrals of the joint pdf using (3) provide probability information along several dimensions in the same way that integrating a marginal pdf gives the probability of finding a single variable in a given interval (see Fig. 6 ).
The joint pdf can be found by determining the relative frequency of device performance along several dimensions. This can be accomplished by partitioning the device parameter space into divisions with appropriate granularity, counting the number of devices in each category, and dividing by total number of devices measured. The last step ensures that joint pdf is normalized. To illustrate this process, consider Table III , which describes a hypothetical bivariate distribution of barrier width and mean doping for a population of devices. When tabular histograms such as this are properly normalized, the resulting data can be plotted to give a surface (such as in Fig. 6 ) which approximates the form of the joint pdf. This procedure can be extended to as many dimensions as desired, and the resulting hypersurface likewise approximates the multidimensional joint pdf.
Since the exact form of the manufacturing parameter distributions is difficult to predict, the assumption of normal behavior may be incorrect. To circumvent this difficulty, neural networks are again proposed as a mechanism to encode the functional form of the overall joint parameter distribution directly from measured (or simulated) data. BP networks can be readily used to learn the mapping between manufacturing parameter values (inputs) and their corresponding relative frequency (output). In this way, the joint pdf will be encoded in the network. The validity of this approach has been demonstrated by Gibson et al. [3] , where it was shown that BP neural networks can successfully model both normal and nonnormal pdf's. In fact, for the nonnormal case, it was shown that neural nets modeled the underlying distribution with significantly greater accuracy than can be achieved using 
C. Generating Joint Densities of Functions of Several Random Variables
Once the joint pdf of the device parameters has been computed, the next step is to derive the joint pdf for functions of these parameters. For example, if the joint pdf of active diameter and barrier width is known, we would like to use this information to calculate the joint pdf of device performance characteristics such as gain or noise index, since each of these performance measures is a function of and . We will usually be interested in functions of several manufacturing parameters, but for the sake of simplicity, we will consider only two. Let us consider two sets of random variables (representing the manufacturing parameters) and (representing the performance metrics), where the 's are functions of the 's (4) The functional relationship between the manufacturing process variables and performance metrics can be expressed as (5) where and are continuous, differentiable functions. Now and can be solved in terms of and to obtain (6) where and are also continuous and differentiable. The joint pdf of random variables and , is given by [17] ( 7) where is the joint pdf of and , and is the Jacobian transformation. The Jacobian is given by the following determinant: (8) Recall that the joint pdf of the manufacturing parameters, , is available from the previously obtained neural network models of the joint parameter density.
D. Parametric Yield Calculation
Once has been calculated from (7), then the marginal densities of the device performance metrics (gain index or noise index) may be calculated as follows: (9) where and are the marginal pdf's of the performance characteristics and the numerical integration is performed using the trapezoid rule. The parametric yield of the circuit with respect to a given performance measure is then derived from the marginal pdf's as PY (10) where and represent the limits of integration surrounding regions of interest and PY provides the probability of the device satisfying a particular performance criterion. To evaluate this integral numerically, the interval is divided into distinct segments. Using this methodology, the parametric yield of gain or noise can be predicted based on the variation of the manufacturing parameters. 
VI. RESULTS AND DISCUSSION
A. Neural Network Modeling
The neural network models for gain and noise index were established from 17ATLAS II simulation runs from the LHS experimental design. Two three-layer neural networks with four inputs, five hidden neurons, and a single output were used. The networks were trained using ObOrNNS (Object-Oriented Neural Network Simulator), a C++ program developed at Georgia Tech. Prediction errors for each model were evaluated using a validation set consisting of four randomly selected runs from the LHS design. Fig. 7 shows a comparison between the RMS training and prediction errors for the gain and noise models. The training errors were 1.3% and 1.0%, respectively, and the prediction errors were 1.8% and 3.2%, respectively. To ascertain whether any structural deficiencies exist in these models, plots of residuals versus estimates for both the gain and noise models are provided in Fig. 8 . In each case, the residuals appear randomly distributed, indicating no cause for concern regarding the integrity of the models [18] .
Based on the results of the neural network modeling, the effect of the various manufacturing parameters on gain and noise index can be quantitatively investigated. Fig. 9 shows 3-D contour plots of gain and noise index versus active diameter and the mean value of the doping concentration. In each case, barrier width and the standard deviation of doping concentration remain constant at their mid-range value. It is evident that increasing the mean doping concentration results in higher gain. In addition, increasing the active diameter of the APD along with the mean doping concentration results in a higher noise index. These results occur partly due to the fact that increasing the doping concentration can cause more carrier multiplication during the avalanche process, which can increase impact ionization rate ratio . As increases, both the gain and noise index increase as well. These results are in agreement with experimental measurements performed by Aristin et al. for similarly structured AlGaAs/GaAs MQW APD's [10] .
In addition to the above models, "inverse" neural network models are also needed for calculating the parametric yield using the procedure described above. These inverse models have been constructed by simply training a network with four inputs (gain index, noise index, and two "dummy" variables) and four outputs (the process parameters in Table I ). The two "dummy" variables are not directly involved in the parametric yield calculations, but are necessary to derive a proper Jacobian determinant [17] . The best results were achieved for a network with a 4-7-4 structure. Sample training and prediction results for the inverse models are shown in Fig. 10 .
B. Parametric Yield Calculation
To construct a joint density function for the four processing parameters, four different statistical distributions from those shown in Fig. 5 were selected, and random numbers were generated according to these four distributions using MATLAB. The arbitrarily selected distributions were the bellshaped, truncated, plateau, and combed distribution for device diameter, barrier width, mean value of doping concentration, and standard deviation of doping concentration, respectively. Under more realistic conditions, actual input distributions would be derived from inline measurements in a manufacturing environment, but these commonly occurring distributions were selected merely to demonstrate the yield prediction methodology. Using data derived from these distributions as training data, a back-propagation neural network with a 4-9-1 (inputhidden-output) architecture was used to model the joint density function for all four input variables. To verify this model, the marginal density functions for each input variable were reproduced as shown in Fig. 11 . As this figure shows, the marginal distribution of each input parameter is well-matched with the neural network predictions.
To calculate the parametric yield using the joint density function, the Jacobian determinant must be calculated. The derivatives required for the Jacobian matrix were estimated using a difference equation which computes the change in the input quantity with respect to a 5% deviation in the output parameter of interest. Following the computation of the Jacobian determinant, parametric yield may be calculated using (10) . Fig. 12 shows the resulting distribution of gain and noise index.
To validate this approach, these results can be compared with the Monte Carlo method. Toward that end, simulations consisting of 20 000 randomly generated instances of data were used to calculate parametric yield using the Monte Carlo technique. These randomly generated data sets were fed into the neural network models for gain and noise to calculate the device response. Using the output of the neural network model for each instance of input data, the distribution of gain and noise can be calculated. Two different Monte Carlo simulations were performed. The first approach assumed that all input parameters were independent and normally distributed, ignoring any correlations which might exist between the input parameters. The second Monte Carlo simulation, however, made use of the different input distributions provided in Fig. 11 . The Monte Carlo results are also shown in Fig. 12 .
As expected, Fig. 12 shows that the Monte Carlo method performed without considering that the variety of input parameter distributions cannot predict parametric yield accurately. For example, if the multinormal Monte Carlo approach is used, the number of devices achieving a gain index between 45-47 is severely overestimated. Likewise, the number of devices with a gain index from 47-49 is underestimated. In either case, this approach gives misleading information about the effect of the APD manufacturing parameters on device performance.
On the other hand, the newly proposed methodology for parametric yield calculation is comparable to results achieved using the Monte Carlo method that does consider different (and potentially correlated) input distributions, but with significantly fewer simulations. Although some computational overhead is incurred in deriving the neural network pdf and jpdf models (on the order of a few hundred simulations for generating the forward and reverse neural network models and for performing the Jacobian transformation numerically, depending on the granularity of the jpdf model), these models only need to be derived once. In contrast, the Monte Carlo procedure will always require a large number of simulations. Furthermore, it is also asserted here that since the Monte Carlo method uses the same distribution for each input parameter and does not account for possible correlations between parameters, some degree of accuracy is inherently lost. By modeling the input pdf's and their joint pdf directly, the proposed method overcomes this shortcoming.
C. Sensitivity of Parametric Yield to Manufacturing Parameter Distributions
Based on the results of the APD gain and noise yield calculations, it becomes desirable to investigate how different distributions of the manufacturing parameters impact parametric yield. For example, truncated distributions are often found in semiconductor manufacturing due to the application of statistical process control procedures. The "tightness" of process specifications determines where the distribution is truncated (i.e., , etc.). It is useful to evaluate the sensitivity of the parametric performance of the device to the choice of truncation point. In addition, it is also valuable to evaluate the impact of shifts in mean or reductions in standard deviation on device performance. In the following section, examples of the impact of mean shifts on parametric yield and the sensitivity of the parametric performance to the choice of truncation point for truncated distributions are briefly examined.
1) Effect of Changes in Mean:
As an example of the effect of changes in mean, consider three different normal distributions of the mean value of doping. The histograms for these distributions are shown in Fig. 13 . The distributions for device diameter, barrier width, and standard deviation of doping are the same for each of these cases. Fig. 14 illustrates the resulting distribution of gain and noise for the doped-well APD's when the proposed methodology was applied. These results show the aggregate effect of changes in the mean doping concentration on parametric yield. More dopants can participate in the impact ionization process for the more highly doped case. This results in larger light current and higher gain index. However, since more dopants participating in the avalanche process can contribute to the ionization rate, noise index also increases with higher doping. There is clearly a yield tradeoff between higher gain index for a small mean value of doping concentration and higher noise index for a large mean value of doping concentration.
2) Effect of Truncated Distributions:
The sensitivity of the parametric performance of the device to the choice of truncated point for truncated distributions was also investigated. Truncated distributions are often found in semiconductor manufacturing due to the application of SPC procedures. Since any manufacturing process contains inherent process fluctuation, quick detection of out-of-control states is required to maintain product conformance. Usually, the process specifications serve to control the process by truncating the distribution of the measured parameter. This procedure can therefore be useful to evaluate which truncated point provides the highest yield.
Three different truncation points for the mean value of doping concentration were investigated to evaluate their impact on parametric yield for gain and noise. The histograms of these input distributions are shown in Fig. 15 . The truncation intervals for cases (a), (b), and (c) were , and , respectively. The distributions for device diameter, barrier width, and standard deviation of doping remained constant. Fig. 16 shows the resulting yield distributions for gain and noise. These results indicate that as expected, if the truncation intervals are very tight, the resulting yield distribution is also tight. However, both performance distributions are surprisingly insensitive to the specific truncation interval. This implies that if the process is hard to control, then input distributions with wide truncation intervals can result in similarly performing devices to input distributions with narrow truncation points. Thus it would be reasonable to relax control procedures on mean doping if gain and noise are the only critical device metrics.
Different truncation points of the standard deviation of doping concentration were also evaluated. The histograms of these input distributions are shown in Fig. 17 . The truncated intervals for cases (a), (b), and (c) were , and , respectively, with the distributions for the other parameters remaining consistent for each case. Fig. 18 shows the resulting performance distribution. The results in Fig. 18 confirm that different truncation points for the standard deviation of doping concentration have a significant impact on gain index, but no discernible effect on noise index. Case (c), which corresponds to the narrowest truncation interval, exhibits the best gain performance. Thus, delta doping, which is conceptually similar to a narrow truncation interval for the doping standard deviation, can be a great advantage in improving parametric yield [19] . Therefore, precise control of the doping profile is a key factor in fabricating high performance devices.
D. Estimating Multidimensional Parametric Yield
The availability of the joint performance distribution also allows the computation of parametric yield with respect to several performance measures. This can be accomplished using a multiple integral of the form (11) Fig. 18 . Final distributions of gain and noise for changes in doping standard deviation truncation point. Fig. 19 shows the joint performance distribution for gain index and noise index. Suppose we are interested in the number of devices with a gain index between 43 and 45, and a noise index between 1.50 and 1.55. Evaluating the integral in (11) between these limits gives the proportion of devices meeting these specifications as only 14%. One clear advantage of this methodology is that calculations of this type are easily made.
VII. CONCLUSION
This paper has presented a systematic methodology which uses the unique capabilities of neural networks to model the parametric performance of GaAs MQW APD's. It was shown that using a small number of test devices enables accurate prediction of the expected performance variation of APD gain and noise in larger populations of devices. The methodology presented could also be utilized in other high-volume manufacturing applications. This approach could thus provide device designers with the ability to understand the manufacturability of various design options and enables process engineers to determine the consequences of process modifications. This will potentially allow parametric yield estimation prior to high-volume production in order to evaluate the impact of design decisions and process capability.
