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Abstract
We continue our study of symmetries of a class of little string theories of A-type, which
are engineered by N parallel M5-branes probing a flat transverse space. Extending the
analysis of the companion paper [1], we discuss the part of the free energy that is sensitive
to the details of the aN−1 gauge structure, by computing explicit series expansions for
the cases N = 2, 3, 4. Based on these examples, we find a class of functions that we
conjecture to resum whole sectors in the instanton expansion of the free energy and which
combine in a natural manner its modular properties as well as the gauge symmetry. These
functions have previously been introduced in the literature as the generating functions of
multi-divisor sums and in the case N = 2 can also be cast into the form of a generalised
Eisenstein series. We use these resummed contributions to the free energy to perform a
number of non-trivial consistency checks for our results.
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1 Introduction
This paper constitutes the second part in our study of symmetries in a class of supersymmetric
quantum field theories, that are constructed from N parallel M5-branes spaced out on a circle
and probing a transverse ZM orbifold background [2–6]. Continuing the work started in the
companion paper [1] as well as [7], we focus on M = 1 and use recent insights into dualities
among these configurations (which have been described in detail in [8–11]) to gain a better
picture of the symmetries realised within a single such theory.
The theories we are interested in, are in fact little string theories (LSTs) [12, 13] of A-type:
while their low-energy descriptions are six-dimensional supersymmetric gauge theories, with
gauge groups of A-type (i.e. U(N) in the current case) and with different matter contents, their
UV completion contains not only point like degrees of freedom, but also string-like excitations.
They thus correspond to a simplified version of string theory, in which notably gravity is
decoupled. The study of such theories has attracted a lot of attention recently, with a focus
on classifying them [14, 15] and exploring their duality structures [9–11]. The study of the
A-type LSTs has been particularly fruitful1 due to the fact that if one considers them on
R4×T 2, the (refined) BPS partition function ZN,M(ω, 1,2) can be computed and analysed in a
very explicit and direct fashion. Here ω denotes a set of gauge couplings, mass- and Coulomb
branch parameters that are intrinsic to the theory, while 1,2 are regularisation parameters
needed to render ZN,M well-defined and which can be identified with the parameters of the
Ω-background [19]. To obtain ZN,M(ω, 1,2), we can use the fact that apart from the M-brane
setup mentioned above2, these theories allow for an alternative geometric description in terms
of F-theory compactified on a toric, non-compact Calabi-Yau threefold XN,M . It was argued
in [2–4, 6] that ZN,M(ω, 1,2) is captured by the topological string partition function of XN,M .
The latter in turn can be computed efficiently with the help of the refined topological vertex
formalism [20, 21] and ω corresponds to a suitable basis of Ka¨hler parameters of XN,M .
In [8, 10, 11] it was argued (and explicitly demonstrated for a number of examples) that
there are dualities among the Calabi-Yau manifolds of the type XN,M ∼ XN ′,M ′ if NM = N ′M ′
1For explicit computations in theories with other gauge groups, see e.g. [16–18].
2See [1] for more details on this viewpoint.
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and gcd(N,M) = gcd(N ′,M ′), leading to ZN,M(ω, 1,2) = ZN,M(ω′, 1,2), where ω and ω′ are
related by a suitable duality transformation. This was shown explicitly for M = 1 in [11] and
for generic (N,M) (but in the limit of vanishing 1,2) in [18], using a more geometric approach.
Focusing on M = 1, it was furthermore argued in [7] that this duality also leads to additional
symmetries for any single such theory. More concretely, it was demonstrated (and verified
explicitly in a number of examples) that ZN,1(ω, 1,2) is invariant under the symmetry group
G˜(N) ∼= G(N)× SN where SN ∼= DihN ⊂ SN acts on the gauge parameters, while
G(N) ∼=

Dih3 if N = 1 ,
DihN if N = 2, 3 ,
Dih∞ if N ≥ 4 .
(1.1)
Here Dih∞ can also be characterised as the group that is freely generated by two elements of
order 2, with no additional braid relations. The group G˜(N) has a natural action as a matrix
group on the Fourier coefficients appearing in the expansion of the free energy FN,1(ω, 1,2) after
a suitable choice of basis.
In [1], we have further analysed consequences of G˜(N) on the so-called reduced free en-
ergy, which captures a subsector of the BPS spectrum that is uncharged with respect to the
Cartan subalgebra of the maximal aN−1 gauge algebra.3 In previous works [22] it has already
been argued, that these BPS states in fact constitute a symmetric orbifold CFT. In [1], we
furthermore argued that G˜(N) acting on this sector, along with two SL(2,Z) symmetries, is
in fact promoted to a paramodular group ΣN , which in the Nekrasov-Shatashvili-limit [23, 24]
(corresponding to 2 → 0), is further extended to Σ∗N ⊂ Sp(4,R). The latter is indeed the
hallmark of a symmetric orbifold CFT, thus corroborating the observation of [22].
In the current paper we are focusing on the complement of this ’orbifold sector’ within the
spectrum of the LSTs, i.e. all BPS states that are not captured by the above mentioned reduced
free energy. Our strategy is to analyse explicitly the cases N = 2 and N = 3 (as well as N = 4,
albeit to a lesser degree of detail), from where we shall observe several emerging patterns (for
which we also provide non-trivial checks). The latter allow us to reformulate the free energy
in terms of a class of generating functions of multiple divisor sums, first introduced in [25], as
well as, for N = 2 in terms of a generalised Eisenstein series introduced by G. Eisenstein and
reviewed by A. Weil in [26]. The former presentation, in turn can generically be cast into a form
which combines modular properties with the transformations under an aN−1 gauge algebra. In
the simplest case N = 2, the basic building block can be written akin to an Eisenstein series
3Another way of phrasing this is as follows: from the LST perspective, the parameters ω can be grouped
into a coupling constant (referred to as R), a mass parameter (called S), N − 1 simple roots of the aN−1 gauge
algebra (called â1,...,N−1) and a single affine root (called ρ) that enhances the latter to affine âN−1 and which
is inversely proportional to the radius of the six-dimensional compactification circle. The reduced free energy
studied in [1] is the sector that is independent of â1,...,N−1.
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where the usual divisor sigma is replaced by a sum over the root lattice of a1. Similar structures
also appear for N > 2, however, they are in general accompanied by more complicated terms
containing more involved sums probing the structure of the U(N) gauge group. The latter,
however, can still be expressed in terms of the generating functions of multiple divisor sums.
The appearance of these latter functions might hint to a better understanding of the full non-
perturbative partition function and free energy of the LSTs, potentially also their algebraic
properties.
This paper is organised as follows: section 2 provides a review of the partition function ZN,1
as well as the free energy FN,1. After having established our notation, in an attempt to render
this paper more readable, section 3 provides a summary of the results obtained or conjectured
in the remainder of this paper. These shall be worked out explicitly in the subsequent sections:
Section 4 discusses the case N = 2, which (due to the moderate complexity of the partition
function) allows to study the free energy up to order Q3R (and partially even Q
4
R), which from
a field theoretic perspective corresponds to the instanton level. We particularly argue that
the free energy can be re-written in terms of the generating functions of multiple divisor sums
mentioned above. Sections 5 and 6 repeat the same analysis (albeit to less orders in QR owing
to the increased complexity of the free energy) for N = 3 and partially for N = 4 respectively.
Section 7 contains our conclusions and an outlook to future work. Finally, additional reviews
on (quasi)modular forms, the generating functions a` la [25] as well as several lists of expansion
parameters, which have been deemed too lengthy for the main text, have been relegated to
three appendices.
2 M-brane Partition Functions and its Symmetries
In an attempt to make this paper minimally self-contained, we shall provide a lightning review
of some crucial concepts, as well as our notation for the BPS partition function of ZN,1 of a
system of N parallel M5-branes on a circle probing a transverse R4. The latter can also be
computed as the topological string partition function on a class of toric Calabi-Yau manifolds
XN,1. For more information, we refer the reader to the companion paper [1] as well as the
original literature, which we shall reference throughout this section.
2.1 Partition Function and Free Energy
Following the notation of [9], the partition function can be expressed as
ZN,1(â1,...,N , S, R; 1,2) =
∑
{α}
(
N∏
i=1
Q|αi|mi
)
Wα1,...,αNα1,...,αN (â1,...,N , S; 1,2) , (2.1)
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Here (â1 . . . , âN , S, R) is a basis of independent Ka¨hler parameters of XN,1 (see e.g. [1] for
the precise definition) and mi = mi(R,S, âi1,...,N) is a function that notably depends on R and
Qmi = e
2piimi . Therefore (2.1) is essentially a series expansion in QR = e
2piiR: indeed {α} stands
for a sum over N integer partitions α1,...,N . Furthermore, the precise expression for the building
blocks Wα1,...,αNα1,...,αN (â1,...,N , S; 1,2) can be found in [9, 7, 1]. Rather than working directly with
ZN,1, in this paper we prefer the free energy
FN,1(â1,...,N , S, R; 1,2) = PLogZN,1(â1,...,N , S, R; 1,2) , (2.2)
where PLog denotes the plethystic logarithm which only receives contributions from single
particle BPS states [28]. Following the notation of [1], it can be expanded in the following
manner
FN,1(â1, . . . , âN , S, R; 1,2) =
∞∑
s1,s2=0
∞∑
r=0
∞∑
i1,...,iN
∑
k∈Z
s1−11 
s2−1
2 f
(s1,s2)
i1,...,iN ,k,r
Qi1â1 . . . Q
iN
âN
QkS Q
r
R , (2.3)
introducing the coefficients f
(s1,s2)
i1,...,iN ,k,r
, along with the notation
Qâi = e
2piiâi , QS = e
2piiS , QR = e
2piiR , for i = 1, . . . , N . (2.4)
Extending the notation of [1], we introduce the expansions
G
(i1,...,iN )
(s1,s2)
(R, S) =
∞∑
r=0
∑
k∈Z
f
(s1,s2)
i1,...,iN ,k,r
QkSQ
r
R , ∀i1,...,N ∈ N ∪ {0} , (2.5)
H
(i1,...,iN ,r)
(s1,s2)
(ρ, S) =
∞∑
`=0
∑
k∈Z
f
(s1,s2)
i1+`,i2+`,...,iN+`,k,r
QkS Q
`
ρ . (2.6)
In the following we will focus on the cases of H
(i1,...,iN ,r)
(s1,s2)
(ρ, S), where at least one of the i1,...,N
vanishes. Since the coefficients f
(s1,s2)
i1,...,iN ,k,r
are invariant under cyclic rotations of (i1, . . . , iN), we
shall in most cases assume (without restriction of generality) that iN = 0.
On the one hand, from the perspective of the system of parallel M5-branes with M2-branes
stretched between them, the functions G
(i1,...,iN )
(s1,s2)
(R, S) count BPS states for a configuration with
fixed numbers (i1, . . . , iN) of M2-branes. These functions have previously been studied in the
literature and several properties have been discussed (see the following subsubsection). On the
other hand, the functions H
(i1,...,iN ,r)
(s1,s2)
(ρ, S) sum configurations of (i1 + `, . . . , iN + `) M2-branes
stretched between the M5-branes. From the little string sector, they count the multi string
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expansion of a specific charge sector. Resumming the latter, we can define
B
N,(r)
(s1,s2)
(â1, . . . , âN , S) =
∞∑
i1,...,iN
∑
k∈Z
f
(s1,s2)
i1,...,iN ,k,r
Qi1â1 . . . Q
iN
âN
QkS . (2.7)
· · ·
M5-branes
· · ·
i1 i2 · · ·
M2-branes
S1ρ
(a)
i3 = 3
i2 = 1
i1 = 2
i4 = 0
` = 3
(b)
Figure 1: (a) Configuration of M5-branes (drawn in orange) with (i1, . . . , iN) M2-branes (drawn
in blue) stretched between them. Here the direction normal to the M5-branes is compact-
ified on the circle S1ρ . (b) Schematic representation of the configuration of N = 4 with
(i1, i2, i3, i4) = (2, 1, 3, 0) and ` = 3. The blue lines represent the ’common’ number of 3
M2-branes stretched between each pair of M5-branes, while the red lines represent ’additional’
M2-branes leading to the configuration (2, 1, 3, 0). To obtain H
(2,1,3,0,r)
(s1,s2)
in (2.6) a summation
over similar configurations with all possible ` ∈ N is required.
2.2 Symmetries and Modular Properties
The function G
(i1,...,iN )
(s1,s2)
(R, S) in (2.5) transforms like a quasi-Jacobi form with respect to a
congruence subgroup4 of SL(2,Z)R that acts in the following manner [1]:
SL(2,Z)R : (R, S, ρ) −→
(
aR + b
cR + d
,
S
cR + d
, ρ− cNS
2
cR + d
)
, (2.8)
More concretely, G
(i1,...,iN )
(s1,s2)
(R, S) is a quasi-Jacobi form of index K =
∑N
a=1 ia and weight
s1 + s2 − 2 so it can be written in the following manner5
G
(i1,...,iN )
(s1,s2)
(R, S) =
K∑
u=0
g(s1,s2)u (R) (φ0,1(R, S))
K−u (φ−2,1(R, S))u . (2.9)
4We shall be more specific for a particular case in section 4.4.
5For our convention of modular objects, see appendix A.
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Here g
(s1,s2)
u (R) is a quasi-modular form with weight s1 + s2 + 2(u− 1), i.e. it is a polynomial
in the Eisenstein series {E2(piR), E4(piR), E6(piR)} for all the prime factors pi appearing in
the prime factorisation of K. Notice that the presence of E2(ρ) leads to the fact the G
(i1,...,iN )
(s1,s2)
do not only transform with a weight factor under modular transformations, but in general also
produce a shift term (see appendix A.1.2 for more information on quasi-Jacobi forms).
Furthermore, a priori, the function H
(i1,...,iN ,r)
(s1,s2)
(ρ, S) in (2.6) is not a modular object at all.
However, both G
(i1,...,iN )
(s1,s2)
(R, S) and H
(i1,...,iN ,r)
(s1,s2)
(ρ, S) are invariant under the action of the group
G˜(N) ∼= G(N)× SN , which acts in the following manner on the coefficients in (2.5) and (2.6)
f
(s1,s2)
i1,...,iN ,k,r
= f
(s1,s2)
i′1,...,i
′
N ,k
′,r′ for
{
(i′1, . . . , i
′
N , k
′, r′)T = GT · (i1, . . . , iN , k, r)T ,
G ∈ G˜(N) ; s1, s2 ∈ N ∪ {0} .
(2.10)
Here SN ⊂ SN acts by shuffling the Q̂1,...,N in (2.3). Since the M5-brane setup can be thought
of as a regular N -gone, whose symmetry group is SN , we have SN ∼= DihN (which can be indeed
checked by studying explicit expressions for f
(s1,s2)
i1,...,iN ,k,r
).
In the following we will mostly focus on studying the functions H
(i1,...,iN ,r)
(s1,s2)
(ρ, S) for the
values N = 2, 3, 4, which will reveal a number of interesting patterns that shall allow us to
make a conjecture of their generic form.
3 Summary of Results
After having introduced the main actors of this paper in the previous section, we are now
ready to analyse in detail the H
(i1,...,iN ,r)
(s1,s2)
(ρ, S). However, due to the complexity of some of the
results obtained or conjectured below, we shall summarise the most important patterns that
we have found before presenting the technical analysis in the subsequent sections. We hope
that this increases the readability of this work. Furthermore, while these patterns appear in
their cleanest and most tangible form (which shall also allow us to make contact to many other
structures previously encountered in the literature) for the case N = 2, they also extend to
N > 2. However, in these cases all expressions tend to become more complicated and involved.
Moreover, we stress that the above mentioned patterns shall appear from studying expan-
sions of the free energy in various parameters. Since these, in most cases, do not enjoy modular
properties, most results do not lend themselves to (simple) rigorous proofs to all orders and
therefore have to be considered conjectures. We note, however, that below we present an
overwhelming number of different cases, all following the same type of pattern, thus giving us
reasonable confidence that our conjectures actually hold true.
As mentioned above, the main object we shall study throughout this work is the sector of
the free energy H
(i1,...,iN ,r)
(s1,s2)
(ρ, S) defined in (2.6), or B
N,(r)
(s1,s2)
(â1, . . . , âN , S) given in (2.7), where
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various contributions have been summed up. While not strictly speaking modular objects (with
respect to a group SL(2,Z)ρ acting on ρ), explicit expansions (shown below) suggest that they
can be written in the form
H
(i1,...,iN ,r)
(s1,s2)
(ρ, S) =
Nr+1∑
u=1
g
u,(i1,...,iN ,r)
(s1,s2)
(ρ)φNr+1−u−2,1 (ρ, S)φ
u−1
0,1 (ρ, S) . (3.1)
This is compatible with the group action G(N) that acts on the Fourier coefficients f (s1,s2)i1,...,iN ,k,r
in (2.3). The g
u,(i1,...,iN ,r)
(s1,s2)
(ρ) can be characterised as series expansions in Qρ = e
2piiρ. While in
general not (quasi)modular forms, they nevertheless exhibit interesting patterns: in general,
they are not constrained by G(N), however, the group SN ⊂ G˜(N) (together with the fact that
at least one of the i1,...,N has to be chosen to be 0) leaves a finite number of distinct classes of
H
(i1,...,iN ,r)
(s1,s2)
(ρ, S) for fixed N (see e.g. (6.2) below for N = 4). While their explicit form strongly
depends on the indices (i1, . . . , iN) (or more precisely the class under consideration), they can
schematically be written in the following form
g
u,(i1,...,iN ,r)
(s1,s2)
(ρ) =
∑
`
p`(i1, . . . , iN ;E2(ρ), E4(ρ), E6(ρ); s1,2;u)Q
t`(i1,...,iN ;s1,2;u)
ρ∏p
a=1(1−Qq`,a(i1,...,iN ;s1,2;u)ρ )
. (3.2)
Here p ∈ N, the q`,a and t` are linear combinations of i1,...,N , while the p` are homogeneous
polynomials in (differences of) the i1,...,N and polynomials of the Eisenstein series with fixed
weight. Based on the explicit expressions studied in the subsequent sections, we find the
following pattern: let w be the (combined) weight of all Eisenstein series in p` and d the degree
of the polynomial in i1,...,N , then
2u− 2Nr + w + d+ p = s1 + s2 . (3.3)
The functions H
(i1,...,iN ,r)
(s1,s2)
(ρ, S) are only certain terms appearing in the expansion of the free
energy in a Fourier series. They can be partially resummed in the sense of (2.7) to form the
B
N,(r)
(s1,s2)
(â1, . . . , âN , S). The form of (3.2), in particular the denominator, suggests that the the
latter can be expressed as combinations of generating functions of multiple divisor sums, called
T (X1, . . . , Xp; ρ), which were first introduced in [25] and whose definition is given in (B.3).
Here X1,...,p are suitable linear combinations of â1,...,N−1 and ρ. This becomes intuitively clear,
since the Qρ-expansion of B
N,(r)
(s1,s2)
(â1, . . . , âN , S) can in general be written as (multiple) divisor
sums (decorated sums over (part of the) root lattices of the gauge algebra aN−1). While this
is most transparent in the case of N = 2 (see e.g. section 4.1.3), similar patterns also appear
for cases N > 2. However, they generically involve summations over several copies of the root
lattices. The generating functions T (X1, . . . , Xp; ρ) are not Jacobi forms themselves, but form
a natural generalisation thereof (see appendix B). In the case of N = 2, we can furthermore
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show that the appearing combinations naturally combine into the generalised Eisenstein series
defined in (A.15) (see [26] for further information). For N > 2, the explicit combinations of
T (X1, . . . , Xp; ρ) that appear seem more complicated and it is not obvious that they can be
recombined into a simpler object.
Furthermore, the explicit expressions obtained for B
N,(r)
(s1,s2)
(â1, . . . , âN , S) lend themselves for
further analysis. Indeed, combining the latter with H
(0,...,0,r)
(s1,s2)
(ρ, S), which is a quasi-Jacobi form,
certain cancellations among them occur: these reduce the depth of the combined expression,
i.e. the maximal power of E2(ρ) that is appearing. Finally, we have also verified the relation
H
(
N−times︷ ︸︸ ︷
0, . . . , 0 ,r)
(s1,0)
(ρ, S) +BN,r(s1,0)(
ρ
N
, . . . , ρ
N
, S) = NH
(0,r)
(s1,0)
( ρ
N
, S) , (3.4)
which was first conjectured in [29]. This not only serves as a strong check of the correctness of
our results presented here, but also the work available in the literature.
In the following we shall substantiate the above conjectures (in particular the explicit form
(3.2)) for the examples N = 2, 3, 4 and for low orders in QR.
4 Case N = 2
The simplest non-trivial example to study is the case N = 2.6 In the following we discuss
different orders of QR (i.e. different values of r ≥ 1 in eq. (2.6)) and specify the functions
appearing in (3.1) and (3.2) respectively.
4.1 Order Q1R
4.1.1 Explicit Contributions to the Free Energy
For N = 2 and at order Q1R, the distinct functions (2.6) (for given (s1, s2)) are characterised by
a single integer n:
H
(n,0,1)
(s1,s2)
(ρ, S) =
∞∑
`=0
∑
k∈Z
f
(s1,s2)
n+`,`,k,1Q
k
S Q
`
ρ , ∀n ≥ 1 . (4.1)
While the case n = 0 is also well defined, it is in fact part of the reduced free energy that was
studied in [1] and we shall therefore not discuss it in detail at present. As remarked above,
while the object (4.1) is not in general modular, the coefficients f
(s1,s2)
n+`,`,k,1 are still symmetric
6The case N = 1 is trivial from the point of view of (2.6), since for fixed r (and s1,2) there is only a single
non-trivial H
(i,r)
(s1,s2)
(namely i = 0), which is a quasi-Jacobi form and has already been studied extensively in
the literature (see e.g. [6]).
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with respect to G(2) (see appendix A). The latter imposes in fact infinitely many relations
among the Fourier coefficients: e.g. acting on f
(s1,s2)
n+`,`,k,1 with (G2(2) · B)κ we find
f
(s1,s2)
n+`,`,k,1 = f
(s1,s2)
n+`+κk+2κ2,`+κk+2κ2,k+4κ,1 for

s1, s2, `, κ ∈ N ∪ {0} ,
n ∈ N ,
k ∈ Z .
(4.2)
Here G2(2) is one of the generators of G(2). Indeed, for generic N , we have
G(N) ∼= 〈{G2(N),G ′2(N)∣∣(G(N))2 = (G ′(N))2 = (G(N) · G ′(N))n = 1 (N+2)×(N+2)}〉 , (4.3)
Specifically, as (N + 2)× (N + 2) matrices, we have
G2(N) =

0 0
1N×N
...
...
0 0
1 · · · 1 −1 0
N · · · N −2N 1

, and G ′2(N) =

−2 1
1N×N
...
...
−2 1
0 · · · 0 −1 1
0 · · · 0 0 1

. (4.4)
Furthermore, B is defined as
B = diag(1, 1,−1, 1) ∈ Z2 , (4.5)
which realises the symmetry f
(s1,s2)
i1,i2,k,1
= f
(s1,s2)
i1,i2,−k,1. Using relation (4.2) as well as studying the
explicit coefficients stemming from (2.2) we find the following form7 (see (3.1)).
H
(n,0,1)
(s1,s2)
(ρ, S) = g
1,(n,r=1)
(s1,s2)
(ρ)φ2−2,1(ρ, S) + g
2,(n,r=1)
(s1,s2)
(ρ)φ0,1(ρ, S)φ−2,1(ρ, S) + g
3,(n,r=1)
(s1,s2)
(ρ)φ20,1(ρ, S) ,
(4.6)
where the functions in (3.2)
g
i,(n,r=1)
(s1,s2)
(ρ) =
∞∑
k=0
c
i,(s1,s2)
k (n, r = 1)Q
k
ρ , c
i,(s1,s2)
k (n, r = 1) ∈ Z , ∀i = 1, 2 , (4.7)
7Since in this way we are only capable of checking a finite number of coefficients and since H
(n,0,1)
(s1,s2)
(ρ, S) does
not enjoy modular properties, eq. (4.6) should be considered a conjecture. We checked the latter up to order
Q15ρ in eq. (4.7).
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are a priori generic series in Qρ. Expansion up to order Q
20
ρ suggests that for (s1, s2) = (0, 0)
the latter are in fact given by8
g
1,(n,1)
(0,0) (ρ) = −
2n
1−Qnρ
, and g
2,(n,1)
(0,0) (ρ) = g
3,(n,1)
(0,,0) (ρ) = 0 , (4.8)
such that
H
(n,0,1)
(0,0) (ρ, S) = −
2n
1−Qnρ
φ2−2,1(ρ, S) . (4.9)
We can treat other values of (s1, s2) in the same fashion, leading to the following conjectures
of closed form expressions of H
(n,0,1)
(s1,s2)
(ρ, S)
g
1,(n,1)
(2,0) =
n (4n2 − E2)
12 (1−Qnρ)
, g
2,(n,1)
(2,0) =
n
24 (1−Qnρ)
, g
3,(n,1)
(2,0) = 0 ,
g
1,(n,1)
(4,0) =
−96n5 + 80E2n3 − 10E22n− 13E4n
5760
(
1−Qnρ
) , g2,(n,1)(4,0) = − n(4n2 − E2)576 (1−Qnρ) ,
g
3,(n,1)
(4,0) = −
n
8 · 242 (1−Qnρ) ,
g
1,(n,1)
(6,0) =
n (1152n6 − 2016E2n4 + 84 (10E22 + 13E4)n2 − 70E32 − 273E2E4 − 92E6)
210 · 243 (1−Qnρ) ,
g
2,(n,1)
(6,0) =
n (48n4 − 40E2n2 + 5 (E22 + E4))
10 · 243 (1−Qnρ) , g3,(n,1)(6,0) = n(4n
2 − E2)
8 · 243(1−Qnρ)
,
g
1,(n,1)
(1,1) = −
n (4n2 − E2)
6
(
1−Qnρ
) , g2,(n,1)(1,1) = 0 , g3,(n,1)(1,1) = 0 ,
g
1,(n,1)
(3,1) =
n (−40n2E2 + 5E22 + 2E4 + 48n4)
30 · 24 (1−Qnρ) , g2,(n,1)(3,1) = n(4n
2 − E2)
12 · 24 (1−Qnρ) , g3,(n,1)(3,1) = 0 ,
g
1,(n,1)
(5,1) =
n (2016n4E2 − 84n2 (10E22 + 7E4) + 70E32 + 147E2E4 + 32E6 − 1152n6)
35 · 243 (1−Qnρ) ,
g
2,(n,1)
(5,1) =
n (40n2E2 − 5E22 − 2E4 − 48n4)
60 · 242 (1−Qnρ) , g3,(n,1)(5,1) = − n (4n
2 − E2)
4 · 243 (1−Qnρ) ,
g
1,(n,1)
(2,2) = −
n (96n4 − 80E2n2 + 10E22 + 9E4)
40 · 24 (1−Qnρ) , g2,(n,1)(2,2) = − n (4n
2 − E2)
12 · 24 (1−Qnρ) , g3,(n,1)(2,2) = n4 · 242 (1−Qnρ) ,
8In the following we shall assume that |Qρ| < 1.
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g
1,(n,1)
(4,2) = −
n (10080n4E2 − 84n2 (50E22 + 33E4) + 350E32 + 693E2E4 + 300E6 − 5760n6)
70 · 243 (1−Qnρ) ,
g
2,(n,1)
(4,2) =
n (−280n2E2 + 35E22 + 11E4 + 336n4)
10 · 243 (1−Qnρ) , g3,(n,1)(4,2) = − n (4n
2 − E2)
110592
(
1−Qnρ
) ,
g
1,(n,1)
(3,3) =
n (2016n4E2 − 84n2 (10E22 + 7E4) + 70E32 + 147E2E4 + 32E6 − 1152n6)
252 · 242 (1−Qnρ) ,
g
2,(n,1)
(3,3) =
n (40n2E2 − 5E22 − 2E4 − 48n4)
30 · 242 (1−Qnρ) , g3,(n,1)(3,3) = n(4n
2 − E2)
2 · 243 (1−Qnρ) .
(4.10)
Notice that we also have the symmetry H
(n,0,1)
(s1,s2)
(ρ, S) = H
(n,0,1)
(s2,s1)
(ρ, S).
4.1.2 (Generalised) Eisenstein Series
In order to compute B
N=2,(r)
(s1,s2)
(â1, â2, S) (which was defined in (2.7)) we have to sum the contri-
butions in (4.10) over n ∈ N, weighted by (Qâ1)n +
(
Qρ
Qâ1
)n
:9
BN=2,1(s1,s2)(ρ, â1, S) =
∞∑
n=1
H
(n,0,1)
(s1,s2)
(ρ, S)
(
Qnâ1 +
Qnρ
Qn
â1
)
. (4.11)
Taking into account the form of the g
i,(n,1)
(s1,s2)
in (4.10), the relevant sum to study is of the form
Iα =
∞∑
n=0
n2α+1
1−Qnρ
(
Qnâ1 +
Qnρ
Qn
â1
)
= D2αâ1
∞∑
n=1
n
1−Qnρ
(
Qnâ1 +
Qnρ
Qn
â1
)
= D2αâ1 I0 , for α ∈ N ∪ {0} ,
(4.12)
where Dâ1 =
1
2pii
∂
∂â1
= Qâ1
∂
∂Qâ1
. Upon writing
∞∑
n=1
n
1−Qnρ
Qnâ1 =
∞∑
n=1
∞∑
k=0
nQnkρ Q
n
â1
=
∞∑
n=1
nQnâ1 +
∞∑
n=1
∞∑
k=1
nQnkρ Q
n
â1
,
∞∑
n=1
nQnρ
1−Qnρ
Q−nâ1 =
∞∑
n=1
∞∑
k=1
nQnkρ Q
−n
â1
, (4.13)
the generating function I0 is
I0 = Dâ1
Qâ1
1−Qâ1
+
∞∑
n=1
∞∑
k=1
nQnkρ
(
Qnâ1 +Q
−n
â1
)
. (4.14)
9We recall that ρ = â1 + â2.
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The first term can be rewritten as follows
Dâ1
Qâ1
1−Qâ1
=
Qâ1
(1−Qâ1)2
=
1
(epiiâ1 − e−ipiâ1)2 = −
1
4 sin2 piâ1
= − 1
4pi2
e2(â1) , (4.15)
where we used the notation of [26], reviewed in appendix A.2, specifically eq. (A.12). We
therefore find with eq. (A.19) for |Qρ| < |Qâ1| < |Qρ|−1
I0 = − 1
4pi2
[
e2(â1)− 4pi2
∞∑
n=1
∞∑
k=1
k Qnkρ
(
Qkâ1 +Q
−k
â1
)]
=
1
(2pii)2
E2(â1; ρ) . (4.16)
Here E2 is a generalised Eisenstein series, as defined in (A.15). Following [26], the latter can
also be expressed in terms of the Weierstrass function ℘ (see (A.20)), such that
I0 = 1
(2pii)2
[G2(ρ) + ℘(â1; ρ)] , (4.17)
where G2(ρ) is the Eisenstein series defined in (A.7). Furthermore, using the recursive relation
(A.18), we have
Iα = (2α + 1)!
(2pii)2α+2
E2α+2(â1; ρ) , ∀α ∈ N ∪ {0} . (4.18)
Using this result, we can write for example
BN=2,1(0,0) (ρ, â1, S) = −
2 E2(â1; ρ)
(2pii)2
φ2−2,1(ρ, S) , (4.19)
and similarly for the remaining examples (for simplicity, we do not display explicitly all argu-
ments)
B2,1(2,0) = −
6 E4 + pi2E2 E2
12pi2(2pii)2
φ2−2,1 +
E2
24(2pii)2
φ−2,1 φ0,1 ,
B2,1(4,0) = −
(720 E6 + 120pi2E2 E4 + pi4 (10E22 + 13E4) E2)φ2−2,1
10 · 242pi4(2pii)2 +
(6 E4 + pi2E2 E2)φ0,1φ−2,1
242pi2(2pii)2
− E2 φ
2
0,1
8 · 242(2pii)2 ,
B2,1(6,0) =
(90720E8 + 15120pi2E2E6 + 126pi4 (10E22 + 13E4) E4 + pi6 (70E32 + 273E4E2 + 92E6) E2)φ2−2,1
1260 · 242pi4(2pii)4
− (72E6 + 12pi
2E2E4 + pi4 (E22 + E4) E2)φ0,1φ−2,1
12 · 242pi2(2pii)4 +
(6 E4 + pi2E2 E2)φ20,1
2 · 243(2pii)4 ,
14
B2,1(1,1) = −
2 (6 E4 + pi2E2 E2)
3(2pii)4
φ2−2,1 ,
B2,1(3,1) =
(pi2E2E2 + 6E4)φ−2,1φ0,1
3 · 24(2pii)4 −
φ2−2,1 (60pi
2E4E2 + pi4E2 (5E22 + 2E4) + 360E6)
180pi2(2pii)4
,
B2,1(5,1) =
(15120pi2E6E2 + 126pi4E4 (10E22 + 7E4) + pi6E2 (70E32 + 147E4E2 + 32E6) + 90720E8)φ2−2,1
−210 · 242pi4(2pii)4
+
(60pi2E4E2 + pi4E2 (5E22 + 2E4) + 360E6)φ0,1φ−2,1
15 · 242pi2(2pii)4 +
(−pi2E2E2 − 6E4)φ20,1
243(2pii)4
,
B2,1(2,2) =
(720E6 + 120pi2E2E4 + pi4 (10E22 + 9E4) E2)φ2−2,1
−40 · 24pi4(2pii)2 +
(6E4 + pi2E2E2)φ0,1φ−2,1
12 · 24pi2(2pii)2 +
E2φ20,1
4 · 242(2pii)2 ,
B2,1(4,2) =
(75600pi2E6E2 + 126pi4E4 (50E22 + 33E4) + pi6E2 (350E32 + 693E4E2 + 300E6) + 453600E8)φ2−2,1
420 · 242pi4(2pii)4
− (420pi
2E4E2 + pi4E2 (35E22 + 11E4) + 2520E6)φ0,1φ−2,1
60 · 242pi2(2pii)4 −
(6 E4 + pi2E2 E2)φ20,1
2 · 243(2pii)4 ,
B2,1(3,3) = −
(15120pi2E6E2 + 126pi4E4 (10E22 + 7E4) + pi6E2 (70E32 + 147E4E2 + 32E6) + 90720E8)φ2−2,1
63 · 242pi4(2pii)4
+
φ0,1φ−2,1 (60pi2E4E2 + pi4E2 (5E22 + 2E4) + 360E6)
180 · 24pi2(2pii)4 +
(6 E4 + pi2E2 E2)φ20,1
12 · 242(2pii)4 . (4.20)
4.1.3 Root Lattices
Finally, another way of writing Iα (which will generalise to later cases) is to exchanged the
order of the two summations in the last term of (4.14)
Iα = D2αâ1
Qâ1
(1−Qâ1)2
+
∞∑
n=1
Qnρ
∑
k|n
k2α+1
(
Qkâ1 +Q
−k
â1
)
. (4.21)
While the first term has a second order pole at â1 = 0, the limit of the second term in fact
yields the holomorphic Eisenstein series E2(ρ)
lim
â1→0
[
Iα −D2αâ1
Qâ1
(1−Qâ1)2
]
= 2
∞∑
n=1
Qnρ
∑
k|n
k2α+1 = 2
∞∑
n=1
σ2α+1(n)Q
n
ρ =
B2α+2
2α + 2
[1− E2α+2(ρ)] ,
where B2α = (−1)α 2ζ(2α+2) (2α+1)!(2pi)2α+2 (for α ∈ N ∪ {0}) are the Bernoulli numbers.
The form (4.21) of the generating function Iα (which is the building block for the free
15
energy) can be written in another suggestive fashion:
Iα = D2α+1â1
∞∑
n=1
∑
`∈∆+a1
e2piin` +
∞∑
n=1
Qnρ
∑
k|n
k2α+1
∑
`∈∆a1
e2pii`k , (4.22)
where ∆a is the set of all roots of the Lie algebra a1, i.e. the set {−â1, â1} and ∆+a the set
of positive roots of a1 (i.e. the set {â1}. While a seemingly trivial rewriting of (4.21), the
presentation (4.22) is very similar to the Fourier expansion of the Eisenstein series in (A.7),
except that the divisor sigma σ2k−1(n) is replaced by a summation over the root lattice of a1.
Notice in this regards that also
∞∑
n=1
∑
`∈∆+a1
e2piin` =
1
1−Qâ1
, (4.23)
can in a sense be thought of as a generating function of Riemann zeta functions as can be seen
from (B.6). From this perspective, it is clear that the generating functions Iα encode how the
modular parameter ρ is coupled together with the roots of the su(2) gauge algebra in the free
energy, to make both the modular and gauge structure manifest. As we shall see below, similar
patterns appear also for N > 2. Furthermore, in the following subsubsection, we shall give
another perspective on the Iα, which also focuses on generating functions of divisor sigmas, as
advocated in [25].
4.1.4 Generating Functions of Multiple Zeta Values
In view of generalising to the cases N > 2, we provide another way of organising the BN=2,1(s1,s2) ,
which formalises (4.21) and introduces generating functions of multiple-divisor sums and multi-
ple zeta values, as reviewed in appendix B. Indeed, using the generating function T (â1, . . . , â`; ρ)
(first defined in [25] and reviewed in (B.3)) of brackets of length ` = 1, we can write for I0 in
(4.12)
I0 = Dâ1 [T (â1 − ρ; ρ)− T (−â1; ρ)] = Dâ1 T (â1; ρ) , (4.24)
where for later convenience, we have introduced the combination
T (â1; ρ) := T (â1 − ρ; ρ)− T (−â1; ρ) , (4.25)
such that e.g.
BN=2,1(0,0) (ρ, â1, S) = −2 T (â1; ρ)φ2−2,1(ρ, S) , (4.26)
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and similarly for all other terms in (4.50). Following the discussion of (4.17) and the form
(4.24), T can be understood as a primitive of the Weierstrass elliptic function.
While (4.24) is evident by comparing the form of (4.10) to the definition (B.3), the rela-
tion between T (â1; ρ) and the generalised Eisenstein series discussed previously can also be
understood in a different fashion. To this end, we consider
E2(â1; ρ) =
∑
w∈W
1
(â1 + w)2
, (4.27)
where W is a two-dimensional lattice with generators (u, v) = (1, ρ), as in appendix A.2. Using
the notation of [27] we write
E2(â1; ρ) =
∑
n∈Z
1
(â1 + n)2
+
∞∑
m=1
(∑
n∈Z
1
(â1 +mτ + n)2
)
+
−1∑
m=−∞
(∑
n∈Z
1
(â1 +mτ + n)2
)
= e2(â1) +
∞∑
m=1
(∑
n∈Z
1
(â1 +mτ + n)2
)
+
∞∑
m=1
(∑
n∈Z
1
(−â1 +mτ + n)2
)
. (4.28)
Using the Lipschitz summation formula
∑
d∈Z
1
(ρ+ d)k
=
(−2pii)k
(k − 1)!
∞∑
m=1
mk−1Qmρ , ∀k ∈ N , (4.29)
we can also write
∞∑
m=1
(∑
n∈Z
1
(â1 +mτ + n)2
)
=
∞∑
m=1
(−2pii)2
∞∑
k=1
k e2piiâ1kQkmρ = Dâ1
∞∑
m=1
(−2pii)2
∞∑
k=1
Qkâ1Q
km
ρ .
Here we have differentiated under the summation in the last expression (assuming convergence
of the sum10). Using the presentation (B.4) we have
∞∑
m=1
(∑
n∈Z
1
(â1 +mτ + n)2
)
= −4pi2Dâ1
∑
n>0
Qnâ1
∑
k>0
Qnkρ = −4pi2Dâ1 T (â1; ρ) . (4.30)
Therefore (4.28) can be written as
E2(â1; ρ) = −4pi2Dâ1 [T (â1; ρ)− T (−â1; ρ)]−
d
dâ1
e1(â1) , (4.31)
10As remarked in appendix A.2, we implicitly use the Eisenstein summation prescription (see eq. (A.17)).
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and with (A.14) we have
E2(â1; ρ) = −4pi2Dâ1
[
T (â1; ρ)− T (−â1; ρ) + 2pii
4pi2
e1(x) + c
]
, (4.32)
for c ∈ C a constant. Finally, with (A.13) as well as
2pii
4pi2
pi cospi â1
sin pi â1
=
1
2
− 1
1− e−2piiâ1 , (4.33)
the behaviour of T (â1; ρ) under elliptic transformations (B.5) finally implies
E2(â1; ρ) = −4pi2Dâ1 [T (â1 − ρ; ρ)− T (−â1; ρ)] , (4.34)
which indeed yields (4.24). The crucial step in the above computation is (4.28): intuitively,
(4.27) corresponds to a summation over the whole lattice W , shifted by x (notice that x /∈ W
in general) as shown in Fig. 2(a). The expression (4.28) corresponds to a separation of this
summation into three different contributions, as in Fig. 2(b). The summation over the blue
u
v
•â1
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • •
• • • • • • •
• • • • • • •
(a)
u
v
•â1
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • •
• • • • • • •
• • • • • • •
(b)
Figure 2: (a) Summation over the whole lattice W , shifted by â1 as in (4.27). (b) Split of the
summation in three parts according to the first line of (4.28): the green points correspond to
the summation over n ∈ Z in the first term, while the blue and orange points are summed over
in the second and third term respectively.
and green points ultimately combine into Dâ1T (â1−ρ; ρ), while the summation over the orange
lattice points translates into Dâ1T (−â1; ρ). In the following, we will see that the separation
into various different sublattices according to (4.26) continues to higher orders in QR, as well
as higher values of N , however, with increased complexity.
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4.1.5 Free Energy and Self-Similarity
So far we have only considered the contributions n > 0 in (4.11). Indeed, the sector n = 0
behaves rather differently (for one, it transforms under a modular symmetry acting on ρ) and
was discussed in detail in [1]. It is, however, an interesting question to combine it with the
present results (4.11).
To leading order in 1,2 the contribution H
(0,0,1)
(0,0) (ρ, S) is given in (C.1) such that we have
H
(0,0,1)
(0,0) (ρ, S) +B
N=2,1
(0,0) (ρ, â1, S)
= −2φ2−2,1(ρ, S)Dâ1 T (â1; ρ)−
1
12
φ−2,1(ρ, S) [φ0,1(ρ, S) + 2E2(ρ)φ−2,1(ρ, S)]
= − 1
12
φ−2,1(ρ, S)
[
φ0,1(ρ, S)− 6
pi2
φ−2,1(ρ, S)℘(â1)
]
, (4.35)
which does not depend on E2(ρ). This expression is therefore invariant under modular trans-
formations (2.8), while at the same time holomorphic.
Similar cancellations also take place for higher orders in 1,2, however, in general only the
highest power in E2(ρ) cancels exactly. Various contributions H
(0,0,1)
(s1,s2)
(ρ, S) for low values of s1,2
are given in appendix C.1. Indeed, we can therefore extract the following terms containing the
highest power ` in E2(ρ)
(s1, s2) ` H
(0,0,1)
(s1,s2)
(ρ, S) BN=2,1(s1,s2)(ρ, â1, S)
(0, 0) 1 −1
6
E2 φ
2
−2,1 + . . .
1
6
E2 φ
2
−2,1 + . . .
(2, 0) 2 − 1
144
E22 φ
2
−2,1 + . . .
1
144
E22 φ
2
−2,1 + . . .
(4, 0) 3 − 1
12·242 E
3
2 φ
2
−2,1 + . . .
1
12·242 E
3
2 φ
2
−2,1 + . . .
(6, 0) 4 − 1
36·243 E
4
2 φ
2
−2,1 + . . .
1
36·243 E
4
2 φ
2
−2,1 + . . .
(1, 1) 2 1
72
E22 φ
2
−2,1 + . . . − 172 E22 φ2−2,1 + . . .
(3, 1) 3 1
3·242 E
3
2φ
2
−2,1 + . . . − 13·242 E32φ2−2,1 + . . .
(5, 1) 4 1
6·243 E
4
2φ
2
−2,1 + . . . − 16·243 E42φ2−2,1 + . . .
(2, 2) 3 − 1
2·242 E
3
2φ
2
−2,1 + . . .
1
2·242 E
3
2φ
2
−2,1 + . . .
(4, 2) 4 − 5
12·243 E
4
2φ
2
−2,1 + . . .
5
12·243 E
4
2φ
2
−2,1 + . . .
(3, 3) 4 5
9·243 E
4
2φ
2
−2,1 + . . . − 59·243 E42φ2−2,1 + . . .
Here the dots indicate terms containing powers of E2(ρ) that are lower than ` and which
generically do not cancel between H
(0,0,1)
(s1,s2)
(ρ, S) and BN=2,1(s1,s2)(ρ, â1, S).
With the combination of H
(0,0,1)
(s1,s2)
(ρ, S) and BN=2,1(s1,s2)(ρ, â1, S) we can in fact perform a check
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to confirm (4.20) for s2 = 0. In [29] it was observed that in a particular region in the moduli
space and in the Nekrasov-Shatashvili limit (i.e. in the limit of vanishing 2), the free energy
enjoys a so-called self-similarity. In our notation, the latter amounts to the relation
H
(0,0,1)
(s1,0)
(ρ, S) +B2,1(s1,0)(ρ,
ρ
2
, S) = 2H
(0,1)
(s1,0)
(ρ
2
, S) . (4.36)
The coefficients H
(0,1)
(s1,0)
(ρ, S) are given in appendix C.3 and the particular region in the moduli
space corresponds to â1 = â2 =
ρ
2
. To compute the left hand side of (4.36), we recall the
definition of Iα in (4.12), which for â1 = ρ2 takes the following form
Iα
∣∣
â1=
ρ
2
= 2
∞∑
n=1
n2α+1Qn
1−Q2n , (4.37)
where we have introduced Q2 = Qρ and also define ρ = 2ρ
′ (such that Q = e2piiρ
′
). Using the
relation (for z ∈ C)
θ′4(z; ρ)
θ4(z; ρ)
= 4pi
∞∑
n=1
Qn sin(2pinz)
1−Q2n , (4.38)
where θ4 is a Jacobi theta function, we can write
Iα
∣∣
â1=
ρ
2
= − 1
(2pii)2α+2
d2α+1
dz2α+1
(
θ′4(z; ρ)
θ4(z; ρ)
) ∣∣∣∣
z=0
. (4.39)
With this, we indeed find
H
(0,0,1)
(0,0) (ρ, S) +B
2,1
(0,0)(ρ,
ρ
2
, S) = − 1
12
φ−2,1(2ρ′, S) [φ0,1(2ρ′) + 2E2(2ρ′)φ−2,1(2ρ′, S)]
− 4φ2−2,1(2ρ′, S)
∞∑
n=1
n
Qn
1−Q2n
= −2φ−2,1(ρ′, S) . (4.40)
Here the last equality can be established by comparing the first few coefficients in an expansion
in Q: Indeed, (4.39) implies that each term on the left-hand side of (4.40) is a quasi-Jacobi
form of weight −2 and index 1 of the congruence subgroup Γ0(2) ⊂ SL(2,Z)ρ′ , which acts in
the following fashion
SL(2,Z)ρ′ : (ρ, S) −→
(
aρ′ + b
cρ′ + d
,
S
cρ′ + d
)
. (4.41)
The precise combination appearing in (4.40) is in fact a Jacobi form of weight −2 and index
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1 of SL(2,Z)ρ′ . Comparing with the coefficient H(0,1)(0,0) (
ρ
2
, S) given in (C.5), eq. (4.40) indeed
agrees with (4.36). In the same fashion we have also verified (4.36) for s1 ∈ {2, 4, 6}. This is a
highly non-trivial check indicating that our results are compatible with [29].
4.1.6 Non-holomorphicity and Differential Equations
Before moving to cases N > 2, we stop to comment on a further detail with regards to the
explicit expressions (4.10). Indeed, upon close examination, the same structures (i.e. combi-
nations of powers of n and Eisenstein series) appear in various different g
i,(n,1)
(s1,s2)
. Furthermore,
we also have (with x1,2,3, y1,2 ∈ N)
n
∂
∂E2
[−70E32 + 84n2 (10E22 + x1E4)− 273E2E4 − 2016E2n4 + x2E6 + x3n6]
= −21n (10E22 − 80E2n2 + 13E4 + 96n4) ,
n
∂
∂E2
[
10E22 − 80E2n2 + y1E4 + y2n4
]
= −20n (4n2 − E2) . (4.42)
This suggests certain (differential) relations between g
i,(n,1)
(s1,s2)
. For example, based on the expres-
sions we find evidence for the following relations
∂2
∂E22
g
1,(n,1)
(s1,0)
+ 8
∂
∂E2
g
2,(n,1)
(s1,0)
+ 48 g
3,(n,1)
(s1,0)
= χs1−5
(−1)s1+1n2s1−5E4
40 · 243(2s1 − 5)!
+ χs1−7
(−1)s1n2s1−7(21E2E4 + 5E6)
35 · 245(2s1 − 7)! + χs1−9
(−1)s1+1ns1−9 (420E4E22 + 200E6E2 + 273E24)
1400 · 246(2s1 − 9)!
+ χs1−11
(−1)s1ns1−11 (1540E4E32 + 1100E6E22 + 3003E24E2 + 1894E4E6)
15400 · 247(2s1 − 11)! + . . .
∂2
∂E22
g
1,(n,1)
(s1,1)
+ 4
∂
∂E2
g
2,(n,1)
(s1,1)
+ 16 g
3,(n,1)
(s1,1)
= χs1−5
(−1)s1+1n2s1−5E4
20 · 243(2s1 − 5)!
+ χs1−7
2(−1)s1n2s1−7(21E2E4 + 5E6)
35 · 245(2s1 − 7)! + . . .
∂2
∂E22
g
1,(n,1)
(s1,2)
+ 4
∂
∂E2
g
2,(n,1)
(s1,2)
+ 16 g
3,(n,1)
(s1,2)
= χs1−5
(−1)s1s1n2s1−5E4
10 · 243(2s1 − 5)!
− χs1−7
4(−1)s1s1n2s1−7(21E2E4 + 5E6)
35 · 245(2s1 − 7)! + . . .
∂2
∂E22
g
1,(n,1)
(s1,3)
+ 4
∂
∂E2
g
2,(n,1)
(s1,3)
+ 16 g
3,(n,1)
(s1,3)
= χs1−3
(−1)s1ns1−3(s1 + 1)(2s1 + 1)E4
20 · 243(2s1 − 3)!
− χs1−5
(−1)s1ns1−5(2s1 + 2)!(21E2E4 + 5E6)
70 · 245s1(2s1 − 5)!(2s1 − 1)! + . . . (4.43)
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where the dots indicate lower powers in n, while
χs =
{
1 if s ≥ 0 ,
0 if s < 0 .
(4.44)
These equations generalise the holomorphic anomaly equation, i.e. similar relations found in
[2, 3].
4.2 Order Q2R
4.2.1 Generating Functions of Multiple Divisor Sums
To order Q2R, the H
(n,0,1)
(s1,s2)
(ρ, S) can be decomposed in a form similar to (4.6)
H
(n,0,r=2)
(s1,s2)
(ρ, S) = g
1,(n,2)
(s1,s2)
(ρ)φ4−2,1(ρ, S) + g
2,(n,2)
(s1,s2)
(ρ)φ0,1(ρ, S)φ
3
−2,1(ρ, S)
+ g
3,(n,2)
(s1,s2)
(ρ)φ20,1(ρ, S)φ
2
−2,1(ρ, S) + g
4,(n,2)
(s1,s2)
(ρ)φ30,1(ρ, S)φ−2,1(ρ, S) + g
5,(n,2)
(s1,s2)
(ρ)φ40,1(ρ, S) ,
where g
i,(n,r=2)
(s1,s2)
(ρ) have an integer series expansion inQρ. For simplicity, we shall only discuss the
case (s1, s2) = (0, 0) in the following.
11 Repeating the computation of the previous subsection
to order O(Q2R), we find a pattern, which suggests the following expressions
g
1,(n,2)
(0,0) = −
n5
24(1−Qnρ)
− n
12(1−Qnρ)
E4(ρ) +
 0 if gcd(n, 2) = 1 ,n
72(1−Qnρ ) ψ
2
2 if gcd(n, 2) > 1 .
(4.45)
g
2,(n,2)
(0,0) = −
n3
12(1−Qnρ)
−
 0 if gcd(n, 2) = 1 ,n
72(1−Qnρ ) ψ2 if gcd(n, 2) > 1 ,
(4.46)
g
3,(n,2)
(0,0) = −
6n
242(1−Qnρ)
+
 0 if gcd(n, 2) = 1 ,2n
242(1−Qnρ ) if gcd(n, 2) > 1 ,
(4.47)
g
4,(n,2)
(0,0) = g
5,(n,2)
(0,0) = 0 . (4.48)
Here we have used the notation
ψ2(ρ) = θ
4
3(ρ, 0) + θ
4
4(ρ, 0) = −2(E2(ρ)− 2E2(2ρ)) , (4.49)
11Explicit computations become very difficult for higher orders in 1,2. However, we still expect similar results
to also hold in the cases (s1, s2) 6= (0, 0): for example, the case (2, 0) is exhibited in appendix C.2.
22
which is in fact a weight 2 Eisenstein series of the congruence subgroup Γ0(2),
12 i.e. despite
being composed from E2, it transforms without shift-term under modular transformations with
respect to the latter (see [30–32]). Notice, we prefer to distinguish the cases gcd(n, 2) = 1 and
gcd(n, 2) > 1, rather than n ∈ Neven or n ∈ Nodd. We will provide non-trivial evidence that the
former is the correct prescription that generalises to higher orders in QR as well in section 4.4.
With these coefficients, we can compute
BN=2,2(0,0) (ρ, â1, S) =
∞∑
n=1
H
(n,0,2)
(0,0) (ρ, S)
(
Qnâ1 +
Qnρ
Qn
â1
)
= g
1,(2)
(0,0)(ρ, â1)φ
4
−2,1(ρ, S) + g
2,(2)
(0,0)(ρ, â1)φ0,1(ρ, S)φ
3
−2,1(ρ, S) + g
3,(2)
(0,0)(ρ, â1)φ
2
0,1(ρ, S)φ
2
−2,1(ρ, S)
+ g
4,(2)
(0,0)(ρ, â1)φ
3
0,1(ρ, S)φ−2,1(ρ, S) + g
5,(2)
(0,0)(ρ, â1)φ
4
0,1(ρ, S) ,
which can be expressed in terms of the generating functions (B.3). More concretely, we have
g
1,(2)
(0,0)(ρ, â1) =
∞∑
n=1
g
1,(n,2)
(0,0)
(
Qnâ1 +
Qnρ
Qn
â1
)
= − 1
72
Dâ1
[
3(D4â1 + 2E4(ρ))T (â1; ρ)− ψ22 T (2â1; 2ρ)
]
,
g
2,(2)
(0,0)(ρ, â1) =
∞∑
n=1
g
2,(n,2)
(0,0)
(
Qnâ1 +
Qnρ
Qn
â1
)
= − 1
72
Dâ1
[
6D2â1T (â1; ρ) + ψ2 T (2â1; 2ρ)
]
,
g
3,(2)
(0,0)(ρ, â1) =
∞∑
n=1
g
3,(n,2)
(0,0)
(
Qnâ1 +
Qnρ
Qn
â1
)
= − 2
242
Dâ1 [3T (â1; ρ)− T (2â1; 2ρ)] ,
g
4,(2)
(0,0)(ρ, â1) = g
5,(2)
(0,0)(ρ, â1) = 0 , (4.50)
where T was defined in (4.25). The novel element is the appearance of T (2â1; 2ρ).
To analyse the generating functions T (x1, . . . , x`; ρ) (for x1,...,` ∈ R and ` ∈ N) with argu-
ments multiplied by a fixed p ∈ N, we can follow closely the discussion of [25]
T (px1, . . . , px`; pρ) =
∑
n1,...,n`>0
∏`
j=1
e2piinjpxj Q
p(n1+...+nj)
ρ
1−Qp(n1+...+nj)ρ
=
∑
n1,...,n`>0
∏`
j=1
∑
kj≥0
(pnj)
kj (2piixj)
kj
kj!
∑
vj>0
Qpvj(n1+...+nj)ρ . (4.51)
Introducing uj = vj + . . .+ v` we find [25]
T (px1, . . . , px`; pρ) =
∑
k1,...,k`≥0
 ∑
u1>...>u`>0
n1,...,n`>0
(pn1)
k1 . . . (pn`)
k`
k1! . . . k`!
Qp(u1n1+...+u`n`)ρ
 (2piix1)k1 . . . (2piix`)k`
12See [30, 31] (see also [32]) as well as citations therein for a basis of modular forms for congruence subgroups
of the type Γ0(N).
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=
∑
k1,...,k`≥0
∑
n>0
Qnpρ
∑
u1v1+...+u`v`=n
u1>...>u`>0
(pv1)
k1 . . . (pv`)
k`
k1! . . . k`!
 (2piix1)k1 . . . (2piix`)k`
=
∑
k1,...,k`≥0
∑
n>0
Qnpρ
∑
u1v1+...+u`v`=np
u1>...>u`>0
vk11 . . . v
k`
`
k1! . . . k`!
 (2piix1)k1 . . . (2piix`)k`
=
∑
k1,...,k`≥0
∑
n>0
Qnpρ
σk1,...,k`(np)
k1! . . . k`!
(2piix1)
k1 . . . (2piix`)
k`
=
∑
s1,...,s`>0
[s1, . . . , s`; pρ]p (2piix1)
k1 . . . (2piix`)
k` , (4.52)
where the multiple divisor sum σk1,...,k`(n) was introduced in (B.1) and
[s1, . . . , s`; ρ]p =
∑
n>0
Qnρ
σs1−1,...,s`−1(np)
(s1 − 1)! . . . (s` − 1)! , (4.53)
which generalises the bracket [s1, . . . , s`; ρ] = [s1, . . . , s`; ρ]1 introduced in (B.2). Notice, when
interpreting (4.53) in the sense of a Fourier expansion, i.e.
[s1, . . . , s`; ρ]p =
∑
n>0
d (s1−1,...,s`−1)p (n)Q
n
ρ , with d
(s1−1,...,s`−1)
p (n) =
σs1−1,...,s`−1(np)
(s1 − 1)! . . . (s` − 1)! ∈ Q ,
we have
d (s1−1,...,s`−1)p (n) = d
(s1−1,...,s`−1)
1 (np) , ∀s1, . . . , s` > 0 and ∀n ∈ N . (4.54)
This relation is very similar in spirit to eq. (15) of [22] (at least at the level of the Fourier
coefficients), which was interpreted as a particular type of Hecke structure in the H
(n,0,2)
(0,0) (ρ, S)
(see also [1]). In the current context (due to the fact that T (x1, . . . , x`; ρ) is not a (quasi-)
Jacobi form), we do not find the action of a Hecke operator, however, a similar relation at
the level of the Fourier coefficients. We leave further study of this relation (and a potential
generalisation and extension of the work [22]) for the future.
Finally, we remark that with (4.25) and (4.18), we can re-write (4.50) in terms of generalised
Eisenstein series. However, in order to keep our presentation compact, we refrain from writing
the explicit expressions.
4.2.2 Free Energy and Self-Similarity
Finally, for completeness, we shall also attempt to combine the results above in (4.50) with the
contribution H
(0,0,2)
(0,0) (ρ, S), which is explicitly given in (C.2). To order QR, we have seen that
24
there are certain cancellations that reduce the depth of the complete free energy (to this order
in QR) as a quasi-Jacobi form. In the following we shall see, that similar cancellations also
occur to order Q2R: indeed, expanding (C.2) in powers of â1 (using (4.24) along with (4.17)) we
can write
g
1,(2)
(0,0)(ρ, â1) =
1
432
[
E2(2ρ)ψ
2
2 − 3E2(ρ)E4(ρ)
]
+ . . .
g
2,(2)
(0,0)(ρ, â1) =
1
432
ψ2E2(2ρ) + . . .
g
3,(2)
(0,0)(ρ, â1) =
1
6 · 242 [3E2(ρ)− 2E2(2ρ)] + . . . ,
where the dots denote terms depending explicitly on â1 that are Jacobi forms of the congruence
subgroup Γ0(2).
13 Comparing with (C.2), we see that these terms do not completely cancel,
however, add up to
BN=2,2(0,0) (ρ, â1, S) +H
(0,0,2)
(0,0) (ρ, S)
= − ψ2
6 · 242 φ
2
0,1φ
2
−2,1 −
1
3 · 242 (3E4(ρ)− 2ψ2)φ0,1φ
3
−2,1 +
ψ2
576
(5E4(ρ)− ψ22)φ4−2,1 + . . . .
which is a Jacobi form of Γ0(2).
Furthermore, we have verified that
H
(0,0,2)
(0,0) (ρ, S) +B
2,2
(0,0)(ρ,
ρ
2
, S) = 2H
(0,2)
(0,0) (
ρ
2
, S) , (4.55)
where the contribution H
(0,2)
(0,0) (ρ, S) is given in (C.6), thus confirming (4.36) also to order Q
2
R.
4.3 Order Q3R
We can provide further support for the fact that similar structures that we found in the previous
subsections in fact persist to all orders in QR, by analysing the case Q
3
R. Since computations
are exceedingly difficult in this case, we once more focus on (s1, s2) = (0, 0).
Expanding the free energy to order Q3R, the results are compatible with the following pre-
sentation of H
(n,0,3)
(s1,s2)
H
(n,0,3)
(s1,s2)
(ρ, S) =
7∑
u=1
g
u,(n,3)
(0,0) (ρ)φ
7−u
−2,1(ρ, S)φ
u−1
0,1 (ρ, S) , (4.56)
13This means they depend on E2 only through the combination ψ2.
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with the following coefficients
g
1,(n,3)
(0,0) = −
n9
7560(1−Qnρ)
− 7n
5E4(ρ)
1080(1−Qnρ)
+
11n3E6(ρ)
1134(1−Qnρ)
− 7nE8(ρ)
864(1−Qnρ)
+

0 if gcd(n, 3) = 1 ,
n
2048(1−Qnρ ) ψ
4
3 if gcd(n, 3) > 1
g
2,(n,3)
(0,0) = −
n7
810(1−Qnρ)
− n
3E4(ρ)
90(1−Qnρ)
+
nE6(ρ)
216(1−Qnρ)
+
 0 if gcd(n, 3) = 1 ,9n
243(1−Qnρ ) ψ
3
3 , if gcd(n, 3) > 1 ,
g
3,(n,3)
(0,0) = −
n5
432(1−Qnρ)
− nE4(ρ)
576(1−Qnρ)
+
 0 if gcd(n, 3) = 1 ,9n
2·243(1−Qnρ ) ψ
2
3 , if gcd(n, 3) > 1 ,
g
4,(n,3)
(0,0) = −
32n3
3 · 243(1−Qnρ)
+
 0 if gcd(n, 3) = 1 ,n
243(1−Qnρ ) ψ3 , if gcd(n, 3) > 1 ,
g
5,(n,3)
(0,0) = −
n
3 · 243(1−Qnρ)
+
 0 if gcd(n, 3) = 1 ,n
12·243(1−Qnρ ) if gcd(n, 3) > 1 ,
g
6,(n,3)
(0,0) = g
7,(n,3)
(0,0) = 0 . (4.57)
where we used the shorthand notation
ψ3 = E2(ρ)− 3E2(3ρ) . (4.58)
In a similar fashion as (4.56), we can also decompose B2,3(0,0)(ρ, â1, S)
B2,3(0,0)(ρ, â1, S) =
7∑
u=1
g
u,(3)
(0,0)(ρ, â1)φ
7−u
−2,1(ρ, S)φ
u−1
0,1 (ρ, S) , (4.59)
where the coefficients (4.57) lead to
g
1,(3)
(0,0)(ρ, â1) =
∞∑
n=1
g
(3)
5
(
Qnâ1 +
Qnρ
Qn
â1
)
= − 1
420 · 243Dâ1
[
64(12D8â1 + 588E4(ρ)D
4
â1
− 880E6(ρ)D2â1 + 735E8(ρ))T (â1; ρ)− 2835ψ43 T (3â1; 3ρ)
]
,
g
2,(3)
(0,0)(ρ, â1) =
∞∑
n=1
g
(3)
4
(
Qnâ1 +
Qnρ
Qn
â1
)
26
= − 1
15 · 243Dâ1
[
64(4D6â1 + 36E4(ρ)D
2
â1
− 15E6(ρ))T (â1; ρ)− 135ψ33 T (3â1; 3ρ)
]
,
g
3,(3)
(0,0)(ρ, â1) =
∞∑
n=1
g
(3)
3
(
Qnâ1 +
Qnρ
Qn
â1
)
= − 1
2 · 243Dâ1
[
16(4D4â1 + 3E4(ρ))T (â1; ρ)− 9ψ23 T (3â1; 3ρ)
]
,
g
4,(3)
(0,0)(ρ, â1) =
∞∑
n=1
g
(3)
2
(
Qnâ1 +
Qnρ
Qn
â1
)
= − 1
3 · 243Dâ1
[
32D2â1T (â1; ρ)− 3ψ3 T (3â1; 3ρ)
]
,
g
5,(3)
(0,0)(ρ, â1) =
∞∑
n=1
g
(3)
1
(
Qnâ1 +
Qnρ
Qn
â1
)
= − 1
12 · 243Dâ1 [4T (â1; ρ)− T (3â1; 3ρ)] ,
g
6,(3)
(0,0)(ρ, â1) = g
7,(3)
(0,0)(ρ, â1) = 0 . (4.60)
4.3.1 Free Energy and Self-Similarity
Following the approach of the previous sections, we combine the results above in (4.60) with the
contribution H
(0,0,3)
(0,0) (ρ, S), as exhibited in (C.3). Expanding the latter in powers of â1 (using
(4.24) along with (4.17)) we find
g
1,(3)
(0,0)(ρ, â1) =
7E2(ρ)E8(ρ)
18 · 242 −
ψ43E2(3ρ)
8192
+ . . . , g
2,(3)
(0,0)(ρ, â1) = −
ψ33E2(3ρ)
256 · 24 −
E2(ρ)E6(ρ)
108 · 24 + . . . ,
g
3,(3)
(0,0)(ρ, â1) =
16E2(ρ)E4(ρ)− 9ψ23E2(3ρ)
8 · 243 + . . . , g
4,(3)
(0,0)(ρ, â1) = −
ψ3E2(3ρ)
4 · 243 + . . .
g
5,(3)
(0,0)(ρ, â1) =
4E2(ρ)− 3E2(3ρ)
6 · 244 + . . . , (4.61)
where as before the dots denote terms depending explicitly on â1 that are Jacobi forms of the
congruence subgroup Γ0(3). Comparing with (C.3), we see that these terms combine to
BN=2,3(0,0) (ρ, â1, S) +H
(0,0,3)
(0,0) (ρ, S) =
ψ3
3 · 244 φ
4
0,1φ
2
−2,1 +
15ψ23 − 38E4(ρ) + 108E4(3ρ)
15 · 244 φ
3
0,1φ
3
−2,1
+
81ψ33 − 12ψ3E4(ρ) + 224E6(ρ)
6 · 244 φ
2
0,1φ
4
−2,1 +
81ψ43 − 16ψ3E6(ρ)− 436E8(ρ)
3 · 244 φ0,1φ
5
−2,1
− 243ψ
5
3 − 48ψ3E8(ρ) + 2560E10(ρ)
12 · 244 φ
6
−2,1 + . . . .
which is a Jacobi form of Γ0(3).
Finally, we have verified that
H
(0,0,3)
(0,0) (ρ, S) +B
2,3
(0,0)(ρ,
ρ
2
, S) = 2H
(0,3)
(0,0) (
ρ
2
, S) , (4.62)
where the contribution H
(0,3)
(0,0) (ρ, S) is explicitly exhibited in (C.7), thus confirming (4.36) also
to order Q3R.
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4.4 Higher Orders in QR
While in general, orders higher than Q3R are extremely difficult to analyse directly by expanding
the free energy (2.3), there are other methods that we can use to extract certain information.
Indeed, as discussed in [6] and reviewed briefly in section 2.2, the G
(i1,i2)
(0,0) (R, S) (as introduced
in (2.5) are quasi-Jacobi forms of weight −2 and index i1 + i2 under the congruence subgroup
Γ0(k(gcd(i1, i2))) ⊂ SL(2,Z)R. Here we are using the notation introduced in [1]:
k(n) =
∏`
i=1
pi for n =
∏`
i=1
psii , with
` ∈ N ,
pi ∈ Nprime ,
s1,...,` ∈ N
, (4.63)
In order to determine the explicit expansion (2.9) only a finite number of coefficients are re-
quired, which (at least for low values of i1,2) are provided by the results up to order Q
3
R.
We exhibit a few explicit expressions in appendix C.4. In turn, upon assuming the general
decomposition
H
(n,0,r)
(0,0) (ρ, S) =
2r+1∑
u=1
g
u,(n,r)
(0,0) (ρ)φ
2r+1−u
−2,1 (ρ, S)φ
u−1
0,1 (ρ, S) , (4.64)
the former allow us to determine generically 2 coefficients in a series expansion of g
u,(n,0,r)
(0,0) (ρ)
in Qρ. While by far insufficient for generic u, there are two
14 classes of coefficients for which
we can make non-trivial statements:
• coefficients g2r−1,(n,r)(0,0) (ρ)
These are the simplest non-vanishing coefficients, which, following the pattern arising
from the results for order up to Q3R, should be of the form g
2r−1,(n,r)
(0,0) (ρ) ∼ n(1−Qnρ ) up
to some numerical prefactor.15 Analysing the latter up to order r = 50 and n = 4 we
conjecture
g
2r−1,(n,r)
(0,0) (ρ) = −
2n
242r−2(1−Qnρ)
σ1(r) +
 0 if gcd(n, r) = 1 ,2n
242r−2(1−Qnρ ) σ1(r, n) if gcd(n, r) > 1 ,
(4.65)
14We do not count the trivial vanishing g
2r,(n,r)
(0,0) (ρ) = g
2r+1,(n,r)
(0,0) (ρ) = 0.
15In particular, it should not contain an Eisenstein series E2(ρ), which, since we can check two coefficients in
an expansion in Qρ, constitutes a non-trivial check.
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where we defined
σ1(r, n) =
∑
d|r
gcd(r/d,n)>1
d . (4.66)
Notice that the appearance of (parts of) divisor sums might indicate that similar struc-
tures that we have found when analysing the free energy as a function of ρ, may also
apply when we think of F2,1(ρ, â1, S, R; 1,2) as a function of R. It would therefore be
interesting to analyse the latter from the point of view of genus two generalisations of the
generating functions (B.3).
• coefficients g2r−2,(n,r)(0,0) (ρ)
Following the pattern of previous sections, the structure of this coefficient should schemat-
ically be
g
2r−2,(n,r)
(0,0) (ρ) ∼ c1(n, r)
n3
(1−Qnρ)
+ c2(n, r)
nP (E2)
(1−Qnρ)
∼
∑∞
i=1 di(n, r)Q
i
ρ
1−Qnρ
, (4.67)
where c1,2, di ∈ Q, while P is a linear function in Eisenstein series with various arguments.
While we do not have enough information to fully determine P , we find (by considering
up to r = 10) for r > 1
d1(n, r) 6= 0 and d2(n, r)
{
= 0 if n = 1
6= 0 if n = 2 (4.68)
While not a lot of information, this indicates that the coefficients g
2r−2,(n,r)
(0,0) (ρ) behave
differently depending on gcd(n, r) = 1 or gcd(n, r) 6= 1. Notice, if the deciding condition
would have been r|n, d2(1, r) = 0 would have implied d2(2, r) = 0.
5 Case N = 3
After analysing the free energy for N = 2 to various orders in QR, we now switch to N = 3. The
main difference compared to the previous case is the fact that the H
(i1,i2,i3,r)
(s1,s2)
(ρ, S) are no longer
characterised by a single integer. Indeed, taking into account that the coefficients f
(s1,s2)
i1,i2,i3,k,r
are
invariant under Dih3, which acts through permutations of (i1, i2, i3), there are three a priori
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distinct classes of functions
H
(n,0,0,r)
(s1,s2)
(ρ, S) =
∞∑
r=0
∑
k∈Z
f
(s1,s2)
n+`,`,`,k,rQ
`
ρQ
k
S , ∀n ≥ 1 ,
H
(n,n,0,r)
(s1,s2)
(ρ, S) =
∞∑
`=0
∑
k∈Z
f
(s1,s2)
n+`,n+`,`,k,rQ
`
ρQ
k
S , ∀n ≥ 1 ,
H
(n1+n2,n1,0,r)
(s1,s2)
(ρ, S) =
∞∑
`=0
∑
k∈Z
f
(s1,s2)
n1+n2+`,n1+`,`,k,r
Q`ρQ
k
S , ∀n1,2 ≥ 1 . (5.1)
Due to the complexity of the computations, we content ourselves with a discussion to order Q1R
(i.e. r = 1) and partially Q2R (i.e. r = 2) , as well as leading order in 1,2 (i.e. (s1, s2) = (0, 0)).
Within the limits of this restriction, we shall find similar structures as in the case N = 2, albeit
much more complicated.
5.1 Order Q1R
5.1.1 Explicit Contributions to the Free Energy
Analysing the the coefficients f
(0,0)
i1,i2,i3,k,1
up to order i1 + i2 + i3 = 30, suggests the following
expressions
H
(n,0,0,1)
(0,0) (ρ, S) = −
[
nE2(ρ)
6(1−Qnρ)
+
n2Qnρ
(1−Qnρ)2
]
φ3−2,1(ρ,m)−
n
12(1−Qnρ)
φ2−2,1(ρ,m)φ0,1(ρ,m) ,
(5.2)
H
(n,n,0,1)
(0,0) (ρ, S) = −
[
nE2(ρ)
6(1−Qnρ)
+
n2
(1−Qnρ)2
]
φ3−2,1(ρ,m)−
n
12(1−Qnρ)
φ2−2,1(ρ,m)φ0,1(ρ,m) ,
(5.3)
H
(n1+n2,n1,0,1)
(0,0) (ρ, S) = −
[
n2(n2 + 2n1)
(1−Qn1ρ )(1−Qn2ρ ) +
n21 − n22
(1−Qn1ρ )(1−Qn1+n2ρ )
]
φ3−2,1(ρ,m) . (5.4)
These objects are not modular forms in any sense, such that the analysis of a finite number
of coefficients (i.e. such as i1 + i2 + i3 = 30) is not sufficient to proof the relations above.
However, since we find structures that (at least superficially) look very similar to those we have
encountered in the previous section, we conjecture that (5.2)–(5.4) are in fact correct.
5.1.2 Root Lattices
After having established a conjecture for the H
(i1,i2,i3,1)
(0,0) (ρ, S), the next step is to compute
B3,1(0,0)(ρ, â1, â2, S) defined in (2.7). We shall present two different approaches, generalising the
computations for N = 2 in sections 4.1.3 and 4.1.4 respectively. We shall start with the former,
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using summations over the root lattice of a2.
The full contribution of B3,1(0,0)(ρ, â1, â2, S) is given by
B3,1(0,0)(ρ, â1, â2, S) =
∞∑
n=1
H
(n,0,0,1)
(0,0) (ρ, S)
(
Qnâ1 +Q
n
â2
+
Qnρ
Qnâ1Q
n
â2
)
+
∞∑
n=1
H
(n,n,0,1)
(0,0) (ρ, S)
(
Qnâ1Q
n
â2
+
Qnρ
Qnâ1
+
Qnρ
Qnâ2
)
+
∞∑
n1,n2=1
H
(n1+n2,n1,0,1)
(0,0) (ρ, S)
(
Qn1+n2â1 Q
n1
â2
+
Qn2â1Q
n1
ρ
Qn1â2
+
Qn1+n2ρ
Qn1+n2â1 Q
n2
â2
+ (â1 ↔ â2)
)
. (5.5)
Here we choose to regroup B3,1(0,0) into four different contributions
L1 =
φ2−2,1
12
(φ0,1 − 2E2φ−2,1)λ1
=
φ2−2,1
12
(φ0,1 − 2E2φ−2,1)
∞∑
n=1
n
1−Qnρ
[ (
Qnâ1 +Q
n
â2
+ (Qâ1Qâ2)
n
)
+Qnρ
(
Q−nâ1 +Q
−n
â2
+ (Qâ1Qâ2)
−n) ] ,
L2 = −φ3−2,1λ2 = −φ3−2,1
∞∑
n=1
n2
(1−Qnρ)2
[
(Qâ1Qâ2)
n +Qnρ
(
Qnâ1 +Q
n
â2
+Q−nâ1 +Q
−n
â2
)
+Q2nρ (Qâ1Qâ2)
−n]
L3 = −φ3−2,1
∞∑
n1,2=1
1
1−Qn1ρ
[
n2(n2 + 2n1)
1−Qn2ρ
(
Qn1+n2â1 Q
n1
â2
+
Qn1+n2ρ
Qn1+n2â1 Q
n2
â2
)
+
n21 − n22
1−Qn1+n2ρ
Qn2â1Q
n1
ρ
Qn1â2
]
− φ3−2,1
∞∑
n1,2=1
1
1−Qn1ρ
[
n2(n2 + 2n1)
1−Qn2ρ
Qn2â1Q
n1
ρ
Qn1â2
+
n21 − n22
1−Qn1+n2ρ
(
Qn1+n2â1 Q
n1
â2
+
Qn1+n2ρ
Qn1+n2â1 Q
n2
â2
)]
,
L4 = L3
∣∣
â1↔â2 . (5.6)
Following similar steps as in (4.13), the summation appearing in L1 can be re-arranged as
16
λ1 =
∞∑
n=1
n
(
Qnâ1 +Q
n
â2
+ (Qâ1Qâ2)
n
)
+
∞∑
n=1
n
∞∑
k=1
Qnkρ
[
Qnâ1 +Q
n
â2
+ (Qâ1Qâ2)
n +Q−nâ1 +Q
−n
â2
+ (Qâ1Qâ2)
−n]
=
∞∑
n=1
n
∑
`∈∆+a2
e2piin` +
∞∑
n=1
Qnρ
∑
k|n
k
∑
`∈∆a2
e2piik` . (5.7)
16Throughout these manipulations we assume that the expressions are in fact convergent.
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Here ∆a2 is the set of roots of a2, while ∆a2 is the set of positive roots of a2, i.e.
∆a2 = {â1, â2, â1 + â2,−â1,−â2,−â1 − â2} , and ∆a2 = {â1, â2, â1 + â2} . (5.8)
In order to treat the summation in L2, we use the following identities (with d := Qρ
∂
∂Qρ
)
n
(1−Qnρ)2
= d
(
Q−nρ
1−Qnρ
)
+
nQ−nρ
1−Qnρ
,
nQnρ
(1−Qnρ)2
= d
(
1
1−Qnρ
)
,
nQ2nρ
(1−Qnρ)2
= d
(
Qnρ
1−Qnρ
)
− nQ
n
ρ
1−Qnρ
. (5.9)
such that we have
λ2 = d
[ ∞∑
n=1
n
1−Qnρ
[
Q−nρ (Qâ1Qâ2)
n +
(
Qnâ1 +Q
n
â2
+Q−nâ1 +Q
−n
â2
)
+Qnρ(Qâ1Qâ2)
−n]]
+
∞∑
n=1
n2
1−Qnρ
[
Q−nρ (Qâ1Qâ2)
n −Qnρ(Qâ1Qâ2)−n
]
= d
[ ∞∑
n=1
n
[
(Q−nρ + 1)(Qâ1Qâ2)
n +
(
Qnâ1 +Q
n
â2
+Q−nâ1 +Q
−n
â2
)]]
+ d
 ∞∑
n=1
Qnρ
∑
k|d
k
[
(Qâ1Qâ2)
k +Qkâ1 +Q
k
â2
+Q−kâ1 +Q
−k
â2
+ (Qâ1Qâ2)
−k]
+
∞∑
n=1
n2
[
(Q−nρ + 1)(Qâ1Qâ2)
n
]
+
∞∑
n=1
Qnρ
∑
k|n
k2
[
(Qâ1Qâ2)
n − (Qâ1Qâ2)−n
]
(5.10)
where we have used similar steps as in (4.13). We can further simplify the expression to
λ2 =d
 ∞∑
n=1
Qnρ
∑
k|d
k
∑
`∈∆a2
e2piik`
+ ∞∑
n=1
Qnρ
∑
k|n
k2
[
(Qâ1Qâ2)
n − (Qâ1Qâ2)−n
]
+
∞∑
n=1
n2 [(Qâ1Qâ2)
n]
(5.11)
The summation appearing in L3 and L4 is more complicated and we shall not write the
complete explicit expression for reasons of brevity. We remark however, that they can no longer
be written as summations generalising the divisor sigma appearing in conventional Eisenstein
series. Instead, applying similar methods as before, we find structures which are schematically
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of the form ∑
u>1
Quρ
∑
n1>n2>0
∑
n1k1+n2k2=u
k1,2>0
∑
`1∈∆a2
∑
`2∈∆a2/{`1,−`1}
e2piik1`1+2piik2`2 , (5.12)
Notice in particular the appearance of two summations over (part of) the root lattice of a2.
Terms of this form are more akin to sigmas of length 2, as introduced in (B.1) for ` = 2. The full
free energy N = 3 at order Q1R can therefore be treated more compactly using the generating
functions defined in (B.3), as we shall do in the following subsubsection. It remains, however,
an interesting question to speculate, whether the structures (5.12) are a a2-generalisation of a
large class of modular objects than the Eisenstein series. We will leave such speculations for
future work.
5.1.3 Generating Functions of Multiple Divisor Sums
In order to write the B3,1(0,0)(ρ, â1, â2, S) in terms of the functions appearing in (B.3), we choose
a slightly different decomposition:
B3,1(0,0)(ρ, â1, â2, S) = F1 + F2 + F3 . (5.13)
with the explicit expressions
F1 =
∞∑
n=1
H
(n,0,0,1)
(0,0) (ρ, S)
(
Qnâ1 +Q
n
â2
+
Qnρ
Qnâ1Q
n
â2
)
= −φ
3
−2,1
12
[
2(E2(ρ) + 6d) [Dâ1T (â1 − ρ; ρ) +Dâ2T (â2 − ρ; ρ)]
− (Dâ1 +Dâ2) [3(Dâ1 +Dâ2) + E2(ρ) + 6d]T (−â1 − â2; ρ)
]
− φ
2
−2,1φ0,1
24
[2(Dâ1T (â1 − ρ; ρ) +Dâ2T (â2 − ρ; ρ))− (Dâ1 +Dâ2)T (−â1 − â2; ρ)] , (5.14)
F2 =
∞∑
n=1
H
(n,n,0,1)
(0,0) (ρ, S)
(
Qnâ1Q
n
â2
+
Qnρ
Qnâ1
+
Qnρ
Qnâ2
)
= −φ
3
−2,1
12
[
3(Dâ1 +Dâ2)(Dâ1 +Dâ2 − 2d)T (â1 + â2 − 2ρ; ρ) + E2(ρ)(Dâ1 +Dâ2)T (â1 + â2 − ρ; ρ)
− 2E2(ρ)(Dâ1T (−â1; ρ) +Dâ2T (−â2; ρ))− 12d(Dâ1T (−â1 − ρ; ρ) +Dâ2T (−â2 − ρ; ρ))
]
− φ
2
−2,1φ0,1
24
[(Dâ1 +Dâ2)T (â1 + â2 − ρ; ρ)− 2(Dâ1T (−â1; ρ) +Dâ2T (−â2; ρ))] , (5.15)
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F3 =
∞∑
n1,n2=1
H
(n1+n2,n1,0,1)
(0,0) (ρ, S)
(
Qn1+n2â1 Q
n1
â2
+
Qn2â1Q
n1
ρ
Qn1â2
+
Qn1+n2ρ
Qn1+n2â1 Q
n2
â2
+ (â1 ↔ â2)
)
= −φ3−2,1
[ (
D2â2 −D2â1
)
T (−â2 − ρ, â1 − ρ; ρ)
−Dâ1(Dâ1 − 2Dâ2)(T (â1 + â2 − 2ρ, â1 − ρ; ρ)− T (−â1 − ρ,−â1 − â2; ρ))
+ (Dâ1T (−â1; ρ))(Dâ1 +Dâ2)T (−â1 − â2; ρ) +
1
4
T (−â1; ρ)(Dâ1 +Dâ2)2T (−â1 − â2; ρ)
− 2(Dâ2T (−â1; ρ))Dâ1T (â1 − ρ; ρ) + T (−â1; ρ)D2â1T (â1 − ρ; ρ)
+ ((Dâ1 +Dâ2)T (â1 + â2 − ρ; ρ))Dâ1T (â1 − ρ; ρ) + T (â1 + â2 − ρ; ρ)D2â1T (â1 − ρ; ρ)
]
+ (â1 ↔ â2) . (5.16)
Here we have used the generating function (B.3) along with the identities (5.9). Combining
the terms in (5.13) we can write them as
B
N=3,(1)
(0,0) (ρ, â1, â2, S) = −
φ2−2,1φ0,1
24
(Dâ1 +Dâ2) [2T (â1; ρ) + 2T (â2; ρ) + T (â1 + â2; ρ)]
− φ
3
−2,1
12
(Dâ1 +Dâ2)
[
E2(ρ) [2T (â1; ρ) + 2T (â2; ρ) + T (â1 + â2; ρ)]
+ 6 [2t(â1; ρ) + 2t(â2; ρ) + t(â1 + â2 − ρ; ρ)]
− 3(Dâ1 +Dâ2) [T (−â1 − â2; ρ)− T (â1 + â2 − 2ρ; ρ)]
]
− φ
3
−2,1
4
[
4(Dâ1T (â1; ρ))(Dâ1 +Dâ2) [T (−â1 − â2; ρ)− 2T (â2 − ρ; ρ)]
+ T (â1; ρ)(Dâ1 +Dâ2)2 [T (−â1 − â2; ρ) + 4T (â2 − ρ; ρ)]
+ (Dâ1 +Dâ2) [(Dâ1T (â1 − ρ; ρ))T (â1 + â2 − ρ; ρ)] + (â1 ↔ â2)
]
+ φ3−2,1
[
Dâ1(Dâ1 − 2Dâ2)(T (â1 + â2 − 2ρ, â1 − ρ; ρ)− T (−â1 − ρ,−â1 − â2; ρ))
− (D2â2 −D2â1)T (−â2 − ρ, â1 − ρ; ρ) + (â1 ↔ â2)] , (5.17)
where we have defined
t(x; ρ) := d [T (x− ρ; ρ)− T (−x− ρ; ρ)] . (5.18)
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This expression can be understood as a generating functional of derivatives of Eisenstein series
t(x; ρ) =
1
2pii
∞∑
k=1
dG2k(ρ)x
2k−1 . (5.19)
Notice furthermore that e.g.
(Dâ1 +Dâ2) [T (−â1 − â2; ρ)− 2T (â2 − ρ; ρ)] = −2(T ′(−â1 − â2; ρ) + T ′(â2 − ρ, ρ)) , (5.20)
where the prime signifies the derivative with respect to the first argument.
5.1.4 Full Free Energy
As in the case of N = 2, it is an interesting question to combine the expression (5.17) with
H
(0,0,0,1)
(0,0) (ρ, S), which was studied in [22] (see also [1]). For the latter, the following expression
was found
H
(0,0,0,1)
(0,0) (ρ, S) = −
1
8 · 24φ−2,1(ρ, S) [φ0,1(ρ, S) + 2E2(ρ)φ−2,1(ρ, S)]
= −E
2
2 φ
3
−2,1
48
− E2 φ
2
−2,1φ0,1
48
− φ−2,1φ
2
0,1
192
. (5.21)
Studying and expansion of B
N=3,(1)
(0,0) in (5.17) in powers of â1,2, we can extract the terms that
contain the Eisenstein series E2(ρ). In this fashion we find
B
N=3,(1)
(0,0) (ρ, â1, â2, S) =
[
E22
48
+ . . .
]
φ3−2,1 +
[
E2(ρ)
(
1
48
+K(ρ, â1,2)
)
+ . . .
]
φ2−2,1φ0,1 . (5.22)
Here the dots indicate contributions with lower17 powers of E2(ρ)), while K(ρ, â1,2) satisfies
K(ρ, â1,2 = 0) = 0 and permits a series expansion in â1,2, whose coefficients are modular forms
(i.e. polynomials in the Eisenstein series (E4, E6)). To leading order, we have for example
K(ρ, â1,2) =
pi2
180
(â21 + â1â2 + â
2
2)E4(ρ) + . . . . (5.23)
Therefore, as in the case N = 2, we see that the highest power in E2 cancels between
B
N=3,(1)
(0,0) (ρ, â1, â2, S) and H
(0,0,0,1)
(0,0) (ρ, S). Furthermore, the remaining non-holomorphicity is
intimately coupled to â1,2, i.e. the remaining terms linear in E2(ρ) are accompanied by powers
of â1,2.
17I.e. order (E2)
1 in the first bracket and order (E2)
0 in the second.
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Finally, we have also verified explicitly
H
(0,0,0,1)
(0,0) (ρ, S) +B
3,1
(0,0)(ρ,
ρ
3
, S) = 3H
(0,1)
(0,0) (
ρ
3
, S) , (5.24)
thus confirming the self-similarity first observed in [29].
5.2 Order Q2R
To order Q2R, the expansion of the free energy is much more challenging to work out and we
were only able to determine the first coefficients. Indeed, upon writing g
1,(n,3)
(0,0)
H
(n,0,0,2)
(0,0) (ρ, S) = φ
2
−2,1(ρ,m)
5∑
i=1
g
i,(n,0,0),2
(0,0) (ρ)φ
5−i
−2,1(ρ,m)φ
i−1
0,1 (ρ,m) , ∀n ≥ 1 ,
H
(n,n,0,2)
(0,0) (ρ, S) = φ
2
−2,1(ρ,m)
5∑
i=1
g
i,(n,n,0),2
(0,0) (ρ)φ
5−i
−2,1(ρ,m)φ
i−1
0,1 (ρ,m) , ∀n ≥ 1 ,
H
(n1+n2,n1,0,2)
(0,0) (ρ, S) = φ
2
−2,1(ρ,m)
5∑
i=1
g
i,(n1+n2,n1,0),2
(0,0) (ρ)φ
5−i
−2,1(ρ,m)φ
i−1
0,1 (ρ,m) , ∀n1,2 ≥ 1 ,
we have found the following patterns
g
5,(n,0,0),2
(0,0) = g
5,(n,n,0),2
(0,0) = −
n
4 · 243(1−Qnρ)
+
 0 if gcd(n, 2) = 1 ,n
12·243(1−Qnρ ) if gcd(n, 2) > 1 ,
g
5,(n1+n2,n1,0),2
(0,0) = 0 ∀n1,2 ∈ N . (5.25)
g
4,(n,0,0),2
(0,0) =
 −
nE2+2n3
243(1−Qnρ ) +
n2Qnρ
4·24n(1−Qnρ )2 if gcd(n, 2) = 1
−8nE2+4nψ2+n3
12·243(1−Qnρ ) +
3n2Qnρ
4·242(1−Qnρ )2 if gcd(n, 2) > 1
g
4,(n,n,0),2
(0,0) =
 −
nE2+2n3
243(1−Qnρ ) +
n2
4·24n(1−Qnρ )2 if gcd(n, 2) = 1
−8nE2+4nψ2+n3
12·243(1−Qnρ ) +
2n2Qnρ
12·242(1−Qnρ )2 if gcd(n, 2) > 1
g
4,(n1+n2,n1,0),2
(0,0) =
1
(1−Qn2ρ )
(
(n21 − n22)Qn2ρ
(1−Qn1+n2ρ ) −
n1(n1 + 2n2)
(1−Qn1ρ )
)
×
 6 if gcd(n1, 2) = 1 or gcd(n2, 2) = 1 ,4 if gcd(n1, 2) > 1 and gcd(n2, 2) > 1 , (5.26)
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Higher terms (i.e. the coefficients g
i,(κ1,κ2,0),2
(0,0) for i = 1, 2, 3) require an expansion of the free
energy to much higher orders, which is currently out of computational reach. However, the
results (5.26) display similar patterns as observed in the cases above.
6 Case N = 4
In this section we report the results of the analysis for the case N = 4. Due to the com-
plexity of the partition function (and subsequently also the free energy), the computations are
rendered very difficult. Therefore, we limit ourselves to present the structure of the coeffi-
cients f
(s1,s2)
`1,`2,`3,`4,k,r
up to `1 + `2 + `3 + `4 ≤ 28, which allows us to analyse the structure of
B
N=4,(1)
(0,0) (ρ, â1, â2, â3, S) as a series expansion up to order Q
5
ρ (or less, depending on the precise
term). In the following we have determined analytic expressions matching this expansion but
we cannot exclude that they do not receive corrections to higher order.
This expansion suggests the following form of the building blocks of the free energy
H
(`1,`2,`3,`4,1)
(0,0) (ρ, S) = φ
2
−2,1(ρ, S)
3∑
i=1
g
i,(`1,`2,`3,`4,1)
(0,0) (ρ)φ
3−i
−2,1(ρ, S)φ
i−1
0,1 (ρ, S) , (6.1)
where (`1, `2, `3, `4) can be either of the following distinct configurations
(n, 0, 0, 0) ∀n ≥ 1
(n, n, 0, 0) ∀n ≥ 1
(n, 0, n, 0) ∀n ≥ 1
(n, n, n, 0) ∀n ≥ 1
(n1 + n2, n1, 0) ∀n1,2 ≥ 1
(n1 + n2, 0, n1, 0) ∀n1,2 ≥ 1
(n1 + n2, n1, n1, 0) ∀n1,2 ≥ 1
(n1 + n2, n1, 0, n1) ∀n1,2 ≥ 1
(n1 + n2 + n3, n1 + n2, n1, 0) ∀n1,2,3 ≥ 1
(n1 + n2 + n3, n1, n1 + n2, 0) ∀n1,2,3 ≥ 1
(n1 + n2 + n3, n1, 0, n1 + n2) ∀n1,2,3 ≥ 1 . (6.2)
By comparing to the series expansions, we found the following patterns
g
1,(n,0,0,0,1)
(0,0) =
−nE22(ρ)
72(1−Qnρ)
− n
2Qnρ E2(ρ)
6(1−Qnρ)2
, g
2,(n,0,0,0,1)
(0,0) = −
nE2(ρ)
72(1−Qnρ)
− n
2Qnρ
12(1−Qnρ)2
,
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g
3,(n,0,0,0,1)
(0,0) = −
n
288(1−Qnρ)
,
g
1,(n,n,0,0,1)
(0,0) =
−nE22(ρ)
72(1−Qnρ)
− n
2(E2(ρ) +Q
n
ρ)
12(1−Qnρ)2
, g
2,(n,n,0,0,1)
(0,0) =
3n2Qnρ − nE2(ρ)
72(1−Qnρ)
− n
2
12(1−Qnρ)2
,
g
3,(n,n,0,0,1)
(0,0) = −
n
288(1−Qnρ)
.
g
1,(n,0,n,0,1)
(0,0) =
−4n3Qnρ
(1−Qnρ)3
, g
2,(n,0,n,0,1)
(0,0) = g
3,(n,0,n,0,1)
(0,0) = 0 ,
g
1,(n,n,n,0,1)
(0,0) =
−nE22(ρ)
72(1−Qnρ)
− n
2E2(ρ)
6(1−Qnρ)2
, g
2,(n,n,n,0,1)
(0,0) =
−nE2(ρ)
72(1−Qnρ)
− n
2
12(1−Qnρ)2
,
g
3,(n,n,n,0,1)
(0,0) = −
n
288(1−Qnρ)
,
g
1,(n1+n2,n1,0,0)
(0,0) =
12(n1n2(n1 + n2))− n2(2n1 + n2)E2(ρ)
12(1−Qn1ρ )(1−Qn2ρ ) +
(n22 − n21)E2(ρ)
12(1−Qn1ρ )(1−Qn1+n2ρ )
− n1n2(n1 + n2)
(1−Qn1ρ )(1−Qn2ρ )(1−Qn1+n2ρ ) ,
g
2,(n1+n2,n1,0,0)
(0,0) =
n22 − n21
24(1−Qn1ρ )(1−Qn1+n2ρ ) −
n2(2n1 + n2)
24(1−Qn1ρ )(1−Qn2ρ ) , g
3,(n1+n2,n1,0,0)
(0,0) = 0 ,
g
1,(n1+n2,0,n1,0)
(0,0) =
−2n21n2
(1−Qn1ρ )2(1−Qn1ρ ) −
2n1n
2
2Q
n2
ρ
(1−Qn1ρ )(1−Qn2ρ )2 , g
2,(n1+n2,0,n1,0)
(0,0) = g
3,(n1+n2,0,n1,0)
(0,0) = 0 ,
g
1,(n1+n2,n1,n1,0)
(0,0) =
(n22 − n21)E2(ρ)
12(1−Qn1ρ )(1−Qn1+n2ρ ) −
n2(2n1 + n2)E2(ρ)
12(1−Qn1ρ )(1−Qn2ρ )
− n1n2(n1 + n2)Q
n2
ρ
(1−Qn1ρ )(1−Qn2ρ )(1−Qn1+n2ρ ) . (6.3)
g
2,(n1+n2,n1,n1,0)
(0,0) =
−n1(n1 + 2n2)
24(1−Qn1ρ )(1−Qn1+n2ρ ) −
n2(2n1 + n2)Q
n2
ρ
24(1−Qn2ρ )(1−Qn1+n2ρ ) , g
3,(n1+n2,n1,n1,0)
(0,0) = 0 ,
g
1,(n1+n2,n1,0,n1)
(0,0) =
−2n21n2
(1−Qn1ρ )2(1−Qn2ρ ) −
2n1n
2
2Q
n2
ρ
(1−Qn1ρ )(1−Qn2ρ )2 , g
2,(n1+n2,n1,0,n1)
(0,0) = g
3,(n1+n2,n1,0,n1)
(0,0) = 0
g
1,(n1+n2+n3,n1+n2,n1,0)
(0,0) =
(n1 − n2)n3(n1 + n2 + n3)
(1−Qn1ρ )(1−Qn2ρ )(1−Qn1+n2+n3ρ ) −
n2n3(2n1 + n2 + n3)
(1−Qn1ρ )(1−Qn2ρ )(1−Qn3ρ )
− n2(n1 − n3)(n1 + n2 + n3)
(1−Qn1ρ )(1−Qn2ρ )(1−Qn1+n2+n3ρ ) −
(n1 − n2)n3(n1 + n2 + n3)
(1−Qn1ρ )(1−Qn1+n2ρ )(1−Qn3ρ ) ,
g
2,(n1+n2+n3,n1+n2,n1,0)
(0,0) = g
3,(n1+n2+n3,n1+n2,n1,0)
(0,0) = 0 ,
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g
1,(n1+n2+n3,n1,n1+n2,0)
(0,0) =
n1(n1 + n2)(n2 + 2n3)
(1−Qn1ρ )(1−Qn1+n2ρ )(1−Qn2+n3ρ ) −
n1n3(n1 + 2n2 + n3)Q
n3
ρ
(1−Qn1ρ )(1−Qn3ρ )(1−Qn2+n3ρ )
+
(n1 + n2)(n1 − n2 − n3)n3Qn2+n3ρ
(1−Qn1+n2ρ )(1−Qn3ρ )(1−Qn2+n3ρ ) ,
g
2,(n1+n2+n3,n1,n1+n2,0)
(0,0) = g
3,(n1+n2+n3,n1,n1+n2,0)
(0,0) = 0 ,
g
1,(n1+n2+n3,n1,0,n1+n2)
(0,0) =
n1(n3 − n1)(n1 − 3n2 − n3)Q2n2+n3ρ
(1−Qn1ρ )2(1−Qn2ρ ) −
n2(n1 + n2)(n1 + 2(n2 + n3))Q
n2
ρ
(1−Qn2ρ )(1−Qn1+n2ρ )(1−Qn2+n3ρ )
+
2(n1 − 2n3)(n1 − n3)n3Qn2+2n3ρ
(1−Qn1+n2ρ )(1−Qn3ρ )(1−Qn1+n2+n3ρ ) −
(n1 + 2n2)(n2 + n3)(n1 + n2 + n3)
(1−Qn1+n2ρ )(1−Qn2+n3ρ )(1−Qn1+n2+n3ρ ) ,
g
2,(n1+n2+n3,n1,0,n1+n2)
(0,0) = g
3,(n1+n2+n3,n1,0,n1+n2)
(0,0) = 0 . (6.4)
These coefficients show various new structures. While we do not attempt to explicitly convert
all of them into generating functions of brackets, we remark that sum may require to consider
infinite series of the latter. Indeed, consider for example the structure
Q(X1, X2) =
∑
n1,n2>0
Xn11 X
n2
2 Q
n2
ρ
(1−Qn1ρ )(1−Qn2ρ )(1−Qn1+n2ρ ) , (6.5)
which appears for example in the resummation of the configuration (n1 + n2, n1, n1, 0) in (6.3)
and X1,2 may be suitable combinations of Qâ1,2 and Qρ with X1,2 = e
2piix1,2 . The expression
(6.5) cannot readily be written as a linear combination of generating functions of the type (B.3).
However, we can write it in the form
Q(X1, X2) =
∞∑
n=0
∑
n1,n2>0
Xn11 X
n2
2 Q
(n+1)n2
ρ
(1−Qn1ρ )(1−Qn1+n2ρ ) =
∞∑
n=0
∑
n1,n2>0
(X1Q
−2
ρ )
n1(X2Q
n
ρ)
n2 Q2n1+n2ρ
(1−Qn1ρ )(1−Qn1+n2ρ )
=
∞∑
n=0
T (x1 − 2ρ, x2 + nρ; ρ) . (6.6)
7 Conclusions and Outlook
Based on instanton expansions in a number of examples, we have presented in this paper
numerous intriguing patterns in the free energy of a class of six-dimensional little string theories
of A-type. We have in particular shown that all our examples permit a decomposition in terms
of generating functions of multiple divisor sums, first introduced in [25], which we conjecture
to be true in general.
The results and conjectures presented in this work serve as another indication of the im-
portance of symmetries in the study of the network of dual gauge theories engineered from the
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toric Calabi-Yau threefolds XN,1. In the companion paper [1], we have focused on the so-called
reduced free energy H
(0,...,0,r)
(s1,0)
(ρ, S) and have unraveled more of the group structure acting on
the particular sector of the BPS spectrum captured by it. The current work deals mostly with
the complement of this part of the spectrum, i.e. the remaining part of the free energy. We
have shown that the latter also has numerous interesting new and unexpected structures and
we have shown a class of functions (namely the generating functions of multiple divisor sigmas),
which is adapted to capture the latter in a natural fashion. In the simplest case N = 2, the
latter is related to so-called generalised Eisenstein series which in turn are related to the elliptic
Weierstrass function.
The appearance of these functions is very interesting when one considers the case N = 2
as a generalisation of N = 1. As was argued in [7], the latter has as automorphism group
Sp(4,Z), which contains two SL(2,Z) groups (called SL(2,Z)R and SL(2,Z)ρ, since they act
on R and ρ as modular parameters respectively) in a natural fashion. In the case of N = 2,
one of these (SL(2,Z)R in our conventions) remains more or less intact, while the second one
gets modified due to the introduction of the root â1 of an SU(2) gauge group
18 in addition to
the original modular parameter ρ. The functions we found in section 4, notably the Eisenstein
series E2k combine the two, in a natural fashion, making both the modular properties, as well
as the SU(2) character of the free energy manifest.
For the future it would be interesting to study the patterns we have found in this work
from a more group theoretic perspective and analyse the full automorphism group of the BPS
spectrum of the theories engineered from XN,1. Notably the relation (4.54), which connects
the coefficients that appear in the building blocks of the free energy to different orders in
QR, is very similar in spirit to a Hecke type of relation appearing in the reduced free energy
H
(0,...,0,r)
(s1,0)
(ρ, S). This could be seen as an indication that the whole free energy at order QrR
can be understood as some operator acting on a certain seed function. In this regard, it would
also be interesting to understand, what physical role is played by the algebra of the generating
functions T (â1, . . . , âN ; ρ) (which form the general building blocks of the free energy) that was
uncovered in [25]. We leave these questions for future work.
Furthermore, the generating functions of multiple divisor sums are also intimately related to
multiple zeta values [25, 27]. The latter have in recent years appeared in many other branches of
physics, notably the study of scattering amplitudes in (supersymmetric) string theories (see [33–
45] for recent work). While the latter are in general perturbative quantities, the appearance
of the same type of objects in the instanton partition function (and the corresponding free
energy), which is an inherently non-perturbative object, might indicate a more profound role of
multiple zeta values in gauge theories also at the non-perturbative level. It will be interesting
in the future to study, what type of lessons we can take away from this connection [46].
18Notice that the Weyl group Dih2 of the latter is in fact part of G˜(2).
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Finally, based on earlier results [7] in this paper we have restricted ourselves to theories
engineered from the toric Calabi-Yau manifolds XN,1. The latter are part of the larger class of
manifoldsXN,M , for which the free energy has also been studied in detail. It would be interesting
to repeat the current analysis for these cases. Similarly it would be even more interesting to
analyse theories that are engineered by parallel M5-branes probing various different orbifold
backgrounds. Due to the similar nature of these theories one might expect to find the same
type of patterns as described in the current work.
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A Modular Objects
A.1 (Quasi-)Jacobi Forms
A.1.1 Jacobi Forms
For completeness, we recall the definition of a Jacobi form of weight w and index m as a
function19
φ : H× C −→ C
(ρ, z) 7−→ φ(ρ; z) (A.1)
which satisfies (for Γ ⊂ SL(2,Z) some finite-index subgroup of the modular group)
φ
(
aρ+ b
cρ+ d
;
z
cρ+ d
)
= (cρ+ d)w e
2piimcz2
cτ+d φ(τ ; z) , ∀
(
a b
c d
)
∈ Γ ,
φ(ρ; z + `1ρ+ `2) = e
−2piim(`21ρ+2`1z) φ(ρ; z) , ∀ `1,2 ∈ N , (A.2)
19Here H s the upper half-plane.
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and which allows for a Fourier expansion of the form
φ(z, ρ) =
∞∑
n=0
∑
`∈Z
c(n, `)Qnρ e
2piiz` , with c(n, `) = (−1)wc(n,−`) . (A.3)
As examples of Jacobi forms of index 1 and weight 0 and −2 respectively, we introduce20
φ0,1(ρ, z) = 8
4∑
a=2
θ2a(z; ρ)
θ2a(0, ρ)
, and φ−2,1(ρ, z) =
θ21(z; ρ)
η6(ρ)
, (A.4)
where θa=1,2,3,4(z; ρ) are Jacobi theta functions and η(ρ) is the Dedekind eta function.
The space Jw,m(Γ) of Jacobi forms of weight w and index m, is finite dimensional, which
means we can decompose any Jacobi form of index m and weight k through the choice of a
suitable basis. The decompositions relevant in this work are of the following form: let φ be a
Jacobi form of weight w ∈ Neven and index m > 1, then
φ(ρ, z) =
m+1∑
u=1
gu(ρ)φm+1−u−2,1 (ρ, z)φ
u−1
0,1 (ρ, z) , (A.5)
where gu(ρ) is a modular form of weight w + 2(m + 1− u). The latter can in turn be written
as a homogeneous polynomial in the Eisenstein series, which are defined by
E2k(ρ) = 1− 4k
B2k
∞∑
n=1
σ2k−1(n)Qnρ , ∀ k ∈ N . (A.6)
where B2k are the Bernoulli numbers. We also introduce
G2k(ρ) = 2ζ(2k) + 2
(2pii)2k
(2k − 1)!
∞∑
n=1
σ2k−1(n)Qnρ = 2ζ(2k)E2k(ρ) , (A.7)
along with Weierstrass’s elliptic function
℘(z; ρ) =
1
z2
+
∞∑
k=1
(2k + 1)G2k+2(ρ) z
2k . (A.8)
20For the convenience of some numerical factors appearing in various expressions, these definitions differ by
numerical prefactors (2 and −1 respectively) from those in the literature.
42
A.1.2 Quasi-Jacobi Forms
Notice in the definition (A.6), E2 is not a modular form, but transforms with a shift-term
E2
(
aρ+ b
cρ+ d
)
= (cρ+ d)2E2(ρ)− 6i
pi
c
cρ+ d
, ∀
(
a b
c d
)
∈ SL(2,Z) . (A.9)
Allowing the gu in (A.5) to also depend on E2, in fact leads to a generalisation of Jacobi forms,
called quasi-Jacobi forms. To define the latter more rigorously, we follow [47] and first define
an almost meromorphic Jacobi form. Let
λ(z, ρ) =
z − z¯
ρ− ρ¯ , and µ(ρ) =
1
ρ− ρ¯ , (A.10)
then an almost meromorphic Jacobi form of weight w, index zero and depth (s, t) is a mero-
morphic function, which satisfies (A.2) for m = 0 and which has degree s in λ and t in µ. A
quasi-Jacobi form ψ(ρ; z) of depth (s, t) is the constant term of an almost meromorphic Ja-
cobi form of index zero and depth (s, t) when considered as a polynomial in λ and µ. Under
modular and elliptic transformations, it schematically behaves in the following manner (for(
a b
c d
)
∈ SL(2,Z) and `1,2 ∈ Z)
(cρ+ d)−w ψ
(
aρ+ b
cρ+ d
;
z
cρ+ d
)
=
s∑
i=0
t∑
j=0
Sij(ψ)(ρ, z)
(
cz
cρ+ d
)i(
cz
cρ+ d
)j
,
ψ(ρ; z + `1ρ+ `2) =
s∑
i=0
Ti(ψ)(ρ; z) `
i
1 . (A.11)
As discussed in [47], the algebra of quasi-Jacobi forms is the algebra of functions on H × C
generated by functions En(z; ρ) and E2, where En is a class of generalised Eisenstein series that
we shall discuss in the following subsection.
A.2 Generalised Eisenstein Series
In this appendix we recall parts of the review [26]. Let z ∈ C and n ∈ N
en(z) =
∞∑
µ=−∞
(z + µ)−n . (A.12)
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en is absolut convergent, while for n = 1, the summation should be understood as the following
Eisenstein summation
e1 = lim
M→∞
M∑
µ=−M
1
z + µ
=
d
dz
log(sinpiz) . (A.13)
The functions (A.12) satisfy the following recursive relation
den
dz
= −n en+1 , ∀n ≥ 1 , (A.14)
such that in particular e2(z) =
pi2
sin2(piz)
.
The definition (A.12) can be generalised according to [26] in the following manner: let W be
a lattice in the complexe plane, generated by two complex numbers (u, v) that satisfy v/u = δρ
(with δ = ±1). The generalised Eisenstein series is defined as
En(z; ρ) =
∑
w∈W
(z + w)−n . (A.15)
We remark that throughout the main body of this paper, we prefer to work with the specific
choice of generators
u = 1 , v = ρ , δ = +1 . (A.16)
Originally studied by Eisenstein, (A.15) is absolutely convergent for n ≥ 3, while for n ∈ {1, 2},
the summation is supposed to be understood as
∑
w∈W
(z + w)−n = lim
N→∞
N∑
ν=−N
(
lim
M→∞
M∑
µ=−M
(z + µu+ νv)−n
)
. (A.17)
Throughout the main body of this paper, we will always assume that this Eisenstein summation
is used whenever appropriate. The En satisfy the following recursive relation
dEn
dz
= −n En+1 . (A.18)
A particular Fourier expansion of En [26] can be given for n ∈ N
En(z; ρ) = u−n
+M∑
ν=−M
en
(
z + νv
u
)
+
(2pi/iu)n
(n− 1)!
∞∑
ν=M+1
∞∑
d=1
dn−1Qνdρ
[
e2piizd + (−1)n e−2piizd] ,
(A.19)
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where M has to be chosen such that |QM+1ρ e2piiz| < 1 and |QM+1ρ e−2piiz| < 1. Focusing on the
case |Qρ| < |e2piiz| < |Qρ|−1, one can choose M = 0. Furthermore, E2 can also be expressed in
terms of the Weierstrass function ℘ (defined in (A.8))
E2(z; ρ) = G2(ρ) +
∑
w∈W
′
[
1
(z + w)2
− 1
w2
]
= G2(ρ) + ℘(z; ρ) , (A.20)
where the summation does not include the origin of W .
B Generating Functions of Multiple Divisor Sums
Following [25] we define the multiple divisor sum
σr1,...,r`(n) =
∑
u1v1+...+u`v`=n
u1>...>u`>0
vr11 . . . v
r`
` , for
r1, . . . , r` ∈ N ∪ {0}
`, n ∈ N (B.1)
whose generating function
[s1, . . . , s`; ρ] =
1
(s1 − 1)! . . . (s` − 1)!
∑
n>0
σs1−1,...,s`−1(n)Q
n
ρ , for s1, . . . , s` ∈ N , (B.2)
is called a bracket of length `. The generating function of brackets was defined in [25] as follows
T (x1, . . . , x`; ρ) =
∑
s1,...,s`>0
[s1, . . . , s`; ρ](2piix1)
s1−1 . . . (2piix`)s`−1 =
∑
n1,...,n`>0
∏`
j=1
e2piinjxjQ
n1+...+nj
ρ
1−Qn1+...+njρ
,
(B.3)
for x1,...,` ∈ R. An equivalent expression was given in [25] by re-writing the denominator of
(B.3) as a series expansion
T (x1, . . . , x`; ρ) =
∑
n1,...,n`>0
∏`
j=1
e2piinjxj
∑
vj>0
Qvj(n1+...+nj)ρ . (B.4)
While the T (x1, . . . , x`; ρ) are in general not modular objects, it was shown in [25] that the
quasi-modular forms constitute a subalgebra of the algebra MD spanned by the brackets
[s1, . . . , s`; ρ]. A property we are interest in is the generalisation of elliptic transformations
for the T (x1, . . . , x`; ρ): we first consider a shift of all arguments of T (x1, . . . , x`; ρ) (for ` ∈ N)
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of the following form
T (x1 − ρ, . . . , x` − ρ; ρ) =
∑
n1,...,n`>0
Q−n1−...−n`ρ
∏`
j=1
e2piinjxjQ
n1+...+nj
ρ
1−Qn1+...+njρ
=
∑
n1,...,n`>0
`−1∏
j=1
e2piinjxjQ
n1+...+nj
ρ
1−Qn1+...+njρ
e2piin`x`
[
Qn1+...+n`ρ
1−Qn1+...+n`ρ + 1
]
= T (x1, . . . , x`; ρ) +
∑
n1,...,n`−1>0
`−1∏
j=1
e2piinjxjQ
n1+...+nj
ρ
1−Qn1+...+njρ
∑
n`>0
e2piin`x`
= T (x1, . . . , x`; ρ)− 1
1− e−2piix` T (x1, . . . , x`−1; ρ) . (B.5)
Here we have implicitly used the convention that T (x1, . . . , x`; ρ)
∣∣
`=0
= 1. Notice, that the
factor 1
1−e2piix` in (B.5) is in fact the generating function of zeta-values in the sense
1
1− e−2piix` =
1
2
+
i
pi
∞∑
n=0
ζ(2n)x2n−1` . (B.6)
more general shifts of the arguments of T (x1, . . . , x`; ρ) lead to more complicated expressions,
which, however, in general again contain (parts of) generating functions of zeta values as well
as T of lower length. As an example we present the case ` = 2
T (x1 − ρ, x2; ρ) =
∑
n1,n2>0
e2pii(n1x1+n2x2) Qn1+n2ρ
1−Qn1+n2ρ
[
Qn1ρ
1−Qn1ρ + 1
]
= T (x1, x2; ρ) +
∑
n1,n2>0
e2pii(n1x1+n2x2)Qn1+n2ρ
1−Qn1+n2ρ . (B.7)
The last term can be rewritten as
∑
n1,n2>0
e2pii(n1x1+n2x2)Qn1+n2ρ
1−Qn1+n2ρ =
∑
n>0
e2piix1n
∞∑
N=n+1
e2piix2(N−n)QNρ
1−QNρ
= − 1
1− e−2pii(x1−x2)T (x2; ρ)−
∞∑
n=1
e2piin(x1−x2)
n∑
N=1
e2piiNx2QNρ
1−QNρ
. (B.8)
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Here the last term is in fact part of the generating function of brackets of length 1. We can
furthermore write it in the following fashion
∞∑
n=1
e2piin(x1−x2)
n∑
N=1
e2piiNx2QNρ
1−QNρ
=
∞∑
n=1
e2piin(x1−x2)
∞∑
k=1
n∑
N=1
e2piiNx2 QNkρ
=
∞∑
n=1
e2piin(x1−x2)
∞∑
k=1
e2piix2Qkρ
1− (e2piix2Qkρ)n
1− e2piix2Qkρ
=
∞∑
n=1
e2piin(x1−x2)
∞∑
k=1
e2piix2Qkρ [n]e2piix2Qkρ . (B.9)
Here we have defined the q-analog of a non-negative integer n [48]
[n]q :=
n−1∑
k=0
n−1∑
k=0
qk =
1− qn
1− q , ∀n ∈ N and |q| ∈ [0, 1] . (B.10)
Summarising we can therefore write
T (x1 − ρ, x2; ρ) = T (x1, x2; ρ)− 1
1− e−2pii(x1−x2)T (x2; ρ)−
∞∑
n=1
e2piin(x1−x2)
∞∑
k=1
e2piix2Qkρ [n]e2piix2Qkρ .
(B.11)
Notice, that the relation (B.5) as well as (B.11) allow to treat all cases with N = 3 in section 5.
C Coefficients
In this appendix we collect several explicit coefficients in the decomposition of the free energy
that were too lengthy to be displayed in the main body of the paper.
C.1 Contributions H
(0,0,r)
(s1,s2)
(ρ, S)
In the following we list the coefficients H
(0,0,r)
(s1,s2)
(ρ, S) that make up what is called the reduced
free energy for N = 2 in [1].
H
(0,0,1)
(0,0) (ρ, S) = −
1
12
φ−2,1 [φ0,1 + 2E2 φ−2,1] ,
H
(0,0,1)
(2,0) (ρ, S) =
1
12 · 24
(
E4 − 2E22
)
φ2−2,1 +
φ20,1
2 · 242 ,
H
(0,0,1)
(4,0) (ρ, S) =
(−10E32 − 3E4E2 + 4E6)φ2−2,1
5 · 243 +
(5E22 − 7E4)φ0,1φ−2,1
5 · 243 +
E2 φ
2
0,1
4 · 243 ,
H
(0,0,1)
(6,0) (ρ, S) =
(−70E42 − 168E4E22 − 8E6E2 + 123E24)φ2−2,1
105 · 244
+
(35E32 − 21E4E2 − 29E6)φ0,1φ−2,1
1260 · 243 +
E4φ
2
0,1
160 · 243 ,
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H
(0,0,1)
(1,1) (ρ, S) =
1
6 · 24
(
2E22 − E4
)
φ2−2,1 +
1
144
E2φ0,1φ−2,1 +
φ20,1
242
,
H
(0,0,1)
(3,1) (ρ, S) =
(5E32 − 3E4E2 − 2E6)
15 · 242 φ
2
−2,1 ,
H
(0,0,1)
(5,1) (ρ, S) =
(35E42 + 21E4E
2
2 − 26E6E2 − 30E24)φ2−2,1
210 · 243 +
(−5E32 + 3E4E2 + 2E6)φ0,1φ−2,1
60 · 243 ,
H
(0,0,1)
(2,2) (ρ, S) =
(−10E32 + E4E2 + 4E6)φ2−2,1
20 · 242 −
(E22 + E4)φ0,1φ−2,1
12 · 242 −
E2 φ
2
0,1
2 · 243 ,
H
(0,0,1)
(4,2) (ρ, S) =
(−350E42 − 168E4E22 + 120E6E2 + 279E24)φ2−2,1
35 · 244
+
(5E32 − 3E4E2 − 7E6)φ0,1φ−2,1
60 · 243 −
E4φ
2
0,1
160 · 243 ,
H
(0,0,1)
(3,3) (ρ, S) =
(35E42 + 21E4E
2
2 − 26E6E2 − 30E24)φ2−2,1
63 · 243 +
(−5E32 + 3E4E2 + 2E6)φ0,1φ−2,1
90 · 243 ,
(C.1)
Furthermore, we also have
H
(0,0,2)
(0,0) (ρ, S) =
φ−2,1
60 · 242
[
8(E2(ρ)(33E4(ρ)− 48E4(2ρ)) + 2E2(2ρ)(64E4(2ρ)− 59E4(ρ)))φ3−2,1
+ 4
(
10E2(ρ)
2 − 40E2(2ρ)2 − 9E4(ρ) + 24E4(2ρ)
)
φ0,1φ
2
−2,1 − 10(E2(ρ) + 2E2(2ρ))φ20,1φ−2,1 − 5φ30,1
]
.
(C.2)
as well as
H
(0,0,3)
(0,0) (ρ, S) = −
φ50,1φ−2,1
3981312
− φ
4
0,1φ
2
−2,1(2E2(ρ) + 3E2(3ρ))
1990656
− φ
3
0,1φ
3
−2,1 (−15E2(ρ)2 + 135E2(3ρ)2 + 38E4(ρ)− 108E4(3ρ))
4976640
− φ
2
0,1φ
4
−2,1(3E2(3ρ)(977E4(ρ)− 8577E4(3ρ)) + E2(ρ)(8091E4(3ρ)− 311E4(ρ)) + 15120E6(3ρ))
4976640
− φ0,1φ
5
−2,1
60963840
[− 1323E4(ρ)E2(ρ)2 + 4(3727E6(ρ) + 275454E6(3ρ))E2(ρ) + 2231145E4(3ρ)2
+ 3E2(3ρ)(3969E2(3ρ)E4(ρ)− 68(554E6(ρ) + 15903E6(3ρ)))
]
− φ
6
−2,1
17418240
[
210(E4(ρ)− 9E4(3ρ))E2(ρ)3 − 360E6(ρ)E2(ρ)2 − 5
(
701E4(ρ)
2
+ 631971E4(3ρ)
2
)
E2(ρ) + 15E2(3ρ)
(− 378(E4(ρ)− 9E4(3ρ))E2(3ρ)2 + 3071E4(ρ)2
+ 633429E4(3ρ)
2
)− 24 (3645E2(3ρ)2 + 15076E4(ρ) + 249084E4(3ρ))E6(3ρ)]) . (C.3)
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C.2 Coefficients g
i,(n,r=2)
(2,0) (ρ)
For completeness in the following we list the coefficients g
i,(n,2)
(2,0) , which constitute the next-to-
leading order in 1 for the free energy of N = 2 to order Q
2
R.
g
1,(n,2)
(2,0) = −
n7
120(1−Qnρ)
+
E2n
5
288(1−Qnρ)
− 53E4n
3
1440(1−Qnρ)
+
n(E2E4 + 2E6)n
144(1−Qnρ)
−
 0 if gcd(n, 2) = 1 ,− n3ψ22
432(1−Qnρ ) +
n(2E6+ψ22(2E2+3ψ2))
3·242(1−Qnρ ) if gcd(n, 2) > 1 .
g
2,(n,2)
(2,0) = −
26n5 − 8E2n3 + 9E4n
2 · 242(1−Qnρ)
−
 0 if gcd(n, 2) = 1 ,n3ψ2
432(1−Qnρ ) −
n(6ψ22+4E2ψ2−3E4)
6·242(1−Qnρ ) if gcd(n, 2) > 1 ,
g
3,(n,2)
(2,0) = −
n3
128(1−Qnρ)
+
E2n
1152(1−Qnρ)
−
 0 if gcd(n, 2) = 1 ,− n3
1728(1−Qnρ ) +
n(2E2+3ψ2)
12·242(1−Qnρ ) if gcd(n, 2) > 1 ,
g
4,(n,2)
(2,0) = −
n
8 · 242(1−Qnρ)
+
 0 if gcd(n, 2) = 1 ,n
243(1−Qnρ ) if gcd(n, 2) > 1 ,
g
5,(n,2)
(2,0) = 0 . (C.4)
As we can see, these coefficients display similar characteristics as their counterparts g
i,(n,2)
(0,0) . To
keep the presentation short, we shall not present the resummed free energy to this order.
C.3 Coefficients H
(0,1)
(s1,0)
(ρ, S)
In order to verify self-similarity in the form of (4.36) we need the free energy for N = 1.
Indeed,the coefficients H
(0,1)
(s1,0)
(ρ, S) for s1 ∈ {0, 2, 4, 6} are given by [6]
H
(0,1)
(0,0) (ρ, S) = −φ−2,1(ρ, S) ,
H
(0,1)
(2,0) (ρ, S) =
1
4 · 24 [φ0,1(ρ, S)− 2E2(ρ)φ−2,1(ρ, S)] ,
H
(0,1)
(4,0) (ρ, S) =
1
40 · 242
[
5E2(ρ)φ0,1(ρ, S)− (13E4(ρ) + 5E22(ρ))φ−2,1(ρ, S)
]
,
H
(0,1)
(6,0) (ρ, S) =
1
140 · 244
[
21
(
5E2(ρ)
2 + 7E4(ρ)
)
φ0,1(ρ, S)
− 2 (35E2(ρ)3 + 273E4(ρ)E2(ρ) + 184E6(ρ)) φ−2,1(ρ, S)] . (C.5)
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H
(0,2)
(0,0) (ρ, S) = −
1
24
φ−2,1(ρ, S)φ0,1(ρ, S) +
1
12
φ2−2,1(ρ, S) (E2(ρ)− 2E2(2ρ)) . (C.6)
H
(0,3)
(0,0) (ρ, S) = −
φ−2,1φ20,1
576
+
φ2−2,1φ0,1
288
(E2(ρ)− 3E2(3ρ)) + φ3−2,1
[
− 37
1440
E4(ρ) +
3
160
E4(3ρ)
]
.
(C.7)
C.4 Functions G
(i1,i2)
(0,0) (R, S)
The G
(i1,i2)
(0,0) (R, S) (introduced in (2.5)) for N = 2 for low values of (i1, i2) as functions of R take
the form
G
(1,0)
(0,0)(R, S) = −φ−2,1 ,
G
(2,0)
(0,0)(R, S) =
1
6
(E2(R)− E2(2R))φ2−2,1 ,
G
(2,1)
(0,0)(R, S) =
1
576
φ−2,1
[ (
8E22(R)− 12E4(R)
)
φ2−2,1 − 4E2(R)φ0,1φ−2,1 − φ20,1
]
,
G
(3,0)
(0,0)(R, S) = −
φ2−2,1
1440
[ (
20E2(R)
2 + 7E4(R)− 27E4(3R)
)
φ−2,1 + 15(E2(3R)− E2(R))φ0,1
]
,
G
(3,1)
(0,0)(R, S) = −
φ3−2,1
1296
[
4
(
E2(R)
3 − E6(R)
)
φ−2,1 + 3
(
E4(R)− E2(R)2
)
φ0,1
]
,
G
(3,2)
(0,0)(R, S) = −
φ−2,1
3 · 244
[
16
(
4E2(R)
4 − 36E4(R)E2(R)2 − 64E6(R)E2(R) + 99E4(R)2
)
φ4−2,1
− 32 (2E2(R)3 − 33E4(R)E2(R) + 28E6(R))φ0,1φ3−2,1
− 24 (4E2(R)2 − 7E4(R))φ20,1φ2−2,1 + 24E2(R)φ30,1φ−2,1 + 3φ40,1] . (C.8)
Here the arguments are φ−2,1(R, S) and φ0,1(R, S). With the results available, also G
(4,0)
(0,0)(R, S)
can be fixed up to a single constant, which, however, we shall not explicitly display.
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