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Abstract
The wave function in relativity is dened, in four-dimensional space, on a space-like
three-dimensional plane. The plane, most close to the time-like region, is the light-front
plane ct + z = 0. Corresponding dynamical approach { the light-front dynamics { has
considerable advantages. We describe, in a eld-theoretical framework, the construction
of light-front dynamics and illustrate it by some examples.
1 Introduction
A few centures ago Galileo Galilei has discovered that the rectilinear motion is indistin-
guishable from the rest. Two observers, the laboratory observer and the moving one,
carring out the same experiments, obtain the same results. This discovery is deeply con-
sistent with our intuition: the observer in an isolated laboratory does not interact with
environment and, hence, he has no any way to learn about his motion.
At the beginning of this century the existence of the limiting velocity was established.
This is the light speed c. Nothing can move faster. This discovery was also very consistent
with our intuition. Indeed, if the limiting velocity would not exist, a very far part of the
Universe could make an immediate inluence to us. This seems unnatural.
According to the Galilei principle, the limiting speed should be the same in any moving
system of reference. Otherwise, the observer would be able to notice his motion, mea-
suring speed of light. However, this seems paradoxal from point of view of our everyday
experience. Pursuing the light, we can accelerate our system almost untill the light speed,
but the light still runs away with the same speed c.
Einstein discovered, that the Galilei principle is reconciled with existence of the limit-
ing velocity because of change of properties of space and time in a moving system relative
to the rest one. For both observers the space-time in their own systems is the same, but
for the observer from the rest system the space-time in the moving system looks dierent
than his own one. In particular, when the speed v of the moving system approaches to
c, the laboratory observer notices that the clock in this system delays from his one. In
its turn, the observer in the moving system sees the similar eect: from his point of view
the time in the rest system delays and almost stops when his speed approaches to c. Not
only the clock, but any physical process observed from the moving system is stopped as
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well. To describe the physical phenomena, the laboratory observer can use, naturally, his
own clocks and the space scales. However, on his choice, he can use the clocks and the
space scales from the moving system. Two systems are equivalent, but two descriptions
are dierent. The dilation of time can be used, in a theoretical laboratory, to make the
"instant photo" of a fast, subnuclear physical process. "Stopping" the time, i.e., stopping
the process, one obtains big advantage for study the most fast processes proceeding with
the speed close to c. This dependence on the choice of the reference frame, is, in other
words, the dependence on the choice of the space-time coordinates. In dierent coordi-
nates the dynamical description of a system is dierent. We get in this way the dierent
forms of dynamics.
One of this form, the light-front dynamics (LFD), is very ecient tool to investigate
the eld theory and, in this framework, the relativistic composite systems (hadrons in
the quark models, nuclei at relativistic relative nucleon momenta). In this article we
will show, how LFD is constructed, explain its most principal properties, its relations to
other approaches and give some applications. There are also a lot of phenomenological
applications of LFD. They are beyond the scope of the present paper.
2 Forms of relativistic dynamics
In his famous article [1] Dirac analysed three forms of dynamics: the instant form, the
point form and the front one.
From the group-theoretical point of view, the trasnformations of the system of refer-
ence including the translations, rotaions and the Lorentz transformations are forming the
Poincare group. Under the innitesimal transformation g of the coordinate system with
the translation parameters a and with the four-dimensional rotation parameters ":
x ! x0 = x + a + "x
the state vector  is transformed as follows:
! 0 = U(g); (1)
where





Four translation generators P are the operators of the four-momentum. Six genera-
tors J of the rotaions and the Lorentz transformations are the operators of the four-
dimensional angular momentum. The commutation relations between them have the
form:
[P; P ] = 0 ;
1
i
[P; J] = gP − gP ;
1
i
[J ; Jγ ] = gJγ − gJγ + gγJ − gγJ: (3)







The state vector J(p) corresponding to a system with denite four-momentum p, mass
M , total angular momentum J and its projection  to the z-axis satises the following
system of equations:
P 
J(p) = p J(p) ;
P 2 J(p) = M2 J(p) ;
S2 J(p) = −M2 J(J + 1) J(p) ;
S3 
J(p) = M J(p) : (4)
A particular dynamical system is determined by the explicit form of these generators,
i.e., by a particular solution of the commutaion relations (3). If these generators are
expressed in terms of the particle coordinates, we get a version of relativistic quantum
mechanics with xed number of particles. If the denerators are expressed through the
quantum elds, we obtain a form of the quantum eld theory. As soon as the generators
are known, the state vector is determined by eqs.(4). For an interacting system some
Poincare generators contain the interaction. Namely, the generators changing the position
of the surface, where the state vector is dened, contain interaction. The generators, which
do not change the position of the surface, don’t contain interaction and coincide with the
generators of free system. Using this property, one can classify the dierent forms of
dynamics.
2.1 Instant form
The laboratory observer studies the physical processes in the four-dimensional space-time
continuum described by the coordinates x = (t; ~r). The three-dimensional space ~r is a
plane given by the equation t = const. The observer studies the evolution of his physical
system from one plane t = const to other one. The wave function  (~r; t) of a quantum
system, for a given t, is dened on this (three-dimensional) plane.
This description in four-dimensional space, from one equal-time plane to other one,
corresponding to the dierent time instants t = const, is called the instant form of dy-
namics. In our everyday life we always use the instant form.
The time translations of the three-dimensional plane are determined by the Hamilto-
nian H = P0. The interaction enters also into three operators of the Lorentz trasnforma-
tion Ji0, i = 1; 2; 3. Indeed, two simultaneous events in one system of reference are not
simultaneous ones in a moving system. Therefore, the Lorentz trasnformations don’t leave
the plane t = const invariant, they change the orientation of this plane relative to the
time axis. This is the reason, why the corresponding generators contain the interaction.
Other six generators, the translations and rotations inside the three-dimensional space,
namely, ~P and ~Ji = ijkJ jk coincide with the generators of the free system.
The instant form of dynamics is widely used for the relativistic generalizations of the
quantum mechanics.
2.2 Point form
In principle, one can dene the wave function not only on the plane, but on any space-like
surface. Any two points of this surface can not be connected by the light signal and,
hence, an event in one of these points cannot be a cause of the other one. A convenient
choice is the surface of hyperboloid, t2 − ~r 2 = const. It is invariant under the Lorentz
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transformations. With the state vector dened on the family of these hyperboloids, we
obtain the point form of dynamics.
In the point form the rotations and the Lorentz transformations don’t change the
hyperboloid t2 − ~r 2 = const. Therefore all the six generators J don’t contain the
interaction. Whereas, the translations are much more complicated, and all the generators
P contain the interaction. This means that the total momentum of a system is not the
sum of the particle momenta. This complicates the situation, inspite of the simplication
of the Lorentz boosts.
2.3 Front form
The observer moving with the velocity v along z-axis describes a physical process in








x0 = x; y0 = y (5)
According to (5), the plane t0 = const in moving system corresponds to t+zv=c2 = const in
the laboratory coordinates. The evolutions is considered from one plane t+zv=c2 = const
to other one. Since the value of const is not yet specied, the factor 1=
p
1− v2=c2 can
be absorbed by it. For the "null plane" we put t0 / t + zv=c2 = 0. In the limiting case,
when v ! c, we get the plane determined by the equation t0 / z+ = t + z=c = 0. The
wave function is dened on this plane. This equation coincides with the equation for the
light front z = −ct, moving along −z. This is the reason, why the description in these
coordinates is called the front form of dynamics, or the light-front dynamics.
We emphasize that there are two equivalents points of view on LFD. On the one hand,
we can study the system in the instant form, i.e., at t0 = 0, but from point of view of
the system of reference moving with the limiting speed v ! c. This system of reference
is called the "innite momentum frame". One can equivalently describe the same system
in the "normal", laboratory frame, but in the light-front coordinates (z+; x; y; z−), here
z+ = t + z plays the role of the light-front "time", z− = t − z is a coordinate in the
light-front plane, and now we chose the unites with c = 1. The rst approach is more
convenient for intuition, the second one is more appropriate for technical developments.
The both dier from the instant form, t = 0, in the laboratory system. The both should
give, in principle, the same results, as the instant form, but, as wee see, in more simple
way.
From the group-theoretical point of view, in the front form of dynamics only three
generators P−; J1−; J2− do not leave the light-front plane invariant and contain the inter-
action. Other seven generators P1; P2; P+; J12; J−+; J1+ and J2+ are the free ones.
Note also that, for a free particle, the relation between the energy and momentum
p20 = ~p
2 + m2 can be rewritten in the light-front coordinates as: p+p− − ~p2? = m2 (with








This expression does not contain any square rooft, in contrast to the instant form.
2.4 Why LFD?
The main diculty of the quantum eld theory is the very complicated structure of
the state vector describing the particles and even the state without any particles { the
vacuum state. The state vector is usually described as a superposition of the bare quanta,
corresponding to the non-interating elds. If we "switch o" the interaction between
the elds, the number of particles is conserved. As soon as we take into account the
interaction, the state vector is a superposition of the states with dierent numbers of
particles.
If interaction is a weak, like in the case of the quantum electrodynamics, it does not
change the state vector too much. Therefore, the "dressed" electron diers from the bare
one only by small admixture of photon.
The situation is drastically dierent, when the interaction is strong. In this case, the
structure of the real particle is extremely complicated. For example, the proton consists
of three quarks, but these quarks are not the same quarks that appear in the initial
Lagrangian of the Quantum Chromodynamics (QCD). They are so called the constituent
quarks, which, in their turn, consist of the bare quarks and the gluons. The state vector
of the proton is a huge superposition of the bare elds. It has not yet been calculated
from the rst principles of QCD.
One should emphasize that not only the proton state, but also the state without
physical particles { the vacuum state, from point of view of the laboratory observer, is
a complicated superposition of the bare particles, or, in other words, of fluctuations of
the bare elds. At the same time, this description of emptiness in terms of the very
complicated conglomerates of particles, seems unnatural. It would be much better to
work in the approach, in which the vacuum is indeed nothing but emptiness. Simplifying
the vacuum wave function, we simplify not only it, but also the wave function of the
proton and of other particles, eliminating from them, like in the vacuum wave function,
the fluctuations of elds. After that on can study the real, physical structure of particles.
The vacuum is nothing but emptiness just in the light-front dynamics. This is the
principal advantage of this approach.
Qualitatively this can be understood from point of view of the uncertainty principle
for energy and time. Consider the fluctuation creating three particles from vacuum. The
fluctuation with the energy E = "~k1 + "~k2 + "~k3 may occur for the time t  h=E
(here "~k =
q
~k 2 +m2). In the innite momentum frame the momenta ~ki and energies "~ki
of any particle increase, E tend to innity. Therefore, the time of fluctuation t tends
to zero. The contribution of this fluctuation to the vacuum wave function disappears.
This result is quite consistent with the mentioned above change of the space-time
properties in the moving system. Due to the time dilation, all the physical processes are
delaied, and the fluctuation has no time to occur. This means that in the thought exper-
iment in the innite momentum frame we study the particles prepared "far in advance",
not spoiled by the vacuum fluctuations.
As already emphasized above, one can directly formulate the theory in the light-front
variables, without taking any innite momentum frame limit. This formulation includes
the rules of the graph techniques, which allow to calculate the amplitudes. In principle,
they could contain the vertices corresponding to vacuum fluctuations. We will see below
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that in LFD these vertices do not appear. This is the quantitative manifestation of the
of disappearence of the vacuum fluctuations. In LFD, the bare vacuum state, i.e., the
eigenstate of the free Hamiltonian, is also an eigenstate of full Hamiltonian, containing
the interaction. This property manifests itself in the formalism of LFD.
2.5 LFD and relativistic quantum mechanics
The dynamics of a nonrelativistic quantum system is determined by the Schro¨dinger
equation with appropriate interaction Hamiltonian. Similar construction is developed for
the relativistic quantum mechanical models. These models are based not on the eld
theory, but on a construction of relativistic phenomenological Hamiltonians in terms of
the particle coordinates. The dierence, in comparison to the nonrelativistic case, is in
the fact that in the relativistic case the interaction enters in a few generators, so, we get
a few "Hamiltonians". For example, in the front form, the "potential" is introduced in
the generators P−; J1−; J2−. It has to be introduced by a selfconsistent way, since the
generators should satisfy the proper commutaion relations of the Poincare group. In this
scheme one can t the phenomenological potential, for example, between two nucleons,
and then describe the properties of two-nucleon system: the deuteron wave function, the
electromagnetic form factors, etc. The approach is also generalized to the three-body case.
One can nd the details in the review papers and books [2, 3, 4, 5, 6, 7, 8, 9, 10, 11]. For
the applications of the point form of dynamics to deep inelastic scattering see the paper
[12].
Below in this article we concentrate on the eld-theoretical approach in the framework
of LFD. Many other detailes can be also found in the above review papers.
2.6 Explicitly covariant LFD
Together with big advantage of the simple vacuum structure, the light-front dynamics
with the light-front plane z+ = t + z = 0 has a disadvantage: the coordinates x; y and z
appear in a non-symmetric way. Because of that the theory loses the explicit relativistic
and rotational covariance. For example, in the pertubation theory, the amplitude in a
given order is determined by sum of a few time-ordered graphs which dier from each
other by the relative time order of the interaction vertices. The sum of them is covariant,
but any particular term in this sum is not covariant. So, we deal with the theory, which
provides, in principle, the covariant nal results, but not the intermediate ones. Because
of approximations, the covariance of the nal results can be also lost.
Inspite of this inconvenience, LFD is applied in many papers to QCD, to the hadrons
in quark models and to the relativistic nuclear physics. The applications to the light-front
QCD and other references can be found, in particular, in [10, 13, 14]. Note that in the
paper [15] is was shown that the constituent quark picture with logarithmic connement
naturally appears in weak coupling light-front QCD. The applications to the relativistic
composite systems (hadrons and nuclei) and the corresponding references can be found in
the above review papers. The rules of the graph techniques for the light-front quantum
electrodynamics, alternative to the Feynman ones, were developed in [16, 17]. It has been
demonstrated that the light-front QED reproduces the results obtained in the Feynman
approach (such as anomalous magnetic moment of electron, etc.).
To avoid the inconvenience related to the absence of the covariance, the explicitly
covariant version of LFD has been proposed [18] (see for review [11]). In this version
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the state vector is dened on the light-front plane of the general position, given by the
equation !x = !0t− ~!~r = 0, where ! = (!0; ~!) is a four-vector with !2 = !20 − ~! 2 = 0.
This is a generalization of the standard light-front approach. The latter corresponds to
the particular value of ! = (1; 0; 0;−1).
The covariance means that, for example, any four-vector can be transformed from one
system of reference to other one by a standard matrix, which depends on the kinematical
parameters only, relating two system of reference. Therefore, this matrix is one and the
same for all the four-vectors.
The absence of the explicit relativistic covariance in the standard version of LFD is
related to the fact that the state vector depends dynamically on the orientation of the light-
front plane. As mentioned above, the corresponding generators of these transformations
contain the interaction. Rotating the system of reference, we rotate this plane. So, in
the standard approach, with the light-front plane t + z = 0, there is no any universal
kinematical transformation law for the light-front state vector.
In the explicitly covariant version of LFD the kinematical transformations of the sys-
tem of reference are separated from the dynamical transformations of the light-front plane.
So, all the transformations of the reference system are kinematical ones. This restors the
explicit covariance. At the same time, the dependence of the state vector on the ori-
entation of the light front remains to be dynamical. This orientation is determined by
the direction of the four-vector !. The dependence of the state vector on the light-front
orientation is now nothing but the dependence of the four-vector !. Therefore, the theory
remains to be explicitly covariant.
In this scheme one can construct two sets of the Poincare generators: (i) The generators
responsible for transformations of the state vector under transformations of the reference
system; they are kinematical and don’t contain interaction. (ii) The generators responsible
for transformations of the state vector under translations and rotations of the light-front
plane; they are dynamical and contain interaction. The construction of these generators
are given in Appendix. Group-theoretical aspects of the explicitly covariant LFD are
claried in the paper [19].
3 S-matrix
In the instant form, the S-matrix S(−1; t) gives the time evolution of the wave function,
dened at t = −1, to the time t. The S-matrix S(−1;+1) gives the scattering ampli-
tude. In LFD, this evolution takes place from one light-front plane to other one, in the
direction of the light-front time.









H int(~x; t)d3x (7)
is the interaction Hamiltonian, H int(x) = H int(~x; t) is the Hamiltonian density. We
consider the example of the self-interacting scalar eld: H int(x) = −g’3(x). In the
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ay; a are the creation and annihilation operators satisfying the commutaion relation
[a(~k); ay(~k)] = (2)3(3)(~k − ~k 0):
The S-matrix is obtained as the formal solution of (6):







The T-product orders the operators in the ordinary time t. The perturbation theory
is obtained by decomposing (9) in series in the degrees of the coupling constant. One
may put in correspondance, to any given term, a Feynman diagram and calculate the
corresponding amplitude by the standard Feynman rules. In this way, the Feynman
propagators appear as the average value, over the vacuum state, of the T -product:
G(x− x0) = i < 0jT (’(x)’(x0))j0 > :
Its Fourier transform is just the Feynman propagators:
i
p2 −m2 + i0 = −i
Z
G(x) exp(ipx)d4x:
Another way to calculate the S-matrix is to develop the time-ordered perturbation
theory. For this aim, following to [20, 21] (see for review [22]), one should replace in (9)
the time-ordering operator T by the explicit time ordering. Namely, one can represent
(9) as:




(−i)nH int(x1)(t1 − t2)H int(x2) : : : (tn−1 − tn)H int(xn)d4x1 : : : d4xn:
(10)
In this way, the Feynman propagators are replaced by the average values of the product
of the operators 0j’(x)’(x0)j0 >. There is no any T -product here, since it is taken into





’(x) exp(−ikx)d4x = [a(−~k)(−k0) + ay(~k)(k0)]
p
2"k(k2 −m2)
thisresults in the contraction:
~’(k) ~’| {z }(p) = ~’(k) ~’(p)− : ~’(k) ~’(p) : = (p0)(p2 −m2)(4)(p+ k) : (11)
We would like to emphasize that the propagator (11) contains the delta-function (p2 −
m2), and therefore in the time-ordered graph techniques all particles are always on their
mass shells. It is convenient to replace in the following (p0) in the propagator (11) by
(!p). This is always possible, since p2 = m2 > 0.
This method results in the so called old fashioned perturbation theory. The amplitudes
are represented by the time-ordered graphs. Instead of the Feynman propagators, they
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contain in the denominators the dierences of energies between the initial and intermediate
states. The detailed derivation for arbitrary space-like plane is given in [20, 21, 22].
Namely, in the paper [20] the state vector is considered as evolving on the family of
planes x = , where  = (0; ~), 2 = 1. The old fashioned perturbation theory
is obtained from the graph techniques developed in [20, 21, 22] as a particular case at
 = (1;~0). The same method is applied to the case of ordering in the light-front time and
gives the amplitudes in LFD. Below namely the latter case will be considered in detail.
Here we illustrate in a simple example the dierence between the Feynman and the usual
time-ordered amplitudes. The amplitude for exchange by the particle in s channel can be
represented in two dierent forms. The Feynman amplitude is:
M =
g2
m2 − (k + p)2 :
It corresponds to two terms in the old fashionedperturbation theory:








"~k+~p + "~k + "~p
i : (12)
Two items in (12) correspond to two time-ordered graphs, the second one arises from
the vacuum fluctuation. It disappears in the innite momentum frame (since E =
"~k + "~p + "~k+~p !1) and in the light-front dynamics (see below).
Now consider the graph techniques, which is ordered in the light-front time. As men-
tioned, the LFD Hamiltonian is dened on the light-front plane !x = ,  is the light-front
time. Therefore, in the case of the scalar elds, the integral over d3x in (7) is replaced by
the integration over the light-front plane:
H int() =
Z
H int(x)(!x− )d4x; (13)
The S-matrix still has the form (10), but now the T-product orders the operators in the
direction of !:








The expression (14) is then explicitly represented in terms of the light-front time
 = !x. Instead of (10) we get:




(−i)nH int! (x1) (!(x1 − x2))H int! (x2) : : :  (!(xn−1 − xn))H int! (xn)
d4x1 : : : d4xn : (15)
The index ! at H int! indicates that H int and H int! may dier from each other in order to
provide the equivalence between (9) and (14). The region where this can happen is a line
on the light cone. Indeed, if (x1 − x2)2 > 0, the signs of !(x1 − x2) and t1 − t2 are the
same and hence H int! = H
int. If (x1 − x2)2 < 0, the operators commute:
[H int(x1);H int(x2)] = 0;
and their relative order has no signicance. On the light cone, i.e. if (x1 − x2)2 = 0,
!(x1− x2) can be equal to zero while t1− t2 may be dierent from zero. If the integrand
has no singularity at (x1 − x2)2 = 0, this line does not contribute to the integral over the
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volume d4x. However, if the integrand is singular, some care is needed. To eliminate the
influence of this region on the S-matrix, we have introduced in (15) a new Hamiltonian
H int! , such that expressions (9) and (15) be equal to each other. The form of H int! , which
provides this equivalence, depends on the singularity of the commutator at (x1−x2)2 = 0.
For the scalar elds, the singularity is weak enough, and the expressions (9) and (15) are
the same, so that H int! = H
int. For elds with spins 1/2 and 1 or with derivative couplings,
the equivalence is obtained with H int! dierent from H
int by an additional contribution
(counter term) leading to the contact terms in the propagators (or so called instantaneous
interaction) [11].
Introducing the Fourier transform of the Hamiltonian:
~H!(p) =
Z
H int! (x) exp(−ipx)d4x ; (16)
and using the integral representation for the  function:
 (!(x1 − x2)) = 12i
Z +1
−1
exp (i!(x1 − x2))
 − i d ; (17)
we can transform the expression (15) to the form:






~H!(−!1) d12i(1 − i)
~H!(!1 − !2) : : : dn−12i(n−1 − i)
~H!(!n−1) :
(18)
The  variable appears here as an auxiliary variable, as dened in eq.(17); ! has the
dimension of a momentum.
3.1 Spin 0 system
Below we still restrict ourselves by the example of the simple interaction Hamiltonian of
the form H = −g’3(x). The covariant light-front graph technique arises when, as usual,
one represents the expression (18) in normal form.
The four-vectors !j in (18) are associated with a ctitious particle { called spurion {
and the factors 1=(j − i) are interpreted as the propagator of the spurions responsible
for taking the intermediate states o the energy shell. This spurion should be interpreted
as a convenient tool in order to take into account o-energy shell eects in the covariant
formulation of LFD (in the absence of o-mass shell eects), and not as a physical particle.
It is absent, by denition, in all asymptotic, on-energy shell states. We shall show below
on simple examples how the spurion should be used in practical calculations.
The general invariant amplitude Mnm of a transition m! n is related to the S-matrix
by:








(2)32"k′1 : : : (2)
32"k′n (2)
32"k1 : : : (2)32"km
1=2Mnm; (19)












   d
3kn
(2)32"kn
(4)(k1 + k2 − k3 − : : :− kn) ; (20)
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Fig.1. The vacuum vertices.
To nd the matrix element M of order n one must proceed as follows [20, 21, 22, 18, 23]:
1. Arbitrary label by a number the vertices in the Feynman graph of order n. Orientate
continuous lines (the lines of physical particles) in the direction from the smaller to
the larger number. Initial particles are oriented as incoming into a graph, and nal
particles as outgoing. Connect by a directed dashed line (the spurion line) the ver-
tices in the order of decreasing numbers. Diagrams in which there are vertices with
all incoming or outgoing particle lines (vacuum vertices, as indicated in g. 1) can
be omitted. Associate with each continuous line a corresponding four-momentum,
and with each j-th spurion line a four-momentum !j.
2. To each internal continuous line with four-momentum k, associate the propagator
(!k)(k2 − m2), and to each internal dashed line with four-momentum !j the
factor 1=(j − i).
3. Associate with each vertex the coupling constant g. All the four-momenta at the
vertex, including the spurion momenta, satisfy the conservation law, i.e., the sum of
incoming momenta is equal to the sum of outgoing momenta.
4. Integrate (with d4k=(2)3) over those four-momenta of the internal particles which
remain unxed after taking into account the conservation laws, and over all j for
the spurion lines from −1 to 1.
5. Repeat the procedure described in 1-4 for all n! possible numberings of the vertices.
We omit here the factorial factors that arise from the identity of the particles and
depend on the particular theory.
The important property of LFD { the disappearence of the vacuum fluctuations { is
just the disappearence of the vacuum vertices indicated in g. 1. In this formalism they
disappear for a trivial reason: it is impossible to satisfy the four-momentum conservation
law for them. Indeed, the conservation law for the vertex of g. 1 has the form k1 + k2 +
k3 = !(1 − 2). Since the four-momenta are on the mass shell: k21−3 = m2 > 0, so that
the left-hand side is always strictly positive: (k1+k2+k3)2  8m2, whereas the right-hand
side is zero since !2 = 0. However, it will be seen that the vacuum contributions that
vanish in the light-front approach leave their track in a dierent way, making for the elds
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with spin the light-front interaction H!(x) in eq.(10) dierent from the usual interaction
H(x) in (9).
The case of the particles with non-zero spins is considered in [11]. In this case, the
vacuum fluctuations disappear too, but some additional (contact) vertices appear, due to
the dierence between H int and H int! . They are also taken into account by the rules of
the graph techniques.
We emphasize that despite the presence of the four-vector ! in eq.(18), the amplitudes
calculated in this way are explicitly covariant. We just obtain the theory with separation
of the kinematical dependence of amplitudes on the reference system and of the dynam-
ical, but covariant dependence on the light-front orientation. The full S-matrix and any
physical amplitudes do not depend on !, since eq.(18) gives the same S-matrix, as the
initial one, given by eq.(10). However, o-shell amplitudes depend on ! and o-shell
light-front amplitudes don’t coincide with the Feynman ones. We will see below, that the
wave functions also depend on !.
The light-front diagrams can be interpreted as time-ordered graphs. As soon as the
vertices are labelled by numbers, any deformation of a diagram changing the relative
position of the vertex projections on the \time direction" from left to right does not
change the topology of the diagram and the corresponding amplitude. Therefore it is often
convenient to deform the diagram so that the vertices with successively increasing numbers
are disposed from left to right. This just corresponds to time ordered graphs. In addition,
this graph technique is three-dimensional one, i.e., the four-momenta of the particles, even
in the intermediate states, are always, on the mass shells, all the integrations over the
internal momenta are three-dimensional ones.
The light-front amplitudes can be also obtained from the graph techniques [20, 21, 22]
with  = (0; ~), 2 = 1 as follows. One should replace  ! 0= with 02 = 2 and
take limit  ! 0. This just corresponds to the innite momentum frame limit of the
old-fashioned perturbation theory. The light-front amplitudes can be also obtained by
direct transformation of a given Feynman amplitude [24, 25].
By a replacemet of variables [11] the covariant light-front amplitudes can be trans-
formed to the form of the ordinary light-front diagrams corresponding to ! = (1; 0; 0;−1),
given by the Weinberg rules [26].
3.2 Why time-ordered graphs?
Deriving both the Feynman graph techniques and the time-ordered one, we proceed from
one and the same expression (9) for the S-matrix and therefore we obtain the same
amplutude in a given order of the perturbation theory. The important dierence between
two approaches appears in describing the bound states, and, in general, the state vector.
In the Feynman approach the bound states are described by the Bethe-Salpeter functions
[27], which are dened as:
(x1; x2; p) = h0 jT (’(x1)’(x2))j pi: (21)
Here ’(x) is the Heisenberg operator. The Bethe-Salpeter function depends on two four-
vectors x1;2, they include two times t1;2. In the momentum space the Bethe-Salpeter
function looks as:  = (l1; l2; p). Their arguments l1;2 are o mass shell: l21 6= m2, l22 6=
m2. Though it satises the normalization condition, allowing to nd the normalization
coecient, the Bethe-Salpeter function has no any probabilistic interpretation (see for
review [28]).
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The time-ordered approach describes the bound states by means of the Fock compo-
nents. It allows to express the amplitudes in terms of the Fock componets of the state
vector. The latters are the direct relativistic generalization of the non-relativistic wave
functions. They depend on the on-mass-shell four-vectors and have the same probabilistic
interpretation, as the non-relativistic wave functions. The kernel of the equation for the
wave function can be calculated by the rules of the graph techniques. The time-ordered
graphs give also the space-time picture of the process.
The transparant physical interpretation, clear nonrelativistic limit and also compara-
tively simple three-dimensional calculating formalism are the advantages of this approach.
The relation between the light-front wave function and the Bethe-Salpeter amplitude
is given below in sect. 4.5.
3.3 Simple examples















Fig.2. Exchange by a particle in t-channel.
Consider two time-ordered diagrams shown in g. 2. They correspond to the exchange
of a scalar particle of mass  between two scalar particles, in the t channel. These diagrams
determine, in the ladder approximation, the kernel of the equation for the calculation of
the light-front wave function. The external spurion lines indicate that the amplitude is o-
energy shell. The term "o-energy shell", is borrowed from the old fashioned perturbation
theory, where it means that for an amplitude which is an internal part of a bigger diagram,
there is no conservation law for the energies of the incoming and outgoing particles (like in
the intermediate states in the amplitudes (12)). For the light-front amplitudes shown in
g. 2, for ! = (1; 0; 0;−1), there is no conservation law for the minus-components of the
particle momenta, i.e., for the "light-front" energies. This momentum nonconservation is
just taken into account by spurion.


























g2 (!(k1 − k01))
2 − (k1 − k01)2 + 2!(k1 − k01)− i
+
g2 (!(k01 − k1))
2 − (k01 − k1)2 + 2 0!(k01 − k1)− i
: (22)
The two items in (22) correspond to the two diagrams of g. 2. They cannot be non-zero
simultaneously. On the energy shell, i.e. for both  =  0 = 0, the expression for the kernel
is identical to the Feynman amplitude:
K( =  0 = 0) = g
2
2 − (k1 − k01)2 − i
: (23)
Note that the o-shell amplitude (22) depends on !.
On the energy shell, corresponding to  =  0 = 0, the dependence of the amplitude on
! disappears. In more complicated cases, when a Feynman diagram corresponds to the
sum a few light-front diagrams (like in the case of the box diagrams considered in sect. 6
below), the amplitude for a particular light-front diagram may depend on ! even on the
energy shell. This dependence disappears in the sum of all amplitudes in a given order.
In this case the singularities of dierent amplitudes, related to their dependence on !,
cancel each other in the sum.
The dependence of the perturbative amplitude (22) on the light-front orientaion (cal-
culated exactly in the g2 order) indicates that the light-front wave function, being the
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Fig.3. Self-energy loop.
Another simple example is the self-energy diagram shown in g. 3. The corresponding
amplitude (equal to the self-energy up to a factor) has the form:
(p0) = g2
Z
(!k)(k2−m2) (!(p0 + !1 − k)  (p0 + !1 − k)2 −m2 d4k(2)3 d11 − i ;
(24)
with p0 = p− ! 0.
Let q = p0 + !1. The integral over d4k is thus reduced to the well known calculation





















p02 − 4m2 + 1p
p02 + 1
d1
1 − i : (25)
The logarithmic divergence is at the upper limit of the integration over 1. One can
introduce the invariant cuto in terms of 1. In this way, after renormalization, the
standard expression for the self-energy amplitude is obtained.
The nite value of (p0) for nite 1 is a particular manifestation of a general property
of the light-front amplitudes. A peculiatity of the covariant light-front amplitudes is
that they have no any ultraviolet divergences for the nite values of all the spurion four-
momenta. All the ultraviolet divergences in all the light-front diagrams appear after
integrations over j in innite limits [20]. Indeed, the energy-momentum conservation
(including the spurion four-momentum) is valid in any vertex. Since all the four-momenta
are on the corresponding mass shells, we have at each vertex a real physical process
as far as the kinematics is concerned. For nite initial particle energies and for nite
incoming spurion energy, the energies of the particles in the intermediate states are thus
also nite. Hence, the integrations over the particle momenta for xed spurion momenta
are constrained by a kinematically allowed nite domain. It is the same reason that
provides nite imaginary part of a Feynman diagram found by replacing the Feynman
propagators 1
(k2 −m2 + i) by the delta-functions −i(k
2 − m2). In both cases the
internal particle lines are associated with the delta-functions.
The only source of the ultraviolet divergences in the light-front amplitudes is the
innite intermediate spurion energies, i.e., innite j. This is the reason why divergences
may appear at the upper limit of integration over j. Since j are scalar quantities, one
can introduce an invariant cuto in terms of these variables. This way of regularizing the
divergent diagrams is another advantage of the covariant formulation of LFD.
For the massless particles, the light-front amplitudes may have infrared divergences,
like in the case of the Feynman diagrams.
Another peculiarity of LFD is the appearance of \zero modes". For constituents of zero
mass, for instance, the state vector may contain components with !k = 0 for non-zero
four-momentum k. In the standard approach, this corresponds to the nite light-front
energy k− = ~k2?=k+ for both k+ = 0 and ~k
2
? = 0. Zero modes can also appear in theories
with spontaneously broken symmetry. They make the equivalence between LFD and the
instant form of quantization in which nontrivial vacuum structures (condensates) appear
[10, 29, 30, 31].
The detailed discussion of these important problems is beyond the scope of the present
paper.
4 Light-front wave function
As already mentioned, the wave functions are the Fock components of the state vector
dened on the light-front plane !x = 0. This means that they are coecients in an
expansion of the state vector jp > with respect to the basis of free elds:
jpi!  !(p)  (2)3=2
Z
 2(k1; k2; p; !)ay(~k1)ay(~k2)j0i
15









+    : (26)
The dots    include the higher Fock states. For simplicity, we omit the spin indices.
We emphasize in (26) the presence of the delta-function (4)(k1 + k2 − p − !). This
gives the conservation law:
k1 + k2 = p+ ! : (27)
In the particular case where ! = (1; 0; 0;−1), the delta-function (4)(k1 + k2 − p − !)
gives the standard conservation laws for the (?;+)-components of the momenta, but does
not constrain the minus-components.
From (26) one can see that the wave function depends on ! , i.e., on the orientation
of the light front. This important property of any Fock component is very natural. As
explained above, any o-energy shell amplitude depends on the light-front orientation (see
eq.(22)). The bound state wave function is always an o-shell object ( 6= 0). Therefore it
also depends on the orientation of the light-front plane. This property is not a peculiarity
of the covariant approach. At the same time, the description of the o-energy shell eects
in terms of the external spurion lines allows to parametrize this dependence explicitly.
4.1 The relativistic relative momentum
We will mainly concentrate on the two-body wave function. Generalization to the n-body





Fig.4. Graphical representation of the two-body wave function on the light front. The broken line
corresponds to the spurion (see text).
Due to the conservation law (27), the light-front wave function can be shown graph-
ically like a two-body scattering amplitude as indicated in g. 4. The broken line corre-
sponds to the ctitious spurion.
Due to this analogy, the decomposition of the wave function in independent spin struc-
tures and their parametrization is analogous to the expansion of a two-body amplitude in
terms of invariant amplitudes. We will use this analogy below. We emphasize again that
although we assign a momentum ! to the spurion, there is no any ctitious particle in
the physical state vector. The basis in eq.(26) contains the particle states only.
The relativistic relative momentum ~k has the same sense as the norelativistic one:
it is the momentum of on of the particle in the c.m.-system where ~k1 + ~k2 = 0. Note
that due to the conservation law (27), the total momentum ~p 6= 0 of the system in this
reference frame is not zero. This denition of the relative momentum does not assume,
however, that we restrict ourselves to this particular reference frame. In the arbitrary
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system of reference the relative momentum is constructed by the Lorentz transformation
to the system moving with velocity
~v = ~P=P0; where P = k1 + k2 = p+ !:
We get:









L−1(P) is the Lorentz boost, M =
p
P2. Similarly we dene the unit vector ~n in the
direction of ~! in this system:
~n = L−1(P)~!=jL−1(P)~!j = ML−1(P)~!=!p : (29)
From these denitions, it follows that under a rotation and a Lorentz transformation
g of the four-vectors from which ~k and ~n are formed, the vectors ~k and ~n undergo only
rotations:
~k 0 = R(g;P) ~k ; ~n0 = R(g;P) ~n ;
where R is the rotation operator:
R(g; p) = L−1(gp)gL(p): (30)
Therefore ~k 2 and ~n~k are the rotation and the Lorentz invariants. For the wave function
with zero angular momentum we thus obtain [18]:
 =  (~k; ~n)   (~k 2; ~n~k) : (31)
It is seen from (31) that the relativistic light-front wave function depends not only on the
relative momentum ~k but on another variable { the unit vector ~n.
In the case of the states with non-zero angular momentum, the angular momentum is
constructed by means of the spherical functions depending on the arguments ~k and ~n.
We introduce another set of variables in which the wave function can be parametrized,
in analogy to the equal-time wave function in the innite momentum frame. We dene
the variables:
x = !k1=!p ; R1 = k1 − xp ; (32)
and represent the spatial part of R as ~R = ~Rk + ~R?, where ~Rk is parallel to ~! and ~R?
is orthogonal to ~!. Since R! = R0!0 − ~Rk~! = 0 by denition of R, it follows that
R0 = j~Rkj, and, hence, ~R2? = −R2 is invariant. Therefore, ~R2? and x can be chosen as
two the scalar arguments of the wave function:
 =  (~R2?; x) : (33)
Using the denitions of the variables ~R2? and x, we can readily relate them to ~k
2 and ~n~k:
~R2? = ~k
























The variables introduced above can be easily generalized to the case of dierent masses
and an arbitrary number of particles [23]. The corresponding variables ~qi; ~n are still
constructed according to eqs.(28), (29) and the variables ~Ri?; xi according to (32).
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4.2 Normalization
The state vector is normalized as:
!hp0; 0jp; i! = 2p0 (3)(~p− ~p 0) ′ : (36)
The Fock components are normalized so as to provide the condition (36). Substituting






n is the contribution to the normalization integral from the
n-body Fock component.
For the state with zero total angular momentum the normalization condition has the
form: X
n
Nn = 1: (37)














2x(1 − x) : (38)
This normalization integral gives contribution only of the two-body wave function to










"k(~k − ~k0)− 4m
2
(2)3
@V (~k 0; ~k; ~n;M2)
@M2
#
 (~k; ~n) = 1 ; (39)
where V (~k 0; ~k; ~n;M2) is the kernel of the equation for the wave function. The second
term accounts for the many-body contribution to the norm,
P
n>2Nn.
4.3 Equation for the wave function
The equation for the wave function is obtained from the equation for the vertex part







w t ' w tw t
=
Fig.5. Equation for the two-body wave function.
It is the analogue, for a bound state, of the Lippmann-Schwinger equation for a scat-
tering state. Let us rst explain its derivation for the case of spinless particles. In
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accordance with the rules given in sect. 3.1, we associate with the diagram of g. 5 the
following analytical expression:






 (4)(k01 + k02 − p− ! 0)d4k01K(k01; k02; ! 0; k1; k2; !)
d 0





Here Γ is the vertex function and the kernel K is an irreducible block. The latter is
calculated directly by the graph technique once the underlying dynamics is known. We
should then express the vertex Γ through the two-body wave function. This can be done
by comparing, for example, two ways of calculating the amplitude for the breakup of a
bound state by some perturbation: 1) by means of the graph technique (the result contains
Γ); 2) by calculating the matrix element of the perturbation operator between the bound
state and the free states of n particles (the result contains  ). We thus get:
 (k1; k2; p; !) =
Γ(k1; k2; p; !)
s−M2 ; (41)
where s = (k1 + k2)2 = (p+!)2. The corresponding relation for the n-body case has the
same form. In any practical calculation of the amplitude, we associate Γ with the vertex
shown in g. 4 and then express Γ in terms of  by eq.(41).
In the simple case of a scalar particle, the equation for the wave-function in terms of
the variables ~k; ~n has the following form:
4(~k 2 +m2)−M2









An equation of such a type was also considered in refs. [32, 33, 34, 35, 36, 37].
In the non-relativistic limit, equation (42) turns into the Schro¨dinger equation in
momentum space, the kernel V being the non-relativistic potential in momentum space,
and the wave function no longer depends on ~n.
We emphasize that the wave function, which is an equal-time wave function on the light
front, turns into the ordinary wave function in the non-relativistic limit where c ! 1.
This reflects the fact that in the non-relativistic limit two simultaneous events in one
frame are simultaneous in all other frames.

















In this form, this equation is nothing else than the Weinberg equation [26].
The advantages of the equation for the wave function in the form (42) compared with
(43) are its similarity to the non-relativistic Schro¨dinger equation in momentum space,
and its simplicity in the case of particles with spin. These properties make eq.(42) very
convenient for practical calculations.
The kernel of eq.(42) depends on the vector variable ~n. We shall see that this depen-
dence, especially the part which depends on M2, is associated with the retardation of the
interaction. From this point of view, the dependence of the wave function  (~k; ~n) on ~n is
a consequence of retardation.
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4.4 The Wick-Cutkosky model
As a simple example, we shall derive in this section the light-front wave function of a
system consisting of two scalar particles with mass m interacting through the exchange of
a massless scalar particle. The kernel is calculated in the ladder approximation. This is
the so-called Wick-Cutkosky model. The diagrams that determine the kernel are shown
in g. 2. The kernel K is given by eq.(22) with  = 0. Going over from the kernel K to
V = −K=(4m2), introducing the constant  = g2=(16m2), and expressing (22) by means
of the initial and nal relative momenta ~k;~k0, we obtain [38]:
V = −4= ~K2; (44)
where
~K 2 = (~k 0 − ~k )2 − (~n~k 0)(~n~k)("k′ − "k)
2
"k′"k










For k; k0  m, eq.(44) turns into the Coulomb potential in momentum space
V (~k 0; ~k) ’ − 4
(~k 0 − ~k)2 : (46)
For   1, jbj = jM − 2mj = m2=4  m, the wave function is concentrated in the
non-relativistic region of momenta. The non-relativistic wave function of the ground state









mjbj = m=2. It is normalized, however, according to (38) with "k  m and
N2 = 1. The integral over d3k0 in (42) is concentrated in the region k0  . Therefore, at
k   the momentum ~k 0 in V (~k 0; ~k; ~n;M2) can be ignored, and from (42) we nd:
 (~k; ~n) = −mV (0;
~k; ~n;M2)
(2)3(~k 2 + 2)
Z
 (~k 0)d3k0 : (48)
Substituting in the r.h.s. of eq.(48) the expressions (44,45) for V and (47) for  , we obtain








This relativistic wave function of the ground state with zero total angular momentum
is a good approximation of a more exact one in the range k > . Corrections of order
 log() should be considered in the range k <  (see [39]). Though the kernel (44), (45)
contains the modulus j~n~k 0="k′ −~n~k="kj, one can show that the exact solution of (42) has
no \cusp" at ~n~k = 0. This cusp in (49) appears due to our approximations.
One can check in this simple example that it is the retardation of the interaction that
is the dynamical reason for the dependence of the wave function on the variable ~n. The
non-relativistic Coulomb expression for the kernel (46) does not contain retardation and
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does not depend on ~n while the relativistic kernel (44) contains retardation and depends
on ~n. This leads to the dependence of the wave function on the argument ~n.
The retardation leads to both the ~n-dependence and the presence of the carriers of
the interaction in the intermediate state, which contribute to the many body sectors.
However, these two eects, being important in full measure in a truly relativistic system,
can manifest themselves in a dierent way in weakly bound systems. Neglecting the
many-body sectors does not necessarily entails to neglect the ~n-dependence of the wave
function at k  m. It is necessary to take into account the ~n-dependence of the wave
function even when one restricts to the two-nucleon sector.
We emphasize that the dependence of the wave function (49) on ~n does not mean
any violation of the rotational invariance. As explained above, it reflects the dependence
(unavoidable one, in the eld-theoretical framework) of any o-energy shell amplitude on
the orientaion of the light-front plane. At the same time, the on-shell amplitude expressed
through the wave function should not depend on ~n. For the case of electromagnetic form
factor this property is discussed below in sect. 5.
The wave function of the 2p state can be found analogously. In the system where
~k1 + ~k2 = 0 it has the form [38]:




















The wave function corresponding to the angular momentum l = 1 contains the spherical
function Y1(n). This is an illustration of the fact that the vector ~n participates in
the construction of the total angular momentum on the same ground as the relative
momentum ~k. The dynamical dierence between the solution with ~kk~n and ~k ? ~n is
obviously related to the property that some of the components of the angular momentum
~J , before using the angular condition, depend on the interaction.
4.5 Relation with the Bethe-Salpeter function
It is instructive to compare the solution (49) with one found using the Bethe-Salpeter
function.
Fisrt, we nd the relation between the light-front wave function and the Bethe-Salpeter
function. We should start from the integral that restricts the variation of the arguments




4x2 (!x1) (!x2) (x1; x2; p) exp(ik1x1 + ik2x2) ; (51)
where k1; k2 are the on-shell momenta: k21 = k
2
2 = m
2, and (x1; x2; p) is the Bethe-





introduce the Fourier transform of the Bethe-Salpeter function (k; p),




~(x; p) exp(ilx)d4x ;
where l = (l1 − l2)=2, p = l1 + l2, l1 and l2 are o-mass shell four-vectors, and make the
change of variables 1 + 2 =  , (2 − 1)=2 = .
On the other hand, the integral (51) can be expressed in terms of the two-body light-
front wave function. We assume that the light-front plane is the limit of a space-like
plane, therefore the operators ’(x1) and ’(x2) commute, and, hence, the symbol of the T
product in (21) can be omitted. In the considered representation, the Heisenberg operators
’(x) in (21) are identical on the light front !x = 0 to the Schro¨dinger operators (just as
in the ordinary formulation of eld theory the Heisenberg and Schro¨dinger operators are
identical for t = 0). The Schro¨dinger operator ’(x) (for the spinless case for simplicity),
which for !x = 0 is the free eld operator, is given by (8). We represent the state vector
jpi  (p) in (21) in the form of the expansion (26). Since the vacuum state on the light
front is always \bare", the creation operator, applied to the vacuum state h0j gives zero,
and in the operators ’(x) the part containing the annihilation operators only survives.






 (k1; k2; p; !)(4)(k1 + k2 − p− !) d : (52)
Comparing (51) and (52), we nd:





(l1 = k1−!=2+!; l2 = k2−!=2−!; p)d (53)
where (l1; l2) is the Bethe-Salpeter function parametrized in terms of the o-mass shell
momenta l1; l2. The argument p in(53) is related to the on-shell momenta k1; k2 as p =
k1 + k2 − ! , in contrast to o-mass shell relation p = l1 + l2.
In ordinary LFD, eq.(53) corresponds to the integration over dk−. This equation makes
the link between the Bethe-Salpeter function  and the wave function  dened on the
light front specied by !. It should be noticed however that eq.(53) is not necessarily an
exact solution of eq.(42), since, as a rule, dierent approximations are made for the Bethe-
Salpeter kernel and for the light-front one. In the ladder approximation, for example, the
Bethe-Salpeter amplitude contains the box diagram, including the time-ordered diagram
with two exchanged particles in the intermediate state, as indicated in graphically in eq.
(76) in sect 6. This contribution is absent in the light-front ladder kernel.
Note also the interesting paper [40], (for earlier studies see [41]), where the Markov-
Yukawa transversality principle for the two-body Bether-Salpeter kernel was formulated
on the covariant light-front plane. It allows not only to obtain an exact three-dimensional
reduction of the Bethe-Salpeter equation, but also to make the exact reconstruction of the
four-dimensional Bethe-Salpeter equation from the three-dimensional form. The three-
dimensional form is convenient for spectroscopical calculations, the four-dimensional form
facilitates the evaluation of the loop integrals for the form factors. In particular cases
the methood gives the same results as obtained earlier by other description [42, 43]. A
three-quark generalization is given in [44].
The quasipotential type equations for the light-front wave function derived by re-
stricting arguments of the Bethe-Salpeter amplitude to the light-front plane z+ t = 0 and
corresponding electromagnetic form factors were studied in refs. [45, 46].
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4.6 Solution in the Bethe-Salpeter approach
The exact expression for the Bethe-Salpeter function in the Wick-Cutkosky model is found
in the form of the integral representation [47, 28] and, for zero angular momentum, reads:





(m2 −M2=4− l2 − zpl − i)3 : (54)
The spectral function g(z;M) is determined by a dierential equation [47, 28] and has no




m5=2(1− jzj) : (55)
The discontinuity of the spectral function g(z;M) at z = 0 is a result of approximation,
since the solution (55) corresponds to an asymptotically small binding energy. Inserting
(55) in (54) and integrating over z, one can recover the solution of the Bethe-Salpeter
equation:
















where c = 25
p
m5 with  =
p
mjbj = m=2.
To nd the light-front wave function, one can substitute in eq.(53) the Bethe-Salpeter





x(1− x)(~k 2 + 2)2 : (57)
Substituting (55) in (57), we reproduce the expression (49) for the light-front wave
function.
4.7 Including spin
As explained in sect. 2.3, in the standard version of LFD the generators of the Poincare
group coresponding to the Lorentz boosts changing the orientation of the plane t+ z = 0,
are the dynamical ones and contain the interaction. In the explicitly covariant version
of LFD the dependence of the wave function on the light-front orientation is taken into
account by means of the variable !. Now, using kinematics (i.e., the transformation
properties) we have to ensure that this wave function corresponds to a denite total
angular momentum. In the case of the zero angular momentum the four-vector ! enters
alway in the scalar product with the particle four-momenta. For the non-zero spins !
appears in the spin structures.
We illustrate the construction of the states with spins by two examples.
Consider a system consisting of quark and antiquark in the J = 0− state ("pion").











where u and v are the spinors, !^ = !γ, A1;2 are the scalar functions, m is the quark










with the following relations between the invariant functions:







Note that there exists a special representation (see [11]) in which the wave function has
the form (59) in arbitrary system of reference.
From eqs.(58,59) one can see that the spin structure of the wave function indeed
contains the four-vector ! determining the light-front orientation. Due to that it is deter-
mined by two invariant functions. Only one of them (g1) survives in the nonrelativistic
limit.
Another example is the light-front wave function of a system consisting of two fermions
in the state with total angular momentum equal to 1. This can be two nucleons in the
state J = 1+ (the deuteron) or the quark-antiquark pair in the state J = 1− (-meson).
This wave function has the form:




















It is determined by six invariant functions ’1−6, depending on two scalar variables. This
number is the dimension of the matrix depending on the spin projections of the deuteron
and two nucleons, divided by the factor 2 due to the parity conservation: N = 322=2 =
6.
In the system of reference where ~k1 + ~k2 = 0 (or in arbitrary system, but in the





(~k; ~n)ywy1 ; (62)
with
























[[~k  ~n] ~] ; (63)
where w is the two-component nucleon spinor normalized to wyw = 1. The relations
between ’ and f can be found in [11]. In the relativistic one boson exchange model
this wave function was calculated in [49]. It was found that the function f5, of relativistic
origin, is very important: it dominates at k > 500 MeV/c. In nonrelativistic the functions
f3−6 become negligible, and only two rst structures survive, corresponding to usual S-
and D-waves.
This wave function was used in the paper [50] to calculate the deuteron electromag-
netic form factors. No any parameters were tted. It turned out that the calculated
structure function A(Q2) and the polarization observable t20 coincide with rather precise
experimental data obtained recently at CEBAF/TJNAF.
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4.8 The nucleon wave function
Many calculations of the nucleon properties (magnetic moments, form factors, etc.) are
carried out in the framework of LFD, in the three-quark model, with the nucleon wave
function containing one or a few spin components. The total number of the spin compo-
nents in the nucleon wave function is sixteen [51]. This is related to the fact known long
ago [52] that in a many-body system the parity conservation does not reduce the number
of the spin components. This is so for a relativistic three-body system and for any n-body
system for n  4 (both relativistic and nonrelativistic one). Hence, for the relativistic
nucleon we get
N = (2S1 + 1)(2S2 + 1)(2S3 + 1)(2SN + 1) = 2 2 2 2 = 16:
These 16 components are forming the full basis for the nucleon wave function.
In nonrelativistic limit the parity conservation reduces this number down to 8 com-
ponents. Their relativistic counterparts were found is [53]. Note, however, that one can
construct also another 8 components with the opposite parity.
The dierence between relativistic and nonrelativistic cases is related to the fact that
in relativistic case one can construct the pseudoscalar:
Cps = γk1k2k3pγ : (64)
It is not zero, since the bound quarks are o-energy-shell: k1 + k2 + k3 = p+ ! 6= p: In
ordinary light-front approach this corresponds to the well known conservation law:
~k1? + ~k2? + ~k3? = ~p?; k1+ + k2+ + k3+ = p+; but k1− + k2− + k3− 6= p−:
Therefore, we can take 8 componets with opposite parity, multiply them by Cps and get
another 8 componets with the nucleon parity. By this way, we get 16 components of the
nucleon wave function. They are given in [51]. Due to the momentum conservation, the
pseudoscalar (64) can be rewritten as:
Cps = −γk1k2k3!γ :
It is proportional to !. So, namely the dependence of the relativistic nucleon wave func-
tion on the light-front orientation ! is the reason of appearence of 8 extra componets.
In nonrelativistic case this dependence disappears, and we remain with 8 components.
Formally, this is due to the fact, that ! enters in the momentum conservation law in the
combination ! , where  = (s −M2)=(2!p). This term contains extra factor k=m and
disappears at k  m. We get the nonrelativistic conservation law: ~k1 + ~k2 + ~k3 = ~p and
loose opportunity to construct any pseudoscalar and the extra components.
As mentioned above, an advantage of the explicitly covariant LFD is simplication of
the transformation properties of the wave functions with a given spin. In the standard LFD
approach the wave function is transformed in every spin index by a special Melosh rotation
matrices [54]. In the covariant version, the transformation properties are automatically
taken into account and do not require any Melosh matrices.
Consider, for example, the nucleon wave function in c.m.-system with fully symmetric





[3 + (~12  ~3N )(~12  ~3N )]; (65)
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where ~12 = (w
y
1~yw2); ~3N = (w
y
3~ywN ) and similarly for the isospin matrices ~12,
~3N . Using the Fierz identities, one can check that the wave function (65) is indeed
symmetric relative to permutation of any pair of quarks (provived  S is symmetric). In
arbitrary system it is multiplied by the Melosh rotation matrices. For  S one can take,












~ki are the quark relative momenta, N is a normalisation factor equal to 1 in the nonrela-
tivistic limit.
In the explicitly covariant LFD it is represented it in covariant, four-dimensional form,
in terms of the usual Dirac spinors, avoiding any Melosh matrices. For this aim we
introduce the projection operators:
+ =
M+ P^
2M ; − =
M− P^
2M ;
where Uc = γ2γ0 is the charge conjugation matrix, P = k1 + k2 + k3 = p + !; P^ =
γP; M2 = P2:M here is the eective mass of the free quarks (not the nucleon mass).





− [u(k1)+γ−Ucu(k2)][u(k3)+γγ5+u(p)](~12  ~3N )g; (66)
where c1;2;3 = 1=
p
1;2;3 +m; cN = 1=
p
N +M and, e.g., 1 =
q
~k21 +m2 is the energy
of the quark 1. In the system where ~k1 + ~k2 + ~k3 = 0 this wave function exactly coin-
cides with (65). The wave function (66) can be decomposed in terms of the 16 structures
discussed above. Other states are represented similarly. The calculation of the nucleon
properties (magnetic moments, electromagnetic form factors, etc.) is now a standard
routine using the trace techniques of the Dirac matrices. In comparison to the stan-
dard light-front approach, for the identical nucleon wave functions, the resuts in both
approaches coincide with each other, but in the explicitly covariant approach they are
obtained much more simpler.
5 Electromagnetic form factors
The general physical electromagnetic amplitude of a spinless system is given by:
J  hp0jJ(0)jpi = (p+ p0)F (Q2) : (67)
where F (Q2) is the electromagnetic form factor. In LFD it is obtained by calculating the




Z (p + p0 + ! + ! 0 − 2k1)
(1− !k1=!p)2  




Exact light-front amplitude on the energy shell has to coincide with the Feynman one









Fig.6. Electromagnetic vertex of a bound system.
the form (67). However, the diagram 6 corresponds to impulse approximation, when the
electromagnetic current does not contain any interaction. Therefore the dependence of
amplitude (68) on the light-front orientation survives. J depends on !. It also can be
represented in the general form:




The factor 1=!p is separated for convenience. The invariant functions F and B1 depend
on Q2 = −q2  −(p0− p)2. They could depend in principle on !p and !p0. However, the
four-vector ! is dened up to an arbitrary number, and, hence, the theory is invariant
relatively to the replacement ! ! !, where  is a number. The form factors F and B1
can therefore depend only on the ratio !p0=!p.
Now we take into account that ! is restricted by the condition !q = 0, implying the
transversality of q. In this case we have !p0=!p = 1, and the functions F and B1 depend
on Q2 only.
The main dierence of the amplitude (69) with respect to (67) is the presence of an
additional contribution, proportional to !. To avoid any misunderstanding, we empha-
size that even in the case where the wave function  does not depend on ~n, the term
proportional to ! still survives in the electromagnetic vertex.
In the spinless case, the physical form factor, F (Q2) can be obtained immediately by









 (~R2?; x) ((~R? − x~)2; x)
d2R?dx
2x(1 − x) : (71)
We have represented here, and in the following, the four-momentum transfer q by q =
(q0; ~; ~qk) with ~~! = 0 and ~qk is parallel to ~!. Since !q = 0, we have Q2 = −q2 = ~2.
The form factor in the Bethe-Salpeter approach is found from the formula:
(p + p0)F (Q2) = i
Z
(p+ p0 − 2k)(12p− k; p)(
1
2





In the Wick-Cutkosky model, for instance, the light-front wave function is given by eq.(49)
and the Bethe-Salpeter function (k; p) is given by eq. (56). The form factors calculated
by means of both approach coincide with each other with high accuracy. Both approaches
give the same asymptotical behavior of the form factors at jtj = Q2  m2:












where  = g2=(16m2), g is the coupling constant in the Wick-Cutkosky model.
In the usual light-front formulation, with ! = (1; 0; 0;−1), eq.(70) corresponds to
expressing the form factor through the J+ component. This is well known, and eq.(71)
has been found in ref. [55]. However, this procedure cannot be extended to the calculation
of physical form factors of systems with total spin 1/2 and 1. Their electromagnetc vertices
also depend on the four-vector !.













Here T  is determined by the physical form factors and has the usual structure [56]:








+ G1(q2)(g q − gq)
o
e (p)
 e′ (p0)T  e(p); (74)
e(p) is the spin-1 polarization vector, p and p
0 are the initial and nal momenta,  and
0 are the corresponding helicities, P = p + p0 and q = p0 − p. The tensor B contains





























B1; :::; B8 are invariant functions. This tensor is not eliminated by contraction with !.
In these cases the electromagnetic form factors are given by contraction of the electro-
magnetic vertex with more complicated tensors found in [57, 58]. The current component
J+ is still enough to nd the form factors F1;F2, but it is not enough to nd G1.
The formulas for the physical form factors for the case of spin-1/2 light-front electro-
magnetic vertex (nucleon electromagnetic form factors, for instance) are found in [59].
6 Suppression of the higher Fock states
The kernel corresponding to exchange by a particle in the Bethe-Salpeter approach and
in LFD are not equivalent to each other. The light-front graphs are obtained from the
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Fig.7. LF time-ordered boxes for a scattering angle of =2 as a function of the incoming momentum
v. We also give the ratios of boxes with at least four particles (RIF4+ and RLF4+ ) or ve particles (RIF5+ ,
RLF5+ = 0) in one of the intermediate states.
Feynman ones by time-ordering of the vertices. For example, the Feynman graph with
two exchanges corresponds to the following sum of the time ordered graphs:
= + +
+ + + (76)
The last two graphs in (76) containing two exchanged particles in the intermediate
state ("the stretched box") are omitted in the second iteration of the light-front kernel.
The number of graphs with increasing number of intermediate particles increases in higher
orders. At small value of the coupling constant  their contribution can be suppressed,
but at   1 this reason of the suppression disappears. However, these higher Fock state
graphs are still suppressed.
In the papers [60, 61] the binding energy was calculated in the framework of the Bethe-
Salpeter equation and the light-front one. It was found that even at   1 the binding
energies calculated in both approaches are very close to each other. This indicates that
the contribution of the higher Fock states is suppressed.
This contribution has been calculated directly in the papers [62, 63]. The result is
shown in g. 7. In these gures v means the incoming momentum. One can see that
the contribution of the stretched box into the sum of time ordered graphs is neligible. Its
relative contribution RLF4+ is of the order a few per cent.
Another important conclusion which follows from g. 7 is that the suppression of the
higher Fock states takes place namely in LFD. In the instant form of dynamics these
contributions much more larger. For four or more intermediate particles, due to the
fluctuations, they are indicated in g. 7 as RIF4+ . The corresponding graphs are shown
in g. 8. For ve or more intermediate particles, due to a few vacuum vertices, they are
indicated as RIF5+ .
These results show that the light-front contributions of higher Fock states are signif-
icantly smaller than in the instant form. In the limit v ! 0 the ratio RLF4+ goes to zero,
because the phase space becomes empty. However, in the instant form there is a nite
contribution of RIF4+ = 4:5% in this limit.
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Fig.8. Time-ordered diagrams that contribute to R5. The diagrams in the rst column have ve
particles in the rst intermediate state. The diagrams in the second column have ve particles in the
last intermediate state, and the diagrams on the right have ve-particle intermediate states for both
the rst and the third intermediate state.
7 Conclusion
We have described the general construction of LFD, its explicitly covariant formulation
and some applications to the eld theory and to the relativistic wave functions. These
developments have been made particularly simple, and intuitive, by the three-dimensional
nature of formalism, interpretation of amplitudes in terms of the space-time picture and
the absence of vacuum fluctuations. We have shown also the relation to other approaches,
in particular, to the Bethe-Salpeter one.
Though the light-front amplitudes can be derived from the Feynman ones, and the
light-front wave function can be obtained by the projection of the Bethe-Salpeter ampli-
tude on the light-front plane, this does not mean that LFD is only a method to calculate
the Feynman amplitudes and to nd an approximate eigenvalue of the Bethe-Salpeter
equation.
The light-front approach has much more general and independent meaning. It is an
alternative and rather powerful way to solve the eld-theoretical problems.
8 Appendix
8.1 Kinematical transformations
We specify here the transformation properties of the state vector with respect to trans-
formations of the coordinate system.
The operators associated to the four-momentum and four-dimensional angular mo-
mentum are expressed in terms of integrals of the energy-momentum T and the angular




(!x− )d4x = P 0 + P int ; (77)
J =
Z
M!(!x− )d4x = J0 + J int ; (78)
where the 0 and int superscripts indicate the free and interacting parts of the operators
respectively. For generality, we consider here the light-front time  6= 0.
The description of the evolution along the light-front time  implies a xed value of
the length of ~!, or, equivalently, of !0. This is necessary in order to have a scale of
. However, the most important properties of the physical amplitudes following from
covariance do not require to x the scale of ! and will be invariant relative to its change.
We work in the interaction representation in which the operators are expressed in terms of
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the free elds. Consider, for example, the scalar eld ’(x), eq.(8). Then the free operators
P 0 have the form:
P 0 =
Z












The operators P int and J int contain the interaction Hamiltonian H int(x):
P int = !
Z
H int(x)(!x− ) d4x ; (81)
J int =
Z
H int(x)(x! − x!)(!x− ) d4x : (82)
The eld-theoretical Hamiltonian H int(x) is usually singular and requires a regularization.
The regularization of amplitudes will be illustrated above in sect. 3.3 by the example of
a typical self-energy contribution.
In the particular case ! = (1; 0; 0;−1), in the light-front coordinates, only !−-compo-
nent is non-zero. This just gives that in (80,82) the components P int− ; J int?;− are non-zero,
i.e., corresponding generators in (77,78) contains the interaction.
Under translation x ! x0 = x + a of the coordinate system A ! A0, the equation
!x =  takes the form !x0 = 0, where 0 = +!a. The state vector is transformed as:
!() ! 0!(0) = UP 0(a)!() ; (83)
where the operator UP 0(a) contains only the operator of the four-momentum (79) of the
free eld:
UP 0(a) = exp(iP
0a) : (84)
The \prime" at 0() indicates that 0() is dened in the system A0 on the plane !x0 = 
in contrast to () dened in the system A on the plane !x =  (the value of  being
the same). The state vector 0(0) is dened in A0 on the plane !x0 = 0, which coincides
with !x = . Therefore no dynamics enters into the transformation (83). This is rather
natural, since under translation of the coordinate system the plane !x =  occupies the
same position in space while it occupies a new position with respect to the axes of the
new coordinate system, as indicated in g. 9. The formal proof of (83), (84) can be found
in [64].
In the case of innitesimal four-dimensional rotations x ! x0 = gx = x + x ,
the result is similar [64]:
!() ! 0!′() = UJ0(g)!() ; (85)
where !0 = ! + ! and





The operator J0 is given by (80). This shows that the transformations of the state vector













Fig.9. Translation of the reference system along the light-front time.
8.2 Dynamical transformations
The properties of the state vector under transformations of the hypersurface are deter-
mined by the dynamics and follow from the Tomonaga-Schwinger equation [65]:
i=(x) = H int(x)  : (87)
From the denition of the variational derivative in (87) we obtain:
i = H int(x)  V (x) ;
where V (x) is the volume between the initial surface and the surface obtained from the
original one by the variation (x) around the point x.
Under the translation  ! +  of the plane, the total increment of the state vector
is obtained through the increment at each point of the surface:
i =
Z
H int(x)(!x− )d4x   : (88)
This relation gives the Schro¨dinger equation. In the interaction representation in the
light-front time, we have:




H int! (x)(!x− )d4x; (90)
and H int! (x) may dier from H
int(x) because of singularities of the eld commutators on
the light cone. This point is explained below in the section 3.
Similarly, in the case of a rotation of the light-front plane, ! ! !0 = ! + !;
! = ! , we nd:










The increment of the volume over the point x is:
V =  x ! (!x− ) d4x ; (92)
and it follows from (88) that [64]:











and J int is given by (82).
Equation (93) is called the angular condition. It plays an important role in the con-
struction of relativistic bound states.
The transformation of the coordinate system and the simultaneous transformation of
the light-front plane, which is rigidly related to the coordinate axes, correspond to the
successive application of the two types of transformations considered above (kinematical
and dynamical). Thus, under the innitesimal translation x! x0 = x+a of the coordinate
system, A! A0, and of the plane, we have:
!() ! 0!() = (1 + iP a)!() : (95)
Note that for the state with denite total four-momentum p (i.e., for an eigenstate of the
four-momentum operator), the equations (83) and (95) give:
exp(iP 0a)() = exp(ipa)( + !a) : (96)
This equation determines the conservation law (27) for the four-momenta of the con-
stituents.
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