Abstract. Shapely nested graph transformation is the computational model for DIAPLAN, a language for programming with graphs representing diagrams that is currently being developed. The model supports nested structuring of graphs, structural graph types (shapes), and rules with graph variables. We extend this model by two concepts that are essential for programming: abstraction allows compound transformations to be named and parameterized; control allows the order of rule application to be specified. These concepts refine the computational model with respect to structuring and efficiency needs of a programming language while preserving its rule-based and graph-ical nature.
Introduction
Rules appear everywhere in computer science, for describing or verifying the behavior of systems in an axiomatic way. In particular, they can be used to define models of computation by reduction systems Two reduction systems are established as foundations of programming paradigms: Term rewriting
is a computational model for functional programming [36] . 1 The terms are trees over function symbols, the rewrite rules define functions, and term rewriting . We do not distinguish isomorphic hypergraphs. Thus the class V of hypergraphs consists of "abstract hypergraphs", i.e. isomorphism classes of hypergraphs. Nevertheless, definitions, constructions, and results will often be formulated for "concrete" hypergraphs, which should then be considered as representatives of their isomorphism classes. . It is no coincidence that this is similar to definitions of terms as mappings of tree positions to function symbols [34] : graphs with nesting are trees of hypergraphs. Let ; it illustrates our conventions for drawing graphs. The circles, ovals and boxes of container nodes and edges are blown up so that their contents fits inside.
We have mentioned that hypergraphs can already represent any kind of structured values. Nevertheless, the secondary structure is important for manipulating graphs, because this allows to put parts of a graph into containers, and move, delete, or duplicate them, or to apply operations to them as if they were just nodes or edges. Without containers, parts of a graph can only be designated as subgraphs, e.g. by marking their nodes and edges, in order to do such manipulations. This, however, would be a rather low-level way of programming.
The hierarchical graphs used for system modeling [8, 21] provide another secondary structure for graphs: the nodes and edges of some underlying graph (like a hypergraph) are grouped in packages; these packages may form a hierarchy and have interfaces that designate some of their nodes and edges as "public". Several definitions of hierarchical graphs allow that packages share subgraphs, or that edges cross package borders. Then a single package can no longer be manipulated independently from the others, because the removal of a node or edge may affect other packages sharing it, and might invalidate border-crossing edges pointing to a removed node. In contrast to that, our nesting concept is compositional: Sharing and border-crossing edges are forbidden so that the contents of every container in a graph can be manipulated, independently of the other ones. This property is essential for programming. . We require that the variables in a typed pointed graph are atomic. Typed pointed graph morphisms, and isomorphism of typed pointed graphs is also defined in analogy to graph morphisms.
If is a typed pointed graph, its variable names are defined as Figure 4 shows a type hypergraph for the hypergraphs and graphs occurring in this paper. Constant node and edge types are distinguished by their shading, and variable types bear names that are drawn inside their boxes. 
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, all nodes have type , and all edges have type , respectively. In typed and pointed hypergraphs and graphs, we draw nodes and edges as in the type hypergraph.
That is, types are drawn like colors, or labels, and the type hypergraph serves as a schema for drawing nodes and edges in graphs.
Points are distinguished by drawing their circles and ovals with fat lines. The chain graphs in Figure 3 have two points, their begin and end nodes. Analogously to associations, the points of a hypergraph are ordered counter-clockwise, starting at noon. Assumption 3.1. We fix a type hypergraph ¦ g 9 § C for the rest of this paper. We shall assume all graphs to be typed and pointed. So we mostly call them just graphs, omitting the qualifications "typed" and "pointed".
To avoid unnecessary technicalities, we adopt the natural and practically harmless restriction for hypergraphs that the association sequences of their edges do not contain repititions, and that the same holds for their point sequences. For obvious reasons, this assumption does not hold for the type hypergraph 
Shapes
The term shapes has come into use for pointer-based data structures, like doubly-linked or cyclic lists, root-connected of leaf-connected trees. Such shapes frequently occur in imperative programs, but cannot be described precisely by type declarations in imperative languages [50] .
Graphs like the chain and item graphs occurring in Figure 3 do also have particular shapes that go beyond typing their nodes and edges. So we want to specify the shape of graphs as well. We first discuss general requirements on shapes, and then consider in more detail how context-free shapes can be specified.
Compositional Shapes for Graphs. Let us consider shapes of hypergraphs first. This is comparable to the shape of one pointer structure in isolation.
We assume that some shape rules (of a kind that is irrelevant for the moment) allow to classify hypergraphs We lift shapes to graphs with nesting in a compositional way, by requiring that every hypergraph in a graph is shaped. For hypergraphs at nested container positions, the shape is determined by the type of the node or edge that contains the hypergraph. For that purpose, we assume that there is a function are shaped according to the contents shape of their container objects, i.e. . 4 In
, all edges keep their associated nodes, all nodes and edges keep their types, and the points are those of .
Context-Free Shape Rules. In papers on shape analysis for imperative programs [35, 50] , shapes are usually described by logical formulas. Here we show how they can be defined as context-free hypergraph languages [13, 25] . , since all containers in a graph may be free. Figure 6 shows the shape hypergraph used for the syntax graphs in our examples. The shape rules in Figure 8 define the shapes of the hypergraphs occurring in this paper. We use "
Example 3.2. (Context-Free Shape Rules)

8
" to separate alternative 4 The identification of two distinct nodes According to these rules, the hypergraphs of Example 2.1 are shaped as follows:
The table in Figure 7 defines a shape function for the type hypergraph used in our examples. It is defined so that Shape rules may be ambiguous, i.e. generate the same graph in different ways 5 . For instance, the rules for the shape name¨are ambiguous;¨generates the same language of ground chain graphs as the shape name¨2 defined by the unambiguous rules not hold for chain graphs with variables, however: the unambiguous rules allow at most one variable of shape¨2 , which has to occur at the tail of a chain graph, whereas the ambiguous rules allow any number of variables of shape¨to occur anywhere in a chain graph. This will be exploited when we specify shape-preserving transformation rules on chain graphs in Example 4.2 below.
Generative Power of CF Shapes. Data types of functional and logic languages are tree-like. Shape rules with unary shape names suffice to define such data types: For instance, binary trees can be defined by the shape rules
The information to be held in these trees can be stored as the contents of the leaf or branch edges.) But also data structures with sophisticated sharing, like cyclic lists, or leaf-connected trees, can be defined in a way that is not possible in imperative languages. (See [23] for a similar specification of such types in Structured Gamma.) Edge replacement can only define graph shapes of bounded node degree. It is therefore impossible to define the class of complete graphs by context-free shape rules. This implies that the free shape ( ¢ can also not be defined in a context-free way. (This is no problem, however, as free shapes need not be checked.) In [15] , we have extended context-free shape rules by context-exploiting rules, so that we can specify more general shapes without sacrificing Theorem 3.1.
For the purpose of this paper, it suffices to assume that the shape rules contain context-free shapes rules, including those shown in Figure 8 .
Transformation
Graphs are transformed by matching a pattern graph ¡ , and rewriting this match with a replacement graph . As in term rewrite rules, the pattern and replacement of graph transformation rules contain variables, and transformation is defined like term rewriting [36] : instantiation of the variables in . Both variable instantiation and context embedding are defined as nested edge replacement, a straightforward extension of edge replacement which has been described in [13] , and has been used for defining context-free shapes in the previous section.
Nested Edge Replacement. Let be a graph where the hypergraph 
The order of replacement is irrelevant as nested edge replacement is commutative and associative.
Example 4.1. (Substitution and Context)
The shaped graph in Figure 9 is a¨-context (since the variable name C has shape¨), and Figure 10 shows a substitution for two variables X and C.
Transformation Rules and Steps. The definition of rules and their application is similar to term rewriting [36] . Therefore, we also require the same properties as for term rewrite rules: their patterns must be more than just a variable, as other patterns apply to every graph so that transformation diverges, and their replacements must contain only variables that do already occur in their pattern; otherwise, arbitrary subgraphs may be created "out of thin air". Figure 11 shows a rule e that enters an item graph at the end of a chain graph, and a rule r that removes an item graph from the head of a chain graph. The transformation rules exploit the fact that chain graphs have the ambiguous shape¨(defined in Example 3.2) instead of the unambiguous shape¨2 . The graph in the topmost container node on e's right hand side is not shaped according to¨2 because the variable C with shape¨2 occurs at the head of the chain. Since we may use variables of shape¨2 only at the tail of chain graphs, the entering operation for nodes containing¨2 -graphs could not be defined by a single rule. Instead, it had to be defined recursively, similar as a function appending items to the end of a list had to be defined in a functional language like HASKELL: Figure 12 shows a transformation via e, followed by a transformation via r that uses the context and substitution in Figure 9 and 10.
Variables make graph transformation quite expressive: a single step may affect subgraphs of arbitrary size: rule e duplicates a member node with its entire contents, since the variable name X occurs twice in its replacement graph; rule r deletes a member node, again with its contents, since X does not occur in its replacement graph. Let 5 ¡ denote the inverse rule of e where pattern and replacement are interchanged. Then 5 ¡ requires to compare arbitrarily large subgraphs: it applies only to a host graph, like that in the center of Figure 12 , where both 6 -variables in its pattern bind isomorphic subgraphs. This allows to express rather complex applicability conditions. Implementations of shapely nested graph transformation may forbid such rules by requiring that their patterns are linear, i.e. that every variable name occurs at most once in them. 
that is a powerful computational model for programming based on graph transformation.
Abstraction
In programming languages, abstraction of control means to name and parameterize compound computation tasks so that they can be used (with different actual parameters) just like elementary operations. For graph transformation, we thus need a concept for naming and parameterizing compound graph transformation tasks so that they can be used like simple transformation rules.
We call abstractions predicates (not functions) because graph transformation is inherently nondeterministic, so that compound transformations may fail, or deliver more than one result. We type edges by predicate names to denote predicate calls; the associated nodes of such edges designate their actual parameters. (Yet another way to pronounce !) If such a node is is a container, its contents is a graph parameter (as in Example 6.1 below); if the contents contains predicate edges, it is a predicate parameter (as in Example 6.2 below). Every predicate is defined by a set of rules that may contain predicate edges in their replacement graphs by which other predicates are called. Figure 14 . The predicate enter be used to bind the contents of predicate containers in Example 6.2 further below. Predicate containers shall be drawn with double lines as well. Figure 14 shows how the transformation rule e shown in Figure 11 of Example 4.2 can be turned into a very simple predicate enter that is defined by exactly one rule. The predicate type hypergraph makes clear that enter has the arity . Since these types of nodes may contain graphs of shapes¨and ¤ , respectively, the predicate has one chain graph and one series-parallel graph as its parameters.
Predicate Evaluation. The evaluation of a program over a ground input expression can be imagined as constructing an evaluation tree that is a nested graph, and defined as follows: Its top hypergraph 
¥X
is a -graph, it is a result of , otherwise X is called a blind alley of the evaluation. Practical implementations will not construct completely, but just modify the input state during evaluation, and restore previous versions during backtracking; our simplistic assumption shall only make discussion easier.
As programs are nondeterministic in general, we define their semantics by an evaluation function
that enumerates a (possibly infinite) sequence of results one after the other, in a nondeterministic way. 6 This function initializes the evaluation tree by the initial state Such a degree of nondeterminism is not only inefficient, but also confusing for programmers. Therefore we propose a general evaluation strategy that reduces nondeterminism:
1. States in 9 3 C are totally ordered by age. The actual state ( X is the most recently inserted state that is incomplete. This strategy is known as depth-first search in logic programming. (Breadthfirst search, the opposite strategy, has the advantage to determine every normal form of the input expression, but only after exploring all shorter evaluations, which may be very inefficient. So we accept the possibility that depth-first search may diverge due to some non-terminating rule although the input expression has a normal form.) 2. We order the predicate edges in a state X by age in the first place, and by nesting depth in the second place. This order is partial as a transformation step may introduce several predicate edges on the same nesting level. The actual call ( P is an innermost of the newest predicate edges in
¥ (
X that occur outside of predicate containers. This strategy corresponds to innermost evaluation (or eager evaluation) in functional programming. (Again, eager evaluation does not always find all normal forms, unlike the complementary strategy of lazy evaluation. We prefer it because it chooses an evaluation order that we find more intuitive for programmers.) Neither occurrences nor substitutions can be ordered in a canonical way. In [14] we consider conditions ensuring that the substitution ( ¢ is uniquely determined by The second source can only be avoided by careful design of shape and transformation rules. The applicability conditions proposed below allow to control the first source of nondeterminism.
Control
In this section we propose concepts by which programmers may control evaluation beyond the general strategy. Completion clauses allow to handle blind alleys in the evaluation, and applicability conditions order the predicates inserted by an evaluation step.
Completion Clauses. A program
is sufficiently complete [24] if every normal form of § is terminal, i.e. does not contain a predicate edge. Only if all predicate definitions are sufficiently complete, every graph has a complete evaluation. (Sufficient completeness does not suffice alone, however: evaluation must terminate as well.) Sufficient completeness is a desirable property of predicate definitions; it is not so easy to achieve, however. For instance, we could define a predicate remove based on the single rule r of Example 4.2, by associating a remove-edge to the container node in its pattern. (See the two expressions in Figure 15 .) This predicate would not be sufficiently complete, as its rule applies only if its actual parameter is a non-empty chain graph; otherwise, evaluation gets stuck in a blind alley. In programming languages, there are different ways to handle blind alleys:
© Logic languages consider them as failure. Then backtracking returns to the evaluation step where the predicate was called, and tries another evaluation starting from there.
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Functional languages consider such programs to be erroneous. Then evaluation throws an exception that can be caught (by exception handlers) in the context where the predicate has been called.
As evaluation can be nondeterministic, we cannot restrict ourselves to the functional interpretation alone. For conceptual completeness, we even allow a third way of completion: success is the complement of failure; it allows to continue evaluation. (Figure 16 shows a predicate using this kind of completion.)
Technically, success, failure and exceptions are signaled by edges labeled with built-in predicate names , ¡ , and
) respectively. Success and failure edges are always nullary, but exceptions may have actual parameters (to be used by the exception handlers). Completion clauses are patterns of these predefined edges. It is mandatory that every predicate definition concludes with a completion clause, following the symbol "¤ ¤ ". In order to make control even more explicit, we allow that a completion predicate may also occur in the replacements of other rules. (At most one!) If such a rule is applied, the completion is raised without trying to apply any further rule of that predicate.
A predicate definition may furthermore contain exception handlers (to catch exceptions thrown by the predicates called in its rules). They are specified by exceptional rules for where evaluation continues.
The handling of completion clauses will be illustrated in Example 6.2 below. In Figure 15 we define a remove predicate based on the single rule r of Example 4.2, with a completion clause that specifies that the predicate fails if its ordinary rule cannot be applied. A functional specification of remove could raise an exception
(signaling an empty chain) that could then be handled by predicates calling remove. The predicate enter shown in Figure 14 would need no completion since it is sufficiently complete: It applies to every pair of nodes that contain a chain graph, and a series-parallel graph, respectively. Thus whatever completion we chose, none of them will ever occur.
Applicability Conditions. So far, the predicates inserted by an evaluation step may be evaluated in an arbitrary innermost order. However, it is often reasonable to consider some predicates as applicability conditions that have to be evaluated first, in order to confirm that this rule, and no other one, shall be applied, and evaluate the remaining predicates only then.
We denote a conditional rule for a predicate¨as . Then all predicate edges from ¤ are evaluated completely.
If the complete evaluation of
¤ fails, the application of the rule fails, is removed, and another rule for¨may be applied. Otherwise, applicability of the rule is confirmed, and evaluation continues. If the evaluation of some predicate from fails, the evaluation of¨fails irrevocably, without trying further rules for¨.
Conditional rules work similar as the cut operator is cut off after¨ succeeded. Then¨¡ to¨ correspond to the applicability condition in a conditional rule. Applicability conditions suffice to make the local evaluation order in a replacement graph deterministic. For, rules can be split up so that ¤ and contain at most one predicate edge each.
Example 6.2. (A Control Combinator)
The control combinator norm shown in Figure 16 applies the contents of a predicate container, denoted by the unary predicate variable Q, to a chain graph container as long as this is possible. Both the predicate container and the predicate variable Q have shape The regular rule calls norm recursively if the evaluation of the predicate succeeds; otherwise its completion clause makes that it resumes with success. Figure 17 illustrates an evaluation of norm with remove as an actual predicate parameter. The first step applies the regular rule of norm, since this is the only predicate occurring outside of a predicate container. This inserts the applicability condition remove, and tentatively the recursive application of norm as well. (The tentative call is depicted with dashed lines.) Then remove is applied successfully, thus confirming the recursive application of norm to the shortened chain graph. This continues until the chain graph is empty. Then another attempt to apply remove fails so that the application of norm's regular rule fails as well, and the application of norm's completion clause makes that the evaluation terminates with success. In this case, there exists no other evaluation for the start graph of this evaluation sequence. For the termination of norm, it is essential that Q is evaluated as the applicability condition. If the rule were unconditional, evaluation could loop in the recursive rule without ever evaluating Q.
It may be considered bad programming style to let the applicability condition have an effect on the actual parameters of norm; note however that the chain graph is only changed if remove succeeds; no actions had to be taken in order to restore the original argument if the applicability condition fails.
Other common control structures can be defined by similar combinators. Note, however, that combinators cannot be defined as easily as in functional languages, because shapes like¨are not polymorphic, and graph variables have a fixed arity. So the norm-combinator only applies to chain graphs and to unary predicates on chain graphs.
Failability and Nondeterminism.
Completion clauses allow to determine whether a predicate may fail or not: If at least one rule of the predicate contains a fail (¡ ), it may fail; otherwise, it doesn't. Unfailable predicates will be called actions 7 . Note that actions need not evaluate successfully in all cases: They may raise exceptions, or they may just fail to terminate. In Figure 15 , remove is defined as a failable predicate; the combinator norm is an action.
Another important property of predicates (or actions) is whether they may deliver at most one result, or may yield several results. This property requires to check for confluence of rules, or more specific, for confluence of critical pairs of overlapping occurrences of rules. Even if there has been work on critical pairs for graph transformation, this is for unnested graphs and rules without variables [43] . So it is out of scope to check for determinism automatically. However, a programmer may specify whether he intends a predicate (or action) to be deterministic. If so, evaluation may cut off the search for further solutions after the first result has been delivered.
The predicate remove in Figure 15 is deterministic: it removes the first item graph container from a chain graph. The combinator norm is not deterministic in general because Q might be bound to a nondeterministic predicate. Predicate parameters make it impossible to check properties like determinism. However, a programmer might wish to specify that norm shall be evaluated deterministically, i.e. stop after producing the first result. Now, coming to the end of this paper, we summarize the concepts we have introduced for predicate definitions. Taking all our considerations into account, a predicate definition might have the following structure:
The definition of each predicate¨ specifies whether it is deterministic or nondeterministic, and wheter is is a failable predicate or an action. Its body consists of 
Conclusions
We have extended shapely nested graph transformation, a powerful model for computing with graphs that are recursively structured and shaped, by concepts for abstraction and control that shall become part of the language DIAPLAN. Predicates name and parameterize compound transformations, a global evaluation strategy (depth-first innermost) restricts nondeterminism, completion clauses cut off blind alleys of the evaluation, and applicability conditions allow programmers to control the order of predicate evaluation. The concepts are inspired by the way how term rewriting [36] is extended to functional programming languages like Haskell [42] .
Related Work. We concentrate our discussion of related concepts to PROGRES [51] , the (so far) most successful and comprehensive programming language based on graph transformation. PROGRES productions are similar to our transformation rules. They specify basic operations that are named, and may be parameterized by nodes, edges, and attribute values (also by types). PROGRES procedures call these productions (and other procedures), using a rich language of deterministic and nondeterministic control structures that is textual. Procedures are named and may be parameterized as well. So there is a clear separation between the graphical, rule-based specification of basic operations, and the textual, procedural programming of procedures. In contrast to that, the predicates proposed in this paper are just defined by slightly extended rules. This is more regular, and we find it more intuitive.
Another weakness of PROGRES lies in its underlying computational model, which does not support graph structuring. So productions and procedures always operate on one large graph without nesting. This is not satisfactory as program structuring has to be accompanied with data structuring in order to be effective. Our predicates profit from the nesting concept: their arguments may be graphs, and even predicates (contained in their associated nodes), not just links to atomic nodes in a global graph.
Three other pieces of related work shall briefly be mentioned. Two of them are in the area of graph transformation:
inference algorithm [23] that is (necessarily) incomplete. We are not aware of any other graph-and rulebased programming or specification language that supports recursive structured graphs and shapes, and integrates abstraction and control seamlessly so that the rule-based and graphical nature of the underlying computational model is preserved.
Moreover, DIAPLAN has a generic user interface. With the DIAGEN system [41] , a diagram language can be specified for graphical values, mostly by graph grammars and transformation rules compatible to those discussed for specifying shapes. The diagram editors generated from the specification provide customized interactive interfaces for constructing inputs for DIAPLAN programs, and for displaying their results.
Foundations of the Computational Model. Our notion of graph transformation has been derived from double pushout graph transformation [17, 9, 18] . Transformation steps in this approach are defined by diagrams of the form ¡ ¤ 1
where the squares are pushouts in some category of graphs, e.g. hypergraphs [25] . In our work on hierarchical graph tranformation [16] , this approach has been lifted to hypergraphs with container edges, for the case that the vertical morphisms in the diagram are injective. According to a result of [26] , this does not lessen the computational power, as more general morphisms can be simulated by finite sets of quotient rules. (In both cases, double pushout graph transformation is computationally complete [53] .) The rules in [16] may have "container variables" (which may only be bound to the entire contents of a container). In [30] , we have extended this concept so that variables may bind arbitrary (nested) subgraphs. As in the substitutive approach to graph transformation [46] , rules are instantiated (by parallel nested edge replacement, in our case) before they are applied (by context embedding). Nested edge replacement is a simple case of hierarchical graph transformation, and context embedding corresponds to hierarchical graph transformation where the interface graph in the diagram above is discrete, mapping the top level points of ¡ onto those of . Thus both rule instantiation, as application of rule instances, are special kinds of double pushout transformation. However, our approach is more than "just" an instantiation of double pushout transformation in some suitable category. So the work on high-level replacement systems [19] does not directly apply here.
Future Work. Some of the concepts described in this paper need further extensions in order to fit real programming needs:
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The type hypergraphs introduced in Section 3 support only monomorphic typing. Overloading and inheritance, like in PROGRES would be useful. The multi-level type hypergraphs are used in [21] to model type evolution; this might provide some kind of inheritance. Parameterized types, or actually parameterized shapes, like chain graphs¨9 
