Superimposed renewal processes and storage with gradual input  by Cohen, J.W.
Stochastic Processes and their Applications 2 (.l9 74) 31-58. o North-Holkd Publishing Company 
SE GE 
J.W. COHEN 
TechrzolugiCal University, Del’& The Netherknds 
Received 20 March 1973 
Revised 7 June 1973 
Abstract, In systems for data handling, buffers are often applied for temporary storage of mes- 
sages. The storage process at the buffer may be considered as a queueing process with gradual 
input, being a process which until now has been hardly studied. The present study provides for 
several models of this type an analytic description, it shows that existing results of queueing 
theory can be used. The results obtained provide also important information for the determina- 
tion of the buffer capacity. A nu_mber of new and interesting problems originate from the pres- 
ent model and the results so far obtained. 
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5.1. Introduction 
The virtual waiting time Ut of a G/G/l queueing system may be inter- 
preted as the .amount of work the server has still to handle at time t if nc+ 
new customers would arrive after t. Considering the G/G/ 1 model as a 
storage system or a dam model with infinite capacity, Ut can be inter- 
preted as the total amount stored or as the content of the dam at time t. 
Such a model assumes that when an inp 
ed. instantaneously to the storage or the 
storage or dam models it is much more 
ed, e.g. linearly with time, to the alrea 
age systems occurring in data handling Icf. [ $71). 
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The present study investigates a model with gradual input; it is assumed 
that the input rate of a single input is equal to the outflow rate of the buf-. 
fer. For many situations the latter assumption isoften tot restrictive. 
This type of problem seems to have been investigated thoroughly for 
the first time by Rubinowitch [5, 61. 
In Section 1 the models to be studied are described. Section 2 is devo- 
ted to the analytic description of the input process. In Section 3 the con- 
tent process as a function of time is investigated. Its stationary distribu- 
tion as well as its bu,sy period and related quantities a studied; a fairly 
complete analysis eems to be possible and is based on known results 
from que#eiag theory. Finally the results are compared with those for a 
, 
system with instantaneous input 
1.2. The model 
N sources have unrestricted access to a single buffer, and the messages 
generated by these sources are stored in a buffer, from which they are 
released one at a time on a single outgoing trunk. The input speed of a 
message into the buffer is equal to the sending speed on the outgoing 
line; messages which are sent into the buffer at the same time do not 
interact. The outgoing line is idle if and only if the buffer is empty and 
no .messages are sent into the buffer. If the buffer is empty while a mes- 
sage is being sent in, this message directly flows out on the outgoing line, 
passing the buffer without delay. (See Fig. 1.) 
If@#r is the duration of a message measured in time units, then it takes 
7 5mz units to generate the message by a source and to send it into the 
buffer. The aim of the present investigation isthe study of the content 
of the buffer as a function of time. The analysis of this process is needed 
for the determination of the buffer capacity. 
We &all first describe the jnput process of the buffer,. 
For each source, the process of originating messages is considered to 
Outgoing linr7 
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Fig. 2. 
be an alternating renewal process which for source i is described by the 
sequence 
*l,P ‘l,i 9 @2,i9 22,.-9 l **Y 
of independent nonnegative stochastic variables (cf. Fig. 2). It will be 
assumed that the N alternating renewal processes are stochastically inde- 
pendent of each other, that all a, i, n = 1, 2, . . . . 1’ = 1, 2, . . . . N, are ident- 
ically distributed with distribution A (0 ), and similarly for the variables 
t 0, n = 1, 2, . . . . i = 1, 2, . . . . 
,“g 
N, with distribution B(e). The variables en i, 
1) 2, . . . . shall represent he successive idle times of source i, where& 
s l , n = 1, 2, . . . . 
b;‘source i. 
atand for the durations of the successive messages sent 
A period during which messages flow into the buffer, without inter- 
ruption, will be called an inflow period A of the buffer. The sum of the 
lengths of all the messages which flow into the buffer during the n*h in- 
flow period A, will be called the load hn of the buffer. An uninterrupted 
sending period of the outgoing line will be called a busy period p of the 
system (see Fig. 3). The time interval between the end of the nth and 
start of the (n + l)* inflow period is denoted by Cjn+l . 
Fig. 3. 
In Fig? 3 a realisation of the buffer content as a function of time t is 
shown. There are three inflow periods in the busy period p, Evidently, 
+ W, is the content of the buffer at the end of the n* inflow 
I1Denoting by wn the content of the buffer at the start of the n* 
inflow period, then obviously 
n = 1, 2, . . . . (1.2.1) 
From (1.2.1) it is readilv seen that if the distribution A( *) of en i is ne- 
gative exponential, the); wn, y1 = 1, 2, . . . , is the actual waiting time pro- 
cess of an M/G/l queue with service times h, - nL, , and interarrival times 
8 rl= 1,2,.... It should be noted that h, - R, + Wn is the maximum 
c&tent of the buffer during the ,th l inflow period. 
For the same realisation of the input as in Fig. 3, in Fig. 4 the reklisa- 
tion of the buffer content is represerrted in the case that the input of the 
messages into the buffer is instantaneous. Obviously for both types of 
input the busy period is the same. 
It is of great interest from a theoretical as well as a practical point of 
view to compare the storage process with instantaneous and gradual in- 
puts. In the next sections, the process described in Fig. 3 will be analyzed 
for the case 
t > 0, h > 0, 
so, 
R(O+) = 0. 
e define 
01) 
P(P) = e’@ dB(t), 
P = & ? = N X, 
QI) 
a’== A& 
(1.2.2) 
(1.2.3) 
k= 1,2, 
(I .2.4) 
,l c The alternating renewal process 
Consider the alternating renewal process { n, tbt, n = 1, 2, . ..} (cf. Fig. 
2), and define 1$ = 1 if time point t is covered by an interval B, of the 
alternating renewal process for some n = 1, 2, . . . . and 1t = 0 otherwise. 
For lo = lJt=l,wedefine 
It follows immediately that for Re p 3 0, t 3 0, 
t 
b 
t 
kf t - $ IT dr. (2.1.1) 
0 
E(expk-pb,1 (It = I)l(r, = 111 = 
00 
t 
= ES e’PU{P*(t-u) - A ‘“‘l’*(t-u)) UP (2.1.2) 
n=O u=O_ 
with A0 *( 0) and Bo*( 0) the probability distribution degenerated at zero. 
From (2.1.2) and (1.2.2) it is readily seen that 
s -emst E(exl+pb,] (It = l)l(l, = 1)) df= [s+X{l-p(p+s)]]-l 
0 - (2.13 
for Re p 3 0, Re s > 0. 
The function s + X { l-p(p+s)} with 
‘vO (p) such that no other zeros with 
is the abcissa of convergeme of the 
For a proof see Appendix 
C’onsider N independent &mating renewal processes ( 
f 9 2, b&J, t = 1) 2, &CI) N, as described inSection 1b DeUne 
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From the de&Mm ofh, and &, ti = 1, 2, . . . . io Section 1.2, it fallc 
analogous to the derivation of (2,l d), that for the resulting renewal pro- 
1, 2, .‘.} with Rep> 0, Res> 0, 
cm Jt = 1 if timepoint is csve~d by some interval n, otherwise 
Jr = 0, and 
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Remark 2.5. Since always h, 3 TV, 2 0, it follows that 
bh 3 0 a.s. (2.2‘8) 
mark2.6.Fort>O,Rep>O,Reu>O, 
1 
m, J zC2 cut {L-&W)) du = 
U 
= t(l-P(F)}+E~exp[-pel}-EE(B-~~)exp[-pg] (Ir>t)}, (2.2.9) 
with 6 a stochastic variable with distribution B(a). 
For a proof see Appendix A.3. 
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it fgllows from Lemma 2.8 that the left-hand side of (2.2.10) has no 
e so, s # so, for p 2 p. , and hence the left-hand side 
of (2.2.7) is defined by analytic continuation for Re s > so with p 3 po. 
For N finite, it follows from Lemma 2.1 that the right-hand side of 
(2.2.7) can be defined by analytic continuation in s for Re s > Nuo(p), 
p‘/ 0. 
For N infmite, the right-hand side of (2.2.7) can be defined by analy- 
tic continuation in s for Re s > -A{ 1 -P(p)}, p > 0, since, as can be seen 
(2.2.9), the integrand in the right-hand side of (2.2.7) behaves as 
-At{l--P(p)}} for t -+ 00. 
nce the left-hand and right-hand side of (2.2.7) represent the Laplace 
transforms with respect o t of the same function of t and p, their abcis- 
sac of convergence should be the same. Hence 
N-’ sO = u,(p) z -~u-P(P+q)w)L 
so - - -N 1 ---P(P)19 
fdv< 7 (2 2 12) 
forN==, l * 
forp>Wfpd = 0, or p > po if p. > 0, and by analytic continuation 
(22.7) ii&h fuf ke s => so, p 3 po. 
with 
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z. > 0, that (2.2.13, (2.2.16) and (2.2.14), (2.2.16) have the same solu- 
tion, and again by Lemmas 2.7 and 2.8, 
< 1~(N-l)Ap< 1 ifN<=, 
ifN=oo 
ifN<m1 
a= 1 ifN=m. 
(2.2.18) 
Consequently, we have proved: 
Lemma 2.9. For z > 0 the solution of (2 2.14) and that of (2.2.1 S), both 
satisfying (2.2.16), are unique and equal; for z + 0 they have the same 
limit and the same multiplicity. 
. For the case IV = * (cJ( 1.2.5)), 
p-A{ 1 -g(p)} 
p-Awl-E{exp[-p(b-n)]}} = 
W 
= 1 -a s Ebxp t -p(B-- 01 (6, 0) pol exp 
0 
uB2 euf ( 1 -p(p+u)} du dt, 
(2.2.19) 
for I’&: p 2 0, with Re u > 0. 
For a proof see Appendix A.4. 
mark 2.1 I. A relation analogous to (2. .19) for N < 80 can be obtained 
ng the same lines as (2.2.19) has been erived (see Appendix A.4). 
.3. The first and second moments of h anden 
From (2.2.7), the first and second moments of the dktributions of b 
may be obtained. The derivation, particularly of lthe second moment 
of h, is rather intricate; they are given in Appendix A.5 The results are: 
ForN<w, 
} = aol ((H-a/N pm1 E{b} = j: 1 +~/N)N’z ; 
X3.1) 
forN=-, 
(2.3.2) 
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2} = 2 ea _f{exp[a(l-H(t))]- 1) dt, 
0 
with t< 0, 
B@)} d7 
3 t> 0. 
(2.3.4) 
ark 2.12. The first moments are finite if and only if fl < *, the second 
moments are finite if and only if flz < 00. 
Remark 2.13. For the derivation of the first moments it is hot necessary 
to start from (2.2.7). They can be calculated by using elementary proper-i 
ties of renewal theory. 
Remark 2.14. The expressions for the second moments in the case N< = 
are rather long and therefore omitted. 
Remark 2.15. E(n2} and E{b”) are derived from (2.2.7); rihe result for 
E{k IC} is obtained from the following consideration. For GI d< 1, it is well 
known (cf. [ l] ) that if u satisfies (2.2.15), then for z = 0, 
2 
uq, gq,, du= p2 
- %dz2 (1 -a)3 l 
<2.3.5) 
Differentiating (2.2.14) twice with respect o z and taking z = 0 yields, 
using 
from 
ever, 
the relations above, 
E{(&-an)2) = ea p2, N = 00, (2.3.6) 
which, knowing E(b2) and I$$}, E{ba} readily follows. Note, ho 
that this argument applies only for a < 1; a rstraightforward calcula- 
tion of E{h-rt)2) is of course also possible by starting from (2.2.19). 
m8 e convergence of the integral in (2.3.2) fo s from 
QD 
S 
0 
EIexpl-pSnl~~~*, (3.1.2) 
and the distribution of 
(2.2.19)). 
as givea by (2.2.7) (cf. for N = 00 also 
To invesi:igate he yueueing process, we apply the method described in 
[ 1, ch. 11.5:. Define 
d& 
go= ’ 0 8 ELI,+ .*.+b,, n = 0, 1, . . . . 
f 
def 
0 
C 0, f; ~lc++... +n,, n = 0, 1, . . . . (3.1.3) 
def0 q)-- 9 eO def 5, + . . . + 6n+1, n = 0, 1, ..“, 
w9 PpPpPpPJ = def 5 Efp exP[-P~'wn-P~en-P,f,_,-P~&_,l Iwl=o19 
n=:l 
(3.1.4) 
for Irl< 1, Re pi 3 0, i = 1,2,3,4. 
From (3.1.1) we have for Rep > e r > 0, n = I, 2, . . . . 
1 
el;p[-P qj+J = m 
‘1 1 
J( ,iG+T- > 
exP[_twn-k( 
5 
‘I’heoremXl.ForIrl< l,Rep+O,i=1,2,3,4, 
vcr, p2, p3, P4)-P1 
o(r9 PI9 P2, P3’PJ =r-&p2 p3 ps) 
p 2 +A 
9 9 P2-PI+I\I~-rvlP~~ P,,P,)I ’ 
(3.1.8) 
with v(r, p2, p3, p4) the unique zero of . 
P2-PWl --rcP(P, P3, P,)), Rep> 0, (3.1.9) 
for Irl< 1, Repi 3 0, i= Z!, 3,4, or for one of the other lzonditions of 
(A.6.6). 
For a proof see Appendix A.6. 
3.2. The busy period and Busy cycle 
Throughout his section. it is assumed that q = 0. Let ft be defined bgr 
I 1 if w2 := 0, 83= ‘n ifw,,, z 0, wk # 0, k = 2, . . . . n,, n 3 
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it =P[p -I- (lw)h(i-u)}, (3.2.6) 
tt=@[p+A(l-tr)), iiwl>O, fiNV= -, (3.2.7) 
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The maximum content cmax of the buffer during a busy 
cycle c has the same distribution as the distribution of the maximum 
virtual waiting time Ok during a busy cycle of an M/G/l queue with 
service time distribution which is the same as that of hn -IQ, and average 
in terarrival time AI I. 
For the distribution of o,, see [ 11, and from [ 1 ] and Theorem 3.4 
we obtain (cf. (2.3.2), (2.3.2)), if a < 1, 
E( cm,,) = A-l log{ 1 --A E{ h- n)} 
a-l (log(l-a)-l-a}fl, N=m, (3.2.8) 
a-l (log(l~a(N-1)/N)~‘+(N-1)log(l+a/N)”}~, NC OQ, 
E{(b-d2) < E(C2 
1 -A E{b-n} max 
) < Et@- I$~) Efcmaxl 
l’-A E{h-lr} E(b--rt)’ 
(3.2.9) 
3.3. The stationary distribution Of Wn, n = 1, 2, l *. 
Since the sequence (wn, n = 1, 2, . ..} is the actual waiting time process 
of an M/G/l queue with average interarrival time A and service time dis- 
tribution which is the same as that of h, -oc,, it follows that this sequence 
has a stationary distr!bution if and only if AE{h-tt) < 1. From (2.3.1) 
and (2.3.2) we have, for N # 1, 
1-(1-a)ea, N- 
- O”’ (3.3.1) 
l-(l-a(N-l)/N)(l+a/N~-l, N< w. 
It is readily seen that a < 1 if and only if 
AE{b-lt) < 1, 
cf. also (2.2.18). Hence, for a < 1, a stationary distribution exists, and let 
w be a stochastic variable following this stationary distribution. From 
M/G/ 1 queueing theory or directly from (3.1.8), we have for a < 1, 
Rep>O, 
hq$-p WI} = { 1 -A 
(3.3.2) 
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y using (3.3.1) and Theorem 2.10, (exp[ -p w]} can be written as 8 
function of A and the distribution B(e), at least for N = 00. Applying the 
Pollaczek-Khinchine formula, we obtain 
a< 1, (3.3.3) 
with (cf.(2.3.2)) 
E{(h-r)2j =(1-a)2E{~2) - (I-2a)eaP2, N = 00, (3.3.4) 
1 a 02 E(w)=--- 2 1 - a p {l-(l-a)[2-(1-a)e-aE{~2}/f12]}, N=w. (3.3.5) 
Applying the inequality (2.3.7), we obtain 
-1+2a+(l-a)2a-1(ea-l) 2 
> 1-(1-a) [2-(l-a)e-‘E(r2)IP2] 2 a2, N = 0~. (3.3.6) 
Finally, 
P[w =O] = 1 - AE{&t) = (1-a)ea, Iv==. (3.3.7) 
Remark 3.5. The inequality (3.3.6) is very useful, e.g. for a = 0.7 it yields 
0.53 > 1-(1-a) [2-(l-a)e-a E{~2}/~2]  0.49. 
3.4. Comparison of required buffer capacity for hstantaneous and non- 
instantaneous input (N = =) 
For the buffer content process described in Section 1.2 the inflow of 
information is gradual with the same speed as the outflow. For compl.+ 
ison with instantaneous input with the same traffic characteristics we 
should compare for a < 1, 
E(w) + E{h-n) versus $(I.--a)%P2+fl, (3.4.1) 
P[w-- 0] = (l-&e” versus 1 -a, (3.4.2) 
E%n~J versus -l log( 1 --a)-1 a 
adual input t 
istribution of t 
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period (which is the maximum content during this inflow period), the 
second term represents for instantaneous input the average of the sta- 
tionary distribution of the buffer immediately after an input. In (3.4.2) 
the probabilities of no congestion for both cases are given, whereas in 
(3.4.3) the average of the maximum content during a busy cycle for 
both cases are given (cf. (3.28)). 
Making series expansion with respect o a we obtain 
E(h-A} = (+a2 + +z3)P, 
P[zu=O] = q&1 3 2u 3 
(3.4.4) 
The approximations in (3.4.4) are crude, and should not be used for de- 
sign (the more so since the exact formulas are simple to evaluate) but 
they show that for noninstantaneous input the buffer capacity can be 
considerable smaller than for instantaneous input. 
Appendix 
For s and p both real, it is immediately seen that s+X (1 -p@+s)} with 
p+s > 0, p > 0 has a single zero since 1 -p(p+s) is increasing in s; denote 
this zero by u. (p); Obviously -p < uo(p) < 0. For Re s = uo(p), p > 0, 
we have 
h 
s+h P(p+‘) ’ X +X, s P(P+Res) = ‘3 
so that s = uo(p) is the only zero with Re s = uo(p). For Re s > uo(p), 
p > 0, we have 
X Iplp+s3 I g X P(p+ Re s) < X P(p+uo (p)) = h+Xv, (p) 
<X+XRes< Xll+sl. 
Hence uo(p) for p > 0 is the zero with largest real part. Since the left-hand 
side of (2.1.2) is nonnegative for p > 0, it follows that u. (p) iiS the abcissa 
of convergence of (2.1.3) for p > 0 (cf. 121). 
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For fixed p > 0: the right-hand side of (2.1.3) is an analytic function 
of s for Re s >, 0, so that since the left-hand side of (2.1.2) is continuous 
for t > 0, the inversion formula for the Laplace transform yields for 
p > 0, t > 0, 
cut 
E{exp[-&](I, = 1)1*“,= 1)=& J - - dt, Re u > 0. c u+h( l -/3(p+rr)} 
l4 (A.2## 1) 
Since the N component processes are independent, the relation (2.2.3) 
follows immediately from (A.2.1), (2.2.1) and (2.2.2). 
To prove (2.2.4), we start from 
1 
s 
cut 
- c “Lni u+X{ 1--$(p+=u)) 
du = 
U 
(A.2.2) 
= l-‘J 
2ni c 
zi2 cut (l-$(@-u)) du + - A2 [+fl(p’n))t~-‘1”, eUtdll s 
l 
U 
2ni c u+X{ 1-$(p+rr)) 
U 
For Re p >, 0, td = 5 + i Q, k > 0, it is readily seen that since (cf.(2.1.3)) 
lu+‘h(l -P(p+tr))r’ < J 
I 0 
eoutE;exP[-ph,l(l,‘l)Ilo=l)df(b; (Re &, 
we have 
+6 
1 1 s [Wp+u)12 ,2nic u+x(1--p(p+u)} uW2 eUf du < dv<=, 
U 
from which it follows that the second integral in (A.2.2) is uniformly 
bounded in X for X >, 0. Consequently, (2.2.4) follows from (A.2.2), 
(2.2.3) and (1.2.5). 
A direct proof of (2.2.4) is found for p = 0 in Kingman 14, p. 401. 
Following his argument applied to our case, we have 
E(ew I-& too) (“)=1)1Ih@@)=l)  E 1 <It 
M being a Poisson variable with parameter At. The right-hand si 
equal to 
e”“dB(v))d.-hr]=exp[~~~~-2eut {l- 
1 
for Rep 3 0, leading again to (2.2.4). The proof is complet 
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.3. 
e p > 0, 1-$3(p+u) is analytic for Re u > 0 and in absolute value 
tends to one for I u 1 -+ -, I arg u I< $r, hence by contour integration in 
the right semi-p1 e: (2.2.9) follows immediately for t = 0. 
For t > 0 and a stochastic variable with distribution B(a), 
1 
2aic s 
8 euf { 1-fi(p+u)}du =
U 
= 
e_Pt 
-- 
t 2ariC s rr-2EiexpL--(p+u)( 
U 
= 
e_Pt 
t-zTc S -01 (6 C 0) du 
U 
= t + E{@--t)exp[-@I@< 01, 
from which (2.2.9) immediately follows by noting that with (A) the 
indicator function of event A, (p < t) + (F 3 t) = 1. 
The first equality sign in the relation above follows from the fact that 
the term in the integrand with (b 3 t) is analytic for Re u > 0 and disap- 
pears at infinity; the second equality sign is motivated by the fact that 
the integrand is analytic for Re u < 0, disappears here at infinity and has 
a pole of multiplicity 2 at u = 0. 
Proof of Theorem 2.10 
y analytic continuation it has been shown (see below (2.2.11)) that 
(2.2.7) holds for Re s > so, p 3 pO; hence for Res 3 sO, p 3 pO, 
s-so 
-It)-(s+p)Ir]}} = 
+-so) $ exp [ -(s-so) t] exp [-0 -sJ s t 
0 
U 
= - exp[-st- &/um2 cut {L-/3(p+u)}du] 1: 
84 
- s uo2 cut { 1-fl(p+u)} du 
0 3 
um2 eUt (1 -&p+u)}du 
I 
dt. 
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Since so = -p(p)} (cf. (2.2.12)), it follows from (2.2.9) since p 2 p. 
that the first term in the right-hand side of (A.4.1) equals one. Further 
from (2.2.9), 
OQ 
1 d 
J 
d -I 
2ni dt C 
zC2 euf (l-fl(p+n)) dq=Ql--P(p)}- dt S (o--t)e’@‘dB(a) 
U 
a=t 
> t)). (A 4.2) 
Hence with sO= -.A(l-E{exp[-p I}} (cf. (2.2.12)) it follows for p > pal 
Res > sO, Reu> 0, that 
s-so 
s+Ail-E(exp[--p(h-n)-(s+p)rrl))= 
eUf{l -P(p+zr)}drr dt. 1 
(4.4.3) 
From (2.2.9) it is readily seen that the right-hand side exists for 
Res>-Rep>Osince I 
IEmP[-p (p-41 (is 3 01 I< 19 Rep> 0, 
uniformly in t &r t 9 0. Hence the right-Ihand side of (A.rC.3) by analytic 
continuation in s is defined for p > po, Re s 2 -p. For p > p. it is seen 
from Lemma 2.8 and the definition of so that the left-hand side of 
(A.4.3) is analytic for Re s > -p. Since for Rep > po, p-A{l-P(p)) 
and p-A(l-E{exp[-p (h-IC)]}) are analytic and have no zeros (cf. (2.2.8) 
and Lemma 2.7), it follows that for p > p. the left-hand side of (A.4.3) 
is analytic for Re s 2 -p. Hence by analytic continuation in s it is seen 
that (A.4.3) holds for p > po, Re s 2 -p. Inserting s = -p it follows for 
p > po, Re u > 0, that 
P-N(l-PPPI 
p-A (1-E{exp[-p (A- %)I}}= 
A 
X)}exp -- E J uW2 cut (I-#p+ti) b. 21ri C 
U 
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By definition of p0 (cf. Lemma 2.7) and by Lemma 2.9 with z = 0 it 
is readily seen that the numerator and denominator of (A.4.4) are analytic 
for Rep > 0; both have only one zero for Re p > 0 if p0 > 0, and for both 
this zero is po, whereas if p. = 0, their only zero in Re p > 0 is p = 0 with 
multiplicity 1 if a! < 1 9 and with multiplicity 2 if a = 1 (cf. Lemma 2.9). 
Consequently, the left-hand side of (A.4.4) is analytic for Rep > 0. Hence 
by analytic continuation it is seen that (A.4.4) holds for Rep 3 0. The 
proof is compleie. 
Taking p = 0 in (2.2.7) it follows that for Re s > 0 (cf. (2.2.9) and 
(2.3.4)), 
rg 
AS. Cakulation of the moments for N = 00 
[s+A{l-E(exp[-ssr]}~]~l =J exp[-s t - al!?(t)] dt. (A.S.l) 
0 
Since H(t) =+ 1 for t + 00, it follows from a well-known Abel theorem for 
the Laplace transform (cf. [ 5 1) that 
lim s [~+A(l-E(exp[-src]}}]~l = lim exp[-aH(t)], (AM) 
S40 t+- 
so that 
{ 1 +A E(n)}” = e-O, (AS ,3) 
by which E(n) is determined. 
To obtain the second moment, note that fw s 4 0, 
sm2 [ A(l-E{exp [ --al)) - s A E{tr}l+ - aAEj:rr2), (AS .4) 
if the second moment is fIrrite, From (AS.1) and (AS.3) it is readily 
seen that for Res 
(exp(I-sic]])--sAE{A],] = 
s,/‘;exp[-st-aH(tj]dt 
n the aumeratsr exists for s = 0 mark 2.16). HWKX 
fsllows from 
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Next we shall determine E{h} and E(h2}. Since for Re p 2 0, t > 0, 
so that 
exp[rlE(@-t)exp[-ppl($> t)}l~exp[a(l--H(t)}]< ya, (A.5.7) 
uniformly in p for Rep 3 0, it follows from (2.2.9) and (A.5.7) that 
(for N = 00) the integral in (2.2.7) converges for s = 0 if Rep > 0. Since 
this integral is continuous from the right at s = 0, it follows by dominated 
convergence that for Re p > 0, Re II > 0, 
[A{l-E{exp[-ph])}]-r= j exP[-&J uw2 cut (l-&+u)) dtr, dt 
0 Ci.4 
I 
00 
= s exp[-AtIl-~(~)}-kE(CB-t)exp[-pBl) 
0 
-t)exp[-pB]@> t))] dt (A.5.8) 
From (A&8), by using (A.S.7) and applying a similar argument as used 
in Doetsch’ proof (cf. [2, p. 1891) for the Abel theorem for the Laplace 
transform, it follows that for real p 
00 
lim P[~U-~~ex~b--p~lHl -WimpJ exp 
PJO PSO 0 
uM2 cut { 1-P(p+ti)}dtc dt
I 
so that 
AE{itj} =aea. (AS,lO) 
To derive the aqwession for {h2 j, we start from the relation aslab 
to (A.5.4). For p > 0, 
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The denominator of (A.51 1) for p J 0 has a limit (cf. (85.8) and (A.5.9)), 
hence for p 4 0 we have to consider the expression 
w 
a2ea J[ exp[a tp],--exp -atp r 1 --P(P) -. 0 P 
a -- 
P 
=a2 ea L_ 
[ 
P 
aP m--P(P)) 
JD 
+ j exP 
[ 
_a t 1 -PO 
0 P 
] (1 -exp bEt (l-expb-g pII}]) dt 
w 
=+ $ exp 
[ 
,*1-p@) 4 
0 
@ + pZIB(l-exP[-pP1n] 
%E{@-t)exp[-PPI (03 t)) . (A.5.12) 
Obviously, for p 4 0, 
1 P 62 
@ - a(l-+(p)} + Xii? ’ 
00 
(A.5.13) 
= 1 -~xPKdv (1 -~xPbBl))l 3 _ pz 
we, w-m?)) T 
. 
To Ihan;Sle the second integral in (AS. 12) it is first noted that by domin- 
atecl convergence, 
W 
lim $ exp 
P+) 
-ad ‘-!“‘] { 1-exp[a{l-H(t)}]}dt = 
= w (l-exp[a(l-- s 
0 
the last integral 
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00 
00 
= 
00 
+ J exP 
0 
2 t)) II dt = 
{ I-exp[a { l-H(t)}]} dt 
+ a(I-H(t)} 1 
(B 2 t)} 
]I 
dt. (A.5.15) 
Since 1 -eWx < ex - 1 and 1 --e”Pfl< pp, p 2 0, we have 
G exP 
L- 
;ww (l-exp[-pfi]) ( 
G exp ‘p$Z{($-- t) $ (9 2 C t)} I-<- [ 1 .a exp p fE{ . 
(AS. 16) 
For arbitrary e with 1 > e > 0, determine T > 0 such that 
E{p2 (83 t)} = j o2 dB(o) 4 e for t 2 T, (A.5.17) 
o=t 
which is possible if p2 < m. It follows that for p > 0, the last integral in 
(A.5.15), which is positive, is less than or equal to (cf. (A.5.16)) 
T 
(I-exp[__i -t)(l-exp[-p 
00 
+e s II . exp -at T 
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limit for p 4 0 which is zero. Combining the relations (AS. 11 )-(A.5 18) 
it is seen that 
E(h2) =ea(l+2u)P2 -k2 (A.5.19) 
The determination of the moments for finite N proceeds along the 
same lines as for N = 00 and i.s omitted. 
A.4j. Proof of Theorem 3.1 
Write for short 
(A.6.1) 
so that 
(A.6.2) 
Obviously, cp(& fp3, pq) and u(r, [) are analytic in e for Re t > 0 and uni- 
formly bounded in this region. The integral in (A.6.2) has two simple 
poles at t = p and r = p2+A. Hence by contour integration along part of 
C’,, and a semi-circle right of Cr with radius R and centre at the intersec- 
tion of Cr and the real axis in the E-plane, it follows by letting R + QO 
that 
w(+,p)v+ 
rfb(p9 P3* P4) rAp!dp2+fbp3~p4) 
p2 -P+A 
W, P) + 
(p-p2-A)@2+A) w(rs p2+A)3 
or 
W,P) = 
F 
P2-P+~-f44P, p3, p4) 
PA - - p +A cp(P, +fL P3 9 P4) w, P2 +N (A.6.3) 
2 
foslr]< l,Rep>O,Rep+O,i=2,3,4. 
By applying Rouche’s theorem it is readily seen that the function of p 
P2 -P+A--rhdP9 P39 P4) 
has exactly one zero, which is a simple zero 
(A.6.4) 
P = vk P2, P3, P4j (A.65) 
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in the positive semiplane Rep > 0 if 
Id< 1, Repi>O, i=2,3,4, 
Ol= 
Sri = 1, ReP+o, Rep3 > 0, Re y4 2 0, 
OT ‘(A.6.6) 
PI= 1, Rep2 2 0, Re P3 > 0, Re p4 2 0, 
or 
Id = 1, Rep+O, Rep3 > 0, Rep4 > 0. 
Since c3(r, p) should be an analytic function of p for Re p > 0, Irl < 1, 
Re pi > 0, i = 2,3,4, it follows that the term between brackets in the 
right-hand side of (A.6.3) should be zero for p = V(Y, pa, p3, pd). By thic, 
condition o(r, p2+A) is determined, and substituting the resulting ex- 
pressionfor ~(r, p2+A) in (A.6.3) yields 
W p) = r 
v(rs Pp P3, P&P p2+A 
v(r, Pp P3’P4) P*-P+~wvtP,P3’P~)~ 
for Ikf < 1, Re pi 2 0, i = 2,3,4. This proves that (3.1.8) satisfies (3.1.6). 
That this solution represents indeed (3.1.4) follows by the same argument 
as used in [ 1, ch. IIS] for the solution of the Pollaczek integral equation. 
The proof is complete. 
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