Markov-modulated processes have been used in stochastic inventory models with setup costs for modeling demand under the in uence of uncertain environmental factors, such as uctuating economic and marketing conditions. The analyses of these models have been carried out in the literature only under the assumption that unsatis ed demand is fully backlogged. We study a Markovian demand model in the case when unsatis ed demands are lost. The lost sales situation occurs in many retail establishments such as department stores and supermarkets. The optimality of an (s; S)-type policy is established under fairly general conditions. Computational results are also reported.
Introduction
In the literature of stochastic inventory models, there are two di erent assumptions about the excess demand un lled from existing inventories: the backlog assumption and the lost sales assumption. The former is more popular in the literature partly because historically the inventory studies started with spare parts inventory management problems in military applications. In spare parts management problems, the backlog assumption is realistic.
In the presence of xed ordering costs in inventory models under either assumption, an important issue has been to establish the optimality of (s; S)-type policies. While there are many classical and recent papers dealing with this issue in the backlog case, as far as we know, only Veinott (1966) , Shreve (1976) , and Bensoussan et al. (1983) have considered the lost sales case. This is perhaps because the proofs of the results in the lost sales case are usually more complicated than those in the backlog case. Shreve and Bensoussan et al. establish the optimality of an (s; S)-type policy by using the concept of K-convexity. Veinott (1966) provides a di erent proof for the optimality of (s; S)-type policies in the lost sales case. His proof is based on a di erent set of assumptions which neither implies nor is implied by those used in Shreve and Bensoussan et al. It should be noted that all these results are obtained under the condition of zero lead time. Karlin and Scarf (1958) and Bensoussan et al. (1983) also considered a lost sales case in which there is no xed ordering cost and the order arrives after the demand materializes. In this case, it is known that there exists a threshold level s n for period n such that the optimal policy is not to order in period n if the beginning inventory level in the period exceeds s n . When not, it is optimal to order an amount that decreases with the beginning inventory level continuously, reaching zero when the beginning inventory level is s n . Furthermore, the sum of the beginning inventory level and the amount ordered in any given period increases strictly with the beginning inventory level.
Clearly, this optimal policy is neither base-stock type nor (s; S) type; note that the base-stock type is a special case of the (s; S) type when S = s. Although it is not likely, it is nevertheless not known whether there also exists an optimal policy of the (s; S) type in this case.
The purpose of this paper is to extend the zero lead time, lost sales models of Shreve and Bensoussan et al. to allow for Markov-modulated demands, supply uncertainty, and storage and service level constraints. By a Markov-modulated demand, or simply a Markovian demand, we mean a demand whose distribution in a given period depends on the state of the underlying Markov chain in that period.
The lost sales situation arises in many retail establishments. In a supermarket or a department store, a customer chooses a competitive brand or goes to another store if his/her preferred brand is out of stock. Markovian demands can model demands that are dependent on randomly changing economic and market conditions. It is a natural extension of and a exible alternative to independent demands considered in the bulk of the classical inventory literature.
Markovian demands in inventory models with backlogging allowed have been considered by Karlin and Fabens (1959) , Song and Zipkin (1993) , Cheng (1993, 1995) , Ozekici and Parlar (1995) , Beyer and Sethi (1997) , and Beyer, Sethi and Taksar (1996) . As for supply, the classical inventory literature has assumed that it is available with certainty. Parlar, Wang, and Gerchak (1993) present a backlog model in which supply is available with some probability, and with remaining probability no supply is available. Ozekici and Parlar (1995) model the supply uncertainty by a Markov chain. Sethi and Cheng (1995) emphasize an extreme example of supply uncertainty, which occurs when supply is available, say, on weekdays but not on the weekends. They also remark that the Markovian supply uncertainty is easily accommodated in their model. Finally, nite storage capacity in most real-life situations imposes an upper bound on the maximum inventory that can be kept on hand. A lower bound on the inventory-on-hand may also be imposed in order to reduce the chance of a stock out and ensure a satisfactory service to customers. Such constraints were considered by Kumar (1992) and Sethi and Cheng (1993) in inventory models with backlogging allowed.
The plan of the paper is as follows. In Section 2, we formulate precisely our basic lost sales model with Markovian demands, provide the dynamic programming equations, and state the existence results. In Section 3, we present a new K-convexity result associated with the cost functions in the Sethi and Cheng (1995) to the lost sales case, making the Markovian demand models applicable in some real-life settings where unsatis ed sales are indeed lost. In Section 4, we demonstrate that various realistic features and constraints, such as supply uncertainty, service levels, and storage capacities, can be incorporated into the model without compromising the nature of the optimal control policies. An in nite horizon model with stationary data is also presented. We conclude the paper with some remarks in Section 5.
Model Formulation
Consider an inventory problem over a nite horizon h0; Ni = f0; 1; 2; : : : ; Ng; see Figure 1 . The demand in each period is assumed to be a random variable de ned on a given probability space and not necessarily identically distributed. To precisely de ne the demand process, we consider a nite collection of demand states labeled i 2 I = f1; 2; : : : ; Lg, and let i k denote the demand state observed at the beginning of the kth period. We assume that i k , k 2 h0; Ni, is a Markov chain over I with the transition matrix P = fp ij g. Thus, 0 p ij 1; i 2 I; j 2 I; and
Let the nonnegative random variable k denote the demand at the end of a given period k 2 h0; N?1i = f0; 1; : : :; N?1g. Demand k in period k depends on the demand state i k in that period, and has the probability density function i;k ( ) if the demand state i k = i. We assume that E( k ji k = i) = Z 1 0 z i;k (z) dz M < 1; k 2 h0; N ?1i; i 2 I:
As shown in Fig. 1 , the order u k 0 is placed at the beginning of period k with the knowledge of the demand state i k , and that the quantity u k will be delivered at the end of period k, but before the period k demand k materializes. If the on-hand inventory x k at the beginning of period k plus the amount u k delivered in period k exceeds the demand, i.e., if x k + u k k , then the demand is met, and the remaining inventory is carried over to the next period as x k+1 = x k + u k ? k . If x k + u k < k , then the part k ? x k ? u k of the demand cannot be satis ed immediately and is assumed to be completely lost. In this case, the next period will be started with zero on-hand inventory. With the notation a + = maxfa; 0g, the model dynamics can be expressed as
x k+1 = (x k + u k ? k ) + ; k = n; : : : ; N ? 1;
x n = x 0; i k ; k = n; : : : ; N; form a Markov chain with transition matrix P; i n = i: (2.9) The results establishing the existence of an optimal feedback policy are similar to those in the backlog case treated in Sethi and Cheng (1993) , and Beyer, Sethi and Taksar (1996) Theorem 2.1 The dynamic programming equations (2.8) de ne a sequence of functions v n (i; x) in B 2 . Moreover, there exists a functionû n (i; x) in B 1 , which provides the in mum in (2.8) for any x. SetÛ = (û 0 ;û 1 ; : : : ;û N?1 ), thenÛ is an optimal decision for the problem J 0 (i; x; U). Moreover, v 0 (i; x) = min U2U J 0 (i; x; U):
(2.10)
In simpler words, the theorem, called a veri cation theorem, means that there exists a policy in the class of all admissible (or history-dependent) policies, whose objective function value equals the value function de ned by (2.7), and there is a Markov (or feedback) policy which gives the same objective function value.
3 Optimality of (s; S ) Policies
The optimality of (s; S)-type policies has been established for stochastic inventory models with various conditions on demand and cost functions. A key concept used in proving the optimality of (s; S) policies for standard models in the literature is K-convexity of a function, which was rst utilized by Scarf (1960) . Discussions about some useful properties of K-convex functions can be found in Bertsekas (1976) and Bensoussan et al. (1983) . Cheng (1993,1995) extended the de nition of K-convexity to include functions de ned on convex subsets of the real line. They generalized the existing results on the properties of K-convex functions, which allow for less restrictive assumptions and more realistic features arising in inventory models. Using these generalized results, they established the optimality of state-dependent (s; S) policies in Markovian demand inventory models for the full backlog case.
However, in the lost sales case, the truncation due to lost sales requires the conditions enforcing the K-convexity to be re-examined. Moreover, new conditions need to be introduced in order to establish the optimality of (s; S) policies for the lost sales case.
Preliminaries
The next subsection is devoted to proving the optimality of (s; S) policies for the lost sales case.
To facilitate the proof, we provide the following proposition as a preliminary result. In comparison to the similar results in Shreve (1976) and Bensoussan at el., our optimality proof is presented not only for a more general case but also in a simpler manner. 
Proof of the Optimality of (s; S ) Policies
The following theorem can now be proved without the assumptions on the growth rate of the shortage cost made in Bensoussan et al. (1983) and Shreve (1976) ; see Remark 4.2 in Sethi and Cheng (1995) for a discussion. Remark 3.1 Condition (3.2) means that either the unit ordering cost c i n > 0 or the expected holding cost Ef n+1 (i n+1 ; x ? n ) ! +1 as x ! 1, or both. It rules out such unrealistic trivial cases as the one with c i n = 0 and f n (i; x) = 0; x 0, for each i and n, which implies ordering an in nite amount whenever an order is placed. The condition generalizes the usual assumptions made by Scarf (1960) and others that the unit inventory carrying cost h > 0. Furthermore, we need not impose a condition like (3.2) on the lost sales side assumed in Bensoussan et al. (1983) and Bertsekas (1976 for some i, a speculative retailer may nd it attractive to meet a smaller part of the demand in period n than is possible from the available stock, carry the leftover inventories to period n + 1, and order a little less as a result in period n + 1 with the expectation that he will be better o .
Thus, Assumption (3.3) rules out this kind of speculation on the part of the retailer. But such a speculative behavior is not allowed in our formulation of the dynamics (2.2) in any case, since the demand in any period must be satis ed to the extent of the availability of inventories. This suggests that it might be possible to prove Theorem 3.1 without (3.3). Moreover, our proof relies on the K-convexity of the value function, whereas this property is only a su cient condition and not a necessary condition for the optimality of an (s; S) policy.
Proof of Theorem 3.1. We can rewrite (2.8) as v n (i; x) = f n (i; x) ? c i n x + inf In view of (2.1), (2.3), and Proposition 4.1 in Sethi and Cheng (1995) , it is su cient to show that This completes the proof.
2
Theorem 3.1 extends the analysis obtained in Sethi and Cheng (1995) to the lost sales case with zero lead time and additional minor restrictions on the cost structure. In the backlog case, the mathematical analysis based on the zero lead time assumption can be extended easily to the non-zero lead time case by replacing the inventory level with the inventory position, which is the sum of the inventory on hand and amounts on order. But the relationship between the inventory position and the inventory on hand and amounts on order is not straightforward in the lost sales case. Therefore, we cannot claim that the same results will hold for the lost sales case with non-zero lead time.
Extensions
Next, the model formulated and analyzed in Sections 2 and 3 will be extended to incorporate some additional constraints and realistic features that arise often in practice. It will be shown that (s; S)-type policies continue to remain optimal for the extended models.
Supply Uncertainty
We shall model supply uncertainty by replacing the demand state i with a demand/supply state i = (i d ; i s ), where i d denotes the demand state and i s denotes the supply state. We also rede ne I to denote the set of all possible demand/supply states. We should note that this representation is a slight generalization of the representation in Sethi and Cheng (1995) and Ozekici and Parlar (1995) , in that it can model both the situations when demand and supply Markov chains are dependent or completely independent.
To model uncertain supply, let r k be a random variable representing the availability of the supply in period k. If the supply is available in period k, then r k = 1; otherwise, r k = 0. Therefore, the inventory balance equations are given by for some s i n s i n , n 2< 0; N ? 1 > and i 2 I. Proof. Observe that the rst two of the three terms in (4.1) are independent of u. Furthermore, in a way similar to the proof of Theorem 3.1, one can easily verify that the sum of these terms is K i n -convex with respect to x. The rest of the proof becomes straightforward in view of the proof of Theorem 3.1.
Storage and Service Constraints
Following Sethi and Cheng (1995) , we let B < 1 be the storage capacity, and A i k be the marginal service level in period k with demand state i as in Section 2. Thus, the inventory level is restricted by the lower bound A i k and the upper bound B such that A i k x k + u k B:
The dynamic programming equations can be written as (2. Sethi and Cheng (1993) and Beyer, Sethi and Taksar (1996) . But now the value function in the theorem is lower semicontinuous because of the discontinuity caused by the lower and upper bounds on the inventory level.
Theorem 4.2 Assume A i n B; n 2 h0; N ? 1i; i 2 I. There exists a sequence of numbers s i n ; S i n ; n 2 h0; N ?1i; i 2 I; with s i n S i n , A i n s i n , and B S i n , such that the optimal feedback policy isû n (i; x) = ( S i n ? x; for x < s i n 0; for x s i n ; (4.5) for the model with capacity and service constraints de ned above.
Proof. The proof is similar to the proof of Theorem 5.3 in Sethi and Cheng (1993) .
The In nite Horizon Problem
The extension of the Markovian demand model of Sections 2 and 3 with the lost sales assumption to the nonstationary in nite horizon case can be obtained in the same way as the in nite horizon model presented in Sethi and Cheng (1995) . Once again, we can show that an (s; S)-type policy remains optimal in the nonstationary in nite horizon case. However, since nonstationary in nite horizon problems are not suitable or even tractable for computation, we shall treat only the special case of the stationary in nite horizon problem in this section.
In the stationary case, we shall assume that the given data for the problem are independent of the time. where is a given discount factor, 0 < < 1, i is a random variable with density function i ( ), and v(i; x) is the value function in any period with the initial inventory x and the demand state i. for some S i s i , i 2 I.
The proof of Theorem 4.3 follows those of Theorem 6.1 and Corollary 7.1 in Sethi and Cheng (1995) with appropriate modi cations for the lost sales situation. It is important to emphasize that the optimal policy parameters S i and s i are dependent only on the demand state i and not on time. 
Concluding Remarks
This paper develops various more realistic extensions of the classical dynamic inventory model with stochastic demands. The models consider demands that are dependent on a nite state Markov chain and demands that are cyclic. Some features commonly encountered in practice, such as supply uncertainty, nite storage capacities, and speci c service levels, are also treated. Also dealt with is the case in which any unsatis ed demand is lost rather than backlogged. Our treatment of this case is without some of the assumptions on the growth rate of the cost functions made in the literature. Both nite and in nite horizon cases are studied. It is shown that all these models, not unlike the classical model, exhibit optimality of (s; S) policies.
A computational study based on the models in this paper can be found in Cheng (1995) . The \optimal" (s; S) policies independent of the demand state, i.e., the state-independent (s; S) policies imposed by Karlin and Fabens (1959) , are also computed. The numerical results show how much better the performance of the state-dependent (s; S) policies is compared to that of the stateindependent (s; S) policies.
