Typing methods are widely used in the surveillance of infectious diseases, outbreaks investigation and studies of the natural history of an infection. And their use is becoming standard, in particular with the introduction of High Throughput Sequencing (HTS). On the other hand, the data being generated is massive and many algorithms have been proposed for phylogenetic analysis of typing data, such as the goeBURST algorithm. These algorithms must however be run whenever new data becomes available starting from scratch. We address this issue proposing a dynamic version of goeBURST algorithm. Experimental results show that this new version is efficient on integrating new data and updating inferred evolutionary patterns, improving the update running time by at least one order of magnitude.
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The problem solved by goeBURST can be stated as a graphic matroid, with the solution following a classic greedy approach. Its running time is then O(ℓ min{n 2 , m log n}), where n is the number of taxa, m is the number of pairs for which the distance is defined, and ℓ is the number of loci under analysis. Usually we consider all-pairs Hamming distance [2] , leading to O(ℓn 2 ) running time.
The dynamic version of goeBURST allows the addition of a new taxa to a previously computed minimum spanning tree (MST) without the need of running goeBURST algorithm from scratch. Although there are well know dynamic algorithms for computing and updating MSTs, they are not directly usable in this context due to distance updating and tie breaking rules. The basic process of adding a new edge to a MST can be done by checking if that edge creates a cycle and, in that case, removing the heaviest edge from that same cycle. Since goeBURST has some specific tie breaking rules regarding the number of locus variants, we have implemented two versions for dynamic updating: dynamic goeBURST algorithm with tie breaking rules and without (relying only on edge weights/distances). The dynamic algorithm with tie breaking rules is more complex because adding a taxon can change the entire tree. This is due to the fact that the overall number of locus variants for all taxa will vary causing a possible change on the tie breaking rule applied before. Adding a new taxon takes linear time on average for real data, being dominated by the time for processing n edges and pairwise comparisons. We achieve this running through the use of efficient data structures, namely for MST representation.
Experimental results were obtained with the Streptococcus pneumoniae MLST dataset available at https://pubmlst.org, with the number of taxa varying from n = 10 to n = 1000 and running times averaged over 500 executions. The update time for adding a new taxon grows linearly with the number of taxa on the tree, while the static goeBURST takes quadratic time for computing the tree, as expected. In particular, static goeBURST takes more than 1500 ms to add 1000 taxa, while both dynamic versions take less than 150 ms to add a new taxon to a previously computed 999 taxa MST.
