Abstract. We prove a new variational principle which in particular does not assume the completeness of the domain. As an application we give a new, more natural, proof of the fact that a real valued Lipschitz function on an Asplund space has points of Fréchet differentiability.
Introduction
We recall first some basic definitions concerning differentiability of functions defined on an open set G of a Banach space X. The function f defined on G with values in a Banach space Y is said to have a directional derivative at x ∈ G in the direction u if
exists. If f (x; u) exists for every u ∈ X and defines a bounded linear operator f (x) as a function of u we say that f is Gâteaux differentiable at x. If, in addition, the limit (1) exists uniformly in u in the unit sphere of X we say that f is Fréchet differentiable at x. Alternatively, f is Fréchet differentiable at x iff f (x + u) = f (x) + f (x) u + o( u ), u → 0.
If f is a Lipschitz function and dim X < ∞ then, as easily seen, the notions of Gâteaux differentiability and Fréchet differentiability coincide. However, if dim X = ∞ the two notions are different. Consider e.g. the function
from L 2 [0, 1] into itself. This function is everywhere Gâteaux differentiable with f (x) = cos x (i.e. f (x)u = u cos x). The function f is however nowhere Fréchet differentiable.
Take e.g. in the equation (2) the point x = 0 and the direction u = χ E , the characteristic function of a set E ⊂ [0, 1]. Then notice that sin χ E = χ E + χ E (sin 1 − 1)
and χ E (sin 1 − 1) is not o( χ E ) as χ E → 0. There are well known satisfactory results concerning the existence a.e. of Gâteaux derivatives of Lipschitz functions from X to Y if X is separable and Y has the RadonNikodym property (RNP). For a detailed discussion of such results as well as the meaning of a.e. and RNP we refer to the book [1] . On the other hand, there are many natural open problems concerning the existence of Fréchet derivatives, and the proofs of known theorems in this subject are often very hard.
A basic positive result in this direction was proved in [9] . A Banach space X is called an Asplund space if the dual of every separable subspace of X is again separable. In particular, every reflexive Banach space is Asplund. The most important special case of Theorem 1.1 is where X is a Hilbert space. The proof of this special case is as hard as the general case. The "moreover" part of Theorem 1.1 represents a mean value theorem for Fréchet derivatives.
The proof in [9] as well as the somewhat simpler proof in [5] involve a delicate iterative construction of a sequence of points which are shown to converge to a point of Fréchet differentiability. This method reminds one of proofs of variational principles. In fact, Fréchet differentiability results are related to the natural domain of variational principles (i.e. the existence of points where some functions attain their maximum). If f : X → Y is Lipschitz then it is known that Lip(f ) = sup f (x) where the supremum is taken over all points x where f is Gâteaux differentiable (it is assumed that X is separable and Y has RNP). If there exists a point x 0 such that Lip(f ) = f (x 0 ) then (at least in the case of uniformly smooth space X) it is easy to show that f is Fréchet differentiable at x 0 . However, the existing variational principles (e.g. in [2] , [4] ) do not seem to apply in our situation. They all assume the completeness of the domain, while the set M of points where f is Gâteaux differentiable (on which we have to maximize f (x) ) is in general not complete and does not even admit an equivalent complete metric. (M is an F σ δ set in X, in general not a G δ set.) Thus we need a variational principle in which we do not assume the completeness of the domain.
Such a variational principle is proved in Section 2 below. This variational principle has other uses as well. In fact, we first proved it in order to obtain results on the structure of porous sets (a notion which will not be used in the present paper; see however the book [6] .) In Section 3 we show how the variational principle is used to prove the easy special case of Theorem 1.1 where we assume that f is everywhere Gâteaux differentiable.
In Section 4 we prove, using the Hardy-Littlewood maximal lemma, a one-dimensional result which is used in the final step of the proof of Theorem 1.1. Section 5 contains a complete proof of Theorem 1.1 using the variational principle. Although this proof uses the main ideas of the proof in [9] the many difficulties encountered in [9] become much easier to overcome in view of the use of the variational principle and, more importantly, the steps in the proof are now more natural.
The paper ends in Section 6 where several extensions of Theorem 1.1 are announced (which will be proved in the forthcoming book [6] ).
A variational principle
We define notions of completeness and lower semicontinuity in an abstract form and in Theorem 2.4 we prove a general form of the variational principle.
Notice that the choice d 0 = 0 in Definition 2.1 yields the standard notions of completeness and lower semicontinuity.
Lemma 2.2. Let (M, d) be a metric space and d 0 a continuous pseudometric on M. If f : M → R has the property that for each r ∈ R, the set {x
Order all sets H q i , i ≥ 1, q ∈ Q, into one sequence G 0 , G 1 , . . . . We denote by B 0 [x, r] the d 0 -closed ball with centre x and radius r. Let δ 0 ≡ 1. We choose recursively the values δ j (x 0 , . . . , x j ) > 0, j ≥ 1, so that
Suppose now that the points x j converge in (M, d) to some x ∞ ∈ M and satisfy d 0 (x j , x j +1 ) ≤ δ j (x 0 , . . . , x j ) for each j ≥ 0. Consider any rational number q with q < f (x ∞ ). Since the set {x ∈ M | f (x) ≤ q} is the intersection of a subcollection of the sets G i , there is i such that
We show that f (x j ) > q for j > i. Indeed, f (x j ) ≤ q implies that x j ∈ G i and so the ball B 0 [x j , 2δ j (x 0 , . . . , x j )] is contained in G i . But for all k ≥ j we have
Since the metric d 0 is d-continuous, we can take the limit k → ∞ to deduce that
This implies
which is a contradiction. Hence f (x j ) > q for all j > i, and consequently
as required.
Proof. Let f be the characteristic function of the complement of S, f = χ M\S . Then f satisfies the assumptions of Lemma 2.2. Hence f is (d, d 0 )-lower semicontinuous, i.e. there are functions δ j :
implying that x ∈ S, and we are done.
The variational principle is contained in the following theorem. 
If x 0 ∈ M and (ε j ) ∞ j =0 is any sequence of positive numbers such that
then one may find a sequence (x j ) ∞ j =1 in M converging in the metric d to some x ∞ ∈ M and a d 0 -continuous function ϕ : M → R such that the function
Before the proof it will be useful to make some comments on Theorem 2.4.
Comments. By considering the case j = 0 in the second inequality in (4) it is immediate to see that h(x ∞ ) < ∞. Notice also that the statements of Theorem 2.4 do not change when a constant is added to ϕ. So one can always replace ϕ by ϕ −ϕ(x ∞ ) to achieve that ϕ(x ∞ ) = 0. Once we have ϕ(x ∞ ) = 0, we may replace ϕ once more by max{0, ϕ} leaving h(x ∞ ) unchanged and not decreasing the other values of h. Therefore we may add to the statements of Theorem 2.4 the requirement that ϕ ≥ ϕ(x ∞ ) = 0.
The usual form of the smooth variational principle as considered in [2] is the special case of Theorem 2.4 when M is a Banach space, d 0 = 0, f is · -lower semicontinuous and all F j are constant multiples of a single (smooth) function F (x − y). Then the function ϕ is necessarily constant and so the previous remark says that we can have ϕ = 0. In a similar way one can obtain Ekeland's variational principle putting F i (x, y) to be a multiple of the metric d(x, y).
In addition to treating non-lower semicontinuous functions f and incomplete spaces M, the above variational principle refines the statement of the usual smooth variational principles also in other aspects. The dependence of the perturbation functions F j on j is allowed to be almost arbitrary and a stronger conclusion than just existence of minimum is stated in (4). Other similar ramifications may be obtained by carefully following the proof. For example, infinitely many j 's are sufficient in (3) or given any ε > ε 0 , we can have ε ≥ ϕ ≥ ϕ(x ∞ ) = 0. However, in Theorem 2.4 we have just given those statements that will be used in the following. We will now define by induction points x j ∈ M, d 0 -continuous functions ϕ j : M → [0, ∞) and lower bounded functions h j : M → (−∞, ∞] such that, in particular, the following requirements hold:
To start the definitions for j = 0, recall that the point x 0 ∈ M is already given. We let h 0 (x) = f (x) and define
Then (i) is satisfied. By assumptions,
which is the requirement (ii). The condition (iii) requires nothing for j = 0 and the remaining condition (iv) is satisfied trivially.
Assume now that for some j > 0, x i , ϕ i and h i have already been defined for i = 0, 1, . . . , j − 1. We let
The observation that h j (x j −1 ) = h j −1 (x j −1 ) allows us to choose x j so that
Finally, we put
Since (i), (ii) and (iii) hold true we turn our attention to the condition (iv). For i = j the left hand side is zero. Let 0 ≤ i < j . Then
Subtracting h i (x i ) from both sides, we obtain (iv) and the construction is finished. We now deduce from (iv) that the sequence (x j ) is d-Cauchy. For any ε > 0 find an index i so that r i ≤ ε. Hence, using (5),
We also notice that the sequence (
Since the series is uniformly convergent, the function ϕ is d 0 -continuous. In particular, it is d-continuous as well. The desired perturbed function h(x) from the statement of the theorem will be
Recalling that the functions x → F (x j , x) are d-lower semicontinuous, we get, for any fixed k,
The first inequality in (4) follows immediately from (iv), and the second from (6) and (ii):
Finally, we may take the limit as j → ∞ and conclude that
Hence h(x) attains its minimum on M at x = x ∞ .
An illustrative special case
To demonstrate the variational approach we prove the following theorem which was first proved in [8] .
Theorem 3.1. Let X be a Banach space with separable dual X * and let f : X → R be Lipschitz and everywhere Gâteaux differentiable. Then f has points of Fréchet differentiability.
Besides the variational principle, which is its main ingredient, the proof requires two additional observations. Recall that a function :
Observation 3.2. Let : X → R be everywhere upper Fréchet differentiable, ψ : X → R continuous and f : X → R Lipschitz and everywhere Gâteaux differentiable. Suppose further that the function h : X × X → R given as
attains its minimum at (x 0 , u 0 ). Then f is Fréchet differentiable at x 0 .
Proof. Although it is not necessary, we first notice that after fixing the variable x = x 0 in h(x, u), the resulting function of u is upper differentiable and attains its minimum at u = u 0 . Hence its upper derivative is zero, giving that f (x 0 ) + L = 0, where L is an upper derivative of at u 0 . So it should be no surprise that the formulas below actually show that the Fréchet derivative of f at x 0 is equal to −L. Let ε > 0 and find > 0 so that
Finally, let δ > 0 be such that both δ(1 + u 0 / ) < δ 0 and
Assume that v ∈ X with v < δ. We denote for the moment t = v / and u = (1/t)v + u 0 . Since h(x, u) attains its minimum at (x 0 , u 0 ) one can write, for every
Since |t| ≤ δ/ , we also have
Adding this to (7), we get
To obtain the upper estimate of this increment, we proceed in a completely symmetric way. Let t be as above but this time we let u = −(1/t)v + u 0 . For every x ∈ [x 0 + v, x 0 + tu 0 ], using again that
Subtracting this from
Clearly, the above argument works under considerably less stringent assumptions. For example, the upper Fréchet differentiability of was used at u 0 only, and much of the assumed Gâteaux differentiability of f remained unused. Since in applications u 0 is not known in advance, the former observation has little influence on what follows, but the latter, after a technical improvement, is in the very heart of our approach to the general case.
The observation below represents the specific feature of our approach. The directional derivative f (x; u) is not continuous as a function in two variables x, u but it is (d, d 0 )-continuous for suitable choice of metrics d and d 0 .
Observation 3.3. Let X be a Banach space and f : X → R a Lipschitz and everywhere Gâteaux differentiable function. Let M := X × X be equipped with the metric
and with the continuous pseudometric
Proof. We will define the following strategies δ j :
We have to show that f (x j ; u j ) converge to f (x; u) whenever the pairs (x j , u j ) ∈ M d-converge to (x, u) ∈ M and
To simplify the notation we let δ j = δ j ((x 0 , u 0 ), . . . , (x j , u j )).
Since δ j +1 ≤ 1 2 δ j , we have x − x j ≤ 2δ j and also j δ j → 0. Let ε > 0. One can find j ∈ N so that
Let t ∈ R with |t| = j δ j . Then we obtain the following estimate:
Proof of Theorem 3.1. Since the dual space X * is separable, the space X admits a Fréchet smooth norm · (see e.g. [4, Theorem 3.1]). We plan to apply our variational principle, Theorem 2.4, on the metric space M = X × X equipped with the metric d,
and with the pseudometric d 0 ,
The space (M, d) is complete and so (d, d 0 )-complete as well. We choose the functions
and constants r j = 2 −j , j ≥ 0. Then clearly
Theorem 2.4 will be used to find a suitable minimum attaining perturbation of the function
For this, we still need to check the remaining assumptions. First, Observation 3.3 guarantees that the function g is (d, d 0 )-continuous. It is also bounded from below, since g(x, u) ≥ − Lip(f ) u + u 2 ; this was the reason for adding u 2 . The choice of the starting point and of the parameters ε j controlling the speed of convergence is irrelevant in our situation, with the exception of the case j = 0 when we have an assumption to verify. Thus we set, e.g., ε j = 2 −j and we find the starting point (x 0 , u 0 ) so that
Theorem 2.4 provides us with a sequence of pairs (x j , u j ) converging to some (x ∞ , u ∞ ) and a d 0 -continuous function ϕ : X × X → R such that the function
attains its minimum at (x ∞ , u ∞ ). Notice that d 0 -continuity of ϕ means that the function ϕ depends only on the variable x. An appeal to Observation 3.2 with ψ(x) = ϕ(x) + ∞ j =0 2 −j x − x j 2 and
gives that f is Fréchet differentiable at x ∞ .
A one-dimensional 'mean value' estimate
We will need a certain variant of standard estimates of a maximal operator which is easily deduced from the weak type (1, 1) inequality for the Hardy-Littlewood maximal operator.
Recall that the Hardy-Littlewood maximal operator for an integrable function f : R → R is defined by
and it satisfies the weak type (1, 1) estimate
Then for every λ > 0,
Proof. Let λ > 0. Since clearly H (t) ≤ 2Mh (t), we obtain
The condition h(a) = h(b) implies, however, that 
Proof. Denote by S ⊂ [a, b] the set of all points ξ ∈ (a, b) for which (i)-(iii) hold and suppose to the contrary that
and H (t) > 48 κh (t).
Recalling also that h ≤ κ, we see that for a.e. t ∈ [a, b],
Hence we get with the help of Lemma 4.1 a contradiction by estimating
Corollary 4.3. Let g, h : [−δ, δ] → R be functions, 0 < a ≤ δ, and let h(t) = g(t) for a ≤ |t| ≤ δ. Suppose further that h is κ-Lipschitz and that the parameter 0 < τ ≤ κ is such that
Then there is ξ ∈ (−a, a) \ {0} with the following properties:
Proof. Assume that Lip(h) > 0. Since neither the assumptions nor the conclusion change when we add the same constant to the functions g, h, we may subtract g(0) from both of them, and so assume that g(0) = 0. Define
Notice that Lip(h 0 ) < 2 Lip(h). We apply Lemma 4.2 to the function h 0 and κ 0 = Lip(h 0 ) to get a subset S ⊂ [−a, a] such that 3κ 0 L 1 S ≥ h 0 and for every ξ ∈ S,
In order to see what (a), (b), and (c) imply for the original function h, denote η = τ 2 /κ and observe that, clearly, η ≤ τ and η ≤ κ. Now
and for t, s ∈ [−a, a],
In particular,
Thus we can find a point ξ ∈ S ∩ [−a + τ a/κ, a − τ a/κ] \ {0}. Since h 0 (ξ ) exists, h (ξ ) exists as well. By (9) and (b) we also have
which gives (ii). Moreover, it also gives
Let t ∈ [−a, a]. Then by (9) and (c) we obtain
Hence (iii) holds for t ∈ [−a, a]. It remains to show that (iii) holds also for t ∈ [−δ, δ] \ [−a, a]. Let s be the (unique) point of (ξ, t) ∩ {−a, a}. Since ξ ∈ [−a + τ a/κ, a − τ a/κ], we have |s − ξ | ≥ τ |s|/κ and so
Hence
Since (10) implies
we get the required
Proof of Theorem 1.1
We will prove the following variant of Theorem 1.1. The main difference is that we have replaced the assumption that X be Asplund by existence of a suitably smooth bump function. In fact, our argument uses only the weaker assumption, but in view of the separable reduction arguments (cf. [7] or [5] ), such conditions do not bring anything new. However, as pointed out at the final comments, they may be useful in studying other derivatives. Then f has a point of Fréchet differentiability. More precisely, if x 0 ∈ G and u 0 ∈ X are such that f (x 0 ; u 0 ) exists, then for every r 0 > 0 there are x ∈ G and u ∈ B(u 0 , r 0 ) such that f is Fréchet differentiable at x and f (x; u) ≤ f (x 0 ; u 0 ).
The first statement of Theorem 1.1 follows immediately from this. For the second statement, we let u 0 = b − a and notice that the function t → f (a + tu 0 ) is Lipschitz. Hence there is a point x 0 ∈ [a, b] so that f (x 0 ; u 0 ) exists and
To finish the proof of Theorem 1.1, we use Proposition 5.1 with some r 0 > 0 such that r 0 Lip(f ) < ε. Then
The rest of this section is devoted to the proof of Proposition 5.1.
The space M. We shall assume that u 0 = 1 and that 0 < r 0 < 1 is so small that B(x 0 , r 0 ) ⊂ G and is Lipschitz on B(0, r 0 ). We let r = 1 3 r 0 and denote B = {x ∈ X | x − x 0 ≤ r}, U = {u ∈ X | u − u 0 ≤ r}, and
We intend to define a new metric on M not topologically equivalent to the metric resulting from its embedding into X × X which will enable us to use the variational principle. To define it, we map M into the function space
by assigning to (x, u) the function f x,u : (−r, r) → R given as
We equip P with the distance (g, h) defined by
The idea behind this approach is that the convergence in the metric d allows control of the increments f (x + tu) − f (x), thus making it possible to deduce that f (x; u) exists whenever there is a sequence (x k , u k ) d-converging to (x, u) such that all f (x k ; u k ) exist.
In the first lemma, we notice that our construction has the additional advantages that M is complete and that the function mapping (x, u) ∈ M to f (x; u) is continuous. Hence the variational principle will be used in the simpler form, without the pseudometric d 0 . Proof. Suppose that a sequence (x k , u k ) ∈ M is d-Cauchy. Then the points x k norm converge to some x ∈ B, the directions u k norm converge to some u ∈ U and the functions f x k ,u k converge in the space P to some function g. The last assertion means that sup t∈(−r,r)\{0}
Since on the set (−r, r) the functions f x k ,u k converge pointwise to f x,u , we see that g(t) = f x,u (t). Hence f x k ,u k converge to f x,u in (P, ), which implies that (x k , u k ) converge to (x, u) in (B × U, d).
It remains to verify that f (x; u) exists and that f (x k ; u k ) → f (x; u). The fact that
exists for each k and the condition (13), which says that f x k ,u k (t)/t converge to f x,u (t)/t uniformly, imply that the limit
exists, and is equal to lim k→∞ f (
The three statements of the next lemma relate some ordinary topological or metric notions in B × U to those coming from the metric . The first two are quite natural, the third is rather technical and geared toward its use in the final stages of the proof.
Lemma 5.3. The metric has the following three properties, the latter two with a suitable constant C ∈ (0, ∞):
(iii) For every x, y, z ∈ B, u ∈ U and δ > 0,
Proof. (i) Notice that for any fixed t, the function
is continuous. Supremum of continuous functions is lower semicontinuous and we are done.
(ii) Obvious by taking C ≥ Lip(f ).
If |t| < δ, then for every w ∈ U ,
Hence the statement holds for any constant C ≥ 2 Lip(f ).
Use of the variational principle. Choose ε 0 > 0 so that f (x 0 ; u 0 ) ≤ ε 0 +inf{f (x; u) | (x, u) ∈ M} and find λ 0 > ε 0 so large that
Denote
We will also choose a constant C > 0 for which the estimates of Lemma 5.3(ii) and (iii) hold. Further, let
and for i ≥ 1 define
We will often use the following (very rough) estimate:
To define our last sequence of parameters, s i , we start by letting
and observe that t i is a decreasing sequence, 0 < t i ≤ 1 2 r by the choice of r, and (z) > σ 2 i = ε i /λ i for z > t i . Moreover, lim i→∞ t i > 0, since for every s > 0 there is j such that (z) > σ 2 j for z > s, hence t i ≤ s for i ≥ j . It follows that
form a sequence decreasing to zero such that s 0 ≥ max{5κ, 495 2κε 0 } and for i ≥ 1,
We intend to use the variational principle of Theorem 2.4 with the perturbation functions , u), (y, v) ),
Notice that the peculiarity in the definition of i is not a misprint: i really does not depend on v.
We have to verify the assumptions of Theorem 2.4.
Lemma 5.4. The functions F i are non-negative, d-lower semicontinuous in the second variable, satisfy F i ((x, u), (x, u)) = 0 and there are r i 0 such that
Proof. Clearly, F i ≥ 0 and F i ((x, u), (x, u)) = 0. Lower semicontinuity of the functions i in the second variable follows directly from Lemma 5.3(i). Since the remaining functions from which F i consists are continuous (the functions Q i by Lemma 5.2), this shows the lower semicontinuity of F i in the second variable.
For the last statement, let r i = (C + 2)s i . We show that
By the variational principle, (x 0 , u 0 ) is the starting term of a sequence (x j , u j ) ∈ M which d-converges to some (x ∞ , u ∞ ) ∈ M and has the properties that, denoting ε ∞ = 0 and
we have
for 0 ≤ i ≤ ∞. Notice that for i = ∞ this inequality is just a complicated way of saying that h ∞ attains its minimum on M at (x ∞ , u ∞ ).
Recalling the definition of the functions F i , we have
where
to justify the last definition we recall the independence of i from the last variable. Observe that all these functions are positive and finite, , and Q are d-continuous on M (for Q recall Lemma 5.2), and is everywhere upper Fréchet differentiable. Since we already know that f (x ∞ ; u ∞ ) ≤ f (x 0 ; u 0 ) by (18) with i = 0, the proof of the proposition will be completed once we show that f is Fréchet differentiable at x ∞ . We first collect several estimates, all easily following from (18), that will be needed in what follows. 
Hence, for i = 0 we obtain
and
which implies that u ∞ − u 0 < 1 2 r. For the case of general index i we deduce that (u i − u ∞ ) ≤ ε i /λ i , and the choice of s i implies that u ∞ − u i < 1 10C s i . By the choice of s 0 we have
Finally, for i ≥ 1 we infer from (20) that
Assuming that f (x ∞ ) exists, we easily guess its value from the fact that the function H (u) = h ∞ (x ∞ , u) attains its minimum at u = u ∞ . Let L be an upper Fréchet derivative of at u ∞ . By (19), H is upper differentiable at u = u ∞ , with upper derivative
Since the upper derivative of H at u ∞ is equal to zero, this gives
we find with the help of (15) that
Hence, if we put L := −L /(1+κ), the functional L is well-defined. Since all u i belong to U , i.e. u i − u 0 ≤ r, we get the estimate of the norm of L:
We are now ready to prove that, indeed, f (x ∞ ) = L. Before embarking on the main part of the proof, we make a simple but important observation: The above heuristic argument is correct when restricted to the direction u ∞ , giving that the derivative of f at the point x ∞ in the direction u ∞ agrees with the value of the linear form L at u ∞ .
Proof. By Lemma 5.5 the vector su ∞ belongs to U for s ∈ (1 − τ, 1 + τ ) and suitable 0 < τ < 1, so the pair (x ∞ , su ∞ ) is in M. Hence the function ψ :
attains its minimum at s = 1. Since ψ is upper differentiable at s = 1 with upper derivative f (
Final step. The rest of the proof is devoted to fulfilling the above stated goal, that is, to showing that f is Fréchet differentiable at x ∞ and f (x ∞ ) = L. We will argue by contradiction, and so from now on we make the following
Assumption. There is η > 0 such that for every δ > 0 there is v ∈ X with 0 < v < δ and
We intend to use this assumption to find a vector v satisfying (22) whose norm is so small that it will beat various error estimates. To quantify these estimates, we start by finding 0 < δ 0 < 1 2 r so that (α) for every u − u ∞ ≤ δ 0 ,
Then we choose an index k > 0 so large that
Finally, we denote τ = 6ε k and find 0 < δ < r 2(1+r) so that (γ ) for every x − x ∞ ≤ ( u ∞ + β)δ, (x) < (x ∞ ) + 1 3 ε k ; (δ) for each i = 0, 1, . . . , k, for i = ∞ and for every |t| ≤ δ,
Let v ∈ X be a vector with
Proof. We estimate all three terms Q(x, u), (u) and (x) in G(x, u). With the help of Lemma 5.6 we have
Since h is κ-Lipschitz the choice of σ 0 gives Also |κ| ≤ 1 6 and
This allows us to continue the above estimate to obtain
Finally, the last needed inequality (x) < (x ∞ ) + 1 3 ε k follows from (γ ), since we have x − x ∞ ≤ ( u ∞ + β)δ. Using all three just established estimates of Q(x, u), (u) and (x) and recalling that ε k ≤ 1 6 h (ξ ), we get
The next lemma provides us with a certain control of the function .
follows from Lemma 5.5; and finally (δ) yields
Adding these inequalities we get
Hence the second term in the maximum is at most s i and (B i ) follows. To prove (A i ), we infer from Lemma 5.8 and (18) that
With i = 0 this gives h (ξ ) ≤ 2ε 0 , hence
by the choice of s 0 . Proceeding by induction, we infer from the first part of this proof that
Hence we conclude that Adding the inequalities from Lemma 5.8 and Corollary 5.10 and using that h (ξ ) ≥ 6ε k leads to h ∞ (x, u) = G(x, u) + (x, u)
Recalling that h ∞ attains its minimum at (x ∞ , u ∞ ) and noticing the strict inequality on the second line, we have the desired contradiction.
Generalizations and extensions
In this section we announce several results which generalize Theorem 1.1 and which will be proved in the book [6] .
There is a notion of a monotone real-valued function on a Banach space. Let X be a Banach space with a closed cone K with vertex 0 and non-empty interior. A function f : X → R is called cone monotone (with respect to the cone K) if y ∈ x + K implies f (y) ≥ f (x). This notion goes back to the early 20 th century. In [3] this notion was considered from the point of view of differentiability. The authors proved that such a function on a separable space X is a.e. Gâteaux differentiable. They also raise the question of existence of Fréchet derivatives of such functions if X is Asplund. The proof given above in Section 5 allows us to prove that indeed every cone monotone function on an Asplund space has points of Fréchet differentiability and that also a natural variant of the mean value theorem for Fréchet derivative holds in this context. The only change in the proof given here concerns the metric used in the space M. In the monotone case we use a metric which is related to the one used by Skorokhod in a different context. This makes the proof a little more involved. Theorem 1.1 is not an a.e. result. Therefore it does not imply that any two Lipschitz functions on X have a common point of Fréchet differentiability (or equivalently, that a Lipschitz map from X to R 2 has a point of differentiability). We were however able to prove that any Lipschitz map from a Hilbert space X into R 2 has points of Fréchet differentiability and that even an appropriate mean value theorem for Fréchet derivatives holds. We do not know whether every Lipschitz map from a Hilbert space into R 3 has points of Fréchet differentiability. An example appearing in [10] (or in a refined and stronger form in [6] ) shows however that in this case there is no longer a mean value theorem for Fréchet derivatives.
It is easy to see that if the function in Proposition 5.1 is assumed to be locally Lipschitz and everywhere Gâteaux differentiable our proof provides a point of Gâteaux differentiability for every Lipschitz function. Of course, there are better Gâteaux differentiability results for separable spaces, but this statement has its interest in the non-separable situation, when it was proved before only on spaces with Gâteaux smooth norms.
An everywhere Gâteaux differentiable function f : X → R is necessarily Lipschitz on a non-empty open set. Thus in the illustrative example of Section 3 the assumption that f be Lipschitz was redundant. 
