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NONLINEAR SCHRO¨DINGER EQUATIONS WITH STRONGLY
SINGULAR POTENTIALS
JACOPO BELLAZZINI AND CLAUDIO BONANNO
Abstract. In this paper we look for standing waves for nonlinear Schro¨dinger equations
i
∂ψ
∂t
+∆ψ − g(|y|)ψ −W ′(|ψ|) ψ|ψ| = 0
with cylindrically symmetric potentials g vanishing at infinity and non-increasing, and a C1
nonlinear term satisfying weak assumptions. In particular we show the existence of standing
waves with non-vanishing angular momentum with prescribed L2 norm. The solutions are
obtained via a minimization argument, and the proof is given for an abstract functional
which presents lack of compactness. As a particular case we prove the existence of standing
waves with non-vanishing angular momentum for the nonlinear hydrogen atom equation.
1. Introduction
In recent years much attention has been devoted to eigenvalue problems for elliptic equa-
tions, mainly for applications to nonlinear field equations, such as Schro¨dinger and Klein-
Gordon equations.
Let N ≥ 3 and k = 2. We write x ∈ RN as x = (y, z) ∈ Rk × RN−k. Consider the
nonlinear Schro¨dinger equation (NLS) in RN
(1.1) i
∂ψ
∂t
+∆ψ − g(|y|)ψ −W ′(|ψ|) ψ|ψ| = 0
with a potential g vanishing at infinity and non-increasing, and W a nonlinear term of the
kind studied in [7]. The existence of concentrated solutions of (1.1) can be obtained by
looking for solutions of the form
(1.2) ψ(t, x) = u(x) ei(ℓ θ(y)−λt), u ≥ 0, λ ∈ R, ℓ ∈ Z
where θ(y) is the angular variable in the plane (y1, y2). In particular if ℓ 6= 0 these solutions
have non-vanishing angular momentum and are called vortices. With this ansatz, the NLS
reduces to
(1.3) −△u+
(
ℓ2
|y|2 + g(|y|)
)
u+W ′(u) = λu
The problem of existence of vortices for nonlinear field equations has been studied recently
for g ≡ 0 in [6], [1], [2] and [4]. In these papers, solutions of (1.3) have been found as
critical points of a functional J(u) constrained to the manifold of functions with fixed L2
norm. In the context of NLS, this constraint is natural since the L2 norm of a solution is
an invariant of motion. Moreover, it could be important to obtain points of minimum to
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have orbital stability for the standing waves (1.2). This is for example the case of solutions
with ℓ = 0. The main difficulty in this minimization problem is the lack of compactness
due to translations along the z-coordinates. For this reason it was difficult to prove that the
obtained solution had the desired L2 norm. This was solved in [4] under further assumptions
on W .
In this paper, letting 2 ≤ k ≤ N , we consider the general eigenvalue problem
(1.4) −△u+ V (|y|)u+W ′(u) = λu
where V (s) : R+ → R+ is assumed to be vanishing at infinity and non-increasing, and the
nonlinear term W is of the kind studied in [7]. For precise assumptions see Section 2. In
particular (1.3) is of this form with V (|y|) =
(
ℓ2
|y|2 + g(|y|)
)
where g(|y|) can be strongly
singular as |y|−α with α > 0. We prove the existence of solutions of (1.4) with any desired
L2 norm large enough. These solutions are obtained solving the minimization problem of
the functional
J(u) :=
∫
RN
(
1
2
|∇u|2 + 1
2
V (|y|) u2 +W (u)
)
dx
restricted to cylindrically symmetric functions and constrained to the manifold
Bρ :=
{∫
RN
u2 dx = ρ2
}
The eigenvalue λ is found as the Lagrange multiplier of the minimization problem.
As far as we know, the only existence result for elliptic equations with singular potentials
of the form V (|y|) ∼ |y|−α with α 6= 2 is contained in [3], where it is considered the case
V (|y|) = |y|−α with λ = 0, and results depend on the relation between α and the growth
conditions of W .
In Section 2 we introduce the problem in details. The proof of the existence of the
constrained point of minimum for J is given in Section 3. We first introduce an abstract
minimization problem for functionals of the form
I(u) :=
(
1
2
‖u‖2 + T (u)
)
where ‖u‖ is a suitable norm for functions in H1 and T is a real operator. Under some
weak assumptions on the behaviour of T along minimizing sequences, we prove in Theorem
3.1 the existence of a point of minimum of I constrained to the manifold Bρ. In particular
we obtain strong convergence in H1 for any minimizing sequence. This approach has been
inspired by [5], where in the case of non-singular potentials and nonautonomous power-like
nonlinear terms it was obtained the orbital stability for standing waves of NLS.
In the application to J , we have T (u) :=
∫
W (u)dx. The main difficulty in dealing with
such term is the lack of compactness on the space of cylindrically symmetric functions. The
idea of the proof is the following: first we obtain an a-priori estimate to guarantee the
existence of a weak limit u¯; second we prove that ||u¯||L2 6= 0 (by means of a compactness
lemma contained in [9]); as last step, by using the abstract Theorem 3.1, we show that
||u¯||L2 = ρ and that un → u¯ strongly, and therefore u¯ is solution of (1.4).
Let us point out that the idea of the proof of the abstract Theorem 3.1 can be applied
in the case when V ≡ 0, i.e when the problem does not contain the singular term. Under
the same assumptions, we obtain the orbital stability for a large class of NLS also involving
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the bilaplacian operator as in [5]. Indeed, once we know that the weak limit does not vanish
(when I(u) < 0 for some u) by means of the classical concentration-compactness lemma of
Lions [10], then Theorem 3.1 guarantees that u¯ has the right norm. Finally by the Cazenave-
Lions argument in [8] we have orbital stability.
Finally we show that the abstract Theorem 3.1 can be applied also to the nonlinear
hydrogen atom equation
(1.5) i
∂ψ
∂t
+∆ψ +
1
|x|ψ − Ωψ + |ψ|
p−2ψ = 0
with Ω ∈ R. With the ansatz (1.2) with ℓ 6= 0, equation (1.5) reduces to
(1.6) −△u+
(
ℓ2
|y|2 + Ω−
1
|x|
)
u− up−1 = λu
where now the potential V depends on x = (y, z) and not only on y. The details are given
in Section 4.
2. The elliptic problem
We look for solutions of the equation
−△u+ V (|y|) u+W ′(u) = λu
where x = (y, z) ∈ Rk × RN−k, with N ≥ 3 and 2 ≤ k ≤ N , λ is a real parameter, and V
and W satisfy the following assumptions:
• V : (0,+∞)→ R is measurable and
(V1) V (s) ≥ 0
(V2) lim
s→∞
V (s) = 0
(V3) V (θs) ≤ V (s) ∀ θ ≥ 1
• W : R→ R is even and of class C1, and writing W (s) = Ω
2
s2+R(s) with Ω ∈ R, the
following assumptions hold:
(W1) R(s) > −b1s2 − b2sγ, for some b1, b2 > 0 and γ < 2 + 4
N
(W2) |R′(s)| ≤ c1|s|q1−1 + c2|s|q2−1, for some c1, c2 > 0 and 2 ≤ q1 ≤ q2 < 2N
N − 2
(W3) there exists s0 ∈ R+ such that W (s0) < 0
Assumptions on V are very general. In particular we don’t require any regularity or
boundedness. Singular potentials of the form |y|−α, with α > 0, are a typical example to
which we are interested. Notice that (V1) follows from (V2) and (V3), and it is explicitly
stated for simplicity. Assumptions on W are classical after the paper [7]. Assumption (W1)
is necessary only to have that Jρ > −∞ for ρ big enough. Assumption (W2) is fundamental
to show the existence of the minimum. In this setting, we remark that we are working with a
C1 functional which is not weakly semi-continuous and with a non-compact constraint. We
will obtain the sufficient conditions for strong convergence only for minimizing sequences.
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Finally assumption (W3) is natural as it is necessary for the existence of ground states for
the elliptic equation (1.4) with V ≡ 0.
To solve (1.4), we study the minimization problem of the functional
(2.1) J(u) :=
∫
RN
(
1
2
|∇u|2 + 1
2
V (|y|) u2 +W (u)
)
dx
constrained to the manifold
Bρ :=
{∫
RN
u2 dx = ρ2
}
By standard arguments, since W is even we can consider only non-negative solutions u,
and since the functional J is invariant under the action of the group O(k) of orthogonal
transformations on the first k variables of x ∈ RN , we can restrict the constraint Bρ to
cylindrically symmetric functions of the form u = u(|y|, z). Let O be an open subset of RN−k,
we use the notation H˜1(Rk×O) for the Hilbert space obtained as closure of C∞0 ((Rk\{0})×O)
with respect to the norm
(2.2) ‖u‖2H :=
∫
Rk×O
(|∇u|2 + V (|y|) |u|2 + |u|2) dx
Moreover we introduce the notation for the “cylindrical” part of the norm
(2.3) ‖u‖2c :=
∫
Rk×O
(|∇u|2 + V (|y|) |u|2) dx
The subspace of H˜1(Rk×O) of cylindrically symmetric functions will be denoted by H(Rk×
O), and simply by H when O = RN−k, hence
H :=
{
u ∈ H˜1(Rk × RN−k) : u = u(|y|, z)
}
Notice that H ⊂ H˜1(Rk × RN−k) ⊂ H1(RN ), hence we can use classical Sobolev estimates.
We now restrict the action of the functional J to H and define
(2.4) Jρ = inf
H∩Bρ
J(u)
Our main results is
Theorem 2.1. If (V1)-(V3) and (W1)-(W3) hold, then for ρ big enough the infimum Jρ
defined in (2.4) is achieved.
Under assumptions (V1) and (W2), the functional J in (2.1) is of class C1 on H , and
its critical points constrained to Bρ satisfy (1.4) for some λ ∈ R, which is the Lagrange
multiplier. Hence as a corollary of Theorem 2.1 and of the Palais principle of symmetric
criticality we get
Theorem 2.2. If (V1)-(V3) and (W1)-(W3) hold, then for ρ big enough equation (1.4)
admits non-negative weak solutions u of L2-norm equal to ρ.
By Theorem 2.2, a solution u satisfies
(2.5)
∫
RN
(∇u · ∇v + V (|y|) u v +W ′(u) v − λ u v ) dx = 0 ∀ v ∈ H˜1(Rk × RN−k)
However, we now prove that the point of minimum u satisfies (2.5) also for all φ ∈ C∞0 (RN),
hence it is a solution of (1.4) in the sense of distributions.
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Theorem 2.3. If (V1) and (W2) hold and u ∈ H is a non-negative weak solution of (1.4),
then it is a solution also in the sense of distributions, that is
(2.6)
∫
RN
(∇u · ∇φ+ V (|y|) u φ+W ′(u)φ− λ u φ )dx = 0 ∀φ ∈ C∞0 (RN)
Proof. We consider the sequence of C∞ non-negative functions
0 ≤ ηn ≤ 1, ηn(y, z) =
{
1 if |y| ≥ 2
n
0 if |y| ≤ 1
n
and |∇ηn| ≤ K n
for a positive constant K. Moreover we assume that ηn is non-decreasing along radii starting
from {y = 0}. Then for any φ ∈ C∞0 (RN) we have ηnφ ∈ H˜1, hence we can choose v = ηnφ
in (2.5). Let us assume φ ≥ 0. Otherwise we let φ = φ+ − φ− and show (2.6) separately for
φ+ and φ−.
Notice that since u, ηn and φ are non-negative, the sequence {u φ ηn} is non-decreasing
and non-negative, and it converges almost everywhere to u φ. Moreover, since u ∈ H and W
satisfies (W2), by classical Sobolev estimates, we get uφ ∈ L1(RN) and |W ′(u)|φ ∈ L1(RN).
Hence, since ηn ≤ 1, we can apply Lebesgue dominated convergence theorem to obtain∫
RN
W ′(u)φ ηn dx→
∫
RN
W ′(u)φ dx
∫
RN
u φ ηn dx→
∫
RN
u φ dx
We write ∇u · ∇(φηn) = (∇u · ∇ηn)φ+ (∇u · ∇φ) ηn, and since u ∈ H we have |∇u · ∇φ| ∈
L1(RN). Hence as above ∫
RN
(∇u · ∇φ) ηn dx→
∫
RN
∇u · ∇φ dx
Moreover, letting An =
{|y| ≤ 2
n
} ∩ supp φ, it holds m(An) ≤ const. 1nk , hence∫
RN
|∇u · ∇ηn| φ dx ≤ const 1
n
k
2
−1 ‖φ‖∞
(∫
An
|∇u|2 dx
) 1
2
= o(1)
for all k ≥ 2 since u ∈ H and m(An)→ 0.
Writing (2.5) with v = ηnφ, using previous results we get
(2.7) lim
n→∞
∫
RN
V (|y|) u φ ηn dx =
∫
RN
(∇u · ∇φ+W ′(u)φ− λ u φ) dx ∈ R
Since the sequence {V (|y|) u φ ηn} is non-decreasing and non-negative, we get∫
RN
V (|y|) u φ dx = lim
n→∞
∫
RN
V (|y|) u φ ηn dx
which together with (2.7) implies (2.6). 
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3. Proof of Theorem 2.1
We first prove an abstract result. Consider the minimization problem
(3.1) Iρ = inf
H∩Bρ
I(u)
(3.2) I(u) :=
(
1
2
‖u‖2c + T (u)
)
where
‖u‖2c :=
∫
Rk×O
(|∇u|2 + V (|y|) |u|2) dx
with V satisfying (V1)-(V3) and T is a real operator on H . Then
Theorem 3.1. Let T be differentiable on H and {un} ⊂ H ∩ Bρ be a minimizing sequence
for (3.1). Assume also that
(3.3) un ⇀ u¯ 6= 0;
(3.4) T (un − u¯) + T (u¯) = T (un) + o(1);
(3.5) T (αn(un − u¯))− T (un − u¯) = o(1) ∀ {αn} ⊂ R s.t. αn → 1;
(3.6) < T ′(un), un >= O(1)
(3.7) < T ′(un)− T ′(um), un − um >= o(1) as n,m→∞
(3.8) T (uθ) ≤ θ2T (u) ∀ u ∈ H
where
uθ(x) := u
(
x
θ
2
N
)
, θ > 1
Then u¯ ∈ Bρ and, up to a sub-sequence, ‖un − u¯‖H → 0 (see (2.2)).
Proof. By (3.3) we have ‖u¯‖L2 = µ ∈ (0, ρ] and we assume that µ < ρ, then we obtain a
contradiction. Notice that again by (3.3) we have
‖un − u¯‖2L2 + ‖u¯‖2L2 = ‖un‖2L2 + o(1)
hence
(3.9) αn :=
√
ρ2 − µ2
‖un − u¯‖L2 → 1
By definition (3.1)
1
2
‖un‖2c + T (un) = Iρ + o(1)
and by (3.4)
1
2
‖un − u¯‖2c +
1
2
‖u¯‖2c + T (un − u¯) + T (u¯) = Iρ + o(1)
Hence, using the sequence αn defined in (3.9), by (3.5)
1
2
‖αn(un − u¯)‖2c + T (αn(un − u¯)) +
1
2
‖u¯‖2c + T (u¯) = Iρ + o(1)
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For uθ we have ‖uθ‖L2 = θρ and
||uθ||2c =
(∫
RN
θ2
θ4/N
|∇u|2 + θ2 V (|θy|) u2dx)
)
<
< θ2
(∫
RN
|∇u|2 + V (|y|) u2dx)
)
= θ2‖u(x)‖2c .
By (3.8)
Iθρ = inf
(
1
2
‖uθ|‖2c + T (uθ)
)
< inf θ2
(
1
2
‖u|‖2c + T (u)
)
= θ2Iρ
and thus
(3.10) Iρ < Iµ + I√ρ2−µ2
for any ρ > 0 and θ > 1.
Now, notice that ‖αn(un − u¯)‖L2 =
√
ρ2 − µ2, hence
I√
ρ2−µ2
+ Iµ ≤ 1
2
‖αn(un − u¯)‖2c + T (αn(un − u¯)) +
1
2
‖u¯‖2c + T (u¯) = Iρ + o(1)
which is in contradiction with (3.10). This implies that ‖u¯‖L2 = ρ.
¿From u¯ ∈ Bρ it follows that ‖un− u¯‖L2 = o(1), hence it remains to show that ‖un− u¯‖c =
o(1) up to a sub-sequence. By Ekeland principle, we can assume that there exists a sequence
{λn} ⊂ R such that for the functional I defined in (3.2)
< I ′(un)− λn un, v >= o(1) ∀ v ∈ H
where < ·, · > denotes the duality pairing. It follows that
< I ′(un)− λn un, un >= o(1)
since ‖un‖H is bounded. From this and assumption (3.6) it follows that the sequence {λn}
is bounded, hence up to a sub-sequence there exists λ ∈ R with λn → λ.
We now have
< I ′(un)− I ′(um)− λnun + λmum , un − um >= o(1) as n,m→∞
hence, using (λn − λm) < um, un − um >= o(1),
‖un − um‖2c+ < T ′(un)− T ′(um), un − um > −λn‖un − um‖2L2 = o(1)
Since ‖un−um‖L2 = o(1), λn → λ and (3.7) holds, we obtain that {un} is a Cauchy sequence
in H . Hence ‖un − u¯‖H → 0. 
Remark 3.1. Notice that (3.4)-(3.7) in the previous theorem are assumed only for minimizing
sequences. Moreover (3.5) holds for example for uniformly continuous operators T .
The proof of Theorem 2.1 is now reduced to show that assumptions of Theorem 3.1 are
satisfied for J defined in (2.1), with T (u) =
∫
W (u). This is obtained by the following
lemmas.
Lemma 3.1. If (W1) holds then Jρ > −∞, and any minimizing sequence {un} ⊂ H ∩ Bρ,
i.e. J(un)→ Jρ, is bounded in H.
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Proof. We apply the Sobolev inequality (see [12])
(3.11) ‖u‖Lq ≤ bq‖u‖1−
N
2
+N
q
L2 ‖∇u‖
N
2
−N
q
L2
that holds for 2 ≤ q ≤ 2∗ when N ≥ 3. From (3.11) it follows that for any u ∈ Bρ
(3.12) ‖u‖qLq ≤ bq,ρ‖∇u‖
qN
2
−N
L2 .
Now, by (3.12) and (W1), for all u ∈ H ∩ Bρ
J(u) ≥
∫ (
1
2
|∇u|2 + 1
2
V (|y|)u2 + Ω
2
u2 − b1u2 − b2uγ
)
dx
≥
∫ (
1
2
|∇u|2 + 1
2
V (|y|)u2
)
dx− b2bγ,ρ
(∫
|∇u|2dx
)γN
4
−N
2
+
(
Ω
2
− c1
)
ρ2.
Since γ < 2 + 4
N
, it holds γN
2
−N < 2, hence have
J(u) ≥ 1
2
‖u‖2c + o
(‖∇u‖2L2) .
The proof follows easily. 
Lemma 3.2. If (V2) and (W3) hold, then there exists ρ0 such that Jρ < 0 for all ρ > ρ0.
Proof. Let s0 satisfy W (s0) < 0 as in (W3). We consider the sequence of functions un(x) =
un(|y|, z) = f(|z|) vn(|y|) with
vn(|y|) =


s0(|y| − Rn + 1) for Rn − 1 ≤ |y| ≤ Rn
s0 for Rn ≤ |y| ≤ 2Rn
s0(2Rn − |y|+ 1) for 2Rn ≤ |y| ≤ 2Rn + 1
0 for |y| ≥ 2Rn + 1
f(|z|) =


1 for 0 ≤ |z| ≤ 1
2− |z| for 1 ≤ |y| ≤ 2
0 for |y| ≥ 2
and assume Rn →∞. Then un ∈ H and∫
|∇un|2 dx = O(Rk−1n )∫
V (|y|) u2n dx =
(∫ 2Rn
Rn
V (r) rk−1 s20 dr
) (∫
|z|≤2
f(z)dz
)
+ o(Rkn) = O(R
k
n V (Rn))∫
W (un) dx =
(∫ 2Rn
Rn
rk−1W (s0) dr
) (∫
|z|≤2
f(z)dz
)
+ o(Rk−1n ) = O(R
k
n)
Since W (s0) < 0 and V (Rn) → 0, it follows that J(un) is negative for n large enough, and
‖un‖2L2 = O(Rkn). 
Lemma 3.3. Let 2 ≤ k < N and O a bounded open subset of RN−k. Then the embedding
H(Rk×O) →֒ Lp(RN) is compact for all p ∈ (2, 2∗). If k = N then the embedding H(RN) →֒
Lp(RN) is compact for all p ∈ (2, 2∗).
Proof. It follows from the compactness results in [9] for 2 ≤ k < N and in [11] for k = N . 
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Lemma 3.4. Let Jρ < 0 and un be a minimizing sequence for (2.4) under assumptions
(W2). Then, up to translations in RN−k, we have un ⇀ u¯ 6= 0.
Proof. Since Jρ < 0, by (W2) there exists q ∈ (2, 2∗) such that∫
Rn
uqn dx ≥ β > 0.
Moreover, by Lemma 3.1, ‖un‖H is bounded and there exists u¯ ∈ H such that un ⇀ u¯. It
remains to prove that u¯ 6≡ 0.
Now we introduce for every j ≡ (jk+1, jk+2, ..., jN ) ∈ ZN−k the cube
Qj ≡ [jk+1, jk+1 + 1)× [jk+2, jk+2 + 1)× ...× [jN , jN + 1) ∈ RN−k
Let Sj ≡ Rk ×Qj , we have
0 < β ≤
∫
RN
uqn dx =
∑
j
(∫
Sj
|un|q dydz
)
=
=
∑
j
(∫
Sj
|un|q−2|un|2dydz
)
≤
∑
j
(∫
Sj
|un|qdydz
) q−2
q
(∫
Sj
|un|qdydz
) 2
q
≤
≤ sup
j
(∫
Sj
|un|qdydz
)(∑
j
∫
Sj
|un|qdydz
) 2
q
≤
≤ const sup
j
(∫
Sj
|un|qdydz
)
||un||
2
q
H
Hence there exists a sequence of cubes Qjn such that∫
Sjn
|un|qdydz > const > 0
It follows that the minimizing sequence vn(x) := un(x+ j
n) satisfies∫
Rk×Q0
|vn|q dx > const > 0
hence, by Lemma 3.3, the weak limit u¯ 6≡ 0. 
Lemma 3.5. Let (un) ∈ Lq1(RN) ∩ Lq2(RN), with 1 < q1 ≤ q2 < ∞, and T˜ (u) =
∫
R(u)dx
with R : R→ R of class C1. If
• (un) is bounded in Lq1(Rn) ∩ Lq2(Rn);
• un → u almost everywhere;
• |R′(s)| ≤ b1|s|q1−1 + b2|s|q2−1, 1 < q1 ≤ q2 <∞
Then
T˜ (un − u) + T˜ (u) = T˜ (un) + o(1).
Proof. First of all we can write
|R(un)−R(un − u)| = |R′(un − u+ θu)| |u| ≤
≤ c1|un − u|q1−1 |u|+ c2|un − u|q2−1 |u|+ c3(|u|q1 + |u|q2)
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for some θ ∈ (0, 1). Moreover, applying for any fixed ǫ > 0 the Young inequality
ab ≤ ǫap + c(ǫ)bq with a, b > 0 and 1
p
+
1
q
= 1
with coniugated exponents q1
q1−1 , q1 and
q2
q2−1 , q2 we get
|R(un)−R(un − u)− R(u)| ≤ ǫc4(|un − u|q1 + |un − u|q2) + c(ǫ)c5(|u|q1 + |u|q2) + |R(u)|
Hence, setting
f ǫn := |R(un)−R(un − u)− R(u)| − ǫc4(|un − u|q1 + |un − u|q2)
the Lebesgue dominated convergence theorem implies
lim
n→∞
∫
f ǫndx = 0.
The proof is finished by writing
|T˜ (un)− T˜ (un − u)− T˜ (u)| ≤
∫
|R(un)−R(un − u)− R(u)|dx ≤
≤
∫
f ǫndx+ ǫc4
(∫
(|un − u|q1 + |un − u|q2)dx
)
≤ o(1) + ǫc4K
where K := supn|
∫
(|un − u|q1 + |un − u|q2|)dx. 
Lemma 3.6. If (V2) and (W2) hold, then the operator T (u) =
∫
W (u) satisfies (3.4)-(3.7)
for any minimizing sequence {un} ⊂ H ∩ Bρ, for ρ large enough.
Proof. By Lemma 3.1, any minimizing sequence is bounded in the H norm. Hence {un} is
bounded in all Lp norms for p ∈ [2, 2∗] and there exists u¯ ∈ H such that un ⇀ u¯. Moreover,
classical compact embeddings of H into Lp when restricted to open bounded subsets of RN
imply almost everywhere convergence of un to u¯.
Writing T (u) =
∫
W (s) =
∫
Ω
2
u2 + T˜ (u), condition (3.4) is satisfied for
∫
Ω
2
u2 by a
standard argument, and for T˜ (u) by (W2) and Lemma 3.5.
Condition (3.5) is immediate for
∫
Ω
2
u2. For T˜ (u) we write∣∣∣∣
∫
(R(αn(un − u¯))− R(un − u¯)) dx
∣∣∣∣ ≤ |αn − 1|
∫
|R′((1 + θ)(un − u¯))| |un − u¯| dx
for some θ ∈ (0, 1). Hence, by (W2),
|T˜ (αn(un − u¯))− T˜ (un − u¯)| ≤ const |αn − 1| max {‖un − u¯‖qLq , ‖un − u¯‖pLp}
Condition (3.6) follows using (W2) as above, and by boundedness of ‖un − u¯‖Lp for all
p ∈ [2, 2∗].
It remains to prove (3.7). By Lemmas 3.2 and 3.4, we obtain u¯ 6≡ 0 if the minimization
problem (2.4) is studied in H ∩ Bρ for ρ large enough. Hence we can repeat the proof
of Theorem 3.1 to obtain that the weak limit u¯ is in Bρ. From u¯ ∈ Bρ it follows that
‖un − u¯‖L2 = o(1). This implies (3.7) for the term
∫
Ω
2
u2.
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We now prove this condition for T˜ (u). We recall that ‖un − u¯‖H = O(1). Now, the
following inequality for v ∈ H∫
RN
|v|p ≤
(∫
RN
|v|2
) p−β
2
(∫
RN
|v|2∗
) β
2∗
with 2∗ = 2N
N−2 , p ∈ (2, 2∗) and β = N2 (p − 2) ∈ (0, p), and the classical Sobolev theorem
imply
(3.13) ‖un − u¯‖pLp ≤ const ‖un − u¯‖p−βL2 ‖un − u¯‖βH = o(1)
for all p ∈ (2, 2∗). The proof of (3.7) is now finished by writing∣∣∣∣
∫
(R′(un)− R′(um))(un − um) dx
∣∣∣∣ ≤
∫
(|R′(un)|+ |R′(um)|) |un − um| dx
Using (W2) and∫
|un|p−1 |un − um| dx ≤
(∫
|un|p dx
) 1
q
(∫
|un − um|p dx
) 1
p
which holds for all p ∈ (2, 2∗), we get∣∣∣∣
∫
(R′(un)−R′(um))(un − um) dx
∣∣∣∣ ≤ const (‖un − um‖Lp + ‖un − um‖Lq)
where p, q are as in (W2). Condition (3.7) now follows from (3.13). 
Lemma 3.7. Let T (u) =
∫
RN
W (u)dx. For any θ > 1 and u ∈ H we have T (uθ) = θ2T (u).
Proof of Theorem 2.1. If (V1)-(V3) and (W1)-(W3) hold, by Lemmas 3.1, 3.2, 3.4, 3.6 and
3.7, we can apply Theorem 3.1 to the functional J defined in (2.1). Hence for any minimizing
sequence {un} ⊂ H ∩Bρ with ρ large enough, there exists u¯ ∈ Bρ such that ‖un− u¯‖H → 0.
Now, from the continuity of the functional J it follows that J(u¯) = Jρ. 
4. Application to nonlinear hydrogen atom
For the nonlinear hydrogen atom equation (1.5), we prove the existence of solutions of the
elliptic equation
(4.1) −△u+
(
ℓ2
|y|2 + Ω−
1
|x|
)
u− up−1 = λu
The solutions of (4.1) are critical points of the functional
G(u) :=
∫
RN
(
1
2
|∇u|2 + 1
2
ℓ2
|y|2u
2 +
Ω
2
u2 − 1
2
u2
|x| −
up
p
)
dx
restricted to cylindrically symmetric functions and constrained to the manifold
Bρ :=
{∫
RN
u2 dx = ρ2
}
We may assume Ω > 1. Indeed if Ω ≤ 1, we first look for solutions of the elliptic equation
−△u+
(
ℓ2
|y|2 + 2−
1
|x|
)
u− up−1 = λu
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Then given such a solution u, the function
ψ(t, x) = u(x)ei(ℓθ(y)−(λ−2+Ω)t)
is a solution of (1.5).
We first notice that
Lemma 4.1. For Ω > 1 and ℓ 6= 0 it holds
V (x) :=
ℓ2
|y|2 + Ω−
1
|x| ≥ 0
for all x ∈ RN .
Hence we can use the setting introduced in Section 2 with k = 2. We introduce H˜1(R2×O)
as the closure of C∞0 ((R
2 \ {0})×O) with respect to the norm
(4.2) ‖u‖2 :=
∫
R2×O
(|∇u|2 + V (x)u2) dx
The subspace of H˜1(R2×O) of cylindrically symmetric functions will be denoted by H(R2×
O), and simply by H when O = RN−2, hence
H :=
{
u ∈ H˜1(R2 × RN−2) : u = u(|y|, z)
}
We now restrict the action of the functional G to H and define
(4.3) Gρ = inf
H∩Bρ
G(u)
We prove the following theorem
Theorem 4.1. Let N ≥ 3 and 2 < p < 2 + 4
N
. Then for ρ big enough the infimum (4.3) of
G is achieved. Hence there are radially symmetric solutions (in the sense of distributions)
of (4.1) with prescribed L2 norm large enough.
We now show how to obtain the existence of the point of minimum. That this implies the
existence of weak solutions of (4.1) is immediate. That these solutions are also solutions in
the sense of distributions follows as in Theorem 2.3.
The proof follows as in Theorem 3.1 and the continuity of G in H . Hence we need to show
that G satisfies assumptions (3.3)-(3.7). Moreover assumption (3.8) is replaced by
Lemma 4.2. For any µ ∈ (0, ρ) it holds Gρ < Gµ +G√
ρ2−µ2
.
Proof. It is sufficient to prove that Gθρ < θ
2Gρ for all θ > 1. For u ∈ H ∩ Bρ we set
uθ(x) ≡ θu(x). Clearly ‖uθ‖22 = θ2ρ2. Using the norm (4.2) we get
Gθρ ≤ inf
(
θ2‖u‖2 − θ
p
p
∫
R3
|u|pdx
)
< inf θ2
(
‖u‖2 − 1
p
∫
R3
|u|pdx
)
= θ2Gρ

Following the ideas of Lemmas 3.1, 3.2 and 3.4, we obtain
Lemma 4.3. Gρ > −∞, and any minimizing sequence {un} ⊂ H ∩ Bρ, i.e. G(un) → Gρ,
is bounded in H.
Lemma 4.4. There exists ρ0 such that Gρ < 0 for all ρ > ρ0.
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Proof. It follows as in Lemma 3.2 by choosing s0 such that
(
Ω
2
s20 − s
p
0
p
)
< 0. 
Lemma 4.5. Let Gρ < 0 and un be a minimizing sequence. Then, up to translations in R,
we have un ⇀ u¯ 6= 0.
Proof. It follows as in Lemma 3.4 by choosing simply by noticing that translations along
the z variables make the functional G to decrease. Hence vn(x) := un(|y|, z + jn) satisfies
G(vn) ≤ G(un). 
Proof of Theorem 4.1. By Lemmas 4.3, 4.4 and 4.5, the functional G satisfies (3.3) of The-
orem 3.1. Conditions (3.4)-(3.7) are obtained as in Lemmas 3.5 and 3.6. By Lemma 4.2
we have the subadditivity condition Iρ < Iµ + I√
ρ2−µ2
that in Theorem 3.1 is guaranteed by
condition (3.8).
Hence we can apply Theorem 3.1 to G. The proof follows from the continuity of G. 
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