Abstract-C4.5 and NB are two of the top 10 algorithms in data mining thanks to their simplicity, effectiveness, and efficiency. In order to integrate their advantages, NBTree builds a naive Bayes classifier on each leaf node of the built decision tree. NBTree significantly outperforms C4.5 and NB in terms of classification accuracy. However, it incurs very high time complexity. In this paper, we propose a very simple, effective, and efficient algorithm based on C4.5 and NB. We simply denote it C4.5-NB. Our motivation is to keep the high classification accuracy of NBTree without incurring the high time complexity. In C4.5-NB, C4.5 and NB are built and evaluated independently at the training time, and the class-membership probabilities are weightily averaged according to their classification accuracies on training data at the test time. Empirical studies on a large number of UCI data sets show that it performs as well as NBTree in terms of classification accuracy, but is significantly more efficient than NBTree.
I. INTRODUCTION
Classification is one of the fundamental problems in data mining. In classification, the goal is to learn a classifier from a given set of instances with class labels, which correctly assigns a class label to a test instance. The performance of a classifier is usually measured by its classification accuracy. Classification has been extensively studied and various learning algorithms have been developed, such as decision trees and Bayesian networks, that can be categorized into two major approaches: probability-based approaches and decision boundary-based approaches. In this paper, we focus on probability-based approaches.
Assume that A 1 , A 2 , · · ·, A m are m attributes. A test instance x is represented by a vector < a 1 , a 2 , · · · , a m >, where a i is the value of A i . We use C to denote the class variable and c to denote its value, and c(x) to denote the class of the test instance x. In a probabilitybased learning algorithm, a joint probability distribution P (a 1 , a 2 , · · · , a m , c) is learned from the training data, and x is classified into the class c(x) with the maximum posterior class probability P (c|a 1 , a 2 , · · · , a m ) (or simply, class probability), as shown below:
where
C4.5 and NB are two of the top 10 algorithms in data mining [1] thanks to their simplicity, effectiveness, and efficiency. In order to integrate their advantages, Kohavi [2] proposes a hybrid algorithm, simply called NBTree, which builds a naive Bayes classifier on each leaf node of the built decision tree. Just as the author expected, NBTree significantly outperforms C4. 5 and NB in terms of classification performance. However, it incurs the high time complexity. In this paper, we propose a very simple, effective, and efficient algorithm based on C4.5 and NB. We simply denote it C4.5-NB. Our motivation is to keep the high classification accuracy of NBTree without incurring the high time complexity.
The rest of the paper is organized as follows. In Section II, III, and IV, we briefly review the naive Bayes classifiers, the decision tree classifiers, and naive Bayes tree classifiers. In Section V, we propose our new algorithm C4.5-NB. In Section VI, we describe the experimental methods and results in detail. In Section VII, we draw conclusions and outline our main directions for future work.
II. C4.5: A DECISION TREE CLASSIFIER
The basic process of building a decision tree can be expressed recursively [3] . First, a best attribute is selected to place at the root node of the tree and create one child node for each possible value of this selected attribute. For each child node, if it isn't a leaf node, the entire process is then repeated recursively only using those training instances that actually reach this node. If it is a leaf node, stop splitting this branch of the tree. Once a decision tree has been built, it classify a test instance by sorting it down the tree from the root node to one leaf node, which provides the classification of this instance via simply voting.
Among decision tree classification algorithms, C4.5 [4] is the most popular one, which is the improved version of ID3 [5] . C4.5 estimates the probability of a test instance x belonging to class c using simple voting at the leaf where x falls into. The detailed equation is:
where k is the number of training instances in the leaf node, δ(•) is a binary function, which is one if its two parameters are identical and zero otherwise. To our knowledge, the recursive partition methods used in C4.5 suffer from the fragmentation problem, and they have been observed to produce poor performance of class probability estimation [6] .
Therefore, Improving the class probability estimation performance of the built tree has attracted much attention from researchers. The related methods include the Laplace estimate [6] , [7] , the m-estimate [3] , the similarityweighted estimate and the naive Bayes-based estimate [8] , the kernel-based estimate [9] , and so on. Besides, averaging probability estimates from all leaf nodes of the single tree [10] and averaging probability estimates from a bag of trees [7] have achieved significant improvements.
III. NB: A NAIVE BAYES CLASSIFIER
A Bayesian network [11] consists of a structural model and a set of conditional probabilities. The structural model is a directed acyclic graph in which nodes represent attributes and arcs represent attribute dependencies. Attribute dependencies are quantified by conditional probabilities for each node given its parents. Bayesian networks are often used for the classification problems, in which a learner attempts to construct Bayesian network classifiers from a given set of training instances with class labels. Assume that all attributes are fully independent given the class, then the resulting Bayesian network classifiers are called naive Bayesian classifiers (simply NB).
NB uses Equation 4 to estimate the probability of a test instance x belonging to class c.
where m is the number of attributes, a j is the jth attribute value of x, the prior probability P (c) and the conditional probability P (a j |c) are defined using Equation 5 and Equation 6 respectively.
where n is the number of training instances, n c is the number of classes, c i is class label of the ith training instance, n j is the number of values of the jth attribute, and a ij is the jth attribute value of the ith training instance.
To construct naive Bayes classifiers, we only need to estimate the probability values of P (c) and P (a j |c), j = 1, 2, · · · , m, from the training data. So naive Bayes classifiers are very simple, effective, and efficient. However, they require making a strong conditional independence assumption, which often harms its classification performance in many realistic data mining applications.
In order to weaken its conditional independence assumption, many approaches are proposed. The related work can be broadly divided into five main categories [12] : 1) structure extension [13] ; 2) attribute weighting [14] ; 3) attribute selection [15] ; 4) instance weighting [16] ; 5) instance selection, also called local learning [17] .
IV. NBTREE: A NAIVE BAYES TREE CLASSIFIER
Although the attribute independence assumption of naive Bayes is always violated on the whole training data, it could be expected that the dependencies within the local training data is weaker than that on the whole training data. Thus, NBTree [2] builds a naive Bayes classifier on each leaf node of the built decision tree, which just integrate the advantages of the decision tree classifiers and the naive Bayes classifiers. Simply speaking, it firstly uses decision tree to segment the training data, in which each segment of the training data is represented by a leaf node of tree, and then builds a naive Bayes classifier on each segment.
A fundamental issue in building decision trees is the attribute selection measure at each non-terminal node of the tree. Namely, the utility of each non-terminal node and a split needs to be measured in building decision trees. In NBTree, the utility of a node is measured by computing the 5-fold cross-validation accuracy estimate of using NB at the node. To avoid splits with little value and to address the fragmentation problem confronting C4.5, the author defines a split to be significant if the relative reduction in error is greater than 5% and there are at least 30 instances in the node. All these are totally different from those of C4.5.
NBTree significantly outperforms naive Bayes and C4.5 in terms of classification performance indeed. However, it incurs the high time complexity, because it needs to build and evaluate naive Bayes classifiers again and again in creating a split.
V. C4.5-NB: A VERY SIMPLE, EFFECTIVE, AND EFFICIENT CLASSIFIER BASED ON C4.5 AND NB In this Section, we propose a very simple, effective, and efficient classifier based on C4.5 and NB. We simply denote it C4.5-NB. Our motivation is to keep the high classification accuracy of NBTree without incurring the high time complexity.
At the training time, C4.5-NB independently builds C4.5 and NB, and then evaluates their classification accuracies (respectively denoted by ACC C4. 5 and ACC N B ) on the training data. At the test time, C4.5-NB estimates the class-membership probabilities using the weighted average of the class-membership probabilities produced by C4.5 and NB respectively, where the related weights are the estimated ACC C4. 5 and ACC N B respectively. Namely, C4.5-NB uses Equation 7 to estimate the probability of a test instance x belonging to class c.
(7) Thus, the whole algorithm of C4.5-NB can be partitioned into a training algorithm (T raining) and a test algorithm (T est). They are depicted as: Uses NB to estimate P (c|x) N B 4)
Estimates
as the class label of x In learning C4.5-NB, we need to define the weights of the class-membership probabilities produced by C4.5 and NB. For simplicity, we currently define them as their classification accuracies on the training data, which is called the re-substitution accuracy. Although it is not a reliable predictor of the true accuracy on the new data, it is nevertheless often useful to know.
The time complexity of C4.5-NB is almost equal to the sum of the time complexity of C4.5 and NB. Thinking of the very low time complexity of C4.5 and NB, C4.5-NB also has very low time complexity, and should be widely used for classification in real-world applications.
To some extent, C4.5-NB also is an ensemble classifier, which constructs two classifiers, C4.5 and NB, from training data and then averages their class-membership probabilities when classifying a test instance. However, only simple weighted average, instead of bagging and boosting, is used. Therefore, the efficiency and comprehensibility of it are all better than other ensemble algorithms using bagging [18] , [19] and boosting [19] , [20] etc.
VI. EXPERIMENTAL METHODS AND RESULTS
We run our experiments on 36 UCI datasets published on the main web site of Weka platform [21] , which represent a wide range of domains and data characteristics. We downloaded these data sets in the format of arff from the main web site of Weka. The description of the 36 data sets is shown in Table I .
We conducted empirical experiments to compare C4.5-NB with C4.5, NB, NBtree, Boosted C4.5, Boosted NB, Bagged C4.5, and Bagged NB in terms of classification accuracy and running time. We implement our C4.5-NB in the Weka software and use the implementation of naive Bayes (NiaveBayes), C4.5 (J48 with default setting), NBTree, Boosted C4.5 (AdaBoostM1 with J48 as the basic classifier), Boosted NB (AdaBoostM1 with NiaveBayes as the basic classifier), Bagged C4.5 (Bagging with In all experiments, the classification accuracy and running time of an algorithm on each data set are obtained via 10 runs of 10-fold cross-validation. Finally, we conducted a two-tailed t-test with 95% confidence level [22] to compare C4.5-NB with C4.5, NB, NBtree, Boosted C4.5, Boosted NB, Bagged C4.5, and Bagged NB. Table II shows the detailed classification accuracy of each algorithm on each data set, and the symbols • and • in the tables respectively denote statistically significant upgradation or degradation over C4.5-NB with a 95% confidence level. Besides, The averaged classification accuracies and w/t/l values are summarized at the bottom of the table. Each entry w/t/l in the table means that C4.5, NB, NBtree, Boosted C4.5, Boosted NB, Bagged C4.5, and Bagged NB win on w data sets, tie on t data sets, and lose on l data sets, compared to our C4.5-NB.
In the same way, we also observe their running time. The running time of each algorithm is the averaged CPU time in millisecond. Our experiments are performed on a dual-processor 2.93 Ghz Pentium 4 Windows computer with 2Gb RAM. The detailed experimental results are shown in Table III . Please also note that the meaning of the t-test symbols in this table is opposite to that in Table  II . Because for running time, a small number is better than a large number, which is opposite to classification accuracy. So • represents statistically significant better than C4.5-NB in terms of running time and • represents worse.
From our experiments, we can see that C4.5-NB performs as well as NBTree in classification accuracy, but is significantly more efficient than NBTree. Now, we summarize some highlights briefly as follows: 1) C4.5-NB significantly outperforms C4.5. C4.5-NB wins C4.5 on 9 data sets, whereas C4.5 only wins C4.5-NB on 1 data sets. Besides, the averaged classification accuracy of C4.5-NB (84.42%) is much higher than that of C4.5 (83.37%). 2) C4.5-NB significantly outperforms NB. C4.5-NB wins NB on 16 data sets, whereas NB only wins C4.5-NB on 4 data sets. Besides, the averaged classification accuracy of C4.5-NB (84.42%) is much higher than that of NB (79.37%). 3) C4.5-NB performs as well as NBTree in classification accuracy (4 wins and 3 losses), but is significantly more efficient than NBTree (34 wins and 0 losses). 4) In terms of classification accuracy, C4.5-NB significantly outperforms boosted NB (13 wins and 4 losses) and bagged NB (16 wins and 3 losses), and almost ties boosted C4.5 (4 wins and 9 losses) and bagged C4.5 (2 wins and 7 losses). 5) In terms of running time, C4.5-NB significantly outperforms boosted C4.5 (34 wins and 1 losses), boosted NB (32 wins and 1 losses) and bagged C4.5 (34 wins and 0 losses), and almost ties bagged NB (6 wins and 7 losses).
In our another group of experiments, we investigate the ranking performance of our C4.5-NB in term of the area under the Receiver Operating Characteristics curve, simply AUC [23] . The experimental results in Table IV show that its ranking performance almost ties NBTree (6 wins and 1 losses) and boosted C4.5 (9 wins and 7 losses) and significantly outperforms all the other algorithms used to compare.
Besides, we design a group of experiments to compare our proposed method with following two methods [24] , [25] : 1) Simple voting using average of probabilities of NB and C4.5, simply denoted by Averaged. 2) Simple voting using product of probabilities of NB and C4.5, simply denoted by Producted. The experimental results in Table V and Table VI show that: 1) Our proposed method significantly outperforms simple voting using average of probabilities of NB and C4.5 in terms of classification accuracy (8 wins and 1 losses). 2) Our proposed method significantly outperforms simple voting using product of probabilities of NB and C4.5 in terms of AUC (19 wins and 0 losses).
VII. CONCLUSIONS AND FUTURE WORK Due to the simplicity, effectiveness, and efficiency, C4.5 and NB are two very important algorithms for addressing the classification problems. In this paper, we propose a very simple, effective, and efficient algorithm based on C4.5 and NB. We simply denote it C4.5-NB. In C4.5-NB, C4.5 and NB are built and evaluated independently at the training time, and the class-membership probabilities are weightily averaged according to their classification accuracies on training data at the test time. The experimental results on a large number of UCI data sets show that it performs as well as NBTree in classification accuracy, but is significantly more efficient than NBTree.
C4.5-NB needs to define the weights of the classmembership probabilities produced by C4.5 and NB. In our current version, we simply define them as their classification accuracies on the training data. Therefore, we believe that the use of more sophisticated methods, such as the accuracy estimates based on k-fold cross-validation or leave-one-out, could improve the performance of the current C4.5-NB and make its advantage stronger. This is the main research direction for our future work. 
