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KOEBE AND CARATHEO´DORY TYPE BOUNDARY BEHAVIOR
RESULTS FOR HARMONIC MAPPINGS
DAOUD BSHOUTY, JIAOLONG CHEN, STAVROS EVDORIDIS, AND ANTTI RASILA†
Abstract. We study the behavior of the boundary function of a harmonic map-
ping from global and local points of view. Results related to the Koebe lemma are
proved, as well as a generalization of a boundary behavior theorem by Bshouty,
Lyzzaik and Weitsman. We also discuss this result from a different point of view,
from which a relation between the boundary behavior of the dilatation at a bound-
ary point and the continuity of the boundary function of our mapping can be seen.
1. Introduction
In this paper we consider certain questions related to the boundary behavior
of harmonic mappings. More precisely, we first give results analogous to classical
Koebe’s lemma. In the last part, we present a new approach and a generalized
version of [3, Theorem 6].
In 1915, Koebe [8] proved that if a bounded analytic function tends to zero on a
sequence of arcs in the unit disk D, which approach a subarc of the unit circle ∂D,
then it must be identically zero. In [13], Rung studied the behavior of the analytic
functions when the arcs are of positive hyperbolic diameter. Results related to the
Koebe lemma for quasiconformal mappings can also be found in [11]. Our first aim
is to obtain a similar result for harmonic mappings.
Another related result is the following classical theorem of Lindelo¨f ([12, page
259]):
Theorem A. If γ is a parametric curve in [0, 1], such that |γ(t)| < 1 and γ(1) = 1,
then for every analytic function f which is bounded in D, with
lim
t→1
f(γ(t))= α,
its angular limit at 1 exists and is equal to α.
For generalized versions of this result for different classes of mappings, see e.g.
[6] and [11]. Clearly, the harmonic function u(z) = arg z shows that the result as
such does not hold for harmonic functions. However, in [10], Ponnusamy and Rasila
showed a connection between the multiplicity of the zeros of a harmonic mapping,
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as they tend to a boundary point along a line, and the existence of the angular
limit at this point. These results show that under certain additional assumptions,
the boundary behavior can be controlled, which serves as a motivation for this
investigation.
Secondly, we discuss the Carathe´odory-Osgood-Taylor theorem (also known as
Carathe´odory’s extension theorem for conformal mappings), which was proved by
Carathe´odory and independently by Osgood and Taylor in 1913. It allows the
extension of a conformal mapping, obtained for example from the Riemann Mapping
Theorem, to the boundary of the domain.
Theorem B. Let Ω be a Jordan domain and f be a conformal mapping from D onto
Ω. Then f can be extended to a homeomorphism of D onto Ω (the closure of Ω).
An analogue of the above theorem also holds for the quasiconformal mappings
on the plane (see [9, pages 42-44]). This shows that conformal and quasiconformal
mappings of D onto Jordan domains behave similarly at ∂D.
However, the harmonic case is more complicated, because such a result does not
hold. We have the following well-known counterexample. Recall that for a function
f : D→ C the cluster set of f at the point eit, is the quantity
C(f, eit) =
⋂
U
f(U ∩ D),
where the intersection is taken over all neighborhoods U of eit.
Example 1.1. Let f be the function given by the Poisson formula
f(z) =
1
2pi
∫ 2pi
0
1− |z|2
|eit − z|2 e
iθ(t)dt, z ∈ D,
where
θ(t) =
 0, 0 ≤ t ≤ 2pi/3,2pi/3, 2pi/3 ≤ t ≤ 4pi/3,4pi/3, 4pi/3 ≤ t < 2pi.
Then f is a univalent harmonic mapping from D onto the triangle with vertices
at the points 1, e2pii/3, e4pii/3. In addition, it can be shown that, as z approaches
∂D, the cluster sets of f at the points 1, e2pii/3 and e4pii/3 are the three sides of the
triangle and the circular arcs (separated by those points) are mapped to the three
vertices. Clearly, the boundary function of f is not a homeomorphism.
Continuity on the boundary. The above discussions lead to the question of
continuity of the boundary function. Recall the next result of Hengartner and
Schober [7] which is concerned with the behavior of the boundary function of a
harmonic mapping in D.
Theorem C. Let Ω be a bounded, simply connected Jordan domain whose boundary
is locally connected. Suppose that a is analytic in D with a(D) ⊂ D and w0 is a fixed
point in Ω. Then there exists a univalent function f such that fz(z) = a(z)fz(z),
i.e. a(z) = af (z), with the following properties
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(a) f(0) = w0, fz(0) > 0 and f(D) ⊂ Ω.
(b) There is a countable set E ⊂ ∂D such that the unrestricted limits f ∗(eit) =
limz→eit f(z) exist on ∂D \ E and they are on ∂Ω.
(c) The functions
f ∗(eit−) = ess lim
s↑t
f ∗(eis) and f ∗(eit+) = ess lim
s↓t
f ∗(eis)
exist on ∂D and are equal on ∂D \ E.
(d) The cluster set of f at eit ∈ E is the straight line segment joining f ∗(eit−)
to f ∗(eit+).
For eit ∈ E, we say that f ∗ has a jump discontinuity at eit. Otherwise f ∗ is said
to be continuous. When ‖a(z)‖∞ = 1, then E can be nonempty, where ‖a(z)‖∞ =
sup{|a(z)| : z ∈ D}. If |a(z)| < k < 1, then f is quasiconformal in D and hence it
can be extended homeomorphically from D onto Ω.
In the last part of the paper, we present a generalized version of a theorem proved
by Bshouty, Lyzzaik and Weitsman (see [3, Theorem 6]). There, we define Jordan
curves in D, which end at a point ζ ∈ ∂D. Then we show that a condition on the
integrals of a quantity which contains the second complex dilatation of a harmonic
mapping f , over these arcs, imply the continuity of the boundary function f ∗ at ζ.
This observation gives an extra tool that can be used in order for us to examine
the behavior of the boundary function of a harmonic mapping. Moreover, it can be
considered as a Carathe´odory type result for a class of non-quasiconformal harmonic
mappings.
2. Preliminaroes
A continuous mapping f = u + iv is a complex-valued harmonic mapping in a
domain Ω ⊂ C, if both u and v are real harmonic functions in Ω. Then we write
∆f = 0, where ∆ is the Laplace operator
∆ =
∂2
∂x2
+
∂2
∂y2
= 4
∂2
∂z∂z¯
.
In any simply connected domain Ω, f has the unique representation f = h+ g with
g(0) = 0, where h and g are analytic (see [4, 5]). A necessary and sufficient condition
for f to be locally univalent and sense-preserving in Ω is that |h′(z)| > |g′(z)| for all
z ∈ Ω. Let
Df :=
|fz|+ |fz|
|fz| − |fz| =
1 + |af |
1− |af | , af := fz/fz.
The quantity Df := Df (z) is called the dilatation of f at the point z. Clearly,
1 ≤ Df (z) <∞. If Df (z) is bounded throughout a given region Ω by a constant K ∈
[1,∞), then the sense-preserving diffeomorphism f is said to be K-quasiconformal
in Ω. A mapping that is K-quasiconformal for some K ≥ 1 is simply called
quasiconformal. In addition, the ratio νf = fz/fz is called the complex dilatation of
f and af = fz/fz is said to be the second complex dilation of f . Thus, 0 ≤ |af | =
|νf | < 1 if, and only if, f is sense-preserving.
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Let D(z0, r) = {z ∈ C : |z − z0| < r} and D(z0, r) = {z ∈ C : |z − z0| ≤ r}. In
particular, we write D(r) = D(0, r) and D(r) = D(0, r). In this paper, we consider
the harmonic mappings in D or in H = {z ∈ C : Im{z} > 0}. Let A ⊂ C be a
nonempty set. We denote the diameter of A by d(A), where d(A) = sup{|z − w| :
z, w ∈ A}. The distance between a point z0 ∈ C \ A and the set A is given by
d(z0, A) = inf{|z0 − w| : w ∈ A}.
3. Conformal invariants
In this section, we recall some useful definitions and results we need for the proofs.
3.1. Modulus of a paths’ family. A path in C is a continuous mapping γ : I → C,
where I is a (possibly unbounded) interval in R.
Let Γ be a paths’ family in C and F(Γ) be the set of all Borel functions ρ : C→
[0,∞] such that ∫
γ
ρ(z) |dz| ≥ 1,
for every locally rectifiable path γ ∈ Γ. The functions in F(Γ) are called admissible
functions for Γ. We define the conformal modulus of Γ to be
M(Γ) = inf
ρ∈F(Γ)
∫∫
C
ρ2(z) dxdy,
where z = x+ iy.
Let Γ1 and Γ2 be paths’ families in C. We say that Γ2 is minorized by Γ1 and write
Γ1 < Γ2 if every γ ∈ Γ2 has a subpath in Γ1. If Γ1 < Γ2, then F(Γ1) ⊂ F(Γ2), and
hence M(Γ1) ≥ M(Γ2). Suppose that A and B are contained in a domain D. We
write ∆(A,B;D) to denote the family of curves, connecting A and B in D. When
D is the whole plane, we write ∆(A,B). For more information about the modulus
of a paths’ family, see e.g. [1, 15, 16].
A domain D in C = C∪{∞} is called a ring, if C\D has exactly two components.
If the components are E and F , we denote the ring by R(E,F ).
Example 3.1. We consider the annulus D := A(R,R′) = {z = reiθ : R < r <
R′, 0 ≤ θ < 2pi}. Then,
M (∆(R,R′, D)) = 2pi
log R
′
R
.
By [14, Theorem 34.3], we have the following result.
Lemma 1. A sense-preserving homeomorphism f : D → D′ is K-quasiconformal if
and only if
M(Γ)/K ≤M(f(Γ)) ≤ KM(Γ)
for every path family Γ in D.
The lemma given below is a useful tool for us in order to prove Theorem 1 (see
[11, Lemma 5.33]).
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Lemma 2. Let C ⊂ D be a continuum with 0 < d(C) ≤ 1. Then, if d(0, C) > 0,
we have that
M (∆(D(1/2), C;D)) ≥ 1
4
τ2
(
d(0, C)
d(C)
)
.
3.2. Canonical ring domains. The complementary components of the Gro¨tzsch
ring RG(s) in C are D and [s,∞], s > 1, and those of the Teichmu¨ller ring RT (s)
are [−1, 0] and [s,∞], s > 0. We define two special functions γ2(s), s > 1 and τ2(s),
s > 0 by {
γ2(s) =M
(
∆(D, [s,∞])),
τ2(s) =M
(
∆([−1, 0], [s,∞])),
respectively. We shall refer to those functions as the Gro¨tzsch capacity function and
the Teichmu¨ller capacity function. It is well-known [16, Lemma 5.53] that for all
s > 1,
γ2(s) =
1
2
τ2(s
2 − 1),
and that τ2 : (0,∞) → (0,∞) is a decreasing homeomorphism. Our notation is
based on [1].
3.3. Hyperbolic distance. Let Ω be a simply connected domain in C. If a, b ∈ Ω,
then the hyperbolic distance between a and b in Ω is denoted by ρΩ(a, b) (cf. [16,
page 19]). For a ∈ Ω and M > 0, the hyperbolicball {x ∈ Ω : ρΩ(a, x) < M} is
denoted by DΩ(a,M). If z1, z2 ∈ H, then (cf. [16, Equality (2.8)])
cosh (ρH(z1, z2)) = 1 +
|z1 − z2|2
2Im{z1}Im{z2} .
An overview on hyperbolic geometry can be found in [2].
4. Koebe type results
In this section, we shall show give two Koebe type results for sense-preserving
harmonic mappings with different conditions.
The following result is an analogue of Koebe’s lemma for univalent harmonic
mappings in D.
Theorem 1. Suppose f : D → C is either a univalent sense-preserving harmonic
mapping with fz(0) = 0 or constant. Let α ∈ C and {Cj} be a sequence of non-
degenerate continua such that Cj ⊆ D(rj), Cj → ∂D as j goes to infinity, and
|f(z)− α| < Mj for z ∈ Cj, where limj→∞ rj = 1 and limj→∞Mj = 0. If
lim sup
j→∞
τ2
(
1
d(Cj)
)(
log
1
Mj
)
1− rj
1 + rj
=∞,
where τ2 is the Teichmu¨ller capacity function, defined in Section 3.2, then f ≡ α in
D.
In particular, if
lim sup
j→∞
(
log
1
d(Cj)
)−1(
log
1
Mj
)
1− rj
1 + rj
=∞,
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then f ≡ α.
Let f(z) be analytic at z0 and suppose that f(z0) = 0, but f(z) is not identically
zero. Then f(z) has a zero of order or multiplicity n at z0 if
f(z0) = f
′(z0) = · · · = f (n−1)(z0) = 0, and f (n)(z0) 6= 0.
If f(z) is analytic at z0, and has zero of order n at z0, we write µ(z0, f) = n. For
a sense-preserving harmonic mapping f in D the multiplicity can be obtained from
the decomposition f = h + g. Suppose that h and g have respectively multiplicity
n and m at 0 with n ≤ m. We say that f has zero of order n at z0 and write
µ(z0, f) = n.
Next, we state a result concerning the boundary behavior of a sense-preserving
harmonic mapping, defined in the upper half-plane H, which has a condition involv-
ing multiplicity of the zeroes.
Theorem 2. Suppose that f = h + g is a sense-preserving harmonic mapping in
H with |f(z)| < 1. Let {bk} be a sequence of points in H such that f(bk) = 0 and
limk→∞ bk = 0. If
lim
k→∞
(
10− Im{bk}
10 + Im{bk}
)µ(bk,f)
= 0,
where µ(bk, f) denotes the multiplicity of the zero of the harmonic mapping at bk,
then f ≡ 0 in H.
4.1. Proof of Theorem 1. Assume that f is univalent in D and 0 < d(Cj) ≤ 14 .
Let Γj = ∆
(
D(1
2
), Cj;D(rj)
)
. Then by Lemma 2, we have
(4.1) M(Γj) ≥ 1
4
τ2
(
d(0, Cj)
d(Cj)
)
≥ 1
4
τ2
(
1
d(Cj)
)
.
Now, let w = d
(
f
(
D(1
2
)
)
, α
)
> 0. Because limj→∞Mj = 0, without loss of gener-
ality, we may assume that Mj < min{w2, 1/w}. Then,
f(Γj) > ∆
(
∂D(α,Mj), ∂D(α,w);D(α,w)\D(α,Mj)
)
,
and hence,
(4.2) M(f(Γj)) ≤ 2pi
(
log
w
Mj
)−1
≤ 2pi
(
1
2
log
1
Mj
)−1
,
where the last inequality is obtained in [11, Lemma 5.31].
Because f is a univalent sense-preserving harmonic mapping with fz(0) = 0,
we have that Jf (z) = |fz(z)|2 − |fz(z)|2 > 0 and thus, af is analytic in D, with
|af | = |νf | < 1 and af (0) = 0. By the classical Schwarz lemma it follows that
|af (z)| ≤ |z| in D and
Df =
|fz|+ |fz|
|fz| − |fz| =
1 + |af |
1− |af | ≤
1 + |z|
1− |z| .
Therefore, for any z ∈ D(rj),
Df ≤ 1 + |z|
1− |z| ≤
1 + rj
1− rj = Kj,
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which implies that f is Kj-quasiconformal in the disk D(rj). Then Lemma 1 leads
to
(4.3) M(Γj) ≤ KjM(f(Γj)).
It follows from (4.1)∼(4.3), we have
τ2
(
1
d(Cj)
)
≤ 16pi1 + rj
1− rj
(
log
1
Mj
)−1
.
That is
τ2
(
1
d(Cj)
)(
log
1
Mj
)
1− rj
1 + rj
≤ 16pi,
which is a contradiction with the assumption. The proof of the first part is finished.
By the same argument as in the second part of [11, Theorem 5.34], we have that
τ2
(
1
d(Cj)
)(
log
1
Mj
)
≥ pi
2
(
log
1
d(Cj)
)−1(
log
1
Mj
)
,
which gives the second part of the theorem. 
Recall the following, which is originally from an unpublished manuscript of Matel-
jevic´ and Vuorinen (see [10, Lemma 4.3]):
Lemma 3. Let f be a sense-preserving harmonic mapping of D such that f(0) = 0
and f(D) ⊂ D. Then
|f(z)| ≤ 4
pi
arctan |z|µ(0,f) ≤ 4
pi
|z|µ(0,f) for z ∈ D.
4.2. Proof of Theorem 2. Assume that f : H→ D is a sense-preserving harmonic
mapping with f(bk) = 0. Let φk : D → H be the Mo¨bius transformation, with
φk(0) = bk, k = 1, 2, . . .. Then, the function ψk = f ◦ φk is a sense-preserving
harmonic mapping from D into itself, with ψk(0) = 0. Therefore, from Lemma 3,
we have that
|ψk(w)| = |(f ◦ φk)(w)| ≤ 4
pi
arctan |w|µ(0,ψk) ≤ 4
pi
|w|µ(bk,f) , w ∈ D,
where µ(z0, f) denotes the multiplicity of the zero of the harmonic mapping f at
the point z0, as it is stated in [10].
For w ∈ D, let z = φk(w). Because the Mo¨bius transformations from D onto
H are isometries of the hyperbolic distance, then z ∈ DH(bk, Rk) if and only if
w ∈ DD(0, Rk), which is equivalent to the condition |w| < tanh Rk2 , where Rk > 0.
Thus, for all z ∈ DH(bk, Rk), we have
|f(z)| = |ψk(w)| ≤ 4
pi
(
tanh
Rk
2
)µ(bk,f)
.(4.4)
Claim 4.1. There exists an index k0 such that for k ≥ k0, i ∈ DH(bk, Rk), where
Rk = log
10
Im{bk} .
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It follows from the assumption limk→∞ bk = 0 in the theorem that there exists an
index k0, such that, for k ≥ k0 the sequence {bk} is contained in D(i, 2). Hence, for
every k ≥ k0,
cosh
(
ρH(i, bk)
)
= 1 +
|i− bk|2
2Im{bk} ≤ 1 +
2
Im{bk} .
Because the number of the terms of {bk} which are outside of D(i, 2) is finite, we
may assume that every term is contained in it. Therefore,
eρH(i,bk) + e−ρH(i,bk)
2
= cosh (ρH(i, bk)) ≤ 1 + 2
Im{bk}
or
(4.5) log
(
e2ρH(i,bk) + 1
) ≤ log(eρH(i,bk)(2 + 4
Im{bk}
))
.
Because 2ρH(i, bk) < log
(
e2ρH(i,bk) + 1
)
and
2 +
4
Im{bk} <
10
Im{bk} , for Im{bk} < 3,
(4.5) implies that
ρH(i, bk) < log
10
Im{bk} .
Hence, Claim 4.1 is true.
Now, it follows from (4.4) and Claim 4.1 that
|f(i)| ≤ 4
pi
(
tanh
log 10
Im{bk}
2
)µ(bk,f)
.
Moreover,
tanh
(
log 10
Im{bk}
2
)
=
10− Im{bk}
10 + Im{bk}
and thus, our initial assumption implies that
|f(i)| ≤ lim
k→∞
 4
pi
(
tanh
log 10
Im{bk}
2
)µ(bk,f) = 0.
The same argument can be applied at any point in the disk DH(bk, Rk) and hence,
f(z) = 0 for all z ∈ DH(bk, Rk).
Because the line segment [i/2, i] is contained in each diskDH(bk, Rk) for sufficiently
large k, by applying the Uniqueness (or Identity) Theorem at both the analytic and
the anti-analytic parts of f , we obtain that f ≡ 0 in H. 
Remark 4.1. Theorem 2 stays true even if we replace the constant 10 by 4 + ,
for any number  > 0. As {bk} tends to zero, almost every term of the sequence
is contained in the strip {z ∈ C : 0 < Im{z} < /2}, for a fixed number  >
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0. Considering the terms bk of the disk D(i, 2), with Im{bk} < /2, leads to the
improved condition(
(4 + )− Im{bk}
(4 + ) + Im{bk}
)µ(bk,f)
→ 0 as k →∞,
at the statement of the theorem.
5. Dilatation and the boundary function
The next result is a generalization of a result by Bshouty, Lyzzaik and Weitsman
(see [3]), which removes the assumption that the dilatation has to be a Blaschke
product. It connects the boundary behavior of the dilatation af of a univalent
harmonic mapping f with the continuity of its boundary function f ∗ at a point of
∂D. Here f ∗ is a complex Lebesgue integrable function on ∂D, which has f as its
Poisson integral.
Let f(z) = h(z)+g(z) be a harmonic mapping, then its dilatation is af (z) =
g′(z)
h′(z) .
One cannot expect that the dilatation itself can decide whether f ∗(ζ) is continuous
without involving both h and g themselves, where ζ ∈ ∂D and f ∗ is the boundary
function of f . If we assume f is sense preserving, then |af (z)| < 1 which ensures
that |g′(z)| < |h′(z)|. This may reduce the problem to h(z). Indeed this is the case,
Lemma 2 in [3] states in particular:
If f is a sense-preserving harmonic mapping and f ∗ is of bounded variation then
for ζ ∈ ∂D, f ∗ is continuous at ζ if, and only if,
lim
r→1−
(1− r)h′(rζ) = 0.
In the next theorem, we allow ourselves to connect the continuity of f ∗ with a by
tying them to area of f(D).
For m > 0 and ζ = eiθ0 ∈ ∂D, we define the curve Γζ,m(θ) = (1 −m|θ − θ0|)eiθ,
0 < |θ−θ0| ≤ min{pi, 1/m}. It is clear that Γζ,m is completely included in D, tending
to ζ as θ → θ0.
In the case ζ = 1, we have the curve Γm(θ) = (1 −m|θ|)eiθ, which is symmetric
with respect to the real axis, meeting it either at the point mpi− 1 (when m < 1/pi)
or at 0 (when m ≥ 1/pi). We denote by Rm the bounded region which has the
boundary Γm.
Theorem 3. Suppose that Ω is a bounded, convex and simply connected domain.
Let af be an analytic function from D into itself and f be the univalent solution of
fz = affz from D onto Ω. If for each 0 < m < 1/pi
L(m) :=
∫
Γζ,m
1− |af (z)|2
1− |z|2 |dz| =∞,
then the boundary function f ∗ is continuous at ζ ∈ ∂D.
Proof. Without loss of generality, we can assume that ζ = 1. Suppose that L(m) =
∞, for every m, 0 < m < 1/pi, and assume on the contrary that f ∗ has a jump at
1. Then [3, Theorem 3] implies that the angular limit limz→1(1− |z|)|h′(z)| is equal
to c > 0. Because |af (z)| < 1 and f is univalent in D, we have that |h′(z)| > 0
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in D and the same is true for (1 − |z|)|h′(z)|. Indeed, |h′(z)| > |g′(z)| means that
both |h′(z)| and (1− |z|)|h′(z)| do not vanish in D. The fact that the angular limit
limz→1(1− |z|)|h′(z)| is positive implies that |h′(z)| is also positive when it tends to
1 in any angle.
Fix m = m0 < 1/pi, 0 < |θ| ≤ pi and z ∈ Γm0(θ), we have∣∣∣dz
dθ
∣∣∣ = √m20 + (1−m0|θ|)2 ≤ m0 + 1−m0|θ| < 2.
Thus,
∞ = L(m0) =
∫
Γm0
(|h′(z)|2 − |g′(z)|2)(1− |z|)
|h′(z)|2(1− |z|)2(1 + |z|) |dz|
≤
∫
Γm0
c′(|h′(z)|2 − |g′(z)|2)m0|θ| |dz|
< c1
∫ pi
−pi
(|h′(z)|2 − |g′(z)|2)|θ|dθ,(5.1)
where c′, c1 are two positive constants and z = (1−m0|θ|)eiθ.
-1.0 -0.5 0.5 1.0
-1.0
-0.5
0.5
1.0
Figure 1. The curve Γm for m = 0.2 and |θ| ∈ (0, pi], contained in D.
In the final step of the proof we will study the behavior of the curve Γm (see
Figure 1) as a mapping from Rm0 = [(0,m0)× (−pi, pi)] \ {(m, 0), 0 < m < m0} onto
the region Qm0 = (D \Rm0) \ (−1,−1/2). Observe that Γm tends to ∂D as m→ 0.
In order to make it clear, we write
Γm(θ) = (1−m|θ|)eiθ = reiθ.
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Then r = (1 −m|θ|) and the Jacobian
∣∣∣ D(r,θ)D(m,θ) ∣∣∣ = |θ|. Therefore, for the area A of
f(D) we have that
A =
∫∫
D
(|h′(z)|2 − |g′(z)|2) dxdy >
∫∫
Rm0
(|h′(z)|2 − |g′(z)|2)rdrdθ
=
∫∫
Rm0
(|h′(z)|2 − |g′(z)|2)(1−m|θ|)|θ|dmdθ
>
∫ m0
0
(1−mpi)
(∫ pi
−pi
(|h′(z)|2 − |g′(z)|2)|θ|dθ
)
dm =∞,
where the last equality follows from (5.1). This contradicts the initial assumption
that f is bounded, and hence, the theorem is proved. 
Remark 5.1. Let Ω be as above, af : D→ D analytic and f be the solution of the
equation fz = affz from D onto Ω. If there exists an analytic function F : D → D
such that ∫
Γm,ζ
1− |F (z)|2
1− |z|2 |dz| =∞,
for any m > 0, and af is majorized by F (denoted by af  F ) in D, then the
boundary function of f is continuous at ζ ∈ D.
Indeed, majorization implies that there exists an analytic function φ : D → D
such that af (z) = φ(z)F (z) for all z ∈ D. Hence,∫
Γm,ζ
1− |af (z)|2
1− |z|2 |dz| =
∫
Γm,ζ
1− |φ(z)F (z)|2
1− |z|2 |dz|
≥
∫
Γm,ζ
1− |F (z)|2
1− |z|2 |dz| =∞.
The previous result concludes the proof.
Example 5.1. If af (z) = αz with |α| < 1, then L(m) is infinite at every point,
and hence, the boundary function f ∗ is a continuous function. When |α| = 1 then
L(m) is finite, in one case when Ω is a quadrilateral triangle, f ∗ has jump continuity
between every two vertices and in another case when Ω is a strictly concave triangle,
i.e. a triangle with three strictly concave sides with respect to its interior and three
cusps of zero angles, f ∗ is continuous at every point.
Theorem 3 states that if L(m) = ∞ for all accessible m at some point ζ and
(1− |z|)|h′(z)| > C with constant C > 0, then the area of Ω is infinite. In the next
theorem we study the converse theorem.
Theorem 4. Suppose that Ω is a convex and simply connected domain. Let af be
an analytic function from D into itself and f be the univalent solution of fz = affz
from D onto Ω. Fix ζ ∈ ∂D where f(ζ) is finite, and assume that
(1− |z|)|h′(z)| ≤ H
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in any compact set in D ∪ {ζ}. Then
Area
(
Ω) <
piH2
0.15
∫ 1/pi
0
L(m)dm.
Remark 5.2. It follows immediately that if Area(Ω) =∞, then at least for m ∈ Eζ ,
where Eζ a set of positive measure, L(m) =∞ at ζ.
Proof. Without loss of generality we can assume that ζ = 1. Let 0 < m < 1
pi
. Then
on Γm we have
|dz|
dθ
= |m+ i(1−m|θ|)| > 0.3 so that
L(m) =
∫
Γm
1− |af (z)|2
1− |z|2 |dz| =
∫
Γm
(|h′(z)|2 − |g′(z)|2)(1− |z|)
|h′(z)|2(1− |z|)2(1 + |z|) |dz|
≥
∫
Γm
(|h′(z)|2 − |g′(z)|2)m|θ|
2H2
|dz|
>
0.3m
2H2
∫ pi
−pi
(|h′(z)|2 − |g′(z)|2)|θ|dθ.
Thus ∫ 1/pi
0
L(m)dm ≥ 0.15
pi2H2
∫ pi
−pi
(|h′(z)|2 − |g′(z)|2)|θ|dθ.
On the other hand,
Area
(
Ω) =
∫∫
D
(|h′(z)|2 − |g′(z)|2) dxdy =
∫∫
D
(|h′(z)|2 − |g′(z)|2)rdrdθ
=
∫
m
∫
θ
(|h′(z)|2 − |g′(z)|2)(1−m|θ|)|θ|dmdθ
<
∫ 1/pi
0
∫ pi
−pi
(|h′(z)|2 − |g′(z)|2)|θ|dθdm
=
1
pi
∫ pi
−pi
(|h′(z)|2 − |g′(z)|2)|θ|dθ.
Therefore,
Area
(
Ω) <
piH2
0.15
∫ 1/pi
0
L(m)dm,
completing the proof. 
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