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LOCALIZATION WITH LESS LARMES: SIMPLY MSA
VICTOR CHULAEVSKY1
Abstract. We give a short summary of the fixed-energy Multi-Scale Analysis
(MSA) of the Anderson tight binding model in dimension d ≥ 1 and show that this
technique admits a straightforward extension to multi-particle systems. We hope
that this short note may serve as an elementary introduction to the MSA.
1. Introduction.
In this paper1, we study spectral properties of random lattice Schro¨dinger operators
at a fixed, but arbitrary, energy E ∈ R, in the framework of the MSA. The idea of the
fixed-energy scale induction goes back to [9], [7] 2 and [13]. While fixed-energy analysis
alone does not allow to prove spectral localization, it provides a valuable information.
Besides, from the physical point of view, a sufficiently rapid decay, with probability one,
of Green functions in finite volumes, combined with the celebrated Kubo formula for
the zero-frequency conductivity σ(E), shows that σ(E) = 0 for the disordered systems
in question.
The main motivation for studying in this paper only the fixed-energy properties of
random Hamiltonians came from an observation that such analysis can be made very
elementary, even for multi-particle systems considered as difficult since quite a long
time (cf. recent works [3], [4], [1], [5]).
2. The models and basic notations
A popular form of a single-particle random Hamiltonian is as follows:
H(ω) = H(1)(ω) = −∆+ gV (x;ω),
where ∆ is the nearest-neighbor lattice Laplacian:
(∆f)(x) =
∑
y: ‖y−x‖=1
f(y), x, y ∈ Zd,
and V (x;ω) acts as a multiplication operator on Zd. For the sake of simplicity, the
random field {V (x;ω), x ∈ Zd} will be assumed IID, although a large class of correlated
random fields can also be considered. In this paper, we consider only the case of ”large
disorder”, i.e., we assume that |g| is sufficiently large. An IID random field on Zd is
completely determined by its marginal probability distribution at any site x ∈ Zd, e.g.,
Date: November 8, 2018.
1The present text is an improved version of an earlier manuscript (version 1) written in 2008.
Specifically, we give here a sharper decay bound for (ℓ, q)-subharmonic functions; cf. Lemma 4.2.
2I thank A. Klein and T. Spencer for pointing out the PhD thesis by H. von Dreifus [7] (scientific
advisor T. Spencer) where the fixed-energy approach had been used.
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for x = 0. We assume that the marginal distribution function of potential V (defined
by FV (t) = P {V (0;ω) ≤ t} , t ∈ R) is Ho¨lder-continuous:
∀ t ∈ R, ∀ ǫ > 0 FV (t+ ǫ)− FV (t) ≤ Const ǫ
b, (2.1)
for some b > 0.
For N > 1 particles, positions of which will be denoted by x1, . . . , xN , or, in vector
notations, x = (x1, . . . , xN ) ∈ Z
Nd, we introduce an interaction energy U(x). Again,
for the sake of simplicity of presentation, we assume that
U(x) = U(x1, . . . , xN ) =
∑
1≤j<k≤N
U2(‖xj − xk‖),
where U2(r), r ≥ 0, is a bounded two-body interaction potential. The N -particle
Hamiltonian considered below will have the following form:
H(N)(ω) =
N∑
j=1
(
−∆(j) + gV (xj ;ω)
)
+ U(x). (2.2)
Given a lattice subset Λ ⊂ Zd, we will work with subsets thereof called boxes. It is
convenient to allow boxes Λℓ(u) ⊂ Λ of the following form:
Λℓ(u) = { x : ‖x− u‖ ≤ ℓ− 1 },
where ‖ · ‖ is the sup-norm: ‖x‖ = max1≤j≤d |xj |. Further, we introduce a notion of
internal and external ”boundaries” relative to Λ:
∂−Λℓ(u) = {x ∈ Λ : ‖x− u‖ ≤ ℓ− 1 },
∂+Λℓ(u) = {x ∈ Λ : dist(x,Λℓ(u)) = 1 }.
We also define the boundary ∂Λℓ(u) ∈ Λ by
∂Λℓ(u) =
{
(x, x′) : x ∈ ∂−Λℓ(u), x
′ ∈ ∂+Λℓ(u), ‖x− x
′‖ = 1
}
.
Observe now that the the second-order lattice Laplacian has the form
∆ =
∑
(x,x′): ‖x−x′‖=1
Γx,x′, Γx,x′ = |δx〉〈δx′ |,
so that (Γx,x′f)(y) = δx,yf(x
′). Given a box Λℓ(u) ⊂ Λ, the Laplacian ∆Λ in Λ with
Dirichlet boundary conditions on ∂+Λ reads as follows:
∆Λ =
(
∆Λℓ(u) ⊕∆ΛL(u)\Λℓ(u)
)
+
∑
(x,x′)∈∂Λℓ(u)
(Γx,x′ + Γx′,x).
Fix a finite subset Λ and a box Λℓ(u) ⊂ Λ. Then for any point y ∈ (Λ \ Λℓ(u), by
the second resolvent identity combined with the above decomposition, we obtain the
so-called Geometric Resolvent Identity,
G(u, y;E) =
∑
(x,x′)∈∂Λℓ(u)
G(u, x; )G(x′, y;E).
yielding the Geometric Resolvent Inequality (GRI):
|G(u, y;E)| ≤
(
max
x∈∂−Λℓ(u)
|G(u, x;E)| · |∂+Λℓ(u)|
)
· max
x′∈∂+Λℓ(u)
|G(x′, y;E)|.
Throughout this paper, we use a standard notation [[a, b]] := [a, b] ∩ Z.
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3. Green functions in a finite volume
Definition 3.1. A box ΛL(u) is called (E,m)-non-singular ((E,m)-NS) if∑
(y,y′)∈∂ΛL(u)
|G(u, y;E)| ≤ e−γ(m,L)L,
where
γ(m,L) = m
(
1 + L−1/4
)
. (3.1)
Otherwise, it is called (E,m)-singular ((E,m)-S).
Remark. The function γ(m,L) defined in Eqn (3.1) will be often used below. It
allows us to avoid a ”massive rescaling of the mass”, which would, otherwise, inevitably
make notations and assertions more cumbersome. Obviously, γ(m,L) > m, and for
large values of L, γ(m,L)/m ≈ 1.
It is convenient to introduce the following property (or assertion), the validity of
which depends upon parameters u ∈ Zd, L ∈ N∗,m > 0, p > 0, as well as upon the
probability distribution of the random potential {V (x;ω), x ∈ Zd}:
(SS.L,m) P {ΛL(u) is (E,m)-S} ≤ L
−p. (3.2)
In order to distinguish between single- and multi-particle models, we will often write
(SS.L, k,N) where N ≥ 1 is the number of particles.
Definition 3.2. A lattice subset Λ ⊂ Zd of diameter L is called E-non-resonant (E-
NR) if ‖GΛ(E)‖ ≤ e−L
β
, β ∈ (0, 1), and E-resonant ( E-R), otherwise. It is called
(E, ℓ)-completely non-resonant ((E, ℓ)-CNR) if it is E-NR and does not contain any
E-R cube Λ′ of diameter ≥ 3ℓ.
Lemma 3.3. If the marginal CDF F (s) = FV (s) is Ho¨lder-continuous, then
∃L∗ > 0, β′ ∈ (0, 1) : ∀L ≥ L∗ P
{
ΛL(u) is not (E,L
2/3)-CNR
}
≤ e−L
β′
.
Consider a pair of boxes Λℓ(u) ⊂ ΛL(x). If Λℓ(u) is (E,m)-NS, then GRI implies
that function f(x) = fy(x) := G(x, y;E) satisfies
|f(u)| ≤ q˜ · max
v: ‖v−u‖=ℓ
|f(v)|, (3.3)
with
q˜ = q˜(d, ℓ;E) = 2dℓd−1e−γ(m,ℓ)ℓ. (3.4)
Now suppose that Λℓ(u) is (E,m)-NS, but ΛL(x) is E-CNR and, in addition, for
some A > 0 and for any w with dist(w,ΛAℓ(u)) = ℓ the box Λℓ(w) is (E,m)-NS. Then,
by GRI applied twice,
|G(u, y)| ≤ 2d(6ℓ)d−1eL
β
max
w:‖w−u‖=(A+1)ℓ
|G(w, y;E)|
≤ 2d(6ℓ)d−1eL
β
2d(2ℓ)d−1e−γ(m,ℓ)ℓ max
v:‖v−u‖∈[Aℓ,(A+2)ℓ]
|G(v, y;E)|.
Therefore, with
q(d, ℓ, E) := 4d2(12ℓ2)d−1eL
β
e−γ(m,ℓ)ℓ > q˜(d, ℓ, E), (3.5)
we obtain
|G(u, y)| ≤ q˜(d, ℓ, E) max
v:‖v−u‖∈[Aℓ,(A+2)ℓ]
|G(v, y;E)|. (3.6)
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With these observations in mind, we study in the next section decay properties of
functions f : ΛL(x) → C obeying, for any point u ∈ ΛL(x), one of the Eqns (3.3),
(3.6). Observe that we do not require that q and q˜ be smaller than 1, but, of course,
the above bounds are useful only for q, q˜ < 1. Finally, note that, since q < q˜, it will be
convenient to replace q˜ by q in the bound (3.2). With this modification, we see that
the only difference between bounds (3.3) and (3.6) is in the distance ‖v − u‖ figuring
in these inequalities.
4. Radial descent: A few simple lemmas
Definition 4.1. Consider a cube Λ = ΛL(u) ⊂ Z
d decomposed into complementary
subsets S, R = Λ \ S, and a function f : Λ → C. Let ℓ ∈ (1, L − 1) be an integer
and q > 0. Function f will be called (ℓ, q,S)-subharmonic if for any x 6∈ S with
dist(x, ∂Λ) ≥ ℓ, we have
|f(x)| ≤ q max
y: ‖y−x‖≤ℓ
|f(y)| (4.1)
while for any x ∈ S with dist(x, ∂Λ) ≥ ℓ
|f(x)| ≤ q max
y: ‖x−y‖≤r(x)+ℓ
|f(y)|, (4.2)
where
r(x) = min{r ∈ N : Λr+ℓ(x) \ Λr−ℓ(x) ⊂ R}, (4.3)
provided that the set of values r in the RHS is non-empty. In all other cases, no specific
upper bound on |f(x)| is assumed.
In other words, for a point x in the ”singular” subset S ⊂ ΛL(u), r(x) is the minimal
radius of the ”sphere” Cr := {‖y − x‖ = r} centered at x and such that every ball
Λℓ(y) with y ∈ Cr is a subset of the ”regular” subsetR ⊂ ΛL(u). Clearly, the difference
between the upper bounds (4.1) and (4.2) resides in the shape of the ”reference” set
used for the calculation of the maximum in the RHS.
Note that, taking into account inequality (3.6), one could replace in the RHS of
(4.2) the ball {y : ‖y − x‖ ≤ r(x) + ℓ} by a properly chosen annulus; however, this
would not improve the final result on subharmonic functions, while making notations
more cumbersome.
We will use the notation M(f,Λ) := maxx∈Λ |f(x)|. Our goal is to obtain an upper
bound on the value f(x) exponential in L/ℓ.
Lemma 4.2. Let f be an (ℓ, q,S)-subharmonic function on Λ = ΛL(x). Suppose that
S can be covered by K ≥ 0 cubes S1, . . . ,SK with
∑
i diam(Si) ≤ W(S). Then
|f(x)| ≤ q[(L−W(S))/ℓ]M(f,Λ). (4.4)
The proof of Lemma 4.2 is given in Appendix C.
4.1. From resolvents to subharmonic and monotone functions. Lemma 4.2 will
be applied in a situation where for for any E ∈ I, a cube ΛL(u) does not contain any
collection of K (or more) (E,m)-S cubes Λℓ(v
(i), j = 1, . . . ,K which are pairwise
aℓ-distant, with a ≥ 0:
∀ i 6= j dist(Λℓ(v
(i),Λℓ(v
(j)) > 2aℓ
In applications to the single-particle MSA with an IID potential V it suffices to take
a = 0, while in the multi-particle MSA, or in the case where the potential V has non-
trivial but decaying correlations, one may need to use a > 0 or even replace the RHS
by aℓδ for some 1 < δ < α.
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Lemma 4.3. Consider a cube ΛL(u), L = [ℓ
α], and suppose that the random operator
HΛ(ω) fulfills the following conditions:
(A) ΛL(u) contains no family of K +1 pairwise aℓ-distant (E,m)-S cubes of radius ℓ,
for some a > 0;
(B) ΛL(u) is E-CNR;
Then for any w ∈ ∂Λ, the function
f : ΛL(u) → R
x 7→ |GΛL(u)(x,w;E)|
(4.5)
is (ℓ, q,S)-subharmonic with q ≤ c(d)(aℓ)d−1e−mℓ and the set S contained in a union
of K ′ ≤ K cubes of radius aℓ .
Proof. Fix some E ∈ I and consider some maximal family of (E,m)-S cubes Λℓ(v(i)),
i = 1, . . . ,K ′ ≤ K; such a family may not be unique, but the maximal cardinality
K = K(I) is well-defined. By construction, any cube Λℓ(y) disjoint with the union of
cubes Λaℓ(v
(i)) is (E,m)-NS.
Pick a point x ∈ S and consider the minimal cube ΛR(x)(x) such that all cubes
Λℓ(y) with y ∈ ΛR(x)(x) are (E,m)-NS. Assume that the cube ΛL(u) is E-CNR; then
ΛR(x)(x) is E-NR, and set r(x) = R(x) + ℓ.
Applying the GRI twice and using the E-NR property of ΛR(x)(x), we obtain for
any w with ‖w − x‖ > R(x) + ℓ+ 1:
|GΛL(u)(x,w;E)|
≤ d(2R(x) + 1)d−1)e(R(x))
β
max
‖y−x‖=R(x)
max
|v−y‖=ℓ+1
|GΛL(u)(v, w;E)|
≤ C(d)(aℓ)d−1)e(aℓ)
β
e−γ(m,ℓ)ℓ max
v: |v−x‖≤r(x)
|GΛL(u)(v, x;E)|.
Therefore, the function f given by (4.5) is (ℓ, q,S)-subharmonic with
q = C(d)(aℓ)d−1)e(aℓ)
β
e−γ(m,ℓ)ℓ
S = ∪iΛaℓ(v
(i)).
(4.6)

5. Inductive bounds of Green functions
Here we summarize the results of [13] presented in a slightly modified form, making
use of the notion of (ℓ, q)-subharmonicity. Formally, we will need these results in Section
6, in the course of induction on the number of particles N .
Lemma 5.1. Suppose that a box ΛL(u) is E-NR and does not contain any (E,m)-S
boxe of size ℓ. Then, with q defined in Eqn (4.6),
max
y∈∂−ΛL(u)
|GΛ(u, y;E)| ≤ q
[L/ℓ]) ‖GΛ(E)‖.
In particular, if ℓ−1 and ℓ/L are sufficiently small, so that
ℓ−1/4 − 6ℓL−1 ≥ L−1/4,
then ∑
y∈∂ΛL(u)
|GΛ(u, y;E)| ≤ e
−γ(m,L)L ‖GΛ(E)‖.
Proof. Apply Lemma 4.3. 
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Lemma 5.2. Suppose that a box ΛL(u) is E-CNR and does not contain any pair of
non-overlapping (E,m)-S boxes of size ℓ. Then∑
y∈∂ΛL(u)
|GΛL(u, y)| ≤ e
−γ(m,L)L.
Proof. If ΛL(u) contains no (E,m)-S box Λℓ(x), the assertion follows from Lemma 5.1.
Suppose there exists a box Λℓ(x) ⊂ ΛL(u) which is (E,m)-S. Since all boxes Λℓ(w)
with ‖w − x‖ > 2ℓ are disjoint with Λℓ(x), none of them is (E,m)-S, by hypotheses of
the lemma. Therefore, Lemma 4.2 applies, giving the required upper bound. 
Lemma 5.3. Suppose that the finite-volume approximations HΛ(ω), Λ ⊂ Zd, |Λ| <∞,
of random LSO H(ω) with IID random potential satisfy the following hypotheses:
• (W) P
{
dist [E,Σ (HΛ(ω))] ≤ e−|Λ|
−β
}
≤ e−|Λ|
−β′
, for some β, β′ > 0;
• (S.ℓ) P {Λℓ(v) is (E,m)-S} ≤ ℓ−p.
Set L = [ℓ3/2]. If p > 6d, then HΛL satisfies (SS.L,m, 1) (cf. (3.2)).
Proof. Consider a box ΛL(u). By Lemma 5.2, it must be (E,m)-NS, unless one of the
following events occurs:
• ΛL(u) is not E-CNR
• ΛL(u) contains at least two non-overlapping (E,mk)-S boxes Λℓ(x),Λℓ(y).
The probability of the former event is bounded by (W), while by virtue of (S.ℓ), the
probability of the latter event is bounded by
1
2L
2d ℓ−2p ≤ 12L
−p( 23/2−
2d
p ) ≤ L−p.

Corollary 5.4. (SS.Lk,m, 1) implies (SS.Lk+1,m, 1) (provided that Wegner-type
bound (W) holds true).
Theorem 5.5. Under the assumption (2.1), for any m > 0, p > 0 and sufficiently
large |g| ≥ g∗(m, p), (SS.Lk,m, 1) holds true for all k ≥ 0.
Proof. It suffices to establish (SS.L0,m, 1). For any fixed L0 and arbitrarily large
η > 0, we have
P {∃x ∈ ΛL0(u) : |gV (x;ω) − E| ≤ 2η} ≤
∑
x∈ΛL0(u)
P {|gV (x;ω)− E| ≤ 2η} −→
|g|→∞
0,
provided that the marginal probability distribution of the potential is continuous. So,
for any p > 0 and g large enough, the above probability is bounded by L−p0 . If η > ‖∆‖,
then, by min-max principle, dist(E, Spec(HΛL0(u))) ≥ η > 0, and by Combes–Thomas
estimate,
|GΛL0 (u)(x, y)| ≤ e
−M(η)‖x−y‖, M(η) −→
η→+∞
+∞.
This leads to the assertion (SS.L0,m, 1) and, by induction using Corollary 5.4, to the
assertion of the theorem. 
Recall Kubo formula for the static conductivity σ(E) at energy E:
σ(E) = lim
ǫ↓0
ǫ2
∑
x∈Zd
‖x‖2E
[
|G(0, x;E + iǫ)|2
]
.
By taking limit k →∞, i.e., Lk →∞, Theorem 5.5 implies immediately
Theorem 5.6. Under the assumption (2.1) for an IID random potential, the conduc-
tivity in the single-particle Anderson model is zero.
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6. Simplified multi-particle MSA
In this section, we study decay properties of Green functions for an N -particle
Hamiltonian H(N)(ω) defined in Eqn (2.2). We stress that estimates given below are
far from optimal ; they only show that for any given number of particles N ≥ 1 and
any m > 0, there exists a threshold gN = gN (m) > 0 for the disorder parameter g such
that if |g| ≥ gN , then Green functions in the N -particle model (with a short-range
interaction) decay exponentially with rate m. t is also important to realize that using
the MSA, in its traditional form, for an N -particle system with large N inevitably
requires using large values of gN . Indeed, this phenomenon occurs even in the single-
particle MSA in high dimension d ≫ 1: the respective threshold g1 = g1(m, d) → ∞
as d → ∞. A direct inspection of the conventional MSA show that, typically, V (·;ω,
g1(m, d) = O(d).
Given a number m > 0 and an integer L0 > 0, we will define a decreasing sequence
of decay exponents m(n), n ≥ 1 as follows:
m(1) = m; m(N) = m(N−1) − L
−1/8
0 , N > 1.
It is clear that in order to have m(N) > 0, we have to assume that m = m(1) is
sufficiently large (depending on N). In turn, this requires the thresholds g1, . . . , gN−1
to be large enough, as explained above.
Compared to the single-particle MSA scheme presented in previous sections, we have
to replace the property (SS.L, I) by a different one, (MS.L, I, N) given below, and
to include in (MS.L, I,N) the requirement that the decay of Green functions holds
for all n′ < N :
(MS.Lk, I, N): The property (SS.Lk, I, n) holds for 1 ≤ n ≤ N − 1,
P
{
Λ
(n)
L (u) is (E,m
(n))-S
}
≤ L−p(n,g),
where p(n, g)→∞ as |g| → ∞, n = 1, . . . , N − 1.
Remark. For any k = 0 and any n > 1, the validity of the above statement
is proved exactly in the same way as for n = 1. Then for k > 0 it is reproduced
inductively. Denoting P (N − 1, g) = min1≤n≤N−1 p(n, g), we see that, under the
hypothesis (MS.Lk, I, N), we have P (N − 1, g)→∞ as |g| → ∞.
For the sake of notational simplicity, we consider in Lemma 6.1 below only par-
titions [[1, N ]] = J
∐
J c of the interval [[1, N ]] into two (non-empty) consecutive
sub-intervals, J = [[1, n′]], J c = [[n′ + 1, N ]]. In other words, we consider a union of
two subsystems with particles 1, . . . , n′ and n′ + 1, . . . , N , respectively.
We introduce the ”diagonal” subset of ZNd
D :=
{
x = (x1, . . . , x1), x1 ∈ Z
d
}
.
Lemma 6.1. Let [[1, N ]] = J ∪ J c, J = [[1, n′]], J c = [[n′ + 1, N ]] and consider a
cube Λ
(N)
L (u) = Λ
(n′)
L (u
′) × Λ
(n′′)
L (u
′′), with u′ = (u1, . . . , un′), u
′′ = (un′+1, . . . , uN).
Suppose that
(1) the interaction between these two subsystems vanishes:
∀ j ∈ J , ∀ i ∈ J c ‖uj − ui‖ > 2(L− 1) + r0, (6.1)
so that
∀ vj ∈ Λ
(1)
L (uj), ∀ vi ∈ Λ
(1)
L (ui) U2(vj , vi) = 0. (6.2)
(2) Λ
(N)
L (u) is E-NR;
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(3) (MS.Lk, I, N) holds true;
(4) for any eigenvalue µ of H
Λ
(n′′)
L (u
′′)
, the box Λ
(n′)
L (u
′) is (E − µ,m(N−1))-NS;
(5) for any eigenvalue λ of H
Λ
(n′)
L (u
′)
, the box Λ
(n′′)
L (u
′′) is (E − λ,m(N−1))-NS.
Then Λ
(N)
L (u) is (E,m
(N))-NS.
The proof of Lemma 6.1 is given in Section 7; it is fairly straightforward.
Lemma 6.2. Under the assumption (1) and (3) of Lemma 6.1, the assumptions (4)
and (5) hold true with probability ≥ 1− 2(2L+ 1)(N−1)dL−p(N−1,g).
Proof. The samples of the potential in the sets ΠΛ
(n′)
L (u
′) and in ΠΛ
(n′′)
L (u
′′) (which
are disjoint, owing to (6.1)), are independent. Therefore, using the conditioning on the
potential in ΠΛ
(n′)
L (u
′) and the one obtains
P
{
∃λ ∈ Σ(H
Λ
(n′)
L (u
′)
) : Λ
(n′′)
L (u
′′) is (E − λ,m(N−1))-S
}
≤ |Λ
(n′)
L (u
′)|L−p(n,g),
where p(n′′, g) ≥ p(N − 1, g). Similarly,
P
{
∃µ ∈ Σ(H
Λ
(n′′)
L (u
′′)
) : Λ
(n′)
L (u
′) is (E − λ,m(N−1)))-S
}
≤ |Λ
(n′′)
L (u
′′)|L−p(N−1,g).

Wewill callN -particle boxes Λ
(N)
L (u) admitting a decomposition described in Lemma
6.1 decomposable. It is easy to see that an N -particle box Λ
(N)
L (u) is non-decomposable
if and only if the union of cubes
N⋃
j=1
Λ
(1)
L+r0/2
(uj) ⊂ R
Nd
is connected (for this argument, we identify Λ
(1)
ℓ (uj) with a cube in R
d of side 2(ℓ− 1)
with center uj , by a slight abuse of notations). In turn, such a union is connected, then
∀ j = 2, . . . , N ‖uj − u1‖ ≤ 2(L− 1) + r0,
so that
dist(u,D) ≤ ‖u− (u1, . . . , u1)‖ ≤ 2N(L− 1) +Nr0 =: rN,L.
Clearly, if dist(u,D) > rN,L, then Λ
(N)
L (u) is decomposable.
Lemma 6.3. Fix an integer N > 1 and suppose that (MS.Lk, I, n) holds for all
n < N . If an N -particle box Λ(N)(u) is decomposable, then
P
{
Λ
(N)
Lk
(u) is (E,m)−S
}
≤ L
−P (N−1,g)
k + e
−Lβk .
Therefore, for any P > 0 and for all |g|, L0 large enough, we have
P
{
Λ
(N)
Lk
(u) is (E,m)−S
}
≤ L−Pk .
Proof. Since Λ
(N)
Lk
(u) is decomposable, operator H
(N)
Λ
(N)
Lk
(u)
admits representation (7.1)
for some n′, n′′ < N . By Lemma 6.1, either the box Λ
(N)
Lk
(u) is E-R, which occurs
with probability ≤ e−L
β
k , or one of the operators H
(n′)
Λ
(n′)
Lk
(u′)
, H
(n′′)
Λ
(n′′)
Lk
(u′′)
is (E,mk)-S;
the latter event has probability ≤ L
−P (N−1,g)
k , by (MS.Lk, I, N − 1).  
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Now we are prepared to give a half page proof of the main result of the fixed-energy
MSA. For notational simplicity, below we write m instead of m(N).
Lemma 6.4. For |g| large enough, (MS.Lk, I, N) implies (MS.Lk+1, I, N).
Proof. By Wegner bound, P
{
Λ
(N)
Lk+1
is not E-CNR
}
≤ e−L
β
k+1. Further, set
S =
{
∃ΛLk(x) ⊂ ΛLk+1(u) which is (E,m)-S and dist(ΛLk(x),D) ≤ rN,L
}
.
By Lemma 6.3, and for |g| large enough, P {S} ≤ 12L
−p(N,g)
k+1 . Next, set
B =
{
∃ΛLk(x),ΛLk(y) ⊂ ΛLk+1(u) which are (E,m)-S and such that
‖x− y‖ > 9(Lk + rN,Lk), dist(ΛLk(x),D) ≤ rN,L, dist(ΛLk(y),D) ≤ rN,L
}
.
Fix centers x, y. By Lemma 8.1, potential samples in boxes ΛLk(x), ΛLk(y) close to
the ”diagonal” D are independent , so that
P {B} ≤
1
2
L2dk+1 ( max
v∈ΛLk+1 (u)
P {ΛLk(v) is (E,m)-S})
2
<
1
2
L
−p(N,g)
k+1 .
If neither of events S,B occurs, then, by Lemma 5.3, ΛLk+1(u) is (E,mk+1)-NS. There-
fore, with p(N, g)→∞ as |g| → ∞, we have
P
{
Λ
(N)
Lk+1
(u) is (E,m))-S
}
≤
1
2
L
−p(N,g)
k+1 +
1
2
L
−p(N,g)
k+1 = L
−p(N,g)
k+1 . 
Theorem 6.5. Under the assumption (2.1) for an IID potential, the conductivity in
the N -particle Anderson tight binding model is zero.
7. Appendix A
Proof of Lemma 6.1
Let {ϕa, λa} be normalized eigenfunctions (EFs) and the respective eigenvalues
(EVs) of H
(n′)
Λ(n′)(u′)
, and {ψb, µb} be normalized EFs and the EVs of H
(n′′)
Λ(n′′)(u′′)
. Due
to absence of interaction between configurations u′, u′′, we have
H
(N)
Λ(N)(u)
= H
(n′)
Λ(n′)(u′)
⊗ 1+ 1⊗H
(n′′)
Λ(n′′)(u′′)
. (7.1)
Therefore, the EFs Ψa,b of operator H
(N)
Λ(N)(u)
have the form Ψa,b = ϕa ⊗ ψb, and the
respective EVs are given by Ea,b = λa + µb, so that E − Ea,b = (E − λa)− µb.
Let v ∈ ∂Λ
(N)
L (u). Then either ‖u
′ − v′‖ = L, or ‖u′′ − v′′‖ = L. Without loss of
generality, assume that ‖u′ − v′‖ = L. Since ‖ϕa‖ = 1 and n′ < N , we have
|G(u,v;E)| ≤
∑
a
|ϕa(u
′)ϕa(v
′)|
∣∣∣∣∣
∑
b
ψb(u
′′)ψb(v
′′)
(E − λa)− µb
∣∣∣∣∣
≤
∣∣∣Λ(n′)L (u′)∣∣∣ maxλa |GΛ(n′′)L (u′′)(u′′, v′′;E − λa)| ≤ LN−1 e−Lβe−mL. 
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8. Appendix B
Lemma 8.1. Consider two points x, y ∈ ZNd and an integer L > 0. Suppose that
‖x− y‖ > AL with A = 4B + 6, B > 0, and
dist(Λ
(N)
L (x),D0) < BL, dist(Λ
(N)
L (y),D0) < BL. (8.1)
Then for all j = 1, . . . , N , we have ΠjΛ
(N)
L (x) ∩ΠjΛ
(N)
L (y) = ∅.
Figure 1. Cubes Λ
(2)
L (x) and Λ
(2)
L (y) with non-overlapping projections
Proof. (See Fig. 4 illustrating the caseN = 2, d = 1.) Eqn (8.1) implies that there exist
some points u = (u1, . . . , u1) ∈ D, v = (v1, . . . , v1) ∈ D such that ‖x − u‖ ≤ L + BL,
‖y − v‖ ≤ L+BL. Then we have, by triangle inequality,
‖x− y‖ ≤ ‖x− u‖+ ‖u− v‖ + ‖v − y‖ ≤ (2B + 2)L+ ‖u− v‖,
so that
‖u− v‖ ≥ ‖x− y‖ − (2B + 2)L > 2(B + 2)L, (8.2)
and also
ΛL(x) ⊂ Λ(B+2)L(u), ΛL(y) ⊂ Λ(B+2)L(v).
Similar inclusions hold true for the projections:
ΠjΛ
(N)
L (x) ⊂ ΠjΛ(B+2)L(u), ΠjΛ
(N)
L (y) ⊂ ΠjΛ(B+2)L(v).
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However, Eqn (8.2) implies that cubes Λ(B+2)L(u) and Λ(B+2)L(v) are disjoint, and so
are, therefore, the projections ΠjΛ
(N)
L (x) and ΠjΛ
(N)
L (y). 
9. Appendix C. Decay of subharmonic functions
9.1. From subharmonic to monotone functions. To emphasize the essentially
one-dimensional nature of the argument used in the proof of Lemma 4.2 and to make
notations and calculations less cumbersome, we introduce the ‘radial’, one-dimensional
counterpart of the notion of an (ℓ, q,S)-subharmonic function.
Definition 9.1. Consider an interval I = [[0, L]] decomposed into complementary
subsets S, R = I \ S, and let a number q > 0 and an integer ℓ ∈ [1, L/2) be given.
A non-negative function F : I → R+ will be called (ℓ, q,S)-monotone, if for any
r ∈ R ∩ [[0, L− ℓ]] one has
F (r) ≤ qM(F, [[0, r + ℓ]]),
while for any r ∈ S ∩ [[0, L− ℓ]]
F (r) ≤ qM(F, [[0, R(r) + ℓ]]),
where R(r) is defined by
R(r) = min{r′ ∈ [[r + 1, L]] : [[r′ − ℓ, r′ + ℓ]] ⊂ R}, (9.1)
in the case where the set of values r′ figuring in the RHS is non-empty. In all other
cases, no specific upper bound on F (r) is assumed.
Lemma 9.2. Let F : [[0, L]]→ R+ be an (ℓ, q,S)-monotone function. Suppose that S
consists of K ≥ 0 disjoint intervals of total length W = |S|. Then
(A)
F (0) ≤ q[(L−W )/ℓ]M(F, [[0, L]]) (9.2)
(with [ · ] in the exponent standing for the integer part);
(B) more generally, for any 0 ≤ r < L−W − ℓ,
M(F, [[0, r]]) ≤ q[(L−r−W )/ℓ]M(F, [[0, L]]). (9.3)
Proof. First of all, observe that one can replace the interval I = [[0, L]] by
I ′ = [[0, ℓ+max{r ∈ I : [[r − ℓ, r + ℓ]] ⊂ R}]],
setting also S ′ = S ∩ I ′, R′ = R ∩ I ′, and restricting F on I ′. Indeed, there is no
assumption on the function F for the points in I \ I ′. Clearly, this gives rise in K ′ ≤ K
and |S ′| ≤ |S|. We will assume that this reduction has already been performed.
Next, without loss of generality, assume that S is a union of disjoint intervals Sj ,
j = 1, . . . ,K, and consider any of these intervals, Sj = [[aj , bj ]]. By definition, for any
point s ∈ Sj we have
F (s) ≤ qM(F, [[0, R(s) + ℓ]]),
and R(s) is constant on the given ”singular” interval Sj = [[aj , bj ]]; more precisely,
R : [[aj − 1, bj]]→ {R(aj − 1)}.
It is convenient to set R(r) = r for all r ∈ R, so that the new function R, defined now
on the entire interval I, is monotone non-decreasing, and strictly increasing at each
point r ∈ R. Introduce a mapping X : I → N by
X (r) = card{[0, r] ∩R}
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and a new interval I˜ = X (I); we will consider X as a mapping X : I → I˜. Note that
for each singular interval Sj = [[aj , bj ]] one has
X : [[aj − 1, bj]]→ {X (aj − 1)}.
On the other hand, if r′ ∈ R and r := X (r′), then X −1(r) = {r′}. As a result, for
any r′ ∈ I, X (r′ + 1)−X (r′) ≤ 1 and, more generally, for any s′ ≤ r′,
X (r′)−X (s′) ≤ r′ − s′. (9.4)
Define a function F˜ : I˜ → R+ by
F˜ (r) = max
r′∈X −1(r)
F (r′).
Let us show that F˜ is (ℓ, q)-monotone on I˜ with the same values of q and ℓ as for the
original function F . To this end, consider r0 ∈ I˜ and any point r′0 ∈ X
−1(r0). The
(ℓ, q)-monotonicity of function F implies that
F (r′0) ≤ qM(F, [[0, R(r
′
0) + ℓ]]).
Set
r′′ = max
r≤r0+ℓ
max{r′ ∈ X −1(r)} ∈ I.
Then r′′ ≥ r′0 + ℓ, since, by Eqn (9.4),
r′′ − r′0 ≥ X (r
′′)−X (r′0) = (r0 + ℓ)− r0 = ℓ.
Combining this inequality with R(r′0) ≥ r
′
0, one can write
F (r′0) ≤ qM(F, [[0, R(r
′
0) + ℓ]])
≤ qM(F, [[0, r′0 + ℓ]])
≤ qM(F, [[0, r′′]]) = qM(F˜ , [[0, r0 + ℓ]]).
Since this bound is valid for every point r′0 ∈ X
−1(r0), we conclude that
F˜ (r0) ≤ qM(F˜ , [[0, r0 + ℓ]]).
For the (ℓ, q)-monotone function F˜ : I˜ → R+, one easily obtain by induction
M(F˜ , [[0,X (L)− nℓ]]) ≤ qnM(F˜ , [[0,X (L)]]) = qnM(F, [[0, L]]),
as long as X (L)− nℓ ≥ 0. Clearly, the maximal possible value of n is given by
n = [X (L)/ℓ] =
[
L−W
ℓ
]
.
This completes the proof of assertion (A).
Assertion (B) follows from (A) applied to the interval [[r, L]]. 
9.2. Proof of Lemma 4.2.
Introduce the function
F : Λ → R+
x 7→ M(|f |, S‖x‖).
It is not difficult to see that it is (ℓ, q, S˜)-monotone, with
S˜ := {r : Sr ∩ S 6= ∅},
so that the claim follows from Lemma 9.2. 
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