In this paper we propose contact lens central thickness measurement with a low coherence interferometry technique using either a SLED source or a broadband continuum generated in air-silica Microstructured Optical Fiber (MOF) pumped with a picosecond microchip laser. Each of these sources associated with the interferometer provides, at the same time, good measurement resolution and quick signal recording without moving any optical elements and without need of a Fourier Transform operation. Signal improvement is performed afterwards by a numerical treatment for optimal correlation peaks detection leading to central thickness value of several contact lenses. 15. I. Verrier, G. Brun, and J. P. Goure, "SISAM interferometer for distance measurement," Appl. Opt. 36, 6 (1997).
Introduction
Daily or monthly disposable contact lenses are more and more appreciated by their users particularly because of their comfort, their obvious convenience and their clinical performance. Thus, the request from the contact lenses wearers is growing and requires an increase in their fabrication. So a fast and precise control of their biological and geometrical characteristics becomes necessary.
The central thickness measurement of the contact lens during its fabrication is essential because of its influence on the final thickness and then its ability to correct in a proper way a refractive default. Usually, the central thickness of random samples from the fabrication batch is measured with a resolution around 0.01 mm by destructive methods. Recently, apparatus have been available on the market allowing the test of 100% of the fabricated products [1] . These apparatus are based on non-contact optical low coherence interferometric techniques with superluminescent diodes (SLED) at the wavelength of 1300 nm [2] [3] . The principle of the measurement consists in comparing a reference pulse with the reflected light from the different layers of the sample under test. The reference pulse has to be synchronized with each of the pulses reflected by the different boundaries of the sample by adjusting for each measurement the delay of the reference pulse with those issued from the sample. To do that, the reference path is modulated by moving the delay line. This technique authorizes a great precision of the order of 1 µm without destruction of the sample.
As written above, the classical low coherence interferometric methods as TD-OCT (Time Domain -Optical Coherence Tomography) require the displacement of an optical element in the experimental set-up to analyze each depth position and then need several acquisitions in order to reconstruct the whole signal [4] [5] . Signal recording could be quite long and to avoid this drawback some researchers have developed a similar approach in the frequency domain, named FD-OCT (Frequency Domain -Optical Coherence Tomography), where a spectrometer is set at the output of the interferometer to achieve the spectral analysis of the intercorrelation signal [6] [7] ; the signal is then reconstructed by a numerical Fourier Transform operation [8] [9] . Despite the fast recording, the difficulty of the FD-OCT remains the sampling for the numerical reconstruction of the signal on its whole dynamics range [10] and the calibration of the detector [11] .
The method proposed here to measure the contact lenses central thickness is also based on low coherence interferometry without needing to move any optical elements and provides directly the intercorrelation signal in a single acquisition [12] [13] . The measurement is straightforward without Fourier Transform operation. However, a numerical treatment could improve the results afterwards.
To demonstrate the ability of such an experiment, two low coherence light sources are used with the interferometer and the results with several contact lenses are compared. Applications of this work could also be considered for other types of samples.
The first part of this paper is devoted to the description of the used set-up and of the obtained signals; the second part examines how optical source influences the correlation signal and explains the calibration method; the last part gathers the experimental results with the two light sources (SLED and supercontinuum) for several samples (two soft lenses and one rigid lens).
Measurement principle
The light of a low coherence source (SLED or supercontinuum) is injected in a Mach-Zehnder interferometer, which is followed by a SISAM (Spectromètre Interférentiel à Sélection par l'Amplitude de Modulation) optical correlator (Fig. 1 ). The SISAM is constituted of two diffraction gratings, a beam-splitter, an imaging lens and a 2D-CCD detector. In the Mach-Zehnder interferometer, the reference arm contains a delay line that is adjusted once at the beginning and that keeps the same position during the acquisition; the sample is set in the measurement arm at the focal point of a microscope objective. 
Low coherence sources
The light source used here is either a SLED emitting at the central wavelength λ 0 = 822.4 nm over a spectral bandwidth of ∆λ = 39 nm (full width at 1/e 2 ) connected to a monomode fiber or a source emitting a supercontinuum light over the visible spectrum up to the near infrared region (flat spectrum around λ 0 = 1064 nm of full width ∆λ = 1580 nm between the minima) generated in an air-silica Microstructured Optical Fiber (MOF) pumped by a picosecond microchip laser [14] .
The wave amplitude after collimation by the lens at the interferometer input is expressed as:
S s r ( ) is the spatial distribution amplitude where r 2 = x 2 + y 2 is the radial component and Γ ν ( ) is the temporal frequencies distribution.
The beam is supposed to be spatially Gaussian for the SLED and with a first order Bessel distribution for the supercontinuum. Indeed, the fiber propagates only the fundamental mode for the wavelengths associated to the SLED and the MOF inside which is generated the supercontinuum propagates only the LP 11 mode in the visible range. Then, for each source, the spatial distribution is: The temporal frequencies spectrum Γ ν ( ) = TF γ t () ( ) of each light source is such as its distribution is Gaussian for the SLED and flat for the supercontinuum: 
Mach-Zehnder interferometer
In the reference arm, the wave propagates in air up to the first diffraction grating and remains nearly collimated. Its phase ϕ R ν ( ) is proportional to the traveling path l R :
In the measurement arm, the wave propagates in air up to the 10x microscope objective, is focalized and reflected back by each interface of the object. Then, the different waves still travel in air up to the second diffraction grating. The phase ϕ i ν ( ) of each reflected wave is expressed as:
where l T , n k , e k are respectively the total path in air, the refractive index and the thickness of the object slice k. The amplitude distributions S R and S i traveling up to each grating are then given by:
The coefficients α R and α T correspond to the reflected and transmitted waves amplitudes by the different beam-splitters for each arm of the interferometer. r i is the reflection amplitude coefficient of the last interface i. For each slice k, the transmission amplitude coefficient is t k .
Assuming that the object is constituted of only one slice (2 interfaces), then the whole amplitude wave in the measurement arm just behind the second grating is:
In the case of same media in front of and behind the object, then the reflection amplitude coefficients r 1 and r 2 are equal (r 1 =r 2 =r) leading to the reflection intensity coefficient R=rr* and to the transmission intensity coefficient T=1-R.
Each interface induces a pulse that propagates up to the second diffraction grating.
SISAM correlator
The fields of the different waves propagated in the Mach-Zehnder interferometer undergo a phase shift by the two SISAM gratings in an antisymmetrical way in each arm. The induced phase shifts are respectively ψ R r,ν ( ) and ψ T r,ν ( ) for the reference and the measurement arms. These waves are then added by the beam-splitter onto the CCD detector. The resulting amplitude S r,ν ( ) is the sum of the waves phase-shifted by the object and the gratings:
The integral of the power spectral density C SS r,ν ( ) of the resulting wave S r,ν ( ) , on the whole source frequency bandwidth, yields to the light distribution E C r ( ) at the output of the SISAM:
( ) is the autocorrelation function of the resulting wave S r,ν ( ) :
The phase difference ∆ψ = ψ T −ψ R due to the diffraction gratings is developed at the first order around the central frequency ν 0 and is expressed as:
X is the horizontal coordinate (perpendicular to the grating lines) bound to the detector. The mathematical definition of X and calculation steps of Eq. (11) have been already developed [15] . The lens at the output of the SISAM images the two gratings planes onto the 2D-CCD camera with a magnification equal to 1. N 0 = 150 l/mm is the lines number per millimeter of each grating, ′ θ 0 the diffraction angle for the source central wavelength λ 0 and ′ θ p the diffraction angle corresponding to the flat tint (beams are parallel and superposed) at the wavelength λ p . The incidence angle upon the gratings is θ 0 = 82.5°. In order to add the beams after the gratings, the beam-splitter is set at 45° from each diffracted beam at the wavelength λ p (flat tint) ( Fig. 2 ). As a matter of fact, the SISAM plays the role of correlator between the measurement and reference fields by their direct temporal intercorrelation in real time without moving the delay line. The phase shift induced by the two diffraction gratings on each wave transverse section permits then to avoid the modulation of the reference optical path contrary to TD-OCT and does not need any numerical Fourier Transform operation, as it is the case for FD-OCT.
The light distribution on the detector is finally written as:
with:
Equation (12) exhibits 3 terms:
between the minima for the supercontinuum and ∆X = 2 π 2 ∆νQ at 1/e 2 for the SLED;
• A second vertical correlation peak centered at X 1 = − ∆l + 2n 1 e 1 cQ of same full width.
The two correlation peaks have nearly the same width depending on the source spectral width ∆ν and on the Q factor induced by the SISAM: the greater the source spectral bandwidth ∆ν and the factor Q are, the thinner the peaks are. The Q factor, when developed at the first order, varies in the same way as N 0 , θ 0 and (λ 0 ) -1 .
It can be deduced that the correlation peaks are thinner when the source spectral bandwidth ∆ν, the incidence angle θ 0 on the grating and the grating dispersion are increasing (N 0 high) and when the central wavelength λ 0 is decreasing. However, the light distribution at the set-up output has been calculated with an approximation of the phases induced by the SISAM gratings since the phase difference development of Eq. (11) is limited to the first order; the dispersion terms of higher orders lead to phase distortion. Furthermore, the microscope objective in front of the sample induces additional dispersion that contributes to correlation peaks broadening in particular for very broadband spectrum such as the supercontinuum source.
The peaks are centered at the group delays of each of the reflected waves by the object and are weighted by the SISAM scale factor Q that imposes then the measurement range and the resolution. Moreover these peaks are spatially modulated at 2ν 0 c sin ′ θ p − ′ θ 0 ( ) frequency leading to a greater oscillations number in the peaks when the temporal central frequency ν 0 and the diffraction angles difference θ p '-θ 0 ' are growing. The peak location is chosen at the maximum of the oscillations envelop.
Correlation signals, calibration and limits of the set-up

Correlation signals, numerical treatment and calibration
As explained in the section 2, the signal captured by the 2D-CCD detector (Sony XC-EI50CE) does not only depend on the SISAM configuration but also on the selected optical source (SLED or supercontinuum). At first, to show how the source influences the correlation signal, a mirror is used as object and set at the focal plane of the microscope objective. The delay line is kept at a fixed position so that the two arms of the interferometer are nearly equal. Then, the 2D-CCD camera records a correlation signal for the SLED (Fig. 3(a) ) or the supercontinuum ( Fig. 3(b) ) light sources. Each of the two signals exhibits, inside its envelope, only one vertical correlation peak due to the interferences between the reference pulse and the single reflected pulse by the mirror. The spatial envelop of the light distribution differs for the SLED and the supercontinuum (Eq. (12)): the SLED one is a Gaussian function and is maximum at the centre of the camera whereas the supercontinuum one varies as a first order Bessel function and reveals two sides lobes along the y-axis with a minimum at its centre.
In order to improve the correlation signal, a numerical treatment has been developed with Matlab in the following manner. The signals corresponding to the measurement and reference arms are also recorded separately and subtracted from the correlation signal in order to suppress the continuous background (Figs. 4(a) and 4(d)). A region of interest of the subtracted signal is then selected and a vertical Prewitt filter (method for edge detection) is applied to this region for extraction of the strong contrast areas (Figs. 4(b) and 4(e)). A sum over the columns and suppression of linear tendency part by part allows enhancing the signal. Then, each peak is automatically detected by search of the maxima inside the signal envelop (Figs. 4(c) and 4(f)) in the following way: all the values exceeding a threshold are taken into account. The threshold is chosen to be as three times the sliding standard deviation calculated with the values immediately before the considered point.
The peak maximum and the standard deviation expressed in grey level sum are 2300 and 60 for the SLED (Fig. 4(c) ) whereas these values are 5900 and 50 for the supercontinuum (Fig. 4(f) ). It leads to SNR equal to 16 dB for the SLED and 21 dB for the supercontinuum.
For each light source, the set-up is now calibrated by moving the delay line with the mirror used as object. For each position LR i of the delay line, the 2D-CCD camera records the correlation signal including the vertical correlation peak that stands at different areas on the image recorded by the CCD detector. The peak is localized (pixel number) as explained in the previous paragraph using a program developed with Matlab. Figure 5 shows the corresponding signals for three positions LR i of the delay line and for the two sources, leading in the following study (section 4), to the measurement of the central thickness of contact lenses. The peaks detection gives access to the relationship between the pixel number (corresponding to the peak position) and the delay line position (corresponding to the object position) as represented in Fig. 6(a) for the SLED and in Fig. 6(b) Pixel number X These calibration curves lead to a conversion coefficient of 1.798 µm/pixel for the supercontinuum and of 1.924 µm/pixel for the SLED.
Resolution, accuracy and measurement range
The calibration of the set-up when using the SLED or the supercontinuum source enables us now to compare, in term of optical paths, the peaks width that induces the resolution of the measurement. These theoretical values of the peaks widths between two minima for the supercontinuum are deduced from Eqs. 11 and 12 and given by:
For the SLED, Eq. (13) has to be multiplied by the coefficient 2 π when the peak width is estimated at 1/e 2 . The numerical values of λ o and ∆λ are firstly depending on the two sources but also on the CCD detector which bandwidth can reduce the wavelength spectrum. In our case, the CCD spectral bandwidth is [300 -1000 nm] which includes the wavelength spectrum of the SLED but not that of the supercontinuum. Taking into account the spectral limitation of the CCD detector leads to the values of λ o = 650 nm and ∆λ = 700 nm for the supercontinuum whereas for the SLED, these values λ o = 822.4 nm and ∆λ = 39 nm are staying the same as those of the source. The wavelength values corresponding to the flat tint are λ p = 632.5 nm (alignment with an HeNe) for the SLED and λ p = λ o = 650 nm for the supercontinuum. Then, with the help of the above numerical values, the theoretical widths of the correlation peaks are calculated: ∆X = 59µm = 7 pixels (1 pixel = 8.6 µm on the detector) for the SLED and ∆X = 3µm = 0.35 pixel for the supercontinuum. Here, it can be noticed that, for the SLED, the correlation signal is well sampled, as the peak width is greater than two pixels. It is not the case for the supercontinuum, whose correlation signal retrieval could be critical as its width is smaller than one pixel. However, the sampling will not be a limitation, even for the particular case of the supercontinuum, because actually its correlation peak broadens as seen in the following paragraph.
The peak widths theoretical values are now compared with the experimental ones. The full width at 1/e 2 of the correlation peak for the SLED is measured to be 8 pixels ( Fig. 4(c) ) corresponding to an optical path difference of ∆δ = 15 µm (see calibration in Fig. 6) , whereas for the supercontinuum, the peak full width is of 44 pixels or ∆δ = 79 µm (Fig. 4(f) ). Thus, the experimental peak width value is close to the theoretical one for the SLED contrary to the values for the supercontinuum. Indeed, when the optical frequency bandwidth becomes very large (case of the supercontinuum), the correlation peak undergoes broadening due to dispersion effect. This is not taken into account in Eq. 13 because the dispersion terms of high orders induced by the gratings, that contribute to phase distortion, have been omitted as well as the dispersion induced by the microscope objective. As a result, the experimental correlation peak for the SLED is clearly getting thinner than that of the supercontinuum.
These experimental values of the correlation peak widths do not affect the accuracy and then the measurements results even in the case of the supercontinuum because the peak is always detected by the same criteria (search of the maximum of the oscillations envelop by the Matlab program). But the peak widths lead to the determination of the set-up resolution as established in the following paragraph.
a) Resolution
Let us consider now the case of different optical paths to be determined in the measurement arm, several intercorrelation peaks will then appear. To differentiate among them, the peaks of spatial width ∆X must be well separated in order to be detected by the camera. Limitation to resolve the peaks is given at first sight by the Rayleigh criteria: the peaks separation must be greater than their half width (at 1/e 2 for the SLED or between the minima for the supercontinuum). This condition implies that the path difference (δ = n 1 e 1 ) is large enough and greater than δ min = ∆δ/2 = 8 µm for the SLED and δ min = ∆δ/2 = 40 µm for the supercontinuum. The resolution of the set-up is then better for the SLED than for the supercontinuum.
b) Measurement range
Another point to be considered in the set-up is the maximum optical path difference that can be measured. The measurement range gives this upper limit of the optical path difference that should not exceed the maximum value corresponding to the camera field of 768 pixels. Indeed, in our experiment, the horizontal width of the beam is not a limiting factor to the measurement range. Then the optical path difference must not be greater than δ max = 1.48 mm (768 pixels) for the SLED and δ max = 1.4 mm (768 pixels) for the supercontinuum (see the corresponding conversion coefficients subsection 3.1). The measurement range is nearly the same for both sources.
c) Accuracy
The last limit presented here is the measurement accuracy that is fixed by the ability of the Matlab program to localize one correlation peak. The peak width does not influence the accuracy of the measurement much whereas the signal to noise ratio (SNR) is a limiting factor. Indeed, the position of the correlation peak is determined with a better accuracy if SNR is as high as possible. For the supercontinuum, the signal to noise ratio could be enhanced by suppression of the area in between the two lobes of the envelop signal ( Fig. 4(e) ). This central area does not bring any information about the signal and reduces the signal to noise ratio when the sum is achieved on the signal columns.
To quantify the set-up accuracy, a set of ten correlation signals has been recorded under the same experimental conditions. The numerical process is applied to each of the ten signals in order to compare the position of the correlation peak. At worst, the maximum of the correlation peak is localized at one pixel around + 1 pixel. Thus, the set-up accuracy is considered to be of 3 pixels corresponding to an optical path of 5 µm for the supercontinuum and 6 µm for the SLED (see the corresponding conversion coefficients subsection 3.1). In the section 4, the accuracy is considered to be the same (6 µm) for the SLED and the supercontinuum.
The limits of the set-up being known, measurements with different samples can be now realized in order to validate the set-up.
Experimental results
Three contact lenses are tested in air: two soft lenses and a rigid one. Soft contact lenses refractive index and center thickness significantly depend on their water content. So for all the experiments, the lenses are taken out of their solution and immediately set into a box with their apex in front of the objective. The measurement takes a few seconds so that the lenses have no time to suffer from dehydration and are considered as wet.
Soft contact lens (-3.75D)
The first measured sample is a soft contact lens of optical power -3.75D made in Balafilcon A material. The mean values of the central thickness and refractive index given by the manufacturer are roughly e 1 = 90 µm and n 1 = 1.4.
As explained in subsection 3.1, the CCD detector records three images (one for the correlation, one for the measurement signal and one for the reference signal). The interferences signal is extracted and shows two correlation peaks issued from the two contact lens interfaces. Figure 7 (a) shows the correlation signal after subtraction and numerical treatment when using the SLED source. It permits to obtain the following results: the positions of the two peaks induced by each faces of the lens are localized on the pixels which numbers are X 0 = 318 and X 1 = 387. The optical path difference δ = n 1 e 1 is corresponding to 69 pixels leading to the lens central thickness. So, δ = 131 + 6 µm and e 1 = 131/1.4 = 95 + 4 µm.
For the supercontinuum source ( Fig. 7(b) ), the two correlation peaks, corresponding to the two lens interfaces, are separated by 72 pixels meaning that e 1 = 93 + 4 µm. For both of the sources (SLED and supercontinuum), the experimental values of the central lens thickness agree with the one given by the manufacturer (roughly 90 µm). 
Soft contact lens (-4.75D)
The second sample is a soft contact lens fabricated in the same material (Balafilcon A) as the first lens but with an optical power of -4.75D. Measurements are realized in the same way as for the first sample. The mean values of the central thickness and refractive index are also roughly e 1 = 90 µm and n 1 = 1.4. Figure 8(a) gives the numerical treatment of the correlation signal when using the SLED source and leads to the following results: the two correlation peaks induced by each of the lens interfaces are localized on the pixels which numbers are X 0 = 312 and X 1 = 378 and the central thickness is e 1 = 91 + 4 µm. It has to be noticed that the small peak (around the pixel n°110) detected by the program is not significant and must not be taken into account. For the measurement with the supercontinuum source ( Fig. 8(b) ), the gap between the two correlation peaks corresponding to the lens interfaces is of 78 pixels leading to e 1 = 101 + 4 µm and is greater than the expected value (nearly 90 µm) whereas the measurement with the SLED source agrees with the value given by the manufacturer. This could be explained by the fact that, in the case of the supercontinuum, the reference beam is not strictly superimposed on the measurement one in the vertical direction.
Rigid contact lens (-4.5D)
The last studied sample is a rigid contact lens of optical power -4.5D and fabricated in SiloxanyIMA-fluoroMA-MMA material. The mean values of its central thickness and refractive index are roughly e 1 = 140 µm and n 1 = 1.48. Figure 9 (a) shows the signal when using the SLED source and the two correlation peaks corresponding to each lens interfaces are localized on the pixels which numbers are X 0 = 234 and X 1 = 339 corresponding to the lens central thickness of e 1 = 137 + 4 µm. For the measurement with the supercontinuum source ( Fig. 9(b) ), the gap between the two correlation peaks is of 114 pixels and leads to e 1 = 138 + 4 µm in agreement with the value given by the manufacturer as the experimental value obtained with the SLED. Table 1 gathers the different experimental values of the contact lens central thicknesses with each of the two optical sources. The obtained results show that the experimental values of contact lens central thicknesses are those expected. The measurement accuracy is nearly the same with the SLED source or the supercontinuum source (<6 µm).
The temporal frequency distribution of both sources does not much affect these measurements despite the dispersion phenomenon that is more important for the supercontinuum. However, measurement of thinner samples could be limited by the resolution of the system.
The spatial distribution plays almost no role in the measurements except for the choice of the region of interest in the numerical treatment. However this choice is not very critical if the signal to noise ratio is good, that is to say, if the contrast of the correlation signal is sufficiently high. 
Conclusion
In this work, the ability to measure contact lenses central thickness with a good accuracy is demonstrated. Two soft contact lenses and one rigid contact lens of close optical power have been used as samples with two different optical sources. The resolution of the measurements is more efficient for the SLED configuration than for the supercontinuum but the results are nearly the same for each of the optical sources in terms of accuracy (around few µm). However, the resolution of the measurement can be enhanced in the case of the supercontinuum by compensating the dispersion induced by the microscope objective. This will be done in future work by inserting a similar objective in the reference arm. The numerical treatment itself is well adapted as, for the two sources configurations (SLED or Supercontinuum), the correlation peaks are well contrasted. Although, in the particular case of the supercontinuum, the numerical treatment could even take more advantage of a better choice of the region of interest by suppression of the beam central part where the light intensity is minimum.
In the final analysis, the indisputable advantage of this measurement technique is the very fast correlation signal recording since there is neither wavelength tuning nor delay line modulation.
