In memory of Israel Gohberg, who inspired us by his vast knowledge of operator theory, by his deep and fundamental contributions to the subject spanning over 50 years, by his dedication and leadership, and by his inner strength.
Introduction
Throughout u will denote a nonconstant inner function in the unit disk D of the complex plane. The function u will be identified with its boundary function on the unit circle T, and is not assumed to be normalized, i.e., not restricted by the requirement that its first nonvanishing Taylor coefficient at 0 be positive.
The model space K 2 u associated with u is the subspace of the Hardy space H 2 given by K 2 u = H 2 ⊖ u H 2 . The orthogonal projection on H 2 with range K 2 u will be denoted by P u . By a truncated Toeplitz operator on K 2 u is meant the compression to K 2 u of a Toeplitz operator on H 2 . The basic properties of these operators can be found in [4] . Those properties relevant to the present study are stated in detail below.
If T ϕ is the Toeplitz operator on H 2 with symbol ϕ, the corresponding truncated Toeplitz operator on K 2 u will be denoted by A u ϕ : A u ϕ = P u T ϕ | K 2 u ; one calls ϕ a symbol of A u ϕ . The symbol of a truncated Toeplitz operator is not unique (clearly); the extent of nonuniqueness is explicated in Section 2, along with a few other preliminaries.
The main concern below is self-adjoint truncated Toeplitz operators on finite-dimensional model spaces. In this case u is a finite Blaschke product, truncated Toeplitz operators are bounded, and they have bounded symbols (something that can fail for bounded truncated Toeplitz operators on infinite-dimensional spaces [1] ). It is shown in Section 4 that for the self-adjoint finite-dimensional case there is a unique symbol of minimum ∥ · ∥ ∞ norm. The symbol of minimum norm is a so-called alternating step function (precise definition later).
The present paper is a sequel to the paper [2] of Dennis Courtney and me, which dealt with the cases u(z) = z N . The approach here is an adaptation of the one used in [2] .
As will be seen, in the finite-dimensional case, if A u ϕ is self-adjoint and not a scalar multiple of the identity operator, and ϕ is the symbol of minimum ∥ · ∥ ∞ norm, then ∥ϕ∥ ∞ > ∥A u ϕ ∥. The problem of maximizing the ratio ∥ϕ∥ ∞ /∥A ϕ ∥ then arises. This problem, for the case where u is a monomial, was pursued in [2] . Much remains unknown, but in this case it is known, among other things, that the ratios above have a common upper bound (independent of dimension), and that the upper bound π 2 holds in the two-dimensional case (proved in [4] and again in [2] ). Here, in the present more general setting, the two-dimensional case will be examined in detail.
The minimum problem is treated in Sections 3 and 4, the associated maximum problem (for model spaces of dimension 2) in Sections 5 and 7. Section 6 introduces a family of transformations between model spaces. In that section, as well as elsewhere in the paper, some familiar terrain will be retrod for the sake of completeness and clarity of the exposition.
Preliminaries
Factorization of model spaces. The following result is well known and simple to prove. Lemma 2.1. Let u 1 and u 2 be nonconstant inner functions and u
Nevanlinna-Pick interpolation. The Nevanlinna-Pick problem plays a basic role in what follows. The needed version reads as follows. Let u be a finite Blaschke product, not a constant.
Problem (N P) u,h . Let z 1 , . . . , z k be the distinct zeros of u and m 1 , . . . , m k their respective multiplicities. Let h be a function in H ∞ . Find a function in H ∞ of minimum ∥ · ∥ ∞ norm that agrees with h at each z j , and whose derivatives at z j up to order m j − 1 agree with those of h. Theorem 2.1. Problem (N P) u,h has a unique solution, a Blaschke product whose order is less than the order of u, times a positive constant.
As is well known, the theorem can be deduced with the aid of the commutant lifting theorem. For completeness, some of the details will be supplied.
Sketch of Proof.
Elementary reasoning shows there does exist a solution of the interpolation problem of minimum ∥ · ∥ ∞ norm. Let ω be such a solution. By scaling we can reduce the general case to the case ∥ω∥ ∞ = 1, which we thus assume to hold.
We consider the operator A u ω , the compression to K 2 u of the Toeplitz operator T ω . The operator A u ω commutes with the compression to K 2 u of the unilateral shift operator. An application of the commutant lifting theorem then tells us that ∥A u ω ∥ equals the coset norm in H ∞ /u H ∞ of ∥ω + u H ∞ ∥, i.e, ∥A u ω ∥ = 1. As A u ω is a finite-dimensional operator, it attains its norm on a function f of unit norm in K 2 u : ∥P u ω f ∥ 2 = ∥ω∥ ∞ = 1. The preceding equality would be violated if ω f were not in K 2 u , or if |ω| were less than 1 on a subset of T of positive measure. Hence |ω| = 1 almost everywhere on T, i.e., ω is an inner function. Moreover ω, being the quotient of two functions in K 2 u , is continuous on T, so must be a finite Blaschke product. The functions in K 2 u are rational functions with fewer zeros in D than the order of u (as one can deduce, for example, with the aid of Lemma 2.1). As ω is the quotient of two such functions, its winding number around T is less than the order of u, so the order of ω is less than that of u.
To see ω is unique, suppose ω 1 is another minimum-norm solution of the interpolation problem. The reasoning above then applies with ω 1 in place of ω so ω 1 is also a finite Blaschke product. The function
is also a solution of the interpolation problem, for it agrees with h and its derivatives in the required way at the zeros of u, while its ∥ · ∥ ∞ norm is at most 1, so must equal 1 since it can be no smaller. Hence
is also a finite Blaschke product. Thus
Nonuniqueness of symbols. Let u here be any nonconstant inner function. For ϕ in L 2 , the (possibly unbounded) truncated Toeplitz operator A u ϕ can be defined by the straightforward extension of the definition from Section 1 for the case where ϕ is bounded:
The following result is proved in [4] (Theorem 3.1). 
The following result is contained implicitly in the paper [5] , as a step in the proof of Theorem 2.1 of [5] , which established an analogous result for infinite Blaschke products. Theorem 2.3. Let u be a finite Blaschke product with distinct zeros z 1 , . . . , z n having respective multiplicities m 1 , . . . , m n . Let w j,k , j = 0, . . . , m n−1 , k = 0, . . . , n, be complex numbers. Then there is a function g in K 2 u such that g ( j) (z k ) = w j,k for each j and k.
Reformulation of the minimum problem
Let u be a nonconstant finite Blaschke product and A a self-adjoint truncated Toeplitz operator on K 2 u , not a scalar multiple of the identity operator. Let S(A) = {ϕ ∈ L ∞ : A = A u ϕ }, the family of bounded symbols of A. An elementary argument shows that S(A) contains a symbol of minimum ∥ · ∥ ∞ norm. We aim to identify such a symbol, and to prove it is unique. In this section we recast the problem in a form to which Theorem 2.1 can be applied. The approach is an adaptation of the one employed in [2] . Let c = min{∥ϕ∥ ∞ : ϕ ∈ S(A)}.
Since ∥Reϕ∥ ∞ ≤ ∥ϕ∥ ∞ , the desired conclusion follows.
Let ϕ be in S * (A), and let g = P + ϕ − 1 2  ϕ(0), where P + : L 2 −→ H 2 is the orthogonal projection. The function g is in H 2 , and ϕ = 2 Re(g), giving the following conclusion.
The case omitted in the discussion above, the case where A is a scalar multiple of the identity, is easily taken care of: if γ is the scalar in question, then the constant function γ is the unique symbol of least ∥ · ∥ ∞ norm. To see this, consider (with no loss of generality) the case γ > 0. By Theorem 2.2, the general real-valued symbol of A is γ + 2 Re(u f ) with f in H 2 . If |γ + 2 Re(u f )| ≤ γ almost everywhere on T, then Re(u f ) ≤ 0 almost everywhere on T. But this implies that u f is an outer function unless f = 0.
Solution of the minimum problem
We retain the notations of Section 3. Let g be a function in H(A) such that c = 2∥Reg∥ ∞ . We form the domain
an open vertical strip of width c bisected by the imaginary axis. The domains D and S are conformally equivalent under the map σ : D −→ S given by
here, Log denotes the principal branch of log. The inverse map τ : S −→ D is given by
The composite function
We consider the interpolation Problem (N P) u,h . As ∥h∥ ∞ ≤ 1, Theorem 2.1 tells us there is a unique solution ω, a Blaschke product of order less than that of u, times a constant in (0, 1]. It is asserted that ω is in fact a Blaschke product, equivalently, that ∥ω∥ ∞ = 1. Suppose ∥ω∥ ∞ < 1, and consider σ • ω = c πi Log ( 
with the series converging uniformly in D under the assumption that ∥ω∥ ∞ < 1. As ω is a solution of (N P) u,h , the function h − ω is in u H ∞ . We have
the series converging locally uniformly in D. In the series, the numerator in each term is divisible in H ∞ by u, and if we factor out u from each term the resulting series will still converge locally uniformly in D. We can conclude that (g − (σ • ω))/u is holomorphic in D. On any circle |z| = r , where 0 < r < 1, the preceding quotient is bounded in L 2 norm by
from which we can conclude that g − (σ • ω) is in u H 2 , and hence, by Theorem 2.2, that 2 Re(σ • ω) is a symbol for A. But under the assumption ∥ω∥ ∞ < 1, the range of σ • ω lies in a compact subset of the strip S, implying that 2∥Re(σ • ω)∥ ∞ < c, a contradiction. We can conclude that ω is a Blaschke product, as asserted.
We thus have g = c πi Log
with ω a Blaschke product of order less than that of u. The corresponding symbol for A is the function
Definition. For c > 0 and n a positive integer, an alternating step function of height c and order n is a function in L ∞ (of Lebesgue measure on T) that assumes alternatingly the values c and −c on 2n subarcs that form a partition of T. It is proved in [2] (Section 4) that the function ψ above is an alternating step function of height c and order equal to the order of ω. This combined with what has previously been established gives the following result, except for the assertion concerning uniqueness. To incorporate the case of scalar multiples of the identity, we enlarge the class of alternating step functions to include real-valued constant functions, which we declare to have order 0. Theorem 4.1. A self-adjoint truncated Toeplitz operator on K 2 u has a unique symbol of minimum ∥ · ∥ ∞ norm, an alternating step function whose order is less than the order of u. If the operator is not a scalar multiple of the identity, the symbol can be written as Proof of Uniqueness. Suppose the self-adjoint truncated Toeplitz operator A on K 2 u has two symbols ψ 1 and ψ 2 of minimum ∥ · ∥ ∞ norm. By what has already been proven, ψ 1 and ψ 2 are both alternating step functions of the same height. The function ψ = 1 2 (ψ 1 +ψ 2 ) is also a symbol for A, and ∥ψ∥ ∞ ≤ ∥ψ 1 ∥ ∞ = ∥ψ 2 ∥ ∞ . The strict inequality ∥ψ∥ ∞ < ∥ψ 1 ∥ ∞ is impossible, so actually ∥ψ∥ ∞ = ∥ψ 1 ∥ ∞ = ∥ψ 2 ∥ ∞ , and, moreover, ψ must be an alternating step function. As is easily seen, that implies ψ 1 = ψ 2 .
In the other direction, it is proved in [2] (Theorem 5.1) (see also [3] 
Self-adjoint truncated Toeplitz operators on two-dimensional model spaces -part 1
Let u be a finite Blaschke product, and let A u ψ be a self-adjoint truncated Toeplitz operator on K 2 u , with ψ being the symbol of minimum ∥·∥ ∞ norm, thus an alternating step function. Assume also A u ψ is not a scalar multiple of the identity operator. Then ∥A u ψ ∥ < ∥ψ∥ ∞ , for otherwise ψ would be the ratio of two functions in K 2 u , hence a rational function, which it clearly is not. The question then arises of how large the ratio ∥ψ∥ ∞ /∥A u ψ ∥ can be. An exact answer to the preceding question is known only for the case where u(z) = z 2 ; in that case the maximum ratio is π 2 [4] . In this section and in Section 7 the question will be studied for the general case in which u is a Blaschke product of order 2. In the present section we assume u(z) = z( z−r 1−r z ), where 0 < r < 1. Our aim, then, is to maximize ∥ψ∥ ∞ /∥A u ψ ∥ as ψ ranges over the alternating step functions of order 2. For this we can assume with no loss of generality that ∥ψ∥ ∞ = 1, in other words, that ψ has height 1. Our problem then reduces to that of majorizing 1/∥A u ψ ∥, which we replace with the problem of minimizing ∥A u ψ ∥. (We are proceeding here as in [2] , Section 6, which dealt with the case u(z) = z 2 .)
The general case is easily reduced to the case where ψ has a discontinuity at z = 1, with a jump of 2, and a discontinuity at e it , where 0 < t < π, with a jump of −2. Thus we have
An application of Lemma 2.1 shows that the functions e 1 (z) = 1 and e 2 (z) = √ 1 − r 2 ( z 1−r z ) form an orthonormal basis for K 2 u . We let α = ⟨A u ψ e 1 , e 1 ⟩, β = ⟨A u ψ e 2 , e 2 ⟩, γ = ⟨A u ψ e 1 , e 2 ⟩. The numbers α, β, γ of course depend on the parameters r and t, but that dependency will be suppressed for the time being in order to simplify the notation.
The matrix for A u ψ relative to the orthonormal basis e 1 , e 2 is thus  α γ γ β  ,
The roots of the characteristic polynomial are 
(c) We compute ⟨A u ψ e 2 , e 1 ⟩, the complex conjugate of γ . We have
In (b) and (c), an examination of the calculations above shows that log and arg in the end results should be interpreted as Log and Arg, the principal values.
We now express the roots of the characteristic polynomial of the matrix for A u ψ in terms of r and t. As
we obtain
The largest root, in terms of absolute value, is the norm of A u ψ . We conclude that
Ideally one would like to minimize ∥A u ψ ∥ as a function of t for each r in (0, 1). Finding the minima exactly is perhaps too much to hope for, as the following observations suggest.
With a little work one can rewrite the term outside the radical in the expression above for
Arg (e it − r ). Thus, it decreases from 1 to 0 as t increases from 0 to π . Inside the radical, the term Log| 1−r e it 1−r | (=Log| e it −r 1−r |) increases monotonically from 0 to Log ( 1+r 1−r ) as t increases from 0 to π . The absolute value of Arg (1 − r e it ), one can show, increases as t does for cos t between 1 and r , and thereafter decreases to 0.
For the case t = π the norm of ∥A u ψ ∥ becomes
πr Log ( 1+r 1−r ), which gives us upper bounds for the elusive minima. We examine the dependence on r .
We write
where η 1 (r ) = Log ( 1+r 1−r ) and η 2 (r ) = πr (1 − r 2 ) −1/2 . As r −→ 0 both η 1 (r ) −→ 0 and η 2 (r ) −→ 0; as r −→ 1 both η 1 (r ) −→ ∞ and η 2 (r ) −→ ∞. L'Hospital's rule can be used to find the limits of η(r ) as r −→ 0 and as r −→ 1. After a bit of calculation one finds
By l'Hospital's rule, lim r −→0 η(r ) = 2 π and lim r −→1 η(r ) = 0. Recall that 1/η(r ) minimizes the maximum of ∥ψ∥ ∞ /∥A u ψ ∥ as A u ψ varies over all self-adjoint truncated Toeplitz operators on K 2 u for u(z) = z( z−r 1−r z ), with ψ being the symbol of minimum ∥ · ∥ ∞ norm. As r −→ 0 the minimizer approaches π 2 , the known maximum for the case u(z) = z 2 . As r −→ 1 the minimizer approaches ∞. Thus there is no finite upper bound for the ratios ∥ψ∥ ∞ /∥A u ψ ∥. Incidentally, one can show that the function η is strictly monotonic on [0, 1]. This is a calculus exercise and will not be included here.
In the next section, a family of transformations is introduced which enable one to reduce the case where u is a general Blaschke product of order two to the special case studied in this section.
Composition transforms
In this section, u denotes an arbitrary nonconstant inner function, and m denotes normalized Lebesgue measure on T. We fix a point a in the unit disk D and define two conformal automorphisms v + and v − of D by
which are inverses of each other: v + (v − (z)) = z. We shall construct unitary maps J + :
, and establish the basic properties of these maps.
Proof. It suffices to establish the equality when f = χ E , the characteristic function of a measurable subset E of T.
, the desired conclusion is immediate.
is the value at a of the harmonic extension of f into D.
Proof. For n in Z, the nth Fourier coefficient of m • v − is (according to Lemma 6.1) given by
As v + (0) = a, we obtain
Proof. We have
We define the operators J 0
Lemma 6.4. J 0 + and J 0 − are unitary operators on L 2 (m). Proof. The proof will be given for J 0 + , the one for J 0 − being the same. Note that
It is surjective because its range contains the functions
and these functions span L 2 (m).
Lemma 6.5. J 0 + and J 0 − are adjoints of each other. Proof. It will suffice to show that J 0
.
1−az , the right side equals f (z). We let J + and J − be the restrictions of J 0 + and J 0 − to H 2 , respectively. Lemma 6.6. J + and J − are unitary operators on H 2 , adjoints of each other.
Proof. The operators are isometric by Lemma 6.4. One can see they map H 2 onto H 2 by, for example, applying them to the standard orthonormal basis vectors for H 2 . That they are adjoints of each other is immediate by Lemma 6.5.
Recall that u is a general nonconstant inner function.
As f ranges over H 2 the images J + f range over (u • v + )H 2 , by Lemma 6.6.
Lemma 6.8.
Proof. Immediate from Lemmas 6.6 and 6.7.
The next lemma is not needed for present purposes but is included for completeness.
Lemma 6.9. The operator J + | K 2 u transforms the conjugation on K 2 u to the conjugation on
Proof. Let C u and C u•v + denote the respective conjugations. For f in K 2 u and z on T, we have on the one hand
On the other hand, since
The expressions found for C u•v J + f and J + C u f coincide.
Proof. For f and g in K 2 Note that if λ = µ then (u • v)(z) = z 2 , the case where the exact maximum is known to be π 2 . One wonders, naturally, whether the lower bounds found for the maxima of ∥ψ∥ ∞ /∥A u r ψ ∥ are in fact exact. Perhaps that issue could be clarified numerically.
Summary. The problem studied in Sections 5 and 7, with help from an excursion in Section 6, is that of finding how large the ratio ∥ψ∥ ∞ /∥A∥ can be when A is a self-adjoint truncated Toeplitz operator on a two-dimensional model space whose symbol of minimum ∥ · ∥ ∞ norm is ψ. As above, let u be a Blaschke product of order two with zeros λ and µ, and let r = | µ−λ 1−λµ |. The results:
• For fixed r in (0, 1), the maximum of interest is at least as large as 1/η(r ), where η(r ) = √ 1 − r 2 πr Log  1 + r 1 − r  .
• 1/η(r ) −→ π 2 as r ↘ 0.
• 1/η(r ) −→ ∞ as r ↗ 1.
In particular, there is no finite upper bound for the ratio of interest.
