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Abstract
Climate change is one of the most serious environmental threats that humanity has ever
been confronted to. Hydrological models are vital tools to asses its impacts on the water
cycle and water resources. The goal of this project is to evaluate and improve the capacity
of the HBV model (Hydrologiska Byr˚ans Vattenbalansavdelning) in simulating hydrologi-
cal processes in mountainous and glacierised regions under both the present and future
climate. This goal is achieved in two steps: (1) implement routing and glacier retreating
modules in a grid-based HBV model for mountainous and glacierised areas in Norway
and the Himalayan region (i.e. Bhutan and India); (2) calculate available water resource
scenarios for two Himalayan basins with considerable glacier coverage and growing water
demand. The thesis is composed of four peer-reviewed articles which focus on the two steps.
Articles I and II examine model setting eﬀects on their performance in reproducing
major hydrological processes. Articles I implemented routing algorithms in the grid-based
HBV model and tested them at various spatial resolutions in the Glomma basin (Norway).
The routing procedures improved the model performance in daily runoﬀ simulation to
varying extents. A hillslope routing method and its combination with the channel routing
returned a Nash-Sutcliﬀe coeﬃcient 0.05 higher than the initial grid-based model. Arti-
cles II evaluated ﬁve variants of the HBV model in runoﬀ simulation of interior points and
internal variables in the Norsfoss basin (Norway). The ﬁve variants were a lumped (LW-
hole), a semi-distributed (SBand) and three grid-based models, GRZero (without routing),
GROne (hillslope routing) and GRTwo (hillslope and channel routing). For runoﬀ simula-
tions, GRTwo and GROne were superior over other model variants in model eﬃciency,
particularly in simulating low ﬂow. This superiority deteriorated in reproducing runoﬀ
at six interior points. Compared with measurements of snow water equivalent at snow
pillows and groundwater depth in piezometers, all grid-based models had a similar eﬃciency.
Articles IIII and IV include an integration of a mass conserving glacier model into
the HBV model and its application in water resource projections. Article III combined the
glacier retreat model with the HBV model. The coupled model was tested in three basins
(the Nigardsbreen basin in Norway, the Chamkhar Chhu basin in Bhutan and the Beas
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basin in India) with diﬀerent glacier coverage and hydrologic regime. Results showed that,
in addition to runoﬀ simulation, the model gave a high eﬃciency in reproducing glacier
annual mass balance in the Nigardsbreen basin where measurements are available to verify
the results. Moreover, the model provided maps of snow distribution and glacier runoﬀ.
Article IV projected available water resources per capita (Wp) for the Chamkhar Chhu
(eastern Himalaya) and the Beas (western Himalaya) basins for the period 2010–2050.
All climate projections indicated signiﬁcant increases in annual temperature, but not in
annual precipitation. All Wp projections revealed pronounced water resources drops jointly
induced by continuous climate change and population growth. The latter is responsible
for roughly 40% of the water declines. The regional climate models and CO2 emissions
cause approximately 30% unceratainties ranging from 11% to 44%. When considering
±20% inaccuracy in population estimations, the highest uncertainty reaches 87%. The
uncertainties are worthy of attention, but there is no doubt that the two basins are facing
serious water scarcity and the water conditions will get worse. Water shortage has been
and continues to be a major constraint of economic and social development.
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Part I
Introduction and Synthesis
1

1 Introduction
1.1 Motivation
Water is one of the key elements of life on the earth. All living organisms need water
every day to survive. For the public community, it is easy to take for granted fresh
water once they turn on a tap. In addition to drinking water, we need water for hygiene,
agriculture, industry, ﬁshing and recreation. Hydrology is the science that supports proper
and sustainable use of water and explores more values.
The earth is a closed system in terms of water exchange. This means that total amount of
water on the earth does not change. However, its form can be changed and be transformed
according to the water cycle shown in Figure 1.1. Hydrology includes scientiﬁc studies of
the water cycle, distribution and quality of water on the earth, as well as water resources
and environmental watershed sustainability. It provides insight for environmental engi-
neering, policy, and planning.
Water is not only a major driving force shaping our earth and limiting energy exchange with
the sun, but it also links atmosphere, ecology, hydrology and human activities. Therefore,
accurate modelling of water is vitally meaningful not only to hydrologists, but has also
relevance of scientists in other ﬁelds.
Hydrological models are useful tools and can explain current knowledge and answer
new questions. At present, most hydrological models describe the hydrologic state of the
art in mathematical equations and computer programs. Among these models, distributed
hydrological models became prevalent since a blueprint proposed by Freeze & Harlan
(1969). The distributed models are able to reproduce hydrological processes at a ﬁne spatial
resolution and have been used in many areas, such as ﬂood forecasting (Hailegeorgis &
Alfredsen, 2015), water resources assessment, streamﬂow prediction (Peel & Blo¨schl, 2011)
and simulating hydrological eﬀects of climate and environmental changes (Hasson et al.,
2014). It is currently well accepted that modelling, particularly distributed modelling,
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Figure 1.1: The water cycle illustrated by Evans & Periman (2015).
seems to be an irreplaceable resort to address complex environmental and water resources
problems.
Caused by greenhouse gas emission, climate change has become a serious environmental
threat. Due to global warming and adverse eﬀects of human activities, distributions of
precipitation and temperature as well as the resulting runoﬀ will undergo enormous changes
throughout the 21st century. These changes have explicit implications for the water cycle
and water resources and put forward new requirements for hydrological modelling.
High elevation areas are experiencing more rapid changes than the global average because
the warming rate is ampliﬁed with elevation (Pepin et al., 2015). In addition, these areas
are more sensitive and vulnerable to climate change than other places. All glaciers, except
the ice sheets, are located in the high mountains (Khadka et al., 2014). A modiﬁcation of
the prevalent climate can considerably change the glacier existence, the hydrologic regime
(Burlando et al., 2002; Radic´ & Hock, 2014), water resources and the well-being of a large
amount of population living in these areas (Beniston, 2003). However, adapting to climate
change is diﬃcult in most mountainous areas due to poverty. There are only few similar
environments and they are hard to migrate to. Climate change poses diﬃcult and urgent
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tasks in mountainous areas.
In spite of the importance, the mountainous areas are not well studied due to com-
plex mechanisms and few available tools. The scopes of this study are hydrological
modelling and climate change. This thesis aims at contributing to hydrological modelling
by evaluating and improving its capacity under both the present and future climate. The
scientiﬁc gaps between the current knowledge and the objectives are discussed in the
following chapter 2 Scientiﬁc Background and Gaps.
1.2 Objectives and Outline
Conceptual models simplify the hydrologic processes according to the purpose which the
model was initially developed for. However, some simpliﬁcations are not appropriate at
present and for the future under a changing climate condition. The goal of this project is
to evaluate and improve the capacity of the Hydrologiska Byr˚ans Vattenbalansavdelning
(HBV) model to simulate hydrological processes in mountainous and glacierised regions
under both the present and future climate.
The HBV model, originally developed for Scandinavia, is selected. The initial version
used in this project is a simple grid-based model developed by Beldring et al. (2003) for
operational and research purposes used by the Norwegian Water Resources and Energy
Directorate (NVE). The water balance calculation is performed in every grid. Runoﬀ at
basin outlet is the sum of runoﬀ from all grids. Due to the absence of ﬂow routing, the
discharge at the outlet rises at the same time when runoﬀ generation occurs in the basin.
For glaciers, the extent is assumed to be constant through one model running. These two
limitations are also common for distributed models developed from lumped conceptual
hydrological models.
To improve the HBV model taking climate change in mountainous and glacierised areas into
account, this project implements routing and glacier retreating modules in the grid-based
HBV model. The upgraded model with a glacier retreating module is further used to
calculate water resource scenarios. Model improvements and water resource projections
are described in four articles, as depicted in Figure 1.2. The routing algorithms including
grid-to-grid and source-to-sink methods are described in Article I and Article II. For basins
with diminishing glaciers, a mass conserving glacier model, the Δh-parametrisation, is
coupled with the HBV model. The hydro-glacial model is tested in three basins (Article III)
and used to estimate water resources under changing climate in two Himalayan basins,
where glaciers play a vital role in water resources and the ecosystem (Article IV).
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Figure 1.2: Work ﬂow depicting the main methods, study areas and the respective
outcomes.
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2 Scientiﬁc Background and Gaps
2.1 Hydrological Modelling
The ﬁrst hydrological model was developed to study the relations of rainfall and ﬂood
discharge by Mulvaney (1851). Afterwards, numerous hydrological models are sprouting.
Particularly after the mid-20st century, hydrological models have prospered due to the
advent of computer technology. Among these models, the most frequently and widely used
are rainfall-runoﬀ models. They are referred to as hydrological models through this thesis.
According to description of processes, hydrological models have undergone three stages.
The ﬁrst were input-output black-box models, the second lumped conceptual models, and
eventually physically-based distributed models. There is an evident trend of developing
models with a high degree of complexity and this trend reﬂects growth of hydrological
knowledge (Perrin et al., 2001; Mayr et al., 2013).
All three types of models are widely used and each type has its own merits for spe-
ciﬁc tasks or in capturing certain aspects of real world processes. For example, the
Artiﬁcial Neutral Network (ANN) method, an example of the black-box models, is applied
to forecast river ﬂow for basins with a small number of measurements (Sharmila et al.,
2015). The conceptual models originating from the mid-1960s are currently the most
extensively used for both research and operation purposes (Zhao, 1992; Perrin et al., 2001).
These type of models assume that runoﬀ response is mainly dominated by the dynamics
of the saturated area. This can be related to the soil moisture storage using a monotone
function (Todini, 2011). Physically-based models (Freeze & Harlan, 1969) are alternatives
to conceptual models. They are based on partial diﬀerential equations which describe
surface and subsurface ﬂow. These watershed models (e.g. the Syste`me Hydrologique
Europee´n model) usually require a large amount of data and have a large computational
demand. These limit their use to small and extensively instrumented basins (Todini, 2011).
The HBV model is a famous conceptual model and it exists in several versions. The ﬁrst
distributed version was achieved by delineating a basin into several sub-basins and the
sub-basins were further divided into elevation bands (Lindstro¨m et al., 1997). This kind
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of modiﬁcation improved the model performance in many sites (Lindstro¨m et al., 1997;
Uhlenbrook et al., 1999; Krysanova et al., 1999). However, the grid-based models did not
further improve the model (Das et al., 2008; Wrede et al., 2013). A possible explanation is
that the input data did not reﬂect the actual spatial variability.
In the Norwegian hydrological community, a grid-based model is available from NVE
(Beldring et al., 2003; Beldring, 2011). This model builds on the Nordic HBV model
(Sælthun, 1996) and aims at using the distributed hydrological model for both research
and operational purposes, particularly for studies of climate change. However, there is
no routing function in the model and the glacier routine is not valid since glaciers are
retreating and seasonal snowfalls are diminishing in many regions (Barnett et al., 2005).
Therefore, this study implements these two functions to elaborate the HBV model for a
wide applicability in hydrology and climate change.
2.2 Glacier Modelling
Glacier mass balance models and hydrological models has been widely used to estimate
runoﬀ from glaciers. A large body of literature using these models exists. However,
the glacier models surfer from absence or raw presentations of hydrological processes
(Kotlarski et al., 2010; Engelhardt et al., 2013) and the hydrological models surfer from
static assumptions of glacier extent (Singh & Bengtsson, 2004; Mayr et al., 2013).
An interdisciplinary eﬀort linking glacier dynamics and hydrologic responses represents
a realistic presentation of glaciers in hydrological models. A general way is to update
the glacier extent according to the mass change by a simple glacial model. For instance,
Horton et al. (2006) published a conceptual reservoir-based hydrological model. In this
model, the glacier extent was updated by the accumulation area ratio (AAR) method.
The basic hypothesis of this AAR method is that the accumulation area is equal to a ﬁxed
proportion of the total glacier area. However, this hypothesis is not able to reproduce a
transient response of glaciers to a changing climate (Huss et al., 2008). With a speciﬁc
focus on the transient responses, Stahl et al. (2008) integrated a glacier area evolution
model into the HBV model. The evolution model is based on volume-area scaling. This
method cannot describe a critical time lag between the area and the volume responses to
the climate (Lu¨thi, 2009; Radic´ & Hock, 2014).
With access to glacier measurements, some physically-based glacier dynamic models
are available. Immerzeel et al. (2012) developed a hydrological and glacial model based on
a conceptual rainfall-runoﬀ model and glacier basal sliding. Naz et al. (2014) published
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a physically-based distributed model both for runoﬀ and glacier dynamics. A common
drawback of these models is a high demand of input data and computational power. More-
over, due to large variability among glaciers, these models can only be used in the same or
similar conditions where they were initially developed; therefore their wide applicability is
limited.
A glacier model suitable for hydrological purposes should avoid the imperfections men-
tioned above. It should build on a solid scientiﬁc basis and should require low or moderate
demand of data and computation resources. In addition, the model should be compatible
with hydrological models at temporal and spatial scales. The Δh-parametrisation method
proposed by Huss et al. (2008) ﬁts these requirements; therefore this glacier model is
selected to simulate glacier extent and surface elevation changes. Details of the algorithms
are given in chapter 3.3 Glacier Model.
2.3 Climate Change
The most distinct measure of climate change is an increase of global average temperature
(Rogelj et al., 2012). In addition to temperature, precipitation patterns have also changed.
Signiﬁcant changes in heavy precipitation have occurred during the past decades in the
Europe, USA, China and western South Africa (Easterling et al., 2000; Iglesias et al., 2011;
Ruelland et al., 2012; Yang et al., 2012). The changes of climate and human activities
modify the hydrologic regime.
The hydrologic regime can be modiﬁed by changes in the mean or variance. High tempera-
ture usually leads to a high rate of water loss due to evaporation and more precipitation
results in more runoﬀ. High variance of precipitation, even if total amount is less, can
result in a high runoﬀ coeﬃcient and ﬁnally in an increase in the total runoﬀ (Easterling
et al., 2000).
Furthermore, snowfall and glaciers have been signiﬁcantly altered due to global warming
(Barnett et al., 2005; Bolch et al., 2012) and have subsequently aﬀected the regional
hydrological regime. Moreover, both are predicted to decrease at accelerating rates (Radic´
& Hock, 2014). Runoﬀ from retreating glaciers has been generally stated as: it initially
increases due to increasing rates of melting and afterwards it stabilises when the glacier is
completely removed or obtains a new stable condition (Huss et al., 2008). Hydrologists
and glaciologists have made many eﬀorts at more detailed scales (Akhtar et al., 2008;
Huss, 2011; Immerzeel et al., 2012; Khadka et al., 2014). Their results suggest a large
inhomogeneity among mountain glaciers due to small-scale factors, such as the size, loca-
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tion, geometry and climate. This inhomogeneity leads to huge uncertainties when scale-up
to the whole glacier population when initially based on few in situ measurements (Vieli,
2015). Plus a large uncertainty inherited from climate models (Huss et al., 2014), a highly
accurate assessment remains largely unaccomplished.
Impacts of climate change on water resources is currently drawing strong attention by
the research and public community. Generally, annual runoﬀ is used as a measure of
the sustainable water resources (Milly et al., 2005; Ruelland et al., 2012). However, in
order to keep rivers healthy and avoid harmful environmental consequences, a minimum
amount of water is required of ﬁsh and other aquatic species and for maintenance of river
channel, wetland and riparian vegetation (Smakhtin et al., 2004). This amount of water is
deﬁned as the environmental water requirement (EWR), which should not consumed by
the humanity. Thereby, EWR should not be considered as the available water resources
in sustainable water resources management.
The available water resource per capita is a standard index for measuring the degree to
which a country is facing water scarcity and is often used to show a growing global water
crisis (Chenoweth, 2008). This water resources indicator depends on both the total amount
of available water and population growth. Therefore, assessment of water resources for the
future must also consider the population growth, particularly for the developing countries,
where population is growing fast.
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3 Methodology
3.1 Hydrological Model
The HBV model has three main routines, respectively for snow, soil and groundwater
responses. The scientiﬁc basis and algorithms have been explicitly described in Bergstro¨m
(1976) and Lindstro¨m et al. (1997). The study builds on the version developed by Beldring
et al. (2003) and the important equations to this project are given here.
Precipitation and temperature are the most essential inputs to the HBV model. In
the distributed HBV model, station measurements are interpolated to each grid ahead of
water balance calculations. However, the interpolation is not necessary for input data in
a grid format. The precipitation is ﬁrst corrected for under catch (Equation 3.1). The
corrected precipitation and temperature values are interpolated by the Inverse Distance
Weighting (IDW) method with consideration of elevation eﬀects (Equations 3.2 and 3.3).
Pc =
{
Kr · Po if rainfall
Ks ·Kr · Po if snowfall
(3.1)
where Pc is corrected precipitation (mm/day) and Po is station measured precipitation
(mm/day). Kr and Ks are free parameters respectively for rainfall and snowfall correction.
Pg =
n∑
i=1
Wi · Pi · γ(Hg−Hi)/100p (3.2)
Tg =
n∑
i=1
Wi · (Ti + γt × Hg −Hi
100
) (3.3)
where Pg and Tg are precipitation (mm/day) and temperature (
◦C) of each grid. Wi is the
weight of station i calculated by the IDW method. Hg and Hi are the elevations (m amsl)
of grid and station i. Further, γt (
◦C per 100 m) and γp are parameters that describe
respectively linear and exponentially elevation eﬀects on temperature and precipitation
(Beldring et al., 2003).
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Snowmelt is calculated by a degree-day method according to Equation 3.4. Ice melt-
ing is calculated using the same method but with another higher melting factor.
SMelt = SMELTR× (T − Tmelt) T > Tmelt (3.4)
where SMelt is snowmelt (mm/day); SMELTR is a degree-day factor (mm/◦C/day);
T is the daily air temperature (◦C); Tmelt is the threshold temperature for snow melting (◦C).
The rate of actual evaporation (AE, mm/day) is a function of the potential evaporation
rate (PE, mm/day) and available soil moisture (SM , mm).
AE =
{
PE×SM
FC×FCD SM < FC × FCD
PE SM ≥ FC × FCD (3.5)
where FC is the ﬁeld capacity (mm); FCD is an empirical parameter that takes values
between 0 and 1.
Groundwater is conceptualised into two storage reservoirs, the upper zone and lower
zone. Runoﬀ components from the two zones have their origins in the fast and slow runoﬀ
components of the hydrograph. Total runoﬀ (Q) is formulated as:
Q = KUZ × UZα +KLZ × LZ (3.6)
where UZ (mm) and LZ (mm) are respectively storage of the upper zone and lower zone,
and KUZ (1/day) and KLZ (1/day) are their recession parameters. α describes a fast
and non-linear response of runoﬀ to groundwater storage.
3.2 Routing Algorithms
In distributed hydrological models, ﬂow routing is usually dealt with as grid-to-grid or
source-to-sink routing (Gong et al., 2009). The grid-to-grid approach, e.g. the Muskingum-
Cunge (MC) method, is based on the discharge at the upstream and downstream sections.
The source-to-sink approach is a procedure for routing from the grids where runoﬀ is
produced to the outlet grid.
The ﬁrst type is storage based, which means that for each river grid, outﬂow is a function
of inﬂow and storage. In contrast, the second type is time delay based. The time diﬀerence
of runoﬀ appearance in every individual grid and at the basin outlet is computable. The
two types of routing models cannot replace each other, since the ﬁrst is only for the channel
12
routing whereas the second counts the time delay between grids. The delay includes runoﬀ
draining from land grid downstream grid, to river grid and eventually arrival the outlet.
For the ﬁrst type of routing, the MC method is chosen due to its prevalence. The
fundamental equation is formulated as:
dS
dt
= I −O (3.7)
S = κεI + κ(1− ε)O (3.8)
where t is time (s); S is the water storage in the channel (m3); I is the inﬂow discharge at
the upstream section (m3/s) and O is the outﬂow discharge at the downstream section
(m3/s). Two parameters, κ and ε respectively describe the required time by a ﬂood wave
to travel through the two sections and the relative importance of the inﬂow on the outﬂow.
Both parameters can be estimated from observations or calibration. A numerical solution
proposed by Todini (2007) is adopted due to its advantage in keeping the mass conservative.
For routing between land grids, a simple way is that the runoﬀ from each land grid
drains to the next land grid until the runoﬀ discharges into a river grid, which represents
the real channel in distribute modelling. The sequence of the grids in a ﬂow path is derived
from the ﬂow direction. The reason for this hillslope routing is the absence of overland
ﬂow due to large inﬁltration capacity caused by dense vegetation and glacier deposits in
the Nordic countries (Beldring, 2002b).
For the second type of routing, the time delay is calculated as the quotient of the distance
and the ﬂow velocity (Gong et al., 2009). The distance is the length of the ﬂow path,
which is taken from the land grid where runoﬀ is originally generated to the outlet. The
Network Response Function (NRF), originally proposed by Gong et al. (2009), assumes a
time-independent ﬂow velocity, which is parametrised as a function of slope. The time
delay is formulated as:
t =
i=n∑
i=1
li
V45 ·
√
tan(bi)
(3.9)
where i is grid index in a ﬂow path; li (m) is the length of the ﬂow path in grid i; bi is the
slope (o) of grid i; V45 (m/s) is a parameter, presenting the ﬂow velocity when the slope is
45o.
Here, the two types of routing algorithms are implemented in the grid-based HBV model.
The updated models are assessed in the Glomma basin in Norway at three spatial resolu-
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tions, as presented in Article I.
3.3 Glacier Model
The Δh-parametrisation owes its origin to varying thinning rates across a glacier. For a
certain mass change, elevation changes in the high accumulation area are smaller than
in other areas. The terminus is usually the place of the largest change. Therefore, the
elevation changes can be related to the ice volume change and the relative elevation in the
elevation range. The function is parametrised as:
Δh = (hr + a)
γ + b× (hr + a) + c (3.10)
where Δh is the normalised surface elevation change and hr is the normalised elevation of a
glacier. Further, γ, a, b and c are free parameters (Huss et al., 2010) which can be derived
from glacier surface maps of diﬀerent years, or calibrated according to other measurements
(e.g. discharge or annual mass balance).
Integration of the dimensionless Δh-function (Equation 3.10) over the whole glacier,
taking into account the area A of each grid i and the ice density ρice must equal the total
annual glacier mass change Ba calculated by the HBV model:
Ba = fs · ρice ·
hr∑
i=0
Ai ·Δhi (3.11)
where fs is a factor that scales the magnitude of the dimensionless ice thickness change
pattern. This factor is chosen for each time interval such that Equation 3.11 is satisﬁed.
The updated surface elevation h1 is then calculated as Equation 3.12.
h1 = h0 + fs ·Δhi (3.12)
The glacier disappears in a grid when h1 is equal to the bedrock elevation. The required
inputs are the initial ice thickness and surface elevation. The algorithm runs for an
individual glacier ﬂow shed constructed from the surface elevation according to the D8
(deterministic eight-node) algorithms (O’Callaghan & Mark, 1984), but all ﬂow sheds in a
basin share the same values of the parameters. The glacier area has a slower dynamics
than the runoﬀ (Lu¨thi, 2009). Therefore, the glacier extent is updated at an annual scale,
at the end of every hydrological year, i.e. August 31st.
The HBV model with this glacier model is evaluated in three basins (i.e. the Nigardsbreen,
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Chamkhar Chhu and Beas basins) with considerable glacier coverage for hydrological and
glacial simulations (Article III). The hydro-glacial model is further used to project water
resources for the two Himalayan basins forced by two regional climate models (RCMs).
3.4 Calibration Method
Parameter estimation plays an important role in applying complex hydrological and other
environmental models. It has been widely recognised that a successful optimisation scheme
is not only able to obtain a proper estimation of parameters, but also requires appropriate
computation resources (Skahill & Doherty, 2006). A free package called PEST (Parameter
ESTimation) ﬁts these requirements. Additionally, PEST is model independent; therefore
any arbitrary model can be easily set up (Doherty, 2005).
The algorithms are based on the Gauss—Marquardt—Levenberg algorithm. It com-
bines advantages of the inverse Hessian matrix and the steepest gradient method (Doherty
& Johnston, 2003). PEST approaches to the best value of the objective function with
with a small number of model runs. The objective function is the square sum of the
discrepancies between the simulated and observed series.
PEST has been criticised for poor performance in the face of local optima (Gupta et al.,
2003). In contrast, other algorithms such as the Shuﬄed Complex Evolution algorithm
(Duan et al., 1992) are much more likely to ﬁnd the global optimised objective function
with the cost of a much greater number of model runs (Coron et al., 2012). PEST is
selected due to its good performance for Norwegian catchments (Lawrence et al., 2009) as
well its sophistication after a long term development (Doherty, 2005). Moreover, PEST
can achieve an equivalent global optimal parameter set on the basis of diﬀerent initial values.
To use PEST, users need to determine target outputs and prepare input ﬁles in re-
quired formats. The series of the target outputs are to calculate the objective function.
The input ﬁles explicitly describe ranges of parameters that can be tied to each other
in models with a large number of parameters. This allows to identify a ﬁxed proportion
between the tied and host parameter, facilitating the calibration and reducing the problem
of parameter equiﬁnality without losing degree of freedom.
3.5 Statistical Downscaling
Global climate models (GCMs) have demonstrated their applicability to simulate the
present climate and they have been used to predict the future climatic changes. However,
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they cannot satisfy requirements for hydrological purposes because their spatial scale,
typically of 250–600 km, is too sparse to depict hydrological processes. Direct usage of
output data from GCMs in hydrological models is not successful due to the inherent
simpliﬁcation of water movements in GCMs and diﬀerences in temporal and spatial scales
(Xu, 1999). The diﬀerences also hinder coupling two types of models.
The idea of downscaling is designed to ﬁll or narrow the gap of diﬀerent scales. There
are two broad classes of downscaling approaches, dynamic models and statistical models
(Xu, 1999). The dynamic model approach uses nesting resolution or RCMs. However, the
downscaled results still cannot meet the needs of spatially explicit modelling ecosystems
or hydrological systems. Results from such models are further downscaled to individual
sites by the statistical methods.
The statistical downscaling relates regional-scale atmospheric predictor variables and/or
circulation characteristics to the station observed series (Xu, 1999). The statistics involved
can be simple or complex, but the ﬁnal relationships are typically approached by regression
analysis. Among the statistical methods, the most popular approaches are statistical
transformations that adjust the probability distribution of modelled results to resemble
observations.
Seven methods (Table 3.1) are selected to downscale daily precipitation and temper-
ature of the RCMs’ data (Gudmundsson et al., 2012). Due to the high variabilitity in
daily precipitation, the derived parameter values can vary strongly in diﬀerent months
(Hempel et al., 2013); therefore the methods are performed for each calendar month. To
avoid changes of seasons, the previous and the next months are also used for calibration.
For example, All series in Janunary, Feburary and March are used to derive the parameter
values for January. To conserve trends of climate data for the future scenarios, a trend
preserving method (Hempel et al., 2013) is additionally employed for the future climate. A
multiplicative correction and an additive correction are respectively used for precipitation
and temperature. The correction factors are computed by comparing the mean of the
future and of the reference period as shown by Equation 3.13 to 3.14.
P̂ = f( P
λp
)× λp, λp = P¯P¯0 (3.13)
T̂ = f(T − λt) + λt, λt = T¯ − T¯0 (3.14)
where λp and λt are correction factors respectively for precipitation and temperature;
P and P0 are modelled precipitation respectively for the future and reference period; P̂
16
and P̂ are respectively the bias corrected precipitation and temperature. f is the bias
correction method in Table 3.1.
Table 3.1: Formulas of seven statistical bias correction methods. P̂o is the calculated value
at a observation site. Pm is the RCM modelled value. a, b, c, x and τ are free parameters
that are estimated from series of observation period.
Method (short name) Formula
M1 (empirical) Empirical quantiles
M2 (splines) Smoothing splines
M3 (linear) P̂o = a+ bPm
M4 (power.x) P̂o = b(Pm − x)c
M5 (exponential) P̂o = (a+ bPm)× (1− e−(Pm−x)/τ )
M6 (scale) P̂o = bPm
M7 (power) P̂o = bP
c
m
3.6 Numerical Criteria
Numerical criteria enable to judge simulations in an eﬃcient and reproducible way. How-
ever, depending on their formulations, the criteria underscore certain aspects of the set of
analysed values. Therefore, the criteria must be deliberately selected with consideration
of purpose (Crochemore et al., 2015). Considering complementary criteria is an obvious
advantage to obtain a comprehensive assessment. Moreover, standard and common criteria
are also included to provide a reference for other researchers.
The criteria are used to quantify similarity of observed and model generated series.
In total, eight numerical criteria as formulated in Table 3.2 are used for various purposes
and each emphasises on a diﬀerent aspect. Among them, the bias and relative mean error
(RME) underline the total volume error. The mean absolute error (MAE) and normalised
mean square error (NMSE) deﬁne the absolute diﬀerence between the simulated and
observed series. The Nash-Sutcliﬀe eﬃciency (NSE) (Nash & Sutcliﬀe, 1970) and the
inverse NSE (InNSE) (Pushpalatha et al., 2012) are measures of match of two series,
respectively with larger weight on high ﬂow and low ﬂow. The Pearson product-moment
correlation coeﬃcient (COR) is for evaluation of the linear relationship between simulated
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and observed series. The standard deviation (sd) is used to quantify the amount of
variation of a series.
Table 3.2: Formulas of the numerical criteria. O is the observed series; S is the simulated
series; n is the length of the series; O¯ and S¯ are respectively the mean of observed series
and simulated series. The series are abbreviated in the column of Series: Precipitation
(P, mm/day), Temperature (T, oC), Discharge (Q, m3/s), glacier annual Mass change (M,
mm/year), Snow water equivalent (S, mm), Groundwater depth (m) or storage (mm),
Human population (H). In the column Unit, — indicates dimensionless and the remaining
criteria are in the unit of their used series.
Criteria Formula Perfect value Range Series Unit
bias
∑i=n
i=1 (Si−Oi)
n
0 (−∞, +∞) P, T, H
RME
∑i=n
i=1 (Si−Oi)∑i=n
i=1 Oi
× 100 0 (−∞, +∞) Q, H —
MAE
∑i=n
i=1 |Si−Oi|
n
0 [0, +∞) P, T
sd 2
√
(Si−S¯)2
n
2
√
(Oi−O¯)2
n
[0, +∞) P, T
NMSE
∑i=n
i=1 (Si−Oi)2
n×sdo2 0 [0, +∞) P, T —
COR
∑i=n
i=1 (Si−S¯)(Oi−O¯)√∑i=n
i=1 (Si−S¯)2
√∑i=n
i=1 (Oi−O¯)2
1 [-1, +1] M, S, G —
NSE 1−
∑i=n
i=1 (Si−Oi)2∑i=n
i=1 (Oi−O¯)2
1 (−∞, 1] Q —
InNSE 1−
∑i=n
i=1 (
1
Si
− 1
Oi
)2
∑i=n
i=1 (
1
Oi
− 1
O¯
)2
1 (−∞, 1] Q —
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4 Study Areas and Data
4.1 Study Areas
Glomma Basin
The Glomma or Gl˚ama basin is located in central southern Norway (Figure 4.1). The
drainage area is up to 41,963 km2 and this is almost 15% of the area of Norway. The
Glomma river is the longest Norwegian river (618 km) and an important Scandinavian
river system. It originates from the northern mountains and ﬂows southward into the
Oslofjord at Fredrikstad (L’Abe´e-Lund et al., 2009).
In general, the land is high in the north and decrease to the southeast. The climate
varies considerably with elevation. It can be characterised as summer warm and winter
cold. Based on measurements at the meteorological station of Lillehammer (226 m amsl)
for the period 1961–1990, the annual temperature is 2.9◦C, ranging from -9.3 to 14.7◦C,
respectively, in January and July. The annual precipitation is 720 mm/year, a large
amount of which falls as snow in winter (L’Abe´e-Lund et al., 2009). Snowmelt is a major
reason for severe ﬂoods. Streamﬂow at the snowmelt months, May and June is typically
high.
Approximately 600,000 inhabitants are living within the Glomma basin, with a higher
population density at the lower basin. Areas below 600 m amsl are cultivated for agri-
culture. Most of natural lands are covered by forests. They spread widely in the areas
under the tree line, i.e. roughly 1,000 m amsl for this area. Above the tree line, bedrock is
exposed or covered by glaciers or permanent snow.
For this project, two sub-basins with considerably large sizes are selected. They are
located upstream of the western and eastern branches of the river. For the western
branch, the area above the Losna gauging station is 11,213 km2, and has a high and steep
terrain. For the eastern branch, the area above the Norsfoss gauging station is 18,932
km2, and is relative lower and ﬂatter compared with the western branch. The two sub-
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basins are regulated and the regulation capacities are 13.66% (Losna) and 8.57% (Norsfoss).
There are six sub-basins in the Norsfoss basin, and their locations are shown in Fig-
ure 1: Article II. Their discharge series are used to validate models, but are not involved
in the calibration.
Figure 4.1: Location and Digital Elevation Models (DEMs) of the Glomma basin. The
black triangles denote the outlets of the sub-basins. From left to right, they are the Losna
and Norsfoss stations.
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Nigardsbreen Basin
The Nigardsbreen basin is a mountainous glacierised watershed in western Norway (Fig-
ure 4.2). It has an area of 65 km2 and a large range of elevation. The highest point is at
1,945 m amsl and the lowest is at 285 m amsl. The climate is humid as it is inﬂuenced by the
moist currents from the ocean. In addition, the climate is locally modiﬁed by the presence
of the glacier. The annual temperature is -0.47◦C and the annual precipitation reaches
3,736 mm/year. A large amount of precipitation is falling in winter as snow. Streamﬂow
is largely from melt of snow and ice in the warm period of the year (Figure 3(a): Article III).
Nigardsbreen is one of the largest outlet glaciers from Jostedalsbreen, which is the largest
ice cap in Northern Europe. The glacier ice covers approximately 73% of the basin area.
It is orientated towards the southeast and ﬂows along the valley. The glacier extends from
1,957 to 315 m amsl.
Figure 4.2: Location and DEMs of the Nigardsbreen basin at the Nigardsbreen station.
The light green indicates the glacier covered area. The contours are elevations (m amsl).
The red dot denotes the location of the virtual meteorological station and the cyan pin
marks the location of the discharge gauging station.
21
Beas Basin
The Beas River is an important branch of the Indus River system in northern India
(Figure 4.3(a) and (b)). It originates at the southern side of the Rohtang Pass in the
Himalaya. The river is 470 km long and has a drainage area of 12,916 km2 (Gupta et al.,
1982). This area is extremely rich in hydroelectricity resources. In total, there are 11
hydroelectric plants projects and three of them are under constriction or have been ﬁnished
(SANDRP, 2015).
To avoid the eﬀects of ﬂow regulation and to have a large study area, the Bhuntar
gauging station is selected. The area above this station is 3,202 km2. The station lies
downstream of the joint of the eastern branch, the Parbati River. Only the Malana Hydel
Scheme, with a capacity of 86 megawatt, was running during the observation period
1997–2005.
The climate is a result of a combined eﬀect of elevation and monsoon. The land de-
creases from 6,288 m amsl in the northern mountains to 1,055 m amsl. The higher
northern part is colder and drier than the lower valleys. Inﬂuenced by the monsoon,
there are four seasons, winter (January to March), pre-monsoon (April to June), monsoon
(July to September) and post-monsoon (October to December). The monsoon strength
is a major indicator of the magnitudes of precipitation and temperature. Based on the
observations in the period from 1997 to 2005, the annual precipitation is 1,116 mm/year
and the annual temperature is -1.04◦C. The air currents of the monsoon originate in the
Bay of Bengal and they are relatively weak after striking the eastern Himalaya and a long
westward travel. Therefore, the precipitation considerably decreases from the low valley
areas to the high mountains (Singh & Kumar, 1997).
Glaciers are mainly located along the eastern part of the drainage divide line above
4,500 m amsl. They cover approximately 32.7% of the area. Due to a pleasant view
of glaciers and mountains, this area is famous and attractive to tourists. The tourism
industry as well as the local inhabits are scattered along the river, particularly along the
main Beas branch. The Bhuntar Airport is located further downstream of the Bhuntar
station.
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Chamkhar Chhu Basin
The Chamkhar Chhu is located in central Bhutan and the river is one of the major national
rivers (Figure 4.3(a) and (c)). It has three branches, one western branch and two eastern
branches. They respectively originate from the glaciers of the Gangkar Punsum region
and the southern glaciers of the Monla Karchung La region. The river ﬂows south-easterly
and ﬁnally joins the Brahmaputra River in India.
The basin area above the Kurjey gauging station is 1,353 km2. The elevation ranges from
6,653 m amsl in the upper northern glacial region to 2,643 m amsl in the southern lowland.
The northern part above 4,000 m amsl is mainly covered by glaciers. The southern lowland
is covered by forests. Inhabitants are dwelling along the river, with a higher population
density at the lower elevation. The town of Jakar and the Bathpalathang Airport lie
downstream of the Kurjey station and represent popular tourist destinations.
The climate is strongly inﬂuenced by elevation and monsoon from the southeast to
the northwest. Based on observations in the period from 1998 to 2008, the annual pre-
cipitation is 1,786 mm/year and the annual temperature is 1.75◦C. The monsoon usually
starts in June and lasts until early September. It brings signiﬁcant amounts of rain and
warm weather. Subsequently river ﬂow rises due to the rainfall and melting of snow and
ice at the high places. As the monsoon proceeds or retreats, there are four clear seasons,
spring (March to May), summer (June to August), autumn (September to November),
and winter (December to February).
4.2 Data
The used data can be classiﬁed into four types, initialisation values, parametrisation
scheme, climate forcing and observations of model variables. The initialisation data are
to provide initial values for the models, such as the initial ice thickness maps. The
parametrisation scheme is used to derive values of model parameters. The climate data
are continuously taken into models to proceed simulation. The observations of model
variables are records of simulated variables via utilisation of instruments. The similarity
between the observations and modelled results is a measure of model eﬃciency.
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Figure 4.3: (a) Map of the Himalaya showing the elevations (DEMs), major rivers and
major cities and the locations of the study sites (Joshi, 2007, 2008, 2011). (b) The Beas
basin at the Bhuntar gauging station. (c) The Chamkhar Chhu basin at the Kurjey
gauging station. The range of DEM in (a) is assigned to give a better presentation rather
than the minimum and maximum for the displaying area. In (b) and (c), the light green
indicates glacier covered area. The contours are elevations (m amsl). The red dots denote
meteorological stations measuring precipitation and temperature and the cyan pins mark
the locations of the discharge gauging stations.
Initialisation
Initial conditions provide a starting point for a model system. In addition, initial values
are required for numerical solution by any computer model. Hydrological initial condi-
tions primarily include factors such as soil moisture content, groundwater level and Snow
Water Equivalent (SWE), etc. The initial values can be estimated from observations
or through model simulations, usually referred to as model “spin-up”. The latter is
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preferred in most cases due to the high costs of ﬁeld measurements. Moreover, hydrological
models simplify and conceptualise the real processes to certain degrees. Some variables can-
not be directly derived from measurements, particularly for conceptual hydrological models.
The sensitivity of the simulation to initial conditions is determined by basin charac-
teristics (Goodrich et al., 1994), predominant mechanisms (Noto et al., 2008), forcing
intensity and scale, both in time and space (Bronstert & Ba´rdossy, 1999; Castillo et al.,
2003). Usually, the higher sensitivity requires a longer spin-up period. In addition, in
some places, the hydrological system has a reboot function. For example, soil with a large
inﬁltration capacity gets saturated in snow covered areas. In this case, a proper starting
date is also important.
The initial conditions of the HBV model are assigned according to experience. They
are generally described as low water storage. The starting time of spin-up is the ﬁrst day
of August or September, which is close to the start of a hydrological year. For reproducing
runoﬀ of the Norwegian basins, model simulation starts from the ﬁrst day of the following
calendar year.
For glacier simulation, measurements of glacier thickness are required, since glaciers
form over many years, often centuries. The glacier volume at present cannot be con-
structed by usage of the recent climate, particularly the recent warming has induced fast
melting globally. Therefore, ice thickness maps are used for initialisation and veriﬁcation
of glacier simulations.
For the Nigardsbreen basin, bedrock and glacier surface elevation maps are available
from NVE. They have a spatial resolution of 25 m. The glacier proﬁles were measured
by the Radio-Echo Sounding (RES) method during spring and early summer in the years
1981, 1984 and 1985 (Sætrang & Wold, 1986). The bedrock map is obtained through
interpolation of the measured proﬁles and the open valley. The glacier surface elevation
at a spatial resolution of 25 m are derived from complete or partial aerial photos taken
within the period 1984–2009. The ice thickness is calculated as the diﬀerence between the
glacier surface and bedrock for each grid. The thickness map are further aggregated at a
resolution of 100 m, which is the spatial resolution of the HBV model for the Nigardsbreen
basin. The initial date of the HBV model simulations is September 1st, 1989, which is
roughly the middle of the periods when the aerial photos were taken.
For the Chamkhar Chhu and Beas basins, ice thickness is a part of a global dataset
generated by Huss & Farinotti (2012) using a method based on glacier mass turnover
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and principles of ice-ﬂow mechanics (Farinotti et al., 2009). The map is re-sampled at
a spatial resolution of 1 km. Determining the starting date is diﬃcult, since there is no
speciﬁc date for the ice thickness data. The global dataset is generally thought to represent
the state for the year 2000 depending on the date of the utilised glacier inventory data
(Pfeﬀer et al., 2014). For South Asia, ﬁve surveys dating from 1995 to 2009 were used by
Huss & Farinotti (2012) to generate the dataset. Considering considerable uncertainty
(Ga¨rtner-Roer et al., 2014), the starting date is mainly determined by the observation
period of the meteorological data. The model starting dates are September 1st, 1993 for
the Himalayan basins.
Parametrisation Data
The parametrisation data are used to characterise basins and classify parameter values.
These data have more signiﬁcance for distributed models than for lumped models, since
there are considerably more parameters for distributed models than for lumped models.
Fortunately, most parameters of hydrological models are highly related to vegetation and
soil types. One parameter set for every type of land use or soil type intensely reduces the
number of parameters for the distributed models. To parametrise, there are mainly two
types, orographic maps and land use data.
The land use data of the Norwegian basins are transformed from two vector maps, one
for lakes and glaciers, and another for forest and bogs. Based on the potential tree line,
the forests are further divided into forest, heather and subalpine. The remaining areas
are open land or bedrock, if below or above the potential tree line (Beldring et al., 2003).
Finally, the land use data with eight types have a resolution of 25 m and they are further
rescaled at 1, 5 and 10 km.
The orographic maps of the Norwegian basins are from the Norwegian Mapping Au-
thority (NMA). The original DEMs and slope maps have a horizontal resolution of 25
m and they are further rescaled at 1, 5 and 10 km. For drainage networks delineation,
the DEMs at 25 m are ﬁrst aggregated at 100 m to avoid local pour points. Drainage
networks are derived from the 100 m DEMs by the method of O’Callaghan & Mark (1984).
The drainage networks at 1, 5 and 10 km are up-scaled from the 100 m drainage networks
by the river Network Scaling Algorithms (Fekete et al., 2001; Gong et al., 2009). The
ﬁnal drainage networks are visually compared with the National River Network Database
(ELVIS) (NVE, 2015b) made in the year 2011 by NVE, and manually modiﬁed if necessary.
River channel characteristics are required by the Muskingum-Cunge routing method.
They are usually assumed to be rectangular (Todini, 2007) and only the width is needed
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to be obtained from measurements. However, ﬁeld work is very time and money ineﬃcient.
Therefore, 111 measurements over the Glomma river are derived from digital maps from
NVE. To transform them into a grid format, it is assumed that the width for a river
section deﬁned by the Strahler system (Strahler, 1957) does not change. Thereby, the
mean of all values for a river section is assigned as the width of this river section.
For the Chamkhar Chhu basin, the DEMs and land use data are obtained from the
Department of Hydromet Services, Bhutan. The original data are at a spatial resolution
of 25 m and are rescaled at 1 km. The land use data are reclassiﬁed into three broad
classes, high biomass (including broadleaf forest, coniferous forest and scrub), low biomass
(including erosion, pasture, rock) and human aﬀected (agriculture and urban). For the
Beas basin, the DEMs data are free to download from a global dataset, the Hydro1k
(EROS, 1996).
Climate Data
Climate forcing is the most essential input to hydrological models, particularly precipita-
tion. Temperature is signiﬁcant in areas with snow. It is fair to acknowledge that qualiﬁed
precipitation and temperature data are necessary to obtain high model eﬃciency.
For the Norwegian basins, i.e. the Glomma and the Nigardsbreen basins, the seNorge
data are used (NVE, 2015a). The data are daily maps of precipitation and temperature at
horizontal resolution of 1 km for entire Norway and are available for free to download (NVE,
2015a). These data are produced by the Norwegian Meteorological Institute (met.no) using
daily observations of 24-hour mean temperature and accumulated precipitation measured
at meteorological stations.
For precipitation, observations of 630 in situ stations are corrected for systematic under
catch due to the station exposure to wind. To interpolate precipitation, a method of
triangulation (Mohr, 2008) is used with correction for the altitude of a grid using a vertical
precipitation gradient of 10% per 100 m diﬀerence below 1,000 m amsl and a vertical
precipitation gradient of 5% per 100 m diﬀerence above 1,000 m amsl (Mohr, 2008; Vormoor
& Skaugen, 2013). For temperature, observations of 150 in situ stations are ﬁrst projected
to sea level by regression coeﬃcients based upon monthly mean temperature data from
1,152 stations in Norway, Sweden, Denmark and Finland. Interpolated temperature values
by the residual kriging method are readjusted to terrain elevation using a lapse rate that
varies among diﬀerent seasons (Mohr, 2008).
The seNorge data have been evaluated and used in many studies covering Norway, such as
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hydrological modelling (Beldring, 2002a), snow and glaciers (Vormoor & Skaugen, 2013;
Engelhardt et al., 2012) and permafrost evolution (Gisn˚as et al., 2013). They show that
the datasets generally are of high quality.
For the Himalayan basins, the meteorological data are measured by in situ meteoro-
logical stations. There are seven and three stations respectively for the Chamkhar Chhu
and the Beas basins. Their locations are shown in Figure 4.3. The mean of daily maximum
and minimum temperatures is taken by the HBV model. All stations, except Manali,
are located in the low areas. This distribution leads to a low representativeness of the
areal conditions. Therefore, the station observations are corrected and interpolated with
consideration of elevation eﬀects.
For climate change impacts, globally available datasets and the most updated scenarios
are highly favoured. The Coupled Model Intercomparison Project Phase 5 (CMIP5)
global climate projections and the new Representative Concentration Pathways (Rcps) are
preferred to previous experiments. With these considerations, the Coordinated Regional
Downscaling EXperiment (CORDEX) project is selected for provision of the future climate.
For western Asia, there are two RCMs results, by RCA4 (Samuelsson et al., 2011; SMHI,
2015) and REMO (Jacob et al., 2012, 2014). The simulations are at a spatial resolution of
0.44o, roughly 50 km, and a daily time step under three Rcps.
The simulations for the period 1950–2005 are driven by observed anthropogenic forc-
ings and ERA-Interim reanalysis data. Climate projections for the period 2006–2100 are
driven by the projected anthropogenic forcings according to Rcp2.6, Rcp4.5 and Rcp8.5,
which respectively prescribe the low, middle, and high concentrations (Teichmann et al.,
2013). Other forcings are the same for the reference period, except that volcanic aerosols
are set to zero (Jacob et al., 2012).
Hydrological Data
Taking the above inputs, the HBV model can generate series of a large amount of hydro-
logical variables. Some of these variables are of concrete physical meanings. The observed
series of such variables can be compared with the modelled results. The similarity of
the two series is a measure of model eﬃciency. Rainfall-runoﬀ models are designed to
reproduce observed runoﬀ, which is available and trustworthy in most cases. Therefore,
hydrological models are mainly calibrated and validated based on modelling runoﬀ. Model
evaluations are additionally extended to other variables if observations are available.
Through this project, discharge measurements of nine Norwegian stations are used. Eight
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of them are located in the Glomma basin and the remaining one is the Nigardsbreen
station. All are from the national hydrological database, which is collected and managed
by NVE. Discharge series are transformed from the in situ measured water depth by the
Bayesian Rating Curve Fitting method (Petersen-Øverleir et al., 2009). Missing points or
possible errors are checked by the NVE hydrological quality control system.
For the Norsfoss basin, which is a sub-basin of the Glomma basin, model comparison is
further accompanied by measurements of snow water equivalent (SWE) and groundwater
depth. The SWE series are from three snow pillows (Figure 1: Article II), which are among
31 automatic snow stations for Norway. These snow data are used for ﬂood forecasting
and scientiﬁc research purposes (Saloranta, 2012; Skaugen et al., 2012). The data in
early spring are not as good as other periods due to repeated melting and refreezing.
For groundwater depth, there are seven piezometers and their locations are shown in
Figure 1: Article II. Three of them are located in the northern part of the Norsfoss basin
and the other four are in the southern low areas. Generally, the measurements are of high
quality with exceptions at peaks of groundwater depth (Fleig, 2013).
Annual mass balance series of Nigardsbreen have been continuously measured by NVE
since the year 1962. The mass changes are derived from the direct glaciological method
or stakes-and-pits method, which is traditionally used by glaciologists to measure glacier
mass balance (Østrem & Brugman, 1991; Hagg et al., 2004). Stakes are used to measure
the changes in thickness and pits are selected sites for measuring the density at diﬀerent
depths. The measurements are interpolated over the glacier to obtain the total amount of
glacier mass change. According to the experience of NVE, the measurements are suspected
to be subject to a slight positive bias for the Norwegian coastal glaciers and the reason
is not clear yet (Andreassen et al., 2011). However, no better dataset is available at
present. The mass balance data have been extensively used for glacier modelling purposes
(Oerlemans, 1986, 1997, 2007; Engelhardt et al., 2012).
Discharge series of the Himalayan stations are obtained from the national authorities,
which are in charge of collecting of the hydrological data. The series are quite short for
hydrological modelling purpose. The lengths of the series are only 11 years of the Kurjey
gauging station in the Chamkhar Chhu basin and nine years of the Bhuntar gauging
station in the Beas basin. The series show a large variance and high peaks, particularly for
the Bhuntar discharge. The Kurjey series is qualiﬁed for model calibration and validation
(Beldring, 2011). The data quality of the Bhuntar series is largely unknown. Therefore,
quality control is conducted visually. Points of suspicious errors are not included in model
calibration and validation.
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Additional Data
Water resources are commonly measured in per capita availability of renewable fresh-
water. Population projections are as important as hydrological models in calculating
water resource scenarios. However, population estimations at a basin scale normally are
not available and have to be estimated from national population projections. A linear
relationship is assumed between the basin population and the country population.
A national population estimation and projection for the period 1960–2050 can be freely
download from the World Bank (2014). This datasets was produced in the year 2012 and
there is no error for the following year compared with the estimations from the World
Bank (2014). However, the projections for the year 2014 were 2.5% and 4.4% higher than
the estimations by CIA (2015), respectively for India and Bhutan. Population distribution
maps at a sptial resolution of 1 km (Balk et al., 2006) are available for the years, 1990,
1995 and 2000. The quality of maps are diﬃcult to quantify, particularly in the Himalayan
basins. The correlation between the maps and the observations reached 0.6 in Cambodia
and Vietnam (Gaughan et al., 2013). The map qualities of two Himalayan basins are
suspected to be less due to their remote locations and less development.
30
5 Results
This chapter shows model performance of the HBV model with the routing algorithms
and the glacier retreat model as well as eﬀects of climate change on climate and hydrology
in the selected basins.
5.1 Model Performance
Routing Eﬀects
The routing procedures improved the model performance in daily runoﬀ simulation of the
Losna and Norsfoss stations to varying extents. A source-to-sink method (NRF) (Gong
et al., 2009) and the Muskingum-Cunge (MC) method gave minor improvements over the
grid-based model without routing on the spatial resolutions of 1, 5 and 10 km. However, a
hillslope routing method and its combination with the MC method produced a 0.05 higher
Nash-Sutcliﬀe coeﬃcient (NSE) than the simple grid-based model (Figure 4: Article I). In
addition, the models with hillslope routing (GROne) and its combination (GRTwo) with
the MC method were superior over the simple grid-based model at the resolution of 1 km
in reproducing low ﬂow series of the Norsfoss station (Figure 5.1 & Figure 3: Article II).
Two models based on the grid-to-grid routing were further compared with the simple model
for reproducing discharge series of six interior points of the Norsfoss basin (Figure 5.2).
Their discharge series were not included in calibration. The models with routing were
still better than the simple model. However, the diﬀerence in performance diminished. In
addition, there was a clear upward trend of model eﬃciency with the increasing area of
the sub-basins.
For the spatial resolution eﬀects, there were no consistent trends of model eﬃciency against
spatial resolution for the two sub-basins (Figure 4: Article I). For the simple grid-based
model and the NRF model, there was a downward trend of NSE with increasing grid size.
However, such a trend did not exist for other models.
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Figure 5.1: Model eﬃciency in (a) runoﬀ and (b) low ﬂow at the Norsfoss station. In
(b), some values are not shown because they are out of the display range. LWhole is a
lumped model; SBand is a semi-distributed model with ten elevation bands; GRZero is a
grid-based model without any routing. Their details are described in Article II.
Figure 5.2: Model eﬃciency at six interior stations and the Norsfoss station. Average is
the mean of the NSE values of diﬀerent model variants. The catchment with the largest
area (18,933 km2) is the entire study area.
Glacier Modelling
The HBV model with glacier retreat model was tested on three basins with considerable
glacier coverage, i.e. the Nigardsbreen basin in Norway, the Beas basin in India and
the Chamkhar Chhu basin in Bhutan. The glacier retreat model enabled to automat-
ically update the glacier extent according to the mass change calculated by the HBV model.
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For the Nigardsbreen basin, the hydro-glacial model at a spatial resolution of 100 m
was calibrated based on discharge and annual mass balance series in the period 1991–2002
and validated in the period 2003–2012. The model obtained a very high eﬃciency. For
daily discharge, NSE was up to 0.9 for both calibration and validation (Table 5.1). For
glacier annual mass balance, COR was equal or larger than 0.9. The cumulative mass
balance change for the period 1991–2012 was +7255 mm water equivalent (w.e.) by
observations and +7231 mm w.e. according to the simulation (Figure 5: Article III).
Two Himalayan basins humbled the model performance in terms of reproducing dis-
charge series. For the Beas basin (1 km), the NSE values were 0.65 for the calibration
period 1997–2002 and 0.73 for the validation period 2003–2005. For the Chamkhar Chhu
basin, the model at 1 km was calibrated based on daily discharge series for the period
1998–2004 and validated for the period 2005–2008. The model predicted daily runoﬀ with
a precision of 0.85 in NSE.
Table 5.1: Model performance of the three basins. Q is the daily discharge and M is annual
mass balance.
Basin Variable Criteria Calibration Validation
Nigardsbreen
Q
NSE 0.90 0.90
RME 4.61 5.38
M COR 0.90 0.92
Chamkhar Chhu Q
NSE 0.87 0.85
RME -0.02 10.32
Beas Q
NSE 0.65 0.73
RME 2.07 -22.38
The model can estimate runoﬀ components from glaciers, which is investigate glacier
eﬀects on runoﬀ. As shown in Figure 5.3, the ranking of glacier contribution to runoﬀ in
the descending order is the Nigardsbreen basin (92.5%), the Chamkhar basin (48.1%) and
the Beas basin (27.5%). The main reason for the highest contribution in the Nigardsbreen
basin is its largest glacierisation. Additionally, the glacier contribution also depends on
climate, especially the spatial distribution of precipitation. In the Nigardsbreen and the
Chamkhar Chhu basins, the precipitation decreases from upstream to downstream whereas
in the Beas basin, more precipitation falls in the valleys compared to the high mountains
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(Figure 14: Article III). As a result of these spatial distribution patterns of precipitation,
the ratio of the glacier’s contribution is higher in the Chamkhar Chhu basin than in the
Beas basin, even though the latter has a higher glacierisation.
Figure 5.3: Monthly runoﬀ of the three basins, (a) the Nigardsbreen basin, (b) the
Chamkhar Chhu basin, and (c) the Beas basin. The glacier runoﬀ is deﬁned, in the most
general sense, as the runoﬀ from the glacierised area, including all melt of snow and glacier
ice/ﬁrn, and rain water (Radic´ & Hock, 2014; Bliss et al., 2014).
5.2 Climate Change
The future climate for the Beas and Chamkhar Chhu basins was constructed by correcting
the CORDEX data (4.2 Data) using the statistical methods (3.5 Statistical Downscaling).
Seven bias correction methods showed similar skills in downscaling precipitation, but
not in downscaling temperature (Figure 3: Article IV). For precipitation, the methods were
very similar for precipitation in terms of MAE. The mean of MAE was 4.6 mm/day with
the lowest by M6 (scale, 4.53 mm/day) and the highest by M3 (linear, 4.66 mm/day). For
temperature, the lowest error was given by M3 (linear, 2.29◦C) followed by M1 (empirical,
2.30◦C) and the highest was given by M7 (power, 5.73◦C). Comparison between the
ﬁnal downscaled series and the original grid series of the RCMs showed that statistical
downscaling could signiﬁcantly reduce the diﬀerence between the observed and simulated
series by the RCMs (Figure 5.4). The improvements were found in variance shown by sd,
total volume shown by bias and absolute errors in mean (MAE) and square (NMSE).
There were signiﬁcant warming eﬀects in the future periods than the control period
(1981–2005) and the warming eﬀects increased with more CO2 emissions. The statistics
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Figure 5.4: Comparison of the original RCM series and the corrected series for precipitation
and temperature.
of the Mann-Whitney test suggested that all the changes were signiﬁcant except at the
Torngsa station by RCA4 under Rcp8.5 and Rcp4.5 in the period 2011–2040 (Figure 5: Ar-
ticle IV). The annual temperature of the basins increases approximately 0.05◦C/year under
Rcp8.5 and 0.02◦C/year under Rcp4.5 in the period from 2010 to 2100 (Figure 5.5).
Changes of the annual precipitation were not consistent between the RCMs and no
relationships were found associated with CO2 emissions (Figure 5.5 & Figure 6: Article IV).
There were large diﬀerences between the two RCMs and it is diﬃcult to say which was
more reliable. At the end of the 21st century, the wettest and driest conditions were
respectively given by RCA4 and REMO under Rcp8.5. The most notable changes were
produced by RCA4 under Rcp8.5 in the Chamkhar Chhu basin. In this projection, the
annual mean precipitation increased after the 2030s with ﬂuctuation and reached 2,600
mm/year in the decade 2086–2095. Most of the predictions indicated that the Chamkhar
Chhu basin would become wetter and the Beas basin would get drier compared to their
respective baseline periods.
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Figure 5.5: Ten-year moving average of annual precipitation and temperature. (a) Precipi-
tation of the Chamkhar Chhu basin; (b) Temperature of the Chamkhar Chhu basin; (c)
Precipitation of the Beas basin; (d) Temperature of the Beas basin.
The distance of the two basins is 1,350 km, but the glaciers would respond very diﬀerently
to climate change (Figure 5.6). The changes of glaciers are simultaneously aﬀected by
changes of temperature and precipitation. The annual mean temperature was above the
melting point and much warmer than the Beas basin. The glaciers in the Chamkhar Chhu
basin were likely to disappear or maintain in a stable condition with a small volume before
the 2050s whereas in the Beas basin the glaciers were predicted to experience mass loss
with a large range by the two RCMs under the three Rcps before the 2060s. Afterwards the
Beas glaciers would grow under Rcp2.6 and Rcp4.5 or speed up mass loss under Rcp8.5.
The simulated runoﬀ after the glacier disappearance or obtaining a new stable condition
showed a lower peak and earlier rising compared with the period of glacier melting, even
in cases when precipitation increased in the later period (Figures 9: Article IV). As a
consequence of changes in precipitation, temperature and glaciers, runoﬀ showed more
complex changes than the three factors. Shown by monthly mean runoﬀ, there was a large
variety among the periods of the selected two-decade (Figure 10: Article IV). The changes
in the summer months were more signiﬁcant than in the winter months. Additionally, the
36
Figure 5.6: Simulated glacier volumes in (a) the Chamkhar Chhu basin and (b) the Beas
basin.
diﬀerences between the RCMs get larger against time and CO2 emissions. The largest
change ranges were given under Rcp8.5, which also suggested the largest uncertainty under
Rcp8.5.
5.3 Water Resources
Calculating the available water resources included estimations of mean Environmental
Water Requirements (EWR) and the number of persons living in the basin. As an initial
guess, EWR can be assumend as 30% of mean annual runoﬀ of the observed periods.
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Assuming EWR would not change signiﬁcantly in the future, the total available water
resources can be calculated for the future.
To estimate basin population for the future, a linear relationship was derived between
the basin population and the national population for the years, 1990, 1995 and 2000.
The linear function was more accurate for the Beas basin than for the Chamkhar Chhu
basin. The maximum RME was 7.9%, (1,439 persons) for the Chamkhar Chhu basin,
whereas it was only 0.1% (269 persons) for the Beas basin (Table 5: Article IV). In
the period 2000–2050, the numbers of the population were predicted to continuously in-
crease and the number almost doubles in the Chamkhar Chhu basin (Figure 11: Article IV).
There were signiﬁcant decreases with considerable ﬂuctuations in the available water
resources per capita (Wp) by all projections in the two basins (Figure 5.3). In the
Chamkhar Chhu basin, Wp would drop from approximately 137 m3/year in the 2010s to 78
m3/year in the 2040s, whereas it was predicted to decrease from 21 m3/year to 14 m3/year
in the Beas basin. Eﬀects of climate change and population growth were split by assuming
that the population, conservatively, would not grow after the period 2011–2015 and the
remaining was caused by climate change. The water declines were respectively reduced to
34 m3/year in the Chamkhar Chhu basin and 4 m3/year in the Beas basin. Therefore, the
population growth were approximately responsible for 42% in the Chamkhar Chhu basin
and 43% in the Beas basin. The two basins were facing absolute water scarcity, less than
500 m3/year (Schewe et al., 2014) and the scarcity would intensify in the future.
The ranges of Wp caused by RCMs, Rcps and possible population inaccuracy were given
in Table 5.2. The diﬀerences among RCMs and Rcps counted less than 30% of Wp ranging
from 11% to 44%. However, when considering ±20% inaccuracy in population estimations,
the uncertainties mounted up to 68% in the Chamkhar Chhu basin and 73% in the Beas
basin. For the period 2016–2020 in the Beas basin, the best water resource scenario was
given by REMO under Rcp4.5 and the worst by RCA4 under Rcp4.5. The diﬀerences
between the best with 80% population estimation and the worst with 120% population
estimation reached 18 m3/year and accounted for 86.6% of the mean of six the estimations.
The uncertainties caused by ±20% population inaccuracy were much more than caused by
RCMs and Rcps.
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Figure 5.7: Water resources per capita of (a) the Chamkhar Chhu basin and (b) the Beas
basin. The shaded area represents the ranges consider ±20% of the population projections.
The top boundary is calculated by using the maximum projected available water resources
and 80% of the population. The bottom boundary is calculated by using the minimum
projected available water resources and 120% of the population. The ensemble is computed
by using the mean of six runoﬀ projections and assuming the population does not increase
after the period 2011–2015. The ensemble lines aim to show the eﬀects of population on
water resources.
Table 5.2: Statics of ranges (R) of Wp caused by RCMs, Rcps and population estimations.
For the period i, Wp(i,j) is the available water resources per capita estimated by the
projection j (1 ≤ j ≤ 6). In the ﬁrst row, Ri is
max
1≤j≤6
Wp(i,j) − min
1≤j≤6
Wp(i,j)
∑j=6
j=1
Wp(i,j)/6
× 100 and in
the second row, Ri is
max
1≤j≤6
Wp(i,j)/0.8 − min
1≤j≤6
Wp(i,j)/1.2
∑j=6
j=1
Wp(i,j)/6
× 100.
Chamkhar Chhu Beas
Mean Minimum Maximum Mean Minimum Maximum
RCMs;Rcps 25.1 12.0 35.7 29.2 11.4 43.5
RCMs;Rcps;±20%Pop 67.6 54.2 79.1 72.5 53.8 86.6
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6 Discussions
6.1 Model Complexity
The trend to develop complex models has been criticised (Beven, 2001) whereas hydrolo-
gists are more and more required to predict not only runoﬀ but also other variables for
environmental policies and sustainable development (Varado et al., 2006).
Results of the Glomma basin have shown that ﬁner spatial resolution or more detailed
description of physical realism could improve the model performance in runoﬀ simulation.
The hillslope routing has signiﬁcantly improved not only the low ﬂow simulation, but also
at the interior points of the Norsfoss basin. In Norwegian mountainous basins and other
places of high hydraulic conductivity, overland ﬂow is mainly generated due to a rising
groundwater table, which can be contributed from interﬂow and local recharge due to
rainfall and snowmelting. Thereby, runoﬀ generation at downstream is an accumulated
eﬀects of upstream grids and the local input. Though the method of hillslope routing is
simple, it is a proper representation of this process and enhances runoﬀ simulation.
The MC and NRF methods, however, have not increased the model eﬃciency at current
spatial and temporal resolutions. The reasons for the minor improvements are that water
ﬂows quick due to a steep terrain and low manning roughness coeﬃcients of sparse vege-
tation in the Losna and Norsfoss basins. Most runoﬀ drains the basin within two days
(Figure 6: Article I), and it is diﬃcult to reﬂect this in daily models. These two methods
probably can add value to runoﬀ simulations at sub-daily or hourly scales and in larger
basins than the Norsfoss basin.
For internal variables, such as groundwater or snow water equivalent, however, three
grid-based models (no routing, hillslope routing and both hillslope and channel routing)
have demonstrated similar model performance. This is likely due to data error in the mea-
surements (more in the following section) and discrepancy in concepts and scale between
measurements and simulation (see 6.3 Limitations and Opportunities). In addition, the
models were calibrated according to the discharge series, which leads to a higher emphasis
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on runoﬀ than other variables. The calibration processes also compensate diﬀerent param-
eters and only give good ﬁnal results (Alley, 1984; Jiang et al., 2007). Therefore, it would
be useful to constrain the compensation, for example by reliable estimation of parameters
or comparison with other models for individual processes.
These results indicate that a higher degree of model complexity is able to lead to a
better model, but the improvements are still limited to runoﬀ simulation. In rainfall-runoﬀ
modelling, runoﬀ indeed is the most crucial and traditional output. However, there are
emerging demands to predict other variables for environmental assessments and climate
change studies. The model capacity in reproducing other variables is likely to become
additional criteria for model evaluation and its priority should also be on top in model
development.
6.2 Data Uncertainties
Uncertainties are noteworthy, particularly in assessing water resources for the future. The
uncertainties inherit from models (e.g. GCMs, RCMs and hydrological models) and their
parameters as well as data sources (e.g. emission scenarios and observed data). The
uncertainties can accumulate or cascade through the research activities and potentially
lead to large uncertainties in the target outputs (Seiller & Anctil, 2014; Bastola et al.,
2011). Due to the fact only two RCMs are used and the uncertainties caused by diﬀerent
models has been widely discussed (Butts et al., 2004; Bastola et al., 2011; Chen et al.,
2012; Yang et al., 2012); therefore the section focus on the data associated uncertainties.
The quality of climate data is very important in hydrological modelling. In the studies
of the Himalayan basins, the meteorological stations are sparsely distributed and mainly
located in low elevation places. This distribution leads to a low representativeness of
the spatial precipitation and temperature. Though in the interpolation of the station
measurements, elevation eﬀects have been considered, mountain aspect and its exposure to
the sun also inﬂuence precipitation and temperature signiﬁcantly. Therefore, more climate
data, for example, remote sensing data should be involved in the ongoing research.
The discharge series are essential to calibrate and validate hydrological models; therefore,
their accuracy and length should be qualiﬁed. However, the available discharge series of
the Himalayan basins are only approximately ten-year long. In addition, the accuracy is
aﬀected by the measurement methodology and human activities. Take the Norsfoss basin as
an example. Its regulation capacity is 8.57%, however the regulation has stronger inﬂuence
on its sub-basins. It is partly responsible for the lower eﬃciency of runoﬀ simulation at
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the interior points than at the Norsfoss station. Not only the discharge measurements, but
also the groundwater level is inﬂuenced by human activities, for which the groundwater
levels at lower elevation places (200 m amsl) in the Norsfoss basin are more diﬃcult to
simulate than at the moderate height (650 m amsl).
Initial ice thickness of glaciers is required by the hydro-glacial model and the ice thickness
maps play an important role in the simulations of runoﬀ and glacier mass changes, and
even more when using the simulation to estimate glacier runoﬀ. The initial ice thickness
of glaciers is from a global dataset generated by glacier models (Farinotti et al., 2009).
The quality of the thickness dataset is largely depending on the glacier inventory data.
There were no surveys located in the Himalayan basins, but no better dataset is available.
In the Chamkhar Chhu basin, the total area of glaciers is around 203 km2 calculated from
this dataset; however, Bajracharya et al. (2014) estimated that the area covered only 85
km2 in the year 1990. To reduce the impacts of the errors in the ice thickness datasets,
two possible approaches can be used. The ﬁrst is to ﬁnd a good starting point assisted by
the recent satellite images. The second is to remove the systematic errors by using point
measurements using information at near sites. These two methods of correction would
improve usage of this global dataset in glacier and runoﬀ studies in the Himalayan region
and other areas.
6.3 Limitations and Opportunities
The HBV model is a conceptual model and some simulated values are not directly com-
parable to the observations owing to conceptualisation and scaling issues (Beven, 2001;
Vache´ & McDonnell, 2006). The measurements of snow pillows are compared with the
areal mean of a grid of 1 km. The simulated groundwater storage of the areal mean volume
is examined by correlating with groundwater depth measurements in piezometers. The
diﬀerences in the dimensions and scales hamper eﬀectiveness of the measurements. In spite
of these diﬃculties, using measurements of internal variables is an essential way to make
a new breakthrough in developing hydrological models (Lindstro¨m et al., 1997; Vache´ &
McDonnell, 2006). To make better use of the point measurements, the model simulation
can be scaled ahead of the comparison, or the measurements are interpolated into the
model scale (Blo¨schl & Sivapalan, 1995).
The Δh-parametrisation method is only designed for retreating glaciers, which is valid for
most glacier due to global warming. However, in the Karakoram and western Himalaya,
the thinning rates of glaciers are very small and some glaciers are even growing (Ka¨a¨b
et al., 2012). This is also likely to happen in the Beas basin in the further (Article IV). In
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this case, it is necessary to consider an approach for the growing glaciers. The scientiﬁc
basis of the Δh-parametrisation method is description of the varying rates over a glacier,
which is also valid for growing glaciers. Under the framework of the Δh-parametrisation
method, a threshold value can be set for the ice thickness at the terminus. If the thickness
is larger than the threshold, the ice ﬂow advances following the ﬂow direction until the
thickness is not larger than the threshold value. It can be determined from the statistics
of the thickness distribution or other external methods. Additionally, accurate estimation
of the empirical parameters should be derived from surface elevation maps. However,
these maps are not available for most glaciers. The parameters of the Δh method are
calibrated according to the discharge series and available annual mass balance series.
However, there is a need to evaluate the parameter sensitivity to the series and the power
of the series to deﬁne the parameters. Another way is to adopt the parameter values
estimated for Rhonegletscher in the Swiss Alps (Huss et al., 2010). Considering the large
variability among the glaciers, the transferability of the parameter values requires in depth
investigations.
The Himalayan region is extremely diversiﬁed due to the complex topography and the
monsoon. The selected Himalayan basins are located respectively in northern India
(western Himalaya) and in central Bhutan (eastern Himalaya). Their distance is 1,350
km, but the hydrological regimes and glacier responses to climate change are diﬀerent.
This thesis has been a good attempt in terms of including two basins at the diﬀerent
locations in this region. However, due to diﬃculties in obtaining measurements, this
area is still described as a ’white spot’ in scientiﬁc understanding. Accurate knowledge
and a comprehensive assessment have not been achieved. Therefore, it is important to
obtain more measurements as well as have a way to share the data, including in situ
measurements and satellite images. This can be achieved either by publishing data along
with publications or submitting data to a data portal. There has been several successful
examples (Ka¨a¨b et al., 2012; ICIMOD, 2015), but far from enough.
Impacts of human activities on hydrology are as evident as climate change; however,
they are not properly considered in the current hydrological models. During the selected
periods, eﬀects of hydropower were not signiﬁcant at the basin outlet, but it was possible
that some sub-basins of the Norsfoss basin were aﬀected. In the Himalaya areas, developing
countries have started a widespread exploration of hydropower. Hydrologic alternations
induced by human activities are occurring at the local, regional and global scales (Sivapalan
et al., 2003), particularly in the recent period. However, there are insuﬃcient published
data and proper methods to accounts human activities in hydrological studies. Interactions
between the water system and the human society will be an important direction of the
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future research.
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7 Conclusions
The goal of this project is to evaluate and improve the capacity of the HBV model to
simulate hydrological processes in mountainous and glacierised regions under both the
present and future climate. To achieve this goal, this project implements the ﬂow routing
algorithms and glacier retreat module in a simple grid-based version. The implementations
not only improve the model performance, but also contribute to a better representation of
physical processes for the present and future conditions.
Implementations of routing algorithms enable a high performing model in daily runoﬀ
simulation at the basin outlet. The hillslope routing increases the model eﬃciency by
0.05 Nash-Sutcliﬀe eﬃciency (NSE), whereas improvements by the Network Response
Function and the Muskingum-Cunge method are not signiﬁcant. In addition, the models
with hillslope routing show exceptional superiority in simulating the low ﬂow. They are
also better than other models at interior points, which are not involved in the calibration.
However, the higher eﬃciency does not exist in simulating internal variables, such as
evaporation, snow and groundwater.
Hillslope routing is necessary in places where the hydraulic conductivity is high and
runoﬀ generation is not only a local response. In Norwegian basins, channel routing and
source-to-sink routing do not add value in daily runoﬀ simulation due to a steep terrain and
sparse vegetation as well as small or medium basin areas. Model ability in reproducing the
internal variables, such as snow and groundwater are hampered by a lack of qualiﬁed data
and discrepancy in concepts and scale between measurements and simulation. Improving
hydrological models in describing internal processes is the key to the future success in
model development.
The HBV model with the Δh-parametrisation is tested in three basins, the Nigards-
breen basin in Norway, the Chamkhar Chhu basin in Bhutan and the Beas basin in India.
For the Nigardsbreen basin, the model eﬃciency is as high as 0.9 of NSE in daily discharge
and 0.9 of the Pearson product-moment correlation coeﬃcient for glacier annual balance
series both in calibration and validation modes. The model eﬃciency is lower in the
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Himalayan basins mainly due to the low quality of the data used. In addition to evaluation
based on observations, the hydro-glacial model can provide maps of snowpack distribution
and estimate runoﬀ components from glaciers. The model requires only precipitation,
temperature and initial ice thickness and it is suitable for large basins with shrinking
glaciers. It can be used for hydrological simulations and examining glacier eﬀects on
hydrology, particularly under changing climate.
This hydro-glacial model is further used to estimate water resources in the Himalayan
basins. The climate scenarios projected by two RCMs suggest signiﬁcant warming eﬀects
and the eﬀects are more obvious with more emission. However, there are no clear changes
in precipitation against emission or time. The glaciers in the two basins show diﬀerent
response to climate change. In the Chamkhar Chhu basin, the glaciers will continuously
lose mass before the 2050s whereas in the Beas basin, the glaciers are predicted to ex-
perience mass loss with a large range before the 2060s, and afterwards the glaciers are
likely to grow under Rcp2.6 and Rcp4.5 or lose mass at high rates under Rcp8.5. The two
basins are respectively located in the eastern and western Himalaya and their responses
to climate are very diﬀerent. There is no doubt that with global warming, the melting
rates are increased. However, the glacier mass changes are simultaneously determined by
temperature and precipitation, particularly if temperature is above the melting point.
In the period 2011–2050, the available water resources are predicted to decrease sig-
niﬁcantly induced by population growth and climate change. The water resources per
capita are predicted to drop from 137 m3/year in the 2010s down to 78 m3/year in the
2040s in the Chamkhar Chhu basin and from 21 m3/year to 14 m3/year in the Beas basin.
The population growth is approximately responsible for 40% of the water declines. The
uncertainties caused by regional climate models and emission scenarios are roughly 30%
ranging from 11% to 44%. When considering ±20% inaccuracy in population estimations,
the highest uncertainty reaches 87%. The uncertainties are worthy of attention, but there is
no doubt that the two basins are facing serious water scarcity and the water conditions will
get worse in the future. Water shortage has been and continues to be a major constraint
of economic and social development.
48
8 Outlook
This thesis implemented the routing and glacier retreat functions in the HBV model.
These changes make a better representation of the physical realism and improve the
model capacity in glacierised areas for long-term simulation under warming climate. The
improvements are crucial to the selected basins and transferability of the models has to be
examined in the ongoing research.
There has been a debate among the hydrological modellers for a long period. Does
a high degree of complexity improve model accuracy? It is true that not all complexities
lead to improvements, but relevant complexities deﬁnitely give better outcomes either
higher accuracy or extending the boundaries of validity of hydrological models. Addition-
ally, model accuracy is not only restricted to runoﬀ simulation, but also better simulations
of other variables, such as groundwater and glacier changes. However, due to the dis-
crepancies in concepts, dimensions and scales, measurements of the internal variables
are not eﬃciently used. In addition to ﬁnding approaches to utilise these measurements,
it is also important to understand and apply new type data, such as water storage of
Gravity Recovery and Climate Experiment (GRACE). They will be the most widely used
measurements in the near future due to the increasing price of workforce.
Eﬀects of human activities are as evident as climate change, but human activities studies
are mainly limited in water demand and water quality. In these studies, human activities
are typically described as boundary conditions or external alteration to the water system.
In other way, the water system inversely inﬂuences the society, for example, human attitude
towards water consumption, international relations and trade. The interaction between
the human society and water system plays a far more important role than before. This is
not a new science, but this kind research has recently become necessary and feasible with
developments of global trade and the internet. This research direction is obviously not
easy. It requires a close cooperated knowledge between hydrology and social science and
critical thinking mindset of brave researchers.
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The main purpose of this study is to test the hypothesis that, with appropriate structures, increasing
model complexity with the same model concepts would lead to an increase in the model efﬁciency in
simulating either runoff or internal variables. Five variants of the Hydrologiska Byråns
Vattenbalansavdelning (HBV) model, i.e. a lumped model (LWhole), a semi-distributed model (SBand),
a grid-model without routing (GRZero), a grid-model with hillslope routing (GROne), and a grid-model
with both hillslope and channel routing (GRTwo) are compared in a cold and mountainous catchment
in central southern Norway. The ﬁve models are compared with respects to (1) runoff simulation at
the catchment outlet and the interior points, and (2) simulations of internal variables, i.e. evapotranspi-
ration, snow water equivalent and groundwater depth. The results show that the models with higher
complexity can improve the runoff simulation both at the catchment outlet and the interior points.
However, there is no superiority of complex grid-models over simple grid-models in reproducing internal
variables in this study.
 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction
The fundamental work of hydrologists is to quantify relation-
ship of precipitation over a catchment area and resulting runoff.
In the last three decades, a large amount of hydrological models
have been published to describe this relationship (Singh and
Woolhiser, 2002). These models are suited to simulate runoff at
certain spatial and temporal scales (Praskievicz and Chang,
2009). Basically, the differences among the models come from
three aspects (Butts et al., 2004): (1) assumptions about factors
inﬂuencing hydrology or response functions, (2) numerical solu-
tions, and (3) spatial discretisation, such as sub-catchments or
square grids.
There has been an evident trend to develop models with high
degree of complexity (Mayr et al., 2013; Perrin et al., 2001). The
development of hydrological models has gone through three
stages, from input–output black-box models, through lumped con-
ceptual models, to physically-based and/or conceptual distributed
models. The physically-based distributed models tend to represent
physical processes by partial differential equations at a ﬁne spatial
resolution. To develop models with high degree of physical
dependence and structural complexity is long-sighted and useful
in terms of knowledge gained about hydrological processes from
catchment studies. However, it would lead to increasing difﬁculty
in estimating parameters and large parameter uncertainty (Butts
et al., 2004).
Hydrologists show high interest in comparing hydrological
models of varying complexity. The conclusions are not consistent
due to many reasons, for example, the models used in the compar-
isons, data quality and catchment characteristics, etc. However, if
the models differ in the assumptions about factors inﬂuencing
hydrology or the runoff process, results of comparisons are deter-
mined by the basins used.
To focus on the model itself, we assume that the responses of
runoff to areal mean precipitation are described by the model con-
cepts, which can be described by a lumped model. The model com-
plexity exists in the way that water balance components are
presented. For example, the lumpedHBVmodel formulates all basic
concepts of the HBV model. The semi-distributed models with ele-
vation bands or sub-catchments and the grid-distributed models
are of a higher degree of model complexity. The routing procedure,
such as the Muskingum method also adds an additional degree of
complexity, because it links the model elements to each other.
This research examines if increasing degree of model complex-
ity improves the model performance and how much. A review of
http://dx.doi.org/10.1016/j.jhydrol.2015.05.044
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the scientiﬁc literature did not provide a clear guidance on this
issue. In 2004, the Distributed Model Intercomparison Project
(DMIP) compared distributed and lumped versions of twelve mod-
els with radar precipitation data at a 4 km spatial resolution and
hourly temporal resolution (Smith et al., 2004). Twenty one events
in eight catchments with areas ranging from 65 to 2484 km2 were
selected in the comparative studies. This project results showed
that overall, lumped models outperformed distributed models in
terms of discharge simulation, and some distributed models
showed comparable results to lumped models in many basins
(Reed et al., 2004). The results depended on the basin’s shape, ori-
entation, soil and climatic characteristics (Butts et al., 2004; Reed
et al., 2004).
Different results are reported by other studies. Atkinson et al.
(2003) demonstrated that the best simulation of runoff was
obtained by a fully distributed model in a small catchment at an
hourly time step. Han et al. (2014) and Yan and Zhang (2014)
respectively examined effects of watershed subdivision on mod-
elling runoff. They found that with a larger number of
sub-catchments, the model gave a better performance and there
was a threshold level, beyond which no signiﬁcant improvements
could be obtained with increasing number of sub-catchments.
This conﬁrms the results by comparing two watershed subdivision
schemes by Varado et al. (2006). Michaud and Sorooshian (1994)
compared the lumped and distributed Soil Conservation Service
(CSC) models on a semi-arid catchment of 150 km2 and the results
showed that neither of the models could accurately simulate the
peak ﬂows or runoff volumes from 24 sever thunderstorms at an
one-minute time step. Using the same model, Boyle et al. (2001)
found improvements were related to spatial distribution of model
input and streamﬂow routing and no additional beneﬁts could be
obtained when the number of watersheds were more than three.
A well-known way for a better model comparison is involving
internal points and state variables in model evaluation (Lindström
et al., 1997; Uhlenbrook et al., 1999; Vaché and McDonnell,
2006). Alley (1984) was probably the ﬁrst to notice that models
were similar in runoff simulation while substantial differences
existed in other variables. Furthermore, Jiang et al. (2007) found
that models differed least in discharge among simulations of dis-
charge, actual evapotranspiration and soil moisture. Varado et al.
(2006) applied a conceptual model on the Donga catchment
(Benin), and found that the model was only good at simulating run-
off, but not at reproducing groundwater table. Vaché and
McDonnell (2006) showed that, among the models they evaluated,
only the most complex model successfully reproduced both dis-
charge dynamics and residence time. The results of their research
indicate that the best objective function value in discharge are
obtained during calibration, but with sacriﬁce of other hydrological
variables, where the error resides. In order to achieve deliberate
conclusions, comparisons including other hydrological measure-
ments, such as evapotranspiration and groundwater should be
adopted (Bookhagen and Burbank, 2010; Lindström et al., 1997;
Wagener et al., 2001). This multi-variable comparison will not only
contribute to an improved understanding of hydrology processes,
but also provide guidance for developing hydrological models.
The aim of this paper is to test the hypothesis that, with appro-
priate way of organising, increasing complexity leads to an
increase in model efﬁciency of simulating either runoff or other
internal variables. A conceptual rainfall–runoff model, the HBV
model is selected and modiﬁed to ﬁve model variants of different
complexities, i.e. a lumped model (LWhole), a semi-distributed
model with ten elevation bands (SBand), a simple grid-model
(GRZero), a grid-model with hillslope routing (GROne), and a
grid-model with both hillslope routing and river channel routing
(GRTwo). The selection of the models is threefold. Firstly, LWhole
is the most widely used HBV model variant for scientiﬁc and
operational purposes globally. Secondly, SBand is currently used
in the Norwegian Water Resources and Energy Directorate (NVE),
which is responsible for ﬂood forecasting and water resources
administration in Norway. Thirdly, three distributed models are
included in the sense of having a higher level of physical realism.
The spatial variability and how the runoff routes to the catchment
outlet are described in the three grid distributed models at various
degrees of complexity.
Lindström et al. (1997) made the ﬁrst attempt to make a dis-
tributed version of the HBV model. They used a typical resolution
of 40 km2 of sub-catchments and each sub-catchment was further
divided into elevation bands. This modiﬁcation signiﬁcantly
improved model performance. In the late 1990s, Uhlenbrook
et al. (1999) and Krysanova et al. (1999) respectively compared
the effects of spatial distribution on runoff simulation.
Uhlenbrook et al. (1999) compared three model variants with dif-
ferent number of elevation bands and land use zone and various
runoff generation conceptualisation, on a small mountainous
catchment of 40 km2 in south western Germany. They concluded
that the models considering more spatial variability were better
than the lumped models when separately computing of the upper
zone storage for each model unit. Krysanova et al. (1999) applied
the semi-distributed HBV model of elevation bands to a large
German catchment of 96,000 km2. The model with
sub-catchments enabled better runoff simulation than without
sub-catchment division. However, Das et al. (2008) compared four
versions of the HBV model and found that semi-distributed and
semi-lumped (a lumped model for each sub-catchment) outper-
formed the distributed (1 km regular grid) and lumped model
structures. The authors suspected that the input data did not
reﬂect the actual spatial variability. The study by Wrede et al.
(2013) in a Swedish lowland catchment of 2000 km2 using the dis-
tributed model (250 m regular grid) also showed that the quality of
input data was a limitation factor for model performance. For mod-
elling other variables, Mayr et al. (2013) reported that involving
glacier mass balance in calibration gave a better prediction in the
glacier mass but a slightly worsened discharge prediction.
Moreover, they revealed that incorrect snow and ice simulations
did not necessarily affect the quality of the runoff simulation.
2. Study area and data
2.1. Study area
The Norsfoss catchment is located in upstream of the longest
Norwegian river, the Glomma River in central southern Norway
(Fig. 1). This catchment covers an area of 18,932 km2. The mean
altitude is 732 m above the mean sea level (m amsl) ranging from
147 to 2170 m amsl, and approximately 26% of the area is above
the potential tree level. The mean slope is 6.7 with a range from
0.0 to 73.2. Climate varies along the river from upper mountain
regions in north to lowlands in south. Additionally, the
north-western part is characterised by lower temperature, lower
precipitation and longer snow-cover period than the lowland area.
Annual precipitation is 849 mm/year, and yearly mean air temper-
ature is 0.62 C based on the period from 1961 to 1990 with
10.68 C in July and 11.48 C in January. More than 60% of the
catchment area is covered by forest and marsh, and approximately
20% is covered by bedrock. Floods are usually associated with snow
melt, heavy rainfall or their combination (L’Abée-Lund et al., 2009).
2.2. Geography data and processing
Data of elevation, slope and land covers are provided by the
Norwegian Mapping Authority, which bears nationwide
H. Li et al. / Journal of Hydrology 527 (2015) 858–871 859
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responsibility for geographical information. These datasets are at a
spatial resolution of 25 m regular grid.
For elevation and slope, the original datasets are aggregated at
1 km. There are eight land cover types, i.e. lake, bog, forest, bed-
rock, heather, alpine forest, open land and glacier. Their fractions
in each 1 km grid are computed from their respective numbers of
small grids at 25 m within 1 km grid.
The drainage networks delineation is constructed in three steps.
Firstly, the DEMs at 25 m are aggregated at 100 m. The reason for
the aggregation is that there are many small lakes and bogs in
the study area. This aggregation removes these local pour points.
Secondly, ﬂow direction data are built based on the 100 m DEMs
according to the D8 (deterministic eight-node) method. The D8
method developed by O’Callaghan and Mark (1984) assumes that
water ﬂows to only one of the eight nearest neighbours based on
the steepest slope. Lastly, the drainage networks at a resolution
of 1 km are created by using the river Network Scaling
Algorithms (Fekete et al., 2001; Gong et al., 2009). The drainage
networks are also visually checked according to the National
River Network Database (ELVIS) (NVE, 2015) made in the year
2011, and manually modiﬁed if necessary. More details can be
found in Li et al. (2014).
Estimating the channel cross-sectional size is difﬁcult and
essential in channel routing. In this study, 111 cross-sections are
measured from digital maps; however, these measurements can-
not be utilised without pre-processing by distributed models for
three reasons. Firstly, the digital river network sometimes does
not really match most natural rivers, which may lead to usage of
only a small number of the measured river cross-sections.
Secondly, in Norway, some lakes, such as Storsjøen, are very long
Fig. 1. Location and Digital Elevation Models (DEMs) of the Norsfoss catchment, Norway. The locations of snow pillows, groundwater stations and discharge stations are also
shown; more detailed information is given in Table 1. Note that only the discharge at the catchment outlet (the lower right corner discharge station) is used in calibration.
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and crossed by rivers. The widths of these long lakes are much
wider than rivers and should not be counted in the river routing.
Thirdly, in some grids, there are more than one measured
cross-sections. A simple method assuming that widths along a
river section are similar, is developed to get river width of river
grids in two steps. Firstly, the digital river network is divided into
different sections according to the Strahler system (Strahler, 1957).
Secondly the width of one river section is assigned the mean of the
widths of all river cross-sections measured in the respective local
sub-catchment.
2.3. Climate data
Daily maps of precipitation and temperature at a resolution of
1 km for mainland Norway are used in this study. These datasets
are produced by the Norwegian Meteorological Institute (met.no)
using daily observations of 24-h mean temperature and accumu-
lated precipitation measured at meteorological stations.
For temperature, daily mean observations of 150 stations are
ﬁrst projected to the mean sea level by regression analysis based
upon monthly mean temperature data from 1152 stations in
Norway, Sweden, Denmark and Finland. Interpolated temperature
by the residual kriging method is readjusted to terrain elevation
using a lapse rate that varies among different seasons (Mohr,
2008).
For precipitation, observations of 630 stations are corrected for
systematic under-catch due to station’s exposure to wind. To inter-
polate precipitation, a method of triangulation (Mohr, 2008) is
used with correction for the altitude of grid point using a vertical
precipitation gradient of 10% per 100 m difference below 1000 m
amsl and a vertical precipitation gradient of 5% per 100 m differ-
ence above 1000 m amsl (Mohr, 2008; Vormoor and Skaugen,
2013). These datasets have been evaluated and used in many stud-
ies covering Norway, such as hydrology modelling (Beldring,
2002a; Li et al., 2014), glacier mass estimation (Engelhardt et al.,
2012; Engelhardt et al., 2013), permafrost evolution (Gisnås
et al., 2013) and snow depth estimation (Mohr, 2008; Vormoor
and Skaugen, 2013; Bruland et al., 2015). These studies have shown
that the datasets are generally of high quality. In the Norsfoss
catchment, there are 64 stations roughly uniformly distributed,
which means a station density of 3.4 per 1000 km2. The high den-
sity of stations ensures a good quality of the climate data in this
study.
2.4. Observations
Discharge, snow water equivalent (SWE) and groundwater
depth are used to calibrate or validate the models.
Discharge is transformed from measured stage using the
Bayesian Rating Curve Fitting method (Petersen-Øverleir et al.,
2009). Time series of daily discharge in the period from 1981 to
1990 at the Norsfoss gauging station are used in calibration and
the period 1991–2000 are used for validation.
SWE is measured by three snow pillows, which are in the
national network of Norway. The measurements of the national
snow pillows have been re-veriﬁed by extensive sampling on a
monthly basis during the winter of the two years, 1998 and 1999.
Groundwater depth is measured by seven piezometers. All the
piezometers are located in sparse vegetation areas and the mea-
sured aquifers are shallow glacier tills. The Gbr Vika and
Abrahamsvoll stations are very close to lakes. Generally the mea-
surements are of high quality; however there is a large uncertainty
in peak groundwater measurements due to manual measurement
at weekly time step (Fleig, 2013). Locations of the piezometers
are depicted in Fig. 1 and tabulated in Table 1.
3. Methodology
3.1. Model description
The HBV model concepts were initially developed for usage in
the Scandinavia in the 1970s (Bergström, 1976) and the model
has been modiﬁed into many versions (Sælthun, 1996; Beldring
et al., 2003; Ehret et al., 2008; Hailegeorgis and Alfredsen, 2015).
The model contains routines for snow accumulation and melting,
soil moisture accounting and runoff generation. The HBV model
has been applied in more than 80 countries and is currently used
as a standard tool for ﬂood forecasting and simulating inﬂow to
hydropower reservoirs in many areas. In NVE, which provides ﬂood
forecasting services for the entire Norway, the semi-distributed
HBV model with ten elevation bands (SBand) is currently used
for ﬂood forecasting.
Bergström (1976) and Lindström et al. (1997) have explicitly
described the model algorithms and the scientiﬁc bases.
Uhlenbrook et al. (1999) further demonstrated the plausibility of
the model structure and process conceptualizations by using the
GLUE approach. Therefore, only the equations of the studied com-
ponents, namely runoff, evaporation, snow storage and groundwa-
ter are given in this paper.
Snow accumulation and melting are calculated based on tem-
perature according to Eqs. (1) and (2) (Lindström et al., 1997).
Snow is a porous media and some rain and melt water can be
retained in the pores. In the models, porosity of 8% of the snowpack
water equivalent is assumed. Melt water can be released only after
pores are ﬁlled up. Hence, SWE is the sum of snow and contained
liquid water.
SF ¼ P T < TACCT ð1Þ
SMelt ¼ SMELTR ðT MELTTÞ T > TACCT ð2Þ
where SF is snow fall; P is precipitation; T is air temperature; SMelt
is snow melt rate. ACCT; SMELTR and MELTT are parameters. In this
study, ACCT is ﬁxed as zero and other parameters are calibrated.
Evaporation is calculated based on the potential evaporation
rate (PE) and available water for evaporation. PE is computed based
on a parameter for land surface and temperature. Lakes evaporate
at PE.
PE ¼ EPOT  T T > 0 ð3Þ
Table 1
Types, names and locations of the observing stations. The areas (km2) of the
catchments are shown in the parentheses following the names of the discharge
stations. The elevations (in m amsl) of the snow pillows and ground piezometers are
in the parentheses following the name.
Type Name Longitude (E) Latitude (N)
Discharge Søndre Imssjøen (158) 10.6618 61.5479
Kvarstadseter (377) 10.8933 61.1785
Atnasjø (463) 10.2221 61.8519
Mistra Bru (550) 11.2419 61.7111
Knappom (1,646) 12.0471 60.6412
Elverum (15,447) 11.5607 60.8742
Norsfoss (18,933) 12.0355 60.339
Snow pillow Kvarstadseter (665) 10.8933 61.1785
Fokstugu (980) 9.2971 62.1188
Vauldalen (830) 12.0334 62.6411
Groundwater Haslemoen (169) 11.8738 60.6467
Kvarstadseter (698) 10.8837 61.1781
Gbr Vika (436) 11.7595 61.3019
Stenerseter (625) 11.8782 61.4065
Settalbekken (994) 10.0159 62.3828
Glåmos (700) 11.4609 62.6789
Abrahamsvoll (710) 11.5576 62.6897
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where EPOT is a parameter for potential evaporation rate.
The rate of actual evaporation (AE) is a function of PE and avail-
able soil moisture (SM):
AE ¼
PESM
FCFCD SM < FC  FCD
PE SM P FC  FCD
(
ð4Þ
where FC is the ﬁeld capacity; FCD is a parameter that takes values
between 0 and 1. It is ﬁxed as 1 in this study.
The inﬁltration is controlled by a inﬁltration capacity, INFMAX.
The part of the water input exceeding this parameter goes directly
to the upper zone of the groundwater storage (UZ) as well as a frac-
tion of the input water.
UZ ¼ Infe þ InSoil SMFC
 BETA
ð5Þ
where Infe is the input water exceeding INFMAX. InSoil is the water
getting into the soil. BETA is a parameter describing shape of soil
moisture release curve.
Deep percolation from the upper zone to the lower zone is a
product of a soil parameter, PERC and UZ. Total runoff, Q, is sum
of the runoff from the upper zone and lower zone (Eq. (6)). This
conceptualisation is based on that runoff is mainly generated due
to a rising groundwater table and Horton overland ﬂow rarely
occurs due to a large hydraulic conductivity of the glacial till
deposits (Beldring, 2002b). The runoff from the upper zone repre-
sents the quick ﬂow and the runoff from the lower zone represents
the base ﬂow.
Q ¼ KUZ  UZALFA þ KLZ  LZ ð6Þ
where LZ is storage of the lower zone; KUZ and KLZ are recession
parameters. ALFA is a parameter introduced by Lindström et al.
(1997) to handle the over-parametrisation problem. ALFA replaces
two parameters of the response function of the upper zone and
improved the model efﬁciency (Lindström et al., 1997). This
non-linear response reﬂects the rapidly decreased conductivity of
surface deposits in the Nordic countries (Beldring, 2002b). The
groundwater storage is the sum of UZ and LZ.
3.2. Five models
Five models based on the same HBV concepts are compared,
namely, LWhole, SBand, GRZero, GROne, and GRTwo. These ﬁve
models are presenting increasing levels of spatial discretisation
and process details. All the models are run at the daily time step
with the same input data.
The lumped model, LWhole, is a simple HBV model using the
areal mean precipitation and temperature over a catchment with
a uniform characteristic. All types of land covers and soil are shar-
ing the common parameter values.
The semi-distributed model with elevation bands, SBand, is the
most widely used model setting in Norway. The catchment is
divided into ten elevation bands with equal area according to the
hypsometry curve. For each zone, time series of mean precipitation
and temperature are inputs. Calibrated parameters vary from dif-
ferent type of land cover and soil. The sub-catchments share the
same elevation band division and input data but with different
weighting of each band.
For the grid-model without routing, GRZero, runoff generation
is performed in every grid. Discharge at outlet is sum of runoff
from all catchment grids. This model is of high spatial representa-
tion in forcing data and in parameter values.
For the grid-model with hillslope routing, GROne, the runoff
generation subroutine runs on the most upslope grid, and the gen-
erated runoff is added to the groundwater storage of its downslope
landscape grid. The downslope grid performs the groundwater
routine with input equal to sum of the runoff from its upslope grids
and the local net precipitation. This procedure runs from the
upstream area to the downstream area until the runoff discharges
into the river grids. Then the model runs for next time step.
For the grid-model with both hillslope routing and river ﬂow
routing, GRTwo, runoff is summed at respective river grid and rou-
ted by the Muskingum-Cunge method between river grids. River
channel cross-sections are assumed to be rectangular. When the
Courant number is greater than one, output discharge is equal to
input discharge, which means no routing. Details of the
Muskingum-Cunge method can be seen from, e.g. Todini (2007).
Among the ﬁve models, the lumped model, LWhole is the sim-
plest. The semi-distributed model, SBand is suggested to represent
the important features of catchment, while at the same time this
model does not require high demand of data and computation.
The ﬁrst grid-model, GRZero, is a large assembly of LWhole with
high spatial representation. The second grid-model, GROne
describes hillslope routing. The third grid-model, GRTwo describes
both hillslope routing and channel routing.
3.3. Parameters and calibration
Model parameters are calibrated by a model-independent
non-linear parameter estimation and optimization package called
PEST (Parameter ESTimation), which is frequently used for model
calibration in different research ﬁelds. PEST reads ﬁles of input
parameters and target output, thus calibration with any arbitrary
model can be easily set up. The algorithms are based on the imple-
mentation of the Gauss–Marquardt–Levenberg algorithm, which
combines advantages of the inverse Hessian matrix and the steep-
est gradient method to allow a fast and efﬁcient convergence
towards to the best value of the objective function. It is the mini-
mum of a weighted least square sum of the discrepancies between
simulated and observed discharge where similar weights are
assumed. Within speciﬁed ranges of parameters, PEST approaches
to an optimised parameter set (Doherty and Johnston, 2003;
Wrede et al., 2013).
The Gauss–Marquardt–Levenberg method can efﬁciently ﬁnd
local objective function minima (Skahill and Doherty, 2006) with
a small number of model runs. In contrast, other algorithms such
as the Shufﬂed Complex Evolution algorithm (Duan et al., 1992)
are much more likely to ﬁnd the global objective function mini-
mum with the cost of a much greater number of model runs
(Coron et al., 2012). PEST is selected due to its good performance
for Norwegian catchments (Lawrence et al., 2009) as well its
sophistication after a long term development (Doherty, 2005).
The optimal global parameter set is veriﬁed on the basis of differ-
ent initial parameter sets.
The sensitivity and uncertainty of model parameters of the HBV
model have been widely studied in Sweden and Norway.
Bergström (1976) mapped the mean square error function of
streamﬂow by the trial and error method. In snow routine,
MELTT and SMELTR in Eq. (2) were sensitive and the sensitivity of
SMELTR increased with lower MELTT. In the soil moisture account-
ing routine, BETA (in Table 2) was sensitive and its sensitivity
decreased with increased FC in Eq. (4). In the dynamic response,
KUZ in Eq. (5), PERC (in Table 2) and KLZ in Eq. (6) were greatly
inﬂuenced by each other and the parameters in other routines.
Using the Monte Carlo method, Harlin and Kung (1992) demon-
strated that SMELTR and KUZ were sensitive, and BETA and KLZ
were moderate. Furthermore, Seibert (1997) found that the sensi-
tivity was hard to be described quantitatively, since the sensitivity
changes greatly with different parameter values. MELTT and KUZ
were most sensitive near the optimised value (Seibert, 1997). To
achieve good performance in streamﬂow, only MELTT and
SMELTR were in narrow range (Uhlenbrook et al., 1999). By similar
862 H. Li et al. / Journal of Hydrology 527 (2015) 858–871
87
approach, Seibert (1999) found MELTT was the most constrained
parameter by the objective function. In addition to studies in
Nordic countries, Abebe et al. (2010) concluded that FC and BETA
were sensitive to volume error and KUZ and KLZ were sensitive
to high ﬂow series in semi-humid watershed located in the
sub-tropical coastal plain of south-eastern United States.
In the Nordic countries, glacial till deposits over an imperme-
able bedrock are the main aquifers. The subsurface conditions
heavily depend on the land cover (Beldring, 2002b). To simplify,
we assume that parameters vary among different land cover
(Beldring et al., 2003; Wrede et al., 2013). To reduce the difﬁculty
caused by the larger number of parameters in calibration, some
parameters are tied, whichmeans that they are simply maintaining
a constant ratio to their parent parameter, which are optimised
(Doherty, 2005). The calibrated parameters are the lake parame-
ters, land cover parameters and soil parameters for bog, forest
and alpine and KLZ for other land covers. Other parameters in
the land cover and soil groups are tied to forest.
Initial parameter values were selected on the basis of previous
best manual calibration trials. To achieve global optimised param-
eter values, we did start calibrations with different initial values
and different parameter ranges. The meaning and optimised value
of every parameter are shown in Appendix A and their areal means
are summarised in Table 2.
3.4. Evaluation criteria
The models are evaluated with respect to the comparison
between simulated and observed runoff both at the catchment out-
let and internal points, and evapotranspiration, SWE and ground-
water table are also compared among the models. These
variables are selected because they are important components of
water balance or can be validated by in situ measurements. The
relative mean error (RME), the Nash–Sutcliffe efﬁciency (NSE)
(Nash and Sutcliffe, 1970), the inverse Nash–Sutcliffe efﬁciency
(InNSE) (Pushpalatha et al., 2012) and the correlation coefﬁcient
(R) were used as criteria for model performance.
RME ¼
Pn
i¼1ðSi  OiÞPn
i¼1Oi
 100 ð7Þ
NSE ¼ 1
Pn
i¼1ðSi  OiÞ2Pn
i¼1ðOi  OÞ
2 ð8Þ
InNSE ¼ 1
Pn
i¼1
1
Si
 1Oi
 2
Pn
i¼1
1
Oi
 1
O
 2 ð9Þ
R ¼
Pn
i¼1ðSi  SÞðOi  OÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPn
i¼1ðSi  SÞ
2
q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPn
i¼1ðOi  OÞ
2
q ð10Þ
where Oi is the observed series; Si is the simulated series; n is the
length of series; O and S are the mean of observed series and simu-
lated series. The perfect values (dimensionless) are 1 except RME
being 0.
RME is for water balance error; NSE is for match of simulations
and observations with large weight on high ﬂow; InNSE is also for
closeness of simulations and observations with large weight on the
low ﬂow (Pushpalatha et al., 2012). R is used in evaluating internal
variables. Therefore, combination of these four criteria can give an
appropriate evaluation of model performance.
4. Results
In this study, the model comparison is partly done according to
runoff simulation either at the catchment outlet or interior points.
The better a model is in runoff simulation, the more reliable the
model is. Additionally, the differences ofmodel simulations in evap-
otranspiration, SWE and groundwater storage are also analysed.
4.1. Discharge estimation at the catchment outlet
Results of NSE and InNSE are shown in Fig. 2. Differences exist-
ing in LWhole, SBand and GRZero show effects of ﬁner spatial rep-
resentation of the input data; differences existing in GRZero,
GROne and GRTwo show effects of ﬁner spatial representation of
hydrologic processes. The ﬁgure shows that (1) The values of NSE
increase from LWhole to the fully distributed model, GRTwo. (2)
The most signiﬁcant improvement occurs from LWhole to SBand
and then from GRZero to GROne. (3) In simulation of the low ﬂow,
GROne and GRTwo are still able to give a fair estimation with rel-
atively high InNSE values whereas the InNSE values of the other
models fall below zero. (4) Implementing the Muskingum-Cunge
method does not add additional value to runoff simulation at a
daily time step in the study area as reﬂected by the unchanged
value of NSE and InNSE between GROne and GRTwo.
The runoff seasonality is of high concern by hydrologists for
water management. The monthly mean runoff is shown in
Fig. 3(a) and the deviations of the ﬁve models from the observed
values are shown in Fig. 3(b). It is seen that the model errors of
LWhole and SBand exhibit a stronger seasonal pattern than
GROne and GRTwo. Less water is predicted in pre-ﬂooding seasons
and more ﬂoods are predicted to occur in high ﬂow seasons. In con-
sequence LWhole and SBand have a tendency to amplify risks of
drought and ﬂooding and to hint a depressing situation for water
resources. Although all ﬁve model structures have good total
RME values of less than 3%, GROne and GRTwo are more reliable
in overall evaluation.
4.2. Discharge estimation at interior points
One of big beneﬁts of using distributed models is that they can
explicitly account for spatial variability inside a basin and have the
Table 2
Optimised values of the selected parameters. The parameters for SBand and the grid-based models are land use dependent; therefore the areal mean is given.
Group Name Meaning (unit) LWhole SBand GRZero GROne GRTwo
Evaporation EPOT Potential evaporation capacity (m/day/C) 5.02E03 1.31E02 1.31E02 8.50E03 7.14E03
INT MAX Interception storage (m/day) 2.91E04 2.87E04 2.86E04 2.71E04 2.32E04
Snow MELTT Melting temperature of snow (C) 1.98 0.84 0.84 0.92 0.92
SMELTR Temperature index of snow melting rate (m/day/C) 2.27E03 3.93E03 3.89E03 8.06E03 7.91E03
Soil FC Field capacity (m) 1.293 0.738 0.751 0.318 0.335
BETA Shape coefﬁcient of soil moisture 0.396 1.473 1.775 16.009 15.933
Runoff KUZ Recession coefﬁcient of the upper zone (1/day) 0.133 0.536 0.541 0.567 0.694
ALFA Non-linear drainage coefﬁcient of the upper zone 0.976 2.392 2.293 1.379 1.364
PERC Percolation from upper zone to the lower zone 0.013 0.019 0.020 0.006 0.005
KLZ Recession coefﬁcient of the lower zone (1/day) 0.035 0.074 0.074 0.019 0.014
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ability to produce simulations at interior points without explicit
calibration at these points. However, by transferring the parameter
values and areal mean inputs, the lumped models can also esti-
mate runoff at interior points. Then all the models can be evaluated
at interior points; therefore we treat the performance of LWhole as
a benchmark for the assessment of the other models, because we
simply run LWhole in the sub-catchments with the parameter val-
ues calibrated at the catchment outlet and the time series of areal
mean inputs. The forcing data in the sub-catchments for LWhole
are the same as in the entire Norsfoss catchment.
There are six sub-catchments in total and results are presented
in Fig. 4 and Table 3. It is noteworthy that only the discharge of the
Norsfoss station was used in the calibration. Generally, the NSE val-
ues of all models increase with increasing catchment area. In the
sub-catchments larger than 1646 km2 (less than 10% of the area
of the Norsfoss catchment) the NSE values of all the models except
LWhole are larger than 0.6.
The mean and coefﬁcient of variance (CV) of the NSE values of
the ﬁve models are shown in Table 3. High mean with low CV indi-
cates a good model performance. As expected, LWhole gives the
lowest efﬁciency among the ﬁve models. GRTwo is the best with
the largest mean NSE and the smallest CV. GROne and GRTwo are
more likely to be capable than other three models.
4.3. Internal variables
Involving other variables in model evaluation is essential to
make a breakthrough in model structure identiﬁcation and process
Fig. 2. The NSE (a) and InNSE (b) values of different spatial discretisation schemes for calibration and validation periods at the outlet. Average is the mean of the NSE values for
the calibration and the validation. In (b), the values, which are not shown, 46.12 for calibration, 13.32 for validation, 29.72 as the average of LWhole, and 1.37 for
calibration of SBand.
Fig. 3. Monthly mean runoff for the validation period at the outlet. (a) Comparison of simulations by the ﬁve models and the observations. (b) The residuals of the
simulations.
Fig. 4. The NSE values of six sub-catchments and the entire study area of ﬁve model
structures for the validation period. Average is the mean of the NSE values of
different model structures. The catchment with the largest area (18,933 km2) is the
entire study area.
Table 3
The mean value (mean) and CV of NSE on six sub-catchments and the entire study
area in the validation period.
LWhole SBand GRZero GROne GRTwo
Mean 0.363 0.536 0.543 0.564 0.576
CV 0.722 0.498 0.527 0.499 0.482
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understanding. Simulations of evapotranspiration, SWE and
groundwater are compared either among the ﬁve models or with
observed data.
4.3.1. Evapotranspiration
It can be seen from Fig. 5 that the simulations of evapotranspi-
ration by the ﬁve models are very close. Slight differences occur
during the summer time, especially at the peaks in July. In the win-
ter time, all the simulated evapotranspiration values are zero or
close to zero. In humid area, evapotranspiration highly depends
on the available energy for evaporation and vegetation growth.
Thus evapotranspiration increases from January to July, when it
is the warmest month and biological activity is intense (Beldring
et al., 2003), and decreases from July to December. The calculated
evapotranspiration is 352 mm/year and accounts for 40% of annual
precipitation. This reﬂects a typical water balance situation at the
east side of high mountains in central southern Norway.
4.3.2. SWE
The SWE time series measured by three snow pillows and the
simulations of three grids where the snow pillows are located by
three grid-models are shown in Fig. 6. All the grid-models can give
reasonable pattern of snow storage both by visual inspection and
by the R values in Table 4. The models capture the time of accumu-
lation and melting. However, all the three models do not accurately
estimate the SWE amount. At the Kvarstadseter snow pillow site,
all the models compute more snow than the observations; how-
ever, the results of the models are inconsistent at the Vauldalen
snow pillow site. GRZero gives the highest R value at the three
sites.
The areal mean monthly SWE simulations are presented in
Fig. 7. It shows that the models can be roughly grouped into three
classes. LWhole is the ﬁrst class; SBand and GRZero are in the sec-
ond class; and GROne and GRTwo are in the third class. There is
more SWE calculated by the models of the third class than others.
4.3.3. Groundwater
In the HBV model, groundwater is simulated as areal mean vol-
ume of groundwater storage, whereas in practice, groundwater
level is measured by piezometers. However, the storage and depth
are highly correlated. Assuming a homogeneous aquifer and hori-
zontal water table, the storage of the aquifer can be calculated by
Eq. (11).
Sa ¼ ðH  H0Þ  / ¼ H  / H0  / ð11Þ
where Sa is the storage of aquifer per unit area in depth; H is the
groundwater level; H0 is the reference level, which is usually
thought as the lowest groundwater level; / is the effective porosity
in relative volume.
The R between observed groundwater level and simulated
groundwater storage is used to evaluate groundwater models in
this study. The seven groundwater piezometers as presented in
Table 1 and Fig. 1 are used. Weekly observations are available for
the period from 1981 to 2000 with some missing values. In total,
there are 5702 observations. All the measured aquifers are
Fig. 5. Monthly mean evaportransipiration simulated by the ﬁve models for the
validation period for the entire study area.
Fig. 6. Observations of SWE by the snow pillows, Kvarstadseter (a), Fokstugu (b) and Vauldalen (c) and the simulations of SWE of the grids where the snow pillows are
located. P is the daily precipitation in mm/day. SWE is the daily observation and simulations in mm. T is the daily temperature in C.
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unconﬁned. R is calculated between the observed time series and
the simulated time series of the grid where the piezometer is
located.
Fig. 8 presents the results against the mean groundwater depth
at the piezometers sites, elevation and slope of the grids where the
piezometers are located. Firstly, all the grid-models give lower cor-
relation coefﬁcients at the piezometers with the deepest ground-
water depth. Secondly, the patterns against elevation seem quite
complex. The correlation coefﬁcients go up with increased eleva-
tion and then down. The highest correlation coefﬁcients are at
approximately 600 m. Thirdly, there is an up trend against slope
with large spread. The mean of all the R is 0.53 and the values of
R of the three grid-models are comparable in magnitude.
5. Discussions
5.1. Runoff simulations
In rainfall–runoff modelling, runoff is indeed the most crucial
output. As expected, the model performance improves most from
LWhole to SBand and minor improvement occurs from the
semi-distributed model, SBand to the grid distributed model,
GRZero. This conﬁrms the previous studies by Lindström et al.
(1997), Das et al. (2008) and Wrede et al. (2013). The spatial vari-
ability in the forcing data, particularly temperature and precipita-
tion must be accounted in hydrological modelling in mountainous
and cold catchments. This is quite different from the catchment
used by Michaud and Sorooshian (1994) and the DMIP catchments
by Reed et al. (2004) and Butts et al. (2004).
The improvements both in the NSE and InNSE from GRZero to
GROne show that distributed hillslope routing is essential in runoff
modelling, especially for simulating the low ﬂow. In the hillslope
routing, the water routes from an upstream grid to the outlet
rather than directly add to its runoff volume. This process prolongs
the response time and more water drains in the low ﬂow seasons
than in high ﬂow seasons. This hypothesis is conﬁrmed by Fig. 3.
The models except GROne and GRTwo overestimate the high ﬂow
and underestimate the low ﬂow.
The low efﬁciency of channel routing is caused by the high slope
and sparse vegetation. Most runoff ﬂows out within two days (Li
et al., 2014). It is difﬁcult to include this fast channel response in
a daily simulation. The data error in observed discharge and aggre-
gation of precipitation and temperature (Montanari and
Baldassarre, 2013) is another possible reason.
The up trend of model efﬁciency with size of sub-catchments is
the same as what was reported by Varado et al. (2006). A primary
contributing factor to this may be that smaller basins have less
capacity to deal with data error either in forcing data or discharge
series. Besides, observations in small basins indeed exhibit more
variability and dynamics in responses functions (Varado et al.,
2006) than in larger basins, making accurate simulation more dif-
ﬁcult (Reed et al., 2004). Another reason is that in this study the
models are calibrated for the outlet station, and large
sub-catchments share more common features with the one used
for calibration.
5.2. Internal variables’ simulation
Validating models on internal variables is always difﬁcult and of
primary importance. The ﬁrst reason is that most internal vari-
ables, such as soil moisture and groundwater depth are measured
at point scale. Simulations by hydrological models, even dis-
tributed models at a very ﬁne resolution are areal mean values.
The second reason is the less satisfactory length and quality of
measurements compared to runoff data. However, this approach
is required to assess the general behaviour of hydrological models
and identiﬁcation of model structures, especially in cases when
runoff simulations by different models are close.
All grid-simulations are at a regular grid of 1 km. It is the most
adopted spatial resolution in catchment hydrology studies and glo-
bal datasets, for example, Hydro1k (EROS, 1996). These results will
Table 4
The R values between snow pillow measurements and grid-model simulations.
Snow pillow GRZero GROne GRTwo
Kvarstadseter 0.8 0.68 0.68
Fokstugu 0.73 0.7 0.69
Vauldalen 0.77 0.61 0.64
Mean 0.77 0.66 0.67
Fig. 7. Monthly mean SWE by the ﬁve models for the entire study area.
Fig. 8. The R values between measured groundwater level series and the simulated groundwater storage series.
866 H. Li et al. / Journal of Hydrology 527 (2015) 858–871
91
give insights of other researchers and will be compared to on-going
research.
5.2.1. Evapotranspiration
Evapotranspiration is a crucial term to connect a water balance
model and a land surface energy balance model (Xu et al., 2005; Xu
and Singh, 2005). The best available technology for observing evap-
otranspiration is a weighing lysimeter. However, establishing and
maintaining a lysimeter for a long time period is very costly (Xu
and Chen, 2005). Therefore, evapotranspiration is usually esti-
mated using other methods, such as the Penman-Monteith
method, reference evapotranspiration based methods, hydrological
models (water balance method) and complementary relationship
based methods (Gao et al., 2012). Recently, remote sensing data
have been gradually used to estimate actual evapotranspiration
(EI Hai EI Tahir et al., 2012; Yang et al., 2012; Corbari et al.,
August 2014). The most conceptually simple tool is the hydrologi-
cal modelling, especially when regional estimation is required (Xu
and Singh, 2005).
Although no observations of evapotranspiration are available,
the simulated patterns are considered to be reasonable. The ﬁve
models produced similar results. This can be explained from the
water balance, because all ﬁve models used the same precipitation
and discharge data and the model reproduced almost same runoff
volume. The leftover of precipitation after runoff is the evapora-
tion, if water storage of catchment does not change. Another rea-
son is that the ﬁve models used the same temperature based
method with the same areal mean temperature.
5.2.2. SWE
In Norway, almost half of the precipitation falls as snow, and it
appreciably inﬂuences the hydrological responses. The most severe
ﬂood in southeast Norway in recent times occurred in the year
1995 and was fed from extensive snow covered high-mountain
areas (Sorteberg et al., 2001).
The data errors existing in the measurements by snow pillow
and in the grid temperature make the model simulation less accu-
rate than other variables. For example, at the Kvarstadseter snow
pillow site, there was a melting event on April 4th, 1998 according
to the observations (Fig. 6). Contradictorily all models responded
as an accumulation. The temperature of this grid was 7.5 C in
April 4th, 1998. Therefore, the models are believed to function well
to the forcing data. The error may be investigated from the uncer-
tainty of forcing data and measurements, or the sub-grid variabil-
ity (Gisnås et al., 2013).
5.2.3. Groundwater
Bergström and Sandberg (1983) have shown that the HBV
model is able to model groundwater level of unconﬁned aquifers
after calibration with an objective function to achieve the maxi-
mum R between observed groundwater level and simulated
groundwater storage. Their research provides conﬁdence in the
model and a benchmark in presenting our results. The values of
R were around 0.8 and higher in most cases. However, Bergström
and Sandberg (1983) used the average values of the stations at
the study catchment and closeness of simulated and observed
groundwater depth was the objective function of calibration.
Varado et al. (2006) gave an example of model efﬁciency of a con-
ceptual hydrological model (REW-v4.0) when it was only cali-
brated with discharge data. The model efﬁciency was very low
and they concluded that was caused by the lack of presentation
of the processes in the unsaturated zone.
Although our models produce lower R than the model of
Bergström and Sandberg (1983), no groundwater data are used in
calibration in our study. Additionally, the observed groundwater
depth series are individually compared to the model produced ser-
ies of the grid where they are located. If counting these differences,
our models give equivalent performance.
The HBVmodel is a conceptual rainfall–runoff model. Therefore,
it shows less capability in simulating groundwater levels of deeper
depth, which are less relevant to runoff peaks and total runoff vol-
ume. Additionally, the three stations with low efﬁciency are
located at approximately 200 m amsl, where human effects are
stronger than at other stations with higher elevations.
In cold mountainous catchments, groundwater aquifers are
recharged by rainfall and snow melt. At higher elevation places,
snow melt has large proportion. Less accuracy in snow melt pro-
duced by models than the input precipitation is a possible explana-
tion of low R at around the 1000 m height.
The trend of R against slope would be misleading. If the three
stations at the 200 m height (R of which are below 0.2) are
removed, there is no trend any more.
Table 5
Ranks in the descending order of the ﬁve most sensitive parameters for each model.
Other parameters are found insensitive.
Rank LWhole SBand GRZero GROne GRTwo
1 ALFA SMELTR EPOT ALFA ALFA
2 SMELTR EPOT SMELTR KUZ KUZ
3 EPOT ALFA ALFA EPOT EPOT
4 KLZ KLZ KLZ SMELTR SMELTR
5 MELTT FC FC MELTT FC
Fig. 9. Sensitivities of SMELTR (a) and MELTT (b). Other parameters are kept in their optimised values in each model.
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5.3. Parameter analysis
Complex models are easily required to prove that their good
efﬁciency is not achieved by adding additional parameters and
the best solution should be supported by deliberate measurements
of hydrological processes (Vaché and McDonnell, 2006). Otherwise,
the optimised parameter values likely provide high evidence of
parameter identiﬁability. As shown in Table 2, the optimised val-
ues of the selected parameters are considered to be in their plausi-
ble ranges. There are interdependence between certain
parameters. MELTT and SMELTR are strongly correlated and posi-
tively associated. However, the soil parameters FC and BETA are
negatively associated.
Parameter sensitivity is difﬁcult to quantify due to the
non-linear response of runoff to parameters and parameter inter-
actions (Seibert, 1997; Tang et al., 2007). The sensitivities are
impacted by selection of analysis method and the physical charac-
teristic of study area (Tang et al., 2007). Thereby, we deﬁne the
parameter sensitivity as the changes of NSE against the relative
changes of the parameter values. Shown in Table 5, SMELTR;ALFA
and EPOT are among the ﬁve most sensitive parameters for every
model. It can be concluded that the ranks of parameter sensitivity
for the ﬁve models are similar. For an illustrative purpose, the sen-
sitivities of a sensitive parameter (SMELTR) and a less sensitive
parameter (MELTT) are plotted in Fig. 9(a) and (b), respectively.
6. Conclusions
The aim of this paper is to test the hypothesis that with appro-
priate structures, increasing complexity would increase the model
efﬁciency either in runoff simulation or other internal variables.
Five variants of the HBV model, i.e. a lumped model (LWhole), a
semi-distributed model with elevation bands (SBand), a
grid-model without routing (GRZero), a grid-model with hillslope
routing (GROne), and a grid-model with both hillslope and channel
routing (GRTwo) are compared in a cold and mountainous catch-
ment in central southern Norway. The ﬁve models are compared
according to runoff simulation either at the catchment outlet or
interior points as well as internal variables, i.e. actual evapotran-
spiration, snow water equivalent and groundwater depth. The fol-
lowing conclusions are drawn from this study.
According to the Nash–Sutcliffe efﬁciency (NSE) and the inverse
Nash–Sutcliffe efﬁciency (InNSE) of the outlet discharge, the rank of
model efﬁciency in the descending order is GRTwo, GROne,
GRZero, SBand and LWhole both in the calibration and validation
mode. Applying the parameter values calibrated at the outlet to
the six sub-catchments within the study area, GRTwo is still the
best but with less superiority than in producing the outlet dis-
charge. The NSE values increase with the areas of the
sub-catchments.
Three internal variables are compared with observations mea-
sured at several sites and among models. The areal mean actual
evapotranspiration simulations are very similar. Considerable dif-
ferences exist among areal mean monthly SWE. The R values
between the measurements by three snow pillows and
grid-simulations show that GRZero is slightly better than GROne
and GRTwo. Moreover, the three grid-models are comparable in
simulations of groundwater levels; model performances are
affected by the groundwater depth and elevation of ground
piezometers.
It is worth noting that this study is performed only in one catch-
ment. Robustness of the results needs to be tested by, for example,
performing the study in other catchments and/or applying the
models in non-stationary conditions. The latter can be done by cal-
ibrating and validating the models in different seasons or under
different climate conditions. This kind of research will be done in
the ongoing research.
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Table A1
Meanings of the parameters and the calibrated values. The MannR was only used in the Muskingum-Cunge channel routing method and calibrated for each land cover in
calibration. Parameters are subscripted with b for the bog, f for the forest, a for the alpine, r for the rock, h for the heather, o for the open land, g for the glacier. The parameters of
LWhole for the other land and soil were the same as those for the open land.
Group Parameters Meaning Unit LWhole SBand GRZero GROne GRTwo
Lake EPOT L Potential evaporation capacity m/day/C 0.000001 0.000097 0.000010 0.000971 0.000980
KLAKE Rating curve constant – 0.006224 0.035225 0.015674 0.031472 0.066361
NLAKE Rating curve exponent – 0.560846 1.619736 1.025064 0.512362 0.164502
MannR Manning roughness coefﬁcient – – – – – 0.030000
Land INT MAXo Maximum interception storage m/day 0.005017 0.009845 0.009943 0.002957 0.002488
EPOTo Potential evaporation capacity m/day/C 0.000291 0.000334 0.000331 0.000196 0.000204
MELTTo Melting temperature of snow C 1.977322 1.399138 1.400558 1.517349 1.542897
SMELTRo Temperature index of snow melting rate m/day/C 0.002267 0.002491 0.002488 0.003125 0.003190
MannRo Manning roughness coefﬁcient – – – – – 0.050000
INT MAXb Maximum interception storage m/day – 0.000528 0.000282 0.007291 0.000733
EPOTb Potential evaporation capacity m/day/C – 0.000040 0.000036 0.000175 0.000105
MELTTb Melting temperature of snow C – 2.313019 2.300974 1.470627 1.890260
SMELTRb Temperature index of snow melting rate m/day/C – 0.008284 0.008275 0.008171 0.006826
MannRb Manning roughness coefﬁcient – – – – – 0.040000
INT MAXf Maximum interception storage m/day – 0.009845 0.009943 0.002957 0.002488
EPOTf Potential evaporation capacity m/day/C – 0.000334 0.000331 0.000196 0.000204
MELTTf Melting temperature of snow C – 1.399138 1.400558 1.517349 1.542897
SMELTRf Temperature index of snow melting rate m/day/C – 0.002491 0.002488 0.003125 0.003190
MannRf Manning roughness coefﬁcient – – – – – 0.010000
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Glaciers are crucial in many countries where meltwater from glaciers is an important source of water for
drinking water supply, irrigation, hydropower generation and the ecological system. Glaciers are also
important indicators of climate change. They have been signiﬁcantly altered due to the global warming
and have subsequently affected the regional hydrological regime. However, few models are able to
parameterise the dynamics of the glacier system and consequent runoff processes in glacier fed basins
with desirable performance measures. To narrow this gap, we have developed an integrated approach
by coupling a hydrological model (HBV) and a glacier retreat model (Dh-parameterisation) and tested this
approach in three basins with different glacier coverage and subject to different climate and hydrologic
regimes. Results show that the coupled model is able to give satisfactory estimations of runoff and glacier
mass balance in the Nigardsbreen basin where the measured data are available to verify the results. In
addition, the model can provide maps of snowpack distribution and estimate runoff components from
glaciers.
 2015 The Authors. Published by Elsevier B.V. This is anopenaccess article under the CCBY license (http://
creativecommons.org/licenses/by/4.0/).
1. Introduction
Glaciers are essential in the water system. They store about 75%
of the fresh water on the earth. Approximately 99.5% of the ice vol-
ume store in ice sheets and the remaining 0.5% in mountain gla-
ciers (Khadka et al., 2014). Although the mountain glaciers are
relatively small, they are critically important to the humanity
(Beniston, 2003; Arora et al., 2014). Firstly, mountain glaciers are
relevant to humankind because of their proximity to populated
areas (Singh et al., 2006). During 14th to 19th century, a period
known as the Little Ice Age, advancing glaciers periodically
extended down into valleys and destroyed communities, crops,
and livelihoods (Carey, 2007). Glacier recession also induces a ser-
ies of natural hazards (Carey, 2005). Secondly, mountain glaciers
indeed substantially contribute to the development of society
and economy (Beniston, 2003). For example, glaciers only cover
approximately 1% area of mainland Norway. However, 15% of its
electricity is generated by runoff from these glacierised basins
(Andreassen et al., 2005). Thirdly, glacier meltwater is an impor-
tant water resource (Burlando et al., 2002) and a supplement to
streamﬂow under drought conditions (Marshall, 2014).
Furthermore, glaciers are considered as one of the most sensi-
tive indicators of climate change (Burlando et al., 2002). That is
because runoff from a glacierised basin is more dependent on the
available energy than from a non-glacierised basin. Therefore, a
modiﬁcation of the prevalent climate, particularly of air tempera-
ture, can considerably affect the hydrologic regime (Burlando
et al., 2002; Radic´ and Hock, 2014).
Glacier responses to climate change are of concern for both sci-
entiﬁc research and public communities (Hagg et al., 2007; Barnett
et al., 2005). In many regions of the earth, glaciers are retreating
and seasonal snowfalls are diminishing as shown by observations
and modelling (Bolch et al., 2012; Barnett et al., 2005). Zemp
et al. (2008) reported that the global average annual mass was
0.58 m water equivalent (w.e.) year1 for the decade 1996–
2005. Assuming a minor change in precipitation, ice- and
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snow-covered areas are predicted to decrease at accelerating rates
due to increased melting of snowpack and ice as well as due to
reduced accumulation of snow and decreased surface albedo
(Radic´ and Hock, 2014). The expected climate change and its seri-
ous implications demand interdisciplinary research on different
topics including glaciers.
The response of glaciers to global warming is generally stated
as: due to the release of water from glacial storage, runoff initially
increases especially during late spring and summer, and after com-
plete removal of the glacier ice, runoff stabilizes and drops below
the previous level (Huss et al., 2008). Theoretically, the total
amount of runoff cannot be changed by the disappearance of gla-
ciers compared to stable glacier conditions. However, changes in
seasonal distribution of runoff have signiﬁcant impacts on water
availability, ecosystems and human well-being (Jain et al., 2011).
The inhomogeneity among mountain glaciers, however, makes
this generalisation not applicable for all glaciers (Jain et al.,
2011). This inhomogeneity is signiﬁcant among different climate
regimes, even among the glaciers in a close neighbourhood
(Horton et al., 2006). The rate of glacier retreat depends on both
large-scale and time-invariant factors, and small-scale and
time-dependent factors (Burlando et al., 2002; Khadka et al.,
2014). Geographical, topographical and climatic conditions act at
large scales and relatively stable, whereas the size, location of gla-
ciers and study period of research are at a small spatial scale and
time dependent (Bolch, 2007; Marshall, 2014).
The processes of melt water from glaciers draining to the catch-
ment outlet are very complex. Glaciologists and hydrologists have
made many efforts to describe and model them by employing
glaciological methods and hydrological methods or by integrated
knowledge. The methods used can be categorised into three types:
glaciological, hydrological and interdisciplinary approaches.
From a glaciological point of view, it is essential to simulate
response of glaciers to climate change and contribution to stream-
ﬂow by glacier wastage. This approach mainly uses models to
relate meteorological measurements to accumulation and ablation
rates on the glacier surface. These mass balance models vary in
complexity, including conceptual models and or more complicated
models based on the energy balance (Gottlieb, 1980; Arnold et al.,
1996; Klok and Oerlemans, 2002; Hock, 2005) and models for ice
dynamics (Greuell, 1992; Hubbard et al., 1998; Jouvet et al.,
2009). They have been validated by in-situ glacier measurements,
such as surface mass balance or ice thickness change. Then glacier
mass loss can be compared with discharge downstream of the gla-
cier (Kotlarski et al., 2010). However, glacier melt water is only a
raw volume input into the hydrological system, similar to rainfall.
The discharge is further modiﬁed by, e.g. evaporation and ground-
water storage. Therefore, the direct comparison leads to an overes-
timation of glacier contribution to discharge (Kaser et al., 2010),
unless contributions from non-glacierised areas are also
considered.
Many diverse approaches have been used in developing hydro-
logical models for a better representation of snow processes and
ice melting (Bergström, 1976; Shrestha et al., 2012; Wrede et al.,
2013). The models mainly use the meteorological data, satellite
data of snow cover and climate scenarios to study effects of climate
change on glaciers (Khadka et al., 2014; Jasper et al., 2004). Among
the models, the Snowmelt Runoff Model (SRM) (Khadka et al.,
2014; Immerzeel et al., 2009) and the HBV model (Mayr et al.,
2013; Hagg et al., 2006; Akhtar et al., 2008) are widely used.
However, these studies did not take into account the change in
the glacier area to the imposed climatic changes. Although these
studies provide valuable insights into the possible range of the
future options, they suffer from a large uncertainty about the plau-
sibility of the future evolution of glaciers (Immerzeel et al., 2012).
This limits the time scale over which the results could apply.
Several studies using the HBV model considered the retreat of gla-
ciers (Hagg et al., 2006; Akhtar et al., 2008) but, since the change of
glacier extent were arbitrarily assigned, they can be considered as
rather simple and non-dynamic experiments not allowing to
account for the transient evolution.
The coupled models with both descriptions of glacier and
hydrology are quite new. Several of such models have been
reported to link glacier dynamics and hydrological processes.
Horton et al. (2006) studied the climate change impacts on the
runoff regimes in the Swiss Alps by a conceptual reservoir-based
hydrological model. The glacier extent was updated by a concep-
tual model based on the accumulation area ratio (AAR) method,
which assumes that the accumulation area of a glacier occupies a
ﬁxed proportion of the total glacier area. However, the AAR
method is not able to reproduce the transient response of glaciers
to a changing climate as it assumes the glacier to be permanently
in steady-state (Huss et al., 2008). Huss et al. (2008) ran a dis-
tributed model to simulate the daily surface mass balance on three
highly glacierised catchments in Switzerland. The model included
the water balance calculation and a parameterisation of glacier
retreat. The model was validated with monthly runoff and decadal
ice volume change. Stahl et al. (2008) proposed and applied a
methodology for estimating changes in streamﬂow associated with
the coupled effects of climatic change and associated glacier
response, with a speciﬁc focus on transient responses. The authors
combined the HBV model with a model of the glacier area evolu-
tion based on volume-area scaling. However, as shown by Lüthi
(2009) and Radic´ and Hock (2014), volume-area scaling cannot
describe a critical time lag between the area and the volume
response to the prevailing climate. Immerzeel et al. (2012) sug-
gested a combined approach consisting of a simple
precipitation-runoff model and an ice dynamics model including
basal sliding for a glacierised Himalayan catchment in Nepal. The
model was ﬁrst calibrated using the recent location of the glacier
terminus and then by using discharge observations. Naz et al.
(2014) published a physically-based, spatially distributed hydro-
logical model coupled to a shallow ice dynamics model. A common
drawback of the currently available physically-based models is a
high demand of input data and computational power, which ham-
pers their applicability to large-scale catchments.
This paper aims at presenting a coupled model for hydrology
and glacier retreat suitable for large catchments with low data
demand. The combined model explicitly simulates glacier evolu-
tion and major hydrological processes at a high spatial resolution.
2. Methodology
The general framework is to couple a distributed HBV model
with a mass-conserving glacier retreat model. The HBV model cal-
culates the accumulation and ablation of snow and glacier ice for
every grid at a daily time step and the glacier retreat model
describes glacier surface elevation changes and updates glacier
area in response to the total amount of glacier mass change calcu-
lated by the HBV model.
2.1. Hydrological model
The HBV model concept was initially developed for runoff sim-
ulation in the Scandinavian countries in the 1970s (Bergström,
1976). So far, the HBV model has been applied in more than 80
countries and is used as a standard tool for ﬂood forecasting and
for simulating inﬂow to hydropower reservoirs in Norway as well
as many other European areas. The scientiﬁc basis and applicability
of the model have been veriﬁed at many sites in Europe
(Uhlenbrook et al., 1999; Götzinger and Bárdossy, 2005;
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Hailegeorgis and Alfredsen, in press) and Asia (Akhtar et al., 2008;
Li et al., 2014b). The algorithms have been described in details (e.g.,
Bergström, 1976; Lindström et al., 1997; Beldring et al., 2003);
therefore, we present here only the equations of special signiﬁ-
cance to our research.
The model version used in this study was ﬁrst published by
Beldring et al. (2003). It is a distributed model considering the spa-
tial distribution of meteorological data at a daily time step. The
main inputs are precipitation, temperature and surface elevation.
The station precipitation is ﬁrstly corrected for under catch (Eq.
(1)). Then the corrected precipitation and air temperature series
are interpolated for every grid using the inverse distance weighting
(IDW) method considering elevation effects (Eq. (2)). Finally water
balance is computed by the HBV algorithms for every grid.
Pc ¼
Kr  Po if rainfall
Ks  Kr  Po if snowfall
	
ð1Þ
where Pc is corrected precipitation (mm day1) and Po is precipita-
tion measured at the weather station (mm day1). Kr and Ks are free
parameters respectively for rainfall and snowfall correction.
Pg ¼
Xn
i¼1
W i  Pi  cðHgHiÞ=100p
Tg ¼
Xn
i¼1
W i  T i þ ct 
Hg  Hi
100
  ð2Þ
where Pg and Tg are precipitation (mm day1) and temperature (C)
at each grid. W i is the weight of station i calculated by the IDW
method. Hg and Hi are the elevations in meters above mean sea
level (m amsl) of grid and station i. n is the number of stations used
for interpolation. ct (C per 100 m) and cp are free parameters that
describe elevation effects on temperature and precipitation,
respectively.
Snow accumulates when the air temperature is below the
threshold temperature of snow accumulation (Tacc;C) and there
is precipitation. Snow melting is calculated by a degree-day
method based on temperature according to Eq. (3) (Lindström
et al., 1997). Glacier melting starts when there is no snow coverage
and the air temperature is higher than the melting threshold tem-
perature (T t). The melting rate of ice (Meltice) is based on the same
method, but another melting factor (MF ice) as shown in Eq. (4). At
the end of melting season (i.e. 31st August) existing snow on the
glacier is transformed into ice, and then the glacier gains mass.
Meltsnow ¼ MFsnow  ðT  TtÞ T > Tt ð3Þ
Meltice ¼ MF ice  ðT  TtÞ T > Tt ð4Þ
where T is air temperature (C) and T t is the threshold temperature
of snow melting; Meltsnow and Meltice are melting rate of snow and
glacier (m day1) obtained with the degree-day factors MFsnow and
MFice, respectively (both in m day1 C1).
2.2. Glacier retreat model
The Dh-parameterisation for modelling the changes in surface
elevation and extent for retreating glaciers owes its origin to vary-
ing thinning rates over a glacier (Huss et al., 2010). For a certain
mass change, surface elevation changes are smallest in the accu-
mulation area and the largest near the terminus of mountain gla-
ciers. This has been conﬁrmed by measurements (Arendt et al.,
2002; Bauder et al., 2007) and numerical modelling (Jóhannesson
et al., 1989). The Dh-parameterisation describes the surface eleva-
tion changes as a function of elevation and the ice volume change,
as Eq. (5).
hr ¼ hmax  hhmax  hmin
Dh ¼ ðhr þ aÞc þ b  ðhr þ aÞ þ c
ð5Þ
where h is the glacier surface elevation (m amsl); hmax and hmin are
the maximum and minimum elevations (both in m amsl); hr is the
normalised elevation; Dh is the normalised surface elevation
change. c; a; b and c are parameters and their values can be derived
from glacier surface maps of different years, or calibration (Huss
et al., 2010).
Integration of the dimensionless Dh function (Eq. (5)) over the
entire glacier, taking into account the area distribution and the
ice density qice (900 kg m
3) must equal the total glacier mass
change Ba (kg) calculated by the HBV model in a given time
interval:
Ba ¼ f s  qice 
Xn
i¼1
Ai  Dhi ð6Þ
where Dhi is the normalised elevation change of grid i; Ai is its area
(m2); n is the number of glacier grids. Further, f s is a factor that
scales the magnitude of the dimensionless ice thickness change. It
is chosen for each time interval such that Eq. (6) is satisﬁed. Then
the glacier surface is changed as:
h1 ¼ h0 þ f s  Dhi ð7Þ
where h0 is the elevation (m amsl) in the previous time step and h1
is the updated elevation (m amsl). In the last step, the change in gla-
cier extent is determined by the updated glacier surface elevation.
The glacier disappears for grids where the thickness is not greater
than zero.
The required inputs are the initial ice thickness and surface ele-
vation. The algorithm runs for individual glaciers, but all glaciers in
a basin share the same values of the parameters. In this research,
the glacier ﬂow sheds are constructed from the surface elevation
according to the D8 (deterministic eight-node) algorithms
(O’Callaghan and Mark, 1984) and the grids having the same termi-
nus point belong to one glacier. Glacier area has a slower climate
response than runoff (Lüthi, 2009). Therefore, glacier extent is
updated at a yearly scale, at the end of every melting season, i.e.
31st August.
The Dh-parameterisation avoids high demand of ﬁeld data and
computation resources such as an ice dynamics model (Jouvet
et al., 2009) and can provide similar estimates as a 3D ﬁnite ele-
ment ice ﬂow model as shown by Huss et al. (2010).
2.3. Calibration and criteria
The combined model is calibrated by a model independent cal-
ibration package (PEST). PEST is available for free download
(Doherty, 2005) and has been widely used in environmental and
hydrological modelling (Doherty and Johnston, 2003; Immerzeel
et al., 2012; Li et al., 2014a). The objective function is to obtain
the minimum of a weighted least square sum of the discrepancies
between simulated and observed series, i.e. daily discharge
(m3 s1) and if available, glacier annual mass balance (m year1)
where the weight of an annual mass balance value is assumed
10,000 times of a discharge value. When glacier data are not avail-
able, the sum of the discharge series is additionally used to control
the volume error.
The criteria used for evaluating precision of streamﬂow simula-
tion are the Nash–Sutcliffe efﬁciency (NSE) (Nash and Sutcliffe,
1970) and relative mean error (RME), while the Pearson correlation
coefﬁcient (COR) is used to evaluate mass balance simulation. The
criteria are shown by Eq. (8).
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NSE ¼ 1
Pn
i¼1ðOi  SiÞ2Pn
i¼1ðOi  OÞ
2
RME ¼
Pn
i¼1ðSi  OiÞPn
i¼1Oi
 100
COR ¼
Pn
i¼1ðOi  OÞðSi  SÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPn
i¼1ðOi  OÞ
2
q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPn
i¼1ðSi  SÞ
2
q
ð8Þ
where Oi is the observed series; Si is the simulated series; n is the
length of series; O and S are the mean values of observed series
and simulated series.
3. Study sites and data
Data of three basins are used to test the coupled model: (1) the
Nigardsbreen basin in Norway (Fig. 1), (2) the Chamkhar Chhu
basin in Bhutan (Fig. 2) and (3) the Beas basin in India (Fig. 2).
The area of the basins ranges from 65 to 3201 km2 and the
glacier-covered fractions are between 15% and 73% (Table 1).
Hydrographs of all basins show a similar discharge pattern charac-
terised by a peak occurring between May and August (Fig. 3).
3.1. Nigardsbreen basin
The Nigardsbreen basin is a glacierised watershed in the high
mountains in western Norway (Fig. 1). It has a small area of
65 km2, but with a large range of elevation. The highest point is
1957 m amsl and the lowest in only 285 m amsl. The climate is
humid, as it is inﬂuenced by the moist currents from the ocean.
In addition, the climate is locally modiﬁed by the presence of the
glacier. The mean annual air temperature is 0.47 C and the mean
precipitation reaches 3736 mm year1, with a large amount falling
in winter as snow (Andreassen et al., 2005). Streamﬂow is largely
determined by melting of snow and ice in the warm period of
the year.
Nigardsbreen is one of the largest outlet glaciers from
Jostedalsbreen (the largest ice cap in mainland Europe). The glacier
is exposed towards the southeast and extends from approximately
315 to 1957 m amsl. Approximately 73% of the basin area is cov-
ered by ice (Andreassen et al., 2012). Nigardsbreen is well-known
in the scientiﬁc community as it is one of the most studied alpine
glaciers in Northern Europe (Oerlemans, 1986, 1997, 2007;
Engelhardt et al., 2012).
The climate data are spatially interpolated maps of precipita-
tion and temperature produced by the Norwegian
Meteorological Institute (met.no) using 24-h mean temperature
and accumulated precipitation measured at meteorological sta-
tions (NVE, 2015). These datasets are in a grid format at 1 km
resolution and have been evaluated and used in many studies
covering mainland Norway, such as hydrological modelling
(Beldring et al., 2003; Li et al., 2014a), glacier mass balance esti-
mation (Engelhardt et al., 2012, 2013), permafrost evolution
(Gisnæas et al., 2013) and snow depth estimation (Vormoor
and Skaugen, 2013). The areal mean value of the Nigardsbreen
basin is assigned to a virtual station located at the middle of
the basin.
The daily discharge is obtained from the national hydrological
database, which is collected and managed by NVE. The series are
transformed from the in-situ measured water depth by the
Bayesian Rating Curve Fitting method (Petersen-Øverleir et al.,
2009) and its quality is ensured by the NVE hydrological quality
control system. The mass changes of the glacier are derived from
the direct glaciological method or stakes-and-pits method, which
is traditionally used by glaciologists to measure glacier mass bal-
ance (Østrem and Brugman, 1991; Hagg et al., 2004). Stakes are
used to measure the changes in thickness and pits are selected
sites for measuring the density at different depth. The measure-
ments are interpolated over the glacier to obtain the total amount
of glacier mass change. According to the experience of NVE, the
measurements are suspected to be subject to a slight positive bias
for the Norwegian coastal glaciers and the reason is not clear yet
(Andreassen et al., 2011). However, no better dataset is available
at present. The mass balance data have been extensively used for
glacier modelling purposes (Oerlemans, 1986, 1997, 2007;
Engelhardt et al., 2012).
Fig. 1. Location and digital surface elevation models (DEM) of the Nigardsbreen basin at the Nigardsbreen station. The light green indicates glacier covered area. The contours
are elevations (m amsl). The red dot denotes the location of the virtual meteorological station and the cyan pin marks the location of the discharge gauging station. (For
interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
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Maps of bedrock and glacier surface elevation are provided by
the Norwegian Water Resources and Energy Directorate (NVE).
The proﬁles were measured by the Radio-Echo Sounding (RES)
method during spring and early summer in the years 1981, 1984
and 1985 (Sæetrang andWold, 1986). The bedrock map is obtained
through interpolation of the measured proﬁles and the open valley.
The glacier surface elevation at a spatial resolution of 25 m are
derived from complete or partial aerial photos taken within the
Fig. 2. Maps of the Chamkhar Chhu and Beas basins. (a) Map of the Himalaya showing the orography, major rivers and major cities and the locations of the study sites (Joshi,
2007, 2008, 2011). (b) The Beas basin at the Bhuntar gauging station. (c) The Chamkhar Chhu basin at the Kurjey gauging station. The range of DEM in (a) is assigned to give a
better presentation rather than the minimum and maximum for the displaying area. Other signs are same as in Fig. 1.
Table 1
A short summary of the basins. Note: A is area of the basin in km2. ME is median
elevation in m amsl. GF is glacier fraction in %. P is annual precipitation in mm year1.
T is annual mean temperature in C.
Basin (Lon(E),Lat(N)) A ME GF P T
Nigardsbreen (7.24, 61.67) 65 1542 72.8 3736 0.47
Chamkhar Chhu (90.74, 27.59) 1353 4479 15.0 1786 1.75
Beas (77.15, 31.88) 3202 4213 32.7 1116 1.04
Fig. 3. Monthly mean precipitation and runoff of (a) the Nigardsbreen basin, (b) the Chamkhar Chhu basin, and (c) the Beas basin. Calculations are based on the sum of
calibration and validation periods (Table 1).
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period 1984–2009. The ice thickness is calculated as the difference
between the glacier surface and bedrock for each grid. The thick-
ness map is further aggregated at a resolution of 100 m, which is
the spatial resolution of the HBV model for the Nigardsbreen basin.
The starting date of the HBV model simulations is 1st September,
1989, which is roughly the middle of the period of the aerial photos
(Table 2).
3.2. Chamkhar Chhu basin
The Chamkhar Chhu basin is located in central Bhutan (Fig. 2)
and is the source of one of the major national rivers. The basin
has three branches originating from the glaciers of the Gangkar
Punsum region and the glaciers of the Monla Karchung La region.
The river ﬂows south-easterly and ﬁnally joins the Brahmaputra
River in India. The basin area above the Kurjey gauging station is
1353 km2. The elevation ranges from 6653 m amsl in the upper
northern glacial region to 2643 m amsl in the southern low-land.
The northern part above 4000 m amsl is mainly occupied by gla-
ciers (Fig. 2(c)) whereas the southern low-land is covered by
forests.
The climate is strongly inﬂuenced by elevation and monsoon;
therefore it varies from the southeast to the northwest. Based on
observations in the period from 1998 to 2008, the mean precipita-
tion is 1786 mm year1 and the mean annual air temperature is
1.75 C. The monsoon normally starts in June and lasts until early
September. It brings signiﬁcant amounts of rainfall and warm
weather. Subsequently, river ﬂow rises due to the rainfall and
melting of snow and ice. As the monsoon proceeds or retreats,
there are four clear seasons, spring (March to May), summer
(June to August), autumn (September to November), and winter
(December to the following February).
The climate data are measured by in-situ meteorological sta-
tions, as shown in Fig. 2. Data of seven stations are used; however
none of them lies inside the basin. The mean of daily maximum
and minimum temperatures is taken by the HBV model as input
of daily air temperature. The discharge series of the Kurjey station
are obtained from the national authorities, which are in charge of
collecting hydrological data. The measurements are available for
the period 1998–2008 and have been used for evaluating climate
change impacts on hydropower development (Beldring, 2011).
Glacier ice thickness distribution for the Chamkhar Chhu basin
is a part of the global dataset produced by Huss and Farinotti
(2012) using a method based on glacier mass turnover and princi-
ples of ice-ﬂow mechanics (Farinotti et al., 2009). Required input
data are a digital elevation model and glacier outlines. For each
individual glacier ice thickness distribution is determined for about
the year 2000 depending on the date of the utilised glacier inven-
tory data (Pfeffer et al., 2014). The starting date for modelling is
mainly determined by the observation period of the meteorological
data and is set to 1st September, 1993.
The elevation and land use data are obtained from the
Department of Hydromet Services, Bhutan. The original data are
at a spatial resolution of 25 m and are rescaled at 1 km. The land
use data are reclassiﬁed into three broad classes, high biomass
(including broadleaf forest, coniferous forest and scrub), low bio-
mass (including erosion, pasture, rock) and human affected (agri-
culture and urban).
3.3. Beas basin
The Beas River is an important branch of the Indus River system
in northern India (Fig. 2). It originates at the southern side of the
Rohtang Pass in the Himalaya. The river is 470 km long and has a
drainage area of 12,916 km2 (Gupta et al., 1982). This area is extre-
mely rich in hydroelectricity resources. In total, there are 11 hydro-
electric plants projects and three of them are ongoing or have been
ﬁnished (SANDRP, 2015). To avoid the effects of ﬂow regulation
and to have a large study area, the Bhuntar gauging station is
selected. The station lies downstream of the conﬂuence with the
eastern branch, the Parbati River. Only the Malana Hydel
Scheme, with a capacity of 86 MW, was running during the study
period of 1997–2005. The area above the station is 3202 km2.
The elevation decreases from 6288 m amsl in the northern moun-
tains to 1055 m amsl. The area above 4500 m amsl is occupied by
permanent snow and glaciers (Fig. 2(b)).
The climate is a result of a combined effect of elevation and
monsoon. The northern part is much colder and drier than the
low valleys. Inﬂuenced by the monsoon, there are four seasons,
winter (January to March), pre-monsoon (April to June), monsoon
(July to September) and post-monsoon (October to December)
(Singh and Kumar, 1997). The monsoon strength is a major indica-
tor of magnitude of precipitation and temperature. The air currents
Table 2
Summary of model settings. The last column indicates the observed series used in calibration and validation. Q means daily discharge and M means annual mass balance.
Basin Resolution Spin-up Calibration Validation Series
Nigardsbreen 100 m 1989.09.01 1991.01.01–2002.12.31 2003.01.01–2012.12.31 Q, M
Chamkhar Chhu 1 km 1993.09.01 1998.01.01–2004.12.31 2005.01.01–2008.12.31 Q
Beas 1 km 1993.09.01 1997.01.01–2002.12.31 2003.01.01–2005.09.19 Q
Table 3
Numerical criteria of model calibration and validation. Qmeans daily discharge andM
means annual mass balance.
Basin Variable Criteria Calibration Validation
Nigardsbreen Q NSE 0.90 0.90
RME 4.61 5.38
M COR 0.90 0.92
Chamkhar Chhu Q NSE 0.87 0.85
RME 0.02 10.32
Beas Q NSE 0.65 0.73
RME 2.07 22.38
Fig. 4. Runoff components of the Nigardsbreen basin. Runoff below the blue line is
the from the glacierised area. The red is the simulation of total runoff. The black is
the observed time series. (For interpretation of the references to colour in this ﬁgure
legend, the reader is referred to the web version of this article.)
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of the monsoon originate in the Bay of Bengal and they are weaker
after striking east Himalaya and a long westward travel than in the
Chamkhar Chhu basin (Singh and Kumar, 1997). Therefore, the pre-
cipitation decreases with height. Based on the observations during
the period from 1997 to 2005, the mean precipitation is
1116 mm year1 and the mean annual air temperature is 1.04 C.
Three meteorological stations measure precipitation, and daily
maximum and minimum temperature. Two of the stations are
located in the selected area, respectively at the north valley and
the Bhuntar station. The mean of daily maximum and minimum
temperature is utilised by the HBV model as temperature input.
The daily discharge series only cover the period 1997–2005 and
the data quality is largely unknown. Quality control is visually con-
ducted and points of suspicious errors are not included in model
calibration and validation.
The ice thickness data are also a part of the dataset provided by
Huss and Farinotti (2012). The DEMs are downloaded from the
Hydro1k global datasets (EROS, 1996).
4. Results
4.1. Nigardsbreen basin
The model is run at a daily time step and at a spatial resolution
of 100 m. The model is calibrated for the period from 1991 to 2002
using discharge and annual mass balance and is validated for the
period from 2003 to 2012. The numerical values of NSE and RME
are tabulated in Table 3 which shows a high model efﬁciency.
Fig. 4 visually shows the good performance of the model in repro-
ducing the historical daily ﬂow series. The annual mass balance
simulations also ﬁt well with the observations (Fig. 5). The cumu-
lative mass change in the period 1991–2012 is +7255 mm w.e. by
observations and +7231 mm w.e. according to the simulation.
As shown in Fig. 6, summer is the season with the least snow
cover, with approximately 84% of the total basin area. For autumn,
Fig. 5. Comparison of the observed and simulate annual mass balance of Nigardsbreen. The correlation coefﬁcients are 0.90 for the calibration period and 0.92 for the
validation period, as tabulated in Table 3.
Fig. 6. Seasonal mean snowpack depth (m w.e.) in the Nigardsbreen basin. The white region is snow free. The snow-cover fractions are respectively 99.4% in (a) spring, 84.0%
in (b) summer and 99.4% in (c) autumn and 99.4% in (d) winter.
Fig. 7. Runoff components of the Chamkhar Chhu basin. Runoff below the blue line
is the from the glacierised area. The red line is the simulation of total runoff. The
black line is the observed runoff. (For interpretation of the references to colour in
this ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 8. Simulations of volume and area of the glaciers in the Chamkhar Chhu basin.
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the model produces a thinner snowpack than for summer, but a
larger snow-covered area. The thinner pattern is because on 31st
August, the model removes snow on glaciers and accumulation
and ablation are relatively small for the autumn months.
However, the summer pattern is a result of accumulation and abla-
tion effects for each hydrological year. The spatial distribution of
snow is in agreement with the seNorge snow modelling product
(NVE, 2015).
4.2. Chamkhar Chhu basin
The model is run at a daily time step at a spatial resolution of
1 km. The calibration period is from 1998 to 2004 and the valida-
tion period is from 2005 to 2008 against discharge. The graphs of
observed and simulated discharge are shown in Fig. 7. The NSE val-
ues for the calibration and validation are not less than 0.85
(Table 3), which indicates a very good simulation of runoff.
As shown in Fig. 8, the glaciers continued to retreat and mass
balance was negative, roughly 0.51 m w.e. year1 for the period
1998–2008. The maps of seasonal mean snowpack are shown in
Fig. 9. They show similar model response as the Nigardsbreen
basin.
4.3. Beas basin
The model is run at a daily time step on a spatial resolution of
1 km. The model is calibrated against discharge in the period from
1997 to 2002 and validation is performed for the period 2003–
2005. The model efﬁciency is the lowest among the three basins
(Table 3). As shown in Fig. 10, the model cannot capture the peaks
in the observed hydrograph and signiﬁcantly overestimates the
low ﬂow. The low quality of the data is likely one of the main rea-
sons for this, as the extreme peaks are more than three times of
normal high ﬂow and most of them are only sustained for one day.
To further explore the reasons of the relatively low model efﬁ-
ciency, we plot the relationship between annual precipitation and
runoff in Fig. 11. The year 2002 can be considered as a turning
point and the relationships of precipitation and runoff are substan-
tially modiﬁed since this year. The reasons cannot be conclusively
stated by examining the annual temperature and precipitation. The
shift is possibly due to some sub-daily events or changes in glacier
energy balance. For the Himachal Pradesh (Western Himalaya,
India) region, Azam et al. (2012) also reported a particularly nega-
tive mass balance since the year 2002 compared to the data col-
lected during the period 1987–1989.
Fig. 12 shows the simulated snow pattern of the Beas basin. In
addition to the similar model responses of the Nigardsbreen and
Fig. 9. Seasonal mean snowpack depth (m w.e.) in the Chamkahar Chhu basin. The white region is snow free. The snow-cover fractions are respectively 82.1% in (a) spring,
47.2% in (b) summer, 67.5% in (c) autumn and 87.7% in (d) winter.
Fig. 10. Runoff components of the Beas basin. Runoff below the blue line is from the
glacierised area. The red line is the simulation of total runoff. The black line is the
observed time series. (For interpretation of the references to colour in this ﬁgure
legend, the reader is referred to the web version of this article.)
Fig. 11. Scatter plot of annual precipitation and annual runoff of the Beas basin. The
right regression is based on the red dots except the year 2002. The left regression is
based on the remaining dots. (For interpretation of the references to colour in this
ﬁgure legend, the reader is referred to the web version of this article.)
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Chamkhar Chhu basins, the eastern part in the summer receives
more snow than in the spring. This conﬁrms that signiﬁcant snow
accumulation occurs during the summer months. The snow pat-
tern of the Beas basin is the most complex among the three basins.
5. Discussions
5.1. Model performance
The model evaluation is based on discharge and available mass
balance measurements. The results given in Table 3 show that the
coupled model is able to accurately simulate both daily discharge
and annual glacier mass balance in the Nigardsbreen basin.
Though there are no mass balance measurements in the
Chamkhar Chhu basin, the numerical criteria of NSE are higher
than or equal 0.85 for the calibration and validation modes, which
is considered as very good simulation. The model efﬁciency of the
Beas basin is much lower than for the other two basins, but results
are considered as acceptable, considering the availability and qual-
ity of the data.
Mapping the spatial distribution of internal variables, such as
snowpack, is an advantage of distributed modelling. In the three
basins, the snow storage increases from the lower elevations to
the higher elevations. As stated before, the model transforms the
snow remaining on glaciers to ice by 31st August, which means
Fig. 12. Seasonal mean snowpack depth (m w.e.) in the Beas basin. The white region is snow free. The snow-cover fractions for the four seasons are respectively 85.5% in (a)
spring, 58.0% in (b) summer, 82.6% in (c) autumn and 90.8% in (d) winter.
Fig. 13. Runoff components of the three basins, (a) the Nigardsbreen basin, (b) the Chamkhar Chhu basin, and (c) the Beas basin. Runoff below the blue line is from the
glacierised area. The red line is the simulated total runoff. The black line is the observed runoff. (For interpretation of the references to colour in this ﬁgure legend, the reader
is referred to the web version of this article.)
Fig. 14. Annual mean precipitation (mm year1) of (a) the Nigardsbreen basin, (b) the Chamkhar Chhu basin, and (c) the Beas basin.
Table 4
Table of the selected HBV parameters and their values. T t and MFsnow for the
Chamkhar Chhu basin are land cover dependent; therefore the areal mean is given.
Name Unit Nigardsbreen Chamkhar Chhu Beas
Kr 1.00⁄ 1.06 1.06
Ks 1.00⁄ 1.14 0.96
cp 1.32 1.00 1.00
ct C per 100 m 0.90 0.60 0.69
Tacc C 0⁄ 2.5⁄ 2.5⁄
Tt C 2.49 0.37 3.07
MFsnow m day1 C1 8.32E3 4.55E3 1.78E1
MFice m day
1 C1 9.93E3 4.79E3 2.26E1
⁄ Indicates that the value is assigned by experience and the remaining values are
optimised.
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that snow on glaciers is zero at the end of every summer. However,
if glaciers are misrepresented by the model, the simulated snow
could be misleading and should be interpreted carefully. The mis-
representation can be introduced by errors in the initial ice thick-
ness data or generated during simulating glacier area.
5.2. Glacier runoff
The glacierised areas are considered to be very valuable forwater
resources and hydropowermanagement (Barnett et al., 2005). Most
glaciers are located at high elevation, which results in a high hydro-
power potential (hydraulic head). Additionally, the evaporation rate
is small and the speciﬁc runoff is high in these areas.
Glacier runoff is deﬁned as the runoff from the glacierised area,
including all melt of snow and glacier ice/ﬁrn, and rain water in the
most general sense (Radic´ and Hock, 2014; Bliss et al., 2014).
Fig. 13 shows the monthly mean runoff of the three basins. The
ranking of glacier contribution to runoff in the descending order
is the Nigardsbreen basin (92.5%), the Chamkhar basin (48.1%)
and the Beas basin (27.5%). The main reason for the highest contri-
bution for the Nigardsbreen basin is its largest glacierisation.
Additionally, the glacier contribution also depends on climate,
especially the spatial distribution of precipitation within a water-
shed. The more precipitation falls on the glacierised areas, the
higher the glacier’s contributions to runoff. As shown in Fig. 14,
the precipitation decreases from upstream to downstream in the
Nigardsbreen basin and in the Chamkhar Chhu basin. However,
in the Beas basin, more precipitation falls in the valleys compared
to the high mountains. As a result of these spatial distribution pat-
terns of precipitation, the ratio of the glacier’s contribution is
higher in the Chamkhar Chhu basin than in the Beas basin, even
though the latter has a higher glacierisation.
There is no doubt that runoff of these basins is strongly deﬁned
by both glaciers and precipitation. Glacier melting is dominant in
the Nigardsbreen basin, whereas precipitation is the main contrib-
utor in the Chamkhar Chhu and Beas basins. For a given increase in
temperature, the three basins are expected to respond differently
in terms of runoff and glacier existence. The sensitivity of a basin
to climate change and effects on runoff can be studied by running
the model with climate projections and this is an on-going
research.
5.3. Uncertainties
Uncertainties can inherit from data, models and their parame-
ters; small uncertainties can accumulate into considerable uncer-
tainties in the target outputs through the modelling processes
(Seiller and Anctil, 2014; Bastola et al., 2011).
The quality of climate data is very important in hydrological
modelling. In the studies of the Chamkhar Chhu and Beas basins,
the meteorological stations are sparsely distributed and mainly
located at low elevation places. This distribution leads to a low rep-
resentativeness of the spatial precipitation and temperature.
Though in the interpolation of the station measurements, elevation
effects have been considered, the exposure to the sun also inﬂu-
ences snow and ice melt. For very high mountain glaciers, air tem-
perature is seldom above the melting point and due to thin
atmospheres, it is a humble indicator of energy (Hock, 2003;
Sicart et al., 2008). The accumulated ice ﬂows to lower elevations
due to ice dynamics. The accumulation andmelting should be care-
fully interpreted in their total amount rather than the spatial
details.
The discharge series are essential to calibrate and validate
hydrological models. Therefore, their accuracy and length should
be adequate. However, the available discharge series of the
Himalayan basins typically have a length of only ten years. In addi-
tion, the accuracy is affected by the measurement methodology
and quality is not ensured, particularly for the Beas basin.
Initial conditions provide a starting point for a model system.
The initial conditions of the hydrological models are determined
by model simulations, usually referred to as model ‘‘spin-up’’.
However, this method cannot be used to construct the glacier state
in current climate. A glacier forms over many years and recent
warming has induced melting for most glaciers globally.
Considerable uncertainties exist in the initial state of glaciers in
the three basins.
For the Dh-parameterisation, a limitation is that this model is
only valid for retreating glaciers, which is generally true for most
mountain glaciers at present and for the near future. At present
no scheme is implemented that allows describing the expansion
of glaciers following positive mass change; they just increase the
total glacier volume. The four parameters of the Dh-parameterisa-
tion are only calibrated according to discharge in the Chamkhar
Chhu and Beas basins. How well they are identiﬁed needs further
evaluations. For the HBV parameters, the optimised values are
given in Table 4, which shows that the parameters values are in
general within their empirical ranges except few parameters for
the Beas basin.
6. Conclusions
Glaciers strongly inﬂuence hydrology in glacierised areas.
However, these effects have not been well understood and well
simulated quantitatively at present due to imperfect tools and data
scarcity. In this study, we integrated a simple approach for simu-
lating glacier geometry change, the Dh-parameterisation into the
HBV model, to study the dynamics of hydrological processes in gla-
cierised basins. The combined model requires easily accessible
inputs data (precipitation, temperature and initial ice thickness)
and provides the dynamics of glacier system and consequent run-
off processes. The model can be used for estimating runoff, snow
and glacier mass balance in past and future.
The coupled model is tested in three high mountain basins with
different climates and data quantity and quality. Among the basins,
the Nigardsbreen basin has the longest time series of discharge data
and observed annual glacier mass balance. Comparisons of model
simulations with the observations show that the model yields very
high model efﬁciency in simulation of discharge and annual mass
balance for the Nigardsbreen basin. The least model efﬁciency is
found for the Beas basin possibly due to uncertainties in input data
and the changed precipitation-runoff relationship since the year
2002. Additionally, themodel can providemaps of snowpack distri-
bution and estimate runoff components from glaciers.
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Abstract Global warming has signiﬁcant implications for glacier changes and water resources in
the Himalayan region. There is an urgent need to improve our current knowledge and methods
in quantifying water resources changes. This paper used an integrated approach that couples
a hydrological model and a glacier retreat model to assess the future water resources for two
Himalayan basins. They are the Chamkhar Chhu basin in Bhutan (eastern Himalaya) and the
Beas basin in India (western Himalaya). The future climate is simulated by two Regional Climate
Models (RCMs) for South Asia. In total, there are six climate projections for three Represen-
tative Concentration Pathways (Rcp2.6, Rcp4.5 and Rcp8.5). The climate projections for the
period 2010–2100 indicate signiﬁcant warming eﬀects; however, changes in precipitation are not
consistent. Discrepancies in precipitation are noteworthy between the RCMs and CO2 scenarios.
The glaciers in the Chamkhar Chhu basin are predicted to disappear or reduce to a small size
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before the 2050s, whereas the glaciers in the Beas basin are expected to lose mass before the
2060s, and afterwards to accumulate under Rcp2.6 and Rcp4.5 or to melt at a high rate under
Rcp8.5. The available water resources per capita of two basins are projected to decrease in the
period 2010–2050 which jointly results due to climate change and population growth. The lat-
ter is responsible for roughly 40% of the water declines. Both basins are facing serious water
shortages at present and the water shortages will intensify in the future.
Keywords climate change · CORDEX · hydro-glacial modelling · glacier retreat · Himalaya ·
water resources
1 Introduction
As the largest cryosphere outside the polar areas and source of rivers supporting more than 800
million people, the state of Hindukush—Karakorum—Himalaya (HKH) glaciers is of concern for
both scientists and the general public. There is a long-term increase in the global average near
surface temperature and most glaciers are losing mass at accelerated rates according to instru-
ment measurements. For example, by using ice core data, Kehrwald et al (2008) demonstrated
that the Naimona’nyi Glacier at 6,050 meters above mean sea level (m amsl) started losing mass
at least since the year 1950. Recent satellite imagery has also revealed a large spread of glacier
wastages in the early 21st century (Ka¨a¨b et al, 2012; Ding et al, 2006). The subsequently changes
in runoﬀ have profound and long-term impacts on water resources for the lives and livelihoods
of people living within this area and the downstream places of the rivers.
Available water resources in the HKH region are expected to decrease signiﬁcantly caused by re-
cession of glaciers (Barnett et al, 2005; Immerzeel et al, 2010). Rupper et al (2012) suggested that
even if climate remained at the mean values of the period 1980–2000, almost 10% of Bhutanese
glacierised area would vanish and melt water ﬂux would drop by as much as 30%. In addition
to the drops in streamﬂow, Immerzeel et al (2010) showed that there would be a shift in runoﬀ
seasonality of the Indus and Brahmaputra basins in the period 2046–2065 compared to the period
2000–2007 by the SRES (Special Report on Emissions Scenarios) A1B scenarios. However, these
estimations assume a static condition of glaciers without changes in dynamics and extent, which
114
Water Resources under Climate Change in Himalayan Basins 3
is not valid for shrinking glaciers.
In general, three steps are involved to assess water resources for the future. Firstly, Global
Climate Models (GCMs) are used to generate the future climate at the global scale and a sparse
spatial resolution under certain assumptions about CO2 emissions. The future climate is subse-
quently downscaled by Regional Climate Models (RCMs) and/or statistical methods to account
for temporal and spatial variability in topography and vegetation. Finally, hydrological models
convert climate conditions to water volumes at scales suitable for water resources assessment
(Xu, 1999; Xu et al, 2005; Kizza et al, 2013). However, most hydrological models do not have a
proper representation of glacier (Horton et al, 2006; Stahl et al, 2008).
This study builds on the development a hydro-glacial model, which can simulate retreat of
glaciers and runoﬀ process (Li et al, 2015). This model makes use of the HBV model, which
computes water balance and glacier mass change, and the Δh-parametrisation, which automat-
ically updates glacier surface elevation and extent according to the mass change calculated by
the HBV model. The model has been applied to three basins, one basin in Norway and two
Himalayan basins in this study. Results show that the model is able to correctly reproduce major
hydrological processes and glacier evolution at a high spatial scale. This research further uses
this hydro-glacial model to estimate the future water resources in the Himalayan basins.
Additionally, we desire to use the most recent state of the art of regional climate modelling
and contribute to globally available knowledge, especially for water resources management in
regions with limited data. Therefore, the World Climate Research Programme (WCRP) Coor-
dinated Regional Downscaling Experiment (CORDEX) project is selected for provision of the
future climate. GCMs follow the same experiment protocols and the simulations are downscaled
to 14 CORDEX domains by RCMs and they are available for free download. The purpose of
the CORDEX project is to produce climate projections for use in impact and adaptation studies
(Jacob et al, 2014). However, no research results have been published particularly for South Asia,
even though there have been approximately 30 peer-reviewed publications since the year 2005
(CORDEX, 2015).
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Therefore, the objectives of this study are twofold. The ﬁrst is to obtain fair water resource
projections for the selected basins by an integrated model including a hydrological model and
a glacier retreat model. The second is to evaluate and to use the CORDEX datasets for the
Himalaya basins in climate change studies for water resources assessment.
2 Methodology
For assessing climate change impacts on water resources, we run the hydro-glacial model forced
by the future climate projections for the two Himalayan basins. The model was calibrated for
historical period (Li et al, 2015) and then the runoﬀ scenarios are generated by the hydro-glacial
model forced by bias corrected CORDEX data. Finally with population projections, the water
resources per capita (Wp) for the future can be estimated.
2.1 Hydro-glacial Model
The hydro-glacial model is based on the HBV model (Bergstro¨m, 1976; Beldring et al, 2003) and
Δh-parametrisation (Huss et al, 2008). The HBV is a conceptual hydrological model, containing
three main routines, i.e. snow, soil and groundwater responses. The glacier surface elevation and
extent are modelled by the Δh-parametrisation (Huss et al, 2008, 2010). It describes the varying
thinning rates over a glacier: surface elevation changes are smallest in the accumulation area and
the largest near the terminus of mountain glaciers. The model has been proved to be able to give
similar performance as a 3D ice ﬂow model (Huss et al, 2010), but avoids high requirements in
data and computation resources. The HBV model calculates the accumulation and ablation of
snow and glacier ice for every grid. The glacier retreat model updates glacier surface elevation and
extent in response to the total amount of glacier mass change for a given time interval calculated
by the HBV model (Li et al, 2015). The required inputs are precipitation, temperature, surface
elevation maps and initial ice thickness. In most places, they can be easily accessed; therefore
this hydro-glacial model can be used in large regions.
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2.2 Water Resources
Water resources are deﬁned as the annual runoﬀ excluding the environmental water requirement
(EWR), which should not consumed by the humanity in order to keep rivers healthy avoid
harmful environmental consequence. EWR includes the minimum water requirement of ﬁsh
and other aquatic species and for maintenance of river channel, wetland and riparian vegetation
(Smakhtin et al, 2004). According to Smakhtin et al (2004), EWR can be calculated as a fraction
of annual mean runoﬀ. As an initial guess, EWR can be assumed as 30% of annual mean runoﬀ
(Hagemann et al, 2013) of observed periods. Assuming EWR would not change signiﬁcantly in
the future, the total available water resources can be calculated for the future.
2.3 Bias Correction
Many a time, RCM outputs have certain bias and it is important to reduce the bias from the
RCM results. The most popular approaches are statistical transformations that adjust the prob-
ability distribution of modelled results to resemble observations. Following the recommendations
of Gudmundsson et al (2012), seven methods (Table 1) are selected and applied to the data for
each month. To account for changes of seasons, the previous month and the following month are
also used in calibration. The method with the least value of the Mean Absolute Error (MAE)
is selected for the target month. The meteorological observations during the period 1981–2005,
which is the reference period of the CORDEX project, are used to get the parameter values.
The bias correction methods are good at presenting the mean state of the reference period.
However, they may modify climate signals or trends from climate projections (Hempel et al,
2013), whereas the modiﬁcations have signiﬁcant hydrological implications. To avoid this prob-
lem, we additionally employ a trend preserving method proposed by Hempel et al (2013). A
multiplicative correction and additive correction are respectively used for precipitation and tem-
perature as shown in Equations 1 and 4. Their code in the programming language R (CRAN,
2015a) can be freely downloaded (Li, 2015).
λp =
P¯
P¯0
(1)
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P̂ = f(
P
λp
)× λp (2)
where λp is the precipitation correction factor; P and P0 are modelled precipitation respectively
for the future and reference period. f is the bias correction method.
λt = T¯ − T¯0 (3)
T̂ = f(T − λt) + λt (4)
where λt is the temperature correction factor; T and T0 are modelled precipitation respectively
for the future and reference period. f is the bias correction method.
2.4 Hypothesis Test
The changes in annual mean temperature and precipitation are statistically tested by the two-
tailed Mann-Whitney test (Bauer, 1972). It is a non-parametric statistical hypothesis test used
when the data samples are independent without assuming them to follow the normal distribution
(CRAN, 2015b) . The method is based on rank statistics, which indicates that the diﬀerences
are between medians. It is more widely applicable than independent samples Student’s t-test
(Wikipedia, 2015). For the reference period, the annual means of 25-years data are derived from
the historical simulations of each RCM. For the future, the annual means of 30-years data for
each period are derived from simulations of each RCM under assumed CO2 emission scenarios.
The null hypothesis is that the mean does not change and a signiﬁcant level of 5% is selected for
the tests.
2.5 Numerical Criteria
There is a large variety of numerical criteria available to evaluate model simulations in an eﬃcient
and reproducible way. However, depending on their formulations, the criteria underscore certain
aspects of the set of analysed values. Thus, it is important to combine several complementary
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criteria for a comprehensive assessment. In addition, standard and common criteria should be
compulsory to conform evaluation and comparison studies. With these considerations, the criteria
are carefully chosen to correspond with the series, such as temperature and streamﬂow. The
criteria and their formula are tabulated in Table 2. To rate the bias correction methods, four
criteria are used. Among them, bias measures the volume error; MAE and normalised mean
square error (NMSE) measures the absolute error respectively in mean and squared errors. The
NSE (Nash and Sutcliﬀe, 1970) and relative mean error (RME) are used to assess precision of
modelling streamﬂow.
3 Study Area and Data
The Chamkhar Chhu basin at the Kurjey gauging station and the Beas basin at the Bhuntar
gauging station are respectively located in eastern and western Himalaya (Fig. 1 and Table 3).
The basins are selected to obtain a better understanding of climatic and hydrologic variability
cross the Himalaya region. Access to discharge data is another factor to consider. The accesses
are restricted by local authorities due to the sensitivity for hydropower and sale of data for
commercial purposes. The data used are provided by the project partners and can only be used
for research and education purposes within the research group according to agreement.
3.1 Chamkhar Chhu Basin
The Chamkhar Chhu basin is located in central Bhutan as shown in Fig. 1. There are has three
branches originating from the glaciers of the Gangkar Punsum region and the glaciers of the
Monla Karchung La region. The river is one of the national rivers and it ﬂows south-easterly
until joining the Brahmaputra River in India. Above the the Kurjey gauging station, the area
is 1,353 km2 with elevation ranging from 6,653 meters above mean sea level (m amsl) to 2,643
m amsl. The high mountains lie in the northern part and they are mainly occupied by glaciers
above 4,000 m amsl. The southern part is lower and occupied by forests.
The Chamkhar Chhu basin belongs to the temperate climatic zone, which is characterised as
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cold in winter (-5.65◦C in January) and warm and humid in summer (7.43◦C in July). The an-
nual precipitation is 1,786 mm/year with a large fractions in the monsoon months. The monsoon
starts in June and lasts until early September. It brings warm weather and signiﬁcant amounts
of rainfall. As the monsoon proceeds or retreats, there are four clear seasons, spring (March to
May), summer (June to August), autumn (September to November), and winter (December to
the following February).
3.2 Beas Basin
The Beas River located in northern India is an important river of the Indus River system (Fig. 1).
In total, the Beas River is 470 km long and has a drainage area of 12,916 km2 (Gupta et al, 1982).
As a hydropower hotspot, there are 11 hydroelectric plants projects, out of which three are under
construction (SANDRP, 2015). To avoid hydrologic alternations and to have a large study area,
the Bhuntar gauging station is selected. This station lies downstream of the conﬂuence with the
eastern branch, the Parbati River. During the study period 1997–2005, only the Malana Hydel
Scheme with a capacity of 86 megawatt was running. The basin area is 3,202 km2 with elevations
ranging from 6,288 m amsl to 1,055 m amsl. The areas above 4,500 m amsl is are mainly covered
by permanent snow and glaciers.
The climate is cold and dry with annual temperature of -1.04◦C and annual precipitation of
1,116 mm/year. As inﬂuenced by the monsoon, there are four seasons, winter (January to March),
pre-monsoon (April to June), monsoon (July to September) and post-monsoon (October to De-
cember) (Singh and Kumar, 1997b). Additionally, the monsoon strength is a major indicator of
the magnitudes of precipitation and temperature. Compared with in Chamkhar Chhu basin, the
air currents originating in the Bay of Bengal are relatively weak after striking east Himalaya and
a long westward travel (Singh and Kumar, 1997a).
3.3 Data
The initial ice thickness is a part of the global dataset produced by Huss and Farinotti (2012)
using a method based on glacier mass turnover and principles of ice-ﬂow mechanics (Farinotti
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et al, 2009). Required input data are DEMs and glacier outlines. For each individual glacier ice
thickness distribution is determined for about the year 2000 depending on the date of the utilised
glacier inventory data (Pfeﬀer et al, 2014). The starting date for modelling is mainly determined
by the observation period of the meteorological data and is set to 1st September, 1993.
The observed precipitation and temperature are measured by in situ meteorological stations.
As shown in Fig. 1, seven stations are used in the Chamkhar Chhu basin and three in the Beas
basin. The daily mean temperature is calculated as the mean of observed daily maximum and
minimum temperature. For the Chamkhar Chhu basin, measurements of the stations did not
start at the same time (Table 4); therefore, the interpolation for each grid only takes the avail-
able observations. For the Beas basin, all temperature observations after 19st, September 2005
are missing and they are ﬁlled by the RCMs simulations.
In the CORDEX data portal, two RCMs at the daily time step and in regular grids for South Asia
are available. They are respectively produced by the Swedish Meteorological and Hydrological
Institute, Sweden and the Max Planck Society, Germany. The Swedish datasets are generated by
the EC-Earth and the Rossby Center Regional Climate model (RCA4) (Samuelsson et al, 2011;
SMHI, 2015). The German datasets are generated by the Max Planck Society for Meteorology-
Earth System Model (MPI-ESM) and the most recent hydrostatic REMO (Jacob et al, 2012,
2014).
The data are produced by downscaling the new Coupled Model Intercomparison Project Phase 5
(CMIP5) global climate projections and the new three Representative Concentration Pathways
(Rcps) to a spatial resolution of 0.44◦, roughly 50 km (Teichmann et al, 2013). The historical cli-
mate simulations for the period from 1950 to 2005 are driven by observed anthropogenic forcings.
The large-scale forcing of the RCMs is taken from the global reanalysis data of ERA-Interim at
a horizontal resolution of approximately 0.7◦. The climate projections are driven by projected
anthropogenic forcings according to Rcp2.6, Rcp4.5 and Rcp8.5, which respectively prescribe
the low, middle, and high concentrations (Teichmann et al, 2013). The natural forcings are the
same as in the historical experiment, except for volcanic aerosols, which are set to zero. Other
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anthropogenic and natural forcings such as ozone and aerosols are kept constant (Jacob et al,
2012). Hydrological simulations for the period 2006–2100 are forced by the climate projections.
Population estimations at a catchment scale are not available and have to be estimated from
national population projections. A national population estimation and projection for the period
1960–2050 can be freely downloaded from World Bank (2014). This dataset was produced in
the year 2012 and there is no error for the following year (World Bank, 2014). However, the
projections for the year 2014 were 2.5% and 4.4% higher than the estimations by CIA (2015),
respectively for India and Bhutan. Population distribution maps at a spatial resolution of 1 km
(Balk et al, 2006) are available for the years, 1990, 1995 and 2000. The quality of maps are
diﬃculty to quantify, particularly in the Himalayan basins. The correlation between the maps
and the observations reached 0.6 in Cambodia and Vietnam (Gaughan et al, 2013) and the map
quality of two Himalayan basins are suspected to be worse due to their remote locations and less
development.
4 Results
4.1 Historical Simulations
In general, the hydro-glacial model is able to reproduce the daily runoﬀ series with high model
eﬃciency criteria (Table 5), particularly for the Chamkhar Chhu basin. For this basin, the model
is calibrated for the period 1998–2004 and validated for the period 2005–2008. The NSE values
are up to 0.85 and absolute RME values are not more than 10% for both calibration and
validation modes. For the Beas basin, the model is calibrated for the period 1997–2002 and
validated for the period 2003–2005 based on the observed data. The NSE values are 0.65 and
0.73 respectively for calibration and validation.
4.2 Bias Correction
The performance of the bias correction methods is shown in Fig. 3. For precipitation, the methods
are very similar for precipitation in terms of MAE and the mean of MAE is 4.6 mm/day with
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the lowest by M6 (scale, 4.53 mm/day) and the highest by M3 (linear, 4.66 mm/day). However,
these methods give diﬀerent ineﬃciencies in bias correcting temperature. The lowest error is
given by M3 (linear, 2.29◦C) followed by M1 (empirical, 2.30◦C) and the highest is given by M7
(power, 5.73◦C). Fig. 4 shows comparison between the ﬁnal downscaled series and the original
grid series of the RCMs. For both precipitation and temperature, the bias correction signiﬁcantly
reduce the diﬀerences between the in situ observations and the simulations of the RCMs. The
improvements are found in variance shown by sd, total volume shown by bias and absolute errors
in mean (MAE) and square (NMSE).
4.3 Future Climate
The changes of temperature at every station are presented in Fig. 5. It shows that the future
periods are much warmer than the control period and the warming eﬀects increase with more
emissions and in the further future except under Rcp2.6. The statistics of the Mann-Whitney
test suggest that all the changes are signiﬁcant except at the Torngsa station by RCA4 under
Rcp8.5 and Rcp4.5 in the period 2011–2040. Similarly, the changes of precipitation are shown
in Fig. 6. Among the 180 tests, only 49 tests are signiﬁcant and but there are no clear patterns
against emission or time. The wettest conditions are given by RCA4 under Rcp8.5 except at the
Bhuntar and Manali stations in the Beas basin. At the same stations, the diﬀerences between
the wettest and driest do not increase with time whereas they become larger at other stations.
The areal mean precipitation and temperature in ten-years moving average (MA) are depicted in
Fig. 7. It shows the similar information by the last two ﬁgures. Annual temperature increases un-
der Rcp4.5 and Rcp8.5, as well as Rcp2.6 before the 2050s. Under Rcp8.5, the changes of annual
temperature are approximately +0.05 ◦C/year and they are substantially warmer than under
Rcp4.5. For precipitation, there are large diﬀerences between the two RCMs and it is diﬃcult
to say which is more reliable. At the end of the 21st century, the wettest and driest conditions
are respectively by given RCA4 and REMO under Rcp8.5. Generally, the predictions indicate
that the Chamkhar Chhu basin will become wetter and the Beas basin will get drier compared
to their respective baseline periods.
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4.4 Glaciers Change
The changes of glaciers are simultaneously aﬀected by changes of temperature and precipitation.
The annual mean temperature is above the melting point and much warmer than the Beas basin.
With the increase in temperature, the glaciers of the Chamkhar Chhu basin are predicted to
continuously lose mass before the 2050s until they disappear or reduce to a small size in the
2050s (Fig. 8). Among the six projections, the fastest mass loss is given by REMO under Rcp8.5
and the slowest is given by RCA4 under Rcp8.5, but their diﬀerences are modest. In the Beas
basin, the glaciers respond very diﬀerently. They are likely to experience mass loss before the
2060s but the estimates by two RCMs under three Rcps show large variations. Afterwards, the
glaciers are predicted to grow under Rcp2.6 and Rcp4.5 but may experience mass loss under
Rcp8.5.
Glaciers have signiﬁcant inﬂuence on runoﬀ both the total amount and its temporal distribution.
As shown in Fig. 8, the glaciers of the Chamkhar Chhu basin are predicted to continuously lose
mass before the 2050s until they disappear or reduce to a small size in the 2050s. Fig. 9 com-
pares the monthly precipitation and runoﬀ for two periods, from 2010 to 2049 and from 2050
to 2089. Runoﬀ of the later period has a smaller total amount, even suggested by RCA4 that
more precipitation is projected. The changes are very notable in July and August, when the ice
melting rates are the highest.
Additionally, we compared monthly mean runoﬀ for selected two-decades in Fig. 10. It shows that
there is a large variety among the diﬀerent periods as well as between the two RCMs. Similarly
the changes in the summer months are more signiﬁcant than in the winter months. Additionally,
the diﬀerences among the Rcps get larger against time and the diﬀerences between the RCMs
get larger against time and with more CO2 emission. Therefore, the largest change ranges are
given under Rcp8.5.
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4.5 Water Resources
Wp depends on both the total available water and population growth. Therefore, we estimated
basin population and available water resources and the latter is estimated by excluding mean
EWR from the total water resources. For population, a linear relationship is found between the
basin population of the grid data (Balk et al, 2006) and the country population (World Bank,
2014) for three years, 1990, 1995 and 2000. The errors of this linear function are tabulated in
Table 6. The maximum RME is 7.9% for the Chamkhar Chhu basin, whereas it is only 0.1% for
the Beas basin. The basin population projections for the period 2000–2050 are plotted in Fig. 11.
The basin population is predicted to continuously grow in the period 2000–2050. The population
in the Chamkhar Chhu basin almost doubles and in the Beas basin, the population increases by
50%.
Considering the possible inaccuracy in the used population data, we additionally present the
ranges if there are ±20% errors in Fig. 11. Their diﬀerence accounts for 40% of the total popu-
lation and it is very noteworthy when the total population is large. For example, the diﬀerences
are 153,878 persons in the Beas basin in the year 2050. Consequently, the uncertainties is accu-
mulating in estimations of the available water resources per capita.
As shown in Fig. 12, there are signiﬁcant decreases with considerable ﬂuctuations by all pro-
jections for the two basins. In the Chamkhar Chhu basin, Wp will drop from approximately 137
m3/year in the 2010s to 78 m3/year in the 2040s, whereas it is predicted to decrease from 21
m3/year to 14 m3/year in the Beas basin. Eﬀects of climate change and population growth are
split by assuming that the population, conservatively, would not grow after the period 2011–2015
and the remaining is caused by climate change. The water declines are respectively reduced to
34 m3/year in the Chamkhar Chhu basin and 4 m3/year in the Beas basin. Therefore, the pop-
ulation growth is approximately responsible for 42% in the Chamkhar Chhu basin and 43% in
the Beas basin. The two basins are facing absolute water scarcity, less than 500 m3/year (Schewe
et al, 2014) and the water scarcity will intensify in the future.
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The ranges of Wp caused by RCMs, Rcps and possible population inaccuracy are given in Ta-
ble 7. The diﬀerences among RCMs and Rcps count less than 30% of the mean of Wp. They
range from 12.0% (14.8 m3/year) to 35.7% (36.2 m3/year) in the Chamkhar Chhu basin and
from 11.4% (1.9 m3/year) to 43.5% (9.0 m3/year) in the Beas basin. However, when considering
±20% inaccuracy in population estimations, the uncertainties mount up to 68% in the Chamkhar
Chhu basin and 73% in the Beas basin. For the period 2016–2020 in the Beas basin, the best
water resource scenario is given by REMO under Rcp4.5 and the worst by RCA4 under Rcp4.5.
The diﬀerences between the best with 80% population estimation and the worst with 120% pop-
ulation estimation reach 18 m3/year and account for 86.6% of the mean of six the estimations.
The uncertainties caused by ±20% population inaccuracy are much more than caused by RCMs
and Rcps.
5 Discussions
5.1 Uncertainties
Uncertainties are suspected in the data used for calibrating model parameters and the algorithms
of the glacier retreat model (Li et al, 2015). The data related uncertainties include the sparse
distribution of the meteorological stations and the short length of the observed time series as well
as the initial ice thickness. Though the model performance for the historical periods is satisfying,
these uncertainties are suspected to be signiﬁcant in long term simulation.
For the estimation ofWp, we used the leftover streamﬂow of EWR. Actually, both the Chamkhar
Chhu and the Beas basins are located in upstream of a large watershed. The domestics living
in the basins should not deplete the total runoﬀ. Additionally, Pastor et al (2014) compared
ﬁve environmental ﬂow methods and they showed that Wp calculated by Smakhtin et al (2004)
method was lower than the locally calculated values for rivers with variable ﬂows. Moreover, the
value used (30%) is a conservative estimation compared with the global average, 37%. The avail-
able water resources would be less when considering reservoir storages, ﬂooding and streamﬂow
seasonality.
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For predicting water resources per capita, population estimations introduce additional uncer-
tainties. Prediction of population growth for a country or region involves large uncertainty, par-
ticularly for small and developed areas (Balk et al, 2006). Moreover, population and runoﬀ are
calculated at diﬀerent scales. Runoﬀ is estimated for a catchment whereas population is counted
for an administrative region. The discrepancies in scales may lead to inaccuracy in projection of
the future water resources per capita.
5.2 Implications
The two RCMs give similar results for temperature but show large diﬀerences in estimation of
precipitation under diﬀerent CO2 scenarios. For example, the changes of temperature are approx-
imately +0.05 ◦C/year under Rcp8.5, which is similar to the global average temperature trends
(Rogelj et al, 2012). The climate under Rcp8.5 is substantially warmer than under Rcp4.5, which
is similar to the EUROCORDEX for the Europe (Jacob et al, 2014). However, for precipitation,
no evidence shows which RCM is more reasonable. The possible reason is the two RCMs have
higher skills in reproducing the temperature features than in precipitation (Chaturvedi et al,
2012). The performance of the RCMs in reproducing precipitation is additionally hampered by
the lack of observational data (Jacob et al, 2012).
The response of a glacier to climate change is highly related to its location in the Himalaya
region. The glacier AX010 (maximum elevation is 5,360 m amsl) in Nepal was predicted to
disappear by the year 2060 even under the climate condition of the period 1992–1996 (Fujita
et al, 2001). However, the Langtang Lirung glacier extending from 3,800 up to 7,234 m amsl was
predicted to lose 75% of its area of the year 2000 by the year 2088 under the SRES A1B sce-
nario (Immerzeel et al, 2012). The Chamkhar Chhu basin located in eastern Himalaya is warmer
and wetter than the Beas basin located in western Himalaya. The glaciers in Bhutan are losing
mass due to the climate change (Bajracharya et al, 2014) and the wastage rates are expected to
increase in the future (Rupper et al, 2012; Ka¨a¨b et al, 2012). However, in the Karakoram and
western Himalaya, the thinning rates are very small and some glaciers are even growing (Ka¨a¨b
et al, 2012). As shown by Azam et al (2012), the Chhota Shigri glacier in western Himalaya
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gained mass in the years 2008 and 2009. Both temperature and precipitation play important
roles in glacier responses to climate change.
Fig. 8 shows that the volume of the glaciers in the Chamkhar Chhu basin linearly decreased
with time, which means a constant contribution to runoﬀ. This is diﬀerent from conclusion of
Singh and Kumar (1997b) that glacier runoﬀ increased linearly with temperature in the Spiti
River basin, which is a part of the Indus River system. This is likely because they did not con-
sider changes in glacier extent and the future climate was constructed by a delta change method.
However, glaciers shrink with mass loss and the total runoﬀ from glacierised area become less
with decreasing area when the speciﬁc mass balance is constant. Additionally, Akhtar et al (2008)
showed that the delta change method was not suitable for the HKH region due to the poor ob-
served data. For long-term runoﬀ simulation in basins with considerable glacier coverage, proper
presentation of glaciers in hydrological models is a key factor for reliability of results.
6 Conclusions
To assess the water resources for the future, we used a hydro-glacial model for two basins re-
spectively located in eastern and western Himalaya with considerable glacierised coverage. The
model was forced by six downscaled CORDEX datasets following the CMIP5 protocols and new
CO2 scenarios. Changes of precipitation and temperature were investigated as well as the glacier
eﬀects on runoﬀ. Excluding EWR and using a proper population projection method, we even-
tually predicted Wp.
There are high consistencies between the two RCMs in terms of annual temperature for the
three CO2 scenarios. The warming eﬀetcs are more obvious with more emissions. Under Rcp8.5,
the changes in annual air temperature are around +0.05◦C/year for the period 2010–2100. How-
ever, the increasing trends under Rcp2.6 will only last to the 2050s. For the same period, most
projections do not show signiﬁcant trends in annual precipitation and the changes in annual
precipitation are not consistent.
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In the Chamkhar Chhu basin, the glaciers are predicted to disappear or reduce to a very small
size in the 2050s, whereas the glaciers in the Beas basin are predicted to lose mass before the
2060s. Afterwards they are predicted to accumulate under Rcp2.6 and Rcp4.5 or lose mass at
a high rate under Rcp8.5. Though precipitation is the largest contributor to streamﬂow, the
impacts of glaciers on runoﬀ are noteworthy.
For water resources, all projections reveal signiﬁcantly less water which jointly results due to
population growth and climate change. Wp are predicted to drop from 137 m3/year in the 2010s
down to 78 m3/year in the 2040s in the Chamkhar Chhu basin and from 21 m3/year to 14
m3/year in the Beas basin. The population growth is responsible for roughly 40% of the water
declines. In interpretation of the results, it is important to keep uncertainties in mind, which
is the same for any other research for climate change impacts. Though various modelling ef-
forts have made a big progress in the HKH region, a highly accurate assessment remains largely
unaccomplished.
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Figures
Fig. 1: (a) Map of the Himalaya showing the elevations (DEM), major rivers and major cities
(Joshi, 2007, 2008, 2011) and the locations of the study sites. (b) The Beas basin at the Bhuntar
station. (c) The Chamkhar Chhu basin at the Kurjey station. The range of DEM in (a) is assigned
to give a better presentation rather than the minimum and maximum for the displaying area. In
(b) and (c), the light green indicates glacier covered area. The contours are elevations (m amsl).
The red dots denote meteorological stations measuring precipitation and temperature and the
cyan pins mark the locations of the discharge gauging stations.
137
26 Hong Li et al.
Fig. 2: Monthly mean precipitation and runoﬀ of (a) the Chamkhar Chhu basin and (b) the Beas
basin during their respective historical periods.
Fig. 3: Comparison of the bias correction methods for (a) precipitation and (b) temperature. A
plotted value is MAE between all observations of an individual station and a corrected RCM
series for each month.
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Fig. 4: Comparison of the original RCM series and the corrected series for precipitation and
temperature. A plotted sd value is computed from a series of observations, the RCM grid or the
corrected RCM series for an individual station. A value of the remaining criteria is calculated
according to its corresponding equation in Table 2 between the observation series and the RCM
series or the corrected series of an individual station.
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Fig. 5: Changes of annual mean temperature. All changes except at the Trongsa station in the
period 2011–2040 under Rcp8.5 and Rcp4.5 by RCA4 are signiﬁcant by the Mann-Whitney test
at the 0.05 signiﬁcant level.
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Fig. 6: Changes of annual mean precipitation. Among the 180 test, 49 of the changes are not
signiﬁcant by the Mann-Whitney test at the 0.05 signiﬁcant level.
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Fig. 7: Ten-year moving average of annual precipitation and temperature. (a) Precipitation of
the Chamkhar Chhu basin; (b) Temperature of the Chamkhar Chhu basin; (c) Precipitation of
the Beas basin; (d) Temperature of the Beas basin.
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Fig. 8: Simulated Changes of glacier volumes in (a) the Chamkhar Chhu basin and (b) the Beas
basin.
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Fig. 9: Monthly mean precipitation and runoﬀ of the Chamkhar Chhu basin in the periods
2010–2049 and 2050–2089. (a) Precipitation by RCA4 (b) Precipitation by REMO (c) Runoﬀ by
RCA4 (d) Runoﬀ by REMO.
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Fig. 10: Monthly mean runoﬀ for the selected two-decades of (a) the Chamkhar Chhu basin by
RCA4, (b) the Chamkhar Chhu basin by REMO, (c) the Beas basin by RCA4 and (d) the Beas
basin by REMO.
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Fig. 11: Population projections for the Chamkhar Chhu basin and the Beas basin for the period
from 2000 to 2050.
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Fig. 12: Water resources per capita of (a) the Chamkhar Chhu basin and (b) the Beas basin.
The shaded area represents the ranges consider ±20% of the population projections. The top
boundary is calculated by using the maximum projected available water resources and 80% of
the population and the bottom boundary is calculated by using the minimum projected available
water resources and 120% of the population. The ensemble is computed by using the mean of six
runoﬀ projections and assuming the population does not increase after the period 2011–2015.
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Tables
Table 1: Formulas of seven statistical bias correction methods. P̂o is the calculated value at a
observation site. Pm is the RCM modelled value. a, b, c, x and τ are free parameters that are
estimated from series of observation period.
Method (short) Formula
M1 (empirical) Empirical quantiles
M2 (splines) Smoothing splines
M3 (linear) P̂o = a+ bPm
M4 (power.x) P̂o = b(Pm − x)c
M5 (exponential) P̂o = (a+ bPm)× (1− e−(Pm−x)/τ )
M6 (scale) P̂o = bPm
M7 (power) P̂o = bP
c
m
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Table 2: Formulas of the numerical criteria. Oi is the observed series; Si is the simulated series; n is
the length of the series; O¯ and S¯ are respectively the mean of observed series and simulated series.
The series are abbreviated in the column of Series: Precipitation (P, mm/day), Temperature (T,
oC), Discharge (Q, m3/s), Human population (H). In the column Unit,— indicates dimensionless
and the remaining criteria are in the unit of their used series.
Criteria Formula Perfect value Range Series Unit
bias
∑n
i=1(Si−Oi)
n 0 (−∞, +∞) P, T, H
RME
∑n
i=1(Si−Oi)∑n
i=1 Oi
× 100 0 (−∞, +∞) Q, H —
MAE
∑n
i=1 |Si−Oi|
n 0 [0, +∞) P, T
sd
2
√
(Si−S¯)2
n
2
√
(Oi−O¯)2
n [0, +∞) P, T
NMSE
∑n
i=1(Oi−Si)2
N×sd2 0 [0, +∞) P, T —
NSE 1−
∑n
i=1(Oi−Si)2∑n
i=1(Oi−O¯)2
1 (−∞, 1] Q —
Table 3: A summary information of the two basins. Note: The area is in km2. ME is median
elevation in m amsl. GF is glacier fraction (%). P is annual precipitation in mm/year. T is annual
air temperature in ◦C. The values are calculated from the observation period (the calibration
and validation periods).
Basin Location (E, N) Area ME GF P T Calibration Validation
Chamkhar Chhu (90.74, 27.59) 1,353 4,479 15.0 1,786 1.75 1998–2004 2005–2008
Beas (77.15, 31.88) 3,202 4,213 32.7 1,116 -1.04 1997–2002 2003–2005
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Table 4: Summary of meteorological stations. Height is in m amsl and the column Period is the
observed period.
Basin Name (Lon(E),Lat(N)) Height Period
Chamkhar Chhu
Bjizam (90.45, 27.52) 1,840 1994–2008
Trongsa (90.50, 27.50) 2,120 1990–2008
Yotangla (90.59, 27.57) 3,530 2003–2008
Gyetsha (90.74, 27.50) 2,630 1993–2008
Chamkhar (90.75, 27.54) 2,470 1994–2008
Ura (90.90, 27.47) 3,090 1990–2008
Dungkhar (91.11, 27.82) 2,010 1990–2008
Beas
Pandoh (77.05, 31.67) 899 1985–2005
Bhuntar (77.15, 31.88) 1,080 1985–2005
Manali (77.18, 32.25) 1,926 1985–2005
Table 5: Numerical criteria of model calibration and validation.
Basin Criteria Calibration Validation
Chamkhar Chhu
NSE 0.87 0.85
RME -0.02 10.32
Beas
NSE 0.65 0.73
RME 2.07 -22.38
Table 6: Population error of the linear function used in basin population projection.
Chamkhar Chhu 1990 1995 2000 sum
bias 1,439 -745 -694 0
RME 7.9 -3.9 -3.2 0.3
Beas 1990 1995 2000 sum
bias 134 -269 135 0
RME 0.1 -0.1 0.1 0.0
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Table 7: Statics of ranges (R) of Wp caused by RCMs, Rcps and ±20 inaccuracy in population
estimations (Pop). For the period i, Wp(i,j) is the available water resources per capita estimated
by the projection j (1 ≤ j ≤ 6). In the ﬁrst row, Ri is
max
1≤j≤6
Wp(i,j) − min
1≤j≤6
Wp(i,j)
∑j=6
j=1
Wp(i,j)/6
× 100 and
in the second row, Ri is
max
1≤j≤6
Wp(i,j)/0.8 − min
1≤j≤6
Wp(i,j)/1.2
∑j=6
j=1
Wp(i,j)/6
× 100. Mean, Min and Max are the
mean, minimum and maximum of the series of R.
Chamkhar Chhu Beas
Mean Min Max Mean Min Max
RCMs;Rcps 25.1 12.0 35.7 29.2 11.4 43.5
RCMs;Rcps;±20%Pop 67.6 54.2 79.1 72.5 53.8 86.6
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