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The first part of this thesis deals with refined theoretical predictions of the thermal relic abun-
dance for weakly interacting massive particles (WIMPs). Methods are developed in a model
independent way to describe the discovered exception where kinetic equilibrium, the main as-
sumption entering the standard prediction, is not maintained during the chemical decoupling
process. The impact of early kinetic decoupling is quantified for the Scalar Singlet model and
the results show that the refined prediction can differ from the standard computation of the
thermal relic abundance by up to an order of magnitude. Furthermore, many previous works
show within the classical Boltzmann approach that attractive long-range interactions can
lead to an enhancement of the annihilation cross-section at the time of chemical decoupling.
In this thesis, it is investigated how to describe long-range interactions in the presence of a
hot and dense plasma background in the framework of non-equilibrium quantum field theory.
The main result is a novel number density equation expressed in terms of thermal correlation
functions which allows to study chemical decoupling including various long-range effects and
plasma background corrections in a self-consistent way. Consistency is proven with previous
literature results under certain limits. The second part of the thesis deals with long-range
forces in the context of Self-Interacting Dark Matter (SIDM), considered in literature as a
possible solution of structure formation problems at small scales. In this thesis, new types
of long-range interactions are identified which could alleviate in a similar parameter region
several structure formation issues simultaneously. It is shown that a particular type of long-





Dark Matter (DM) is nowadays an indispensable component of the concordance model of cos-
mology. There is overwhelming gravitational evidence for this non-luminous form of matter
on a variety of length scales, ranging from the smallest visible objects such as ultra-faint dwarf
galaxies up to the largest scales which are probed by observations of the cosmic microwave
background (CMB) radiation [1, 2]. One leading hypothesis is that DM consists of weakly
interacting massive particles (WIMPs), expected to be thermally produced in the early Uni-
verse. However, during the last decade, null results in various experimental searches for
WIMPs have shadowed the expectation that the observed cosmic abundance of DM is made
up by thermally produced WIMPs with a mass and coupling strength to Standard Model
(SM) particles at the electroweak order. This thesis reconsiders the standard description of
thermal production and subsequent decoupling under different aspects.
In the traditional picture, WIMPs are initially in thermal equilibrium with SM particles
and chemically decouple once their production rate falls below the cosmic expansion rate.
After chemical decoupling, the number density is conserved in a comoving volume. The
number density has a direct relation to the fractional energy density. To make a viable
theoretical prediction, the latter quantity should match the observed energy fraction of DM
which is nowadays measured to an unprecedented precision, reaching sub-percentage accuracy
[1, 2]. Sophisticated numerical dark matter codes, e.g. DarkSUSY [3, 4] and micrOMEGAs
[5, 6], theoretically predict the relic abundance with an expected accuracy compatible with
the experimental error. Often one has to deal with models where the chemical reaction
network is large, as it occurs in fundamental extensions of the SM like in the supersymmetric
scenarios. A common approach is to use the concept of detailed balance, which simplifies
the complexity of the network and allows for an acceptable runtime for scanning over a large
amount of model parameters. While very often the assumptions of detailed balance are well
justified, in a part of this thesis the main assumption of local thermal equilibrium, entering
in many computations, is scrutinized.
Chemical reactions are often not the only processes. For annihilating WIMPs, there must
be from symmetry considerations also scattering reactions with SM particles. The latter keep
DM in kinetic equilibrium until the scattering rate falls below the Hubble expansion rate. In
the standard picture, kinetic decoupling takes place at much later times, i.e., when number
changing processes can be ignored. This allows to assume that kinetic equilibrium is main-
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tained during chemical decoupling, which is typically the case. The temperature at which
DM kinetically decouples is directly related to the minimum mass of the first protohalos that
have formed in the early Universe. Since the concordance model has no such characteristic
mass scale, the abundance of small scale halos allows for a complementary test of the under-
lying micro physics between dark matter and SM particles. In the case of a neutralino WIMP,
a mixture of superpartners of the gauge and Higgs fields, the kinetic decoupling temperature
takes values between several MeV up to a few GeV, which corresponds to a minimum halo
mass between 10−3M and 10−11M [7], respectively. The abundance of DM halos today on
such small mass scales is hard to probe. This thesis deals with models featuring late kinetic
decoupling, where the minimum mass of the first protohalos reaches sub-galactic scales of
about 108M. The suppression of the DM halo abundance on such scales can be predicted
through the computation of the matter power spectrum, a measurable quantity, which allows
to constrain [8] or potentially detect [9] the effect through the Lyman-α forest. The latter
is a series of absorption lines caused by neutral hydrogen energy level transitions. Further
ideas to measure the abundance of only gravitationally visible dark matter halos are through
modifications of star motions in stellar streams (see, e.g., [10, 11]).
Several works have reported that structure formation on sub-galactic scales could be in-
compatible with the predictions made by the concordance model. Halos in cold and collision-
less DM simulations seem to fail to produce the observed abundance and density structure
of smaller galaxies (see, e.g., [12]). Other works point out that this “small scale crisis”
is not a problem at all and can be explained within the concordance model. A literature
review on this debate including alternative solutions is given in section 4.1. Next to the
challenges on small scales, there are discrepancies between CMB and low-redshift astrophys-
ical observations. The collaboration of the European space satellite Planck reports a smaller
value of the expansion rate today (H0 = 67.27 ± 0.60 km s−1 Mpc−1, [2], 2018) compared
to the value inferred from local measurements by, e.g., the Hubble space telescope (HST)
(H0 = 73.52± 1.62 km s−1 Mpc−1, [13], 2018).1 Another tension concerns the matter fluctua-
tion amplitude σ8 at 8h
−1 Mpc or the total fractional amount of matter Ωm (both correlate).
Some galaxy weak lensing results [15, 16] prefer lower values compared to the results of the
Planck 2015 analysis [1] (modest tension). In the recent Planck 2018 report [2] it is shown
that latter tensions relaxed, however, see [17].
While simplified particle physics models of DM have been proposed in literature as a
possible solution to the small scale crisis [18–20], this thesis investigates if those models could
simultaneously explain the discrepancies between CMB and astrophysical observations. The
key ingredient is a light dark mediator at the MeV scale which acts as a long-range force
between heavy dark matter particles. The long-range force induces, e.g., strong DM self-
interactions. These could alter the inner halo density structure, leading to characteristic
deviations from cold and collisionless DM predictions.
In general, long-range interactions introduce a variety of quantum mechanical effects.
These are a major topic of this thesis and not only in the context of strongly self-interacting
DM models. In the original work by J. Hisano et al. [21], it was shown that if electroweakly
1The tension has increased (in favour of our proposed solution) since the publication of the article in
section 4.4, where older values from Planck 2015 [1] and HST 2016 [14] were used.
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charged DM particles are heavy enough, the electroweak gauge bosons of the SM effectively
act as attractive long-range forces, leading to a strongly enhanced annihilation cross-section of
slowly moving DM particles in the galactic center. The enhancement of the annihilation cross-
section through attractive long-range interactions is commonly referred as the Sommerfeld
enhancement [22]. In ref. [23], it has been pointed out that the Sommerfeld effect can also
become important to include in the relic abundance computation. An enhanced annihilation
cross-section at chemical decoupling lowers the predicted relic abundance, which allows for
larger masses of the annihilating DM particles to compensate for the effect. In the original
work, it was shown that the Sommerfeld enhancement reduces the pure Wino neutralino
density by up to 50 %, pushing the allowed Wino mass to a few TeV [23]. Nowadays, the
effect is widely studied in different WIMP scenarios. The interesting physical aspect is that
the effect can lift the allowed WIMP mass above the production threshold at the Large
Hadron Collider and therefore the model could evade strong exclusion limits.
Related quantum mechanical effects, caused by attractive long-range interactions, are
bound-state solutions. If existing, they strongly increase the size of the chemical network
in the relic abundance computation by opening reaction channels for conversion processes
between scattering and bound states. These processes are for example bound-state formation
via radiative emission [24] and energy level transitions [25, 26]. In addition to the Sommerfeld
enhancement, they further contribute to a depletion of the relic abundance and therefore allow
for even heavier WIMP masses (see, e.g., [27, 28]).
While the classical Boltzmann equation is often used to compute the relic abundance
of DM, it is unclear if that approach is a sufficient description for long-range interactions.
A coupling of the force-carriers to the dense primordial plasma introduces possible thermal
effects like charge screening, which influences the effective interaction among DM particles.
The status of the literature is the following. The computational methods for describing effec-
tive interactions inside a plasma medium are well developed far beyond the naive screening
picture. However, the description of out-of-chemical equilibrium transitions including ther-
mal effects is based on a method, which is strictly speaking only applicable to the linear
regime close to chemical equilibrium. This thesis uses non-equilibrium quantum field theory
techniques, to derive a number density equation which allows to describe out-of-chemical re-
actions beyond the linear regime and includes thermal corrections to long-range interactions.
The thesis is structured as follows. Section 2 is a review of the standard Boltzmann
formalism for describing chemical and kinetic decoupling. In section 3, the main assumption
of kinetic equilibrium during chemical decoupling is scrutinized. In section 4, we turn to
light mediator models, map them into the linear matter power spectrum, and investigate if
they can potentially solve the small scale crisis and tensions between CMB and astrophysical
observations simultaneously. The whole section 5 is devoted to thermal effects for long-range
interactions. The model is introduced, the main literature on this subject is reviewed, and a
more general number density equation is derived from non-equilibrium quantum field theory.
The latter method is introduced in the dedicated part “Real-time formalism prerequisites”
(chapter II in the publication reprinted in section 5.4). The thesis is summarized and con-




This chapter is devoted as a basic introduction into the Boltzmann formalism. The latter
is the common approach to describe the thermal history of DM. Section 2.1 introduces the
Boltzmann equation on phase-space density level to describe annihilation and elastic scatter-
ing processes. The classical number density equation for annihilating dark matter is shown in
section 2.2. Section 2.3 introduces the Fokker-Planck method to describe kinetic decoupling
of DM, as well as the relation between kinetic decoupling temperature and the minimum
mass of the first protohalos.
2.1 Phase-space density
The evolution of the phase-space density f1 for a certain DM species labelled by 1 is governed
by the Boltzmann equation, which can be written as (see, e.g., [29]):
E(∂t −Hp∂p)f1(t, p) = Ĉ[f1]. (2.1)
Here, the energy is E =
√












where a is the scale factor, ρi are energy densities, and G is the gravitational constant. The






dp p2f1(t, p), (2.3)
where g1 are the number of internal degrees of freedom.
The form of the collision operator Ĉ depends on the type of interactions. In the following,
binary interactions are assumed to dominate at the leading order. In particular, annihilation
and elastic scattering processes are considered. The collision term can be written as a sum
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4δ4(p1 + p2 − p3 − p4)|M|2anJan, (2.4)






4δ4(p1 + p3 − p2 − p4)|M|2scJsc, (2.6)
Jsc = f1f
eq
3 (1± f2) (1± f eq4 )− f2f eq4 (1± f1) (1± f eq3 ) , (2.7)
where the on-shell integration is dΠi =
d3pi
(2π)32Ei
. DM particles are labelled as 1 and 2, while
bath particles (BP) are labelled as 3 and 4. Can describes annihilation processes of the
form DM(1) + DM(2)↔ BP(3) + BP(4), and Csc consists of elastic scattering processes, i.e.,
reactions of the form DM(1) + BP(3) ↔ DM(2) + BP(4). The matrix elements |M|2i are
summed over initial and final particle internal degrees of freedom. BPs are assumed to be in
thermodynamic equilibrium, which implies for their phase-space density to be of the form
f eq3/4 =
1
eβE3/4 ∓ 1 , (2.8)
where the upper (lower) sign applies to the Bose-Einstein (Fermi-Dirac) statistics and β ≡
1/T is the inverse temperature T . For the purpose of this section, the nature of the BPs is
left open. In concrete applications later, the BPs will be either SM particles or belong to the
dark sector as well, such as dark radiation.
For typical thermal production scenarios, quantum statistical effects of the DM distribu-
tion can be neglected to a good approximation. This is because out-of-chemical equilibrium
transitions take place when DM enters the non-relativistic regime and therefore the dilute
limit T  E1/2 applies. Consequently, f1/2  1 and the Bose-enhancement or Pauli-blocking
factors of DM particles can be neglected in both collision terms. This classical limit does
also apply to the BPs in the annihilation term, which allows to adopt a Maxwell-Boltzmann
distribution. Using energy conservation one can rewrite the classical distribution of BPs in
the annihilation term as f eq3 f
eq
4 = e
−β(E3+E4) = e−β(E1+E2) = f eq1 f
eq
2 . In these classical limits,






4δ4(p1 + p2 − p3 − p4)|M|2an
[
















Integration over final state momenta in the annihilation term are now factorized from the
phase-space distributions. A similar expression can be achieved in the scattering term by
using the identity
f eq4 (1± f eq3 ) = e−(E1−E2)/Tf eq3 (1± f eq4 ), (2.11)
leading to a more convenient form of the Boltzmann equation for the DM phase-space density:
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This form allows to read off stationary solutions, discussed in the next sections. The

















4δ4(p1 + p3 − p2 − p4)|M|2scf eq3 (1± f eq4 ). (2.15)
The Boltzmann Eq. (2.12) is a partial integro-differential equation, describing the time evolu-
tion of the DM phase-space density under the influence of an expanding background, momen-
tum dependent annihilation and elastic scattering processes. In general, a fully numerical
treatment is required to obtain a solution. Instead of solving for the phase-space density
directly, one can alternatively transform the partial differential equation into a set of coupled
ordinary differential equations. This transformation can be done by integrating Eq. (2.12)
over certain momentum moments, resulting in differential equations for primitive variables
like mean number density or mean kinetic energy. Albeit being numerically less challenging,
the difficulty within this approach is that each individual momentum moment equation is in
general coupled to other moments, reflecting the in principle infinite Boltzmann hierarchy.
Within reasonable assumptions about the properties of the system, which will be discussed
in the subsequent sections, it can be possible to obtain a closer of the hierarchy within the
lowest momentum moments.
2.2 Number density and relic abundance
In the standard case of thermally produced dark matter particles, it is assumed that scattering
rates at early times are much larger compared to the annihilation and Hubble expansion rate,
leading to kinetic equilibration. In kinetic equilibrium, the DM phase-space distribution has
a thermal shape: f1/2 ∝ e−βE1/2 . This is indeed a stationary point of the scattering term, i.e.,
the second line in Eq. (2.12) vanishes for thermal distributions. Furthermore, the stationary
point of the scattering term is assumed to be an attractor. The normalization of the phase-
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Ki(x) are the modified Bessel functions of order i and symmetric DM is considered. This
form of the phase-space density is consistent with the picture that DM in kinetic equilibrium
is thermodynamically described as a dilute ideal gas in a grand canonical state with time
dependent chemical potential βµ = ln[n/neq] and statistical occupation f1/2 = e
−β(E1/2−µ).
The assumption of kinetic equilibrium closes the Boltzmann hierarchy at the number





(“zeroth momentum moment”). This results in the standard Boltzmann equation
for the DM number density, given by [30, 31]:

































Here, s̃ ≡ s/(4m21), where s = (p1 + p2)2 is the s-Mandelstam variable and (p1p2) are con-
tracted four momenta. From the first to the second line, five of six integrals were performed
analytically which allows for efficient numerical integration. It is a simple expression for the
relativistic thermal average of the annihilation cross-section, where the latter quantity only
depends on the s-Mandelstam variable.
The Boltzmann Eq. (2.18) applies to a broad class of DM models and is often used in
literature to investigate the number density evolution. The quadratic form of the right hand
side is characteristic for 2↔ 2 annihilation processes and can also occur in association with
other number changing reactions featuring a different form. Decaying dark matter would
have a linear dependence on the number density while Strongly-Interacting-Massive-Particles
(SIMPs) [32] introduce a cubic dependence.
If annihilation processes are efficient, the right hand side of Eq. (2.18) forces DM to be
in chemical equilibrium, i.e., n = neq is an attractor solution. Once annihilation processes
become ineffective, the number density is conserved in a comoving volume and scales as
n ∝ a−3. The details of the solution in between these asymptotic regimes is part of section 3.1.
In some cases and for later reference, it is simpler to consider the non-relativistic limit of


















−βm1v2rel/4 v2rel dvrel. (2.21)
The non-relativistic number density equation is often referred in the literature as the Lee-
Weinberg equation [30]. The non-relativistic thermal average has the advantage that it can
be computed analytically for annihilation cross-sections were it is appropriate to expand in
the terms of relative velocity. For example, if (σvrel) is velocity independent, the thermal
average is simply given by 〈σvrel〉 = (σvrel).
The number density of DM particles can not be measured directly. Instead it is the total
DM energy density ρDM, which gravitationally influences, e.g., the evolution of the CMB
temperature anisotropies. The Planck satellite measurements [1, 2] of the CMB temperature
anisotropies have nowadays determined the fractional amount of the dark matter energy
density ΩDM ≡ ρDM/ρcr to an unprecedented precision.2 The observed value of the energy
fraction at present day is ΩDMh
2 = 0.1188±0.0010 (TT,TE,EE+lowP+lensing+ext. analysis
in ref. [1]), reaching sub-percentage accuracy when combining CMB and external data, e.g.,
measurements of the baryon acoustic oscillation.








This relates the observable abundance to the theoretically predicted value of nχ today (at
the present day CMB temperature TCMB = 2.7255 ± 0.0006 K [33]). For annihilating dark
matter, nχ would be the solution of the number density Eq. (2.18). The total abundance is
the sum over all species contributions and should match the observed value.
The number density equation for annihilating DM can not be solved analytically due to
the non-linear structure. Following standard estimates in ref. [34], we obtain for a constant
WIMP annihilation cross-section:
Ωχh









For an annihilation cross-section of the form (σvrel)0 ∼ (α/mχ)2 with a fine structure constant
α ∼ 10−2 and a DM mass mχ ∼ 200 GeV, the predicted value of the relic abundance would
be of the order Ωχh
2 ∼ O(0.1), which is close to the observed value. The observation that
the correct relic abundance can be obtained for a fine structure constant value and a DM
mass around the electroweak scale, is called the WIMP miracle. The chemical decoupling
temperature xcd ≡ mχ/T ∼ 25 has only a mild logarithmic dependence on the WIMP cross-
section and other quantities like effective degrees of freedom (see [34] for further details).
2The critical density today is given by ρcr = 3H
2
0/8πG, where the Hubble expansion rate today H0 is
commonly expressed in terms of the dimensionless quantity h as H0 = 100× h km/s/Mpc.
11
Here, gs and geff are the SM entropy and effective degrees of freedom, respectively. In the
estimate they are assumed to be constant and to have a value of the order O(100) at typical
WIMP chemical decoupling temperatures.
Not all of the DM abundance has to be made up by a single species χ. Therefore, the
predicted abundance should always fulfil Ωχh
2 ≤ ΩDMh2 to be compatible with the observed
CDM fractional energy density. This overclosure bound is important for identifying the viable
parameter region of a model. In the WIMP miracle example, where the annihilation cross-
section is given by (σvrel)0 ∼ (α/mχ)2, the border of overclosure leads to an upper limit on
the WIMP mass mχ for fixed coupling value. For larger mass values above this limit, the
cross-section would be too small, the WIMP would chemically decouple too early, and the
Universe would contain too much DM as can be seen from Eq. (2.23).
2.3 Kinetic decoupling temperature and mass of first
protohalos
The case is considered where scattering processes, keeping DM in kinetic equilibrium, start
to become inefficient compared to the Hubble expansion rate. An assumption in the case
of thermally produced DM particles is that this out-of-kinetic equilibrium transition takes
place when annihilation processes can be neglected, i.e., the first term on the right hand side
of Eq. (2.12) is dropped in the following. Even without the annihilation term, it is in general
a difficult task to find a closed set of momentum moments describing kinetic decoupling for
an arbitrary phase-space distribution. However, within a few assumptions on the particle
properties it is possible to simplify the scattering collision term in such a way that one single
primitive variable is already sufficient to describe the evolution of the system.
If DM is non-relativistic during the decoupling from the relativistic heat bath, momentum
transfer per typical collision is much smaller compared to the DM momentum. In this case,
the scattering collision term can be expanded up to the second order in small momentum
transfer compared to the DM momentum, resulting in the DM non-relativistic limit in a
simple Fokker-Planck type form [35, 36]:















A stationary solution of this Fokker-Planck operator is the non-relativistic Maxwell-
Boltzmann distribution f1 ∝ e−βp2/(2m1). The momentum transfer rate γ is given by [37, 38]3
3In the work by Bertschinger [35], the Fokker-Planck operator Eq. (2.24) was used but for specific γ(T )
(for bino-type models). Bringmann et al. [36] derived Eq. (2.24) in the correct formal expansion up to the
second order in small momentum transfer, resulting in an broader applicable γ(T ) but without Mandelstam
t-average and the scattering amplitude at t = 0. In an unpublished thesis by Kasahara [37], higher order
terms were taken into account by t-averaging the amplitude as in Eq. (2.25), which was published by Gondolo
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called the “second momentum moment”, results in an ordinary differential equation for the
DM temperature [36]:
Ṫχ + 2HTχ = −γ(T ) [Tχ − T ] . (2.28)
The solution of this equation describes the temperature evolution of non-relativistic DM
coupled to heat bath particles with temperature T . In the tight coupling regime, where
γ  H, the right hand side dominates and Tχ = T is an attractor solution. After kinetic
decoupling (γ  H) the left hand side determines the asymptotic behaviour, leading to
Tχ ∝ a−2 as expected for non-relativistic particles. In this thesis, we define the kinetic
decoupling temperature Tkd as the temperature which solves γ/H = 1 (where both rates are
comparable).4 The kinetic decoupling temperature has a direct relation to the small scale
structure of DM, introduced in the following.
Primordial density perturbations in the dark matter fluid are initial seeds, leading to
the formation of cosmological structure such as galaxies. In the cold and collisionless DM
(CDM) paradigm, structure formation takes place hierarchically. Density modes on smaller
scales enter the horizon first. After horizon entry, the regions containing more DM start to
grow and form the first gravitationally bound objects in the Universe, called protohalos. The
et al. in ref. [38]. The t-average allows to describe kinetic decoupling for more general scattering amplitudes.
In the article reprinted in section 4.3, collaborators derived the Fokker-Planck collision term including t-
average in an alternative formal expansion as in [36, 37]. In the deep non-relativistic regime and assuming
heat bath particles to be massless, the results of the article reprinted in section 4.3 coincide with Eq. (2.24)
and Eq. (2.25).
4Tkd can also be defined as the temperature which solves yeq(x) = y(x)|x→∞, see [7, 36]. Both conventions
lead on a level of 10% to the same result for the models considered here in this thesis.
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CDM paradigm predicts a certain amount of these clumps down to essentially arbitrarily
small scales.
Since thermally produced dark matter differs from pure CDM at early times, one might
expect that the microphysics of interacting DM modifies the formation and evolution history
of the smallest protohalos. In fact, there are mainly two mechanisms, relevant for this thesis,
generating a significant damping of the amplitude of density perturbations below a certain
length scale (see [39] for a rather general classification).
The first mechanism describes the effect of collisionless damping. After DM has kinetically
decoupled from the relativistic heat bath, it can travel freely from regions containing a higher
density to lower density regions. Thereby it washes out the density contrast and reduces
the amplitude of the perturbations, where the efficiency depends on the thermal velocity
at decoupling. It has been shown that this free-streaming effect leads to an exponential
suppression of the density contrast above a characteristic comoving wave number denoted
by kfs [40–42]. This wave number can be estimated analytically (see pp. 13 in ref. [42]) as a
function of the DM mass and the kinetic decoupling temperature Tkd. The total dark matter




































where geff is evaluated at the kinetic decoupling (kd) temperature. The quantity Mfs is an
estimate of the critical mass of the first protohalos, below which the halo abundance starts
to become exponentially suppressed compared to pure CDM due to the efficient damping of
density perturbations by the free-streaming effect.
The second damping mechanism describes the evolution of density modes that enter
the horizon while DM is in kinetic equilibrium with the radiation fluid. During kinetic
equilibrium, the density perturbations of DM inside the horizon can not grow but oscillate
due to the competition between radiative pressure and gravitational contraction [35, 43]. In
the latter references, it has been pointed out that this dark acoustic oscillation effect can
even dominate over the damping induced by free-streaming, especially if DM decouples when
being highly non-relativistic. The critical protohalo mass, below which the halo abundance
is suppressed due to dark acoustic oscillation, can be estimated by the mass inside a sphere



















Since the damping mechanisms of free streaming and dark acoustic oscillations are within
these estimates physically independent, the minimum cut-off mass can be defined as [7]
Mcut ≡ max[Mfs,Mao]. (2.31)
In the article reprinted in section 4.3, we consider DM models that feature cut-off masses at





In section 3.1, the standard chemical and kinetic decoupling description of thermally produced
DM is shown. The article reprinted in section 3.2 points out and investigates a new exception,
where the standard description fails.
3.1 Standard chemical and kinetic decoupling



































Fig. 1: Typical decoupling history of thermally produced dark matter shown. Solid lines are the
numerical solution of Eq. (3.1) and (3.2), while dashed lines denote the equilibrium values.
The standard chemical and kinetic decoupling process for thermally produced dark matter
is introduced in this section. Dimensionless variables are introduced as Y ≡ n/s, y =
15
mχTχ/s














[y − yeq(x)] . (3.2)
To arrive at those equations, entropy conservation a−3∂t(a3s) = 0 was used, where s =
(2π2/45)gsT
3. The effective entropy degrees of freedom gs are temperature dependent and








In the radiation dominated epoch, the Hubble expansion rate can be written as H =√
geff4π3/45T
2/mpl, where mpl ≈ 1.22×1019 GeV is the Planck mass and geff are the effective
degrees of freedom. Throughout this thesis, the values of gs and geff are adopted from [44].
In figure 1, the numerical solution of Eq. (3.1) and (3.2) is shown. For a quantitative
discussion, the DM mass mχ = 100 GeV, the annihilation cross-section (σvrel) = const
and momentum transfer rate γ ∝ T 6 were chosen to represent a typical situation. At the
initial time x . 10 the coupling of DM to the BPs is tight. Scattering and annihilation
processes are very efficient leading to kinetic and chemical equilibrium. In equilibrium, the
DM temperature is equal to the heat bath temperature (y = yeq) and the chemical potential
µ equals zero (Y = Yeq). These are the attractor solutions of Eq. (3.1) and (3.2), shown by
the dashed lines in figure 1. Any deviation from the equilibrium values will be efficiently
restored in the high temperature regime.
The chemical equilibrium is maintained as long as the annihilation rate Γan ≡ 〈σvrel〉Y s
is much larger compared to H. When DM enters the non-relativistic regime during chemical
equilibrium, the value of Γan decreases exponentially fast in x due to the Boltzmann suppres-
sion in Yeq [see, e.g., Eq. (2.20)]. At some point, the annihilation rate falls behind H and the
number density starts to freeze out, i.e., it approaches Y = const or equivalently n ∝ a−3.
The transition point, where the number density starts to deviate from its equilibrium value,
is called chemical decoupling and happens in figure 1 at about x ∼ 25. The final number
density increases for decreasing annihilation cross-section because DM decouples earlier.
Kinetic decoupling takes place at a time when the momentum transfer rate becomes
comparable to the Hubble expansion rate. In the example shown, this happens around
x ∼ 104. After kinetic decoupling, the temperature of non-relativistic DM scales as Tχ ∝ a−2
or y = const. The decoupling process itself runs on rather longer time scales compared to
the chemical one and takes place earlier for decreasing momentum transfer rate.
In the article reprinted in the next section, the main assumption of kinetic equilibrium
during chemical decoupling is scrutinized.
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Early kinetic decoupling of dark matter: When the standard way
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Calculating the abundance of thermally produced dark matter particles has become a standard procedure,
with sophisticated methods guaranteeing a precision that matches the percent-level accuracy in the
observational determination of the dark matter density. Here, we point out that one of the main assumptions
in the commonly adopted formalism, namely local thermal equilibrium during the freeze-out of
annihilating dark matter particles, does not have to be satisfied in general. We present two methods
for how to deal with such situations, in which the kinetic decoupling of dark matter happens so early that it
interferes with the chemical decoupling process: (i) an approximate treatment in terms of a coupled system
of differential equations for the leading momentum moments of the dark matter distribution, and (ii) a
full numerical solution of the Boltzmann equation in phase space. For illustration, we apply these methods
to the case of scalar singlet dark matter. We explicitly show that even in this simple model the




The leading hypothesis for the cosmological dark matter
(DM) [1,2] is a new type of elementary particle [3]. One of
the most attractive options to explain the present abundance
of these particles consists in the possibility that they have
been thermally produced in the early universe. This is
particularly interesting for the scenario originally studied
by Lee and Weinberg [4], as well as others [5–8], in which
nonrelativistic DM particles initially are kept in thermal
equilibrium with the heat bath through frequent annihila-
tion and creation processes with standard model (SM)
particles. Once the interaction rate starts to fall behind the
expansion rate of the universe, the DM number density
begins to “freeze-out” and remains covariantly conserved.
For weakly interacting massive particles (WIMPs), elemen-
tary particles with masses and interaction strengths at the
electroweak scale, this scenario automatically leads to a
relic abundance in rough agreement with the observed DM
density—a fact sometimes referred to as theWIMPmiracle.
The by now standard treatment [9,10] of calculating the
resulting DM abundance in these scenarios implements an
efficient and highly accurate method of solving the
Boltzmann equation for a given (effective) invariant DM
annihilation rate. This approach fully captures, in particular,
the three famous exceptions to the original relic density
calculations pointed out in a seminal paper by Griest and
Seckel [11], namely coannihilations, threshold effects and
resonances. The main assumption entering this formalism is
that, during the freeze-out process, DM is still kept in local
thermal equilibriumwith the heat bath by frequent scattering
processes with relativistic SM particles. For many WIMP
candidates, this is indeed satisfied to a high accuracy and
kinetic decoupling typically only happens much later than
the chemical decoupling [12].
Here we point out that exceptions to this standard lore do
exist, even in very simple scenarios, where kinetic decou-
pling happens so early that it cannot be neglected during the
freeze-out process. We develop both semianalytical and
fully numerical methods to solve the Boltzmann equation
and to compute the DM relic abundance in these cases.
Technically, one of the challenges that had to be overcome
for obtaining sufficiently accurate results was to extend the
highly nonrelativistic Boltzmann equation, as discussed
previously in the literature, to the semirelativistic regime.
Numerically, we also succeeded to resolve the evolution
of the full phase-space distribution accurately enough to
test, for the first time, the underlying assumptions for the
standard way of calculating the relic density of WIMPs or
other self-annihilating DM candidates (for a recent example
where the relic density is instead set by inelastic scattering,
rather than self-annihilation, see Ref. [13]). We illustrate
our general results by a detailed discussion of the scalar
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density that differs by up to an order of magnitude from the
standard treatment.
This article is organized as follows. In Sec. II, we start
with a general description of the underlying Boltzmann
equation that governs the DM phase-space evolution. We
then briefly review the standard treatment of solving for the
DM number density (Sec. II A), extend this by deriving a
coupled system of evolution equations for the number
density and the velocity dispersion (Sec. II B), and finally
introduce our framework for a fully numerical solution
(Sec. II C). Section III is devoted to a thorough application
of these methods to the scalar singlet model. We comment
on our results in Sec. IV, and discuss potential other areas
of application, before we conclude in Sec. V. In two
Appendices we discuss in detail the evolution of the singlet
DM phase-space density for selected parameter points
(Appendix A) and comment on the semirelativistic form
of the scattering operator in the Boltzmann equation
(Appendix B).
II. THERMAL PRODUCTION OF DARK MATTER
Let us denote the DM particle by χ, and its phase-space
density by fχðt;pÞ. The evolution of fχ is governed by the
Boltzmann equation which, in an expanding Friedmann-
Robertson-Walker universe, is given by [17,18]
Eð∂t −Hp ·∇pÞfχ ¼ C½fχ : ð1Þ
Here, H ¼ _a=a is the Hubble parameter, a the scale factor,
and the collision term C½fχ  contains all interactions
between DM and SM particles f. For WIMPs, we are to
leading order interested in two-body processes for DM
































× ð2πÞ4δð4Þð ~pþ ~k−p−kÞjMj2χf↔χf
× ½ð1∓ gÞðωÞgð ~ωÞfχð ~pÞ− ðω↔ ~ω;p↔ ~pÞ: ð3Þ
In the above expressions, jMj2 refers to the respective
squared amplitude, summed over all spin and other
internal degrees of freedom, as well as all SM particles f.
We assume the SM particles to be in thermal equilibrium,
such that their phase-space distribution is given by gðωÞ ¼
1=½expðω=TÞ  1. Note that we have neglected Bose
enhancement and Pauli blocking factors for fχ here, as
we assume DM to be nonrelativistic; momentum conserva-
tion then implies that, in Cann, we can also neglect these
factors for the SM particles.
Assuming CP invariance, and using the fact that in
thermal equilibrium annihilation and creation processes
should happen with the same frequency, the annihilation





× ½fχ;eqðEÞfχ;eqð ~EÞ − fχðEÞfχð ~EÞ; ð4Þ
where v¼vMol≡ðE ~EÞ−1½ðp· ~pÞ2−m4χ 1=2 is the Møller
velocity, which in the rest frame of one of the DM particles
coincides with the lab velocity vlab¼½sðs−4m2χÞ1=2=
ðs−2m2χÞ.
The scattering term, on the other hand, is in general
considerably more difficult to manage. Analytic expres-
sions have, however, been obtained in the highly non-
relativistic limit of the DM particles, and assuming that the
momentum transfer in the scattering process is much























dtð−tÞjMj2 ¼ 16πm2χσT; ð7Þ
and k2cm¼ðs−ðmχ−mfÞ2Þðs−ðmχþmfÞ2Þ=ð4sÞ evaluated
at s¼m2χþ2ωmχþm2f. Here, σT ¼
R
dΩð1 − cos θÞdσ=dΩ
is the standard transfer cross section for elastic scattering.
In Appendix B, we discuss how the scattering term is
expected to change in the semirelativistic case, i.e. when
the assumption of highly nonrelativistic DM is slightly















when explicitly addressing this regime.
A. The standard treatment
In order to calculate the DM relic abundance, we can
integrate the Boltzmann Eq. (1) over p. This results in












(note thatCel vanishes once it is integrated over). In order to
evaluate the rhs of this equation, the usual assumption [9] is
that during chemical freeze-out one can make the following
ansatz for the DM distribution:




where AðTÞ ¼ 1 in full equilibrium, i.e. before chemical
freeze-out. This is motivated by the fact DM-SM scattering
typically proceeds at a much faster rate than DM-DM
annihilation, because the number density of relativistic SM
particles is not Boltzmann suppressed like that of the
nonrelativistic DM particles. In that case, DM particles
are kept in local thermal equilibrium even when the
annihilation rate starts to fall behind the Hubble expansion
and chemical equilibrium can no longer be maintained.
Approximating furthermore fχ;eqðEÞ≃ expð−E=TÞ, i.e.
neglecting the impact of quantum statistics for nonrelativ-
istic particles, five of the six integrals in Eq. (9) can be
performed analytically. This by now standard treatment, as




þ 3Hnχ ¼ hσviðn2χ;eq − n2χÞ; ð12Þ



























Here, Ki are the modified Bessel functions of order i, and
we have introduced ~s≡ s=ð4m2χÞ. While there are various
ways to state the final result for hσvi, the form given
above stresses that physically one should indeed think of
this quantity as a thermal average of σvlab rather than
any other combination of cross section and velocity
(in the sense that we strictly have hσvi ¼ σvlab for σvlab ¼
const; for e.g., σvCMS ¼ const, on the other hand, with
vCMS ¼ 2ð1 − 4m2χ=sÞ, we instead have hσvi → σvCMS
only in the limit T → 0).
By introducing dimensionless variables
x≡mχ=T; ð15Þ
Y ≡ nχ=s; ð16Þ
and assuming entropy conservation, finally, the above
Boltzmann equation for the number density, Eq. (12),
can be brought into an alternative form that is particularly












Here, s ¼ ð2π2=45ÞgseffT3 denotes the entropy density,








The value of Y today, Y0 ≡ Yðx → ∞Þ, can then be related
to the observed DM abundance by [9]










We note that Eq. (17) is the basis for the implementation
of relic density calculations in all major numerical codes
[23–29].
B. Coupled Boltzmann equations
The main assumption that enters the standard treatment
reviewed above is contained in Eq. (11), i.e. the require-
ment that during chemical freeze-out, or in fact during any
period when the comoving DM density changes, local
thermal equilibrium with the heat bath is maintained. If that
assumption is not justified, one has in principle to solve the
full Boltzmann equation in phase space, Eq. (1), numeri-
cally (see next subsection). As first pointed out in Ref. [30],
however, it sometimes suffices to take into account the
second moment of Eq. (1), instead of only the zeroth
moment as in the previous subsection. This leads to a
relatively simple coupled system of differential equations
that generalizes Eq. (17).
The starting point is to define, in analogy to Y for the
zeroth moment of fχ , a dimensionless version of the second

















For a thermal distribution, the DM particles thus have a
temperature
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Tχ ¼ ys2=3=mχ : ð21Þ
We note that for nonthermal distributions we could still
view this last equation as an alternative definition of the
DM “temperature,” or velocity dispersion, in terms of the
second moment of fχ as introduced above. This allows,
e.g., a convenient characterization of kinetic decoupling as
the time when Tχ no longer equals T but instead starts to
approach the asymptotic scaling of Tχ ¼ Tkdða=aeqÞ−2 for
highly nonrelativistic DM [12,18].
















































Plugging in C ¼ Cann þ Cel as provided in Eqs. (4) and
(5), finally, we arrive at a coupled set of equations that





































Here, in addition to hσvi in Eq. (13), we also introduced





















































where we have used ϵþ ≡ ðEþ ~EÞ= ffiffisp . The “out-of-
equilibrium average” hσvi2;neq is defined as in Eq. (29),
but for arbitrary nχ, fχðpÞ—and hence also 1=T → 1=Tχ in
the normalization; the last equality, Eq. (30), thus does not
hold in this case. Correspondingly, hσvineq is defined in
analogy to Eq. (13), but equals in general not the expression
given in Eq. (14).
Two comments about this central result are in order. The
first comment, more important from a practical point of
view, is that the set of Eqs. (22) and (23) includes higher
moments of fχ , and hence does not close with respect to the
variables Y and y. Concretely, we need additional input to
determine the quantities hσvineq, hσvi2;neq and hp4=E3ineq
in Eqs. (27) and (28) in terms of only y and Y. Wewill make
the following ansatz for these quantities:
hσvineq ¼ hσvijT¼ys2=3=mχ ; ð31Þ















These expressions would, in particular, result from a DM












which describes a situation in which the DM particles
follow a Maxwellian velocity distribution with a temper-
ature different from that of the heat bath (as expected, e.g.,
if the DM particles exhibit significant self-scattering
1This extends the results presented in [30]. Compared to that
reference, we have kept terms proportional to Yeq (see also [31])
and adopted a fully relativistic temperature definition in Eqs. (20)
and (21). The latter indeed turns out to be important outside the
highly nonrelativistic regime and is the origin of the last term in
Eq. (28), as well as the corrected form of hσvi2—which now
(unlike in its original form) can be seen as a proper thermal
average in the sense that a constant σvlab leads to hσvi2 ¼ σvlab
for all values of T (i.e. not only for T → 0).
We note that both hp4=E3i and the integral over ϵþ can be
expressed in terms of a series of Bessel functions when expanding
E in the denominator around E ¼ m. Since this series does not
converge very fast for the relatively small values of x that we will
be interested in here, however, we do not display these series.
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[30,32–34]). We emphasize, however, that from the point of
view of solving the coupled set of Eqs. (27) and (28), there is
no need to make such a relatively strong assumption about
fχðpÞ: any form of fχ that leads to (very) similar results for
the quantities given in Eqs. (31)–(33) will also lead to (very)
similar results for YðxÞ and yðxÞ. In other words, we expect
our coupled system of Boltzmann equations to agree with
the full numerical solution discussed in the next section–
concerning the evolution of Y and y–if and only if the ansatz
in Eqs. (31)–(33) coincides with the corresponding averages
numerically determined from the “true” phase-space dis-
tribution. As we will see later, this is indeed very often
the case.
The second comment concerns the first term on the rhs of
Eq. (28), which is proportional to the second moment of the
elastic scattering term given in Eq. (5). As that latter
expression is valid only to lowest order inp2=E2 ∼ p2=m2χ ∼
1=x, we had for consistency also to neglect any higher-order
corrections in these quantities to the elastic scattering part of
C2 when deriving our final result. As discussed in
Appendix B, in fact, there is no simple way of determining
the next-to-leading order corrections to Cel. If we use our
default semirelativistic scattering term given in Eq. (8),
however, including the resulting corrections from sublead-
































By construction, see Appendix B, this operator must still be
an attractor to the equilibrium solution, and hence be
proportional to (some power of) T − Tχ ; for the ansatz of
Eq. (34), e.g., this can easily be verified directly. In practice,
this replacement has very little impact on the evolution of Y
and y, even at times as early as x ∼ 10. We can think of the
resulting small differences as a measure of the intrinsic
uncertainty associated to our treatment of the scattering
term.
C. The full phase-space density evolution
We now turn to solve the Boltzmann Eq. (1) at the full
phase-space density level. This is numerically more chal-
lenging, but allows to assess the validity of the assumptions
in previous sections and to track deviations (as we will see
can occur) from the standard Maxwell Boltzmann velocity
distribution. To achieve this, we start by reexpressing
Eq. (1) in the two dimensionless coordinates,
xðt; pÞ≡mχ=T and qðt; pÞ≡ p=T;
where the monotonic temperature TðtÞ replaces as before
the time parameter t via our xðTÞ, and q is now the
“momentum” coordinate that depends on both t and p. In
these variables, we can rewrite the Liouville operator on the
lhs of Eq. (1) as
ð∂t −Hp · ∇pÞ ¼ ∂t −Hp∂p ¼ ~Hðx∂x − ~gq∂qÞ: ð36Þ
Here, we used the fact that the system is isotropic and
assumed, as in the previous sections, that entropy is
conserved. With the collision terms given in Eqs. (4)
and (8), the Boltzmann equation for fχ now becomes

































and θ is the angle between q and ~q.
The benefits of this rewriting are twofold. First, the
interpretation of the Boltzmann equation becomes very
transparent, in the sense that this “comoving” phase-space
density fχðx; qÞ clearly stays unaltered for ~gðxÞ ¼ 0 and
vanishing annihilation and scattering rates (being propor-
tional to σχ̄χ→f̄f and γ, respectively). The new coordinates
thus absorb how momentum and DM density change
exclusively due to the Hubble expansion. (For nonvanishing
~g, these quantities continue to scale in the samewaywith the
scale factor a, but taking into account that a ∝ gseff−1=3T−1.)
Second, the use of a comoving momentum q≡ p=T
significantly helps numerical calculations that extend over
a large range in x ¼ mχ=T. In fact, fχðx; qÞ is expected to
stay unchanged in shape both in the early semirelativistic
and kinetically coupled regime, where fχ ∼ e−p=Tχ ¼ e−q
given that Tχ ¼ T, as well as in the late nonrelativistic
kinetically decoupled regime, where fχ ∼ e−p
2=ð2mTχÞ ∝
e−q
2=ð2mÞ given that Tχ ∝ T2 in this case—at least as long
as ~g ¼ 0 and the DM phase-space distribution remains close
to Maxwellian as in Eq. (34).
Let us stress that here, unlike for our discussion in the
previous subsection, it is indeed mandatory to use the
semirelativistic form of Eq. (8) for the scattering operator
when discussing the evolution of the phase-space density,
in the sense that it must drive the distribution function
fχðqÞ towards the fully relativistic form∝ e−E=T [and not as
Eq. (5) to the nonrelativistic approximation ∝ e−
q2
2m=T]. The
importance of this can be seen by comparing the second
and the third line of Eq. (37). The factor in the second line
will always drive DM annihilation to occur unless an
equilibrium distribution feq is reached. The term in the
third line determines towards which equilibrium shape the
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scattering operator will drive the DM distribution fχðqÞ. If
the scattering attractor distribution would not match the
feqðqÞ of the second line, then scattering could artificially
drive annihilation to occur. For more discussions of
the semirelativistic aspects of the scattering term, see
Appendix B.
We then use a technique that discretizes the unbounded
momentum variable q into a finite number of qi with
i ∈ f1; 2;…; Ng. This allows to rewrite our integro partial































where fi ≡ fχðx; qiÞ, and the derivatives ∂qfi and ∂2qfi are
determined numerically by finite differentials using several
neighboring points to fi. hvM=olσχ̄χ→f̄fiθi;j is the velocity-
weighted cross section averaged over θ (which is evaluated
analytically or numerically) as a function of qi and ~qj, and
Δ ~qj ≡ ~qjþ1 − ~qj. Finally, the DM number density in
Eq. (10) is determined by trapezoidal integration.
Numerous numerical tests have been performed to
ensure stability of our solutions to the ODEs of Eq. (38)
and that imposed conditions on the now emerged boundary
points (at q1 and qN) are physically sound. It turns out that
very small step sizes over a large range in q are required for
solving these stiff ODEs. We typically used the range q1 ¼
10−6 to qN ¼ 50with about thousand steps in between, and
set the two last terms of Eq. (38) to zero at qN while using
forward derivatives to evaluate them at q1. By the use of the
ODE15s code in MATLAB, and by analytically deriving
internally required Jacobians, we are able to efficiently
calculate the full phase-space evolution for the freeze-out
after optimizing numerical settings. On the time scale of a
few minutes we can derive the relic abundance for a given
DM model. The code is general enough to be adapted to
any standard single WIMP setup.
III. SCALAR SINGLET DARK MATTER
The simplest example of a renormalizable model
providing a WIMP DM candidate is the scalar singlet
model [14–16], originally proposed as DM made of “scalar
phantoms” by Silveira and Zee [14]. In this model, the only
addition to the standard model is a real gauge-singlet scalar
field S which is stabilized by a Z2 symmetry and never
obtains a nonvanishing vacuum expectation value. The
simplicity of the model has in itself triggered considerable
interest [35–44], with a further boost of attention after the
discovery of the Higgs boson [45–58]. Recently, the
GAMBIT [59] collaboration presented the so far most
comprehensive study of this model by performing a global
fit taking into account experimental constraints from both
direct, indirect and accelerator searches for DM [60].
Interestingly, the resulting parameter region with the
highest profile likelihood in this global fit is the one where
the scalar singlet mass mS is about half that of the SM
Higgs mass, mh, and where the DM abundance today is set
by the resonant annihilation of two DM particles through an
almost on-shell Higgs boson. As we will see, it is exactly in
this parameter region that the standard way of calculating
the relic density, as implemented in all previous studies of
this model, fails because kinetic decoupling happens so
early that it essentially coincides with chemical decoupling.
Instead, the formalism introduced in the previous section
provides a reliable calculation of the relic abundance of
scalar singlet DM.
A. Model setup
The model symmetries, along with the requirement of
















whereH is the Standard Model Higgs doublet. The S boson
mass receives contributions from both the bare mass term,
μS, and from electroweak symmetry breaking, leading to
mS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ2S þ 12 λSv20
q
, where v0 ¼ 246.2 GeV is the Higgs
vacuum expectation value. We adopt the Higgs mass
and the total width from decay to SM particles to be
mh¼125.09GeV [61] and Γh;SM¼4.042MeV [62]. For the
moment, we neglect the quartic self-coupling λSS, but will
later comment on its potential (minor) impact on relic
density calculations.
The annihilation cross section of DM pairs to SM













p Þ is the partial decay width of a Standard









The total Higgs width Γh in the above propagator, but not
elsewhere, includes not only all SM channels but also the
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h → SS channel if it is open. For Γh→SMð
ffiffi
s
p Þ, as in [49], we




< 300 GeV from [62] and









region has no impact on the relic density in
the studied scalar singlet mass range. Likewise, the channel
SS → hh lies outside our kinematic region of interest.
For the elastic scattering processes, we take into account
DM scattering with all SM fermions. Being mediated only
by a Higgs in the t-channel, the corresponding squared









where mf is the mass of the SM fermion and the color
factor is Nf ¼ 3 for quarks and Nf ¼ 1 for leptons.










2k2cm − 2m2f þm2h
1þm2h=ð4k2cmÞ
− ðm2h − 2m2fÞ log ð1þ 4k2cm=m2hÞ

: ð43Þ
Note that the sum here runs over all relevant fermions and
antifermions separately.
The hierarchical Yukawa structure of the Higgs cou-
plings leads to the scattering rate being dominated by the
interactions with the heaviest fermions that for a given
temperature are still sufficiently abundant in the plasma. In
the range of DM masses mS that we are interested in,
freeze-out happens around T ∼Oð1 GeVÞ, which is not far
from the temperature of the QCD phase transition.
Consequently, the details of this transition and the SM
plasma can have a significant impact on the scattering rate;
a study which goes beyond the scope of this work.
Therefore, we follow the literature and adopt two extreme
scenarios that can be thought of as bracketing the actual
size of the scattering term:
(A) All quarks are free and present in the plasma down to
temperatures of Tc ¼ 154 MeV (largest scattering
scenario, as adopted in [20]).
(B) Only light quarks (u, d, s) contribute to the scattering,
and only for temperatures above 4Tc ∼ 600 MeV,
below which hadronization effects start to become
sizable [63] (smallest scattering scenario, as adopted
in [12]).
Finally, we adopt the recent results from Drees et al. [64]
for the effective number of relativistic degrees of freedom
geffðTÞ that enter the calculation of the Hubble rate during




T2=mPl, as well as
the entropy degrees of freedom entering for example in the
calculation of ~gðTÞ as defined in Eq. (18).
B. Relic density of scalar singlet dark matter
Let us first compute the relic density following the
standard treatment adopted in the literature. To this end, we
numerically solve Eq. (17) for a given set of parameters
ðmS; λSÞ and determine the resulting asymptotic value of
Y0. The blue dashed line in Fig. 1 shows the contour in this
plane that results in Y0 corresponding to a relic density of
Ωh2 ¼ 0.1188, cf. Eq. (19). We restrict our discussion to
values ofmS in the kinematic range where hσvi is enhanced
due to the Higgs propagator given in Eq. (41), and the
coupling λS that results in the correct relic density is hence
correspondingly decreased. This curve agrees with the
corresponding result obtained in Ref. [49].
For comparison, we show in the same figure the required
value of λS that results when instead solving the coupled
system of Boltzmann equations (27) and (28), or when
numerically solving the full Boltzmann equation as
described in Sec. II C. Here, the solid (dashed) line shows
the situation for the B (A) scenario for scatterings on
quarks. Outside the resonance region, the coupled
Boltzmann equations lead to identical results compared
to the standard approach, indicating that kinetic decoupling
indeed happens much later than chemical decoupling and
that the assumption of local thermal equilibrium during
chemical freeze-out thus is satisfied. For DM masses inside
the resonance region, on the other hand, we can see that the
FIG. 1. The required value of the singlet-Higgs coupling λS, as
a function of the scalar singlet mass mS, in order to obtain a relic
density of Ωh2 ¼ 0.1188. The blue dashed line shows the
standard result as established by Gondolo and Gelmini [9], based
on the assumption of local thermal equilibrium during freeze-out.
For comparison, we also plot the result of solving instead the
coupled system of Boltzmann equations (27) and (28) for the
maximal (“B”) and minimal (“A”) quark scattering scenarios
defined in the main text (red solid and dashed lines, respectively).
Finally, we show the result of fully solving the Boltzmann
equation numerically, for the maximal quark scattering scenario
and with no DM self-interactions included (“full BE”).
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two methods can give significantly different results, imply-
ing that this assumption must be violated. For the same
reason, a smaller scattering rate (as in scenario B) leads to
an even larger deviation from the standard scenario than the
maximal scattering rate adopted in scenario A.
This interpretation is explicitly confirmed in Fig. 2,
where we plot the temperatures at which the DM number
density and temperature start to deviate from the equilib-
rium values: in the parameter range that we focus on here,
kinetic decoupling happens indeed very close to chemical
decoupling. The reason for this very early kinetic decou-
pling is straightforward to understand as the result of a
strongly suppressed momentum transfer rate γðTÞ, com-
pared to the annihilation rate, due to two independent
effects: (i) the small coupling λS needed to satisfy the relic
density requirement, without a corresponding resonant
enhancement of γðTÞ, and (ii) the scattering rate being
proportional to the Yukawa coupling squared, which favors
scattering with Boltzmann-suppressed heavy fermions. We
note that the latter point also explains the relatively large
difference between the two extreme quark scattering sce-
narios used here for illustration (in scenario B, the largest
Yukawa couplings do not contribute to the scattering).
In order to emphasize the importance of our improved
treatment of the decoupling history, we plot in Fig. 3 also
the ratio of the resulting relic density to that of the standard
approach (for parameter values satisfying the relic density
constraint for the latter, i.e. corresponding to the blue
dashed curve in Fig. 1). Let us stress that, compared to the
observational uncertainty in this quantity of about 1%,
these corrections are by no means small even in the
minimal scattering scenario A. In the same figure, we also
compare our result for the coupled system of Boltzmann
equations (27) and (28) to the full numerical solution of
the Boltzmann equation in phase space, as described in
Sec. II C (black dots). Before getting back to these results,
let us briefly comment on the green dashed line in Fig. 3,
which implements the highly nonrelativistic scattering term
Cel of Eq. (5), and hence not the replacement (35) in
Eq. (28) which we otherwise adopt as our default. Clearly,
the impact of this choice is very limited for this approach.
We note that the quantitative importance of the relativistic
correction term proportional to hp4=E3i in Eq. (28) lies in
the same ballpark, affecting the relic density by at most
∼10% in the region very close to the resonance (and below
the percent level elsewhere).
In Appendix Awe discuss in depth the time evolution of
both the coupled Boltzmann equations and the full phase-
space density in the resonance region. Let us here just
mention that the characteristic features of the curves
displayed in Figs. 2 and 3 can indeed all more or less
directly be understood in terms of the highly enhanced





∼mh  Γh. As the full numerical
solution reveals, furthermore, the shape of fχðpÞ can in
some cases be quite different from the Maxwell-Boltzmann
form (34) that is consistent with the coupled system of
Boltzmann equations (27) and (28). Whether this has a
FIG. 2. Temperatures at which DM number density and
velocity dispersion (“temperature”) start to deviate from their
equilibrium values, defined for the purpose of this figure as
jY − Yeqj ¼ 0.1Yeq and jy − yeqj ¼ 0.1yeq, respectively. These
curves are based on solving the coupled system of Boltzmann
equations (27) and (28), for the same parameter combinations as
in Fig. 1 (resulting thus in the correct relic density).
FIG. 3. The impact of the improved treatment of the kinetic
decoupling on the relic density for parameter points that would
satisfy the relic density constraint in the standard approach
(dotted line in Fig. 1), both for the minimal (solid) and maximal
(dashed) scenario for scattering with quarks. The numerical result
(full BE) implements minimal quark scattering; note that this
does not take into account the effect of DM self-interactions
(while the other curves are consistent with assuming a maximal
self-scattering rate). The green dashed curve shows the impact of
implementing the elastic scattering term in the highly non-
relativistic limit, cf. Eq. (5).
BINDER, BRINGMANN, GUSTAFSSON, and HRYCZUK PHYSICAL REVIEW D 96, 115010 (2017)
115010-8
noticeable impact on the resulting relic density (like for
mS ∼ 57 GeV) or not (like for mS ∼mh=2) again mostly
depends on whether or not the shape is affected for those






For illustration, we pick a DMmass ofmS ¼ 57 GeV and
show in Fig. 4 the full phase-space distribution for a few
selected values of x (left panel) as well as the relevant
evolution of Y and y (right panel). For models with DM
masses in this range, the relatively large difference between
full solution and coupled equations (as visible in Fig. 3) can
mostly be understood in terms of the dip in the ratio of DM
phase-space distributions at intermediate values of q ¼ p=T
that starts to develop for x≳ 20. Concretely, the fact that the
actual distribution for those momenta is slightly suppressed
compared to a distribution fully characterized only by its
second moment, as in Eq. (34), causes the DM particles to
annihilate less efficiently, hσvineq < hσvi, because this is the
momentum range probed by the resonance for these x
values. This in turn leads to the DM particles falling out
of chemical equilibrium earlier, and hence a larger asymp-
totic value of Y. The reason for this momentum suppression
to develop in the first place is also to be found in the
particularly efficient annihilation close to the resonance,
which leads to a depletion of DM particles with correspond-
ing momenta because the scattering rate is no longer
sufficiently large to redistribute the phase-space distribution
to a thermal shape.We note that the bulk part of this effect is
actually well captured by the coupled Boltzmann system,
cf. the dashed vs solid lines in the right panel of Fig. 4. For
further details, we refer again to Appendix A.
IV. DISCUSSION
From the above discussion, we have learned that very
early kinetic decoupling is not just a theoretical possibility. It
can appear in simple WIMP models, like the scalar singlet
case, and affect theDM relic density in a significant way.We
note that the size of the latter effect is, as expected, directly
related to the size of themomentum exchange rate and hence
to just how early kinetic decoupling happens compared to
chemical decoupling. Let us stress that, from a general point
of view, this is amuchmore importantmessage connected to
our choice of considering two scattering scenarios than the
question of which of those scenarios is more realistic for the
specific model we have studied here.
We have also seen that the coupled system of Boltzmann
equations (27) and (28) provides a qualitatively very good
description for the resultingDMabundance, see in particular
Fig. 1, even though for high-precision results it seems
mandatory to actually solve the full Boltzmann equation
in phase space. As discussed in AppendixA, differences can
arise when the true phase-space distribution is not of the
Maxwellian form assumed in Eq. (34)—though the two
methods can actually still give almost identical results for
the relic abundance even when the two distribution differ
vastly. The question of under which conditions the coupled
system of equations provides an accurate description of the
relic density is thus a somewhat subtle one, and requires a
careful discussion of the velocity dependence of the anni-
hilation term in the Boltzmann equation.
An exception to this general complication is a DM self-
interaction rate large enough to force the DM distribution
into the form given by Eq. (34) [30,32–34] and hence
FIG. 4. Phase-space distributions and their evolution for a scalar singlet DM particle with mS ¼ 57 GeV. Left panel: Unit normalized
phase-space distributions fnðqÞ from our full numerical solution of the Boltzmann equation (red lines) and thermal equilibrium
distributions feqn ðqÞ (blue lines) at four different temperatures x ¼ mS=T ¼ 16 (solid), 20 (dashed), 25 (dot dashed) and 50 (dotted). The
equilibrium distributions feqn are Maxwell-Boltzmann distributions evaluated at the temperatures Tχ , as defined in Eqs. (20) and (21).
The bottom part shows the fractional deviation from the respective thermal distribution fnðqÞ=feqn ðqÞ. Right panel: The evolution of Y
(blue) and y (yellow), assuming a Higgs-scalar coupling that leads to the correct relic density in the standard approach (dotted line in
Fig. 1). We show these curves for the standard case (dotted lines), the approach using coupled Boltzmann equations (dashed) and the full
numerical result (solid). The thin gray line indicates the asymptotic value of Y corresponding to the observed relic density.
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render the coupled system of Boltzmann equations (27) and
(28) exactly correct (up to, as discussed, corrections due to
quantum statistics). Sizable self-scattering rates can for
example arise due to corresponding contact interactions,
like the quartic coupling λSS in the scalar singlet case, or by
adding light mediators that couple to the DM particle
(which was indeed the first time such a coupled system of
Boltzmann equations was considered [30], albeit in a
different context). For the case of resonant annihilation,
furthermore, the same resonance also mediates an enhanced
self-interaction. For future work, it would hence be
worthwhile to extend our numerical framework to even
include those DM self-interaction processes. For the scalar
singlet case, in particular, we expect that adding the process
SS → h → SS would bring all numerical results for the
full Boltzmann equation—e.g., those shown in Fig. 3—
even closer to those resulting from the coupled system of
Boltzmann equations.
Let us finally stress that both the coupled Boltzmann
equations and the numerical setup that we have described
here are very general, and can be used to consistently study
early kinetic decoupling for a much larger range of models
than the scalar singlet case. Obvious applications are other
scenarios where resonant annihilation and/or annihilation
to heavy final states is important in setting the relic
abundance, see also Ref. [31]. Further examples where
the ratio of the scattering rate to the annihilation rate can be
smaller than usual, hence potentially leading to early
kinetic decoupling, include Sommerfeld-enhanced annihi-
lation [30,34,65,66] (if the light mediators are not abundant
enough to take part in the scattering process) and annihi-
lation to DM bound states [67,68]. Quite in general, our
methods provide a powerful means to check whether the
DM particles are indeed in local thermal equilibrium with
the heat bath around the time when their abundance freezes
out—which is the usual assumption, though rarely explic-
itly tested, not only in WIMP-like scenarios but also when
so-called semiannihilations [69] are important in setting the
relic density, when computing the relic abundance for
modified expansion histories [70,71], or in scenarios that
go beyond simple 2 → 2 annihilation processes [72–74].
V. CONCLUSIONS
The standard way of calculating the thermal relic density
of self-annihilating DM particles rests on the assumption of
local thermal equilibrium during freeze-out, and that hence
kinetic decoupling occurs much later than chemical decou-
pling. Here, we demonstrated for the first time that
departure from kinetic equilibrium can instead happen
much earlier, even simultaneously with the departure from
chemical equilibrium.
By introducing a coupled system of equations for the
DM number density and its “temperature”, or rather
velocity dispersion, we improved the standard way of
calculating the relic density in such cases. For an even
higher accuracy in predicting the DM abundance, we also
found a way of solving the full Boltzmann equation
numerically. The latter approach has the additional advan-
tage of obtaining the full phase-space distribution, rather
than only the number density, which in particular allows to
test in detail the assumption of a Maxwellian velocity
distribution adopted in the standard approach. A numerical
solver for the coupled system of Boltzmann equations,
s. (27) and (28), will be available in an upcoming version of
DARKSUSY [28] and our implemented solver for the full
Boltzmann uation at the phase-space level, . (38), will be
released separately.2
Applied to the simplest renormalizable WIMP model—
the scalar singlet, extensively discussed in the literature—
we somewhat surprisingly found that the relic abundance
predicted in the standard approach can differ by up to an
order of magnitude from the correct treatment presented in
this paper. This is rather remarkable not only in view of the
simplicity of this model, but also because the affected
region in parameter space happens to coincide with the
best-fit region resulting from most recent global scans. We
thus expect our results to have a noticeable phenomeno-
logical impact, and that our treatment will prove useful also
when applied to other examples of relic density calculations
in cases where the standard assumption of local thermal
equilibrium during freeze-out is not exactly satisfied.
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APPENDIX A: PHASE-SPACE DENSITY
EVOLUTION OF THE SCALAR SINGLET
In Sec. III B, we investigated the impact of our improved
treatment of the Boltzmann equation on the expected DM
relic abundance in the scalar singlet model. Here, we
supplement this by discussing in some more detail the
evolution of the DM phase-space density. The main focus
2Please contact any of the authors if you need these numerical
routines prior to their public release.
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of this discussion, however, will be a more thorough
qualitative understanding of the specific features seen in
Figs. 2 and 3, and the underlying interplay of chemical and
early kinetic decoupling. Specifically, we can distinguish
three mass regimes:
(1) A regime with 53GeV≲mS≲60.5GeV, which we
will refer to as subresonant becausefχ starts to deviate
from its equilibrium value, fχ;eq¼expð−E=TÞ, at a
temperature where the typical DM momenta are too
small to hit the resonance, i.e.
ffiffi
s
p ≲mh − Γh. As
a result, we have hσviðneqÞ < hσvi2;ðneqÞ3 during the
whole freeze-out process in this regime—this is
because p2fχðpÞ peaks at a higher value of p than
fχðpÞ, which brings its bulk distribution closer to (or
even on) the cross-section resonance.
(2) A regime with 60.5 GeV≲mS ≲ 62.5 GeV that we
will refer to as resonant. Here, we have hσvi >
hσvi2 around the time when the DM particles
start to leave thermal equilibrium, because the larger
mass combines with the relevant momenta to
s ∼m2h. At slightly later times, on the other hand,
still relevant in changing the DM abundance, the
DM momenta have redshifted so much that we are
back to a situation where typically
ffiffi
s
p ≲mh − Γh
and hence hσvi < hσvi2.
(3) Finally, there is a superresonant regime with
62.5 GeV≲mS ≲ 65 GeV, where decoupling oc-
curs at such high temperatures that we have hσvi >
hσvi2 during the whole time it takes for YðxÞ to reach
its asymptotic value (determining the relic density).
To help our discussion, let us look at a selection of
benchmark points with scalar snglet masses mS ¼ 45, 57,
60.5, 62, 62.5, 63 GeV and coupling constants λSðmSÞ that
result in the correct relic density in the standard approach
(dotted line in Fig. 1). In Fig. 5, we show the DM
distribution function for these benchmark points that we
find with our full numerical approach, for selected values of
x, and in Fig. 6 the full evolution of YðxÞ and yðxÞ for the
different approaches. These figures thus extend the infor-
mation in Fig. 4 by covering a range of DM masses.
The first thing to note, as exemplified by the benchmark
points with mS ¼ 45 GeV and mS ¼ 63 GeV, is that for
masses sufficiently far away from the resonance we find a
phase-space distribution which remains almost exactly
Maxwellian in shape. For these points, we therefore find
as expected a very good agreement for the evolution of
YðxÞ and yðxÞ when comparing the numerical solution and
the coupled Boltzmann approach, as well as with Y in the
standard Gondolo and Gelmini setup (which assumes
T ¼ Tχ). We note that this provides an important consis-
tency check for both methods.
An example for a model in the subresonant region is the
case with mS ¼ 57 GeV, which we discussed in the main
FIG. 5. Same as the left panel of Fig. 4 in the main text, but now for comparison for various DM masses mS ¼ 45, 57, 60.5, 62, 62.5,
63 GeV. Note that for cases where the equilibrium distributions appear to be missing in the top panels, it is just because it agrees very
well with the actual phase-space distribution (as also visible in the fractional deviation plotted in the bottom panels).
3For the sake of better readability, we will suppress the
subscript “neq” for the remainder of this section. We note that,
once chemical decoupling has started, the contribution of thermal
averages without this subscript is suppressed by a factor of Yeq=Y
in Eqs. (27) and (28).
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text. Here, the resonant annihilation depletes fχðqÞ for
momenta just above the peak of the distribution, leading to
a relative decrease with respect to a thermal distribution at
these momenta, and hence a decrease in the DM velocity
dispersion (also known as “temperature”). This effect is
visible in Fig. 5 starting with a slight suppression at q ∼ 8
for the curve with x ¼ 20 (note that the relative enhance-
ment at larger values of q is not relevant for our discussion
given that fχ is already highly suppressed here), and results
in the decrease in the evolution of y seen in Fig. 6. The
latter can also directly be understood from inspection of
Eq. (28): in the subresonant regime we have hσvi < hσvi2,
which drives y to smaller values after decoupling (with a
strength proportional to Y—which explains why the
scattering term ∝ γðTÞ can increase y again, slightly, once
the DM abundance has decreased sufficiently). A second
effect of this depletion in fχðqÞ is that hσvineq decreases,
which in turn leads to an earlier chemical decoupling and
hence an increased relic density. The difference between
the numerical and the coupled Boltzmann approach can in
this case thus exclusively be understood as resulting from
the slight offset in the yðxÞ curves during the freeze-out
[which in turn results from the fact that the scattering term
is not strong enough to maintain an exact Maxwellian shape
of fχðqÞ when the velocity dispersion decreases as
explained above].
As we increase the DM mass, we leave the subresonant
regime and enter the resonant regime, with the transition
point marked by the benchmark model withmS¼60.5GeV.
We note that this transition is also clearly visible in Fig. 2,
as a sharp decrease in the temperature at which the DM
velocity dispersion deviates from its equilibrium value.
The origin of this feature is not an actual delay of
kinetic decoupling, but that DM annihilation now starts
to deplete fχðqÞ below the peak of the would-be
Maxwellian distribution.4 This leads to an increase of
the velocity dispersion, once equilibrium is left, rather
than a decrease as in the subresonant regime. This effect is
very clearly seen in Figs. 5 and 6, up to DM masses at the
higher end of this regime, where the influence of the
resonance starts to become less important because we haveffiffi
s
p ≲mh þ Γh only for DM momenta well below the peak
of the phase-space distribution.




p ≳mh. A resonantly enhanced annihi-
lation rate is thus only possible for a very small portion of
phase space, with almost vanishing relative DM momenta.
This implies not only that we always have hσvi > hσvi2 in
this regime, but also that the effect of the resonance rapidly
becomes negligible.




annihilation rate effectively features a 1=v2 velocity depend-
ence. This is similar to resonant Sommerfeld-enhanced
annihilation, which leads to a suppressed relic density after
a prolonged freeze-out phase [30]. This can clearly be seen
in the evolution of YðxÞ in Fig. 6, formS ∼mh=2, where the
differences between the numerical and the coupled
Boltzmann approach are mostly due to the late-time
differences in yðxÞ—which in turn come about because
of the rather significant differences infχðqÞ at largevalues of
x (cf. Fig. 5).
FIG. 6. Evolution of YðxÞ and yðxÞ, for the same DM masses as shown in Fig. 5.
4In a similar way, the sharp rise around mS ∼ 54 GeV in Fig. 2
should not be interpreted as a feature in the momentum exchange
rate γðTÞ. Rather, it can be understood as the point where the
shape of the yðxÞ evolution starts to develop from something
close to the one in the top left panel in Fig. 6 into something that
is much closer to the one in the top center panel (which in turn is
driven by the annihilation terms, as explained in the text). As a
result, the temperature at which y departs from yeq increases very
quickly as the mass increases beyond this transition point.




In this Appendix, we discuss how to generalize the
highly nonrelativistic elastic scattering term in Eq. (5) to
incorporate the most important relativistic corrections
needed for the numerical implementation of the full
Boltzmann equation. Throughout, we refer to this result
as “semirelativistic” scattering.
The starting point is to expand the full collision term Cel
in small momentum transfer compared to the typical DM
momentum—similar to what is done in order to arrive at
Eq. (5), but not only keeping lowest-order terms in
p2=m2χ∼T=mχ . From this, we can derive a Fokker-Planck
scattering operator in a relativistic form (for details, see [21]):
Cel ≃ E
2
∇p · ½γðT;pÞðET∇p þ pÞfχ : ðB1Þ
Being a total divergence, this scattering operator manifestly
respects number conservation, as it should. Another impor-
tant property, which one can directly read off from the part
inside the brackets, is that it features a stationary point given
by the relativistic Maxwell-Boltzmann distribution,
feqχ ∝ e−E=T: ðB2Þ
The nonrelativistic limit of Eq. (B1) gives the scattering
operator (5), but in this limit the stationary pointwould instead
be the nonrelativistic version feqχ ∝ exp½−p2=ð2mχTÞ—
which would cause a problem in the full BE as this does
not correspond to the actual equilibrium distribution fed into
the annihilation term of Eq. (37).
In general, themomentum transfer rate γðT;pÞ in Eq. (B1)
depends on the DM momentum p. However, the stationary
point is independent of γ, which motivates us to restrict
ourselves to the leading order term γðTÞ≡ γðT; 0Þ, neglect-
ing any momentum dependence, and use the nonrelativistic
limit in Eq. (B1) only to evaluate themomentum transfer rate
γðTÞ as it appears in Eq. (6). To this order, we could thus also
replace the leading E in Eq. (B1) bymχ ; here, we choose to
still keep it as it leads to a much more compact analytical
form of the equation governing the DM temperature (see
below). Explicitly performing the first partial derivative in
Cel then leads to the final form of our semirelativistic
Fokker-Planck operator as given by Eq. (8). This operator
is our default choice for the numerical implementation of the
full Boltzmann equation.
As already pointed out in Sec. II C, it is mandatory for
the full phase-space calculation to have a scattering
operator with a fixpoint that matches the equilibrium
distribution of Eq. (B2) assumed in the annihilation term.
For the coupled integrated Boltzmann system, on the other
hand, this issue is fully addressed by using the relativistic
temperature definition of Eq. (21)—rather than its non-
relativistic version typically adopted in the literature in the
context of kinetic decoupling—because this automatically
leads to the correct fixpoint Tχ ¼ T for both the semi-
relativistic Eq. (8) and, to the lowest order, for the non-
relativistic version Eq. (5); see the discussion in Sec. II B.
Another advantage of our semirelativistic Fokker-Planck
operator is that the differential equation for Tχ, often quoted
when discussing kinetic decoupling, takes a very simple
form even beyond the highly nonrelativistic limit. To see
this, let us for the moment ignore the impact of annihila-
tions, and take the second moment of the Boltzmann
equation with this operator (using the relativistic definition

























which of course is equivalent to Eq. (28) in the main text,
when neglecting the annihilation terms and implementing
the replacement given in Eq. (35). Let us repeat that the rhs
of the above equation only takes this particular formwith our
default choice of the semirelativistic Fokker-Planck term,
whereas the moment appearing on the left-hand side is an
exact result. This equation is in general not closed in terms of
Tχ . However, if we make the ansatz of a Maxwellian DM
phase-space distribution, cf. Eq. (34), we get a relation
between the different momentum moments,
5hp2=E2i − 2hp4=E4i ¼ hp4=E3i=Tχ ; ðB4Þ
such that the differential equation closes in terms of Tχ .
Indeed, introducing











it takes a very simple form:
_Tχ þ 2wðTχÞHTχ ¼ wðTχÞγðTÞðT − TχÞ: ðB6Þ
This generalizes the highly nonrelativistic result [18], for
whichw → 1 andwe hence find the familiar scalingTχ ∝ T2
after kinetic decoupling (i.e. when γ ≪ H). In the ultra-
relativistic limit, on the other hand, we have wðTχÞ → 1=2
and the likewise familiar scaling of Tχ ∝ T for relativistic
particles.We note that in the region x≳ 10 relevant for early
kinetic decoupling, the correction to the nonrelativistic limit
is already sizable; e.g., wðx ¼ 10Þ ≈ 0.8.
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Light mediator models were proposed in the literature as a solution to structure formation
problems on small scales. Section 4.1 reviews the problems and possible solutions from a
neutral point of view. In Section 4.2, phenomenological aspects of light mediator models
are introduced. These are the Sommerfeld enhancement, strong velocity-dependent self-
interactions and late kinetic decoupling. Section 4.3 and 4.4 contain the reprinted research
articles, including investigations about late kinetic decoupling and a second epoch of annihi-
lation caused by Sommerfeld resonances, respectively.
4.1 Challenges on small scales and possible solutions
The cosmological concordance model is a highly successful theory. Nevertheless, several
studies pointed out certain discrepancies between experimental observations and predictions
of the abundance and structure of CDM halos in simulations. Collectively, those mismatches
are called the small scale crisis [12], described in the following.
• CDM-only computer simulations show that the radial dependence of DM halo densities
is typically characterized by a Navarro-Frank-White (NFW) profile [45], which rises
steeply towards the central region. The predicted cusp in the inner parts is however in
conflict with some of the density profiles inferred from fits to measured galactic rotation
curves. Various galaxies are better fitted by a more cored density profile in the central
region, recognized early on [46, 47]. In more recent literature, this discrepancy is called
the Core-Cusp (CC) problem [48–50].
• Measurements of galactic rotation curves also show a spread in inner circular velocities
among dwarf galaxies of equal maximum rotation speed. It has been pointed out that
this diversity is not predicted by ΛCDM simulations, and the problem remains even
when including baryonic feedbacks [51].
• Furthermore, N-body simulation predict a rich abundance of CDM subhalos within
Milky-Way-size host halos. However, the number of known satellites and dwarf galaxies
within the virial radius of the Milky Way is significantly lower compared to the predicted
number of dark subhalos, called the missing satellite (MS) problem [52–54].
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• The too-big-to-fail (TBTF) problem further sharpens the situation: there is a mis-
match between the observed mass enclosed within the half-light radius of bright dwarf
spheroidal galaxies and the prediction of CDM N-body only simulation [55, 56].
In contrast, other works point out that all problems described above can be explained within
the ΛCDM paradigm (cf., e.g., [57–61]) by baryonic physics, environmental effects, or adopt-
ing a certain relation between stellar and halo masses (abundance matching) [62]. Sophisti-
cated hydrodynamical simulations, based on the EAGLE [63], IllustrisTNG [64], and FIRE
[65] collaborations, differ in some details in the modelling of baryonic processes, however,
there probably is overall consensus that the population and properties of DM halos in such
simulations can be brought in agreement with observation (see, e.g., [57, 66]).
In parallel, a variety of alternative solutions to the small scale challenges were offered.
A prominent example is warm dark matter (WDM, [67, 68]). Due to the light mass of the
order ∼ 1 keV, WDM has a large thermal velocity and erases substructure via the free-
streaming effect. This leads to a cut-off mass at the order of dwarf galaxy scales, which was
conceived to solve the MS and TBTF problem [69, 70]. The thermal velocity would also
lead to the formation of density cores. Another example is fuzzy dark matter (fDM) which
could potentially solve the MS, TBTF and CC problem [71, 72]. fDM are ultra-light bosonic
particles forming a condensate, where the interesting mass region regarding the solution of
small scale challenges would be of the order mfDM = O(10−21) eV. They are produced in
a special way (e.g., via the misalignment mechanism) such that they are non-relativistic.
Substructure is erased below their enormously large de Broglie wavelength and their halos
feature solitonic cores (see, e.g., [72]). However, WDM runs into a Catch 22 problem [73]
which might be also the case for fDM [74]. Measurements of the Lyman-α forest [75–77] set
a lower bound on the WDM and fDM mass. Within current limits, the minimum allowed
mass for both cases would be too large in order to simultaneously address the CC problem
[73, 74, 78].
Self-interacting dark matter [79, 80] (SIDM) is cold DM but equipped with a self-scattering
cross-section of the order σ/mDM = O(0.1− 10) cm2/g. This self-interaction strength is suf-
ficient enough to thermalize the inner parts of DM halos, leading to an appealing solution of
the CC [81–87] and the TBTF problem [88–90] without relying on strong baryonic feedbacks
in simulations. Moreover, it has been pointed out that baryons gravitationally interact with
SIDM in the right way to potentially explain the diversity problem of galactic rotation curves
[91, 92], supported also from combined baryon and SIDM simulations [93, 94].
Observations of the merging galaxy cluster 1E0657-56 set an upper limit on the self-
scattering cross-section as sever as σ/mDM . 1.25 cm2/g [95]. In ref. [96], a statement
is given that this upper bound is strongly overstated and needs careful revision. SIDM
candidates with a more constant self-scattering cross-section are atomic DM (see, e.g. ref.
[97]) or Strongly-Interacting-Massive-Particles (SIMPs) [32]. A mild velocity-dependent self-
scattering cross-section (decreasing towards larger relative velocities) might be needed for
SIDM particles in order to allow for the observed ellipticity of halos in massive clusters of
galaxies [98, 99].
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Fig. 2: Graphics illustrate long-range effects induced by light mediators. Left plot shows ladder
diagrams which modify the tree-level annihilation process of DM into two light vector mediators.
Middle plot shows ladder diagrams which alter the velocity dependence of the self-scattering cross-
section. On the right, Coulomb-like scattering keeps DM long time in kinetic equilibrium.
4.2 Light mediators as an alternative solution to the
small scale crisis
It is intriguing to see that SIDM, featuring a velocity-dependent self-scattering cross-section,
could be already realized in simple particle models where DM is a Dirac fermion χ and
interacts either with a light scalar or vector mediator [20] as:
LV ⊃ gχχ̄γµχφµ, (4.1)
LS ⊃ gχχ̄χφ. (4.2)
Effectively, both mediator types induce a screened Yukawa force between two slowly moving





Here, mφ is the mass of the mediator and αχ = g
2
χ/(4π) is the fine-structure constant. This
potential enters the two-body Schrödinger equation and the self-scattering cross-section can
be computed from the phase-shift method of standard quantum mechanical scattering theory.
In the case of Yukawa interaction (scalar mediator) the Yukawa potential is always attrac-
tive, whereas in the vector mediator case the potential is attractive for particle-antiparticle
scattering and repulsive otherwise. It has been shown in ref. [19] that in all cases, a mediator
mass of the order mφ = O(10−1) MeV leads to a self-scattering cross-section of the required
order σ/mχ = O(0.1 − 10) cm2/g at velocity scales typical for dwarf galaxies, possible for
a broad range of DM masses mχ = O(1 − 104) GeV and for realistic coupling values gχ set
by the relic density requirement. DM can be thermally produced from the light mediators
which are singlets under the SM gauge groups in these simplified models.
The long-range property of the mediators can also lead to a Sommerfeld enhanced an-
nihilation cross-section, which increases towards lower relative velocities, and can become
relevant in the relic abundance computation already at the time of chemical decoupling. A
proper treatment of the long-range force requires resummation of t-channel exchanges of the
mediator, as illustrated in fig. 2 together with the related effect for the self-scattering. DM






























Fig. 3: Graphics show the Sommerfeld factor for an attractive Yukawa and Coulomb potential.
of the tree-level cross-section an s-wave (zero angular momentum) process, for which the
total cross-section can be written as (see, e.g., [20, 100]):
(σvrel) = (σvrel)0|ψ(r = 0)|2. (4.4)
The s-wave tree-level annihilation cross-section is the short-range part and given by (σvrel)0 =
πα2χ/m
2
χ. Here, ψ is the solution of the two-body Schrödinger equation for positive energies
which accounts for the resummation of ladder exchanges. The absolute value squared of the
wave-function at the origin is called the Sommerfeld factor S ≡ |ψ(0)|2.
In fig. 3 the Sommerfeld factor S is shown for an attractive Yukawa potential. The
Schrödinger equation is solved numerically, with the same boundary conditions as in scat-
tering theory, to find the wave-function value at the origin. Standard procedures to obtain
the solution are provided, e.g., in ref. [101]. In the left plot, the enhancement factor is pre-
sented as a function of εφ ≡ mφ/(αχmχ) for fixed εv ≡ vrel/(2αχ). For a Yukawa screening
length larger than the Bohr radius, i.e., 1/mφ & 1/(αχmχ) or εφ . 1, the potential is long-
ranged and the Sommerfeld factor leads to a large boost of the annihilation cross-section.
For decreasing εv, there appears a certain peaked structure. At the resonance location, the
Sommerfeld enhancement for a Yukawa potential can even exceed the value for a Coulomb
potential, as shown in the right plot of fig. 3. For a Coulomb potential, analytic solutions








For εφ values between resonances, the enhancement factor starts to saturate at some point
and approaches a constant value.
The resonant structure can be explained by bound-state contributions. In the Yukawa
potential case, there exists in general only a finite number of bound states. For a screening
radius smaller than the Bohr radius εφ & 1, no bound states exist. This corresponds to
the regime where the enhancement factor has negligible contribution and the potential is
short-range. The first s-wave bound state with principle quantum number n = 1 (ground
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state) starts to exist for εφ values smaller than εφ ∼ 0.6, where the latter value corresponds to
the first resonant peak. Precisely at the location of the first pole, the ground state has zero
binding energy [21], leading to a resonant enhancement of the annihilation cross-section for
the scattering states. At the second pole, the bound state with principle quantum number
n = 2 has zero binding energy and exists for smaller εφ values. The limit εφ → 0 results in
the Coulomb potential, where infinitely many bound states exist. Thus, for small enough
εv, the left plot of fig. 3 allows to count the number of existing bound-state solutions of the
Schrödinger equation. In the article reprinted in section 5.4, the Sommerfeld enhancement
is represented in terms of a two-particle spectral function, where the resonant structure of
fig. 3 can be better understood.
Turning to small scale structure formation, the MS problem can not be solved by SIDM
alone. Moreover, in the simplified models introduced above, the mediators would be stable
and shift matter-radiation equality to the time when they become non-relativistic, which is
clearly ruled out for MeV-scale masses. In ref. [18], the light vector mediator is additionally
coupled to other effectively massless Dirac fermions ψ, called dark radiation, which allows the
mediator to decay into a pair of ψ particles. Furthermore, the additional particle introduces
the possibility for Coulomb-like scattering processes of the form χψ → χψ with a light
vector mediator in the t-channel, as illustrated in fig. 2. The interesting observation is that
for a MeV-scale vector mediator, DM could kinetically decouple extremely late such that
the effect of dark acoustic oscillations would erase the substructure at the dwarf galaxy
scale which might solve the MS problem. The parameter region, where the MS problem
could be alleviated, has overlap with the region where χ would be a SIDM candidate, which
means that all structure formation problems could be ameliorated simultaneously [18]. This
simplified model has no Catch 22 problem since the self-scattering cross-sections can be made
independently of the kinetic decoupling temperature. Lyman-α forest measurements set a
lower limit on the latter quantity, derived in ref. [8], which will be discussed in the article
reprinted in section 4.4.
An embedding of the vector mediator case into the SM is challenging. If the vector
mediator couples to standard model particles via kinetic mixing with the hypercharge field
strength or mass mixing with the Z-boson, (almost) the entire parameter space in the SIDM
region would be ruled out by CMB observations [103, 104]. The main reason is that at the
time of recombination, the DM annihilation into light vector mediators, which subsequently
decay into charged SM particles, would be too efficient due to the Sommerfeld enhancement.
The energy injection heats the photons which distorts the CMB, in conflict with current
limits [1]. Asymmetric dark matter might be a way out of this conflict [105, 106].
In the next two sections, it is assumed that DM, the light mediators, and ψ particles are
all decoupled from the SM. Mediator types are varied in the paper reprinted in section 4.3
to investigate if there are further scenarios featuring late kinetic decoupling. In the article
reprinted in section 4.4, it is investigated if Sommerfeld enhanced annihilation cross-sections
in a totally closed dark sector could lead to an identifiable gravitational signature.
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Abstract. Dark Matter (DM) models providing possible alternative solutions to the small-
scale crisis of the standard cosmology are nowadays of growing interest. We consider DM
interacting with light hidden fermions via well-motivated fundamental operators showing
the resultant matter power spectrum is suppressed on subgalactic scales within a plausible
parameter region. Our basic description of the evolution of cosmological perturbations relies
on a fully consistent first principles derivation of a perturbed Fokker-Planck type equation,
generalizing existing literature. The cosmological perturbation of the Fokker-Planck equation
is presented for the first time in two different gauges, where the results transform into each
other according to the rules of gauge transformation. Furthermore, our focus lies on a
derivation of a broadly applicable and easily computable collision term showing important
phenomenological differences to other existing approximations. As one of the main results
and concerning the small-scale crisis, we show the equal importance of vector and scalar
boson mediated interactions between the DM and the light fermions.
Keywords: cosmological perturbation theory, dark matter theory, particle physics - cosmol-
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1 Introduction
Precise measurements of cosmic microwave background (CMB) anisotropies have been build-
ing strong evidence for the existence of a new form of matter, called dark matter (DM) [1, 2].
However, its nature has not yet been uncovered and one of the most important subjects both
in astrophysics and in particle physics. Recently vigorous efforts have been devoted to cosmo-
logical probes of interaction strengths between the DM and other long-lived particles [3–16].
Interestingly, such probes are not limited to couplings of the DM to standard model (SM)
particles (e.g., baryons, photons, and neutrinos). Couplings to hidden particles are equally
subject to searches. In this paper, we restrict our discussion to hidden light particles, which
we call neutrinos for simplicity. However, the formulation developed and given in this paper
is applicable to other models with DM couplings to SM particles.
Interacting DM models are not only within the scope of precise measurements of the
large-scale structure of the Universe. They also have their motivation in apparent discrepan-
cies between predictions from DM-only N -body simulations and observations on subgalactic
scales. Such discrepancies are called the small-scale crisis collectively: the missing satellite
problem [17, 18]; the cusp vs core problem [19–21]; the too big to fail problem [22, 23]. The
simulations assume that the DM consists of particles with negligible thermal velocities and
faint interactions, called cold dark matter (CDM). The small-scale crisis may imply alter-
natives to the CDM paradigm, while it has to be clarified by state-of-the-art hydrodynamic
simulations what role baryonic processes play in the formation and evolution of subgalactic

















which sizable thermal velocities of DM particles suppress the formation of subgalactic ob-
jects [26]. Interacting DM effectively reduces the abundance of substructures in a galactic
halo to a similar degree to that some WDM models do [27–36].
Although there is a growing interest in interacting DM models, it is still unclear what
the evolution equations of cosmological perturbations are in such models. This is because it
is difficult to handle and simplify collision terms of the Boltzmann equations. Some works
start with the relativistic Navier-Stokes equation for the DM imperfect fluid in particle flow
manifest (Eckart’s) formulation [37, 38]. They determine fluid variables with the help of the
Chapman-Enskog method to estimate damping scales in matter power spectra in interacting
DM models. Others just add a collision term in the evolution equations of cosmological
perturbations by analogy to the well-known Thomson scattering term for baryons and pho-
tons [39]. One plausible way is to reduce the collision term to the Fokker-Planck equation by
assuming the momentum transfer in each collision is smaller than the typical DM momentum.
Such formulation is developed for the traditional bino-like DM in [40]. However, the overall
factor, i.e., the reaction rate, in the Fokker-Planck equation is controversial so far. A system-
atic expansion of the collision term in terms of the momentum transfer leads to a reaction
rate proportional to the invariant amplitude at a zero momentum transfer t → 0 [41–43]. On
the other hand, in [44, 45], the reaction rate is given by t-averaging like
∫
dt(−t)dσ/dt.
The two formulations introduced above result in different phenomenological conse-
quences. We consider a simple model, where the SM sector is extended by a Dirac DM,
a Dirac (hidden) neutrino, and a mediator. A similar scenario is investigated in [28]. When
the mediator is a scalar, the reaction rate with a zero momentum transfer is negligible and
does not change the matter power spectra on and above subgalactic scales within a plausi-
ble range of model parameters. A subgalactic damping scale can be achieved by a vector
mediator within this formulation [29]. On the other hand, both vector and scalar mediators
can suppress the resultant matter power spectra with the t-averaged reaction rate. We ad-
dress this point by calculating the resultant matter power spectra in the latter formulation
numerically. To this end, we derive the evolution equations of cosmological perturbations
in two gauges: the conformal Newtonian gauge and the synchronous gauge [46]. We pro-
vide an explicit form of gauge transformations between them. We also show a derivation
of the t-averaged reaction rate. It may be useful because a similar derivation is given only
in an unpublished thesis [44]. In the recent ETHOS (effective theory of structure forma-
tion) papers [34, 35], they study the structure formation in interacting DM models based on
the former treatment of the collision term, while they also mention the importance of the
t-averaging in some models. The ETHOS paper and this paper are complementary to each
other in a treatment of the collision term.
The paper is organized as follows. In section 2 we start from first principles and give
a detailed derivation of the Fokker-Planck equation with the t-averaged reaction rate. Fur-
thermore, the evolution equations of cosmological perturbations in the synchronous gauge are
derived for the most general case of an imperfect fluid. We show explicitly in appendix A that
our results transform into the form of the conformal Newtonian gauge according to the rules
of gauge transformation. In section 3, we give an introduction of the neutrino interacting DM
model first. Then, we summarize our analytic results for scalar and vector mediators: the
relic density of the DM; the t-averaged reaction rate; the resultant smallest mass of halos.
In appendix C, we present details of our calculations of the chemical decoupling and also
summarize the results for models with pseudo scalar and pseudo vector mediators. Finally,

















scalar mediator can lead to a sizable suppression of matter power spectra. In appendix B, we
provide an estimation of a critical wavenumber below which the perfect fluid approximation
appears valid.
Throughout this paper, we use the Planck 2013 cosmological parameters [2]: Ωm =
0.3175, H0 = 67.11, ln(10
10As) = 3.098, and ns = 0.9624. Updating these input parameters
to the Planck 2015 ones would not change our results significantly.
2 Fokker-Planck equation
In this section, the perturbed Fokker-Planck equation is derived. Our starting point is the
classical Boltzmann equation with the collision term. We expand it assuming the momentum
transfer per collision is smaller than the typical DM momentum. Within this approximation
the collision term satisfies detailed balance and respects number conservation. As a further
result of this expansion method, the momentum transfer rate can easily be computed by
first taking a t-average and secondly a thermal average of the differential scattering cross
section. As an important result of the formulation used, the t-average is a direct consequence
of the expansion method. Other methods like in [42] expand the scattering amplitude in
terms of a small momentum transfer and keep only the zero order. But this approximation
shows a completely different phenomenology for certain DM theories as will be shown as an
explicit example in section 3. As part of this section, we develop the evolution equations of
linear cosmological perturbations in the synchronous gauge. A comparison to previous works
is given. The results are equivalent to those in the conformal Newtonian gauge under the
gauge transformation law as we show for the first time in appendix A.
2.1 Collision term
In this subsection, we derive a Fokker-Planck equation for the DM phase space distribution
function f , partially inspired by the unpublished thesis [44]. Our starting point is the classical
Boltzmann equation for the DM,
[
Pµ∂xµ − ΓµκλP κP λ∂Pµ
]
f = C[f ] , (2.1)
where Pµ is the conjugate momentum of the spatial coordinate x
µ. When we handle the
collision term C[f ], it is convenient to take a local inertial frame Xµ, where the metric is
diag(−1,+1,+1,+1) and the proper momentum is denoted by pµ = (E,p). We normalize




d3p/(2π)3(pµ/E)f = nµ, where s are spin degrees
of freedom and nµ is the DM number current. If we assume the DM particles to interact elas-
tically with particles in a thermal bath, i.e., DM(1)+TP(2) ↔ DM(3)+TP(4), the collision

























(2π)4δ4(p1 + p2 − p3 − p4)












(2π)4δ4(p3 + p4 − p1 − p2)

















Here, |M|2 is the spin-averaged invariant amplitude squared, and f eq is a thermal distribution,
f eq = (exp{(−p · u− µ)/T} ± 1)−1 (2.5)
with a temperature T ≃ T0(τ)+T1(x), a reference four velocity uµ ≃ (1,u(x)), and a chemical
potential µ.
If the elastic scattering is T -inversion invariant, |M|2’s are identical between the forward
and backward scatterings,
|M(1 + 2 → 3 + 4)|2 = |M(3 + 4 → 1 + 2)|2 = |M|2 . (2.6)
In the presence of four-momentum conservation δ4(p1 + p2 − p3 − p4), thermal distributions
satisfy
f eq2 (1∓ f eq4 ) = exp{−(p1 − p3) · u/T}f eq4 (1∓ f eq2 ) . (2.7)
From (2.6) and (2.7), we obtain the following relation:
Seq(p1, p3) = exp{−(p1 − p3) · u/T}Seq(p3, p1). (2.8)











f3(1∓ f1)− exp{−(p1 − p3) · u/T}f1(1∓ f3)
]
. (2.9)
We can easily check that the above expression satisfies the so-called detailed balance, i.e.,
C[f1] = 0 if f1 = f
eq
1 and f3 = f
eq
3 , which follows from the T -inversion invariance.
We assume that the momentum transfer q̃ = p3 − p1 is smaller than the typical DM
momentum p1i and expand the collision term up to the second order,























with the velocity of the particle v = p/E. After collecting terms, we obtain
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−Aif1(1∓ f1) . (2.13)













































Seq(p3, p1)q̃iq̃j . (2.15)
It should be noted that αi = 0 and thus C[f1] = 0 if f1 = f
eq
1 , which implies that the detailed
balance is maintained in the approximation.




E21 + 2p1iq̃i + q̃
2,p1 + q̃).
The scalar function Seq depends on q̃ only through p1iq̃i and q̃
2. Since we keep the terms
only up to the second order in terms of q̃, the expansion in terms of q̃2 leads to higher order
terms in C[f1], which are to be neglected in our treatment. Therefore we expand S
eq only in
terms of p1iq̃i as follows:
1
Seq(p3, p1) ≃ Seq0 (p1, q̃2) + Seq1 (p1, q̃2)p1iq̃i , (2.16)




q̃i − Seq1 (p1, q̃2)p1iq̃i , (2.17)
where Seq0 (p1, q̃
2) and Seq1 (p1, q̃
2) are the expansion coefficients defined by (2.16).




























































In the second equality of (2.18), we have dropped the term proportional to Seq0 (p1, q̃
2)q̃i,
since it vanishes after integrated in terms of d3p3 = d
3q̃. In addition, in the last equality, we
have replaced q̃iq̃j with (1/3)δijq̃
2 for the same reason. It should be noted that, γij = γ̃ij
holds up to the second order in q̃.
In practice it is more convenient when evaluating (2.19) to replace the perturbative
quantities Seq0 (p1, q̃
2) and −q̃2 with their non-perturbative counterparts Seq(p3, p1) and
t/(1 − v1iv1i/3) = −(p3 − p1)2/(1 − v1iv1i/3), respectively. These resulting coefficients
only differ through higher order terms and amount to an alternate perturbative expansion.
Substituting (2.18) and (2.19) into (2.14), we obtain a Fokker-Planck-type equation for f1










+ (p1i − E1ui)f1(1∓ f1)
)]
, (2.20)
1In fact, if we take q̃ → 0, Seq diverges owing to a delta function of zero δ(0)δ3(p4 − p2) in the integrand.
































Here, dσ/dt is the differential cross section and v is the relative velocity of the initial particles.
The center of mass momentum is evaluated by 4sp2cm = {s− (m1 −m2)2}{s− (m1 +m2)2},
where s = −(p1+p2)2 andm is the mass of the particle. This equation satisfies two important
requirements. First, it maintains the detailed balance: if f1 = f
eq
1 , then C[f1] = 0. Second,











= 0 . (2.22)
If the DM particles decouple from the thermal bath when they are relativistic, momen-
tum transfer in each collision is as large as the typical momentum of the DM, which may
spoil our approximation approach, i.e., the Fokker-Planck equation. It may be useful to give




























This expression is the same as given in [44, 45]. The cross section is essentially independent
of p1 since we consider the case that DM is non-relativistic, or in other words, |p1| is much
smaller than m1. We focus on such a case in the following.
Before closing this subsection, let us discuss the relation between [41–43] and the present
paper. The main difference is the presence of t-averaging in the momentum transfer rate
of (2.24). Once we set t → 0 in dσ/dt, we can evaluate the t-integral analytically to re-
produce the result in [41–43]. The t-averaging originates from the approximation in (2.16)
and (2.17) and the replacement of the perturbative quantities with the non-perturbative
counterparts after (2.19). In this respect, our formulation is not a systematic expansion in
terms of the momentum transfer like that in [42]. However, in some cases, the expansion
of invariant amplitudes is not a good approximation since the leading order does not give
the dominant contribution. One such example is the scalar operator of DM-neutrino inter-
action investigated in the present paper. There, the leading order is suppressed by a factor
of m2ν/(−t) when compared to the next-to-leading order.
2.2 Perturbation theory in the synchronous gauge
Now we develop a linear theory in the synchronous gauge:
ds2 = a2
[
−dτ2 + (δij + hij)dxidxj
]
. (2.25)






































with γ = γ0(τ) + γ1(x) and the comoving momentum q = ap.
2 The homogeneous and



























is parametrized by the DM temperature Tχ0(τ) and the DM number density per spin degree










The DM temperature is tightly coupled to the temperature of the thermal bath Tχ0 = T0 ∝
1/a before the kinetic decoupling γ/H > 1. After they decouple, the DM particles start to
stream freely and the temperature decreases adiabatically Tχ0 ∝ 1/a2.






































































Hereafter we consider only the scalar perturbations, defining θTP, η, and h such that θTP =




6η (the same notation as in [46]).
In order to handle the Fokker-Planck operator, we expand f1 in terms of eigenfunctions
of the Fokker-Planck operator,
LFPφn ℓm = −(2n+ ℓ)φn ℓm , φn ℓm = e−ySnℓ(y)Yℓm(q̂) , (2.33)
with y = q2/(2a2mχT0), qi = |q|q̂i, and a dimensionless function Sn ℓ(y) = yℓ/2Lℓ+1/2n (y).
Here Yℓm and L
α
n denote the spherical harmonics and the Laguerre polynomials, respectively.







(−i)ℓ(2ℓ+ 1)Sn ℓ(y)Pℓ(k̂iq̂i)fnℓ(k, τ) , (2.34)
2Hereafter, for notational simplicity, we respectively use mχ and p for the DM mass and the proper

















with the Legendre polynomial Pℓ, and vice versa,













Pℓ(k̂iq̂i)f1(k,q, τ) . (2.35)
After a lengthy but straightforward calculation, we obtain the Boltzmann hierarchy:






















































An(ḣ+ 6η̇) . (2.36)



















The first quantity is essentially proportional to the Hubble expansion rate: R = aH/2. Only
a few of the second and third quantities are non-zero before the kinetic decoupling (Tχ0 = T0):
A0 = 1 and B1 = 1, while the others vanish. Higher orders of the second quantity become
non-zero after the kinetic decoupling (Tχ0 ≪ T0): An = 1, while Bn(= nTχ0/T0) is tiny.
Although we need to solve the full Boltzmann hierarchy to obtain a rigorous result, just
taking some small moments of n and ℓ can give the fluid approximation (see discussion in
subsection 3.3). The perturbations fnℓ with small n and ℓ can be interpreted as primitive
variables of the DM imperfect fluid (i.e., mass density ρ, bulk velocity potential θ, pressure
P , and anisotropic inertia σ):






mχ f , (2.38)








ikiqi f , (2.39)
P̄ + δP =
1
3






























Substituting the exact form of f = f0(τ) + f1, we obtain








f01 , δP =
T0
Tχ0




















The dynamics of the DM imperfect fluid is described by the following equations:
δ̇ = −θ − 1
2
ḣ , (2.44)
θ̇ = − ȧ
a




+ γ0a(θTP − θ) , (2.45)




















(ḣ+ 6η̇)− 2γ0aσ , (2.46)






































= c2χδ + π . (2.48)











The evolution of the DM imperfect fluid can be rewritten as
δ̇ = −θ − 1
2
ḣ , (2.50)
θ̇ = − ȧ
a
θ − k2σ + k2(c2χδ + π) + γ0a(θTP − θ) , (2.51)




















(ḣ+ 6η̇)− 2γ0aσ , (2.52)
























































3 Neutrino interacting dark matter
The section starts with the introduction of the neutrino interacting DM model via a MeV-
scale boson. This particle combination leads in a valid parameter region to a possible solution
to all three small-scale crisis problems if the mediator is of vector type [29]. We reproduce and
confirm these results by using the method that is derived in the previous section to describe
the DM kinetic decoupling. The used method has a different expansion of the collision term
when compared to the aforementioned reference and to others like [42].
Furthermore, by using this alternative description we explicitly show a suppression of

















to reduce the abundance of dwarf galaxies but unexpected from the point of view of the
above literature. In particular, scalar and vector mediators share an analogue phenomenology
within our model set-up and the parameter region is relatively similar concerning the minimal
size of the first protohalos. Approximation methods to follow the evolution of cosmological
perturbations are also given. Finally, the matter linear power spectrum for scalar and vector
interactions are presented, showing a suppression of powers on subgalactic scales.
3.1 Simplified neutrino model
A simplified model extends SM by a DM fermion and additional light fermions (denoted by
ν). The DM fermion and the additional light fermions are assumed to be of Dirac type,
coupled by a MeV-scale boson denoted by φ. In particular, this choice allows us to write
down the following set of renormalizable dimension four operators without derivatives:
LS ⊃ gχχ̄φχ+ gν ν̄φν , (3.1)
LV ⊃ gχχ̄γµχφµ + gν ν̄γµνφµ , (3.2)
LPS ⊃ gχχ̄φγ5χ+ gν ν̄φγ5ν , (3.3)
LPV ⊃ gχχ̄γµγ5χφµ + gν ν̄γµγ5νφµ . (3.4)
Here, we assume parity conservation in the interaction Lagrangian and consider each operator
type separately. There are four parameters: the DM mass mχ, the light mediator mass
mφ, the DM-mediator coupling gχ, and the light fermion-mediator coupling gν . Specifically,
extensions of the simplified model (3.2) into ultraviolet complete models and their constraints
have already been investigated by many authors in connection with the small-scale crisis (for
an exemplary list of references, see [47–50]).
For simplicity and by analogy to previous works we call the light fermions hidden neu-
trinos. In the early Universe, the DM and the hidden neutrinos are assumed to be in thermal
equilibrium, where a temperature difference when compared to the SM sector hides the ad-
ditional light fermions. Further, the light boson is in thermal equilibrium with the neutrino
sector during the DM chemical freeze-out. For all operators the parameters are chosen such
that the relic density of the DM is dominantly determined through χχ̄ → φφ annihilation
and not via direct s-channel neutrino production. This is because for the vector, scalar,
and pseudo scalar interactions, we assume gν ≪ gχ (see [51] for a list of possible natural
explanations). In this scenario, the DM relic abundance for all operators is independent of
the neutrino coupling gν . In appendix C.1 we provide for all operators the full calculus of
the annihilation cross section and the relic abundance. Due to a more complicated but less
illuminating phenomenology, we discuss the results for the pseudo scalar and pseudo vector
operators in appendix C.2.
3.2 Minimal halo mass
Elastic scattering via a MeV-scale boson keeps the DM for a long time in kinetic equilibrium
with the hidden neutrino sector. During kinetic equilibrium, the DM density perturbations do
not grow but oscillate. This phenomena is known as acoustic oscillations and has been shown
in [3–15, 27–31, 33–36] to be the dominant damping mechanism of the density perturbations
in the case of a late kinetic decoupling.
In the cosmological perturbation theory, the mode that enters the horizon at the kinetic

















the DM density modes that enter the horizon thereafter can significantly grow and collapse
later into halos. Thus, fluctuations on shorter scales are damped. The minimal mass of first
protohalos can be estimated by the mass inside a sphere with radius of Hubble horizon at














where the matter density ρm and the Hubble expansion rate H are evaluated at the kinetic
decoupling. Here, we allow for a different light fermion temperature from the photon tem-
perature to hide the additional neutrinos. The ratio between the two temperatures is defined
as r = T kdν /T
kd
γ , where the superscript kd means the corresponding value at the DM kinetic
decoupling that occurs when the momentum transfer rate γ equals to the Hubble expansion
rate H.
In the following, we derive an approximation method to estimate the kinetic decoupling
temperature T kdν in order to calculate the corresponding cutoff mass according to (3.5). The
general expression for γ (2.24) is adjusted to describe the scattering of the DM with the
light fermions. Dividing it by the Hubble expansion rate and by introducing the following




















dxf eqν (x) (1− f eqν (x)) g(xy, z) , (3.6)
where we multiply by the number of light fermion species Nν . The phase space distribution
function f eqν (x) is the usual equilibrium Fermi-Dirac distribution, where we neglected the
mass of the light fermions:
f eqν (x) =
1
exp (|pν |/Tν) + 1
. (3.7)


















is the invariant amplitude squared that are averaged over the initial and final spin states.
Equation (3.6) is the basic formula for the kinetic decoupling description of the neutrino
interacting DM. In the following, we derive analytic estimates for the scalar and vector op-
erators, which are valid in a broad range of parameters and derive their corresponding Mcut
scaling patterns. In the case of the pseudo scalar and pseudo vector operators, this approx-
imation that we call the effective propagator description is only valid in a small parameter








































In the parameter region we are interested in, it turns out that the mass of the mediator
is much larger than the kinetic decoupling temperature. In this case, the Mandelstam t in
the boson propagator denominator of the scattering amplitudes can be neglected. We call
this approximation the effective propagator description. The propagator denominator can be
simplified in such a way because t ∈ [0,−4p2ν ] and the neutrino momentum is further limited
by the phase space distribution: |pν | ≃ Tν . So t can be neglected in the denominator of the
propagator as long as T kdν ≪ mφ, which is the case in the parameter region of the scalar and
vector operators.
Within the effective propagator framework, g(xy, z) is only a polynomial function in its
variables and the integral in (3.6) has even an analytic expression. To the leading order in










































with αχ/ν = g
2
χ/ν/(4π).
To estimate the kinetic decoupling temperature, we set γ/H = 1 in the last two equa-
tions, which are solved for T kdν .
3 The corresponding minimal halo masses that are derived
from the kinetic decoupling temperature according to (3.5) is given by
































where we normalize r to the SM neutrino temperature ratio: r0 = (4/11)
1/3.
To be consistent with constraints on additional radiation components, we use the com-
bined results of Big Bang nucleosynthesis (BBN) and CMB constraints given in [52] to derive











3This defines our kinetic decoupling temperature. Another definition of Tkd is used in the literature [42],
which also has a direct map into the non-linear Mcut given recently in [34]. With our definition, Mcut is

















(Nν , gpol) (r/r0)
9/2 × (Nν/6)3/4
(2, {0, 1, 3}) < (0.09, 0.07, 0.05)
(6, {0, 1, 3}) < (0.06, 0.05, 0.05)
Table 1. Upper bounds on (r/r0)
9/2 × (Nν/6)3/4 derived from [52] are shown. We separate two
extreme cases: the mediator is still relativistic at BBN gpol = {1, 3}; its contribution to the radi-
ation components can be neglected (gpol = 0). The factors on the right column reduce the cutoff




































(b) Cutoff mass for the scalar mediator
Figure 1. Contour line of a constant Mcut is shown for the vector (left) and scalar (right) mediators
within the effective propagator framework. The other parameters are chosen according to the nor-
malization values in (3.14) and (3.15). In the parameter region shown, the results obtained from the
effective propagator description and the exact numerical results obtained by integrating (3.6) coincide.
Here, we consider the possibility of having a sub-MeV scale mediator contribution to the
radiation components at BBN. In table 1 we summarize the upper bounds for two extreme
scenario: the mediator does not contribute (gpol = 0); the mediator is still relativistic at BBN
and contributes via its internal degrees of freedom (gpol = {1, 3} for the scalar and massive
vector mediators, respectively).
First of all, these cutoff masses (3.14) and (3.15) have the same scaling dependence,
and thus differ only by a numerical constant and depend mostly on the boson mass. Using
the relic density constraint on αχ given by (C.5) and (C.6), we see that Mcut is essentially
independent of the DM mass. In figure 1, contour lines of a constant Mcut are shown for
the scalar and vector interactions in the (mφ, αν)-plane. In order to account for the missing
satellite problem and to be consistent with Ly-α forest bounds, the cutoff mass has to be
roughly in between 107M⊙ . Mcut . 5 × 1010M⊙ [29]. We provide the corresponding






































Figure 2. This figure shows the linear matter power spectra at present for the standard CDM (black
line) and the neutrino interacting DM via the vector (red line) and scalar (blue dots) mediators. The
wavenumber of k = 50h /Mpc corresponds to a halo mass of M = ρm4π/3(π/k)
3 ≃ 108 M⊙. In both
the interacting DM cases, we adjust the free neutrino coupling parameters αν in (3.14) and (3.15) to
give the same cutoff mass (Mcut = 6.4 × 108 M⊙) and ignore the small effects of the DM-neutrino
interactions on the neutrino perturbations (back-reaction).
3.3 Matter power spectrum
The minimal halo masses derived in the previous subsection imply that the scalar operator
leaves a similar suppression in the resultant matter power spectra to the case of the vector
operator. In order to see this explicitly, let us consider our model where the DM scatters
light fermions via the scalar operator. The scattering amplitude has a pure t-dependence
given by (3.11). In other collision term expansion methods like that in [42], the scattering
rate would be declared to be zero at the leading order. But as already shown in the previous
subsection, we find that DM models with a scalar interaction can also account for the missing
satellite problem.
To emphasize that scalar interactions are as important as vector interactions regarding
the small-scale crisis problems, we adjust the free neutrino coupling parameters αν in (3.14)
and (3.15) to give the same cutoff mass and show that their linear matter power spectra
are close to each other in figure 2. Here, we modify the public code CAMB [53] suitably
to follow the coevolutions of cosmological perturbations of the DM (subsection 2.2) and
the other components (e.g., baryons, photons, neutrinos, and gravitational potential). The
small effects of the DM-neutrino interactions on the neutrino perturbations are neglected and
the perfect fluid approximation (explained below) is used. Clearly, the shape of the power
spectrum shows the characteristic features of the dark acoustic oscillations and the power on
small scales is suppressed when compared to the CDM prediction.
Additionally, we check the validity of the perfect fluid assumption by comparing the
results to the case of an imperfect fluid. To obtain a closed set of equations, we need to
develop an approximation for f03 and f11 (see (2.50)–(2.53)). One way is setting them to be
zero, defining the imperfect fluid approximation. This is valid when Tχ/mχ ≪ 1, i.e., the
free streaming of the DM particles is negligible after they decouple kinetically γ/H < 1 (see

































Wavenumber k [h/Mpc] 
Non-Interacting DM
Perfect Fluid
Imp. Fluid, mχ = 1 TeV
Imp. Fluid, mχ = 1 GeV
Figure 3. This figure compares the linear matter power spectrum in the perfect and imperfect fluid
approximations. We take the same model with the scalar mediator as in figure 2. We take mχ = 1TeV
in both the perfect and imperfect fluid approximations. When the DM mass is lowered to mχ = 1GeV
and γ is kept fixed, the resultant matter power spectrum in the imperfect fluid approximation starts
to differ from that in the perfect fluid approximation at wavenumbers larger than k & 100h/Mpc.
the same limit, defining the perfect fluid approximation. Before the kinetic decoupling, all
the variables fnℓ but f00 and f01 remain zero due to the damping term ∼ γ0fnℓ in (2.36).
The former, corresponding to δ, does not have the damping term. The latter, corresponding
to θ, has the source term ∼ γ0(θTP − θ). One non-trivial check is to compare the resultant
power spectra in the perfect and imperfect fluid approximations.
When the results from the perfect and imperfect fluid approximations deviate from each
other, it does not necessarily mean that the imperfect fluid approximation gives a better
description, but it just indicates that the perfect fluid approximation is not valid. To check
if the imperfect fluid approximation gives a valid description or not, we need to compare
the result from the treatment incorporating the full Boltzmann hierarchy, which is beyond
the scope of this paper. Let us stress that the above deviation does not correspond to a
limitation of the Fokker-Planck equation, which is valid as long as the momentum transfer
in each collision is smaller than the typical DM momentum.
For a smaller DM mass with γ being fixed, we find differences in their power spectrum
above a certain critical wavenumber as shown in figure 3. This is because the free streaming
is sizable after the kinetic decoupling for the lighter DM. The results from the perfect fluid
approximation are reliable below the critical wavenumber. On smaller scales, however, we
may need to solve the full Boltzmann hierarchy (2.36). In appendix B, we give a more detailed
discussion on the impact of higher order terms in the Boltzmann hierarchy and give a rough
estimate of the critical wavenumber, where the results from the perfect and imperfect fluid
approximations start to deviate.
4 Summary and outlook
In summary, we presented a consistent formulation that allows one to start from an underlying

















the method is broadly applicable to essentially generic radiation interacting DM models
that lead to a power spectrum suppression when compared to the standard cosmology on
subgalactic scales.
In this paper, we focused on the case where the DM is in kinetic equilibrium with light
and hidden fermions for a long time and the decoupling process was investigated for mediators
of fundamentally different type. The new message is that not only a vector mediator at
the MeV scale may solve all three small-scale problems at the same time [29], but we find
that new classes of interactions may also solve at least the missing satellite problem. This
result was unexpected from the point of view of previous literature [41–43], where the leading
contribution to the momentum transfer rate is assumed to come from the scattering amplitude
evaluated at Mandelstam t = 0. We explicitly derived an expansion method of the collision
term where the scattering amplitude is t-averaged in the final form of the momentum transfer
rate. This results in a different phenomenology from that in the previous literature for
scattering amplitudes proportional to Mandelstam t, e.g., in the scalar, pseudo scalar, and
pseudo vector interactions between the DM and the hidden fermions.
With this new insight, the classification of possible DM-radiation interactions, which
are suppressing the abundance of dwarf galaxies, has to be revisited. During the preparation
of this work, we have been informed that Bringmann et al. [54] have independently derived
similar results concerning the possibility of kinetic decoupling at late times with in new
classes of interactions. As a consequence, our work and studies by the latter authors may
extend the list of realistic WIMP-like DM theories accounting for small-scale discrepancies.
As an important subtlety, we also discussed the validity of the perfect fluid approxima-
tion for the calculation of the power spectrum. We derive the consistent equations needed
to be solved for an imperfect fluid treatment and compare the power spectra obtained from
the perfect and imperfect fluid approximations. As indicated from figure 3, the perfect fluid
approximation is limited by free streaming effects on the smallest scales. This may infer that
we need to solve the full Boltzmann hierarchy to have reliable results for some models where
the DM mass is small.
Our formulation, as a fundamental building block, in combination with N -body sim-
ulations would allow one to map DM models into the observational non-linear small-scale
structure. We plan to combine baryonic feedback and DM-induced small-scale suppression
to investigate the observational outcome. At present or in close future, this kind of sophis-
ticated simulations are expected to shed more light on whether the small-scale crisis will be
related to fundamental properties of DM or not. Even if the DM-radiation interaction does
not resolve the small-scale crisis, our work and others can help to constraint DM models from
a new perspective.
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A Perturbation theory in the conformal Newtonian gauge
In this appendix, we develop a linear theory in the conformal Newtonian gauge and show
its equivalence to the synchronous gauge. The explicit form of the gauge transformation is
presented. The conformal Newtonian gauge is given by:
ds2 = a2
[
−(1 + 2Φ)dτ2 + (1− 2Ψ)dx2
]
. (A.1)
Up to the first order of cosmological perturbations, the Fokker-Planck equation in the con-


























Between the conformal Newtonian and synchronous gauges, the collision term differs
by a factor of (1 + Φ).4 This is because in the conformal newtonian gauge, the gravitational
potential Φ put the conformal time forward/back in relative to the local inertial time. The























f0 + γ0aLFP[f1] . (A.3)

































We obtain the Boltzmann hierarchy,
































































This description is equivalent to that in the synchronous gauge through the gauge transfor-
mation of















T1(Syn) = T1(Con)− Ṫ0α , (A.8)
γ1(Syn) = γ1(Con)− γ̇0α , (A.9)
with the parameter α = (ḣ+6η̇)/(2k2). Here, it should be noted again that the above gauge
transformation works only with the factor of the collision term (1 + Φ) in the conformal
Newtonian gauge. The dynamics of the DM imperfect fluid is described by the following
equations:
δ̇ = −θ + 3Ψ̇ , (A.10)
θ̇ = − ȧ
a




+ k2Φ+ γ0a(θTP − θ) , (A.11)















θ − 2γ0aσ , (A.12)
˙δP = −5 ȧ
a






























The evolution of the DM imperfect fluid can be rewritten with the isentropic and entropy
perturbations:
δ̇ = −θ + 3Ψ̇ , (A.14)
θ̇ = − ȧ
a
θ − k2σ + k2(c2χδ + π) + k2Φ+ γ0a(θTP − θ) , (A.15)















θ − 2γ0aσ , (A.16)


























































B Impact of the higher order terms in the Boltzmann hierarchy
In this appendix we take a closer look at the higher order terms in the Boltzmann hierarchy.
As discussed in subsection 3.3, they represent the free streaming of DM particles and are
important for the case of a smaller DM mass. Once we solve the full Boltzmann hierarchy
directly, we can see their effects on resultant matter power spectra quantitatively. It is,
however, challenging and beyond the scope of this paper. Instead we give an estimate of the

















Before the kinetic decoupling (γ/H ≫ 1), the higher order terms are negligible. This
is because the friction term (∝ γ0a) in the Boltzmann hierarchy (2.36) leads fnℓ to a rapid
damping:














Here we have used Tχ0 = T0, which results in B1 = 1 and Bn = 0 (n 6= 1) as discussed
below (2.37). Exceptions are f00, f01, and f10 since the first does not have the friction term
in its evolution equation and the last two have the source terms (right-handed side) induced
by the collision (∝ γ0a) in their evolution equations. Through (2.43), f00, f01, and f10 are
respectively related with the density perturbation δ, the bulk velocity θ, and the entropy











we can see that the entropy perturbation is proportional to the isocurvature perturbation
STP,DM = δ(s/n)/(s̄/n̄) = 3T1/T0−δ: π = 1/3(T0/mχ)STP,DM. As long as DM particles and
those in a thermal bath are tightly coupled to each other, thereby forming one fluid, STP,DM
vanishes for the adiabatic perturbations. Thus only f00 and f01, or in other words, δ and θ
are non-zero. The perfect fluid approximation is valid before the kinetic decoupling.
After the kinetic decoupling (γ/H ≪ 1), higher order terms become sizable. They,
however, do not change the resultant matter power of long wavelength modes as follows. In
this limit, we can neglect the term proportional to k
√
T0/mχ:




















Here we have used An = 1 and Bn ≪ 1 after the kinetic decoupling (see the discussion
below (2.37)). Noting that fn−1ℓ affects the evolution of fnℓ through the term of −2nRfn−1ℓ,
we can see that the higher order terms fn0 become of the order of f00 = δ within a few Hubble
time after the kinetic decoupling. This, however, does not affect the evolution of δ and thus
does not change the resultant matter power. This is because fn−1ℓ affects the evolution of
fnℓ but not vice versa.
From the above observations, we infer that the impact of higher order terms is sup-
pressed by a factor of k
√
T0/mχ/(aH). Thus we can estimate the critical wavenumber by
equating the factor with unity. This ratio scales in proportion to a1/2 (a0, or in other words,
constant) in the radiation (matter) dominated era, and hence it takes a maximum value of
k/keq
√
T0(aeq)/mχ with the wavenumber keq and the scale factor aeq at the matter radiation
equality. As a result, we infer that for








the fluid approximation is trustworthy (see discussion below (3.5) for the definition of r). In
figure 3, the deviation between the results from the perfect and imperfect fluid approximations


















C Thermal history calculation
In this appendix, the annihilation cross section and the annihilation cross section for all
operators. The minimal halo masses and the momentum transfer rates of the pseudo scalar
and pseudo vector operators are presented as well, showing a different kind of phenomenology
when compared to the scalar and vector ones.
C.1 Relic abundance
In our simplified model, the DM abundance is dominantly determined via annihilation process
into two mediators φ. The invariant amplitude for this process is a sum over t- and u-channel
diagrams. In order to calculate the DM relic abundance, the cross section times relative
velocity (σvrel) is expanded up to the second order in terms of the relative velocity vrel and



















































v2rel +O(v4rel) . (C.4)
The scalar, vector, and pseudo scalar cross sections are consistent with the ones obtained
in [55]. In the case of the pseudo vector interaction, we find the leading term to be propor-
tional to z−4. We discuss this subtlety in subsection C.2.
We estimate the DM freeze-out temperature xf , following basically the method used































































In the case of the scalar and vector operators, we assume the DM, φ, and the light fermions
to have the same temperature as the SM particles at the DM freeze-out. In the case of the
pseudo scalar and pseudo vector operators, we had to lower the DM mass in order to get a
cutoff mass around ∼ 108M⊙ as shown in subsection C.2. The DM freeze-out in this case
occurs at a time close to BBN. Thus, the temperature of φ and the light fermions has to
differ from the SM radiation temperature in order to be hidden and not to be in conflict with
observation. This subtlety is taken into account in the relic abundance of (C.7) and (C.8).

















xf/r on the model parameters and drop the last factor in (C.5)–(C.8) if the relic density
constraint is used to reduce one of the parameters.
Furthermore, we remark that due to the presence of a light mediator and its long range
property one has to include the Sommerfeld effect for DM annihilation in principle. This
may lead to an O(1) correction of the DM coupling in order to produce the correct relic
abundance, but including the effect is beyond the scope of this paper.
C.2 Minimal halo mass of the pseudo scalar and pseudo vector operators
In the case of the pseudo scalar and pseudo vector operators, the parameter space of interest
spoils partially the effective propagator description, and thus γ/H does not have a simple
power law dependence on the neutrino temperature like in the scalar and vector cases. Nev-
ertheless, we derive analytically the scaling pattern of the cutoff mass from the effective
propagator description, and compare it to the cutoff mass derived from the exact numerical
evaluation of (3.6). The DM-neutrino scattering amplitudes for the pseudo scalar and pseudo




















Pseudo scalar operator. The DM-neutrino scattering amplitude (C.9) via a pseudo scalar
mediator has a pure t2-dependence. Within the effective propagator framework, γ/H depends





















Inserting the relic density constraint for αχ given by (C.8), we find the scaling pattern of the
cutoff mass:














Note that the mass of the mediator is close to the temperature ∼ 1 keV for subgalacitc cutoff
masses. This spoils our effective propagator description as can be seen by comparing the
exact numerical result with the effective description in figure 4.
Pseudo vector operator. The DM annihilation cross section via a pseudo vector mediator
shows a z−4 enhancement in (C.3). At a first look, the limit z → 0 in the cross section seems
to diverge and give rise to unitarity violation [56]. By embedding the model into a local U(1)
gauge theory where both the mass of the DM and the gauge boson mass arise due to the
spontaneous symmetry breaking via an additional scalar field, we show explicitly that this
is not the case and the parameter region that we use to produce subgalactic cutoffs is in the
perturbative regime.
We denote the additional scalar by Φ and the local U(1) gauge invariant action reads


















































(b) Effective propagator description
Figure 4. Contour line of a constant Mcut is shown for the pseudo scalar operator within the exact
(left) and effective propagator frameworks (right). The DM parameters chosen are mχ = 100MeV
and αχ satisfying the relic density constraint. The effective propagator description is only valid in
the upper right quarter of figure 4(b).
where /D+ = /∂ + igχ/φγ
5, Dµ,−2 = ∂µ − i2gχφµ, and V (Φ) = −µ2Φ⋆Φ + λ2 (Φ⋆Φ)
2 and the
fields transform such that
χ → eiγ5α(x)χ , φµ → φµ −
1
gχ
∂µα(x) , Φ → e−2iα(x)Φ . (C.14)
The vacuum expectation value of the field Φ in this potential is given by v =
√
µ2/λ. We
expand the scalar field around its minimum Φ(x) = v + (h(x) + iΦ2(x)) /
√
2 and get the

























/p1 − /k1 +mχ
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/p1 − /k2 +mχ
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(y4 + 8)z−4 − 16
3
(2y2 + 1)z−2 +O(z0)
)
v2rel +O(v4rel) ,
where y = mh/mχ. Now, the limit of mφ → 0 (z → 0), effectively meaning gχ → 0, results in


















































(b) Effective propagator description
Figure 5. Contour line of a constant Mcut is shown for the pseudo vector operator within the exact
(left) and effective propagator frameworks (right). The DM parameters chosen are mχ = 100MeV
and αχ satisfying the relic density constraint. The effective description is valid only in the upper right
quarter of figure 5(b).
show that all parameters are in the perturbative regime and the scalar contribution (C.15)
can be ignored in the low energy expansion, so that (C.16) reduces to (C.3).
When we choose z ∼ 10−3, due to the z−4 enhancement in the annihilation cross
section (C.4), the DM coupling is forced to be tiny in order to satisfy the relic abundance
constraint. A choice of mχ = 100MeV leads to gχ = 1.0 × 10−5. With these choices, we
derive λY = 0.03, v =
mχ
λY




. 49. If we take y of O(10), we see





This result is the same as the leading one in (C.3) and the relic abundance given by (C.7),
where the scalar contribution has been ignored, holds.





















and the cutoff mass scaling pattern for the pseudo vector operator:














where the relic density constraint on αχ (C.7) is inserted into (3.6). Note that the cutoff mass
depends now on the DM mass unlike in the scalar and vector operator cases. In figure 5, the
exact numerical solution of γ/H is compared to the cutoff derived from (C.19), showing the
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[37] S. Hofmann, D.J. Schwarz and H. Stöcker, Damping scales of neutralino cold dark matter,

















[38] A.M. Green, S. Hofmann and D.J. Schwarz, The first WIMPy halos, JCAP 08 (2005) 003
[astro-ph/0503387] [INSPIRE].
[39] A. Loeb and M. Zaldarriaga, Small-scale power spectrum of cold dark matter,
Phys. Rev. D 71 (2005) 103520 [astro-ph/0504112] [INSPIRE].
[40] E. Bertschinger, Effects of cold dark matter decoupling and pair annihilation on cosmological
perturbations, Phys. Rev. D 74 (2006) 063509 [astro-ph/0607319] [INSPIRE].
[41] P. Gondolo, J. Edsjo, P. Ullio, L. Bergström, M. Schelke and E.A. Baltz, DarkSUSY:
Computing supersymmetric dark matter properties numerically, JCAP 07 (2004) 008
[astro-ph/0406204] [INSPIRE].
[42] T. Bringmann and S. Hofmann, Thermal decoupling of WIMPs from first principles,
JCAP 04 (2007) 016 [hep-ph/0612238] [INSPIRE].
[43] T. Bringmann, Particle models and the small-scale structure of dark matter,
New J. Phys. 11 (2009) 105027 [arXiv:0903.0189] [INSPIRE].
[44] J. Kasahara, Neutralino dark matter: the mass of the smallest halo and the golden region,
Ph.D. Thesis, The University of Utah, Salt Lake City U.S.A. (2009).
[45] P. Gondolo, J. Hisano and K. Kadota, The effect of quark interactions on dark matter kinetic
decoupling and the mass of the smallest dark halos, Phys. Rev. D 86 (2012) 083523
[arXiv:1205.1914] [INSPIRE].
[46] C.-P. Ma and E. Bertschinger, Cosmological Perturbation Theory in the Synchronous and
Conformal Newtonian Gauges, Astrophys. J. 455 (1995) 7 [astro-ph/9506072] [INSPIRE].
[47] B. Dasgupta and J. Kopp, Cosmologically Safe eV-Scale Sterile Neutrinos and Improved Dark
Matter Structure, Phys. Rev. Lett. 112 (2014) 031803 [arXiv:1310.6337] [INSPIRE].
[48] T. Bringmann, J. Hasenkamp and J. Kersten, Tight bonds between sterile neutrinos and dark
matter, JCAP 07 (2014) 042 [arXiv:1312.4947] [INSPIRE].
[49] P. Ko and Y. Tang, νΛ MDM: A model for sterile neutrino and dark matter reconciles
cosmological and neutrino oscillation data after BICEP2, Phys. Lett. B 739 (2014) 62
[arXiv:1404.0236] [INSPIRE].
[50] J.F. Cherry, A. Friedland and I.M. Shoemaker, Neutrino Portal Dark Matter: From Dwarf
Galaxies to IceCube, arXiv:1411.1071 [INSPIRE].
[51] P.J. Fox and E. Poppitz, Leptophilic dark matter, Phys. Rev. D 79 (2009) 083528
[arXiv:0811.0399] [INSPIRE].
[52] K.M. Nollett and G. Steigman, BBN and the CMB constrain neutrino coupled light WIMPs,
Phys. Rev. D 91 (2015) 083505 [arXiv:1411.6005] [INSPIRE].
[53] A. Lewis, A. Challinor and A. Lasenby, Efficient Computation of Cosmic Microwave
Background Anisotropies in Closed Friedmann-Robertson-Walker Models,
Astrophys. J. 538 (2000) 473 [astro-ph/9911177] [INSPIRE].
[54] T. Bringmann, H.T. Ihle, J. Kersten and P. Walia, Suppressing structure formation at dwarf
galaxy scales and below: late kinetic decoupling as a compelling alternative to warm dark
matter, arXiv:1603.04884 [INSPIRE].
[55] Z.-P. Liu, Y.-L. Wu and Y.-F. Zhou, Sommerfeld enhancements with vector, scalar, and
pseudoscalar force carriers, Phys. Rev. D 88 (2013) 096008 [arXiv:1305.5438] [INSPIRE].
[56] F. Kahlhoefer, K. Schmidt-Hoberg, T. Schwetz and S. Vogl, Implications of unitarity and gauge
invariance for simplified dark matter models, JHEP 02 (2016) 016 [arXiv:1510.02110]
[INSPIRE].
[57] M. Cannoni, Relativistic and nonrelativistic annihilation of dark matter: a sanity check using
an effective field theory approach, Eur. Phys. J. C 76 (2016) 137 [arXiv:1506.07475]
[INSPIRE].
– 26 –
4.4 Publication: Reannihilation of self-interacting dark
matter
Reprinted article with permission from the authors:
Tobias Binder, Michael Gustafsson, Ayuki Kamada, Stefan Marinus Rodrigues Sandner, and
Max Wiesner.
Physical Review D 97, 123004 (2018)
https://doi.org/10.1103/PhysRevD.97.123004
Copyright 2018 by the American Physical Society.
Author contributions T. B. and A. K. designed the early project idea and shared it with
M. G. and two Bachelor students, S. M. R. S. and M. W. . Under the advise of M. G. and T.
B. , S. M. R. S. and M. W. made new observations during their Bachelor studies on which
parts of the article are based and developed a numerical code for studying reannihilation. T.
B. optimized and further extended their code, produced the main results and did all analytic
computations. A. K. conceived the idea to use the angular size of the sound horizon as
well as other CMB quantities to constrain reannihilation and collaborated with T. B. who
worked out the numerical analysis. M. G. made an important contribution regarding the
shift of Sommerfeld resonances and did the numerical phase-space density computation of
the Boltzmann equation. M. G. and A. K. contributed in writing and editing the article,
while T. B. wrote most of the manuscript.
68
 
Reannihilation of self-interacting dark matter
Tobias Binder,1,* Michael Gustafsson,1,† Ayuki Kamada,2,‡ Stefan Marinus Rodrigues Sandner,3,§ and Max Wiesner4,∥
1Institute for Theoretical Physics, Georg-August University Göttingen,
Friedrich-Hund-Platz 1, Göttingen D-37077, Germany
2Center for Theoretical Physics of the Universe, Institute for Basic Science (IBS), Daejeon 34126, Korea
3DESY, Notkestraße 85, 22607 Hamburg, Germany
4Bethe Center for Theoretical Physics and Physikalisches Institut der Universität Bonn,
Nussallee 12, 53115 Bonn, Germany
(Received 16 March 2018; published 13 June 2018)
We explore the phenomenology of having a second epoch of dark matter annihilation into dark radiation
long after the standard thermal freeze-out. Such a hidden reannihilation process could affect visible sectors
only gravitationally. As a concrete realization we consider self-interacting dark matter (SIDM) with a light
force mediator coupled to dark radiation. We demonstrate how resonantly Sommerfeld enhanced cross
sections emerge to induce the reannihilation epoch. The effect is a temporally local modification of the
Hubble expansion rate, and we show that the cosmic microwave background (CMB) measurements—as
well as other observations—have a high sensitivity to observe this phenomenon. Special attention is given
to the model region where late kinetic decoupling and strong self-interactions can alleviate several small-
scale problems in the cold dark matter paradigm at the same time. Interestingly, we find that reannihilation
might here also simultaneously lower the tension between CMB and low-redshift astronomical
observations of H0 and σ8. Moreover, we identify reannihilation as a clear signature to discriminate




The cosmological ΛCDM model has been very success-
ful in describing the large-scale structures of the Universe.
Its cold dark matter (CDM) ingredient consists of a
collisionless matter component that enables one to fit the
observed anisotropies in the cosmic microwave back-
ground (CMB) [1] and to explain their evolution to form
structures such as galaxies. Despite these successes, there
are potential tensions between some of its predictions and
observations (see, e.g., Ref. [2]). On dwarf galactic scales,
there is the “missing satellite problem” of too few dis-
covered satellite galaxies around the Milky Way [3,4] and
the “core-cusp problem” of too cored, rather than cuspy,
dark matter (DM) density profiles [5,6] when compared to
predictions in CDM setups. The “too-big-to-fail problem”
[7] tries to sharpen these arguments by pointing out that in
particular the biggest satellites in simulations, which should
not fail to form stars and not escape detection, have DM
density profiles more concentrated than those observed
[8,9]. The situation is, however, complicated by the fact that
uncertain feedbacks from baryonic processes can be
expected to play a role on subgalactic scales [10–12].
Nevertheless, it has been claimed in Refs. [13–15] that
current state-of-the-art hydrodynamic simulations [16]—
taking into account baryonic feedbacks in CDM setups—
have not been able to predict the observed diversity of
rotation curves in dwarf galaxies (see, however, e.g.,
Ref. [17] for a possible explanation in CDM setups).
A possible way to address the missing satellite problem
is to keep the DM particles in kinetic equilibrium with a
relativistic species until the Universe cooled down to keV
temperatures. This would lead to dark acoustic oscillations
of density fluctuations below sub-Mpc scales and con-
sequently to the suppression of the abundance of satellite
galaxies [18–27]. A possibility for addressing the core-cusp
problem is to have a large DM self-scattering cross section
of the order of σ=mDM ∼ 1 cm2 g−1 on subgalactic scales
(with a typical rotation velocity v0 ∼ 30 km=s) [28]. This
cross section must presumably decrease with velocity to
allow for a smaller impact on galaxy cluster scales (with
v0 ∼ 103 km=s) where no deviations from CDM predic-
tions are observed [29]. Such strongly self-interacting dark
matter (SIDM) particles would also be more sensitive to
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addition to explain the diversity in rotation curves of dwarf
galaxies [13,14].
It is interesting that all this phenomenology can arise
naturally in simple three-particle models, where a light
force mediator (ϕ) induces both the desired strong DM (χ)
self-interaction and late DM kinetic decoupling from a
thermal background particle (l). The new force mediator
could be either a vector or a scalar boson, both giving
Yukawa potentials with proper velocity dependent χ − χ
scattering. These SIDM setups can then produce the
observed DM abundance via standard thermal freeze-out.
It has recently been shown that these particular types of
SIDM models are strongly constrained if the mediator
dominantly decays to visible standard model (SM) par-
ticles: the vector mediator setup is in tension with indirect
detection experiments and CMB observations [30–32]; and
most of the parameter space for scalar mediator setups are
ruled out by direct detection bounds and big bang nucleo-
synthesis (BBN) data [33].
A still perfectly valid setup exists if the dark sector is
essentially closed. That is, with the mediator being a singlet
under the SM gauge groups, the above constraints are
clearly avoided. Meanwhile the DM self-interaction proper-
ties all remain and the thermal DM freeze-out would occur
from a dark radiation background.
In this work, we investigate a novel cosmological
signature of these SIDM models to discriminate between
vector and scalar boson mediator setups—in the case of a
fully closed dark sector. With a light mediator present,
Sommerfeld enhanced cross sections are expected with
particularly strong enhancements possible for small DM
particle velocities. For s-wave annihilation, exclusively
present in the vector mediator case, a second epoch of
annihilation [34–37] can occur after DM kinetically
decouples from its thermal background.1 Here, we explore
for the first time the cosmological consequences of such a
reannihilation period in more detail by setting up the
required coupled Boltzmann and Hubble expansion equa-
tions. We show how this impacts the Hubble parameter
significantly enough to be constrained by existing CMB
data. In the SIDM region, we interestingly find that
reannihilation allows us to ameliorate discrepancies in
the CDM paradigm between CMB and low-redshift astro-
nomical measurements of the Hubble rate and σ8 [39–46].
The article is structured as follows. In Sec. II we review
the closely degenerate phenomenology of the vector and
scalar mediator SIDM setups. In Sec. III, analytic estimates
and the formalism to describe reannihilation are set up. A
scan over model parameters are performed in Sec. IV and
the regions where reannihilation can happen are discussed.
We investigate the impact on cosmology and constraints
from CMB observation in Sec. V for two different
scenarios: reannihilation taking place before and after
recombination.
II. LIGHT MEDIATOR SETUPS AND THEIR
PHENOMENOLOGY
In this work, we will consider two effective three-particle
models, each of them having four free parameters in their
Lagrangians,
LV ⊃ gχ χ̄γμχϕμ þ gll̄γμlϕμ; ð1Þ
LS ⊃ gχ χ̄χϕþ gll̄lϕ; ð2Þ
where gχ and gl are the coupling constants. The DM particle
χ is a spin 1=2 Dirac fermion with mass mχ , and the vector
ϕμ or scalar ϕ mediator has a mass of mϕ ≪ mχ . The dark-
radiation background particle l has spin 1=2 and is
considered to be massless.
Assuming that l, ϕ, and χ form a dark sector, which
effectively decouples from the SM plasma, leads to an




where Tl is the dark radiation temperature and Tγ is the SM
photon temperature. Fixing this temperature ratio at a
particular time, e.g., at the temperature TBBNγ ¼ 1 MeV,









where gs is the SM entropy degrees of freedom and we
assume that entropy production in the dark sector can be
ignored after DM chemically decouples. In this work we
choose, unless quoted differently, rBBN ¼ 0.5, which turns
into r ≃ 0.35 after electron-positron decoupling and is
compatible with current BBN constraints [47,48]. Such
ratios are achieved if the dark sector kinetically decouples
from the SM plasma above a temperature of Tγ ≃ 40 GeV.
For this work it is, however, not required to specify the
coupling to the SM leading to kinetic equilibration between
the two sectors. Temperature ratios of this order could also
be achieved by some inflationary models.
In the rest of this section wewill highlight the similarities
and differences between the two models and present
the phenomenological results to be used in subsequent
sections.
1DM reannihilation can also occur if the Hubble expansion rate
rapidly drops soon after the DM freeze-out, e.g., in scalar-tensor
quintessence models [38], while in our case reannihilation is
driven purely by the strong enhancement in annihilation rate with
decreasing DM velocity.
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A. Velocity dependent self-interactions
DM self-interactions lead to an isothermal DM velocity
distribution in the inner region of halos. If the self-
scattering cross section is of the order of σ=mDM ∼
1 cm2 g−1 the DM density distribution in dwarf galaxies
is characterized by a kpc-sized core. This mechanism
enables one to mitigate the core-cusp and the too-big-to-
fail problems [49]. SIDM alone, however, cannot explain
the observed diversity of dwarf galaxy rotation curves since
it changes the density profile universally among similar-
size halos. Rotation velocities in the inner region are
observed to differ by up to a factor of ≃4 among halos
with a similar rotation velocity in the outer region. This
diversity was not predicted by state-of-the-art hydrody-
namic simulations taking into account baryonic feedbacks
such as galaxy formation and supernova explosions [16].
A key observation is, however, that the SIDM profile is
quite sensitive to the presence of the baryonic bulge and
disk in the inner part of a galaxy. An isothermal DM
velocity distribution is determined by the total gravitational
potential, which in the inner region can be dominated by the
galaxy’s baryonic content. Together with the measured
baryon distribution, SIDM is able to address the observed
diversity in dwarf galaxy rotation curves [13,14].
A thermalized DM halo, on the other hand, may be
incompatible with observations of galaxy clusters. Its
distribution is virtually spherical, but a strong lens system
prefers a sizable ellipticity of the lens galaxy cluster [50].
While the projection effect in the lens analysis is subject to
caveat, the constraint would be as severe as σ=mDM ≲
0.1 cm2 g−1 [51]. A merging cluster system like a bullet
cluster also provides a good test for SIDM. The reported
tight constraint is σ=mDM ≲ 0.7 cm2 g−1 [52]; otherwise a
sizable amount of DM mass evaporates from the subclus-
ters during the collision and the resultant system is
incompatible with the observed mass-to-light ratios. One
may have to be careful about the uncertainty in the
unconstrained initial condition of the system. Although
it is too early to conclude (see, e.g., Ref. [53] for a
comprehensive summary), the velocity dependence may
have to be introduced into the self-scattering cross section
to reduce the effects of SIDM in galaxy clusters while
keeping a sizable cross section in dwarf galaxies. The
desired velocity dependence can naturally be realized in
both the light vector and scalar mediator setups of Eqs. (1)
and (2) [54,55].
The averaged self-scattering cross section in a thermal









where σT is the transfer cross section:
σT ≡
Z
dΩð1 − cos θÞ dσχχ→χχ
dΩ
: ð6Þ
For the Yukawa-potential scattering, induced by our light
mediators, we will use the ETHOS fitting functions for σT in
the classical regime (mχvrel ≳mϕ)—as they are provided in
Eqs. (45) and (46) of Ref. [24] and originally proposed
in Ref. [54]. In the parameter region where s-wave scattering
is dominant (quantum-resonant regime), we will use the
analytic expression provided in Eq. (A5) of Ref. [54]. We
assume DM to be symmetric and average over particle and
antiparticle scattering contributions as suggested inRef. [24].
In Sec. IV we use these expressions to find the model para-
meter regionwhere ðσTÞ30 km=s=mχ ∈ ½0.1; 10 cm2 g−1 (siz-
able self-scattering cross section on dwarf galactic scales).
We remark that neither the ETHOS fitting functions nor
the numerical solution of the scattering amplitude in
Ref. [54] accounts for the correct quantum statistics in
their computation of σT . They rely on classical assumptions
such as the distinguishability of DM particles. It is hard to
realize proper quantum corrections in SIDM N-body
simulations, but when adopting a classical treatment it is
at least important to keep track of the expected theoretical
uncertainties. In Appendix A we compare the commonly
adopted classical approximation of σT to the proper
quantum mechanical treatment [33] for all the scattering
possibilities of our mediator setups. We find that there are
up to a factor of 2 corrections on dwarf galactic scales
between these two approaches; however, they have no
relevant impact on our results.
B. Dark acoustic oscillations
The coupling between nonrelativistic DM particles and
radiation leads to competition between gravity and radia-
tive pressure. The pressure effect is strong during kinetic
equilibrium between DM and relativistic particles, leading
to dark acoustic oscillations of the DM density perturba-
tions inside the causal horizon. Therefore, matter density
fluctuations can only grow significantly after DM kineti-
cally decouples. This leads to the fact that the resultant
matter power spectrum is suppressed on length scales
shorter than the Hubble horizon distance at kinetic decou-
pling. The minimal protohalo mass (or cutoff mass) below
which the halo mass function is suppressed can be
estimated by the mass inside a sphere with the radius of
the Hubble horizon at the time of DM kinetic decoupling:
















Here, ρm is the total matter density and H is the
Hubble expansion rate. We see that a kinetic decoupling
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temperature Tkdl of the order of 1 keV leads to the
suppression of the halo mass function on dwarf-galaxy
masses and hence addresses the missing satellite problem.
Especially in our case of late kinetic decoupling and
nonrelativistic DM, this damping dominates over the
free-streaming effect. The damping mechanism of dark
acoustic oscillations has been extensively investigated by
many authors [18–27,56–68]—in part also in the context of
SIDM. For a classification of DM models leading to late
kinetic decoupling we refer readers to Ref. [69].
In our setups both the mediator ϕ and the fermionic
particle l can act as pressure sources leading to dark
acoustic oscillations. In the parameter space we will
consider, the scattering between DM χ and l dominates
over that between χ and ϕ. The kinetic decoupling temper-
ature Tkdl can be defined as the temperature when the
Hubble expansion rate H equals the momentum transfer


















and explicit expressions of the elastic l − χ scattering cross
section dσ=dtvrel and the kinetic decoupling temperature
can be found in Refs. [27,69]. This momentum transfer rate
of l − χ scattering scales as γ ∝ T6l for both scalar and
vector mediators. Furthermore, both scenarios acquire the
same minimal halo mass Mcut for similar coupling con-
stants and particle masses [27]. The suppression of the halo
mass function mainly depends on the mediator mass mϕ
and for both models a cutoff mass around the dwarf galactic
scale can be achieved for mϕ of the order of 1 MeV.
The predicted matter power spectra for scalar and vector
mediators differ slightly in shape due to differences in the
angular dependence of their χ − l scattering amplitudes
[24,25]. As a consequence, the two models are in principle
distinguishable, but in a recent study [72] it was shown that
the differences are too small to be seen in current CMB
observations. Future observations of CMB spectral dis-
tortions, however, might be sensitive enough to discrimi-
nate models where DM is kept in kinetic equilibrium via
SM photon scattering and where the DM kinetic equilib-
rium is kept via SM neutrino scattering [73].
Recently, a combined Ly-α forest data analysis [74]
constrained the damping of the matter power spectrum due
to the free-streaming effect of warm dark matter (WDM).
The lower limit on the WDM mass can be approximately
translated into a lower limit of the kinetic decoupling
temperature by equating the suppressed matter power
spectra in a certain range of wavelengths. The authors of
Ref. [75] found with this estimate a lower limit of Tkdl =r≳
1 keV (0.6 keV),3 which according to Eq. (7) results in an
upper limit on the cutoff mass of
Mcut ≲ 2 × 108 M⊙ð109 M⊙Þ: ð9Þ
Cutoff masses in the range 107 to 109 M⊙ are indicated in
Fig. 4 of Sec. IV, where Mcut is a function of our model
parameters as determined from Eqs. (3.14) in Ref. [27].
C. Sommerfeld enhanced annihilation
The two models differ in the leading-order cross section
results of their DM annihilation channels: χχ̄ → ϕϕ and
χχ̄ → ll̄. In the vector mediator case, both processes are
s-wave dominated and in the scalar mediator case they are
p-wave dominated. Generically for both models, the
annihilation rate is Sommerfeld enhanced in the DM
nonrelativistic regime, and for each particular annihilation










The long-range force corrections are encoded in the
velocity dependent Sommerfeld factor SðvrelÞ multiplying
universally the tree-level cross section ðσvrelÞ0;i for each










where αχðlÞ ≡ g2χðlÞ=4π and in the scalar mediator case
the corresponding tree-level cross sections are instead
ðσvrelÞp0;i ∝ v2rel.
SðvrelÞ can be obtained from the two DM particles’
wave-function value at the interaction point by numerically
solving their Schrödinger equation with the potential
resulting from t-channel exchanges of the light mediator
[76–79]. In the static limit, both mediator types induce a
Yukawa potential. It was shown in Ref. [80] that the
2For a more precise definition of a kinetic decoupling temper-
ature and its matching to the nonlinear cutoff in the matter-power
spectrum, see Refs. [24,25,70,71].
3The strong (the weak) limit is derived from the Lyman-α
measurements in Ref. [74], where a power-law assumption (a free
floating value) is used to describe the redshift evolution of the
intergalactic medium temperature.
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Sommerfeld factor resulting from the Hulthén potential
describes very accurately the numerical solution of the
Schrödinger equation with a Yukawa potential. The ad-
vantage of the Hulthén potential is that analytic solutions
of S for s- and p-waves are known. The expression of S for


















r 	 ; ð14Þ




ϵϕ ≡ mϕαχmχ : ð16Þ
The Sommerfeld factor in Eq. (14) is resonantly enhanced




with n ∈ Zþ; ð17Þ
is fulfilled. The position of the nth “Sommerfeld reso-
nance” is the same for s- and p-wave annihilation (except
for n ¼ 1 where the resonance is absent in Sp). We will
refer to this equation as the “parametric resonance con-
dition.” For this work, the most important difference is that
only in the case of s-wave annihilation, the total cross
section scales as
ðσvrelÞV ∝ v−2rel for vrel ≲mϕ=mχ ; ð18Þ
when ϵϕ is close to a resonance condition. For p-waves, the
cross section is constant in this regime and never scales
stronger than v−1. The v−2 feature of ðσvrelÞV is thus only
available in the vector mediator model.
The implications of the strongly velocity dependent
enhancement in Eq. (18) are the main part of this work.
As we will see, it can lead to a reannihilation period where
the comoving DM number density significantly decreases a
second time. What is important to note is that the analytic
formula of the Sommerfeld factor as given in Eq. (14) can
violate the s-wave unitarity bound for low velocities when
the parametric resonance condition is exactly (or almost)
fulfilled. In the numerical analyses in the subsequent
sections we will therefore always use the improved analytic
solution provided in Ref. [81], accounting for a physical
behavior on top of a resonance and correcting the approxi-
mate expression in Eq. (14) for extremely low relative
velocities. In Appendix B, we provide the details of this
improved analytic formula and discuss the important role of
saturation of ðσvrelÞV below the unitarity limit.
III. AN EPOCH OF REANNIHILATION
In the previous section we put emphasis on the very
similar phenomenology of the two light mediator models in
Eqs. (1) and (2): they are practically identical candidates for
alleviating multiple small-scale structure formation issues
in a comparable model parameter space. In the following,
we point out that even in the case of not including any
couplings at all to SM particles and therefore “hiding” the
dark sector, the impact on cosmology at late times can be
significantly different. More precisely, we show that only
in the vector mediator case can a strong Sommerfeld
enhancement, such as in Eq. (18), lead to a second period
of annihilation.
In Fig. 1 an example of a reannihilation epoch is shown.
After kinetic decoupling the DM abundance decreases by 1
order of magnitude before the time of matter-radiation
equality. The final χ relic abundance coincides with the
observed CDM value, Ωch2 ¼ 0.1197 [central value of
“Planck 2015 (TTþ lowP)” analysis [1]]. In Sec. III A, we
provide analytic estimates and an intuitive understanding of
when and in which region of the parameter space of the
vector mediator model reannihilation can happen.
The reannihilation process necessarily starts after kinetic
decoupling, as in the example of Fig. 1. During this process,
the evolution of the DM temperature Tχ does not follow the
typical Tχ ∝ T2l scaling for kinetically decoupled nonrela-
tivistic particles, since the Sommerfeld enhancement leads
to a strongly velocity dependent annihilation cross section.
The DM particles preferably annihilate at low momenta,
FIG. 1. Reannihilation process shown as a function of
x≡mχ=Tγ , changing the DM comoving number density Y ≡
nχ=s by 1 order of magnitude. The final abundance coincides
with the correct value (black horizontal line). Here, we have
chosen the parameters mχ ¼ 1 TeV, αχ ¼ 0.007, mϕ ≃ 1 GeV,
and the resonance number n ≃ 2 (where mϕ is tuned to get the
correct relic density). Between the gray solid lines kinetic
decoupling happens and the scaling of the DM temperature
changes from Tχ ∝ T to Tχ ∝ T2. The dashed gray line indicates
the start of reannihilation, where velocity-dependent annihilation
leads to deviation from the Tχ ∝ T2 scaling.
REANNIHILATION OF SELF-INTERACTING DARK MATTER PHYS. REV. D 97, 123004 (2018)
123004-5
which leads to an increase of theDM temperature and in turn
influences the annihilation rate. It requires one to go beyond
the standard way of describing the DM number density
evolution [82] to cover kinetic decoupling and the impact of
DM velocity dependent annihilation on the DM temper-
ature. In Sec. III B we adopt the method developed in
Ref. [37] (and first estimated inRef. [35]) of how to dealwith
the number density computation in such a case correctly.We
further extend the set of equations by including the impact of
the injected dark radiation on the expansion rate. Moreover,
we provide a reliability check of the method proposed in
Ref. [37] by solving the Boltzmann equation at phase-space
density level.
A. Estimates
To analytically quantify if and when DM reannihilation





where the dimensionless form of the DM number density




Here, the SM entropy s ¼ gsð2π2=45ÞT3γ and the Hubble
expansion rate, H ∝ ffiffiffiffiffiffigeffp T2γ during radiation domination





We follow the evolution of Γ after the first freeze-out, so
that we can assume Y to be constant until the start of
reannihilation. The thermally averaged cross section is a
















We note that for a cross section of the form of ðσvrelÞ ∝ v−nrel ,
where we consider here only n ¼ 0, 1, 2, the thermally
averaged cross section can be computed analytically and
scales as hσvrelix0 ∝ x0−n=2.
To now estimate the scaling of Γ as a function of x, we
approximate the kinetic decoupling as an instantaneous













Here, xkdl ≡mχ=Tkdl and the dynamical temperature ratio r
is defined in Eq. (4). The exact evolution of x0, beyond the
approximation of instantaneous kinetic decoupling, is a part
of Sec. III B.
We provide in Table I the scaling of ΓðxÞ for different
types of velocity dependent cross sections in the instanta-
neous kinetic decoupling approximation. Let us discuss
some of its entries in the temporal order of the example
scenario shown in Fig. 1. After chemical decoupling, where
Γ drops below 1, Γ scales as x−1 until the Sommerfeld
factor (or the total s-wave annihilation cross section) starts
to dominantly scale as S ∝ 1=vrel. From this point to kinetic
decoupling Γ further decreases in the phase of the S ∝
1=vrel scaling, followed by a period where Γ stays constant.
After kinetic decoupling, when Tχ starts to drop quickly,
the S ∝ 1=v2rel scaling dominates and leads to an increase of
Γ as is highlighted by boldface x in the table. When Γ starts
to approach 1 again, the DM abundance significantly
decreases a second time as seen in Fig. 1. The reannihi-
lation process stops when the Sommerfeld enhancement is
saturated, finally leading to ðσvrelÞ ∝ const and to a fast
TABLE I. Evolution of Γ at different cosmological epochs and for different DM annihilation cross sections ðσvrelÞ. Only after kinetic
decoupling and with a cross section scaling as 1=v2 can the ratio of annihilation over expansion rate, Γ, grow to enter a period of
reannihilation. Sommerfeld enhanced s-wave annihilation features such a 1=v2 scaling. r is the ratio of dark radiation to photon
temperature, as defined in Eq. (4).
ð ffiffiffiffiffiffiffigeffp =gsÞ × Γ ∝
Radiation-dominated epoch Matter-dominated epoch
ðσvrelÞ ∝ Before kinetic decoupling After kinetic decoupling Before kinetic decoupling After kinetic decoupling
Constant x−1 x−1 x−3=2 x−3=2
1=vrel r−1=2 x−1=2 r−1 r−1=2x−1 r−1x−1=2
1=v2rel r
−1 r−2x r−1x−1=2 r−2x1=2
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decrease of Γ—as can be read off from Table I. The
saturation velocity depends on how parameters combine to
the resonance condition, given in Eq. (17). For Fig. 1 we
have chosen a point slightly next to a resonance, such that
the saturation effect gives the correct value of the relic
density. If exactly on top of the resonance, the reannihi-
lation process would have been longer, further reducing the
abundance of DM. In general, the evolution pattern of Γ can
vary depending on the model parameters.
An important quantity, used in the following sections, is
the redshift zrea defined by when the DM comoving number
density changes first by 1% due to reannihilation. zrea can
be determined from the value of Γ and a detailed derivation
is provided in Appendix C. For our vector mediator model,
we find that the onset of the reannihilation process is
roughly given by





















where we have assumed αχ ¼ αl and that r does not change
after kinetic decoupling. From this equation it can be
recognized that the onset of reannihilation in the matter
dominated epoch has a strong dependence on the temper-
ature ratio and the mediator mass. Note that in the para-
meter region around the reference values in Eq. (25),
cutoff masses of the order of 108 M⊙ and sizable self-
interactions on dwarf galactic scales can be achieved
simultaneously. Strictly speaking, the simple power-law
scaling in Eq. (25) is only valid for zrea ≪ zeq, where zeq ≃
3400 is the matter-radiation equality redshift [1], and
when the first freeze-out is not significantly affected by
Sommerfeld corrections. We discuss a more general
expression for zrea in Appendix C 3 that will later be used
in Sec. IV to identify the parameter region where rean-
nihilation happens after recombination.
Another region of interest to identify is where reanni-
hilation stops in the radiation dominated era, because here a
change in the DM abundance has in general less impact on,
e.g., the Hubble expansion rate. This situation occurs if the
saturation temperature Tsatγ is higher than the matter-
radiation equality temperature Teqγ ¼ 0.80 eV. The satura-
tion temperature Tsatγ as a function of the free parameters is
derived in Eq. (C17). From this equation it can be read off
that the minimum value of Tsatγ is given by the minimum αχ
value that can give a resonance. This occurs when n ¼ 1 in







Inserting this into the result of the saturation temperature

























and in the case of αχ ¼ αl the kinetic decoupling temper-
ature in terms of the minimum coupling is given by

















Note that the result in Eq. (27) is quite general and can be
used to estimate the parameter region where one does not
expect to have reannihilation below a certain temperature. It
is independent of the physics happening before kinetic
decoupling and only assumes that the maximum enhance-
ment is given by the s-wave unitarity bound and that the
saturation temperature is lower than the kinetic decoupling
temperature.
Even though we focus on a vector mediator model here,
any DM setup where s-wave annihilation is Sommerfeld
enhanced via a Yukawa potential can lead to an epoch of
reannihilation. Or, more general, any DM model where the
total cross section scales as ðσvrelÞ ∝ v−1−ϵrel , with ϵ > 0, can
lead to an epoch of reannihilation. This excludes, in
particular, p-wave annihilation or Coulomb potentials to
have the feature of a reannihilation epoch.
B. Numerical methods
In the previous sections, we established when reannihi-
lation can start and for how long it can last. We now turn to
investigate its exact impact on the DM relic density and the
Hubble expansion. To track the DM number density
[Eq. (20)] and the injected energy density evolution during
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The energy density of the injected dark radiation, given by
Yl ≡ ρlmχs ; ð34Þ
is fully included in the Hubble expansion rate
H2 ¼ 8πG
3
½ργ þ ρν þ ρb þ ρdark þ ρΛ; ð35Þ
where the total dark sector energy density is given by
ρdark ¼ 2mχsðY þ YlÞ; ð36Þ
with the factor of 2 originating from the sum of DM particle









where the evolution of the SM’s entropy degrees of
freedom gs and the effective number of relativistic degrees
of freedom geff are taken from Ref. [83].
Equations (29) and (30) can be derived from the
Boltzmann equation in the limit of nonrelativistic DM
particles
mχð∂t −Hp ·∇pÞfχ ¼ Cnon−relχχ→ϕϕ;ll½fχ  þ Cnon−relχl↔χl ½fχ ; feql ;
ð38Þ




ð2πÞ3 fχ ; ð39Þ










respectively. g is the DM internal spin degrees of freedom.
Kinetic decoupling from dark radiation is taken into
account by the first term in Eq. (30) and the impact of
annihilation on the DM temperature by the last term in the
same equation. Equations (29) and (30) were derived for
the first time in Ref. [37] and can also be obtained by taking
the nonrelativistic limit of the more general equations as
fully derived in Ref. [84]. The equations of the latter work
include relativistic corrections and also the production of
DM, where both Eqs. (29) and (30) get correction terms. In
this work, for late kinetic decoupling, it is evident that both
corrections can be neglected. Due to different conventions,
the momentum transfer rate γ is here defined to be a factor
of 2 smaller than in Ref. [84].
In this work we include for the first time the evolution of
the dark radiation governed by Eq. (31) and the impact of
reannihilation on the Hubble expansion rate as in Eq. (35).
Note that both the direct production of l and the instanta-
neous decay of the produced vector mediators ϕ into
fermions l are included in the equations via the total
averaged cross section hσvreliy. The first term on the right-
hand side of Eq. (31) captures redshifting of the injected
dark radiation, while the second term covers that all DM
annihilations instantaneously transform nonrelativistic DM
particles into dark radiation.
In the rest of this work we will for simplicity assume that
the two couplings gχ and gl of the vector mediator model, as
given in Eq. (1), are equal. Order one deviations from this
assumption do not influence our analysis, since most of the
quantities, such as kinetic decoupling temperature, have a
minor dependence on gl. Furthermore, in some part of the
parameter space bound state formation processes might be
relevant [31,85–88], but it is beyond the scope of this work
to investigate it further.
In order to be able to evaluate the phase-space averaged
















one has to make an assumption on the form of the DM
phase-space distribution. In the limit of a larger self-













where the Tχ evolution is governed via Eq. (30). This
ansatz leads to the final form of hσvreliy given in Eq. (22),
and for simplifying the momentum square weighted anni-
hilation cross section hσvreliy;2 we refer to the result
presented in Ref. [37]. Let us point out that in the DM
temperature evolution equation [Eq. (30)] the two
averaged cross sections appear as the difference ½hσvreliy−
hσvreliy;2. For Sommerfeld enhanced cross sections, this
difference is always positive since hσvreliy;2 has more
integral support at higher momenta, where the annihilation
cross section is smaller. If Sommerfeld enhanced annihi-
lation is still significant, we therefore expect that y should
increase (DM self-heating) after kinetic decoupling [37]. In
Fig. 2, we see that this is indeed the case. Without
reannihilation, y would otherwise remain almost constant
after the kinetic decoupling ended just above x ∼ 106.
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It was argued in Refs. [35,37] that the self-scattering rate
can potentially drop below the annihilation rate at the time
of reannihilation. In this case it is possible that the ansatz in
Eq. (43) is not justified and the momentum moment
approach might differ from an exact solution of the full
Boltzmann equation. In the following, however, we con-
firm for the first time that the momentum moment approach
describes remarkably well our reannihilation process of
Sommerfeld enhanced annihilation, even in the limit of zero
self-scattering.
Only in the rest of this section, to compare the momen-
tum moment approach in Eqs. (29) and (30) to a full phase-
space density solution of the Boltzmann equation, we set
for simplicity r ¼ 1, the number of relativistic degrees of
freedom to be constant and neglect the impact of rean-
nihilation on the Hubble expansion rate. We then follow the






























where θ is the angle between the annihilating DM particles’
comoving momenta q and q̃. The Fokker-Planck scattering
term has an attractor solution, the nonrelativistic Maxwell
distribution. This matches the ansatz in Eq. (43) for
Tχ ¼ Tγ .
By adapting the code developed in Ref. [84] (to become
public [89]), we solve Eq. (46) and compare its solution to
that of Eqs. (29) and (30). The result around the rean-
nihilation period is presented in Fig. 2 for one example
model. In the left panel, the solid and dashed blue curves
show the DM abundance Y from solving Eq. (46) and
Eqs. (29) and (30), respectively. After a period of rean-
nihilation starting at x ∼ 108, where the effective cross
section scales as 1=v2, the reannihilation stops around x ∼
1010 when the Sommerfeld enhancement is saturated and
ðσvrelÞ is effectively constant. In this example, the DM
abundance depletes further by 50% during the reannihila-
tion process and converges to the observed CDM relic
density. The difference in Y between the two approaches is
less than 1%, and the blue curves are virtually overlapping.
So, while it is true that the velocity dependent annihilation
cross section acts to heat up DM—as shown by the rise of
the yellow lines of y around x ∼ 108–1010 after DM
kinetically decoupled at x ≃ 2 × 106—the distortion of
fχðqÞ from a thermal shape is not large enough to
significantly alter the relic abundance result. In the right
panel of Fig. 2, we show the resulting shape of fχðqÞ (red
curves) from the full Boltzmann equation, assuming zero
DM self-scattering. If we compare those (red curves) to
reference thermal distributions feqχ ðqÞ (blue curves) that
have the same Tχ , we see that there is a distortion at the
10% level from thermal equilibrium distributions for
FIG. 2. Time evolution of the DM abundance Y ≡ nχ=s, its temperature y≡ mχs2=3 Tχ , and its phase-space density fðqÞ with q ¼ p=Tγ .
Left panel: The evolution of Y (blue line) and y (yellow line) in the case of strongly self-interacting DM (dotted lines) and in the case of
no DM self-interactions (solid lines). Right panel: Unit normalized phase-space distributions fnðqÞ from our full numerical solution of
the Boltzmann equation (red lines) compared to thermal equilibrium distributions feqn ðqÞ with the same “temperature” Tχ (blue lines).
The phase-space distributions are shown at four different x ≃ 106 (solid line), 108 (dashed line), 109 (dot-dashed line), and 1010 (dotted
line). The bottom panel shows the ratio fnðqÞ=feqn ðqÞ. The DMmodel ismχ ¼ 600 GeV,mϕ ≃ 1 GeV, and αχ chosen such that the relic
abundance retains the observed DM abundance after the reannihilation period. Both plot styles are chosen to resemble those in Ref. [84].
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q≲ 2500. However, this has little effect on the relic
abundance because during most of the reannihilation period
the effective cross section is close to saturation and varies
little with q. The fact that fχ falls below the corresponding
thermal distribution feqχ at larger q does not have any
practical implications—as the number density in the high
momentum tail is negligible. The reason for this fχ=f
eq
χ
suppression is a spurious effect from annihilation at low
momenta. The alteration of fχ at low momenta leads to a
best-fit thermal distribution feqχ with a higher temperature,
which in turn is a distribution that has a tail of more large
momentum particles. In the following, we will only
investigate small changes in Y and can therefore safely
use our system of coupled Eqs. (29)–(31) and (35), which
assumes a thermal shape of feqχ .
IV. PARAMETER SCAN
Reannihilation leads to the fact that multiple values of αχ
can give the observed DM abundance for fixed model
parameters mχ and mϕ. An initial DM overabundance from
the first freeze-out due to lower αχ values can be compen-
sated by a second period of annihilation. More precisely
this is possible if the three free parameters4 combine to be
close to the parametric resonance condition in Eq. (17). To
see this explicitly, we show in Fig. 3 the relic abundance as
a function of the DM coupling αχ for fixed values ofmχ and
mϕ. The dashed curve shows the relic abundance relative to
the correct value if one ignores reannihilation and computes
numerically the evolution of the number density in the
standard approach [82]. Clearly, the abundance roughly
scales asΩχh2 ∝ α−2χ , and there is a unique solution leading
to the correct relic abundance at αχ ≃ 0.021 in this example.
It is also demonstrated how the final DM abundance
changes by solving Eqs. (29)–(31) numerically for discrete
points where the parametric resonance condition is exactly
fulfilled (red points). This indicates the maximal effect of
reannihilation that can be achieved for these mχ and mϕ
values. The ability to lower Ωχ by reannihilation is limited
either by the saturation of the Sommerfeld enhancement or
by the finite age of the Universe (where DM halo formation
and dark energy domination eventually also halt the
reannihilation period).
The fifth red point from the left is the first resonance that
can give the correct relic density. For this point, and the
other resonances shown farther to the right, there has to be
an αχ in the vicinity of the exact resonance point that
reproduces the measured relic density. In fact, there are two
αχ possibilities for each of these resonances since Ωχh2 is a
smooth function of αχ that coincides with the off-resonant
result between the resonances. Larger values of αχ than
those shown in the figure do not lead to the correct
abundance. To conclude, for given mχ and mϕ there is a
finite number of resonant points that can lead to the correct
relic density. In the example of Fig. 3, in particular, there
are five resonances that go below the correct value of the
DM abundance and therefore 2 × 5þ 1 ¼ 11 viable
options for αχ.
Having explained above the prescription of counting
resonances that result in the correct relic density, we proceed
to analyze on-resonance models in a wide parameter range
by solving Eqs. (29)–(31) numerically. We apply the
counting prescription to every point on a discrete grid of
the order of 0.1 megapixels in the ðmχ ; mϕÞ-plane, and the
result is shown in Fig. 4. In our counting algorithm we
further require that a resonance should have a sizable impact;
i.e., we request the DM relic abundance to change by at least
1% in order to be counted. It can be recognized that multiple
options of αχ values exist in a huge parameter space region
and in the “hot spot” aroundmχ≃2TeVandmϕ ≃ 100 MeV
we can have up to 2 × 8þ 1 ¼ 17 viable αχ values.
The region of multiple αχ values is bordered from below
by the grey shaded region, where no resonances leading to
the correct relic density exist because ϵminϕ ≡ mϕαmaxχ mχ > 612π2,
where αmaxχ represents the maximum (nearly-on-resonant or
off-resonant) coupling value leading to the correct relic
abundance. From above and to the left, the region is
bounded by the requirement of enabling at least a 1%
change in the DM relic abundance due to reannihilation, as
implemented in the counting algorithm. In Appendix C 2,
we provide analytical estimates to explain this “max 1%”
boundary where reannihilation can no longer significantly
FIG. 3. Relic abundance ratio shown vs the coupling αχ for
fixedmχ ¼ 1 TeV and mϕ ¼ 10 MeV. Dashed black curve is the
result for only taking the standard thermal freeze-out into account
(labeled as off resonance). The red dots present points where the
parametric resonance condition is exactly fulfilled and reannihi-
lation thus lowers the relic abundance maximally. Moving left or
right from an exact resonance point by changing αχ slightly can
lead to ðΩχh2Þ=ðΩch2ÞPlanck ¼ 1 but only for the red points that
cross the horizontal black line. The relic abundance is therefore
degenerate in these (almost) on resonance αχ values.
4We remind the reader that we fix αχ ¼ αl and rBBN ¼ 0.5with
a temperature dependence of r as in Eq. (4).
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change the DM abundance. The analytical estimates are
presented in Fig. 4 in terms of the red curves representing
the boundaries where reannihilation can maximally change
the abundance by 1% and 10%, respectively. For points
close to the bottom left part of the red lines, reannihilation
starts too late in order to change the relic abundance by
more than 1% and 10% until today, respectively. For points
close to the red lines where they start to bend for the first
time in the left of the plot (mϕ ≃ 1 MeV, mχ ≃ TeV),
saturation of the Sommerfeld enhancement before
today prevents the abundance to change. In the region
where the red curves bend a second time (mϕ ≃ 10 MeV,
mχ ≃ 10 TeV), saturation happens around matter-radiation
equality, while in the upper right region saturation takes
place in the radiation dominated epoch for counted
resonances. One can clearly see that our estimates match
very well the numerical results (1% line). Let us remark that
these analytical estimates can be applied also to other cases,
e.g., where αχ ≠ αl or rBBN ≠ 0.5 and one does not have to
necessarily run a numerical differential equation solver to
find these borders.
In the brown shaded region reannihilation stops before
matter-radiation equality for every resonance. This state-
ment is true even for αχ values that do not give the correct
relic density. The dashed brown line is the border at which
the minimum saturation temperature equals the matter-
radiation equality temperature, i.e., Tsat;minγ ¼ 0.80 eV [see
Eq. (27)]. In Sec. V we will see that the observational
consequences of reannihilation are expected to be negli-
gible for models deep inside this brown region.
FIG. 4. Number of Sommerfeld resonances, color coded as given in the top panel, leading to the correct relic density today and
changing the comoving DM number density by at least 1% during the epoch of reannihilation. The red solid lines show our analytic
estimates (see Appendix C 2) of the border where reannihilation can change the relic abundance at most by 1% and 10%. In the shaded
grey area in the bottom right part of the figure, no resonances are available leading to the correct relic density. The brown shaded area
represents the estimated region where reannihilation cannot proceed after matter-radiation equality. Blue and light blue shaded areas
cover the parameter space where DM has a sizable self-scattering cross section on dwarf galactic scales: ðσTÞ30 km=s=mχ ∈
½0.1; 10 cm2 g−1. The “proper” SIDM region, in both the quantum-resonant and the classical self-scattering regimes, overlaps with
the parameter space where sizable reannihilation can occur. In the quantum-resonant regime, αχ is adjusted in the computation of σT
such that for givenmχ andmϕ the resonance condition, ϵϕ ¼ 6=ðn2π2Þ, is fulfilled for a given integer n (see last subsection of Sec. IV for
a detailed explanation). For comparison, the black dashed self-scattering band is for αχ satisfying the relic density constraint without
taking reannihilation or resonances into account. Cutoff masses of the order of 107, 108, and 109 M⊙ in the halo-mass function are
represented by the purple lines. In the stripe between the green lines, reannihilation induces the first decrease of the DM comoving
number density by 1% between redshifts of z ¼ 300 and z ¼ 1000—while the maximal change in the DM abundance can be read off
from the red lines. In the parameter space where the blue region, the green lines, and the purple lines all overlap, SIDM could at the same
time alleviate several small-scale structure formation problems and tensions between cosmological parameters derived from CMB and
low-redshift astronomical observations (see Sec. V B and Fig. 7).
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A. SIDM region
It can be recognized in Fig. 4 that the SIDM region
ðσTÞ30 km=s=mχ ∈ ½0.1; 10 cm2 g−1 significantly overlaps
in the classical and quantum-resonant regime with the
region potentially having a sizable reannihilation process.
We also show the reannihilation redshift zrea in terms of the
green lines. In the most interesting SIDM region, where
also a sizable cutoff mass around 108 M⊙ can be achieved,
we conclude from the green lines that reannihilation
typically happens in the matter dominated epoch.
The computation of the self-scattering cross section
ðσTÞ30 km=s needs some further consideration in the param-
eter region where reannihilation happens. The multiple αχ
values leading to the correct relic abundance would also
lead to multiple values of ðσTÞ30 km=s for fixed mϕ and mχ .
For the blue self-scattering band in Fig. 4 we take the
nearly-on-resonant αχ value that is closest to the off-
resonant αχ leading to the correct relic density. This is a
conservative choice since resonances with lower n would
give more sizable reannihilation and thus more often be
constrained by, e.g., CMB observations. In the classical
scattering region, this choice has, however, virtually no
impact on the self-scattering band since the resonances are
very close to each other and therefore ðσTÞ30 km=s does not
change significantly when choosing an off-resonant or the
closest on-resonant value of αχ . However, in the quantum-
resonant regime it makes a significant difference from
using an off-resonant value when computing ðσTÞ30 km=s as
in, e.g., Refs. [30,33,54,55], which results in the dashed
black curves (where αχ is uniquely set by the standard relic
density constraint, taking no reannihilation into account).
In the Born regime (ϵϕ ≫ 1) we chose αχ as in the
traditional computation since no resonances are available
and therefore the coupling is unique.
Let us comment on the choices of fixed zrea contours
given by the green lines in Fig. 4. Our calculations show
that a reannihilation process at zrea ≃ 300 with 5% change
in the DM abundance starts to saturate between a redshift of
z ∼ 30–50, when most of DM is already confined in
virialized halos. Our homogeneous and isotropic treatment
of the Boltzmann equation is expected to break down in
this nonlinear regime due to the increase of DM particle
velocities in gravitationally bounded structures. Therefore
we regard zrea ≃ 300 as a lower critical value above which
∼5% change in the abundance can be achieved. The
reannihilation process starting at zrea ≃ 1000 with ∼10%
change in the abundance saturates much earlier than the
time when most of the structures become nonlinear and
should therefore be safe from this caveat. For redshifts just
above zrea ≃ 1000 many CMB quantities might be affected
strongly since reannihilation happens around recombina-
tion. A simple approximation of the green lines can be
obtained by solving Eq. (25) for fixed zrea. However, this
equation is strictly speaking only valid in the regime where
zrea ≪ zeq and therefore a not good approximation in the
case of zrea ≃ 1000. The green lines in Fig. 4 are the
solution of an improved equation discussed in detail in
Appendix C 3.
V. COSMOLOGICAL IMPACT
The change in the DMnumber density and the redshifting
of injected dark radiation during reannihilation modifies
the expansion rate of the Universe when compared to the
ΛCDM cosmology. Since this process is time dependent,
the naive constraints on extra relativistic degrees of freedom
ΔNeff cannot be applied in general. Instead, we suggest that
the following basic quantities derived from time integration
of the modified Hubble expansion rate should not be
strongly affected; otherwise reannihilation would hardly
reproduce the measured CMB anisotropies or the baryon
acoustic oscillation observed in galaxy clustering.
The angular size of the sound horizon θ at z ¼ z, where
z is defined as the redshift where the optical depth τ equals
unity [90], is a geometrical quantity directly related to the
peak positions in the CMB power spectrum and thus
precisely measured. We will work with the value reported
by the Planck 2015 (TTþ lowP) analysis [1]:
100θ ¼ 1.04105 0.00046; ð47Þ
along with
z ¼ 1090.09 0.42: ð48Þ
From Ref. [90] we have
100θ ¼ 100 × rsðzÞ=DAðzÞ: ð49Þ
























and a is the cosmological scale factor. rsðzÞ captures the
information of the Hubble expansion rate before recombi-
nation while DAðzÞ is sensitive to that between recombi-
nation and today. The definition and further explanation of
the introduced quantities can be found in Ref. [90]. The
standard Hubble expansion rate is given by




½ργ þ ρν þ ρc þ ρb þ ρΛ: ð53Þ
In Appendix D, we provide the details of the cosmological
parameters we use to render the above quantities compat-
ible with the Planck 2015 (TTþ lowP) measurements [1].
This set of parameters defines our standard Hubble expan-
sion rate of the ΛCDM cosmology. When including
reannihilation we will replace the standard CDM energy
density ρc with the quantity given in Eq. (36). Note that
there might exist a compensation between the reannihila-
tion effect and, e.g., the choice of the SM neutrino masses
mν entering the parametrization of energy density ρν in
Eq. (53). However, we do not consider this possibility here
and fix mν as in the Planck 2015 (TTþ lowP) analysis [1].
Next we show how the basic quantities given above are
sensitive to reannihilation.
A. Reannihilation before recombination
We here consider reannihilations starting in the radiation
dominated epoch and explore the impact on 100θ. In
particular, we investigate the case where the DM abundance
is initially overabundant by a few percent and reannihila-
tion leads to the correct observed value. The evolution of
the DM number density and the modified Hubble expan-
sion rate are shown in Fig. 5 for such a few scenarios. It can
be seen that the modified Hubble expansion rate starts to
increase relative to standard ΛCDM around the transition
from radiation to matter dominated epoch, which is due to
the initial overabundance of DM. It can be recognized
that although reannihilation has already saturated around
recombination z, the Hubble expansion rate is still
modified afterwards. This can be explained by the gradual
redshifting of the injected dark radiation, which delays the
return to the standard Hubble expansion rate.
We consider now the impact of the modified expansion
rate on 100 θ by investigating the integrations over H as
they appear in Eq. (49). The naive number of standard
deviations away from the reported 100 θ value in Eq. (47)
are calculated, and the results as a function of zrea for a fixed
amount of DM depletion are shown in Fig. 6. It can be seen
that both scenarios presented in Fig. 5, where the DM
abundance was initially enhanced by only a few percent,
are in strong tension with the value of 100 θ constrained by
the Planck data. Furthermore, it can be recognized that the
angular size of the sound horizon is sensitive even to
percentage changes in the DM abundance in the radiation
dominated epoch. However, the deeper in the radiation
dominated epoch the reannihilation process takes place the
less impact it has on the sound horizon and the more DM
would be allowed to annihilate into dark radiation. This can
be simply understood by the fact that changes in the DM
abundance in the radiation dominated epoch have no
significant impact on the expansion rate as long as the
correct abundance is achieved sufficiently before matter-
radiation equality. The process of reannihilation necessarily
takes place in the radiation dominated epoch for parameters
in the brown shaded region of Fig. 4. Note that points on the
left side of the brown line can still have saturation either
before or after matter-radiation equality.
To produce Figs. 5 and 6, we used mχ ¼ 1 TeV and
varied mϕ around Oð10Þ MeV and adjusted αχ to have the
desired DM relic abundance—but the same result would
also be foundwith other DMmodel parameters that have the
same zrea and amount of DM depletion during the rean-
nihilation process. From our background considerations, we
therefore expect that a full Boltzmann code analysis of
the CMBwould lead to tight constraints on the change in the
DM abundance in most of the parameter space in Fig. 4 and
hence lower the viable number of αχ values.
FIG. 6. Number of standard deviations from the ð100θÞPlanck
measurement vs the redshift of reannihilation onset zrea (i.e.,
when the comoving DM abundance first changes by more than
1%). The two curves refer to 3% and 5% total change in the relic
abundance where the final value reaches ðΩch2ÞPlanck ¼ 0.1197.
FIG. 5. Evolution of the DM number density Y ¼ nχ=s (blue
line) and the corresponding expansion rateH (yellow line) shown
as a function of the redshift. The onset (1% change in Y)
of reannihilation for the dashed and solid curves is around
z ≃ 3 × 104 and the DM abundance is initially enhanced by
3% and 5%, respectively. The final relic abundances coincide
with ðΩch2ÞPlanck ¼ 0.1197, and the ratio H=HPlanck therefore
reaches 1 at low redshifts. Both scenarios would be in strong
tension with the observed value of 100θ; see Fig. 6.
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B. Reannihilation after recombination
We now turn to explore the impact on cosmology
from reannihilation at late times. The region of interest
is now where reannihilation happens after recombination,
zrea ≲ z, and especially the area between the green lines in
Fig. 4. It is interesting to note that this area has overlap with
both the relevant SIDM region of sizable self-scattering
and where the DM halo abundance is suppressed below the
mass around 108 M⊙.
The main difference compared to the previous section is
that we will here impose compatibleness with the basic
CMB quantities [Eqs. (49)–(51)] constrained by Planck,
while at the same time demonstrate that allowed modifica-
tions of theHubble expansion can alleviate tensions between
different cosmological measurements within the ΛCDM
model. Several works have pointed out the so-called H0
tension; a discrepancywithin theΛCDMmodel between the
measured value of the Hubble constant using CMB data [1],
H0 ¼ 67.31 0.96 km s−1Mpc−1 (68% C.L.), and local
measurements using only low redshift data, H0 ¼ 73.24
1.74 km s−1Mpc−1 (68% C.L.) [39]. Another tension con-
cerns large-scale structure data and the value of the matter
fluctuation amplitude on scales of 8h−1Mpc, σ8. This issue
is related to the H0 tension, as the Hubble parameter
correlates with the matter density Ωm and σ8. Constraints
in the σ8 −Ωm plane have been widely discussed in
the literature [40–46], since current CMB data provide
significantly different constraints than the thermal
Sunyaev-Zel’dovich cluster counts [91] and galaxy weak
lensing results [92,93], which both prefer lower values of σ8.
Our approach will be to require the initial DM abundance
to coincide, until recombination, with the reported central
value of Planck. This leaves the sound horizon at recombi-
nation unaltered, rsðzÞ ¼ rPlancks ðzÞ, since it is a distance
derived from integratingHðaÞ from a ¼ 0 to the redshift of
recombination. Depending on zrea, reannihilation can then
lower the DM abundance after recombination and injects
energy in the form of dark radiation until the process
saturates. The loss of DM particles and the redshifting of
the dark radiation lowers the Hubble expansion rate H at
later times when compared to the ΛCDM setup, which thus
modifies DA. On the one hand, we require that the tightly
constrained quantity 100θ is not affected, but, on the other
hand, we allow some amount of reannihilation to happen.
This can be achieved by increasing the dark energy content
ρΛ in Eq. (35), such that the period of lowerH in the matter
dominated epoch is compensated by a period of enhanced
H in the dark energy dominated epoch. In practice, we
iteratively change ρΛ to find the desirableH evolution such
that 100θ does not change when reannihilation lowers the
DM abundance.
The modified expansion rate and the angular diameter
distance, computed as explained above, are shown in Fig. 7
together with low-redshift astronomical data: Hubble Space
Telescope (HST) at z ¼ 0 [39], SDSS/BOSS at z ¼ 0.35
[94,95], z ¼ 0.57 [96,97], and z ¼ 2.34 [98]. We demon-
strate the modification for 5% and 10% changes in the DM
abundance for zrea ¼ 300 and 700. To be in the special
SIDM region we have used the parametersmχ ¼ 700 GeV,
mϕ ∈ ½1.6; 2.0 MeV , and αχ tuned to get the 5% and 10%
changes in the DM abundance, but the same result would
be found for every DM model that has the same zrea and
change in the DM abundance (see Fig. 4 for further possible
options). In Fig. 7, one can see that low-redshift data prefer
a 6%–11% larger value of H0 than that inferred by the
ΛCDM interpretation of CMB data. Interestingly, it can be
seen that this tension is mitigated by the reannihilation
process when changing the DM abundance by 5%–10%
after recombination. The H=HPlanck ratio increases at low
redshifts below z≲ 1 becauseΩΛ needs to be larger to keep
the highly constrained quantity 100θ unchanged. The
reannihilation scenario is also in better agreement with
several measurements of the angular diameter distance at
low redshifts, while the point reported by Ref. [97] still
favors a pure ΛCDM cosmology.
The reduction of Ωm at low redshifts due to reannihi-
lation leads to a suppressed growth of the matter density
perturbations, which might solve the discrepancy in the
σ8 −Ωm plane in ΛCDM [1,99]. The conversion of DM
mass density into radiation energy lowers the growth factor
since radiation can escape from the gravitational potential
and does not contribute to the gravitational growth. As a
consequence, the resultant matter power spectra would be
suppressed compared to the ΛCDM cosmology, and thus
reannihilation can potentially solve the σ8 −Ωm tension.
The solution of the σ8 −Ωm tension was discussed for a
similar scenario where a part of DM decays into dark
radiation after recombination [43]. In Fig. 7 we also show
our results from a decaying DM scenario, while it was
similarly investigated in Ref. [42]. In this setup, the dark
sector consists of a DM component of stable χ particles and
mother particles (M) that can decay into effectively mass-
less daughter particles (D). The energy density evolution of
the latter two components can be obtained by solving
_ρM þ 3HρM ¼ −ΓρM; ð54Þ
_ρD þ 4HρD ¼ ΓρM; ð55Þ
numerically, with initial condition ρMðtiÞ ¼ fdecρχ and
ρDðtiÞ ¼ 0. The total dark matter sector’s energy density
then evolves as
ρdecaydark ¼ ρM þ ρD þ ð1 − fdecÞρχ : ð56Þ
For comparison, we fix the fraction fdec of decaying DM
(mother particles) with respect to the stable component χ to
5% and 10%, i.e., fdec ¼ 0.05 and fdec ¼ 0.1. We then
match the decay rate Γ such that H0 coincides with the
reannihilation result, while again adjusting the dark energy
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density to leave the CMB observable 100θ unchanged. In
Fig. 7 you clearly see that at low redshifts, z≲ 2.5, the
reannihilation and decaying DM models can mimic each
other. They are not distinguishable from these existing
astronomical data.
However, let us in the following explain why we believe
that these two scenarios impact differently on the evolution
of linear perturbations and thus are potentially distinguish-
able in a CMB power spectrum analysis. In particular, it
was shown in a detailed analysis of Ref. [46] that the CMB
observation is still sensitive to decaying DM even long after
recombination through the late integrated Sachs-Wolfe
effect as it happens in the parameter range as shown in
Fig. 7. The conclusion was that the impact on the CMB
power spectrum for the decaying DM scenarios shown in
our figures are too strong and essentially ruled out.
However, reannihilation has several different features
and the results presented in Ref. [46] for decaying DM
cannot be trivially mapped one-to-one to annihilating DM.
First of all, it is clear that the energy density of the unstable
mother particles ρM decays exponentially fast in time. In
the reannihilation case the DM density changes slower and
its duration is longer compared to decaying DM. Therefore,
the evolution of the injected dark radiation (or daughter
particles) and the modification of the Hubble expansion
rate are different. Second, the right-hand side of the
Boltzmann equation is proportional to DM density squared
for reannihilation, while for decaying DM it is instead
linear in the density. This might lead to further differences
in the evolution of cosmological perturbations. Third, the
annihilation process is velocity dependent, and one does
not expect reannihilation to happen at wavelength modes
that have already formed sizable structure. Finally, for large
cutoff masses of the order 108 M⊙ it has been found that
the reionization history is different compared to ΛCDM
predictions [100,101]. We leave a development of a
Boltzmann code and a more detailed investigation of these
issues to future work.
VI. SUMMARY AND CONCLUSION
In this work we have explored the observational imprints
of a second period of DM annihilation into dark radiation.
We have shown that such an epoch of reannihilation can
arise in DM models where the annihilation cross section is
s-wave dominated and resonantly Sommerfeld enhanced.
As a concrete realization we have considered a simple
model where sizable self-interactions are induced by a light
vector mediator, interacting with a dark matter particle and
a massless background particle in a fully closed dark sector.
We have extensively analyzed the reannihilation phenom-
enology of this model and found that this process can
FIG. 7. Hubble expansion rate (left) and angular diameter distance (right) ratio vs redshift for reannihilating (green lines) and decaying
DM (red lines). In both DM scenarios the abundance is changed by 10% (top) and 5% (bottom) after recombination, and the results are
almost identical in this redshift interval. Data points are from HST, SDSS, and BOSS data [39,94–98] and are shown relative to the CMB
derived value from Planck data [1] in the ΛCDM setup.
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change the initial DM number density set by the standard
thermal freeze-out, by up to a factor of several in a wide
range of the model parameter space. Furthermore, the onset
of reannihilation can range from being deep in the radiation
dominated epoch to the beginning of halo formation.
In themost interesting parameter region of our considered
particle physics model—where several small-scale structure
formation issues can be addressed—we have shown that the
reannihilation process starts during the matter dominated
epoch. Existing CMB data, which are sensitive to even only
a few percentage changes in the DM abundance during this
epoch, might confirm the existence of such scenarios. We
have interestingly found that in the same parameter region
the reannihilation process might reduce the tension between
CMB and low-redshift astronomical observations ofH0 and
σ8—although our discussion is limited at the background
level. We have also demonstrated that reannihilation can be
used as a clear signature to break the otherwise close
degeneracy between scalar and vector mediator realizations
of self-interacting dark matter models.
The effects on cosmological perturbations, especially on
the CMB power spectrum, might be nontrivial even in the
cases where reannihilation happens much later than recom-
bination or occurs deep in the radiation dominated epoch. A
dedicated Boltzmann code deserves to be developed to
identify the detailed signatures of reannihilation and to
clarify how well tensions between CMB and low-redshift
astronomical observations can be alleviated.
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APPENDIX A: THEORETICAL UNCERTAINTIES
IN THE COMPUTATION OF SELF-SCATTERING
CROSS SECTIONS
In Fig. 8 we show a comparison between σT=mχ in a
classical approximation and in the quantum treatment
discussed in detail in the appendix of Ref. [33]. From this
figure we conclude that there are quantum corrections in
both the vector and the scalar mediator setups, but for our
work they are small enough to be neglected. We note that
we see a tendency of an increase of the corrections for
higher velocities. This might imply larger corrections on
Galactic cluster scales, with v0 ∼ 1000 km=s. To perform a
precise calculation on such velocity scales it would require
the summation of many more scattering phases δl which is
beyond the scope of this paper.
APPENDIX B: SELF-CONSISTENT DESCRIPTION
OF THE SOMMERFELD ENHANCEMENT
It was pointed out in Ref. [81] that close to a resonance it
is required to calculate the Sommerfeld enhancement self-
consistently in order not to violate the partial wave unitarity
limit. This means that in the derivation of the DM non-
relativistic effective theory both the long and short range
contributions have to be taken into account in the effective
potential of the two-body Schrödinger equation. In our
scenario the long range part is the Yukawa potential, while
the short range contribution consists of the hard annihila-
tion and scattering processes. The regulated formula for the
total s-wave Sommerfeld enhanced annihilation cross
section derived from a self-consistent solution of the
Schrödinger equation is given for attractive forces by [81]
ðσvrelÞann ≃ ðσvrelÞann;0 ×
SðvrelÞ1þ vrel− ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiμ2σsc;04π − ðμ2ðσvrelÞann;04π Þ2q − i μ2ðσvrelÞann;04π ðTðvrelÞ þ iSðvrelÞÞ2 : ðB1Þ
In our work we approximate the Yukawa potential as the
Hulthén potential for which SðvrelÞ is given in Eq. (14) and
























Here, HðzÞ is the analytic continuation of the zth harmonic
number. For the tree-level annihilation cross section
ðσvrelÞann;0 in Eq. (B1) we take the sum over all tree-level
channels,
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FIG. 8. Self-scattering transfer cross sections vs mediator mass mϕ from numerical solutions of the Schrödinger equation [33,54,55]
(red and blue lines) compared to the ETHOS [24] fitting functions (black dashed lines). The particle model is fixed to mχ ¼ 1 TeV and
αχ ¼ 0.033. Left: A relative DM velocity v0 ¼ 10 km=s. Right: v0 ¼ 105 km=s. Top: Scattering with an attractive Yukawa potential
between particle-antiparticle (p-ap) (applies to vector and scalar mediators). Middle: Attractive particle-particle scattering (scalar
mediators). Bottom: Repulsive particle-particle scattering (vector mediators). The numerical solutions include the computation and
summation of phase shifts δl up to l ¼ 150 (left) and l ¼ 225 (right). The red curve corresponds to the computation of σT when
including quantum statistics and averaging dσ=dΩ over 1 − j cos θj, as suggested in Ref. [33]. Points to the left of the gray line are in the
regimemχv0 ≳mϕ where the blue and dashed black curves are expected to coincide. Deviation from the red line indicates the theoretical
bias of taking a classical approximation and averaging the scattering amplitude over 1 − cos θ [see Eq. (6)] instead of 1 − j cos θj.






as given in Eqs. (12) and (13). For the hard self-scattering





which can be obtained from the s-channel diagram of
nonrelativistic particle-antiparticle scattering. In our com-
putation of TðvrelÞ we drop the matching term fp → p0g,
since it is only relevant close to the high energy scale
p0 [81].
The regulated Hulthén potential solution as described
above comes with a subtlety discussed in the following.
The short range quantities ðσvrelÞann;0 and σsc;0 affect the
parametric resonance condition slightly when compared to
the unregulated solution SðvÞ. To avoid having to repeat-
edly find the precise numerical resonance condition of a
regulated solution when studying each single resonance in,
e.g., the parameter scan of Fig. 4, we decided throughout
this work to approximate σsc;0 ¼ μ4π ðσvrelÞ2ann;0 such that the
square root in the denominator of Eq. (B1) vanishes. In the
right panel of Fig. 9 it is demonstrated that this choice of
σsc;0 only shifts the parametric resonance condition back to
the known expression ϵϕ ¼ 6=ðn2π2Þ; however, the height
of the enhancement peak is practically unaffected. By
numerical evidence, we have further checked that
ðσvrelÞann is modified by at most about 10% for all
velocities in all the parameter regions we study.
Furthermore, we looked at the numerical solution with
the Yukawa potential and demonstrate in Fig. 9 that also in
this case only the resonance condition slightly deviates
from ϵϕ ¼ 6=ðn2π2Þ. It can be seen in all cases of the
regulated Hulthén potential solution that the maximal
enhancement respects the unitarity bound of s-wave anni-





where the reducedmass is here given by μ ¼ mχ=2. Naively,
the value of the Sommerfeld factor where it saturates can






This expression will be used in Appendix C to estimate the
saturation velocity of the Sommerfeld factor.
APPENDIX C: DERIVATION
OF ANALYTIC ESTIMATES
In Sec. C 1 we find approximate expressions of the
Sommerfeld enhancement that we then use to estimate
hσvrelix0 . The latter quantity is used in Sec. C 2 to find
analytical expressions for Γ, which finally allows us to
estimate the change in DM abundance due to reannihila-
tion. Based on these results we estimate the onset time of
reannihilation in Sec. C 3.
FIG. 9. Left: Comparison between various approximations of the s-wave Sommerfeld factor ðσvrelÞann=ðσvrelÞann;0 for a model with
αχ ¼ αl ¼ 0.1. The regulated Hulthén potential solution (red line) with σsc;0 ¼ ðμ=4πÞðσvrelÞ2ann;0 is compared to the unregulated
solution (blue line) on the parametric resonance point n ¼ 5. The black curve shows our instantaneous transitions estimate to the red
solid line, which respects the s-wave unitarity bound shown by the green line. For the remaining cases the exact resonance point is
slightly shifted from ϵϕ ¼ 6=ðnπÞ2 and n needs to be tuned to find maximal Sommerfeld enhancement: the regulated Hulthén potential
solution with σsc;0 ¼ 3α2χπ=ð4m2χÞ for n ¼ 5 (dashed red line) and n ¼ 5.004 (dotted red line); the numerical solution of the Schrödinger
equation with a Yukawa potential [104] for n ¼ 5 (blue dots) and n ¼ 4.9028 (orange dots). Right: Sommerfeld enhancement as a
function of ϵϕ. Same color coding as in the left panel, but only the first three entries and the unitarity bound are plotted. The inset panel is
a zoom-in around the fifth resonance, covering a 1% range in ϵϕ and 4 orders of magnitude range in ðσvrelÞann, showing the choice of
σsc;0 only shifts the resonance slightly while leaving the maximal enhancement unaffected.
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1. Sommerfeld enhanced annihilation on a resonance
In the following, we first estimate SðvÞ and then hσvrelix0
in the case where the parameter ϵϕ fulfills the resonance
condition. It can be recognized from the left panel of Fig. 9
that the Sommerfeld factor has regions where SðvÞ ∝ 1,
1=v, and 1=v2 and a region where it starts to saturate and
finally reaches a maximal value at low velocities. We
approximate the transitions between these different regions
as instantaneous transitions at the following transition
velocities:
















α2χðαχ þ αlÞ: ðC4Þ
We summarize this instantaneous description of S in
Table II and demonstrate in Fig. 9 that this approximation
(black line) matches well the numerical (red solid line)
solution within each definite scaling regime. We have
tested several on-resonant values of ϵϕ and found in all
the cases a similarly good result. The value of vsat can be
obtained by equating the values of S from the regime of
1=v2 scaling in Table II with Eq. (B7). For lower velocities
than vsat we consider that S follows the scaling of the
partial-wave unitarity bound, i.e., 1=v scaling. vmax is the









which can directly be obtained from Eq. (B1) with
σsc;0 ¼ μ4π ðσvrelÞ2ann;0, ignoring contributions from T and
taking the limit of v → 0.
A similar instantaneous transitions description will next
be used to estimate the temperature evolution of the
thermally averaged cross section hσvrelix0 defined in
Eq. (22). In the following we will drop the index x0 to
shorten the notation. hσvreli has a definite power-law
dependence on x0 ¼ mχ=Tχ at temperatures where one
particular scaling of SðvÞ dominates. In analogy to the




















and adjust the coefficients ci such that the approximation
coincides with the numerically obtained values of hσvreli
within each definite scaling regime. For x0 larger than x0max
we require that hσvreli=ðσvrelÞ0 ¼ Smax, which automati-





In Table II we summarize the instantaneous approximation
of hσvreli. In particular, we find that the instantaneous
approximation with c1=v ¼ 3, c1=v2 ¼ 3=2, and csat ¼ 1
matches well the numerical result of hσvreli within each
definite scaling regime. Next, we use this result to estimate
the size of Γ.
2. Estimating the maximal change
in the number density
In this appendix, we estimate the change in the relic
abundance due to reannihilation. The ratio between the
comoving DM abundances at kinetic decoupling (xkd) and
today (x0) can be obtained from the standard solution of the











Here, Γ is defined as in Eq. (19), but with the replacement
YðxÞ → YðxkdÞ. Note that the right-hand side is thus
independent of the evolution of YðxÞ. The aim is now to
further simplify this formal solution by approximating the
time integral. The dominant contribution is from the x
range where Γ is maximal. In the following, we first derive
simple power-law expressions of the maximal value of Γ
and second show how to approximate the time integration
in various cases.
TABLE II. Instantaneous approximation of the Sommerfeld
factor and hσvreli for an on-resonance s-wave annihilation.
v ∈ SðvÞ x0 ∈ hσvreli=ðσvrelÞ0
½∞; v1=v 1 ½0; x01=v 1





































½vmax; 0 Smax ½x0max;∞ Smax
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The usual order of chemical before kinetic decoupling
(xcd ≲ xkd) and kinetic decoupling before matter radiation
equality (xkd ≲ x0) to have an adequate structure formation
history implies the following time order: xcd≲xkd≲xeq≲x0,
where the subscripts label the SM photon temperature at
chemical decoupling, kinetic decoupling, matter-radiation
equality, and today, respectively. There are now several
options to align the times x1=v, x1=v2 , and xsat [set by
Eqs. (C6), (C7), and (C8) after converting x0 into x via
Eq. (24)] in between the fixed time order xcd≲xkd≲xeq≲x0.
It turns out that only five different cases (time alignments)
are relevant for us, and those are summarized as follows:
Case ≲xcd≲ ≲xkd≲ ≲xeq≲ ≲x0≲
1. x1=v x1=v2 xsat
x1=v ≲ x1=v2 xsat
2. x1=v x1=v2 xsat
x1=v ≲ x1=v2 xsat
3. x1=v x1=v2 ≲ xsat
x1=v ≲ x1=v2 ≲ xsat
4. x1=v x1=v2 xsat
x1=v x1=v2 xsat
5. x1=v x1=v2 ≲ xsat
x1=v x1=v2 xsat
The two options given in each case lead to the same
result in the final form of Γ as can be shown explicitly
(without proof here). In the first case, the Sommerfeld
enhancement saturates at later times than the age of the
Universe: x0 ≲ xsat. This implies that Γ reaches its maximal
value today. In all other cases shown in the table, the
maximal value is given at the time of saturation of the
Sommerfeld enhancement. In the second case, saturation
happens between matter-radiation equality and today while
in the third case saturation is before matter-radiation
equality. In the fourth and fifth cases, the Sommerfeld
enhancement becomes sizable at the first freeze-out as we
have x1=v ≲ xcd.
From here on we are always assuming that we are exactly
on a Sommerfeld resonance point. The maximal value of Γ
as a function of the free parameters in these five different
cases can be obtained as follows. We define xcd as the time
when Γ ¼ 1. Requiring YðxkdÞ to coincide with the value of
Y corresponding to the correct relic density, we can
determine xcd as a function of mχ only. For the mχ range
between 10 GeV and 40 TeV we find that xcd varies
approximately between 7 and 22. This variation is a
consequence of the fixed temperature ratio r at BBN
and the impact of the Sommerfeld effect on the first
freeze-out temperature for DM masses above the TeV
scale. At times later than xcd, the evolution of Γ in all
five cases directly follows from the entries of Table I and
the results of the previous section. For example, the
estimate of Γ1 is found to be
Γ1 ¼
ðgs= ffiffiffiffiffiffigeffp Þ0






































By inserting x1=v and x1=v2 into this expression and applying the same procedure to the second and third cases, we find the
maximum value of Γ is given by
Γ1;2;3 ¼
ðgs= ffiffiffiffiffiffigeffp Þsat



















for Tsatγ ≳ Teqγ ;
ðC13Þ
and in the last two cases where xcd ≳ x1=v we find
Γ4;5 ¼
ðgs= ffiffiffiffiffiffigeffp Þsat















for Tsatγ ≳ Teqγ :
ðC14Þ
The kinetic decoupling temperature in the equal charge case ðgχ ¼ glÞ and two species of l (particle and antiparticles) is
given by [27]



























































We now simplify the time integration of Γ to obtain the
change in DM abundance due to reannihilation. A simple
case is case 1 where x0 ≲ xsat. Γ takes the maximal value of













≃ 2 × Γ1: ðC18Þ
Inserting this result into Eq. (C11) and solving for mχ for
given mϕ we find the maximal DM changes that reanni-
hilation can cause. By setting the left-hand side of
Eq. (C11) to 1.01 and 1.1 (correspond to “max 1%” and
“max 10%” DM changes, respectively) we obtain the most
left parts of the red lines in Fig. 4. In practice, this equation
is solved numerically since we use tabulated values for xcd
and αχ , where the latter quantity is chosen such that YðxkdÞ
gives the correct relic density. Another simple case is case 5
where xsat ≲ xeq. Here, the maximum value of Γ is given by
the saturation temperature in the radiation dominated






















≈ Γ4½2þ logðTsatγ =Tmaxγ Þ: ðC19Þ





γ . The temperature ratio appearing in the latter
equation is a constant and is given by Tsatγ =Tmaxγ ≃ 34, which
can be seen by applying the definitions. The abundance ratio
has a power-law dependence on the parameters and corre-
sponds to the segments of the red lines in the top right part of
Fig. 4. For the intermediate regimes where saturation
happens close to today or to matter-radiation equality, a
simple power-law scaling cannot be found for capturing
accurately the transitions. These regimes are the regions in
Fig. 4 where the red curves start to bend in the logðmχÞ −
logðmϕÞ plane. The procedure to obtain the solution in these
regimes are still the same as in the simplest cases described
above; however, the expressions become lengthy and for
simplicity we do not show these cases here. Note that in all
the estimates of Γ shown here, we have neglected the minor
impact of the dark energy as well as the effect of nonlinear
structure formation, assuming our homogeneous DM den-
sity treatment is valid until today. To evaluate our estimates
the following values are used:
r0 ¼ 0.36; ðC20Þ
Teqγ ¼ 0.80 eV; ðC21Þ




p Þ0 ¼ 2.12: ðC23Þ
3. Redshift of reannihilation onset
In Sec. III A, we have defined the onset of reannihilation
as the redshift zrea where the comoving number density
changes first by 1% after kinetic decoupling. Using









where xrea ¼ mχT0γ ð1þzreaÞ. We are mainly interested in the case
where reannihilation happens between recombination and
today. It turns out that the relevant parameter region is where
xcd ≲ x1=v andΓ as a function of temperature can be obtained
from Γ1=2=3,

















( ð xx0Þ1=2 x≳ xeq;
ðxeqx0 Þ1=2 xxeq xeq ≳ x:
ðC25Þ


















≈ ΓðxreaÞ½2 − ðT0γ=Teqγ Þ1=2ð1þ zreaÞ1=2: ðC26Þ
Taking this approximation in Eq. (C24) and solving for fixed
zrea we obtain the green lines in Fig. 4. In the case where







Taking this approximation in Eq. (C24) and solving for zrea
we finally obtain Eq. (25).
In regions where reannihilation can only change the DM
abundances by less than 1%, zrea is no longer defined—in
Fig. 4 this is where the green lines stop. Note that we have
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implicitly assumed that the saturation temperature is much
lower than the reannihilation temperature. In the critical
region, where the saturation redshift approaches zrea this
approximation is no longer valid, and we indicate this by
the solid green curves changing into dashed green curves in
Fig. 4. Since the dashed region is outside the SIDM blue
band we do not investigate this case further, but we have
confirmed that our numerical code exactly reproduces our
estimates in its valid regime but starts to deviate when the
green lines become dashed.
APPENDIX D: STANDARD HUBBLE
EXPANSION RATE
The Hubble expansion rate as a function of the standard
energy densities is given by Eq. (53). When including
reannihilation we replace ρc by ρdark via Eq. (36), and when
studying decaying DM we replace ρc via Eq. (56). In all
cases, we take an effective neutrino massmν into account in
the time evolution of ρν. We introduce a single massive
eigenstate (minimum-mass normal hierarchy) such that the






























ey þ 1 ; ðD2Þ
with Iνð0Þ ¼ 7π2=120 and the default value of the CMB
temperature of today is T0γ ¼ 2.7255 0.0006 K [105].
We derive the photon energy density from the temperature
of today to be
Ωγh2 ¼ 2.4728 × 10−5; ðD3Þ
and other default parameters that we use, from Planck 2015
[1], are
mν ¼ 0.06 eV; ðD4Þ
Neff ¼ 3.046: ðD5Þ
Furthermore, we use the results of the Planck 2015
(TTþ lowP) analysis [1] where the relevant base param-
eters are constrained to be
Ωch2 ¼ 0.1197 0.0022; ðD6Þ
Ωbh2 ¼ 0.02222 0.00023; ðD7Þ
and the derived parameters from the same analysis are
given by
ΩΛ ¼ 0.685 0.013; ðD8Þ
h ¼ 0.6731 0.0096; ðD9Þ
z ¼ 1090.09 0.42; ðD10Þ
zdrag ¼ 1059.57 0.46: ðD11Þ
Using Eqs. (D3)–(D11) in Eqs. (49)–(52), we reproduce the
Planck 2015 reported values (given within the parentheses
below) of 100θ, rsðzÞ and rsðzdragÞ,
100θ ¼ 1.04103ð1.04105 0.00046Þ; ðD12Þ
rsðzÞ ¼ 144.625ð144.61 0.49Þ; ðD13Þ
rsðzdragÞ ¼ 147.34ð147.33 0.49Þ: ðD14Þ
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Chapter 5
Long-range interactions at finite
temperature
The number density equations introduced so far have been constructed from a classical on-
shell Boltzmann equation. All quantities entering the collision term describe the particle
interactions in an idealized way. The transition amplitudes of certain processes are com-
puted by means of standard QFT methods assuming the particle reactions are taking place
under perfect vacuum conditions. The phase-space densities in the Boltzmann formalism are
identical to the occupation densities of a noninteracting gas and the energy integration was
carried out by treating all particles as on-shell, with a trivial vacuum dispersion relation.
Thermal quantum field theory allows to describe interacting particle systems beyond this
idealized Boltzmann formalism. There is increasing interest in the application of thermal
field theory techniques to study temperature-dependent corrections to the annihilation and
production rates of dark matter in the early Universe. Especially the description of bound
states inside a hot and dense plasma background is an interesting topic, since bound-state
contributions can revive certain DM models by lifting the upper bound on the DM mass.
In this chapter, different approaches to describe models with attractive long-range inter-
action are compared. Section 5.1 first introduces a simplified model to study, which features
the main thermal effects. Section 5.2 and 5.3 is a literature review of existing approaches.
The main body of this thesis is presented in the article reprinted in section 5.4. Section 5.5
and 5.6 contain supplementary material to the article.
5.1 Simplified model
In the framework of thermal quantum field theory it is well known that gauge bosons like the
photon or gluon acquire inside a hot and dense QED or QCD plasma a temperature dependent
mass, called Debye mass, which screens the interaction between, e.g., fermionic particles in
the plasma (see, e.g., [108, 109]). This quasiparticle phenomena can not be explained within
the Boltzmann formalism. In analogy, the same effect would also occur if DM self-interacts
via a long-range force which is tightly coupled to, e.g., other charged particles potentially
present during the chemical decoupling process. Naively, the Debye mass contributes to the
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exponential screening of the Yukawa potential entering the two-body Schrödinger equation.
Strong screening can lead to the effect that bound states, contributing to the modification of
the DM overclosure bound in the Boltzmann framework, do not exist inside a medium.
The plasma effect as described above is only a simplified picture of the situation. There
are indeed other corrections which can contribute to the effective potential. The main part
of this thesis, which is the article reprinted in section 5.4, is about a systematic derivation
of i) an effective potential for a non-relativistic particle-antiparticle pair interacting via a
long-range force inside a hot and dense plasma environment and ii) a differential equation
describing the chemical non-equilibrium transition of DM including bound states and finite
temperature corrections.
To address both issues simultaneously, the authors work in the Keldysh-Schwinger non-
equilibrium formalism [110, 111]. In this formalism, the central objects are averaged expec-
tation values of time-ordered operator products along a closed time-path contour. The main
idea is to derive from the equation of motion of those abstract objects a more general num-
ber density equation for DM which allows to describe long-range force enhanced annihilation
and bound-state decay inside a hot and dense plasma environment. The closed time-path
formalism itself is introduced in the dedicated part “Real-time formalism prerequisites” in
the article reprinted in section 5.4. This introduction has been written by the author of this
thesis. In the following, the status of literature is reviewed (based on different methods) in
order to make a comparison and highlight the improvements achieved in section 5.4 later on.














F µνFµν . (5.1)
This model will be also adopted in the paper reprinted in section 5.4. Heavy fermionic dark
matter is denoted by χ, the long-range force is mediated by an abelian vector boson Aµ, and
light fermionic particles are denoted by ψ. All fermionic particles are of Dirac type. The
vector boson and the light fermionic particles build the dense relativistic plasma background
with temperature T . Inside this system, DM is assumed to be non-relativistic and sufficiently
dilute, i.e. T  Eχ ∼ mχ (as it is the case during the freeze-out process). A further property
valid at the freeze-out is that the energy density of DM is much smaller compared to the
background energy density. This simplifies the situation since one can neglect the impact of
DM on the environment and considers only DM placed in an environment which does not
depend on the DM subsystem.
The next two sections are a literature review on this subject. For comparison, results are
translated into the model given in Eq. (5.1).
5.2 Two-particle effective in-medium potential
The system described in previous section is physically similar to a heavy quark-antiquark pair
in a relativistic quark-gluon plasma produced in heavy ion collisions at colliders like the LHC.
The bound states of heavy quark-antiquarks, like the J/ψ (cc̄), can annihilate into, e.g., hard
dileptons. The latter can escape from the quark-gluon plasma and are then measured in the
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Fig. 4: The graphic illustrates the Wilson correlator CE to order g
2
χ. Solid lines represent DM or
Wilson lines and dots represent interacting “dark photon” correlators. Plot style resembles ref. [112].
detector. The amount of hard dileptons produced at a certain energy contains information
of the thermal modification of the heavy quark pairs inside the medium.
In 1986, it was predicted in ref. [113] that the production of J/ψ is suppressed in nuclear
collisions for certain energies due to the electric and colour Debye screening of the forces inside
the plasma environment. The computation of the effective potential is based on a thermal
two Polyakov loop (Wilson loop) correlator. However, it has been shown in the literature
[114–117] that the potential at asymptotically large distances fails to give an expected Debye-
screened potential (see also [112]).
In a seminal work by M. Laine et al. [112] in 2007, a static potential for heavy quark-
antiquark in a quark gluon plasma has been derived based on a four line Wilson loop5
correlator in Euclidean spacetime, given by
CE(τ, r) ≡ 〈W [(0, r); (τ, r)]W [(τ, r); (τ,0)]W [(τ,0); (0,0)]W [(0,0), (τ, r)]〉, (5.2)
where 〈...〉 ≡ Tr[ρ̂ (...)] denotes expectation value with density matrix ρ̂ ∝ e−βH and H is
the Hamiltonian of the system. The Euclidean Wilson line is given by6








The analytic continuation τ → it of the Euclidean correlator CE has a relation to another
Minkowski time correlator. The latter is the actual quantity, which has a direct connection
to the differential production rate of, e.g., di-muons (see [112]) from heavy quark pair annihi-
lation. Here, we are only interested in the evaluation of CE to extract the effective potential
between heavy quarks.
For comparison, the results of the original work in ref. [112] are here translated into the
simplified model considered in Eq. (5.1) and we have replaced gluons by “dark photon” Aµ,
heavy quarks by DM χ, light quarks by ψ and adjust colour factors etc. The leading order
term in the perturbative evaluation of Eq. (5.2) is of the order O(g2χ) since 〈1〉 = 1 and a
single insertion of Aµ has no contribution. All diagrams contributing at the leading order
5For introduction into Minkowski Wilson lines and their gauge invariance, see, e.g., [118].
6Euclidean coordinates and their Fourier transform follow the same convention as given in ref. [112].
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are shown in fig. 4. The dark photon two-point correlators are fully interacting and can be


















The sum over q̃0 indicates summation over bosonic Matsubara frequencies. P,Π and ξ are pro-
jectors, one-loop self-energies and gauge parameter, respectively. Since DM (heavy quarks)
are assumed to not influence the plasma, only the ψ particles (light quarks) contribute to the
one-loop self-energies. Now, the important observation made in ref. [112] is that the gauge
parameter ξ explicitly cancels out when summing over all contributions represented by the
diagrams in fig. 4, leading to a gauge independent result. To further simplify the result, the
self-energies are evaluated in the Hard Thermal Loop (HTL) approximation [119], which re-
sults in an effective theory for energies and momenta smaller compared to temperature. The
effective potential in Minkowski spacetime is defined as i∂tC(t, r) ≡ V (t, r)C(t, r), where C












The effective in-medium potential for particle-antiparticle DM shows a real constant en-
ergy shift, an attractive screened Yukawa potential and an imaginary part which is related
to Landau damping of a space-like dark photon inside the ψ plasma. The Debye screening
mass for the DM model is here given by m2D = g
2
ψT
2/3. The dimensionless function φ(x)
has limiting values φ(0) = 0 and φ(∞) = 1 and is monotonically increasing for increasing x.
This potential has also been reproduced in other works [120, 121] later on.
The imaginary part introduces a non-trivial prediction regarding the energy spectra of,
e.g., dilepton production from heavy quarkonium annihilation. The bound states inside a
plasma acquire a thermal width which would lead to a smearing of the energy spectra of
the dileptons. For high enough detector resolution this phenomena might be observable (see,
e.g., [112]). Moreover, the imaginary part leads also to the fact, that bound states do not
abruptly disappear from the two-particle spectrum for increasing temperature (as it would
be the case for Debye screened potential only) but rather leads to a continuous melting of
the bound-states poles [122].
5.3 Chemical equilibration rate
The effective in-medium potential introduced in the previous section determines the modi-
fication of the long-range force between heavy particles in a relativistic plasma background.
Now the question is considered, how to supplement the Boltzmann equation by the modified
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in-medium annihilation rate. This is by far a non-trivial question since the imaginary part,
which contributes to the potential, leads to “ill-defined” bound states due to the overlap
with the continuum (see spectral functions in, e.g., [122]). A related difficulty is that in the
heavy quark case it is assumed that they are in chemical equilibrium inside the quark gluon
plasma. To describe the DM freeze-out, however, one has to find a differential equation for
the number density which allows the DM to develop a finite chemical potential.
It has been argued in the literature that the standard Boltzmann equation for DM could
be replaced by the following one [123]:




n2η − (neqη )2
]
. (5.6)





where Ωchem is a transport coefficient and χη is the heavy DM number susceptibility, given
in the DM dilute limit by χη = βn
eq
η . The transport coefficient is related to a two-particle















Here, the results of ref. [123, 124] have been translated to s-wave annihilation of the model
considered in Eq. (5.1). The s-wave tree-level annihilation cross-section (σvrel)0 is a constant.
It has been shown that the spectral function is related to a certain two-particle Green’s
function by ρ(E) = 2= [i limr,r′→0G(0,0;E)|l=0], where the Green’s function value at the




+ E − V (2)(r)
]
G(r, r′;E) = 2iδ3(r− r′). (5.9)
Furthermore, it was found in [122] that the static potential V (2)(r) ≡ lim
t→∞
V (2)(t, r) is the
effective in-medium potential as introduced in the previous section. A nonperturbative so-
lution of Eq. (5.9) for a complex in-medium potential was developed in [122] which is based
on earlier findings, related to top quark pair production at the threshold [125].
All these results together set a new theoretical framework which allows to describe the
chemical evolution of DM beyond the standard on-shell Boltzmann equation. Various effects
of long-range forces can be taken into account within this formalism by only evaluating the
two-particle spectral function. First of all, the resummation of Coulomb divergent ladder
diagrams is taken into account by the non-perturbative solution of Eq. (5.9). This means
that the Sommerfeld effect, leading to an enhanced annihilation cross-section, is contained
in the solution of ρ(E). Second, if the mass of the mediator is lighter than the inverse Bohr
radius, the spectral function features a peak structure at certain negative energy values of E
(binding energy), representing the bound-state solutions. And finally, the formalism allows
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to simultaneously include thermal corrections to the spectrum. Various DM models were
found to be described within smaller modifications of this formalism [126–131].
It is mentioned that the formalism itself has limitations and is intrinsically only valid
for energies |E| smaller than temperature. This is a consequence of taking the HTL effec-
tive theory, which is only valid for energies and momenta (flowing inside the dark photon
propagator) smaller compared to temperature as mentioned in the previous section.
Moreover, when taking the vacuum limit (T → 0) in the effective potential V (2) one
might expect that one should recover the coupled system of Boltzmann equations, provided
in section 5.5. This seems somehow not to be the case if bound-state solutions exist in the
spectral function.7
Bound states contribute to the spectral function as delta peaks, e.g. the spectral function
is ∝ δ(E − EB) for a certain bound state in the vacuum limit. In the regime where the
binding energy |EB| of a bound state is larger compared to temperature, the annihilation
rate Γchem
2neqη





∝ β−3/2eβ|EB |. (5.10)
This shows that the rate increases exponentially for decreasing temperature (not expected
from the Boltzmann formalism). It might be due to the fact that the chemical equilibration
rate in Eq. (5.8) is derived starting from a linearised Langevin equation [123] and is then
inserted into the non-linear Boltzmann Eq. (5.6) “by hand”. The Langevin equation is a
classical equation and the connection to quantum correlators is made via the correspondence
principle (see pp. 199 in ref. [132]). It also has a noise term which is absent in the Boltzmann
equation.
In the article reprinted in the next section, the authors derive the differential equation
for the DM number density in a different way, starting from equation of motion of non-
equilibrium Green’s function.
7However, in the linear regime close the chemical equilibrium the equation resulting from the vacuum
limit is consistent.
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5.4 Publication: Dark matter Sommerfeld-enhanced
annihilation and bound-state decay at finite tem-
perature
Reprinted article with permission from the authors:
Tobias Binder, Laura Covi, and Kyohei Mukaida.
Physical Review D 98, 115023 (2018)
https://doi.org/10.1103/PhysRevD.98.115023
Copyright 2018 by the American Physical Society.
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computations, partially in parallel using different methods while other parts were developed
in strong collaboration. T. B. did all numerical computations as well as graphical illustrations
independently. T. B. pointed out the importance of the degree of ionization leading to a non-
trivial structure of the number density equation. Most of the article was written by T. B.
and K. M. . All authors discussed the interpretation of the results and contributed to the
revision of the manuscript.
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Dark matter Sommerfeld-enhanced annihilation
and bound-state decay at finite temperature
Tobias Binder,1,* Laura Covi,1,† and Kyohei Mukaida2,‡
1Institute for Theoretical Physics, Georg-August University Göttingen,
Friedrich-Hund-Platz 1, Göttingen, D-37077 Germany
2Deutsches Elektronen-Synchrotron (DESY), Notkestraße 85, Hamburg, D-22607 Germany
(Received 5 September 2018; published 17 December 2018)
Traditional computations of the dark matter (DM) relic abundance, for models where attractive self-
interactions are mediated by light force-carriers and bound states exist, rely on the solution of a coupled
system of classical on-shell Boltzmann equations. This idealized description misses important thermal
effects caused by the tight coupling among force-carriers and other charged relativistic species potentially
present during the chemical decoupling process. We develop for the first time a comprehensive ab initio
derivation for the description of DM long-range interactions in the presence of a hot and dense plasma
background directly from nonequilibrium quantum field theory. Our results clarify a few conceptional
aspects of the derivation and show that under certain conditions the finite temperature effects can lead to
sizable modifications of DM Sommerfeld-enhanced annihilation and bound-state decay rates. In particular,
the scattering and bound states get strongly mixed in the thermal plasma environment, representing a
characteristic difference from a pure vacuum theory computation. The main result of this work is a novel
differential equation for the DM number density, written down in a form which is manifestly independent
under the choice of what one would interpret as a bound or a scattering state at finite temperature. The
collision term, unifying the description of annihilation and bound-state decay, turns out to have in general a
nonquadratic dependence on the DM number density. This generalizes the form of the conventional
Lee-Weinberg equation which is typically adopted to describe the freeze-out process. We prove that our
number density equation is consistent with previous literature results under certain limits. In the limit of
vanishing finite temperature corrections our central equation is fully compatible with the classical on-shell
Boltzmann equation treatment. So far, finite temperature corrected annihilation rates for long-range force
systems have been estimated from a method relying on linear response theory. We prove consistency
between the latter and our method in the linear regime close to chemical equilibrium.
DOI: 10.1103/PhysRevD.98.115023
I. INTRODUCTION
The cosmological standard model successfully describes
the evolution of the large-scale structure of our Universe. It
requires the existence of a cold and collisionless matter
component, called dark matter (DM), which dominates
over the baryon content in the matter dominated era of our
Universe. The Planck satellite measurements of the cosmic
microwave background (CMB) temperature anisotropies
have nowadays determined the amount of dark matter
to an unprecedented precision, reaching the level of
subpercentage accuracy in the observational determination
of the abundance when combining CMB and external data
[1,2], e.g., measurements of the baryon acoustic oscillation.
Interestingly, astrophysical observation and structure
formation on subgalactic scales might point toward the
nature of dark matter as velocity-dependent self-interacting
elementary particles. On the one hand, observations of
galaxy cluster systems, where typical rotational velocities
are of the order v0 ∼ 1000 km=s, set the most stringent
bounds on the self-scattering cross section to be less than
σ=mDM ≲ 0.7ð0.1Þ cm2=g in the bullet cluster [3] (in order
to guarantee the production of elliptical halos [4,5]). On the
other hand, a DM self-scattering cross section of the order
σ=mDM ∼ 1 cm2=g on dwarf-galactic scales, where veloc-
ities are of the order v0 ∼ 30–100 km=s, would lead to a
compelling solution of the cusp-core and diversity problem
without strongly relying on uncertain assumptions of
modeling the barionic feedbacks in simulations. This
velocity dependence of the self-scattering cross section
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acts as a long-range force between the dark matter particles.
For a recent review on self-interacting DM, see [6].
Generically, long-range forces can lead to sizable mod-
ificationsof theDMtree-level annihilation cross section in the
regimewhere the annihilating particles are slow. For the most
appealing DM candidates, known as weakly interacting
massive particles (WIMP) dark matter [7–9], such that the
relic abundance in the early Universe is set by the thermal
freeze-out mechanism when the DM is nonrelativistic, these
effects can be sizable already at the time of chemical
decoupling. Then the inclusion of the long-range force
modification in the computation of the relic abundance is
necessary to reach the required level of the accuracy set by the
Planck precision measurement [1,2]. If the light mediators
induce an attractive force between the annihilating DM
particles, the total cross section is typically enhanced
[10,11]which is often referred to as the Sommerfeld enhance-
ment [12] or Sakharov enhancement [13]. Additionally, such
attractive forces can lead to the existence of DM bound-state
solutions [14–16]. This opens the possibility for conversion
processes between scattering and bound states via radiative
processes, influencing the evolution of the abundance of the
stable scattering states during the DM thermal history. DM
scenarioswithSommerfeld enhancementorwithboundstates
have been widely studied in the literature [17–59] and it has
been shown that the main effect of such corrections is to shift
in the parameter space the upper bounds on the DM mass,
otherwise the theoretically predicted DM density would be
too large (overclosure bound).
Classic WIMP candidates with large corrections via
Sommerfeld enhancement or bound states are particles
charged under the electroweak interactions, like the Wino
neutralino in supersymmetricmodels [60] or the first Kaluza-
Klein excitation of the gauge boson in models with extra
dimensions [61]. For the supersymmetric case it was realized
very early on by [10,11] that the Sommerfeld effect reduces
theWino density up to 30% and pushes themass of theWino
dark matter candidate to few TeVs in order to obtain the
correct relic density. These studies have later been extended
to the case of general components of the neutralino [29,30].
Similar and even stronger effects from the Sommerfeld
enhancement and bound states were found in the case of
coannihilation of theWIMP particle with charged or colored
states [31–41]. If the electroweakly charged dark matter is
sufficiently heavy, the Sommerfeld enhancement or the
presence of bound states due to the exchange of electroweak
gauge orHiggs bosons, see e.g., [42,43], are very generic as it
was shown e.g., in the minimal dark matter model [40,44]
and in Higgs portal models [45]. In these cases, long-range
force effects play an important role also for the indirect
detection limits [14,15,46–48] and especially for the Wino
the Sommerfeld enhancement has lead to the exclusion of
most parameter space [49–52]. Note that this effect can be
important alsowhen the dark matter is not itself aWIMP, but
it is produced byWIMP decay out of equilibrium, like in the
super-WIMP mechanism [62,63]. Indeed in such a scenario,
the DM inherits part of the energy density of the mother
particle and so any change in the latter freeze-out density is
directly transferred to the superweakly interacting DM and
can relax the BBN constraints on the mother particle [53].
While a lot of effort has been made to compute quantita-
tively the effects of a long-range force on theDM relic density
employing the classical Boltzmann equationmethod, it is still
unclear if that is a sufficient description. Indeed, considering
thepresence of a thermal plasma on the long-range force leads
on one side to a possible screening by the presence of a
thermal mass, or on the other to the issue if the coherence in
the (in principle infinite) ladder diagram exchanges between
the two slowly moving annihilating particles is guaranteed.
Moreover, from a conceptional point of view, there is yet no
consistent formulation in the existing literature of how to deal
with long-range forces at finite temperature, especially if the
dark matter is, or, enters an out-of-equilibrium state (already
the standard freeze-out scenario is a transition from chemical
equilibrium to out-of-chemical equilibrium). The main con-
cern of our work will be to clarify conceptional aspects of the
derivation and the solution of the number density equation for
DM particles with attractive long-range force interactions in
the presence of a hot and dense plasma background, starting
from first principles. From thebeginning,wework in the real-
time formalism, which has a smooth connection to generic
out-of-equilibrium phenomena.
The simplifiedDMsystemwewould like to describe in the
presence of a thermal environment is similar to heavy quarks
in a hot quark gluon plasma. For this setup it has been shown
that finite temperature effects can lead to a melting of the
heavy-quark bound states which influences, e.g., the anni-
hilation rate of the heavy quark pair into dilepton [64]. For
DM or heavy quark systems, the Sommerfeld enhancement
at finite temperature has been discussed in the literature,
where the chemical equilibration rate is (i) estimated from
linear response theory [37,65,66] and (ii) based on classical
rate arguments [67], is then inserted into the nonlinear
Boltzmann equation for the DM number density “by hand.”
Relying on those estimates, it has been shown that the
overclosure bound of the DM mass can be strongly affected
by the melting of bound states in a plasma environment
[55–57]. However, strictly speaking, the linear response
theory method is only applicable if the system is close to
chemical equilibrium. Indeed the computation has been done
in the imaginary-time formalism so far, capturing the physics
of thermal equilibrium. One of our goals is to obtain a more
general result directly from the real-time formalism, valid as
well for systems way out of equilibrium.
Most of the necessary basics of the real-time method we
use are provided in Sec. II as a short review of out-of-
equilibrium quantum field theory. Within this mathematical
framework, an exact expression for the DM number density
equation of our system is derived in Sec. III, where the
Sommerfeld-enhanced annihilation or decay rate at finite
temperature can be computed from a certain component of a
four-point correlation function. We derive the equation of
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motion for the four-point correlation function on the real-time
contour in Sec. IV which becomes in its truncated form a
Bethe-Salpeter type of equation. Since we close the correla-
tion functions hierarchy by truncation, the system of coupled
equationswe have to solve contains only termswithDM two-
and four-point functions. In Sec. V, we derive a simple
semianalytical solution of the four-point correlator under
certain assumptions valid for WIMP-like freeze-outs. Our
result does not rely on linear response theory and it is therefore
quite general applying also in case of large deviations from
chemical equilibrium. The limit of vanishing finite temper-
ature corrections is taken in Sec. VI, showing the consistency
between our general results and the classical Boltzmann
equation treatment. Here, we also compare to the linear
response theorymethodand clarify the assumptions needed to
reproduce those results. Our main numerical results for the
finite temperature case are given in Sec. VII, both for a gauge
theory and for a Yukawa potential, and discussed in detail in
Sec. VIII. Finally, we conclude in Sec. IX.
II. REAL-TIME FORMALISM PREREQUISITES
The generalization of quantum field theory on the
closed-time-path (CTP) contour, or real-time formalism,
is a mathematical method which allows one to describe the
dynamics of quantum systems out of equilibrium.
Prominent applications are systems on curved space-time
and/or systems having a finite temperature. In this work, we
assume that the equilibration of DM in the early Universe is
a fast process, and consequently, the initial memory effects
before the freeze-out process can be ignored. This leads to
the fact that the adiabatic assumption for such a system is
an excellent approximation, motivating us to take the
Keldysh-Schwinger prescription1 of the CTP contour, as
illustrated in Fig. 1. The time contour C in the Keldysh-
Schwinger prescription consists of two branches denoted
by τþ and τ−. The upper time contour τþ ranges from the
initial time ti ¼ −∞ to t ¼ ∞while the lower contour τ− is
considered to go from ∞ back to −∞. Therefore, times on
the τ− branch are said to be always later compared to the
times on τþ. The time ordering of operator products on C






where the sum is over all the permutations P of the set of
operators Oi and FðpÞ is the number of permutations of
fermionic operators. The unit step function and the delta




θðt1 − t2Þ if t1; t2 ∈ τþ
θðt2 − t1Þ if t1; t2 ∈ τ−
1 if t1 ∈ τ−; t2 ∈ τþ
0 if t1 ∈ τþ; t2 ∈ τ−
¼̂

θðt1 − t2Þ 0





δðt1 − t2Þ 0
0 −δðt1 − t2Þ

: ð2:2Þ
Correlation functions, i.e., contour C-ordered operator prod-
ucts averaged over all states where the weight is the density
matrix of the system denoted by ρ̂, are defined by
hTCOðx1; x2;…; xnÞi≡ Tr½ρ̂TCOðx1; x2;…; xnÞ: ð2:3Þ
Let us introduce commonly used notations and properties of
two-point correlation functions of fermionic or bosonic
operator pairs relevant for this work. Because of the two-
time structure, there are four possibilities to align the times x0
and y0 on C and hence four different components of a general
two-point function denoted by Gðx; yÞ, where in matrix
notation it can be written as
Gðx; yÞ≡ hTCψðxÞψ†ðyÞi
¼ θCðx0; y0ÞhψðxÞψ†ðyÞi ∓ θCðy0; x0Þhψ†ðyÞψðxÞi
¼̂

Gþþðx; yÞ Gþ−ðx; yÞ
G−þðx; yÞ G−−ðx; yÞ

: ð2:4Þ
FIG. 1. Keldysh-Schwinger approximation of the closed-time-
path contour C, consisting of two time branches τþ and τ−.
1In ordinary QFT the initial vacuum state Ω appearing in
correlation functions hΩjinT½Oðx;…ÞjΩiin is equivalent up to a
phase to the final vacuum state. For this special situation the
operators are ordered along the “flat” time axis ranging from
tin ¼ −∞ to tout ¼ ∞. By means of Lehmann-Symanzik-Zim-
mermann (LSZ) reduction formula it is then possible to relate
correlation functions to the S matrix and compute cross sections.
This in-out formalism breaks down once, e.g., the initial vacuum
is not equivalent to the final state vacuum. An expanding
background or external sources can introduce such a time
dependence. In our work, there are mainly two sources of
breaking the time translation invariance. First, since we have a
thermal population, we consider traces of time-ordered operator
products, where the trace is taken over all possible states. The
many particle states are in general time dependent. Second, we
have a density matrix next to the time ordering. The CTP, or, in-in
formalism we adopt in this work can be, pragmatically speaking,
seen as just a mathematical way of how to deal with such more
general expectation values. The Keldysh description of the CTP
contour applies if initial correlations can be neglected and we
refer for a more detailed discussion and limitation to [68].
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Here, Gσxσy means x0 ∈ τσx and y0 ∈ τσy with σi ¼  for
i ¼ x, y and the four different components of Gðx; yÞ are
defined as
G−þðx; yÞ≡ hψðxÞψ†ðyÞi; ð2:5Þ
Gþ−ðx; yÞ≡ ∓ hψ†ðyÞψðxÞi; ð2:6Þ
Gþþðx; yÞ≡ θðx0 − y0ÞG−þðx; yÞ þ θðy0 − x0ÞGþ−ðx; yÞ;
ð2:7Þ
G−−ðx; yÞ≡ θðx0 − y0ÞGþ−ðx; yÞ þ θðy0 − x0ÞG−þðx; yÞ;
ð2:8Þ
where −ðþÞ on the r.h.s. of the second line applies for
fermionic (bosonic) field operators. From these definitions
one can recognize that not all components are independent,
namely the following relation holds:
Gþþðx; yÞ þ G−−ðx; yÞ ¼ Gþ−ðx; yÞ þ G−þðx; yÞ: ð2:9Þ
Furthermore, let us introduce retarded and advanced corre-
lators defined by
GRðx; yÞ≡ θðx0 − y0Þ½G−þðx; yÞ − Gþ−ðx; yÞ
¼ Gþþðx; yÞ −Gþ−ðx; yÞ
¼ −G−−ðx; yÞ þ G−þðx; yÞ; ð2:10Þ
GAðx; yÞ≡ −θðy0 − x0Þ½G−þðx; yÞ −Gþ−ðx; yÞ
¼ Gþþðx; yÞ − G−þðx; yÞ
¼ −G−−ðx; yÞ þ Gþ−ðx; yÞ; ð2:11Þ
as well as the spectral function given by
Gρðx; yÞ≡ GRðx; yÞ − GAðx; yÞ ¼ G−þðx; yÞ − Gþ−ðx; yÞ:
ð2:12Þ
From these definitionswe canderive further useful properties:
GAðx; yÞ ¼ −½GRðy; xÞ†;
Gþ−ðx; yÞ ¼ ½Gþ−ðy; xÞ†;
G−þðx; yÞ ¼ ½G−þðy; xÞ†: ð2:13Þ
In the case of free (unperturbed) propagatorsG0, the following
semigroup property holds:
GR0 ðx; yÞ ¼
Z
d3zGR0 ðx; zÞGR0 ðz; yÞ; for tx > tz > ty:
ð2:14Þ
This equality can be verified by noticing that for those time
configurations the correlators are proportional to on-shell
plane waves in Fourier space. Note that there is no time
integration in the above equation. Together with the relations
in Eq. (2.13) further semigroup properties can be derived and
all important ones are summarized for the use in subsequent
sections in Appendix A.
As an example, the time integration over the Schwinger-





































d4zðAþþðx; zÞBþþðz; yÞ − Aþ−ðx; zÞB−þðz; yÞÞ: ð2:15Þ
Equation (2.15) is called a Lagereth rule and it is straightforward to work out similar rules for, e.g., different components or
double integrations of higher-order products of Keldysh-Schwinger correlators as they will appear later in this work. Let us
move on and define Wigner coordinates according to
T ¼ ðx0 þ y0Þ=2; t ¼ x0 − y0; ð2:16Þ
R ¼ ðxþ yÞ=2; r ¼ x − y: ð2:17Þ
In the second line all variables are 3-vectors. The Wigner-transformed correlators are defined as
G̃ðt; r;R; TÞ≡GðT þ t=2;Rþ r=2; T − t=2;R − r=2Þ
¼ Gðx0x; y0yÞ: ð2:18Þ
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In all computations, the tilde will be dropped such that we can write for the Fourier transformation of Gðx; yÞ:
Gðω;p;R; TÞ ¼
Z
dtd3reiðωt−p·rÞGðt; r;R; TÞ: ð2:19Þ
One of the great advantages of separating microscopic (t, r) and macroscopic (T, R) variables according to the Wigner
transformation is that Fourier transformations of integral expressions can be considerably simplified by using the gradient
expansion. For example, Eq. (2.15) in Fourier space can be written as
Cþþðω;p;R; TÞ ¼ Aþþðω;p;R; TÞGABBþþðω;p;R; TÞ − Aþ−ðω;p;R; TÞGABB−þðω;p;R; TÞ
≃ Aþþðω;p;R; TÞBþþðω;p;R; TÞ − Aþ−ðω;p;R; TÞB−þðω;p;R; TÞ; ð2:20Þ
GAB ≡ e−ið∂AT∂Bω−∂Aω∂BT−∇AR·∇Bpþ∇Ap ·∇BRÞ=2 ≃ 1: ð2:21Þ
Throughout this work, such exponentials containing deriv-
atives are alwaysapproximatedas in the last line, defining the
leading order term of the gradient expansion. For homo-
geneous and isotropic systems the correlators do not depend
on R and thus for the spatial part the leading order term is
exact. For a discussion of the validity of the leading order
term of the temporal part we refer to [69]. Let us emphasize
here, that for typical DM scenarios the leading order term is
always assumed to be a very good approximation.
Next, important properties of two-point correlators in
thermal equilibrium are provided. Under this assumption,
different components of correlators become related which
are otherwise independent. For a system being in equilib-
rium (here we consider kinetic as well as chemical
equilibrium), the density matrix takes the form
ρ̂ ∝ e−βH; ð2:22Þ
whereH is the Hamiltonian of the system and β factor is the
inverse temperature T of the system. The density matrix in
thermal equilibrium can be formally seen as a time evolution
operator, where the inverse temperature is regarded as an
evolution in the imaginary time direction. Making use of the
cyclic property of the trace it can be shown that under the
assumption of equilibrium the components are related via
G−þðx0 − y0Þ ¼∓ Gþ−ðx0 − y0 þ iβÞ: ð2:23Þ
This important property is called the Kubo-Martin-
Schwinger (KMS) relation, where − (þ) applies for two-
point correlators of fermionic (bosonic) operators.
Furthermore, in equilibrium the correlators should depend
only on the difference of the time variables due to time
translation invariance. Consequently, the KMS condition in
Fourier space reads
G−þðω;pÞ ¼ ∓eβωGþ−ðω;pÞ: ð2:24Þ
From this condition, various equilibrium relations follow:
Gþ−ðω;pÞ ¼∓nF=BðωÞGρðω;pÞ;
G−þðω;pÞ ¼ ½1 ∓ nF=BðωÞGρðω;pÞ; ð2:25Þ










where the Fermi-Dirac or Bose-Einstein phase-space den-
sities are given by nF=BðωÞ ¼ 1=ðeβω  1Þ. Thus in equilib-
rium, all correlator components can be calculated from the
retarded/advanced components, where the spectral function
Gρ is related to those via Eq. (2.12).
General out-of-equilibrium observables, like the dynamic
of the number density or spectral information of the system,
can be directly inferred from the equation of motions (EoM)
of the corresponding correlators. Throughout this work, we
derive the correlator EoM from the invariance principle of
the path integral measure under infinitesimal perturbations of
the fields. The equivalence of CTP correlators and the path











and the action on the CPT contour is S ¼ Rx∈C LðxÞ.
μ collectively represents the fields, and ρ stands for a state
that could be either pure or mixed, as in Eq. (2.3). The
second integral in Eq. (2.27) is a path integral with a
boundary condition of μi at the initial time ti that we take
to−∞ in the Schwinger-Keldysh prescription of the contour,
and the first one takes the average of μi with the weight of
ρðμiÞ. Now, to derive the EoM for two-point correlators, let
us consider an infinitesimal perturbation O0† ¼ O† þ ϵ,
satisfying ϵðtiÞ ¼ 0. By relying on the measure-invariance
principle under this transformation, one obtains the EoM of
the two-point correlators from





















where δL represents a derivative acting from the left. The
same procedure can be applied to the case ofO, as well as for
deriving the EoM of higher correlation functions. The
relation between the abstract EoM of correlators and differ-
ential equations for observables will be part of the next
section. In general, a correlator EoM depends on higher and
lower correlators which is called the Martin-Schwinger
hierarchy. For systems where the coupling expansion is
appropriate, it might be sufficient to work in the one-particle
self-energy approximation, where the EoM are closed in
terms of two-point functions, and the kinetic equations can
systematically be obtained by expanding the DM self-energy
perturbatively in the coupling constant. The kinetic equa-
tions of two-point functions in the self-energy approximation
are also known as the Kadanoff-Baym equations. For
example, at next-to-leading order (NLO) in the self-energy
expansion of the two-point correlators the standard
Boltzmann equation is recovered.
Finite temperature corrections to nonperturbative systems,
e.g., Sommerfeld-enhancedDMannihilations or bound-state
decays, where a subclass of higher-order diagrams becomes
comparable to the leading order (LO) in vacuum, are less
understood in the CTP formalism. The strategy in the next
sectionwill be to address this issue by going beyond the one-
particle self-energy approximation [69]. More precisely, we
derive the exact Martin-Schwinger hierarchy of our particle
setup in the CTP formalism by using Eq. (2.29) and truncate
the hierarchy at the six-point function level. The system of
equations is then closed with respect to two- and four-point
functions. This approach allows us to account for the
resummation of the Coulomb diagrams and their finite
temperature corrections at the same time. Furthermore, we
show how to extract the DM number density equation from
the EoM of two-point functions and that it depends on the
four-point correlator. The complication is that the differential
equation of the four-point correlator is coupled to the two-
point correlator and in subsequent sections we solve this
coupled systems of equations.
III. EQUATIONS OF MOTION IN
REAL-TIME FORMALISM FOR
NONRELATIVISTIC PARTICLES IN A
RELATIVISTIC PLASMA ENVIRONMENT
Throughout this paper, we consider the following min-
imal scenario capturing important effects to study long-
range force enhanced DM annihilations and bound states
under the influence of a hot and dense plasma environment:





The particles of the equilibrated plasma environment with
temperature T are the Abelian mediators Aμ and the light
fermionic particles ψ with mass m ≪ T. Fermionic DM χ
is assumed to be nonrelativistic, i.e., M ≫ T. All fer-
mionic particles are considered to be of Dirac type. We
assume the mediator to be massless; however, we provide
the final results also for the case of a massive Aμ with
mass mV ≪ M.
Let us illustrate how we can get the DM nonrelativistic
effective action in the thermal medium of light particles. It
is obtained in two steps. First, hard modes of p≳M are
integrated out. In this limit, the DM four-component spinor
χ splits into two parts, a term for the particle denoted by the
two-component spinor η and a term for the antiparticle
denoted by ξ. Second, we assume that DM does not
influence the plasma environment during the freeze-out
process. This is typically the case since the DM energy
densities are smaller than that of light particles at this
epoch. And thus, we may also integrate out the plasma
fields by assuming they remain in thermal equilibrium. The
resulting effective action on the CTP contour for particle η

























Dark matter long-range force interactions are encoded in
the first term of the interactions in Eq. (3.2). This term
includes the current and the full two-point correlator of the
electric potential on the CTP contour which are defined by
JðxÞ≡ η†ðxÞηðxÞ þ ξ†ðxÞξðxÞ;
Dðx; yÞ≡ hTCA0ðxÞA0ðyÞi; ð3:3Þ
respectively. The last term in Eq. (3.2) describes the











with the fine-structure constant being αi ≡ g2i =4π, and
summation over the spin indices are implicit. Γs is shown
in the matrix representation of the CTP formalism; see e.g.,
Eq. (2.4) in previous section. Hence the delta functions on
the right-hand side are defined on the usual real-time axis.
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Similar to the vacuum theory, the annihilation part Γs can
be computed by cutting the box diagram (containing two
Aμ) and the vacuum polarization diagram (containing one
Aμ and a loop of light fermions ψ), where now all
propagators are defined on the CPT contour. Finite temper-
ature corrections to these hard processes in Γs are
neglected2 and for a derivation we refer to Appendix B.
In our effective action Eq. (3.2), we have discarded
higher order terms in ∇=M (like magnetic interactions) and
also interactions with ultrasoft gauge bosons,3 since we
focus on threshold singularities of annihilations at the
leading order in the coupling gχ and the velocity ∇=M.
Furthermore, our effective field theory is non-Hermitian
because we have integrated out (or traced out) hard and
thermal degrees of freedom (d.o.f.). The first source of non-
Hermite nature is the annihilation term which originates
from the integration of hard d.o.f. A similar term would
also be present in vacuum [10,11,46] and belongs to the ++
component of Γ. Thus, as a first result we have generalized
the annihilation term towards the CTP contour. Another
one stems from the gauge boson propagatorD that encodes
interactions with the thermal plasma. While the annihila-
tion term containing Γs in our action breaks the number
conservation of DM, the interaction term containing D can
not. From this observation, one may anticipate that the non-
Hermitian potential contributions of the gauge boson
propagator never lead to a violation of the DM particle
or antiparticle number conservation. Later, we will show
this property directly from the EoM, respecting the global
symmetries of our action.
In the next sections we proceed as in the following. First,
we compute the finite temperature one-loop corrections
contained in the potential term D explicitly. Since the
number density of DM becomes Boltzmann suppressed in
the nonrelativistic regime of the freeze-out process, the
dominant thermal loop contributions arise from the rela-
tivistic species ψ . This implies that we can solve for D
independently of the DM system since we assume
DM does not modify the property of the plasma. The
correction terms for the DM self-interactions are screening
effects on the electric potential, as well as imaginary
contributions arising from soft DM-ψ scatterings, derived
and discussed in detail in Sec. III A. Second, in Sec. III B
the kinetic equations for the DM correlators are derived. We
show how to extract from these equations the number
density equation, including finite temperature corrected
processes for the negative energy spectrum (bound-state
decays) as well as for the positive energy contribution
(Sommerfeld-enhanced annihilation) in one single
equation.
A. Thermal corrections to potential term
In this section, we briefly summarize how the electric
component of the mediator propagator D gets modified
by the thermal presence of ultrarelativistic ψ fields. The
plasma environment is regarded to be perturbative and in
theone-particle self-energy frameworkwe canwrite down the







Πμνðx; yÞ ¼ ð−iÞg2ψð−1ÞTr½γμSðx; yÞγνSðy; xÞ; ð3:6Þ
where Sðx; yÞ≡ hTCψðxÞψ̄ðyÞi0 are unperturbed ψ
correlators. Aμ and ψ are assumed to be in equilibrium and
thus, according to the discussion in Sec. II, we only need to
compute the retarded/advanced propagators. From those, we
can construct all other components by using the KMS
condition. The Dyson equation for retarded (advanced)
mediator-correlator can be obtained by subtracting the þ −
ð−þÞ component of Eq. (3.5) from theþþ component of the
same equation. In momentum space this results in
DR=Aμν ¼ ðDR=Aμν Þ0 − iðDR=Aμα Þ0ΠαβR=ADR=Aβν ; ð3:7Þ
where the mediator’s retarded self-energy is defined as






− Tr½γμSþ−ðK − PÞγνS−þðKÞÞ: ð3:8Þ
A sketch of efficiently calculating the thermal one-loop
Eq. (3.8) is provided in Appendix C. In the computation
we utilize thehard thermal loop (HTL) approximation [71] to
2Assuming free plasma field correlators in the computation of
Γs is a good approximation since the energy scale of the hard
process is ∼M which is much larger for nonrelativistic particles
than typical finite temperature corrections being of the order
∼gψT. Consequently, the dominant thermal corrections should be
in the modification of the long-range force correlator D, where
the typical DM momentum-exchange scale enters which is much
lower compared to the annihilation scale.
3To fully study the out-of-equilibrium dynamics of the bound-
state formation [21,22,42,70] at late times of the freeze-out
process, it is necessary to include emission and absorption via
ultrasoft gauge bosons, e.g., via an electric dipole operator. We
drop for simplicity ultrasoft contributions and discuss in detail the
limitation of our approach later in this work; see Sec. VI. Note
here that at high enough temperature those processes are typically
efficient, leading just to the ionization equilibrium among
bounded and scattering states. As long as ionization equilibrium
is maintained, the effective action we use is sufficient enough to
describe Sommerfeld enhanced annihilation and bound-state
decay at finite temperature. To estimate the time when the
ionization equilibrium is violated concretely, we have to take
into account these processes in the thermal plasma, which will be
presented elsewhere. In vacuum, ionization equilibrium starts to
become violated when the decay width of the lowest bound state
exceeds the ionization rate.
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extract leading thermal corrections.4 In the HTL approxi-
mation we are allowed to resum the self-energy contri-
butions of the retarded/advanced component and the result
is gauge independent. We work in the noncovariant
Coulomb gauge which is known to be fine at finite
temperature since Lorentz invariance is anyway broken
by the plasma temperature. We find for the dressed
longitudinal component μ ¼ ν ¼ 0 of the mediator propa-
gator in the HTL resummed self-energy approximation and
in the Coulomb gauge the following:
DR;Aðω;pÞ ¼ −i
















where we introduced the Debye screening mass
m2D ¼ g2ψT2=3. One can recognize that there is correction
to the real part of the mediator propagator as well as a
branch cut for spacelike exchange. Using the equilibrium

































The static Dþþ component is of special importance for
describing DM long-range interactions in a plasma envi-
ronment as we will see later in this work. The first term in
Eqs. (3.11) and (3.12) will result in a screened Yukawa
potential after Fourier transformation while the second
terms will lead to purely imaginary contributions.
Physically, the latter part originates from the scattering
of the photon with plasma fermions, leading to a damping
rate [72]. Indeed in the quasiparticle picture, the mediator
has a limited propagation time within the plasma, which
limits as well the coherence of the mediator exchange
processes. For what regards the DM particles, this term
will later give rise to DM-ψ scattering with zero energy
transfer, leading also to a thermal width for the DM states.
In the following sections, we try to keep generality and
work in most of the computations with the unspecified
form Dðx; yÞ and take just at the very end the static and
HTL limit. Let us finally remark that the simple form of
Eq. (3.12) allows us to achieve semianalytical results for
the DM annihilation or decay rates in the presence of a
thermal environment.
B. Exact DM number density equation from
correlator equation of motion
The main purpose of this section is to derive the equation
for the DM number density directly from the exact EoM of
our nonrelativistic action. Defining the DM particle and
antiparticle correlators as
Gηðx; yÞ≡ hTCηðxÞη†ðyÞi; ð3:13Þ
Gξðx; yÞ≡ hTCξðxÞξ†ðyÞi; ð3:14Þ
we derive respective EoM from the path-integral formal-
ism, as briefly explained at the end of Sec. II, for the






























4Let us briefly summarize here the assumptions of the HTL
approximation. First, we drop all vacuum contributions and only
keep temperature dependent parts. Second, we assume the external
energy P0 and momentum p to be much smaller than typical loop
momentum k which is of the order temperature (see Appendix C).
The discussion of the validity of the HTL approximation depends
on where the dressed mediator correlator is attached to. One can
not naively argue for the case where one would attach it to the DM
correlator that the external momentum p is the DM momentum
which is of course much larger than temperature, thus invalidating
the HTL approximation by this argumentation. For example, in our
case the dressed mediator correlator enters the DM single-particle
self-energy (see Fig. 2 and Sec. V C) and the dominant energy and
momentum region in the loop diagram is where HTL effective
theory is valid.
































The anticipated structure in Eqs. (3.15)–(3.18) shows the
dependence of the two-point correlators on higher corre-
lation functions. Here, the curly brackets stand for the
summation over the spin indices and J is the current as
already introduced in Eq. (3.3). It might be helpful to
mention that we used a special property of two-point
functions of Hermitian bosonic field operators: Dðx; yÞ ¼
Dðy; xÞ. This exact property can be verified directly from
the definition in Eq. (3.3).
In the following, the number density equation of particle
and antiparticle DM is derived from this set of differential
equations. First of all, we would like to clarify what is the
number density in terms of fields appearing in SNR in
Eq. (3.2). For this purpose, let us switch off the annihilation
term Γs → 0 in SNR and seek for conserved quantities. In
this limit, the theory has the following global symmetries:
η ↦ eiθηη and ξ ↦ e−iθξξ. The associated Noether currents















The thermal-averaged zeroth component is the number
density and the average over spatial component results in
the current density. We obtain the differential equation for
the two DM currents directly from the two-point function
EoM, by subtracting Eqs. (3.16) from Eqs. (3.15) and
Eqs. (3.18) from Eqs. (3.17), and by taking the spin-trace
and the limit y → x. For the particle DM, we obtain as an
intermediate result after all these steps:
i∂μhJμηi ¼ −

















½Γsðx; zÞhTCfηðzÞξ†ðzÞgfξðxÞη†ðyÞgi − Γsðz; yÞhTCfηðxÞξ†ðyÞgfξðzÞη†ðzÞgiy→x: ð3:20Þ
The trace and the curly brackets indicate the summation
over the spin indices. It is important to note that the first line
in the second equality cancels out, even in the case of a
fully interacting correlator D including finite temperature
corrections. Thus, we confirm from the EoM that, e.g., non-
Hermitian potential corrections arising from soft thermal
DM-ψ scatterings in the HTL approximation of D [see
Eq. (3.11)], never violate the current conservation of each
individual DM species. For a homogeneous and isotropic
system (vanishing divergence of current density) this would
mean that the individual number densities of particles and
antiparticles do not change by self-scattering processes, real
physical DM-ψ scatterings, soft DM-ψ scatterings or other
finite temperature corrections leading to potential contri-
butions in D.
It can be recognized, that the current conservation is only
violated by the annihilation term Γs in the last line in
Eq. (3.20), since this contribution does not cancel to zero.
This term can be simplified by using Eq. (3.4) and by fixing
the time component x0 to either τþ or τ−. We have explicitly
checked that both choices of x0 lead to the same final result.
With the definition of the four-point correlator on the
closed-time-path contour
Gηξ;sðx; y; z; wÞ≡ hTCηiðxÞξ†i ðyÞξjðwÞη†jðzÞi; ð3:21Þ
we obtain our final form of the current equations:








Gþþ−−ηξ;s ðx; x; x; xÞ: ð3:23Þ
The current conservation is only violated by contributions
coming from Γs. This is consistent with the expectations
from the symmetry properties of the actionwhen annihilation
is turned on. Namely, only a linear combination of both
global transformations leaves the action invariant which
leads to the conservation of ∂μðJμη − JμξÞ ¼ 0, which is
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nothing but the DM asymmetry current conservation. The
conservation of the totalDMnumber density, ∂μðJμη þ JμξÞ, is
violated by the annihilation term.
Before we discuss the four-point correlator appearing in
Eqs. (3.22) and (3.23) in detail, let us now assume a
Friedman-Robertson-Walker universe and make the con-
nection to the Boltzmann equation for the number density
that is typically adopted in the literature when calculating
the thermal history of the dark matter particles. First, the
spatial divergence on the left-hand side of the current
Eqs. (3.22) and (3.23) vanishes due to homogeneity and
isotropy. Second, the adiabatic expansion of the back-
ground introduces a Hubble expansion termH. Third, it can
be seen from the sign of the right-hand side of the current
equations that only a DM loss term occurs. The production
term is missing because we have assumed a priori, when
deriving the nonrelativistic action, that the DM mass is
much larger than the thermal plasma temperature. Within
this mass-to-infinity limit the DM production term is set to
zero in the computation of the annihilation term Γs and not
expected to occur. Let us therefore add on the r.h.s. of the
current equations a posteriori the production term of
the DM via the assumption of detailed balance, resulting
in the more familiar number density equations:
_nη þ 3Hnη
¼ −2ðσvrelÞ½Gþþ−−ηξ;s ðx; x; x; xÞ − Gþþ−−ηξ;s ðx; x; x; xÞjeq;
ð3:24Þ
_nξ þ 3Hnξ
¼ −2ðσvrelÞ½Gþþ−−ηξ;s ðx; x; x; xÞ − Gþþ−−ηξ;s ðx; x; x; xÞjeq:
ð3:25Þ
The tree-level s-wave annihilation cross section of our
systemwas defined as ðσvrelÞ ¼ πðα2χ þ αχαψÞ=M2 and jeq in
the last term means the evaluation at thermal equilibrium.
Note that in the CTP formalism a cross section strictly
speaking does not exist. The reason why this result is equal
to the vacuum computation is because we computed the
annihilation part Γs at the leading order, where it is expected
that zero and finite temperature results should coincide. The
correlation function Gþþ−−ηξ;s however is fully interacting. We
summarizewith two concluding remarks on our main results:
(i) Sommerfeld-enhancement factorat finite temperature:
One of our findings is that the Sommerfeld factor
is contained in a certain component of the interacting
four-point correlation function, namely Gþþ−−ηξ;s . This
result is valid for a generic out-of-equilibrium state of
the dark matter system. The remaining task is to find a
solution for this four-point correlator. As we will see
later, the solution can be obtained from the Bethe-
Salpeter equation on the CTP contour, derived in
the next section. For example, expanding the
Bethe-Salpeter equation to zeroth order in the DM
self-interactions 2Gþþ−−ηξ;s ðx;x;x;xÞ≃−2Gþ−η ðx;xÞ×
Gþ−ξ ðx;xÞ¼nηnξ and inserting this into Eqs. (3.24)
and (3.25)would result in awell-known expression for
the number density equation of the DM particles with
velocity-independent annihilation.Aswewill see later,
higher terms in the interaction or a fully nonperturba-
tive solution contain the finite temperature corrected
negative and positive energy spectrum. In otherwords,
Gþþ−−ηξ;s contains both, the bound-state and scattering
state contributions at the same time and at finite
temperature they turn out to be not separable as it is
sometimes done invacuum computations. Bound state
contributions will automatically change the cross
section into a decay width and thus, nη appearing on
the l.h.s. of Eq. (3.24) is the total number of η particles
including the ones in the bound states and similar
interpretation for the antiparticle ξ.
(ii) Particle number conservation: In Sec. III A, we have
seen that the thermal corrections to the mediator
propagator D can contain, next to the real Debye
mass, an imaginary contribution. It was shown that
these non-Hermitian corrections to the potential never
violate the particle number conservation due to the
exact cancellation of the second line in Eq. (3.20).
This was expected from the beginning, since, when
switching off the annihilation Γs → 0, the nonrela-
tivistic action in Eq. (3.2) has two global symmetries
η ↦ eiθηη and ξ ↦ e−iθξξ. The conserved quantities
are the particle and antiparticle currents in Eqs. (3.22)
and (3.23) in the limit Γs → 0 (vanishing r.h.s.).
When annihilation is included, the nonrelativistic
action is only invariant if both global transformations
are performed at the same time, resulting in the
conserved asymmetry current Jη − Jξ. We conclude
that thermal corrections can never violate these
symmetries, even not at higher loop level. On the
other hand, the solution of the Sommerfeld factor is
contained in Gþþ−−ηξ;s and hence the annihilation rate
will depend on the thermal loop corrected long-range
mediator D, as we will see in the next section.
IV. TWO-TIME BETHE-SALPETER EQUATIONS
The exact number density Eq. (3.24) depends on the
Keldysh four-point correlation function Gþþ−−ηξ;s ðx; x; x; xÞ.
In this section, we derive the system of closed equation of
motion needed in order to obtain a solution for this four-
point function, including the full resummation of Coulomb
divergent ladder diagrams. The result will be a coupled set
of two-time Bethe-Salpeter equations on the Keldysh
contour as given by the end of this section, Eqs. (4.20)–
(4.21). They apply in general for out-of-equilibrium sit-
uations and include in their nonperturbative form also the
bound-state contributions if present. In order to arrive at
those equations, a set of approximations and assumptions is
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needed. We therefore would like to start from the beginning
in deriving those equations, which might lead to a better
understanding of their limitation.
In the first simplification, we treat the annihilation term
Γs as a perturbation and ignore it in the following
computations, since the leading order term in the annihi-
lation part is already contained in Eq. (3.24). The exact
set of EoMs for two- and four-point functions in the limit




























Gηξðx; y; z; wÞ





where we will work for the rest of this work with the
conjugate antiparticle correlator Ḡξ and, here, the spin-
uncontracted correlators are defined as
Ḡξðx; yÞ≡ hTCξ†ðxÞξðyÞi; ð4:4Þ
Gηξðx; y; z; wÞ≡ hTCηðxÞξ†ðyÞξðwÞη†ðzÞi; ð4:5Þ
Gηηðx; y; z; wÞ≡ hTCηðxÞηðyÞη†ðwÞη†ðzÞi; ð4:6Þ
Gξξðx; y; z; wÞ≡ hTCξ†ðxÞξ†ðyÞξðwÞξðzÞi: ð4:7Þ
The EoMs for the two-point functions Eqs. (4.1) and (4.2)
are equivalent to Eqs. (3.15) and (3.17) in the limit Γs → 0,
and we have just rewritten them in terms of the four-point
correlators and conjugate antiparticle propagator, defined in
Eqs. (4.4)–(4.7). In our notation, the spinor indices of the
operators having equal space-time arguments in the four-
point correlators are summed and J is the current as defined
in Eq. (3.3). The different conventions for the ηη and ξξ
four-point correlators are because η† and ξ are the creation
operators. From the exact differential equation of the four-
point correlator in Eq. (4.3), it can be seen that the correlator
hierarchy is still not closed yet, since it depends on the six-
point function. We close this hierarchy of correlators by







≃ iδCðy; wÞ½Gηξðx; x̄; z; x̄Þ −Gηηðx; x̄; z; x̄Þ
− iδCðx̄; yÞGηξðx; y; z; wÞ; ð4:8Þ
i.e., only the integral kernel of the six-point function
containing the eight-point function was dropped. The set
of correlator differential equations is now closed under this
truncation procedure. A fully self-consistent solution
requires in principle to solve the equations for the five
correlators Gη, Gξ, Gηξ; Gηη; Gξξ simultaneously. This is
beyond the scope of this work and we have to further
approximate the system in order to obtain at least a simple
semianalytical solution at the end.
The solution of our target component Gηξ can formally
be decoupled from the solution of Gηη and Gξξ by
approximating the latter two quantities as the leading order
contribution (dropping the integral kernel, known as
Hartree-Fock approximation). Then, one can recognize that
½Gηξðx; z; y; zÞ −Gηηðx; z; y; zÞ
≃ ½Gηðx; yÞḠξðz; zÞ − Gηðx; yÞGηðz; zÞ þ Gηðx; zÞGηðz; yÞ
¼ Gηðx; zÞGηðz; yÞ; ð4:9Þ
½Gηξðz; x; z; yÞ −Gξξðx; z; y; zÞ
≃ ½Ḡξðx; yÞGηðz; zÞ − Ḡξðx; yÞḠξðz; zÞ þ Ḡξðx; zÞḠξðz; yÞ
¼ Ḡξðx; zÞḠξðz; yÞ: ð4:10Þ
In both equations, the last step is a strict equality only if the
DM particleGηðz; zÞ ¼ −nη and antiparticle Ḡξðz; zÞ ¼ −nξ
number densities are equal. This is true if there is no DM
asymmetry which we will assume throughout this work.
In the last approximation, we perform a coupling expan-
sion of Eqs. (4.1)–(4.3). After inserting the results of the
two-point functions into the equation of Gηξ, by using the
relations Eqs. (4.9) and (4.10) in the free limit, we obtain for
the four-point correlator to the leading order in gχ :
Gηξðx; y; z; wÞ ≃Gη;0ðx; zÞḠξ;0ðy; wÞ þ g2χ
Z
x̄;ȳ∈C




Gη;0ðx; zÞḠξ;0ðy; ȳÞð−iÞΣ̄ξðȳ; x̄ÞḠξ;0ðx̄; wÞ þ
Z
x̄;ȳ∈C
Gη;0ðx; x̄ÞḠξ;0ðy; wÞð−iÞΣηðx̄; ȳÞGη;0ðȳ; zÞ;
ð4:11Þ
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where in the last two terms, particle and antiparticle are
disconnected and we have introduced the single-particle
self-energies according to
Σηðx; yÞ≡ −ig2χDðx; yÞGη;0ðx; yÞ;
Σ̄ξðx; yÞ≡ −ig2χDðx; yÞḠξ;0ðx; yÞ: ð4:12Þ
The first integral term in Eq. (4.11) contains the ladder
diagram exchange between particle and antiparticle. Sim-
ilar equations for Gηη and Gξξ can also be obtained by
applying the same steps. In order to obtain the spectrum of
bound-state solutions as well as a fully nonperturbative
treatment of the Sommerfeld-enhancement we have to
resumm Eq. (4.11) somehow.
We define our resummation scheme of the four-point
correlator by resumming the ladder exchange, as well as the
self-energy contributions in Eq. (4.11) on an equal footing.
In other words, we are resumming the leading order terms
in the coupling expansion of the four-point correlator Gηξ
and similar forGηη andGξξ. On the one hand, this is a critical
point, since this procedure is not exact and we cannot
guarantee that other contributions do not play an important
role as well, e.g., one of the limitations are systems with
large coupling constants or large DM density where we
cannot decouple the solution of Gηξ from Gηη and Gξξ. The
latter limitationmight not be a problem sincewhen focussing
on the freeze-out the DM density becomes dilute. On the
other hand, as we will discuss in detail later in this work, the
final result based on this resummation scheme behaves
physically, fulfils KMS condition in equilibrium,5
reproduces the correct vacuum limit, enables us to study
bound states and DM Sommerfeld-enhanced annihilation
at finite temperature, and in some other limits we recover
the literature results based on linear response theory.
Furthermore, a combined resummation of one-particle
self-energies and ladder-diagram exchanges seems to be
necessary at finite temperature, since similar combinations
would also occurwhen calculating the effective potential from
Wilson-loop lines [73] guaranteeing the gauge invariance.
Before we can resum Eq. (4.11), we need some further
exact rearrangements and manipulations of the four-point
function components. Sincewe are interested in the solution
ofGþþ−−ηξ at equal times, it is sufficient to only consider two-
time four-point functions, where we will adopt the short
notation Gηξðt; t0Þ ¼ Gηξðtxy; t0zwÞ. Certain combinations
of the components of Eq. (4.11) turn out to be closed, e.g., let
us define6
GRηξðt; t0Þ≡ θðt − t0Þ½Gþþ−−ηξ ðt; t0Þ −Gþ−−þηξ ðt; t0Þ
−G−þþ−ηξ ðt; t0Þ þG−−þþηξ ðt; t0Þ; ð4:13Þ
GAηξðt; t0Þ≡ −θðt0 − tÞ½Gþþ−−ηξ ðt; t0Þ −Gþ−−þηξ ðt; t0Þ
−G−þþ−ηξ ðt; t0Þ þG−−þþηξ ðt; t0Þ: ð4:14Þ
In the following we will show that, by using the semigroup
properties of free correlators, the following structure of the
retarded equations can be achieved:






dt2ΣRηξðt1; t2ÞGRη;0ðt2; t0ÞGRξ;0ðt2; t0Þ;
ð4:15Þ
and similar for the advanced. The precise terms contained in
the two-particle self-energy Σηξ will be given later. From the
form of Eq. (4.15) it is clear that our resummation scheme as
described above is just the replacement of the free two-point
correlators at the end byGRη;0ðt2; t0ÞGRξ;0ðt2; t0Þ → GRηξðt2; t0Þ.
Let us in the following sketch the way to obtain this
resummable structure. The first term on the r.h.s. in












¼ Gρη;0Gρξ;0 ¼ GRη;0GRξ;0 þGAη;0GAξ;0: ð4:16Þ
5Another resummation scheme forGηξ we tested can be obtained
directly after the steps of the truncation in Eq. (4.8) and Hartree-
Fock approximation in Eqs. (4.9)–(4.10). After some algebra, this




Note that this equation would be equivalent to the original vacuum
BS equation when naively extending the time integration in the
latter equation towards the Keldysh contour C. The main difference
here compared to our resummation scheme is that the two-point
functions are fully interacting. The l.h.s. of theþþ −− or− −þþ
component of this equation fulfils the KMS condition in equilib-
rium, when taking the two-time limit. The right-hand side depends
in general on three times. It can be reduced to only two times by
assuming a static form for the mediator correlator Dðx; yÞ ¼
δCðtx; tyÞVðx − yÞ. Integrating over Keldysh-contour delta func-
tion leads to the fact that also the r.h.s. fulfils the KMS condition.
However, this is a strong assumption on the form of the mediator
correlation function, sending the off-diagonal termsDþ− orD−þ to
zero. The simplest possibility to take into account the off-diagonal
terms and at the same time obtain a two-time structure also of the
r.h.s. would be to assume that every component ofD is proportional
to a time delta function. A crucial observation we have made is that
this type of approximation seems to violate the KMS condition
through the off-diagonal terms, although the r.h.s. has a two-time
structure. The reason might be in the resummation of different
orders in the coupling, as caused by the interacting DM two-point
correlators in the BS kernel. The coupling expansion and the
resummation of terms of equal order in the coupling parameter (our
scheme), seems to be essential in order to obtain our final BS
Eq. (4.20), fulfilling the KMS condition.
6This combination is not obvious at first, but when subtracting
the advanced component from the retarded it can be shown that
the resulting spectral function has a similar completeness relation
as the spectral function of two-point correlators [74].
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In the last step we used GRGA ¼ 0 for equal time products
and when multiplying this with the unit step function as in
the definition Eqs. (4.13) and (4.14) this just projects out
the respective product. The integral term is more compli-
cated. Let us consider for simplicity only the last integral
term in Eq. (4.11) and perform the sum over the different
contributions of the components for the retarded two-time
four-point correlator, resulting in
I ¼
Z
dt1dt2GRη;0ðt; t1ÞḠRξ;0ðt; t0Þð−iÞΣRη ðt1; t2ÞGRη;0ðt2; t0Þ;
ð4:17Þ
where the retarded one-particle self-energy is defined as
ΣR ¼ Σþþ − Σþ−. Since all propagators are free, we can
use the semigroup property (see also Appendix A)
ḠRξ;0ðt; t0Þ ¼ ḠRξ;0ðt; t1ÞḠRξ;0ðt1; t2ÞḠRξ;0ðt2; t0Þ;
for t < t1 < t2 < t0: ð4:18Þ
For brevity, we suppress the space integration here. This
property can be used in Eq. (4.17) since the times satisfy








Comparing with Eq. (4.15), we indeed find the anticipated
structure. Applying similar steps to all integral terms in
Eq. (4.11), we find the following two-time Bethe-Salpeter
equations:7




















ΣAηξðt1x1x2; t2x3x4ÞGAηξðt2x3x4; t0zwÞ ð4:20Þ
with Φ¼fþþ−−g;fþ−−þg;f−þþ−g;f−−þþg, and









×GR=Aηξ ðt2x3x4; t0zwÞ: ð4:21Þ
The products of free correlators are defined as
GRηξðtxy; t0zwÞ≡GRη;0ðtx; t0zÞḠRξ;0ðty; t0wÞ;
and GAηξðtxy; t0zwÞ≡ −GAη;0ðtx; t0zÞḠAξ;0ðty; t0wÞ; ð4:22Þ
and similar for the other components, e.g., Gþþ−−ηξ ¼
Gþ−η;0G
þ−
ξ;0 . Furthermore, we introduced the two-particle
self-energies according to
ΣRηξðtxy; t0wzÞ≡ ð−iÞΣRη ðtx; t0wÞḠRξ;0ðty; t0zÞ
þ ð−iÞΣRξ ðty; t0zÞGRη;0ðtx; t0wÞ
þ g2χḠRξ;0ðty; t0zÞD−þðtx; t0zÞGRη;0ðtx; t0wÞ
þ g2χGRη;0ðtx; t0wÞDþ−ðt0w; tyÞḠRξ;0ðty; t0zÞ
þ g2χḠþ−ξ;0 ðty; t0zÞDRðtx; t0zÞGRη;0ðtx; t0wÞ
þ g2χGþ−η;0 ðtx; t0wÞDAðt0w; tyÞḠRξ;0ðty; t0zÞ;
ð4:23Þ
where the retarded single-particle self-energy is defined in
terms of the components of the definition Eq. (5.20),
namely ΣRi ≡ Σþþi − Σþ−i . The advanced two-particle








7Similar equations where also obtained in [74], although the
derivation, particle content, and potential is slightly different
compared to ours. Nevertheless, further helpful steps for bringing
the integral terms into a resumable form by using semigroup
properties can be found in the Appendix of [74].
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and the most important statistical components are defined
by
σþþ−−ηξ ðtxy; t0wzÞ
≡ ð−iÞΣþ−η ðtx; t0wÞḠþ−ξ;0 ðty; t0zÞ
þ ð−iÞΣþ−ξ ðty; t0zÞGþ−η;0 ðtx; t0wÞ
þ g2χGþ−η;0 ðtx; t0wÞD−þðt0w; tyÞḠþ−ξ;0 ðty; t0zÞ
þ g2χGþ−η;0 ðtx; t0wÞDþ−ðtx; t0zÞḠþ−ξ;0 ðty; t0zÞ; ð4:25Þ
σ−−þþηξ ðtxy; t0wzÞ
≡ ð−iÞΣ−þη ðtx; t0wÞḠ−þξ;0 ðty; t0zÞ
þ ð−iÞΣ−þξ ðty; t0zÞG−þη;0 ðtx; t0wÞ
þ g2χG−þη;0 ðtx; t0wÞDþ−ðt0w; tyÞḠ−þξ;0 ðty; t0zÞ
þ g2χG−þη;0 ðtx; t0wÞDþ−ðtx; t0zÞḠ−þξ;0 ðty; t0zÞ: ð4:26Þ
A graphical illustration of the resummation scheme for the
retarded or advanced component is shown in Fig. 2. Below,
we summarize the essential properties of our two-time BS
equations, based on our resummation of one-particle self-
energies as well as the mediator exchanges on an equal
footing.
(i) Two-time structure.— The remarkable result of our
resummation scheme is that we achieved a two-time
dependence of the Bethe-Salpeter Eqs. (4.20) and
(4.21) without assuming a static property of media-
tor correlator D or, more general, without assuming
any particular form.
(ii) KMS condition.— In general, the two-time correlators
Gþþ−−ηξ ðt; t0Þ and G−−þþηξ ðt; t0Þ are related in equilib-
rium via the KMS condition: G−−þþηξ ðtxy;t0zwÞ¼
Gþþ−−ηξ ðtþ iβ;xy;t0zwÞ orG−−þþηξ ðtxy;t0 þ iβ;zwÞ¼
Gþþ−−ηξ ðtxy;t0zwÞ. Now, one of the great features of
our resummation scheme is that it respects this KMS
condition which is nontrivial since the equations are
not exact. This means that the left- and right-hand
sides of BS Eq. (4.20) for the components
Gþþ−−ηξ ðt; t0Þ and G−−þþηξ ðt; t0Þ transform respec-
tively into each other in equilibrium. This can be
seen, by Fourier transforming the kernels, needed
for proper analytic continuation of time, and by
using the fact that in equilibrium all quantities only
depend on the difference of the time variable.
Indeed one finds that always the statistical part
in the three kernels of Eq. (4.20) transform into
their counterparts. The solution of our target
component Gþþ−−ηξ becomes a very simple expres-
sion when utilizing the power of the KMS con-
dition as we will see in the next section.
(iii) Similar to the two-point functions, two-time retarded
and advanced components of the four-point corre-
lator are related by complex conjugationGAηξðt; t0Þ ¼
−½GRηξðt0; tÞ†, as can be shown directly from the
definition Eqs. (4.13) and (4.14).
(iv) Other components of four-point correlators not listed
above can be constructed by the given ones [74].
(v) The full set of equations are able to describe Bose-
Einstein condensation, e.g., relevant for fermionic
systems where bound-state solutions exist and the
density and chemical potential are in a critical
regime. Since we focus on multi-TeV particles,
the density will be always low enough to ignore
those quantum-statistical effects.
V. TWO-PARTICLE SPECTRUM AT FINITE
TEMPERATURE
For general out-of-equilibrium situations, the coupled
system of two-time BS Eqs. (4.20)–(4.21) might require a
fully numerical treatment. However, when relying on some
well-motivated assumptions which are guaranteed forWIMP
like freeze-outs, we show in this chapter that the coupled
equations can by drastically simplified. The result will be a
formal solution of our target component Gþþ−−ηξ , appearing
in our main number density Eqs. (3.24)–(3.25), in terms of
the DM two-particle spectral function. Furthermore, we
fully provide the details for finding the explicit solution of
the DM two-particle spectral function from a Schrödinger-
like equation with an effective in-medium potential, includ-
ing thermal corrections. For a better understanding of the
limitation of this final solution we share, step by step, the
FIG. 2. Resummation scheme shown for the retarded four-point correlator Eq. (4.21). The terms in the brackets belong to one-particle
self-energy contributions as well as the mediator exchange between particle and antiparticle. Dots represent terms containing the DM
distribution in the two-particle self-energy. Due to the Boltzmann suppression at the freeze-out, those contributions will be dropped later
(see DM dilute limit in Sec. V B).
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approximations needed. All assumptions leading to this
simple result will be made systematically and discussed
separately in this section.
A. Formal solution in grand canonical ensemble
We assume the DM system to be in a grand canonical
state where the density matrix takes the form
ρ̂ ¼ 1
Z





where • ¼ η, ξ and we assume symmetric DM resulting in
equal chemical potentials μ ¼ μη ¼ μξ. Further, we assume
the Hamiltonian to commute with the number operators by
treating the annihilation Γs as a perturbation. This is valid
as long as the processes driving the system to a grand
canonical state are much more efficient compared to
annihilation or the decay of bound states. In this sense,
the chemical potential is effectively time dependent. It is
related to the total number density, appearing on the l.h.s. in
Eqs. (3.24)–(3.25). The time dependence of the number
density is set by the Hubble term and the production and
loss terms appearing on the r.h.s.
Let us insert the grand canonical density matrix into the
components þþ −− and − −þþ and show how they are
related. Utilizing the commutation relations of −½N̂η;ηð†Þ¼
ð−Þηð†Þ, ½N̂ξ; ξð†Þ ¼ ð−Þξð†Þ, one can derive the KMS
relations for the two-time four-point correlators in the
presence of the chemical potentials. Recalling that the
Hamiltonian is a generator of the time evolution, one finds
the KMS condition for a grand canonical state:
Gþþ−−ηξ;s ðtxy; t0zwÞ ¼ e−2βðM−μÞG−−þþηξ;s ðtxy; t0 þ iβ; zwÞ:
ð5:2Þ
Its Fourier transform reads
Gþþ−−ηξ;s ðr; r0;ω;PÞ ¼ e−βðωþ2M−2μÞG−−þþηξ;s ðr; r0;ω;PÞ;
ð5:3Þ




















Here, we have used the fact that the operator ρ̂ commutes
with the Hamiltonian Ĥ and the translation operator P̂.
Defining the two-particle spectral function as
Gρηξðtxy; t0zwÞ≡G−−þþηξ;s ðtxy; t0zwÞ −Gþþ−−ηξ;s ðtxy; t0zwÞ;
ð5:5Þ
our target component is formally solved in terms of the
spectral function and chemical potential by utilizing the
KMS relation for a grand canonical state:























In the second line we approximated the Bose-Einstein
distribution fB as Maxwell-Boltzmann, assuming the DM
system to be dilute T ≪ ðM − μÞ. The same limit should
also be taken in the explicit solution of the spectral function,
as is done in the next section. In the last equality (5.8), we
have used that the spectral function only depends on E≡
ω − P2=4M (as we will explicitly see later) and adopted the
loose notation Gρηξð0; 0;ω;PÞ ¼ Gρηξð0; 0;EÞ. As a conse-
quence of Fourier transformation, the energy integration in
Eq. (5.8) ranges from minus infinity to plus infinity.
If the theory has bound-state solutions in the spectrum,
the two-particle spectral function has strong contributions
at particular negative values of E (binding energy). These
contributions are further enhanced by the Boltzmann factor
e−βE compared to the scattering solutions with positive
energy, as can be directly seen from Eq. (5.8). This is
expected from the assumption of a grand canonical system.
All DM states of energy E must be populated with the
Boltzmann factor e−βE for a given DM number density. As
a result, the bound states are preferred compared to the
scattering states because their energies are smaller.
Under the key assumption of the grand canonical
ensemble, our main number density Eqs. (3.24)–(3.25)
are formally closed. This is because the effective chemical
potential appearing in Eq. (5.8) is related to the total
number density by Legendre transformation. On the one
hand, the validity of adopting a grand canonical state
requires scattering processes to be efficient in order to
keep DM in kinetic equilibrium with the plasma particles
Aμ and ψ . For light mediators this is indeed guaranteed for
times much later than the freeze-out. On the other hand, if
the theory has bound-state solutions and is described by a
grand canonical ensemble with a single chemical potential
as we have introduced, there appears a hidden assumption
on the internal chemical relation between scattering
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and bound-state contributions. As we will see later, it
automatically implies the Saha condition for ionization
equilibrium. Ionization equilibrium can only be achieved
by efficient radiative processes like the ultrasoft emissions
of mediators. In the description of our theory we have
traced out from the beginning these contributions but can
now formally include them by assuming ionization equi-
librium. Thus, a grand canonical description of systems
where bound states exist is only appropriate if the ioniza-
tion equilibrium can be guaranteed. In Sec. VI D, we come
back to this issue in detail, provide an explicit expression
for the chemical potential and prove the implication of
ionization equilibrium.
We would like to finally remark that once a grand
canonical picture is appropriate, all finite temperature
corrections to the annihilation or decay rate are contained
in the solution of the two-particle spectral function in
Eq. (5.8) through Eqs. (3.24) and (3.25). Indeed as we will
see, the negative and positive energy solutions of the
spectral function will merge continuously together if finite
temperature effects are strong. In this case it turns out to be
impossible to distinguish bound from scattering state
solutions. Due to the form of Eq. (5.8) it is, however,
not required to distinguish between these two contributions.
Integrating the spectral function over the whole energy
range automatically takes into account all contributions.
In summary, for a grand canonical ensemble, the finite
temperature corrections to Sommerfeld-enhanced annihi-
lation and bound-state decay processes are contained in the
two-particle spectral function and an explicit solution of the
latter quantity is derived in following sections.
B. Two-particle spectral function
in DM dilute limit
A key observation is that we have factored out in (5.8)
the leading order contribution in the DM phase-space
density and the remaining task is to find the two-particle
spectral properties. For the computation of a two-particle
spectral function we can now approximate the DM system
to be dilute which is the limit T ≪ ðM − μÞ:
Gþ−η=ξðx; yÞ ≪ G−þη=ξðx; yÞ ⇒ G−þη=ξðx; yÞ ≃ Gρη=ξðx; yÞ
¼ GRη=ξðx; yÞ −GAη=ξðx; yÞ; ð5:9Þ
where Gρ is the single particle spectral function as
introduced in Sec. II. In the DM dilute limit, the two-
particle spectral function is related to the imaginary part of
the dilute solution of the retarded four-point correlator,
where the result is given by:
Gρηξð0; 0;EÞ ≃G−−þþηξ ð0; 0;EÞ
¼ Gretηξ ð0; 0;EÞ −Gadvηξ ð0; 0;EÞ
¼ 2ℑ½iGretηξ ð0; 0;EÞ: ð5:10Þ
Here, we definedGretηξ andG
adv
ηξ as the DM dilute limit of the
Eq. (4.21) for GRηξ and G
A
ηξ, respectively. For the rest of this
section, the computation of the dilute limit of these
equations is given, proving the claim G−−þþηξ ð0; 0;EÞ ¼
2ℑ½iGretηξ ð0; 0;EÞ.
Applying the DM dilute limit Eq. (5.9) to the two-time
BS Eq. (4.21) for GRηξ, one finds:





Σretηξ ðtt0xywzÞ ¼ g2χGRη;0ðtx; t0wÞḠRξ;0ðty; t0zÞ
× ½−D−þðtx; t0wÞ −D−þðty; t0zÞ
þD−þðtx; t0zÞ þDþ−ðt0w; tyÞ; ð5:12Þ
where Σretηξ is the dilute limit of the two-particle self-energy
ΣRηξ in Eq. (4.23). All space-time dependences remain the
same as in Eq. (4.21) but we suppress them hereafter for
simplicity. Similar limit can be taken for the advanced
component. Important to note is that due to the DM dilute
limit, it can be recognized that the retarded Eq. (5.11) and
hence the two-particle spectral function are independent of
the DM number density. For the freeze-out process the DM
dilute limit is an excellent approximation. Now to continue
with the proof of G−−þþηξ ð0; 0;EÞ ¼ 2ℑ½iGretηξ ð0; 0;EÞ, the
equation for the G−−þþηξ [see Eq. (4.20)] in the DM dilute
limit is





ξ;0Σretηξ ½Gretηξ −Gadvηξ 
þ GRη;0ḠRξ;0σ−−þþηξ;dil Gadvηξ






ξ;0½−Σretηξ þ Σadvηξ þ σ−−þþηξ;dil Gadvηξ ; ð5:14Þ
where in the step to the last equality we used two-time
BS Eq. (4.21) backward. The statistical two-particle self-
energy in the dilute limit is given by
σ−−þþηξ;dil ðtt0xywzÞ
¼ g2χ ½GRη;0ðtx; t0wÞḠRξ;0ðty; t0zÞ þ GAη;0ðtx; t0wÞḠAξ;0ðty; t0zÞ
× ½−D−þðtx; t0wÞ −D−þðty; t0zÞ
þD−þðtx; t0zÞ þDþ−ðt0w; tyÞ; ð5:15Þ
where we have used
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G−þη;0 ðt; t0ÞḠ−þξ;0 ðt; t0Þ ≃Gρη;0ðt; t0ÞḠρξ;0ðt; t0Þ
¼ GRη;0ðt; t0ÞḠRξ;0ðt; t0Þ
þ GAη;0ðt; t0ÞḠAξ;0ðt; t0Þ: ð5:16Þ
The first similarity is a consequence of the dilute limit.
In the last equality we used GRGA ¼ 0 for equal time
products. The integral term in Eq. (5.14) vanishes by noting
that in the dilute limit we have indeed −Σretηξ þ Σadvηξ þ
σ−−þþηξ;dil ¼ 0which finally proves the claimG−−þþηξ ð0; 0;EÞ ¼
2ℑiGretηξð0; 0;EÞ.
C. Retarded equation in static potential limit
In the previous section, we related the two-particle spec-
trum to the solution of the retarded equation in the DM dilute
limit: Gρηξð0; 0;EÞ ¼ 2ℑ½iGretηξð0; 0;EÞ. As a final step, we
further simplify the two-time Bethe-Salpeter Eq. (5.11) for
Gretηξ by taking the proper static limit of themediator correlator
D, resulting finally in a simple Schrödinger-like equation.We
start by acting with the inverse two-particle propagator from
the left on Eq. (5.11), arriving at
½GRηξ−1Gretηξðtxy; t0zwÞ




Σretηξðtxy; t2x3x4ÞGretηξðt2x3x4; t0zwÞ: ð5:17Þ
Here, we suppress spin-indices for simplicity but quote the
final result in full form later. Let us simplify the interaction
kernel in Fourier space, where we take Wigner transform in
















where I1 results from the sum of the two one-particle
self-energy contributions, whereas I2 originates from






Gρη;0ðω1;p1 − qÞD−þðω3;qÞḠρξ;0ðω2;p2Þ þ Gρη;0ðω1;p1ÞD−þðω3;qÞḠρξ;0ðω2;p2 − qÞ






Gρη;0ðω1;p1 − qÞD−þðω3;qÞḠρξ;0ðω2;p2Þ þ Gρη;0ðω1;p1ÞDþ−ð−ω3;qÞḠρξ;0ðω2;p2 þ qÞ
ω − ω1 − ω2 − ω3 þ iϵ
: ð5:21Þ
We can perform the two ω integrations over one-particle




























Ω2 − ω̄þ iϵ
; ð5:24Þ
where Ωi contain the respective on-shell energies. Noticing
that the Fourier transform of Dþþðt; rÞ ¼ θðtÞD−þðt; rÞ þ






Ωi − ω̄þ iϵ
;
ð5:25Þ
we can now take the proper static limit Ωi → 0 which
results in










−Dþþð0;qÞGretηξ ðp1 − q;p2 þ q;p01;p02;ωÞ: ð5:26Þ
Introducing Wigner-momenta and Fourier transforming
back with respect to the difference variables
P ¼ ðp1 þ p2Þ − ðp01 þ p02Þ;









we finally end up with the Schrödinger-like equation for the









þ iϵ − VeffðrÞ

Gretηξ ðr; r0;P;ωÞ
¼ Tr½12×2iδ3ðr − r0Þ: ð5:29Þ
Now we see that the retarded and hence also the spectral
function only depends on E≡ ω − P2=ð4MÞ.
The retarded two-time BS equation in static and dilute





Gretηξ ðr;r0;EÞ ¼ Tr½12×2iδ3ðr− r0Þ;
ð5:30Þ





ð2πÞ3 ð1 − e
iq·rÞDþþð0;qÞ: ð5:31Þ
The spectral function, we would actually like to com-
pute, is obtained from the solution of this equation
according to the relation Gρηξð0;0;EÞ¼2ℑ½iGretηξ ð0;0;EÞ,
as proven in the previous section. In the next section, we
will derive the explicit solution of the retarded equation
where we will further approximate the static mediator
correlator Dþþ in the hard thermal loop limit, as already
given in Eq. (3.11). The first term in the effective potential
in Eq. (5.31) originates from the sum of the two single-
particle self-energies, while the second term accounts for
the mediator exchange between particle and antiparticle.
The trace in the Schrödinger-like Eq. (5.30) takes the
correct spin summation into account, which we have
suppressed in this section for simplicity.
D. Explicit solution in static HTL approximation
Taking the static HTL approximation of the massless
mediator as derived in Eq. (3.11), the effective potential
according to Eq. (5.31) results in
VeffðrÞ ¼ −αχmD −
αχ
r














and ϕð0Þ ¼ 0 and ϕð∞Þ ¼ 1. One can recognize the real
part of the potential is corrected by the Debye mass as
expected. It shifts the energy by αχmD (twice the Salpeter
correction of single particle self-energies) and screens
the Coulomb potential. At the same time, the effective
potential contains an imaginary part. The physical meaning
of this term is scatterings of DM with light particles in the
thermal plasma. If particle and antiparticle are far away,
the imaginary part must be solely determined by scattering
with the thermal plasma without the Yukawa force. One
can also see that this is actually the case, since the
imaginary part becomes twice the thermal width of single
particles −iαχT for r → ∞ (see single particle corrections
in Appendix E 2, as well as Salpeter correction in
Appendix E 3). This property follows from our resumma-
tion scheme, treating the DM self-energy on an equal
footing with the ladder diagram exchange. Since the finite
temperature corrections introduce a constant imaginary
term for large distances, we can drop the iϵ term in the
following derivation of the explicit solution of Eq. (5.30).
This solution will be general and contains also the correct
vacuum limit, where iϵ has to be carefully taken into
account. The effective potential in Eq. (5.32) was first
obtained in [73] and reproduced subsequently by other
methods [70,75]. Let us remark that we derived it inde-
pendently, i.e., for the first time starting from a set of two-
time Bethe-Salpeter equations on the Keldysh contour.
To derive the solution, we expand Gretηξ in terms of partial
waves





Plðcos θr;r0 Þð−iÞGretηξ;lðr; r0;EÞ;
ð5:34Þ












δðr − r0Þ: ð5:35Þ
The physically relevant boundary conditions we impose on
Gretηξ;s are listed below.
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(i) Gretηξ;sðr; r0;EÞ is finite ∀ r, r0.
(ii) For jr − r0j → ∞, Gretηξ;s decays exponentially (as a
consequence of constant imaginary potential).
Note here that, since we are working in the dilute limit, the
Feynman propagator and the retarded function are the
same. These requirements set the form of the solution
uniquely (see also [46,76]):




þ θðr0 − rÞg<ðrÞg>ðr0Þ; ð5:36Þ





∂2r − Eþ VeffðrÞ

g>=<ðrÞ ¼ 0; ð5:37Þ
whose boundary conditions are given as follows:
(i) g<ð0Þ ¼ 0 and g0<ð0Þ ¼ 1;
(ii) g>ð0Þ ¼ 1 and g>ðrÞ decays exponentially for
r → ∞.
One can explicitly check that the solution of the form (5.36)
with the boundary conditions for g>=< fulfils the require-
ments on Gretηξ;s as listed above.
The two-particle spectral function, needed to compute
the annihilation or decay rate according to Eqs. (5.8)
and (5.10), can be written in terms of the homogeneous
solution as

















In the last term, prime stands for the derivative with respect
to r. Formally this solution is correct but might be
troublesome in the numerical evaluation, since the real
part of g0>ð0Þ has a singularity due to the 1=r behavior of
the effective potential. To resolve this issue, we rewrite the
imaginary part of g0>ð0Þ by means of a different solution.
We closely follow the discussion given in Ref. [76]. Let
us define another singular solution gs whose boundary
conditions are given by gsð0Þ ¼ 1 and ℑ½g0sð0Þ ¼ 0. The
outgoing solution for r → ∞ can be expressed by a linear
combination of
g> ¼ gs þ Bg<: ð5:39Þ
By definition, we have ℑ½g0>ð0Þ ¼ ℑ½B. The fact that g> is
outgoing forces it to decay for r → ∞, which determines B.
And thus, one finds









The physical quantity ℑ½B we would like to compute does
not depend on the choice of ℜ½g0sð0Þ. This is why we can
get the correct result without handling the divergence of



















One can check that it fulfills the boundary conditions
gsð0Þ ¼ g>ð0Þ ¼ limr→0rð1=rÞ ¼ 1 and ℑ½g0sð0Þ ¼
ℑ½g>ð0Þ − ℑ½B ¼ 0. Plugging Eq. (5.41) into Eq. (5.40)
and recalling the relation Eq. (5.38), we finally arrive at
the convenient form to evaluate the imaginary part (see
also [64]):














The great advantage of this general solution is that it
applies for the whole two-particle energy spectrum of our
theory, i.e., for negative and positive E. Here, we have
introduced the tolerance δ ≪ 1 as initial value for numerical
studies. Let us finally introduce dimensionless variables,
expressing distances in terms of the Bohr radius x≡ αχMr,
and summarize the equations in terms of these units. The















The homogeneous equations for a massless and massive




















g<ðxÞ ¼ 0; ð5:45Þ






























g<ðxÞ ¼ 0: ð5:46Þ
In practice, we use the following initial conditions which
can be obtained by power series approach:
























where γC applies for the Coulomb case Eq. (5.45) while γY
can be taken for the Yukawa case Eq. (5.46). To efficiently
deal with the sometimes highly oscillatory integrand in
Eq. (5.44), local adaptive integrating methods are useful.
In finding the initial power in x for the imaginary part we
have assumed that ϕðxÞ ∼ 1
2
x2 for small x [64] which is
only approximately true. In general, one has to carefully
check if the correct value of the potential is close enough
to this approximation at the initial value which we have
done for the numerical results presented in subsequent
sections.
VI. DMNUMBER DENSITY EQUATION IN GRAND
CANONICAL ENSEMBLE
In the previous section, we have obtained a formal
solution of the out-of-equilibrium term Gþþ−−ηξ;s , entering
our main number density Eq. (3.24). This was achieved by
assuming the DM system is in a grand canonical state,
formally solving Gþþ−−ηξ;s in terms of the chemical potential
and two-particle spectral function by KMS relation.
Inserting this formal solution given in Eq. (5.8) into the
main number density Eq. (3.24) results in our master
formula for the DM number density equation in a grand
canonical ensemble:
_nη þ 3Hnη ¼ −2ðσvrelÞGþþ−−ηξ;s ðx; x; x; xÞjeqðeβ2μη½nη − 1Þ;
ð6:1Þ
where a symmetric plasma 2μη ¼ μη þ μξ is assumed and
(σvrel) is the s-wave tree-level annihilation cross section.
The latter quantity is averaged over initial internal d.o.f.
(spin) and summed over final.
The chemical potential μη½nη is a function of the total
number density nη as it appears on the left-hand side of our
master formula. The term Gþþ−−ηξ;s jeq is the chemical
equilibrium limit μ → 0 of Eq. (5.8), given by















We presented a general method in the previous section
of how to compute the in-medium two-particle spectral
function Gρηξ explicitly. It contains finite temperature
corrections to the Sommerfeld enhancement and bound-
state decay. The only parameter left in Eq. (6.1) is the
chemical potential, which has not yet been explicitly
solved. The chemical potential μη½nη can be obtained in
two steps as demonstrated in the following. First, the total
number density as a function of the chemical potential is
computed. For a grand canonical ensemble this follows








where the total pressure is
pΩ ¼ T lnZgrðΩ; T; μÞ ¼ T ln Tr½e−βðH−μηNη−μξNξÞ: ð6:4Þ
Here, Ω is the volume and Zgr is the grand canonical
partition function. Second, by inversion of Eq. (6.3) one
obtains the chemical potential as a function of the total
number density. The functional dependence of μ½nη on the
total number density can be nontrivial especially for the
case if bound-state solutions exist as we will see later.
The nη on the l.h.s. of Eq. (6.3) is equivalent to nη
appearing on the l.h.s. of our master Eq. (6.1).
In subsequent sections of this chapter we demonstrate
how powerful our master Eq. (6.1) is. We self-consistently
compute the component Gþþ−−ηξ;s ðx; x; x; xÞjeq and the
chemical potential μ. This means in both terms the same
approximations should be made to obtain a well-behaved
number density equation.
For a better understanding, we would like to start in the
next Sec. VI A with the simplest case of our theory by
taking the zero self-interaction and zero finite temperature
correction limit. This means we take gχ → 0 and gψ → 0 in
the effective in-medium potential Eq. (5.32) and compute
the spectral function. The same limits are applied to the
Hamiltonian entering in Eq. (6.4) to compute the total
pressure. Under these limits, our master Eq. (6.1) reduces to
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the conventional Lee-Weinberg equation, describing con-
stant s-wave annihilation of DM.
As a next step, we allow for long-range self-interactions
but neglect finite temperature corrections. This corresponds
to the limit gψ → 0, leading to the fact that the remaining
term in the effective in-medium potential is the standard
Coulomb or unscreened Yukawa potential. In Sec. VI B, the
two-particle spectrum for this simple case of our theory is
shown. We stress the point that only in this limit there is a
direct relation between spectral function and standard
expressions for the Sommerfeld-enhancement factor or
the decay width of the bound states. Section VI C com-
pletes the results by computing the chemical potential for
the same limit. Combining the analytic expressions for the
spectral function and chemical potential, we prove our
master formula Eq. (6.1) to be consistent with the classical
on-shell Boltzmann equation treatment for vanishing ther-
mal corrections. We also point out that adopting a grand
canonical ensemble with one single time-dependent chemi-
cal potential as in our master formula implies ionization
equilibrium between the scattering and bound states. A
detailed discussion is given on the validity of ionization
equilibrium during the freeze-out process. If no bound-state
solutions exist, the only limitation of our master formula is
essentially kinetic equilibrium [77,78].
We relax the assumption of zero finite temperature
corrections in Sec. VI D. This brings us to another central
result of this work: a DM number density equation,
generalizing the conventional Lee-Weinberg equation
and classical on-shell Boltzmann equation treatment as a
consequence of accounting simultaneously for DM anni-
hilation and bound-state decay at finite temperature.
However, it should be noted that this equation in
Sec. VI D strictly speaking only applies to the narrow
thermal width case and is therefore less general compared
to our master Eq. (6.1). This means we have neglected
in Sec. VI D imaginary-part corrections to the effective
in-medium potential for the computation of the
chemical potential. While we can fully account for
these non-Hermite corrections in the computation of
Gþþ−−ηξ;s ðx; x; x; xÞjeq, it remains an open question of this
work of how to consistently compute the chemical potential
for the broad thermal width case. The broad thermal width
case for Gþþ−−ηξ;s ðx; x; x; xÞjeq we compute numerically later
in this work (see Sec. VII). Nevertheless, we demonstrate
that the chemical potential and the two-particle spectral
function entering the number density equation in Sec. VI D
can be evaluated self-consistently in the narrow thermal
width limit. This approach, taking leading finite temper-
ature real-part corrections into account, is already more
general of what has been computed so far in the literature.
In principle, it is possible to take a nonconsistent approach
and computeGþþ−−ηξ;s ðx; x; x; xÞjeq including imaginary parts
in the potential while only including real-part corrections to
the chemical potential. However, some care must be taken
when doing so. This is because the chemical potential
corrects the functional form of the number density depend-
ence in our master equation. We discuss in more detail the
possibility of taking a non-self-consistent approach by the
end of Sec. VI D.
Finally in Sec. VI E, we compare our master Eq. (6.1) to
the previous literature, relying on the method of linear
response theory. Consistency is proven in the linear regime
close to chemical equilibrium.
A. Recovering the Lee-Weinberg equation
We take the limit of zero self-interactions αχ → 0
while keeping the annihilation term Γs as a perturbation.
It should be emphasized again that we have to approximate
the spectral function and the chemical potential both in the
same limit in order to obtain a self-consistent solution. The
free spectral function without self-interactions and the ideal
pressure are given by




p0Ω ¼ T ln Tr½e−βðH0−μηNη−μξNξÞ: ð6:6Þ
Here,H0 is the free Hamiltonian and for a derivation of this
result for the two-particle spectral function directly starting
from the general expression Eq. (5.44) can be found in
Appendix D. The number density can be obtained from



















In the second equality of the first line, we find the relation
between ideal number density and the noninteracting
correlatorGþ−η;0 ðx; xÞ. The latter quantity has to be evaluated
in a grand canonical ensemble, which we have done in the
third equality by using KMS condition and the DM dilute
limit (see Appendix E 1). The DM dilute limit should be
taken in the computation of Gþ−η;0 ðx; xÞ to be consistent with
the computation of the spectral function. For the latter
quantity we have seen in Sec. V B only in the DM dilute
limit it is independent of the DM number density and our
general solution Eq. (5.44) relies on this assumption. In the
last equality of the first line we defined the conventional
chemical equilibrium number density of ideal particles.
Finally, we obtain from the last equality the noninteracting
(ideal) chemical potential by inversion: βμ ¼ ln½nη=neqη;0.
Note that this inversion can only be done analytically if one
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approximates the Fermi-Dirac distribution as Maxwell-
Boltzmann (which is our DM dilute limit). Entering these
results of the spectral function and the chemical potential
into our master formula for the DM number density
Eq. (6.1), leads to the conventional Lee-Weinberg equation
for DM particles with zero self-interactions:
_nη þ 3Hnη ¼ −hσvreli½n2η − ðneqη;0Þ2: ð6:9Þ
Here, we have recovered the standard thermal averaged
cross section by using the simple substitution E ¼ Mv2rel=4
















The last equality holds for constant s-wave annihilation
cross section (σvrel) as it is the case for our model.
B. Spectral function, Sommerfeld enhancement factor,
and decay width for vanishing thermal corrections
We turn now to the interacting case αχ ≠ 0 and compute
the two-particle spectral function. The s-wave two-particle
spectral function is numerically solved according to
Eq. (5.44) in the limit of vanishing finite temperature
corrections and the results are shown in Fig. 3. Poles in the
negative energy spectrum represent the bound states, while
the spectrum is continuous for the scattering states at
positive energy. In the vacuum limit one clearly sees that
the scattering states can be separated from the bound-state
contribution at E ¼ 0. Due to this separation, the solution
of the spectral function is directly related to the
Sommerfeld enhancement factor SðvrelÞ and bound-state
decay width Γn. These relations are given below and now it
becomes clear that the two-particle spectral function as
shown in Fig. 3 is, for the vacuum case, just a convenient
way of presenting all contributions simultaneously.
The relations between two-particle spectral functionGρηξ,
Sommerfeld enhancement factor S, and decay width Γn in












δðE − EBnÞΓn; ð6:13Þ
where E ¼ Mv2rel=4 for the scattering states, EBn is the
(negative) binding energy for the bound states, and
(σvrel) is the tree-level s-wave annihilation cross section.
Γn is decay width of the bound state (not to be confused
with our annihilation term Γs at the beginning of
this work).
These relations can be proven directly from our general
solution Eq. (5.44), see Appendix D for a derivation. On a
first look, the spectral function in the vacuum case seems
just a nice way of presentation. Instead one should
emphasize that the notion of spectral function is more
general and unifies the picture of scattering state annihi-
lation and bound-state decay. This observation becomes
important for the finite temperature case discussed in
Sec. VII, where it is impossible to separate or distinguish
between annihilation and decay. The spectrum includes
both. Only in the absolute vacuum case a clear distinction
between annihilation and decay can be made.
Coming back to Fig. 3 and now keeping in mind the
relations Eqs. (6.12)–(6.13). There is an infinite number of
exited S-bound states for the Coulomb case (left plot) with
binding energy EBn ¼ −α2χM=ð4n2Þ, where n is the number
of the exited states and n ¼ 1 is the ground state with
lowest binding energy, shown as the pole most to the left.
At small positive energies, where vrel ≲ αχ , the spectral
function is constant, resulting in the familiar scaling
SðvrelÞ ∝ v−1rel according to Eq. (6.12).
In the Yukawa potential case, shown in the right plot
of Fig. 3, there is a finite number of bound-state solutions.
For certain ratios of ϵϕ ≡mV=ðαχMÞ there exist a bound-
state solution with zero binding energy (E ¼ 0). For those
special cases the Sommerfeld enhancement factor scales as
SðvrelÞ ∝ v−2rel for vrel ≲mV=M ≪ αχ, called on-resonance
regime, leading to an interesting observational impact on
cosmology at very late times [79,80]. Roughly, those poles
where the spectral function would diverge are at the on-
resonance condition ϵϕ ¼ 6=ðm2π2Þ where m is integer.8
The on-resonance divergences give rise to partial wave
unitarity violation of the total cross section, as can be
seen in the right plot of Fig. 3 at E ¼ 0. It has been pointed
out in [54] that once the imaginary contribution of the
annihilation part (proportional to our Γs) is included self-
consistently in the solution of the Schrödinger-like
Eq. (5.30), then the Sommerfeld enhancement starts to
saturate below the unitarity limit.9 This means that for
some small velocity there is a transition from the divergent
8This is exactly true for the Hulthén potential case which is
analytically solvable, while for the Yukawa case this resonance
condition slightly deviates.
9Since we have treated the annihilation term Γs as a perturba-
tion, where the leading order contribution was found to contribute
to the change in the number density, the contribution of Γs
does not occur in Eq. (5.30). We will see later that at finite
temperature the imaginary parts in the potential will dominate
over the imaginary contribution from the annihilation term and
thus at sufficiently finite temperature we will always get a
saturation below the unitarity bound.
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scaling SðvrelÞ ∝ v−2rel to SðvrelÞ ∝ const which results in
zero spectrum at zero energy. The saturation is always
present if the on-resonance condition is not exactly ful-
filled. The other extreme case is if ϵϕ is taken exactly in
between neighboring on-resonance values, called off-
resonance. Then, SðvrelÞ never scales stronger than
SðvrelÞ ∝ v−1rel and at some small velocity of the order vrel ≲
mV=M the Sommerfeld enhancement factor starts to
saturate and the spectral function approaches zero.
C. DM number density equation for vanishing
thermal corrections
In the previous section we have proven in the limit of
vanishing finite temperature corrections a relation between
spectral function, standard expression of Sommerfeld
enhancement factor and the bound-state decay width.
Inserting these relations Eqs. (6.12)–(6.13) into our master
Eq. (6.1) leads to the following differential equation for the
total number density nη:








In the limit of zero chemical potential, defining chemical
equilibrium, the r.h.s. vanishes as expected. Here, we

















The chemical equilibrium number density for the scattering
states neqη;0 was coming out as already defined in Eq. (6.8).
This outcome is fully consistent with the result one would
get from integrating the Maxwell-Boltzmann equilibrium
phase-space density (multiplied by spin factor 2) of non-
relativistic particles. The chemical equilibrium number








where the mass of bound-state i is MBi ¼ 2M − jEiBj and
the subscript 0 stands for ideal bound states, respectively.
The term in front of the exponential in the bound-state
number density Eq. (6.16) needs some further explanation.
Since we have only considered s-wave contributions to the
spectral function, neqBi;0 is the equilibrium number density of
the ith exited para-WIMPonium. The decay, as well as the
annihilation, of ortho-WIMPonium into three Aμ would be
a p-wave process. To form para-WIMPonium there is only
one spin option while for ortho-WIMPonium there are 3,
consistent with the picture of having in total 4 spin d.o.f.
Therefore, the spin factor 1 in Eq. (6.16) comes out
correctly. When carefully looking at the term in front of
the exponential in Eq. (6.16), it can be seen that the
normalization of the distribution came out as like integrat-






The kinetic term P=4M of the bound state misses the
correction coming from the binding energy, because the
conventional normalization would give ðneqBi;0ÞðcÞ ¼
ðMBi=2πÞ3=2e−βMBi . The reason why this correction of the
order OðEiB=MÞ does not come out as in the conventional
case can be explained by how we have approximated the
FIG. 3. S-wave two-particle spectral function vs the energy E in units of typical freeze-out temperature shown for a standard Coulomb
(left) and Yukawa (right) potential. The two-particle spectral function enters directly our master formula and is weighted by the
Boltzmann factor for all the energy range.
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Martin-Schwinger hierarchy. In our paper, we expand the
equation for the four-point correlator around the product of
two free propagators. This is why the spectral function only
depends onE ¼ ω − P=4M as we have shown in Eq. (5.29).
If we would iterate the solution, e.g., correcting the free
correlators and inserting them again into the solution of
the four-point correlator, we could obtain the conventional
result. However, note that the correction is small for
perturbative systems, since typically OðEiB=MÞ ∼Oðα2Þ.
We are turning to the discussion of the chemical potential
μ in Eq. (6.14). The chemical potential can be obtained by
inverting the number density as a function of the chemical
potential. For an ideal gas description it is known that the
total number density of η-particles nη, as it appears on the
l.h.s. of Eq. (6.14), is in general just given by the sum of
scattering and bound-state contributions:




nη;0 ¼ neqη;0eβμη ; ð6:19Þ
nξ;0 ¼ neqξ;0eβμξ ; ð6:20Þ
nBi;0 ¼ neqBi;0eβμBi : ð6:21Þ
Since we have imposed a grand canonical state with only
one single chemical potential, the chemical potentials for
the scattering and bound states are related and therefore the
number densities are not independent quantities. Assuming
a grand canonical ensemble with only one time dependent
chemical potential μ implies 2μ ¼ 2μη ¼ 2μξ ¼ μBi , which









This is nothing but the Saha ionization equilibrium con-
dition. To see it explicitly, let us insert Eq. (6.22) into
Eq. (6.18), leading to a quadratic equation for the number
density of free scattering states:





KidðTÞ is according to Eq. (6.22) independent of the
chemical potential. This quadratic Eq. (6.23) can be solved,
leading to the degree of ionization αid for ideal gases:
nη;0
nη
¼ αidðnηKidðTÞÞ; αidðxÞ ¼
1
2x
ð ffiffiffiffiffiffiffiffiffiffiffiffiffi1þ 4xp − 1Þ:
ð6:24Þ
The chemical potential can now be obtained from this







Inserting this chemical potential into Eq. (6.14) we finally
end up with the Boltzmann equation for vanishing finite
temperature corrections, ideal gas approximation, and the
system in a grand canonical state:















The equation is closed in terms of the total number
density nη. Before we discuss this result in detail, let us
consider the case where we would have treated all bound
and scattering states to be independent. This could have
been realized in Eq. (6.14) by assigning different chemical
potentials to scattering and bound states. Then we would
have ended up with decoupled equations:
_nη;0 þ 3Hnη;0 ¼ −hσvreli½n2η;0 − ðneqη;0Þ2;X
i
_nBi;0 þ 3HnBi;0 ¼ −
X
i
Γi½nBi;0 − neqBi;0: ð6:27Þ
These are the standard equations if bound and scattering
states are decoupled. They might be helpful to understand
Eq. (6.26) better. Namely, when adding the well-known
Boltzmann Eqs. (6.27) and imposing ionization equilib-
rium, one would end up with Eq. (6.26). We summarize and
discuss the main findings of this section below.
(i) The differential Eq. (6.26) describes the out-of-
chemical equilibrium evolution of the total number density,
including the reactions ηξ⇌ fAA;ψψg (Sommerfeld-
enhanced annihilation and production) and ðηξÞB ⇌
fAA;ψψg (bound-state decay and production) under the
constraint of ionization equilibrium for all times. The total
number density nη counts both: free particles as well as
particles in the bound state. Equation (6.26) is equivalent to
the coupled set of Boltzmann equations including soft
emissions and absorptions [21] in the limit of ionization
equilibrium. The equations are independent of the bound-
state formation or ionization cross section since the rates
are, by assumption, balanced. One can also see it from a
different perspective. Via Eq. (6.26) it is very elegant to
include bound-state formation or dissociation processes
without calculating the cross sections or solving a coupled
system of differential equations. Note that when comparing
our single equation to the coupled set of Boltzmann
equations in Refs. [21], the last term in Eq. (6.26) account-
ing for the direct production of bound states from two
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photon annihilation (inverse decay) was dropped. It might
have little impact since bound-state formation from radi-
ative processes can be much more efficient around the
freeze-out.
(ii) Let us discuss some asymptotic regimes of
Eq. (6.26), assuming the system has bound-state contribu-
tions. For this case, the ionization degree αid has a non-
trivial dependence on the total number density nη, as can be
seen from Eq. (6.24). This leads to the fact that the collision
term of the number density Eq. (6.26) has in general neither
a linear nor a quadratic dependence on nη, as it is for the
decoupled conventional Eqs. (6.27). However, we recover
correctly the quadratic and linear form in some regimes
discussed now. Close to the freeze-out, the temperature is
much larger than the binding energy of bound states. As a
consequence, the bound-state contribution in the ionization
degree is subdominant and can be neglected. This can be
seen directly from Eq. (6.23). In the high temperature
regime x ≪ 1, leading to αid ∼ 1 (fully ionized DM
plasma), the dominant part of the r.h.s. of the number
density Eq. (6.26) is quadratic in nη. At late times, roughly
when temperature becomes of the order the binding energy,
the contribution of the bound states becomes strongly
enhanced due to Boltzmann factor ∝ eβjEBj in KidðTÞ.





which is much smaller than unity.
This behavior is expected since bound states with energy
2M − jEiBj are thermodynamically more favored compared
to the scattering states with energy 2M for T < jEiBj.
Therefore, the equilibrium limit for low temperature is
that most of the particles are contained in the lowest
bound state (assuming for a moment that such state is





into Eq. (6.26) results in the fact that at late
times the r.h.s. the of number density equation is linear in
nη and the proportionality factor is effectively the bound-
state decay rate. Since typically the decay rates are much
larger compared to the Hubble rate and the number density
equation is linear in nη, the total number density gets
depleted exponentially fast in time. This means at late
times, if ionization equilibrium is assumed, also the free
DM particle number decreases simply because it must
follow the exponential fast decay of the bound states in
order to maintain the imposed ionization equilibrium. In
summary, if bound-state solutions are present and one
would integrate numerically Eq. (6.26) until today,
effectively no DM would remain as a consequence of
the imposed ionization equilibrium. However, we know
from the full coupled set of classical Boltzmann
equations [21] that ionization equilibrium is not main-
tained for all times during the DM depletion phase
caused by bound-state decays. This is because, once the
decay rate exceeds the ionization rate, the system leaves
the ionization equilibrium. The temperature dependence
of the bound-state formation (BSF) and ionization
determines by how much the stable components are
depleted during this critical epoch. Once the BSF
rate drops below the cosmic expansion rate H the
depletion stops.
(iv) If we instead would have treated bound and
scattering states separately, with independent chemical
potentials, we would have obtained Eq. (6.27). In this
equation one can see that the bound states are independent
of the scattering states. Since the differential equation of the
former is linear in the number density on the r.h.s., at some
point all bound states start to decay away. The coupling
between bound and scattering states via radiative processes
are not included in our theory and therefore do not appear.
As we have learned, in our theory treating bound states as
composite particles there is only one chemical potential.
Therefore, by naively just giving bound and scattering
states different chemical potentials would lead to the fact
that we describe the system not with a grand canonical
ensemble. Moreover, the KMS condition does not hold for
this case. In order to be able to introduce different chemical
potentials might require to rewrite our theory in terms of
effective operators, creating only scattering or only bound
states respectively. Then, there might be for every operator
a conserved charge and one can associate individually
different chemical potentials. We will see later that this
more “phenomenological” procedure is definitely not
applicable for finite temperature case. There it becomes
impossible to introduce such operators since the eigenval-
ues might be not well defined when non-Hermitian thermal
corrections are included.
(v) For going beyond the ionization equilibrium it is
required to include ultrasoft terms from the beginning and
re-derive the DM correlator EoM including those correc-
tions. This we leave for future work and we restrict our
equations to be valid as long as ionization equilibrium can
be maintained. If no bound-state solution exists, our
equations presented here only assume kinetic equilibrium
[77,78]. If bound states exist, the validity of Eq. (6.26) can
be estimated. Once the decay rate exceeds the ionization
rate at late times, the regime of out-of-ionization equilib-
rium starts (see also [21]). Until then, our description is
valid. In the next section, we will generalize this equation
for the finite temperature case. We will assume that the
thermal width in the effective potential is small. Already in
this case, the number of bound states is dynamical since the
screening as well as the constant real part term in the
effective potential are temperature dependent. They lead for
decreasing temperature to an abrupt occurrence of bound-
state poles in the spectral function (see also Sec. VII).
Therefore, at finite temperature the description via
Eq. (6.26) is insufficient. The more general description
can be obtained from our formalism by going back to our
master equation, expressing the annihilation or decays in
terms of the two-particle spectral function. The spectral
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function automatically decides for a given temperature
which part of the spectrum contributes to the continuum
and which part is bounded, as we will see later. Moreover,
as we discuss in the next section, it is required at finite
temperature to include nonideal contributions to the ideal-
ized Saha equation, leading to finite temperature correc-
tions of the chemical potential. Thus, for a consistent
treatment we need to compute both: long-range modified
annihilation and the chemical potential to the same order of
approximation.
D. Chemical potential in narrow thermal
width approximation
In the previous section, we established what is the
outcome of our master equation in the limit of vanishing
thermal corrections. In this section, we compute the
chemical potential for finite gχ and gψ . The only
assumption we make is that the thermal width in the
mediator correlator D is subleading. Only the real-part
correction in Eq. (5.32) is kept. This is called the narrow
width (or quasiparticle) approximation. It leads to the fact
that the correlator takes the simple form
Dðx; yÞ ¼ δCðtx; tyÞð−iÞVðx − yÞ; ð6:29Þ
where V is the screened Yukawa potential. To now evaluate
the pressure explicitly, we make use of the structure of the
Hamiltonian for this potential:








þ ξðxÞξðyÞξ†ðyÞξ†ðxÞ − 2η†ðxÞξðyÞξ†ðyÞηðxÞ:
ð6:30Þ
Substituting g2χ → λg2χ and taking the partial derivative of
the partition function with respect to λ we arrive at the
convenient form


















× ½2Gþþ−−ηξ ðx; y;x; y; t − t0; λÞjt¼t0
− Gþþ−−ηη −Gþþ−−ξξ : ð6:32Þ
Spin indices are summed over equal arguments andGþþ−−ηη ,
Gþþ−−ξξ carry the same arguments as G
þþ−−
ηξ . Applying the
KMS condition, and expressing Gþþ−− in terms of spectral
function we arrive, after introducing Wigner coordinates
and Fourier transformation, at





















− eβ2μηGρηη − eβ2μξGρξξ
i
: ð6:33Þ
This equation tells us that the total pressure is equal to the
ideal pressure, defined as
p0Ω ¼ T ln Tr½e−βðH0−μηNη−μξNξÞ; ð6:34Þ
plus nonideal contributions arising from DM long-range
self-interactions. It is possible to eliminate the λ integration
in Eq. (6.33) by partial integration and using the BS
equation backwards. The final result can be expressed in
terms of bound-state contributions and the change of the
scattering phase with respect to the energy for the scattering
states. The equation is then known as Beth-Uhlenbeck
formula. For the following discussion, it is however not
required to explicitly give those expressions and therefore
we just refer to the result in standard text books for nonideal
plasmas; see [81].10 Let us remark that one can also directly
solve Eq. (6.33) numerically via the solution of the two-
particle spectral function. This is the power of Eq. (6.33).
One can solve self-consistently for Gþþ−−ηξ;s ðx; x; x; xÞjeq and
the chemical potential (see below) entering our master
equation just by evaluating the two-particle spectral func-
tion without specifying what is a bound or a scattering state.
The two-particle spectral function automatically takes into
account everything. This is because Eq. (6.33) is exact in
the narrow thermal width limit. We have just reduced the
problem of evaluating the total pressure to the evaluation of
a four-point correlation function.
For the moment, only the structure of Eq. (6.33) is
important. Namely, when differentiating the total pressure
equation with respect to the chemical potential we obtain,
according to Eq. (6.3), for the total DM number densities
nη ¼ nη;0 þ KðTÞnη;0nξ;0; ð6:35Þ
nξ ¼ nξ;0 þ KðTÞnη;0nξ;0; ð6:36Þ
nη;0 ¼ neqη;0eβμη ; ð6:37Þ
nξ;0 ¼ neqξ;0eβμξ ; ð6:38Þ
10In nonideal plasma literature, the nonideal contribution in
Eq. (6.33) is referred to as the second-viral coefficient. It might be
also interesting to note that the number of bound states are related
to scattering phases according to the Levinson theorem.
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The subscript 0 labels ideal number densities, i.e., nη;0 is a
number density for a free DMwithout gauge interactions as
in the previous section. Superscript “eq” stands for chemi-
cal equilibrium and a symmetric plasma is assumed
μη ¼ μξ. We stress that nη;0 should not be confused with
number densities of one quasiparticle excitation of DM in
thermal plasma. This equation just tells us that the exact
total DM number density, nη and nξ, including corrections
from thermal plasma and bound states, can be simply
expressed as Eqs. (6.35) and (6.36) by means of the ideal
number densities given in Eqs. (6.37)–(6.39). All the
effects from interactions are encoded in KðTÞ. An explicit
expression for KðTÞ can be obtained by comparing
Eq. (6.35) to (6.33). Again, it is only important to know
that KðTÞ includes bound-state contributions as well as
scattering parts which can be seen from the integration of
spectral function in the whole energy range. One can see
that in the limit of KðTÞ → 0 the number densities of free
DM are recovered. If we would send finite temperature
corrections to zero and only include the bound-state
contribution, then KðTÞ just reproduces the ideal gas case
from the previous section; see Eqs. (6.23) and (6.22). In this
sense, standard Boltzmann equations (see also previous
section) typically used in numerical codes solve for the DM
number density non-self-consistently. This is because they
miss the (small) nonideal corrections coming from the
scattering contributions in KðTÞ and evaluate the chemical
potential in the ideal gas approximation.
For a symmetric plasma nη;0 ¼ nξ;0, Eq. (6.35) is a






ð ffiffiffiffiffiffiffiffiffiffiffiffi1þ4xp −1Þ; ð6:40Þ
where α gives the ratio between the ideal number density
of free particles (no bound states and no interactions) and
the total number density nη, including bound states, non-
ideal and thermal corrections. This is the main difference
compared to the ideal definition in the previous section.
The generalized Saha Eq. (6.40) accounts for nonideal
contributions like self-interactions as well as for finite
temperature corrections. Important to note is that we do not
have to define what is a bound or a scattering contribution
to the total number density. The spectral function in
Eq. (6.33) does the job automatically and takes all con-
tributions into account when integrating over the whole
energy range.
Since nη;0 ¼ neqη;0eβμη , we can finally determine the
chemical potential μη as a function of total number density
from Eq. (6.40).
Assuming a grand canonical state for a system having
bound-state solutions in the spectrum automatically implies
the Saha ionization equilibrium. Under this assumption, the







and our master formula for the total number density Eq. (6.1)
can be written in a fully closed form as
_nη þ 3Hnη ¼ −
2ðσvrelÞGþþ−−ηξ;s ðx; x; x; xÞjeq
neqη;0ðTÞneqη;0ðTÞ
× ½α2ðnηKðTÞÞnηnη − neqη;0ðTÞneqη;0ðTÞ;
ð6:42Þ
where















Importantly, the obtained number density Eq. (6.42) is in
general not quadratic in nη contrary to the conventional Lee-
Weinberg equation because the generalized ionization frac-
tion, αðnηKðTÞÞ, exhibits a nontrivial dependence on nη. As
we have discussed in the previous section, this equation
contains all the number violating processes of DM, i.e.,
annihilations and bound-state decay. The process which
dominates the decrease of DM number density is determined
by how α evolves in time as we have discussed at the end of
the previous section.
The insights we gained in this section are important for
the understanding of our work. Let us put below these
results more into context.
(i) Equation (6.42) describes the out-of-chemical equi-
librium (finite μ) evolution of the total number density
under the constraint of ionization equilibrium and is one of
our main results. It is a generalization of the idealized
vacuum Eq. (6.26), accounting for (i) finite temperature
corrections to the annihilation/decay rates and (ii) nonideal
corrections to the chemical potential. The nonideal correc-
tions to the chemical potential consist of finite temperature
corrections as well as scattering contributions. The main
advantage of the Eq. (6.42) is that we do not have to define
what is a bound or scattering state contribution since at
finite temperature this is meaningless to do. All expressions
needed in order to solve our generalized number density
equation numerically can be obtained by evaluating the
two-particle spectral function. Since one has to integrate
over the whole energy spectrum, the result manifestly takes
all contributions into account, without the need of differ-
entiating between bound and scattering states. Later in
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Sec. VII, we show the results for the two-particle spectral
function Gρηξð0; 0;EÞjl¼0 in Eq. (6.42) including finite
temperature corrections.
(ii) Let us discuss a bit more in detail the generalized
Saha Eq. (6.40). For vanishing finite temperature correc-
tions and the ideal gas limit, we have emphasized that it
reduces to the standard expression Eq. (6.24). Since (6.40)
looks the same as the one in the ideal gas limit aside from
how KðTÞ depends on T, one may understand how α
evolves from the discussion at the end of the previous
section. However, at finite temperature it is more compli-
cated to precisely estimate since the number of bound states
is dynamical. Furthermore, it is also more complicated to
discuss the case when ionization equilibrium is broken at
finite temperature due to this reason.
Finite temperature effects might extend the period where
the ionization rate is much larger compared to the decay
rate, since ψ particles can efficiently destroy the bound
state. Thus it might be true that the validity of our equations
holds longer compared to the vacuum case. Another
difficulty at finite temperature is, only in the limit of
narrow thermal width it might be possible to estimate the
validity of (6.42). This is because in order to estimate the
rates one has to define what is the decay width of the bound
state, which becomes hard to define beyond the narrow
thermal width limit. At late times of DM freeze-out,
however, we naively expect that the thermal width becomes
less important and one may estimate the rates by just
including the real-part corrections (but still in this case the
number of highly excited bound states can be dynamical).
(iii) According to previous discussions, we would like to
emphasize again that our number density Eq. (6.42) is not
applicable to the regime where bound-state decay rates
exceed the ionization rates at late times causing an out-of-
ionization equilibrium state (now disregarding the issue
of how we can precisely estimate those rates at finite
temperature). However, our more general equations
Eqs. (4.20)–(4.21) do not assume ionization equilibrium
and can be applied to any out-of-equilibrium state. The
point is, since we have dropped for simplicity soft emis-
sions from the beginning, there are no processes like BSF
via the emission of a mediator relating the number of bound
and free particles. Consequently, if one would solve the
general Eqs. (4.20)–(4.21) numerically, with an initial out-
of-ionization equilibrium state, the system would remain
for all times in out-of-ionization equilibrium. It is required
for future work to include soft emissions via e.g., an electric
dipole operator in thermal plasma, to account for a correct
description of the DM thermal history at late times. We will
see, however, if ionization equilibrium can be guaranteed,
our description accounts for sizable finite temperature
corrections during the early phase of the freeze-out
which can not be captured by the classical on-shell
Boltzmann equation treatment as in [21]. Thus these
different approaches are in some sense complementary.
Furthermore, the approach in [21] uses only the main
contribution of the ground state 1S, while via Eqs. (6.42)
and (5.44) it is very elegant and efficient to include all (here
only s-wave) bound-state contributions (but under the
assumption of ionization equilibrium).
(iv) From this section we learned that the standard
Boltzmann equations at zero temperature are a non-self-
consistent set of equations. They miss scattering contribu-
tions in KðTÞ which can now be fully accounted for.
Bearing in mind that these contributions might be small, it
might also be acceptable to adopt a non-self-consistent
solution of Eq. (6.42). By this we mean one can in prin-
ciple compute the chemical potential in the narrow
width approximation; however, in the computation of
Gþþ−−ηξ;s ðx; x; x; xÞjeq, the two-particle spectral function
can be solved in its most general form including finite
temperature width (as we present in Sec. VII). We empha-
size again that a non-self-consistent solution might cause
some troubles and care should be taken. In Appendix E 3,
we discuss other non-self-consistent computations of the
chemical potential and point out their failure, especially for
late times if bound-state solutions exist.
E. Comparison to linear-response-theory method
Our dark matter system is similar to heavy-quark pair
annihilation in a thermal quark gluon plasma produced in
heavy ion collisions. In literature, the annihilation rate of the
heavy-quark pair into dileptons is estimated from linear
response theory. Let us just quote their results in the
following without deeply diving into the details. For
comparison we translate the expressions for SUð3Þ to our
U(1) by adjusting color and flavor factors and call the heavy
(anti)quark dark matter (ξ) χ. The linearized Boltzmann
equation around chemical equilibrium is given by
_nηþ3Hnη¼−Γchemðnη−nη;eqÞþOðnη−nη;eqÞ2; ð6:44Þ
where Γchem is called the chemical equilibration rate. Γchem
can be extracted from linear response theory, assuming
thermal equilibrium and a perturbation linear around chemi-
cal equilibrium. It is defined as [64–67]
Γchem ≡ Ωchemð4χη=βÞM2 ; ð6:45Þ
where Ωchem is a transport coefficient and χη is the heavy






where we consider always only s-wave contributions and the
tree-level annihilation cross section is defined as in our case,
while ρηξ is also called a spectral function but might be
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defined slightly differently than ours. This expression looks
similar to our term in chemical equilibrium




fBð2M þ ωÞGρηξð0; 0;ω;PÞ: ð6:47Þ
Indeed, we find both spectral functions in Eqs. (6.46)
and (6.47) give identical results if we take the DM dilute
limit of our equation.
The number susceptibility is defined as the response
of the total number density with respect to infinitesimal





In the dilute limit, using Eq. (6.35), we have χη ¼ βneqη .
So we find in total for the linearised equation using linear
response theory:








× ½nηneqη − neqη neqη : ð6:49Þ
In the following, we compare this equation based on
linear response theory with our Eq. (6.42). We start from
our more general expression and reproduce Eq. (6.49) in
the linear regime around chemical equilibrium while
clarifying the underlying approximations. For this purpose,
we have to linearize our equation around nη ∼ n
eq
η , where
“eq” labels chemical equilibrium. On the one hand, as
we have shown in Sec. V, the spectral function, Gρηξ, does
not depend on nη as long as the DM number densities are
dilute. On the other hand, the generalized ionization
fraction, α, does depend on nη and hence it must also be
approximated as to be close to chemical equilibrium. One
may easily see this by looking at the definition of α given in
Eq. (6.40). From this expression it is clear that if the DM
number densities are close to chemical equilibrium, the
ionization fraction is always close to one, i.e., αeq ≃ 1,
because neqη;0 ∝ e−βM and KðTÞ ∝ eβjEBj. Hence, in the
linear regime, the total DM number densities are fully
ionized and can be approximated as the free scattering
contributions: neqη ≃ neqη;0. From these observations, we
reproduce Eq. (6.49) from our Eq. (6.42) in the linear
regime around chemical equilibrium.
The linear response theory method applies, by definition,
only to the linear regime around chemical equilibrium
where nη ∼ n
eq
η . It is not possible via this method to see
what is the correct form of the underlying Lee-Weinberg
equation describing the nonlinear regime where nη ≫ n
eq
η .
Nevertheless, one might be tempted to use it by replacing
the right-hand side of Eq. (6.44) with Γchem
2neqη
ðn2η − ðneqη Þ2Þ as
done in [37,55–57,66]. Most important to note is that the
collision term obtained from this replacement matches our
equation only if the generalized ionization fraction is close
to chemical equilibrium, i.e., αeq ≃ 1, which is no longer
true at late times. We can see how α depends on time from
Eq. (6.40). As we have already discussed in detail at the end
of Secs. VI C and VI D, at late times of DM freeze-out the
total comoving number density approaches a constant value
while KðTÞ starts to grow rapidly for T < jEBj. As a result,





≪ 1 at late times, which invalidates the naive
replacement above. One can understand this behavior
intuitively because the bound states of energy 2M − jEBj
are thermodynamically favored compared to the scattering
states of energy 2M at T < jEBj. For a fixed total number of
DM, the bound states dominate over the scattering states at
some point as in the case of the recombination. There is
also another issue when correcting neqη in
Γchem
2neqη
ðn2η − ðneqη Þ2Þ
only by the Salpeter term. Since this discussion requires
some detailed knowledge about thermal corrections, we
share it in Appendix E 3. In summary, we would like to
emphasize that care must be taken if one matches the
equation obtained by linear response theory to nonlinear
differential equations.
Instead, one may match the equation obtained by linear
response theory to our corrected form of the Lee-Weinberg
equation in the nonlinear regime. By this procedure it is now
also clear what the limitation exactly is. Aswe have discussed
in detail in the previous section, our master formula for the
number density equation is valid as long as ionization
equilibrium can be maintained. Ionization equilibrium is
broken if the decay rate exceeds the ionization rate. The
temperature where this happens can be estimated for finite
temperature systems, at least in the narrow width case.
VII. NUMERICAL RESULTS FOR TWO-PARTICLE
SPECTRAL FUNCTION AT FINITE
TEMPERATURE
We turn to the numerical solution of the two-particle
spectral function for the full in-medium potential. The
effects of the finite temperature corrections can be simplest
understood for the case of the Coulomb potential as given
in Eq. (5.32). The first correction is a real constant term
that shifts effectively only the energy by αχmD. When only
taking this correction into account one would thus expect
that the infinite number of bound states in the spectral
function of the Coulomb case just move to lower binding
energies and similar shift to the threshold as well as to the
positive energy spectrum. The second real-part correction is
an exponential screening of the Coulomb potential with
radius mD. This introduces another effect. It leads to a
disappearance of the bound states closest to the threshold
since Yukawa potentials have only a finite number of bound
states. The disappearance of bound states wins against
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the move of the poles towards lower energies at the Mott
transition, where all bound states disappear and the
spectrum is exclusively continuous. Additionally, we have
imaginary-part corrections coming from the soft DM-ψ
scatterings, leading to a finite thermal width of the bound
states. Once the thermal width is comparable to the binding
energy, the bound-state poles are strongly broadened.
The combination of all effects are shown in Fig. 4, where
wepresent the numerical solutionof the two-particle spectral
function for the full in-medium potential according to
Eq. (5.44). We show the case of the Coulomb and
Yukawa potential. In this figure, we have fixed the temper-
ature toT ¼ M=30 (slightlybelow the typicalDMfreeze-out
temperature) and varied the Debye mass where the maximal
value shown corresponds to the equal charge case gψ ¼ gχ of
our minimal model: m2D ¼ g2χT2=3. The mass of the DM is
fixed to 5 TeV and the coupling αχ ¼ 0.1 very roughly
chosen to account for the correct order of the abundance.
All finite temperature effects together lead to a continu-
ous melting of the bound-state poles. As can be seen, the
melting of the bound states leads to the fact that even at
negative energies, the spectrum is continuous at finite
temperature. The reshuffling of the spectrum towards lower
energies affects the rates exponentially according to
Eq. (5.8). This is because the integrand (the spectral
function) has more support at negative energies which
is, due to Boltzmann factor, exponentially preferred in
kinetic equilibrium. It now becomes clear that the notion of
spectral function is more general compared to the vacuum
case where one could separate the spectrum for bound and
scattering states. Here, it is evident that such a distinction is
impossible. It is also not necessary to do so since the
integration of spectral function times Boltzmann factor
takes already all contributions into account.
In all cases we study in this section, the integral has a fast
convergence at negative energies well inside the validity
region of HTL resummed effective theory jEj≲ T. An
intuitive reason why our treatment breaks down for a large
negative energy −E ≫ T is the following. In this regime
dark matter and antidark matter are tightly coupled. As a
result, typical scatterings with momentum exchange of T
cannot probe inside the dark matter and antidark matter
pair. Thus, we expect the imaginary part in the effective
potential for jEj ≫ T to be suppressed by an additional
Boltzmann factor. In a word, for large enough jEj, the
situation should revert to the vacuum case and we no longer
expect thermal corrections for the bound states. Indeed, for
vanishing imaginary part in the potential the two-particle
spectral function has no support for negative energies
below the ground state energy.
Nevertheless, let us discuss how only the positive energy
spectrum is affected. According to the theorem of
Levinson, the scattering phases (and hence the wave
function at the origin) depend on the amount or properties
of the bound states. This means that thermal modifications
of the bound states automatically affect also the positive
energy spectrum. The impact on the positive energy
spectrum depends on the melting status of the bound
states. In general, there can be both, a suppression or
further enhancement of the positive energy spectrum as can
be seen by carefully looking at the value around E ¼ 0 in
Fig. 4. We would like to stress that a suppression of the
positive spectrum does not imply that the total rate is less.
For the computation of the rate one has to integrate the
spectral function over the whole energy range, where
Gþþ−−ηξ;s ðx; x; x; xÞjeq becomes due to the reshuffling towards
lower energies exponentially enhanced.
While for the Coulomb case, the impact of the melting on
the positive energy spectrum is only very little (which does
not mean that the overall effect is small), the impact for
the Yukawa potential case can be much larger. In Fig. 5, we
compare the positive energy solution of the Yukawa spec-
trum at zero and finite temperature, as a function of the
mediator massmV . The vacuum line (dashed) is obtained by
FIG. 4. Two-particle spectral function at finite temperature shown vs the energy in units of typical freeze-out temperature. The violet
line corresponds to the equal charge case gψ ¼ gχ of our minimal model and hence m2D ¼ g2χT2=3.
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solving the spectral function in the limit of vanishing finite
temperature corrections. The Sommerfeld factor for this case









p Gρηξð0; 0;EÞjE>0;l¼0: ð7:2Þ
In the second line we used E ¼ Mv2rel=4 for on-shell
particles. At finite temperature this kinetic energy relation
does not hold. We therefore use the second Eq. (7.2) to
define the Sommerfeld enhancement factor at finite temper-
ature as shown in Fig. 5. The enhancement or suppression of
the Sommerfeld enhancement factor due to the thermal
effects is largest if the ground state is close to the threshold of
E ¼ 0 (around the first peak from the right, here ϵϕ ∼ 0.6).
For our minimal model, it is also shown in the right plot of
Fig. 5 that the whole temperature range of a typical freeze-
out process can be affected. In the limit mV → 0 the
Coulomb limit is recovered. Again, this does not mean that
it is sufficient to just take the standard expression of the
Sommerfeld enhancement factor of the Coulomb potential to
describe the DM freeze-out. There is also a contribution from
the negative energy spectrum. Therefore, one has to be
careful in interpreting Fig. 5. On the one hand side the
positive energy solution (Sommerfeld enhancement factor)
can be suppressed or equal compared to the vacuum case, but
on the other side the total Gþþ−−ηξ;s ðx; x; x; xÞjeq entering our
master formula Eq. (6.1), which requires the integration over
the whole energy spectrum, can be enhanced.
As an extreme example of this situation, let us discuss
the case where there are no bound states (e.g., Yukawa
potential in the Born regime ϵϕ ≫ 1). The finite temper-
ature spectral function for this case is shown in the right
plot of Fig. 6. Indeed, the positive energy spectrum is
FIG. 5. Sommerfeld enhancement factor for a Yukawa potential shown vs the mediator mass in units of the Bohr radius
ϵϕ ≡mV=ðαχMÞ. Dashed and solid lines correspond to the vacuum limit and the full in-medium potential, respectively. Effects at
different temperatures are compared. Left side for typical freeze-out temperature and right plot at a typical temperature where the
annihilation rate would be much smaller compared to the Hubble rate.
FIG. 6. Comparison between extreme examples, where only the ground state exists and is close to the threshold (left) and where no
bound states exist (right). Here, the vacuum curve is defined as not including delta-peaked bound-state contributions.
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dominantly suppressed compared to the vacuum case but
when integrating the spectral function over the Boltzmann
factor in the whole energy range there is still an enhance-
ment of order 1% compared to the vacuum case. Another
extreme example, where the corrections to the positive
spectrum are strongest, is the case where only the ground
state exists and is close to threshold [37,55,56]. This
example is shown in the left plot of Fig. 6. We find in
this case, the value of the integration of the spectral
function times the Boltzmann factor is by up to 10%
(30%) larger compared to the vacuum case without bound-
state peak at the typical freeze-out temperature T ¼ M=30
(T ¼ M=90). The correction increases for lower temper-
ature due to the Boltzmann factor.
The total rate is only proportional to the integration of the
spectral function times the Boltzmann factor. There are
additional finite temperature corrections to the chemical
potential (see previous section) which can be also obtained
from the spectral function. We have not explicitly com-
puted those nonideal corrections yet but leave it for future
work once we have included ultrasoft emissions in our
system description.
VIII. DISCUSSION
A self-interacting DM system, where long-range forces
and bound-state solutions exist, is in general a complex
ensemble where many processes with different rates are
taking place at the same time during the DM thermal
history. Essentially, there are three quite different
approaches in the literature with distinct motivation to
describe the evolution of the abundance of the stable
components for such systems:
(1) The first approach is based on a coupled set of
classical on-shell Boltzmann equations. If bound-state
solutions are absent, the description of the DM freeze-
out acquires dominantly corrections from the Sommerfeld-
enhanced annihilation of free DM particles [10,11]. If the
two-particle spectrum has support at negative energies, the
free DM particles can form a bound state via radiative
processes [21,82]. The reverse process can also happen,
called ionization. If there are several bound-state solutions
present, further processes like excitation or deexcitation can
happen [22,42]. All those processes are in general coupled,
and as we see, the list of Boltzmann equations needed to
describe such systems can be long. When relying on those
classical Boltzmann equation computations, treating e.g.,
the number density of free particles and bound states
separately and as idealized, potential strong modifications
arising from higher-order plasma interactions might be
missed. In this approach, however, it is always guaranteed
that the nonlinearity of out-of-chemical equilibrium reac-
tions are accurately described. And there can be in general
many such out-of-equilibrium reactions as listed above.
(2) The second approach starts from the EoM of
correlation functions on the Keldysh contour and takes
into account some finite temperature corrections. The major
difference to our work is that in [69] it is assumed that the
correlator hierarchy can by truncated at the lowest order,
resulting in closed equations for the two-point functions in
terms of the one-particle self-energy only. One of the
equations are the so called kinetic equations, being the
differential equations for describing the evolution of
observables in terms of the macroscopic Wigner coordi-
nates. In the one-particle self-energy approximation they
are also known as Kadanoff-Baym equations. Expanding
the self-energy in terms of the coupling to NLO results in
the standard Boltzmann equation. At NNLO first finite
temperature corrections enter. The advantage of a fixed
order calculation is that infrared divergences, arising at
NNLO cancel [69]. At NNLO in the self-energy expansion
of the kinetic equations, the thermal corrections turn out to
be strongly suppressed, i.e., to high power in T=M,
compared to the NLO result. One should, however, keep
in mind that there are next to the kinetic equations also the
equations for the microscopic Wigner coordinates, called
mass-shell equations accounting for, e.g., thermal correc-
tions to the dispersion relation. Kinetic and mass-shell
equations are in general coupled. Therefore, a self-con-
sistent solution in principle requires to take account of
corrections also from the mass-shell equation. In any case,
the problem within this systematic approach is that a fixed
order calculation can never account for correctly describing
the Sommerfeld enhancement beyond the Born regime and
also bound-state solutions will never appear.
(3) The third approach addresses the description of long-
range force systems at finite temperature in a nonperturba-
tive sense, i.e., by resummation of the Coulomb divergent
ladder diagrams including thermal corrections. Clearly, first
attempts were made in the literature of heavy quark pair
annihilation in a quark gluon plasma [64], produced in
heavy-ion collisions at the LHC. More recently, some of
these authors have applied the same techniques also to
the DM freeze-out [37]. The method is based on linear
response theory [65–67], estimating the DM Sommerfeld-
enhanced annihilation and bound-state decay from a
spectral function including finite temperature corrections.
It has been shown in Ref. [55–57] that the DM overclosure
bound, computed by this method, can be strongly affected
by finite temperature effects if bound-state solutions exist.
Compared to a fixed order calculation as in approach 2, the
finite temperature corrections are larger. The reason is
because the mass-shell equations are solved by resumma-
tion of the Hard thermal loop contribution. Albeit there are
potentially strong effects, the linear response theory is
strictly speaking valid only for systems close to thermal
equilibrium, e.g., n ∼ neq. At finite temperature the spectral
function can in general depend on the DM density.
Therefore, it is a priory not clear if the transport coefficients
extracted from linear response theory can be inserted
into a nonlinear Boltzmann equation describing the DM
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freeze-out in a nonlinear regime where n ≫ neq. From
vacuum computations it is known that the Sommerfeld
effect can still be efficient in such a regime. This is because
the transition n ∼ neq to n ≫ neq happens in a short time,
since neq ∝ e−M=T decreases rapidly. To the best of our
knowledge this method, inserting transport coefficients
obtained from linear response theory into a nonlinear
Boltzmann equation, has not been tested so far by using
other treatments applying for generic out-of equilibrium
situations.
Our formalism, presented in this work, aims towards a
first step in unifying the approach 1 and 3, by generalizing
the approach 2 for long-range force systems. In other
words, we derived from the EoM of Keldysh correlation
functions the number density equation for DM including
finite temperature corrections and accounting for the
full resummation of Coulomb divergent ladder diagrams.
This allows to study the finite temperature corrected
Sommerfeld-enhanced annihilation as well as bound-state
decay. Moreover, our master Eq. (6.1) is able to describe the
correct nonlinear transition to out-of-chemical equilibrium,
i.e., the freeze-out process.
Although we have derived all equations on the Keldysh
contour, and therefore they should be valid for any out-of-
equilibrium situation of the system, the reader should be
reminded what precisely our system is. While it remains
true that we can describe correctly Sommerfeld-enhanced
annihilation and bound-state decay in the presence of a
relativistic plasma background for out-of equilibrium sit-
uations, we have dropped from the beginning, when
deriving our nonrelativistic effective action, ultrasoft
contributions of the fully relativistic action. Hence,
Eqs. (4.20)–(4.21) are missing ultrasoft contributions
leading to bound-state formation and ionization processes
via the emission or absorption of a mediator, as well as
contributions to excitation or de-excitation processes if
multiple bound states exist. Once ultrasoft terms are
included in the system of equations, we expect the final
equations, if finite temperature effects are neglected, to
coincide with the full set of equations of approach 1.
Moreover, the inclusion of emission and absorption in the
Keldysh formalism might lead to new insights in the
production rate of dileptons or photons, produced from
heavy-quark pair annihilation in a quark gluon plasma.
In the second half of the work, we have indirectly
included all bound-state formation, ionization, excitation,
and deexcitation processes. This was achieved by assuming
our system is in a grand canonical state with one single time
dependent chemical potential as in our master Eq. (6.1).
The important observation that adopting a grand canonical
picture automatically implies ionization equilibrium if
bound states are present was by far not obvious to us.
This key observation brought us to the conclusion that our
equations in the limit of vanishing thermal corrections are
equivalent to the coupled system of classical Boltzmann
equations in the limit of ionization equilibrium. Thus we
have shown that under certain assumptions our approach
and approach 1 consistently fall together. Another impor-
tant point based on this observation was that, since the
ionization fraction at chemical equilibrium is close to unity,
our and approach 3 are equivalent to approach 1 in the
regime linear near chemical equilibrium.
Important to recognize was that our approach and
approach 3 give different results if the transport coefficients
extracted from linear response theory is inserted into a
nonlinear Boltzmann equation just by replacing Γchemðnη −
neqη Þ with Γchem2neqη ðn
2
η − ðneqη Þ2Þ [55–57]. This is because the
ionization fraction depends on nη where another non-
linearity comes in, and in particular, the ionization fraction
will be much smaller than unity at late times. This is
intuitively because the bound states are exponentially
favored compared to the scattering states for T < jEBj.
Furthermore, the ionization fraction counteracts against the
exponential grow of Γchem or of our Gþþ−−ηξ;s ðx; x; x; xÞjeq for
late limes if bound-state solutions exist. In a word, while
the spectral function is identical between the linear
response and ours in the DM dilute limit, the ionization
fraction makes the difference. This effect is non-negligible
when at late times the DM gets depleted by bound-state
formation effects.
Our master Eq. (6.1) cannot be used at very late times
where ionization equilibrium is not maintained. Therefore,
one has to be careful in relying on our so far simplified
treatment for all times during the DM thermal history. More
generally, when using our equations, it has to be ensured
that the rates driving the system to kinetic and ionization
equilibrium are much faster than any other rates leading to a
potential out-of-kinetic or -ionization equilibrium state. In
the case of no ψ particles (no finite temperature correc-
tions), it was shown in Refs. [21,22,42] that the decay of the
bound state becomes faster than the ionization via emission
and absorption processes by an electric dipole operator
at some point, which breaks the ionization equilibrium at
late times. Later, when the bound-state formation becomes
inefficient compared to the cosmic expansion, the dark
matter number freezes out completely. Estimating the valid
regime of our approach in the presence of finite temperature
corrections is a more complicated task. To draw a definitive
conclusion in our case, one has to estimate these processes,
including emission and absorption of ultrasoft gauge
bosons, in the presence of the thermal plasma. As we
have discussed already in detail, this might only be
realizable if the thermal width is negligible compared to
the real-part corrections. Furthermore, one has to keep in
mind that the number of existing bound-state solutions is
temperature dependent when already only real-part correc-
tions are taken into account.
After this warning, we now would like to discuss the
case where a grand canonical description with one single
chemical potential is justified. As we have in detail
presented in this work, all finite temperature corrections
DARK MATTER SOMMERFELD-ENHANCED ANNIHILATION … PHYS. REV. D 98, 115023 (2018)
115023-33
are then totally encoded in the solution of the DM two-
particle spectral function. In the presence of ultrarelativistic
fermionic particles in the background, the hard thermal
loop resummed corrections to the DM system can be
classified into three contributions [see effective in-medium
potential Eq. (5.32)]. The first two contributions are real-
part corrections to the DM effective in-medium potential.
The first one leads to an energy shift (Salpeter correction) in
the DM two-particle spectral function by an amount of
αχmD towards lower energies compared to the vacuum
case. Second, the Debye mass mD leads to a screening of
the Coulomb potential, resulting in a temperature depen-
dent Yukawa potential with screening radius mD. The
third contribution to the effective potential is purely
imaginary and originates from soft DM scattering proc-
esses with the ultrarelativistic fermions in the hot and
dense background.
Let us first discuss the two real-part corrections and their
implication on the two-particle spectral function for the
case of a Coulomb potential. In the limit of vanishing real-
part corrections, it is well known that a Coulomb system
has infinitely many bound-state solutions. Furthermore, the
bound-state solutions and the scattering states can clearly
be separated sharply at the energy E ¼ 0 in the two-particle
spectral function (see Fig. 3). If the real-part finite-
temperature corrections are included, bound states close
to the threshold E ¼ 0 disappear in the spectrum. This is
simple to understand. First of all, by the real-part correc-
tions the Coulomb potential transforms into a Yukawa
potential. Yukawa potentials have only a finite number of
bound states. Secondly, due to the energy shift caused by
the other real-part correction, the threshold is lowered. The
combination of these two effects causes the disappearance
of highly excited bound states close to the threshold and the
spectrum is continuous instead of discrete. The effect gets
stronger with increasing Debye mass leading at the Mott
transition to a total disappearance of all bound states.
Already when only real-part corrections to the in-
medium potential are included, the number of bound
states as well as their binding energies are temperature
dependent according to the discussion above. It implies
that a sharp definition of bound and scattering states can not
be made for all times during the DM thermal history.
However, for our total number density equation, it is NOT
required at all to distinguish between bound and scattering
states. For example, the computation of the ionization
fraction via the generalized Saha Eq. (6.40) can always be
performed without specifying what is a bound or scattering
contribution. Another example is the spectral function
entering the total number density in the production term.
Also here, the integration of the spectral function auto-
matically takes into account all contributions from the
spectrum. Only in the absolute vacuum limit, it is possible
to separate contributions. At finite temperature everything
is mixed into one single object. A separation would only
cause problems like unphysical jumps in projected ther-
modynamical quantities when bound states abruptly dis-
appear (if only real-part corrections are included).
The mixing between scattering and bound-state solutions
becomes even stronger once the imaginary contributions to
the effective in-medium potential are included. As we have
seen in Sec. VII, these corrections lead to a thermal width
of the peaks of the bound states and a continuous melting of
the poles for increasing Debye mass, as illustrated in Fig. 4.
Note that instead of changing the independent coupling in
the Debye mass, we could have also increased the number
of generations of ultrarelativistic particles in the plasma.
The Debye mass is proportional to the square root of
number of generations, and thus, if most of the particle
content of the Standard Model would run in the thermal
loop, we can have a large Debye mass although the
coupling is still small. The broadening of the peak and
the shift towards lower binding energies increases the
annihilation or decay rate exponentially (again its not
necessary to distinguish between these two) due to the
integration of the product of two-particle spectral function
and the Boltzmann factor, as in Eq. (5.8).
Although, we focused on a simple U(1) like theory and
s-wave contributions in the present work, most of the
equations for higher gauge theories, scalar mediators,
or higher partial waves will change in the expected way.
Let us already mention some major changes. The mediator
self-energy would acquire further contributions from
self-interactions as well as different colour or flavor
prefactors. The definition of the effective in-medium
potential in Eq. (5.31) remains the same and is computed
from the specific dressed mediator correlator. The r.h.s. of
the Schrödinger-like Eq. (5.30) will be proportional to the
number of colours. Our number density Eq. (3.24) in the
case of velocity dependent tree-level annihilation cross
sections (like in p-wave case) will have a space derivative
on the r.h.s. As expected, our formalism breaks down for
temperatures around the confining scale of confining
theories.
IX. SUMMARY AND CONCLUSION
Traditional computations of DM Sommerfeld-enhanced
annihilation and bound-state decay rates rely on the
assumption that reactions of such processes are taking
place under perfect vacuum conditions. In this work we
developed a comprehensive derivation of a more general
description, taking into account nonideal contributions
arising from simultaneous interactions with the hot and
dense plasma environment in the early Universe. We have
derived the evolution equation for the DM number density
which is applicable to the case where scattering and bound
states get strongly mixed due to the influence of the thermal
plasma surrounding. Our master Eq. (6.1) for the total
DM density simultaneously accounts for annihilation and
bound-state decay and hence its collision term is in general
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not quadratic in the DM number density. We showed that
finite temperature effects can lead to strong modifications
of the shape of the two-particle spectrum, which in turn
modifies the DM annihilation or decay rates.
The Keldysh formalism we adopted throughout this
work applies for the description of the dynamics of generic
out-of-equilibrium states. Within this mathematical frame-
work, we derived in the first part of this work directly from
our nonrelativistic effective action the exact equation
of motion of the DM two-point correlation functions.
We extracted for the first time from those EoM the
differential equation for the DM number density [see
Eqs. (3.24) and (3.25)], which turns out to only depend
on a special component of the DM four-point function on
the Keldysh contour, namely Gþþ−−ηξ . Let us emphasize
again that this equation for the number density is exact
within our nonrelativistic effective action; however, it is
not closed since it depends on the solution of this four-point
correlation function. The long-range force enhanced
annihilations, the decay of bounded particles as well as
the finite temperature corrections are all contained in the
solution of this one single four-point correlator.
In the second part of this work, we derived the EoM
for the DM four-point function on the Keldysh contour.
We developed the approximations needed in order to close
the hierarchy of correlators but at the same time keep the
resummation of Coulomb divergent ladder diagrams as
well as the finite temperature corrections. Based on our
approximation and resummation scheme, the final form of
the equation for our target component Gþþ−−ηξ is physically
sound and maintains important relations like the KMS
condition in equilibrium. The coupled system of equations
is general enough to apply for the description of DM out-
of-chemical equilibrium states.
In the third part, we explored further approximations
needed in order to obtain a simple solution to our target
component and to reproduce from our general equations the
results in the literature, based on different assumptions. So
far existing literature has estimated transport coefficients
from linear response theory and entered those into a
nonlinear Boltzmann equation by classical rate arguments
[37,55–57,64–67]. We have proven that our master
Eq. (6.1) is equivalent to the method of linear response
only in the linear regime close to chemical equilibrium.
Finally, we must point out that the Lee-Weinberg equation,
adopted in [37,55–57,66] to rederive the DM overclosure
bound in the nonlinear regime, is not the correct form of the
number density equation to use if bound-state solutions
exist in the spectrum. The ionization fraction causes the
difference as discussed in great detail in our work.
When taking the vacuum limit, our master equation
reduces correctly to the coupled system of classical
Boltzmann equations for ideal number densities of bound
and scattering states in the limit of ionization equilibrium.
In our method, it came out as a consequence of assuming
the system is in a grand canonical state. Namely, we have
proven that the assumption of a grand canonical state
automatically implies the Saha ionization equilibrium if
bound-state solution exist. One has to take the assumption
of ionization equilibrium to be fulfilled for all times with a
grain of salt for the following reason. From the vacuum
treatment it is known that the duration of Saha ionization
equilibrium is limited. Therefore, when using our master
equation one has to carefully check that this condition is
satisfied for a sufficiently long period. And especially when
the assumption of ionization equilibrium is not justified,
one has to make sure that at least the abundance of the
stable scattering states are not affected by out-of-ionization
equilibrium effects which might be model dependent.
The reason why in our Keldysh formalism we cannot
resolve this issue at the moment lies in one particular
approximation, made from the beginning. Ultrasoft emis-
sions and absorptions were dropped for simplicity. We
leave the inclusion of those quantities for future work, but
expect once they are included we can fully recover the
general set of coupled classical Boltzmann equations in the
vacuum limit of our (future) updated equations. Moreover,
this would allow us to describe Sommerfeld-enhanced
annihilation and bound-state decay at finite temperature
for the first time beyond the ionization equilibrium.
In the regime where ionization equilibrium is main-
tained, we have shown that finite temperature effects
strongly mix bound and scattering states and the effects
are all encoded in the solution of the two-particle spectral
function. Let us remark that the numerical results for the
spectral function obtained in Sec. VII are compatible with
the linear response theory approach [37,55–57,64–67],
although we started from a completely different method.
The component Gþþ−−ηξ;s jeq in our master Eq. (6.1) can be
enhanced by much more than 10%. In addition, our master
equation is applicable to the nonlinear regime beyond the
limitation of linear response if, at least, the ionization
equilibrium is maintained. These results make it definitely
worthwhile to further generalize our Keldysh description in
order to correctly describe the out-of-ionization equilibrium
transition at late times by including contributions from the
ultrasoft scale.
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APPENDIX A: SEMIGROUP PROPERTY OF
FREE CORRELATORS
Free correlators G0 fulfil semigroup properties:
GR0 ðx; yÞ ¼ þ
Z
d3zGR0 ðx; zÞGR0 ðz; yÞ; for tx > tz > ty;
ðA1Þ
GR0 ðx; yÞ ¼ þ
Z
d3zd3wGR0 ðx; wÞGR0 ðw; zÞGR0 ðz; yÞ;
for tx > tw > tz > ty; ðA2Þ
GA0 ðx; yÞ ¼ −
Z
d3zGA0 ðx; zÞGA0 ðz; yÞ; for tx < tz < ty;
ðA3Þ
GA0 ðx; yÞ ¼ þ
Z
d3zd3wGA0 ðx; wÞGA0 ðw; zÞGA0 ðz; yÞ;
for tx < tw < tz < ty; ðA4Þ
Gþ−=−þ0 ðx; yÞ ¼ þ
Z
d3zGR0 ðx; zÞGþ−=−þ0 ðz; yÞ;
for tx > tz; ðA5Þ
Gþ−=−þ0 ðx; yÞ ¼ −
Z
d3zGþ−=−þ0 ðx; zÞGA0 ðz; yÞ;
for tz < ty; ðA6Þ
Gþ−=−þ0 ðx;yÞ¼−
Z
d3zd3wGR0 ðx;wÞGþ−=−þ0 ðw;zÞGA0 ðz;yÞ;
for tx>tw and tz<ty: ðA7Þ
Note, there is no time integration here. All relations follow
from the first Eq. (A1) by using Eq. (2.13). It might be
helpful to prove the first equation from definition, where
we have
GR0 ðx; yÞ ¼ θðtx − tyÞ½G−þ0 ðx; yÞ −Gþ−0 ðx; yÞ ¼ Gρ0ðx; yÞ;
for tx > ty: ðA8Þ
The free spectral function for nonrelativistic particles is in





d3zGR0 ðx; zÞGR0 ðz; yÞ ðA9Þ
¼
Z

































¼ GR0 ðx; yÞ; for tx > ty:□ ðA13Þ
APPENDIX B: ANNIHILATION TERM
Although one can directly compute Γsðx; yÞ defined on
the closed-time-path contour, it is instructive to see how
one can recover it from the more common computation of
annihilations. Usually, we compute the matrix element
by means of Feynman correlators so as to evaluate
annihilations, which means that both x and y are on the
Cþ contour. And thus, it yields the upper left component of
Γs, i.e., Γþþs . The question is how to recover the remaining
three components. To answer it, let us go back one step
further, namely before integrating out hard products of the
annihilation. Suppose that the interaction with them takes
the following form: OsðxÞOH½χðxÞe−2iMx0 þ H:c:, with χ
being the products of the annihilation. HereOs is defined as
Eq. (3.4) andOH represents hard d.o.f. Then, Γs is obtained
from the cuttings of hTCO†H½χðxÞOH½χðyÞie2iMðx0−y0Þ.
Since we assume that the background plasma is in thermal
equilibrium and does not change by η and ξ reactions, the
two-point correlator of OH only depends on the space-time
difference x − y:
GOHðx − yÞ≡ hTCO†H½χðxÞOH½χðyÞi: ðB1Þ
By definition, incoming energy/momentum from Os
is much smaller than M, which justifies the following
approximation:Z
x;y∈Cþ




O†sðxÞOsðyÞiGþþOH ð2M; 0Þδðx − yÞ: ðB2Þ
Taking the imaginary part and comparing it with Γþþs ,
one can see that the usual computation corresponds to
ℑiGþþOH ð2M; 0Þ. As the background plasma is assumed to
be close to equilibrium, we can use the Kubo-Martin-
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Schwinger (KMS) relation, which essentially connects all
the other combinations, G−þOH , G
þ−
OH
, G−−OH , with this one.
Moreover, because ofM ≫ T, one can safely neglect Gþ−OH .
As a result, we end up with
ℑiGþþOH ð2M; 0Þ ¼
πðα2χ þ αχαψ Þ
M2
; ðB3Þ
ℑiGþ−OH ð2M; 0Þ ¼ 0; ðB4Þ
ℑiG−þOH ð2M; 0Þ ¼ ℑiGretOHð2M; 0Þ − ℑiGadvOH ð2M; 0Þ
¼ 2ℑiGþþOH ð2M; 0Þ; ðB5Þ
ℑiG−−OHð2M; 0Þ ¼ −ℑiGretOHð2M; 0Þ þ ℑiG−þOH ð2M; 0Þ
¼ ℑiGþþOH ð2M; 0Þ; ðB6Þ
which results in Eq. (3.4). Here, several properties of
equilibrium correlators were used, as given in Sec. II.
APPENDIX C: HARD THERMAL LOOP
APPROXIMATION
The Fourier transform of the ideal ψ two-point function









nFðjp0jÞ −θð−p0Þ þ nFðjp0jÞ




Combining different components, the following retarded,
advanced, and symmetric propagator can be obtained:
SR=AðPÞ ¼ iðPþmÞ
P2 −m2  isignðp0Þϵ ; ðC2Þ
SsðPÞ≡ SþþðPÞ þ S−−ðPÞ
¼ 2πðPþmÞ½1 − 2nFðjp0jÞδðP2 −m2Þ: ðC3Þ
The inverse relations are given by
Sþþ ¼ 1
2
ðSs þ SR þ SAÞ;
Sþ− ¼ 1
2
ðSs − SR þ SAÞ;
S−þ ¼ 1
2
ðSs þ SR − SAÞ: ðC4Þ
By using these relations, the one-loop expression of the








Let us take the limitm ≪ T, wherem is the ψ mass, leading
in Fourier space to the following retarded self-energy of the
mediator:




0 − p0Þk0 þ ðk − pÞ · k½1 − 2nFðjk0jÞδðK2Þ
1
ðK − PÞ2 − isgnðk0 − p0Þϵ : ðC6Þ







 ðjkj − p0Þjkj þ ðk − pÞ · k
ðjkj − p0Þ2 − ðk − pÞ2 − isgnðjkj − p0Þϵþ
ðjkj þ p0Þjkj þ ðk − pÞ · k




The result so far is exact up to the fact that we neglected
the ψ mass and ignored the vacuum contribution. Now, the
hard-thermal-loop approximation [71] assumes that the
external energy p0 and momentum jpj are smaller com-
pared to the typical loop momentum jkj which is of the
order temperature (hard), since the integrand contains nF.
Expanding the term in the brackets to leading order in
p0=jkj and jpj=jkj, all remaining integrals can be per-







p0 þ jpj  iϵ
p0 − jpj  iϵ

; ðC8Þ
where the Debye mass is defined as m2D ¼ g2ψT2=3. This
result coincides with the result obtained from the imaginary
time formalism, where instead one has to perform a sum
over Matsubara frequencies.
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APPENDIX D: VACUUM LIMIT OF
TWO-PARTICLE SPECTRAL FUNCTION
Here we will derive Eq. (6.12) starting from Eq. (5.44) in
the limit of vanishing finite temperature corrections. As we
have briefly mentioned in Sec. V D, for the vacuum limit
one has to carefully take into account the imaginary part iϵ
in the retarded equation, representing the small width
which will be taken to be zero in the end. We will see
that the result does not depend on this iϵ prescription as
long as ϵ is small enough.
Suppose that the potential almost vanishes for a large
enough r. For a Yukawa type potential, this is true for
mVr ≫ 1. The ϵ parameter should be much smaller than
this mass parameter, namely ϵ ≪ mV. In the case of the
Coulomb potential one may introduce another small mass
parameter to the gauge boson. In the end of the computation
one can take it to be zero while keeping mV ≫ ϵ. For
mVr ≫ 1, the homogeneous solutions, g>;<, can be well






















The Wronskian tells us that there exists a nontrivial relation
between two coefficients C>;<. Since the Wronskian,
WðrÞ ¼ g>ðrÞg0<ðrÞ − g0>ðrÞg<ðrÞ, does not depend on r,
one may equate it at r ¼ 0 and r → ∞, which yields













We have taken ϵ to be zero in the end of the computation.
Let us evaluate the integral given in Eq. (5.44) by
means of Eq. (D2). The first observation is that there
is no imaginary part for g< if ϵ is zero from the beginn-
ing. Thus, the integrand becomes relevant only after
r≳ ϵ−1 ≫ m−1V . As a result one may evaluate the integral
































where we have used E ¼ Mv2rel=4.
Now we are in a position to discuss its relation to the
conventional definition of the Sommerfeld enhancement
factor. In the limit of ϵ → 0, the wave function propagates
to infinity. Then one may obtain the Sommerfeld enhance-
ment factor by extracting the amplitude of the wave
function at the infinity, which is nothing but the relation
SðvrelÞ ¼ jC>j2; see Ref. [44] for instance. Utilizing this
relation, we finally get Eq. (6.12). For conventional reason,
let us give the s-wave Sommerfeld enhancement factor for









For the bound state, it is much easier to solve the
equation directly rather starting from Eq. (5.44). One may
express the spectral function by means of the wave
functions for the bound states [37]:
Gρηξð0; 0;EÞjE<0;l¼0 ¼ 2πTr½12×2
X
n
δðE − EnBÞjψ ðBÞn ð0Þj2;
ðD8Þ
where ψ ðBÞn represents the normalized wave function for
the nth bound state. For instance, the wave function for the











The decay rate of the bound state is related to its wave
function at the origin. For the lowest state, one can easily
show this from Eq. (D9):




where the decay rate of the lowest bound state is given by




Similar calculation holds in the limit of negligible
thermal width but finite real-part corrections. For this
case one should substitute the kinetic energy E → E −
ℜVeffð∞Þ ¼ Mv2rel=4 and similar for the bound-state
energy. Also one has to take ϵ smaller than mD and mV .
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APPENDIX E: NUMBER DENSITY AND
CHEMICAL POTENTIAL IN GRAND
CANONICAL ENSEMBLE
In this section, we present an alternative way of how
to derive the chemical potential as a function of the total
number density directly from the EoM. It is convenient to
write the EoM in integral form as




× ½Gηξðw; z; y; zÞ −Gηηðw; z; y; zÞ; ðE1Þ




× ½Gηξðz; w; z; yÞ −Gξξðw; z; y; zÞ: ðE2Þ
The number density is given by theþ− component, namely
in Wigner coordinates it reads nηðR; TÞ ¼ Tr½Gþ−η ðx; xÞ ¼
Tr½Gþ−η ð0; 0;R; TÞ. Now one can already clearly see the
structure that the total number density is given by the
ideal number density plus interactions. These equations are
exact within our nonrelativistic effective action. Expanding
D around the narrow width limit and assuming a grand
canonical state, one should recover Eq. (6.35) for the
number density since the only assumption entering there is
the narrow width approximation. Equation (6.35) is the
correct thermodynamic definition of the number density
which should coincide with the result obtained by solving
for the number density from these integral EoM when
assuming a thermodynamic picture like the grand canonical
ensemble. It requires a rigorous proof of this claim, which
we would like to give somewhere else.
Instead, we would like to give some approximations
in order to obtain an analytic solution of Eq. (E1). We
restrict the discussion by assuming the system is in a grand
canonical state. Utilizing the KMS condition for finite
chemical potential, one can formally solve Gþ−η in terms of
spectral function:


















In the last equality we assumed the DM gas to be dilute
and approximated the Fermi-Dirac distribution as a
Maxwellian. By KMS relation we have formally solved
for the number density in terms of chemical potential and
spectral function. The spectral function can be computed
from the retarded componentGRη , according toG
ρ
η;0ðp;ωÞ¼
GRη;0ðp;ωÞ−GAη;0ðp;ωÞ (see Sec. II). The EoM of the
retarded correlator can be obtained from Eq. (E1) by
subtracting þ− from the þþ component, e.g., GRη ¼
Gþþη −Gþ−η . In subsequent sections we solve the retarded
equation in various approximations, compute the spectral
function and finally evaluate Eq. (E3).
1. Ideal gas approximation
The ideal gas approximation can be defined as the
zeroth order contribution in Eq. (E1). This means we have
to know the solution of the free retarded correlator. It
can be obtained from the differential form of the retarded
equations. In Fourier space of the microscopic Wigner
coordinates it is given by GRη;0ðp;ωÞ¼ iδij=ðω−p2=
ð2MÞþ iϵÞ, leading to Gρη;0ðp;ωÞ¼δijð2πÞδðω−p2=2MÞ.
Inserting this into Eq. (E3) results in the ideal gas







We can invert this relation to obtain the chemical potential













And similar expressions for antiparticle ξ.
2. Hartree-Fock approximation
The Hartree-Fock approximation is the zero order
approximation of the four-point correlator. Using
Eqs. (4.9)–(4.10), one obtains
½Gηξðx; z; y; zÞ −Gηηðx; z; y; zÞ ≃Gη;0ðx; zÞGη;0ðz; yÞ;
ðE6Þ
½Gηξðz; x; z; yÞ −Gξξðx; z; y; zÞ ≃ Ḡξ;0ðx; zÞḠξ;0ðz; yÞ;
ðE7Þ
valid for symmetric DM. Inserting this into Eqs. (E1)–(E2)
and subtracting the components Gþþη − Gþ−η , one obtains
for the retarded equations:
GRη ðx; yÞ ¼ GRη;0ðx; yÞ þ
Z
d4zd4wGRη;0ðx; zÞð−iÞ
× ΣRη ðz; wÞGRη;0ðw; yÞ; ðE8Þ
ḠRξ ðx; yÞ ¼ ḠRξ;0ðx; yÞ þ
Z
d4zd4wḠRξ;0ðx; zÞð−iÞ
× Σ̄Rξ ðz; wÞḠRξ;0ðw; yÞ: ðE9Þ
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The single particle self-energies are defined on the CTP
contour as we have introduced in Eq. (5.20). The retarded
component is ΣR ¼ Σþþ − Σþ− and can be written as
ΣRðx; yÞ=ð−ig2χÞ
¼ Dþþðx; yÞGþþ0 ðx; yÞ −Dþ−ðx; yÞGþ−0 ðx; yÞ ðE10Þ
¼ Dþþðx; yÞGR0 ðx; yÞ −DRðx; yÞGþ−0 ðx; yÞ ðE11Þ
¼ D−þðx; yÞGR0 ðx; yÞ −DRðx; yÞGþ−0 ðx; yÞ: ðE12Þ
In the last step, the definition Dþþðt; t0Þ ¼ θðt − t0Þ
D−þðt; t0Þ þ θðt0 − tÞDþ−ðt; t0Þ was used and the fact that
the retarded function GR0 projects out only the D
−þðt; t0Þ
contribution due to equal times in D and GR0 . A key
observation is that the self-energy can depend on the DM
number density and chemical potential due to the Gþ−0
contribution. This might lead to a nonlinear dependence of
the total number density on eβμ when inserting the spectral
function obtained from the retarded equation into Eq. (E3).
In the following we would like to perturbatively resum
Eqs. (E8) and (E9) which brings us later to the widely used
Salpeter correction. Let us therefore drop the dependence
of the self-energy onGþ−0 ðx; yÞ. Then the equation is closed
in terms of the retarded correlators GR0 . Within this
approximation, the self-energy can be written in Fourier



















































where Ω ¼ ω − ðp − p1Þ2=2M. The final form is conven-
ient for inserting the static HTL approximation of Dþþ as













ðαχmD þ iαχTÞ: ðE18Þ
One can recognize that this result is exactly half the
effective in-medium potential for two particles at large
distance; see Eq. (5.32). Now, for perturbative resummation
we replace the retarded correlators at the end of Eqs. (E8)
and (E9) by the fully dressed one: GRη;0ðw; yÞ → GRη ðw; yÞ,
ḠRξ;0ðw; yÞ → GRξ ðw; yÞ. Performing Wigner and Fourier
transformation of the equation leads at the leading order
in gradient expansion to
GRη ðp;ωÞ ¼ GRη;0ðp;ωÞ þGRη;0ðp;ωÞð−iÞΣRη ðp;ωÞGRη ðp;ωÞ;
ðE19Þ
and similar equation for the antiparticle. Then, by using








ω − p2=2M − ΣRξ ðp;ωÞ þ iϵ
: ðE20Þ
Computing the spectral function from the difference of






where the particle width is defined by Γ≡ 2ℑðΣRÞ. In
summary, we evaluated the four-point correlator in the
Hartree-Fock (HF) approximation and formally solved
for ρ as a function of the self-energy in static HTL
approximation, shifting the energy by αχmD=2 and broad-
ening the peak via imaginary contributions. Finally, let us

















ðω − p2=2M −ℜðΣRη ÞÞ2 þ ðΓ=2Þ2
: ðE22Þ
This approximation might be already good enough if there
are no bound states but the two-particle spectral function
has support at negative energies due to thermal width. We
also see that one-particle spectral function can have spectral
support at negative energies.
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3. Salpeter correction




Gρηðp;ωÞ ¼ δijð2πÞδðω − p2=2M −ℜðΣRη ÞÞ: ðE23Þ
This is called the narrow width or quasiparticle approxi-
mation, taking only the real-part correction into account.
Inserting the spectral function into Eq. (E3) leads to the












For the self-energy in the static HTL approximation, the
real-part correction is ℜðΣRη Þ ¼ −αχmD=2, according to
Eq. (E18). This is the well-known Salpeter correction to
the equilibrium distribution.
The Salpeter correction is a simple first order approxi-
mation for the description of quasi particles in a plasma.
As we have seen in Sec. VI D, it might be however required
for our number density equation to compute both, the
annihilation/decay rates and the chemical potential, to the
same level of approximation in the four-point correlator.
Especially when bound-state solutions exist it is required
to solve the four-point correlator nonperturbatively (by
resummation). The Salpeter correction was obtained by
approximating the four-point correlator as a product of free
particles without self-interactions; see Eqs. (E6) and (E8).
Thus, in this approximation of the chemical potential,
bound-state contributions never appear. It might lead to
inconsistencies in the number density equation, like expo-
nentially growing terms for late times.
Let us illustrate why the Salpeter correction is not enough
to correctly describe the freeze-out at late times. We plug the
chemical potential μSPη in Salpeter approximation into our
master formula for the number density and obtain










There are two reasons why this description fails at
late times if bound-state solutions exist. First of all,
since no bound states are included in the computation
of the chemical potential in Salpeter approximation, the
ionization degree would always be approximated as 1.
Second, if one would compute the spectral function in
Gþþ−−ηξ;s ðx; x; x; xÞjeq nonperturbatively, this would cause an
exponential growing term at late times, caused by the bound
states:Gþþ−−ηξ;s ðx; x; x; xÞjeq ∝ eβjEBj. In the Salpeter approxi-
mation, the denominator n2η;SP cannot kill this unphysical
behavior. Note however, if one computes the chemical
potential to the same level as the annihilation rates, the
degree of ionization exhibits a term leading to a cancellation
of the exponential growing term in Gþþ−−ηξ;s . Our main
number density equation automatically incorporates this
because it evaluates the chemical potential and number
density to the same level of approximation. The Salpeter
correction together with solving the spectral function non-
perturbatively was used in Refs. [55–57].
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5.5 Boltzmann equation for ionization equilibrium
In the article reprinted in the previous section, it was said that in ionization equilibrium and
for vanishing temperature corrections of the potential, the derived number density equation
is consistent with the coupled Boltzmann equations. Here, we show it explicitly by starting
from the Boltzmann equations and imposing ionization equilibrium.
Long-range forces can lead to the existence of bound-state solutions, which contribute to
the chemical reaction network. For a single attractive Yukawa potential this occurs if the
mediator mass is smaller compared to the inverse Bohr radius. Like in the hydrogen recom-
bination case, two colliding dark matter particles can emit mediators, loose thereby angular
momentum and energy, and fall into a bound state. Direct capture into the ground state
is often dominated by one mediator emission [24]. The reverse process is called ionization.
Furthermore, energy level transitions couple the number densities of different (excited) bound
states among each other. These processes are called excitation and deexcitation [25, 26]. For
the case where particle and anti-particle DM can annihilate, the bound states are unstable
and can decay. Collecting all processes, one can formally write down the following coupled
system of Boltzmann equations (see, e.g., [27]):
ṅη + 3Hnη =− 〈(σvrel)an〉
[







































As in the article reprinted in the previous section, η and ξ denote particle and anti-particle,
respectively. Bound states B are made of a particle and an anti-particle. The first equation
describes the evolution of free particles and the second equation describes the i-th bound
state, where in this simplified notation the label i represents certain bound-state quantum
numbers. The first term on the right hand side of Eq. (5.11) describes the Sommerfeld
enhanced annihilation of particle η and anti-particle ξ into, e.g., SM particles X and Y , as
well as the reverse process. The Sommerfeld enhanced annihilation cross-section (σvrel)an
should be understood in this notation as a sum over all partial wave contributions, where the
s-wave part would be (σvrel)an ' (σvrel)0S. The second term in the same equation describes
the formation of a bound state i via emission of a mediator, as well as the reverse process.
The first to the third term in Eq. (5.12) describes bound-state decay, bound-state formation
and deexcitation into a lower state j, respectively, as well as all reverse processes.
When adding Eq. (5.12) to Eq. (5.11) and summing over all possible bound states, the
bound-state formation and the level transition terms must cancel exactly. This is because
the total η number is conserved in latter processes. The only remaining terms, which are η
number violating, are annihilation and bound-state decay. In these terms, however, bound
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and scattering state number densities occur separately, which means if there is no relation
among the number density of free and bound particles, one has to solve the evolution of the
full chemical network Eq. (5.12) and Eq. (5.11).
Ionization equilibrium
The coupled system of Boltzmann equations can be simplified by assuming that the anni-
hilation and decay rates are less efficient than bound-state formation and level transitions.
In particular, it is assumed that the second term on the right hand side in Eq. (5.11) and
Eq. (5.12) vanishes (rates are balanced), which implies the following relation between the















for i 6= j, which is indeed the attractor solution of
the third line in Eq. (5.12). The system is said to be in ionization equilibrium, if the number
density relations in Eq. (5.13) are fulfilled.
In the coupled Boltzmann equations, it is assumed that DM is dilute. Dilute number









ξ ), one obtains the following relations 2µ ≡ 2µη = µBi ,∀i. The remaining
task is to determine µ as a function of the total η number density, defined as n. The latter
is the sum over all the individual contributions:


























Adding Eq. (5.12) to Eq. (5.11), summing over all possible bound states, imposing ionization
equilibrium, and inserting µ results in a differential equation for the total η number density:
ṅ+ 3Hn = −〈(σvrel)an〉
[
















The system is closed, since the degree of ionization α depends only on n and temperature
T . Limitation of this formula and properties of α in asymptotic regimes were given in the
article reprinted in section 5.4.
5.6 Comparison to coannihilation
For comparison to the previous section, the traditional case of coannihilation [133, 134] of
supersymmetric particles in the framework of the Minimal Supersymmetric extension of the
SM (MSSM) is considered. For simplicity, we write down first the chemical network for
two particles and generalize it to N afterwards. The lightest neutralino (DM) is labelled
by 1 and can annihilate into SM particles. Additionally, the neutralino can coannihilate
with another slightly heavier supersymmetric particle, denoted by 2, into SM particles. The
slightly heavier particle can decay into the lightest neutralino and a SM particle. The latter
process is called conversion via decay. And last, there is also conversion via scattering.
Collecting the processes, the Boltzmann equations can be written as (see, e.g., [133, 134]):






































The first line on the right hand side in Eq. (5.19) and Eq. (5.20) describes the annihilation
processes, while the second lines contain the conversion via scattering and via decay, respec-
tively. X and Z label SM particles. Assuming conversion equilibrium (second lines vanish),







or in terms of chemical potential µ ≡ µi = µj, where now N particles with m1 ≤ m2 ≤ ... ≤
mN are considered. The chemical potential as a function of the total number of supersym-
metric particles n =
∑






Compared to the case of ionization equilibrium as in the previous section, this time the




i , adding all individual equations, and inserting
the chemical potential βµ = ln[n/neq] into









results in a single number density equation for the total number of supersymmetric particles
[134]:















The traditional number density Eq. (5.24) allows for efficient integration and is fully imple-
mented in, e.g., DarkSUSY [3, 4]. The assumption of balanced conversion holds generically
in the MSSM. This is a difference compared to the previous section, since ionization equilib-
rium will be violated once the decay rate exceeds the radiative transitions. There can be also




On the basis of the results of this thesis, it can be concluded that the thermal production
mechanism is still an appealing possibility to generate the relic abundance of dark matter. A
new exception was found, a non-equilibrium formulation of the number density equation for
long-range forces including finite temperature effects was presented, and new phenomenolog-
ical aspects of light mediator models were discovered.
In the article reprinted in section 3.2, the standard description of the thermal freeze-
out process was revisited. First of all, it was concluded that kinetic equilibrium during
chemical decoupling is not maintained in general. It was shown that kinetic decoupling
can indeed happen so early that the standard description via the independent Eqs. (3.1)
and (3.2) fails. As a main result, two more general methods were developed to deal with the
situation where chemical and kinetic decoupling essentially overlap. The first one is based
on a direct solution of the Boltzmann equation on phase-space density level and the second
one consists of a generalized coupled system of leading momentum moments. The author
of this thesis contributed with analytic computations to the latter method. Both methods
include relativistic corrections and were presented in a model independent way, i.e., in terms
of particle physics input quantities like cross-section and momentum transfer rate. They
were applied to the resonantly enhanced region of the Scalar Singlet model and the impact
of early kinetic decoupling on the number density evolution was quantified. The relic density
was found to deviate from the standard prediction by up to one order of magnitude for
parameter points close to the excluded region by the invisible decay of the SM Higgs boson
(see, e.g., [137]). Quantitatively, a larger coupling value of the Scalar Singlet to the Higgs
was found to be needed from the DM abundance bound point of view, implying that the
model in this region is generically more constrained compared to previous expectations using
the standard treatment.
On the basis of the results of the model analysis, it is recommended for future work to
check the assumption of kinetic equilibrium especially for portal DM models, where reso-
nances generically occur. The authors plan for future work to make the phase-space density
code public available, including further examples were DM kinetically decouples early.
In the article reprinted in section 5.4, long-range force enhanced pair-annihilation of heavy
particles in the presence of a hot and dense plasma environment was formulated in the frame-
work of non-equilibrium quantum field theory, based on a simplified model. The main result
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is a novel differential equation for the number density of dark matter, expressed in terms
of thermal correlation functions. The more general form allows to describe DM chemical
decoupling in a self-consistent way, taking into account the Sommerfeld effect, bound-state
contributions if they exist, as well as finite temperature corrections to the effective two-
particle potential arising from collective phenomena of the environment like charge screening
and Landau damping. Moreover, it includes bound-state formation and level transitions un-
der the assumption of detailed balance, called in this case ionization equilibrium. Consistency
checks of the generalized number density equation were presented. The authors recovered
under certain limits the effective two-particle in-medium potential given in Eq. (5.5), as orig-
inally formulated for heavy quark pair annihilation in a quark gluon plasma. While in the
latter case, an Euclidean Wilson loop approach was taken, we have shown independently
that the same static potential can be obtained starting from perturbative resummation of
non-equilibrium correlators. Furthermore, the result correctly reduces to the Boltzmann
Eq. (5.18) in the vacuum limit of the effective potential. And finally, it was shown that in
the linear regime close to chemical equilibrium, the equation is consistent with the Langevin
approach introduced in section 5.3.
The presented number density equation has limitations. The first one is the assumption
of a grand canonical state, which implies ionization equilibrium if bound-state solution exist.
The second one is the validity region of the hard thermal loop approximation which enters
the effective in-medium potential.
For practical application and to deal with the large chemical network once bound-state
solutions exist, it can be recommended to use ionization equilibrium at earlier times of the
freeze-out process where the assumption of a grand canonical state is typically justified.
This allows to include all bound-state formation and level transition processes in a balanced
way and finite temperature corrections on top. The advantage is that the number density
equation in this case is a single one and not coupled. This allows to overcome the known
issue of numerical stiffness of number density equations at the freeze-out by using well-
tested, accurate and efficient integration methods. The implicit trapezoidal algorithm with
adaptive step size controller as implemented in DarkSUSY [3, 4] for coannihilation would be
particularly suited. At later time, when ionization equilibrium starts to become broken, it is
recommended to change to the coupled system of classical on-shell Boltzmann equations with
initial conditions obtained from the single equation. Based on the fact that we have not yet
obtained a complete theory for the whole thermal history, further theoretical developments
are needed to achieve a more complete description for long-range force systems including
finite temperature corrections.
In agreement with the findings from other literature results, we first of all conclude that
radiative processes and bound-state decay can significantly contribute to a depletion of the
relic abundance starting when temperature is comparable to the binding energy of the ground
state. In addition to the Sommerfeld enhancement, bound-state effects can further push the
allowed DM mass to larger values, which is the most interesting aspect for more complete
models. This thesis has contributed to set a basis for investigating the impact of finite tem-
perature corrections on the relic abundance prediction for such systems. The most important
observation was that thermal corrections are contained in the spectral function, as well as
in the chemical potential. Therefore, we conclude that a self-consistent computation of both
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quantities is required for studying the overall effect. A precise quantification of thermal
corrections to the relic abundance prediction is left for future work.
In the article reprinted in section 4.3, a broader applicable collision term was used to study
late kinetic decoupling of light mediator models. The t-averaging of the scattering amplitude
was an important aspect to identify new types of mediators, which allow for late kinetic
decoupling. It was shown that there are models, which can have a similar damping effect
on the matter power spectrum at the dwarf galaxy scale in a similar parameter region. The
identified type of mediators are complementary to the results of a comprehensive classification
of DM-DR models featuring late kinetic decoupling [138], released soon after our work. The
description of the DM perturbations, which collaborators in the reprinted article in section 4.3
have derived and implemented, are also complementary to the deep non-relativistic treatment
in the ETHOS framework [139, 140]. The latter framework has a better description of the
dark radiation perturbations, whereas in section 4.3 they were implemented to first order
without collision term (without back reaction).
Light mediator models might not only be an attractive alternative solution of the “small
scale crisis”, but can also lead to the existence of very loosely bounded two-particle DM
states. For such a case, the annihilation cross-section is strongly velocity-dependent can
induce a second epoch where DM efficiently annihilates into dark radiation after kinetic
decoupling [141], which we called reannihilation. In section 4.4, the detailed phenomenology
and gravitational impact on cosmological observables of reannihilation were explored for the
first time. A detailed analysis was presented quantifying when reannihilation can happen, for
how long it can last, and by how much the relic abundance is allowed to change before and
after SM hydrogen recombination. Surprisingly, it was found that there is a parameter region
of the model where the “small scale crisis” and tensions between CMB and astrophysical
measurements could be alleviated simultaneously. The analysis which brought us to this
conclusion was based on estimates. A recent study confirmed the result of our estimates
from a full CMB and power spectrum analysis [142], regarding the potential solution of
tensions between CMB and astrophysical measurements.
Albeit this is an interesting observation that such a simple model features many non-trivial
phenomena, one critical aspect is that an enormous fine tuning of the Sommerfeld resonance
was necessary in order that reannihilation is effective at late times. Furthermore, in the
golden parameter region of the model, there exist many bound-state solutions that were all
neglected in the computation of reannihilation or in the relic abundance. A future direction
would be to clarify how bound-state formation processes or level transitions contribute after
kinetic decoupling. This is not only an issue to understand for light mediator models but
certainly also a relevant aspect for a refined description of long-range force systems in general.
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