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We study approximation of linear functionals on separable Banach spaces 
equipped with a Gaussian measure. We study optimal information and optimal 
algorithms in average case, probabilistic, and asymptotic settings, for a general error 
criterion. We prove that adaptive information is not more powerful than nonadaptive 
information and that p-spline algorithms, which are linear, are optimal in all three 
settings. Some of these results hold for approximation of linear operators. We 
specialize our results to the space of functions with continuous rth derivatives, 
equipped with a Wiener measure. In particular, we show that the natural splines of 
degree 2r + 1 yield the optimal algorithms. We apply the general results to the 
problem of integration. 0 1986 Academic Press, Inc. 
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1. INTRODUCTION 
We illustrate the concepts and results of this paper by an integration 
example. We discuss this example at considerable length in the introduction, 
because it gives a simple illustration of the more general results obtained in 
this work. We state results for this example here, and defer the proofs until 
Section 5. 
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Suppose we want to approximate the integral off, 5” = $ f(t) dt, where 
fis a function with regularity r, i.e., f E C’[O, 11. We assume that instead 
of knowing f, we have information N(f), which consists of n function or 
derivative values at adaptively chosen points ti. The problem is to find the 
optimal information and the optimal algorithms to minimize the approxi- 
mation error. Much is known about this problem for the worst case setting. 
For instance, see Traub and Woiniakowski (1980, Chap. 6) for a list of 
references. In that setting, the error of an algorithm is measured by its 
performance for the worst integrand. It was shown that information consisting 
of function values at equispaced points is almost optimal. Furthermore, for 
this information the algorithm based on perfect splines of degree r is optimal, 
with error O(ner). 
In this paper, we study three settings: average case, probabilistic, and 
asymptotic. We assume that the space C’[O, l] is equipped with a probability 
measure, which reflects a belief of how often a function may occur as an 
integrand. We choose a Wiener measure, which is an example of a Gaussian 
measure. We study Wiener measures because they are among the most widely 
used and studied measures on function spaces and because they are of interest 
to physicists and statisticians. We seek optimal information and optimal 
algorithms. The following results are obtained for all three settings: 
(i) The same algorithm based on interpolation by natural splines of 
degree 2r + 1 is optimal. 
(ii) The same information, function values at equispaced points, is 
almost optimal. 
(iii) Adaptive information is not more powerful than nonadaptive 
information. 
We now comment on these results. We first elaborate on result (i), and 
compare it with the corresponding result for the worst case setting. 
The optimal algorithm has the following properties: 
- in the average case setting, it has the minimal average error; 
- in the probabilistic setting, it has the maximal probability of not 
exceeding a prescribed error bound; 
- in the asymptotic setting, the sequence of optimal algorithms has the 
best rate of convergence for almost all functions. 
The minimal average error is equal to the square of the error of the 
&approximation of a certain function by splines of degree r. This &approxi- 
mation error is equal to O(n- @+‘)), as proven by Sacks and Ylvisaker (1970). 
Hence the average error is O(n -(‘+‘)) and the best rate of convergence is 
n-(‘+‘) 
There are a number of statistical papers addressing relations between 
splines or smoothing splines to the problem of Bayesian estimation (see, e.g., 
Diaconis and Freedman, 1983; Kimeldorf and Wahba, 1970a, b; Wahba, 
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1978). Our results specialized to the integration problem may be viewed as 
a continuation of this study; see also Remark 5.1. 
For the average case, probabilistic, and asymptotic settings, the probability 
measure supplies information additional to that provided by the integrand 
values. Therefore, we expect optimality results different from those in the 
worst case setting. Indeed, in the worst case setting, the optimal algorithm is 
based on perfect splines of degree r, where r is the regularity of the underlying 
function space C’[O, 11. In the three settings of this paper, the optimal 
algorithm is based on natural splines of degree 2r + 1. In terms of approxi- 
mation error, the worst case error of the optimal algorithm is O(nP), and the 
best possible rate of convergence is roughly n-‘. Therefore, the average case 
error of the optimal algorithm is an order smaller and the best possible rate 
of convergence in the average case setting is an order faster than that in the 
worst case setting. Furthermore, the resulting optimal p-spline algorithm is 
linear. Hence, if precomputation is used, we have a very simple and easy-to- 
implement optimal algorithm, which is desirable from the practical point of 
view. 
Result (ii), which is a conclusion from Sacks and Ylvisaker (1970) and the 
general results of Sections 2, 3, and 4, states that evaluating the integrand at 
equispaced points is almost optimal in all three settings. Result (iii) states that 
one can use information with a priori chosen points, which cannot be im- 
proved by any adaptively chosen points. Note that this is a very desirable 
property from the practical point of view, since: 
- nonadaptive information has much simpler structure than adaptive 
information, and in seeking optimal information, we can confine ourselves to 
nonadaptive information only; 
- nonadaptive information can be computed very efficiently in parallel, 
whereas adaptive information is ill-suited for parallel computation. 
The above-reported results for integration are consequences of a more 
general approach, which is studied in the first part of this paper. In the general 
setting, we study approximation of a linear functional defined on a separable 
Banach space, equipped with a Gaussian measure. Information consists of 
adaptive continuous linear functionals. We study optimal information and 
optimal algorithms in average case, probabilistic, and asymptotic settings. 
The following results are obtained in all three settings: 
(i) the p-spline algorithm is uniquely optimal; 
(ii) the same information is optimal; 
(iii) adaptive information is not more powerful than nonadaptive 
information. 
Comments similar to those concerning the integration problem with a Wiener 
measure, which we used for illustration, hold in general. Some of these 
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results hold even for approximation of linear operators which need not be 
continuous; we point it out when it occurs. 
We want to add that there exists a statistical literature addressing the 
approximation of linear functionals defined on function spaces with informa- 
tion consisting of function and derivative evaluations (see, e.g., Kimeldorf 
and Wahba, 1970a, b; Larkin, 1972; Sacks and Ylvisaker, 1970; Suldin, 
1959, 1960; Wahba, 1978). There are also papers dealing with the approxi- 
mation of linear operators defined on separable Hilbert spaces with arbitrary 
adaptive linear functional evaluations as information (see, e.g., Kadane, 
Wasilkowski, and Woiniakowski, 1984; Wasilkowski, 1986; Wasilkowski 
and Woiniakowski, 1984a, b). We know no literature addressing approxi- 
mation problems defined on general separable Banach spaces. 
2. AVERAGE CASE SETTING 
In this section we study optimal algorithms and optimal information on the 
average. We begin with the definitions of basic concepts. 
Let S be a continuous linear functional defined on a real separable Banach 
space F,, 
S: Fl + R. (1) 
We wish to construct x = x(f) E R, which approximates 5” with a possi- 
bly small error. The error between Sf and x is measured by E (5” - x), where 
E: R+ R+, R+ = I$, +a>, 
is called an errorfunctional. The error between S’and x is often measured by 
the absolute value of the difference, Sf - X. This corresponds to the error 
functionalE = 1.1, h’ h w ic is convex and symmetric. These two properties 
of E are crucial for our analysis. We assume that the error functional E is 
convex and symmetric. (Some results hold even when E is neither convex nor 
symmetric and when S is a linear operator. In fact, it is enough to assume that 
E is an arbitrary function so that E (S( . ) - g) is measurable for any fixed 
g E S (fi). We will point it out when it occurs.) 
We assume that the elementf is unknown. Instead, we know A”, where N 
is called an information operator (or information). In this paper, we assume 
that N: Fl + R" has the form 
w = L(f), . . * , Llm, Vf Efi, (2) 
where&, . . . , L, are continuous linear functionals. Without loss of gener- 
ality, we assume that L1, . . . , L, are linearly independent. The number n is 
called the cardinality of N and is denoted by card(N) = n. 
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Knowing A”, we construct an approximation x to Sf by an algorithm 4, 
x = 4(Nf). By an algorithm 4 that uses N, we mean any mapping 
qb: iV(FJ = R” -+ R. (3) 
In the average case setting the error of 4 is measured by the average value 
of E(Sj - r#@f)), i.e., 
(4) 
where p is a probability measure defined on the a-field B(F,) of Bore1 sets 
from fi. To guarantee that the error of #I is well defined, we assume that 4 
is measurable. However, this assumption is not restrictive, as is discussed in 
Wasilkowski (1983). 
We seek algorithms whose average error is as small as possible; such 
algorithms are called optimal. Note that the error of an algorithm r#~ depends 
on the error functional E and on the probability measure /.L, eaVg(4, N) = 
P~(c#J, N, E, p). Hence the optimal algorithm also depends on E and /.L. In 
this paper we assume that the measure p is Gaussian. We recall the definition 
and basic properties of Gaussian measures in Section 2.1. 
2.1. Gaussian Measures 
Let F T be the dual space of 4, i.e., F f is the space of all continuous linear 
functionals L: 4 + R. Let p be a probability measure defined on B(4). Then 
p is a Gaussian measure iff the characteristic functional & of /.L is of the form 
&(L) = exp{iL(a) - L(W/21, VL E Ff, i = m, (5) 
for some element a E fi and a linear operator V: FT --;, 4. The characteristic 
functional I,!+, of p is defined by 
h(L) = IF, ev{iL (f)b W)9 VL E F;E. 
It is known (see Vakhania, 1981), that for a Gaussian measure CL, with $,, 
of the form (5), the mean element mP is equal to a, i.e., 
L(a) = L(m,) = I, LCfM~f), VL E F:, 
and the correlation operator C, is equal to V, i.e., 
= Ldf - m,K2(f - mph-4dfL VL,, L2 E FT. (7) 
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The correlation operator C, of a Gaussian measure p has a number of 
important properties (some of which are discussed below). We remark that 
not every operator V: Ff + Fl can be a correlation operator of some Gaus- 
sian measure. If F, is a separable Hilbert space, then V is a correlation 
operator of some Gaussian measure p iff V is symmetric and nonnegative 
definite and has finite trace. If fi is, as in this paper, a separable Banach 
space, then the complete characterization of correlation operators of Gaussian 
measures remains an open problem. 
Let C, be the correlation operator of a Gaussian measure p. Then C, is 
symmetric, 
LdC,L2) = MC&I), ‘G, ~52 E F:, 
and nonnegative definite 
L(C,L) 2 0, tlL E F:. 
Hence, the correlation operator C, generates a semi-inner product on F: , 
(LIT L2)p = LdC,L2), ‘G, ~52 E G-7 
and the corresponding seminorm on F: , 
Here ( * , - >, and II - ll1* are an inner product and a norm, respectively, iff C, 
is one-to-one, or equivalently, iff C, is positive definite, i.e., L(C,L) > 0, 
tlL E Ff, L # 0. 
2.2. Spline Algorithms Are Optimal on the Average 
From now on, let p be the Gaussian measure on B(fi) with mean element 
zero and correlation operator C, as in (7), and let N(f) = [Ll(f), . . . , 
L,(f)] be information. Without loss of generality we assume that the func- 
tionals L,, . . . , L, are orthonotmalized such that 
(Li, Lj>fi = &,j9 V&j= 1,2,. . . ,n, (8) 
where Si,j is the Kronecker delta. 
For y = [yi, ~2, . . . , Y,,] E R”, let 
dY9 N) = 2 YjCpLj. 
j=l 
(9) 
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Then cr = a(y, N) E C,(FT) for every y E R”. The element u has the 
following two properties: 
(i) u interpolates y, 
N(u) = Y; (10) 
(ii) for every functional t E Fr such that C,i = u, i has the min- 
imal seminotm, 
Ilill, = min{(lLII, : L E F: andN(C,L) = Y). (11) 
Indeed, 
Li(a) = i Yj(Li, Lj)p = yiy 
j=l 
which proves (10). To prove (1 l), take L E F: such that N(C, L) = y. Let 
f= C,L. Then f= a+ h, where N(h) = 0. Define R = L - i.Then 
R E Ff and C,R =f - cr = h. Thus, N(C,R) = 0, i.e., Lj(C,R) = 
R(F,Lj) = 0, j = 1, 2, . . . 7 n. Observe that IILII~ = [[ill’, + IIRII~ + 
2(L, R),, where 
(L, R), = R(C,L) = RU = i yjR(C,Lj) = 0. 
j=l 
Thus 1) L lllr L I/i IIP as claimed in (11). 
Note that if C, is one-to-one, then i = C,‘a and Ilillt = (C,‘o)a = 
I 2$ l yj . Then, (11) can be rewritten as 
2 y; = (C,'u)u = min{(C;‘f)f : f E C,(Ff) and Nf = y}. 
j=l 
The element a(y, N) satisfying (i) and (ii) is called in the literature the 
spline interpolating y or, briefly, the spline. To stress the dependence of aon 
the measure p, we shall call u = u(y, N) the p-spline. 
We define the CL-spline algorithm that uses N by 
F(Y) = SU(Y, N) = i YjS(CpLj), Vy E R". (12) 
j=l 
Thus, the p-spline algorithm is linear in y. We now prove that it is optimal. 
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Let the average radius of information N be defined as the minimal error 
among all algorithms that use N, 
F?(N) = iqf ea’g(4, N). (13) 
By an optimal algorithm we mean any algorithm C#J* with 
ea”g(4*, N) = P’g(N). 
THEOREM 2.1. Let N be of the form (8). Then the p-spline algorithm 4” 
is optimal and 
ravg(6*, N) = ravg(N) = iI E(Sf)v(df, N). (14) 
Here V( . , N) is the Gaussian measure on B(F,) with mean element zero and 
correlation operator 
C” = (1 - UN)& (15) 
where the Operator o,: fi + fi is given by oN(f) = XT= 1 Lj (f)C, Lj, 
Vf E 4. 
Proof. The proof follows from the fact that the /.L-spline is the mean of 
conditional (a posterior-i) measure /.L ( - 1 N(f) = y), which turns out to be 
equal to a translated measure v (see the Appendix). 
In Lemma 6.3 of the Appendix, we prove that for every 4, 
eaYg(4, N) 
Hence, due to linearity of S, 
E(Sf - (4(y) - WY, N)h(df, 
(16) 
In particular, we have 
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On the other hand, (16) yields 
Since v(. , N) is symmetric, i.e., v(A, N) = v(-A, N), andEis symmetric, 
then, changing the variable f to -f, we get 
Convexity of E yields E (5”) 5 (E (5” - g) + E (Sf + g))/2. Thus, 
ravg(A’) = FI E(S’)v(d’, IV) = Pg(@, N) 
I 
Hence the CL-spline algorithm is optimal. n 
Remark. 2.1. It is possible to generalize Theorem 2.1 without as- 
suming that E is convex and symmetric and that S is a functional. Let 
S: F, + F2 be a linear operator into a linear space F2. Let E be an arbitrary 
functional from F2 into R, such that for every element g E F2 the functional 
E (S( . ) - g) is measurable. The proof of Theorem 2.1 yields that 
P”g(N) = inf gEFZ lF E@f - dd& N). 
I 
Suppose that there exists an element g* E fi such that 
P”g(N) = / E(S’- g*)v(df, N). 
FI 
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Define the translated p-spline algorithm $* by 
Then 
$“W) = 4”(Nf) + g*. 
eavg(4*, N) 
= F, E(Sf- g*)v(df, N) = P”g(N). 
I 
Thus, if g* exists, then $* is optimal. On the other hand, if g* does not exist, 
then there is no optimal algorithm, i.e., Pg(N) < e”‘g($, N), Vt$. However, 
taking g* so that 
is close to Pg(N), we get an algorithm do* = +“(Nf) + g* with almost 
minimal average error. n 
We end this section by exhibiting an explicit formula for the radius of 
information N. 
THEOREM 2.2. Let N be of the form (8). Then 
where 
P”g(N) = (2/7r)‘/’ 
I 
m E(tc(N)“‘)exp{-t’/2} dt, (18) 
0 
C(N) = S(CvS) = IIS]]: - i(5’3 Lj):. (19) 
j=l 
Proof. Define the induced probability measure on B(R) by 
A(B, N) = v(S-l(B), N), VB E B(R). (20) 
Since v( * , N) is Gaussian with mean element zero and correlation operator 
C,, A(. , N) is the Gaussian (normal) measure on B(R) with mean element 
(value) zero and correlation operator (value) given by 
C(N) = S(C,S) = (5’3 S)p - i(S, Lj):. 
j=l 
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Changing variables in ravg(N) = 
I 
E(S’)v(df, N) by x = Sf, we get 
4 
T(N) = 
I 
E(x)A (dx, N) 
R 
= (2rc (N))-‘j2 f; E(x)exp{ -x2/[2c (N)]} dx. 
--cc 
From this and symmetry of E, we get (18). n 
Theorem 2.2 states that the average radius of N is fully characterized by 
c(N). Note that due to (8), c(N) can be rewritten as 
C(N) = S - ‘&A’, Lj)pLj II II 
2 
= inf{l(S - G 11; : G E lin{Li, . . . , L,}}. 
j=l P 
Thus, the correlation value c(N) is equal to the error of the least square 
approximation of S by lin{L,, . . . , L,} with respect to ( . , . ),, . 
2.3. Adaption Does Not Help on the Average 
Up to now we have considered information of the form N(f) = [L,(f), 
. . . ) L,(f)]. This means that N consists of n evaluations of continuous linear 
functionals Li, i = 1, 2, . . . , n, which are chosen independently off. This 
is why N is called nonadaptive, denoted by N”“. In practice, a more general 
kind of information is often used. Namely, information consists of evalu- 
ations of n continuous linear functionals, which are chosen adaptively, de- 
pending on previously computed values. That is 
N"(f) = EL,(f), L2U-, YA . . . 7 L(f, ~1, . . . > ~4, (21) 
where = YI(~) = L~(f),yi = yi(f) = Li(f, YI, . . . , yi-l), i = 2, . . . , 
n. We assume that for a fixed y = [ yl, . . . , y,,] E R”, L,,, = Li( . , yl, 
. . . , yi- 1) is linear and continuous and that the mappings Gi: R” + FF, 
Gi ( y) = Li, y , are Bore1 measurable. Such information N” is called adaptive. 
Since adaptive information has much richer structure than nonadaptive 
information, one might hope to achieve more by using adaptive information. 
We now prove that this hope is groundless. That is, adaption does not help 
on the average. (For similar results in Hilbert spaces, see Wasilkowski , 1986; 
Wasilkowski and Woiniakowski, 1984a, b). This shows that the restriction 
to nonadaptive information, which we made in previous sections, is without 
loss of generality. 
To prove that adaption does not help, we construct, for any adaptive N”, 
nonadaptive information of a structure similar to that of N”, which is not less 
powerful. The construction is obtained by fixing yi in (21). More precisely, 
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givenNay Wf) = L(f), Uf, YI), . . . , LU, ~1, . . . , Y,-dlwithyi = 
x-l(f)), and given an element y* = [y:, . . . , 
NY(f) = L(f), L2,y*(f), . . * , L,,*(f)l, Vf Efi. 
Of course, NY is nonadaptive. 
THEOREM 2.3. For every adaptive N”, there exists an element y * E R”, 
such that 
P’g(N$‘“) 5 P”g(N’). 
Proof. We only sketch the proof, since it is similar to that of Wasilkowski 
(1986, Theorem 3.1). Without loss of generality, we can assume that for 
every y = [YI, . . . , yn] E R”, 
@i,y9 Lj,y)p = &,j, Vi,j=l,2 ,..., Ii. 
It can be shown that for any algorithm 4, (16) holds with Y( . , N) replaced 
by v( * , NY). That is, 
eavg($, N”) = LJ~T)-~~~{ I, E(Sf - (4(y) - Sdy, NJ”“)))u(df, 
x exp 
From this and (14) (see also Remark 2.1), 
+(N=) = iJ2a)-““{ b:Rf I, E&f - Mdf, V’“)}ev{-2 $/2} 4 
= 
I 
Rn(2.rr)-“‘2yavg(Ngn)exp 
(22) 
Suppose it were true that for any element y E R”, 
ravg(Na) < P”g(Ny). 
Integrating over y, we would have 
ravg(Na) < (2?r)-“‘2P’g(Ny)exp 
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which contradicts (22). Thus, there exists an element y* E R”, such that 
which completes the proof. n 
Theorem 2.3 states that to find optimal information, it is sufficient to 
consider only nonadaptive information. 
Remark 2.2. In the proof of Theorem 2.3 we do not use convexity or 
symmetry of E and the fact that S is a functional. Hence this theorem holds 
for S and E as in Remark 2.1. 
2.4. Optimal Information 
Up to now we have assumed that the information operator N = [Li, . . . , 
L,] is fixed. Suppose now that we can choose functionals Li, which form 
information N. Let L be a given class of permissible functionals L. We want 
to find n functionals LT from L such that the average radius of N,* , N,* = 
[L?, . . . 3 L,*] is minimal. Such information is called nth optimal informa- 
tion, and its radius is called the nth minimal radius (with respect to L), 
ravg(N~) = ravg(n, L) = inf{ravg(N) : N = [L,, . . . , L,], Li E L}. 
We use Theorem 2.2 to exhibit optimal information. Due to that theorem, the 
radius of N is given by 
P’g(N) = (2/7r)“* f E(tc(N)‘/*)exp{-t*/2} dt. 
0 
Since E is convex and symmtric, E is nondecreasing on R, . Thus to minimize 
P”g(iV), it is enough to minimize c(N). Let 
c(n, L) = inf{c(N) : N = [Ll, . . . , L,], Li E L} 
= inf{ll S - G 11: : G E lin{L1, . . . , L,}, Li E L} 
(23) 
Then 
ravg(n, L) = (2/7r)‘/* 1 E(tc(n, L)“‘)exp{-t*/2} dt. (24) 
This means that the nth minimal radius is fully characterized by the least 
square error of approximating S by a functional from n-dimensional spaces 
spanned by elements from L. Let L;F, . . . , L,* E L be such that 
c(n, L) = inf{/S - GIli : G E lin{L;P, . . . , L,*}}. (25) 
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Then N,* , 
(26) 
is nth optimal. 
3. PROBABILISTIC SETTING 
In this section we study optimal algorithms and optimal information in the 
probabilistic setting. Let S, E, N, and C#J be defined as in Section 2. As for 
the average case setting we wish to approximate 5” by $(Nf) so that 
WV - 44W) is small. In the probabilistic setting, the performance of 4 is 
measured by the probability of success, i.e., by the probability that 
E(V - W!f)> is small. More precisely, given E 2 0, let 
prob(+, N, e) = 1-4.f E 4 : E(Sf - W!f)) 5 E}), (27) 
and let 
prob(N, E) = s;p prob(4, N, ~1. cw 
We seek an optimal algorithm 4*, i.e., an algorithm with the largest 
probability of success, 
prob(4*, N, E) = prob(N, E). 
3.1. Spline Algorithms Are Optimal in the Probabilistic Setting 
For nonadaptive N let 4” be the p- spline algorithm and let c(N) be defined 
as in Section 2. For convex and symmetric E let 
E-‘(E) = sup{t E R : E(t) 5 E}. 
To avoid some unimportant complications, we assume that E(0) = 0, i.e., 
E-‘(E) is well defined for any E E R,. 
THEOREM 3.1. For every nonadaptive N of the form (8), the 
p-spline algorithm 4” is optimal in the probabilistic setting, 
prob(N, E) = prob(+“, N, E) = (2/7r)‘/* 
I 
b exp{-t2/2} dt, (29) 
0 
with b = b(N, E) = E-l(e)/c(N)“*. Here, by convention, x/O = +a, 
Vx E R+. 
26 LEE AND WASILKOWSKI 
Proof. As in the proofs of Theorems 2.1 and 2.2, we conclude that 
prob(+, N, E) = (27r-“” i 4i.f E 4 : E(Sf - (4(y) - 4”(y)>) 
5 E}, N)exp{- 2 y7/2} dy. 
j=l 
Therefore 
prob(N, l 1 
: E(S’ - g) 5 E}, N)exp 
= sup v({f E 4 : E(S’- g) I E}, N) 
= ::; A({t E R : E(t - g) 5 E}, N), 
where h( * , N) is defined by (20). Since E is nondecreasing, closure of 
{t E R : E(t - g) I E} is equal to {t E R : 1 t - g 1 I E-~(E)}, and 
therefore 
prob(N, ~1 = sup(2~)-‘/~ “’ exp{-t2/2} dt, 
g- I al 
with al = al(g) = (g - E-‘(~))lc(N)l’~ and ~12 = a2(g) = (g + Eml(e))/ 
c(N)‘12. It is easy to check that the supremum is attained for g = 0 and 
therefore 
prob(N, E) = (27~)“~ Lb exp{-t2/2} dt. 
For the p-spline algorithm @ we get 
prob(@, N, E) = v({f E 4 : E(S’) I E}, N) = prob(N, E). 
Hence @ is optimal. n 
Remark 3.1. Similar to Remark 2.1 one can easily prove the optimality 
of a translated p-spline algorithm for an arbitrary linear operator S and an 
arbitrary measurable E. More precisely, if there exists an element g * E F2 for 
which v({f E fi : E(Sf - g*) I E}, N) attains its maximal value, then the 
algorithm +*(Nf) = @(Nf) + g * is optimal. If such g * does not exist, then 
there is no optimal algorithm. n 
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3.2. Adaption Does Not Help in the Probabilistic Setting 
THEOREM 3.2. For every adaptive information N”, there exists an element 
y * E R”, such that 
prob(NJZ”, E) 2 prob(N”, E). 
Since the proof is similar to that of Theorem 2.3, we omit it. 
We want to add that Theorem 3.2 holds also for S and E as in Remark 2.1. 
In that case the element y* might strongly depend on E and in particular might 
be quite different from the corresponding element of Theorem 2.3. However, 
if S is a linear functional and E is convex and symmetric, as we assume in 
this paper, one can choose a common element y * such that both 
r”‘~(N~P’) I f”‘g(Na) 
and 
prob(Ny , E) 2 prob(N”, E), VE L 0 
holds at the same time. That is, instead of N” one can use Nj!?‘, which is at 
least as good as N” in both the average case and the probabilistic settings for 
every E. For instance, if inf,c (NJ““) is attained for y = z, one can set y * = z. 
Otherwise, y * should be so that c (N$‘“) is close enough to the above infimum. 
3.3. Optimal Information in Probabilistic Setting 
We want to find optimal information for the probabilistic setting. As in 
Section 2.4 let L be a given class of linear functionals. The nth maximal 
probability (with respect to L) is defined as 
prob(n, L, E) = sup{prob(N, E) : N = [Lr, . . . , L,], Li E L}, 
and the nth optimal information N,* is defined by 
prob(N,*, E) = prob(n, L, E). 
Similar to Section 2.4, we maximize prob(N, E) iff the correlation value 
c(N) is minimized. Thus, 
prob(n, L, E) = (2/7r)‘/* 
I 
b* exp{-P/2} dt, 
0 
where b* = b*(n, E) = E-‘(e)/c(n, L)“’ and c(n, L) is given by (23). 
Since for N,* defined by (26), c(N,*) = c(n, L), the information operator N,* 
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is also optimal in the probabilistic setting. Note that N,* does not depend on 
E. This and the optimality of the p-spline algorithm tell us that using N,* and 
4* II 9 we maximize the probability of success for every E. 
4. ASYMPTOTIC SETTING WITH A MEASURE 
In this section, we report very briefly on the optimality of p-spline algo- 
rithms in the asymptotic setting, on the basis of a recent paper by Was- 
ilkowski and Woiniakowski (1984b). Unlike in the average case and proba- 
bilistic settings, we do not fix the cardinality of information. Instead, we let 
n = card (N,,) go to infinity, and we investigate how to approximate Sf by 
4”(N,,f) so that 15” - b(N,,f) 1 tends to zero as fast as possible for almost 
all f E F, . That is, we have a sequence of adaptive information operators 
{N,,} as defined in Section 2.3, and we seek a sequence of algorithms which 
enjoys the best possible rate of convergence of 1 Sf - 4” (Nnf) 1 for almost all 
f E 4. We assume that N, is contained in N,,+l, i.e., 
N,+,(f) = [N,(f), L+df, YI, . . . 3 ydl, 
which is not a restrictive assumption in practice. 
The asymptotic setting has been investigated recently in Wasilkowski and 
Woiniakowski (1984b) for linear problems in Hilbert spaces with a measure; 
that is, for approximation of S: F, --, 4, where 4, F2 are separable Hilbert 
spaces, F, is equipped with a Gaussian measure, and S is a continuous linear 
operator. Recall that here FI is a separable Banach space and S is a continuous 
linear functional. However, knowing that A, the induced measure in (20), is 
Gaussian, one can obtain all the results from Wasilkowski and Woiniakowski 
(1984b) for the case studied in this paper. We have 
THEOREM 4.1. For every sequence of adaptive information {N,,}, the 
p-spline algorithms {#,} are optimal, i.e., for every sequence of algorithms 
{dhn) 
d{f E fi : F,mm bf - 4n((N,(f))(llSf - &@‘n(f))I = 01) = 0. (30) 
This theorem states that some algorithms might be better than the F-spline 
algorithms only on a set of p-measure zero. Hence the best rate of con- 
vergence is achieved by the E.c-spline algorithms. This rate is characterized in 
THEOREM 4.2. For every sequence of adaptive information {N,,}, 
df E fi : ;,m_ ISf - &(Nnf>I/c(Nn, f)“’ = 0)) = 0, (31) 
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and 
p({f E 4 : pi c(N,,f)“*/lSf- &W)I = OH = 0, (32) 
where c (iv,, f) = c (N$$J ) is the correlation value of h ( * , N,“yl;,f); see (19). 
Theorems 4.1 and 4.2 state close relations between the asymptotic setting 
with a Gaussian measure and the average case setting. 
We now comment on optimal information. In the asymptotic setting infor- 
mation {N,**} is optimal if it provides the best possible rate of convergence. 
Due to Theorem 4.2, this means that c (iV,** ) goes to zero with the best rate 
of convergence. Due to Theorems 4.1 and 4.2, no sequence of algorithms 
using any sequence of information operators has rate of convergence better 
than c (n, L). Can this rate be achieved? Note that for iv,*, as in Sections 2.4 
and 3.4, c(N,*) = c(11, L). However, for some specific L, N,* need not 
contain N,*_, . In this case we use the following approach, suggested by 
Woiniakowski (1985). Let NX* be a sequence of information operators, such 
that A’$* c iVj?T,, and for n = 2k - 1, 
xF*w = WW), MYf-), NV), . . . 9 Gw)l. (33) 
Then for every n, NX* contains A$,,,, and therefore, 
c(x*) 5 C(N&,]) = cad219 J-J. 
Now, if c([n/2], L) = O(c(n, L)), which holds, for instance, forc(n, L) = 
O(n-‘), then c(N$*) = O(c(n, L)), and therefore {ZV$*} is optimal. 
5. APPLICATIONS 
In this section we apply the results reported in the previous sections to 
linear problems in a space of regular functions equipped with a Wiener 
measure. Since the original work by Wiener in the 1920s Wiener measures 
have received a great deal of attention. They are among the most widely used 
and studied measures on function spaces, and they are of interest to statisti- 
cians and physicists (see Diaconis and Freedman, 1983; Larkin, 1972; Sacks 
and Ylvisaker, 1970; Suldin, 1959, 1960; Wahba, 1978; Wiener, 1923, 
1924). 
We begin with the definition and some properties of Wiener measures. 
5.1. Wiener Measures 
Let C’[O, l] be the class of r times continuously differentiable functions 
defined on [0, 11. Let C& = {f E C’[O, l] :f(“(O) = 0,j = 0, 1, . . . , r}, 
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r=O,l,... . Obviously, CL equipped with the norm ]]fl] = sup{]f”‘(t) ( : 
t E [0, l]}, is a separable Banach space. Let D’ be the rth derivative oper- 
ator, D ‘f = f(‘) for every f from C’[O, 11. Note that D ‘, restricted to CL, is 
one-to-one and D’(C$ = C8. 
The Wiener measure p on B(C$ is defined by 
P(B) = w@‘(B)), VB E B(G), (34) 
where w is the classical Wiener measure on B(C$, uniquely defined by 
w({f E C8 :f(fj) -f(lj-1) E (aj, bjl9.i = 1, . . . 3 k)) 
= fi(Z?r(r, - tj-I))-“* f’ * * * j)i exp{-i Yj2/[2(tj - tj-I)]} dy, 
j=l ‘II ak j=l 
(35) 
for any 0 = to < tl < . . * < tk 5 1 and U, < bj (see KUO, 1975). 
Take an operator T defined on the space of integrable functions on [0, 11, 
Then form 2 0, 
(T”f)(x) = [(d’ . - . r-’ f(tm) dt, - . e dt, 
= o*{(x - t)“-‘/(m - l)!}f(t) dr 
I 
= :{(x - t):-‘/(m - l)!}f(t) dr, 
I 
where for k I 1 
(x _ t)k+ = p - d” 
i 
ift Ix, 
ift >x, 
and 
(x-t)?= ‘0 { 
ift Ix, 
ift >x. 
(36) 
(37) 
Note that T” is one-to-one and T”(C’,) = Ci+“‘. Furthermore D”T” = I. 
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For every L E (C$*, take a function sL: [0, l] + R, which is of bounded 
variation, continuous from the left and sL (1) = 0, such that 
(38) 
Such a function q exists due to the Riesz Representation Theorem and the fact 
that f = T’f(‘). 
For every r 2 0, the Wiener measure p on B(C$ is the Gaussian measure 
with mean element zero and correlation operator C,, 
or equivalently, 
C P L = -T’+Is L, (39) 
(C,L)(x) = W’gx), 
where g, (t) = [Y+ ’ - (x - t)Y’]/(r + l)!, Vx, t E [0, 11. For com- 
pleteness, we present a proof. For r = 0, Al. = w and the characteristic 
functional of p is equal to 
cclw (L) = lci exp{iL (f)>w (4) 
= exp 
0 0 
= exp{-L(-TsL)/2}. 
For the third equality see Kuo (1975, Theorem 5.1, p. 82). Thus, for r = 0, 
C, L = -TsL . Hence w is Gaussian with mean element zero and correlation 
operator C, L = - TsL . For r 2 1, p = wD’, and therefore 
h(L) = / ev{iL(f)hh?f) = let exp{iLT’(f)}w(df) 
G 
= lCIw(LT’), VL E (c;)*. 
Since LT’ E (C$*, we get 
h(L) = exp{-LT’(C,(LT’))/2}. 
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Note that 
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and 
Therefore C,(LT’) = -TsL, and LT’(C,(LT’)) = L (T’(-TsL)) = 
L(-T’+‘sL) = L(C,L). Thus, (G;(L) = exp{-L(C,L)/2}, which proves that 
p is the Gaussian measure on B(C,‘) with mean element zero and correlation 
operator C,, C, L = -T’+‘sL . We now prove that (C, L)(X) = L (T’g,). In- 
deed, 
=x r+‘/(r + l)! 
I 
’ 
0 
ld(Q@)) - Jx - t);+‘/(r + l)! d(s,(t)) 
I 
zz -x ‘“/(r + l)! Q(O) + 
I 
’ SL(t)d((x - t):+‘/(r + l)!) 
0 
+ (x - O);+‘/(r + l)! Q(O) 
= (T’+‘s,)(x) 
as claimed. From (39) we see that for every L E (C$*, C,L is a function 
from C6 with (r + l)st derivative of bounded variation. 
5.2. Spline Algorithms and Their Errors 
In this section we apply results from Sections 2 to 4 for 4 = Ch, where p 
is the Wiener measure. Without loss of generality we consider only non- 
adaptive information, since we know that adaption does not help. Let 
N, N(f) = L(f), L(f), . . . , L(f)1 be given. Then 
Li (f> = I o’ f ““(t)d(si t)) (40) 
for some si of bounded variation, continuous from the left and si (1) = 0. Note 
that 
(L, L,>/,t, = Li(C,Lj) = Li(-T’“sj) 
= ’ Sj(t)Si(t) dt = (si, sj)lz. 
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Thus, the assumption (8) that (Li, Lj)F = Si,j means that the functions Si are 
orthonormal in &-norm. Then the p-spline element interpolating y = N(f) is 
of the form 
U(y, N) = -i yjT’+‘sj. (42) 
j=l 
For the CL-splme algorithm @, $“(y) = Sa(y, N), we have 
eavg(@, N) = (2/7r)‘12 
I 
cc E(tc(iV)“‘) exp{-t*/2} dt 
0 
prob($“, N, E) = (2/,rr)‘12 i’ exp{-t2/2} df, 
(43) 
where b = b(N, E) = E-1(~)/~(N)1/2 and 
c(N) = inf{ll S - G 1j2p : G E lin{Ll, . . . , L,}}. (44) 
Since s belongs to (C$*, there exists a function s of bounded variation, 
continuous from the left and s (1) = 0, such that 
Due to (41), we get 
c(N) = inf 
0 
d(s(t) - g(t))2 dt : g E lin{s,, . . . , s,} . (45) 
Hence c(N) is equal to the square of the error of least square approximation 
of s by lin{sl, . . . , s,} with respect to the Z2-norm. 
5.3. Standard Information 
From now on we assume that N consists of function and derivative evalu- 
ations, 
whereO=to<tl<~~~<tp~landkI ,..., k,E{O ,..., r}.Then 
the cardinality of N is given by 
n = card(N) = ‘f (ki + 1). 
i=l 
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Let L,,j (f) = f’“(ti) . Then 
(47) 
with 
Si,j(t) = Ej(ti - t):-‘/(r - j)!, i= 1,. . . ,p,j=O,. . . ,ki, 
and Ej = 1 if j = r, and - 1 otherwise. In order to construct the p-spline 
algorithm one can take linear combinations of Si,j to normalize them as in 
(41). Then the p-spline algorithm is given by (42) with vi and Si replaced by 
the corresponding linear combinations of f’“(ti) and S;,j. Observe that the 
CL-spline element o = a(N(f), N) is a linear combination of si,j, i.e., it is 
a piecewise polynomial interpolating y = N(f), 
&)(t,) = f(A(t.) 
I 9 i= 1,. . . ,p,j=O,. . . ,ki, 
and 
a”‘(O) = 0, j = 0, . . . , r. 
Furthermore (11) and (39) yield that /C;‘alli = (C,‘a)(a) = )I a(‘+‘)ll f, is 
minimal among all functions g such that g(j’(ti) = f”‘(ti), i = 1, . . . , p, 
j=o,. . . , ki, and g”‘(O) = 0, j = 0, . . . , r. Thus, a( * ) = o(ZV(f), 
N)( a) is the natural spline of degree 2r + 1 interpolating f at points 
0 = to, fl, . . . ) tP I 1, with multiplicities m. = r + 1, ml = k, + 1, 
. . . ) mp = kP + 1, respectively. We have therefore the following 
THEOREM 5.1. For any information N of the form (46) andfor any r 2 0, 
the spline algorithm 4”(y) = Su( y, N) based on the natural spline 
dr, N)( *) of d e g ree 2r + 1 is optimal for both the average case and 
probabilistic settings. Furthermore, the best rate of convergence in the 
asymptotic setting is achieved by the sequence of the spline algorithms. 
Remark 5.1. Theorem 5.1 states, in particular, that the natural spline of 
degree 2r + 1 is the mean of the conditional (a posteriori) measure. This fact 
is mentioned in the statistical literature. For instance, Diaconis and Freedman 
(1983, p. 110) write that this result is a well-known part of the folklore. We 
were unable to find the proof of this result. There are a number of very 
interesting papers (see, e.g., Kimeldorf and Wahba, 1970a, b; Wahba, 1978) 
where similar problems are analyzed and relations between Bayesian statistics 
and spline functions are exhibited. In particular, Kimeldorf and Wahba 
(1970a) show that for a number of stochastic processes (excluding the Wiener 
case) spline functions (different from natural splines) are the means of condi- 
tional measures. H 
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5.4. Integration Problem 
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We now assume a specific form of the functional S. Let Sf = Jo’ f(t) dt. For 
any f E CG we can rewrite this as 
Sf = o’ f(t) dt = -i’ f’“(t)d{(l - t)“‘/(T- + l)!}. 
I 
We know that 4” is optimal. We want to find optimal information of the form 
(46), i.e., with L = {L : 3x, 3j I r, L(f) = f(A(x) V’ E CL}. Due to Sec- 
tions 2.4 and 3.3, we need only minimize c(N) . Note that for every N of the 
form (46), 
c(N) = inf 
11 
0’{( 1 - t)‘+‘/(r + l)! - q(t)}2 dt : q E P(N) 
I 
, 
where 
P(N) = lin{(ti - *):-i/(r - j)! : i = 1, . . . , p,j = 0, . . . , kj}. 
This means that to find nth optimal information one needs to find optimal 
points and their multiplicity so that the 12-error of approximating s(x) = 
(1 - t)‘+‘/(r + 1) ! by spline functions of degree r is minimal. This mini- 
mization is a special instance of a more general problem studied by Sacks and 
Ylvisaker (1970). In particular, they proved that 
c(n, L) = O(K2(‘+‘)), (48) 
and this is achieved by the information N*, 
N*(f) = [f(l/(n + l)),fW(n + I)), . . . ,f(nl(n + l))l, 
Vf E C&. 
(49) 
This result and the results from Sections 2 and 3 imply that 
THEOREM 5.2. The information N* defind by (49) is almost optimal for 
every r 2 0 in the average case and probabilistic settings. 
For n = 2k - 1, taking {N,**} such that N,** = [NT, Nf, Nz, . , . , N;-,], 
as in Section 4, we conclude that 
THEOREM 5.3. The information {N,**} is optimal for the asymptotic set- 
ting for every r 2 0. The bestpossible rate of convergence n-(‘+‘I is achieved 
by the sequence of p-spline algorithms that use {N,**}. 
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5.5. Worst Case Setting and Average Case Setting-A Comparison 
For the integration problem, we compare the optimality results in the 
average case setting with that in the worst case setting. In the latter setting, 
we approximate Sf = Jo1 f(t) dt by using an algorithm 4, based on informa- 
tion N, so that I S. - cb(W) l/llf/ is small for everyf E ~6. By I( * II we mean 
the norm on the space fi = C;, as before, i.e., llfll = sup{lf”‘(t) I : 
I E [0, 11). The worst case error of 4 is defined by 
eY4h N) = sup11 W - $@(f)) llllfll : f E GJ, 
and the worst case radius of N is 
r”(N) = inf{e”‘(& N) : 4). 
Let +* be an optimal algorithm, i.e., 
ew(+*, N) = r”(N). 
From Traub, Wasilkowski, and Woiniakowski (1983, Appendix E), it fol- 
lows that for an optimal algorithm 4* 
eY$*, N) = sup{l~ - +*@‘f) I : llfll 5 11 
= iqf sup{1 Sf - NV) I : llfll 5 1). 
Gaffney and Powell (1976) proved that for every f with llfll 5 1, 
Pi(X) ~fb) 5 P*(X), v,x E LO, 11, 
where p, and p2 are lower and upper envelopes obtained from the per$ect 
splines of degree r with n - r + 1 knots interpolating f, N( pJ = N(pJ = 
N(f). Thus, the algorighm $*, 
4*(W) = S(p, + p2)/2, 
provided by the perfect splines of degree r with n - r + 1 knots interpolating 
fis optimal in the worst case setting. Information NZ remains almost optimal 
in the worst case setting, but its worst case radius is proportional to n-‘, 
insteat of necr+‘), as in the average case setting with E( * ) = I * I. 
We summarize and contrast the optimality results of these two settings in 
Table I. The optimality results of the two settings are quite different. In the 
worst case setting, the optimal algorithm is based on the petiect splines of 
degree r with n - r + 1 knots. On the contrary, in the average case setting, 
the optimal algorithm is based on the natural splines of degree 2r + 1. 
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TABLE I 
Worst case setting Average case setting 
Almost optimal 
information N,* 
Optimal algorithm 
t$* that uses N.* 
Radius of N.* 
Function evaluations 
at equispaced points 
Based on perfect 
splines of degree 
r with n - r + 1 knots 
@(n-q 
Function evaluations 
at equispaced points 
Based on natural 
splines of degree 2r + 1 
@(n-“+l’) 
Furthermore, the average error of the p-spline algorithm is an order smaller 
that the worst case error of the optimal algorithm c#I*. This is due to the fact 
that the probability measure p is concentrated on the set of functions with 
regularity almost Y + l/2, and, therefore, supplies additional smoothness to 
the problem. This quantifies how much information is carried by the measure. 
5.6. Complexity 
We now discuss the above-reported results from the complexity point of 
view. For the sake of simplicity we consider only the average case setting 
withE = 1.1. 
Suppose that we want to approximate the integral off with an average 
(expected) error not exceeding a preassigned accuracy E. Obviously, we 
would like to have information N and an algorithm C#J with an average cost as 
small as possible. We assume that each function or derivative evaluation costs 
unity, and that the cost of each arithmetic operation is small compare to unity. 
Then the cost of each algorithm that uses information of cardinality II is at 
least it, and the cost of the spline algorithm is close to it, since it is a linear 
algorithm. On the other hand, no algorithm has average error less than or 
equal to E, unless it uses information of cardinality at least n* = n*(e), 
where 
IZ* = min{n : P”g(n, L) I E} = @(l/~“(‘+‘)). 
This implies that the complexity (i.e., the minimal cost) of the integration 
problem is O( 1 /E ‘lr+l)), and that the spline algorithm that uses n*(e) function 
values at equispaced points is almost optimal from the complexity point of 
view. 
We stress that we have restricted the algorithms considered to those that use 
information of fixed cardinality, whereas, in practice, information of varying 
cardinality is commonly used. As reported in Wasilkowski (1985),this re- 
striction is without loss of generality. Hence, the spline algorithm that uses 
n*(E) function values at equispaced points remains almost optimal in the class 
of algorithms that use information of varying cardinality. 
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6. APPENDIX 
In this appendix, we prove some properties of Gaussian measures, which 
were used in previous sections. 
We begin with the following simple observation. Let Al. be the Gaussian 
measure with mean element m, and correlation operator C,. Then for a 
continuous linear functional L, L E FT, the induced measure &’ is the 
Gaussian measure on B(R) with mean L (m,) and correlation (L, L), . That is, 
if (L, L), is positive, then 
p(L-‘(B)) = (27r(L, L)/J1’2 
I 
ed-(t - L(m,))*/W, L),)) 4 
A 
VB E B(R), 
(50) 
and if (L, L), = 0, then 
P(B) = 
1 if L(m,) E B, 
o if L(m,) 4 B. 
Indeed, the characteristic functional r,4 of pL-’ is given by $(x) = &(xL), 
Vx E R, and therefore +(x) = exp{ixL(m,) - x2(L, L),/2}, as claimed. 
Now let N = [L1, . . . , L,] be of the form (8), i.e., (Li, Lj)F = &,j, and 
let mP = 0. For the induced probability measure PN-’ defined on B(R”), we 
have 
LEMMA 6.1. The measure pN-’ is Gaussian with mean element zero and 
correlation matrix identity, i.e., 
PN-‘(A) = p(N-l(A)) = (27r)-“/2 i exp{-5 JJ?/~} dy. (51) 
j=l 
Proof. For the characteristic functional $kN- I of /AN-‘, we have 
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= exp 
{ I 
- i $12 
j=l 
= =4+-(xl 4/2h vx E R”. 
This completes the proof. W 
From Parthasarathy (1967, Theorem 8.1, p. 147), we know that there exists 
a unique (up to a set of PUN-’ measure zero in B(R”)) family of probability 
measures V( * 1 y, N) defined on B(F,) and indexed by y E R”, such that for 
all B E B(e), 
~N-‘(Y)~Y, NJ = 1, Vy E R”, a.e., 
u(B ) . , N) is PN-l-integrable, (52) 
1.4) = 
I R” 
dB IY, NM-‘WY). 
This family, called conditional measure, is crucial for our study, since for 
every measurable mapping H, H: Fl --, R, 
h, H(f)p(df) = ,..(i, Wbk’fly, N) pN-‘(4% 
and due to Lemma 6.1, 
In particular, we have 
E@f - 4(y)Mdfly, N) exp - i y?/2 dy, 
I {j=lJ I 
and 
prob(+, N, E) 
= h>-“‘* jRn df E fi : E(Sf - 4(y)) 5 d/y, N) 
exP{-2 y//2} dy. 
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LEMMA 6.2. For every N of the form (8), v( * 1 y, N) is the Gaussian 
measure on B(F,) with mean element my = (T( y, N) and correlation operator 
c, = (Z - c%&. 
Proof. We first prove that for every y there exists a Gaussian measure 
with mean element (T( y, N) and correlation operator C, = (Z - o..)CP. For 
this purpose, let x be a functional from FT into C defined by 
249 = exp{-L(CJ)/2), VL E FT. 
Note that 
x(L) = exp{-L(C,L)/2}exp 2 exp{-L(C,L)/2} 
= hW 
Thus, 0 I 1 - x(L) I 1 - JI,(L), VL E FT. Since &is thecharacteristic 
functional of the measure /.L, x is also the charcteristic functional of some 
probability measure defined on B(F,) (see Vakhania, 1981, p.115). There- 
fore, exp{iL(c(y, N)) - L(C,L)/2} is also a characteristic functional of a 
probability measure. Hence there exists a family of probability measures /3, 
such that 
$4(L) = exp{iL(dy, NJ) - L(C,L)/2), VL E F:. 
Due to the definition of Gaussian measures, BY is Gaussian with mean element 
a(y, N) and correlation operator C, = (Z - ~~))c~. 
We now prove that v( .I y, N) = &( * ). To prove this equality, we only 
need to show that & satisfies (52). Since for all y’s, 8 are Gaussian with a 
common correlation operator and mean elements a( y, N), respectively, they 
are translations of PO, i.e., 
P,(B) = PO@ - a(~, N)), VB E B(fi). 
Hence to prove that & (N-‘( y)) = 1, it is enough to show that pO(N-‘(0)) = 
1, since N-‘(y) = N-‘(O) + a(y, N). Let G(f) = IZ,EI L,?(f). Then 
1 G(f)Po(df) = f: J L.?(f)/%(df) = 2 Lj(C,Lj), 
4 j=l 4 j=l 
since PO has correlation operator C,.and mean element ~(0, N) = 0. A simple 
calculation yields that Lj(C,Lj) = 0, j = 1, 2, . . . , n. Thus 
I G(f)Po(df) = 0. 6 
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Since G(f) I 0, and G(f) > 0 iff f $ N-‘(O), this proves that 
po(fi - N-‘(O)) = 0, and hence, &(N-‘(0)) = 1. 
It is easy to observe that /3,(B), as a function of y, is @-‘-integrable for 
every p E B(F,). To complete the proof, we need only show the last equality 
in (52). Let 
P(B) = R” @v@)P.N-‘(dyL I VB E B(F,). 
Of course, fi is a probability measure on B(F1) whose characteristic functional 
I) is given by 
= (27~~“” In exp{il(a(y, N)) - L(C,L)/2}exp 
= 
The last integral is equal to 
@r)-“‘* 1,” exP{i 2 Yj(L h)p}exP{-g y?P} dy 
= exp{-(L, L),/2 + L(C,L)/2}. 
Thus we have 
Hence p=p, and the uniqueness of conditional measures implies that 
V( * ( y, N) = &( e). This completes the proof. n 
LEMMA 6.3. For N of the form (8), let v( * , N) be the Gaussian measure 
on B(FJ with mean element zero and correlation operator C, = (Z - uN)CP. 
Then for every algorithm 4, we have 
eavg(4 N) = (2~)~“‘~ lRn{ I, E(S(f + U(Y, N)) - &))4$f, 
(53) 
X exp 
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and 
(54) 
Proof. From (52) and Lemma 6.2, we get 
eavg($, N) = (2~)~“” 
where P, is the Gaussian measure with mean element (T( y, N) and correlation 
operator C, . Hence p0 = V( . , IV). Furthermore, since a(B) = 
fb(B - a(y, N)) = v(B - cr(y, N), N), VB E B(F,), we can rewrite (55) 
as 
eaVg($, N) 
E(W+ ~YJV) - 4b)b@!9N) 
which proves (53). Since the proof of (54) is similar, we omit it. n 
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