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FOREWORD
Work described in this report was performed by personnel of Textron's Bell
Aerosystems for the National Aeronautics and Space Administration under Contract
NASw-1344. The contractual effort was originally monitored by Dr. Howard S. Wolko,
Office of Advanced Research and Technology, NASA Headquarters, Washington, D.C.
Contractual control was later transferred to the NASA Manned Spacecraft Center,
Houston, Texas where the work was continued under the technical direction of Dr. F.J.
Stebbins of the Structures and Mechanics Division. The work was performed during the
period January 1966 to May 1967 under the direction of Dr. Ronald A. Gellatly, who acted
as Principal Investigator.
The concepts and principles for the doubly-curved shell elements developed and
presented in Section 2.0 _nd Appendices A and B were entirely the work of Dr. Richard H.
Gallagher and Dr.Robert H. Mallett. Dr. Gallagher was responsible for the rectangular
element and Dr. Mallett derived the toroidal element relationships. The authors wish to
acknowledge gratefully the major support provided to the project by the above contributors.
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ABSTRACT
A technical feasibility study of some of the major problem areas in advanced
concepts for spacecraft structural design is presented.
Element relationships for two types of doubly-curved shell elements have been
derived for use in the analysis of the characteristic spacecraft shell structure. A computer
program has been developed for the analysis of axisymmetric shells for use in the design
of tanks and pressure vessels. The technology of heat transfer analysis has been reviewed
and the potentialities of discrete element methods are examined in detail.
Methods of structural optimization are studied and an efficient computer program
for the minimum weight design of structures including discrete variables is presented.
The inclusion of merit criteria other than weight in optimization procedures is discussed.
The future developments in computer technology as applied to structural design are
surveyed.
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1.0 INTRODUCTION
The modern spacecraft is a highly complex and sophisticated vehicle. Its mission
calls for absolute reliabilityand integrityof all the many systems which together make
up the totalvehicle.
Because of the overriding need for reliabilitythe principal effortin spacecraft
design has been directed towards the development of vehicles which would be capable of
the required missions without failure while carrying some useful payload, No real
attempt has been made to optimize the performance in any significantmanner.
Indeed the methodology for total system optimization must be regarded as an
emerging art and the practical tools therefore are only gradually becoming available.
Although many types of important systems are used in spacecraft, the total structure
must be regarded as one of the most important. Certainly, structural weight is a
significant proportion of the total weight of a spacecraft and any improvements in struc-
tural efficiency must be reflected greatly in improved vehicle performance. These
improvements may lie in increased payload, increased range or in other facets of vehicle
behavior. There are a number of ways in which improvements in structural efficiency
may be measured. These will be'discussed at a later stage.
The development of methods for improving structural efficiency represents one of
the most significant advances in recent structures technology. These procedures for
optimizing structural design, in which matrix methods of structural analysis are combined
with the concepts of operations research, were first proposed in a workable form by
Schmit (Reference 1). The original approach, within the framework of a minimum weight
design objective, has been subject to further developmental work (References 2-5)
This has been directed at various objectives, e.g. extension of the scope of applicability
by inclusion of additional classes of variables (Reference 2), introduction of merit criteria
other than weight (Reference 3), and extension of capabilities to practical, large order
structural systems (References 4 and 5). Structural optimization programs are now
operable and have been applied successfully to the design of major airframe components
(Reference 5).
Although significant progress has been achieved in the field of structural optimization,
it is clear that the total field has only been very moderately explored. It has, however,
become evident that if the optimum design requirements of structures for space exploration
are to be satisfied, broader objectives than hitherto used must be satisfied. For example,
the condition of minimum weight is not necessarily the best criterion, and cost or reliability
objectives may assume dominant importance. Once technical feasibility has been de-
monstrated for certain types of space missions, the frequency and scope of succeeding
missions may depend entirely upon cost.
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For any optimization capability to be meaningful, certain obvious requirements
must be satisfiedwith regard to scope, applicability,and economy of operation. Since
vehicles for space operations are usually highly complex, e.g. sophisticated shell struc-
tures subjected to a variety of loading conditions,there must be the capability for analyzing
their response characteristics to a high degree of accuracy. In a finiteelement approach,
this requires that the discrete elements used will be truly characteristic of the class of
shell structure being analyzed. In addition to direct structural analysis under mechanical
loading, an important factor that must be considered in spacecraft is the problem of thermo-
structural analysis, especially for reentry heat shield structures. Methods for heat transfer
analysis in solids and built-up structures are well developed. These methods, however,
generally utilize different idealization models from those appropriate to matrix structural
analysis. From the point of view of structural optimization it is desirable that as large a
degree of commonality as possible exist between the analytical models used in the various
stages of the calculations.
In order to progress toward the development of programs for the optimization of
spacecraft structures, a feasibility study was undertaken by Bell Aerosystems under the
direction of the Office of Advanced Research and Technology, NASA. The purpose of this
study was to examine in detail some of the relevant problem areas in spacecraft optimization.
In particular, the study effort was concerned with the following items:
(a) Extension of analytical techniques for structures characteristic of space vehicles.
Included in this item are the problems of generating integrated thermostructural
analysis capabilities.
(b) Extension of optimization capabilities. This requires the inclusion of classes of
variables appropriate to spacecraft and the generalization of optimization
methods to include continuous and noncontinuous variables.
(c) Study of the concepts of merit criteria for objective functions other than weight.
(d) Examination of the potentialities of computer developments with regard to future
space vehicle design requirements.
The present report documents the progress achieved towards the stated objectives.
The accuracy and applicability of the matrix structural analysis techniques are
principally dependent upon the closeness of the idealized system to the actual structure.
This implies a high degree of sophistication in the representation of the elemental
relationships.
For many classes of problems, simple one or two dimensional elements can and do
yield very satisfactory results for the analysis of shell structures encountered in aircraft
or similar flying vehicles. The development of such elements has proceeded in an orderly
continuous fashion, so that many plate and beam type elements are now currently available.
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For one class of structures, however, the flat two dimensional element may prove
to begrossly inadequate. Thi_ class consists of axi- andnonaxisymmetric doubly-curved
shell structures. For these shells, the use of elements with zero or single curvature can
introduce considerable errors, especially in regions where idealizations involve large
discontinuities of slope betweenadjacent elements.
The classic type of spacecraft structure falls into the abovecategory. For this
reason, the developmentof basic relationships for two types of elements with double
curvature was undertaken. These are anorthotropic toroidal element and a rectangular
curved shell element. For these elements, full sets of relationships have beendeveloped
and coded. Numerical comparisons with classical solutions have beenobtained to de-
monstrate the validity of the derivations. The developmentof these elements is given in
Section 2.0.
As a result of the optimization work discussed in Section 5.0and baseduponexperience
accrued in earlier work (References4, 5), it has become apparent that the optimization of
large scale axisymmetric structures could beeconomically carried out. With a view to
developing such an operational capability, an initial computer program for axisymmetric
shell analysis hasbeen developed. The program, which may be used for tanks and pressure
vessels as well as spacecraft structures, hasbeen codedwith a view to eventual incorpora-
tion into an optimization program. Present capacity is limited to 600 degrees of freedom,
but provision is made to increase capacity considerably with a minimum of program
alteration. The program is discussed in Section3.0.
The ability to optimize a given structure under the action of a number of mechanical
loading systems is desirable, but for many spacevehicles thermal effects must be con-
sidered, especially during the reentry phase. The problem of adequateheat transfer
analysis capability must be considered. For the developmentof anefficient approachto
thermostructural optimization, the methodsof defining the structure temperature dis-
tribution should logically utilize the same idealized model as that used for the structural
analysis. This would permit the developmentof an integrated thermostructural optimization
process. Unfortunately the methods of heat transfer analysesused currently do not use the
same type of idealization as in the structural analysis. Recently, there has been interest
in the development of heat transfer methodsusing finite elements similar to those of the
structural analysis methods. A number of papers (References 6 - 8) have dealt with
various approachesto the problem area. Basically, the structure (continuum or conglom-
erate) is idealized into an assembly of finite elements for which heat transfer relationships
have already been established in terms of reference or nodal points on the elements. The
governing equilibrium equations for such a system including transient effects can be
established readily. The basic element heat transfer relationships, as in the structural
problem, may becomecomplex andvariational methods are necessary to ensure the
development of consistent thermal capacity and conductivity matrices. In Section 4.0, the
methods of deriving both the governing equilibrium equations andthe element relationships
are discussed. Using this approach, a heat transfer analysis program with a capacity
and scope of that of the structural analysis programs can be developed.
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The basic problem of structural optimization is well defined (Reference 1), both
in physical and mathematical terms. A structural system is defined in which certain
'properties are preset and others are variable. The system is subject to sets of external
stimuli (loads). It is required to find the values of the variables in order that the response
characteristics of the structure will satisfy prescribed limits andfor which the merit
criterion (e.g. weight) will have a minimum (or maximum) value.
There are a number of different approachesto the problem andthere has been an
appreciable amount of research work carried out (References 4, 9). Suchresearch has
led to the development of some large scale operational capabilities (Reference 5). These
programs have, in fact, been used in the minimum weight design of major airframe
components. The programs can be applied to a wide range of structures but certain
limitations on their usefulness do exist. These limitations are primarily associated, not
with the type of structure per se, but rather with the classes of variables that can be
included in the optimization procedures.
As can be seenfrom the preceding definition, the structural optimization is naturally
formulated as a constrained minimization (or maximization). That is, find the minimum of
a function and subject to certain constraints on associated functions. In most real cases,
the responses (e.g. stresses, displacements, etc.) are nonlinear whereas the objective or
merit criterion (e.g. weight) may be either linear or nonlinear functions of the design
variables.
There are a number of methodsfor dealing with such problems, but it has been
found that these procedures are, ifi general, limited economically to linear objective
functions. That is, for nonlinear objective functions the methods are applicable but the
computational costs are liable to becomeexcessive. For many structures, linearity of
merit function is an acceptable limitation, but for more advancedconceptsthere should
be no such restrictions.
Ideally the optimization methods shouldbe independentof the classes of variables
considered, permittingthe developmentof a truly modular approach. In a modular program,
an optimization module can be coupled directly to any analysis modulewithout regard to
either the methods of analysis or system being analyzed. The constrained minimization
approach does not economically allow this.
Although the structural optimization is naturally constrained, it canbe reformulated
by suitable mathematical manipulation to appear as an unconstrained problem. This is
accomplished by defining so-called penalty functions that account for nonsatisfaction of
constraint conditions. These penalty functions are thenweighted and combined with the
basic merit function to provide a new function. By a finite series of unconstrained opti-
mizations with reducing weighting factor, the optimum system may be found. This method
was first proposed by Carroll (Reference 10).
In Section 5.0 theproblems andtechniquesof optimization are reviewed. An optimization
program using the unconstrained approachhas beendevelopedand is described. In this
program every effort has been made to achievea high degree of computational efficiency
by use of extrapolation methods. This has reduced computational times for some sample
problems to a considerable extent.
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Strictly, all the methods and formulations employed are subject to the general
restriction that all functions (objective or constraint) must be continuous with continuous
'derivatives. In a total optimization concept, this is a very severe restriction since it
requires that the configuration or topology of the structural system be fixed. On a lesser
scale it also requires that all componentsbecapable of fabrication in any desired size or
that materials with any desired properties canbe manufactured. That componentsizes
are not continuousvariables can be seenin structural steel, where only standard sizes are
available (except atprohibitive cost). This implies that optimization procedures must
include noncontinuousor discrete variables. The question of topology is an exceedingly
difficult one, and no satisfactory approach to it has beendeveloped. On the associated
problem of discrete variables, it has been possible to develop a method of handling them.
This method has beenincorporated into the aforementionedunconstrained optimization
program. With this program, a number of example structures have been successfully
optimized with both discrete and continuous variables.
Considerable progress has been achievedin the techniques of optimization of elastic
structures. In these processes the object is to determine anoptimum structure subjected
to given loading conditions. It has always beenassumedthat the loads are simply specified
andthat the optimality or merit criterion could be expressed by some simple functional
relationship. In actual practice, the loading on a structure is not always knownexactly.
It is usually dependentupon a number of factors, noneof which is known exactly : for
example natural phenomena,weather conditions. To account for this uncertainty in
traditional design approaches, the maximum estimated loads are increased by a so-called
factor of safety. This factor of safety is usually built-up from experience accrued over
years of operation. It is of little meaning to proceed with methods of improving the efficiency
of a structure by complex mathematical manipulations whenthe loading cases prescribed
may be knownonly to a low degree of accuracy.
In view of the uncertainty about the exact nature of loading,which may be random in
nature, a rational approach would be to obtain statistical data and, then, design on the basis
of reliability (Reference 3). At the present stage, existing knowledgeis not sufficiently
advancedto permit this. An intermediate stage,betweenpresent methods and the final
goal of design on the basis of reliability, is to design for two load levels. This approach
is basedupon operating design loads, but also accountsfor maximum loads which may
occur. These maximum loads are estimated by the theory of statistical extremes (Reference
11). Under the higher level loads, which occur infrequently, the structure must maintain its
integrity, but plastic behavior can be permitted in contrast to the elastic response under the
normal operating loads. The theorems of limit analysis may be used to boundthe collapse
loads (Reference 12).
The merit criterion, principally used to define optimality, is weight. Other criteria
that have been occasionally used are cost or reliability. Weight is a very satisfactory merit
criterion since it is undoubtedlyof prime importance in flight or spacevehicles, andit is
simple to define and compute. Whenconsidering the other criteria mentioned, certain
problems arise immediately. Although cost is probably a very important factor in many
cases, it is difficult to obtain reliable data onwhich to base cost estimates, especially
when the items under consideration are complex, small quantity structures. Similarly,
reliability is an important factor but it may be exceptionally difficult to define reliability,
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or cost, directly in terms of the design variables of anoptimization procedure. A more
important point that must be raised is sufficiency of a single merit criterion. In developing
system such as a spacevehicle, no single factor such as cost or weight alone canbe used
to measure the efficiency. What is required is a function that will relate the expenditures
of moneyor material and the performance of the system. Sucha function canbe defined
as the cost effectiveness of the system - that is the best return for the expenditure.
Cost effectiveness concepts can be applied to simple structural components or to
total systems. Obviously with increasing complexity of system many differentfactors
must make a contribution to both the cost and effectiveness sections of the merit function.
The precise definitionof cost effectiveness must finallydepend upon the nature of the
system being optimized. In Section 6.0 the concepts of cost effectiveness are presented
further along with a discussion of the problems of the statisticalapproach to loading.
A final area of interest in the study of optimization technology is the role of the
computer in future developments. At present, the computer simply fulfills the duties of
a large scale, high speed slide rule. The programmer pre-specifies all the decisions
that have to be made, with due regard to the current circumstances. This means that
man, with his creative ability, is effectively excluded from the interior of the design
process. Also the lines of communication between the man and machine are cumbersome
and not conducive to integration of man into the process. Fortunately the technology of
man-computer graphics is being developed, in which the man will be able to provide input
to the computer, not only at the start of a design but he will also be able to provide some
control and direction during the process. The development of suitable hardware (involving
light pens, sketch pad, etc.) and the associated software (program systems) is in process.
Some operational capability in this direction has already been recorded (Reference 13).
Further developments in this direction are discussed in Section 7.0.
The report concludes with a discussion of the progress accomplished and the
potentialities for future research in the field of system optimization.
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2.0 CURVEDSHELL ELEMENTS
2.1 INTRODUCTION
Spacecraft are designedbasically to operate in vacuo. Hence, the primary structure
and many of the structural subassemblies associated therewith are of the form of pressure
vessels. The most efficient shapefor such a vessel is generally, an axisymmetric, doubly-
curved, thin shell structure. In order to beable to analyze such shells as accurat_elyas
possible, two doubly-curved shell elements have beendeveloped. These are the rectangu-
lar doubly-curved shell element and the toroidal ring element,which are described in the
following sections. With these elements, analyses of shells can be performed with the
high degree necessary for incorporation into the procedures used to define optimum
structures.
2.2 RECTANGULARDOUBLY-CURVED SHELL ELEMENT
A common approach to the idealization of thin shell structures sustaining nonaxisym-
metric behavior is by use of well-known formulations for triangular andquadrilateral flat
plate elements. This approachappears to needimprovement on two counts. Firstly, it is
desirable to minimize the number of degreesof freedom utilized in achieving a desired level
of accuracy. The inclusion of curvature within an element yields a more sophisticated
formulation and should, therefore, enable the realization of the desired level of accuracy
with fewer than the necessary nu_nberof fiat elements. Secondly, there is a question about
convergence to the exact solution of an idealization composedof fiat elements. This dis-
parity of convergence is not likely to be significant, however.
The developmentof stiffness relationships for the doubly-curved shell element
shown in Figure 1is a contribution to the resolution of the above difficulties and to
this study. The element is rectangxtlar in orthogonal curvilinear coordinates, of constant
thickness, andpossesses constant radii of curvature in the principal directions of curva-
ture. The formulation for the element stems from the use of the Theorem of Minimum
Potential Energy and assumptions as to the displacement behavior of the element. In
choosing these displacement functions in the u, v, and w, the goal was to enable satisfac-
tion of interelement displacement continuity requirements. By use of linear membrane
(u and v) displacement fields and first-order Hermitian polynomials for the multipliers
of the joint flexural displacements, this goal was achieved to a large extent. Satisfaction
is exact for the degenerateflat plate situation andis close for the more general cases.
A detailed outline of the developmentof the subject formulations is given as
Appendix A of this report. The resulting stiffness, stress, and other matrices are
found in Reference 14. The latter reference also contains extensive comparisons of
the results obtained by use of the element with "classical" solutions, and also repre-
sentations of convergence characteristics. The results, in all cases, are shownto be
excellent.
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Figure 1. Doubly - Curved Shell Element
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2.3 TOROIDAL RING DISCRETEELEMENT
2.3.1 Introduction
The first thin shell discrete element model put forward was the singly-curved
ring discrete element formed by a section of revolution of a thin conical shell (Reference
15). This element has since beenthe subject of numerous research investigations and
reports (References 16, 17, 18). The reasons for this widespread attention are twofold.
Firstly, there exists a broad and important class of axisymmetric thin shell structures
with axial load variations that are amenableto formulation and solution as assemblies
of ring elements. Secondly,behavior predictions basedon the polygonal idealization
afforded by the conic ring have, in some cases, required an excessively large number
of elements.
Several papers have attempted to establish guidelines for avoiding the idealization
pitfalls (Reference 19,20) and for interpreting the predicted behavior (Reference 20).
These papers identify the primary sources of difficulty in using the conic ring with the
discontinuities in slope and stress that occur along element circumferential interface
lines. Having made this identification, it follows that the best response is an element
model that eliminates the troublesome discontinuities.
Several discrete element models havebeen reported that seek to eliminate ideal-
ization discontinuities by incorporating curvature of the meridian in the element model
(References 22,23). The subject doubly-curved ring element representation differs from
these primarily in the utilization of generalized displacement functions,which yield high
precision stress predictions.
The element configuration considered is that of an arbitrary section of revolution
of a right circular toroidal shell. Conical andcylindrical element configurations are
included as special cases. The well knownRayleigh-Ritz procedure is employed to
develop element stiffness and pressure load matrices (Reference24). Particular attention
is given to the selection of approximate disp.lacementfunctions. An element stress matrix
is also given. The detailed mathematical formulation of the doubly-curved element is
given in Appendix B.
2.3.2 Case Studies
Performance of the toroidal ring discrete element representation can be expediently
evaluated, in part, by consideration of a few selected applications. Suchan evaluation
is included herein using examples that have acquired a certain significance in virtue
of their use in conic ring evaluations. Theseexamples afford simultaneous comparison
of toroidal ring predictions with classical andconic ring solutions.
Case I Precedent (References 22,25)dictates the inclusion of a pressurized sphere
application-----_nevaluation of a ring discrete element. Eight elements, eachhaving 10° arc
length,were used in the discrete element representation. As the element formulation
becomes singular where the radius approacheszero, the crown of the sphere was replaced
by a tangential edgeloadof 500lb/in. The conventional utilization of a cap element
(Reference 26) is avoided in order to focus more clearly on the performance of the
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toroidal ring element.
The nodepoint displacements are shownin Figure 2. The circle at 0.0035inch
represents the exact solution. The truncated cone element results are taken from
Reference 18where a 17 element representation was used. These results are relatively
poor at the crown and equator of the sphere.
A more striking improvement, however, is obtained in the stress prediction. The
predicted longitudinal and circumferential stresses are equal and constant throughout.
The membrane stress resultants, predicted by Reference 18, exhibit errors in excess
of 25percent in the interior with substantially higher errors near the boundaries. In
addition, a significant meridional bendingmoment is predicted over the shell. It should
be mentioned that these errors are virtually eliminated by useof the doubly-curved
element of Reference 22 as well as with the subject toroidal ring.
The high accuracy obtained with the toroidal ring arises primarily in consequence
of avoidanceof idealization error. The impact of the higher order assumeddisplacement
functions is evident in subsequentapplications.
Case 2 The second example problem is, like the first, suggested by its prior
utilization in evaluation of the conic ring discrete element. The structure, resemblant
of a barrel, is shown in Figure 3. Complete fixity is imposed at one end. An axial
ring loading is applied at the other end, which is taken to be free of restraint.
Reference 20 provides the opportunity to compare toroidal and conic ring pre-
dicitions of the meridional bending moment. This comparison is illustrated in Figure 4.
Good agreement is found between the results using the two types of elements. A con-
siderably lower number of toroidal elements than conic elements are used in this com-
parison. It is to be noted that the predicted peak values increased monotonically with
grid refinement in Reference 20.
Case 3 The final example chosen for presentation is a cantilevered cylinder
subjected to axisymmetric loading a t the free end. This problem, defined in Figure
5, makes use of the cylindrical degeneration of the general toroidal ring element.
As in the previous example the meridional bending moment is taken to characterize
the behavior predicted for the structure. The present results are superposed on the
conic ring meridional bending moment profile illustrated in Figure 6. Good correlation
is exhibited between the toroidal ring solution and the conic ring solution.
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3.0 SHELL ANALYSIS PROGRAM
3.1 INTRODUCTION
In spacecraft, liquids and gases are usually stored under pressure in special
containers in the form of shells of revolution, known as tanks. Tanks form a very
significant proportion of the weight of a spacecraft. Therefore, independentof the
design objective chosen,the optimization of the tank subsystem merits considerable
attention. The tanks are subjected to multiple load conditions; but generally, these
are restricted to only a few in number. The internal pressure is the most important
load in the tank and often determines its geometry. The forces due to acceleration
is another load condition andthe thermal gradients due to low temperature fuels
form a third major load condition.
The design of tanks is often subject to restrictions on overall dimensions,
the aim in the larger tanks being to restrict the height to diameter-ratio.
Wherever possible, the shells that form a tank are designedto withstand the
imposed forces by membrane action. The elliptic closures required to achieve
membrane action are, however, too high for the larger diameter tanks so that
torispherical closures are used instead. Bending stresses exist in these torispheri-
cal closures. Design based on the maximum stress places too high a penalty on
the bending stresses. Hence, an interaction surface must be used that gives the
proper weight to the membrane andbending stresses. The interaction surface for
shells of revolution described by Hodge (Reference 12) is used in the present shell
analysis. The main assumption made in this interaction surface is that of an
ideal material that remains elastic until it yields completely through its thickness. A
computer program for shell analysis, utilizing the above ideas, hasbeen developed.
The development of the analysis capability hasbeen undertakenwith a view to eventual
incorporation into an optimization program for pressure vessels. The optimization
procedures with which the analysis module may be combined are discussed in Section5.0.
In the present section, attention is principally confined to the analysis program.
3.2 OUTLINE OF COMPUTER PROGRAM
The total tank optimization program will consist of two basic sections. The
first is the analysis of the tank structure using finite element methods. The second
performs minimization by the Rosenbrock (Reference 27)procedure. At present the
two modules havebeen developedseparately and have not yet beencombined.
The subroutines were developedon a recently installed remote access and time
shared system (RAX) in use at Bell Aerosystems Company. The RAX System makes
use of an IBM 360-50 computer. It is worth noting that the experience on RAX_
was favorable. It is estimated that development of a similar program on another
computer installation, running under the batch mode,would have required twice the time
from the start of the project.
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3.2.1 Minimization Procedure
This subroutine makes use of the Rosenbrockprocedure described in Section5.0.
It incorporates the improvements which havebeen found to accelerate the solution
time of a structural optimization.
3.2.2 Finite Element Analysis
The main feature of a structural optimization is that, once the optimization is
under way, successive solutions do not changetoo rapidly. Hence, a solution method
was sought which could use the results of the previous solutions to arrive at a new
solution with minimal effort. An analysis basedon the method of successive relaxa-
tion fulfills this requirement. The main effort in this section has therefore been
placed on the developmentof such a finite element program.
In addition to its ability to find a perturbed solution quickly, the relaxation
method also has the advantagethat it utilizes only nonzero elements. This results
in a lower requirement for computer core storage. The program as developedallows
for 600 degrees of freedom onamachine with a core storage of 32,000words. However,
the program can be expandedto a very large size by the use of a backing store. The
main restriction on an enlarged program will be a bandon the master stiffness matrix
of 300. It is anticipated that the time penalty of using such a backing store will not be
appreciable on a time shared machine suchas the IBM 360-50 in use at Bell Aerosystems.
3.3 ELEMENT CAPABILITY
The finite element analysis program is developed in general form and can take-
any element. To date only three elements havebeenprovided for this program. These
elements are sufficient to represent thin andthick shells of revolution subjected to
axisymmetric loads. The three elements are (3.3.1) the triangular cross-section ring,
(3.3.2) conic frustum element and (3.3.3) flat plate closure element.
3.3.1 Triangular Cross-Section Ring
The triangular cross-section ring is shown in Figure 7. It is used for the
analysis of thick shells of revolution. It can also be used for the intersections of thin
shells of revolution. This latter use is described by Jones and Strome (Reference 19).
3.3.2 Conic Frustum Element
This thin shell element is shownin Figure 8. It is used in the analysis of thin
shells of revolution and is described in Reference 16.
3.3.3 Flat Plate Closure Element
The conic frustum element cannotbe used to close a shell of revolution
because it involves a division by a radius that is zero at the closure position. An
element based on flat plate theory was therefore developedfor closing the shell of
revolution. This element is shownin Figure 9 and its stiffness matrix is shownin
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Table 1. The stress resultants are for a complete circle of the plate.
• 3.4 PROGRAMDEVELOPMENT
The program was developed in modular form. The main module has overall
control of the problem flow andperforms the following functions:
(a) Input
(b) Assembly of master stiffness
(c) Solutionby over-relaxation
(d) Output
The other modules are element-oriented and provide the appropriate element
stiffness, strain andstress transformation matrices.
The program was developedand checkedout against examples, which together
required the exercise of all the modules of the program. The following three examples
were studies (found in Paragraphs 3.4.1, through 3.4.3).
3.4.1 Thick Cylinder under Internal Pressure
The dimensions and the element subdivision of the cylinder are shownin
Figure 10. The stress distribution across the cylinder thickness are shownin Figure
11and Figure 12. The finite element results are plotted as constant stresses that
are a mean of the upper and lower triangular cross-section ring. These results agree
withthe Lam6 distribution shownin the diagram.
3.4.2 Thin Cylinder with Edge Loading
The example studied is shownon Figure 5. This problem was treated by
Klein (Reference 20). The bendingmoment induced in the cylinder is shownin Figure
6, and may also be comparedwith the results of the toroidal element described in
Section 2.0. Theresults of Klein (Reference 20) are also shownin the diagram. There
is good agreement betweenthe results.
3.4.3 Built-In Spherical Cap with Internal Pressure
This example is shownon Figure 13and is taken from Timoshenko (Reference28).
It makes use of both the conical frustum element and the flat plate closure frustum
element and the flat plate closure element so that it tests the ability of the program to
combine different elements. The distribution of the bending moment is shown in
Figure 14 and agrees with the results of Timoshenko (Reference28), which are also
shown on the diagram.
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TABLE I.
STIFFNESSMATRIX FORCLOSUREELEMENT
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E = Young' s Modulus
D = Flexural Rigidity
/2 : Poisson' s Ratio
a = Radius of Element
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4.0 FINITE ELEMENT HEAT TRANSFER
4.1 INTRODUCTION
Although the developmentof flight vehicles has beentraditionally paced by develop-
ments in power plant technology, the rate of advancewith respect to hypersonic flight has
beenseriously influenced by the problems of structural design in an aerothermoelastic
environment. The challenge has beento obtain workable material and design concepts,
without special reference to the optimality of the result. Since this challenge has been
met, it is essential that designers now direct their attention to improvements in weight
efficiency in order to reduce costs and broaden performance. In a recent paper, Kotanchik
and Erb (Reference 29)discussed the particular problems of the high temperature struc-
tures of reentry vehicles and brought out the needfor the application of optimization
methods to thermal protective systems.
In current heat shield designs, such as on the Apollo commandmodule, the protec-
tive system consists of a relatively thick ablator-insulator on an inner load-carrying
sandwich structure. The ablator-insulator also acts, to some extent, as a radiative dissi-
pator of heat. At present, little or no attempt is made to determine systematically, optimum
combinations of protective materials or their relative distribution. In addition, the full
transient effects of the ablative prbcesses are frequently neglected due to lack of suitable
methods of heat transfer analysis.
It is, of course, necessary in the analysis of structures subjected to time dependent
heating, to perform heat transfer analyses for the complete heating cycle in order to de-
termine the effect of the transient thermal gradients. Thus, even thoughthe critical thermal
loading may occur near the end of a given cycle, it is necessary to perform a large number
of heat balance analyses for all small time intervals from the start of the cycle up to the
critical point. In heat transfer methods developed hitherto, the model used to determine the
temperature distribution in the structure was, in general, considerably different from the
model used in the structural analysis. Clearly, from the point of view of integrated design,
this must be regarded as a very inefficient approach. During the past decade, the rise of
interest in discrete element methods has been spectacular. Since the overall concepts are
well defined, the principal effort has been devoted to development of adequate discrete ele-
ments that would satisfy requirements such as interelement compatibility and convergence.
This work in the realm of continuum mechanics involving variational techniques has led
to the realization that the principles used for structural analyses could equally be applied
to other problem areas, such as heat transfer and fluid dynamics. A number of papers (Ref-
erences 6, 30, 31) have been published that deal with the variational approach to heat trans-
fer. Recently, papers (References 7, 8, 32) that develop methods of applying finite elements
to thermal conduction problems have appeared. The steady-state problem is discussed by
Zienkiewicz and Cheung (Reference 7) and is extended independently by Wilson and Nickell
(Reference 8)and Visser (Reference 32) to include transient effects.
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In establishing the mathematical formulation for the finite element analysis two
approachesmay be used - namely,the direct methodand the variational method. Both
approaches involve so-called lumping procedures whereby the continuous thermal prop-
erties of the interior of the element are expressed by means of discrete values at a
number of reference or nodepoints on the exterior of the element. A continuous system
under analysis is then represented by an assemblageof suchdiscrete elements in which
thermal equilibrium and compatibility are satisfied at the finite number of nodal points.
The governing equilibrium equations for the total system are derived as an adjunct to the
element relationships.
4.2 DIRECT FORMULATION
In the direct formulation the element properties are lumped by a direct considera-
tion of the physics of the problem; whereas in the variational approach, the differential
equations of equilibrium are converted to a variational statement of the problem. The
direct formulation ties the statement of the problem closer to its physics.
The direct approach is usedhere to derive the basic thermal relationships for a
two dimensional triangular element under transient heat transfer conditions.
4.2.1 Triangular Plane Element
A uniform triangular plane element is shownin Figure 15. This element can be
used in the analysis of two dimensional heat transfer problems. With slight modifications,
it can be transformed to a triangular cross-section ring, which can be used for the analy-
sis of thick shells of revolution. The element properties are basedon the assumption of
a linear distribution of temperature across the element
t = aI + a2x + a3Y (1)
The temperatures at the three nodal points i = 1, 2, 3 are given by
t.1 = al + a2x'l + a3 Yi (2)
This can be written more compactly in matrix notation
temperature at the nodes, i = 1 to 3
transfer matrix which is only dependent oa geometry
generalized temperature coefficients, i = 1 to 3
(3)
By inversion,
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The thermal gradient in the triangle can be obtained by differentiating Equation (1), which
is equivalent to performing th,
0t
0x
0___L_t
0y
following matrix operation and making use of Equation (4)
0 1 0
0 0 1
n
(5)
Equation (4) is perfectly general and is not specifically related to the triangle or to
the nature of the assumed temperature distribution. The temperature distribution in Equa-
tion (1) has been introduced in Equation (5) and it is appropriate at this stage to evaluate
the [ (_ ] -1 matrix for the specific case under consideration.
By evaluation of the nodal temperatures and inversion as indicated by Equations (2)
and (4) the _ (I ] -lmatrixis given by
x2 Y3 - x3 Y2 x3 Yl- Xl Y3 Xl Y2- x2 Ylfi
JY2- Y3 Y3- Yl Yl- Y2
x 3 - x 2 x 1 - x 3 x 2 x 1
(6)
Introducing the expression into Equation (5), the thermal gradients may be written as
{t}[C) x =c) t flY2 - Y3 Y3- Yl Yl - Y2 | r )J tix 3 - x 2 x I x 3 x 2 x I (7)
Equation (7) shows that the assumption of linear temperature distribution leads to a constant
temperature gradient across the element. Equations (1) to (7) are now used to establish
element properties for:
(a) Heat flow across the element boundaries
(b) Heat capacity of the element in terms of the relevant values
at the nodes 1, 2, 3.
(c) Heat generation within element and at boundaries
4.2.1.1 Heat Flow Across Element Boundaries
Considering the triangular element shown in Figure 15, the heat flow across each
boundary will consist of x and y contributions, which may be added directly to obtain the total
flow. The heat flow across face 12 in the x-direction (Figure 15) is given by
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c) t + k 0t
qxl2 = (Y2- Yl ) (kxx c} x xy---_) (8)
where _tx12 = heat flow in x-direction across face 12 into the element
(Y2 - Yl ) = projected length of side 12 in y-direction
k
xx
k
xy
= heat flow in x-direction due to thermal gradient
= heat flow in x-direction due to thermal gradient
The cross coefficient kxy is introduced to account for thermal coupling between x and y
directions. Equation (8) is used in fibrous materials with oblique orientation of the fibres,
a thermal gradient in one direction will cause conduction in a secondary direction. Simi-
larily, the heat flow in the y-direction outward across face 12 is given by
-1/_y12 = (x2 - Xl) (-k 0 t - k ¢) tyx 0 x yy c) y) (9)
The total flow is then
c) t + k c) t - (-k 0t k c) t
_t12 = (Y2- Yl ) (kxx c) x xy c)------_) + (x2 Xl) yx 0 x yy--_-y)(10)
This may be written in matrix forln as
F _ _kxx kxy l I" or/ _x !
_t12 = (Y2- Yl ) (Xl- x2) L kyx kyy 0t/ 0 y
(ii)
The lumping effect may now be achieved by dividing the above flow equally between the
two adjacent nodes.
At node 1 the contribution from side 12 is then
E :ll !¸1 I ]kq'12 2 (Y2 - Yl ) (Xl - x2) xx xyk ¢) t/ c) (12)
yx yyJ Y
Similarly, from side 13 there will be a lumped contribution to the flow at node 1
k k 0t/ c) x
(t' 1 E )_ xx xy (13)13 = -_" (Yl - Y3) (x3 - Xl ky x kyy 0 t/ 0y
32
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Summing Equations (12 and (13),the total lumpedheat flow at node1 is obtained
2 (Y2- Y3) (x3 - x2) k k t/ c) Y
yx yy
(14)
Similar expressions can be derived for the heat flows at the remaining node points•
These can be combined to yield a matrix equation for the complete triangle
{} i !t 1ql 1 Y2- Y3 x3- x2 I kxx kxy 0t/ 0xq2 = --{ Y3 Yl Xl x31 I k k O t/ O y
q3 Yl Y2 x2 xlIL yx YY
(15)
Substituting for the thermal gradients from Equation (5), the thermal conductivity relation-
ship for the complete element is obtained
{ Cl} = [ k] { ti} (16)
weref xxlr:jlxI 1 Y3- Yl x 1 x 3 xx kxy Y2- Y3 Y3- Yl Yl- ykl = "-_ k x2 Xl x3 x2 (17)1 Y2 x2 Xl Lyx yy 3 x d
F
The matrix k KJ , which is symmetric, is analagous to the stiffness matrix in the stress
analysis procedure.
4.2.1.2 Rate of Temperature Increase in Element
The heat flow across each face can be considered as concentrated at the center of the
face. It is reasonable, therefore, to concentrate a third of the heat capacity of the element
at the center of each face. With this concentration and the assumed linear distribution of
temperature, the rate of heat storage at each third of the element is influenced only by the
values at the adjacent nodes. For face 12
1 (tl + t2)
c1'12 - 3 P h c 2 (18)
p = density
A = area of element
c = specific heat
The value of _ii2 is distributed evenly to the adjacent nodes as in the previous section.
33
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1
el' =12 12 p A c (t1+t2)
_12 112 = 12 p A c (t 1+t2)
(19)
where the superscript denotes the quantity at the nodes.
The rate of heat storage at the other two portions of the element can similarly be
evalua ted.
This is again assembled into a matrix equation
lq2q3 pA c12
B
2
1
I I
2 I
1 2 "I
t 1
t 2 (20)
4.2.1.3 Thermal Source Within Element and at Boundaries
The heat generation within the element can similarly be concentrated at sources at the
center of the faces and then distributed evenly to the adjacent nodes. The heat generation
for an element with a constant source p per unit mass is
t 1 {1tCl2 : _ p p A I
_l3 1
b
(21)
For a source which varies linearly across the element, the heat generation equation is simi-
lar to the equation for the rate of heat storage, Equation (20).
ql
q2
q3
1
1-"_- pA
2 1 1
1 2 1
1 1 2
Pl
P2
P3
(22)
The heat transferred across a face (say face 12) is obtained by concentrating a source at
the center of the face.
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For a constant heat flow _1x
Ctxl2 = (Y2- Yl ) Clx
per unit area, in the x-direction
(23)
and in the y-direction
Ctyl2 = (x2- x1) ely (24)
heat flow at the nodesis given by
{1}12Ey2ylxexl]{x}/t2 (Y2 - Yl ) (x 2 - x 1) (ty (25)
For a linearly varying heat flow concentrated at the center of face 12 in the x-direction
Ctx12 = (Y2 - Yl ) (1Ctxl2 + 2Ctx12 ) (26)
and in the y-direction
Ctyl2 = (x 2 - x 1) (lCty12 + 2C1y12 ) (27)
and the heat flow at the nodes is given by
[1Ctxl2 1
1 I (Y2- Yl) (Y2-Yl) (x2-xl) (x2-xl)]_2qxl2_
(Y2 Yl ) (Y2 Yl ) (x2 x l)(x2 Xl)] /lqy12/
L2q 12J
4.3 EQUILIBRIUM OF HEAT FLOW
(28)
The individual element properties can be assembled into master matrix properties
in the usual finite element procedure. Using capital letters to denote the master matrices
the equilibrium of heat flow is
[ C] {T} + [K I {T t = tQ } (29)
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These are a set of n first order linear differential equations and may be solved by numerical
integration.
4.4 LUMPING FORMORE ADVANCED ELEMENTS
The distribution of the element properties becomesmore difficult whenthe quantity
to bedistributed is allowed to vary within the element. A variational approach such as
that of Blot (Reference 6), Wilson and Nickell (Reference 8) and Gurtin (Reference 31)
may be used to find the element properties. A simpler and more pragmatic approach is
to regard the matrices which convert the nodalpoint values to the required quantities
within the elements as weighting functions. The same weighting functions are then used
to distribute the quantities to the nodes. For example, the thermal gradient at any point
within the element is given by
i Ot -1
E B ] = differential operator which, depending on the temperature distribution assumed,
may be a spatial function. The heat flow at the point is
{Cl} : + E k ] EB] [a: ] -1 { ti}
k ] = thermal conductivity at the point. The matrix product
as the weighting function and the lumping at the nodes is given by
[k] = fv[_ ] lit [ Bit [ k] _B][_]_I dv
0
(31)
is regarded
(32)
The heat capacity lung,ping may also be obtained by a similar process.
a point in the element is related to the temperature at the nodes by
}=
The temperature at
(33)
= row vector assumed form of polynomial function.
The temperature changes in the same way as the assumed temperature distribution so that
the rate of heat being stored at the point in the element is
[ Ct} : C t aJ[ CC ]-1 { ti I (34)
Report No. 2356-950001 36
and the lumping of the heat ca )acity at the nodes, using
.factor, is
L a
1
as the weighting
v[_-]= J'E_J-'_L.J__L.JI-_]-'
0
dv (35)
The heat generated within the element may be weighted in the same manner as the
heat being stored.
i } v -1 t
0
(36)
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5.0 APPLICATION OF THE CREATED RESPONSE SURFACE
TECHNIQUE TO STRUCTURAL OPTIMIZATION
5.1 INTRODUCTION
The basic approach to the problem of elastic structural optimization as a constrained
minimization was presented by Schmit (Reference 1) in 1960. The concepts,which are based
upon the combination of methods of automatic structural analysis and operations research,
are now well known. The original methods, which were only strictlyuseable for small
scale structures, have been subjected to considerable development and are now applicable
to realistic large scale structures (References 4, 5).
In order to solve the constrained optimization problem, a design space approach has
been developed. The coordinates of the space are the variables in the structure to be
optimized. Within the space, a number of surfaces are defined to correspond to constraint
conditions and a merit function. The merit function is frequently the weight of the structure
but other criteria may also be used. Using the nonlinear mathematical programming tech-
niques reviewed later,the minimum value of the merit function is sought, subject to the
prescribed constraints on the response characteristics of the system. Generally, the cross-
sectional areas and geometric configuration form the design variables while the constraints
are limits on stresses and displacements. Where appropriate, additionalclasses of design
variables and constraints may be used.
Although this approach has been developed and used for large scale optimizations,
there are certain limits on the scope and range of economic applicability. These limitations,
in effect, restrict the use of the constrained optimization approach to cases in which the
merit criterion is a linear function of the design variables. This limit generally implies
that only material thicknesses and cross-sectional areas can be treated as variables and
that all configuration and geometry must be fixed. For nonlinear merit functions, the
search methods are less efficient and computational expense can become prohibitively
large.
In order to overcome these restrictions, a modified approach to the problem is
necessary, the unconstrained approach. Since the natural expression of the structural
optimization problem is a constrained minimization, the representation in an unconstrained
form requires some mathematical reformulation. To accomplish this, so-called penalty
functions are defined that account for nonsatisfaction of the constraint conditions. The
penalty function, which is continuous with continuous derivatives, is weighted and added to
the basic merit or objective function to form a "created response surface." For each
value of the weighting factor, a complete continuous response surface exists whose
minimum may be found using unconstrained search techniques. By successive reductions
of the weighting factor, a series of minima is determined whose limit, when the weighting
factor vanishes, provides the constrained minimum of the basic merit function only. This
approach was originally proposed by Carroll (Reference 10).
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Using the reformulated unconstrained minimization approach, a great degree of
generality is achieved in the definable classes of design variables. The only restriction
Chat is still applicable is that the variables be continuous functions. In many classes of
structures, e.g. space frames fabricated from standard sections, the assumption of
continuous variation of property is inappropriate. A method for considering discrete
variation is required.
Toakley (Reference 33), in a paper dealing with minimum weight plastic design,
considered discrete sections using three different methods. Since the methods of limit
analysis were used, the problem reduced to a purely linear one. The methods used are
not applicable to the present totally nonlinear regimes. Within the framework of the
created response surface, a technique has been developed that will permit the use of discrete
variables. Effectively, the introduction of discrete sections into the design process is
equivalent to the specification of a multiplicity of equality constraints. That is, a variable
must be equal to one of a prescribed list of values. To effect this an additional penalty
function is introduced into the unconstrained minimization process. The new function will
vanish only when equality conditions are satisfied and will be nonzero at all other points.
By weighting this function in an appropriate manner the optimization process can be made
to converge on the discrete values.
A small scale optimization program has been developed using the unconstrained
approach with the capability of including discrete sections. Results obtained using this
program are included along with a description of the unconstrained techniques.
Before proceeding to a detailed presentation of the unconstrained minimization methods,
a brief discussion of the constrained problem is given.
5.2 CONSTRAINED OPTIMIZATION
The general constrained optimization problem may be expressed in a strictly
mathematical form.
It is required to find the values of the variables aI a2 . . . an such that the function
f (aI a2 . . . an) has a minimum value subject to satisfaction of the p constraint conditions.
gi(al' a2 " " " an) + k.1_ 0 i =1, 2, . . . p (37)
The function f may be the weight of the structure and the functions gi the stresses and
displacements which must be less than prescribed values ki.
In order to discuss the method of solution, it is convenient to use a simple geometric
representation of the problem. A design space is defined in which each dimension represents
a variable. For graphical purposes it is necessary to limit this to two or three dimensional
space; but in the general problem with n variables, an n-dimensional hyperspace must be
defined. The mathematical processes developed for the two or three dimensional spaces
are applicable to the higher order spaces and hence only the simple three dimensional case
need be discussed here. If attention is restricted to designs in which the configuration and
geometry are fixed and only one cross-sectional dimension for each element is variable,
Report No. 2356-950001 39
the weight is a linear function of these variables. Then all designs of a given weight lie
on a plane in three dimensior__ (Figure 16a). In higher order spaces, the function is still
linear and corresponds to a hyperplane. For every weight, such a linear function exists
and hence all possible weights can be represented by a family of parallel lines or planes.
In general the constraint conditions, Equation (37), are nonlinear functions. The
equality conditions will be represented by curved surfaces in the design space (Figure 16b).
For each of the p constraints, a surface will exist. These surfaces are generally convex
when viewed from the origin. The dominant portions combine to form a composite con-
straint surface as indicated in Figure 16c. This surface then provides the boundary between
the regions of the space in which a design is acceptable (inequality of Equation (37) is
satisfied) and a design is unacceptable (inequality not satisfied). Since the nearer a weight
surface is to the origin, the lower the weight; the minimum weight acceptable design will
occur when a weight surface touches the composite constraint at one point only (Figure
16d). The processes of determining this osculatory point can now be reduced to the
definition of a suitable travel path through the design space from some arbitrary starting
point until the optimum is reached. Each step along this path involves a change in the
variables and hence a redesign of the structure. Analyses are performed at each step
to provide information for the size and direction of future steps. Principally, two modes
of travel are used to determine the optimum point - steepest descent and side step. In
the steepest descent mode, the weight is reduced in the most rapid fashion. This is
accomplished by traveling normal to the weight surfaces. Since all weight surfaces are
planar and parallel they have a common normal. This normal is defined by listing the
derivatives of the merit function with respect to the design variables as a travel vector _].
A redesign or travel through the design space can then be expressed in simple vectorial
algebra as
P
where {DV_ are the vectors listing the design variables atthe p and p+lth stepp, p+l
and V is some arbitrary step size.
Travel takes place along the steepest descent direction until a constraint is
reached, using an iterative approach to find the constraint exactly. From this point
a new travel direction is established orthogonal to the steepest descent. This new di-
rection will lie in a plane of constant weight and hence will permit a redesign of the
structure without increase in weight. The object of this stage of redesign is to move
to a point, as far as possible, away from the constraint surface from which a new steep-
est descent may be initiated. To generate the direction of travel that will move away
from the constraints, it is necessary to obtain the derivatives of the constraints.
Using these derivatives, the new travel direction may be established that will guaran-
tee movement away from the constraints. After a sufficient distance has been reached,
the steepest descent mode is reentered. The two modes are used alternately until
the optimum is reached. Details of this approach, including methods of determining
constraint derivatives, are presented in Reference 4.
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If additionalvariables are introduced so that the merit function becomes nonlinear,
itcan be seen that the above method is no longer strictlyapplicable. Travel along or
orthogonal to the merit function would be along a curved path, requiring continuous re-
computation of the directions. A modified version of this approach has been developed
for nonlinear merit functions (Reference 5)but ithas become apparent thatthe uncon-
strained formulation is more efficientand has greater potential.
5.3 UNCONSTRAINED OPTIMI ZATION
The constrained minimization required the determination of the lowest value of some
function for which no mathematical minimum may be found, within a region bounded by
prescribed constraint conditions. In the unconstrained approach a combined continuous
merit function is defined to replace the original separate merit and constraint functions.
With thisnew single function,both the basic merit function and the constraints are approx-
imated within the feasible region. By suitable adjustment of an arbitrary weighting factor,
the combined function can be made to approximate the basic merit as closely as desired
until in the limit the desired minimum is found. To perform this transformation a so-
called penalty function is created. This penalty, which is weighted by an arbitrary scalar
and combined with the basic merit function,accounts for the nonsatisfaction of the constraint
conditions. In a given structural problem,
DV. = design variables i = 1, 2, . . .i
BFjk - jth response characteristic* of the structure under the kth loading condition
j = 1, 2, . . . m,k= 1_ 2 . . .n
U,L = Superscripts denoting upper and lower limiting values
(i.e. constraint conditions)
Then a penalty function Pc due to the constraint conditions on both design variables and
response functions is defined by
"= DV. DV. - Dv.L
I 1 i
m n U L [- 1 1 -_
"= i (BFjk - BFjk ) + - L ]
= BF - BFjk BFjk - BFjk
(39)
Since the various design variables and behavior functions can take on values of differ-
ing orders of magnitude, it is necessary to introduce scaling factors to ensure that
each component of the summation has an approximately equal contribution to the total
penalty. The total permissible range, e.g. (DV. U - Dv.L), for each characteristic
I 1
*Response characteristic is taken here to mean critical stress, displacement or any other
measurable response of the structure to the loading system.
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is used as this factor. It can be seen that this penalty function will tend to infinity when
any constraint condition is _atisfied but each term diminishes rapidly at some distance from
• a constraint. To obtain the total function that will be used in the unconstrained optimization,
the above penalty is weighted by an arbitrary factor and added to the basic merit function W.
The total function is then written as
F = W + r P (40)C C
The effect of this summation is to create a family of response surfaces, which wiU lie in
the nonviolated region of the design space and will be bounded by the composite constraint
surface. This approach, which is basically attributable to Carroll (Reference 10), is known
as the Created Response Surface Technique.
The physical meaning of these surfaces may be presented graphically as in Figures
17 and 18. In the figures the horizontal axis represents the design variables whereas the
vertical direction represents the total value of the penalty function Equation (40). The basic
merit function W is some simple (monotonic) function of the design variables and it has a
lowest value of L corresponding to some constraint condition. The basic penalty Pc in
Equation (39) has the general form of a rectangular hyperbola - having both the constraint
condition and the horizontal axis as asymptotes. By introducing the weighting factor r c, a
family of hyperbolae is created. Combining these hyperbolae with W, Equation (40) yields
the series of curves (surfaces) of Figure 18. Each curve of the family exhibits a unique
minimum. With decreasing values of r c these minima approach the lowest value L until,
in the limit as r c tends to zero, the value L is actually achieved. The successive minima
of the created response surfaces are determined by unconstrained search techniques.
With this approach the precise nature of the basic merit function (linear or non-
linear) is immaterial to'the optimization process. Hence, the method has an almost unlimited
range of potential applications.
Before proceeding to discussion of the search techniques used, it is appropriate to
introduce the discrete variables problem at this stage.
5.4 OPTIMIZATION WITH DISCRETE VARIABLES
In the vast majority of structures, fabrication requirements will demand that some
components be standard sections for which the properties can not be regarded as continu-
ously variable.
To produce many components (e.g. roiled steel sections) in sizes other than the
standard ranges are normally prohibitively expensive. Hence, although a true optimum
structure (on a weight or other basis) may require nonstandard components, economics
will dictate the use of the cheaper standard size.
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Merit (W)
Constraint Penalty
Function (Pc)
Constraint Variable
Figure 17. UnconstainedMinimization Penalty Functions
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Figure 18. Created Response Surfaces
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The approach to the incorporation of discrete variables is based upon Fiacco's and
McCormick's (Reference 34) extension of the created response surface technique to include
equality constraints. The original formulation of the optimization problem has only in-
. equality constraints, Equation (37), but as in the discrete variable problem, equality
conditions may be required.
In order to incorporate the discrete variables an additional penalty function Pd is
introduced to account for nonsatisfaction of the specified discrete sizes.
The new penalty function has the form
_. d
DV. - DS..
pd=_ _- 1 1]
DS..
i=1 j=l I]
(41)
where DV. = current value of one of the _ design variablesl
DS.. = the jth allowable discrete value for the ith design variable.
D
andTr indicates a finite product over j
In this function, the product term will ensure that each individual term of the
summation will vanish when the appropriate design variable assumes any one of its
prescribed discrete values. As for th,zconstraint penalty, this discrete penalty is weighted
and added to the combined function, Equation (40), to form a new total penalty.
F =W+ rc Pc+ rd Pd (42)
The weighting factor r c was decreased in value as the optimization proceeded.-
Because of the different nature of Pd from Pc' the weighting factor r d is increased
successively. This forces the design to assume the discrete values at which the penalty
Pd vanishes. The effect of including the discrete penalty function can be illustrated
graphically in two ways. The combined merit and constraint penalty functions are shown
in Figure 19. The function Pd has an oscillatory form, as indicated in Figure i_ having
minima at the discrete values d I ,d 2, d3, etc. Combining all functions, a total response
surface such as depicted in Figure 20 results. Under normal conditions the minimum
will occur at a point such as D. The penalty Pd does not take into account the existence
of main constraint conditions. As a result situations can arise in which the design reaches
the point P and attempts to converge on the unacceptable discrete value d1. The constraint
C 1 prevents this,but a nondiscrete minimum is reached near P. To correct this situation,
the discrete value dI is eliminated and the design will usually then slip into the minimum
at Q as desired. An alternative view of the problem is obtained in Figure 21. The co-
ordinates here are the design variables. The lines C 1 and C 2 represent the active
constraint conditions at whose intersection the true minimum lies. For a particular
value of r c and with rd set to zero, contour lines for the created response surface are
shown. The minimum lies at F5, some distance from the true minimum. As rc is reduced
the contours approach the constraints more closely. To include the penalty Pd a
rectangular grid is superimposed. The lines correspond to the specified discrete values
of the variables. The function Pd adds a peak on each rectangle and is zero at the inter-
section points. When rd becomes very large, the design is forced very strongly toward
the se intersections.
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Figure 19. Discrete Optimization Penalty Functions
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Figure 21. Contour Plo_of Created ResponseSurface
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In principle, it is possible to start with any feasible design and then to decrease the
weighting function r c and increase the weighting function r d simultaneously. But in practice,
•it is difficult both to estimate the initial values of r c andr d and their relative rates of change
with progress in the minimization. In any case, it was argued that the discrete minimum
is always near the continuous minimum so that the continuous minimum design is always
taken as the starting point for a discrete design. This proximity of the discrete minimum
design to the continuous minimum design can best be seen from the contour plots used
previously to interpret the created response surface function. For a well behavedcreated
response surface, function F, such as that shownin Figure 21, the discrete minimum is
at one of the intersections of the rectangular grid that encloses the continuous minimum.
In a practical problem, although it might be possible theoretically to select some
initial values for both r c and r d and manipulate both simultaneously in concert, it has
been found convenient to ignore the discrete requirements at first (i.e. r d = 0) until an
optimum design has been found and then proceed from that point with r d increasing in
value.
5.5 MINIMIZATION PROCEDURES
To determine the unconstrained minimum of a function, a number of methods have
been developed in the general field of operations research.
The choice of the minimization procedure for the current work was influenced to a
large extent by the observation that the gradient of the function F is not easily calculated
and that the created response surface varies very rapidly near the constraints. This
reduced the choice of methods to one that did not require the calculation of the derivatives
in closed form. Fletcher (Reference 35) compared the more promising methods and
results and suggests that the methods of Powell (Reference 36) or Rosenbrock (Reference
27) would be suitable for minimization with large numbers of variables. The method of
Rosenbrock was finally selected because experience with the reliability of the procedure
has been obtained on some earlier problems.
In Rosenbrock's method some initial point in the n-variable space is selected, n
orthonormal directions, Pl, P2 - - - Pn are defined. For the first step, these directions
will normally be parallel to the coordinate directions. Travel along the first direction
is initiated and continues in the direction of decreasing value of the response function until
a minimum (or approximation thereto) is found. The total distance of travel is designated
by the scalar a 1. New travel along the second direction now takes place, using the previous
minimum as a starting point and this continues until a minimum is found. This is travel
distance a 2" The process is repeated for each of the n-directions in turn. From the
results of these explorations a new set of vector directions ql, q2 " " " qn are then
constructed so that
-'la- = (Y-1 -l°- + a 2 P2 + +a pn n
q2 =
I
I
i
I
I
I __
qn
a 2P2 + +a Pnn (43)
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The new vectors so created are not of unit length (normalized) and do not make up an
orthogonal set. Therefore, another new set of orthonormalized travel vectors, based
•uponql • • • qn, is generated as follows:
tl = ql
Pl :-tl/I t1!
t2 = q2 - (q2" Pl ) Pl
P2 =t2/It21
n-1
tn =qn- _ (qn" Pj) Pj
j=l
Pn =tn/Itnl
(44)
where Pl, P2 " • • Pn are the new travel directions. The above process can be followed by
reference to Figure 22 in which Pl is the first normalized vector and q2 the second vector
which is not orthogonal to Pl" The projection of q2 on Pl, which has a length (q2 " Pl) and
is in the direction of Pl, can be written as (q2 " Pl) Pl, and must be subtracted from q2
to generate the orthogonal vector t 2. With the new set of orthonormal vectors, new travel
may be initiated and the entire process repeated until the optimum is found. In physical
terms, this can be regarded as a linear extrapolation process. The first generated vector
ql' which is subsequently normalized to provide the first travel direction Pl, is the vector
joining the initial and final points of the exploration. It was along this direction that the
greatest reduction of the merit function was achieved; hence, it is intended that further
travel along this direction would accomplish further meaningful reductions in the function.
In the original work, Rosenbrock proposed a method of determining the distance of
travel a i to minimize approximately the merit function. An arbitrary step length E was
first tried. If this reduced the value of the function, a new step length B + E was taken,
where B+ is some scalar greater than unity. If the step did not effect a reduction, a new
step -B - E was taken, with 0 < B - < 1. In practice, suitable values selected for B+ and
B- are 3.0 and 0.5 respectively. No attempt was made to find the exact minimum in the
chosen direction. Interpolation or other procedures were ruled outon the grounds that
the additional computation costs were unnecessary, since the exact value of the minimum
at that stage has little influence on the later search procedure. In fact, with experience,
it has been found that it is sufficient to work with a maximum of two successful steps
along any travel direction.
5.6 COMPUTER PROGRAM
In order to evaluate quantitatively the effectiveness of the techniques discussed in the
previous sections, a pilot computer program for the optimization of small scale structures
has been developed.
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Figure 22. RosenbrockSearch Directions
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To minimize the effort involved in the development of a pilot program a relatively
inefficient analysis module was selected from a previously coded computer program.
• This analysis was limited to approximately 50 degrees of freedom and originally contained
only an axial force member in the element library. This was considered sufficient for
initial research.
5.6.1 InitialDesign Parameters
The reciprocal nature of the penalty function requires that the constraints of the
problem are never violated. Therefore, it is necessary to pick starting values of the
design parameters that do not violate any of the constraints. This is achieved by means
of a fully stressed design that, if necessary, is scaled up so that the displacement con-
straints are satisfied. A fully stressed design for multiple loads is that design in which
every element is subjected to its maximum allowable stress in at least one load condition.
The design is accomplished by assuming that the stress in each element is only affected
by its size and that there is no cross effect due to static indeterminancy between the
elements. The element sizes are then proportioned to give a fully stressed design.
Because there is a cross effect, the fully stressed design is not achieved immediately.
However, repeated applications of this procedure usually lead to rapid convergence. In
practice, because of the need to keep away from the constraints, tower values of the stress
constraints are used for the design, typically 0.95 times the allowable stresses.
5.6.2 Basic Method
Two slightly different methods can be adopted for reducing the scaling factors rc,
during the course of the optimization. The first approach is to keep r c constant and find
the minimum of the function F. Then reduce r c and find the next minimum, etc. The
second approach is to reduce r c with the progress of the minimization. The idea being
that it is pointless to find the exact minimum for every value of r c since the exact minimum
is only required for the final value of r c. Because previous workers had used the first
approach, it was decided to explore the second approach.
5.6.3 Improved Method
After coding of the unconstrained minimization using the created response surface
approach with Rosenbrock's search, a number of simple problems were used to check the
operation of the program. Although the methods used yielded minima, itwas feltthat
considerable improvements in operational efficiencycould be produced. To this end
three modifications in principle were introduced, all of which produced significant
reductions in computational expense.
Extrapolations Techniques When using the created response surface approach as discussed
previously, the weighting factor r e for the penalty function Pc is assumed to have some
arbitrary initial value. This factor has been selected to make the value of the penalty
initially equal to the value of the merit function at the starting point. The factor r c is
then reduced stepwise until further reduction produces no appreciable decrease in the
merit function W.
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Sucha process may require a considerable number of iterations. To accelerate
the procedure, an extrapolation methodwas developed. The extrapolation procedure
•was based on the assumption that each componentof the minimum of the function F(D V, rc)
canbe expandedin a power series in rcl/2. A two term series was used
1/2
DV (rc) = ao + al rc (45)
The initial weighting factor r c was chosen so that the penalty function was equal to the
weight. Three values of r c were used, the value of r c being reduced by a factor of 4
after each minimization. Substitution of the values of a parameter at a consecutive
minimum for two values of r c defined the constants ao and a 1. Equation (45) was then
used to estimate the values of the design parameters (DVi) for the next weighting factor
r c. Equation (45) also was used to extrapolate to the minimum as the weighting factor r c
tends to zero since by Equation (45)
DV..(r c) = a asr-_o (46)O C
Finally, we note that, for the extrapolation process, Fiacco and McCormick stressed the
importance of an accurate evaluation of the minimum for each value of r c.
Truncated Search It was noted that during the search in a chosen direction of the Rosenbrock
method, the third step after two successes usually proved unproductive. An examination of
Rosenbrock's original results showed an improvement in the minimization of a function for
a fixed number of trials as the factor B+ was increased from 1 to 5. It was conjectured
that the improvement was brought about by the reduction of the number of trials required
in the search along each of the chosen directions. It was therefore decided to truncate the
search after two successful steps. Similarly, it was observed that a step, following two
failures and a success, also proved unproductive and the search was also truncated after
the successful step.
Linearization Methods Much time in any optimization process is taken up by the repeated
complete reanalyses that are necessary after every change of design parameters. Although
the response characteristics (stresses, displacements) are strictly nonlinear functions of
all the possible design variables, it is practical to regard the rates of change of these
responses as being sensibly constant for small changes in the design parameters. That is,
the continuously curved response characteristics may be assumed to be stepwise linear.
This may lead to slight inaccuracies, especially when step sizes are large. On the other
hand, on search procedures great accuracy is not necessary (and may be needlessly
expensive to obtain) in early stages when remote from the optimum. Near the optimum
the step sizes generally become very small and the linearization concept is highly accurate.
5.7 EXAMPLE PROBLEMS
5.7.1 Initial Attempt
Two problems were investigated. The first is that of the three bar truss studied
by Schmit and Mallett (Reference 2) and shown in Figure 23. A fully stressed design was
first found and the value of r c was selected so that the ratio of the penalty function to the
Report No. 2356-950001 54
__////////_/// / / // z____
7/1 2 3
• Y
Load
Condition P
X
105 lb
-9.5459 x 104 lb
8.195 x 104 lb
1)
Y
0
-9.5459 x 104 Ib
-5.7358 x 104 Ib
(ECt AT) 1
6500 psi
19,500 psi
0
(ECt AT)2
13,000 psi
13,000 psi
(Ea A T)3
19,500 psi
6500 psi
Figure 23. Three Bar Truss
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weight was one to ten. A function minimization was then carried out with the rc being
reduced to 7/10 of itsvalue after each stage. The result of 8.717 ib was obtained by
"Schmit and Mallett and 8.720 ib by Gellatly,Gallagher and Luberacki. The second problem
was that of the twenty-five bar truss.
The next example chosen is that of the twenty-five bar truss studied by Fox and
Schmit (Reference 9). Fox and Schmit included buckling constraints and used tube dia-
meter and thickness as the design variables. The cross-sectional areas of the circular
tubes are used here as the design variables. The Euler criteria are included as stress
limits for each member. The stress limits unless modified by the Euler buckling criteria
are specified to be +40,000 psi. The displacement limits for each displacement component
of any mode in the truss are +0.35 in. The truss is shown on Figure 24. Symmetry is
imposed about the XZ and YZ plane by means of a linking feature that forms the following
groups of cross-sectional areas:
A 1,A 2 = A 3 = A 4 =A 5,A 6 = A 7 =A 8 =A9, A10 All, A12 = A13, A14 =A15= A16 =A17,
A18 = A19 = A20 = A21 and A22 = A23 = A24 = A25.
The truss is only loaded at two nodal points. The imposed loading on the truss is given
in Table 2. This second example was constructed so that the displacement constraints
were active. When the same procedure thatwas applied to the three bar truss was applied
to the second example, the function F proved difficultto minimize. A minimum was only
obtained after 30 Rosenbrock stages and required about 20 minutes of IBM 7090 time.
Minimum weight obtained was 555 lb. This may be compared with a weight of 570 Ib by
Fox and Schmit (Reference 9) and 551 Ib by Gellatly (Reference 5). The differences be-
tween first and the lastweight are thought to be due to the differentaccuracy criteria.
However, it is relevant to note that progress from the 570 lb weight to 555 lb took
about a half of the computing time.
5.7.2 Improvement of Basic Method
The introduction of the improved procedures resulted in a significant reduction of
the computing time required to minimize the twenty-five bar truss.
Extrapolation Technique The extrapolation technique resulted in an extrapolated minimum
weight of 556 ib (minimum weight at lastvalue of rc = 558 Ib). The number of stages in the
Rosenbrock minimization and the computing time were reduced by a factor of 2.
Truncated Search The truncated search procedures brought the average number of steps
in each search direction from four to three. This brought about a saving of a quarter of
the computing time without effecting the minimum weight obtained.
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Figure 24. Transmission Tower
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Load
Conditions
1
2
TABLE 2
LOADS ON 25 BAR TRUSS
Nodal Direction of Load
Point X Y Z
2
i000
500
0
i0,000
20,000
-20,000
-5,000
-5,000
-5,000
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Linearized Procedures Before the start of each stage, the rate of change of the stresses
and displacements with respect to the step length in each of the chosen directions were
• evaluated by a finite difference procedure. Since an average of three function evaluations
are required in each search direction, this linearized approach reduced the number of
stress analyses required at each stage to a third of the original number and reflected
itself in a halving of the computing time. The final optimization with all the improvements
incorporated required 3.6 minutes of IBM 7090 time. The progress in reducing the
computing times is summarized in Table 3.
Finally, it is estimated that a further halving of the computing time can be achieved
by using the well-known techniques of elastic redesign (see for instance Gellatly and
Gallagher, Reference 37) which make use of the total differential of the equations of
equilibrium. The estimated time of 1.8 minutes IBM 7090 is of the same order as the
time of 1.2 minutes UNIVAC 1107 estimated by Fox and Schmit for the solution of this
problem by the integrated approach to structural synthesis. However, it should be noted
that this suggested improvement requires a doubling in the size of the computer store,
which may in fact be too stringent a requirement.
The second interesting observation of the minimization procedure is that the search
along the P1 direction provides an order of magnitude improvement over the search along
the other directions. It is as if the only purpose of the search, along the other directions,
is to explore and set up a new best direction for PI"
5.7.3 Discrete Design
Example 1_ Three Bar Truss The same three bar truss was used as a first example for
discrete design. The same load conditions were used. Four discrete designs were produced.
Sections were allowed to vary in increments of 0.2, 0.3, 0.4 and 0.5 in. 2 in turn and starting
from its lowest permissible value of 0.001. Sufficient sections were specified so that the
discrete design did not take on the highest specified value.
In order to achieve the design with discrete variations of 0.5 in. 2, it was necessary
to force back element 3 and then element 1 in turn.
The results are presented in Table 4. It can be seen that the design for sections
with increments in area of 0.4 in.2:is the same as that for 0.2 in. 2. Thus the weight
of the discrete designs do not increase monotonically but are somewhat dependent on
the distance of travel required to reach a discrete design from the minimum continuous
design.
Example 2, Twenty-five Bar Truss The twenty-five bar truss shown in Figure 24 was
used as a second example of discrete design. Two discrete designs were effected. Sections
were allowed to vary in increments of 0.4 and 0.8 in. 2.
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TABLE 3
IMPROVEMENTSIN COMPUTINGTIME
Method
Initial Method
Extrapolation
Extrapolation and Truncated
Search
Extrapolation, Truncated
Search and Linearized
Change
Min. Weight
lb
555
556
556
Comp. Time
IBM 7090min.
2O
11
555
8
3.6
Stages
30
15
14
14
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TABLE 4
DISCRETEDESIGNOF THREE BAR TRUSS
Increments %Penalty Minimum Cross - Sectional Area
in Areas, of Discrete Weight in.2
in.2
Design lb Element 1 Element 2 Element 3
Continuous
0.2
0.3
0.4
0.5
0
1
11
1
28
8.717
8.791
9.782
8.791
11.008
1.113
1.195
1.200
1.195
1.500
0.577
0.400
0.600
0.400
0.500
1.544
1.600
1.800
1.600
2.000
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The results of the discrete designs are shownin Tables 5 and 6. Table 5 gives the
weight of the optimum design,s. It also gives details onwhich specified sections had to be
"removedfrom the list in order to achieve the discrete design. Table 6 gives the cross-
sectional areas obtained in the optimum design. It will be noted that in the cross-sectional
areas, A1 moves a considerable distance away from its value at the continuous minimum.
It was this possibility that prevented the use of a simpler search through all the combinations
of the discrete sections adjacent to the continuousdesign parameter values. This large
changeappears to be due to the design being insensitive to the design parameter A1. Be-
cause improvements in the minimization procedure were made at the same time as the
aboveresults were being obtained, it is difficult to quote typical computing times for the
analysis. However, it was observed that on average 12-15 Rosenbrock stageswere
required to reach a discrete design in the twenty-five bar truss.
Finally, Figure 25 showsthe changein weight of the optimum design with increase
in the size of the increments in the specified cross-sectional areas. The increase in
weight is shown as a percentage of the continuous design while the size of the increment
is shown as a fraction of the maximum design section used in the continuous design.
Although the results do not increase regularly, the trend is as expected, i.e., the
optimum weight increases in the size of increments in the specified cross-sectional areas.
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TABLE 5
RESULTS OF DISCRETE OPTIMIZATION, 25 BAR TRUSS
Increments
in Sectional
Areas, in. 2
Continuous
0.4
0.8
Weight of Discrete
Design,
lb
554.9
59 5.4
642.4
Number of
Sections to
Be Discretized
19
8
1
1
ii
1
Element No. for
Which Deletion
Is Made
21
5
1
1
22
1
Elemented Size
Deleted from
List, in. 2
1.6
2.0
1.2
1.6
2.4
0.0111 (min.)
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TABLE 6
OPTIMAL CROSS-SECTIONAREASFORDISCRETE DESIGN
Increments
in Specified
Sections,
in.2
Area for Elements,
in. 2
A1 A2 A6 A10 A12 A14 A18 A22
Continuous 0.189 2.142 2.488 0.038 0.084 0.694 1.866 2.771
0.4 2.009 2.400 2.400 0.011 0.011 0.800 2.000 2.800
0.8 1.56 2.400 2.400 0.011 0.011 0.800 2.400 3.200
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6.0 ALTERNATE CRITERIA
Considerable progress has been made in the optimization of elastic structures.
Before attempting further improvements in the optimization procedures, it is necessary
to examine both the specification of the design loads and the failure criterion on which
the design is based. This will ensure that further improvements in the design procedures
will be of practical value.
In the traditional approach, the maximum loads are obtained by multiplying the
operating loads by a factor of safety. This factor of safety is built-up by rule of thumb
and is more a factor that tries to compensate for the lack of knowledge of the real
load conditions. The present optimization procedures make use of these scaled loads
for design.
In the aerospace field, many of the loads are random and the most rational approach
would be to obtain statistical behavior and then design on the basis of reliability (Reference
3). But, existing knowledge of the load behavior is not sufficiently advanced to permit this.
At the present stage, it is only possible to take an intermediate step between the present
methods and the final goal of design on the basis of reliability. This intermediate step
accounts for design at two load levels. It is based on the operating design loads but also
accounts for the maximum loads that may occur. These maximum loads are estimated
by the theory of statistical extreme's (Reference 11)o
It is easier to collect data on the maximum loads that take place over a given period
than to obtain an entire history. These may be used as data in the statistical theory of
extremes to predict the maximum loads that will occur during the lifetime of the structure.
Because the maximum loads occur only a few times, it is sufficient that the structure
maintains its integrity when subjected to the maximum loads. Design can be based on the
premise of plastic behavior. The theorems of limit analysis may be used to bound the
collapse loads (Reference 12). It should be noted that for a redundant structure, plastic
design leads to a lighter structure than elastic design for the same loading since the
elastic solution itself is a lower bound on the collapse load. In addition, it should be
noted that the thermal stresses, because they are self-equilibrating, cannot lead to
collapse in the plastic sense. In view of the above considerations, it would appear logical
in future developments to modify the present elastic structural optimization techniques
based on the operating design loads to include the plastic collapse of the estimated
extreme loads as further constraints.
To date, design optimization has been carried on, chiefly to minimize weight to
occasionally using other single criteria, such as cost or reliability. In these cases,
the general structural configuration and the loading systems have been specified before
commencement of the design process. There are many classes of real problems in
which the loading is not simply defineable in advance. In these cases, the loading is
actually another parameter that may be included in the total process of generating the
best structure. One example of this class lies in protective systems where it is desired
to safeguard some object against damage from, say, blast effects. Since a blast source
may vary from a direct to a very remote hit on the object, a wide range of loading may
Report No. 2356-950001 66
be considered. Clearly the closer the blast source, the stronger and more expensivethe
protective structure must be. Whenthe cost of the protection exceedsthe cost of the
item to be protected (other considerations being ignored) then clearly the cost effective-
ness of the total system is nonoptimal. The cost effectiveness concept developedin
operations research (Reference 38) permits the performance of a structure to be compared
against its cost. Using this type of criterion the best structure is one with the highest cost
effectiveness. After maximum cost effectiveness is reached in a system, further im-
provements in performance demanda disproportionately high price.
Although detailed study of the problem has only recently beeninitiated, it is be-
coming apparent that cost effectiveness optimization concepts can be applied to many
structural systems.
In the design of anaircraft, the interplay of all economic and performance factors
is a very complex matter indeed. A few simple details can be singled out to give some
indication of the role of the cost effectiveness concept.
Onefactor, mentioned earlier, which provides an important contribution to the
overall design of an aircraft, is gust loading. The severity of this loading can be re-
garded as a function of total flight time, but is also a function of weather conditions.
The designer may arbitrarily select (or have selected for him by regulations) a
certain maximum level of gust intensity. This will limit the weather conditions which
may be tolerated and may also,in effect, specify the economic life of the aircraft.
If the designer increases the strength (higher weight and cost) in an attempt to
permit greater utilization in more severe weather andpossibly also a longer life, the
resultant reduction in payload may or may not negatethese benefits. This represents
a great simplification of the total problem but indicates someof the interaction effects.
In a total cost effectiveness study, the performance of the aircraft would include suitably
weighted contributions from payload, turn-round time, useful life, speed, etc. The cost
would likewise be composedof manufacture, development, operation, maintenance, de-
preciation, and even, perhaps, an estimated cost to account for time log betweenorder
and delivery. With these factors the designof the optimal aircraft would be predicted
on the maximum cost effectiveness measuredby performance per unit cost. Similar
processes can be applied to space and other vehicles.
On a simpler scale, the cost effectiveness approach may be applied to the design
of tanks and pressure vessels. An area of study, which has received atteatioa over
a considerable period of time, has beenthe determination of the optimum shapefor the
dome of a cylindrical pressure vessel. In this work only the end dome, itself, has been
considered. But clearly, if an attempt is being made to optimize a part of a vessel, the
vessel as a whole should be considered. Assume a shapeis selected for an end dome
which has of itself, a minimum weight and is very shallow.
In order to provide the same storage volume as a tank with a (heavier) spherical
head, the cylindrical portion of the optimized tank will have to be lengthened,resulting
in a possibly heavier tank. Using the toroidal element developedin this study, it should
be possible to undertake the design of a minimum weight pressure vessel of a given
volume using both wall thicknesses and overall geometry as variables. The general
algorithms for this class of optimization (treated as anunconstrained minimization)
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are discussed in a preceding section of this report. The major difficulties that are
presently forseen for this class of problem lie in satisfactory control over the idealiza-
tion with radical changesin configuration. It is possible that automatic mesh generation
techniques may prove useful here.
Concerning the tank problem, if the volume is no longer fixed, then a relation-
ship between the total weight (of it desired manufacturing cost) and the volume could
be included. This would be the cost effectiveness of the system.
In this case, a maximum cost effectiveness would indicate the optimum size, (and
shape)of the tank to construct and might actually indicate (in a sufficiently sophisticated
process) the number and sizes of the individual tanks neededto enclose a given volume
for minimum total cost.
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7.0 COMPUTERTECHNOLOGY
The large capacit:_high speed electronic digital computer is now a standard
operational tool in design organizations. With such machines, problems of extreme com-
plexity, involving the processing of large quantities of numerical data, can be handled
relatively easily.
Analysis of complex structures using discrete element or other similar methods
require the manipulation of large order matrices. Since such manipulations can now
be performed rapidly and economically in computers, the design and analysis of increas-
ingly complex structures is now being undertaken in a more or less routine fashion.
Based upon the data published by computer manufacturers for existing and pro-
jected computer systems, it can be anticipated that there will be a continuation of the
trend towards cheaper high speed computation. Unless there is some major and
unforeseen breakthrough in electronic principles in computers, it is unlikely that basic
arithmetic operation speeds will increase much beyond their current levels. The
development of sophisticated storage systems, cores, discs, thin films, etc., will
permit increasingly large memories with low access times so that some further im-
provements in the overall computation times between input and output can be antici-
pated. Accompanying these time improvements, the trend in reduction of cost per
machine manipulation can confidently be expected to continue. Table 7 depicts this
trend based upon experience of the Bell Aerosystems Data Processing Department.
The net result of these technological improvements will be that larger and more
complex problems will be undertaken and, indeed, will be capable of solution. Unfor-
ately, such problems usually involve very large quantities of input and output data -
in the form of endless lists of numbers. Machines are capable of improvement and
refinement but little can be done to improve the efficiency of man, especially when
faced with large quantities of data in digital or numerical form. The data preparation
and interpretation problem is already beginning to be troublesome in its present
form. This situation will deteriorate unless some changes are introduced in the vital
man-machine links at each end of the computing processes. Computer reliability has
now virtually eliminated machine failures so that wasted computer time is usually
due to one of four causes:
(a)
(b)
(c)
(d)
Errors in input data
Errors in coding
System errors
Errors in machine operation.
Of these categories, little can be done to eliminate the last three which are in-
evitable in any complex system controlled by man. Errors in input data, generally,
are the most irritating and costly since theoretically they should not occur if the method
of preparing the data is made as simple and straightforward as possible. The human
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TABLE 7
RELATIVE COST OF COMPUTATIONS
Date
1952
1954
1957
1962
1965
1966
1967
1967
Computer
System
Friden
CPC
65O
7O4
7090
7090
7090
709O
360/65
Operating
Cost/Min.
$0.05
0.284
0.473
2.917
7.583
6.300
5.000
3.750
6.500
Operations
Performed/Min.
3.67
100
2,000
1,200,000
7,000,000
7,000,000
7,000,000
7,000,000
15,000,000
C ost/10000
Operations
$150.00
28.40
2.63
0.024
0.011
0.009
0.0072
0.0054
0.0043
Report No. 2356-950001 7O
eye, and indeedthe complete humanmental make-up, is not suited to checking large
quantities of data in digital form. The eye will readily pick out a digit which is out
-of alignment but not out of numerical sequence. Becauseof this difficulty in checking,
the larger a problem is, the greater the chanceof multiple errors in the data.
Similarly, in interpretation of generatedresults from large computer runs, a
very considerable amount of manpower is frequently required to extract the signi-
ficant values from a backgroundof less important data. While it is possible by suitable
programming to collect and arrange important results into suitable lists, the problem
of interpreting the numbers per se still remains. The current solution is to have
results plotted by handfrom which the engineer may obtain a picture of the charact-
eristics in which he is interested. In order to improve the communications links
betweenman and machine at both ends of computational process, the technology of
computer graphics is coming into existence. Basically this technology is directed
towards the developmentof graphical techniques that will bridge the gap betweerz
man's pictorial interpretive processes and the electronic computer's digital modeof
operation. By providing such system interfaces, it is intended that the bidirectional
communication links will becomesimpler, more error free, andwill permit more
direct comprehension of generated results. At present, man's innate creativity,
which is well nigh impossible to program into a computer, is separated from the
machine controlled portion of the design process. This creativity must be expressed
prior or subsequentto the computational process. Ideally, the man shouldbe permitted
to participate to some degree within the design process. This requires that the man-
machine communication links shall be simpler and more direct than digital information
via punchedcards.
Since computer graphics technology is still relatively new, no unique approaches
to the problems have yet beendefined. At present, there are a number of ways of
presenting graphical information, involving an incredible variety of hardware and soft-
ware. Principally, two major types of equipmentare involved -- plotters and cathode
ray tube displays. Both types of display haveconsiderable merit and must be considered
largely complementary-rather than competitive.
With plotting equipment, which is generally relatively inexpensive, hard copy per-
manent representations are produced directly. Large scale drawings or charts may be
generated quickly for distribution and detailed interpretation. The principal uses of
plotters lie in checking of input data and drawing curves of computedvalues. For check-
ing input data prepared in digital form, the system, which the data is intendedto repre-
sent,is reconstructed in some graphical manner. Transformations to generate perspective
or stereoscopic drawings canbe incorporated to provide a clearer picture. An example
of this in structural analysis, a reduced size drawing of the NASA/Bell Lunar
Landing Training Vehicle, is given in Figure 26. From the large scale original, any
errors in coordinates or connectivity would have been more readily apparent than from
a list of numbers. The structure is complex, but by generating views from different
directions the complete structure could be checked fairly rapidly. This graphical
approach is simple and inexpensive but it only permits a one-way transmission of
information. That is, graphical input to the machine is not possible.
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With cathode ray tube, equipment costs for both hardware and software rise
considerably but a more meaningful and useful graphics system is possible. Using,
for example, one of the many "ligh_pen"systems, it is possible for the designer to
have fuller two-way graphic communication with the computer. The designer can
construct and modify structures directly within the computer without major recourse
to digital data format. Logically, a limited amount of digital data is absolutely nec-
essary to describe nongraphic qualities and quantities such as material properties,
but this can be kept to a minimum. With CRT equipment, dynamic or continuous
variable displays are possible, permitting the designer a much simpler and more
direct comprehension of the processes in which he is interested rather than that
obtainable from lists of numbers. With the capability endowed in this interactive
mode, a complete computer-aided design process can become a reality.
In such an integrated process the designer will be able to perform most, if
not all, of the stages between initial idea conception and completed final design
(including possibly some production processing data) in a single continuous man-
machine interactive process. The designer can construct within the machine his
concepts of a desired structure using a light-pen and some digital data coupled with
a guided by information generated on some previous occasion and subsequently stored
within the computer memory. With some characteristics of the structure defined
on the machine, optimization procedure can be introduced to define other properties.
The modified structures generated at each iteration of the optimization would give
the designer a view of process, which could be stopped at any cycle to permit insertion
or modification of data as desired. When the optimization has been completed to the
satisfaction of the designer, a pern_anent record of the structure can be made
photographically. In the case of individual components that must be fabricated on
machine tools, the process can be extended further to include the generation c_ the
tapes for numerically controlled machine tools.
This represents one application of computer graphics. The possibilities of
their application to associated fields are almost unlimited and deserve considerable
further exploration.
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8.0 CONCLUDINGREMARKS
In the current investigation a considerable range of topics associatedwith struc-
tural design technolo_o_yhas beencovered. For some of these topics it has only been
possible to carry out a preliminary survey whereas other areas have beeninvestigated
more thoroughly.
In order to direct the extension of structural analysis capabilities toward the
shell structures characteristic of advancedspacecraft, two-<loublycurved shell elements
have been developedas described herein.
The formulation for the rectangular doubly-curved shell element demonstrates a
high degree of accuracy in example applications. An expansionof this type of formulation
to the more general shapeof doubly-curved element (e.g., the arbitrary quadrilateral, or
triangle) is clearly desirable. Yet, as seen in Reference 14, the detailed form of the
resulting algebraic stiffness matrix is at the limit of feasibility due to its complexity.
An advancementto the more general geometric forms will therefore introduce the re-
quirement to utilize programmed numerical integration procedures for the numerical
evaluation of the individual stiffness coefficients. Work should also proceed to the devel-
opment of element coefficients for special phenomena,e.g., buckling and dynamic response.
Suchwork will be facilitated by use of numerical integration. Future developments should
emphasize approachesthat enable'complete satisfaction of interelement displacement
continuity requirements.
With use of the doubly-curved toroidal ring element, the stress prediction problems
experienced with an equal number of polygonal conic ring idealizations are avoided. The
hyperosculatory assumeddisplacement functions enable convenient satisfaction of admis-
sibility, with the associated guarantee of convergenceto the exact solution in the limit.
Because of the refined approach, stresses at any point can be predicted with confidence
from the governing equations without recourse to weighted averages. Although the formu-
lation of the element is more complex than that for the simple truncated cone, the increase
in the number of degrees of freedom increases the accuracy of analysis. Thus the total
number of elements required to idealize a structure satisfactorily canbe reduced consider-
ably, compared to the conic element.
The tank analysis program has proved to be relatively efficient both in computer
time and storage requirements. In its present form, the program library contains only
three simple elements; but other elements, e.g. the toroidal ring, canbe addedat a later
stage of development. The results obtainedusing the program comparewell with solutions
published in the openliterature and generatedusing other Bell Aerosystems' computer
programs for shells. The program is capable of considerable expansionand has been
designed to be coupled with the optimization programs,discussed in Section5.0 to provide
a comprehensive tank design capability.
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From the literature s.._rveyperformed on the new approachesto the problems of
heat transfer analysis, it has becomeclear that the finite element approach has great
developmentpotential. The concepts havebeenclearly defined and the developmentof
a large scale heat transfer analysis program can be undertaken with confidence. The
development of such a program would provide an additional intermediate stage toward
the developmentof a completely integrated thermostructural optimization program for
high temperature structures.
The computer programs developedin Section5.0 indicate that the created response
surface technique can be successfully applied to problems of structural optimization.
The minimization, using the Rosenbrock search method, is very efficient. The procedure
of successive unconstrained minimization, which includes extrapolation, has been applied
here with considerable success. Some insight has beengained into the process of
structural optimization with this method, which led to large savings in computing time.
Integration of the search procedure with the structural analysis has resulted in a reduc-
tion of the computing time by a factor of 5.
As a first approach to the important complex problem of variable topology, the
created response technique has also beenapplied to the optimal design of structures with
discrete variables. A number of examples illustrate the capability of the developedpro-
gram; the unconstrained approach to optimization appears to be capable of very general
application.
The developmentof further,'more sophisticated optimization programs for complex
structures can now be undertaken using these techniques.
The problems of using merit criteria for optimality, of greater significance than
weight alone, has beenbriefly touchedupon. With the use of the optimization techniques
discussed previously, the precise nature of the objective function to be used is immaterial
to the search procedures. The exact criterion to be used for any given structural pro-
blem will be dependentupon external circumstances. Cost effectiveness concepts may be
introduced for specific problems, but considerable data accumulation is required in order
to be able to specify meaningful functions for particular structural configurations.
The field of computer technology is anexpandingone. The particular area of com-
puter graphics has beendiscussed briefly. The application of computer graphics to the
problems of advancedstructural analysis and design appears to hold great potentialities
for the future. A considerable research effort may well be directed toward the exploita-
tion of these potentialities.
From this report an overall view of some of the problems associated with advanced
structural technology has been obtained andsome directions for further research efforts
have been indicated.
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APPENDIX A
DEVELOPMENT OF STIFFNESS PROPERTIES OF A DOUBLY-CURVED
THIN SHELL ELEMENT
l. DESCRIPTION OF ELEMENT
The doubly-curved thin shell element, of constant thickness (t), is shown in Figure
27. The joints are numbered from one to four in counterclockwise order. The middle sur-
face of the element is defined by the curvilinear coordinates a 1, a 2. These coordinate
axes, which have their origin at point one of the element, are lines of principal curvature.
Thus, ca 1, a 2 (and the indicated a 3) represent an orthogonal system, since the directions
of principal curvature on a surface are mutually perpendicular. The middle surface of the
element, representing the two families of lines a 1 and a2, is therefore a "surface of trans-
lation." In this development, attention will be restricted to coordinate lines of constant cur-
vature. Corresponding to the coordinate line a 1 is the radius R 1 and to the coordinate
cl 2 the radius R 2. To complete the relationships between the coordinates and the radii of
curvature, one must define the Lame' parameters, A 1 and A 2. These are derived from the
equation for the differential distance, ds, between two points ( a 1, cl 2 and Cll+d c11,
012 + d cl 2) on the surface
ds 2 =A12da 12+ A22 dCl2 i (47)
and, referencing a point on the surface at Cl 1' a 2 to the x, v, z axes by the vector r, i.e.,
r = r ( al, c12) (48)
the expressions for A 1 and A 2 are given by
ox/ +tod
larl 2 = (a- l 2A22 : I'_ (50)
The six force (or displacement) vectors at each joint are drawn from three distinct
systems of vector triads. The latter are displayed in Figure 27b, c and d. The first triad
(Figure 27b) consists of the direct, or membrane force vectors F a 1 and F a 2 and the
shear force F Q3" Corresponding to these forces are the displacements u, v, and w, res-
pectively. The second triad (Figure 27c ) consists only of the moments related to plate
flexure, M a I and M {I 2. Note that the subscript refers to the axis about which the moment
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acts, i.e., the direction of the vector representation of the moment.
moment vector M {I 3 is absent.
•Sal and 8 {22,where
0w
0al : aal
Note also that the
The moment vectors correspond to angular displacements
(51)
0a _ 6) w (52)
2 atl2
transverse shear deformations being neglected. The absent vector M a 3 would act in the
direction normal to the surface of the element at the point under consideration and would be
related to an angular displacement. This type of behavior plays no role in classical thin
shell theory.
The final triad of vectors, in which only one component is active in the present de-
velopment, appears in Figure 27d. Vectors in this system are _ssociated with second
9.
derivatives of the displacement w. here only the derivative _-w , designated as
C)a 1 aa 2 represented by a
_aa , is considered. The corresponding (generalized) force is Maa ,
vector in the direction normal to the surface at the point under consideration. The need for
and significance of this special generalized force and the corresponding degree of freedom
will be explained subsequently in connection with the discussion of the assumed displacement
function w.
It has been noted above that the element is of constant thickness. In order to allow
for versatility in the element, to cope with sandwich or layered shells, the formulations
developed herein account for separate membrane and flexural stiffness parameters. The
membrane stiffness parameter is defined as
(Et) m
D .... (53)
m (1 - _ 2)
where (Et)m is the "effective" elastic modulus thickness property for membrane action.
The flexural stiffness parameter is
3
E b t b
Db = 2)12 (1 -
(54)
where E b and t b are the "effective" elastic modulus and thickness, respectively. In any
practical multilayered sitiation, therefore, it is necessary to determine the location of the
neutral surface in the a 3 direction, select "effective" moduli of elasticity E m and Eb, and
calculate the "effective" thicknesses tm and t b to provide the same rigidities as the actual
structure. Commonly, E m and E b are selected at the same value. Proper recognition of
these factors must be made in determining stresses after solutions have been achieved for
the internal force systems.
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The stresses acting uponan isolated differential element are illustrated in Figure 28a.
Thesestresses fall into three groups.
(a) o- 1' °'2 Normal stresses acting on the element faces
Shear stresses on the faces, acting parallel to the middle
surface
Shear stresses on the faces, acting perpendicular to the
middle surface.
Stresses acting on faces for which the outward normals coincide with positive direc-
tions of a 1, a 2 will be assumed to be positive when they project positively with these
normals. When the external normal is opposite to a I or a 2, the stresses acting on such
faces will be positive when they project in the negative directions of the coordinate directions.
Stresses shown in Figure 28a are positive.
In determining the internal force distribution, it is convenient to utilize forces and
bending moments (line loadings) which are statically equivalent to the above stresses, as
follows:
(a) N(_I, Not 2
Direct forces per unit length which are the statical
equivalences of 0" 1 and 0"2' respectively, on the
cross- section.
(b) Qal, Qa2
N{2 (1(c) Nal a2, 2 1
(d) M a 1' Ma 2
(e) Mo_la2, Ma2al
Transverse shear forces per unit length which are the
statical equivalences of o'13 and 0"23"
Membrane shear force per unit length which are
the statical equivalences of the shear stress o-12.
Bending moment per unit length, which are the moments
of the stresses o" 1 and 0.2' respectively, about the
axe s.
Bending moment per unit length, which is the twisting
moment due the stresses 0.12 and 0"21 acting about
the middle surface.
Six generalized forces act at each of the corner points of the element, resulting in a
total of 24 such vectors for the element. Corresponding to these are 24 displacement vec-
tors (degrees of freedom), six per point. Thus, the objective of this Appendix is the devel-
opment of the 24 equations relating these forces and displacements.
2. STRAIN ENERGY
Using the development of Novozhilov (Reference 39), one writes, for the total strain
energy
U=Um +Ub
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1
a. Stresses
_2_2
° /Cl°2 2
Na 1
b. Direct Forces and Shears
0 _/Ma la 2
c. Moments
Figure 28. Doubly-Curved Shell Element-Stress,
Force and Moment ComponeatS
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where Um is the portion of strain energy dueto membrane action and Ub is the portion due
to flexural action. Integrating these respective strain energy terms with respect to the thick-
ness coordinate, and using Hooke's Law to relate the stresses and strains, one obtains
Dm_fAt 2 2 (1-_) 2) (55)Urn- "2 _1 + E2 + 2_C1 (2 + --2 _12 A1 A2 da1 da 2
ub- 2 12• 2 ki 2
where kl, k 2 and _12 are curvature and twist terms.
A 1 A 2 da 1 dr12 (56)
The linear strain-displacement equations derived by Novozhilov (Reference 39) are,
for constant values of A1, A 2
1 _u w
E - +--
1 A 10a 1 R 1
(57)
1 0v w
E - -t
2 A 2 0a 2 R 2
(58)
1 e) v 1 0u
= + -- -- ' (59)
E 12 A 1 0a I A 2 0a 2
1 [. A2 c)2w A2 {}u ]kl - A 1 A 2 1 0 a 2 R 1 0 Cl
1 1
(60)
1 A[_ 1 02w A1 _ v ]k2 = A1--'--_2 C) a 2 R 2 t} a2
2
1 02w A1 _ u 2 0 v
-- _ + +
12 A1 A2 _ _ 1 0{12 R 1 0a 2 R2 C)al
(61)
(62)
substituting (57) to (62) into (55) and (56) and grouping the results so that u-v alone, w alone,
and their cross products are represented in separate integrals, the following is obtained:
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u-- y io 12
+ 2_ 4_i_-_(AIai)_ (A2a2)
_-_._(® _,, +%_ - A1_,
+ 2 \ ii (A2
Ou 0v ;I 1 AIA 2 d_Ida2+2¢1s_(A(a 2) -_(Ata
_u -+ _5 )v 2\_ CAI_-I_ %_
+ _ (AI= 1) _ (A2 a 2
_v
"_7 _--_ (A 1
¢_'V
/¢_ _u _+ 4_s-_+ 4-_(A 2a2) (A1
+
_3\_ CA2a_ _%
a 1))\_ (A_a i)a(A2
+ + _AI_I_U
A 1 A2d_l d(_ 2
= -Db/R
_6 1
_Pll
12
= D
m
= D
m
= D
m
(63)
dald_2
4 Db
(1+- Dm1{12-I
D b
D m R 2
1 + -"
R
D m
86
= Dm
_15 = Db
D b
(i + )
Dm R1 R2
b
3
(:i)16 = Db ab 3
D b
(:I)17 = r a---'b
(63) Cont
4D
b
'4918 = D (1+ )
m DmR 1 R 2
The integrations of Equation (63) will be performed with respect to ds I = A 1 d a 1 and
ds 2 = A 2 d a 2. For simplicity in representation, however, the subsequent developments will
treat a 1 and a 2 as synonomous with S1 and S2.
3. ASSUMED EgSPLACEMENT FUNCTIONS
In assuming displacements, it is assured that compatible behavior exists throughout
the region of the element. Special precautions must be taken in the selection of these dis:
placements, however, in order to approach as closely as possible, with a given number of
degrees of freedom, compatibility along the lines joining the element. The approach taken
here is to select the displacement functions so that complete satisfaction of compatibility re-
quirements is achieved for the flat plate forms of behavior for the element and for all cases
of curvature (single, double) where the curvature of the structure is constant.
Three displacement components must be characterized: u, v and w. The characteri-
zation of the membranedisplacements u and v is based on the simple assumption of linear
edge displacements. In a flat plate situation, this assumption evidently insures compatibility
of displacements along lines bounding the elements. As in the approach taken by Argyris
(Reference 40) and Melosh (Reference 41), we write:
1 [{['-- a)(a -b)Ul-a (a - b) u2+ a a u3- (a - a) a u4]"] (64)u - ab (11 2 1 2 1 2 1 2
1]_([ - a)( a -b)vl-a (a -b)v2+ a]a 2 v3-(al-a)a 2 v4Jl (65)v =-a--_ a I 2 2 2
With respect to the flexural displacement function, w, it is to be anticipated in view of
the fact that the flexural behavior is associated with twelve degrees of freedom (two moments
and one shear force at each joint), that an assumed displacement function with twelve degrees
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of freedom will suffice for this purpose. If the multipliers of the el.mentary beam displac_
ment function, (see sketch below)
(a3 3 2)
= +2a I -3aa I
w I w 2
+ (3a al 2- 2 a I3) --_
a a
2 8a 0a1 3 2 2
+a 1 (a 1 a) 2 + (al aal ) 2
a a
(66)
are used as the multipliers for the degrees of freedom of the plate element, one obtains a
function lacking the simple xy term.
W 1
W2 ,
/ al
_..__ _ _
Reference 42 shows that this difficulty can be surmounted by use of a complete expan-
sion of the joint displacements in terms of first order ttermitian polynomials. This expan-
sion requires 16 degrees of freedom, whereas there are normally 12 degrees of freedom
associated with the rectangular plate in flexure (one shear and two moments at each of four
points). The difficulty is surmounted by introducing a twist degree of freedom (0(_ i)
at each joint i. The resulting displacement function is then:
a3b3w :: (a 3 ÷ 2 a 3_:, aa 2) (b 3 2a23 a22 ) al 3)1 1 + -3 b Wl + (3acl12-2 (b3+ 2a23 -3 b a 22) w 2
a13) 22 ba 22 23)3 - 3 aa 1+ (3 a(_l 2-2 (3 ba - 2a 2 ) w 3+ (a 3 + 2 a13 2) (3 - 2a w 4
+ aa 1 (al-a)2(b3 _ 2a23-3 bcl22) Oall _ a (Ctl3-aal2) (b3 _ 2a23- 3 ba22 ) Oa
3 2) a22 2 3) - a) 2 tl (3 btx 22 - 2 a23) _ct
a (tl 1 - a ct 1 (3 b - 2a ' 0a13 4 a (a 1 1 14
:; 2) _ 2 3b(a3 ' 2Cl 1 - 3 nCl 1 ao (a 2 b) 2 _a , b(3aa - 2al ) cl (a -b) 2 0a
_ 21 1 2 2 22
I) (3 a al 2 2 al 3) (a23 b a,) 2) _a 2 1 a12) 2 - ba22)- - + I) (a 3 _ 2 a 3 -3 a (a 3 _ct
3
2
_ aba I a2 (al-a)2 (a2-b)20aa I ' ab a I a2 (a 1 - aal) (a2- b)2Oaa
o 22-- * aba a (a -a) 2 2_ ba 2) _a
_ ab a I a 2 (a 1 aal) (a - ba2)_aa 3 1 2 1 ((12 a 4
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24
12
(67)
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8 The _ist degree of freedom vector must be treated separately from the u-v-w and
a 1 - a 2 systems of vectors; thus, there are three systems of vectors at each point,
as sketched in Figure 27d.
4. FORMULATION OF STIFFNESS EQUATIONS
The assumed displacement functions and their derivatives can be substituted into
the strain energy expressions, the required integrations performed, and formulation ob-
tained for the strain energy in algebraic form in terms of the squares and products of the
degrees of freedom. The stiffness equations follow via the differentiation of the strain
energy formulation with respect to each of the degrees of freedom in turn, i.e.
F. = 0___U_U (68)
1 c_/k i
The resulting stiffness equations are large _d unwieldy, being of order 24 x 24.
For this reason their presentation in partitioned form is desirable. The stiffness matrix
can be partitioned into "conventional membrane, conventional flexure," and "coupled mem-
brane flexure" portions, i.e.:
F b Kbm KbbJ A b
[Kbm] [K b]Twhere, due to reciprocity, = and
m '
{Fm} =£Fal 1' Fal 2' Fal 3' Fal 4'Fa21' Fa22' Fa 23'Fa24 }
(69)
(70)
{Am} ={U I, U2, U 3, U 4, V I, V 2, V 3, V4} (71)
{Fb} =fFa31, F?32, Fa33, Fa34, Ma11, Ma12, Ma13, Ma14,
Ma21, Ma22, Ma23, Ma24'Ma_ l'Maa2'Maa 3, Ma_4_ (72)
={W 1,w 2, W 3,W 4, 8a 8a , 8a 8(, 8a
11 12 13 14 21
8a23 ' } (73)8a , 8a , Oaa 1 ,Saa 2, 8aa 3, 8aa 42 2 2 4
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The componentportions of Equation (69) are presented in detail in Reference 14.
With respect to the determination of stress, it is possible to obtain the solution for
internal forces by substitution of the solved for displacements back into the element stiffness
equations, thereby obtaining a determination of the node point forces. Such forces have no
direct use in structural design; however, since they must be transformed into "line loadings"
and thence into stresses. Consequently, the concept of the element "stress matrix" is em-
ployed. In this concept the desired values of stress are directly expressed in terms of the
node point degrees of freedom as given by
Here, the te_ms of the stress vector are chosen as the values of the line loadings
Na 1' Na 2'Nala2'Ma2'Mal a2' Q al, andQ a2. The stresses resulting from
these loadings can be combined in subsequent operations to yield principal stresses of in-
terest. The stress matrix is presented in Reference 14, where, because internal forces
vary throughout the element, they are evaluated for convenience at the center point of the
a b
element ( _21-- -_, C[2 = _)
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APPENDIX B
FORMULATIONOF TOROIDALRING DISCRETEELEMENT
1. GEOMETRICSPECIFICATION
The configuration of a ring element from a toroidal shell of circular section
is uniquely defined by specification of three quantities. With reference to Figure 21,
the quantities employedherein are:
(a) (r I , Zl)
(b) al
(c) (r 2 , z2)
Position of the first boundary circle,
Tangent orientation at the first boundary circle.
Position of the second boundary circle.
In practice, a I is externally prescribed for the first element of an assembly while
for subsequent elements the quantity a ] arises as the terminating orientation a 2
of the previous element. Alternatively, idealization can be effected utilizing the
associated with prescribed values for both a land a 2"
The quantities listed above, with further reference to Figure 21, enable ex-
plicit definition of the toroidal shell parameters. The basic coordinate system em-
ployed is toroidal. This is a right-hand_d orthogonal curvilinear system. The mid-
plane of the shell is defined by the (_ , X , ?7 ) coordinate surface. The principal
curvatures of the shell are aligned with the coordinate axes. Complete character-
ization of the system is achieved by specification of the metric parameters and the
principal curvatures.
The definition of an element of length (ds) is
= + )2(ds)2 (d _ )2 (d
where d _ =d _ 0 <-- _ <--a (a 2 - a 1) (75)
d ?7 = B d _ (76)
This leads immediately to the metric parameters, i.e.
A=I B= rl+ 2 1
1
(-i--)
(77)
The principal curvatures are also found from Figure 29.
f) =_ _ 1 p =--=1 sin(al+_-_)
a _ R_ B
(78)
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Figure 29. Element Geometric-Definition, Toroidal
Ring Specifications
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These expressions for the general toroidal configuration readily degenerate to
conical and cylindrical ring cases, i.e.
A. Concial Ring
A = 1 B = _ cos a (79)1
= 0 _ = sin _ 1 (80)
B
0 <_ _ _< E (r2-r 1)2 + (Z2-Z1 )2]
1/2
(81)
B. Cylindrical Ring
A = 1 B = _ cos (2 (82)1
_) 1 (83)
=0 _ - B
- - (r2 rl) (84)
This multiplicity of parameter sets increases formulative effort since in-
tegrations must reflect the alternatives; however, an automated selection feature
eliminates any impact of this multiplicity in utilization of the operational capa-
bility.
The foregoing sets of parameters, taken collectively, enable exact ideali-
zation of cylindrical, conical, and piecewise circular shells of revolution. More
general shell profiles can be realistically approximated by combination of these
elements.
2. POTENTIAL ENERGY FUNCTIONAL
Linear elastic material behavior is assumed.
sumption, a generalized Hooke's law is employed,
,} ,}
I n accordance with this as-
i.e.
(85)
where
T
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1
(86)
(87)
(88)
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Note that consideration of material orthotropy is included. This is responsive
to the trend toward high performance composite materials.
In virtue of the assumption of linear material behavior the strain energy density
canbe written as
dU
The next step in proceeding toward the potential energy functional is to express
the strains in terms of displacements. The equations, recorded from Reference 39,
are written (90)
{ }{ouwhere /k = _-_ + ), 1 wm
X2u +X3w {i{ 2__ _ {_ W, Af
-X2w
(91)
The quantities )_ . are defined as
J
1 c) B ,and )_ = (92)
_ 1 = ' )_2- B _ 3
These are given explicit definition by the element configuration through Equations
(77), (79), or (82).
Based on these strain displacement relations, the total potential energy functional
is given by
where
-27rp ( )w ( )) B d_
[ I]= 2 w't [ E ] (94)
[j]_2 _t 312 [E] (95)
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3. DISPLACEMENT FUNCTIONS
As previously stated, discretization into a finite number of displacement degrees
of freedom is effected in accordance with the Rayleigh-Ritz techniques by the assumption
of admissible displacement modes. The selection of suitable assumeddisplacement
modes is of paramount importance since these modes are intrinsic to all element matrices
and thereby indirectly determine the responsecharacteristics of structural assemblages.
Indeed, it is primarily the assumeddisplacement functions which distinguish the subject
element representation from those of Reference 8 and 9.
Admissibility of assumed displacement functions requires that they be complete
embodyall rigid body modes, andprovide for interelement continuity. In the absence
of idealization error, satisfaction of assumeddisplacement function admissibility con-
ditions with reference to the total structure guarantees that the predicted potential en-
ergy will be an algebraic upper boundon the potential energy of the exact solution.
Furthermore, the predicted potential energy will monotonically approach the exact value
with grid refinement; theoretically converging to the exact value in the limit. Grid re-
finement is taken to mean the addition of grid points by further subdivision of the structure.
Practical considerations, involved in the selection of assumeddisplacement
functions, gobeyond the problem of admissibility. Of particular importance is the number
of displacement degrees of freedom in excess of the number required to establish ad-
missibility is attractive in that it reduced the number of elements required in ideali-
zation in order to maintain a certain level of precision and correspondingly reduces the
input data preparation. Improvement in stress predictions is also realized as a conse-
quenceof including additional degrees of freedom in an element representation. Further-
more, it hasbeen demonstrated oncertain exampleproblems that improved predictions
of displacement behavior canbe obtained with fewer total degrees of freedom if the
number of degrees of freedom associatedwith an individual elementare increased (Ref-
erence 42).
The construction of admissible displacement functions for an axisymmetric ring el-
ement is particularly simple since the functions are essentially one-dimensional. Poly-
nomial mode shapesare assumed. The membranedisplacement is taken to be cubic in
the meridional arc length i.e.
2 3
u (_)=a O+a I (+ a2 _ + a3 _ (96)
A quintic polynomial is assumedfor normal displacement
(+b2(2 3 4 5W (() = b0+ b I + b 3 _ + b 4 ( + b 5 ( (97)
The coefficients in the assumed functions are referred to as "field coordinate"
displacement degrees of freedom. Field coordinate displacement degrees of freedom
afford maximum simplification in the development of algebraic expressions for the en-
ergy functions; however, in order to apply physical boundary conditions to an element it
is necessary to transform to element boundary or gird point degrees of freedom. Trans-
formation is effected by imposing the following conditions on the assumed functions.
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=Ul; u(_)[¢=s _-uu (_) _ =o 2
u
_-u• u (_)] = u
_¢ =o _i _ _ =s _ 2
w (_) • I =w=W 1 w (__) _ S=0 ' = 2
w (_)1 _ =o W_l [ _ =s _'2-- ;w_ (_) _-w
w (_)I_ -_o --w_l_ w_ (_)
_-s _2
(98)
(99)
These conditions lead to the transformation required to achieve reference to
physical displacement degrees of freedom
where
T L al a2, a3, bO'ba0_
1, 0, 0, 0
0, 1, 0, 0
3 2 3 1
s2 ' s ' s2 s
1' b3' b4' b5 J (101)
2 1 2 1
s 3, s--2--, -s3, s 2
1, O, O, O, O, 0
O, 1, O, O, O, 0
1
O, O, --_-, O, O, 0
10 6 3 10 4 1
-'_' -s-'2-' 2s ' s 3 ' --_ ' 2 s
15 8 3 15 7 - 1
s 4 , s-3-, 2s 2 , s 4 , s 3 , s 2
6 3 1 6 3 1
s5 , ----4-,s 2s 3 ' s 5 ' -s 4 ' 2s 3
= [u l,u_l, u2'u_2wl ,w_l,w_l,w2,w_2,w_2j
(102)
(103)
The reader may recognize the membrane displacement function as a well known
Lagrange osculatory interpolation formula and the transverse displacement function as
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a hyperoaculatory interpolation function. The final form of the displacement forms
might well have beenwritten immediately without development. The approachtaken
here was adoptedfor two reasons. Firstly, it is applicable without conceptual extension
to complex elements where standard interpolation formulae are not applicable. Secondly,
the field coordinates afford considerable algebraic simplification in deriving element
representations.
4. ELEMENT MATRICES
Substitution of the assumeddisplacement functions of Equations (96)and (97)
into the strain displacement relations of Equations (91) accomplishes the discretization
of the element model. The result may bewritten symbolically,
Introducing these discretized strain displacement relations into the potential en-
ergy functional, Equation (93) ,and intergrating obtain,
[ ] f )Matrices and i Yp ) are given explicit definition in Reference 43 respectively.
The matrix [ K] is the element stiffness referenced to field coordinate displacement
degrees of freedom{B }; the matrix { _p } is the corresponding pressure load repre-
sentation. As a final step the transformation to boundary degrees of freedom is effected
to yield the objective element matrices
Stiffness Matrix:
-]
Pressure Load Matrix:
(lo8)
An element stress matrix is required to transform the solution for the primary
displacement unknowns to a solution for the secondary stress resultant unknowns as
well. Stress resultants corresponding to deformations considered are available di-
rectly from integrations of Equation(85), i.e.
• fz
(109)
z (_1o)
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.°
The calculation of shear stress resultant, which is associated with deformation not
considered, is based upon equilibrium requirements, i.e.
= k M_ + M_ + (111)2
The integrated form of the diseretized stress displacement relations may be written
symbolically as
where
and [ "_ ] is given explicit definition in Referenc_ 43. Final form of the element stress
matrix is obtained by transformation to boundary displacement degrees of freedom, i.e.
The element matrices defined by Equations (107), (108) and (114) are taken
herein to comprise representation of the toroidal ring thin shell discrete element.
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