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WAVELET DECOMPOSITION TECHNIQUES AND HARDY INEQUALITIES FOR
FUNCTION SPACES ON CELLULAR DOMAINS
BENJAMIN SCHARF
ABSTRACT. A rather tricky question is the construction of wavelet bases on domains for suitable function
spaces (Sobolev, Besov, Triebel-Lizorkin type). In his monograph from 2008, Triebel presented an approach
how to construct wavelet (Riesz) bases in function spaces of Besov and Triebel-Lizorkin type on cellular do-
mains, in particular on the cube. However, he had to exclude essential exceptional values of the smoothness
parameter s, for instance the theorems do not cover the Sobolev space W 12 (Q) on the n-dimensional cube Q for
n at least 2.
Triebel also gave an idea how to deal with those exceptional values for the Triebel-Lizorkin function space
scale on the cube Q: He suggested to introduce modified function spaces for the critical values, the so-called
reinforced spaces. In this paper we start examining these reinforced spaces and transfer the crucial decompo-
sition theorems necessary for establishing a wavelet basis from the non-critical values to analogous results for
the critical cases now decomposing the reinforced function spaces of Triebel-Lizorkin type.
1. INTRODUCTION
Nowadays the theory and application of wavelet decompositions plays an important role not only for
the study of function spaces (of Lebesgue, Hardy, Sobolev, Besov, Triebel-Lizorkin type) but also for its
applications in signal and numerical analysis, partial differential equations and image processing.
A rather tricky question is the construction of wavelet bases on domains Ω ⊂ Rn for suitable function
spaces. The main problem is the handling of the boundary faces of the domain. One starting point are the
papers of Ciesielski and Figiel [2], [3] and [1] dealing with spline bases for classical Sobolev and Besov
spaces on compact C∞ manifolds. Related approaches and extensions are given in [5], [7], [6], [4], [9], [12]
and [8].
A major breakthrough is described in the monograph [20] of Triebel for cellular domains. A cellular
domain is a disjoint union of diffeomorphic images of a cube. The most prominent example is the unit cube
Q in Rn. Furthermore, all C∞-domains are cellular domains.
On the one hand Triebel constructed wavelet (Riesz) frames, not wavelet bases, for Triebel-Lizorkin
spaces F sp,q(Ω) for C∞ domains Ω with natural exceptional values s− 1p ∈ N0 in [20, Theorem 5.27] for
general dimensions n and general smoothness parameter s.
On the other hand Triebel constructed wavelet (Riesz) basis for F sp,q(Ω) where Ω is an n-dimensional
cellular domain. But he had to exclude the exceptional values s− kp /∈ N0 for k ∈ {1, . . . ,n}, see [20,
Theorem 6.30]. For instance, the most prominent Sobolev space W 12 (Q) is exceptional and upto now there
seems to be no construction of a wavelet basis in Triebel’s sense for W 12 (Q), see the overview given in [20,
Section 5.3.1, Remark 5.50].
A proposal how to deal with these cases is presented in [20, Section 6.2.4]. At first, one considers the
situation for the unit cube Q: The idea is to modify the spaces Fsp,q(Q) and to “reinforce them”, now named
F s,rinfp,q (Q): One takes an f ∈ F sp,q(Q) and for every critical value l ∈ {0, . . . ,n− 1}, i. e. when
s−
n− l
p
∈ N0,
one requires f to fulfil the additional reinforce property Rr,pl . Roughly speaking, this reinforce property asks
for a certain decay of the derivatives of f at the faces (edges, vertices) of dimension l ∈ {0, . . . ,n−1} of the
unit cube. The construction of the reinforced Triebel-Lizorkin function spaces Fs,rinfp,q (Q) ensures that in the
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non-critical cases the spaces Fs,rinfp,q (Q) and F sp,q(Q) coincide. The main aim of thesis [14] is the construction
of wavelet (Riesz) basis for the spaces F s,rinfp,q (Q) without any exceptional values.
In this paper which is an excerpt of Chapter 3 of thesis [14] we give an insight into the first necessary
decomposition techniques for incorporating the exceptional values. Instead of dealing with boundary faces
of dimension 0 to n− 1 for the n-dimensional cube Q we consider the model case Ω = Rn \Rl, where Rl
stands symbolically for an l-dimensional plane in Rn. We say: An f ∈ S′(Rn) belongs to Fs,rinfp,q (Rn \Rl) if,
and only if, it belongs to F sp,q(Rn) and furthermore, if
s−
n− l
p
∈N0,
we ask for an additional decay property at the boundary Rl , see Definition 3.5.
The main aim of the paper is the proof of decomposition techniques for the reinforced Triebel-Lizorkin
spaces F s,rinfp,q (Rn \Rl) similar to [20, Section 6.1.4], in particular (6.68) and Theorem 6.23 of [20]. In
Theorem 3.19 for the non-exceptional values resp. Theorem 3.20 for the exceptional values we show that
an element of F s,rinfp,q (Rn \Rl) = Fsp,q(Rn) resp. F
s,rinf
p,q (Rn \Rl)( F sp,q(Rn) belongs to the refined localization
space F s,rlocp,q (Rn \Rl) if, and only if, all possible traces (boundary values) at Rl are vanishing. This means
that an f ∈ F s,rinfp,q (Rn \Rl) can be approximated in F s,rinfp,q (Rn \Rl)-norm by sequences of smooth functions
vanishing at the plane Rl if, and only if, all meaningful traces at Rl are vanishing.
Later on, the decomposition techniques are crucial for deriving a wavelet decomposition for F s,rinfp,q (Rn \
Rl) in the same way as Triebel did, see [20, Theorem 6.30]. One can decompose f ∈ F s,rinfp,q (Rn \Rl)
into boundary and interior parts. The interior part belongs to the refined localization space F s,rlocp,q (Rn \Rl),
which admits interior wavelet decompositions by a wavelet basis completely supported away fromRl , while
the boundary parts can be decomposed into boundary wavelets using wavelet-friendly extension operators.
This is done (for the non-exceptional cases) in [20, Theorem 6.28] and is the crucial starting point for the
wavelet decomposition on the cube Q, see [20, Section 6.1.7]. This step from the space decomposition to
the wavelet decomposition and the transition from Rn \Rl to the cube Q is not part of this paper but will be
published in the future. For now the interested might read Chapter 4 of thesis [14].
There are two main ingredients for the proof of the decomposition techniques: Firstly, we need an
alternative characterization of the refined localization spaces F s,rlocp,q (Ω), see Proposition 3.13. We prove
that f ∈ Fsp,q(Ω) belongs to Fs,rlocp,q (Ω) if, and only if, it fulfills a certain decay at the boundary of Ω. This
proposition is a generalization of results by Triebel, see [19, Corollary 5.15] and also [20, Theorem 2.18].
Secondly, to use the vanishing traces at the boundary of Ω, we will prove Hardy inequalities for Rn-
functions at l-dimensional planes. Hardy inequalities and similar results are a widely used tool in function
spaces. This goes back to the paper of Hardy [10] from 1920. A nice overview on the Hardy inequality and
recent results is given in the book [13] by Kufner, Maligranda and Persson. In connection with Besov and
Triebel-Lizorkin function spaces Hardy inequalities are closely connected to the theory of envelopes, see
Haroske [11] and Triebel [19]. In Lemma 3.16 we will show: Let d(x) be the distance of x to the plane Rl .
Then there is a constant c > 0 such that
‖d−s(·) f |Lp(Rn)‖ ≤ c ∑
α∈Nnl
|α|=r
‖d−s+r(·)Dα f |Lp(Rn)‖
for all f ∈Cr(Rn) with (Dβ f )(x′,0) = 0 for all x′ ∈ Rl and β ∈ Nnl with |β | ≤ r− 1.
2. PRELIMINARIES
Let Rn be the Euclidean n-space, Z be the set of integers, N be the set of natural numbers, N0 =N∪{0}
and N0 =N0∪{∞}. By |x| we denote the usual Euclidean norm of x ∈Rn, by ‖x|X‖ the (quasi)-norm of an
element x of a (quasi)-Banach space X . If S ⊂ Rn, then we denote the n-dimensional Lebesgue measure of
S by |S|.
By S (Rn) we mean the Schwartz space on Rn, by S ′(Rn) its dual. The Fourier transform of f ∈
S
′(Rn) resp. its inverse will be denoted by ˆf resp. ˇf . The convolution of f ∈S ′(Rn) and ϕ ∈S (Rn) will
be denoted by f ∗ϕ . With supp f we denote the support of a distribution f ∈S ′(Rn).
By Lp(Rn) for 0 < p ≤ ∞ we denote the usual quasi-Banach space of p-integrable complex-valued
functions with respect to the Lebesgue measure | · | with the usual sup-norm modification for p = ∞. If
Ω ⊂ Rn is open, then we denote by Lp(Ω) the Lebesgue Lp-space on Ω.
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Let k ∈ N0. By Ck(Rn) we denote the space of all functions f : Rn → C which are k-times continuously
differentiable (continuous, if k = 0) and bounded.
Let s ∈ R, 0 < p ≤ ∞ resp. 0 < p < ∞ and 0 < q ≤ ∞. By Bsp,q(Rn) and F sp,q(Rn) we denote the Besov-
and Triebel-Lizorkin function spaces on Rn.
If X ,Y are quasi-Banach spaces, then by the notation X →֒ Y we mean that X ⊂ Y and that the inclusion
map is bounded. In the text we will usually use the term "norm" also if we only have a quasi-Banach space
to deal with.
Let Br(x0) = {x ∈ Rn : |x− x0| < r} be the open ball with centre x0 and radius r > 0. Furthermore, we
shorten Br := Br(0) and B := B1.
Throughout the text all unimportant constants will be called c,c′,C etc. or we will directly write A. B
which means that there is a constant C > 0 such that A ≤ C · B. Only if extra clarity is desirable, the
dependency of the parameters will be stated explicitly. The concrete value of these constants may vary in
different formulas but remains the same within one chain of inequalities. By A ∼ B we mean that there are
constants C1,C2 > 0 such that C1 ·B ≤ A ≤C2 ·B.
2.1. Basic properties of function spaces Bsp,q(Rn) and Fsp,q(Rn).
Definition 2.1. Let s ∈ R,0 < p ≤ ∞,0 < q ≤ ∞ and n be the dimension of Rn. Then we define
σp := n ·
(
1
p
− 1
)
+
and σp,q := n ·
(
1
min(p,q)− 1
)
+
,
where a+ = max(a,0). Furthermore, if s ∈ R, then there are uniquely determined ⌊s⌋ ∈ Z and {s} ∈ (0,1]
with s = ⌊s⌋+ {s}.
Proposition 2.2 (Homogeneity property of F sp,q(Rn)). Let 0 < p < ∞, 0 < q≤∞ and s > σp,q. Then for all
λ ∈ (0,1] and f ∈ F sp,q(Rn) with
supp f ⊂ Bλ = {x ∈ Rn : |x|< λ}
it holds
‖ f (λ ·)|F sp,q(Rn)‖ ∼ λ s−
n
p ‖ f |F sp,q(Rn)‖
Proof. This is a reformulation of [20, Theorem 2.11] going back to [19, Corollary 5.16]. 
Let l ∈N, l < n and 1≤ j1 < .. . < jl ≤ n. We set
x j1,..., jl := (x1, . . . ,x j1−1,x j1+1, . . . , ,x jl−1,x jl+1, . . . ,xn) ∈ R
n−l
with obvious modifications if j1 = 1 or jl = n. Let f :Rn →C. Then we define
f x j1 ,..., jl (x j1 , . . . ,x jl ) := f (x1, . . . ,x j1−1,x j1 ,x j1+1, . . . , ,x jl−1,x jl ,x jl+1, . . . ,xn)
as a function on Rl for a fixed x j1,..., jl ∈ Rn−l .
Proposition 2.3. Let n ≥ 2, l ∈ N and l < n. Let
0 < p < ∞,0 < q ≤ ∞ and s > σp,q.
Then Fsp,q(Rn) has the Fubini property, i. e. for all f ∈ Fsp,q(Rn) it holds
‖ f |F sp,q(Rn)‖ ∼ ∑
1≤ j1<...< jl≤n
∥∥∥∥∥ f x j1 ,..., jl |Fsp,q(Rl)∥∥|Lp(Rn−l)∥∥∥(1)
Proof. The proof is an application of the 1-dimensional Fubini property for F sp,q(Rn), see [19, Theorem
4.4] 
2.2. Function spaces on domains.
Definition 2.4. Let Ω be a domain, i. e. non-empty open set, in Rn, Γ = ∂Ω its boundary and Ω its closure.
By D(Ω) we denote the set of all functions f ∈ D(Rn) with support inside Ω and by D′(Ω) its usual
topological dual space.
Denote by g|Ω ∈D′(Ω) the restriction of g to Ω, hence (g|Ω)(ϕ) = g(ϕ) for ϕ ∈ D(Ω). We introduce
Fsp,q(Ω) := { f ∈D′(Ω) : f = g|Ω for some g ∈ F sp,q(Rn)},
‖ f |F sp,q(Ω)‖= inf‖g|Fsp,q(Rn)‖,
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where the infimum is taken over all g ∈ Fsp,q(Rn) with g|Ω = f . Moreover, let
˜F sp,q( ¯Ω) := { f ∈ F sp,q(Rn) : supp f ∈ Ω}
with the quasi-norm from F sp,q(Rn). Then
˜Fsp,q(Ω) := { f ∈ D′(Ω) : f = g|Ω for some g ∈ ˜F sp,q( ¯Ω)},
‖ f | ˜Fsp,q(Ω)‖= inf‖g| ˜Fsp,q( ¯Ω)‖,
where the infimum is taken over all g ∈ ˜Fsp,q( ¯Ω) with g|Ω = f .
Definition 2.5. We now introduce the refined localization spaces F s,rlocp,q (Ω). We start with a Whitney
decomposition of Ω in the same way as in [20, Section 2.1.2]. For more details see Stein [16, Theorem 3,
p. 16]. Let
Q0l,r ⊂ Q1l,r, l ∈ N0,r = 1, . . . ,M j with M j ∈ N0
be concentric (open) cubes in Rn, sides parallel to the axes of coordinates, centred at 2−lmr for an mr ∈ Zn.
The side length of Q0l,r shall be 2−l , the side length of Q1l,r shall be 2−l+1. We call this collection of cubes a
Whitney decomposition of Ω if the cubes Q0l,r are pairwise disjoint, if
Ω =
⋃
l,r
Q0l,r, dist(Q10,r,Γ)& 1 and dist(Q1l,r,Γ)∼ 2−l for l ∈N.
By the construction in [16, Theorem 3, p. 16] one can furthermore assume that for adjacent cubes Q0l,r and
Q0l′,r′ it holds |l− l′| ≤ 1.
Let ρ = {ρ j,r} be a suitable resolution of unity for Whitney cubes, i. e.
supp ρ j,r ⊂ Q1j,r, ‖Dαρ j,r(x)‖ ≤ cα2 j|α |, x ∈ Ω,α ∈Nn0(2)
for some cα > 0 independent of x, j,r and
∞
∑
j=0
M j
∑
r=1
ρ j,r(x) = 1 if x ∈ Ω.
Let 0 ≤ p < ∞, 0 < q ≤∞ and s > σp,q. Then
F s,rlocp,q (Ω) :=
{
f ∈ D′(Ω) : ‖ f |F s,rlocp,q (Ω)‖ρ < ∞
}
with
‖ f |F s,rlocp,q (Ω)‖ρ :=
(
∞
∑
j=0
M j
∑
r=1
‖ρ j,r f |F sp,q(Rn)‖p
) 1
p
.
Remark 2.6. The definition of F s,rlocp,q (Ω) is independent of the choice of the resolution of unity ρ . The
space D(Ω) is dense in F s,rlocp,q (Ω) if 0 < p,q < ∞. This follows by the density of D(Rn) in F sp,q(Rn) and
pointwise multiplier arguments.
Remark 2.7. In [20, Section 2] Triebel introduced (interior) u-wavelet systems for Ω, u-wavelet bases,
u-Riesz bases and interior sequence spaces f sp,q(ZΩ) on domains Ω. The main result of this section is the
wavelet decomposition in [20, Theorem 2.38] of F s,rlocp,q (Ω):
Remark 2.8. In [20, Proposition 3.10] Triebel showed that for the class of bounded E-thick domains it
holds
˜F sp,q(Ω) = Fs,rlocp,q (Ω).
This is not valid for Ω = Rn \Rl. Actually, we have for s > 0
˜F sp,q(R
n \Rl)∼= F sp,q(R
n) since Ω = Rn and ˜F sp,q(∂Ω) = {0}.
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Theorem 2.9 (Wavelet basis for F s,rlocp,q (Ω)). Let Ω be an arbitrary domain in Rn with Ω 6= Rn. Let
0 < p < ∞,0 < q < ∞,s > σp,q and u > s.
and furthermore let v > 0 such that
max(1, p)< v < ∞, s− n
p
>−
n
v
.
Then there is an orthonormal u-wavelet basis
Φ =
{
Φ jr : j ∈N0,r = 1, . . . ,N j
}
⊂Cu(Ω)
in L2(Ω) according to [20, Definition 2.31] such that the following holds: An element f ∈ Lv(Ω) belongs
to F s,rlocp,q (Ω) if, and only if, f can be represented as
f =
∞
∑
j=0
N j
∑
r=1
λ jr ( f )2−
jn
2 Φ jr , λ ∈ f sp,q(ZΩ).(3)
The representation (3) is unique and it holds
λ jr ( f ) = 2 jn/2( f ,Φ jr), ‖ f |F s,rlocp,q (Ω)‖ ∼ ‖λ ( f )| f sp,q(ZΩ)‖.
3. DECOMPOSITION THEOREMS FOR FUNCTION SPACES ON DOMAINS
3.1. Basic notation. Let n ∈N with l < n. Let Rn = Rl ×Rn−l and x = (y,z) ∈ Rn,
y = (y1, . . . ,yl) ∈ Rl ,z = (z1, . . . ,zn−l) ∈ Rn−l .
We identify Rl with the plane {z = 0} ⊂ Rn. Hence, in our understanding
Rn \Rl = {x = (y,z) ∈ Rn : z 6= 0} .
Furthermore, let
Ql = {x = (y,z) ∈ Rn : z = 0,0 < ym < 1,m = 1, . . . , l} ⊂ Rl
be the unit cube in this plane and let
Qnl = {x = (y,z) ∈Rn : (y,0) ∈ Ql ,z ∈ Rn−l}.
Let
Nnl = {α = (α1, . . . ,αn) ∈ N
n
0 : α1 = . . .= αl = 0} .
Then by Dα f with α ∈ Nnl we denote the derivatives perpendicular to Rl .
3.2. Reinforced spaces for Rn \Rl . In [20, Section 6.1.4] Triebel showed the following crucial property
which paved the way to the wavelet characterization for the cube Q:
Proposition 3.1 (Triebel). Let l ∈ N and l < n. Let
1 ≤ p < ∞,0 < q < ∞,0 < s− n− l
p
/∈ N and r = ⌊s− n− l
p
⌋
Then D(Qnl \Ql) is dense in { f ∈ ˜F sp,q(Qnl ) : trrl f = 0} .
Here trrl f is the trace operator onto Ql . However, when s− n−lp ∈ N0, Proposition 3.1 cannot be proven
in this way and should not be true in general. As suggested in [20, Section 6.2.3] we have to “reinforce” the
function spaces F sp,q(Rn). To simplify notation in the upcoming substitute of Proposition 3.1 we replace Ql
by Rn \Rl and Qnl by Rn. The basic observations remain the same.
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3.2.1. Hardy inequalities at l-dimensional planes. We start with some basic observations regarding Hardy
inequalities at planes Rl for function spaces on Rn. The main observation of this section is the difference of
the behaviour at Rl of f ∈ Fsp,q(Rn) for 0 < s < n−lp - the non-critical cases - in comparison to the behaviour
for s = n−lp - the critical cases.
Definition 3.2. Let
d(x) := dist(x,∂Ω) = inf{|x− y| : y ∈ ∂Ω} and Ωε := {x ∈ Ω : d(x)< ε}
Now we take a look at Ω =Rn \Rl using the notation x = (x′,x′′) ∈Rn =Rl ×Rn−l. Then in our special
situation we have d(x) = |x′′|.
Proposition 3.3 (Sharp Hardy inequalities - the critical case). Let 0 < ε < 1, 1 < p < ∞ and 0 < q ≤ ∞.
Let κ be a positive monotonically decreasing function on (0,ε). Then∫
(Rn\Rl)ε
∣∣∣∣κ(d(x)) f (x)logd(x)
∣∣∣∣
p dx
dn−l(x)
≤ c
∥∥∥∥ f |F n−lpp,q (Rn)
∥∥∥∥
p
for some c > 0 and all f ∈ F
n−l
p
p,q (Rn) if and only if κ is bounded.
Proof. The proof is a generalization of the discussion in [19, Section 16.6]. There the case l = n− 1 is
considered. One uses the one-dimensional version of the Hardy inequality (16.8) in [19].
For the “if-part” let at first 1 < q≤ ∞. We now use the (n− l)-dimensional version of (16.8) in [19]. Let
x = (x′,x′′) ∈ Rn = Rl ×Rn−l. We fix x′ ∈ Rl and get∫
|x′′|<ε
∣∣∣∣κ(|x′′|)| f (x′,x′′)log |x′′|
∣∣∣∣
p dx′′
|x′′|n−l
.
∥∥∥∥ f |F n−lpp,q (Rn−l)
∥∥∥∥
p
.
We now integrate over x′ ∈ Rl and make use of the Fubini property of Fsp,q(Rn), see Proposition 2.3. Using
d(x) = |x′′| this shows∫
(Rn\Rl)ε
∣∣∣∣κ(d(x)) f (x)logd(x)
∣∣∣∣
p dx
dn−l(x) .
∥∥∥∥∥∥ f |F n−lpp,q (Rn−l)∥∥|Lp(Rl)
∥∥∥∥
. ‖ f |F sp,q(Rn)‖.
(4)
Since for fixed p with 1 < p < ∞ the spaces F
n−l
p
p,q (R
n−l) are monotonic with respect to q, inequality (4)
holds for all 1 < p < ∞ and 0 < q ≤ ∞.
For the “only if-part” we have to show that κ must be bounded. The proof is a generalization of the
discussion in [19, Section 16.6] for dimension l = n− 1. We consider the set
SlJ = {x = (x′,x′′) ∈ Rl ×Rn−l : |x′|< 1, |x′′|< 2−J}, J ∈N
and Sl,∗J = SlJ \ SlJ+1. We will construct an (n− l)-dimensional substitute of fJ from (16.29) in [19]. We
want to have fJ ∈ Fn−lp,q (Rn),
fJ(x) = J
1
p′ for x ∈ SlJ and ‖ fJ |F
n−l
p
p,q (R
n)‖ . 1.(5)
If such a sequence of fJ’s exist, we get∫
(Rn\Rl)ε
∣∣∣∣κ(d(x)) fJ(x)logd(x)
∣∣∣∣
p dx
dn−l(x)
& κ(2−J)pJ1−p
∫
Sl,∗J
∣∣∣∣ 1logd(x)
∣∣∣∣
p dx
dn−l(x)
∼ κ(2−J)pJ1−p
∫ 2−J
2−J−1
rn−l−1
1
rn−l | logr|p
dr
& κ(2−J)p
using (n− l)-dimensional spherical coordinates and p > 1. Since the constants do not depend on J ∈N, this
shows κ . 1 keeping in mind ‖ fJ |F
n−l
p
p,q (Rn)‖. 1. We can define a series of fJ’s in the following way: For
every j ∈ N we choose lattice points x j,k ∈ Sl,∗j for k ∈ {1, . . . ,C j} such that
Sl,∗j ⊂
C j⋃
k=1
B2− j(x
j,k)(6)
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and |x j,k− x j,k′ | ≥ 2− j for k 6= k′. By a simple volume argument we have
C j ∼
|Sl,∗j |
2− jn
∼ 2 jl .(7)
Let ψ ∈S (Rn) be non-negative, ψ(x) = 1 for |x| ≤ 12 and ψ(x) = 0 for all |x| ≥ 1. We set
fJ(x) := J−
1
p
J
∑
j=1
C j
∑
k=1
2− j
l
p
[
2 j
l
p ψ(2 j−1(x− x j,k))
]
.
At least when q ≥ 1 and no moment conditions are necessary the functions[
2 j
l
p ψ(2 j−1(x− x j,k))
]
are correctly normalized atoms in F
n−l
p
p,q (Rn), see [15, Definition 3.1]. Furthermore, by the support prop-
erties we can use the arguments in [19, Section 2.15] using a modification of the sequence space. The
slight overlapping of the functions ψ(2 j−1(x− x j,k)) for different j can be neglected. Hence by the atomic
representation Theorem, see [15, Theorem 3.12], and (7) we have
‖ fJ |F
n−l
p
p,q (R
n)‖ . J−
1
p
(
J
∑
j=1
2 jl
∑
k=1
(
2− j
l
p
)p) 1p
∼ 1.
On the other hand using (6) and the support properties of ψ we get
fJ(x)≥ J−
1
p
J
∑
j=1
1 = J
1
p′ for x ∈ SlJ.(8)
For 0 < q < 1 one has to modify the functions fJ to get moment conditions. These modifications are
described in Step 5 of the proof of Theorem 13.2 in [19]. Then one has to define (6) such that the functions
ψ(2 j−1(x− x j,k)) have disjoint support for fixed j and different k. Then they cannot satisfy (8). But this is
not necessary - it suffices to have fJ(x)≥ J
1
p′ on a set AlJ ⊂ SlJ with |AlJ | ∼ |SlJ|. This is possible. 
Proposition 3.4 (Sharp Hardy inequalities - the subcritical case). Let 0 < ε < 1, 1≤ p < ∞ and 0 < q≤∞.
Let 0 < s < n−lp and κ be a positive monotonically decreasing function on (0,ε). Then∫
(Rn\Rl)ε
|κ(d(x)) f (x)|p dxdsp(x) ≤ c
∥∥ f |F sp,q(Rn)∥∥p
for some c > 0 and all f ∈ F sp,q(Rn) if and only if κ is bounded.
Proof. The “if-part” can be handled in the same way as in Proposition 3.3 before. Now we use the (n− l)-
dimensional version of (16.15) in [19] having in mind s− n−lp = − nr . Here p = 1 is allowed. Then we
integrate over x′ ∈ Rl and make use of the Fubini property 2.3 to get the desired result, using d(x) = |x′′|.
For the “only if-part” we argue similar to (15.11) of [19]. We take
f j := 2 j(−s+
n
p−
n
2 ) ·Φ jr
for j ∈N with a wavelet Φ jr choosen from an oscillating u-Riesz basis for Rn, see [20, Theorem 1.20], such
that
dist(supp Φ jr ,Rl)∼ 2− j,(9)
for instance choose m = (0, . . . ,0,1,1, . . . ,1) where the first l coordinates are 0. Obviously,
f j(x) = 2− j(s−
n
p )Φ0r′(2
jx)
for a suitable r′ ∈ Zn. Then by the atomic representation Theorem, see [15, Theorem 3.12], we have
‖ f j|F sp,q(Rn)‖. 1. By (9) we have for large j∫
(Rn\Rl)ε
∣∣ f j(x)∣∣p dxdsp(x) & 2− jp(s− np ) ·
∫
supp Φ jr
dx
dsp(x) & 1.
Hence κ(t) must be bounded for t → 0. 
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3.2.2. Definition of reinforced function spaces Fs,rinfp,q (Rn \Rl). Propositions 3.3 and 3.4 describe the dif-
ferent behaviour of the spaces F
n−l
p
p,q (Rn) and F sp,q(Rn) for 0 < s < n−lp in terms of Hardy inequalities. For
the space F
n−l
p
p,q (R
n) we have a weaker inequality with a additional log-term. This leads to the following
definition of the reinforced spaces for Ω = Rn \Rl with ∂Ω = Rl .
Definition 3.5. Let 1 ≤ p < ∞, 0 < q ≤ ∞ and s > 0.
(i) Let s− n−lp /∈N0. Then
F s,rinfp,q (R
n \Rl) := F sp,q(R
n).
(ii) Let s− n−lp = r ∈ N0. Then
F s,rinfp,q (R
n \Rl)
:=
{
f ∈ F sp,q(Rn) : d−
n−l
p ·Dα f ∈ Lp((Rn \Rl)ε ) for all α ∈Nnl , |α|= r
}
.
Remark 3.6. For s− n−lp = r ∈ N0 this space can be normed by
‖ f |F s,rinfp,q (Rn \Rl)‖ := ‖ f |F sp,q(Rn)‖+ ∑
α∈Nnl
|α|=r
(∫
(Rn\Rl)ε
|Dα f (x)|p dxdn−l(x)
) 1
p
.
Remark 3.7. The space F s,rinfp,q (Rn \Rl) does not depend on the choice of ε in the sense of equivalent norms
since for |α|= r we have s− r > 0 and hence
Dα f ∈ F s−rp,q (Rn)⊂ Lp(Rn).
Furthermore, we can replace d(x) by δ (x) = min(d(x),1)).
Remark 3.8. This definition is adapted by Definition 6.44 in [20], where the case of a C∞-domain Ω is
considered and in this sense l = n− 1. Then there is only one direction of derivatives to be treated - the
normal derivative at ∂Ω.
Remark 3.9. Let s− n−lp /∈N0. Let f ∈ Fsp,q(Rn), r := ⌊s− n−lp ⌋+1 and additionally assume s− r > 0: By
classical properties of F sp,q(Rn) it holds
Dα f ∈ F s−rp,q (Rn) for |α|= r.
Using the Hardy inequality from Proposition 3.4 we automatically have∫
(Rn\Rl)ε
|Dα f (x)|p dx
d(s−r)p(x)
.
∥∥Dα f |F s−rp,q (Rn)∥∥p . c∥∥ f |F sp,q(Rn)∥∥p .
Remark 3.10. For the Triebel-Lizorkin spaces F sp,q(Rn) we always have
F s+σp,q (R
n) →֒ F sp,q(R
n)
for σ > 0. We cannot transfer such an embedding from Fsp,q(Rn) to F
s,rinf
p,q (Rn \Rl): For incorporating the
critical cases (s− n−lp ∈ N0) we would have to show
‖d−
n−l
p f |Lp((Rn \Rl)ε)‖. ‖ f |F
n−l
p +σ
p,q (R
n)‖.
Take a function ψ ∈ D(Rn) with ψ(x) = 1 with |x′| ≤ 1, |x′′| ≤ 1, then
‖d−
n−l
p ψ |Lp((Rn \Rl)1)‖p ≥
∫
|x′ |≤1
∫
|x′′|≤1
|x′′|−(n−l) dx′′ dx′ = ∞.
But ψ ∈ F sp,q(Rn) for all s > 0. This shows
F
n−l
p +σ
p,q (R
n) 6֒→ F
n−l
p ,rinf
p,q (R
n \Rl), F
n−l
p ,rinf
p,q (R
n \Rl)( F
n−l
p
p,q (R
n).
Analogously we have
F
r+ n−lp +σ
p,q (R
n) 6֒→ F
r+ n−lp ,rinf
p,q (R
n \Rl), F
r+ n−lp ,rinf
p,q (R
n \Rl)( F
r+ n−lp
p,q (R
n).
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As a weaker version one can show that
f ∈ Fr+
n−l
p +σ
p,q (R
n) belongs to F
r+ n−lp ,rinf
p,q (R
n \Rl)
for σ ∈ [0,1] if trl Dα f = 0 for all α ∈ Nnl with |α|= r, see [14, Corollary 3.42].
3.3. Properties and alternative characterizations of refined localization spaces. Let Ω be a domain
with Ω 6= Rn, Γ = ∂Ω, d(x) = dist(x,Γ) and δ (x) = min(d(x),1).
Proposition 3.11. Let Ω be an arbitrary domain in Rn. Let
0 < p < ∞,0 < q < ∞,s− r > σp,q,α ∈ Nn with |α|= r.
It holds: If f belongs to F s,rlocp,q (Ω), then Dα f belongs to F s−r,rlocp,q (Ω) with
‖Dα f |F s−r,rlocp,q (Ω)‖. ‖ f |F s,rlocp,q (Ω)‖.
Proof. It suffices to prove the Proposition for |α|= 1. We will give a proof using the homogeneity Property
2.2. An alternative proof can be found using a general approach to atomic decompositions of f ∈ F s,rlocp,q (Ω),
see [14, Proposition 3.19].
If f ∈ F s,rlocp,q (Ω), then ρ j,r f ∈ F sp,q(Rn) for j ∈ N0,r ∈ {1, . . . ,M j} and
Dα(ρ j,r f ) = (Dα ρ j,r) · f +ρ j,r ·Dα f ∈ Fs−1p,q (Rn).
By triangle inequality and classical differentiation properties of Fsp,q(Rn) we get
‖ρ j,rDα f |F s−1p,q (Rn)‖ . ‖(Dαρ j,r) · f |F s−1p,q (Rn)‖+ ‖ρ j,r f |F sp,q(Rn)‖.
To prove the proposition, it suffices to estimate the p-sum of the first terms on the RHS by ‖ f |F s,rlocp,q (Ω)‖.
It holds
(Dα ρ j,r) · f = (Dα ρ j,r) · ∑
| j− j′|≤c
∑
r′
(ρ j′,r′ f ),
where c and the number of summands in the sum over r′ are independent of j and r, see (2).
Now we make use of the homogeneity property, see Proposition 2.2, and pointwise multipliers, see [15,
Theorem 4.1]. We get
‖(Dα ρ j,r) · f |Fs−1p,q (Rn)‖
. ∑
| j− j′|≤c
∑
r′
‖(Dα ρ j,r) · (ρ j′,r′ f )|F s−1p,q (Rn)‖
∼ 2 j(s−
n
p ) ∑
| j− j′|≤c
∑
r′
‖Dα
(
ρ j,r(2− j·)
)
· (ρ j′,r′ f )(2− j·)|F s−1p,q (Rn)‖
. 2 j(s−
n
p ) ∑
| j− j′|≤c
∑
r′
‖(ρ j′,r′ f )(2− j·)|F sp,q(Rn)‖
∼ ∑
| j− j′|≤c
∑
r′
‖ρ j′,r′ f |F sp,q(Rn)‖,
where the constants do not depend on r or j, using property (2). Thus
∞
∑
j=0
M j
∑
r=1
‖(Dα ρ j,r) · f |F s−1p,q (Rn)‖p .
∞
∑
j=0
M j
∑
r=1
‖ρ j,r · f |F sp,q(Rn)‖p = ‖ f |Fs,rlocp,q (Ω)‖p.

Remark 3.12. For Ω = Rn there is the converse inequality
‖ f |F sp,q(Rn)‖ ≤ c ∑
|α |≤r
‖Dα f |F s−rp,q (Rn)‖.
Such an inequality cannot hold for F s,rlocp,q (Ω) even on a C∞-domain Ω. For an argument see [14, Remark
3.20] and for a possible weaker converse [14, Corollary 3.44, Corollary 3.45].
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Proposition 3.13. Let Ω be an arbitrary domain in Rn with Ω 6= Rn, let
0 < p < ∞,0 < q < ∞,s > σp,q.
Then f ∈ F s,rlocp,q (Ω) if, and only if,
‖ f |F sp,q(Ω)‖+ ‖δ−s(·) f |Lp(Ω)‖< ∞.
Proof. First step: Let f ∈ F s,rlocp,q (Ω). There is a wavelet characterization of f by Theorem 2.9 which leads
to an atomic decomposition of f ∈ F sp,q(Rn), thus
‖ f |F sp,q(Ω)‖. ‖ f |F s,rlocp,q (Ω)‖.
Furthermore, let ρ = {ρ j,r} be the resolution of unity adapted to the Whitney cubes Q1j,r. It holds
d(x)∼ 2− j for x ∈ supp ρ j,r for j ∈N; d(x)& 1 for x ∈ supp ρ0,r.
We use the homogeneity property from Proposition 2.2 to get
‖δ−sρ j,r f |Lp(Rn)‖ ∼ 2 js‖ρ j,r f‖Lp(Rn)‖ ∼ 2 j(s−
n
p )‖(ρ j,r f ) (2− j·)‖Lp(Rn)‖
. 2 j(s−
n
p )‖(ρ j,r f ) (2− j·)‖Fsp,q(Rn)‖ ∼ ‖ρ j,r f‖Fsp,q(Rn)‖
with constants independent of j and r. Thus we arrive at
‖δ−s f |Lp(Rn)‖ ∼
(
∑
j,r
‖δ−sρ j,r f |Lp(Rn)‖p
) 1
p
.
(
∑
j,r
‖ρ j,r f |F sp,q(Rn)‖p
) 1
p
.
Second step: Let f ∈ Fsp,q(Ω) with δ−s(·) f ∈ Lp(Ω). Then f ∈ Lv(Ω) for a v > max(1, p). Hence we
can find a wavelet representation on Ω, see [20, Theorem 2.36 ] in analogy to Theorem 2.9, thus
f =
∞
∑
j=0
N j
∑
r=1
λ jr ( f )2−
jn
2 Φ jr
with λ jr ( f ) ∈ f 0v,2(ZΩ). We split f = f1 + f2, where f1 collects the boundary wavelets (without moment
conditions) with
dist(supp Φ j,1r ,Γ)∼ 2− j(10)
and f2 collects the interior wavelets (with moment conditions) with
dist(supp Φ j,2r ,Γ)& 2− j.
The wavelets Φ j,2r fulfil appropriate derivative and moment conditions. Thus by local mean Theorem 1.15
from [20] used for the orthogonal wavelets Φ j,2r we get
‖λ j,2r ( f )| f sp,q(ZΩ)‖= 2 jn/2‖( f ,Φ j,2r )| f sp,q(ZΩ)‖= 2 jn/2‖( ˜f ,Φ j,2r )| f sp,q(ZΩ)‖
. ‖ ˜f |Fsp,q(Rn)‖,
where ˜f is an arbitrary extension of f from Ω to Rn (the values outside of Ω do not matter for ( f ,Φ j,2r )).
Taking the infimum over the F sp,q(Rn)-norms we get
‖λ j,2r ( f )| f sp,q(ZΩ)‖. ‖ f |F sp,q(Ω)‖.
Hence f2 ∈ F s,rlocp,q (Ω) by the wavelet Theorem 2.9 for F s,rlocp,q (Ω). By the first step
‖δ−s f2|Lp(Ω)‖. ‖ f |F sp,q(Ω)‖.
Using triangle inequality this leads to
‖δ−s f1|Lp(Ω)‖. ‖ f |F sp,q(Ω)‖+ ‖δ−s f |Lp(Ω)‖.(11)
Furthermore, ‖2 jsλ j,1r | f 0p,q(ZΩ)‖ is independent of q - there is a constant C > 0 such that for all x ∈ Ω not
more than C boundary wavelets are supported at x. This argument was also used in the proof of Theorem
2.28 in [20] refering to [20, Remark 2.25]. Hence
‖λ j,1r | f sp,q(ZΩ)‖ ∼ ‖2 jsλ j,1r | f 0p,q(ZΩ)‖ ∼ ‖2 jsλ j,1r | f 0p,p(ZΩ)‖ ∼ ‖δ−s f1|Lp(Ω)‖
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by direct calculation of the Lp(Ω)-norm and (10). Now, using (11) we have
‖λ j,1r | f sp,q(ZΩ)‖. ‖ f |F sp,q(Ω)‖+ ‖δ−s f |Lp(Ω)‖,
which proves that also f1 ∈ Fs,rlocp,q (Ω) by the wavelet Theorem 2.9. 
3.4. Reinforced function spaces: Traces. As stated earlier Proposition 3.1 cannot hold when r = s− n−lp ∈
N. The aim of the following sections is to find a substitute. We have to care about traces at Rl for our newly
introduced function spaces Fs,rinfp,q (Rn \Rl) instead of F sp,q(Rn).
Let x = (y,z) ∈ Rl ×Rn−l. By trl we denote the trace operator
trl : f (x) 7→ f (y,0), for f ∈ F sp,q(Rn)
on Rl (if it exists) and by trrl the composite map of all traces of derivatives with order not larger than r and
perpendicular to Rl
trrl : f 7→ {trl Dα f : α ∈ Nnl , |α| ≤ r} .
For further informations on traces see [20, Section 5.11] or [17, Section 4.4].
Proposition 3.14 (Traces). Let l ∈ N0, n ∈ N with l < n and r ∈ N0. Let 1 ≤ p < ∞,0 < q < ∞ and
s > r+ n−lp . Then
trrl :F
s,rinf
p,q (R
n)→ ∏
α∈Nnl
|α|≤r
F
s− n−lp −|α |
p,p (R
l).
Proof. This follows from Fs,rinfp,q (Rn) →֒ F sp,q(Rn) and Proposition 6.17 in [20]. The replacement of Ql by
Rl is immaterial. 
3.5. Decomposition theorems for F s,rinfp,q (Rn \Rl) adapted to wavelets. Our main goal of this section is
the proof of the Theorems 3.19 and 3.20 which are the substitutes for Proposition 3.1 originating from
(6.68) in [20]. It can be used later on for the construction of the wavelet bases on cubes.
A similar observation for the more special C∞-domains is the following proposition, where only traces
perpendicular to the boundary ∂Ω are to be considered. A proof of these results is given in [18, Section
2.4.5].
Proposition 3.15. Let Ω be a bounded C∞-domain in Rn. Let 1 ≤ p < ∞, 0 < q < ∞ and 0 < s− 1p /∈ N.
Then
˜Fsp,q(Ω) = F s,rlocp,q (Ω) = { f ∈ F sp,q(Ω) : trr∂Ω f = 0}.
In the following it will be easier to assume q ≥ 1. We will give some remarks for the cases 0 < q < 1
later on in Remark 3.21.
3.5.1. Hardy inequalities using boundary conditions at Rl . The next lemma will be a crucial observation
for what follows later. It is somehow an n-dimensional version of the known Hardy inequality going back
to [10], where here functions vanishing at l-dimensional planes are considered.
Lemma 3.16 (Hardy inequality). Let n ∈ N, l ∈ N0, l < n and r ∈ N. Let 1 ≤ p < ∞, s > r− 1+ n−lp and
d(x) be the distance of x = (x′,x′′) ∈ Rl ×Rn−l from Rl . Then there is a constant c > 0 such that
‖d−s(·) f |Lp(Rn)‖ ≤ c ∑
α∈Nnl
|α|=r
‖d−s+r(·)Dα f |Lp(Rn)‖
for all f ∈Cr(Rn) with (Dβ f )(x′,0) = 0 for all x′ ∈ Rl and β ∈Nnl with |β | ≤ r− 1.
Proof. At first let us prove this lemma for r = 1: Let x = (x′,x′′) ∈Rl ×Rn−l. We fix x′,x′′ with x′′ 6= 0 and
consider the one-dimensional function
g : R+ →C, t 7→ f
(
x′, t ·
x′′
|x′′|
)
.
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Then g(0) = f (x′,0) = 0 and thus
g(t) =g(t)− g(0) =
∫ t
0
g′(u) du =
∫ t
0
n
∑
j=n−l+1
x j
|x′′|
·
∂ f (x′′,u · x′′|x′′| )
∂x j
du
≤
∫ t
0
∣∣∣∣∇n−l f
(
x′′,u ·
x′′
|x′′|
)∣∣∣∣ du
by Cauchy’s inequality. Now we apply the Hardy inequality for weighted one-dimensional Lp-spaces to the
function g
∫
∞
0

 | f (x′, t · x′′|x′′| )|
t


p
· tα dt .
∫
∞
0
n
∑
j=n−l+1
∣∣∣∣∣∣
∂ f (x′, t · x′′|x′′| )
∂x j
∣∣∣∣∣∣
p
tα dt(12)
for 1 ≤ p < ∞ and p > α + 1.
We integrate with respect to (n− l)-dimensional spherical coordinates∫
x′′∈Rn−l
|h(x′′)|p dx′′ =
∫
B
τ(y)
∫
∞
0
tn−l−1|h(ty)|p dy dt,(13)
where B := {y∈Rn−l : |y|= 1} and τ is a positive function depending only on the angle of y, but independent
of the absolute value of y.
Let h(x′′) := f (x′,x′′) · |x′′|−s for x= (x′,x′′)∈Rl×Rn−l . Then the inner integral in (13) can be estimated
using (12) for every x′′ ∈ Rn−l . We get
∫
∞
0
tn−l−1| f (x′, ty)|pt−sp dt .
∫
∞
0
tn−l−1
n
∑
j=n−l+1
∣∣∣∣∂ f (x′, ty)∂x j
∣∣∣∣
p
t(−s+1)p dt
if p ≥ 1 and p > 1+n− l−1+(−s+1)p. The second condition is equivalent to s > n−lp . Putting together
this pointwise estimate and (13) we arrive at
∫
x′′∈Rn−l
| f (x′,x′′)|p|x′′|−sp dx′′ .
∫
x′′∈Rn−l
n
∑
j=n−l+1
∣∣∣∣∂ f (x′,x′′)∂x j
∣∣∣∣
p
|x′′|(−s+1)p dx′′,
with constants independent of x′ ∈Rl . Integrating over x′ ∈ Rl finishes the lemma for r = 1.
The general assertion of our lemma for arbitrary r ∈N follows by mathematical induction using the same
arguments for the derivatives Dα f instead of f itself. Then we need (Dα f )(x′,0) = 0 for |α| ≤ r− 1 and
s > r− 1+ n−lp . 
Remark 3.17. Let 1≤ p < ∞, 1≤ q < ∞. In Lemma 3.16 we assumed f ∈Cr(Rn) with trr−1l f = 0. But this
lemma also holds true for f ∈ F sp,q(Rn) with s = r+ n−lp and trr−1l f = 0. Here is a sketch of the arguments:
Let R+ = {x ∈ R : x > 0}. In the proof we used
g(t) =
∫ t
0
g′(u) du(14)
for g ∈C1(R+) with g(0) = 0. We want to prove that identity (14) also holds true for g∗ ∈ F sp,q(R+) with
s = 1+ 1p and tr{0}g
∗ = 0 (only one trace).
For an extension g ∈ Fsp,q(R) of g∗ ∈ F sp,q(R+) we find a sequence of functions ϕ j ∈ S (R) with g j :=
g ∗ϕ j → g in Fsp,q(R). Since s > 1, both g and its (distributional) derivative g′ belong to Lp(R) and hence
g∗ϕ j → g and g′j = g′ ∗ϕ j → g′ in Lp(R). By choosing a subsequence we can assume that both sequences
converge almost everywhere. Furthermore, we have s = 1+ 1p >
1
p and hence by Proposition 3.14 the trace
operator is continuous. This shows
tr{0} g j → tr{0}g = 0.
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Now we arrive at
|g(t)−
∫ t
0
g′(u) du|
≤ |g(t)− g j(t)|+
∣∣∣∣g j(t)−
∫ t
0
g′j(u) du
∣∣∣∣+
∣∣∣∣
∫ t
0
(g′j(u)− g
′(u)) du
∣∣∣∣
≤ |g(t)− g j(t)|+ | tr{0} g j|+ ct‖g′j − g
′|Lp(R)‖.
For almost every t these three terms converge to 0.
So, let now l and n be as in Lemma 3.16 and (as in the proof) at first r = 1. Then f ∈ F sp,q(Rn) with
s = 1+ n−lp and trl f = 0 (only the trace of f itself). In the proof of Lemma 3.16 we constructed the function
gx′,x′′ :R+ →C : t 7→ f
(
x′, t ·
x′′
|x′′|
)
.
But, if f ∈ F sp,q(Rn) with s = 1+ n−lp , then hx′(x′′) := f (x′,x′′) ∈ Fsp,q(Rn−l) for almost every x′ in Rl
by the Fubini property 2.3. Furthermore, using the properties of the trace operator of F
1+ n−lp
p,q (R
n−l) onto
one-dimensional lines (see Proposition 3.14) we get that
gx′,x′′ :R+ → C : t 7→ hx′
(
t ·
x′′
|x′′|
)
∈ F
1+ 1p
p,p (R
+)
for almost all x′ ∈ Rl and moreover tr{0}g = 0.
Hence we have (14) almost everywhere. The rest of the proof of Lemma 3.16 (for r = 1) is a matter of
Lp(Rn−l)-integration - as long as f and Dα f belong to Lp(Rn), there are no further problems to cure.
For r > 1 we made use of an induction argument. Hence we require not only f ∈ F sp,q(Rn) with s =
1+ n−lp and trl f = 0 to have (14), but the same for the derivatives Dα f of f with α ∈ Nnl upto order
|α| ≤ r− 1. But this is satisfied, if we assume f ∈ Fsp,q(Rn) with s = r+ n−lp and trrl f = 0. Thus we have
Corollary 3.18. Let n ∈ N, l ∈ N0, l < n and r ∈ N. Let 1 ≤ p < ∞, d(x) be the distance of x = (x′,x′′) ∈
Rl ×Rn−l from Rl and let s = r+ n−lp . Then there is a constant c > 0 such that
‖d−s(·) f |Lp(Rn)‖ ≤ c ∑
α∈Nnl
|α|=r
‖d−s+r(·)Dα f |Lp(Rn)‖
for all f ∈ Fsp,q(Rn) with trr−1l f = 0.
3.5.2. The decomposition theorem for the non-critical cases. Now we come to the two main theorems
of the article which pave the way to the wavelet decomposition in the non-critical and critical cases for
F s,rinfp,q (Q) on the cube Q. Originally, Triebel proved the wavelet decomposition in [20, Theorem 6.30]
already for the non-critical cases, so only the critical cases are left. But, since our notation and approach is
slightly different, we also give a derivation for the non-critical cases which is different from Triebel’s proof.
Theorem 3.19 (The non-critical cases). Let 1 ≤ p < ∞ and 1 ≤ q < ∞. Let n ∈ N, l ∈ N0 and l < n. Let
s > 0,
s−
n− l
p
/∈ N0 and r = ⌊s−
n− l
p
⌋.
If r ∈ N0, then
F s,rlocp,q (R
n \Rl) =
{
f ∈ F s,rinfp,q (Rn \Rl) : trrl f = 0
}
.(15)
If r =−1 (hence s < n−lp ), then
F s,rlocp,q (R
n \Rl) = F s,rinfp,q (R
n \Rl).(16)
Proof. First step: We show that F s,rlocp,q (Rn \Rl) is contained in the RHS of (15) resp. (16). At first, if
f ∈ Fs,rlocp,q (Ω), then f has a wavelet decomposition by Theorem 2.9 and hence belongs to F sp,q(Rn) with
‖ f |F s,rinfp,q (Rn \Rl)‖= ‖ f |F sp,q(Rn)‖. ‖ f |F s,rlocp,q (Rn \Rl)‖(17)
by the atomic representation Theorem [15, Theorem 3.12].
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Furthermore, using (17) and Remark 2.6, which states that D(Rn \Rl) is dense in F s,rlocp,q (Rn \Rl), we
find a sequence {g j} j∈N ⊂ D(Rn \Rl) with
g j → f in F sp,q(Rn)
for every f ∈ Fs,rlocp,q (Rn \Rl). Hence by the continuity of the trace operator
0 = trl(Dα g j)→ trl(Dα f ) in F
s− n−lp −|α |
p,p (R
l).
Second step: We show that the RHS is contained in F s,rlocp,q (Rn \Rl). For r = −1, thus 0 < s < n−lp , this
follows from the Hardy inequalities for the subcritical case, see Proposition 3.4, and the equivalent charac-
terization of Fs,rlocp,q (Rn \Rl) in Proposition 3.13.
For the other cases (r ∈N, i. e. s > n−lp ) we want to give a proof using a dimension-fixing argument very
similar to the proof of Lemma 3.16.
Let f ∈ F s,rinfp,q (Rn \Rl) = Fsp,q(Rn) with trrl f = 0. Let x = (x′,x′′) ∈ Rl ×Rn−l. We fix x′ and consider
gx′(x′′) = f (x′,x′′) as a function mapping from Rn−l . By the Fubini property 2.3 of F sp,q(Rn) we get∫
x′∈Rl
‖g(x′, ·)|F sp,q(R
n−l)‖p dx′ . ‖ f |F sp,q(Rn)‖p(18)
and at least gx′ ∈ Fsp,q(Rn−l) almost everywhere. Furthermore, by trrl f = 0 we get tr{x′′=0}Dα gx′ = 0 for
α ∈ Nnl with |α| ≤ r for all x′ with gx′ ∈ F sp,q(Rn−l).
We now have simplified the situation: We look at a function g∈F sp,q(Rn−l) with traces at the point x′′ = 0
instead of traces at an l-dimensional plane. If we show our theorem for this special situation, this means if
we show
‖d−s(·)g|Lp((Rn−l \ {0})ε)‖. ‖g|Fsp,q(Rn−l)‖(19)
for g with trr{0} g = 0, then by integrating this estimate overR
l and using (18), we get the desired inequality
‖d−s(·) f |Lp((Rn \Rl)ε)‖ . ‖ f |Fsp,q(Rn)‖.
So, let’s assume f ∈ F sp,q(Rn−l) and trr{0} f = 0. Using (n− l)-dimensional spherical coordinates similar to
(13) we have ∫
x∈Rn
|x|−sp · | f (x)|p dx =
∫
B
τ(y)
∫
∞
0
tn−l−1−sp| f (ty)|p dt dy,
where B := {y ∈Rn−l : |y|= 1} and τ is a positive function depending only on the angle y of x but which is
independent of the absolute value t of x.
Thus it suffices to prove ∫
∞
0
t−(s−
n−l−1
p )p| f (ty)|p dt . ‖ f |F sp,q(Rn−l)‖.
But again, this can be proven using a very special situation of our theorem, already known: If f ∈F sp,q(Rn−l),
then the function
fy : R+ →C : t 7→ f (ty)
for y ∈ B belongs to F
s− n−l−1p
p,p (R
+) and it holds
‖ fy|Fs−
n−l−1
p
p,p (R
+)‖ ≤ c ‖ f |Fsp,q(Rn−l)‖(20)
with a constant c independent of y ∈ B: For y = (1,0, . . . ,0) this follows from the trace theorem Proposition
3.14. The independency from y ∈ B is a consequence of the rotational invariance of F sp,q(Rn). Furthermore,
if trr{0} f = 0, then trr{0} fy = 0.
Let now fy ∈ F s′p,p(R+) with trr{0} fy = 0 (all possible traces) and s′ = s− n−l−1p . Let ψ ∈ D(R+) be a
non-negative function with ψ(x) = 1 for 0 < x≤ 1 and ψ(x) = 0 for |x| ≥ 2. Then gy = ψ · fy ∈ F s′p,p([0,2])
with trr{0}gy = tr
r
{2} gy = 0.
Now we are in a one-dimensional situation. By our assumption it holds
s−
n− l
p
/∈ N0 ⇒ s
′−
1
p
/∈ N0.
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By Proposition 3.15 we have gy ∈ ˜Fs
′
p,p([0,2]) and by the observations in Remark 2.8 thus gy ∈F
s′,rloc
p,p ([0,2])
with equivalent norms. Using the equivalent characterization of F s
′,rloc
p,p ([0,2]) in Proposition 3.13 and
dist(t,∂ ([0,2])) = t for t ∈ (0,1) result in∫ 1
0
t−s
′p|gy(t)|p dt . ‖gy|F s
′,rloc
p,p ([0,2])‖ ∼ ‖gy| ˜Fs
′
p,p([0,2])‖ ∼ ‖gy|F s
′
p,p([0,2])‖.
This together with (20) and a pointwise multiplier argument lead to∫
∞
0
t−(s−
n−l−1
p )p| f (ty)|p dt =
∫ 1
0
t−s
′ p| f (ty)|p dt +
∫
∞
1
t−s
′p| f (ty)|p dt
. ‖gy|F s
′
p,p([0,2])‖+ ‖ fy|Lp(R+)‖ . ‖ fy|F s
′
p,p(R
+)‖. ‖ f |F sp,q(Rn−l)‖.

3.5.3. The decomposition theorem for the critical cases.
Theorem 3.20 (The critical cases). Let 1 ≤ p < ∞ and 1 ≤ q < ∞. Let n ∈ N, l ∈ N0 and l < n. Let s > 0
and
r = s−
n− l
p
∈ N0.
If r ∈ N, then
F s,rlocp,q (R
n \Rl) =
{
f ∈ F s,rinfp,q (Rn \Rl) : trr−1l f = 0
}
.
If r = 0 (hence s = n−lp ), then
F s,rlocp,q (R
n \Rl) = F s,rinfp,q (R
n \Rl).
Proof. First step: We show, that Fs,rlocp,q (Rn \Rl) is contained in the RHS. As in the first step of the proof of
Theorem 3.19, if f ∈ F s,rlocp,q (Rn \Rl), then f ∈ F sp,q(Rn) and trr−1l f = 0.
Furthermore, by Proposition 3.11 it holds Dα f ∈ F
n−l
p ,rloc
p,q (R
n \Rl) for α ∈ Nnl with |α| = r. Hence,
by Proposition 3.13 we have δ−
n−l
p (·)Dα f ∈ Lp(Rn). Since δ (x) = d(x) for d(x) ≤ 1, it follows f ∈
F s,rinfp,q (Rn \Rl).
Second step: To show, that the RHS is contained in F s,rlocp,q (Rn\Rl) we use the equivalent characterization
of Fs,rlocp,q (Rn \Rl) from Proposition 3.13. Hence we have to prove that
‖d−s(·) f |Lp((Rn \Rl)ε)‖. ‖ f |F s,rinfp,q (Rn \Rl)‖(21)
for all f ∈ Fs,rinfp,q (Rn \Rl) with trr−1l f = 0. If r = 0, hence s = n−lp - estimate (21) is a direct consequence
of the definition of F s,rinfp,q (Rn \Rl).
If r > 0, then we make use of the Hardy inequality from Corollary 3.18: By definition of F s,rinfp,q (Rn \Rl)
and Fsp,q(Rn)⊂ Lp(Rn) we have d−s+r(·)Dα f ∈ Lp(Rn) for α ∈ Nnl with |α|= r. We get
‖d−s(·) f |Lp(Rn)‖. ∑
α∈Nnl
|α|=r
‖d−s+r(·)Dα f |Lp(Rn)‖
and f belongs to F s,rlocp,q (Rn \Rl) = { f ∈ Fsp,q(Rn) : d−s(·) f ∈ Lp((Rn \Rl)ε)}. 
Remark 3.21. We want to give some remarks on the validity of Theorems 3.19 and 3.20 if 0 < q < 1:
In the non-critical cases investigated in Theorem 3.19 the proof only makes use of s > σp,q - then
F s,rlocp,q (Rn \Rl) is defined, the Fubini property 2.3 holds and atoms do not need moment conditions.
In the critical cases from Theorem 3.20 we used Dα f ∈ F
n−l
p ,rloc
p,q (Rn \Rl) for α ∈ Nnl with |α|= r. But
then naturally we have to assume s− r = n−lp > σp,q = σp,q by the parameters in the definition of F
s,rloc
p,q (Ω).
But one can circumvent the direct use of F
n−l
p ,rloc
p,q (R
n \Rl) such that it suffices to assume s > σp,q: If
f ∈ Fs,rlocp,q (Rn \Rl) with s− r = n−lp , then by Theorem 2.9 we have a wavelet decomposition of f with a
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certain structure at the boundary Rl . As in the proof of Corollary 3.13 this gives
‖δ−
n−l
p (·)Dα f |Lp(Rn \Rl)‖. ‖ f |F s,rlocp,q (Rn \Rl)‖.
For the second step it suffices to assume s = r + n−lp > σp,q. Putting everything together, we can extend
Theorems 3.19 and 3.20 to q < 1 assuming s > σp,q.
4. OUTLOOK
Right now Theorems 3.19 and 3.20 seem to be relatively theoretical constructs. The important aspect is
to see the similarity to the observations in [20, Section 6.1.4]. Using the decomposition theorems we know
that f ∈ Fs,rinfp,q (Rn \Rl) belongs to the refined localization space F s,rlocp,q (Rn \Rl) if all existing traces on
Rl are vanishing. The spaces Fs,rlocp,q (Rn \Rl) have (interior) wavelet (Riesz) bases, see Theorem2.9 or the
original source [20, Theorem 2.38].
If we have an arbitrary f ∈F s,rinfp,q (Rn\Rl) whose traces are not vanishing we use the technique described
in [20, Theorem 6.23]. We cut f into
f = f1 + f2 =
( f − (Extr,ul ◦ trrl ) f )+(Extr,ul ◦ trrl ) f ,(22)
where Extr,ul is the wavelet-friendly extension operator introduced in [20, Section 6.1.3]. Then by construc-
tion trrl f1 = 0 and hence f1 belongs to Fs,rlocp,q (Rn \Rl) by our decomposition theorems. On the other hand,
f2 is an extension of an element of the trace space on Rl which also admits a wavelet decomposition. Using
the wavelet-friendly extension operator Extr,ul one can extend the wavelet functions of the wavelet basis of
the trace space on Rl to wavelet functions on Rn. Putting both wavelet decompositions together one can
decompose f into wavelet-like functions and hence find a Riesz basis which is an oscillating wavelet system
as Triebel defined it in [20, Definition 2.4] resp. [20, Definition 5.5].
One can transfer this idea from reinforced Triebel-Lizorkin function spaces on Rn \Rl to reinforced
Triebel-Lizorkin function spaces on the cube Q. Essentially one now has to consider every boundary of
dimension 0 to n− 1 on its own, starting with dimension 0 and caring about the traces at the boundaries
using the decomposition technique (22) from low to high dimension. This is done in Chapter 4 of thesis
[14] and will also be published in the future.
The most prominent exceptional space is the classical Sobolev space W 12 (Q) for the n-dimensional cube
and n ≥ 2 since s− 2p = 0. Upto now there seems to be no wavelet (Riesz) bases in the sense of Triebel’s
definition for this space. With the results from Chapter 4 of thesis [14] we are able to show that at least
a reasonable subspace of W 12 (Q), the reinforced Sobolev space W 1,rinf2 (Q), has a wavelet representation in
this sense.
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