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ALGORITHMS FOR COMPUTING MIXED MULTIPLICITIES,
MIXED VOLUMES AND SECTIONAL MILNOR NUMBERS
KRITI GOEL, SUDESHNA ROY, AND J. K. VERMA
Abstract. We give Macaulay2 algorithms for computing mixed multiplicities of ideals in a poly-
nomial ring. This enables us to find mixed volumes of lattice polytopes and sectional Milnor
numbers of a hypersurface with an isolated singularity. The algorithms use the defining equations
of the multi-Rees algebra of ideals. We achieve this by generalizing a recent result of David A.
Cox, Kuei-Nuan Lin, and Gabriel Sosa in [4]. One can also use a Macaulay2 command ‘reesIdeal’
to calculate the defining equations of the Rees algebra. We compare the computation time of our
scripts with the scripts already available.
1. Introduction
The objective of this paper is to describe an algorithm for computing mixed multiplicities of poly-
nomial ideals and as applications we write scripts to compute mixed volumes of lattice polytopes
and sectional Milnor numbers of hypersurfaces with an isolated singularity. We implement these
scripts and compute several examples using the computer algebra system Macaulay2 [7]. For this
purpose, we use the defining equations of the multi-Rees algebra R(I1, . . . , Is) = R[I1t1, . . . , Irtr] =⊕
a1,...,as≥0
Ia11 · · · Iass ta11 · · · tass ⊆ R[t1, . . . , ts] given by D. Cox, K.-N. Lin, and G. Sosa in [4, Theorem
2.1], where R = k[X1, . . . , Xm] is a polynomial ring over any field k. Cox, Lin and Sosa dealt with
only monomial ideals, but we need an analogue of their result for any set of ideals I1, . . . , Is in
a polynomial ring. This is obtained by a minor modification of their proof which we present in
Section 2. We obtain the following.
Theorem 1.1. Let k be a field and R = k[X1, . . . , Xm] be a polynomial ring. Let I1, . . . , Is be
ideals in R. Assume that
Ii = 〈fij | j = 1, . . . , ni〉, for i = 1, . . . , s.
Consider the indeterminates Y = {Yij | i = 1, . . . , s, j = 1, . . . , ni} and T = (T1, . . . , Ts). Define
an R-algebra homomorphism ϕ : S = R[Y ] → R(I1, . . . , Is) ⊆ R[T ] by Yij 7→ fijTi for all i =
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1, . . . , s, and j = 1, . . . , ni. For each i = 1, . . . , s, pick ji ∈ {1, . . . , ni} and fix it. Set h =
∏s
i=1 fiji
and
Γ = 〈Yijfij′ − Yij′fij | i = 1, . . . , s and j, j′ ∈ {1, . . . , ni}〉 : h∞ ⊆ k[X, Y ].
Then Γ ⊆ k[X, Y ] is the defining ideal of R(I1, . . . , Is), that is, Γ = kerϕ.
Several authors have proposed algorithms to determine the defining equations of the multi-Rees
algebra. For example, J. Ribbe [14, Proposition 3.1, Proposition 3.4], K.-N. Lin and C. Polini
[12, Theorem 2.4], G. Sosa [16, Lemma 2.1], and B. Jabarnejad [10, Theorem 1]. They assumed
Ii = m
ai or Ii = I
ai , where I is an ideal of linear type, or Ii’s are monomial ideals.
Using Theorem 1.1, we write a script to compute the defining ideal of multi-Rees algebra in
Macaulay2. Although a Macaulay2 package ReesAlgebra.m2 [6] is available for this purpose, the
comparative table 1 in Section 2 shows that our algorithm is faster.
1.1. Mixed multiplicities of ideals. Let (R,m) be a Noetherian local ring of dimension d > 0
with infinite residue field. Let I0 be an m-primary ideal and I1, . . . , Ir be R-ideals of positive
height. Consider the function B(u0, . . . , ur) : N
r+1 → N given by
B(u0, . . . , ur) = ℓ
(
Iu00 I
u1
1 · · · Iurr
Iu0+10 I
u1
1 · · · Iurr
)
,
where ℓ denotes the length. Note that for r = 0 and u0 ≫ 0, B(u0) = ℓ(Iu00 /Iu0+10 ) is given
by the Hilbert polynomial of degree d − 1. The function B(u0, . . . , ur) is given by a polynomial
P (u0, . . . , ur) of degree d − 1 for all ui ≫ 0. This was proved by Bhattacharya in 1957 [2] when
s = 2 and by Teissier and Risler in 1973 [17] for the general case. The terms of total degree d− 1
in P (u0, . . . , ur) have the form ∑
α∈Nr+1
|α|=d−1
eα
α!
uα00 · · ·uαrr ,
where α = (α0, . . . , αr) ∈ Nr+1, α! = α0!α1! · · ·αr! and |α| = α0 + α1 + · · · + αr. The integers eα
are called the mixed multiplicities of the ideals I0, I1, . . . , Ir. We now describe several applications
of mixed multiplicities of ideals.
(1) Let I0, . . . , Ir be ideals in a local ring R and t1, . . . , tr be indeterminates. Consider the multi-
form rings
grR(I0, . . . , Ir; Ii) = R(I0, . . . , Ir)/(Ii) for i = 0, 1, . . . , r.
Note that if I0 is an m-primary ideal and I1, . . . , Ir are ideals of positive height, then
ℓ
(
Iα00 I
α1
1 · · · Iαrr
Iα0+10 I
α1
1 · · · Iαrr
)
= ℓ([grR(I0, . . . , Ir; I0)α])
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is a polynomial of total degree d− 1 for all αi ≫ 0 as we have observed above. Let us rewrite the
the terms in total degree d− 1 in the form∑
α∈Nr+1, |α|=d
1
α!
e(I
[α0]
0 |I [α1]1 | · · · |I [αr]r )uα0−10 · · ·uαrr .
For this case Herrmann et al in [8] expressed the multiplicity of grR(I0, . . . , Ir; I1) in terms of mixed
multiplicities in the following way:
e(grR(I0, . . . , Ir; I0)) =
∑
α∈Nr+1
|α|=d−1
e(I
[α0+1]
0 |I [α1]1 | · · · |I [αr]r ).
(2) In [20], J. K. Verma proved that
e(R(I1 . . . , Ir)) = e(grR(m, I1 . . . , Ir;m)) =
∑
α∈Nr+1, |α|=d−1
e(m[α0+1]|I [α1]1 | · · · |I [αr]r ).
(3) In [5], C. D’Cruz proved similar result for multi-graded extended Rees algebra T := B(I1, . . . , Ir) =
R[I1t1, . . . , Irtr, t
−1
1 , . . . , t
−1
r ]. She showed that
e(TN ) =
1
2d

 g∑
t=0
∑
β+β1+···+βt=d−1
1≤i1<···<it≤r
2β1+···+βte(L[β+1]|I [β1]i1 | · · · |I [βt]it )

 ,
where N := N (I1, . . . , Ir) = (I1t1, . . . , Irtr,m, t−11 , . . . , t−1r ) and L = m2 + I1 + · · ·+ Ir.
In view of the above, we can easily compute multiplicities of Rees algebras, extended Rees
algebras and certain form rings, once mixed multiplicities are known.
1.2. Sectional Milnor numbers. Mixed multiplicities are used to find sectional Milnor numbers
of isolated singularities of hypersurfaces. We recall an important result of Teissier in this regard.
Theorem 1.2. Suppose that the origin is an isolated singular point of a complex analytic hyper-
surface H = V (f) ⊂ Cn+1 and S is an n-dimensional sphere centered at the origin of sufficiently
small radius. Define ϕ(z) : S \V → S1 given by ϕ(z) = f(z)
||f(z)||
. Then each fiber of ϕ upto homotopy
is a wedge of µ copies of Sn where
µ = dimC
C{z0, z1, . . . , zn}
(fz0, fz1 , . . . , fzn)
.
The number µ is called the Milnor number of the hypersurface H at the origin. Teissier, in his
Carge`se paper [17], refined the notion of Milnor number. He replaced it by a sequence of Milnor
numbers of intersections of X with general linear subspaces.
Theorem 1.3 (Teissier, [17]). Let (X, x) be a germ of a hypersurface in Cn+1 with an isolated
singularity. Let E be an i-dimensional affine subspace of Cn+1 passing through x. If E is sufficiently
general then the Milnor number of X ∩ E at x is independent of E.
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Definition 1.4. The Milnor number of X ∩E where E is a general linear subspace of dimension i
passing through x is called the ith-sectional Milnor number of X. It is denoted by µ(i)(X, x). These
are collected together in the sequence
µ∗(X, x) = (µ(n+1)(X, x), µ(n)(X, x), . . . , µ(0)(X, x)).
Theorem 1.5 (Teissier, 1973). Let X = V (f) be an analytic hypersurface in Cn+1 with an
isolated singularity at the origin. Then for all i = 0, 1, . . . , n+ 1, µ(i)(X, 0) = ei(m|J(f)).
Teissiers Conjecture. [17] If (X, x) and (Y, y) have same topological type, then
µ∗(X, x) = µ∗(Y, y).
In [3], Joe¨l Brianc¸on and Jean-Paul Speder disproved Teissier’s Conjecture. They considered the
family of hypersurfaces Xt ∈ C3 defined by
Ft(x, y, z) = z
5 + ty6z + y7x+ x15 = 0.
In Section 5, we show that the µ∗ sequence of Ft is dependent on t using our algorithm and hand
computations.
Let h ∈ C[z0, z1, . . . , zn] be a homogeneous polynomial in positive degree. Set
V (h) = {p ∈ Pn | h(p) = 0} and D(h) = Pn\V (h).
In [9, p. 6], June Huh showed that the Euler Characteristic of D(h) is given by
χ(D(h)) =
n∑
i=0
(−1)nei(m | J(h)),
where J(h) = (hz0 , . . . , hzn) is the Jacobian ideal of h. Hence our script could be used to find the
Euler characteristic χ(D(h).
1.3. Mixed volumes of lattice polytopes. We first recall the definition of mixed volumes. Let
P,Q be two polytopes (not necessarily distinct) in Rn. Their Minkowski sum is defined as the
polytope
P +Q := {a + b | a ∈ P, b ∈ Q}.
LetQ1, . . . , Qn be an arbitrary collection of lattice polytopes in R
n and λ1, . . . , λn ∈ R+. Minkowski
proved that the function voln(λ1Q1 + · · · + λnQn) is a homogeneous polynomial of degree n in
λ1, . . . , λn. The coefficient of λ1 · · ·λn is called the mixed volume of Q1, . . . , Qn and denoted by
MVn(Q1, . . . , Qn). We set [n] := {1, . . . , n}. In particular,
MVn(Q1, . . . , Qn) :=
∑
∅6=J⊆[n]
(−1)n−|J |Vn
(∑
j∈J
Qj
)
.
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Here Vn denotes the n-dimensional Euclidean volume. By MVn(Q1, d1; . . . ;Qk, dk) we denote the
mixed volume where Qi is taken di times and
∑k
i=1 di = n.
In [18], the authors explore the relationship between mixed multiplicities of multigraded rings
and mixed volumes.
Corollary 1.6 ([18, Corollary 2.5]). Let Q1, . . . , Qn be an arbitrary collection of lattice polytopes
in Rn. Let R = k[x0, x1, . . . , xn] and m be the maximal graded ideal of R. Let Mi be any set of
monomials of the same degree in R such that Qi is the convex hull of the lattice points of their
dehomogenized monomials in k[x1, . . . , xn]. Let Ij be the ideal of R generated by the monomials of
Mj. Then
MVn(Q1, . . . , Qn) = e(0,1,...,1)(m|I1, . . . , In).
Mixed volumes of lattice polytopes have diverse applications. We describe a few of them.
(1) In 1975, Bernstein proved that the mixed volume of the Newton polytopes of Laurent poly-
nomials f1, . . . , fn ∈ k[x±11 , . . . , x±1n ] is a sharp upper bound for the number of isolated common
zeros in the torus (k∗)n where k is an algebraically closed field. Furthermore, this bound is attained
for a generic choice of coefficients in these n polynomials if char k = 0.
(2) In 1993, Fulton proved that the mixed volume of the Newton polytopes of Laurent polyno-
mials f1, . . . , fn ∈ k[x±11 , . . . , x±1n ] is an upper bound of
∑
α i(α), where α ∈ (k
∗
)n is any isolated
common zero and i(α) denotes the intersection multiplicity at α.
(3) Let P be a lattice polytope of dimension n. In 1962, Ehrhart proved that the function
L(t · P ) = |tP ∩ Zn|, for t ∈ N, is a polynomial function of degree n denoted by EP (t) =
∑n
i=0 ait
i
with ai ∈ Q, for all i. The polynomial EP (t) is called the Ehrhart polynomial of P . For lattice
polytopes P1, . . . , Pk ⊆ Rn in the integer lattice Zn, we have the followingmixed Ehrhart polynomial
in one variable t:
MEP1,...,Pk(t) =
∑
∅6=J⊆[k]
(−1)k−|J |L(t ·
∑
j∈J
Pj).
(a) The leading coefficient of MEP1,...,Pk(t) is∑
s1+···+sk=n, si≥0
MVn(P1, s1; . . . ;Pk, sk)
s1! · · · sk! .
(b) If MEP1,...,Pn(t) is a polynomial in t of degree n, then
MEP1,...,Pn(t) =MVn(P1, . . . , Pn) · tn + (−1)n+1.
We now describe the contents of the paper. In section 2, we generalize the result of Cox, Lin
and Sosa to find the defining ideal of multi-Rees algebra of any collection of polynomial ideals.
Since the new result holds for any collection of ideals in a polynomial ring, it helps to construct
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algorithms to calculate mixed multiplicities, mixed volume and sectional Milnor numbers. The
Script 1 is a Macaulay2 algorithm to compute the defining ideal using our method. We save it in a
file named as “ReesIdealNew.m2”. The Script 2 also achieves the same task but the defining ideal
is computed using the observation that it can be realized as the kernel of a ring homomorphism.
We save the second script in a file named as “ReesIdealOld.m2” The computation time of these
algorithms is then compared with the computation time of a predefined Macaulay2 command
‘reesIdeal.’
In section 3, we give a Macaulay2 algorithm which calculates mixed multiplicities of ideals in a
polynomial ring. We start with generalizing a result of D. Katz, S. Mandal and J. K. Verma, to
give a precise formula for the Hilbert polynomial of the quotient of a multi-graded algebra over an
Artinian local ring.
Let S be an Artinian local ring. For 1 ≤ i ≤ r, let Xi = {Xi(0), . . . , Xi(si)} be r sets of
indeterminates. Then the polynomial ring R = S[X1, . . . , Xr] is a N
r-graded algebra. Set m =
(m1, . . . , mr) ∈ Nr and |m| = m1 + · · · + mr. An element in Rm is called multi-homogeneous
element of degree m. An ideal I ⊆ R generated by multi-homogeneous elements is called a
multi-homogeneous ideal. Then A = R/I is an Nr-graded algebra with m-graded component
Am = Rm/Im. The Hilbert function of A is defined as H(m) = λ(Am), where λ denotes the length
as an S-module. Then there exists a polynomial N(t1, . . . , tr) ∈ Z[t1, . . . , tr] so that the Hilbert
series of A is given by N(t1, . . . , tr)/ ((1− t1)s1+1 · · · (1− tr)sr+1).
Theorem 1.7. Write the Hilbert polynomial of A as
(1.7.1) P (m;A) =
s∑
u=0
au
(
m1 + u1
u1
)
· · ·
(
mr + ur
ur
)
.
Then
au =
(−1)|s−u|
(s1 − u1)! · · · (sr − ur)! ·
∂|s−u|N
∂ts1−u11 · · ·∂tsr−urr
|
(t1,...,tr)=1
.
This result helps to calculate the mixed multiplicities of a set of ideals I0, I1, . . . , Ir, where
I0 is primary to the maximal ideal and I0, I1, . . . , Ir are ideals in a local ring or in a standard
graded algebra over a field. The Script 3 is an algorithm which computes the mixed multiplicity
of a sequence of ideals I0, I1, . . . , Ir of a polynomial ring, where I0 is an primary to the maximal
homogeneous ideal and ht(Ij) > 0 for all j. The user also needs to input the choice of the mixed
multiplicity to be found and the base field k.
In section 4, we give an algorithm which computes mixed volume of a collection of lattice
polytopes in Rn. We start with an algorithm in Script 4 which outputs the homogeneous ideal cor-
responding to the vertices of a lattice polytope. We save this in a file named as “CorHomIdeal.m2.”
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Since these homogeneous ideals are generated by monomials, we use Cox, Lin and Sosa result ([4])
to calculate the defining ideal of the multi-Rees algebra. We also mention how to obtain this algo-
rithm from Script 1. Now given a collection of lattice polytopes in Rn, Trung and Verma proved
that their mixed volume is equal to a mixed multiplicity of a set of homogeneous ideals. Script 5
uses this result to construct an algorithm which calculates the mixed volume.
Let Q1, . . . , Qn be an arbitrary collection of lattice polytopes in R
n. Let R = k[x1, . . . , xn+1], m
be the maximal graded ideal of R and let Ii be the homogeneous ideal of R such that the polytope
Qi is the convex hull of the lattice points of its dehomogenized monomials in k[x1, . . . , xn], for all
i. The user needs to input the sequence (m, I1, . . . , In) to get the mixed volume. The computation
time of the algorithm is then compared with the computation time of the algorithms involving
Script 5b and 5c, which use script 2 and the Macaulay2 command ‘reesIdeal’ respectively, to
compute the defining ideal. We observe that Script 5 runs a loop in order to use Theorem 3.1,
which increases the computation time. Script 5 is so partitioned into script 6 and 7, where script
6 calculates the Hilbert series of the special fiber and using the output of script 6, script 7 then
calculates the mixed volume. The combined use of script 6 and 7, instead of script 5, results in a
significant decrease in computation time in our examples.
In the last section, we give an algorithm to compute the sectional Milnor numbers. We use
Teissier’s observation of identifying the sectional Milnor numbers with mixed multiplicities to
achieve this task. Let f be a polynomial in the ring k[x1, . . . , xn]. With an input of the sequence
(f, k), Script 8 outputs e0(m | J(f)), . . . , en−1(m | J(f)). We compare the computation time of
this algorithm with the computation time of the algorithms involving script 8b and 8c, which use
script 2 and the Macaulay2 command ‘reesIdeal’ respectively, for calculation of the defining ideal
of the bi-graded Rees algebra.
Teissier [17] conjectured that invariance of Milnor number of isolated singularity in a family of
hypersurfaces implies invariance of the sectional Milnor numbers. The conjecture was disproved
by Joe¨l Brianc¸on and Jean-Paul Speder. We verify their example using our algorithm and also by
explicitly calculating the mixed multiplicities.
The algorithms constructed for the computation of defining ideal, mixed multiplicities, mixed
volume and sectional Milnor numbers are written in Macaulay2 ([7]). Macaulay2 is a software
system devoted to supporting research in algebraic geometry and commutative algebra. More
information about the software is available at http://www2.macaulay2.com/Macaulay2/.
All experiments are carried out on a single processor of a Lenovo laptop equipped with a 2.4GHz
Intel Core i7 processor, 2 Quad CPU and 8GB RAM.
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2. Defining equations of multi-Rees algebras of ideals
An explicit formula for the defining ideal of multi-Rees algebra of a collection of monomial ideals
was given by D. Cox, K.-N. Lin and G. Sosa in [4]. In this section, we generalize their result to find
the defining ideal of multi-Rees algebra of any collection of ideals. While the treatment of the proof
remains the same, the new observation plays an important role in constructing various algorithms
in the article. We end the section with Macaulay2 algorithms to compute the defining ideal, one
using the new result and the other computing the kernel of a ring homomorphism. We compare
the computation time of these algorithms and a predefined Macaulay2 command ‘reesIdeal.’
Let k be a field and X = X1, . . . , Xm be a set of indeterminates. Let R = k[X ] be a polynomial
ring and I1, . . . , Is ⊆ R be ideals. Since R is Noetherian, we may assume
Ii = 〈fij | j = 1, . . . , ni〉, for all i = 1, . . . , s.
Let R(I1, . . . , Is) be the multi-Rees algebra of ideals I1, . . . , Is. Consider the indeterminates Y =
{Yij | i = 1, . . . , s, j = 1, . . . , ni} and T = (T1, . . . , Ts). Define an R-algebra homomorphism
S = R[Y ]
ϕ−→ R(I1, . . . , Is) ⊆ R[T ]
Yij 7→ fijTi for all i = 1, . . . , s, and j = 1, . . . , ni,
and r 7→ r for all r ∈ R.
Note that
R(I1, . . . , Is) ≃ k[X, Y ]/ ker(ϕ).
We give an explicit description of the ideal kerϕ. But before that, we prove a lemma.
Lemma 2.1. Let k[Z1, . . . , Zm] be a polynomial ring. Then
m∏
i=1
(
ciUi + ri) =
(
c1
m∏
i=2
(
ciUi + ri)
)
U1 +
(
c2r1
m∏
i=3
(
ciUi + ri)
)
U2 + · · ·+
(
cm
m−1∏
i=1
ri
)
Um +
m∏
i=1
ri,
where ci, Ui, ri are polynomials, not necessarily nonzero, in k[Z1, . . . , Zm].
Proof. We use induction on m. For m = 1, we have nothing to show. Let m = 2. Then
(c1U1 + r1)(c2U2 + r2) = (c1(c2U2 + r2))U1 + r1(c2U2 + r2)
= (c1(c2U2 + r2))U1 + (c2r1)U2 + r1r2
ALGORITHMS FOR COMPUTING MIXED MULTIPLICITIES 9
which implies that the result holds for m = 2. We now assume that the result holds true for any
r < m. Then
m∏
i=1
(
ciUi + ri) = c1U1
(
m∏
i=2
(
ciUi + ri)
)
+ r1
(
m∏
i=2
(
ciUi + ri)
)
=
(
c1
m∏
i=2
(
ciUi + ri)
)
U1 + r1
((
c2
m∏
i=3
(
ciUi + ri)
)
U2 + · · ·+
(
cm
m−1∏
i=2
ri
)
Um +
m∏
i=2
ri
)
=
(
c1
m∏
i=2
(
ciUi + ri)
)
U1 +
(
c2r1
m∏
i=3
(
ciUi + ri)
)
U2 + · · ·+
(
cm
m−1∏
i=1
ri
)
Um +
m∏
i=1
ri.
Hence the result holds by induction. 
For each i = 1, . . . , s, pick ji ∈ {1, . . . , ni} and fix it. Without loss of generality, we may assume
that ji = 1, for all i = 1, . . . , s. Set h =
∏s
i=1 fi1 and
Γ = 〈Yijfij′ − Yij′fij | i = 1, . . . , s and j, j′ ∈ {1, . . . , ni}〉 : h∞ ⊆ k[X, Y ].
Theorem 2.2. Γ ⊆ k[X, Y ] is the defining ideal of R(I1, . . . , Is). In other words, Γ = kerϕ.
Proof. In order to show that Γ ⊆ kerϕ, we first show that
Γ′ = 〈Yijfij′ − Yij′fij | i = 1, . . . , s and j, j′ ∈ {1, . . . , ni}〉 ⊆ kerϕ.
Fix i ∈ {1, . . . , s}. Since ϕ(Yij) = fijTi for all j = 1, . . . , ni and as ϕ is anR-algebra homomorphism,
it follows that
ϕ(Yijfij′ − Yij′fij) = ϕ(Yij)fij′ − ϕ(Yij′)fij = fijTifij′ − fij′Tifij = 0
for all j, j′ ∈ {1, . . . , ni}. Thus Γ′ ⊆ ker(ϕ). Now take f ∈ Γ = Γ′ : h∞. Then hNf ∈ Γ′ for some
N , so that
0 = ϕ(hNf) = hNϕ(f)
in R[T ] = k[X, T ]. Since hN is a nonzerodivisor in R[T ], we get ϕ(f) = 0 and hence f ∈ ker(ϕ).
In order to show the other inclusion, we work in k(X) = Frac(R). Observe that for all i ∈
{1, . . . , s} and j ∈ {1, . . . , ni}, we can write
Yij =
1
fi1
(Yijfi1 − Yi1fij) + Yi1
(
fij
fi1
)
in k(X). Suppose we have f =
∑
α,β cα,βX
αY β ∈ k[X, Y ], where cα,β ∈ k, Xα = Xα11 · · ·Xαmm and
Y β =
∏s
i=1
∏ni
j=1 Y
βij
ij with α1, . . . , αm ≥ 0 and βij ≥ 0, for all i, j.
We claim that in the ring k(X)[Y ],
f =
s∑
i=1
ni∑
j=2
bij(Yijfi1 − Yi1fij) + r,
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where bij ∈ k[X, f−111 , . . . , f−1s1 , Y ] and r ∈ k[X, f−111 , . . . , f−1s1 , Y11, . . . , Ys1]. Consider
XαY β = Xα(Y β1111 · · ·Y βs1s1 )
(
s∏
i=1
ni∏
j=2
(
1
fi1
(Yijfi1 − Yi1fij) + Yi1
(
fij
fi1
))βij)
=
(
Xα
s∏
i=1
Y βi1i1
)(
s∏
i=1
ni∏
j=2
(
aij(Yijfi1 − Yi1fij) + rij
))
where
aij ∈ k[X, f−1i1 , Yi1, Yij] and rij =
(
Yi1
fij
fi1
)βij
∈ k[X, f−1i1 , Yi1],
for all i = 1, . . . , s and j = 1, . . . , ni. For all i, j, set Uij = Yijfi1 − Yi1fij . Using Lemma 2.1, one
can show that
s∏
i=1
ni∏
j=2
(
aijUij + rij) =
(
a12
s∏
i=1
ni∏
j=3
(
aijUij + rij)
)
U12 +
(
a13r12
s∏
i=1
ni∏
j=4
(
cijUij + rij)
)
U13
+ · · ·+
(
asns
rsns
s∏
i=1
ni∏
j=2
rij
)
Usns +
s∏
i=1
ni∏
j=2
rij .
Thus
cα,βX
αY β =
s∑
i=1
ni∑
j=2
bij,α,β(Yijfi1 − Yi1fij) + rα,β
where bij,α,β ∈ k[X, f−111 , . . . , f−1s1 , Y ] and rα,β ∈ k[X, f−111 , . . . , f−1s1 , Y11, . . . , Ys1], for all i, j, α and β.
Hence
f =
∑
α,β
(
s∑
i=1
ni∑
j=2
bij,α,β(Yijfi1 − Yi1fij) + rα,β
)
=
s∑
i=1
ni∑
j=2
bij(Yijfi1 − Yi1fij) + r
where bij ∈ k[X, f−111 , . . . , f−1s1 , Y ] and r ∈ k[X, f−111 , . . . , f−1s1 , Y11, . . . , Ys1]. Thus the claim holds.
Multiply by a suitable power of f11 · · · fs1 to clear the denominators in the above expression of
f. We get
(2.2.2) (f11 · · · fs1)N · f =
s∑
i=1
ni∑
j=2
dij(Yijfi1 − Yi1fij) + r′
where dij ∈ k[X, Y ] and r′ ∈ k[X, Y11, . . . , Ys1]. Let f ∈ ker(ϕ). Applying ϕ to (2.2.2), it follows
that ϕ(r′) = 0.
We now claim that the map ϕ is injective on k[X, Y11, . . . , Ys1]. Let g ∈ k[X, Y11, . . . , Ys1] such
that ϕ(g) = 0. If we write g as
g =
∑
a1,...,as≥0
ga1,...,as(X)Y
a1
11 · · ·Y ass1 ,
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then as ϕ(Yi1) = fi1Ti for all i, we get
0 = ϕ(g) =
∑
a1,...,as≥0
ga1,...,as(X)(f11T1)
a1 · · · (fs1Ts)as
=
∑
a1,...,as≥0
ga1,...,as(X)(f
a1
11 · · · fass1 ) T a11 · · ·T ass ,
in k[X ][T ] which implies that ga1,...,as(X) (f
a1
11 · · · fass1 ) = 0, for all a1, . . . , as ≥ 0. Since R = k[X ]
is a domain and f11, . . . , fs1 ∈ R, it follows that g = 0. This proves the claim.
In particular, ϕ(r′) = 0 implies that r′ = 0. Thus from (2.2.2), it follows that
hNf =
s∑
i=1
ni∑
j=2
dij(Yijfi1 − Yi1fij) ∈ Γ′,
where h =
∏s
i=1 fi1. Hence f ∈ Γ′ : h∞ = Γ. 
2.1. A comparative study. We use Macaulay2 to illustrate the effectiveness of our result. We
compare the computation time of the algorithms which (1) use our method, (2) calculate kerϕ
directly, and (3) use the command ‘reesIdeal’, see [6]. We give algorithms for doing computation
in the first two cases.
In Script 1, the algorithm uses our method to compute the defining equations of the multi-Rees
algebra of ideals in a polynomial ring. The algorithm defines a polynomial ring S by attaching m
indeterminates to the polynomial ring R, where m is the sum of the number of generators of all
the ideals. For each ideal, it constructs a matrix M(i) whose first row consists of the generators
of the ideal and the second row consists of the indeterminates. The 2× 2 minors of these matrices
are added to get the ideal L. The saturation of this ideal with the product of the first generator
of each ideal is taken to get the defining ideal.
Input: A sequence W of ideals I1, . . . , In, where I1, . . . , In are ideals of a polynomial ring.
Output: Defining ideal of the Rees algebra R(I1, . . . , In).
Script 1
-- W = (I_1,...,I_n)
ReesIdealNew = W -> (
n := #W;
R := ring W#0;
N = (i) -> (numgens W#i);
f = (i,N) -> (
a = 0;
for j from 0 to i do (
a = a + N(j);
);
a
);
m := f(n-1,N);
S := R[K_1..K_m];
C = (i) -> (first entries gens W#i);
D = (i) -> (
p = apply(f(i,N)+1..f(i+1,N), j->K_j);
q = toList p;
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q
);
M = (i) -> (matrix{C(i),D(i-1)});
J = (i) -> (minors(2,M(i)));
L = ideal();
for i from 0 to n-1 do (
L = L + J(i);
);
b = 1;
for i from 0 to n-1 do (b = b*W#i_0;);
c := substitute(b,S);
RI := saturate(L,c);
RI)
In Script 2, we use the observation that the defining ideal of the multi-Rees algebra can be
identified with the kernel of a ring homomorphism. The algorithm constructs a polynomial ring
S as in Script 1 and a polynomial ring T by attaching indeterminates t0, . . . , tn−1 to the ring R,
where n is the number of ideals. Then the defining ideal of the Rees algebra is the kernel of the
k-algebra homomorphism δ : S → T which sends K1 to the first generator of the ideal I1 times t0
and so on.
Input: A sequence W of ideals I1, . . . , In, where I1, . . . , In are ideals of a polynomial ring.
Output: Defining ideal of the Rees algebra R(I1, . . . , In).
Script 2
-- W = (I_1,...,I_n)
ReesIdealOld = W -> (
n := #W;
R := ring W#0;
m = 0;
for j from 0 to n-1 do (
m = m + numgens(W#j);
);
S := R[K_1..K_m];
S1 := R[T_0..T_(n-1)];
G = (i) -> (
first entries gens(substitute(W#i,S1)*T_i)
);
b = {};
for i from 0 to n-1 do (
b = flatten{b,G(i)};
);
h := map(S1,S,matrix {b});
RI := ker h;
RI)
We can save the two algorithms in files that we will call “ReesIdealNew.m2” and “ReesIde-
alOld.m2” respectively. The folder in which these files should be stored depends on the Macaulay2
installation.
Example 2.3. Let R = Q[x, y, z], I = (x4 + y2z2, xy2z) and J = (y3 + z3, x2y + xz2). In order to
calculate the defining ideal of the Rees algebras R(I) and R(I, J), we make the following session
in Macaulay2.
i1 : load"ReesIdealOld.m2"
i2 : load"ReesIdealNew.m2"
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i3 : R=QQ[x,y,z]
o3 : PolynomialRing
i4 : I=ideal(x^4+y^2*z^2,x*y^2*z)
4 2 2 2
o4 = ideal (x + y z , x*y z)
o4 : Ideal of R
i5 : time ReesIdealNew sequence(I)
-- used 0. seconds
2 4 2 2
o5 = ideal(x*y z*K + (- x - y z )K )
1 2
o5 : Ideal of R[K , K ]
1 2
i6 : J=ideal(y^3+z^3, x^2*y+x*z^2)
3 3 2 2
o6 = ideal (y + z , x y + x*z )
o6 : Ideal of R
i7 : directSum(module I, module J)
o7 = image | x4+y2z2 xy2z 0 0 |
| 0 0 y3+z3 x2y+xz2 |
2
o7 : R-module, submodule of R
i8 : time reesIdeal o7
-- used 0.1875 seconds
i9 : time ReesIdealNew(I,J)
-- used 0.015625 seconds
2 2 3 3 2 4 2 2
o9 = ideal ((x y + x*z )K + (- y - z )K , x*y z*K + (- x - y z )K )
3 4 1 2
o9 : Ideal of R[K , K , K , K ]
1 2 3 4
i10 : time ReesIdealOld(I,J)
-- crashed
We list a few more results in the following table. The timing mentioned is in seconds.
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Table 1
R I J Script 1 Script 2 ‘reesIdeal’
QQ[x, y, z] (x2 + z2) (xyz + y3) 0.0 0.015625 0.0625
QQ[x, y, z] (x4 + y2z2, xy2z) (y3 + z3, x2y + xz2) 0.015625 crashed 0.1875
QQ[x, y, z, w] (x2+y2, xw+yz) (xyz+w2, x2y+zw) 0.0 0.046875 0.0625
3. Computation of mixed multiplicities of multi-graded algebras
In [19], D. Katz, S. Mandal and J. Verma, gave a precise formula for the Hilbert polynomial of
the quotient of a bi-graded algebra over an Artinian local ring. We generalize this result in the
case of quotient of a multi-graded algebra over an Artinian local ring. This improvement helps in
the calculation of the mixed multiplicities of a set of ideals I0, I1, . . . , Ir, where I0 is primary to
maximal ideal and I0, I1, . . . , Ir are ideals in a local ring or in a standard graded algebra over a
field. We end the section by giving an algorithm to compute the mixed multiplicity of a sequence of
ideals I0, I1, . . . , Ir of a polynomial ring, where I0 is an primary to the maximal ideal and ht(Ij) > 0
for all j. The user also needs to input the choice of the mixed multiplicity to be found and the
base field k.
Let S be an Artinian local ring. For 1 ≤ i ≤ r, let Xi = {Xi(0), . . . , Xi(si)} be r set of
indeterminates. Then the polynomial ring R = S[X1, . . . , Xr] is a N
r-graded algebra. Set m =
(m1, . . . , mr) ∈ Nr and |m| = m1+ · · ·+mr. Let Rm denote the S-module generated by monomials
of the form P1 · · ·Pr, where Pi is a mi degree monomial in Xi. We can write R =
⊕
m∈Nr Rm,
where RmRn ⊆ Rm+n. An element in Rm is called multi-homogeneous of degree m. An ideal I ⊆ R
generated by multi-homogeneous elements is called a multi-homogeneous ideal. Then A = R/I
is an Nr-graded algebra with m-graded component Am = Rm/Im. The Hilbert function of A is
defined as
H(m) = λ(Am),
where λ denotes the length as an S-module. Set tm = tm11 · · · tmrr . The Hilbert series of A is given
by Q(t1, . . . , tr) =
∑
m∈Nr λ(Am)t
m. It can be shown that, there exists a polynomial N(t1, . . . , tr) ∈
Z[t1, . . . , tr] so that Q(t1, . . . , tr) = N(t1, . . . , tr)/ ((1− t1)s1+1 · · · (1− tr)sr+1).
Theorem 3.1. Write the Hilbert polynomial of A as
(3.1.3) P (m;A) =
s∑
u=0
au
(
m1 + u1
u1
)
· · ·
(
mr + ur
ur
)
.
Then
au =
(−1)|s−u|
(s1 − u1)! · · · (sr − ur)! ·
∂|s−u|N
∂ts1−u11 · · ·∂tsr−urr
|
(t1,...,tr)=1
.
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Proof. We write
N (u) =
∂|u|N(t1, . . . , tr)
∂tu11 · · ·∂turr
|
(t1,...,tr)=1
.
Then
Q(t1, . . . , tr)−
s∑
u=0
N (u)(−1)|u|
u1! · · ·ur!(1− t1)s1+1−u1 · · · (1− tr)sr+1−ur =
D(t1, . . . , tr)
(1− t1)s1+1 · · · (1− tr)sr+1
where
D(t1, . . . , tr) = N(t1, . . . , tr)−
s∑
u=0
Nu
u1! · · ·ur! (t1 − 1)
u1 · · · (tr − 1)ur .
Thus D(t1, . . . , tr) is the remainder of the Taylor series of N(t1, . . . , tr) about the point (1, . . . , 1) ∈
Nr having terms of degree ≥ si + 1 in ti − 1, for all 1 ≤ i ≤ r. So D(t1, . . . , tr) is divisible by
(1 − t1)s1+1 · · · (1 − tr)sr+1. Therefore λ(Am) is the coefficient of tm for all large mi in the power
series expansion of
(3.1.4) E(t1, . . . , tr) =
s∑
u=0
N (u)(−1)|u|
u1! · · ·ur!(1− t1)s1+1−u1 · · · (1− tr)sr+1−ur .
For all m as the coefficient of tm in E(t1, . . . , tr) is given by a polynomial,
(3.1.5) E(t1, . . . , tr) =
∑
m∈Nr
P (m;A)tm.
Here we are using the fact that two polynomials in Z[y1, . . . , yr] coinciding at m, for all mi large,
are equal. Now expanding the rational function in (3.1.4), we get
E(t1, . . . , tr) =
s∑
u=0
N (u)(−1)|u|
u1! · · ·ur!
∑
m∈Nr
(
s1 − u1 +m1
m1
)
· · ·
(
sr − ur +mr
mr
)
tm
=
∑
m∈Nr
(
s∑
u=0
N (u)(−1)|u|
u1! · · ·ur!
)(
s1 − u1 +m1
m1
)
· · ·
(
sr − ur +mr
mr
)
tm.
(3.1.6)
Comparing (3.1.6) with (3.1.5), we get the result. 
The above result helps to calculate the mixed multiplicities of a collection of ideals in a local
ring or in a standard graded algebra over a field. The following setup explains the same. Let
I1, . . . , Ir be a collection of ideals in a local ring (A,m) and let I0 be an m-primary ideal. Then
it is proved in [2] that ℓ
(
Iu00 I
u1
1 · · · Iurr /Iu0+10 Iu11 · · · Iurr
)
is a polynomial P (u), for ui large, where
u = (u0, . . . , ur). Write this polynomial in the form
P (u) =
∑
α∈Nr+1
|α|=t
1
α!
eαu
α + lower degree terms,
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where t = degP (u), α = (α0, . . . , αr) ∈ Nr+1, α! = α0!α1! · · ·αr! and |α| = α0 + α1 + · · · + αr. If
|α| = t, then eα are called the mixed multiplicities of the ideals I0, I1, . . . , Ir (see [17]). This notion
can also be defined for homogeneous ideals in a standard multi-graded algebra over a field. In [18],
the authors prove the following result.
Theorem 3.2 ([18, Theorem 1.2]). Let (A,m) be a local ring (or a standard graded algebra over a
field, where m is the maximal graded ideal). Let I0 be an m-primary ideal and I1, . . . , Ir a sequence of
ideals of A. Set R = R(I0 | I1, . . . , Ir) =
⊕
(u0,u1,...,ur)∈Nr+1
Iu00 I
u1
1 · · · Iurr /Iu0+10 Iu11 · · · Iurr . Assume
that d = dimA/(0 : I∞) ≥ 1, where I = I1 · · · Ir. Then degPR(u) = d − 1, where PR(u) is the
Hilbert polynomial of R.
Remark 3.3. Let A = k[Y0, . . . , Yt] be a polynomial ring in t+1 variables. Let I0 be an m-primary
ideal and I1, . . . , Ir a sequence of ideals of A. Then (0 : I
∞) = H0I (A) = 0, where I = I1 · · · Ir.
This implies that dimA/(0 : I∞) = t+ 1 and hence degP (u) = t. Note that(
ui + βi
βi
)
=
(ui + βi) · · · (ui + 1)
βi!
=
1
βi!
uβii + lower degree terms.
So if we write P (u) as in (3.1.3), then aβ = eβ for all β = (β0, . . . , βr) ∈ Nr+1 with |β| = t and
hence Theorem 3.1 gives an expression for eβ.
Using the above ideas, we give an algorithm which calculates the mixed multiplicity ea of a set
of ideals I0, . . . , Ir of a polynomial ring, where I0 is primary to the maximal ideal. The algorithm
first finds the defining ideal of the multi-Rees algebra using the file “ReesIdealNew.m2” and uses
it to find the Hilbert series of R(I0 | I1, . . . , Ir). The function g in the algorithm runs a loop to find
the powers of (1 − Ti) in the denominator of the Hilbert series and the algorithm then calculates
ea using the formula given in Theorem 3.1.
Input: A sequence consisting of ideals I0, I1, . . . , Ir of a polynomial ring, where I0 is primary to
the maximal ideal and ht(Ij) > 0 for all j; a = (a0, a1, . . . , ar), the mixed multiplicity we wish to
find; base field k.
Output: Mixed multiplicity ea.
Script 3
-- W=(I0,I1,...,Ir,a0,a1,...,ar,k)
MixedMul = W -> (
n := substitute((#W-1)/2,ZZ);
W1 := apply(0..(n-1),i->W#i);
W2 := apply(n..(2*n-1),i->W#i);
I = (i,W2) -> (W2#i);
R := ring W1#0;
d := dim R;
load"ReesIdealNew.m2";
L1 := ReesIdealNew W1;
N = (i) -> (numgens W1#i);
m=0;
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for j from 0 to n-1 do (
m = m + N(j);
);
k := W#(2*n);
n1 := n+1;
V = (i,n1) -> (
(1..n1)/(j -> if j == i
then 1 else 0)
);
U = (i) -> (
apply(1..N(i-1), j -> toList V(i+1,n1))
);
Q1 := (apply(1..d, j -> toList V(1,n1)));
Q = toList Q1;
for i from 1 to n do (
Q = flatten{Q,toList U(i)}
);
S := k[generators R,K_1..K_m, Degrees=>Q];
p := substitute(W1#0,S);
L2 := substitute(L1,S/p);
H := reduceHilbert hilbertSeries L2;
B := toList H;
A := QQ[T_0..T_n];
B0 := substitute(B#0,A);
B1 := substitute(value B#1,A);
g = (i,B1) -> (
j = 0;
for l from 1 to d do(
if B1%(1-T_i)==0
then j=j+1 else j;
if B1%(1-T_i)==0
then B1 = B1//(1-T_i)
else B1;
);
j-1
);
b = 1;
for i from 1 to n do (
b = b*(g(i,B1) - I(i-1,W2))!;
);
r = 0;
for i from 1 to n do (
r = r + g(i,B1) - I(i-1,W2);
);
s := (-1)^r/b;
for i from 1 to n do (
for j from 1 to g(i,B1)-I(i-1,W2) do (
B0 = diff(T_i,B0);
);
);
J := ideal(apply(0..n,i->T_i-1));
B2 := substitute(B0,A/J);
MM := s*B2;
MM)
We can save the algorithm in a file that we will call “MixedMul.m2.”
Example 3.4. Let R = Q[x, y, z, w], m = (x, y, z, w) and I = (xyw3, x2yw2, xy3w, xyz3). In order
to find the mixed multiplicity e(0,1,1,1)(m, I, I, I), we make the following session in Macaulay2.
i1 : load"MixedMul.m2"
i2 : R=QQ[x,y,z,w]
o2 : PolynomialRing
i3 : I=ideal(x*y*w^3,x^2*y*w^2,x*y^3*w,x*y*z^3)
3 2 2 3 3
o3 = ideal (x*y*w , x y*w , x*y w, x*y*z )
o3 : Ideal of R
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i4 : m=ideal vars R
o4 = ideal (x, y, z, w)
o4 : Ideal of R
i5 : time MixedMul (m,I,I,I,0,1,1,1,QQ)
-- used 9.98437 seconds
o5 = 6
QQ[T , T , T , T , T ]
0 1 2 3 4
o5 : ----------------------------------------
(T - 1, T - 1, T - 1, T - 1, T - 1)
0 1 2 3 4
Observe that in the above example, the ring R is N4-graded but the output suggests that the
Hilbert series of R(m|I, I, I) is N5-graded. This confusion is settled in the following remark.
Remark 3.5. Let T = R(I0, . . . , Ir) ≃ S/J where S = A[K1, . . . , Kb] and A = k[Y0, . . . , Yt] with
b =
∑r
i=0 µ(Ii). Then W := T/I0T ≃ (S/I0S)/J(S/I0S). Note that S/I0S ≃ (A/I0)[K1, . . . , Kb].
Since A/I0 is Artinian, Theorem 3.1 is applicable here and using Remark 3.3 we can compute eβ.
If S/I0S is multi-graded in a way such that muldeg a = 0 for all a ∈ A/I0 and muldegKj = eα for
some α with eα ∈ Nr+1, then we can write the Hilbert series of T/I0T as
Q′(t1, . . . , tr+1) =
N(t1, . . . , tr+1)(
(1− t1)s1+1 · · · (1− tr+1)s(r+1)+1
) = ⊕
u∈Nr+1
W(u1,...,ur+1)t
u1
1 · · · tur+1r+1 .
But during computations in the above script in Macaulay2, we observe that Yi automatically
takes multi-degree e1 = (1, 0, . . . , 0) ∈ Nr+2. In this case, S/I0S is multi-graded with muldeg c = 0
for all c ∈ k, muldeg Yi = e1 for all 0 ≤ i ≤ t and muldegKj = eα for some α with eα ∈ Nr+2. Let
Q(t0, t1, . . . , tr+1) = N(t0, t1, . . . , tr+1)/
(
(1− t1)s1+1 · · · (1− tr+1)s(r+1)+1
)
denote the Hilbert series
of T/I0T. Observe that as A/I0 is Artinian, no power of (1 − t0) occurs in the denominator. We
claim that N(1, t1 . . . , tr+1) = N
′(t1 . . . , tr+1). Since W(u1,...,ur+1) =
⊕
u0≥0
W(u0,u1,...,ur+1), we get
that Q(1, t1, . . . , tr+1) = Q
′(t1, . . . , tr+1) and the claim follows. Thus in spite of a different grading,
we get the correct answer.
4. Mixed volume of lattice polytopes
Given a collection of lattice polytopes in Rn, Trung and Verma proved that their mixed volume
is equal to a mixed multiplicity of a set of homogeneous ideals. We use this result to construct
an algorithm which calculates the mixed volume of a collection of lattice polytopes. We also
give an algorithm which outputs the homogeneous ideal corresponding to the vertices of a lattice
polytope. Since the ideals are generated by monomials, we use Cox, Lin and Sosa result ([4]) to
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calculate the defining ideal of the multi-Rees algebra. The computation time of the algorithm is
then compared with the computation time of the algorithms which use script 2 or the Macaulay2
command ‘reesIdeal’ to compute the defining ideal. In order to use Theorem 3.1, Script 5 runs a
loop which increase the computation time. We partition script 5 into script 6 and 7, where script
6 calculates the Hilbert series of the special fiber and using the output of script 6, script 7 then
calculates the mixed volume.
We give a script to calculate the mixed volume of a collection of lattice polytopes. But first, we
give a script which outputs the homogeneous ideal corresponding to the lattice points of a lattice
polytope.
Let Q be a lattice polytope in Rn with the set of vertices {p1, . . . , pr} ⊆ Nn. We compute the
corresponding homogeneous ideal I in the ring R = k[x1, . . . , xn+1] using the following script in
Macaulay2.
Input: A sequence (p1, p2, . . . , pr, k), where p1, . . . , pr are vertices of the polytope and k is the
base field of the polynomial ring.
Output: A homogeneous ideal of k[x1, . . . , xn+1] such that the polytope is the convex hull of the
lattice points of its dehomogenized monomials in k[x1, . . . , xn].
Script 4:
-- W = (p1,p2,...,pr,k)
CorHomIdeal = W -> (
n := #W_0;
r := #W-1;
k := W_r;
R := k[X_1..X_(n+1)];
g = 0;
for l from 0 to r-1 do (
h = W#l;
f = 1;
for i from 0 to n-1 do (
j = h_i;
f = f*R_i^j;
);
g = g + f;
);
g1 := homogenize(g,X_(n+1));
I = ideal(terms g1);
I)
We can save the algorithm in a file that we will call “CorHomIdeal.m2.”. A sample usage of the
above script in Macaulay2 is as follows. Let Q be a lattice polytope in R3 with the set of vertices
{(1, 1, 0), (2, 1, 0), (1, 3, 0), (1, 1, 3)}.We calculate its corresponding homogeneous ideal in the ring
Q[x1, . . . , x4].
i1 : load"CorHomIdeal.m2"
i2 : time CorHomIdeal ((1,1,0),(2,1,0),(1,3,0),(1,1,3),QQ)
-- used 0. seconds
3 3 2 2 3
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o2 = ideal (X X X , X X X , X X X , X X X )
1 2 3 1 2 4 1 2 4 1 2 4
o2 : Ideal of QQ[X , X , X , X ]
1 2 3 4
We are now ready to give an algorithm which calculates the mixed volume of a collection of n
lattice polytopes in Rn. Let Q1, . . . , Qn be an arbitrary collection of lattice polytopes in R
n. Let
R = k[x1, . . . , xn+1], m be the maximal graded ideal of R and let Ii be the homogeneous ideal of R
such that the polytope Qi is the convex hull of the lattice points of its dehomogenized monomials
in k[x1, . . . , xn], for all i. Each of these homogeneous ideals can be obtained by giving the lattice
points of each polytope as an input in Script 4.
Input: (m, I1, . . . , In).
Output: MVn(Q1, . . . , Qn).
Script 5
-- W = (m,I1,I2,..,In)
MixedVolume = W -> (
I = (i) -> (W#i);
R := ring I(0);
n := dim R;
N = (i) -> (numgens I(i));
t = 0;
for j from 0 to n-1 do (
t = t + N(j);
);
V = (i,n) -> (
(1..n)/(j -> if j == i
then 1 else 0)
);
U = (i) -> (
apply(1..N(i), j -> toList V(i+1,n))
);
Q={};
for i from 0 to n-1 do (
Q = flatten{Q,toList U(i)}
);
----------------------------------
D = apply(0..(n-1),j->I(j));
load"ReesIdealCLS.m2";
L1 := ReesIdealCLS D;
S := ZZ/2[K_1..K_t, Degrees=>Q];
----------------------------------
L2 := substitute(L1,S);
H := reduceHilbert hilbertSeries L2;
B := toList H;
A := QQ[T_0..T_(n-1)];
B0 := substitute(B#0,A);
B1 := substitute(value B#1,A);
g = (i,B1) -> (
j = 0;
for p from 0 to n-1 do(
if B1%(1-T_i)==0
then j = j + 1 else j;
if B1%(1-T_i)==0
then B1 = B1//(1-T_i)
else B1;
);
j-1
);
b = (g(0,B1))!;
for i from 1 to n-1 do (
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b = b*(g(i,B1)-1)!;
);
r = 0;
for i from 0 to n-1 do (
r = r + g(i,B1);
);
c := r - n + 1;
s := (-1)^c/b;
for j from 1 to g(0,B1) do (
B0 = diff(T_0,B0);
);
for i from 1 to n-1 do (
for j from 1 to g(i,B1)-1 do (
B0 = diff(T_i,B0);
);
);
J := ideal(apply(0..(n-1), i -> T_i-1));
B2 := substitute(B0,A/J);
MV := s*B2;
MV)
Since calculating mixed volume amounts to calculating a specific mixed multiplicity, the idea
of Script 5 is same as that of Script 3. We can save the algorithm in a file that we will call
“MixedVolume.m2.”
Note that in the above algorithm, we load the file ReesIdealCLS.m2 and not ReesIdealNew.m2.
The file ReesIdealCLS.m2 contains the algorithm which is constructed using the result of Cox, Lin
and Sosa in [4]. This algorithm can be obtained from Script 1, by replacing the command
for i from 0 to n-1 do (b=b*W#i_0;);
with the following command
for i from 0 to n-1 do (b=b*R_i;);
Example 4.1. Let Q1, Q2, Q3 be the same tetrahedrons with vertices (1, 1, 0), (2, 1, 0), (1, 3, 0)
and (1, 1, 3). Using Script 4 and Script 5 on Macaulay2, we get MV3(Q1, Q2, Q3) = 6. Using the
formula, the mixed volume can be calculated as follows:
MV3(Q1, Q2, Q3) =V3(Q1 +Q2 +Q3)− V3(Q1 +Q2)− V3(Q2 +Q3)− V3(Q3 +Q1)
+ V3(Q1) + V3(Q2) + V3(Q3)
where V3 denotes the 3-dimensional Euclidean volume. One can check that V3(Qi) = 1, for all
i = 1, 2, 3; V3(Qi + Qj) = 8, for all i 6= j and V3(Q1 + Q2 + Q3) = 27. This implies that
MV3(Q1, Q2, Q3) = 27 − (3 × 8) + (3 × 1) = 6, thus verifying the number obtained via the
algorithms.
Example 4.2. We now use the above scripts to calculate the volume of a cross polytope. An n-cross
polytope is an n-dimensional regular, polytope on 2n vertices. The vertices of a cross-polytope
can be chosen as the unit vectors pointing along each co-ordinate axis, i.e. all the permutations of
(±1, 0, . . . , 0). The cross-polytope is the convex hull of its vertices. The volume of an n-dimensional
cross polytope is 2n/n! ([1, Theorem 2.1] check) and hence mixed volume = 2n. In this example,
we calculate mixed volume of a 2-cross polytope.
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i1 : load"CorHomIdeal.m2"
i2 : load"MixedVolume.m2"
i3 : A=((0,1),(1,0),(2,1),(1,2),ZZ/2)
o3 : Sequence
i4 : time CorHomIdeal A
-- used 0. seconds
2 2 2 2
o4 = ideal (X X , X X , X X , X X )
1 2 1 2 1 3 2 3
i5 : R=ZZ/2[X_1..X_3]
o5 : PolynomialRing
i6 : I=substitute(o4,R)
o6 : Ideal of R
i7 : m=ideal vars R
o7 = ideal (X , X , X)
1 2 3
o7 : Ideal of R
i8 : time MixedVolume (m,I,I)
-- used 0.078125 seconds
o8 = 4
QQ[T , T , T ]
0 1 2
o8 : --------------------------
(T - 1, T - 1, T - 1)
0 1 2
We list a few more results in the following table. The timing mentioned is in seconds.
Table 2
Vertices of the polytope Script 5 Script 5b Script 5c
2-cross polytope 0.078125 0.09375 0.109375
4-cross polytope 1476.28 1611.53 1582.7
(1, 1), (2, 1), (1, 3) 0.09375 0.078125 0.109375
(1, 1, 0), (2, 1, 0), (1, 3, 0), (1, 1, 3) 6.67187 5.53125 5.54687
For the comparative study, we replace the marked portion in Script 5 by Script 5b and Script 5c.
In Script 5b, we calculate the defining ideal of the multi-Rees ring using the file “ReesIdealOld.m2.”
Script 5b
D = apply(0..(n-1), j -> I(j));
load"ReesIdealOld.m2";
L1 := ReesIdealOld D;
S := ZZ/2[K_1..K_t, Degrees=>Q];
In Script 5c, we directly use the Macaulay2 command ‘reesIdeal’ to find the defining ideal of the
Rees ring.
Script 5c
M1 := apply(0..(n-1), i -> module I(i));
M2 := directSum M1;
L1 := reesIdeal M2;
S1 := ring L1;
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S := ZZ/2[S1_0..S1_(t-1), Degrees=>Q];
The algorithm of Script 5 computes the exponent of (1−Ti) appearing in the denominator of the
Hilbert series. It runs a loop for the same which increases the computation time. Therefore, we
break the algorithm of Script 5 into two scripts: Script 6 - “MixedVolumeHil” to compute Hilbert
series and Script 7 - “MixedVolume2” to compute mixed volume from the output of Script 6.
Input: (m, I1, . . . , In)
Output: Hilbert series of the ring F(m, I1, . . . , In) =
⊕
u≥0m
u0Iu11 · · · Iunn /mu0+1Iu11 · · · Iunn
Script 6
-- W = (m,I1,I2,..,In)
MixedVolumeHil = W -> (
I = (i) -> (W#i);
R := ring I(0);
n := dim R;
N = (i) -> (numgens I(i));
t = 0;
for j from 0 to n-1 do (
t = t + N(j);
);
V = (i,n) -> (
(1..n)/(j -> if j == i
then 1 else 0)
);
U = (i) -> (
apply(1..N(i), j -> toList V(i+1,n))
);
Q={};
for i from 0 to n-1 do (
Q = flatten{Q,toList U(i)}
);
D = apply(0..(n-1),j->I(j));
load"ReesIdealCox.m2";
L1 := ReesIdealCox D;
S := ZZ/2[K_1..K_t, Degrees=>Q];
L2 := substitute(L1,S);
H := reduceHilbert hilbertSeries L2;
H)
Write the Hilbert series as
H(T0, T1, . . . , Tn) =
N(T0, T1, . . . , Tn)
((1− T0)s0+1(1− T1)s1+1 · · · (1− Tn)sn+1) .
Input: The exponents s0, . . . , sn as mentioned in the above formula and the numerator N of the
Hilbert series.
Output: MVn(Q1, . . . , Qn), where Q1, . . . , Qn are the lattice polytopes as mentioned before.
Script 7
-- E = (s0,s1,...,sn,N)
MixedVolume2 = E -> (
n := #E - 2;
N := E#(n+1);
A := ring N;
b = (E#0)!;
for i from 1 to n do (
b = b*(E#i - 1)!;
);
r = 0;
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for i from 0 to n do (
r = r + E#i;
);
c := r - n;
s := (-1)^c/b;
for j from 1 to E#0 do (
N = diff(A_0,N);
);
for i from 1 to n do (
for j from 1 to E#i - 1 do (
N = diff(A_i,N);
);
);
J := ideal(apply(0..n, i -> A_i-1));
B := substitute(N,A/J);
MV := s*B;
MV)
A sample usage of the Scripts 6 and 7 in Macaulay2 would be:
i1 : load"CorHomIdeal.m2"
i2 : load"MixedVolumeHil.m2"
i3 : load"MixedVolume2.m2"
i4 : time CorHomIdeal ((1,1),(2,1),(1,3),ZZ/2)
-- used 0. seconds
3 2 2
o4 = ideal (X X , X X X , X X X )
1 2 1 2 3 1 2 3
ZZ
o4 : Ideal of --[X , X , X ]
2 1 2 3
i5 : R=ZZ/2[X_1,X_2,X_3]
o5 : PolynomialRing
i6 : I=substitute(o4,R)
o6 : Ideal of R
i7 : m=ideal vars R
o7 = ideal (X , X , X )
1 2 3
o7 : Ideal of R
i8 : time MixedVolumeHil (m,I,I)
-- used 0.03125 seconds
i9 : B=toList o8
2 2 2 2 3
o9 = {1 - T T - T T - 3T T - 2T T - 2T T + 3T T T + T T + T T + T T +
0 1 0 2 1 2 0 1 0 2 0 1 2 1 2 1 2 0 1
-------------------------------------------------------------------------------
3 2 2 2 2 2 3 2 2 2 2 2 2
T T + T T + 7T T T + T T - 3T T T - 3T T T - 3T T T - T T T +
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0 2 0 1 0 1 2 0 2 0 1 2 0 1 2 0 1 2 0 1 2
-------------------------------------------------------------------------------
2 2 2 3 2 2 3 3 3
T T T + T T T , (1 - T ) (1 - T ) (1 - T ) }
0 1 2 0 1 2 2 1 0
i10 : A=QQ[T_0,T_1,T_2]
o10 : PolynomialRing
i11 : N=substitute(B#0,A)
i12 : substitute(B#1,A)
3 3 3
o12 = (- T + 1) (- T + 1) (- T + 1)
2 1 0
o12 : Expression of class Product
i13 : time MixedVolume2(2,2,2,N)
-- used 0.015625 seconds
o13 = 2
A
o13 : ------------------------
(T - 1, T - 1, T - 1)
0 1 2
The comparison table of Script 5 with Script 6 and 7 is as follows. The timing mentioned is in
seconds.
Table 3
Vertices of the polytope Script 5 Script 6 and 7
2-cross polytope 0.078125 0.046875+0.015625=0.0625
4-cross polytope 1476.28 0.015625+412.844+0.234375=413.094
(1, 1), (2, 1), (1, 3) 0.09375 0.03125+0.015625=0.046875
(1, 1, 0), (2, 1, 0), (1, 3, 0), (1, 1, 3) 6.67187 1.5+0.015625=1.515625
In order to minimize the computation time, we recommend using Script 6 and 7.
5. Sectional Milnor number
In this section, we give an algorithm to compute the sectional Milnor numbers. We use Teissier’s
observation of identifying the sectional Milnor numbers with mixed multiplicities to achieve this
task. We compare the computation time of our algorithm with the computation time of the
algorithms which use script 2 or the Macaulay2 command ‘reesIdeal’ for calculation of the defining
ideal of the bi-graded Rees algebra. Teissier ([17]) had conjectured that invariance of Milnor
number implies invariance of the sectional Milnor numbers. The conjecture was disproved by Joe¨l
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Brianc¸on and Jean-Paul Speder. We verify their example using our algorithm and also by explicitly
calculating the mixed multiplicities.
Let R = C[x1, . . . , xn] be a polynomial ring in n variables and f ∈ R be any polynomial. Let
V (f), the zero set of f , have an isolated singularity at the origin. Recall that a point a ∈ V (f) is
said to be singular if the rank of J(f)|a is strictly less than 1, where J(f) = (fx1 , . . . , fxn) is the
Jacobian matrix. A polynomial f is said to have an isolated singularity at a point a if {a} is a
(connected) component of the variety Sing(f) = {a ∈ V (f) | J(f)|a = 0}.
The bi-graded Rees algebra
R(m, J(f)) =
⊕
(r,s)∈N2
m
rJ(f)str1t
s
2 = C[x1, . . . , xn, x1t1, . . . , xnt1, fx1t2, . . . , fxnt2]
is a subring of R[t1, t2]. Define a map
φ : S = R[T1, . . . , Tn, S1, . . . , Sn]→ R(m, J(f))
by φ(Ti) = xit1 and φ(Si) = fxit2 for all i = 1, . . . , n. Set P = kerφ. Then R(m, J(f)) ≃ S/P .
We define bi-grading on S as follows: deg Ti = (1, 0), deg Si = (0, 1) for all i = 1, . . . , n and
deg r = 0, for all r ∈ R. Then φ is a homogeneous map with respect to this grading and hence P
is a bihomogeneous ideal. The special fiber of R(m, J(f)),
F(m, J(f)) = R(m, J(f))
⊗
R
R/m =
⊕
(r,s)∈N2
m
rJ(f)s/mr+1J(f)s.
The map φ induces the map φ′ : T = C[T1, . . . , Tn, S1, . . . , Sn] → F(m, J(f)). Let P ′ = kerφ′.
Then T/P ′ ≃ F(m, J(f)). As φ′ is a bihomogeneous map, we get P ′ is a bihomogeneous ideal
and hence T/P ′ is a bi-graded ring. This implies that mrJ(f)s/mr+1J(f)s = (T/P ′)(r,s), for all
(r, s) ∈ N2. Using [15, Proposition 4.7], it follows that the Hilbert series
HST/P ′(λ1, λ2) =
Q(λ1, λ2)
(1− λ1)n · (1− λ2)n
where Q(λ1, λ2) is a polynomial. In [11, p-112], it is shown that for large r and s,
ℓ
(
m
rJ(f)s
m
r+1J(f)s
)
=
1
(n− 1)!
n−1∑
i=0
(
n− 1
i
)
ei(m|J(f))rn−1−isi + terms of total degree < (n− 1).
Using Theorem 3.1, one can now calculate all the mixed multiplicities of m and J . In 1973,
Teissier proved that the ith-mixed multiplicity, ei(m | J(f)), is equal to the ith-sectional Milnor
number of the singularity.
Now we give a script in Macaulay2 to compute the sectional Milnor numbers. With a polynomial
f and the base field k given as an input, the algorithm calculates the Jacobian ideal of f and then
using the file “ReesIdealNew.m2”, it finds the defining ideal of the Rees ring. This helps to find
the Hilbert series of the special fiber. Using the formula given in Theorem 3.1, it then calculates
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the mixed multiplicities.
Input: A sequence consisting of a polynomial f and the base field k of the polynomial ring
R = k[x1, . . . , xn].
Output: e0(m | J(f)), . . . , en−1(m | J(f)).
Script 8
MilNos = (f,k) -> (
R := ring f;
n := dim R;
s := 2*n;
m := ideal(apply(0..(n-1),i->R_i));
J := ideal(apply(0..(n-1),i->diff(R_i,f)));
D1 := toList apply(1..n,i-> {1,0});
D2 := toList apply(1..n,i-> {0,1});
D := flatten{D1,D2};
-------------------------------------
load"ReesIdealNew.m2";
RI := ReesIdealNew(m,J);
A := k[K_1..K_s, Degrees=>D];
-------------------------------------
P := substitute(RI,A);
H := reduceHilbert hilbertSeries P;
B := toList H;
A1 := QQ[T_0,T_1];
B0 := substitute(B#0,A1);
B1 := substitute(value B#1,A1);
g = (i,B1) -> (
j=0;
for p from 0 to n-1 do (
if B1%(1-T_i)==0
then j = j + 1 else j;
if B1%(1-T_i)==0
then B1 = B1//(1-T_i)
else B1;
);
j-1
);
r := g(0,B1) + g(1,B1);
c := r-n+1;
h = (i,B0) -> (
T := ring B0;
b := (g(0,B1)-n+1+i)!*(g(1,B1)-i)!;
q := (-1)^c/b;
for j from 1 to g(0,B1)-n+1+i do (
B0 = diff(T_0,B0);
);
for p from 1 to g(1,B1)-i do (
B0 = diff(T_1,B0);
);
I := ideal(T_0 - 1, T_1 - 1);
B2 := substitute(B0,T/I);
w := q*B2;
w
);
v = new HashTable from {};
for i from 0 to n-1 do (
u = new HashTable from {i=> h(i,B0)};
v = merge(v, u, plus);
);
v)
We can save the algorithm in a file that we will call “MilNos.m2.”
Example 5.1. Let R = Q[x, y, z] and f = x2y+ y2z+ z3 be a polynomial in the ring. In order to
calculate the sectional Milnor numbers using Script 8, we make the following session in Macaulay2.
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i1 : load"MilNos.m2"
i2 : R=QQ[x,y,z]
o2 : PolynomialRing
i3 : x^2*y+y^2*z+z^3
2 2 3
o3 = x y + y z + z
i4 : time MilNos(o3,QQ)
-- used 0.03125 seconds
o4 = HashTable{0 => 1}
1 => 2
2 => 4
o4 : HashTable
We list a few more results in the following table. The timing mentioned is in seconds.
Table 4
R f Script 8 Script 8b Script 8c
Q[x, y, z] x2y + y2z + z3 0.03125 0.046875 0.078125
Q[x, y, z] z5 + y7x+ x15 0.0625 0.09375 0.140625
Q(t)[x, y, z] z5+ty6z+y7x+x15 28.125 crashed crashed
For the comparative study, we have replaced the marked portion in Script 8 by Script 8b and
Script 8c. In Script 8b, we calculate the defining ideal of the bi-graded Rees ring using idea as in
Script 2.
Script 8b
load"ReesIdealOld.m2";
RI := ReesIdealOld(m,J);
A := k[K_1..K_s, Degrees=>D];
In Script 8c, we directly use the Macaulay2 command ‘reesIdeal’ to find the defining ideal of the
bi-graded Rees ring.
Script 8c
M1 := directSum(module m, module J);
RI := reesIdeal M1;
S := ring RI;
A := k[S_0..S_(s-1), Degrees=>D];
Let h be a nonconstant homogeneous polynomial in C[z0, . . . , zn] and let ∆h ⊆ Rn be the convex
hull of exponents of dehomogenized monomials appearing in one of the partial derivatives of h.
In [9], June Huh compared the sectional Milnor numbers of h with the mixed volume of standard
n-dimensional simplex ∆ and ∆h in R
n.
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Theorem 5.2 ([9, Theorem 15]). Let h be a nonconstant homogeneous polynomial in C[z0, . . . , zn].
For i = 0, . . . , n, we have
µ(i)(h) ≤MVn(∆, . . . ,∆︸ ︷︷ ︸
n−i
,∆h, . . . ,∆h︸ ︷︷ ︸
i
).
We use our algorithms to verify the result in an example.
Example 5.3. Let h = x20x1 + x
2
0x2 + x
2
1x2 + x1x
2
2 ∈ Q[x0, x1, x2]. Then the vertices of ∆h are
(1, 1), (0, 2), (0, 0), (2, 0), (1, 0), (0, 1). The following session in Macaulay2 implies that the result of
June Huh holds true. Moreover, we get a strict inequality when i = 2 as µ(2)(h) = 2 whereas
MV (∆h,∆h) = 4.
i1 : R=QQ[X_0..X_2]
o1 : PolynomialRing
i2 : h=X_0^2*X_1+X_0^2*X_2+X_1^2*X_2+X_1*X_2^2
2 2 2 2
o2 = X X + X X + X X + X X
0 1 0 2 1 2 1 2
i3 : diff(X_1,h)
2 2
o3 = X + 2X X + X
0 1 2 2
i4 : diff(X_2,h)
2 2
o4 = X + 2X X + X
0 1 2 1
i5 : diff(X_0,h)
o5 = 2X X + 2X X
0 1 0 2
i6 : S=R/ideal(X_0-1)
i7 : substitute(o3,S)
2
o7 = 2X X + X + 1
1 2 2
i8 : substitute(o4,S)
2
o8 = X + 2X X + 1
1 1 2
i9 : substitute(o5,S)
o9 = 2X + 2X
1 2
i10 : load"CorHomIdeal.m2"
i11 : load"MixedVolume.m2"
i12 : A=((1,1),(0,2),(0,0),(2,0),(1,0),(0,1),ZZ/2)
i13 : time CorHomIdeal A
-- used 0. seconds
2 2 2
o13 = ideal (X , X X , X , X X , X X , X )
1 1 2 2 1 3 2 3 3
i14 : T=ZZ/2[X_1,X_2,X_3]
o14 : PolynomialRing
i15 : m=ideal vars oo
o15 = ideal (X , X , X )
1 2 3
i16 : I=substitute(o13,T)
i17 : MixedVolume(m,m,m)
o17 = 1
i18 : MixedVolume(m,m,I)
o18 = 2
i19 : MixedVolume(m,I,I)
o19 = 4
i20 : load"MilNos.m2"
i21 : MilNos(h,QQ)
o21 = HashTable{0 => 1}
1 => 2
2 => 2
5.1. Verifying example of Joe¨l Brianc¸on and Jean-Paul Speder. Teissier in [17] had con-
jectured that the invariance of Milnor number implies invariance of sectional Milnor numbers. In
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[3], Joe¨l Brianc¸on and Jean-Paul Speder disproved the conjecture by giving a counter-example.
They considered the family of hypersurfaces Xt ∈ C3 defined by
Ft(x, y, z) = z
5 + ty6z + xy7 + x15 = 0.
This family Xt provides a counter example to Teissier’s conjecture. We verify the example by
using Teissier’s observation of identifying the sectional Milnor numbers with mixed multiplicities
of ideals.
Consider the ideals m = (x, y, z) and J(Ft) = (∂Ft/∂x, ∂Ft/∂y, ∂Ft/∂z) in the ring C[x, y, z],
where
∂Ft
∂x
= y7 + 15x14,
∂Ft
∂y
= 6ty5z + 7xy6 and
∂Ft
∂z
= 5z4 + ty6.
We show that while e(J(Ft)) in independent of t, e2(m | J(Ft)) depends on t. Recall that
e3(m | J(Ft)) = e(J(Ft)) = ℓ
(
C[x, y, z]
J(Ft)
)
.
Let t = 0. Since J(F0) is generated by a system of parameters,
e(J(F0)) = e(y
7 + 15x14, xy6, z4) = 4e(y7 + 15x14, xy6, z)
= 4e(y7 + 15x14, x, z) + 4e(y7 + 15x14, y6, z)
= 28 + 24e(x14, y, z) = 28 + 336 = 364.
Here, we use a fact that in a Cohen-Macaulay ring, if (a, b, c) and (a, b, d) are ideals generated by
system of parameters such that c and d are co-prime and a, b, cd is a system of parameter, then
e(a, b, cd) = e(a, b, c) + e(a, b, d). Now let t 6= 0. Using the above observation and [13, Theorem
14.11], we get
e(J(Ft)) = e(y
7 + 15x14, y5(6tz + 7xy), 5z4 + ty6)
= 5e(y7 + 15x14, y, 5z4 + ty6) + e(y7 + 15x14, 6tz + 7xy, 5z4 + ty6)
= 5e(x14, y, z4) + e(y7 + 15x14, 5x4y4α4 + ty6) (by putting z = xyα where α = − 7
6t
)
= 280 + e(y7 + 15x14, y4(5x4α4 + ty2))
= 280 + 4e(y7 + 15x14, y) + e(y7 + 15x14, 5(αx)4 + ty2)
= 280 + 56 + e(y7 + 15x14,
√
5α2x2 + i
√
ty) + e(y7 + 15x14,
√
5α2x2 − i√ty)
= 336 + 14 + 14 = 364.
Hence e(J(Ft)) = 364 and is independent of t. We now calculate e2(m | J(Ft)).
In order to calculate e2(m | J(Ft)), we find a joint reduction of (m, J(Ft), J(Ft)). Let t = 0.
Consider the set of elements {x, ∂F0/∂x, ∂F0/∂z}. Using Macaulay2, we could check that
m
10J2 = (x)m9J2 + (∂F0/∂x, ∂F0/∂z)m
10J
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in the ring Q[x, y, z]. This implies that {x, ∂F0/∂x, ∂F0/∂z} is a joint reduction of (m, J(F0), J(F0))
and hence
e2(m | J(F0)) = e(x, ∂F0/∂x, ∂F0/∂z) = e(x, y7 + 15x14, z4) = e(x, y7, z4) = 28.
If t 6= 0, we consider the set of elements {x, ∂Ft/∂y, ∂Ft/∂z}. Using Macaulay2, we could check
that
m
11J2 = (x)m10J2 + (∂Ft/∂y, ∂Ft/∂z)m
11J
in the ring Q(t)[x, y, z]. Therefore, {x, ∂Ft/∂y, ∂Ft/∂z} is a joint reduction of (m, J(Ft), J(Ft)) and
hence
e2(m | J(Ft)) = e(x, ∂Ft/∂y, ∂Ft/∂z) = e(x, 6ty5z + 7xy6, 5z4 + ty6)
= e(x, y5z, 5z4 + ty6)
= e(x, y5, z4) + e(x, z, y6) = 20 + 6 = 26.
This proves that the mixed multiplicities are dependent on t, verifying the example given by
Brianc¸on and Speder. The following displays the working in Macaulay2.
i1 : load"MilNos.m2"
i2 : QQ[t]
i3 : k=frac oo
i4 : R=k[x,y,z]
o4 : PolynomialRing
i5 : z^5 + t*y^6*z + x*y^7 + x^15
15 7 6 5
o5 = x + x*y + t*y z + z
o5 : R
i6 :time MilNos (o5,k)
-- used 28.125 seconds
o6 = HashTable{0 => 1 }
1 => 4
2 => 26
i7 : z^5 + x*y^7 + x^15
15 7 5
o7 = x + x*y + z
i8 : time MilNos(o7,k)
-- used 0.09375 seconds
o8 = HashTable{0 => 1 }
1 => 4
2 => 28
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