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ABSTRACT 
Production of energy from Municipal Solid Waste (MSW) is becoming a major concern 
for the government and private sectors in South Africa because of the drastic increase 
in the quantity of waste generated and its effect on the environment. Globally, the 
major source of energy generation has been fossil fuel which comprises of Coal, 
Petroleum and Natural Gas. Even though these natural given resources have helped 
in the development of the world to its present state these commodities have also 
contributed to the menace the world is experiencing since past decades especially in 
the aspect of environmental pollution, climate change, global warming and 
Greenhouse effects. Due to this, various research studies have been undertaken and 
some are still ongoing in order to see how we can create a sustainable environment 
whereby present needs are met yet not compromising the future of the forthcoming 
generations. In the quest for developing clean, renewable and sustainable energy, 
various resources are being looked at such as biomass, geothermal, wind, solar, 
hydropower, biofuels, landfill gas, pyrolysis amongst others. Nevertheless, due to daily 
increase in the quantity of waste produced in most municipalities there is a need to 
develop environmentally friendly and cost-effective techniques of managing MSW and 
produce biogas that can be upgraded to biomethane which is the purpose of 
conducting this research work.  
In this research, the aim is to use optimization software as a tool to increase the 
methane content of biogas produced from an industrial biogas production plant.  From 
the data collected, it was observed that the biogas company does not produce biogas 
with methane content greater than 68.8% for the 93 days study period. However, by 
vii | P a g e
using Design Expert software version 11 we were able to optimize the process 
parameters of the industrial biogas plant and we obtained biomethane with 78.22% 
CH4 from the post-digester tank. Furthermore, for the modeling aspect of this study, 
Artificial Neural Network (ANN) which is gaining popularity in the energy field for its 
unique characteristics such as: fault tolerance, learning ability and non-linearity was 
used to analyze and simulate supplied data. The ANN tool in MATLAB 2016a version 
was used to develop models with several architectures and the best result was 
obtained when (two) 2 activation functions i.e. tansig and logsig were combined. The 
model architecture that produced the best result when measured using performance 
evaluation metrics such as Root Mean Square Error (RMSE), Mean Absolute 
Percentage Error (MAPE), Mean Absolute Deviation (MAD) and Determination 
Coefficient (R2) was 6-15-20-1 which implies that the model has 6 input variables, 2 
hidden layers and 1 output. The network diagram shows that ANN predicted is better 
than the observed. In order to validate this, another machine learning technique was 
tried. We further used an Adaptive Neuro-fuzzy Inference System (ANFIS) to model 
the same dataset supplied by the biogas company and the result was similar to that 
of ANN. However, it was observed that the ANFIS model predicted relatively closer 
values to the observed and its increased accuracy is of a higher prospect with regards 
to larger dataset for model training phase. 
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GLOSSARY OF TERMS 
Anaerobic: Living in the absence of Oxygen. 
Artificial Neural network: is an artificial intelligence computer system, patterned after 
the biological structure of an animal brain.   
Biogas: Methane – rich fuel produced through the breakdown of organic matter.  
Biomass: Renewable energy source from organic matter, which can be used for fuel. 
Digestate: Left over material from an anaerobic digestion of biodegradable 
feedstocks.  
Energy: Ability to do work. 
Fossil: Naturally preserved remains or traces of animals or plants that lived in the 
geologic past. 
Landfill: Area of land allocated for the deposition of general waste, either by filling in 
of excavations or the dumping of refuse above the ground.  
Mesophile: Bacteria or microorganisms that grows best at moderate environmental 
temperature. 
Pollutants: Substances or condition that contaminates air, water or soil.  
Thermophile: Bacteria or microorganisms that grow best at higher than normal 
temperatures. 
 
xxiv | P a g e  
 
LIST OF PUBLICATIONS 
1. O.R Dada and C. Mbohwa “Municipal Solid Wastes from Landfills a Solution to Energy 
Crisis in South Africa”. World Congress on Engineering and Computer Science. San 
Francisco, USA; 2016. pp. 689-691. Vol. II, ISBN: 978-988-14048-2-4.   
2. O.R Dada and C. Mbohwa “Biogas Upgrade to Biomethane from Landfill Wastes: A 
Review. International Conference on Sustainable Materials Processing and 
Manufacturing. Skukuza Kruger. South Africa; 2017. pp. 333-338. Vol.7 2016, ISSN: 
2351-9789.    
3.  O.R Dada and C. Mbohwa “Energy from Waste: A possible way of meeting goal 7 of 
the Sustainable Development Goals” (SDGs). Materials Today Proceeding. Pretoria. 
South Africa, Vol. 5 2018, pp.10577-10584. ISSN: 2214785





1.0 Introduction  
Energy production and usage is an important aspect that cannot be overlooked if a 
country or nation is going to experience rapid growth in the twenty first century. With 
the global increase in the demand for energy, there is a need to intensify research and 
invest into other clean forms of energy rather than depending predominantly on fossil 
fuel. In South Africa, the main source of power generation is the coal combustion at 
power stations (Petrik et al., 2003; Bada and Potgieter, 2008), therefore efforts are 
being put in place to ensure that the country does not rely solely on energy generated 
from fossil fuels which led to strategic energy supply expansion plans. One of such 
plans is the 2010 Integrated Resource Plan (IRP) which is aimed at decarbonizing the 
country economy.  
There are two broad categories energy sources can be classified into namely: Fossil 
fuels and non- fossil fuels. Fossil fuels are anaerobic decomposition of buried dead 
organisms (plants or animal remains) which have been transformed into raw energy 
sources over the course of many years because of geological processes. Fossil fuels 
such as coal, petroleum and natural gas are needed to be burnt in order to generate 
energy. The process of converting fossil fuels to energy gives a major concern to the 
global environment due to the high carbon emission and other greenhouse gases that 
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are emitted which led to earth depletion and global warming. On the other hand, non-
fossil fuels are regarded as alternative source of energy and are more environmentally 
friendly because they do not involve the burning of coal, petroleum and natural gas 
for energy to be generated. Many forms of non-fossil fuels have been established such 
as: nuclear, hydroelectric, geothermal, solar, wind, wood amongst others. 
Nevertheless, the most common types of non-fossil fuel sources are wind and solar 
because they are both naturally given in abundance by nature and cannot be 
exhausted by humankind. Researchers have found that biomass can generate more 
renewable biopower more than wind and solar combined (Energy Information 
Administration (EIA), 2008). Considering the various constituents and composition of 
materials that makes up for biomass, there is a need to develop ways to maximize the 
application of these materials. Maximizing the raw materials that makes up the 
composition for biomass depends on so many factors namely: availability, physical 
and chemical composition, technology, applications amongst many other factors. 
According to the United Nations Framework Convention on Climate Change 
(UNFCCC, 2005), biomass is defined as non-fossilized and biodegradable organic 
material emanating from plants, animals and micro-organisms. Biomass is the oldest 
source of meeting humankind energy demand (Wiese, 2019) and its sources include: 
forest and mill residue, agricultural crops and waste, wood and wood waste, animal 
waste, livestock operation residues, aquatic plants, fast growing trees and plants, 
municipal and industrial waste. Biomass is the third most widely used energy source 
in the world (Chen et al., 2015). It is free of Sulphur, renewable and can significantly 
reduce net carbon emissions. However, because of its low bulk density its utilization 
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is limited (Larsson et al., 2008). The bulk density of biomass is usually under 100Kg/m3 
for agricultural residues and less than 400Kg/m3 for forest residues (Sokhansanj, 
2006).    
Research on renewable energy sources has been on going and is currently receiving 
more attention worldwide. One of the major areas researchers have been looking into 
is the use of optimization software to predict the outcome or yield of the bioenergy 
processes. For example, optimization software such as: General Algebraic Modeling 
System (GAMS), BioSTEAM, AIMMS, SimaPro and Matlab has been used widely for 
mathematical modeling and optimization of liquid and gaseous biofuels. For gaseous 
biofuel such as biogas, the use of Matlab with its ANN tool is very efficient for modeling 
and simulating linear, non-linear and mixed integer optimization especially when 
modeling process parameters for an Anaerobic Digestion. In South Africa, renewables 
within the families of bio energies and liquid biofuels such as: pyrolysis oil, syngas and 
ethanol are on the developmental agenda due to the inherent attributes such as high 
labour intensity, potential balance of payment savings, and diversification of the 
country’s transport fuel mix. Currently, the country is researching and, in some cases, 
has established plants that could help in using bioenergy for various ranges of end-
use applications among which are: 
• Proliferation of waste vegetable oil to biodiesel manufacturers. 
• Bioethanol and biodiesel fueled city buses – pilot scale 
• Compressed biogas (transport fuel application) 
• Municipal solid waste to modern energy 
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• Various household level bio-digesters erected in some rural and peri-                              
urban parts of the country (cooking, heating and lightening applications) 
• Woody biomass modernization (charcoal and pellets) 
• Sugarcane bagasse (process steam and electricity generation) 
Despite the country’s endowment with bioenergy feedstock, exploitation of bioenergy 
is less optimal thereby, prompting a need to investigate and upgrade existing 
technologies that are most suitable to produce compressed biogas from municipal 
solid waste streams for transport fuel application especially for commercial city buses 
hence, the purpose for this study. 
1.1 Theoretical Background  
Prior to the development of coal in the mid-nineteenth century, nearly all the energy 
used was renewable. Almost without a doubt, the oldest known use of renewable 
energy, in the form of traditional biomass to fuel fires, dates from 790,000 years ago 
(Wiese, 2019). In the 1970s some developed countries alongside the United State of 
America experienced an energy crisis which resulted in the government officials and 
energy producing companies to sound an alarm concerning the depletion of fossil 
fuels. As a result, the world was encouraged to reduce energy consumption while 
trying to migrate from fossil fuel into an alternative source of energy that is renewable. 
Despite the strong prediction of the rapid depletion of fossil fuel by late 1980s, things 
became normal again and interest in renewable energy faded away (Chynoweth et.al., 
2001). Renewable energy is a clean energy source that can be regenerated for an 
indefinite period. There has been a growing need to invest in alternative sources of 
energy due to the depletion of fossil fuel (crude oil reserves) and because it is 
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becoming uneconomical to access. Furthermore, the negative impact of fossil fuels 
globally and its contribution to global warming, threats to water supplies, pollution of 
the environment and numerous risks fossil fuels possess to the health of people has 
given rise to a rapid need to focus on renewable energy which is presently regarded 
as the future for environmental sustainability. Based on REN 21’s 2016 report, 
renewables controlled 19.2 % to human global energy consumption and 23.7% to their 
generation of electricity in 2014 and 2015 respectively. In 2015, worldwide investment 
in renewable technologies amounted to more than US$286 billion with countries such 
as China and United States of America heavily investing into wind, hydro, solar and 
biofuels (REW, 2016). In recent years, Africa is taking the world by storm at an 
unprecedented pace as it is developing its renewable energy market. According to the 
report released in July/August 2016 by Renewable Energy Magazine showing 
Renewable Energy Country Attractiveness Index (RECAI) it was reported that 
emerging markets now represent half of the countries in the 40 strong index including 
four African markets featuring in the top 30 (REW, 2016).  
1.2 Problem Statement 
Even though biomass contributes largely to renewable energy consumption in recent 
years, not all biomass produced can be termed beneficial because some could be 
harmful to humans and the environment due to the carbon and odour of other gaseous 
substances that could be emitted during the process of converting biomass into 
biomass power. Nevertheless, biomass is significant as heating fuel and in some parts 
of the world the fuel is most widely used for cooking (Charles, 1996). Some biomass 
advocates argue that biomass is “Carbon Neutral” while those against the use of 
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biomass argue that biomass at large would accelerate global warming, increase air 
pollution or lay waste to forests. Irrespective of the different opinions regarding 
biomass, both parties agree that there is a need to develop a sustainable and 
beneficial biopower generation.  
It has been established that by using renewable energy, carbon footprints of nations 
will reduce drastically. Nevertheless there is still a need to contribute to ensuring that 
policies are put in place to support the use of biomass, waste from landfills and other 
sources of renewable energy in other to create a sustainable future hence, the need 
to optimize existing systems which is the essence of conducting this research.  
1.3 Research Aim and Objective  
The aim of this research is to establish that there is a role for biogas in the transport 
sector of South Africa. The study will be attempting to address the following: 
▪ Identify practical resources available from municipal solid wastes landfill site by 
visiting a municipal landfill site in order to characterize and quantify the organic waste.  
▪ Highlight available technologies used to produce biogas from organic wastes 
through literatures 
▪ Optimize biomethane yield from an industrial biogas plant using modeling and 
simulation software. 
1.4 Research Significance   
Due to the output of this research, the research field of renewable energy within South 
Africa and its neighboring countries will be broadened and consideration will be given 
to alternative sources of generating energy rather than depending solely on Eskom, 
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which generates energy (electricity) from firing of coal to tackle the energy crisis in 
South Africa. In addition, alternative solutions will be provided to the sole dependence 
on fossil fuel (petrol, diesel) for powering of buses thereby reducing the use of fossil 
fuels which relatively brings about reduction in carbon dioxide and other poisonous 
gases emission.   
1.5 Organization of the thesis 
This thesis outline gives a brief summary of the contents of this research work. An 
introduction, background, problem statement, research significance, aim and 
objective of the study are presented in Chapter 1. 
Chapter 2 (Literature review): this chapter reviews the literature with respect to 
research and work done in the field of renewable energy, while also contributing to the 
research field. It further discusses the history, limitations, challenges and the reason 
why the world needs to migrate from the traditional way of power generation which is 
fossil fuel to a more sustainable and eco-friendly approach to power generation which 
is renewable energy. Related published literature in this field of study was also 
reviewed and presented.  
 Chapter 3: this chapter presents some research exercise carried out on waste 
quantification and characterization from a municipal solid waste landfill site. It explains 
methods for waste sample collection and procedures for analysis.  
Chapter 4: this chapter presents results, analyzes and discusses the findings of the 
waste characterization and quantification exercises: the findings of the types of waste 
characterized from landfill site visited, possible ways of producing biogas in large 
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amounts from Municipal Solid Waste. It also presents and discusses results of findings 
on how to upgrade biogas to biomethane for the powering of metro buses.  
Chapter 5: this chapter reviews literature around optimization and it also presents the 
modeling and optimization results of the work done on the process parameters of the 
anaerobic digestion from an industrial biogas company.  
Chapter 6: this chapter presents extensive literature on Artificial Neural Network 
(ANN) and how it is used to model the process of an anaerobic digestion plant to 
produce biogas with increased amount of methane. The results obtained are also 
presented and explained. 
Chapter 7: this chapter likewise, presents extensive literature on Adaptive Neuro-fuzzy 
Inference System (ANFIS) which is used to compare and validate the result obtained 
from the ANN model. It also presents and explains the results obtained and how the 
ANFIS predicted model could help increase the quality of methane in the biogas 
produced from the biogas company.  
Chapter 8: this is the chapter that concludes the extensive study carried out on the 
optimization and modeling work done on an anaerobic digestion biogas plant and the 
conclusions and recommendations provided are based on the research findings 
arrived at by optimizing the process parameters of the biogas plant as a result of 
dataset supplied the biogas company 
REFERENCES: this section of the thesis presents all references consulted and cited 
during this research work.  
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APPENDIX: this section of the thesis presents additional figures and tables for better 
understanding of the extensive work done on the optimization and modeling of the 
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CHAPTER TWO 
THE LITERATURE REVIEW 
2.0 Introduction 
This chapter reviews and discusses the literature on renewable energy, biogas and 
biomethane. Historical background on energy, various forms of energy, fossil fuel and 
non-fossil fuels, the ideology behind the rapid migration from fossil fuel to non-fossil 
fuel, major contributors to renewable energy and global developments regarding 
renewable energy in recent years. It also analyzes and compares work done by many 
authors in this research field and lastly, the link between this review and the current 
study is also described in this chapter.  
2.1 Energy 
The versatility of the use of energy in the world makes it an important and essential 
commodity for livelihood of humankind on the earth surface. Historically, the first time 
the word “Energy” is heard of is in the year 1802 when Thomas Young was giving a 
lecture to the Royal Society. In 1807, when he was writing one of his publications to 
the Royal Society he defined “Energy” as the product of the mass of a body into the 
square of its velocity (Thomas, 1807). Ever since then, there has been a growing 
increase over the use of the word energy by the centuries and that led to scientists 
and researchers trying to understand the word or term Energy. This gave rise to 
various definitions such as: “the capability of an object or system to do work on another 
system or object”, “capacity of a physical system to do work” (Kroemer et.al, 2010), or 
“the actual exertion of power” (Energy, 2010). Until recent times it was defined as “the 
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power derived from utilization of physical or chemical resources especially to provide 
light and heat or to work machines” (College, 2017). Despite efforts and inputs to 
adequately define energy, scientists struggled to give it an all-encompassing definition 
because of its many forms and so various disciplines had to define it according to how 
best it suits their field. The field of Physics tends to have a upper hand because an in-
depth study was done on energy in the year 1902 and that led to the study of science 
of energy transformation which is popularly now regarded as “thermodynamics” 
(wikipedia, 2017). From this study, the law of conservation of energy was derived 
stating, “any form of energy can be converted into another form and the total energy 
will remain the same” this implies that energy cannot be destroyed or lost during a 
process. There are various forms or types of energy namely: Kinetic, potential, 
mechanical, chemical, electrical, magnetic, radiant, nuclear, elastic, gravitational, 
thermal, heat, mechanical work amongst others and the common basis for this is that 
work is being done because of energy in action.  
Broadly, energy is derived from two major sources namely: non- renewable energy 
sources which has been the conventional energy source for many centuries and 
renewable energy sources. All other forms of energy are categorized under these two 
sources.  
2.2 Non-Renewable Energy  
Non-renewable energy is the energy derived from sources that are available on earth 
in limited quantity and could be easily depleted over a long period of time. They are 
so called, because they cannot be replenished or regenerated over a short span of 
time. The world has benefited so greatly by exploiting and exploring these natural 
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resources or deposits nature has given mankind in abundance. As a result, these 
deposits were well utilized for the development of the world we live in so that it can be 
habitable and enjoyable for human beings. As years went by, these abundant 
resources provided for the needs of mankind, created jobs and livelihood for many 
and gave nations wealth to provide basic and social amenities for the people. 
Nevertheless, even though it is abundant in nature it has started depleting because it 
is not replenishing in nature. Non-renewable energy has become predominantly the 
source of energy for mankind from time immemorial because it provided all kinds of 
energy from three major sources namely: Coal, Natural gas and Crude oil which were 
all formed as a result of decomposition of prehistoric plants and animals that lived 
hundreds of millions of years ago. These three mineral resources make up what is 
known has “fossil fuel”. 
2.2.1  Fossil Fuels 
 The term “fossil” simply means naturally preserved remnant of a living thing over a 
very long period while “fuel” is any material that releases energy especially by burning. 
The combination of these two words gave rise to the compound word fossil fuel.   
Fossil fuels are accumulated remains of living organisms such as plants and animals 
that were buried within the earth over millions of years (OECD, 1997). Fossil fuels are 
made up of hydrocarbons which are the primarily constituents of Coal, Natural gas 
and Crude oil. These resources were formed over millions of years by natural 
processes such as anaerobic decomposition of buried dead organisms that is, ancient 
plant and animals. It was believed that coal was formed from long buried dead trees 
and plant materials. The leafy plants and trees died and sank into swamps and bogs 
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that covered the earth to form what is known as peat. This peat became buried under 
many layers of sediment and water was squeezed out of them over millions of years 
leaving some compounds within the peat to transform to a carbon-rich substance 
under intense heat and pressure over millions of years to what is known as coal. 
Likewise, crude oil and natural gas was believed to have been formed as a result of 
long dead marine organisms that were transformed at high pressure. Fossil fuels are 
finite resources which do not replenish themselves, so they are regarded as a non-
renewable source of energy. The accelerated consumption of these fossil fuels in the 
areas of powers and heat production, vehicle fuels and so on has led to the significant 
increase in pollutants such as: carbon dioxide (CO2), Oxides of Sulphur (SOx), Oxides 
of Nitrogen (NOx) and other gases. These are the major contributors to global warming 
and climate change. These fuels have powered and still powering to a very large 
extent industrialization of nations because of their vast applications in so many 
spheres of life among which are: transportation sector for the fueling of automobiles, 
airplanes and ships. The power sector has benefited from fossil fuels to produce 
electricity and heat while other sectors such as: medicine, cosmetic, polymers 
(including plastics), synthetic fibers and paint are not left behind. According to the 
International Energy Agency report of 2014, fossil fuels have become the world’s 
dominant energy source making up 82% of the global energy supply (International 
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Advantages of fossil fuels (Rebecca, 2017) 
(1) It is abundant and accessible 
(2) It provides large amounts of energy at relatively low cost. 
(3) It creates electricity for the world 
(4) It can be transported easily especially through pipes (oil and gas) 
(5) It is relatively clean and highly efficient. 
Disadvantages of fossil fuels (Rebecca, 2017) 
(1) It is a finite resource 
(2) when combust it creates an acidic environment 
(3) it is dangerous to harvest 
(4) it is the largest contributor to global warming  
2.3 Renewable Energy 
Renewable energy is the energy generated from renewable resources. These 
resources replenish naturally, and they include: wind, sunlight, water, geothermal 
heat, biomass and wave-tidal sources. These resources are generally considered 
replicable on human time scale and that have manageable environmental impacts. 
Renewable energy is often regarded as an alternative source of energy because it is 
clean, environmentally friendly and self-replenishing unlike fossil fuels, which is non-
renewable. In recent years, the world has been focusing and emphasizing on the need 
to research and invest more into renewable energy in order to tackle the challenges 
fossil fuel poses to the environment. As a result, challenging goals for these “new” 
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supply options to meet our energy demands have been set, for example at European 
level by the commitment of meeting 20% of the overall energy demand from 
renewable energy sources by 2020 (European Commision, 2015). Furthermore, 
researchers have been able to explore various means of producing clean and 
sustainable energy, which has given rise to the development of renewable energy 
technologies namely: solar power, wind power, geothermal, hydroelectricity, biomass 
and biofuels. However, their use remains extremely difficult due to conversion 
processes, limited effectiveness, infrastructure, land availability, system reliability and 
environmental impact (Wengenmayr et.al., 2012). Worthy of note is the fact that a lot 
of countries have enormous potential for renewable energy production (Aissa et.al., 
2014) although the usage of these energy potentials in so many countries is very 
negligible. However, in the field of renewable energy, many technologies such as: 
solar and wind which are often regarded as Variable Renewable Energy (VRE), 
Hydrogen fuel cell and battery are now gaining more popularity.  
2.3.1  Solar Energy 
This is the type of energy derived from radiant light and heat from the sun. Solar 
energy is a promising future option that lacks behind past expectations. Solar energy 
is an inexhaustible fuel source that can be converted into solar power to produce 
electricity directly using photovoltaics (solar panels) or indirectly using some lenses or 
mirrors and tracking systems to focus a large area of sunlight into a small beam. On 
a larger scale, solar power plants employ this technology to concentrate the sun 
energy as heat source, where the heat is used to boil water to drive steam turbines 
that generates electricity in a similar way like coal and nuclear power plants. The use 
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of solar energy has found application in diverse sectors because of technology thereby 
making it one of the leading sources for renewable energy. According to an IEA report, 
solar power is on the path to becoming the largest source of electricity by 2050 
(Agency, 2014). In recent years, energy from the sun has successfully been used in 
various sectors namely: power generation for water heaters, water pumps and 
lightings. It has also found application in communication and transportation sectors for 
powering automobiles. Solar energy like other renewable energy is environmentally 
friendly, safe and clean because it does not emit any substance and it is often noise 
free since its source is the sun. It is so abundant in nature especially in continents like 
Africa where there is sunlight almost throughout the course of the year. Nevertheless, 
it has its limitations in the sense that it does not work efficiently during cloudy weather 
and it requires a battery to store the energy for usage at night. These limitations do 
not affect it from gaining more attention from investors rather it has helped to increase 
its efficiency and helped to drastically reduce prices because most homes in the rural 
areas are not connected to the power grid and as their economies develop solar power 
makes it the most independent way for people to power their lives (Geography, 2017).  
2.3.2  Wind Energy 
Wind is the movement of air from the regions with high pressures to regions of low 
pressure. The uneven heating of the earth’s surface often causes it by the sun. There 
is great power in wind that could be harnessed to produce electricity with wind 
turbines. The use of airflow through wind turbines can power generators mechanically 
for electric power. Wind power is often regarded as one of the best alternatives to 
burning fossil fuels because it is renewable, plentiful and clean, widely distributed, 
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consumes no water, produces no Greenhouse Gas (GHGs) emissions and requires 
little land for installation of wind turbines. With the use of wind turbines, the kinetic 
energy in the wind is converted to mechanical power, which can be used for 
electrification with the help of a generator. Wind turbines are very high and consist of 
three steel blades which are 60m long. These blades are spun by the wind as a result 
transferring motion to a shaft that is connected to a generator so that electricity can 
be produced. Despite the huge potential of wind energy it is still underutilized even 
though its usage has increased by about 20% within the past decade (Geography, 
2015). Its limitations include: high installation cost, change in speed, not suitable for 
all areas and affects biodiversity because birds flying in the region can die if they fly 
so close to the rotating blades. 
2.3.3  Geothermal Energy 
Geothermal energy is the heat energy generated and stored in the rock and fluids 
beneath the earth crust. It is accessed by drilling water or steam wells in a process 
like oil well drills. Geothermal energy can be found almost anywhere ranging from 
shallow ground to several miles below the surface reaching the extremely hot molten 
rock called “magma”. Geothermal plants are designed in a way that they could use 
hydrothermal resources that have both water (hydro) and heat (thermal) to access the 
steam beneath the earth. Presently, geothermal energy is generated in over 20 
countries with United States of America (USA) being the world’s largest producer with 
the geothermal plant established in San Francisco California. There are many 
advantages of tapping this energy from beneath the earth such as: its availability all 
through the course of the year, it is relatively not expensive compared to natural gas 
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fueled power plant, it only produces about one-sixth of the carbon dioxide generated 
by natural gas fueled power plant which indicates that it is relatively clean. 
Nevertheless, geothermal energy has one major disadvantage and that is the release 
of Hydrogen Sulphide H2S into the environment at a very low concentration.  
 2.3.4  Hydroelectricity 
 Energy produced from hydro (moving water) can also be used to generate electricity. 
Hydroelectricity is the conversion of energy from flowing water to electricity. It is 
otherwise known as “hydropower” and often regarded as one of the oldest ways of 
producing electricity. It contributes about 7 per cent to the global electricity produced 
with China being the largest producer of hydroelectricity followed by Canada, Brazil 
and United States of America (USGS, 2016). Hydro plants using turbines and 
generators produce electricity. When moving water spins rotor on a turbine which is 
connected to an electromagnetic generator, mechanical energy is generated and as 
the turbine spins, electricity is produced. Hydro plants can be broadly classified 
according to type of facilities they operate and according to size.  
There are three types of hydro plant facilities namely (Muise, 2012):  
(a) Impounded facilities: These hydro plants use dams to create large reservoirs of 
water. When water passes through turbines in these dams electricity is generated. 
(b) Pumped storage facilities: These hydro plants are equipped with a second 
reservoir constructed below the dam for energy storage purposes. 
19 | P a g e  
 
(c) Run-of-river facilities: These types of hydro plants rely mainly on natural water flow 
rates where a portion of river water is diverted to the turbine to generate electricity. 
This type of facility does not necessarily require a dam.  
Hydro plants can also be categorized into three according to their sizes (Muise, 2012): 
(i) Large Hydro plants which can produce electricity greater than 30 megawatts (> 
30MW). 
(ii) Small Hydro plants which can produce electricity between (100 kW – 30 MW). 
(iii) Micro Hydro plants which can generate electricity less than 100 Kilowatt (<100). 
Even though hydroelectricity is one of the major contributors to renewable energy 
source because rainfall renews the water in the reservoir and dams, it does have its 
disadvantages such as: high investment cost, hydrology dependent, fish entrainment 
(passage restriction), and displacement of local population. Hydroelectricity does not 
contribute to water and air pollution nevertheless, these facilities negatively impact the 
environment affecting land use, homes and natural habitat in dam areas (USGS, 
2016).  
2.3.5   Biomass 
Biomass can be referred to as organic materials, excluding those buried in geological 
formations that have been converted into fossil fuels, derived from living or recently 
living biological origin of plants, humans, animals and aquatic organisms through the 
photosynthetic conversion of solar energy (Frank and Jan, 2011). Biomass has been 
reported as a fourth largest available energy resource of the world (Gaurav et al., 
2017). It can be used to generate several energy sources including heat, liquid and 
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gaseous fuels and electricity. The simplest and most common way of extracting the 
energy present in biomass for heat and electricity is combustion (Piaskowska-Silarska 
et al., 2017). These organic materials are formed at times when animals eat up plants 
and through the process of digestion and excretion, biomass is formed. In addition, it 
could be formed when microorganisms eat up plants and when plants are burnt. 
Biomass is an integral part of the earth’s carbon cycle and this is the process by which 
carbon is exchanged between all layers of the earth such as: atmosphere, biosphere, 
lithosphere and hydrosphere. Biomass generally contains chemical energy which 
when burnt produces heat that could be used for cooking and production of electricity. 
Most common biomass materials originate from these sources namely: forestry crops 
and residues, industrial residues, animal residue, municipal solid waste, sewage and 
agricultural crops and residue. The use of biomass for energy production has helped 
to reduce carbon foot print and sustain an eco-friendly environment nevertheless, it 
has been argued that not all biomass is carbon neutral and so there is a need to 
distinguish which type of biomass is beneficial and those detrimental to the 
environment. Furthermore, there is an ongoing debate about whether biomass is 
renewable or not. Some schools of thought has defended the argument by saying if 
consumption of biomass does not exceed the ability to continually supply the biomass 
feedstock being used, we will have a renewable energy source that does not 
substantially disturb the natural biochemical cycle on human time scale (Cho, 2011; 
Hough and Ares, 2016). This argument thereby emphasizes the need to replenish as 
quickly as they are used biomass feedstock such as plants, wood and waste in order 
to avoid biomass from being termed a non-renewable energy source. Furthermore, if 
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pollutants such as carbon monoxide, carbon dioxide, nitrogen oxides and other 
particulates are not properly captured and recycled when burning biomass, smog can 
be created which could even exceed the number of pollutants released by fossil fuel. 
In modern days, biomass is gaining more recognition by the day because it is seen as 
a major alternative to petroleum for production of biofuels and chemicals. The potential 
of biomass energy crops and plantations depends on the land area available, the 
harvestable yield, biomass energy content and the conversion efficiency. Depending 
on their sources, biomass energy varies from one source to another as illustrated in 
Table 2.1.  
Table 2.1: Global biomass energy potential from various sources 
Sources Comments  Potential Energy EJ/Year 
Biomass on surplus land  Area 0-2.6 Gha 0-988 
Biomass on degraded land 430-580 Mha 8-110 




various studies  
10-16 
Animal manure Various estimates 9-25 
      




paints and solvents 
83-116 
Total  33-1130 
Adopted from Source: (Hoogwijk et al., 2003) 
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2.3.6 Biofuel    
Biofuels which are the produced predominantly from biomass are referred to solid, 
liquid and gaseous fuels (Gaurav et al., 2017). Biofuel is one of the recent and leading 
contributors to renewable energy sources. It can be defined as fuels produced from 
contemporary biological processes from agriculture and anaerobic digestion rather 
than geological processes, which leads to formation of crude oil. These are energy 
carriers which store energy derived from organic materials (biomass) including plant 
materials and animal waste. With advanced and efficient conversion technologies, 
biofuels can occur in three phases namely: Solid phase such as: wood from forest and 
forest residue, crop residue, crop specifically grown for energy generation, animal 
waste and municipal solid waste. Liquid phase as ethanol and biodiesel and lastly, 
gaseous phase such as biogas, hydrogen and Dimethyl ether (DME). 
The use of biofuel has found application in so many sectors namely: energy sector for 
electrification, transportation, aviation amongst others. Many components make up 
biofuel amongst which are waste cooking oil, cellulosic ethanol, methanol, 
biohydrogen, biodiesel, solaris which is a type of tobacco (plant material) amongst 
others. Solaris was used as a jet fuel to fly a South African Airways Boeing 737 in 
2016 and this was the first of its kind in Africa (Monk, 2016).  
Recent research has been able to propose biofuel (Biogas, Hydrogen and Dimethyl 
ether) as a good replacement for transport fuels. Nevertheless, some factors limiting 
the production of biofuels especially in the first generation of liquid biofuels are still a 
concern such as the amount of energy that is required to produce and convert biofuel 
crops into biofuels. In addition, the quantity to be produced that can replace fossil 
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transport fuels without encroaching on arable land that is meant for food production in 
order to avoid food scarcity. However, it is envisaged that if the issues of global 
warming and environmental pollution will be effectively managed, there is an urgent 
need to replace petrol and diesels (fossil fuels) by liquid biofuels which is the reason 
why biofuels production is attracting more global attention.  
Advantages of Biofuel (Gaurav et al., 2017) 
(1) They can be easily extracted from the biomass 
(2) They are sustainable due to biodegradable property 
(3) Biofuel combustion is based on carbon-dioxide cycle 
(4) It is more environmentally friendly  
2.3.6.1  Utilization of biofuel 
The usage of biofuel just like fossil fuel cuts across all discipline. Generally, like in the 
case of fossil fuel, energy produced is consumed in 3 major categories namely: 
electricity or power generation, transportation and heat. Generation of electricity is the 
single largest use of fuel in the world (Biofuel.org.uk, 2010a). Syngas which is a 
cleaner and more renewable form of energy for example can be used in a co-
generation plant with methane to produce electricity. However, it is important to note 
that electricity produced from biofuels is secondary because the aim of producing 
biofuels is for use in the transportation sector. Globally transportation accounts for 
25% of energy demand and nearly 63% of oil consumed (Biofuel.org.uk, 2010a). In 
the transportation sector, diesel and petrol are the most used fuels to drive cars, 
internal combustion engines, trains, ships and so on. Nevertheless, algae that are rich 
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in lipids can produce numbers of fuels such as: diesel, ethanol, butanol and methanol. 
The major challenge with this approach of biofuel production is the energy needed to 
grow algae from a seed stock to harvest-ready is much larger than the energy obtained 
from harvesting them. This is what has led to more investment in the area of biogas 
production which is more sustainable and efficient for transportation. In addition, 
Hydrogen has also been proposed as fuel for gas turbines (Scragg, 2009). As in the 
case of fossil fuel (natural gas) the major use is heating and because it is expensive 
compared to solid biofuel (wood) which can also be used for heating in homes, 
research is underway in order to improve efficiency, reduce emissions and enhance 
convenience of this aesthetic and practical method of heating. 
2.3.7 Renewable Energy Challenges 
The production of renewable energy from various sources has not been without 
glitches. The major challenges RE is being faced with are technology and acceptance 
amongst other factors. In fact, the challenges are global, and they could be classified 
into various segments such as: technical, economical, market, environmental, social 
and institutional. According to (Pegels, 2010) the path dependency problem to RE is 
the reluctance to forego a known technology and embrace a new pathway. Rightfully 
so because for instance coal contributes one-third of global energy supply which 
amounts to about 40% of electricity generated (International Energy Agency (IEA), 
2018). In as much as coal is readily available in most countries, in addition to its high 
net energy yield compared to other energy sources (Miller and Scott Spoolman, 2014) 
it will be highly prohibitive in terms of cost and time for industries to let go and embrace 
RE as a major source of generating electricity. Even though there has been a growing 
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improvement in the technological space which is helping the energy sector to generate 
much needed energy from renewable resources, there is a lot to be achieved before 
RE can be widely accepted and depended upon. The rate of adoption will depend on 
the market conditions and policy landscape once technology is widely available 
(Nuttall and Manz, 2008). It is important to note that markets for companies that 
develop energy technologies are greatly influenced by evolving government 
regulations. Furthermore, governments are responsible for the establishment of the 
market framework based on clear, stable and non-discriminatory rules and for 
regulating the market effectively. The role of governments in tackling the challenges 
of RE technologies cannot be downplayed because governments also have a role to 
play in planning for contingencies (such as major disruption to supplies), where 
markets alone would be unable to manage the impact (Nuttall and Manz, 2008).   
  2.4  Municipal Solid Waste   
Waste materials that are dumped on landfills within the municipalities or local 
government areas are referred to as Municipal Solid Waste (MSW). These kinds of 
waste materials emanate from various sources or origins namely: domestic, 
commercial, industrial, agricultural, construction sites, and institutions. Waste 
generation seems to be inevitable for as much as human beings continue with their 
daily activities on earth. The global challenge therefore is, how to turn this waste to a 
beneficial and economically useful raw materials or products without creating another 
problem to the environment.  According to a report released in 2012 by the world bank, 
1.3 billion tons of municipal solid waste was generated per year by 3 billion urban 
residents all over the world and it was forecasted that the quantity of waste generated 
26 | P a g e  
 
by 2025 will rise to about 2.2 billion tons (Hoornweg and Bhada-Tata, 2012). Also, in 
South Africa which is a developing nation about 108 million tons of waste was 
generated in 2015 and most of which ends up being dumped on landfill sites. This 
quantity is so alarming and when it was monetized on an annual basis it was found 
out that the waste generated within the country is worth about 17 billion Rand (Jamal, 
2015). Several sectors produce a huge amount of waste but for renewable energy 
generation the agricultural sector has the most impact in terms of the quantity and 
usefulness of waste generated. Around 15 billion tons of waste such as crops residue 
and animal manure is generated worldwide in the agricultural sector on an annual 
basis and the majority of such waste can be processed to serve as feedstock for 
anaerobic digestion plants to produce renewable energy (Donkin et.al., 2013).  
2.5 Biogas Production 
Biogas is a colourless, combustible mixture of different gases produced from the 
anaerobic decomposition of organic compounds through the help of bacteria 
(Umeghalu et al., 2012). These bacteria are decomposer microorganisms that 
produce various gases because of their respiration in the absence of oxygen and the 
composition of the gases produced is a function of the substances being decomposed. 
The gases produced by these bacteria is therefore referred to as “Biogas” (Sawyerr 
et al., 2019). Biogas emanates from various sources namely: landfills, wastewater 
treatment plants, food and vegetable waste, livestock operations and biomass 
gasification-methanation. One of the oldest sources of producing biogas is harvesting 
of landfill gas. Biogas from landfill is a result of the breakdown of biodegradable waste 
due to chemical reaction and microbes or as digested gas. Also, biogas can be 
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produced from several lignocellulosic sources namely; fruits, manure and vegetable 
waste in an Anaerobic Digestion system which could be on a small or large scale. 
Generally, biogas composition is typically 60-65% CH4, 35-40% CO2, 0.1-0.5% H2S 
and some trace amounts of other gases and vapour of various organic compounds 
(e.g. aromatics, chlorinated hydrocarbon, alcohols etc.) (Stern et al., 1998). Another 
very old biogas systems is the septic tank, which has been used for treatment of 
wastewater since the end of the nineteenth century and is still used for isolated 
properties where there is no sewerage system (Jørgensen, 2009). In recent years, 
several biogas facilities have been installed at sewage treatment plants and so many 
communal biogas plants of various sizes have been constructed. The purpose for 
these biogas plants is mainly to treat manure, slurries from livestock farms, 
slaughterhouses and organic waste from food industry for energy generation while 
producing fertilizers as by-products that are being used to replenish the soil for farming 
in the agricultural sector. Production of biogas involves technical and economic 
parameters such as: microorganism species, pretreatment and purification 
technologies, substrate properties and optimal reactor conditions (Achinas et.al., 
2017). There are several process parameters that must be optimized for biogas 
production to be successful and they include: The anaerobic environment, 
temperature, acidity (pH), substrate (feedstock), comminution, dry matter content, 
Carbon/Nitrogen (C/N) ratio, stirring and organic loading. Optimizing the combination 
of all these parameters is the key to cost-effective biogas production because they 
determine the rate and quantity of biogas to be produced.  
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2.5.1 Anaerobic Digestion (AD) 
Anaerobic digestion (AD) is a series of bacterial fermentation processes in which 
microorganisms break down biodegradable materials (organic matter) without free 
oxygen and results to the formation of digestate and biogas containing mostly 
methane and carbon dioxide. Anaerobic digestion is the principal decomposition 
process occurring in landfills (Rapport et.al., 2008). AD occurs naturally in anaerobic 
niches such as mashes, sediments, wetlands and the digestive tracts of ruminant 
animals. Anaerobic digestion which is a complex fermentation process brought about 
by the symbiotic association of different bacteria was initially taught to be a two- stage 
process involving the sequential action of acid forming and methane forming bacteria 
(Bajpai, 2017). 
AD technology has been demonstrated and has robust commercial availability. AD is 
employed in many instances for example: at animal feeding operations and diaries to 
mitigate the impact of manure and for energy production. Furthermore, AD is 
employed for sludge degradation and stabilization at wastewater treatment plants or 
facilities as well as for the treatment of high-strength industrial and food processing 
wastewaters prior to discharge. The use of various waste streams such as cattle 
manure, kitchen waste, sewage sludge, poultry dropping, agricultural residues, and 
other organic garbage can act as feedstock in an anaerobic process to produce 
biogas. In addition to economic benefits from energy and fuels generation, AD plants 
provide additional environmental benefits (e.g. decrease in water, soil and air 
pollution, etc.) (Scarlat, Dallemand and Fahl, 2018).  
29 | P a g e  
 
AD involves mainly four stages in order to produce biogas from organic waste. AD is 
mainly a mesophilic and thermophilic biological decomposition and stabilization of 
biodegradable waste at controlled anaerobic conditions such as temperature, pH, 
retention time etc. The four stages for biogas production are: Hydrolysis, 
Acidogenesis, Acetogenesis and Methanogenesis. At each phase, specific bacteria 
namely: Hydrolytic, Acidogenic, Acetogenic and Methanogenic respectively is used to 
carry out the decomposition process (Dada, 2017).  
2.5.2 Anaerobic Digestion Biochemical Reaction Stages 
Hydrolysis stage: This stage is the first step of anaerobic digestion. The process at 
this stage involves the breaking down of insoluble organic materials and higher 
molecular mass compounds such as: lipids, proteins, fats, nucleic acids etc. into 
soluble organic materials that could be used as sources of energy and cell carbon 
anaerobes such as amino acids, long chain fatty acids and sugar.  At hydrolysis stage, 
the rate of decomposition is largely dependent on the nature of the substrate.  
Acidogenesis Stage: At this stage, the small organic molecules produced in the 
hydrolysis stage are degraded further into short chain organic acids such as butyric 
acids, propanoic acids, acetic acids, alcohols, hydrogen and carbon dioxide. At this 
stage, the acidogenic bacteria converts simple sugars, fatty acids and amino acids 
into organic acids and alcohol (Gerardi, 2003).  
Acetogenesis Stage: At this stage, acetogenic bacteria consumes products which 
cannot be directly converted to methane by methanogenic bacteria and converts them 
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into methanogenic substrates, volatile fatty acids (VFA) and alcohol which are later 
oxidized into methanogenic substrates like acetate, hydrogen and carbon dioxide.  
Methanogenesis Stage: This is the final stage of the AD process. It is also the 
slowest biochemical reaction process and the most critical step because it involves 
two different groups of bacteria before methane can be produced. The first group of 
bacteria is responsible for degrading acetic to produce methane while the other group 
produces methane from carbon dioxide and hydrogen. Under strict and stable 
anaerobic condition around 70% of the methane produced comes from the 
degradation of acetic acid while the remaining 30% comes from degradation of carbon 
dioxide and hydrogen (Jørgensen, 2009; Adekunle and Okolie, 2015). At this stage 
two different groups of bacteria are responsible. 
The chemical reaction of each process or stages of biogas production in a complex 
waste is presented in Table 2.2 while production pathway of biogas from anaerobic 
digestion processes is illustrated in Figure 2-1.    
Table 2.2: Chemical reaction in anaerobic oxidation of complex wastes.  
Hydrolysis 
(C6H10O5)n + n H2O → n C6H12O6 + n H2 
Acidogenesis  
C6H12O6 ↔ 2 CH3CH2OH + 2 CO2 
C6H12O6 + 2 H2 ↔ 2 CH3CH2COOH + 2 H2O 
C6H12O6 → 3 CH3COOH 
Acetogenesis 
CH3CH2COO− + 3 H2O ↔ CH3COO− + H+HCO3 − + 3 H2 
C6H12O6 + 2 H2O ↔ 2 CH3COOH + 2 CO2 + 4 H2 
CH3CH2OH + 2 H2O ↔ CH3COO− + 3 H2 + H+ 
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Methanogenesis 
CH3COOH → CH4 + CO2 
CO2 + 4 H2 → CH4 + 2 H2O 
2 CH3CH2OH + CO2 → CH4 + 2 CH3COOH 
 Source: (Anukam et al., 2019) 
One major advantage of an Anaerobic Digestion (AD) plant is that it can be applied 
on a small or large scale depending on the market it is meant to serve.  
 
Figure 2-1: Typical Anaerobic Digestion Pathway (Wilson, 2014) 
2.5.3 Anaerobic Condition for Biogas Production 
For the various microorganisms or bacteria involved in the production of biogas to 
operate optimally, there is a need to create a conducive environment by optimizing 
some process parameters for the bacteria to produce biogas at peak level. Such 
process parameters include: Temperature, pH, Hydraulic retention time, Mixing, 
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Particle size Distribution, Digestion rate of substrate, Carbon, Nitrogen Ratio (C:N) 
and Digestion chamber loading and Organic loading rate. 
 2.5.3.1 Temperature 
Biogas production from organic substrates is strongly affected by the temperature 
where anaerobic digestion takes place. Different microorganisms thrive better under 
different temperatures as a result microorganism can be categorized based on their 
most suitable temperature at which they grow fast and work most efficiently. The 
optimum temperature can be grouped into psychrophilic, mesophilic and thermophilic. 
There is a direct relationship between anaerobic process and optimum temperature 
for microorganisms such that at psychrophilic temperature (low), anaerobic digestion 
is slow while at thermophilic temperature, there is a faster reaction-taking place 
thereby leading to faster gas yields although with higher energy input. The various 
optimum temperature is thus represented in Figure 2-2. Microorganisms that thrive 
under a psychrophilic temperature do so at a low optimum temperature of about 10oC, 
while mesophilic microorganisms survive and become more efficient at temperatures 
of about 20-45oC and finally, microorganisms that thrive better at thermophilic (high) 
temperatures between 45-80oC are said to be heat-loving. Generally, at very low or 
high temperatures microorganisms are destroyed completely.   
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Figure 2-2: Microorganisms growth at different temperatures (Lumen, 2010) 
 2.5.3.2 Potential of Hydrogen (pH)  
Potential of Hydrogen is a numeric scale used to determine the acidity or alkalinity of 
a substance or solution. The pH of any solution is measured by a pH meter and the 
scale ranges from 0-14 with 7 being the neutral point. A solution whose pH is less than 
7 is said to be acidic while solutions whose pH is greater than 7 are said to be alkaline. 
It is important to ensure a stabilized pH in an AD process because methanogens, 
which are the slowest growing microorganisms, are highly sensitive to their 
environments (Manser, 2015). It is believed that the pH range suitable for most 
microorganism is between 6.9 and 9.0 while the most preferred level is 7.2 
nevertheless, beyond that range digestion can still proceed but with less efficiency 
(N.G, 2008). Generally, slurry-based plants often have a somewhat higher pH (8-8.3) 
due to a higher ammonium content (Jørgensen, 2009). 
2.5.3.3 Hydraulic Retention Time (HRT) 
Hydraulic retention time otherwise known as hydraulic residence time is a measure of 
the average length of time a soluble compound remains in a constructed bioreactor. 
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It is a macro-conceptual time for an organic material to stay in the reactor. HRT 
depends partly on substrate composition and digestion temperature. In most cases, 
HRT remains larger for complex compounds such as fiber rich and cellulose rich 
compounds while it is smaller for simple compounds or substrates rich in sugar and 
starch. The reason for this is the hardness for decomposition associated with the 
compound.   
HRT which is the ratio between the volumes of aeration tank versus the influent flow 
rate can be mathematically illustrated as seen in Equation 2.1.  
𝑯𝑹𝑻 (𝒅) =  
𝑽𝒐𝒍𝒖𝒎𝒆 𝒐𝒇 𝒂𝒆𝒓𝒂𝒕𝒊𝒐𝒏  𝒕𝒂𝒏𝒌 ( 𝒎𝟑)




         Equation 2. 1  
Another important operational parameter that plays a significant role in maintaining a 
digester stability to note is the Solid Retention Time (SRT),  which controls the 
conversion of solids to gas. SRT evaluates the ability of a biological system in meeting 
the effluent standards or the allowed pollutants biodegradability levels (Singh et.al., 
2017) . The advantage of SRT is the fact that it has control over microbe collection 
residing within the reactor in order to meet the waste stability levels. Mathematically, 
it can be presented as seen in Equation 2.2.  
𝑆𝑅𝑇 (𝑑) =  
𝑉𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 𝑎𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑡𝑎𝑛𝑘 (𝑚3)∗𝑇𝑜𝑡𝑎𝑙 𝑆𝑜𝑙𝑖𝑑𝑠 𝐶𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛(𝑘𝑔 𝑚3)⁄  
𝐷𝑎𝑖𝑙𝑦 𝑄𝑢𝑎𝑛𝑡𝑖𝑡𝑦 𝑜𝑓 𝑊𝑎𝑠𝑡𝑒 (𝑚3 𝑑)∗𝑇𝑜𝑡𝑎𝑙 𝑆𝑜𝑙𝑖𝑑𝑠 𝑜𝑓 𝑊𝑎𝑠𝑡𝑒𝑠 (𝑘𝑔 𝑚3⁄ )⁄
       Equation 2.2 
It is of high importance to know that the larger the SRT, the more improved the 
operational stability. 
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2.5.3.4 Particle Size Distribution  
Particle size distribution has been widely used as one of the qualitative measures of 
organic solid waste disintegration in the AD process to produce biogas. It is important 
to reduce the size of the particles which results in greater surface area per unit volume 
available for disintegration in order to enhance easy digestion of organic waste by the 
microorganism (Muller et.al., 2004). As a matter of fact, previous studies (Hajji and 
Rhachi, 2013; Nalinga and Legonda, 2016; Zhang et al., 2019) have shown that there 
is a  a direct correlation between particle size and methane yield and as a result It is 
has been recommended that the particle size should not exceed 12mm if effective 
digestion is to be achieved. 
2.5.4 Biogas production from organic fraction of municipal solid waste vs 
wastewater sludge 
Biogas plants are springing up from various parts of the world and literally every 
continent is giving more attention to construction of biogas plants in order to meet up 
with energy demand while also reducing pollution arising from waste to the minimum. 
More than 12000 biogas plants are currently active in the world producing about 7000 
MWel. Most of these biogas plants are designed to specifically treat waste received 
as their feedstock from various sources such as: animal manure, sewage sludge, 
industrial waste, domestic waste, energy crops amongst other sources. Currently, 
Europe prides itself of being the leading continent in terms of biogas facilities with 
about 90% of the world’s total facilities while two-thirds of the plants are established 
in Germany (Smith, 2016). The major driver for biogas production has been subsidies 
for electricity, heat or fuel produced in biogas facilities rather than sustainability and 
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environmental protection. It is important to compare biogas production based on the 
two most common feedstock, which are organic food waste and wastewater sludge in 
order to ascertain what method to apply for biogas production in a given area although, 
there are other waste sources such as: animal manure, slurry and municipal solid 
waste.   
 2.5.4.1 Organic Fraction of Municipal Solid Waste (OFMSW) 
Organic fraction of municipal solid waste is otherwise known as municipal biowaste. 
This waste is common on municipal landfills and can be used as feedstock for 
Anaerobic Digestion (AD) to produce an alternative clean source of energy. In some 
cases, OFMSW has been used solely as feedstock for biogas production however, it 
does have its advantages and disadvantages. OFMSW provides an alternative to 
biogas production through the AD process because it is mainly biodegradable waste 
and it is always found in high quantities. Urban refuse comprises of various types of 
waste materials which are collected from all spheres of life ranging from domestic to 
industrial locations. Nevertheless, irrespective of the origin or waste sources organic 
food waste is always present in the waste stream hence, organic food waste plays a 
vital role in biogas production and renewable energy at large. Over the years, organic 
food waste from food markets, food industries and selected food waste from landfills 
have been used as substrates in biogas generating plants because it has the potential 
of providing high biogas yield in comparison to cow manure, whey, pig manure, corn 
silage and so on. (Curry, 2012)  
37 | P a g e  
 
 2.5.4.2 Municipal Wastewater Sludge 
Sludge is a semi-solid slurry which can be produced as sewage sludge from 
wastewater treatment process (Demirbas, 2017). Municipal wastewater sludge is a 
mixture of both domestic and industrial waste that contains majorly water although, 
there are also wide ranges of harmful substances such as dioxins and furans, phenols, 
phthalate, organochlorine pesticides, absorbed and extracted chlorine derivate and 
many more contaminants present in wastewater sludge. Generally, it can be observed 
in 3 phases: solid, semi-solid and liquid muddy residue. Irrespective of the phase of 
occurrence there is a very high need for treatment which can be grouped also into 
three (3) stages namely: Pretreatment, Primary and Secondary treatment. At the 
pretreatment stage, large solids and grits are easily removed through screening 
process while at the primary stage the wastewater sludge can settle and as a result 
solid sinks to the bottom while oil and grease floats to the surface. Lastly, at the 
secondary stage, wastewater sludge is further treated in a sludge digester. These 
treatment processes take place at the sewage plants in order to re-use the water 
content for other beneficial purposes while also producing environmentally safe 
treated wastewater.  
 2.5.4.3 Co-Digestion of food waste and wastewater (sewage) sludge 
A co-digestion process is the simultaneous digestion of a mixture of two or more 
substrates (Horváth et al., 2016). To produce biogas through anaerobic digestion 
several co-digestion processes can be adopted such as: pulp and paper mill 
wastewater with sludge, sewage sludge with organic fraction of municipal solid waste, 
food waste with sewage sludge, animal manure with food waste amongst many 
others. The benefits of co-digestion includes: Hygienic stabilization, increase load of 
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biodegradable organic matter, increase digestion rate, dilution of potential toxic 
compounds, improve balance of nutrients, create a synergistic effect of 
microorganisms and ultimately produce a better yield of biogas.  
Co-digestion involves the digestion of two substrates together as a way of improving 
digestion efficiency and increasing energy output (Iacovidou et.al., 2012). In Denmark, 
Germany and Switzerland sewage sludge and food waste co-digestion plants have 
sprung up rapidly to meet up with the energy demands (Braun, 2009). Co-digestion of 
substrates in an anaerobic digestion plant has been preferred over mono-digestion 
due to several benefits associated with it such as better yield and quality of biogas 
produced (Das and Mondal, 2016). These have led to several countries in Europe 
such as Germany and Sweden amongst others practicing co-digestion for over 20 
years. According to (Mata-Alvarez, 2000) the treatment of several waste streams with 
different characteristics in a co-digestion plant enhances the performance of an AD 
process as a result of the positive synergism on the digestion medium which provides 
a balanced nutrient supply and at times increases the moisture content required in the 
digester. Several researchers have worked on the co-digestion of sewage sludge and 
food waste which has been widely reported and the compilation of some of the findings 
is presented in Table 2-3. It was observed that methane yield increases notably by 
increasing the fraction of food waste in sewage sludge which establishes the fact that 
co-digestion process is good for increasing the yield of biogas produced in an 
anaerobic digestion plant. 
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Table 2.3: Comparison of CH4 yields during the mesophilic (~35oC) digestion of sewage sludge, food 
waste and their mixture  
Substrate CH4 yield 
(ICH4/gVsdeg) 
Sewage sludge 0.116 
Sewage sludge (50%VS) + Food waste (50%VS)   0.215 
Sewage sludge  0.318 
Food waste 0.234 
Sewage sludge (75%DS) + Food waste (25%DS) 0.439 
Sewage sludge 0.269 
Food waste 0.395 
Sewage sludge (80%VS) + Food waste (20%VS) 0.326 
WAS (90%VS) + Food waste (10%VS) 0.186 
WAS (50%VS) + Food waste (50%VS) 0.321 
WAS (10%VS) + Food waste (90%VS) 0.346 
 Source: (Lacovidou et.al., 2012)   
*WAS: Waste Activated Sludge 
2.6  Biogas Post Treatment Processes 
The use of biogas as a source of energy especially for meeting electricity demand and 
as vehicle fuel is gaining more attention on a daily basis globally due to the adverse 
effect of fossil fuel on the ecosystem. The result of these continuous demands on 
biogas has placed a huge necessity on cleaning and upgrading of raw biogas 
produced from biogas plants in order to meet the various specifications for natural gas 
supplied to power grid and vehicle fuel for transportation. The post treatment 
processes of biogas can be broadly classified into two (2) namely: biogas cleaning 
and biogas upgrading. 
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2.6.1  Biogas Cleaning 
Biogas cleaning is simply the process of removing Hydrogen Sulphide, Particulates, 
Oxygen and Nitrogen, Siloxanes, water and other corrosive substances from raw 
biogas.  It is very essential to clean biogas before further processes or usage in order 
to avoid operational problems within the plant as a result of acidic gases. Also, 
cleaning of biogas helps to reduce or prevent equipment failure, reduce plant 
maintenance cost, increase equipment efficiency and increasing the equipment 
lifespan. Cleaning costs vary and are mostly dependent on the composition and 
volume of biogas to be treated. There are various techniques that can be adopted for 
the cleaning of biogas in order to meet various specification demands among which 
are: Air Injection, Iron Chloride Injection, Iron Oxide or Hydroxide Bed, Activated 
Carbon Sieve, Scrubbing and Biological Filter.    
2.6.1.1 Removal of Hydrogen Sulphide 
The process of removing Hydrogen Sulphide (H2S) from biogas is often regarded as 
Desulphurization. Hydrogen Sulphide is a colourless, flammable and very toxic gas 
with characteristic smell of a rotten-egg. When biogas is produced, H2S is formed in 
the biogas plant by the transformation of Sulphur-containing protein which originates 
from plants and fodder residues. Also, in the fermentation chamber, inorganic Sulphur 
(Sulphates) are biochemically converted into Hydrogen Sulphides. The percentage of 
Sulphur contained in biogas varies and it largely depends on the substrates. For 
instance, plant materials introduce little H2S into biogas, poultry droppings introduce 
about 0.5 volume percent of H2S, cattle and pig manure about 0.3 volume percent 
while protein-rich waste (molasses etc.) can produce large amount of H2S about 3% 
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volume percent (Allison, 2018). It is important to remove H2S from biogas before 
utilization because of its harmful effect on engines and equipment such as corrosion 
on the interior of Internal Combustion Engines (ICE) as a result of the Sulphur content 
which causes Sulphur Stress Cracking (SSC). The weak Sulphuric acid will end up 
contaminating the engine lubrication oil and lead to corrosion of the combustion 
chamber, exhaust system and various bearings (Allison, 2018). The level of tolerance 
of H2S varies per specification depending on application, equipment and vendor as 
illustrated in the Table 2.4. 
Table 2.4: Biogas Utilization Technologies and H2S requirement  
Technology H2S Tolerance (ppm) 
Heating (Boilers) and Stirling Engines < 1000 
Kitchen Stoves < 10 
Internal Combustion Engines < 500 ppm (depends on the kind 
of engine it can be < 50ppm) 
Turbines < 10,000 
Micro – Turbines  
Fuel Cells: 
               PEM 
               PAFC 
               MCFC 
               SOFC 





< 10 in fuel (0.1– 0.5 at the anode 
< 1 
< 4 (Variations among countries) 
Source: (Wellinger, 2000; Trogisch and Baaske, 2004) 
42 | P a g e  
 
Various technology has been established to effectively achieve Desulphurization 
(remove H2S) from biogas but the three most common techniques are explained 
below: 
Air Injection  
The injection of air into biogas is one of the most effective ways of removing Hydrogen 
Sulphide (H2S) from biogas. This process simply involves the injection of naturally 
occurring aerobic bacteria present in the air in small quantities into the biogas in the 
head space of the digester to break down H2S. If the retention time of the biogas in 
the digester is greater than 1-1.5 hours, H2S reduction can be up to 95% (Allison, 
2018). Since no chemical is involved in the process, it is environmentally friendly and 
does not involve additional operational costs.  
Iron Chloride Injection    
Another technique which could be used for removing H2S from biogas is the injection 
of Iron ions (Fe2+ or Fe3+) in the form of Iron Chlorides FeCl2 or FeCl3 to the digester 
precipitates or feed substrate in a pre-storage tank. This method is suitable for 
digesters with high Sulphur concentrations. Basically, it serves as a first measure in 
cases where H2S in the biogas can be high, probably higher than 1,000 ppm.  
Iron Oxide Coating 
Hydrogen Sulphide can also be removed from biogas using Iron oxide coated 
(Fe(OH)3 or Fe2O3) support materials for example, in wood chips. In this treatment 
process, biogas is passed through iron oxide coated material. The process allows for 
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regeneration after several times until the surface is covered with natural Sulphur, after 
which the tower filling must be renewed. Two columns are used in this process where 
one is absorbing while the other is re-oxidized.  However, a one column tower could 
also be used provided a small amount of air is present in the biogas although loading 
is limited compared to the use of two columns system.  
Activated Carbon Sieves 
For the removal of H2S at low concentration, activated carbon is most often used 
especially as an addition to physical adsorption. Activated carbon provides a catalytic 
surface for oxidation to elemental sulfur and sulphate, which helps to improve the 
removal of H2S. Activated carbon works effectively in the presence of moisture in fact, 
it must have between 20-30% of moisture content and the required volume of oxygen 
for it to work effectively. Below is the equation of reaction in the presence of oxygen.  
 2H2S + O2 ͢   ¼S8 + 2H2O      Equation 2.3 
2.6.2 Biogas Upgrading 
Biogas upgrade to higher – quality (biomethane) has attracted a lot of interest in recent 
years due to a combination of factors such as: advancement of biogas upgrading 
technology, poor economics of electricity biogas plants and the new opportunities for    
use in the transport sector. Raw biogas produced from Anaerobic Digestion (AD) 
processes is often associated with several impurities even though the methane 
concentration is generally between 60-65%. The concentration of the impurities is 
dependent on the composition of the substrate from which it is produced (Petersson 
and Wellinger, 2009). These impurities render it undesirable in meeting specific 
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applications hence, the need for upgrading. The use of upgraded biogas (biomethane) 
as an alternative to direct use of raw biogas for heat and power generation is already 
gaining popularity (Scarlat et.al., 2018). Biogas upgrading to biomethane is common 
in some European nations such as: Sweden, Germany, Poland, Austria, Czech 
Republic amongst others and currently 15 European countries are upgrading the 
biogas produced while 10 of these countries are already injecting it into the natural 
gas grid (Wellinger et.al., 2013; Eurostat, 2017). Europe is the world’s leading 
producer of biomethane with 459 plants in 2015 producing an estimate of 1.23 billion 
m3 annually (Scarlat, et.al., 2018). There are several technologies available for the 
cleaning and upgrading of biogas however, the common goal is to separate methane 
from carbon dioxide and other chemical components to produce biomethane. For the 
cleaning of biogas, the process involves the removal of Hydrogen Sulphide (H2S), 
water and other contaminants while the technologies available for the upgrade 
process includes: Pressure Swing Adsorption (PSA), Adsorption with water, 
Adsorption with Selerol, Adsorption with chemicals, Membrane separation and 
Cryogenic distillation. However, each technology has different efficiency rates, 
properties and can be used specifically for a biogas. The choice of a technology is 
predominantly dependent on maximum performance and methane recovery.   
2.7 Biomethane Utilization Pathway 
Biogas is a versatile renewable energy source and can be utilized directly for some 
applications but for a wider range of utilization there is a need to upgrade it to become 
a methane-rich product gas (biomethane) for it to serve as a better alternative or 
replacement for fossil fuel due to its flexibility and predictable nature. Biomethane 
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utilization can be attributed to so many factors among which are: economic, 
environmental and social factors. There are three major sectors where biomethane 
has been vastly utilized namely: transportation (for fuel), electricity, combined heat 
and power. In spite of that, there is a wide range of uses for biogas and biomethane 
as illustrated in Figure 2-4. The use of biomethane is gaining more attention globally 
although, it is mostly utilized in Europe currently while it is gradually gaining 
momentum in Africa. The rate of utilization of biomethane varies from one country to 
another across Europe and America due to the quality requirements and regulatory 
measures in place.   
2.7.1 Biomethane as transport fuel 
One of the major contributors to environmental pollution and carbon emission is fumes 
from automobiles. In order to decarbonize the energy sector, decarbonizing the 
transport sector is paramount. The transportation sector consumes about 62% of oil 
produced globally of which two-third of it is directly burned to operate vehicles. Only 
12% of the energy burned by a car is used to moving it while about 2% is actually 
used to move the occupants meaning the rest of the energy is lost to friction, heat, 
inefficient combustion (Biofuel.org.uk, 2010b). Biomethane is often regarded as 
renewable natural gas or green gas because of its purity which is very similar to that 
of natural gas. It is a clean fuel due to the absence of impurities such as SOx, CO2 and 
can be used as a perfect replacement for natural gas in dedicated Natural Gas 
Vehicles (NGV) without any alterations. The reason is because dedicated NGV 
engines have a higher efficiency to a level like that of gasoline engines as a result of 
the high-octane rating of natural gas and the purpose-built engine optimized for the 
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fuel only. Globally, clean cities around the world that aims to reduce petroleum use, 
reduce air pollution and reduce greenhouse gas pollution are encouraging the use of 
biomethane for the fueling of cars, buses and trucks. In Europe especially Sweden 
and Germany biomethane has been widely accepted and being used as fuel for 
powering cars, trucks and buses as could be seen in Figure 2-3. According to 
statistics, there are 3776 CNG station in Europe as at 2018 (CNG Europe, 2019) this 
attest to the fact that biomethane is a clean gas and a better solution to ending the 
problems caused by  carbon emitted from automobiles using fossil fuel. Worthy of 
mentioning is the fact that biomethane composition differs from one country to another 
as well as the biomethane properties such as calorific value and Wobbe index. 
Furthermore, according to a research carried out in the City of Johannesburg, there is 
a potential to generate about 91,600,000 Nm3/yr of biomethane per year from organic 
waste collected from identified feedstock within the city such as: landfill gas, waste 
from fruits and vegetable markets, organic household waste, abattoir waste, food 
industry waste, waste management companies and sewage sludge from the 
wastewater treatment plants (WWTP) (Niklasson and Bergquist-Skogfors, 2018). This 
also reiterates the fact that every city can produce biomethane gas that could be used 
within the city for powering Natural Gas Vehicles (NGV). 
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Figure 2-3: Biomethane utilization as vehicle fuel  (Jan Stambasky, 2010; edie newsroom, 2018) 
2.7.2 Biomethane for electricity generation 
Biogas upgraded to biomethane has a similar quality to natural gas with respect to 
methane, trace gases content, and so on. It could be injected into natural gas grid to 
replace natural gas while meeting the electricity demand of power plants, industries 
and households which are the traditional end users (Scarlat et.al., 2018). Among the 
various renewable energy mix such as: Geothermal, small Hydro, PV, wind, and 
biomass, biomethane has been deemed to have more potential of meeting the future 
energy demand despite all the challenges that surrounds its present usage for 
electricity generation.  
2.7.3 Biomethane for Combined Heat and Power  
Combined heat and power (CHP) is one of the methods leading to improvement of 
production cost-effectiveness because it enables better utilization of the chemical 
energy contained in the fuel, reduction of fuel consumed and reduction in GHG 
emissions and other pollutants such as nitrogen oxides (NOx) and Sulphur dioxide 
48 | P a g e  
 
(SO2) (Kozak and Majchrzycka, 2009). A typical CHP system consist of various 
components such as: prime mover (heat engine), generator, heat recovery, and 
electrical interconnection-configured into an integrated whole. Since biogas can be 
produced from the anaerobic digestion of various renewable feedstock and the biogas 
produced can further be upgraded to accommodate more utilization purposes its 
usage in a CHP system will provide a lot of benefits such as reduced risk of energy 
supply disruption, lower transmission and distribution losses and reduced peak 
electricity demand on grid while increasing energy efficiency. Biomethane can also be 
injected into a natural gas grid and delivered to the central heating systems of homes 
or buildings.  
 
Figure 2-4: Biomethane production and utilization pathways (Plochl and Heiermann, 2006) 
2.7.4 Biomethane Transportation 
One of the major challenges the use of biomethane in various sectors is faced with is 
transportation challenges. That is, how to get across the biomethane gas to end users 
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from the source of production. Direct use at or near the source is the most economical 
and may represent the most value if the entire biogas produced can be consumed out 
rightly, but in most cases that is not possible as a result biogas must be upgraded to 
biomethane and properly stored in a vessel which could help transporting biomethane 
produced from source to point of utilization. There are two major channels of 
transporting and distributing biomethane namely: pipelines and road transport through 
trucks as seen in Figure 2-5 and 2-6 respectively.  
 
Figure 2-5: Biomethane Pipeline  
 
Figure 2-6: Truck delivery of biomethane to gas station  
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Furthermore, as seen in Figure 2-5, biomethane can be transported and delivered to 
gas stations or network of natural gas distribution pipelines through trucks where it 
can be effectively utilized. Another mode of transporting biomethane is through a 
channel of dedicated biomethane pipeline or natural gas pipelines especially if it is to 
be used for electricity generation at the grid.   
 
 
2.7.5 Biomethane Storage  
The storage of biomethane is as important as its production. Biomethane can be 
stored as a compressed biomethane (CBM) in order to save space and for easy 
transportation. When compressed it can be stored in a high-pressure tank (200-250 
bars) which is like that of commercial gases. The storage tank can be made from steel, 
aluminium and composite materials but must be adequately fitted with devices such 
as rupture disks and pressure relief valves (Zafar, 2018). Figure 2-7 shows the inner 
and outer structure of a typical biomethane storage tank. Also, with adsorbent 
technologies using (activated carbon, glass microsphere and metal hydrides) storage 
tanks can accommodate more volume of gas. It can also be stored as a Liquefied 
Biomethane (LBM) in typical Liquefied Natural Gas (LNG) storage tanks that are 
double-walled and thermally insulated. Although when it is stored as LBM, it is 
advisable to use it quickly in order to prevent significant fuel loss due to thermal 
evaporation.  
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Figure 2-7: Outer and inner structure of a biomethane storage tank 
2.8 World Energy Outlook 
In today’s world, the importance of energy cannot be overemphasized because almost 
all human activities are dependent on energy availability. Therefore, the World Energy 
Outlook (WEO) which is a biennial publication and generally accepted as the global 
reference for energy demand and supply forecasts, helps to understand the overall 
energy demand from decades back at the same time projecting the prospects of 
energy by means of analyzing energy policy scenarios as conducted by the 
International Energy Agency (IEA). The rate at which the Gross Domestic Product 
(GDP) and population grows has a direct impact and ripple effect on the energy 
demand. These factors as well as the current economic development factors and 
geopolitical considerations form the basis of the model adopted by WEO for predicting 
and forecast energy demand. The WEO’s scenario-based analysis outlines different 
possible futures for the energy system across all fuels and technologies. With the 
current energy landscape being confronted with several strains of developments such 
as: supply constraints of conventional primary energy sources at increasing energy 
demands from emerging economies, climate change, deregulation of energy markets, 
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there is a growing momentum in the demand for new opportunities from innovations 
in sustainable energy technologies (Zerta et al., 2008). Considering the WEO history 
and projections within the space of a decade 2010-2019, clear indications have shown 
that the world is gradually embracing and gravitating towards renewable energy as to 
conventional use of fossil energy which are coal, oil and natural gas as presented in 
Figure 2-8 where the energy consumption of fossil and renewable energies were 
highlighted according to type of economies (advanced and developing).  
 
Figure 2-8: Changes in total primary energy demand, 2017-2040 in the NPS  (International Energy 
Agency (IEA), 2018) 
Although, coal remains the leading source for global energy generation and largest 
source of fossil energy consumed currently followed by gas in power generation, there 
is a transformation in the global power mix with shares of renewables in generation 
rising to over 40% from 25% by 2040 (International Energy Agency (IEA), 2018).  
Currently, wind and solar respectively are the leading sources of renewable energy 
for global energy generation and are forecasted to take over from coal by 2040 when 
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coal use in global power sector would have been down by 80% according to the 
Sustainable Development Scenario (SDS).  
     Globally, there is a continuous increase in demand for power. As at 2017, the 
demand for power had risen by 3% reaching 22,200 TWh despite this over a billion 
people world-wide still have no access to electricity which is a basic amenity especially 
from sub-Saharan Africa and developing Asia (International Energy Agency (IEA), 
2018). Among the world’s major consumers of energy, the Asian continent is the 
leading consumer of electricity where China’s electricity demand grew five times since 
the year 2000 making China the consumer of 25% of global power produced followed 
by India.  Electrification of new industries including for heat and transportation as well 
as increased digitalization has also boosted the demand for energy nevertheless, in 
advanced economies this has been outpaced by energy efficiency savings (Patel, 
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CHAPTER THREE 
WASTE QUANTIFICATION AND CHARACTERIZATION 
3.0 Introduction  
This chapter gives a detailed description of the procedures (experimental and 
analytical methods) followed to achieve some of the objectives of this research as well 
as the overview of some of the work done. The chapter also explains the need for 
conducting waste quantification and waste characterization exercises on municipal 
solid waste or landfills and fruits and vegetable markets because organic waste from 
these sources has a direct relation to the production of biogas which is being 
considered as one of the alternative fuel sources to fossil fuels. Lastly, the chapter 
addresses the methods adopted in conducting these exercises and the results 
obtained are presented in Chapter 4. 
3.1 Project Overview  
 This project overview explains the various stages and process of this research work 
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Figure 3-1: Project Overview 
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3.2 Municipal Solid Waste   
Municipal Solid Waste (MSW) can be defined as a pool of various solid waste by towns 
and cities from different types of household activities (Niazi et al., 2016). Municipal 
solid waste landfill sites have been in operation for decades and are common practice 
around the world. These sites play host to several materials deemed as useless or 
garbage by the society and among such materials are: papers, bottles, grass 
clippings, clothes, food scraps, furniture, tyres amongst many others. The 
management of MSW has become a global issue because of depletion of landfills, 
cost of dumping waste on landfills which is on constant rise and environmental 
pollution that is caused by poor management of these landfill sites which has now 
become a threat to the well-being of inhabitants living around the environs of these 
sites. MSW landfill sites do not only undermine aesthetic appeal of metropolitan cities 
but are also a major contributor to communicable diseases (Kubanza et.al., 2017).  In 
Africa, about 125 million tonnes of MSW was generated in the year 2012 among which 
90% of the MSW was disposed of at uncontrolled dumpsites and landfills (UNEP, 
2018). Despite the staggering figure, it is amazing to know that the average MSW 
collection rate was only at 55% and the bulk of the waste (57%) is organic waste. 
Despite the growing awareness to properly manage waste generated in Africa with 
the Waste Management Strategies of Reduce, Reuse and Recycle, there is still an 
uncontrollable amount of waste being generated within the continent while collection 
methods and recycling options are constantly being reviewed in order to effectively 
address the challenges. One of the major challenges faced by the MSW management 
is that there are very few waste management options available and so they are more 
expensive than landfill costs. When considering one of the strategies to manage MSW 
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“Recycling” it is observed that across Africa the action is more driven by poverty, 
unemployment and other socio-economic needs rather than public and private sector 
designs (UNEP, 2018). In order to help with the management of MSW, informal waste 
pickers have been engaged in recent years to actively help in recovering valuable 
resources from waste at little or no cost to municipalities and private companies while 
creating a source of income for themselves. Taking South Africa for example, as at 
2011, about 20,003 waste handling sites have been identified across the nation but a  
significant number of these sites are unpermitted (DEA, 2011). According to the 
National Waste Information Baseline Report (NWIBR), an estimate of 108 million 
tonnes of waste is generated in South Africa and only about 10% of it is being recycled 
(DEA (Department of Environmental Affairs), 2012). This further highlights the 
challenges the sector of waste management is being faced with even though it is well 
known within the discipline of waste management that waste collection and recycling 
industry can contribute immensely to job creation and GDP of the nation.  
3.2.1 Visitation to Municipal Solid Waste Landfill  
The essence of visiting municipal solid waste landfill site was to establish the fact that 
organic waste (food, fruit and vegetable) in most cases are being dumped on landfill 
site. This is important for the study because some of the feedstock used by biogas 
plant where data was collected originates from MSW and so in order to have first-hand 
information about the types of waste generated from a typical municipal solid waste 
landfill, a site visit was conducted at one of the largest landfill sites within the city of 
Johannesburg, the Robinson Deep landfill. This landfill site was visited for 
quantification exercise for a period of 5 days continuously. The purpose of the visit 
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was to carry out separation of waste from various batches of waste collected from 
different regions of the city. The type of waste generated by a location or area could 
reflect the societal class of the people living in that area. The waste brought to the 
landfills by waste trucks are collected from every municipality within the City of 
Johannesburg and can be classified according to waste sources namely: Round 
Collected Refuse and Uncompacted daily waste as depicted by Figure 3-2a and 
Figure 3-2b respectively.   
  
Figure 3-2 (a): Round collected refuse   (b): Un-compacted daily waste  
The Round Collected Refuse (RCR) is waste collected from various neighborhoods 
across the city and compressed by the waste trucks enroute to the various landfill sites 
within the city while the uncompacted daily waste is collected by open pick-up trucks 
from restaurants and shops across the city. Both categories of waste can be further 
grouped into different waste types as presented in Table 3.1. 
Table 3.1: Showing waste materials according to classification  
Waste Type Waste Materials  
Organic Food waste, garden waste, agricultural waste and composite organic 
waste 
A B 
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Paper and paperboard Books, magazines, newspaper, cardboards, office papers etc. 
Glass Containers (clear, green, amber), composite glass 
Metal  Tin, steel, aluminium container, scrap metal, etc.  
Plastics PET bottles (clear, green, amber), HDPE Containers, Film plastics, 
Mixed Plastic bags etc. 
Textile/Fabric Shoes, bags, weaves, textile  
Construction & Demolition   Concrete, lumber, roofing sheets,  
Special care  Paints, biomedical, batteries, oil filters, hazardous materials etc. 
Others e-waste, tyre, furniture, wood, carpets, chairs, etc.  
 
3.2.2 Biogas feedstock from municipal solid waste 
In South Africa, Gauteng province has the highest population of about 14717000 
which amounts to 25.5% of the total population (Statistics South Africa, 2016). Within 
the province, there are three (3) metropolitan municipalities and two (2) districts 
municipalities namely: City of Johannesburg metropolitan municipalities, City of 
Tshwane metropolitan municipalities, Ekurhuleni metropolitan municipalities, 
Sedibeng district municipalities and West rand district municipalities, out of which 
about 5635127 people reside within the City of Johannesburg. This explains why 
about 6000 tonnes of waste are being generated on a daily basis within the City of 
Johannesburg (COJ) (Pikitup, 2015) and this waste is of different kinds including: 
organic waste, e-waste, bulk waste which includes: old mattresses, furniture, tree 
felling, and builders’ rubble. In every municipality within the province, there are 
designated landfill sites which must have a national government permit in order to be 
able to accept domestic or municipal solid waste. The landfill site’s location within the 
province is presented in Figure 3-3.  
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Figure 3-3: Map of Gauteng Province showing six municipal solid waste landfill sites 
These landfill sites are selected based on selection criteria of NEMA Environmental 
Impact Assessment Regulation (2006) and the regulation is based on the 
Environmental Impact Assessment (EIA’s) of all interested and affected parties, 
impact assessment of potential sites, socio-economic factors and environmental 
safety. These MSW landfill sites abhor various categories of waste and of concern is 
the leachates generated by the landfills. According to (eThekwini, 2008) Leachates 
are liquid seepage from landfills resulting from a mixture of precipitation, liquid by-
products of anaerobic microbial actions and liquids already present in municipal solid 
waste. Organic waste from fruits and vegetable markets, household kitchen wastes, 
and organic waste from other sources still gets through to MSW landfills as presented 
in Figure 3-4.  
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Figure 3-4: Showing organic food waste at MSW landfill site 
3.2.3 Waste Quantification and Characterization of MSW 
In order to substantially determine if organic waste from MSW landfill sites can be 
utilized as a feedstock to produce biogas, organic waste was collected, weighed and 
characterized according to international standards. i.e. American Society for 
Testing and Materials (ASTM) – Standard Test Method for Determination of 
Composition of Unprocessed Municipal Solid Waste (D5231-92-2008) and 
UNEP/IETC – Developing Integrated Solid Waste Management Plan, Volume 1, 
Waste Characterization and Quantification with Projections for Future (2009).  
Waste collected from Rear-End-Trucks at the MSW landfill site over a period was 
sorted, weighed and characterized. The sorting process was manually carried out 
where similar wastes (Organic waste) was placed in a trashed bin and weighed. The 
organic waste of interest was weighed at 100kg per bin and later characterized based 
on their physical and chemical compositions in order to determine the waste moisture 
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content, particle sizes, density, pH waste composition amongst other parameters. The 
characterization exercises carried out on potential feedstock in an AD plant are 
broadly classified into two namely: Proximate Analysis and Ultimate Analysis. 
Proximate analysis deals with the determination of percentage moisture content, 
volatile solids and total solids amongst other parameters. While ultimate analysis 
helps to determine the content of hydrogen, carbon, oxygen, sulphur, nitrogen and 
other particulate matter present in the substrate. This process was repeated for 5 days 
and characterization results were obtained.  
Waste Quantification Procedures 
In order to achieve the best result in the quantification and characterization exercise, 
it is important to follow standard procedures and waste handling best practice also 
because of health hazards that are associated with MSW and perishables. The 
procedures which were adopted towards attaining the objectives are highlighted 
below: 
1. Permission was obtained from the management of the MSW site, Robinson 
Deep landfill. 
2. A clearly visible demarcated section of the landfill was allocated for the waste 
composition analysis exercise. This area is also close to tipping cell for easy 
transportation of waste using wheelbarrows. 
3. Large tarpaulins were spread on level ground at the allocated section of the 
site. 
4. A weighing scale was placed on level surface and calibrated. 
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5. Waste containers were marked and used to take measurements of collected 
waste. 
6. Before weighing the waste, the containers were measured in order to determine 
the tare weight.   
7. Mixed waste was weighed in 100kgs.  
8. Waste details which comprised of sources and type of waste specimen were 
recorded on a waste data sheet developed for this purpose. 
9. The 100kg waste samples were discarded unto the tarpaulin for sorting. 
10. The waste was sorted and classified according to its composition. The 
classified waste was measured individually and later summed up. 
11. The process was repeated for several hours until a sizeable subcategory of 
wastes was obtained and transferred to the designated labelled container. 
12. Gross weights of waste and storage containers were recorded on the form. 
13. Data was recorded based on the broad waste classification i.e. compacted 
round collected refuse or uncompacted daily waste.   
14. After the classification exercise, the left-over waste was returned to the landfill 
sites. 
3.3 Fruit and Vegetable Market Waste 
While this study was being carried out, a visit was made to the Johannesburg fruits 
and vegetable market popularly known as “City Deep” which is located in the southern 
part of Johannesburg. City Deep serves as the central hub and meeting point for both 
farmers and consumers of farm produce. During the continuous 5 days’ visit to this 
fruit and vegetable market, it was discovered that fruits come from various provinces 
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across the country and these fruits and vegetables are classified according to grades. 
Only farm produce that meets the standard for human consumption is therefore sold 
to the public. On the other hand, farm produce that falls short in terms of quality is 
discarded as shown in Figure 3-5 and transported to the closest anaerobic digestion 
biogas production plant for utilization as feedstock in the production of biogas which 
can be used for electricity generation or as vehicular fuel. The waste from this fruit 
and vegetable market is highly perishable so the handling and disposal of this waste 
is very important to the environmental waste management sector.  
A similar procedure to the exercise done on MSW was carried out at the fruit and 
vegetable market although, collection of fruits and vegetable for weighing and 
characterization was slightly easier because the condemned fruits and vegetables 
were dumped in a skip as shown in Figure 3-5a and 3-5b which makes the entire 
process very easy.  
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Figure 3-5: Typical wastes from fruits and vegetable market 
For the quantification exercise carried out at the fruit and vegetable market, 
wheelbarrows were also used to transfer fruits and vegetable waste onto the tarpaulin 
spread in the allocated area and a similar procedure to the exercise conducted at the 
Robinson deep landfill site was followed. The gross weights of fruits and vegetable 
waste were also recorded, and samples were taken for further characterization 
according to their physical and chemical compositions.   
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CHAPTER FOUR 
RESULTS AND DISCUSSION 
4.0 Introduction  
This chapter explains the results obtained on the waste categorization and 
characterization exercises carried out at the Municipal Solid Waste (MSW) landfill site 
Robinson Deep and the fruits and vegetable market as detailed in Chapter 3. The 
purpose was to contribute to a better understanding of the composition of waste found 
on a typical MSW and to determine the amount of potential resources that could be 
harnessed from MSW and fruits and vegetable market when sourcing for feedstock 
that could be used for biogas production especially at an industrial phase.  
4.1 Quantification of waste from MSW  
4.1.1 Round Collected Refuse 
From the waste quantification exercise carried out on the Robinson Deep landfill site 
which is a typical MSW in Urban areas, the following results were obtained for Round 
Collected Refuse (RCR):  
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Figure 4-2: Quantification of organic waste from compacted round collected refuse 
Round Collected Refuse is compacted waste dumped at municipal landfill sites by 
heavy refuse trucks after picking waste from house to house, markets, streets, 
organizations, manufacturing companies, institutions amongst other sources. It could 
be observed from Figure 4-1 that organic waste accounts for the highest waste 33% 
by weight dumped at landfill sites by compacted waste trucks followed by plastics. 
Focusing on the organic waste which is of most important to this study, the organic 
waste can further be classified into composite, garden and food waste as presented 
in Figure 4-2 and it can be deduced that the majority of organic waste on landfill sites 
is food waste and this type of waste has huge potential of methane due to its Carbon, 
Nitrogen ratio and as a result it can be considered as feedstock in an AD plant.  
4.1.2 Uncompacted daily waste 
Uncompacted daily waste is waste mostly wrapped in polyethylene bags and picked 
up from its sources by vans or pick-up trucks which are then dumped at landfill sites. 
It can be seen from Figure 4-3 that uncompacted daily waste comprises of mainly 
plastic materials and papers 37% and 17% by weight respectively. However, because 
this waste is collected from food markets, homes or garden sites etc. it also comprises 
of a sizeable amount of organic waste. Further classifying the types of waste that 
makes up the organic waste proportion of daily uncompacted waste, it can be 
observed that it mainly comprises of 96% of food waste and 4% of garden waste as 
presented in Figure 4-4. 
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Figure 4-3: Quantification of daily uncompacted waste 
 
Figure 4-4: Quantification of organic waste in the uncompacted daily waste 
4.2 Quantification of Waste from Fruits and Vegetable Market  
The waste from the fruits and vegetable market is mostly organic waste because it is 
farm produce regarded as substandard as a result not deemed fit for human 
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similar fruits and vegetables are discarded in the same bucket skip as presented in 
Figure 3-5 which makes it easier to collect and quantify before it is finally transported 
to where it will be utilized. The results of the quantification exercise are presented in 
Figure 4-5 which shows that the market waste is majorly fruits 55% by weight and 
vegetables 38% by weight, although other foreign and composite materials apart from 
fruits and vegetables are also dumped in the waste skip in very small quantities.  
 
Figure 4-5: Quantification of fruits and vegetable market waste 
4.3 Characteristics of Organic Waste from MSW and Fruits and 
Vegetable Market 
Characterizing the organic waste from both municipal solid waste and fruits and 
vegetable market is important in order to understand the properties of the constituents 
that makes up a substrate in an Anaerobic Digestion plant.  
4.3.1 Experimental Outcome 
The results of the proximate analysis done on the organic waste from municipal solid 
waste and fruits and vegetable market are presented graphically in terms of 
percentage volatile solids and total solids. The procedure followed to determine both 
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(i) Sample Preparation 
• Crucible waste was heated to 550 °C for 1 hr 
• The crucible was placed in a desiccator for cooling 
(ii) Total Solid Determination 
• The crucible was weighed and value recorded 
• 100 g of representative sample was added to the crucible 
• The crucible with the sample was placed into a preheated oven to 105 °C and 
the volatiles allowed to evaporate for 20 hrs. TS is then calculated as the ratio 
between the amount of dried sample and the initial amount of wet sample. 
(iii) Volatile Solid Determination 
• The crucible was taken out of oven and allowed to cool to room temperature in 
a desiccator 
• The crucible was weighed and value recorded 
• Crucible was transferred into a furnace pre-heated to 550 C (ignition) 
• After 2 hrs, the crucible is taken out of furnace and allowed to cool to room 
temperature in a desiccator 
Crucible was weighed and value recorded. VS content can be expressed as a 
percentage of TS or as percent of wet sample. 
More also, the results of the ultimate analysis carried out on samples collected from 
both municipal solid waste and fruits and vegetable market are also presented 
graphically in terms of the C/N ratio.  
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Figure 4-6: Proximate analysis of mixed RCR with daily waste and garden waste from MSW 
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Figure 4-8: Proximate analysis of wastes from fruits and vegetables market 
 
Figure 4-9: C/N ratio of waste from fruits and vegetables market 
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4.3.2 Discussion 
From Figure 4-6 presented, it can be deduced that the volatile solid of mixed MSW 
which comprises of both RCR and daily waste (dailies) was slightly higher than that of 
garden waste. This is as a result of the nature of the waste and it favours anaerobic 
digestion. On the other hand, garden waste has a total solid of 29.26% and moisture 
content of 70.74 % while mixed waste has a percentage total solid of 27.33% and 
72.67 moisture content. The reason for the slightly higher TS of garden waste is 
because of the heterogeneous nature of mixed waste which is a composition of 
compacted or meshed varieties of materials including some garden waste as well. 
However, the ultimate analysis result is presented in the form of the carbon-nitrogen 
(C/N) ratio of the substrate and this indicates the required balance nutrient needed by 
the microbes in an AD process. For optimal nutrient the C/N ratio should be within the 
range of 10-30:1 and from the results presented in Figure 4-7, it simply shows that 
both substrates i.e. garden waste and mixed waste have C/N ratio of 10 and 14.56 
respectively which implies they are both suitable substrates for an AD process to 
produce biogas. It is very important to get the C/N ratio right because a high C/N ratio 
will reduce the rate of biodegradation while a low C/N ratio will produce excessive 
ammonia and VFAs which may cause inhibition in the anaerobic digestion plant.  
Furthermore, the substrates (fruits and vegetable waste) collected from the fruits and 
vegetable market were analyzed and found to be very high in moisture as expected. 
High moisture content of substrates helps in easy degradation by microbes. As 
presented in Figure 4-8, beans have the highest percentage of total solid followed by 
potatoes while other substrates have relatively lower total solid. The same applies to 
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the percentage volatile solid with potatoes having the highest followed by beans and 
this establishes the fact that there is a direct correlation between percentage volatile 
solid and total solid of substrates. Also, from Figure 4-9 it can be deduced that almost 
all the substrates analyzed have C/N ratio which falls within the acceptable range of 
10-30 with the exclusion of beans and peas due to their lack of Nitrogen. However, 
they could still be used as substrates in an AD process when mixed with substrates 







MODELING AND OPTIMIZATION   
5.0 Introduction  
This chapter presents the optimization work done while this research work was 
conducted. It also explains the type of software used in order to model and optimize 
the biogas production process for better yield of the methane (CH4) produced. The 
results and graphs obtained during the simulation process are also presented and 
explained in detail in this chapter.  
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5.1 Modeling 
The independent variables in the development of a mathematical relationship between 
the yield of biomethane and the process predictors are temperature, pH, total solid, 
volatile solid, moisture, and FOS/TAC. These independent variables are represented 
by x1, x2, x3, x4, x5 and x6 respectively. The response is however the yield of 
biomethane represented by “y”. 
5.1.1 Model Development 
No transformation as seen in Error! Reference source not found. of the model i
nfluences the raw data. Although, the R2 value was low, however since this is the raw 
data received from the biogas field, it was utilized, and a statistical software tool was 
used to choose the best model for the relationship between the predictors and the 
response. 
The suggested mathematical model by the statistical tool was a 2FI as presented in 
Error! Reference source not found. 
 
Figure 5-1: No Transformation  
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Figure 5-2: Suggestion of 2FI 
5.1.2 Analysis of Variance (ANOVA) 
ANOVA is a statistical analysis tool that helps to split an observed aggregate variability 
that is present in a set of data into two parts namely: systematic factors and random 
factors (Kenton, 2019). For this work, ANOVA test was the first step used for analyzing 
factors that could have affected the set of given data. 
In the statistical analysis of the 2FI model, the overall p of the model was significant 
with a p value < 0.05 as presented in Table 5.1 
Table 5.1: Statistical analysis table  









Model 837.62 21 39.89 3.09 0.0002 significant 
A-Temperature 15.09 1 15.09 1.17 0.2833 
 
B-pH 43.29 1 43.29 3.35 0.0713 
 
C-Total Solid 143.39 1 143.39 11.11 0.0014 
 
D-Volatile Solid 2.83 1 2.83 0.2191 0.6412 
 
E-% Moisture 105.69 1 105.69 8.19 0.0055 
 
F-FOS/TAC 45.04 1 45.04 3.49 0.0659 
 
AB 4.26 1 4.26 0.3301 0.5674 
 
AC 98.73 1 98.73 7.65 0.0072 
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AD 130.73 1 130.73 10.12 0.0022 
 
AE 78.8 1 78.8 6.1 0.0159 
 
AF 13.54 1 13.54 1.05 0.3093 
 
BC 170.26 1 170.26 13.19 0.0005 
 
BD 7.57 1 7.57 0.5859 0.4465 
 
BE 135.92 1 135.92 10.53 0.0018 
 
BF 43.9 1 43.9 3.4 0.0694 
 
CD 7.79 1 7.79 0.6033 0.4399 
 
CE 147.37 1 147.37 11.41 0.0012 
 
CF 136.07 1 136.07 10.54 0.0018 
 
DE 111.92 1 111.92 8.67 0.0044 
 
DF 4.02 1 4.02 0.3112 0.5787 
 
EF 104.32 1 104.32 8.08 0.0058 
 
Residual 916.77 71 12.91 
   
Cor Total 1754.38 92 
    
 
5.1.3 Mathematical Model 
Based on the analysis of variance, the mathematical model generated for the 
relationship between the response and the independent variables is presented below: 
5.1.3.1 Final Equation in Terms of Coded Factors 

























5.1.3.2  Model Reduction 
The Model F-value of 3.09 implies the model is significant. There is only a 0.02% 
chance that an F-value this large could occur due to noise. 
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P-values less than 0.0500 indicate model terms are significant. In this case C, E, AC, 
AD, AE, BC, BE, CE, CF, DE, EF are significant model terms. Values greater than 
0.1000 indicate the model terms are not significant. If there are many insignificant 
model terms (not counting those required to support hierarchy), model reduction may 
improve the model. Recall that A stands for the temperature, B for pH, C for Total 
solid, D for volatile solid, E for Moisture, and F for FOS/TAC. 
The model can thereby be written as: 
y= -3.532E+05 + 1.464E+05C + 1.478E+05E +2371.05AC + 479.18AD + 
1674.80AE + 11706.51BC + 5736.00BE - 376.46CE + 1.357E+05CF - 189.74DE + 
1.430E+05EF.                                                                                                                      Equation 5.1  
However, for ease of mathematical expression, we used x1, x2, x3, x4, x5 and x6 in the 
place of A, B, C, D, E and F respectively. 
The mathematical model equation derived based on the factors that had significant 
impact in terms of response (methane yield) can therefore be expressed in terms of x 
as presented in Equation 5.2 below: 
y = -3.532E+05+1.464E+05x3+1.478E+05x5+2371.05 x1x3 + 479.18x1x4+1674.80x1x5 
+11706.51x2x3 + 5736.00x2x5 - 376.46x3x5 + 1.357E+05x3x6  - 189.74 x4x5 + 
1.430E+05 x5x6.         Equation 5. 2 
5.2 Optimization 
Optimization was discovered in the 1940s when George Dantzig utilized some 
mathematical methods in generating plans for the arrangement of agendas for military 
applications (Punia and Kaur, 2013). It comprises of a broad range of methods, 
including fuzzy math, operations research and computer science (Punia and Kaur, 
2013). During optimization, optimal or near optimal solutions are to be  discovered for 
an optimization problem (Punia and Kaur, 2013). Optimization is the process of 
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realizing the most feasible result within a given number of situations (Astolfi, 2002). It 
simply means picking the best obtainable selection from an extensive range of 
probable choices (Poles, 2012). It originates from the root word: “optimal”, meaning 
“obtaining the best” (Chong and Zak, 2013). The aim of all optimization problems is to 
either minimize or maximize a particular objective, or sometime objectives (Astolfi, 
2002), which are a function of a number of independent design variables that are 
subjected to a constraint set (Astolfi, 2002; Dictionary.com, 2019). Solutions to an 
optimization problem involve several steps, from mathematical model development to 
determining optimal solutions. In precise terms, these steps include: determining the 
optimization goal, selection of decision or design variables, constraints development, 
development of objective functions, setting of variables boundaries, selecting the 
appropriate optimization algorithm, and then getting solutions to the problems being 
formulated (Punia and Kaur, 2013). 
5.2.1 Types of Optimization Techniques 
There are two major types of traditional optimization methods. They are: Single-
variable optimization and Multi-variable optimization techniques. The multi-variable 
optimization technique can be further divided into one without constraints,  with 
equality constraints, and with inequality constraints (Punia and Kaur, 2013). 
Optimization problems with only one objective is also known as a Single Objective 
Optimization (SOO) problem, whose major function is to either maximize or minimize 
an objective function subjected to a singular variable under a set of constraints, or 
without constraints. The objective function might vary based on the differing values of 
the variables that are studied. Most times, the function’s solution could have relative 
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or local minimum or maximum value, absolute or global minimum or maximum (Punia 
and Kaur, 2013). Multiobjective optimization problem is also referred to as multi-
criteria or multi attribute optimization, where two or more objectives are subjected to 
optimization under a given number of  constraints (Punia and Kaur, 2013). The 
applications of multiobjective problems are evident in the areas of network analysis, 
design of an aircraft, bioinformatics industry, oil and gas industry, industries that 
design automobiles, industries involved in process and product design (Punia and 
Kaur, 2013). Most times, optimization problems are seen in the loop presented in 
Figure 5-3 where design variables are subjected to some objectives and the best set 











Figure 5-3: Optimization workflow  (Tips and Tricks- Getting Started Using Optimization with MATLAB 
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5.2.2 Expression of an Optimization Problem 
According to Astolfi, (Astolfi, 2002), an optimization problem can be written as 
presented below: 
Find:   𝒙 =  ( 𝒙𝟏, 𝒙𝟐, … , 𝒙𝒏)       Equation 5. 3 
Which minimizes:   𝑓(𝑥) 
Subject to the constraints: 𝑔𝑗(𝑥) ≤ 0 
   𝑓𝑜𝑟 𝑗 = 1, … , 𝑚 and 
𝑙𝑗(𝑥) =0 
   𝑓𝑜𝑟 𝑗 = 1, … , 𝑝 
Where x as a variable, is referred to as the decision variable vector, f(x) being the 
objective function, gj(x) being the inequality constraints, and lj(x); the equality 
constraints (Astolfi, 2002). 
5.2.2.1  Decision Variable 
The quantities which can be used as variables during a given optimization problem 
are referred to as decision or design variables. Most times, they are represented by 
the vector expression x, which is a collection of the different decision variables (Astolfi, 
2002). In addition, they are controllable (Chong and Zak, 2013), and they are a set of 
different independent variables. 
5.2.2.2  Decision Constraint       
When selecting or developing a set of decision variables, some definite requirements 
must be met. These requirements are translated into constraints that defines the 
highest and lowest possible region at which the study would be performed. However, 
the constraint might be an equality or an inequality type. 
5.2.2.3  Objective Function 
The choice of an objective function is one of the most vital resolutions to make during 
the design of an optimization problem. The objective function expresses the criterion 
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of the problem to be solved, as a function of the decision variables.  It is the actual 
presentation of the design problem to be optimized (Astolfi, 2002; Wright, 2016). Most 
times it is written as a dependent function of the variables for instance, if the set of 
variables are a vector represented by x. The objective function is written as f(x). When 
the criterion being considered is more than one, then the optimization problem 
becomes a multiobjective optimization type (Astolfi, 2002; Chong and Zak, 2013). 
5.2.3 Solutions to Optimization Problems 
All optimization problems goal is to discover a satisfactory solution to the set objective 
function(s), within the selected decision space and constraints, with the idea of  getting 
the most probable design option (Astolfi, 2002).The classification is shown in  Figure 
5-4. 
 
Figure 5-4: Classes of optimization problems (Baudin, Couvert and Steer, 2010) 
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5.3 Procedure for Optimization  
For the optimization aspect of this research, data supplied by an industrial biogas plant 
was optimized using Design Expert version 11 which is an effective software for 
optimization, comparative tests, screening and characterization. Six (6) process 
parameters were considered as input for the optimization work while (1) response 
(output) was expected from the process. Quadratic design model was used, and the 
summary of the functions and response is presented in Figure 5.5 and Figure 5.6 
respectively. A step-by-step procedure was carried out as highlighted in the navigation 
pane of the software which includes: entering of data into the information section, data 
analysis, optimization and post analysis. At the post analysis phase, point prediction, 
confirmation and co-efficient table was determined and the results obtained, graphs 
and explanation are presented in section 5.4. It is important to iterate that the aim of 
this study is to increase methane yield by optimizing the process parameters supplied. 
5.4 Results and Discussion 
5.4.1 Effect of Process Parameters on Biomethane’s Yield 
5.4.1.1 Effect of pH and Temperature on Biomethane’s Yield 
The influence of pH and temperature on the yield of biomethane is shown by Figure 
5-5. The observed trend for the reported 93 days of study does not follow a regular 
trend. This is probably due to the changes that occurred daily with fluctuating weather 
conditions. However, the maximum temperature and pH recorded during the study 
period are 40oC and 8.3 respectively, while the minimum are 36.2oC and 7.1 
respectively. Probably because of inhibiting conditions such as C/N ratio, the 
maximum biomethane yield was 66.8%. Hence, a need to optimize the yield in order 
to upgrade biomethane to a fuel grade type. 
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Figure 5-5: 3-D plot of pH and Temperature against Methane Yield 
5.4.1.2 Total Solid and Temperature on Biomethane’s Yield 
The effect of total solid and temperature on the yield of biomethane is shown by Figure 
5-6. The trend of the total solid is also irregular and inconsistent, while temperature 
also remains unsteady; probably due to changes in weather conditions. The maximum 
amount of total solid during the study period was 22%, while the minimum was 1%. 
Nevertheless, the yield remained the same, and there is a need to optimize the yield 
of biomethane above the maximum observed value of 66.8%. 
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Figure 5-6: 3-D plot of Total solid and Temperature against Methane Yield 
5.4.1.3 Volatile Solid and Temperature on Biomethane’s Yield 
The influence of volatile solid and temperature on biomethane’s yield is represented 
by Figure 5-7. In order for the amount of volatile solid added to commensurate with 
other studied parameters, the volatile solid values also fluctuated and without a regular 
pattern. The highest and lowest amount of volatile solid added to the process are 
81.60 and 30.50% respectively. However, the need to optimize this property in order 
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Figure 5-7: 3-D plot of Volatile solid and Temperature against Methane Yield 
5.4.1.4 Moisture and Temperature on Biomethane’s Yield 
Moisture content is the amount of water (moisture) within the substrate that was fed 
into the biodigester during the study period. The amount of moisture within a feed 
depends largely on weather conditions and humidity. During the study period, the 
maximum and minimum amount of moisture was 99.26% and 41.78%. The effect on 
the yield was however minimal, such that the yield was below a fuel grade value, 
where the amount of biomethane was 66.86%. The 3-D representation of the impact 
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Figure 5-8: 3-D plot of Moisture and Temperature against Methane Yield 
5.4.1.5 FOS/TAC and Temperature on Biomethane’s Yield 
The FOS/TAC content also influences the behavioral pattern of the system and has 
an effect on the amount of biomethane produced. From the studied parameter, the 
amount of FOS/TAC ranged from 0.02 to 0.26. The effect on the yield of biomethane 
was however not pronounced, as the yield was below a fuel grade biomethane. This 
implies that the need for optimization of this property and temperature with respect to 
the yield of biomethane was important. The influence of FOS/TAC and temperature 






X1 = A: Temperature
X2 = E: % Moisture
Actual Factors
B: pH = 50.0
C: Total Solid = 49.50
D: Volatile Solid = 50.00

























A: Temperature (oC)E: % Moisture (%)
89 | P a g e  
 
 
Figure 5-9: 3-D plot of FOS/TAC and Temperature against Methane Yield 
5.4.1.6 Total Solid and pH on Biomethane’s Yield 
The pH signifies the degree of alkalinity or acidity of the system. The pH of the 
biodigester ranged from 7.1 to 8.3, while the total solid that signifies the fraction of 
solid in the processed substrates fed into the digester ranged from 1-22%. There was 
however a need to optimize the system, irrespective of the range of the values of pH 
and total solid. This is because the amount of biomethane produced also ranged from 
45.8-68.6%, meaning, there is a need for optimization. The influence of pH and total 
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Figure 5-10: 3-D plot of Total Solid and pH against Methane Yield 
5.5 Optimization 
The optimization of the process factors to attain a biomethane yield above 75%, which 
is a fuel grade biomethane was done using numerical optimization on Design of 
Experiment (DOE). The minimum and maximum range of temperature, pH, total solid, 
volatile solid, moisture, FOS/TAC range were chosen from literature (Sathish and 
Vivekanandan, 2014; Mao et al., 2017; Meegoda et al., 2018; Atelge et al., 2020) as 
the minimum and maximum condition that supports the production of biomethane to 
a fuel grade value above 75% are shown in Figure 5-11, 5-12, 5-13, 5-14.  
After the software performed the optimization procedure, the results obtained under 
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Figure 5-11: Temperature Range for Optimization 
 
 
Figure 5-12: pH Range for Optimization 
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Figure 5-13: Total Solid Range for Optimization 
 
Figure 5-14: Volatile Solid Range for Optimization 
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Figure 5-15: %Moisture Range for Optimization 
 
Figure 5-16: FOS/TAC Range for Optimization 
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Table 5.2: Optimized Values After Optimization 
S/N Factors Optimized Value 
1 Temperature 35.7oC 
2 pH 7.8 
3 Moisture 68.77% 
4 Volatile Solid 54.94% 
5 Total Solid 18.25% 
6 FOS/TAC 0.10 
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CHAPTER SIX 
ARTIFICIAL NEURAL NETWORK (ANN) 
6.0 Introduction 
This chapter gives a detailed description and usage of Artificial Neural Network (ANN) 
a key component and simulation tool in the MATLAB software. For this research, 
MATLAB version 2016a was used to design an ANN with the help of the neural fitting 
(nftool) function. Artificial Neural Network can be best described as a simplified model 
with a structure like that of a biological network. It has a unique ability to imitate the 
human brain in performing neurological processes (Jafarzadeh-Ghoushchi, 2015; 
Awolusi et al., 2019). ANN comprises of physical cellular systems, which can acquire, 
store and utilize experimental knowledge. ANN is designed in such a way that it 
functions like human brain by drawing inspiration from the operation of the human 
nervous system. ANN works with a basic principle of having weighted inputs, transfer 
function and at least one output. The sum of the weighted inputs constitutes the 
neuron activation while the transfer function serves as a channel for the activation 
signal to pass through in order to produce a single output of the neuron. In this work, 
ANN was used for modeling and simulating an AD process from given process 
parameters. For this to be achieved, scripts were written, to train and test the model 
as presented in Figure 6-1. The aim of this is to predict the possible increase in the 
quality of methane produced by the AD process of the biogas plant. The network 
architecture, mathematical equations and final output of the process is hereby 
presented in this chapter. 
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Figure 6-1: Script written in MATLAB (Version R2016a)  
6.1 Classification of ANN  
Artificial Neural Network (ANN) is generally classified according to these factors 
namely: Architecture, Learning Paradigm and Activation Functions.  
6.1.1 Architectures 
The architecture of an ANN can otherwise be referred to as interconnection pattern. 
ANN architecture explains the interconnectivity of the processing elements (neurons) 
(Rajput, 2019). All network architecture always has two (2) layers i.e. the input layer 
and the output layer. The input layer buffers the input signal while the output layer 
generates the network output(s). Although, a third layer is often associated with ANN 
networks and this layer is referred to as the hidden layer because it serves as the 
network “blackbox” preventing system interface as a result, this neuron(s) is neither 
situated in the input layer nor the output layer. ANNs architecture is based on the 
notion of hidden neurons. There are various architectures available to approximate 
any nonlinear function because different architectures allow for generation of functions 
of different complexity and power. Neuron connection architecture can be broadly 
classified into three types namely: Feedforward, Feedback and Recurrent. However, 
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they could be further classified into various types as itemized and depicted in Figure 
6-2.  
(a) Single- layer feed forward network 
(b) Multilayer feed forward network 
(c) Single node with its own feedback 
(d) Single-layer recurrent network 
(e) Multilayer recurrent network  
 
 
Figure 6-2: Neuron Connection Architecture (Rajput, 2019) 
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6.1.2 Learning Paradigm  
Learning is a process of attaining optimized weight values. This process helps to teach 
the network how to produce output(s) from the corresponding inputs. The accuracy of 
the desired output is always a function of proper training of the neural network with 
the optimized weighted values. Neural Network Learning Algorithm can be classified 
into three (3) methods namely: Supervised learning, unsupervised learning and 
Reinforced (hybrid) Learning.   
6.1.2.1  Supervised Learning 
Supervised learning is a form of guided learning which requires a training set that 
consists of input vectors and a target vector that is associated with each input vector. 
This machine learning technique sets parameters of an ANN from training data. It is 
often referred to as “Classification” because it involves having a wide range of 
classifiers with each having its own weaknesses and strength. Supervised learning 
employs the “training by example” principle because it has a priori knowledge of the 
desired output for each input pattern. This technique is very useful for feedforward 
networks. According to (Krenker et.al., 2011) there are five steps to supervised 
learning namely: 
(i) Determining the type of training examples 
(ii) Gathering a training data set that satisfactorily describe a given problem’ 
(iii) Describing the gathered data set in a form understandable to a chosen ANN 
(iv) Carry out the learning process 
(v) Testing the performance of a learned ANN with the test (validation) data 
set.  
There are various methods that could be adopted in supervised learning which are: 
Multilayer perceptrons (MLPs), Radial basis function networks, Modular neural 
networks and Leaning vector quantization (LVQ). 
6.1.2.2  Unsupervised Learning 
In an unsupervised learning technique, the system learns to discover patterns or 
features in the input data without any help or guide as a result performing on its own 
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a clustering of input space. Basically, the objective of this technique is to determine 
how data is being organized with no priori known desired output. Unsupervised 
learning is mostly used in applications that falls within the domain estimation problems 
such as statistical modelling, compression, filtering, blind source separation and 
clustering. Just like the supervised learning technique, unsupervised learning also has 
different methodology such as: Competitive learning networks, Kohonen self-
organizing networks and Adaptive resonant theory (ART).  
6.1.2.3  Reinforcement Learning 
Reinforced learning is regularly used as part of artificial neural network’s overall 
learning algorithm. This machine learning technique is mostly concerned with how an 
ANN ought to respond or act in an environment or system to maximize some notion 
of long-term reward. In reinforced learning network’s connection weights are adjusted 
according to qualitative feedback information due to the network’s interaction with the 
environment. The qualitative feedback signal evaluates and communicates to the 
network whether the system reacted positively to the output generated by the network 
or not. In other words, if the response is good, it means the corresponding weights 
leading to the output are strengthened and if the response is bad, corresponding 
weights are weakened. This technique is very useful for decision making activities as 
a result it has been successfully applied in various industries such as: 
telecommunications, robotics, gaming and so on.  
6.1.3  Activation Functions 
The purpose of an activation function in an artificial neural network is to convert an 
input signal of a node into an output signal. In other words, it helps to determine the 
output a node will generate based on its inputs. Activation function is also referred to 
as transfer functions. In an ANN model, the sum of products of inputs (x) and their 
corresponding weights (w) with activation function f(x) gives the output of a layer which 
serves as an input for the next layer. There are several activation functions applicable 
for an ANN model although they could be broadly classified as: Binary activation 
function and Differentiable activation functions. 
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6.1.3.1  Binary Activation Function  
Binary functions make use of binary numbers i.e. (0, 1) and the output is binary in 
nature. Examples of such functions include: Step function and Signum function.  
With the step function, the output assumes value 0 for negative argument and 1 for 
positive argument. The function can be mathematically written as: 
𝑓 (𝑥) = 0 𝑤ℎ𝑒𝑛 𝑥 < 0,      Equation 6. 1 
𝟏 𝒘𝒉𝒆𝒏 𝒙 > = 𝟎        Equation 6. 2 
While signum function, uses the values ranging from (-1 to 1). The function can be 
represented as: 
𝒇(𝒙) {
𝟏,            𝒊𝒇 𝒙 > 𝟎
𝟎,            𝒊𝒇 𝒙 = 𝟎
−𝟏,   𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆      
      Equation 6. 3 
6.1.3.2  Differentiable Activation Function 
Differentiable activation functions are like an expression of differential equations. 
There are different types of differential functions such as: Sigmoid function, hyperbolic 
tangent, sigmoid derivative and linear functions.  
• Sigmoid function  
This function is the earliest and mostly used activation function. It is a function 
known for its characteristic curve i.e. the “S” shape as presented in figure 6-3. 





        Equation 6. 4 
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Figure 6-3: Sigmoid function 
• Hyperbolic tangent 
This function is often regarded as “tanh” function. Having a similar shape with 
that of sigmoid function as presented in Figure 6-4 and could be mathematically 
illustrated as:  
𝑓(𝑥) = tanh(𝑥)                        Equation 6. 5 
𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,        tanh(𝑥)  =  
𝑒𝑥−𝑒−𝑥
𝑒𝑥+𝑒−𝑥
          Equation 6. 6 
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• Sigmoid derivative 
This differentiable function is derivative of the sigmoid function and it has a 
parabolic shape when plotted. It could be likewise expressed mathematically 
as: 
𝒇(𝒙)  =  
𝒆−𝒙
(𝟏+𝒆−𝒙)𝟐
     Equation 6. 7 
• Linear function 
Linear function is the simplest activation function which is commonly used for 
output layer activation function in neural network problems. It usually, produces 
a linear (straight) graph when plotted as presented in Figure 6.5 and can be 
expressed mathematically as: 
𝑦 = 𝑓(𝑥) = 𝑥         Equation 6. 8 
 
Figure 6-5: Linear function  
6.2 Modeling procedure for using Neural Network 
ANN can be described as a computational brain-inspired system designed to replicate 
the processing and learning abilities of humans. In other words, it could be said that 
ANN comprises of mathematical patterns which are identical to how the human brain 
functions (Chukwuweike, 2017). Artificial Neural Network could also be referred to as 
“Artificial Neural Systems” or Parallel Distributed Processing Systems” (Point, 2017). 
ANN is made up of neural networks which consists of inputs, outputs and hidden 
layers in most cases. These hidden layers help to transform the input into useful 
information for the output layers. For ANN to be effectively utilized for modeling and 
prediction of any system, it must undergo 7 steps namely: 
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(i.) Data collection  
(ii.) Data preprocessing  
(iii.) Network initialization 
(iv.) Network creation  
(v.) Network training  
(vi.) Post regression analysis 
(vii.) Model testing  
6.2.1 Experimental Data Generation/ Collection  
Both primary data and secondary data could be used as input data for modeling using 
ANN. For this research, the data set was obtained from an industrial biogas plant 
which produces bio-CNG for sale as gaseous fuel, food grade liquid carbon dioxide, 
Refuse Derived Fuel (RDF) and organic fertilizer all from organic waste and Municipal 
Solid Waste (MSW. The data supplied contains the various process parameters (input 
data) such as: temperature, pH, total solid, volatile solid, percentage moisture, 
FOS/TAC ratio and Methane (CH4) as the final output. The data set was transferred 
to an excel spreadsheet and later transferred to MATLAB environment where it was 
being treated by means of transposition and normalization for the purpose of smooth 
training.  
6.2.2 Selection of Model and Calibration  
In order to successfully train a neural network, it is necessary to first randomly divide 
the data set into proportions for effective evaluation of the network performance after 
training. To achieve this, the data set can therefore be divided into: training and testing 
sets. It is important to note that the type of data partitioning to be used depends largely 
on the type of problem the network is being trained to solve and the volume of the 
training set available to the network (Chukwuweike, 2017). Also, when partitioning the 
dataset, it is important to bear in mind, the total number of samples in the data and 
the actual model to be trained. When these factors are considered and portioning is 
appropriately done, better results will be obtained. The partitioning of the dataset for 
training can be divided into three 3 sections namely: training dataset, validation 
dataset and testing dataset. 
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a. Training dataset 
As the name implies, this is the set of data used to train the network or fit the model. 
The process involves training the network so that it can see and learn the data in 
order to produce a desired output. Most times, the set of data trained is mostly the 
input data which forms a major part of the dataset.  
b. Validation dataset 
Validation dataset helps to validate the effectiveness of the training and 
performance of the network. This set of data is mostly used to fine-tune the model 
hyper-parameters. Although the network sometimes sees this data, it never learns 
from it.  
c. Testing dataset 
During the training phase, the data becomes optimized and later validated. 
However, test dataset which is an independent part of the given dataset gives an 
unbiased evaluation of the trained network. Most times test dataset is used for the 
evaluation of competing models. It also, provides insight into how the model will 
perform in a real-life scenario.   
6.3 Training Algorithm  
Training algorithm describe the procedure adopted for the execution of the learning 
process in a neural network. It could also be referred to as optimization algorithm 
(or optimizer). Although there are numerous training algorithms the choice of a 
training algorithm to use for a particular problem depends largely on its 
characteristics and performance in terms of memory requirement, speed and 
precision of such algorithm (Quesada, 2019). Some of the factors to be considered 
before the selection of an optimizer are explained. 
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6.3.1 Problem formulation 
Learning problem is often a function of how to minimize a loss index otherwise 
known as the cost function. This loss index helps to measure the performance of 
a neural network on a dataset. Generally, the loss index is made up of the error 
difference and regularization parameters. While error difference examines the 
way, the neural network fits a dataset, regularization parameter addresses the 
problem of overfitting by controlling the effective complexity of the neural network. 
The problem of overfitting is associated with models that does extremely well on 
training data but performs poorly when a new set of data is presented to it.  
6.3.2 One- dimensional optimization 
One dimensional optimization method searches for the minimum of a given one-
dimensional function and it is a commonly used method in the training process of 
a neural network because loss function is a product of many other parameters.  
Amongst other training algorithms, the golden section method and Brent’s methods 
applies one dimensional method in principle by reducing the bracket of a minimum 
until the distance between the two outer points in the brackets is less than a defined 
tolerance. Generally, most training algorithms compute a training direction first, 
then the training rate which minimizes the loss in that direction (Quesada, 2019). 
One dimensional optimization is illustrated in Figure 6-6.  
 
Figure 6-6: One dimensional Optimizer 
Where training rate is represented by Ƞ and points Ƞ1 and Ƞ2 defines the interval 
that contains the minimum of f, Ƞ*.  
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6.3.3 Multi-dimensional optimization  
In the use of a multi-dimensional optimization method, two (2) important factors 
plays vital roles i.e. the parameter vector and cost functions. The whole process of 
learning problem for a neural network is centered on the search for a parameter 
vector at which the cost function takes a minimum value. One of the basic 
conditions or principle in the design of a neural network is the fact that neural 
network is said to be at a minimum of the cost function when the gradient becomes 
the zero vector.  
In general terms, cost function is a non-linear function of the parameters. As a 
result, it is impossible to find closed training algorithms for the minima. Rather, a 
search is considered through the parameter space which consists of a succession 
of steps. At every step, there is a notable decrease in the cost by adjusting the 
parameters of the neural network.  
For this to be achieved, training of a neural network must start by choosing at 
random some parameter vector, then a sequence of parameters is generated for 
the cost function to be reduced at each iteration of the algorithm. The reduction in 
the cost function is known as “cost decrement”. Training of the algorithm stops only 
when specified conditions are met.  
6.3.4 Types of training algorithm 
There are various types of training algorithms available on different software and 
as a result, the choice of a training algorithm to select for a given problem could 
be a rigorous task. However, selection of a training algorithm must be based on its 
ability to solve the complexity of the problem, amount of data in the training set, 
weights value, the bias of the network, accuracy level and purpose of the network 
either for function approximation (regression) or pattern recognition (discriminant 
analysis).  
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Several researchers have classified training algorithm into many groups but the 
neural network toolbox (nftool) found in the MATLAB software has classified the 
training algorithm types into the following as presented in Table 6.1 
Table 6.1: Training Algorithms and their Acronyms 
Acronym Algorithm Description  
LM Trainlm Levenberg-Marquardt 
BR Trainbr Bayesian Regularization 
SCG Trainscg Scaled Conjugate Gradient 
BFG Trainbfg BFGS Quasi-Newton 
RP Trainrp Resilient Backpropagation 
CGB Traincgb Conjugate Gradient with Powell 
CGF Traincgf Fletcher-Powell Conjugate Gradient 
CGP Traincgp Polak-Ribiere Conjugate Gradient 
OSS Trainoss One Step Secant 
GDX Traingdx Variable Learning Rate Backpropagation 
 Source: Adopted from (Demuth, 2000) 
In the nftool of MATLAB R2016a version used, the first three (3) algorithms listed in 
Table 6.1 are in-built and mostly used to train, validate and test dataset. The 
Levenberg-Marquardt (LM) algorithm does not require much computational time as 
training stops when generalization stops as indicated by an increase in the mean 
square error of the validation data. Likewise, the Scaled Conjugate Gradient (SCG) 
algorithm also requires less computational time and as soon as there is no 
improvement in the generalization, the training stops. Lastly, Bayesian Regularization 
(BR) of the 3 methods requires most time for computation however, it is suitable for 
noisy, small and difficult dataset. With BR, the algorithm stops according to adaptive 
weight regularization and its major deficiency is the fact that it cannot validate dataset.   
6.4  Modeling of an Artificial Neuron  
In order to successfully model an artificial neuron which is also known as perceptron, 
at least three important parameters must be involved, and they are: Inputs, Activation 
function and Output as illustrated in Figure 6-7.  
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Figure 6-7: Structure of an Artificial Neuron 
Typically, all artificial neurons must have inputs and assigned to the inputs are 
weighted values or signals which when combined and transferred to the activation 
function, a desired response otherwise known as the output is being produced.    
6.5  Performance Parameters 
It is important to determine the accuracy of an ANN after training and testing. The 
accuracy of a trained neural network is determined by using standard error 
measurement parameters. These error measurement parameters (model selection 
criteria, performance criteria) deal with lapses that could be associated with training 
of the optimal number of neurons for test data set through different aspects in order 
to select the best model (Bal et.al, 2016). There exist several measurement 
parameters that could be used for this purpose and among such methods commonly 
used include: Function estimation otherwise known as regression (“R”), Mean square 
error (MSE), Root mean square error (RMSE), Mean absolute percentage error 
(MAPE), Mean absolute error (MAE) also referred to as Mean absolute deviation 
(MAD), Mean relative absolute error (MRAE), Mean absolute scaled error (MASE). 
Others include: Akaike information criteria (AIC) and Bayesian information criteria 
(BIC) amongst others. The lesser the value of the error, the more accurate the neural 
network training.  
110 | P a g e  
 
6.5  Research Methodology 
For this research, data was collected from a waste-to-energy conversion industrial 
biogas plant which has been in operation for a period of three years. The plant consists 
of four major sections namely: The Anaerobic Digestion plant (Gas processing); 
Recyclables; refuse derived fuel (RDF) and Fertilizer section. The focus of this 
research is based on what is being produced at the Anaerobic Digestion (AD) plant. 
At the anaerobic digestion plant, there are 3 sections that have direct relation to the 
main aim of the plant establishment which is the production of Bio-CNG (Methane). 
The AD plant consists of 1 suspension buffer tank which is (16m diameter x 7m 
height), 1 main digester and 1 post digester with specifications (32m diameter x 9m 
height) all connected in sequence. At the post digester, methane with the highest yield 
was produced and this forms the basis for considering its parameters such as: 
Temperature, pH, Volatile Solid, Total Solid, Moisture and FOS/TAC as inputs and 
methane (CH4) yield as the output for the model design. 
The data received was first optimized for the purpose of selecting the best training 
algorithm and architecture to have a good model. The design of a neural network 
model is often based on a trial and error approach and so the process is repeated 
several times by using various architecture and training algorithm. In an ANN design, 
a model is said to be the best when a network performs well with an optimal number 
of neurons for test dataset. For this research, scripts where written in MATLAB, 
datasets were trained, and results obtained are presented and discussed in detail in 
section 6.6 and 6.7 respectively. 
6.6  Data Analysis  
The dataset used for the design model was extracted from the raw data supplied and 
it is presented in Table 6.2. This dataset was further used to train and test the network 
at the ratio of 70:30 respectively. At the training phase, the dataset was adequately 
partitioned in percentages into training (70%), validation (20%) and testing (10%) as 
explained in section 6.2.2. Statistical analysis was done to ascertain the level of 
agreement between the dataset and the predicted output. This was done using the 
various performance parameters such as: Root Mean Square Error (RMSE), Mean 
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Absolute Percentage Error (MAPE), Mean Absolute Deviation (MAD) and Coefficient 











|𝑵𝒕=𝟏         Equation 6.10 
MAD = ∑ |
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] 𝟐            Equation 6.12 
Where: 
i. N = Number of output observation 
ii. d = Actual output observations 
iii. y = Predicted outputs of the neural network 
iv. ď and ӯ = Mean values of actual output observations and predicted values 
v. Sd and Sy = Standard deviations for actual outputs and predicted output 
6.7  Results and Discussion 
6.7.1  Anaerobic Digestion Parameters  
Anaerobic Digestion is an effective biological treatment process which involves a 
synergistic metabolism between various types of microbes or micro-organisms to 
produce methane from the degrading of organic compounds in waste/wastewater (Xu 
et al., 2019). The efficiency of the AD process is dependent on the coordinated 
interactions between the microbes at different stages otherwise, a mismatch between 
the stages can lead to process deterioration (Li et al., 2018). As a result, monitoring 
the different process parameters in order to maintain a healthy balance between 
microbes and ensure steady process is paramount. The process parameters 
considered as inputs for the modeling of the neural network are briefly explained so 
as to understand how important these parameters are in an anaerobic digestion plant 
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and how they affect the quality and yield of the methane produced during an AD 
process.   
i. Temperature  
Temperature is an important factor to consider in an AD process because it 
contributes to the performance and stability of the AD process. The reason is because, 
microbial organisms in an AD process operates effectively at two (2) temperature 
ranges i.e. the mesophilic phase (30 -35oC) and the thermophilic phase (50 - 
60oC)(Singh et.al., 2017; Wang et al., 2019). Temperatures falling outside these 2 
phases are not conducive for methane production. The industrial biogas plant which 
supplied the data for this research work operates the AD plant at an average of 
39.4OC. 
ii. pH 
Hydrogen ion concentration often regarded as pH is another significant factor that has 
a direct effect on the biogas production or methane yield of an AD process. This is 
because it affects the activities of the bacteria which helps to destroy organic matter 
into biogas. The optimum pH range in an AD process is 6.8 - 7.2. However, the 
process can accommodate pH ranges between 6.5 – 8.0 (Jayaraj et.al., 2014). It is 
important to maintain a constant digester pH because the daily pH of an anaerobic 
digester is known to have a direct impact on the digester performance by affecting the 
mass transfer rate. The industrial biogas plant which supplied the data for this 
research operates their anaerobic digester at pH 7.40 – 7.80. Moreover, studies have 
shown that pH value above 7.0 is more favourable for digestion of fiber-rich substrates 
(Jonas et al., 2015). 
iii. Total Solid  
The Total Solid (TS) content of feedstock influences to a large extent the performance 
and production efficiency of an AD plant as it relates to its biogas or methane yield 
(Pavan et al., 2000). Total Solid is grouped into 3 categories such as: Conventional 
wet/ Low (≤ 10% TS); Semi dry/ Medium (10 – 20% TS) and modern dry/ High (≥ 20% 
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TS) (Yi et al., 2014). As the TS of the feedstock increases, the volume of biogas or 
methane produced also increases while, the volume of the digester decreases. The 
TS of a substrate can be calculated using this equation 
𝑻𝒔 % = (
𝑴 𝒅𝒓𝒚
𝑴𝒘𝒆𝒕
) × 𝟏𝟎𝟎     Equation 6. 13 
iv. Volatile Solid 
Volatile solid content has a significant effect on the biogas/methane produced from an 
AD process because in actual sense, biogas/methane yield is a function of the amount 
of biogas/methane which can be produced per unit of volatile solid content contained 
in a substrate. This means that the higher the volatile solid ratio of the substrate the 
higher the biogas/methane it can produce. It is known that fruits and vegetable waste 
is easily broken down in an Anaerobic Digestion (AD) process and it mostly does have 
a high volatile solid matter and low total solids. In order to calculate the Volatile Solid 
of a substrate, the mathematical equation given can be used:  
𝑉𝑆 % = (
𝑀𝑑𝑟𝑦−𝑀𝑎𝑆ℎ
𝑀𝑑𝑟𝑦
) × 100      Equation 6.14 
v. Moisture 
Moisture content has a profound effect on an anaerobic digestion (Muzzaffar et.al., 
2016). The amount of moisture content present in a feedstock and moisture added 
into the digester influences the AD process and methane yield. Although, it is difficult 
to maintain the same level of moisture throughout an AD process, it is necessary to 
achieve an optimum level of moisture content in an anaerobic digester (Fujishima 
et.al., 2000). With high moisture content, readily degradable organic matter is easily 
dissolved. For the industrial data used for this research, the percentage moisture used 
by the AD plant ranges from 41.8 – 99.3 and this is due to the nature of the substrate 
fed into the anaerobic digester on a daily basis. Moisture content of a substrate is 




) × 𝟏𝟎𝟎        Equation 6.15 
 




FOS/TAC Ratio is the indicator for assessing fermentation processes.  
FOS: Is the consumption of Sulphuric acid (H2SO4) from pH 5.0 to 4.4 and is 
expressed as sum of organic acids in mg/L acetic acid. The FOS value corresponds 
to the volatile fatty acids content (Hach, 2015). 
TAC: is the consumption of Sulphuric acid (H2SO4) from start value to pH 5.0 and it is 
used to calculate buffer capacity of carbonate system often reported as mg/L calcium 
carbonate.  
6.7.2 Substrate Properties 
The properties of substrate used as feedstock to produce biogas/biomethane in an 
AD plant is very important because they determine the yield and quality of the 
methane. In order to achieve greater methane yield, co-digestion of various types of 
feed which have gone through stabilization and hygienization processes are 
encouraged before it is homogenously mixed and fed into the anaerobic digester 
(Sosnowski et.al, 2003). In the case of the biogas plant where data was obtained, 
various types of feed ranging from organic fraction of municipal solid waste, household 
waste, leftovers from wet markets and stores, processed foods, organic wastes from 
food processing manufacturers, animal wastes such as cow dung and chicken manure 
were considered and used as feedstock for biogas production. Only abattoir or 
sewage waste is never considered as substrate for the biodigester. However, it was 
observed that the major source of the feed used as substrate in the biogas plant is 
food and vegetable waste because it has been proven that due to high potential for 
biomethanation, food waste is a reliable and promising substrate for anaerobic 
digestion activity. However, longer duration of digestion may sometimes lead to 
inhibition because of improper nutrient balance (Paritosh et al., 2017).  These feeds 
were co-digested in various percentage weights or composition to feed the biodigester 
for biogas production. 
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Some of the characteristics of the most commonly used substrates in the anaerobic 
digester of the biogas plant are presented in Table 6.2. 
Table 6.2: Characteristics of individual wastes used as feed 
Type of Feed Moisture Content 
(%) 
Total Solid (%) Volatile Solid 
(%) 
TS/VS (%) 
Watermelon 89.83 10.17 94.7 0.11 
Onions 87.46 13.16 87.9 0.15 
Grapes 60 40 27 1.48 
Mixed veg 89.51 10.49 85.7 0.12 
Granadilla 75.97 24.03 96.5 0.25 
Paw Paw 88.7 11.3 92.6 0.12 
Bananas 80.4 19.6 92 0.21 
Mushroom 93.3 6.7 88.9 0.08 
Pumpkin 93.8 6.2 92.2 0.07 
Pineapple 91.47 8.53 95.5 0.09 
Apple Pulp 76.9 23.1 100 0.23 
Fish 65 35 95.2 0.37 
Chicken  69 31 78 0.40 
Meat 58.63 41.37 74.9 0.55 
Sludge 91.63 8.37 82.35 0.10 
 
6.7.3 Data 
From the data supplied, the column with the post-digester section of the biogas plant 
was used for this research because it accounts for the highest biogas produced on 
daily basis. The dataset supplied was optimized in order to ensure the successful 
running of the neural network model and it is presented in Table 6.3. 
From the dataset, it can be observed that the maximum methane content of the Bio-
CNG produced from the processing parameters of the AD process with the type of 
feedstock fed into the digester is 68.6% while the minimum methane yield of the plant 
process is 45.8%. On the average, the methane yield of the plant is 60.50% and since 
the aim of the plant is to produce Bio-CNG of higher quality that could be used for 
electrification purposes and possibly as vehicular fuel, hence, the need to optimize the 
input parameters of the AD process to produce Bio-CNG of higher methane quality 
(i.e. methane content greater than 70%). The data is as shown in Appendix B1. 
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6.7.4 Artificial Neural Network Model and Results 
Several training algorithms and activation functions were tested in order to ascertain 
which one will produce the best model as presented in Table 6.4. The best network 
was selected by assessing the accuracy of the networks using the following 
performance indicators RMSE, MAPE, MAD and R both for the training and testing 
phases of the model as prescribed in Equations 6.9 to Equations 6.12 respectively.  









MAPE MAD RMSE 
Train Test Train Test Train Test 
1 logsig 6-35-1 LM 0.8413 1.9862 21.5400 1.2353 11.3723 2.1589 16.4879 
2 logsig 6-25-1 LM 0.8601 1.6920 16.5792 1.0648 9.0882 1.8963 12.4783 
3 tansig 6-25-1 SCG 0.8018 2.3359 8.9441 1.4415 5.1631 2.2534 6.6514 
4 tansig 6-30-1 LM 0.8188 2.3567 12.7351 1.4301 7.0952 2.2436 9.6185 
5 logsig 6-65-1 LM 0.7868 2.9511 12.6228 1.6226 5.9136 2.4839 8.6070 
6 softmax 6-30-1 SCG 0.8460 2.0805 14.2119 1.2484 6.7370 2.0016 9.6292 
7 logsig 6-30-1 SCG 0.8298 2.3390 11.6087 1.4097 4.0415 2.0191 8.1243 
8 tansig 6-23-1 SCG 0.8129 2.3932 11.9907 1.4416 6.2365 2.1228 8.6976 
9 tansig, 
logsig 
6-10-15-1 SCG 0.6299 1.6739 10.3197 1.4122 5.8982 6.6796 7.8990 
10 tansig, 
logsig 
6-15-20-1 SCG 0.8460 2.0373 18.6529 1.2816 10.0384 3.1711 13.3390 
11 tansig, 
logsig 
6-15-20-1 SCG 0.8128 2.5858 10.5976 1.5476 4.0341 2.1284 7.3587 
12 tansig, 
logsig 
6-15-20-1 SCG 0.7834 2.5723 10.3161 1.6494 5.3166 3.0910 7.2230 
13 tansig, 
logsig 
6-10-25-1 SCG 0.7719 2.6182 10.8247 1.6486 6.1416 2.9818 8.4235 
14 tansig, 
logsig 
6-10-25-1 SCG 0.7888 2.9808 9.7840 1.7969 3.6739 2.3905 6.6929 
15 tansig, 
logsig 
6-10-25-1 LM 0.8022 2.7258 14.5923 1.6916 7.1715 2.8883 11.5254 
16 tansig, 
logsig 
6-10-25-1 LM 0.7705 2.4112 12.5527 1.4598 6.4322 2.3479 9.2663 
17 tansig, 
logsig 
6-10-25-1 LM 0.7502 2.5622 12.7867 1.5828 5.3962 2.4319 8.8265 
18 tansig, 
logsig 
6-10-25-1 LM 0.7050 2.6358 10.5390 1.5763 3.5438 2.4088 6.8628 
19 tansig, 
logsig 
6-10-25-1 LM 0.7545 2.3815 15.3190 1.4763 8.2407 3.1106 11.5954 
20 tansig, 
logsig 
6-10-25-1 LM 0.7888 2.6514 7.5455 1.6108 4.2887 2.3841 5.3290 




6-10-25-1 LM 0.7719 2.4112 12.5527 1.4598 6.4322 2.3479 9.2663 
22 tansig, 
logsig 
6-10-25-1 LM 0.7888 2.1096 9.3429 1.2743 4.9235 2.0711 7.2236 
23 tansig, 
logsig 




From Table 6.4, it can be observed that the networks with two hidden layers produced 
better results in terms of performance evaluation parameters because the neural 
network with two hidden layer have more parameters to use for modeling in respect 
to the training and testing phases than the networks with one hidden layer. However, 
the best results were obtained in terms of the performance parameters when trained 
with Scaled Conjugate Gradient (SCG) training algorithm combined with two activation 
functions. Generally, the choice of best training algorithm in ANN modeling is achieved 
by trial and error method and that is why several activation functions needs to be tried 
until a desired result for the model is obtained. In respect to the modeling of this work, 
the algorithm that is considered to have produced the most desirable results was the 
SCG with the first hidden layer being 15 neurons while the second hidden layer was 
20 neurons with tansig and logsig activations respectively. These make up the 
architectural network of 6-15-20-1 which implies that 6 input parameters were 
considered for the model and two hidden layers were used i.e. 15 and 20 which leads 
to 1 output which is methane (CH4). This could also be seen in the Neural Network 
Training (nntraintool) presented in Figure 6-8. Furthermore, in order to show the 
accuracy of the best model obtained, the neural network regression plot is presented 
in Figure 6-9 while the test scattered plot is presented in Figure 6-10. Figure 6-11 also 
shows the comparison of the Actual (Observed) and the ANN predicted yield via a 
network diagram. Some of the results generated from other runs are seen in Appendix 
C.   
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Figure 6-8: Neural Network Training (nntraintool) for Best Network 
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Figure 6-9: Neural Network Regression Plot for the Best Model 
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Figure 6-10: Test scattered plot with line of best fit for the best model at the post regression phase 
 
From Figure 6-9, the training, testing and validation plots shows a close value to unity 
(1). This further demonstrates the effectiveness of the model. It can be rightly said that 
the model correctly trained, validated and tested training datasets with a minimal error.  
From the test scattered plot and the network diagram presented in Figures 6-10 and 
6-11 respectively, it can be observed that there are points where the ANN predicted 
and observed are in harmony. Few data points were mis-predicted in Figure 6-11. This 
could be due to model under fitting and overfitting. However, a very close proximity 
was observed between the predicted and the observed values in the ANN model. The 
trend of the observed data was also closely followed by the predicting model. This 
further emphasizes the potency of ANN modeling technique for methane production 
process. The various types of substrate feed into the bio-digester can further be 
looked at in Appendix B1.  
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CHAPTER SEVEN 
ADAPTIVE NEURO-FUZZY INFERENCE SYSTEM (ANFIS) 
 
7.0 Introduction 
This chapter highlights the use of an analytical and predictive software tool known as 
the Adaptive Neuro- Fuzzy Inference System (ANFIS). It is sometimes often regarded 
as Adaptive network based fuzzy inference system. ANFIS has become a powerful, 
attractive, general modelling technique tool because of its ability to basically combine 
linguistic transparency of fuzzy logic theory (Fuzzy Inference) and established learning 
laws of Artificial Neural Network (ANN) to model expert behavior (Jang, 1993), unlike 
the use of just the NN technique which works by detecting data pattern, learning from 
the relationships and adapting to them (Walia et.al., 2015). The proper understanding 
and application of ANFIS can help to predict the outcome for a new combination of 
data where imprecision exists (Hamdan and Garibaldi, 2010).  
7.1 Background to methodology 
ANFIS is a machine learning technique, developed in the 1990s and it is based on 
Takagi- Sugeno fuzzy inference system. Its inference system corresponds to a set of 
fuzzy IF-THEN rules that have learning capability to approximate nonlinear functions 
(Jang, 1993). ANFIS also has a learning paradigm just as any other machine learning 
algorithm as discussed earlier in Chapter 6, (section 6.1.2). ANFIS uses either 
supervised learning technique or unsupervised learning techniques to either predict, 
explain, classify or characterize among other functionalities. The supervised machine 
learning technique is applicable when a piece of data set needs to be predicted or 
explained using an input/ output relationship. Supervised learning techniques require 
a teacher (specified inputs) which apparently correlates with the problem under 
consideration. This type of learning technique employs the use of an associative 
memory to map a set of inputs to output (s), thus unravelling hidden patterns within 
the datasets. The supervised learning model has the capability of predicting new 
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outputs from new sets of inputs without a prior knowledge of the system being 
modeled. There are several models under this class of learning some of which include; 
ANN, support vector regression (SVR), support vector machine (SVM), ANFIS, and 
so on. On the contrary, the unsupervised machine learning technique is used when 
there is a need to group data points without the use of a target variable for prediction. 
This learning technique learns historical data and trend of the same variable to predict 
future values of same variables. In other words, data is evaluated in terms of traits 
and these traits are used to form clusters of items based on their similarities to one 
another. Some of these learning techniques self-organize the input data to predict 
future values in an intelligent manner by clustering and association. Examples of 
models in this category include; non-linear autoregressive neural network (NARNET), 
self-organizing maps (SOMs), deep belief networks (DBN) and so on. 
Supervised or Unsupervised machine learning techniques have several methods and 
the choice of method is dependent on the outcome expected from the modeling 




iv. Dimensionality Reduction 
v. Ensemble Methods 
vi. Neural Nets and Deep Learning 
vii. Transfer Learning 
viii. Reinforcement Learning 
ix. Natural Language Processing  
x. Word Embedding 
ANFIS model uses clustering techniques for mapping data into membership functions. 
There are three commonly used clustering techniques in ANFIS modeling. These 
include: grid partitioning, subtractive clustering and fuzzy-c-means clustering. 
However, for the course of this research, the subtractive clustering technique was 
used for clustering data into membership functions. 
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7.1.1. ANFIS model architecture  
Clustering techniques fall under the category of unsupervised machine learning 
techniques and the aim is to group or cluster observations with similar properties or 
features. This technique is common for statistical analysis of data and its application 
cuts across various fields. There are 5 types of clustering techniques namely: 
i. K-Means Clustering 
ii. Mean-Shift Clustering 
iii. Density – Based Spatial Clustering of Applications with Noise (DBSCAN) 
iv. Expectation – Maximization (EM) Clustering using Gaussian Mixture 
Models (GMM) 
v. Agglomerative Hierarchical Clustering.  
For the purpose of this work, the subtractive clustering technique which belongs to the 
class of hierarchical clustering technique was used and it is described in section 7.5.1. 
The ANFIS architectural model is made up of adaptive nodes connected by directional 
links (Chahkoutahi and Khashei, 2017) and multiple layers as illustrated in Figure 7-
1. Just like ANN, ANFIS models have inputs variables and output(s). For better 
understanding of the IF-THEN rules, the two rules that govern inference systems or 
formation are given below (Salleh and Hussain, 2016). 
Rule 1: If x is A1 and y is B1 then, f = p1+q1y+r1 
Rule 2: If x is A2 and y is B2 then, f = p2+q2y+r2 
These two (2) rules can also be re-written in terms of membership degrees as 
presented: 
Rule 1: If μA1 (x) and μB1 (y) then f = p1x+q1y+r1 
Rule 2: If μA2 (x) and μB2 (y) then f= p2x+q2y+r2 
Where A1, B1, A2 and B2 are membership functions while p1,q1,r1 and p2,q2,r2 are linear 
consequent parameters of the fuzzy rules.  
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Generally, the ANFIS model architecture comprises of 2 types of nodes as shown in 
Figure 7-1 namely: Fixed and Adaptable. 
 
Figure 7-1: ANFIS Model Architecture (Jang, 1993; Rosadi et al. 2013) 
Considering a typical ANFIS model architecture presented in Figure 7-1, the model 
has five-layered network which comprises of the fuzzy, product, normalized, de-fuzzy, 
and the output layer. This technique follows the Takagi-Sugeno fuzzy inference 
system, by using antecedent and consequences for fuzzy rule formation.  
At layer 1: Each node has a fuzzy membership function with output functions and can 
be mathematically represented as: 
𝑂𝑖
1 =  𝜇𝐴𝑖(𝑥) , 𝑖 = 1, 2                                                              (7.1) 
𝑂𝑖
1 =  𝜇𝐵𝑖(𝑦) , 𝑖 = 1, 2                                                              (7.2) 
At layer 2: Using multiplicative operators, the firing strength of a rule is computed in 
the second layer and this can also be represented as: 
𝑂𝑖
2 =  𝑤𝑖 =   𝜇𝐴𝑖(𝑥) . 𝜇𝐵𝑖(𝑦)     , 𝑖 = 1, 2                              (7.3) 
At layer 3: Layer 3 which is a non-adaptive node normalizes the firing strength at the 
structure ith node. This is done by using the ratio between the firing strength in the ith 
node and the sum of all firing strengths from all the rules. This is also represented as: 
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𝑂𝑖
3 =  𝑤𝑖̅̅ ̅ =  
𝑤𝑖
𝑤1 +  𝑤2
         𝑖 = 1, 2                                        (7.4) 
 
At layer 4: The effect of the ith rule towards the model output is calculated using a 
nodal function and can be mathematically expressed as: 
𝑂𝑖
4 =  𝑤𝑖̅̅ ̅( 𝑝𝑖𝑥 +  𝑞𝑖𝑦 +  𝑟𝑖) =  𝑤𝑖̅̅ ̅𝑧𝑖                                          (7.5) 
Where, 𝑝𝑖, 𝑞𝑖 and 𝑟𝑖 are parameter sets of the node and ῶi represents the normalized 
firing strength of layer 3. 
At layer 5: At this last layer, the single non-adaptive node, calculates the ANFIS model 
overall output by using summation operations (Suparta and Alhasa, 2016). This can 
also be represented as:  
𝑂𝑖




                                                       (7.6) 
This ANFIS technique uses the hybrid learning rule which comprises of 
backpropagation gradient descent and fuzzy logic techniques.  
7.2 ANFIS Learning Techniques 
The learning algorithm for ANFIS is a hybrid algorithm which combines hybrid gradient 
descent (GD) and least square estimator (LSE) method. This learning algorithm has 
been proven to be a very effective and efficient in training ANFIS systems (Jang et.al., 
1997). ANFIS algorithm comprises of forward pass and backward pass. The least 
square estimator method is the forward pass while hybrid gradient descent is the 
backward pass. Least square estimator method is used for optimizing consequent 
parameters while gradient descent is adapted for optimizing antecedent parameters. 
ANFIS output is calculated using the consequent parameters of the forward pass while 
the output error is used to adapt the premise parameters by means of standard 
backpropagation algorithm. The standard learning algorithm of ANFIS is summarized 
in Table 7.1. In hybrid algorithm, when the antecedent parameters are not fixed, the 
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search space is widened and the training convergence becomes slower (Al-Hmouz et 
al., 2012). 
Table 7.1: Learning Algorithm of ANFIS  
 Forward pass Backward Pass 
Premise/Antecedent 
Parameters 
Fixed Gradients Descent 
Consequent Parameters Least Squares Estimators Fixed 
Signals Node Output Error Signals 
* Adopted from (Rini, Shamsuddin and Yuhaniz, 2013) 
7.3 ANFIS Training Methods 
The two dimensions of ANFIS training are: structure learning and parameters 
identification. The process of training ANFIS system begins with the acquisition of 
training dataset i.e. input/output data pairs and checking of the datasets. From the 
acquired dataset, suitable training data must be created in order to successfully train 
the Neuro-Fuzzy system. The training of the ANFIS system utilizes two sets of vectors 
namely: the input vector and the output vector. The training dataset is used to find the 
premise parameters for the membership functions while a threshold value for the error 
between the actual and the desired output is also determined. During the training of 
the ANFIS system, least square estimator method is used to locate the consequent 
parameters and if the error obtained is larger than the threshold value the premise 
parameters is then updated using the gradient decent method. The preparation of the 
training of dataset is done with ANFIS in the MATLAB R2016a software. The 
methodology adopted in training of the ANFIS system is presented in Figure 7-2.  
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Figure 7- 2: ANFIS system training methodology (Al-Hmouz et al., 2012)  
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7.4 Applications of ANFIS in Energy Studies 
ANFIS has found application in several fields of engineering and other discipline which 
include: for solving classification problems and grading exercises (Talpur et.al., 2017; 
Mandal, 2018), prediction of surface roughness (Dong and Wang, 2011), thermal error 
compensation on CNC machine (Abdulshahed et.al., 2015), prediction of water quality 
(Tiwari et.al., 2018); stability augmentation of an airplane (Navarro, 2013) amongst 
other applications. However, the use of ANFIS is gaining momentum in the field of 
energy studies and literature is now emanating at a rapid rate in this field which 
include: the use of ANFIS in modelling energy system and water resources (Adedeji 
et al., 2020), the use of ANFIS for prediction of biodiesel production (Guo and 
Baghban, 2017), for prediction of long term wind power density (Hossain et al., 2018), 
residential energy management (Senthilkumar et al., 2010), comparison study for 
photovoltaic power (Pitalúa-Díaz et al., 2019), and electricity consumption forecasting 
(Adedeji et al., 2019). However, in this research work, ANFIS was used to forecast an 
increase in methane (CH4) content of the biogas produced from an industrial scale 
anaerobic digestion plant.  
7.5 Methodology 
Data supplied was first analyzed by filtering for outliers and missing data. However, 
none of such was found in the dataset. It was ensured that normalization is not needed 
such that observations with high values do not override those with smaller values. The 
model proceeded with inputs and outputs. For the ANFIS modelling, six inputs namely: 
temperature, total solid, volatile solid, moisture content, pH and FOS/TAC were used 
while the only output used was methane. These were the parameters used for the 
model building phase as expected for the AD process of producing biogas. For this 
research, the subtractive clustering technique was adopted which is further explained 
in section 7.5.1 and the model performance evaluation was carried out. The summary 
of the model performance evaluation is presented in Table 7.2. 
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7.5.1 Fuzzy Subtractive Clustering Technique 
Clustering is an unsupervised machine learning technique and it is the collection of 
similar types of objects or patterns into a single group. Although, the clustering 
technique is limited to numeric data (Bai and Dang, 2011) it is very efficient in grouping 
a large data set and it is fast in computing (Ghosh and Dubey, 2013). There are 
various types of clustering techniques such as: K-Means Clustering technique (KMC), 
Fuzzy Subtractive Clustering technique, Fuzzy Clustering Means (FCM), Possibilities 
Clustering Means (PCM) amongst others. However, the two most commonly used 
multivariate statistical techniques used are the KMC and FCM. The choice of a 
clustering technique for a specific ANFIS model, is dependent on the nature of the 
input variables (parameters) and the output of the model so for this reason, the fuzzy 
subtractive clustering technique was used for this research work. This technique 
assumes each data point is a potential cluster center and it calculates a measure of 
the likelihood that each data point would define the cluster center based on the density 
of the surrounding data points. Fuzzy subtractive clustering techniques was adopted 
for this research because we were able to determine the number of clusters of the 
data to be proposed from the supplied dataset and based on this, a fuzzy model was 
generated.  
7.5.2 Model Performance Evaluation 
There are various types of performance evaluation model which include: Root Mean 
Square Error (RMSE), Mean Absolute Percentage Error (MAPE), Mean Absolute 
Deviation (MAD), Relative Error (RE), and Modified Nash-Sutcliffe Efficiency (MNSE) 
amongst others. However, for this research, both the training and testing phase of the 
ANFIS model was evaluated using (three) 3 of the common statistical performance 
metrics for forecast models and the formulae for calculating each performance metrics 
is presented in Equations 7.7 – 7.9 respectively.  






      (7.7) 
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∑ │𝑦𝑖 − 𝜇│
𝑁
𝑖=1       (7.8) 
Mean Absolute Percentage Error (MAPE) 




 𝑦𝑖 − ỹ𝑖 
𝑦𝑖
│ × 100%𝑁𝑖=1     (7.9) 
7.6 Result and Discussion  
The results obtained from the ANFIS model developed from the 6 (six) processing 
parameters obtained from the industrial anaerobic digestion plant which are 
considered as input variables and one output of the process are presented in this 
section. Using the fuzzy clustering technique for ANFIS model based on the 6 inputs 
variables i.e. temperature, total solid, volatile solid, moisture content, pH and 
FOS/TAC, with methane yield as the sole output of the process, the computational 
time for generating the fuzzy model was 4.95 seconds and the summary of the best 
ANFIS performance evaluation result is presented in Table 7.2.   
Table 7.2: ANFIS performance evaluation metrics 
 
Model Performance Metrics  
 
RMSE MAD MAPE Computational time (secs) 
Training  2.0305 1.6117 2.6702 
4.95 
Testing  32.9096 17.2690 28.4505 
 
Furthermore, the ANFIS network diagram for both the training and testing phase of 
the model is presented in Figure 7-3 and 7-4 respectively. It can be observed from 
both the training plot and the testing plot diagrams that there are wide variations in the 
data points when comparing the observed (from the industrial dataset) to the ANFIS 
predicted. However, there are few points where there is notable conformity between 
the observed and the ANFIS predicted. Shown in Figure 7-3 is the training plot with 
the observed data and predicted methane yield. The plot shows the relative closeness 
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between the observed and the predicted values. There exist few discrepancies 
between the observed and predicted methane yield. This can be due to misfiring of 
the ANFIS nodes which leads to overfitting and underfitting. Comparing this plot with 
the Table 7.2, the training results recorded the least of the statistical error 
measurements from RMSE, MAD and MAPE performance metrics. 
The model was tested with 30% of the dataset. These are data not previously supplied 
to the model. This was carried out to determine the reliability of the model in predicting 
unfamiliar datasets of the same domain. Shown in Figure 7-4 is the model testing 
results of percentage yield of methane. Network overfitting occurred more than 
underfitting. This apparently is due to paucity of the data as well as the nodal clustering 
in the model. A good percentage of the data was predicted close to the observed 
methane yield which shows that the developed model has the capability of predicting 
correctly. However, to statistically prove the reliability of the model, statistical 
performance metrics were also adopted in the model evaluation process and the 
results of this is presented in Table 7-2. The RMSE and MAD values are relatively 
higher compared to the values obtained from the training technique. It is laudable that 
the trend in the new dataset can be effectively predicted by the model. It is expected 
that the model can be more accurate if more datasets were available for exhaustively 
training the model. 
In establishing a correlation between the ANN and ANFIS models, the test plots for 
both models shows that the dataset is adequate to generate a good model and from 
the test plots it was observed from both techniques that there was a good network 
training, validation and testing in place. This is visible in the similar patterns both model 
displayed. Also, the two models shows close proximity between the observed values 
and the predicted. Nevertheless, in some cases disparity occurs which proves that no 
technique should be solely relied upon and as a recommendation it is always 
preferable to use both modelling technique to complement each other and to validate 
model results.  
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Figure 7-3: ANFIS Network Diagram for training plot of the best result  
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CHAPTER EIGHT 
RECOMMENDATIONS AND CONCLUSION 
8.0 Introduction 
This chapter concludes this research work by providing a summary of all the work 
done during this study. The research is aimed at contributing to the body of knowledge 
in the field of renewable energy within South Africa and Africa at large. This study was 
conducted based on the industrial data set obtained from one of the major biogas 
plants established within the Republic of South Africa and the findings of this research 
are believed to be the beginning of numerous research work that will be conducted in 
the field of energy studies especially in the area of biogas/biomethane production from 
anaerobic digestion plants within the country. The inference drawn as a result of the 
extensive study carried out on the supplied dataset, forms the conclusive part of this 
study while also forming the basis at which some recommendations for future work in 
this field of study are based. The limitations of this study and the challenges 
encountered while conducting this research also contribute towards the 
recommendations suggested.    
8.1 Conclusion   
A daily analysis of the biogas produced from an industrial biogas plant over a four-
month period was investigated in this study. The scope of this work was divided into 
two aspects namely: optimization studies and modelling. For the optimization aspect 
of this work, Design Expert software version 11 was used while MATLAB 2019a 
version was used for the modelling work using Artificial Neural Network (ANN) and 
Adaptive Neuro-Fuzzy Inference System (ANFIS) tools. Some of the interesting 
findings of this research study are highlighted: 
➢ From the municipal solid waste landfill site and the fruit and vegetable market 
visited it was observed that the majority of the organic waste produced within 
the City of Johannesburg is being dumped at the landfill sites. The essence of 
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visiting a municipal solid waste landfill was to ascertain that organic wastes are 
dumped on landfill sites and characterize them to see how they could be 
channeled to biogas plants across the country for the production of 
biogas/biomethane by so doing reducing greenhouse gases they release to the 
atmosphere through leaching 
➢ This organic waste when decomposed, produces methane gas which is twenty-
eight (28) times more harmful to than carbon dioxide a major contributor to 
green-house gas and global warming. 
➢ From the optimization studies carried out on the AD process parameter dataset 
supplied, it was observed that the biogas plant produces biogas with an 
average 60.50% methane content. If the process is well optimized the methane 
content of the biogas produced from the post-digester tank can rise to an 
average of 78% CH4 which means it can be used as transport fuel for powering 
cars and buses within the city. 
➢ Also, if the plant process is optimized the plant can produce biogas all through 
the year as a result, contributing largely to the electricity grid while reducing 
dependency on the country’s power producer ESKOM which is currently under 
strain because energy demand is on the rise which is one of the major reasons 
for load shedding within the country. 
➢ From the modeling results obtained from the study using ANN and ANFIS it 
can be deduced that the biogas production can be modelled with these tools 
for strategic and operational planning processes. Long-term and short-term 
planning can also be carried out using the results of these models, thus 
translating into economic benefits for the biogas company.  
➢ Lastly, if the AD process parameters are optimized and the biodigester is fed 
with homogenous organic substrates from the post-digester tank of the biogas 
plant, the methane yield can be drastically increased while the productivity of 
the company will experience an increase which translates to more profit for the 
biogas company.  
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8.2 Recommendations  
Based on the outcomes of this research work possible recommendations for future 
work are highlighted: 
• Characterization of municipal solid waste should be carried out on more than 
one municipal solid waste landfill site at various times of the year because of 
seasonal changes which affects seasonal fruits and vegetables.  
• Every organic waste should be accommodated in the design of the biodigester 
plant and wastes with higher C/N ratio should be mixed with those of low C/N 
ratio for nutrient balance purposes in and anaerobic digester. 
• The government and environmental management sector must enforce that no 
organic waste irrespective of its sources is ever dumped on landfill sites. 
• More biogas plants need to be established all over the country in order to 
ensure that each province within the country can produce its own needed 
energy from renewables and avoid total reliance on ESKOM. 
• For repeatability of a research such as this, data should be collected and used 
from more than one biogas plants for optimization and simulation purposes. 
• Also, for similar research work, more process parameters used by the biogas 
plant should be considered when using optimization and modeling software for 
optimizing the biogas/ biomethane yield of the AD process.   
• It is highly recommended that both ANN and ANFIS should be used 
simultaneously as ANFIS helps to validate the ANN model while also 
recommending the adoption of other Artificial Intelligence (AI) techniques other 
than ANN and ANFIS for comparison of best approach when optimizing and 
simulating the AD process as it relates to biogas/biomethane yield. These 
models can predict the methane yield with a higher level of accuracy upon 
availability of a larger dataset.  
• Lastly, the biogas industry should take data collection seriously and industrial 
data should be easily accessible to researchers. This will encourage 
researchers in the field of renewable energy studies and unnecessary time 
wastage will be eradicated.  
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APPENDIX A1: Waste Quantification from Fruits and Vegetable Market 




















 C H N C/N 
Leek 100 8.47 1.34 92 8 84 7  43.51 5.43 3.28 13.27 
Carrot 100 10.27 2.59 90 10 75 8  42.75 5.8 2.3 18.59 
Chilly 100 13.63 2.35 86 14 83 11  42.69 5.74 1.79 23.85 
Lettuce 100 4.32 0.5 96 4 88 4  47.12 6.69 1.52 31.00 
Potatoes 100 22.67 0.99 77 23 96 22  44.5 5.44 2.4 18.54 
Squash 100 7.31 1.21 93 7 83 6  45.88 6.25 4.25 10.80 
Pepper 100 9.91 1.35 90 10 86 9  42.63 5.77 1.57 27.15 
Lemon 100 20.23 2.47 80 20 88 18  47.1 6.09 1.79 26.31 
Baby melon 100 7.42 1.58 93 7 79 6  44.06 5.86 1.96 22.48 
Cabbage 100 15.5 3.01 85 15 81 12  48.73 7.07 3.3 14.77 
Tomatoes 100 4.46 1.34 96 4 70 3  48.01 6.52 2.21 21.72 
Naartjie 100 17.77 9.77 82 18 45 8  43.32 5.5 3.19 13.58 
Beetroot 100 9.49 2.53 91 9 73 7  46.33 5.98 1.83 25.32 
Pea 100 18.54 4.29 81 19 77 14  44.04 5.9 0.95 46.36 
Sweet 
melon 
100 11.39 1.99 89 11 83 
9  
41.9 7.03 2.61 16.05 
Bananas 100 17.46 6.31 83 17 64 11  40.19 5.73 3.57 11.26 
Cucumber 100 3.63 2.19 96 4 40 1  44.93 5.84 1.5 29.95 
Watermelon 100 2.97 1.06 97 3 64 2  47.08 6.08 1.73 27.21 
Beans 100 37.61 2.72 62 3 93 35  40.61 3.25 1.11 36.59 
 
APPENDIX A2: Waste Quantification from Municipal Solid Waste (Robinson Deep)  
 Proximate Analysis for Robinson Deep RCR, Dailies and Garden Waste 
Ultimate Analysis for 
Robinson Deep 
Source Wet (g) 
Dry 
(g) 
Ash (g) MC (%) TS (%) 
VS (% of 
TS) 
VS (% of 
Wet) 
C H N C/N 
Garden 100 29.26 6.93 70.74 29.26 76.32 22.33 19.67 5.36 1.96 10.04 
Mixed 
Waste 
100 27.33 5.75 72.67 27.33 78.96 21.58 13.25 6.25 0.91 14.56 
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APPENDIX A3: Waste Sampling, Sorting and Quantification at Municipal Solid Waste Site  
 
(A) Dumping of Bulk Waste (B)Organic Waste (C) Garden Waste (D) Aluminium (E) Paper (F) 
Weighing of Wastes    
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APPENDIX B 
APPENDIX B1: AD Processing Parameters used for modeling  
 
Temperature    
[°C]  pH   Total Solid   Volatile Solid    % Moisture   FOS/TAC 
CH4      
  [%]  
37.4° 7.8                  1.56  65.35                      98.4  0.055 68.0 
37.09 7.8                  1.49  66.7                      98.5  0.052 68.2 
37.0° 7.8                  1.97  66.7                      98.0  0.046 68.4 
36.8° 7.75                  1.07  62.55                      98.9  0.045 68.6 
36.7° 7.1                  0.74  73.9                      99.3  0.053 66.9 
37.3° 7.75                  1.66  77.75                      98.3  0.049 59.8 
37.6° 7.5                  2.74  66.7                      97.3  0.067 57.3 
38.0° 8.25                  3.25  77.75                      96.8  0.084 53.9 
38.3° 7.15                  4.00  72.65                      96.0  0.073 55.1 
38.3° 7.7                  3.98  69.7                      96.0  0.057 58.6 
40.0° 7.85                  3.05  67.95                      97.0  0.048 62.6 
39.6° 7.8                  3.35  66.75                      96.7  0.058 62.9 
39.9° 7.85                  3.65  76.65                      96.4  0.058 60 
39.8° 7.7                  4.05  70.6                      96.0  0.069 58.7 
39.7° 8.1                  2.80  60.95                      97.2  0.087 54.9 
39.4° 7.7                  3.35  71.4                      96.7  0.054 61.4 
40.1° 7.85                  3.67  73.85                      96.3  0.046 62.5 
39.8° 7.9                  2.90  66.7                      97.1  0.050 61.7 
39.7° 7.9                  3.05  75.95                      97.0  0.050 61.4 
39.3° 7.6                  3.10  73.05                      96.9  0.092 55.8 
39.2° 7.75                  3.10  76.9                      96.9  0.080 59.3 
39.5° 8                  3.20  70.3                      96.8  0.048 62 
39.8° 7.65                  3.35  71.4                      96.7  0.063 62 
39.9° 7.65                  3.30  73.9                      96.7  0.060 59 
39.9° 7.85                  4.40  59.3                      95.6  0.055 61.7 
39.9° 7.7                  5.60  70.2                      94.4  0.072 60.4 
39.8° 7.7                  2.00  76                      98.0  0.036 63.6 
40.0° 7.7                  3.10  73.05                      96.9  0.042 63.6 
39.9° 7.7                  2.50  70                      97.5  0.047 61.4 
39.9° 7.65                  2.25  69.3                      97.8  0.043 60.7 
38.6° 7.7                  3.10  81.6                      96.9  0.058 59.7 
38.1° 7.7                  3.40  71.4                      96.6  0.044 59.8 
38.6° 7.65                  2.55  66.65                      97.5  0.049 64.3 
38.8° 7.45                  2.75  73.35                      97.3  0.020 59.9 
39.8° 7.8                  2.60  78.45                      97.4  0.048 61.2 
39.9° 7.7                  3.00  68                      97.0  0.045 59.9 
39.9° 7.6                  2.00  67                      98.0  0.047 59.9 
40.0° 7.75                  3.00  57                      97.0  0.054 59.6 
39.9° 7.7                  2.50  71                      97.5  0.056 62.8 
39.8° 7.4                  3.00  81                      97.0  0.052 61.6 
39.8° 7.75                  6.50  62                      93.5  0.036 61.2 
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40.0° 7.9                  3.50  59.5                      96.5  0.053 59.9 
39.8° 7.35                  1.00  63                      49.0  0.046 62.3 
40.0° 7.7                  2.00  68.5                      98.0  0.050 60.6 
40.0° 7.85                  3.00  58                      97.0  0.042 61.1 
39.7° 8                  6.00  62.5                      94.0  0.076 56 
39.8° 7.7                  4.00  61                      96.0  0.052 57.7 
39.9° 7.7                  4.00  67.5                      96.0  0.052 52.7 
39.9° 7.8                  3.00  58.5                      97.0  0.046 54 
39.9° 7.85                  3.00  64.5                      97.0  0.036 68 
40.0° 7.7                  3.00  64.5                      97.0  0.041 65.1 
40.5° 7.7                  3.00  62                      97.0  0.035 55.7 
39.9° 7.85                  3.00  72                      97.0  0.061 63.5 
39.8° 7.7                  6.00  68                      94.0  0.110 65.3 
39.3° 7.25                  2.50  82                      97.5  0.107 60.4 
38.4° 7.8                  6.50  65.5                      93.5  0.057 61.1 
38.6° 7.8                  9.50  60                      90.5  0.143 61.2 
39.9° 7.7                  9.00  67.5                      91.0  0.076 63.5 
37.7° 7.7                11.00  64.5                      89.0  0.087 65.9 
37.7° 8.1                  7.00  65                      93.0  0.061 65.5 
37.5° 8.2                  7.50  64                      92.5  0.068 60.3 
37.5° 7.7                16.00  52                      42.0  0.084 61.7 
37.2° 7.5                15.50  53.5                      84.5  0.087 65.2 
37.1° 7.5                14.00  52                      86.0  0.000 65.1 
37.0° 7.7                13.50  53                      86.5  0.093 64.8 
37.2° 7.6                19.00  46                      81.0  0.078 66 
37.2° 7.5                22.00  46                      78.0  0.168 63.2 
37.2° 7.5                20.00  45                      80.0  0.166 57.9 
37.2° 7.65                19.50  44.5                      80.5  0.127 60.8 
37.3° 7.3                16.50  49.5                      83.5  0.132 62.1 
37.0° 7.3                15.00  49                      85.0  0.132 51.5 
37.2° 7.6                12.00  64                      88.0  0.083 60.1 
37.3° 7.9                  5.50  56.5                      94.5  0.063 61.1 
37.1° 7.7                15.50  52.5                      84.5  0.168 64.8 
37.0° 7.85                15.35  53.19                      84.7  0.143 61.6 
37.0° 7.85                  9.00  62                      91.0  0.066 60.3 
36.7° 7.95                19.00  30.5                      81.0  0.132 59.5 
37.0° 7.65                19.50  42                      80.5  0.147 62.6 
36.4° 7.9                  8.90  32.44                      91.1  0.071 64.2 
36.3° 7.3                16.86  45.81                      83.1  0.027 56.9 
36.2° 7.8                15.13  48.75                      84.9  0.163 55.2 
36.3° 7.5                19.41  45.87                      80.6  0.265 51.1 
36.5° 7.7                  2.99  67.13                      97.0  0.047 58.5 
37.1° 7.7                11.42  52.90                      88.6  0.104 62.6 
37.1° 7.7                  2.30  32.43                      47.7  0.035 54.1 
37.1° 7.7                  2.06  60.6                      47.9  0.070 45.8 
37.1° 7.7                  6.93  63.74                      93.1  0.065 60.0 
37.0° 7.2                  8.22  30.91                      41.8  0.060 66.8 
37.2° 7.7                14.76  56.75                      85.2  0.140 50.1 
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37.3° 7.6                13.90  61.87                      86.1  0.100 55.6 
37.3° 7.4                17.18  52.6                      82.8  0.100 59.4 
37.9° 7.5                  2.88  68.96                      97.1  0.200 58.3 
38.0° 7.55                  9.32  61.01                      90.7  0.050 49.6 
 
Appendix B2: Types of Substrate fed into Biodigester (As received) 
Type of Feed Moisture Total Solids Volatile Solids 
F+V+agriprotein+grapes+polony+chicken+chips 64.62 35.38 93.6 
F+V+Grapes+processed meat 78.48 21.52 74.5 
F+V+Grapes+processed meat 78.32 21.68 79 
Grapes+onions+watermelon 78.78 21.22 90.4 
Watermelon 89.83 10.17 94.7 
Watermelon+F+V+Agriprotein+processed meat 85.37 14.63 79.2 
Berries+onions+watermelon 90.55 9.45 94.7 
Melon+watermelon+cucumber 86.84 13.16 87.9 
Onions 87.46 12.54 96.6 
Grapes 60 40 27 
Mixed f+v 85.5 14.5 93.5 
Agriprotein worms DRY 9.87 90.13 91.4 
onions 78.52 21.48 96.3 
Mixed veg 89.51 10.49 85.7 
Watermelon 91.67 8.33 100 
F+V 65.22 34.78 75.3 
Watermelon 92.03 7.97 97.2 
Pineapple 91.47 8.53 95.5 
Onions 94.06 5.94 78.9 
Mixed fruit+veg 89.02 10.98 94.9 
Fish 65 35 95.2 
Granadilla 75.97 24.03 96.5 
F+V+agriprotein+grapes+polony+fish 84.43 15.57 87.5 
Mixed seafood 70.89 29.11 93.6 
Meat 58.63 41.37 74.9 
Ice-cream 72.54 27.46 96.8 
Agriprotein worms 69.4 30.6 91.9 
Grapes 58.21 41.79 93 
Watermelon 95.6 4.4 96.8 
Paper sludge 53.3 46.7 31.6 
Paper sludge 53.58 46.42 33.5 
Mixed fruit and veg 79.43 20.57 95.8 
Sauce 55.12 44.88 96.9 
Rolls 43.34 56.66 97.5 
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Mayonnaise 60.8 39.2 95.3 
Grapes 65.8 34.2 91.4 
Agriprotein worms 63 37 92 
F+V 84.1 15.9 95.6 
Animal Fat 32.27 67.73 99.7 
Mayonnaise 52.14 47.86 96.7 
Paw paw 88.7 11.3 92.6 
Bananas 80.4 19.6 92 
Mushroom 93.3 6.7 88.9 
Rolls 24 76 98.7 
Pumpkin 93.8 6.2 96.2 
Mix veg+polony+pies+chicken livers+chicken+fish 
cakes 
66.22 33.78 92.2 
Mix F+V+ bananas+ bread rolls+ 
dough+fish+meat+chicken 
90.02 9.98 84.9 
Mixed F+V+chicken+meat+bread+watermelon 64.26 35.74 91.9 
Mixed fruit and veg+ watermelon 90.8 9.2 92.9 
Mix F+v+fish+meat 70.52 29.48 96.8 
Processed meat 54.07 45.93 n/a 
Promeal 31.64 68.36 n/a 
Mixed F+V 80.67 19.33 n/a 
Coleslaw 79.7 20.3 93.9 
Mixed fruit and veg and agriprotein 62.5 37.5 96.7 
Dog food  76.2 23.8 99 
Grapes 74.6 25.4 91.3 
Mixed fruit and veg 88.6 11.4 90 
Tomato puree 94 6 96 
Fruit and veg+chips+yoghurt 78 22 92 
F+V+chips+yogurt 63 37 94 
F+V+meat+food waste 74 26 69 
F+V+meat+food waste 67 33 51 
F+V+ ROLL+ BREAD+MEAT 66 34 94 
f+v+polony, bread 67 33 94 
mix f+v  71 29 93 
f+v, processed meat 78 22 96 
chicken 69 31 78 
mix veg and polony 83 17 88 
MIX FRUIT AND VEG/ONION AND PROCESSED 
MEAT 
52 48 95 
DRY MANURE 54 46 26 
DRY MANURE 54 46 26 
MANURE +OLIVES 62 38 62 
Dry manure and olives 79 21 73 
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Manure + sludge 86 14 88 
Manure and sludge 47 53 62 
Manure and sludge 54 46 74 
Manure and sludge 54 46 53 
Manure+skude 56 44 27 
manure+sludge+foodwaste 58 42 37 
manure+sludge+foodwaste 57 43 98 
manure+sludge+foodwaste 62 38 33 
manure+sludge+foodwaste 82 18 62 
manure+sludge+foodwaste 47 53 97 
manure+sludge+foodwaste 63 37 38 
manure and sludge 73 27 92 
manure and sludge 67 33 46 
manure and olives 76 24 38 
manure and waste food and veg 69.95 30.05 75.4 
marula 98 2 25 
mixed f+v and meat and manure 64 36 63 
manure+finlint+f+v 56.97 43.03 75 
manure+finlint+f+v 72.55 27.45 92.86 
manure and cabbage 99.75 0.25 39 
Finlint 60.49 39.51 35 
Manure and f+v and finlint 60.54 39.46 49.05 
manure and sludge 91.63 8.37 23.33 
sludge 91.63 8.37 82.35 
red liquid 98.01 1.99 100 
Fruit and veg 67.4 32.6 31.06 
F+w f+v f+t 51.97 48.03 89.23 
F+w f+v f+t 64.3 35.7 95.2 
F+w f+v f+t 41.87 58.13 96.61 
F+w f+v f+t 62.75 37.25 95.97 
fat trap 65.8 34.2 94.11 
F+w f+v f+t 82.33 17.67 57.74 
milk shake 76.11 23.89 94.79 
F+w f+v f+t 92.55 7.45 96.66 
F+w f+v f+t 71.81 28.19 58.26 
yeast 95.57 4.43 61.11 
yeast 95.53 4.47 61.11 
yeast/sludge 65.27 34.73 81.56 
yeast/sludge 67.65 32.35 81.67 
yeast/sludge 67.98 32.02 80 
F+w f+v f+t 79.55 20.45 26.5 
Tomato puree 60 40 91.97 
Tomato puree 54.92 45.08 92.89 
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apple pulp 76.9 23.1 100 
apple pulp 80.54 19.46 98.73 
  
APPENDIX C 
Appendix C1: Neural Network Training State Plots 
  
 
Appendix C2: Neural Network Performance Plots 
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 APPENDIX D 
Appendix D1 (Other 3D graphs of the process) 
Volatile Solid and pH on Biomethane’s Yield 
 






X1 = B: pH
X2 = D: Volatile Solid
Actual Factors
A: Temperature = 50.0
C: Total Solid = 49.50
E: % Moisture = 50.00






























X1 = B: pH
X2 = E: % Moisture
Actual Factors
A: Temperature = 50.0
C: Total Solid = 49.50
D: Volatile Solid = 50.00

























B: pHE: % Moisture (%)
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X1 = B: pH
X2 = F: FOS/TAC
Actual Factors
A: Temperature = 50.0
C: Total Solid = 49.50
D: Volatile Solid = 50.00





























X1 = C: Total Solid
X2 = D: Volatile Solid
Actual Factors
A: Temperature = 50.0
B: pH = 50.0
E: % Moisture = 50.00

























C: Total Solid (%)D: Volatile Solid (%)
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Moisture and Total Solid 
 
 








X1 = C: Total Solid
X2 = E: % Moisture
Actual Factors
A: Temperature = 50.0
B: pH = 50.0
D: Volatile Solid = 50.00






























X1 = C: Total Solid
X2 = F: FOS/TAC
Actual Factors
A: Temperature = 50.0
B: pH = 50.0
D: Volatile Solid = 50.00

























C: Total Solid (%)F: FOS/TAC
164 | P a g e  
 
Moisture and Volatile Solid 
 
 






X1 = D: Volatile Solid
X2 = E: % Moisture
Actual Factors
A: Temperature = 50.0
B: pH = 50.0
C: Total Solid = 49.50






























X1 = D: Volatile Solid
X2 = F: FOS/TAC
Actual Factors
A: Temperature = 50.0
B: pH = 50.0
C: Total Solid = 49.50
























D: Volatile Solid (%)F: FOS/TAC
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X1 = E: % Moisture
X2 = F: FOS/TAC
Actual Factors
A: Temperature = 50.0
B: pH = 50.0
C: Total Solid = 49.50






























X1 = A: Temperature
X2 = B: pH
Actual Factors
C: Total Solid = 49.50
D: Volatile Solid = 50.00
E: % Moisture = 50.00
F: FOS/TAC = 50.00































X1 = A: Temperature
X2 = C: Total Solid
Actual Factors
B: pH = 50.0
D: Volatile Solid = 50.00
E: % Moisture = 50.00
F: FOS/TAC = 50.00






























X1 = A: Temperature
X2 = D: Volatile Solid
Actual Factors
B: pH = 50.0
C: Total Solid = 49.50
E: % Moisture = 50.00
F: FOS/TAC = 50.00




































X1 = A: Temperature
X2 = E: % Moisture
Actual Factors
B: pH = 50.0
C: Total Solid = 49.50
D: Volatile Solid = 50.00
F: FOS/TAC = 50.00




























X1 = A: Temperature
X2 = F: FOS/TAC
Actual Factors
B: pH = 50.0
C: Total Solid = 49.50
D: Volatile Solid = 50.00
E: % Moisture = 50.00


































X1 = B: pH
X2 = C: Total Solid
Actual Factors
A: Temperature = 50.0
D: Volatile Solid = 50.00
E: % Moisture = 50.00
F: FOS/TAC = 50.00































X1 = B: pH
X2 = D: Volatile Solid
Actual Factors
A: Temperature = 50.0
C: Total Solid = 49.50
E: % Moisture = 50.00
F: FOS/TAC = 50.00




































X1 = B: pH
X2 = E: % Moisture
Actual Factors
A: Temperature = 50.0
C: Total Solid = 49.50
D: Volatile Solid = 50.00
F: FOS/TAC = 50.00



























X1 = B: pH
X2 = F: FOS/TAC
Actual Factors
A: Temperature = 50.0
C: Total Solid = 49.50
D: Volatile Solid = 50.00
E: % Moisture = 50.00

































X1 = C: Total Solid
X2 = D: Volatile Solid
Actual Factors
A: Temperature = 50.0
B: pH = 50.0
E: % Moisture = 50.00
F: FOS/TAC = 50.00




























X1 = C: Total Solid
X2 = E: % Moisture
Actual Factors
A: Temperature = 50.0
B: pH = 50.0
D: Volatile Solid = 50.00
F: FOS/TAC = 50.00





































X1 = C: Total Solid
X2 = F: FOS/TAC
Actual Factors
A: Temperature = 50.0
B: pH = 50.0
D: Volatile Solid = 50.00
E: % Moisture = 50.00


























X1 = D: Volatile Solid
X2 = E: % Moisture
Actual Factors
A: Temperature = 50.0
B: pH = 50.0
C: Total Solid = 49.50
F: FOS/TAC = 50.00
































X1 = D: Volatile Solid
X2 = F: FOS/TAC
Actual Factors
A: Temperature = 50.0
B: pH = 50.0
C: Total Solid = 49.50
E: % Moisture = 50.00
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X1 = E: % Moisture
X2 = F: FOS/TAC
Actual Factors
A: Temperature = 50.0
B: pH = 50.0
C: Total Solid = 49.50
D: Volatile Solid = 50.00


























A: Temperature = 50.0
B: pH = 50.0
C: Total Solid = 49.50
D: Volatile Solid = 50.00
E: % Moisture = 50.00
F: FOS/TAC = 50.00

































X1 = A: Temperature
Actual Factors
B: pH = 50.0
C: Total Solid = 49.50
D: Volatile Solid = 50.00
E: % Moisture = 50.00
F: FOS/TAC = 50.00
A: Temperature (oC)


















X1 = C: Total Solid
Actual Factors
A: Temperature = 50.0
B: pH = 50.0
D: Volatile Solid = 50.00
E: % Moisture = 50.00
F: FOS/TAC = 50.00
C: Total Solid (%)












500000 Warning! Factor involved in multiple interactions.
One Factor










X1 = E: % Moisture
Actual Factors
A: Temperature = 50.0
B: pH = 50.0
C: Total Solid = 49.50
D: Volatile Solid = 50.00
F: FOS/TAC = 50.00
E: % Moisture (%)












500000 Warning! Factor involved in multiple interactions.
One Factor
















X1 = F: FOS/TAC
Actual Factors
A: Temperature = 50.0
B: pH = 50.0
C: Total Solid = 49.50
D: Volatile Solid = 50.00
E: % Moisture = 50.00
F: FOS/TAC












500000 Warning! Factor involved in multiple interactions.
One Factor
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X1 = A: Temperature
X2 = B: pH
Actual Factors
C: Total Solid = 18.25
D: Volatile Solid = 54.94
E: % Moisture = 68.77
F: FOS/TAC = 0.10
























Desirability  1.000 















Prediction  78.2211 
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X1 = A: Temperature
X2 = B: pH
Actual Factors
C: Total Solid = 18.25
D: Volatile Solid = 54.94
E: % Moisture = 68.77
F: FOS/TAC = 0.10
















Methane:   78.3764 
X1  35.7 





X1 = A: Temperature
X2 = B: pH
Actual Factors
C: Total Solid = 18.25
D: Volatile Solid = 54.94
E: % Moisture = 68.77
F: FOS/TAC = 0.10


















Methane:   81.3707 
X1  35.7 
X2  7.8 
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Appendix D6 (Optimization Table) 
Factors 
Factor Name Level Low Level High Level Std. Dev. Coding 
A Temperature 31.11* 36.20 40.50 0.0000 Actual 
B pH 8.20 7.10 8.25 0.0000 Actual 
C Total Solid 38.42* 0.7400 22.00 0.0000 Actual 
D Volatile Solid 69.84 30.50 82.00 0.0000 Actual 
E % Moisture 90.96 41.78 99.26 0.0000 Actual 
F FOS/TAC 55.37* 0.0000 0.2645 0.0000 Actual 
*Factors value is outside of design space.  
Point Prediction  
























Methane 69022.9 69022.9 
 
3.59335 28165.9 12861.6 125184 4517.89 133528 
 
