ABSTRACT Online semi-supervised learning (OS 2 L) has received much attention recently because of its well practical usefulness. Most of the existing studies of OS 2 L are related to manifold regularization. In this paper, we introduce a novel OS 2 L framework with multiple regularization terms based on the notion of ascending the dual function in constrained optimization. Using the Fenchel conjugate, different semisupervised regularization terms can be integrated into the dual function easily and directly. This approach is derived by updating limited dual coefficient variables on each learning round. To be practical, we also employ buffering strategies and sparse approximation approaches in this paper. The experimental studies show that our methods achieve accuracy comparable to offline algorithms while consuming less time and memory. Especially, our OS 2 L algorithms can handle the settings where the target hyperplane of classification continually drifts with the sequence of arriving instances. This paper paves a way to design and analyze OS 2 L algorithms with multiple regularization terms.
I. INTRODUCTION
Online semi-supervised learning (OS 2 L) has attracted attention in recent years because of its well-developed design methodologies as well as practical applications of information systems [1] - [8] . OS 2 L is a paradigm of the integration of online supervised learning [9] , [10] and semi-supervised learning [11] . It is capable to learn from both labeled and unlabeled instances and shares the characteristics of online learning. An OS 2 L algorithm observes training examples in a sequence of consecutive rounds. After each iteration of observation, the prediction mechanism of learner is updated, meanwhile the label is predicted with an unlabeled example arriving. In the beginning, we recall several challenges of OS 2 L in practices: (i) the data is massive, but the resources used to label the instances of data are limited; (ii) the data arrives as a stream, but there is limited space to store this data; (iii) the distribution of data and the label of data may change over time. Thus, a related problem of OS 2 L is that the true label of an unlabeled example too unreliable to evaluate the performance of prediction mechanism. For the same reason,
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Deriving great benefit from one of the most popular supervised learning method support vector machine (SVM) [16] , a number of studies have been proposed to deal with semi-supervised learning problems [12] - [14] . For instance, S 3 VMs [17] , LapSVMs [18] , co-regularization [18] and SVM-2K [20] extend SVMs from supervised learning to semi-supervised learning by adding a semi-supervised regularization term. Co-LapSVMs [21] and MvLapSVMs [22] add multiple semi-supervised terms to the basic SVMs. These approached can be explained by regularization theory and capacity control of function classes. Generally, multiple semi-supervised terms lead to major empirical improvements on real-world tasks [21] , [22] . SALSVM [23] and SELSVM [24] realize an active learning and ensemble learning technique for SVM, respectively. Unfortunately, these offline semi-supervised learning algorithms are still unable to address long-playing large-scale OS 2 L problems directly because of the constraint of time and memory. Along with this route, a series of studies have been inspired to involve online approaches. Kantardzic [15] proposed an online semi-supervised SVM method based on branch and bound.
Sun et al. [4] and Ding et al. [5] exploited the property of Fenchel conjugate of hinge loss and gradient ascend method to solve the dual problem of their online manifold learning model. Zinkevich [27] defined an instantaneous regularized risk using part of examples to avoid optimizing the primal convex objective function directly. The learning process is based on convex programming with gradient descent in kernel space. Besides, a distributed online semi-supervised SVM approach [25] is proposed routing from distributed semi-supervised SVM [26] with manifold regularization. Ding [6] proposed an online manifold learning framework for semi-supervised learning in a kernel space. Those algorithms are derived by using online gradient methods, implying that these methods can be regarded as solving the off-line semisupervised learning models by stochastic gradient methods.
Interestingly, the online semi-supervised learning framework with multiple regularization terms has never been studied. Since decreasing the primal semi-supervised objective function is impossible before obtaining all the training examples, we propose a Fenchel conjugate transform to increase the dual function in an online manner. The originality of this study is two-fold. First, different semi-supervised regularization terms can be integrated in the dual ascending procedures more easily and directly. These algorithms are derived by updating limited dual coefficient variables on each learning round. Second, we also design several buffering strategies and sparse approximation approaches to achieve further improvement. The experimental studies on synthetic and real-world data sets are presented to demonstrate the usefulness of our methods. Furthermore, we also discuss the applicability of our framework to the settings where the target hypothesis is not fixed but drifts with the sequence of examples.
This paper is organized in the following manner. In Section 2 we begin with a primal view of the basic semisupervised learning problem with multiple regularization terms. We introduce the framework for designing and analyzing OS 2 L algorithms in Section 3. Next, in Section 4, new OS 2 L algorithms are derived based on different dual ascending procedures. Sparse approximation approaches are employed to reduce the computational complexity in Section 5. We discuss the connections to the previous work in Section 6. The experimental studies and discussions are presented in Section 7 and the conclusions are offered in Section 8.
II. PRELIMINARIES
Our notation and problem setting are formally introduced in this section. The italic lower-case letters refer to scalars (e.g.α and ω),and the bold letters refer to vectors (e.g.ω and γ ).(x t ,y t ,σ t ) denotes the t-th training example, where x t is the point,y t is its label, and σ t is a flag to determine whether the label can be seen. If σ t = 1,the example is labeled; and if σ t = 0 the example is unlabeled. The hinge function is [a] + = max{a, 0} denoted by 1.<ω,x> denotes the inner product between vectors ω and x.For any t ≥ 1, the set of {1,2,· · · ,t} is denoted by [t] . Consider an input sequence (x 1 ,y 1 ,σ 1 ),(x 2 ,y 2 ,σ 2 ),· · · ,(x T ,y T ,σ T ), where σ t ∈{0,1} (t ∈ {1,2,· · · ,T }).Let K be a kernel over the training points x and H K be the corresponding reproducing kernel Hilbert space (RKHS). The S 2 L problem based on multiple semisupervised regularization terms can be written as minimizing:
where
K is the RKHS norm of f , h is a loss function for the predictions of the labeled training points, c 0 , c 1 , · · · , c s are trade-off parameters, and i (f ) (i ∈ {1,2,· · · ,s}) are different semi-supervised regularization terms which depend on f and x 1 , x 2 , · · · , x T . Many semisupervised regularization terms have been suggested over the years. The approaches can be roughly divided into the following three categories.
(i) Manifold regularization:
is the distance function which measures the difference between the predictions of x i and x i ,and w ij are the edge weights which define a graph over the T examples, e.g., a fully connected graph with Gaussian weights
or k-NN binary weights. This manifold regularization term encourages prediction smoothness over the graph which means that similar examples tend to have same predictions.
(ii) Co-regularization:
where d f (i) (x t ), f (j) (x t ) is the distance function, which measures the difference between the predictions for the same example in different views and composes the multi-view co-regularization term. This semi-supervised regularization term employs two assumptions that allow unlabeled examples in multiple views to be utilized effectively: (a) the target functions in each view agree on labels of most examples (compatibility assumption); (b) the views are independent given the labels (independence assumption).
(iii) Semi-supervised support vector machines (S 3 VMs):
S 3 VMs learn a large margin hyper-plane classifier using labeled training data like SVMs, but simultaneously force this hyper-plane to be far away from the unlabeled data. If you believe there is a ''gap'' or low-density region between the underlying distributions of the different classes, then S 3 VMs can help because it selects a rule with exactly those properties.
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Based on the above analysis, we can see that the semisupervised regularization term of S 3 VMs problem as given in Eq. (1) is not convex. It is often difficult to minimize a nonconvex cost function. In contrast, convex optimization seems much more straight-forward to locate the solution efficiently and reliably. Therefore, in the reminder of paper, we focus on manifold regularization term and co-regularization term, with the understanding that other online convex semi-supervised methods with multiple regularization terms can be derived using our framework similarly.
Without loss of generality, we consider semi-supervised binary classification problems in two views in this paper, which means x t = (x (1) t , x (2) t ) for a two-view representation and y t = {−1, +1} (t ∈ {1, 2, · · · ,T}). Our goal is to learn the function pair f = (f (1) , f (2) ), where f (1) = ω (1) , x (1) and f (2) = ω (2) , x (2) are linear classifiers in two views respectively. To learn max-margin decision boundaries, the S 2 L problem based on manifold regularization and coregularization (this method is called MvLapSVM in [21] ) can be written as minimizing:
where w (1) ij and w (2) ij are the edge weights in different views.
Let edge weights w
ji and w
ji . h is chosen as a popular convex loss function in supervised classification: hinge-loss, defined as:
The distance function d(·, ·) is defined as an absolute function (using l 1 norm) in this paper (this idea is also adopted by Szedmak [20] and Sun [5] ): (1)), ω ( (2))) is composed of hinge functions and absolute functions, different semi-supervised regularization terms can be integrated in the dual function more easily and directly.
See Figure 1 for an illustration. In the next section, we will show that the online semi-supervised learning problem can be discussed in the dual form of Eq.(5) more easily and directly while using the hinge loss function and the absolute distance function. Denote the instantaneous loss for on round t as
where t ∈ {1, 2, · · · , T }. We thus get a simple version of Eq.(5) using Eq.(6),
The minimization problem of Eq. (7) in an online manner is what we consider in the rest of this paper.
III. ONLINE SEMI-SUPERVISED LEARNING BY DUAL ASCENDING PROCEDURES
In this section we formally propose a unified algorithmic framework for online semi-supervised learning with multiple regularization terms. Our presentation reveals that how the online semi-supervised learning problem in Sec. 2 can be optimized in an online manner. Before delving into our framework, let us recall the definition of Fenchel conjugate that we use as a main analysis tool (see Appendix A for VOLUME 7, 2019 more details). The Fenchel conjugate of a function f : domf → R is defined as
As shown in Eq. (8) , the Fenchel conjugate is defined only for single variable function in former convex analysis [28] , [29] . We extend the definition of Fenchel conjugate to multi-variable functions for solving online multiview S 2 L problem in this paper. The Fenchel conjugate of a multivariable function f (ω (1) ,
Specially, the Fenchel conjugate of hinge functions and absolute functions is the key to transfer the basic semisupervised problems from offline to online.
Proof:we first rewrite the f (ω)as following:
Based on the definition of Fenchel conjugate in Eq. (11), we can obtain that
Since the third equality above follows from the strong maxmin property, it can be transferred into a min-max problem. (2) + b , where b ∈ R and x (1) ∈ R m and x (2) ∈ R n . The Fenchel conjugate of f (ω (1) , ω (2) ) is,
= αx (1) and λ (2) = −αx (2) where
Proof: we first rewrite the f (ω (1) , ω (2) ) as following:
+ b
Based on the definition of Fenchel conjugate for multivariable functions in Eq. (12), we can obtain that
− max
+ αx (2) , ω (2) ).
Since the third equality above follows from the strong maxmin property, it can be transferred into a min-max problem.
= −αb. Back to the primal problem, we want to get a sequence of boundary pairs ω
T . In Eq. (7), decreasing the objective function J ω (1) , ω (2) directly is impossible in the condition of not getting all the training examples. In practice, we only get the example set {(x 1 , y 1 , σ 1 ) , (x 2 , y 2 , σ 2 ) , . . . , (x t , y t , σ t )} on round t when the training examples arrive in a steam. In the following, we propose a Fenchel conjugate transform to avoid the contradiction above.
An equivalent problem of Eq. (7) is:
0 ,ω
1 ,··· ,ω
0 and ω
0 . (13) Using the Lagrange dual function, we can rewrite the Eq. (13) by introducing a vector group
Consider the dual function
where g * t (λ
t ). The primal problem can be described as maximizing the dual function as below.
1 ,λ
2 ,··· ,λ
Based on our definition of Fenchel conjugate for multivariable functions, the Fenchel conjugate of g t (ω (1) t , ω (2) t ) can be rewritten as (based on Proposition 1, Proposition 2 and lemma 2 in Appendix A)
Since our goal is to maximize the dual function, we can restrict to the first case in the above equation. Furthermore,
t has 2t + 1 associated coefficient variables
Based on the analysis above, the dual function can be rewritten using new coefficient vector groups
As shown in Eq. (14), our task has been transferred to a constrained quadratic programming (QP) optimization problem in the dual function. Every input training example brings a vector group (α, β, γ ) into the dual function. All the dual coefficient variables in Eq. (14) are independent, so we can update limited dual coefficient variables to ascend the dual function on each learning round. Obviously, unobserved examples would make no influence on the value of dual function by setting their associated coefficient variables to zero.
Denote
The update process of coefficient vector groups
The first one means that the unobserved examples do not make influence on the value of dual function, and the second means that we ascend the dual function incrementally during the online semi-supervised learning process. Based on lemma 1 and lemma 3 in Appendix A, we can obtain that each coefficient vector groups
T has an associated boundary vector group (ω (1) , ω (2) ). On round t, the associated boundaries of ((α 1 ) t−1 ,
A template online semi-supervised learning algorithm based on manifold regularization and co-regularization. This template algorithm aims for an increment of the dual function on each learning round.
To make a summary, we propose a template online semi-supervised learning algorithm based on the notion of ''ascending the dual function incrementally'' in Figure 2 . As shown in the procedure, we can obtain that algorithms that derive from our framework may vary in one of two ways. First, different algorithms may update different dual variables on each learning round. The second way in which different algorithms may vary is how to update the chosen variables to ascend the dual function.
Essentially, our online semi-supervised learning framework based on the idea of ascending the dual function incrementally aims to break the large QP problem in the dual function into a series of possible dual ascending procedures on different learning rounds. Therefore, we can maximize the dual function in an online manner.
IV. DERIVING ALGORITHMS BY UPDATING LIMITED DUAL COEFFICIENTS ON EACH LEARNING ROUND
In this section we derive different online semi-supervised learning algorithms from the general framework to provide the reason behind the values of dual function are increased. Let S t denote a sub set of dual coefficients. Our online semisupervised learning algorithms increase the values of dual function by updating limited dual coefficients in S t (t ∈ {1, 2, · · · , T }) on round t, which means
Here we propose three update schemes which modify different coefficients on each learning round.
A. EXAMPLE-ASSOCIATE (EA) UPDATE
In traditional online supervised learning [8] , the prediction mechanism is always updated only using the new arrived example, e.g., Perceptron. Based on this notion, we propose an example-associate update scheme to ascend the dual function by updating the associate coefficients of the new training example (x t , y t , σ t ) on round t that means S t ∈ α
t(t−1) , γ t In online semi-supervised learning process, the dual coefficients α
t(t−1) , γ t do not need to be grounded to zero on round t.Therefore, the task on round t can be described as
Using a gradient ascent (GA) step in Eq. (18), the exampleassociate update can be written as:
Denote ρ max t as the maximal step size on round t. Since every dual coefficient is constrained, we have ρ max
where s ∈ {1, 2} and i ∈ {1, 2, · · · , t − 1}.The optimal step size ρ * t is
where H is the Hessian of
Based on the analysis above, we obtain that the value of the dual function can be increased if ρ t ∈ 0, minρ max t , ρ * t . Intuitively, update schemes that yield larger increases of the dual function are likely to reach the minimal value of primal objective function faster. Thus, they are in practice likely to suffer a smaller number of mistakes. To ascend the dual function aggressively, this simple algorithm above can be enhanced by solving the following optimization problem on each learning round.
This dual ascending scheme is called aggressive dual ascending (ADA) procedure in this paper. Essentially, ADA procedure breaks the large QP problem in the dual function into a series of possible smaller QP problems on different learning rounds (this idea is also adopted by Platt [31] for training SVM). In EA update, the decision boundaries on round t can be rewritten as
2 c 1 β
Unfortunately, this update scheme will not work in practice because it needs to store every input point to update the decision boundaries; it also has an increasing time complexity O(t) along it runs. Here, we employ two buffering strategies to use a small buffer of examples on each learning round (these buffering strategies are also used in [3] ). Denote I t ⊆ [t − 1] the buffer on round t. If i ∈ I t ,the example (x i , y i , σ i ) would be used to update the decision boundaries.
• Buffer-N .Let the buffer size be τ .τ -buffer replaces the oldest point x t−τ in the buffer with the new incoming point x t after each learning round, which
t , β
• Buffer-L.This buffering strategy replaces the oldest unlabeled point in the buffer with the incoming point while keeping labeled points. The oldest labeled point is evicted from the buffer only when it is filled with labeled points.
B. OVERALL UPDATE
In EA update scheme, we employ an additive way to update the boundary vector by updating the associated coefficients of the new training example. In fact, all the associated coefficients of arrived examples can be updated on each learning round. Here, we propose another new update scheme which is called overall update.
The dual coefficients in ω 
From Eq. (19), we can get that a gradient ascent update on η t actually means to multiply all the dual coefficients in ω Therefore, we choose S t ∈ η t , α
t1) , · · · , β t(t−1) , γ t (η t ∈ S t ) on each learning round for overall update. Buffering strategies can also be used in overall update. The gradient ascent for α t(t−1) , γ t is same as the EA update which has been shown in Sec. 4.1. Using a gradient ascent on η t , we obtain
Like in Sec. 4.1, the Eq. (19) can also be increased by aggressive dual ascending (ADA) procedure.
ti ,β
If setting η t = f ∈ [0, 1] for all t ∈ {1, 2, · · · , T },η t is more like a forgetting factor to down-weight the contribution of earlier observations which is firstly proposed by Levy and Lindenbaum [30] . When tracking the changes in the data stream, it is likely that recent observations will be more indicative of its appearance than more distant ones. Incorporating a forgetting factor in the online semi-supervised learning is a good way to moderate the balance between old VOLUME 7, 2019
and new observations. We can also obtain that η t = 0(t ∈ {1, 2, · · · , T }) indicates no forgetting is to occur. In overall update, the decision boundaries on round t can be rewritten as
C. K-STEP UPDATE
In the two update schemes above, we update all the dual coefficients in S t at a time. Actually, the decision boundaries can be updated several times on a learning round. Here, we propose a k-step update scheme to update different dual coefficients in different step. The k-step update scheme modifies multiple dual coefficients on each learning round as well, and it does not require solving a large optimization problem with multiple variables. Instead, we perform k mini-updates on each learning round each of which focuses on a smaller subset of dual coefficient variables. Formally, let S t1 , S t2 , · · · , S tk be a sequence of small subsets of dual coefficient variables on round t. We define a sequence of dual ascending procedures in a recursive manner as follows. We start by set-
and then perform a sequence of dual ascending procedures of the form,
The main advantage of this update is its simplicity since the dual ascending procedure on each step involves optimization over a small subset of the dual coefficient variables which can be solved more easily. In each step, we can use gradient ascent or aggressive dual ascending (ADA) procedure to ascend the dual function like the two update schemes in Sec. 4.1 and Sec. 4.2.
Here, we propose a 3-step update scheme which updates different type of dual coefficient variables as follows to ascend the dual function in different step.
• The dual coefficient variables of manifold regularization term, S t1 ∈ β
(Buffering strategies can also be used in this step);
• The dual coefficient variables of co-regularization term, S t2 = {γ t };
• The dual coefficient variables of hinge loss functions, S t3 = {α
V. SPARSE APPROXIMATIONS FOR KERNEL REPRESENTATION
In practice, kernel functions are always used to find a linear classifier, such as SVM. Our online semi-supervised learning framework only contains the product of two points, so we can easily introduce the kernel function into our framework. If we note K the kernel matrix such that:
x i can be replaced by (x i ) in our framework. Therefore, we can rewrite Eq. (15) and Eq. (16) as
Unfortunately, our derived online semi-supervised learning algorithms above with kernel functions have to store the example sequence up to the current round and the stored matrix size is t×t (worst case). For practical purpose, we present two approaches to construct sparse kernel representations of boundaries on each learning round.
A. ABSOLUTE THRESHOLD
To construct sparse representations for the boundaries, absolute threshold discards the examples whose associated coefficients ϕ (s) (s ∈ {1, 2}) are close to zero. Let > 0 denote the absolute threshold. When an arrived example x i s would not be used to update the boundaries in further learning process,
The examples whose indices are in S t cannot be discarded on round t since they would be used to ascend the dual function.
B. k MAXIMAL COEFFICIENTS (k-MC)
. Another way to obtain sparse kernel representations is to keep the examples of which the absolute value of ϕ (s) are the first k maximum. Similar as the absolute threshold, k-MC does not discard the examples in I t which would be used to ascend the dual function on round t. Based on this sparse approximation approach, the stored matrix size on round t reduces to (k + sizeof (I t )) × (k + sizeof (I t ))
The two sparse approximation approaches above are both motivated by the fact that the examples which have larger coefficients tend to exert more influence on the learned boundaries.
VI. ON THE CONNECTION TO PREVIOUS WORK A. ABOUT DUAL ASCENDING PROCEDURE
In the area of online learning, Shalev-Shwartz and Singer [9] propose a primal-dual perspective of online supervised learning algorithms. This work has a same dual ascending perspective as ours to achieve a better boundary vector in an online manner. Different from it, we deal with an online semi-supervised learning problem with multiple regularization terms, and our emphasis is how to construct a dual ascending model in semi-supervised condition and integrate different semi-supervised regularization terms. An important conclusion in our work is that the Fenchel conjugate of hinge functions and absolute functions is a key to transfer the basic semi-supervised learning problems from offline to online, and this is also the reason why we use the absolute functions to describe the different distances. The semisupervised learning problem in Eq. (5) can degenerate into a basic supervised learning problem while choosing the tradeoff parameters c 1 = 0 and c 2 = 0,
Then, the dual function degenerates into:
Eq. (21) is the dual function of basic supervised learning problem which is carefully discussed in [9] - [11] .
B. ONLINE CONVEX PROGRAMMING
The online convex programming of Zinkevich [27] has an idea of ''defining the instantaneous convex risk on each learning round to avoid optimizing the primal convex problem directly''. Denote J t (f ) the instantaneous risk on round t. The online convex programming performs gradient descent on instantaneous risk function J t (f ) in kernel space. The step size ρ t is often defined to decay at a certain rate [27] , e.g.,
The update process of the decision boundaries on round t can be summarized as
In the following, we demonstrate that our proposed algorithms based on gradient ascent in Sec. 4 can also be derived from online convex programming above by defining different forms of the instantaneous risk function J t (f ).
EA update based on gradient ascent can be derived from online convex programming by defining J t (f ) as
The online convex programming framework performs a gradient descent step over ω (s) (s ∈ {1, 2}) that aims to reduce the instantaneous risk J t (f ) on each round. The update scheme based on online convex programming can be written as:
This update scheme can be viewed as an approximation of our EA update scheme based on gradient ascent in Sec. 4.1 with different feasible dual ascending directions. Similarly, overall update based on gradient ascent can be derived from online convex programming by defining J t (f ) as
Essentially, our semi-supervised learning framework based on dual ascending procedures is an extension of online convex programming in the area of semi-supervised learning.
C. SEQUENTIAL OPTIMIZATION
Sequential optimization is firstly proposed by Platt for training support vector machines (SVMs) [31] , [32] . Sequential optimization breaks the large QP problem into a series of smallest possible QP problems. These small QP problems are solved analytically, which avoids using a time-consuming numerical QP optimization as an inner loop. The decision function in basic in SVMs can be written as
Like sequential optimization, our derived online semisupervised learning algorithms in Sec. 4 break the large QP problem into a series of smaller problems in the dual function, which are solved quickly and analytically. Specially, the update schemes based on ADA procedures in Sec. 4 also solve a small QP problem on each learning round. Unlike the basic sequential optimization process for training SVMs, our derived algorithms deal with more dual coefficient variables on each learning round and aim to ascend the dual function in an online manner. In our online semisupervised learning framework, we also disallow the bias term completely (b = 0) to remove the constraint [33] and reduce the computational complexity.
VII. EXPERIMENTAL STUDIES
This section presents a series of experimental results to report the effectiveness of our derived online semi-supervised learning algorithms. It is known that the performance of semisupervised learning depends on the correctness of model assumptions. Thus, our focus is on comparing different online semi-supervised learning algorithms based on manifold regularization and co-regularization, rather than different semisupervised regularization methods.
We report experimental results on two synthetic and a realworld binary classification problem. The prediction function in online semi-supervised learning algorithms is adopted as the average of the prediction functions from two views
Based on the idea of ''interested in the best performance and simply select the parameter values minimizing the error'' [34] , we select combinations of the parameter values on a finite grid in Table, and it is sufficient to perform algorithm comparisons.
The training sequences are generated randomly from each data sets. To avoid the influence of different training sequences, all results on each dataset are the average of five such trials. The error rates have ±1 standard deviation. The edge weights for manifold regularization term are Gaus- sian weights which define a fully connected graph. While using buffering strategies to update multiple dual coefficient vectors, the buffer size is fixed at 200 to avoid high computational complexity on each learning round.
A. TWO-MOONS-TWO-LINES SYNTHETIC DATA SET
The two-moons-two-lines synthetic data set is generated similarly to the example used in [18] , [21] , and [22] . The examples in two classes appear as two moons in one view and two parallel lines in another (see Figure 3 for an illustration). This data set contains 1000 examples, and only 5 examples for each class are labeled. A Gaussian and linear kernel are chosen for the two-moons and two-lines view respectively. In this data set, the offline semi-supervised learning algorithm (MvLapSVM) achieves an error rate of 3.70%.
The best performance of all the derived online semisupervised learning algorithms in Sec. 5 are presented in Table. The result shows that our derived online semisupervised learning algorithms achieve test accuracies comparable to MvLapSVM, and the online semi-supervised learning algorithms based on aggressive dual ascending procedures perform better than those based on gradient ascent.
B. WEB PAGE DATA SET
In this subsection, we consider the real-world task of classifying web pages (also studied in [18] , [21] , and [35] ). The task is to predict whether a web page is a course home page or not. The data set consists of 1051 web pages in two views (page and link) collected from the computer science department web sites at four U.S. universities. The first view of the data is the textual content of a web page itself, and the second view is all links pointing to the web page from other web pages. We preprocessed each view by removing stop words, punctuation and numbers and then applied Porter's stemming to the text [36] . In addition, words that occur in five or fewer documents were ignored. This resulted in 2332 and 87 dimensional vectors for two views respectively. Finally, document vectors were normalized to TDIDF features (the product of term frequency and inverse document frequency) [37] . This problem has an unbalanced class distribution since there are a total of 230 course home pages and 821 non-course. As in [38] , we randomly label 3 course and 9 non-course examples for each class. In this experiment, the linear kernel is used for both views.
In this data set, MvLapSVM achieves an error rate of 6.47%. In Table, we report the best performance of all the derived online semi-supervised learning algorithms on the web page data set. This result also demonstrates that our derived online semi-supervised learning algorithms achieve test accuracies comparable to the offline algorithm (MvLapSVM).
C. ROTATING TWO-MOONS-TWO-LINES SYNTHETIC DATA SEQUENCE
The applicability of online learning algorithms to the settings where the target hypothesis is not fixed but drifts with the sequence of examples is an interesting topic in the field of online learning [8] . When the underlying distributions, both P(x) and P(y|x), change during the course of learning, the algorithms are expected to track the changes in the data sequence. To demonstrate that our derived online semi-supervised learning algorithms can handle concept drift, we perform our experiments on rotating two-moonstwo-lines data sequence. In rotating two-moons-two-lines data sequence, the two-moons-two-lines data set discussed in Sec. 7.1 smoothly rotate 360 • during the sequence and the target boundaries in two views drift with the sequence of examples (see figure 4 for an illustration). The points will change their true labels during the sequence and every stationary decision boundary will have an error rate of 50% VOLUME 7, 2019 approximately. This data set contains 8000 examples, and only 1% examples for each class are labeled. A Gaussian and linear kernel are chosen for the two rotating moons and two rotating lines view respectively.
In Table 4 , we report the best performance of all the online semi-supervised learning algorithms on the rotating two-moons-two-lines data sequence. The result shows that our derived algorithms are able to track the changes in the sequence and maintain a smaller error rate compared with batch learning algorithms. Obviously, when tracking the changes in the rotating two-moons-two-lines data sequence, it is likely that the recent examples will be more indicative of the boundaries than more distant ones. Buffer-N updates the boundaries using the recent examples, it is also the reason why the online semi-supervised learning algorithms using Buffer-N perform better that the others.
D. ADDITIONAL RESULTS
We now provide some additional results and discuss more precisely the effect of our derived online semi-supervised learning algorithms.
1) EFFECT OF THE PARAMETERS
c 0 , c 1 , c 2 . The trade-off parameters c 0 , c 1 and c 2 have similar effects on generalization as in the purely offline MvLapSVM (see [21] for an empirical study). However, one has to try many choices of parameters during the model selection. The manifold regularization term incorporates unlabeled examples and causes the decision boundaries to appropriately adjust according to the geometry of training examples as c 1 is increased. The co-regularization term causes the decision boundaries to appropriately adjust according to the agreement of the examples in different views as c 2 is increased. If c 1 = 0 and c 2 = 0, the unlabeled examples are disregarded and our online semi-supervised learning framework degenerates into online supervised learning.
2) THE PRIMAL OBJECTIVE FUNCTION VS. THE DUAL FUNCTION
In Sec. 3, we have demonstrated the relationship between the primal objective function J ω 
We compare the primal objective function vs. the dual function on the training sequence of two-moons-two-lines data set as t increases in Figure 5 . The result shows that the two curves approach each other along the online semi-supervised learning algorithms run. The value of dual function never decreases as t increases, correspondingly, the curve of primal function has a downward trend and some little fluctuations. ) on the whole two-moons-two-lines data set. The error rate has a downward trend, but it is not always decreasing during the online semi-supervised learning process.
FIGURE 7.
The number of examples in the kernel representation of decision functions for different sparse approximation approaches. We perform this experiment on the two-moons-two-lines data set. If no sparse representation approaches are used, the kernel representations in two views contains all the arrived examples on each learning round. The number of examples in the kernel representation increases slowly while using an absolute threshold, and the number is at most k + sizeof (I t ) while using k-MC for online semi-supervised learning algorithms.
This experiment supports the theory that increasing the dual problem can achieve comparable risks of the primal objective function.
We also report the performance of ω
on the whole two-moons-two-lines data set in Figure 6 . This result VOLUME 7, 2019 FIGURE 8. The number of examples in the kernel representation of decision functions for different sparse approximation approaches. We perform this experiment on the two-moons-two-lines data set. If no sparse representation approaches are used, the kernel representations in two views contains all the arrived examples on each learning round. The number of examples in the kernel representation increases slowly while using an absolute threshold, and the number is at most k + sizeof (I t ) while using k-MC for online semi-supervised learning algorithms. FIGURE 9. Cumulative runtime growth curves. We perform this experiment on the two-moons-two-lines data set. Online semi-supervised learning algorithms with buffering strategies perform better than the others on the growth rate.
shows that the boundary vector is adjusted to be a better one along the online semi-supervised learning algorithms run.
3) EFFECT OF THE SPARSE APPROXIMATION APPROACHES
The basic online semi-supervised learning algorithms in Sec. 4 using kernel representations almost have to store all the arrived examples to compose the decision functions on current round, and it is intractable to apply them to realworld long-time tasks. While employing sparse approximation approaches, only part of examples has to be stored (and computed). Figure 7 shows the number of examples in the kernel representation of boundary vectors on each learning round for different sparse approximation approaches.
4) EFFECT OF THE BUFFERING STRATEGIES
Denote n t the number of examples in the kernel representation of decision functions on round t. If no buffering strategies are used, the time complexity on round t approximately amounts to O (n t * (2 t + 1)) for gradient ascent and this growing time complexity cannot be accepted in real-world long-time tasks. While using buffering strategies, the time complexity reduce to O (n t * size of (S t )) [3] , [4] . We compare cumulative runtime curves of online semi-supervised algorithms with different buffering sizes in Figure 8 . Online semi-supervised algorithms with buffering strategies perform better than the basic online semi-supervised algorithms on the growth rate. The cumulative runtime growth curves of online semi-supervised algorithms with buffering strategies scale only linearly, while the others scale quadratically. 
5) EFFECT OF THE FORGETTING FACTOR
f. In overall update scheme, the forgetting factor f downweights the contribution of earlier observations during the online learning process. We report the error rates for different choices of f on rotating two-moons-two-lines synthetic data sequence in Figure 9 . This experiment illustrates that a suitable choice of f is able to adapt to the changing sequence and maintain a small error rate.
VIII. CONCLUSION AND FUTURE DIRECTIONS
In this article we presented an online semi-supervised learning framework with multiple regularization terms based on the notion of ascending the dual function. The Fenchel conjugate of hinge functions and absolute functions are a key to transfer the basic semi-supervised learning problems from offline to online. New derived online semi-supervised learning algorithms varied in two ways: (a) different choices of dual variables; (b) how to update the chosen variables. To be practical, we also applied buffering strategies and sparse approximation approaches in this work. Experimental studies demonstrate three advantages of our online semisupervised learning algorithms. First, it is useful to adjust the boundary vectors with the input sequence comparing with offline algorithms. Second, small time complexity guaranteed the time efficiency of this method. Third, our online semisupervised learning algorithms can handle the settings where the target hyperplane of classification continually drifts with the sequence of arriving instances.
Several promising directions of online semi-supervised learning setting are worth for future investigation. For instance, some other online learning algorithms can be designed that integrates other semi-supervised regularizer, in particular that with non-convex risks for unlabeled examples. Moreover, it is necessary to choose more effective parameters intelligently during the model selection.
APPENDIX FENCHEL CONJUGATE
The Fenchel conjugate of a function f : S → R is defined as
Since f * is defined as a supremum of linear functions, it is convex. Here, we describe a few lemmas of Fenchel conjugate which we use as theoretical tools in this paper. More details are in [28] . Lemma 1: Let f be a closed and convex function and let ∂f (ω) be its differential set at ω, Then, for all λ ∈ ∂f (ω), we have f (ω) + f * (λ) = λ, ω . 
