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Abstract
We investigate the characteristic polynomials ϕN of the Gaussian β-ensemble for gen-
eral β> 0 through its transfer matrix recurrence. Our motivation is to obtain a (probabilis-
tic) approximation for ϕN in terms of a Gaussian log–correlated field in order to ultimately
deduce some of its fine asymptotic properties. We distinguish between different types of
transfer matrices and analyze completely the hyperbolic regime of the recurrence. As a re-
sult, we obtain a new coupling between ϕN (z) and a Gaussian analytic function with an
error which is uniform for z ∈C separated from the support of the semicircle law. This also
constitutes the first step to obtain analogous strong approximations for the characteristic
polynomials inside of the bulk of the semicircle law. Our analysis relies on moderate devi-
ation estimates for the product of transfer matrices and this approach might also be useful
in different contexts.
1 Introduction
In this article, we will develop new properties of N–dimensionalGaussian β-ensemble, or GβE,
and extend its known connections to log–correlated fields. For β > 0, the GβE is the N–point
process on Rwith joint law
dµGβE (λ1,λ2, . . . ,λN )=
1
ZN ,β
e−
∑N
i=1βNλ
2
i
∏
i> j
∣∣λi −λ j ∣∣β . (1.1)
whereZN ,β > 0 is a normalizing constant. In this scaling, in the largeN–limit, the limiting spec-
tral distribution is a semicircle on [−1,1]. In terms of these points, we define the characteristic
polynomial
ϕN (z)=
∏N
i=1(z−λi ), z ∈C.
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It is well–known that log |ϕN (z)| −E log |ϕN (z)| converges in various senses to a Gaussian log–
correlated field. For example at fixed z ∈C\[−1,1], its convergence in law to a Gaussian follows
from the central limit TheoremD.1of [Joh98]. With a little effort, this can be extended to process
convergence in C \ [−1,1] in the sense of locally uniform convergence to a Gaussian field X (z)
with covariance given by
E
[
X (x)X (z)
]
=− 1
β
(
log |x− z|+C (x,z)
)
for some continuous functionC on C2. An exact expression for C can be inferred from formula
(1.11) below since X =ℜW.
An important feature of the characteristic polynomial is that the boundary values of X (z) on
[−1,1] forma log–correlatedGaussian field;as this field is not pointwise defined on [−1,1], these
boundary values must be understood in an appropriate functional sense. By an approximation
argument ([Kah85; Ber17; Sha16]), it is possible to define the exponential of X (z) as a family
of Gaussianmultiplicative chaos measures
{
Mγ(dx) : γ ∈ [0,
√
2β)
}
. One natural approximation
is to take a limit from the upper half-plane, i.e. to consider the in-probability weak limit of
measures
Mγ(dx)= lim
ǫ→0
eγX (x+iǫ)−
γ2
2 EX
2(x+iǫ)dx.
Many other methods of approximation can be shown to yield the same limit, suggestingMγ as
an unambiguous representation of the exponential of X (z) on [−1,1] for γ ∈ [0,
√
2β).
The value γ =
√
2β is critical, and a further renormalization is needed to produce a non-
degenerate limit. Here too there are senses in which the limit is independent of the method of
approximation [JS17; JSW18]. For the supercritical cases γ >
√
2β, it is no longer possible to
consider in-probability weak limits, but there are various senses of weak limits in law that can
be considered (see e.g. [MRV16]).
This naturallymotivates the analytic question if |ϕN (z)|γ/E|ϕN (z)|γ converges to a Gaussian
multiplicative chaos in a suitable sense. That is, can we use the characteristic polynomial of
the Gaussian β-ensemble as a smooth, and in some sense finite, approximation of a family of
Gaussian multiplicative chaos measures. In the case of β = 2, relying on the connection with
orthogonal polynomials and Riemann–Hilbert problems, [BWW18] obtain this convergence for
0 ≤ γ <
p
2, the so-called L2–phase, and [Cla+19] in the whole subcritical–phase γ < 2. Analo-
gous results also exist for the characteristic polynomial of randomunitarymatrices (also known
as circular unitary ensemble) [Web15; NSW18]. For circularβ-ensembles for generalβ> 0, con-
vergence to the GMC has been shown by the first author in the subcritical phase for a regular-
ized version of the characteristic polynomial (performed by looking on a circle inscribed in the
unit disk by Θ((logN )6/N )) [Lam19]. Moreover the spectral mesures of the CMV representation
of the infinite circular β-ensemble are (up to normalization) also given by Gaussianmultiplica-
tive chaos measures [CN19; AN19] when β≥ 2.
One can also ask if other log–correlated field predictions hold for ϕN (z), such as the predic-
tions for the extreme values. For theGaussian unitary ensemble (β= 2), [FS16] conjecture an ex-
act convergence in law for these extreme values. In addition, the law of the position of themax-
imum is characterized by [FD16]. For β= 2, the authors show convergence of the leading term
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of the maximum of the modulus of the recentered log–characteristic polynomial [LP18]. Again
for β= 2, similar theorems are proven for the behavior of the maximumof the recentered argu-
ment of the characteristic polynomial [Cla+19]. For the circular ensembles, the state of the art
is substantially better developed [ABB17; PZ18; CMN18]. Indeed, the state-of-the-art [CMN18]
for general β is based on analysis of Prüfer phases, which give an effective Markov process de-
scription for the log–characteristic polynomial of a circular β-ensemble. Inspired by that work,
we look to develop on a related Markovian structure for the Gaussian β-ensemble (which has
been very influential in the study of local limits of 1–dimensional β-ensembles [VV09; RRV11;
RR09; VV17]).
1.1 Transfer-matrix recurrence
Recall that for any α> 0, a χα random variable has density proportional to xα−1e−x
2/21x>0 and
we have χ2α ∼ Γ(α2 ,2) where Γ(α2 ,2) denotes a Gamma distribution with shape α2 and rate 12 . In
terms of these variables, we define the semi-infinite tridiagonalmatrix
A=

b1 a1
a1 b2 a2
a2 b3
. . .
. . .
. . .
 , (1.2)
where bi ∼N (0,2) and ai ∼χβi are independent random variables. By [DE02], the eigenvalues
of the principalN×N minor of the randommatrixA/
√
4Nβ have the same law as the Gaussian
β-ensemble, (1.1), and so in particularϕN (z)= det([z− (4Nβ)−1/2A]N ,N ).
We letΦn(z)= det([z−(4Nβ)−1/2A]n,n) for anyn ∈N. By cofactor expanding then–th column
of this determinant, we are led to the following recurrence for any integer n ≥ 2,
[
Φn(z)
Φn−1(z)
]
=
 z− bn2pNβ −a2n−14Nβ
1 0
[ Φn−1(z)
Φn−2(z)
]
=: Tn(z)
[
Φn−1(z)
Φn−2(z)
]
,
where by conventionΦ0 = 1 andΦ1(z)= z− b1
2
p
Nβ
. This shows that for any n ≥ 1,
(
Φn(z)
Φn−1(z)
)
= Tn(z) · · ·T2(z)
(
z− b1
2
p
Nβ
1
)
. (1.3)
A similarmatrix recurrence, the Szego˝ recurrence, can be posed for the circular β-ensemble
([CMN18, Equation (2.1)]):[
Θn+1(z)
Θn+1(z)∗
]
=
[
z −αn
−αnz 1
][
Θn(z)
Θn(z)
∗
]
,
|αn|2 ∼Beta(1,β(n+1)/2),
arg(αn)∼Unif([0,2π]),
(1.4)
and all random variables are independent. We expect that (1.3) has the potential to give the
same type of precise information on the statistics of the characteristic polynomial as (implicitly)
(1.4) gave for [CMN18]. We further expect (1.3) to be useful in giving the needed estimates for
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showing GMC convergence as well as the asymptotics of the maximum of the characteristic
polynomial. It should be noted it is also possible to define Prüfer phases for the Gaussian β-
ensemble [For10, Equation (1.170)]), in much the same way as it is possible to define Prüfer
phases for (1.4), but we do not believe analyzing the Prüfer phase recurrence for the Gaussian
β-ensemble is appreciably easier than analyzing the transfer matrix recurrence.
1.2 Hermite recurrence
Indeed, there is also amajor phenomenological difference between (1.3) and the Szego˝ recur-
rence for the circular β-ensemble. The Gaussian β-ensemble recurrence can have three z-
dependent regimes of n, each of which has a substantially different dynamical behavior. To
illustrate this, we consider the Hermite recurrence. Define for n ≥ 2,
T˜n = ETn =
[
z −n−14N
1 0
]
and
(
πn(z)
πn−1(z)
)
= T˜nT˜n−1 · · · T˜2
(
z
1
)
. (1.5)
Then {πn} are exactly the monic Hermite polynomials scaled to be orthogonal with respect to
the weight e−2Nx
2
on R. In particular, it follows from (1.5) that with our conventions: EΦn = πn
for any n ∈N. Let us record how to diagonalize the matrices T˜k .
Lemma 1.1. For any z ∈C and t > 0with z2 6= t ,[
z − t4
1 0
]
=
[
λ+ λ−
1 1
][
λ+ 0
0 λ−
][
λ+ λ−
1 1
]−1
, where
[
λ+ λ−
1 1
]−1
=
[
1 −λ−
−1 λ+
]
1
λ+−λ−
,
with
λ±(t )=
z±
p
z2− t
2
, (1.6)
and where we take the convention here that the branch behaves like z at∞ so that |λ+| ≥ |λ−|.
Let us observe that this operation becomes singular when z ≈±pt which corresponds to a
turning point in the recursions (1.5) as well as (1.3) where the transfer matrix develops a non-
trivial Jordan form. Therefore, for any fixed z ∈ [−1,1], we need to distinguish three different
regimes:
(i) For n ≪ Nz2, the eigenvalues of T˜n are real–valued and have distinct modulus. Such
2×2 real matrices are called hyperbolic as the mapping x 7→ T˜nx has two fixed points on
real projective space (corresponding to the two real eigenvectors of T˜n). Moreover, by
Lemma 1.1, the matrices T˜n have slowly varying eigenspaces in n, so that the expanding
and contracting directions along this recurrence remain nearly aligned as n varies. This
causes the product of deterministicmatrices to approximately degenerate into a product
of scalars. The separation between the real eigenvalues should be considered as a mea-
sure of the hyperbolicity, with larger separation yielding better approximation by a scalar
recurrence.
(ii) For n ≈ Nz2, the transfer matrices become almost singular or parabolic, corresponding
to x 7→ T˜nx having a single fixed point on real projective space. The recurrence takes on a
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transitional type behavior, which naturally gives rise to the Airy type asymptotics for the
Hermite polynomials when z ≈ 1 in a scaling window in n around the turning point of
width N1/3. Specifically,
πn(z)∼ (2π)1/4eNz
2
2−nn−1/12
√
n!
Nn
Ai(−k) where k = (n−Nz2)(Nz2)−1/3.
(iii) For n≫ Nz2, the eigenvalues of T˜n are complex conjugate and T˜n are called elliptic, as
the map x 7→ T˜nx has no fixed points on real projective space. This part of the recurrence
gives rise to the oscillatory portion of the Hermite asymptotics which is observed as z
varies in the support of the semicircle.
We refer to [DM98, Chapter 12], in which the Hermite polynomial asymptotics are recovered
from the recurrence (1.5) by analyzing these three different regimes.
1.3 GβE recurrence
The recurrence (1.3) for the characteristic polynomial of the Gaussian β-ensemble can be un-
derstood as a random perturbation of theHermite recurrence: for all 1≤ n ≤N , Tn(z)= T˜n(z)+
O(1/
p
N ), where these O(1/
p
N ) terms are independent, centered, and have good tails. How
this randomperturbationaffects the transfermatrix recurrence strongly depends on the behav-
ior of the underlying recurrence. Indeed, we may see this in the evolution of the phase
αn(z)=
(
Φn(z),Φn−1(z)
)∥∥∥(Φn(z),Φn−1(z))∥∥∥ .
In the hyperbolic regime, we shall show that even with these random perturbations, the
product of {Tn} terms are well–approximated by a scalar recurrence. We give effective estimates
for this approximation, which can be viewed as saying that the phase αn(z) is sufficiently close
to a deterministic α˜n(z) that the entire transfer matrix recurrence Tn(z)Tn−1(z) · · ·T1(z) is well
approximated by Ln(z)Ln−1(z) · · ·L1(z)α˜tn(z)x0(z) for a deterministic row vector x0(z) and for
independent random scalars
{
L j (z)
}
.1 Moreover, we do it at the level of moderate deviations,
allowing us to uniformly control the difference at many different z and n with very high proba-
bility.
In the parabolic and elliptic regimes, this dramatically fails to hold. Instead, the full matrix
recurrence becomes important, and the phaseαn(z) begins to oscillate. In the parabolic regime,
this leads to behavior related to the stochastic Airy operator of [RRV11]. It is natural to anticipate
that αn is, to leading order, deterministic, but that it has a scaling limit to a diffusion related to
the stochastic Airy function (in fact its derivative). Further, analysis of this regime will give
a description of the scaling limit of the characteristic polynomial as a random function in a
neighborhood of the spectral edge. In the elliptic regime, the phase function becomes highly
oscillatory but with random corrections. Indeed a scaling limit of this phase function (or rather
the difference αn(z)−αn(z+x/N )) is precisely what gives rise to the Brownian carousel [VV09].
So, we view each of these problems as separate, and in this paper we solely focus on the
analysis of the hyperbolic portion of the random recurrence, which is needed at essentially all
1We do not directly control the phase function, although it will be a corollary of what we show.
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z ∈ C (save for a small window around z = 0). As we are ultimately interested in z ∈ (−1,1) for
applications of Gaussian multiplicative chaos, our main result Theorem 1.6 will concern the
hyperbolic portions of the recurrence at any real z. However, to illustrate the technique, we
have also formulated a result Theorem 1.4 for z well–separated from (−1,1).
1.4 Gaussian coupling
Our goal is to build a probability space on which the characteristic polynomial {ϕn(z) : z,n}
is well approximated by the exponential of a Gaussian field. The underlying coupling will be
between natural random walks defined in terms of A and Brownian motions. Define for all
k ≥ 1,
Xk =
bkp
2
and Yk =
a2
k−1−β(k−1)√
2β(k−1)
, (1.7)
where we take by convention Y1 = 0. Then these are independent, mean 0 and variance 1. We
shall work on a probability space that supports two independent standard Brownian motions
(X̂t : t ≥ 0) and (Ŷt : t ≥ 0) which are coupled to {Xk } and {Yk } in such a way that
n∑
j=1
X j = X̂n for all n ≥ 1 and limsup
n→∞
1
logn
∣∣∣ n∑
j=1
Y j − Ŷn
∣∣∣<∞ a.s.
Such an embedding is usually referred to as a strong embedding of random walk or the KMT
embedding. For a specific discussion of the embedding we use, see Appendix C and Theorem
C.1. In particular, we will use a version of this embedding that gives some exponential moment
control for max1≤ j≤N
∣∣∑n
j=1Y j − Ŷn
∣∣.
We will express the random corrections toϕN in terms of explicit functionals of these Brow-
nian motions. Let (Xt : t ∈ [0,1]) = (N−1/2X̂tN : t ∈ [0,1]) and (Yt : t ∈ [0,1]) = (N−1/2ŶtN : t ∈
[0,1]), which remain standard Brownian motions by Brownian scaling. Let J : C \ [−1,1]→D be
the inverse Joukowsky transform,
J (z)= z−
√
z2−1, (1.8)
where
p· is chosen so that J is a conformal map.
Define for t ∈ [0,1) and z ∈C,
Wt (z)=
1
2
∫t
0
dXu+ J (z/
p
u)dYup
z2−u
. (1.9)
Note by reflection symmetry, Wt (z) = Wt (z). For z ∈ C \ [−1,1] this extends continuously on
sending t → 1, and we define for z ∈ C \ [−1,1], W(z) := limt→1Wt (z). For z ∈ [−1,1], W(z) :=
limt→1Wt (z) exists as a log-correlatedGaussian field (c.f. Remark 1.3). The covariance structure
of this field can be given explicitly (c.f. Lemma A.4).
E
[
Wt (z)Ws(q)
]
=− log
(
1− J
(
z/
p
t ∧ s
)
J
(
q/
p
t ∧ s
))
, z ∈C\ [−ps,ps] ,q ∈C\ [−
p
t ,
p
t ].
(1.10)
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Remark 1.2. Let ξ1,ξ2 . . . be a sequence of i.i.d. real standard Gaussian random variables and
define the Gaussian process ξ(q) = ∑k≥1 ξkpk zk for z ∈ D. This is a Gaussian analytic function
(GAF) which satisfies ξ(z)= ξ(z) and has covariance structure:
E[ξ(q)ξ(w)]=− log(1−qw), w,q ∈D.
The Gaussian field W :=W1 is the pull–back of ξ by the map J , i.e. W = ξ◦ J . This field satisfies
W(z)=W (z) and has covariance:
E[W(z)W(w)]=− log
(
1− J (z)J (w)
)
, z,w ∈C\ [−1,1]. (1.11)
Note that due to the scaling invariance of Brownian motion, we have that for any s ∈ (0,1),
(Ws(z
p
s) : z ∈ C \ [−1,1]) law= (W(z) : z ∈ C \ [−1,1]), and hence for any s ∈ (0,1),Ws(z
p
s) is also
expressible in terms of this GAF in law.
Remark 1.3 (Boundary values). The real and imaginary parts of the Gaussian processW are not
independent. The boundary values of the GAF ξ are well–defined as a log–correlated random
field (random distribution in H−ǫ(∂D) for any ǫ > 0 given by a Fourier series). This shows that
we can extend the process W(z) as a (complex–valued) Gaussian log–correlated random field
for z ∈ [−1,1] which satisfies:
ℜW(cosθ)= ζ(e
iθ)+ζ(e−iθ)p
2
, ℑW(cosθ)= ζ˜(e
iθ)− ζ˜(e−iθ)p
2
, for θ ∈ [0,π],
where ζ and ζ˜ are two independent copies of the Gaussian Free Field on ∂D. This shows that
ℜW(q) and ℑW(q) for q ∈ [−1,1] are independent Gaussian field with covariance structure:
E
[
ℜW(x)ℜW(y)
]
= log |2(x− y)|
−1
2
, x, y ∈ [−1,1]
E
[
ℑW(x)ℑW(y)
]
=−1
2
log
∣∣∣ x− y
1−xy +
p
1−x2
√
1− y2
∣∣∣, y,x ∈ [−1,1].
These formulae are consistent with that obtained for the real and imaginary parts of the loga-
rithm of the characteristic of the Gaussian unitary ensemble (β = 2) in [BWW18, Theorem 1.1]
and [Cla+19, Section 2.1].
1.5 Strong approximation in the plane
Let α> 0 and
P =
{
z ∈C : |ℑz| ≥N−α or |ℜz| ≥ 1+N−2α/2
}
. (1.12)
We show that if α is sufficiently small, then we can couple the above GAF and the characteristic
polynomial to be uniformly close in this domain:
Theorem 1.4. Choose α= 1/9 and δ= 1/45. For any compact set K ⊂C,
P
 sup
z∈K∩P
∣∣∣∣ϕN (z)E
[
exp
(√
2
βW(z)
)]
πN (z)exp
(√
2
βW(z)
) −1∣∣∣∣≥Cβ,KN− 110
≤ e−cβNδ ,
where Cβ,K ,cβ > 0 are constants.
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The main steps of the proof of this theorem are explained in Section 3, while the details are
given in Sections 4 and 6.1. This settles the question of the asymptotics of the characteristic
polynomial of the Gaussian β-ensemble for fixed z ∈ C \ [−1,1]. Theorem 1.4, gives a strong
approximation in that it holds uniformly as a random process with a polynomial rate, but it
requires z quantitatively far from [−1,1], the support of the semicircle law.
We show in the AppendixDhowwe can recover from this approximation Johansson’s central
limit theorem for linear statistics, [Joh98]. In the next section, we take a crucial step in the
direction of finding an approximation for the characteristic polynomial near [−1,1].
1.6 Strong approximation near the real line
Ourmain theoremgives an effective approximation for the hyperbolic portionof the recurrence
when z lies near the real line. As it happens, the point z = 0 is special, in that the entire transfer
matrix recurrence is elliptic in a mesoscopic window around 0. For this reason, we make the
following definition.
Definition 1.5. Let Np(z) = ⌊N (ℜz)2⌋. Fix a small δ ∈ (0, 12) and let ωN (z) = N1/3p (Ω logNp)2/3
whereΩ is allowed to depend on N in such a way thatΩ≤Nδ/6.We let
DH =
{
z ∈C : 0≤ℑz ≤ 2ℜz,ℜz ≥Nδ− 12
}
and for any z ∈DH ,
NH (z)= (Np −ωN )∧N .
Note that for z ∈DH , we always have Np ≥ N2δ and Np ≥ 2ωN . We call {Tk : 1≤ k ≤NH (z)}
the hyperbolic part of the recurrence.
Theorem 1.6. For any fixed z ∈DH , defineΥNH (z) by
(
ΦNH (z)
ΦNH−1(z)
)
=
exp
(
−
√
2
βWt (z)
)
E
[
exp
(
−
√
2
βWt (z)
)] ( πNH (z)πNH−1(z)
)(
1+ΥNH (z)
)
,
where t =NH/N . There exists a small constant cR (β) such that the randomvariablesΥNH satisfies
for any R ,ε> 0,
max
z∈DH
P
[
|ΥNH (z)| ≥ ε
]
≤ c−1R (β)(N
−cR (β)ε2Ω
H
+N4−RΩH ). (1.13)
Themain steps of the proof of this theoremare explained in Section 3.2, while the details are
given in Section 5. As for the error Υn , we expect that the control from (1.13) is optimal in the
sense that ifΩ(N )→ 0 as N →+∞, then error ΥNH (z) is not small. In particular, for smallΩ, we
begin to enter the scaling window of the stochastic Airy function. Indeed, from the decay of the
Airy function Ai(t ) ≈ e− 23 t3/2 , we can anticipate roughly that the contribution of the stochastic
Airy function to ϕNH is on the order of N
−cΩ
H
. We emphasize that this Airy behavior will not be
captured by the type of approximation we have made, which is only correct in the hyperbolic
regime.
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Remark 1.7. It is worth pointing out that the methods of the proofs of Theorems 1.4 and 1.6
are rather insensitive to the distribution of the noise in the matrix (1.2). The only important
conditions are that (up to small corrections), the randomvariables (1.7) havemean 0, variance 1
and sub–Gaussian tails in a certain moderate deviation regime. This is in sharp contrast with
the case of the characteristic polynomial of the circular β-ensembles, for which the Gaussian
behavior inside of the unique disk comes specifically from the law of the Verblunsky coefficients
in (1.4), see e.g. [CN19].
1.7 Organization
In Section 2, we introduce the notation as well as the formalism for concentration of random
variables that we will use in the remainder of this paper. In Section 3, we explain the general
strategy of the proofs of Theorems 1.4 and 1.6. Some auxiliary results regarding the coupling
between the noise and Brownian motions known as strong embedding are given in Section 6
and the Appendix C. In Sections 3.1, we reformulate the transfer matrix recurrence (1.3) by iso-
lating the contribution of the noise from that of the deterministic recurrence (1.5) by suitable
conjugations. In Section 3.2, we present our main results, Proposition 3.2 and Theorem 3.5, for
product of 2× 2 random matrices with a hyperbolic character. Then, we discuss applications
to the characteristic polynomial of the Gaussian β-ensembles. In Section 4, we introduce the
general framework for the proof of our main results and we give the proof of Proposition 3.2. In
Section 5, we give the proof of Theorem 3.5 which is the most technical part of this paper. The
main steps of this proof are summarized in Section 5.1. Finally, in the Appendices A an B, we
review the asymptotics of Hermite polynomials and provide estimates for the noise which are
required for our proofs.
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2 Preliminaries
In this section, we review some formalism for concentration and moderate deviations for cer-
tain random variables which we will use for the proofs of Theorem 1.4 and Theorem 1.6.
2.1 Notation
Throughout this article, the parameterβ> 0 is fixed andwedonot keep track of theβ-dependency
of the various constants. We make use of the symbols. and& in the following form. We write
f (x) .α g (x) if there is a finite function C (β,α) > 0 so that for all x for which f is being com-
pared to g , | f (x)| ≤ C (β,α)g (x). We alternatively use f (x) = Oα
(
g (x)
)
or f (x) ≤ Oα
(
g (x)
)
to
mean f (x).α g (x). If we omit the subscriptα in either case, wemean the inequality holds with
a constantCβ which only depends on β> 0.
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For a matrix M , we let ‖M‖ be the operator norm of M and we will frequently use that
‖M‖ ≤ cd supi , j≤d |Mi , j | for a constant cd which depends only on the dimension d ∈ N of M .
We also let diag(M) denotes the diagonal matrix matching the diagonal of matrix M . We take
the convention that for a sequence of matrices {Mn},∏n
j=pM j =MnMn−1 . . .Mp+1Mp .
2.2 Concentration
Wemake crucial use of the theory of sub–Gaussian and sub–exponential randomvariables. Fur-
thermore, we will formulate many standard concentration results in terms of this theory. For
clarity, we briefly overview this theory, following [Ver18, Chapter 2], where one may find the
proofs of all the claims in this section.
Define, for any p ≥ 1, and any complex valued random variable X ,
Xp = inf
{
t ≥ 0 : Ee |X |p/tp ≤ 2
}
.
For all those X for which Xp <∞, this defines a norm. In the cases of p = 1 and p = 2, these
are the sub–exponential norm and the sub–Gaussian norm, respectively, and those are the only
two cases we will use in this paper. For a matrix–valued random variable X , we will write Xp
as a shorthand for ‖X ‖p .
By Markov’s inequality, it follows that if Xp <∞, then for all t ≥ 0
P [|X | ≥ t ]≤ 2exp(−tp/Xpp ), (2.1)
on observing the infimum in the definition of  ·p is attained whenever it is finite. Moreover,
this concentration inequality is equivalent to the finiteness of  ·p , in that if there exists s ≥ 0
such that
P [|X | ≥ t ]≤ s exp(−tp) for all t ≥ s, (2.2)
then Xp ≤ Cp,s for some absolute constant Cp,s > 0. As a corollary, it follows that  · p is
essentially monotone in p in that for any p ≤ q, there is an absolute constantCp,q so that for all
X ,
Xp ≤Cp,qXq .
Control of Xp can also formulated in terms of themoments of X . For our purposes, it will
be enough to observe that for any k ∈N and any p ≥ 1, there is a constantCk,p so that for all X ,
E|X |k ≤Ck,pXkp . (2.3)
Furthermore, centering a random variable can not greatly deterioriate its concentration in that
there is an absolute constantCp so that for all X
X −EXp ≤CpXp . (2.4)
Finally we observe as a consequence of Young’s inequality that for any p,q ≥ 1 satisfying
1/p+1/q = 1, there is an absolute constantCp,q so that for any two random variables X and Y ,
XY 1 ≤Cp,qXpY q .
In the particular case that p = q = 2, one can further takeC2,2 = 1.
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2.3 Moderate deviations
We shall use a variety of concentration inequalities, which we will formulate in terms of the
·p norms. We begin with what can be viewed as a version of Hoeffding’s inequality.
Theorem2.1 ([Ver18, Proposition 2.6.1]). If X1,X2, . . . ,Xn are independent, centered, sub–Gaussian
random variables, then.
∑n
i=1 Xi22 .
∑n
i=1Xi22.
Using (2.4), it also holds that upon dropping the assumption that {Xi } are centered, we have
that
∑n
i=1(Xi −EXi )2 .
∑n
i=1Xi22.
We shall also encounter sums of random variables which are only subexponential, in which
case such strong concentration is not possible for the entire tail of the sum, but remains true in
the regime ofmoderate deviations. The following is roughly a corollary of Bernstein’s inequality.
Theorem 2.2. Let X1,X2, . . . ,Xn be independent, centered, sub–exponential random variables.
There is an absolute constant C > 0 and an eventA ∈σ(Xi : 1≤ i ≤ n) having
(∑ni=1 Xi )1A 22 .∑ni=1Xi21 and P[A c ]≤ 2exp(− ∑ni=1Xi21Cmax1≤i≤n Xi21
)
.
Proof. Theorem 2.8.1 of [Ver18] states that for all t ≥ 0
P
[∣∣∑n
i=1Xi
∣∣≥ t]≤ 2exp(−1
c
min
{
t2∑n
i=1Xi21
,
t
maxi Xi1
})
. (2.5)
Hence on letting
A =
{∣∣∑n
i=1Xi
∣∣≤∑ni=1Xi21/maxi Xi1} ,
the claim follows.
As a small generalization, we can apply this inequality to sums which are constructed from
families of independent variables. Such tail bounds have appeared in the literature in the con-
text of dependency graphs [Jan04].
Theorem2.3. LetJ be afinite set and Y =∑α∈J Xαwhere Xα are centered randomvariables. Let
γ ∈N and assume that we have a partition J =J1∪·· ·∪Jγ such that each family
{
Xα :α ∈Jk
}
is one of independent variables, for 1 ≤ k ≤ γ. There exists an absolute constant C > 0 and an
eventA ∈σ(Xα :α ∈J ) such that
Y 1A 2 . γσ and P[A c ]≤ 2γe−c
−1(σ/b)2
where
b ≥max
α∈J
Xα1 and σ2 ≥ max
k=1,...,γ
( ∑
α∈Jk
Xα21
)
.
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Proof. For each 1≤ k ≤ γ, define the event
Ak =
{∣∣∑
α∈JkXα
∣∣≤σ2/b} ,
and define A = ∩γ
k=1Ak . Applying (2.5) exactly as in the proof of Theorem 2.2, we obtain that
for any 1≤ k ≤ γ,
(∑α∈JkXα)1Ak2.σ and P[A ck ]≤ 2e−c−1(σ/b)2 . (2.6)
Applying the triangle inequality, we have
(∑γ
k=1
∑
α∈JkXα)1A 2 ≤
∑γ
k=1(
∑
α∈JkXα)1Ak2. γσ ,
where we have used that if |X | ≤ |Y | almost surely then X2 ≤ Y 2. The desired conclusion
now follows from (2.6) by a union bound to estimate P[A c ].
We will also heavily use a matrixmartingale concentration inequality of [Tro11], which gen-
eralizes a scalar martingale inequality of [Fre75].
Theorem 2.4. Let (Mn)n≥0 be a d×dmatrix–valued Fn–martingale such that M0 = 0. Let n ∈N
and suppose that there is an α≥ 0 such that
max
k<n
‖Mk+1−Mk‖≤α a.s.
Define
Vn =
∑
k<n
E
[
‖Mk+1−Mk‖2|Fk
]
.
There exists a constant c > 0 so that for any Σ > 0, if we define the event A = {supk≤n ‖Mk‖ ≤
c Σ
2
α }∩ {Vn ≤Σ2}, thenmax
k≤n
‖Mk‖1A

2.d Σ and P
[
A c ∩ {Vn ≤Σ2}
]
≤ 2de−( Σα )2 .
Proof. Apply the Freedman–Tropp’s inequality ([Tro11, Corollary 1.3]) to themartingaleMn , for
any t ≥ 0,
P
[{
max
k≤n
‖Mk‖ ≥ t
}
∩
{
Vn ≤Σ2
}]
≤ 2dexp
(
− t
2/2
αt/3+Σ2
)
. (2.7)
By taking t = cΣ2/α and choosing c > 0 such that 3c2
2(c+3) = 1, this implies that
P[A c ∩
{
Vn ≤Σ2
}
]≤ 2dexp
(
−Σ
2
α2
)
.
We also obtain the tail bound
P
[{
sup
k≤n
‖Mk‖ ≥ t
}
∩A
]
≤ 2dexp
(
− t
2
c2Σ2
)
.
By definition of the sub–Gaussian norm and (2.2), this yields the claim.
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3 Transfer matrix reformulation
3.1 Approximate diagonalization
The goal of this section is to reformulate ourmain theorems by performing a conjugation of the
transfer matrices. Using Lemma 1.1, we have T˜k =VkΛkV −1k where for k ≥ 2,
Vk =
[
λ+(k−1N ) λ−(
k−1
N
)
1 1
]
and Λk =
[
λ+(k−1N ) 0
0 λ−(k−1N )
]
. (3.1)
Let us also record that the eigenvalues of the deterministic transfer matrices satisfy for any t ∈
(0,1] and z ∈Cwith ℑz ≥ 0,
λ±(t )=
p
t J (z/
p
t )∓1
2
, (3.2)
where J is the inverse Joukowsky map (see (1.8)). If z ∈ [−pt ,pt ], λ± are still well–defined by
continuity of J . From (3.1), we verify that for k ≥ 2 and uk ∈ [0,1],
V −1k+1Vk = Id−δk
[
1 −1
−1 1
]
where δk :=
λ+( kN )−λ+(k−1N )
λ+( kN )−λ−( kN )
= 1/4N√
z2− k−uk
N
√
z2− k
N
. (3.3)
As we already explained, the parameters δk remain small in the hyperbolic regime.
We can use the eigenvector matrices of the deterministic recurrence to approximately diag-
onalize the transfer matrix recurrence (1.3). For any n ≥ 2,
Tn · · ·T2 =Vn+1
(
n∏
k=2
V −1k+1TkVk
)
V −12 .
Let us define the matrices for k ≥ 2,
ǫk =V −1k+1(T˜k −Tk)Vk =
1√
2βN
V −1k+1
(
Xk
1
2
√
k−1
N
Yk
0 0
)
Vk ,
where we recall from (1.7):
Xk =
bkp
2
and Yk =
a2
k−1−β(k−1)√
2β(k−1)
,
andwe recall X1 = b1/
p
2 and Y1 = 0. Note that the random variables X1,X2,X3, . . . and Y2,Y3, . . .
are all independent with mean 0, variance 1 and somemoderate deviation estimates for the Yk
are recorded in Lemma B.1.
Define for k = 1, . . . ,N ,
ρk(z)=
λ−( kN )
λ+( kN )
= J ( zp
k/N
)2. (3.4)
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The quantities ρk and δk measure the hyperbolicity of transfer matrices T˜k . The matrices ǫk
represents the (independent) noise at each step of the transfer matrix recurrence. Since T˜k =
VkΛkV
−1
k
, we obtain
Tn · · ·T2 =Vn+1
n∏
k=2
(
V −1k+1T˜kVk −ǫk
)
V −12 =Vn+1
n∏
k=2
(
V −1k+1VkΛk −ǫk
)
V −12 . (3.5)
To exploit the hyperbolic feature of the transfermatrices, it will be useful to factor the first entry
of the matrix on the RHS of (3.5). This is recorded by the next lemma.
Lemma 3.1. We have for any n ≥ 2,
Tn · · ·T2 =
n∏
k=2
λ+(k−1N )
(
1−δk −ηk,11
)
Vn+1
n∏
k=2
UkV
−1
2 ,
where
Uk =
(
1 ηk,12
ηk,21 ρk −ηk,22
)
and ηk,11 =
√
1/2β
Nz2−k
(
Xk +Yk J
(
z
√
N
k−1
))
(3.6)
Moreover, the randommatricesU1,U2, . . . are independent and given by (3.7) below.
Proof. By (3.1), we verify from that for any k ≥ 2,
ǫk =
λ+(k−1N )√
2βN
(
λ+( kN )−λ−( kN )
) [ Xk + Y˘k ρk−1Xk + Y˘k−Xk − Y˘k −ρk−1Xk − Y˘k
]
,
where by (3.2),
Y˘k = 12Yk
√
k−1
N
λ+
(
k−1
N
)−1
= Yk J
(
z
√
N
k−1
)
and ρk =
λ−( kN )
λ+( kN )
.
As for the mean, let us observe that by (3.3), we have
V −1k+1VkΛk =λ+(k−1N )
[
1−δk ρk−1δk
δk ρk−1(1−δk)
]
.
Hence, if we denote ηk,11 =
√
1/2β
Nz2−k
(
Xk + Y˘k
)
as well as
ηk,21 =
δk −ηk,11
1−δk −ηk,11
, ηk,12 =
ρk−1δk −
√
1/2β
Nz2−k
(
ρk−1Xk + Y˘k
)
1−δk −ηk,11
, ηk,22 =
ρk−1(δk −ηk,11)−ηk,12
1−δk −ηk,11
,
(3.7)
we obtain for any k ≥ 2,
V −1k+1VkΛk −ǫk =λ+
(
k−1
N
)
(1−δk −ηk,11)
(
1 ηk,12
ηk,21 ρk−1−ηk,22
)
=λ+
(
k−1
N
)
(1−δk −ηk,11)Uk .
Hence, by formula (3.5), this completes the proof.
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From (1.3) and Proposition 3.1, we obtain that(
Φn(z)
Φn−1(z)
)
=
[ n∏
k=2
λ+(k−1N )
(
1−δk −ηk,11
)]
Vn+1
[ n∏
k=2
Uk
]
V −12
(
z− b1
2
p
Nβ
1
)
. (3.8)
Then, in order to obtain the asymptotics of the characteristic polynomial Φn(z) for large n, we
need an approximation for
∏n
k=2Uk where the random matrixUk are as in Proposition 3.1. In
fact, the precise form of the noise {ηk,12,ηk,21,ηk,22}
N
k=1 is not important for our applications.
What will be relevant is a set of estimates that are summarized in the next section.
3.2 Control of product of hyperbolic transfermatrices
In this section, we use the notation from Lemma 3.1. We begin by stating a result which will be
key for proving Theorem 1.4.
Proposition 3.2. Let α ∈ (0, 19 ], and ǫ,δ > 0 be sufficiently small so that δ+ ǫ ≤ α2 . Suppose that
the random variables (3.6)–(3.7) satisfy for all k ∈ {1, . . . ,N },
|Eηk,i j | ≤CβN2α−1, E|ηk,i j |2 ≤CβN2α−1, |ηk,i j | ≤CβNα−1/2+ǫ a.s., (3.9)
and that |ρk | ≤ 1− cN−α for some absolute constants c > 1 and Cβ = C (1+β−1). Then, if N
sufficiently large, there is an eventA with P[A c ]≤ e−cNδ on which∥∥∏N
k=1Uk −
(
1 0
0 0
)∥∥≤ 3N 15α2 −1+ǫ+ 3δ2 .
The proof of Proposition 3.2 is given in Section 4. It relies on a perturbative expansion of∏n
k=pUk for N ≥ n > p ≥ 1 for which we can get control of the successive terms by induction.
This control is achieved by decomposing the terms in the expansion asmartingales and exploit-
ing the moderate deviation estimates from Section 2.3. The key input lies in that the transfer
matrices have a hyperbolic character since |ρk | ≤ 1−cN−α and the noise is sufficiently small.
To apply Proposition 3.2 in the context of Theorem 1.4, by formula (3.8), wemust verify that
the noise ηk,i j satisfies the conditions (3.9) uniformly for all z ∈P . Note that the almost sure
estimates only hold after truncating the random variables (1.7) by conditioning on an event of
overwhelming probability. Then, we verify in Appendix B that these conditions are satisfied –
see Lemma B.3. We obtain the following corollary of formula (3.8) and Proposition 3.22
Corollary 3.3. With α = 1/9 and δ = 1/45, there exists an event A ⊂ TNδ with P[A c ] ≤ e−cN
δ
such that on the eventA , it holds uniformly for all z ∈P ,
(
ΦN (z)
ΦN−1(z)
)
=
[ N∏
k=2
λ+(k−1N )
(
1−δk −ηk,11
)]
VN+1
[(
1 0
0 0
)
+O
(
N−
1
10
)]
V −12
(
z− b1
2
p
Nβ
1
)
.
2We apply this proposition with α= 1/9 and choosing δ= 2ǫ/3= 1/45 to control the probability of failure of A .
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This reduces the problem to a scalar one. Indeed, since ϕN (z)=ΦN (z), upon extracting the
first entry from the above formula, we obtain that on the eventA , uniformly for z ∈K ∩P ,
ϕN (z)=
[ N∏
k=1
λ+( kN )
(
1−δk −ηk,11
)](
1+O
(
N−
1
10
))
, (3.10)
where K ⊂C is any fixed compact set. We have used that by (3.1), VN+1 =O (1) and it holds with
probability at least 1−e−cNδ ,
V −12
(
z− b1
2
p
Nβ
1
)
=
(
1
0
)
+O
(
N−2δ
)
(3.11)
uniformly in K ∩
{
|z| ≥N−1/2+δ
}
for any δ ∈ (0,1/2).
Thus, to complete the proof of Theorem 1.4, it remains to obtain asymptotics of the product
on the RHS of (3.10). First, let us remark that in the case where there is no noise (ηk,11 = 0 for
all k), according to (1.5), we recover the Hermite polynomial asymptotics. This is the content
from Proposition A.3 where we show that our approximation is consistent with the classical
Plancherel–Rotach expansion (see e.g. [Dei+99b; Dei+99a]). The remainder of the proof relies
on the semi–explicit coupling of the process {ηk,11(z)}
N
k=1 with the GAFWt (z).
Proposition 3.4. With δ = 1/45, there is an event A with P[A c ] ≤ 2e−Nδ for all N sufficiently
large such that on A ,
N∏
k=1
λ+( kN )
(
1−δk −ηk,11
)
=πN (z)exp
(
−
√
2
β
W(z)− 1
β
E
[
W(z)2
])(
1+O
(
N−
1
10
))
.
where the error is uniform for all z ∈K ∩P where K ⊂C is compact.
The details of the proof of Proposition 3.4 are given in Section 6.1. By combining Proposi-
tion 3.4 with the asymptotics (3.10), we obtain that uniformly for z ∈K ∩P ,
ϕN (z)=πN (z)
exp
(
−
√
2
βW(z)
)
E
[
exp
(
−
√
2
β
W(z)
)] (1+O(N− 110 )) ,
where we have used that since W is a Gaussian process, exp
(
E[W(z)2]/β
)
= E
[
exp
(
−
√
2
βW(z)
)]
.
This completes the proof of Theorem 1.4.
The proof of Theorem 1.6 relies on similar ideas, but there is major difference in that for z ∈
[−1,1], the transfer matricesUk loose their hyperbolic character for k ≈ Nz2, near the turning
point. In conjunction, the noise also does not satisfy the conditions (3.9) uniformly along the
recurrence. Nevertheless, refining the method from the proof of Proposition 3.2, we obtain the
following approximation result which will be crucial to deduce the asymptotics of the Gaussian
β-ensemble recurrence near the turning point.
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Theorem 3.5. Let N ∈ N, R > 0 and ωN = N1/3(Ω logN )2/3 with Ω = o(N1/10/logN ). Assume
{Uk }
N
k=1 are independent random matrices as in (3.6)–(3.7) where ρk ∈ C is deterministic, |ρk | ≤
exp
(
−c0
√
ωN+kˆ
N
)
with c0 > 1 and the random variables {ηk,i j }i , j∈{1,2} satisfy for all k ∈ {1, . . . ,N },
|Eηk,i j | ≤
C
ωN + kˆ
, Var(ηk,i j )≤
C
(ωN + kˆ)
, and |ηk,i j | ≤
√
RΩ logN
ωN + kˆ
,
for some C > 0 and where kˆ = N −k. Then, there exists a small constant cR > 0 such that if N is
sufficiently large (depending on C ,R andΩ), it holds for any ε≥N−R ,
P
[∥∥∥ N∏
k=1
Uk −
(
1 0
0 0
)∥∥∥≥ ε]≤N−cRε2Ω+c−1R N4−RΩ. (3.12)
Let us emphasize that in the formulation of Theorem 3.5, the parameterΩ> 0 is allowed to
vary with N whileC ,R ,cR are fixed constants. The proof of Theorem 3.5 is the central technical
contribution of this paper, and it is given in Section 5. For the convenience of the readers,
the general strategy of the proof is explained in Section 5.1. This strategy also relies on the
perturbative expansion developed in Section 4.1 but it differs significantlly from the proof of
Proposition 3.2 in that it is substantially sharper than the induction argument in Section 4.2.
This improvement is needed to get Theorem 3.5 to hold to optimal scales.
For applications to Gaussian β-ensembles, we need to truncate the noise to apply Theo-
rem 3.5. This truncation procedure relies on the fact that the random variables χα from (1.2)
have uniform exponential tails and it is explained in the Appendix B. In particular, it relies
on Lemma B.4 with S = RΩ logN and RΩ ≥ rβ. Hence, by formula (3.8), Theorem 3.5 with
N =NH (z) implies that with overwhelming probability, for any z ∈DH ,(
ΦNH (z)
ΦNH−1(z)
)
=
[NH∏
k=2
λ+(k−1N )
(
1−δk −ηk,11
)](λ+(NHN )
1
)(
1+O (ε)
)
. (3.13)
By (B.2), adjusting the constant R , our control of the error term O (ε) is exactly the same as
(3.12) and it is uniform for all z ∈ DH . In particular, note that the condition Ω ≤ Nδ/6 from
Definition 1.5 implies thatΩ= o
( N1/10
H
logNH
)
uniformly for all z ∈DH . As for the initial condition, we
have used (3.11) and that |λ−| ≤ |λ+| uniformly for z ∈DH (see (3.1)–(3.2)) so that
VNH+1
[(
1 0
0 0
)
+O (ε)
]
V −12
(
z− b1
2
p
Nβ
1
)
=
(
λ+(
NH
N
)
1
)(
1+O (ε)
)
.
Like for z ∈ P , we then show that this scalar process is well-approximated by Wt (z). In
Section 6.2, we obtain the following approximation.3.
3We can also obtain a coupling as processes indexed by
(
z ∈DH ,n ∈ {1, . . . ,NH (z)}
)
. For simplicity, we only state
our result for n =NH (z).
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Proposition 3.6. There is an event G with P[G c ] ≤ 2e−Nǫ for all N sufficiently large and for a
small ǫ> 0 (depending on δ> 0) such that on this event, it holds uniformly for z ∈DH ,
[NH∏
k=2
λ+(k−1N )
(
1−δk −ηk,11
)](λ+(NHN )
1
)
=
exp
(
−
√
2
βWt (z)
)
E
[
exp
(
−
√
2
βWt (z)
)] ( πNH (z)πNH−1(z)
)(
1+O
(
N−ǫ
))
(3.14)
with t (z)=NH (z)/N.
Hence, combining the asymptotics (3.12)–(3.13) and Proposition 3.6, this concludes the
proof of Theorem 1.6.
4 Moderate deviations for perturbations products of random
matrices
4.1 General framework
In what follows, we suppose that {Xn = (Un ,Vn)} is a sequence of independent random vari-
ables, where each Un and Vn is a d×d random matrix. Let Fn = σ
(
X1, . . . ,Xn
)
for any n ≥ 1.
We think of Un as a random perturbation of Vn and we would like to compare
∏N
n=1Un with∏N
n=1Vn . To this hand, we develop successive approximations for
∏N
n=1Un for which we ob-
tain good moderate deviations control by using martingale arguments. We first give general
estimates (Proposition 4.1) which are of independent interest. Then, in the context of Propo-
sition 3.2, we obtain more specific estimates (Proposition 4.4) by using the hyperbolicity ofUk
and the smallness of the noise ηk,i j .
For any n ≥ p ≥ 1 and j ∈ {0,1,2, . . . }, define
ψ
( j )
n,p =
∑
|S|= j
n∏
k=p
{
(Uk −Vk)1k∈S +Vk1k 6∈S
}
, (4.1)
where the sum is over all subsets S of
{
p,p+1, . . . ,n
}
having cardinality |S| = j . It follows that
ψ(0)n,p =
∏n
j=p V j and we obtain a perturbative expansion for the the product ofUk ,
n∏
k=p
Uk =
∑
S
n∏
j=p
{
(U j −V j )1 j∈S +V j1 j 6∈S
}
=
∞∑
k=0
ψ(k)n,p ,
with the first sumover all subsets S of
{
p, . . . ,n
}
.Wewill also use the shorthandψ
(> j )
n,p =
∑∞
ℓ= j+1ψ
(ℓ)
n,p
for any j ∈ {0,1,2, . . . }. This allows to express the product ofUk for any degree of accuracy j ∈N
as
n∏
k=p
Uk =
j∑
k=0
ψ(k)n,p +ψ
(> j )
n,p . (4.2)
Then, we can write a recurrence that holds for any 0≤ ℓ≤ j ,
ψ
( j+1)
n,p =
n∑
k=p
ψ
( j−ℓ)
n,k+1(Uk −Vk)ψ
(ℓ)
k−1,p ,
ψ
(> j )
n,p =
n∑
k=p
ψ
(≥ j−ℓ)
n,k+1 (Uk −Vk)ψ
(ℓ)
k−1,p ,
(4.3)
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which follows from decomposing (4.1) according to the location k of the (ℓ+1) largest element
of S. In particular, taking ℓ= j , we can use (4.3) to control the error in approximationψ(> j ) in
terms ofψ( j ) provided that we have an a priori control of the norm ofUn · · ·Uk+1. The following
proposition allows us to quantify this control. This general proposition is directly used in the
context of the proof of Theorem 1.6 in Section 5.5.
Proposition 4.1. Fix n ∈N and j ∈ {0,1,2, . . . }. Define the following deterministic quantities:
u = max
1≤p≤r≤n
‖∏r
k=p EUk‖ and µ=
n∑
k=1
‖E(Uk −Vk)‖.
We shall suppose that uµ< 1
2
and choose ∆ and σ such that
∆≥ max
1≤p≤n
max{‖Up −EUp‖,‖Vp −EVp‖} , σ2 ≥
n∑
p=1
E(‖Up −EUp‖2+‖Up −Vp‖2) ,
and 8u2σ2+∆u ≤ 1
16logn
. Then, there is an event A ∈Fn such that for event E ∈Fn on whichmax1≤p≤n ‖ψ( j )p,1‖1E2 ≤D,we have
ψ(> j )n,1 1A∩E1 .d Du(σ+µ), and P[A c ∩E ]≤ 6dexp(− 1128u2σ2 ∧ σ
2
∆2
)
.
Proof. We begin by giving a martingale decomposition forψ
(> j )
n,1 .
For any 1≤ p ≤ n, we define
Ap =
p∑
k=1
E [Un . . .Uk+1]E[Uk −Vk ]ψ( j )k−1,1 = Ap−1+E
[
Un . . .Up+1
]
E[Up −Vp ]ψ( j )p−1,1,
Mp =Mp−1+E
[
Un . . .Up+1
](
(Up −E[Up ])ψ(> j )p−1,1+ (Up −Vp −E[Up −Vp ])ψ
( j )
p−1,1
)
,
(4.4)
whereM0 = A0 = 0. ThenMp is anFp–martingale, and Ap isFp–predictable. By decomposing
the sets S in (4.1) according to whether or not p ∈ S, we may write
ψ
(> j )
p,1 =Upψ
(> j )
p−1,1+ (Up −Vp )ψ
( j )
p−1,1
so that
Mp + Ap =Mp−1+ Ap−1+E
[
Un . . .Up+1
](
ψ
(> j )
p,1 −E[Up ]ψ
(> j )
p−1,1
)
.
By independence of Uk , this makes a telescoping sum, from which we conclude that for all
p = 1, . . . ,n
Mp + Ap = E
[
Un . . .Up+1
]
ψ
(> j )
p,1 . (4.5)
For S > 0, let us introduce the stopping times
T j = inf
{
p ≥ 1 : ‖ψ( j )p,1‖ ≥ S
}
, T> j = inf
{
p ≥ 1 : ‖ψ(> j )p,1 ‖ ≥ S
}
,
and let MTp =Mp∧T , ATp = Ap∧T for p ∈ {1, . . . ,n} with T = T j ∧T> j . Then, we verify from (4.4)
that for all p ∈ {1, . . . ,n},
‖MTp −MTp−1‖ ≤ 3u∆S,
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and
n∑
p=1
E
[
‖MTp −MTp−1‖2|Fp−1
]
≤ 4u2σ2S2.
By applying the estimate (2.7) to the martingale {MTp }
n
p=1 with Σ
2 = 4u2σ2S2 and α= 3u∆S, we
obtain for all t ,S ≥ 0,
P
[
‖MTn ‖ ≥ t
]
≤ 2dexp
(
− t
2/(2Su)
4uσ2S+∆t
)
. (4.6)
Since we assume that uµ≤ 12 , we can also bound the predictable part uniformly by
‖ATn ‖ ≤ uµS ≤ S/2.
Hence applying (4.6) and using that by (4.5),MTn + ATn =ψ
(> j )
n,1 on the event {T> j = n,T j ≥ n}, we
obtain
P
[
T> j = n,T j ≥ n
]
≤P
[
‖MTn ‖ ≥ S/2
]
≤ 2dexp
(
−ρ−1/4
)
.
where ρ = 8u2σ2+∆u. Furthermore, we can use that the previous bound is uniform in n ∈N to
conclude that
P
[
T j ≥ n,T> j < n
]
≤
n−1∑
p=1
P
[
T j ≥ p,T> j = p
]
≤ 2dn exp
(
−ρ−1/4
)
≤ 2dexp
(
−ρ−1/8
)
where we have used that the condition ρ−1 ≥ 16logn for the last bound. Recall that event E
satisfies max1≤p≤n ‖ψ( j )p,1‖1E2 ≤D so that by (2.1), we obtain
P[{T < n}∩E ]≤P
[
T j ≥ n,T> j < n
]
+P
[
{T j < n}∩E
]
≤ 2dexp
(
−ρ
−1
8
)
+2exp
(
− S2
D2
)
Since the the RHS of the estimate (4.6) is decreasing as a function of t ≥ 0 for any S ≥ 0, this
implies that for any t ≤ S
2
p
2
≤ σD
2
p
2∆
,
P [{‖Mn‖ ≥ t }∩E ]≤P
[
‖MTn ‖ ≥ t
]
+P [{T < n}∩E ]
≤ 2dexp
(
−ρ
−1
8
)
+2dexp
(
− t
2/(2Su)
4uσ2S+∆t
)
+2exp
(
− S
2
D2
)
≤ 4dexp
(
− t
2/2
4uσ2S2+uσDt
)
+2dexp
(
− S
2
D2
)
.
Picking S2 = Dt4uσ , it follows that for all 0≤ t ≤ D32uσ ∧ 4uσ
3D
∆2
(for which t ≤ S
2
p
2
and S ≤ σD
∆
),
P [{‖Mn‖ ≥ t }∩E ]≤ 6dexp
(
− t
4uσD
)
. (4.7)
Let A =
{
‖Mn‖ ≤ D32uσ ∧ 4uσ
3D
∆2
}
. The estimate (4.6) implies that Mn1A∩E1 .dDuσ and that
P[A cn ∩E ]≤ 6dexp
− D32uσ ∧ 4uσ3D∆2
4uσD
= 6dexp(− 1
128u2σ2
∧ σ
2
∆2
)
.
20
Finally by (4.4), (4.5) and since the predictable part satisfies ‖An‖ ≤ uµmax1≤p≤n ‖ψ( j )p,1‖, we
conclude that
ψ(> j )n,1 1A∩E1 ≤Mn1A∩E1+An1E1
.d Duσ+uµ max
1≤p≤n
‖ψ( j )p,1‖1E2,
where we used that if X ≤ Y almost surely, then X1 . Y 2. This completes the proof.
4.2 Proof of Proposition 3.2
Let us now apply the formalism from Section 4.1 to the case where the transfer matrices Uk
are of the form (3.6) and the noise ηk,i j is sufficiently small. We allow ηk,i j to grow along the
sequence, but we must have a diffusive scaling.
Assumption 4.2. The sequence of random matrices {Uk : 1≤ k ≤N } are independent, and there
is S≥ 0 and a sequence ak ≥ 0 so that for all 1≤ k ≤N ,
|Eηk,i j | ≤ ak E|ηk,i j |2 ≤ ak and |ηk,i j | ≤ S
p
ak a.s. .
It is crucial to use that the random matricesUk have a hyperbolic character – they map a
small ball around
(
1
0
)
in projective space into itself.4 We measure the hyperpolic character of
the transfer matricesUk by asking that the product of theUk,22 entries tend to be small.
We introduce Fn,p for the σ–algebra σ(Uk : p ≤ k ≤ n) with N ≥ n ≥ p ≥ 0. Let bk ≥ 0 be a
decreasing sequence and define for any integers N ≥ n > p ≥ 1, the events
Bn,p =
{
|ψ(0)
ℓ,k,22
| ≤C exp(−(ℓ−k)bk) : p ≤ k ≤ ℓ≤ n
}
. (4.8)
Recurrence. We take Vk = diag(Uk) so that for all k ≥ 1,
Uk −Vk =
(
0 ηk,12
ηk,21 0
)
. (4.9)
This makesUk−Vk small and also give thematricesψ( j ) from (4.1) an alternating structure,
which we summarize in the following lemma.
Lemma 4.3. For any integer j ≥ 0,
ψ
(2 j+1)
n,p =
[
0 ψ
(2 j+1)
n,p,12
ψ
(2 j+1)
n,p,21 0
]
and ψ
(2 j )
n,p =
[
ψ
(2 j )
n,p,11 0
0 ψ
(2 j )
n,p,22
]
. (4.10)
For the case of j = 0,we further have
ψ(0)n,p,11 = 1 and ψ(0)n,p,22 =
∏n
k=pUk,22.
4In effect, we have Uk ≈
(
1 0
0 0
)
. Such “invariant cone conditions” are common in the literature on Lyapunov
exponents, appearing implicitly in early works like [FK60] and much more explicitly [HK18; Dub08; Dub09; ST19].
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Proof. Since Vk = diag(Uk), the matrix ψ(0)n,p =
∏n
k=p Vk are diagonal. The key point is that by
(4.3) with ℓ= 0, we can express for any j ,p,n ≥ 0,
ψ
( j+1)
n,p =
n∑
k=p
ψ
( j )
n,k+1(Uk −Vk )ψ
(0)
k−1,p . (4.11)
Then, using (4.9), the proof follows by induction on j ∈ {0,1,2, . . . }.
By (4.11), upon extracting the first column, we obtain
ψ
( j+1)
n,p
(
1
0
)
=
n∑
k=p
ψ
( j )
n,k+1
(
0
1
)
ηk,21.
This shows that ψ
( j+1)
n,p
(
1
0
)
has a single nonzero entries, the location of which varies according
to parity (see Lemma 4.3) – the same holds forψ
( j+1)
n,p
(
0
1
)
with reversed parity. Lettingψ
( j )
n,p,∗k be
the nonzero entry in the k–th column for k = 1,2, we have
ψ
( j+1)
n,p,∗1 =
n∑
k=p
ψ
( j )
n,k+1,∗2ηk,21. (4.12)
In a similar fashion, if we extract the first (or second) row of ψ
( j )
n,p and let ψ
( j )
n,p,k∗ be the single
nonzero entry in the k–th row for k = 1,2, we obtain
ψ
( j+1)
n,p,1∗ =
n∑
k=p
ηk,12ψ
( j )
k−1,p,2∗ . (4.13)
In the case that j is even,we therefore can express both nonzero entries ofψ( j+1) through(4.13)
and (4.12). In the case that j is odd, this gives two expressions for the first entry andwe also have
ψ
( j+1)
n,p,22 =
n∑
k=p
ψ
( j )
n,k+1,21ηk,12ψ
(0)
k−1,p,22. (4.14)
Employing (4.12)–(4.14), our next proposition provide some simplemoderate deviationbounds
forψ( j+1) which are effective once control has been given onψ( j ).
Proposition 4.4. Assume 4.2 and let use fix integers j ≥ 0 and n > p ≥ 1. Let {ck } , {c ′k } be non–
negative sequences andC1 =
{
|ψ( j )
k−1,p,2∗| ≤ ck , |ψ
( j )
n,k+1,∗2| ≤ c ′k : p ≤ k ≤ n
}
. For any R > 0, there is
an eventA1 ∈Fn,p so that P[A c1 ]≥ 4e−R , sup
p≤k≤n
|ψ( j+1)
k,p,1∗|1A1∩C1

2
.Σ+
n∑
k=p
akck and
 sup
p≤k≤n
|ψ( j+1)
k,p,∗1|1A1∩C1

2
.Σ′+
n∑
k=p
akc
′
k
(4.15)
where Σ=Σ(ck )=max
{
2RSmaxp≤k≤n
(p
akck
)
,
√∑n
k=pakc
2
k
}
and Σ′ =Σ(c ′
k
).
Moreover using hyperbolicity, we have for odd j , with C2 =
{
|ψ( j )
n,k+1,21 | ≤ c ′′k : p < k < n
}
and
C > 0 as in (4.8), the deterministic bound
|ψ( j+1)n,p,22|1C2∩Bn,p ≤CS
n∑
k=p+1
c ′′k
p
ake
−(k−p−1)bp . (4.16)
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Proof. By (4.13), the process n 7→ψ( j+1)n,p,1∗ is adapted to the filtration {Fn,p } and it has a simple
martingale decompositionψ
( j+1)
n,p,1∗ =Mn + An with
Mn =
n∑
k=p
(ηk,12−Eηk,12)ψ( j )k−1,p,2∗ , An =
n∑
k=p
E(ηk,12)ψ
( j )
k−1,p,2∗ .
LetT = inf
{
k ≥ 1 : |ψ( j )
k−1,p,2∗| > ck
}
. Then the stoppedprocess An∧T satisfies |An∧T | ≤
∑n
k=p akck .
Moreover, by Theorem 2.4 with α = 2Smaxp≤k≤n(
p
akck) and Vn ≤
∑n
k=pakc
2
k
applied to the
stoppedmartingaleMn∧T , we conclude that with
Σ=max
{
2RS max
p≤k≤n
(p
akck
)
,
√∑n
k=pakc
2
k
}
,
there is an event A measurable with respect toFn,p such that sup
p≤k≤n
|Mk∧T |1A

2
.Σ and P(A c )≤ 4e−R .
Since ψ
( j+1)
n,p,1∗ = Mn + An and using the almost sure bound for |An∧T |, this implies that on the
event C1 =
{
|ψ( j )
k−1,p,2∗|∨ |ψ
( j )
n,k+1,∗2 | ≤ ck : p < k < n
}
, sup
p≤k≤n
|ψ( j+1)
k,p,1∗|1A∩C1

2
.Σ+
n∑
k=p
akck .
Using the representation (4.12), we can performnearly the same argument, now using that p 7→
ψ
( j+1)
n,p,∗1 is adapted to the reversed filtration {Fn,p }. This gives the estimate (4.15).
As for the deterministic bound, using (4.14), we obtain on the event Bn,p ∩C2,
|ψ( j+1)n,p,22| ≤
n∑
k=p+1
|ψ( j )
n,k+1,21ηk,12ψ
(0)
k−1,p,22| ≤CS
n∑
k=p+1
c ′′k
p
ake
−(k−p−1)bp .
Application. We can use iteratively the moderate deviation estimates from Proposition 4.4 to
control the norm of the matrices ψ( j ) for all j ≥ 1 in the perturbative expansion (4.2). On a
similar basis as a Taylor expansion, if the noise if sufficiently small, we show in the proof of
the next proposition that on an event of overwhelming probability, the correctionsψ( j ) become
smaller as j increases. The proof starts by using hyperbolicity (the events (4.8) hold almost
surely in this case) to get a priori control of the norm of ψ(1) and then goes by induction from
2 j to 2( j +1). This 2–steps induction occurs because the estimates (4.15)–(4.16) work together.
It turns out that the gain from hyperbolicity comes solely from the estimate (4.16), so that this
strategy is suboptimal but it turns out to be sufficient in the context of Theorem 1.4.
Proposition 4.5. Let us assume that the matrices {Uk } satisfies the assumptions from Proposi-
tion 3.2 with α ∈ (0, 19 ], a small ǫ > 0 and a fixed constant Cβ > 0. For any δ > 0 such that
δ+ǫ≤α/2, if N sufficiently large, there is an eventAN such that
‖ψ(>0)
N ,1 ‖1AN ≤ 2N
15α
2 −1+2ǫ+ 3δ2 and P[AN ]≥ 1−e−cN
δ
.
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Proof. In this proof, we let R = Nδ. The noise satisfies the Assumption 4.2 with ak = CN2α−1
and S=N ǫ for any k ∈ {1, . . . ,N }. Likewise in the context of (4.8), sinceψ(0)
ℓ,k,22
=∏n
k=p (ρk−ηk,22)
and |ρk −ηk,22| ≤ 1−N−α almost surely if N is sufficiently large (because c > 1 and α+ǫ< 1/4),
if we chooseC = 1 and bk =− log(1−N−α)> 0 for k ∈ {1, . . . ,N }, it holds that P(HN ,1)= 1.
Step 1:We apply Proposition 4.4 (4.15)with j = 0 to estimate ‖ψ(1)n,p‖. Taking ck = (1−N−α)k−1−p1k>p
and c ′
k
= (1−N−α)n−k−11n>k , we obtain for allN ≥ n ≥ p ≥ 1, there exists an eventA1(n,p) such
that P[A1(n,p)
c]≤ 4e−Nδ and  sup
p≤k≤n
‖ψ(1)
k,p
‖1A1(n,p)

2
.N
3α−1
2 . (4.17)
Here, we have used that P[C1]= 1 and that∑n
k=pakc
2
k ≤
∑n
k=pakck ≤CβN3α−1
with a similar estimates for the sequence {c ′
k
}. Indeed, this shows that provided that δ+ǫ≤α/2,
Σ∨Σ′ ≤
√
Cβmax
{
2Nδ+ǫ+α−1/2,N3α/2−1/2
}
≤ 3
√
CβN
3α/2−1/2.
From the estimate (4.17) and a union boundover the events
{
A1(n,p)
}
, we deduce that there
is an absolute constant c ∈ (0,1) such that if N is sufficiently large,
P[G c1 ]≤ e−cN
δ
where G1 =
{
sup
1≤p≤n≤N
‖ψ(1)n,p‖ ≤C−1/2β N
3α−1+δ
2
}
Step 2: This also allows us to get control over ‖ψ(2)n,p‖. If we apply Proposition 4.4 (4.16) with j = 1
and c ′′
k
=N 3α−1+δ2 for all k ∈ {1, . . . ,N }, we obtain that on the event G1,
|ψ(2)n,p,22| ≤N
5α+δ
2 +ǫ−1
n∑
k=p+1
(1−N−α)k−p−1 ≤N 7α+δ2 +ǫ−1.
Induction: We proceed by induction on j ∈N, again applying Proposition 4.4. Fix j ≥ 1, γ j ∈ R
and suppose on an event G j with P[G j ]≤ e−cN
δ
, it holds
sup
1≤p≤n≤N
|ψ(2 j )n,p,22| ≤Nγ j−1. (4.18)
If we apply the estimate (4.15) with ck = c ′k =Nγ j−1, we have as δ+ǫ< 1/2,
Σ=
√
Cβmax
{
2Nδ+ǫ+α+γ j−3/2,Nα+γ j−1
}
≤ 3
√
CβN
α+γ j−1 and
n∑
k=p
akck ≤CβN2α+γ j−1
so that by a similar union bound as in Step 1, we obtain that if N is sufficiently large,
P[G cj+1∩G j ]≤ e−cN
δ
where G j+1 =
{
sup
1≤p≤n≤N
‖ψ(2 j+1)n,p ‖ ≤C−1/2β N2α+γ j−1+
δ
2
}
,
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with the same absolute constant c ∈ (0,1). Moreover, exactly as in Step 2 with c ′′
k
= N2α+γ j−1+ δ2 ,
it holds on the event G j+1,
sup
1≤p≤n≤N
|ψ(2 j+2)n,p,22 | ≤N ǫ+4α+γ j−3/2+
δ
2 .
This shows that as the parameters satisfy ǫ+4α+δ≤ 1/2 (becauseα≤ 1/9 and δ+ǫ≤α/2), then
the condition (4.18) is fulfilled at step j +1 with γ j+1 = γ j − δ2 and we have
P[G cj+1]≤P[G cj ]+e−cN
δ ≤ j e−cNδ .
Conclusion: Let us defineJN =
⋂N/2
j=1 G j and observe that is follows from the previous estimate
that
P[J cN ]≤
∑N/2
j=1P[G
c
j ]≤N2e−cN
δ
. (4.19)
Hence, if we apply the induction step starting with γ1 = 7α+δ2 +ǫ (see Step 2), we obtain that
JN ⊆
{
sup
1≤p≤n≤N
(
‖ψ(2 j−1)n,p ‖∨|ψ(2 j )n,p,22|
)
≤N2α+γ j−1+ δ2 : j ∈
{
1, . . . ,⌈N/2⌉
}}
.
To complete the proof, it remains to obtain a similar (uniform) large deviation bound for
|ψ(2 j )n,p,11|. If we apply Proposition 4.4 (4.15) with ck = N2α+γ j−1+
δ
2 for all k ∈ {1, . . . ,N }, we ob-
tain for all N ≥ n ≥ p ≥ 1 and j ∈ {1, . . . ,⌈N/2⌉} that there exists an event A j1 (n,p) such that
P[A
j
1 (n,p)
c ]≤ 4e−Nδ and sup
p≤k≤n
|ψ(2 j )
k,p,11
|1
A
j
1 (n,p)∩JN

2
.CβN
4α+γ j−1+ δ2 .
We have used that as δ+ǫ< 1/2,
Σ≤ 3
√
CβN
3α+γ j−1+ δ2 and
n∑
k=p
akck ≤CβN4α+γ j−1+
δ
2 .
Consequently, by taking a union bound over all the events
{
A
j
1 (n,p)
}
, this implies that if N
is sufficiently large,
P[V cN ∩JN ]≤ e−cN
δ
where VN =
{
sup
1≤p≤n≤N
|ψ(2 j )
k,p,11
| ≤N4α+γ j−1+δ : j ∈
{
1, . . . ,⌈N/2⌉
}}
.
Thus, if we let AN =VN ∩JN , sinceψ(>0)N ,1 =
∑N
j=1ψ
( j )
N ,1
and γ j = 7α2 +δ+ǫ−
jδ
2
, the previous
estimates show that on the event AN ,
‖ψ(>0)
N ,1 ‖ =
N∑
j=1
‖ψ( j )
N ,1‖ ≤
N∑
j=1
N4α+γ j−1+δ ≤ 2N 15α2 −1+ǫ+ 3δ2
and that P[A cN ] ≤ e−cN
δ
provided that N is sufficiently large (by (4.19) and choosing a smaller
constant c ∈ (0,1) if necessary).
25
We are now ready to complete the proof of Proposition 3.2.
Proof of Proposition 3.2. By (4.2), we have
∏N
k=1Uk =ψ
(0)
N ,1
+ψ(>0)
N ,1
whereψ(0)
N ,1
=
(
1 0
0
∏N
k=1Uk,22
)
.
Moreover, under the assumptions of Proposition 3.2, we have forN is sufficiently large, |Uk,22| =
|ρk −ηk,22| ≤ 1−N−α for all k ∈ {1, . . . ,N } almost surely (because c > 1 and α+ ǫ < 1/4). This
implies that ∏N
k=1|Uk,22| ≤
(
1−N−α
)N ≤ e−N1−α .
We conclude that on the event AN from Proposition 4.5, if N sufficiently large, then∥∥∏N
k=1Uk −
(
1 0
0 0
)∥∥≤ 3N 15α2 −1+ǫ+ 3δ2 ≤ 3N 16−ǫ− 3δ2
where we used that α≤ 1/9. This completes the proof.
5 Proof of Theorem 3.5
5.1 Overview of the proof
Let us recall that we have a sequence of independent randommatrices of the form
Uk =
(
1 ηk,12
ηk,21 ρk −ηk,22
)
,
whose entries satisfy for all 1≤ k ≤N , with kˆ =N −k,
|ηk,i j | ≤
√
RΩ logN
ωN + kˆ
,
∣∣Eηk,i j ∣∣≤ c
ωN + kˆ
, and E
∣∣ηk,i j ∣∣2 ≤ c
ωN + kˆ
, (5.1)
where ωN = N1/3(Ω logN )2/3 and c,R > 0 are constants. Moreover, the complex scalar ρk satis-
fies with c0 > 1 for all 1≤ k ≤N ,
|ρk | ≤ e−c0
√
ωN+kˆ
N . (5.2)
All the statements in Section 5 holds for N sufficiently large, Ω = o
(
N1/10
logN
)
and RΩ ≥ rβ for a
fixed sufficiently large rβ. In particular,we assume thatωN ∈ [N1/3,N ] andmaxi , j ,1≤k≤N |ηk,i j | ≤
1/10 a.s. We use the formalism from Section 4.1 and our goal is to obtain a tail estimate for∏N
k=1Uk−
∏N
k=1Vk whereVk = diag(Uk). Recall that we denoteFn,p for theσ–algebraσ(Uk : p ≤
k ≤ n) with N ≥ n ≥ p ≥ 0.
Let us now go swiftly over the strategy of the proof of Theorem 3.5. Our ultimate goal is to
show that
∏N
k=1Uk ≃ψ
(0)
N ,1 and that ψ
(0)
N ,1,22 is small with overwhelming probability. We rely on
the perturbative expansion (4.2) and the equations (4.3) to control the errors.
Section 5.2. The first step consists in exploiting the hyperbolic character of the transfermatrices
Uk to obtainmoderate deviation estimates forψ
(0)
n,p,22 for all N ≥ n > p ≥ 1. The argument relies
on the decay of |ρk | away from the turning point (at kˆ = 0) and an application of Bernstein’s
inequality.
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Section 5.3. Then, we can deduce moderate deviation estimates for the matrices ψ(1)n,p for all
N ≥ n > p ≥ 1. The proof relies on Proposition 4.4 and it is analogous to Step 1 in the proof of
Proposition 4.5. Note that our estimates forψ(1)n,p,12 andψ
(1)
n,p,21 are not symmetric.
Section 5.4. This part is independent from the rest of the proof and it deals with deterministic
estimates. We give a general lemma about the stability of 2×2 hyperbolic matrices under off–
diagonal perturbations that we use to control ‖E[∏n
k=pUk ]‖ for all N ≥ n > p ≥ 1.
Section 5.5. Using Proposition 4.1 together with the estimates from Sections 5.3 and 5.4, we
obtainmoderate deviation estimates for thematricesψ(>1)n,p on short blocks, meaningwhen (n−
p)≤pN/ωN . These estimates do not rely on hyperbolicity and therefore cannot hold as such on
longer blocks. After the blocking, the coarse-grained transfermatrices have better hyperbolicity
properties.
Section 5.6. We now use the improved hyperbolicity from Section 5.5 to make estimates on
longer blocks. In this Section we focus on giving a uniform bound for the norm ‖Un · · ·Up‖
which holds with overwhelming probability for all N ≥ n > p ≥ 1.
Section 5.7. Having controlled ‖Un · · ·Up‖ and ψ(1)n,p over all N ≥ n > p ≥ 1 we use (4.3) with
ℓ = j = 1 to control ψ(>1)n,p using the estimates from Sections 5.2, 5.3 and 5.6. This allows us to
conclude that
∏N
k=1Uk ≃ ψ
(0)
N ,1 with overwhelming probability. The estimates on ψ
(≥1)
n,p are just
as good as that forψ(1)n,p we obtained in Section 5.3.
On a technical note, we treatψ(>1)n,p
(
0 0
0 1
)
andψ(>1)n,p
(
1 0
0 0
)
separately as these processes behave
very differently (see the equations (5.16)). The first term can be handles directly and it is small
because of hyperbolicity. As for the second term, it has a regenerative structure and we perform
a martingale decomposition (see (5.17)) to control it. This allows us to take advantage of the
independence ofUk and use Freedman–Tropp’s inequality (Theorem 2.4) to obtain moderate
deviation estimates forψ(>1)n,p
(
1 0
0 0
)
.
Section 5.8. This is the last step of the proof. We obtain estimate for the martingale part in
the decomposition of ψ(>1)n,p
(
1 0
0 0
)
and its quadratic variation. These estimates are required in
Section 5.7 to apply Freedman–Tropp’s inequality.
5.2 Moderate deviation bounds forψ(0)
Proposition 5.1. There exists C > 0 such that for any R > 0 and all 1 ≤ p < n ≤ N, there is an
eventA 1n,p measurable
5 with respect toFn,p with P[A
1,c
n,p ]≤N−RΩ so that
|ψ(0)n,p,22|1A 1n,p ≤CR exp
− pˆ− nˆ
4
√
ωN + pˆ
N
 , CR = eCR .
Moreover, if (n−p)≥ 12R−1pN/ωN ,
P
[
|ψ(0)n,p,22| ≥ e−1/R
]
≤ exp
(
−ωN
√
ωN + pˆ
CR
p
N
)
.
5The events {A 1n,p }1≤p<n≤N depend on the constant R and the parameters Ω,N even though it is not empha-
sized. The same holds for the events {A ℓn,p }1≤p<n≤N defined below andwealso haveA
ℓ
n,p ⊂A ℓ−1n,p for any ℓ ∈ {2,3,4}
and all 1≤ p < n ≤N .
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Proof. From Lemma 4.3,
log |ψ(0)n,p,22| =
n∑
k=p
log |ρk −ηk,22|,
which is a sum of independent random variables with
log |ρk | ≤ −c0
√
ωN+kˆ
N
.
Let S be the set of k ∈ [p,n] such that log |ρk | ≥ −2. For any k ∈ Sc , by (5.1), it holds
log |ρk −ηk,22| ≤ log
(
e−2+1/10
)
≤−
p
2,
so that
∑
k∈Sc
log |ρk −ηk,22| ≤ −
∑
k∈Sc
√
ωN+kˆ
N
a.s.
On the other hand, if we define ξk for k ∈ S by
log |ρk −ηk,22| = log |ρk |−ℜ
[
ηk,22
ρk
+
η2
k,22
2ρ2
k
]
+ξk , (5.3)
then as
∣∣ log(1−z)+z+z2/2∣∣≤ |z|3/(1−|z|), we have that |ξk |. (Ω logNωN+kˆ )3/2a.s. Using (5.1)–(5.2),
since c0 > 1, it follows that for k ∈ [1,N ] and for all N sufficiently large (depending onΩ),
E log |ρk −ηk,22| ≤ −
√
ωN + kˆ
N
.
Here we have used that
ω3/2
Np
N
=Ω logN to control the error – a fact that we use several times in
Section 5. Observe that
pˆ∑
kˆ=nˆ
√
ωN + kˆ
N
≥
pˆ∑
kˆ= nˆ+pˆ2
√
ωN + kˆ
N
≥ pˆ − nˆ
2
√
ωN + nˆ+pˆ2
N
≥ pˆ− nˆ
2
p
2
√
ωN + pˆ
N
,
so we conclude that
∑
k∈S
E log |ρk −ηk,22|+
∑
k∈Sc
log |ρk −ηk,22| ≤ −
pˆ∑
kˆ=nˆ
√
ωN + kˆ
N
≤− pˆ− nˆ
2
p
2
√
ωN + pˆ
N
a.s. (5.4)
Wemust also estimate the fluctuations of the terms in S. From (5.3) and(5.1) again, it follows
easily that for k ∈ S,
Var
(
log |ρk −ηk,22|
)
.
1
ωN + kˆ
and
max
k≤n
∣∣ log |ρk −ηk,22|−E log |ρk −ηk,22|∣∣.
√
RΩ logN
ωN + nˆ
.
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Then, ∑
k∈S
Var
[
log |ρk −ηk,22|
]
. log
(
ωN + pˆ
ωN + nˆ
)
≤ pˆ− nˆ
ωN + nˆ
.
Hence, by setting XS =
∑
k∈S log |ρk −ηk,22| −E log |ρk −ηk,22| and using Freedman’s inequality
(2.7) with Σ2 = C
16
pˆ−nˆ
ωN
and α=C
√
RΩ logN
ωN
for a sufficiently large constantC > 0,
P[XS ≥ t ]≤ exp
(
− t
2/2
αt/3+Σ2
)
.
For any R ≥ 0 and any t ≥ pˆ−nˆ16
√
ωN+pˆ
N
+R , we have for N is sufficiently large (depending onΩ),
t2
αt/3+Σ2 ≥min
{
3t
α
,
t2
Σ2
}
≥ 2R
C
min

√
ωN
RΩ logN
,ωN
√
ωN + pˆ
N
≥ 2RC ω
3/2
Np
N
,
so we conclude that
P[XS ≥ t ]≤ exp
(
−R
C
ω3/2
Np
N
)
=N−RΩC . (5.5)
As log |ψ(0)n,p,22| = XS +
∑
k∈S E log |ρk − ηk,22| +
∑
k∈Sc log |ρk − ηk,22|, using the deterministic
estimate (5.4), we obtain that for any t ≤ pˆ−nˆ
4
√
ωN+pˆ
N
−R ,
P
[
|ψ(0)n,p,22| ≥ e−t
]
≤P
[
XS ≥−t −
∑
k∈S E log |ρk −ηk,22|−
∑
k∈Sc log |ρk −ηk,22|
]
≤P
[
XS ≥ pˆ−nˆ16
√
ωN+pˆ
N
+R
]
≤N−RΩC .
(5.6)
Hence, if we set A 1n,p =
{
|ψ(0)n,p,22| ≤CRe−
pˆ−nˆ
4
√
ωN+pˆ
N
}
with CR = eCR , after adjusting R , we
obtain P
[
A 1,cn,p
]
≤N−RΩ and |ψ(0)n,p,22|1A 1n,p ≤CR exp
(
− pˆ−nˆ4
√
ωN+pˆ
N
)
.
For the second claim, we use (5.5), with t = 2R = pˆ−nˆ
12
√
ωN+pˆ
N
to conclude in the sameway as
(5.6) that
P
[
|ψ(0)n,p,22| ≥ e−
pˆ−nˆ
12
√
ωN+pˆ
N
]
≤P
[
XS ≥ pˆ−nˆ4
√
ωN+pˆ
N
]
≤ exp
− pˆ − nˆ
12C
√
ωN + pˆ
N
ω3/2
Np
N
 .
If n−p ≥ 12M−1pN/ωN for a constantM > 0, then pˆ−nˆ12
√
ωN+pˆ
N
≥M−1 and we conclude that
P
[
|ψ(0)n,p,22| ≥ e−M
−1]≤ exp
− ωN
CM
√
ωN + pˆ
N
 ,
which gives the second claim of the Proposition.
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5.3 Moderate deviation bounds forψ(.1)
Proposition 5.2. For any R > 0 and for all 1≤ p < n ≤N, there is an eventA 2n,p ⊂
⋂
p≤ j<k≤n A 1k, j
measurable wrtFn,p with P[A
2,c
n,p ].N
2−RΩ so that
 max
p≤k≤n
|ψ(1)
k,p,12
|1A 2n,p

2 ≤
CRN
1/4
(ωN + pˆ)5/8ω1/8N
and
 max
p≤ j<k≤n
|ψ(1)
k, j ,21
|1A 2n,p

2 ≤
CRN
1/4
(ωN + nˆ)5/8ω1/8N
.
Proof. Weapply Proposition 4.4with j = 1 andR = S2 =RΩ logN . LetCR = eCR as in Proposition
5.1. We begin with the estimate forψ(1)
k,p,12
. By (5.1), we take ak = 1ωN+kˆ , and
ck :=CR exp
− pˆ− kˆ
4
√
ωN + pˆ
N
 .
First, we verify that maxp≤k≤n(
p
akck) ≤ CRp
ωN+pˆ
because the maximum is attained when k =
p (here we used that ω3/2
N
≥
p
N ). Second, by bounding the summands on blocks of lengthp
N/
√
ωN + pˆ, we obtain
n∑
k=p
akc
2
k =
pˆ∑
kˆ=nˆ
C 2R
exp
(
− pˆ−nˆ2
√
ωN+pˆ
N
)
ωN + kˆ
.
C 2R
p
N
(ωN + pˆ)3/2
.
Hence, we conclude that if N is sufficiently large (depending onΩ), then for any 1≤ p < n ≤N ,
Σ=max
{
2S3 max
p≤k≤n
(p
akck
)
,
√∑n
k=pakc
2
k
}
.
CRN
1/4
(ωN + pˆ)5/8ω1/8N
Since we also have
∑n
k=p akck .
CR
p
N
(ωN+pˆ)3/2 ≤
CRp
Ω logN
N1/4
(ωN+pˆ)5/8ω1/8N
, by Proposition 4.4, this im-
plies that there is an event A 2n,p , which we may assume lies within
⋂
p≤ j<k≤n A 1k, j for which
 sup
p≤k≤n
|ψ(1)
k,p,12
|1A 2n,p

2.
CRN
1/4
ω1/8
N
(ωN + pˆ)5/8
and P[A 2,cn,p ].N
2−RΩ.
Note that the previous estimate for the probability of the event A 2,cn,p comes from the fact that
A 2n,p ⊂
⋂
p≤ j<k≤n A 1k, j , Proposition 5.1 and a union bound.
We turn to the estimate for ψ(1)
k,p,21
, which will develop on the estimate for ψ(0)
n,k+1,22 . The
argument is essentially identical, save for that we let
c ′k :=CR exp
− kˆ− nˆ
4
√
ωN + kˆ
N
 .
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Then, by bounding the summands on blocks of length
p
N/
√
ωN + nˆ, we now have
n∑
k=p
akc
′2
k ≤
pˆ∑
kˆ=nˆ
C 2R
exp
(
− kˆ−nˆ
2
√
ωN+nˆ
N
)
ωN + kˆ
.
C 2
R
p
N
(ωN + nˆ)3/2
,
which differs from the bound in the previous case. Also differing is that maxp≤k≤n(
p
akc
′
k
) ≤
CRp
ωN+nˆ
, so that if N is sufficiently large (depending onΩ),
Σ
′.
CRN
1/4
(ωN + nˆ)5/8ω1/8N
.
Then, by Proposition 4.4, it holds under the same event event A 2n,p ,
 sup
p≤k≤n
|ψ(1)
k,p,12
|1A 2n,p

2 .
CRN
1/4
ω1/8
N
(ωN + nˆ)5/8
To complete the second part of the proof, let us observe that for p ≤ j ≤ k ≤ n,
ψ(1)
k, j
ψ(0)
j−1,p =ψ
(1)
k,p
−ψ(0)
k, j
ψ(1)
j−1,p ,
and hence by Lemma 4.3,
ψ(1)
k, j ,21
=ψ(1)
k,p,21
−ψ(0)
k, j ,22
ψ(1)
j−1,p,21 .
On A 2n,p ⊂
⋂n
p≤ j<k≤n A
1
k, j
, we have |ψ(0)
k, j ,22
| ≤CR and so
|ψ(1)
k, j ,21
|1A 2n,p ≤ 2CR maxp<ℓ≤n |ψ
(1)
ℓ,p,12
|,
which completes the proof (after adjusting the constantC > 0).
5.4 Estimates for the expected transfermatrix recurrence.
Before we can turn to estimatingψ(>1), we need a priori estimates on the expected transfer ma-
trix recurrence, see Corollary 5.5 below. These estimates are easy to deduce from the conditions
(5.1)–(5.2) and the following (deterministic) lemma which shows that the norm of a hyperbolic
matrix remains basically insensitive to off–diagonal perturbations.
Lemma 5.3. Suppose that d1,d2,ǫ1,ǫ2 are complex numbers and that Di =
√
|di |2+|ǫi |2 for i =
1,2. Suppose without loss of generality that D1 ≥D2. Let ǫ=max{|ǫ1|, |ǫ2|}∥∥∥∥(d1 ǫ1ǫ2 d2
)∥∥∥∥≤min
{
D1
(
1+ 2ǫ
2
D21−D22
)
,max{|d1|, |d2|}+ǫ
}
The usefulness of this bound lies in the case where diagonal entries of the matrix are well–
separated and the off–diagonal entries are perturbatively small. Then, the perturbation in-
creases the norm byO(ǫ2) as opposed to the usualO(ǫ).
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Proof. The second inequality is simply subadditivity of the norm, on splitting it into thematrix
of {di } and the matrix of {ǫi }. For the first, we explicitly compute the largest singular value σ,
which gives
2σ2 =D21+D22+
√
(D21−D22)2+4U 2,
whereU = |ǫ2d¯1+d2ǫ¯1|. Bounding the square root using concavity gives
σ2 ≤D21+
U 2
D21−D22
,
again taking square roots and bounding using concavity,
σ≤D1+
U 2
2D1(D
2
1−D22)
.
On estimatingU by 2D1ǫ, the claimed bound follows.
As a consequence, the normof an expected EUn matrix is closer to 1 thanwould be expected
from a direct estimate.
Lemma 5.4. There is a constant C > 0 so that for any 1≤ k ≤N ,
‖EUk‖ ≤ 1+
C
p
N
(ωN + kˆ)5/2
, and ‖Uk‖ ≤ 1+
C
p
N
(ωN + kˆ)5/2
+ C
√
RΩ logN
(ωN + kˆ)1/2
a.s.
Proof. For the first inequality, we apply the quadratic bound in Lemma 5.3, observing that by
Proposition A.2 and (5.1) for EUk , we have D1 = 1+O (ǫ2), D1 −D2 &
√
(ωN + kˆ)/N and ǫ =
O ( 1
ωN+kˆ
) – hereweused again that 1
ωN+kˆ
= o
(√ωN+kˆ
N
)
for all 1≤ k ≤N . For the second inequality,
we just use the triangle inequality
‖Uk‖≤ ‖EUk‖+‖Uk −E[Uk ]‖,
and entrywise bounds on the second term.
As a corollary, we obtain:
Corollary 5.5. There is a constant C > 0 so that for all 1≤ p < n ≤N ,
‖E[UnUn−1 . . .Up ]‖ ≤ 1+
C
Ω logN
.
Proof. By submultiplicativity and using independence,
‖E[UnUn−1 . . .Up ]‖ ≤ ‖EUn‖· · ·‖EUp‖,
and apply Lemma 5.4 to obtain ‖E[UnUn−1 . . .Up ]‖ ≤ 1+ C
p
N
ω3/2
N
. The final bound follows from the
fact thatωN =N1/3(Ω logN )2/3.
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5.5 Moderate deviation forψ(>1) on short blocks
In this section, we give estimates for themoderate deviations for the errorψ(>1)np in the perturba-
tive expansion of products of GβE transfermatricesUn · · ·Up under the assumption that (n−p)
is small, meaning (n − p) ≤ pN/ωN . These estimates follow from a direct application of our
general Proposition 4.1 and therefore do not rely on hyperbolicity.
Proposition5.6. There exists C > 0 such that for any R > 0 and for all 1≤ p < n ≤N with (n−p)≤p
N/ωN
CR
, there is an event A 3n,p ⊂A 2n,p measurable with respect to Fn,p with P[A 3,cn,p ]. N2−RΩ so
that ψ(>1)n,p 1A 3n,p1 ≤ CR
p
N
(ωN + nˆ)9/8ω3/8N
.
Proof. To apply Proposition 4.1, we must estimate the parameters u,µ,∆, and σ2. Recall that
Vk = diag(Uk), and therefore using the conditions (5.1), we obtain the bounds for any k ∈ [1,N ],
‖Uk−EUk‖2,‖Vk−EVk‖2 .
RΩ logN
ωN + kˆ
a.s., E‖Uk−EUk‖2 .
1
ωN + kˆ
and E‖Uk−Vk‖2 .
1
ωN + kˆ
.
From Corollary 5.5, we have u ≤ 2 if N is sufficiently large. Since ‖EUk −EVk‖. 1ωN+kˆ and we
assume that (n−p)≤
p
N/ωN
R ′ for a constant R
′ to be chosen below, we have
µ=
n∑
k=p
‖E(Uk −Vk )‖. log
(
ωN + pˆ
ωN + nˆ
)
≤ pˆ − nˆ
ωN + nˆ
≤
p
N/ωN
R ′(ωN + nˆ)
In particular this shows that µ.
p
N
R ′ω3/2
N
= 1
R ′Ω logN so that uµ< 1/2 as required if N is sufficiently
large. For the other parameters, we can take
σ2 =Cµ= C
R ′
p
N/ωN
ωN + nˆ
and ∆2 =C RΩ logN
ωN + nˆ
for a large constantC ≥ 1. Moreover, from Proposition 5.2, there is an eventA 2 =A 2n,p onwhich
 max
p≤k≤n
‖ψ(1)
k,p
‖1A 2

2 ≤D =
CRN
1/4
(ωN + nˆ)5/8ω1/8N
.
Therefore by Proposition 4.1, there is an event A 3 ⊂A 2 which is Fn,p measurable such that
ψ(>1)n,p 1A 31 .
CRp
R ′
p
N
(ωN + nˆ)9/8ω3/8N
.
Finally, it holds for N sufficiently large (depending onΩ and adjustingC if required),
P[A 2 \A 3]. exp
(
− 1
128u2σ2
∧ σ
2
∆2
)
≤N−R
′
Ω
C
Here we have used that u ≤ 2, σ2 ≤ C
R ′Ω logN and
σ2
∆2
= N1/3
R ′R(Ω logN)4/3 . By choosing R
′ = CR and
using Proposition 5.2 to control P[A 2,c ], this completes the proof.
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Remark 5.7. Let X be a random variable such that X1 ≤σ and define the event Erβ =
{
|X | ≤
Aσ logN
}
. Then, it follows from the discussion in Section 2.2, that X1EA2 . σ
√
AlogN and
that P[E crβ]≤ 2N−A.
By Proposition 5.6 andRemark 5.7, we can also control the sub–Gaussiannormof thematrix
ψ(>1)n,p on the event A 4n,p =A 3n,p ∩
{
‖ψ(>1)n,p ‖≤ ΩRCR
p
N logN
(ωN+nˆ)9/8ω3/8N
}
.
Corollary 5.8. There is an event A 4n,p ⊂ A 3n,p measurable with respect to Fn,p with P[A 4,cn,p ] .
N2−RΩ so that if (n−p)≤
p
N/ωN
CR
,ψ(>1)n,p 1A 4n,p2 ≤ CR
√
ΩN logN
(ωN + nˆ)9/8ω3/8N
.
5.6 Moderate deviations for long blocks
In this section, we use the hyperbolic character of the transfer matrices Uk to bootstrap the
estimates from Proposition 5.6 from short blocks to long blocks. Although, our result does not
give us yet enough control to show that the error ψ(>1)n,p are small for all N ≥ n ≥ p ≥ 0. Instead,
we obtain uniformbound for the norm ‖Un · · ·Up‖which holds with overwhelming probability.
Proposition 5.9. There exists a constant C > 0 such that for any R > 0, it holds
P
[
max
1≤p<n≤N
‖Un · · ·Up‖ ≥C ′R
]
.R N
5−RΩ , C ′R = ee
CR
.
Proof. Throughout the proof, let CR = eCR as in Proposition 5.6 and we condition on the event⋂χ
j=1A
3
κ j+1,κ j (conditionally on this event, the blocks (Uκ j+1 · · ·Uκ j )
χ
j=1 remain independent). By
submultiplicativity,
log‖Un · · ·Up‖ ≤
χ∑
j=1
log‖Uκ j+1 · · ·Uκ j ‖,
where κ1 = p, κχ+1 = n (p < n are fixed for now) and we impose the conditions:
p
N/ωN
2CR
≤ κ j+1−
κ j ≤
p
N/ωN
CR
. Observe that for any x, y > 0, we have log(x+ y) ≤ y + log+(x). By definition, this
implies that for any j = 1, . . . ,χ,
log‖Uκ j+1 · · ·Uκ j ‖ ≤ ‖ψ(>1)κ j+1,κ j ‖+ log+
(
‖ψ(≤1)κ j+1,κ j ‖
)
. (5.7)
So log‖Un · · ·Up‖ ≤
∑χ
j=1 ‖ψ
(>1)
κ j+1,κ j ‖+
∑χ
j=1 log+
(
‖ψ(≤1)κ j+1,κ j ‖
)
andwe will estimate both terms sep-
arately.
For the first term, we have by Proposition 5.6,
χ∑
j=1
ψ(>1)κ j+1 ,κ j1 ≤
CR
p
N
ω3/8
N
χ∑
j=1
1
(ωN +κ j+1)9/8
.RCRω
1/4
N
+∞∑
kˆ=1
1
(ωN + kˆ)9/8
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since the block size κ j+1−κ j ≥
p
N/ωN
2CR . By (2.3) and adjustingC > 0, this shows that
χ∑
j=1
ψ(>1)κ j+1,κ j1 .CR so that E
[∑χ
j=1 ‖ψ
(>1)
κ j+1,κ j ‖
]
.CR . (5.8)
Then, to show that the random variable
∑χ
j=1 ‖ψ
(>1)
κ j+1,κ j ‖ is concentrated around its mean, we
use the Bernstein’s inequality (2.5). By a similar computation, we have
χ∑
j=1
ψ(>1)κ j+1,κ j
2
1 .
C 2RN
ω3/4
N
χ∑
j=1
1
(ωN +κ j+1)9/4
.
RC 2
R
p
N
ω1/4
N
+∞∑
kˆ=1
1
(ωN + kˆ)9/4
.
C 2
R
p
N
ω3/2
N
=
C 2
R
Ω logN
.
Moreover, sincemax j≤χψ(>1)κ j+1,κ j1 ≤
CR
p
N
ω3/2
N
= CR
Ω logN , by (2.4) and (2.5)with t =RCR , this implies
that
P
[∣∣∣∑χ
j=1 ‖ψ
(>1)
κ j+1,κ j ‖−E
[∑χ
j=1 ‖ψ
(>1)
κ j+1,κ j ‖
]∣∣∣≥RCR]≤ 2exp(−c−1RΩ logN) .
After adjusting R andC , by (5.8), this shows that so that with probability (at least) 1−2N−RΩ,
χ∑
j=1
‖ψ(>1)κ j+1,κ j ‖.CR . (5.9)
Now, we have to deal with the second term on the RHS of (5.7). With a constant M ≥ 2, let
us define for j = 1, . . . ,χ, the events
E j =
{
|ψ(0)κ j+1 ,κ j ,22| ≤ 1−M
−2,‖ψ(1)κ j+1,κ j ‖
2 ≤M−2/2
}
. (5.10)
Using the first bound from Lemma 5.3, we have conditionally on E j ,
‖ψ(≤1)κ j+1,κ j ‖ ≤D1
(
1+
2‖ψ(1)κ j+1,κ j ‖2
D21−D22
)
≤ 1+cM2‖ψ(1)κ j+1,κ j ‖
2,
where we used diag(ψ(≤1)κ j+1 ,κ j ) =ψ(0)κ j+1,κ j so that 1 ≤ D1 ≤ 1+‖ψ(1)κ j+1,κ j ‖2/2 and D22 ≤ 1−M−2/2.
This shows that
χ∑
j=1
log+
(
‖ψ(≤1)κ j+1,κ j ‖
)
1E j .M
2
χ∑
j=1
‖ψ(1)κ j+1,κ j ‖
2. (5.11)
Then, observe that by the Cauchy–Schwartz inequality and by Proposition 5.2,
χ∑
j=1
‖ψ(1)κ j+1,κ j ‖21 ≤ χ∑
j=1
ψ(1)κ j+1,κ j22 .
p
N
ω1/4
N
χ∑
j=1
C 2R
(ωN +κ j+1)5/4 .
Since the block size κ j+1−κ j ≥
p
N/ωN
2CR , this shows that
χ∑
j=1
‖ψ(1)κ j+1,κ j ‖21 .ω1/4N +∞∑
kˆ=1
RC 2R
(ωN + kˆ)5/4
.C 2R .
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In particular, this implies that E
[∑χ
j=1 ‖ψ
(1)
κ j+1,κ j ‖2
]
. C 2R . Moreover, by a similar argument, we
also have
χ∑
j=1
‖ψ(1)κ j+1,κ j ‖221. NpωN
χ∑
j=1
C 4R
(ωN +κ j+1)5/2 .RC 4R
p
N
ω3/2
N
=
C 4R
Ω logN
.
This shows that the random variable
∑χ
j=1 ‖ψ
(1)
κ j+1,κ j ‖2 is concentrated around its mean, which
is of order 1. Namely, since the summands are independent andmax j≤χψ(1)κ j+1 ,κ j2 .C 2R
p
N
ω3/2
N
=
C2
R
Ω logN
, by Bernstein’s inequality (2.5) with t =RC 2
R
, this implies that
P
[∣∣∣∑χ
j=1 ‖ψ
(1)
κ j+1,κ j ‖2−E
[∑χ
j=1 ‖ψ
(1)
κ j+1,κ j ‖2
]∣∣∣≥RC 2R]≤ 2exp(−c−1RΩ logN) .
After adjusting R and C , hese bounds show that
∑χ
j=1 ‖ψ
(1)
κ j+1,κ j ‖2 .CR with probability at least
1−2NRΩ. By (5.11), this implies that with the same (overwhelming) probability
χ∑
j=1
log+
(
‖ψ(≤1)κ j+1,κ j ‖
)
1E j .CR (5.12)
To complete the proof, it remains to show that with overwhelming probability, the random
variable
∑χ
j=1 log+
(
‖ψ(≤1)κ j+1,κ j ‖
)
1E c
j
remains bounded by a constant. The idea is that the events
E c
j
– see (5.10) – are independent with a small probability to occur. Using the second bound
form Lemma 5.3, we have for j = 1, . . . ,χ,∥∥ψ(≤1)κ j+1,κ j ∥∥≤ |ψ(0)κ j+1,κ j ,22|∨1+‖ψ(1)κ j+1,κ j ‖.
By Proposition 5.1, max j≤χ |ψ(0)κ j+1,κ j ,22| ≤CR with (at least) probability 1−N
1−RΩ. Moreover, by
Proposition 5.2,
max
j≤χ
ψ(1)κ j+1,κ j2 .CR N1/4ω3/4
N
= CRp
Ω logN
.
Hence,max j≤χ ‖ψ(1)κ j+1,κ j ‖.
p
RCR with probability 1−N1−RΩ. This implies thatmaxj≤χ
∥∥ψ(≤1)κ j+1,κ j ∥∥≤
CR with probability 1−2N1−RΩ. Thus, if we set X :=
∑χ
j=11E cj , asCR = e
CR , it holds for any t > 0
P
[{ χ∑
j=1
log+‖ψ(≤1)κ j+1,κ j ‖1E cj ≥CRt
} χ⋂
j=1
A 3κ j+1,κ j
]
≤P
[{
X≥ t
}
∩χ
j=1 A
3
κ j+1,κ j
]
+2N1−RΩ. (5.13)
Observe that X is a sum of independent Bernoulli random variables whose mean satisfies
P[E cj ∩A 3κ j+1,κ j ]≤P[|ψ
(0)
κ j+1,κ j ,22| > 1−M
−2]+P
[{
‖ψ(1)κ j+1,κ j ‖
2 >M−2/2
}
∩A 3κ j+1,κ j
]
.
Then, using the second bound fromProposition 5.1 togetherwith Proposition 5.2 and (2.1) with
p = 1, this shows that
P[E cj ∩A 3κ j+1,κ j ]≤ exp
(
−
p
ωN (ωN +κ j+1)
CM2
p
N
)
+exp
(
−
ω1/4
N
(ωN +κ j+1)5/4
CM2C 2
R
p
N
)
≤ 2exp
(
−
ω3/2
N
/
p
N + (χ− j )
C ′
R
)
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whereC ′R = 2C 2M2RC 2R andwe used that by assumptions:κ j+1 ≥ (χ− j )pN/ωN2CR for all j = 1, . . . ,χ.
Now, we use the previous estimate, to obtain concentration for the random variable X. Ob-
serve that with pN = exp
(
− ω
3/2
N
C ′
R
p
N
)
=N−Ω/C ′R , it holds for any λ> 0,
E
[
eλX1⋂χ
j=1A
3
κ j+1,κ j
]
≤
+∞∏
j=0
(
1+2(eλ−1)pN e− j/C
′
R
)
≤ exp
(
C ′′R(e
λ−1)pN
)
with C ′′
R
= 2(1− e−1/C ′R )−1. By Markov’s inequality, this shows that by picking λ= log(p−1
N
), then
for any t > 0,
P
[{
X≥ t
}
∩χ
j=1 A
3
κ j+1,κ j
]
≤ exp
(
C ′′R(e
λ−1)pN −λt
)
= eC ′′Rp tN .
Choosing t =RC ′R and adjustingC , we deduce from (5.13) that
P
[{ χ∑
j=1
log+‖ψ(≤1)κ j+1,κ j ‖1E cj ≥C
′
RR
2
} χ⋂
j=1
A 3κ j+1,κ j
]
. eC
′′
RN−RΩ. (5.14)
In the end, we can choose M = 2, so that by adjusting C again, both R2C ′
R
,C ′′
R
. CR . By
combining the estimates (5.9), (5.12), (5.14) with (5.7), we conclude that conditionally on the
event
⋂χ
j=1A
3
κ j+1,κ j , it holds with probability (at least) 1−3eCRN−RΩ,
log‖Un · · ·Up‖ ≤
χ∑
j=1
log‖Uκ j+1 · · ·Uκ j ‖.CR . (5.15)
To complete the proof, let us recall that according to Proposition 5.6 and by a union bound,
P
[⋂
1≤p<n≤N
⋂χ
j=1A
3
κ j+1,κ j
]
≥ 1−N5−RΩ.
5.7 Final comparison
In this section, we conclude the proof of Theorem3.5 by showing that
∏N
k=1Uk ≃ψ
(0)
N ,1
with over-
whelming probability. Note that by Proposition 5.2, we already have control of ψ(1)
N ,1 (by (2.1),
this proposition implies that for any small ǫ > 0, we have ‖ψ(1)
N ,1‖ . ǫ with probability at least
1−N−ǫ2Ω/C2R ). Hence, according to the perturbative expansion (4.2), we would like to establish
some moderate deviation control for ψ(>1) knowing that by Proposition 5.9, the product of the
matricesUk remains bounded with overwhelming probability.
Let us observe that by Lemma 4.3 and (4.3), we have for any 1≤ n <m ≤N ,
ψ(>1)m,n
(
0 0
0 1
)
=
m∑
k=n
Um . . .Uk+1
(
0 0
0 1
)
ηk,21ψ
(1)
k−1,n,12 ,
ψ(>1)m,n
(
1 0
0 0
)
=
m∑
k=n
ψ(>0)
m,k+1
(
0 0
1 0
)
ηk,21ψ
(0)
k−1,n,11 .
(5.16)
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Each termwill be control separately, as they behave substantially differently.
The first term is easy to handle since it depends only on ψ(1)
k,n,12
which converges fast to 0
as (n−k)→∞ (see the proof of Proposition 5.13 below). The second term is more difficult to
control and it tends to be larger. However, the processψ(1)
m,k,21
, which is the leading contribution
to the second term, tends to regenerate asm is held fixed and k decreases. This leads to better
concentration properties, which salvages the estimate.
Recall thatψ(0)
k,n,11
= 1,n =N−nˆ and let Fˆnˆ denotes theσ–algebra generated by
{
ηk,i j : kˆ ≤ nˆ
}
.
By definitions,ψ(>1)
m,nˆ
is adapted to Fˆnˆ as a process in nˆ withm held fixed. Thus we can perform
a Doob decompositionψ(>1)m,n
(
1 0
0 0
)
= Znˆ,mˆ +Υnˆ,mˆ , where for any 1≤ n <m ≤N ,
Znˆ,mˆ =
m∑
k=n
ψ(>0)
m,k+1
(
0 0
1 0
)
(ηk,21−Eηk,21),
Υnˆ,mˆ =
m∑
k=n
ψ(>0)
m,k+1
(
0 0
1 0
)
Eηk,21.
(5.17)
Recall that ψ(>0)m,n = ψ(1)m,n +ψ(>1)m,n , so that by combining Proposition 5.2 with Corollary 5.8, we
obtain the estimate valid for all 1≤ n <m ≤N such that (m−n)≤
p
N/ωN
CR
,ψ(>0)m,n1A 4m,n2 ≤ψ(1)m,n1A 2m,n2+ψ(>1)m,n1A 4m,n2
≤ CRN
1/4
(ωN + nˆ)5/8ω1/8N
(
1+ N
1/4
√
RΩ logN
ω3/4
N
)
.
Note that we used that A 4m,n ⊂A 2m,n . As
N1/4
p
RΩ logN
ω3/4
N
=
p
R , by adjusting the constant C , this
shows that on short blocks, ψ(>0)m,n1A 4m,n2 ≤ CRN1/4(ωN + nˆ)5/8ω1/8N . (5.18)
In the following, we wish to apply the Freedman–Tropp’s inequality fromTheorem 2.4 to ob-
tain a tail bound for the martingale Znˆ,mˆ when mˆ = 0. To this end, we need an a priori estimate
for its quadratic variation.
Proposition 5.10. Let Q be the (total) quadratic variation of the martingale (Znˆ,0)
N
nˆ=0 :
Q =
N−1∑
nˆ=0
E
[
‖Zn+1,0−Znˆ,0‖2
∣∣∣Fˆnˆ] .
For any R > 0, there exists a constant cR > 0 and an event G1 with P
[
G c1
]
.R N
5−RΩ so that(Q− cR
Ω logN
)
+1G1
2
2 ≤
cR
(Ω logN )3
.
Unfortunately, the estimates (5.18) are only valid on short blocks and they are not precise
enough for our application to Proposition 5.10. To get our bound for quadratic variationQ, we
have to exploit the independence of the matrixUk by using a blocking argument. The details
of the proof are given in the next section. By combining this bound with the Freedman–Tropp’s
inequality from Theorem 2.4, we also deduce in Section 5.8 a tail bound for themartingale Znˆ,0.
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Proposition 5.11. For any R > 0, there exists a constant cR > 0 and an event G2 with P
[
G c2
]
.R
N5−RΩ so that  max
nˆ=0,...,N−1
∥∥Znˆ,0∥∥1G2 ≤ cR√
Ω logN
.
Returning to our original considerations, we are now ready to provide a tail bound for the
random variable ψ(>1)
N ,n
(
1 0
0 0
)
. The proof relies on the notation from Section 5.8, in particular on
the decomposition (5.26) below.
Proposition 5.12. For any R > 0, there exists a constant cR > 0 and an event G3 with P [G3].R
N5−RΩ so that  max
n=1,...,N−1
∥∥ψ(>1)
N ,n
(
1 0
0 0
)∥∥1G32 ≤ cR√
Ω logN
.
Proof. Let us recall thatψ(>1)
N ,n
(
1 0
0 0
)
= Znˆ,0+Υnˆ,0 for any n = 1, . . . ,N where Z and Υ are defined
in (5.17). By Proposition 5.11, we already have good control of the martingale part Znˆ,0, so it
suffices to establish that there also exists an event C with P[C c].N5−RΩ such that max
nˆ=0,...,N−1
∥∥Υnˆ,0∥∥1C2 ≤ cR√
Ω logN
. (5.19)
We rely on the blocking argument and thenotation from the proof of Proposition 5.10. Recall
from (5.17) that
Υnˆ,0 =
N∑
m=n
E[ηm,21]ψ
(>0)
N ,m+1
(
0 0
1 0
)
.
Then, using the decomposition (5.26) below with α= 1 in this case and the triangle inequality,
we obtain that for all 1≤m <N ,∥∥∥ψ(>0)N ,m∥∥∥1Cm .R χm∑
ℓ=0
e−ℓ/4CR
∥∥Y (ℓ)m ∥∥1B(ℓ)m .
The ventsCm are as in (5.24) and theexponential factor comes from the estimate (5.27). Hence,
exactly like (5.29), since
∣∣Eηm,21∣∣. 1ωN+mˆ form = 1, . . . ,N , this shows that with C =∩Nm=1Cm ,
max
nˆ=0,...,N−1
‖Υnˆ,0‖1C .R
χ∑
ℓ=0
e−ℓ/4CR
( N∑
m=1
∥∥Y (ℓ)m ∥∥1B(ℓ)m
ωN +mˆ
1χm≥ℓ
)
. (5.20)
Moreover, using the estimate (5.30) and the triangle inequality, we obtain uniformly for all ℓ=
0, . . . ,χ,  N∑
m=1
∥∥Y (ℓ)m ∥∥1B(ℓ)m
ωN +mˆ
1χm≥ℓ

2
.R
N∑
m=1
N1/4
(ωN +mˆ)13/8ω1/8N
.R
N1/4
ω3/4
N
= 1√
Ω logN
.
By (5.20) and since the probability of the event C = C1 is given by (5.24), this completes the
proof of bound (5.19).
This concludes the control of the difficult part ofψ(>1)
N ,1
, and we turn to the easier part.
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Proposition 5.13. For any R > 0, there exists a constant cR > 0 and an event G4 with P
[
G c4
]
.R
N5−RΩ so that ψ(>1)
N ,1
(
0 0
0 1
)
1G4

2 ≤ cRΩ(logN )N−3/8.
Proof. We begin with recalling that by (5.16),
ψ(>1)
N ,1
(
0 0
0 1
)
=
N∑
k=3
UN . . .Uk+1
(
0 0
0 1
)
ηk,21ψ
(1)
k−1,1,12 .
We letA =
{
max1≤k<n≤N ‖Un · · ·Uk‖ ≤C ′R
}⋂
1≤p<n≤N A 3n,p as in Proposition 5.6 and by Proposi-
tion 5.9, we have P[A c ].R N
5−RΩ. By Proposition 5.1 (using that 1ˆ=N −1), it holds condition-
ally onA for all 1≤ p ≤N ,
|ψ(0)p,1,22|.R e−p/4.
We also recall that for any 1≤ p < k,
ψ(1)
k,1,12
=ψ(1)
k,p+1,12ψ
(0)
p,1,22+ψ(0)k,p+1,11ψ
(1)
p,1,12 =ψ(1)k,p+1,12ψ
(0)
p,1,22+ψ(1)p,1,12,
by decomposing according to the location of the index of the single perturbing term (c.f. (4.1)).
Then, choosing p = ⌈4M logN⌉ for a constantM ≥ 1, we obtain max
k=p+1,...,N
|ψ(1)
k,1,12
−ψ(1)p,1,12|1A

2 =
|ψ(0)p,1,22| max
k=p+1,...,N
|ψ(1)
k,p+1,12|1A

2.R N
−3/8−M (5.21)
where we have used that according to Proposition 5.2, we have for any ℓ≤ p+1, max
k=ℓ+1,...,N
|ψ(1)
k,ℓ,12
|1A

2 ≤CRN−3/8. (5.22)
This leads us to decompose
ψ(>1)
N ,1
(
0 0
0 1
)
=

N∑
k=p+1
UN . . .Uk+1
(
0 0
0 1
)
ηk,21ψ
(1)
p,1,12
+
N∑
k=p+1
UN . . .Uk+1
(
0 0
0 1
)
ηk,21(ψ
(1)
k−1,1,12 −ψ
(1)
p,1,12)
+
p∑
k=1
UN . . .Uk+1
(
0 0
0 1
)
ηk,21ψ
(1)
k−1,1,12

. (5.23)
Let (i ), (i i ), (i i i ) be the three lines in the brackets respectively. First, by (5.21) and (5.1), the
second line is controlled by submultiplicativity,
(i i )2 =
∑N
k=pUN . . .Uk+1
(
0 0
0 1
)
ηk,21(ψ
(1)
k−1,1,12−ψ
(1)
p,1,12)1A

2 .R N
5/8−M .
Likewise, using (5.22) for the third line
(i i i )2 =
∑p
k=1UN . . .Uk+1
(
0 0
0 1
)
ηk,21ψ
(1)
k−1,1,121A

2 .R (logN )N
−3/8.
Notice that we have the Doob’s decomposition (i )=
(
Mpˆ + Apˆ
)
ψ(1)p,1,12 where
Mnˆ =
∑N
k=nUN . . .Uk+1
(
0 0
0 1
)(
ηk,21−Eηk,21
)
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is a Fˆnˆ–martingale with bounded increments (depending on R and conditionally on the event
A ) and Anˆ =
∑N
k=nUN . . .Uk+1
(
0 0
0 1
)
Eηk,21 is a predictable process. Then, we easily check that
conditionally on A , the quadratic variation of Mnˆ is controlled uniformly by
∑N
k=1Var[ηk,21].
logN and the predictable part is uniformly bounded by ‖Anˆ‖.
∑N
k=1 |Eηk,21|. logN (c.f. (5.1)).
Hence, by Theorem 2.4 with Σ2 =CRΩ logN for a sufficiently large constantCR > 0, there exists
an event B ⊂A such that
MNˆ1B + ANˆ2 ≤Σ and P[A \B].N−RΩ.
By (5.22), this shows that(i )1
B∩
{
|ψ(1)p,1,12|≤CRΣN−3/8
}
2 .R Σ
2N−3/8 and P
[
|ψ(1)p,1,12| ≥CRΣN−3/8
]
.N−RΩ.
In all, if we set G4 =B∩
{
|ψ(1)p,1,12| ≤CRΣN−3/8
}
, we conclude that P[G c4 ].P[A
c ].R N
5−RΩ and
((i )+ (i i )+ (i i i ))1G42 .R Ω(logN )N−3/8.
According to (5.23), this completes the proof.
We are now ready to conclude the proof of our main result.
Proof of Theorem 3.5. Combining Proposition 5.12 and 5.13, we have shown that for any R > 0,
there exists a constant cR > 0 and an event G = G3∩G4 with P [G c ] .R N5−RΩ so that if N is
sufficiently large (depending onΩ),ψ(>1)
N ,1 1G

2 ≤
cR√
Ω logN
.
Moreover as G ⊃A 2
N ,1, by Proposition 5.2, we also have
ψ(1)
N ,1
1G

2 ≤CR
N1/4
ω3/4
N
= CR√
Ω logN
.
From the perturbative expansion (4.2), this implies that (after adjusting the constant cR ) if N is
sufficiently large,
P
[{∥∥∏N
k=1Uk −ψ
(0)
N ,1
∥∥≥ ε}∩G ].N−cRε2Ω.
Finally as G ⊃A 1N ,1, according to Proposition 5.1, we also have that on the event G ,∥∥ψ(0)
N ,1−
(
1 0
0 0
)∥∥≤ |ψ(0)
N ,1,22| ≤CRe−N/4.
Altogether, this shows that if ε≥N−R and N is sufficiently large,
P
[∥∥∏N
k=1Uk −
(
1 0
0 0
)∥∥≥ ε].N−cRε2Ω+P[G c ],
with P [G c].R N
5−RΩ.
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5.8 Proofs of Propositions 5.10 and 5.11
In this section, we give proofs of the two propositions that we used to control the moderate
deviations of the martingale part in the decomposition ofψ(>1)
N ,n
(
1 0
0 0
)
.
Proof of Proposition 5.10. FixR > 0 and letCn =
{
maxn≤m<k≤N ‖Um · · ·Uk‖ ≤C ′R
}⋂
n≤m<k≤N A 4k,m
where C ′R is as in Proposition 5.9 and the events A
4
k,m
are as in Corollary 5.8. Then, the events
Cn are increasing and we have for all 1≤ n <N ,
P[C cn ].R N
5−RΩ. (5.24)
Let γN = ⌊
p
N/ωN
CR
⌋ with C at least as in Proposition 5.6 and let e−1/4CR < α < 1. We may as-
sume thatN is sufficiently large so that γN ≥ 2. Sinceψ(0)k−1,n =ψ
(0)
k−1,n+ j+1ψ
(0)
n+ j ,n for any suitable
integer j ≥ 0, we have for all 1≤ n <N ,
ψ(>0)
N ,n =
N∑
k=n
UN . . .Uk+1
(
0 ηk,12
ηk,21 0
)
ψ(0)
k−1,n
=
χn−1∑
ℓ=0
UN · · ·Un+(ℓ+1)γN+1ψ(>0)n+(ℓ+1)γN ,n+ℓγNψ
(0)
n+ℓγN ,n +ψ
(>0)
N ,n+χnγNψ
(0)
n+χnγN ,n
where χn = ⌊N−nγN ⌋. Then, if denote for any 0≤ ℓ<χn ,
Y (ℓ)n =ψ(>0)n+(ℓ+1)γN ,n+ℓγN
(
0 0
1 0
)
and Y
(χn)
n =ψ(>0)N ,n+χnγN
(
0 0
1 0
)
, (5.25)
this shows that
ψ(>0)
N ,n
(
0 0
1 0
)
=
χn−1∑
ℓ=0
αℓ
(
α−ℓUN · · ·Un+(ℓ+1)γN+1Y (ℓ)n ψ(0)n+ℓγN ,n,22
)
+αχnα−χnY (χn )n ψ(0)n+χnγN ,n,22.
(5.26)
Using this decomposition, by applying Jensen’s inequality, we obtain
∥∥∥ψ(>0)N ,n (0 01 0)∥∥∥2 ≤ 11−α
(χn−1∑
ℓ=0
α−ℓ
∥∥∥UN · · ·Un+(ℓ+1)γN+1Y (ℓ)n ∥∥∥2 ∣∣ψ(0)n+ℓγN ,n,22∣∣2
+α−χn
∥∥Y (χn)n ∥∥2∣∣ψ(0)n+χnγN ,n∣∣2).
Moreover, let us recall that by Proposition 5.1, it holds conditionally on the event Cn ,
∣∣ψ(0)
n+ℓγN ,n,22
∣∣2 .R exp(−ℓγN
2
√
ωN
N
)
≤C 2Re−ℓ/4CR . (5.27)
This implies that for all 1≤ n <N ,∥∥∥ψ(>0)N ,n (0 01 0)∥∥∥21Cn .R 11−α
χn∑
ℓ=0
α˜ℓ
∥∥Y (ℓ)n ∥∥21B(ℓ)n (5.28)
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where α˜= e−1/4CR/α and we set B(ℓ)n =A 4n+(ℓ+1)γN ,n+ℓγN for 0≤ ℓ<χn and B
(χn)
n =A 4N ,n+χnγN .
Now, observe that by formula (5.17), we have Q =
N∑
n=1
Var
[
ηn,21
]∥∥ψ(>0)
N ,n+1
(
0 0
1 0
)∥∥2. Then, by
(5.1) and (5.28), this implies that with C =C1 and adjusting the constantC ,
Q1C ≤C ′R
χ∑
ℓ=0
α˜ℓQℓ with Qℓ =
N∑
n=1
∥∥Y (ℓ)n ∥∥21B(ℓ)n
ωN + nˆ
1χn≥ℓ, χ=χ0 = ⌊ NγN ⌋, (5.29)
and by assumption 0< α˜< 1.
By definition,Qℓ are non–negative random variables. So, let us denote for ℓ= 0, . . . ,χ,
Q˜ℓ =Qℓ−EQℓ and X (ℓ)n =
∥∥Y (ℓ)n ∥∥21B(ℓ)n −E[∥∥Y (ℓ)n ∥∥21B(ℓ)n ]
ωN + nˆ
1χn≥ℓ for n = 1, . . . ,N .
By construction, for any fixed integer ℓ ≥ 0, the dependency graph of the collection of ran-
dom variables
(
X (ℓ)n
)N
n=1 have degree bounded by γN (c.f. (5.25)). Hence by applying Theo-
rem 2.3 with J = {1, . . . ,N } and Jk = {k + jγN : j ≥ 0}∩J for k = 1, . . . ,γN , there exist some
events Eℓ such that the following hold
max
ℓ=0,...,χ
Q˜ℓ1Eℓ2 . γNσ and max
ℓ=0,...,χ
P[E cℓ ]≤ 2γNe−(σ/b)
2/C
where
b = max
ℓ=0,...,χ
max
n=1,...,N

Y (ℓ)n 1B(ℓ)n 22
ωN + nˆ
 and σ2 = maxℓ=0,...,χ maxk=1,...,γN
 ∑
n∈Jk
Y (ℓ)n 1B(ℓ)n 42
(ωN + nˆ)2
 .
Note that we used (2.4) as well as the fact that for any random matrix X , we have ‖X ‖21 ≤
X22. Using the estimate (5.18), we obtain for all n = 1, . . . ,N and uniformly for all ℓ= 0, . . . ,χ,Y (ℓ)n 1B(ℓ)n 22
ωN + nˆ
.R
p
N
(ωN + nˆ)9/4ω1/4N
. (5.30)
Note that we used here that the block size γN ≤
p
N/ωN
CR
. This shows that we can choose
b2 =CR
N
ω5
N
and σ2 =CR
γ−1
N
N
ω4
N
≥ γ−1N
N∑
n=1
N
(ωN + nˆ)9/2
p
ωN
for a suitably large constantCR > 0. This implies that
max
ℓ=0,...,χ
Q˜ℓ1Eℓ22 .R
γNN
ω4
N
.R
N3/2
ω9/2
N
= 1
(Ω logN )3
(5.31)
and max
ℓ=0,...,χ
P[E cℓ ]≤ 2γNe
−ωNγN ≤ 2γN e−R
ω3/2
Np
N .
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The previous estimate combined with (5.24) implies that if G1 :=C1
⋂χ
ℓ=0Eℓ, then
P
[
G c1
]
.R γNχe
−RΩ logN +N5−RΩ.R N5−RΩ, (5.32)
where we used that γNχ≤N +1. Recall that by (5.29), we have
Q1G1 .R
χ∑
ℓ=0
α˜ℓQ˜ℓ1Eℓ +
χ∑
ℓ=0
α˜ℓE[Qℓ].
Moreover, using (2.3) and the estimate (5.30), we obtain
E[Qℓ].
N∑
n=1
∥∥Y (ℓ)n ∥∥21B(ℓ)n 1
ωN + nˆ
1χn≥ℓ.R
N∑
n=1
p
N
(ωN + nˆ)9/4ω1/4N
.
p
N
ω3/2
N
.
Since α˜ < 1, this shows that ∑χ
ℓ=0 α˜
ℓ
E[Qℓ].R
(1−α˜)−1
Ω logN
. Hence, by (5.31), we conclude that for a
suitable constant cR > 0,
(Q− cR
Ω logN
)
+1G1
2
2.
1
1− α˜
χ∑
ℓ=0
α˜ℓ
Q˜ℓ1Eℓ22 ≤ cR(Ω logN )3
where we used Jensen’s inequality (as 0< α˜< 1). By (5.32), this completes the proof.
Proof of Proposition 5.11. We relie on the notation and estimates from Proposition 5.10. We
also need to introduce the following stopping time:
T̂ := inf
{
nˆ <N :
{
max
n≤m<k≤N
‖Um · · ·Uk‖ >C ′R
} ⋃
n≤m<k≤N
A 4,c
k,m
⋃{
max
ℓ=0,...,χn
∥∥Y (ℓ)n ∥∥21B(ℓ)n > CRΩ logNω3/2N /pN
}}
with C ′R as in Proposition 5.9 and a constant CR to be chosen sufficiently large. By (5.25), the
random variables
(
Y (ℓ)n
)χn
ℓ=0 are Fˆnˆ measurable, so that T̂ is indeed a stopping time. We let
Z T̂
nˆ,0 = ZT̂∧nˆ,0 for nˆ = 0, . . . ,N −1. First let us observe that by (5.17) and (5.1), it holds
∥∥Z T̂n+1,0−Z T̂nˆ,0∥∥2 . RΩ logNωN
∥∥∥ψ(>0)N ,n (0 01 0)∥∥∥21T̂>nˆ .
Since
{
T̂ > nˆ
}
⊂Cn , c.f. above (5.24), using the decomposition (5.28), we obtain
∥∥Z T̂n+1,0−Z T̂nˆ,0∥∥2 .R Ω logNωN
( χn∑
ℓ=0
α˜ℓ
∥∥Y (ℓ)n ∥∥21B(ℓ)n
)
1T̂>nˆ .
Then, since
{
T̂ > nˆ
}
⊂
{
max
ℓ=0,...,χn
‖Y (ℓ)n ‖21B(ℓ)n ≤
CRΩ logN
p
N
ω3/2
N
}
and α˜ < 1, this implies that for all
nˆ = 0, . . . ,N −1, ∥∥Z T̂n+1,0−Z T̂nˆ,0∥∥2 .R (Ω logN )2
p
N
ω5/2
N
.
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Since the quadratic variation of themartingale
(
Z T̂
nˆ,0
)N
nˆ=0 is bounded byQ, by Proposition 5.10,
if we apply Theorem 2.4 with Σ2 = 2cR
Ω logN
and α2 = cR (Ω logN)
2
p
N
ω5/2
N
(after increasing the constant
cR > 0 from Proposition 5.10 if necessary), we obtain that there exists an eventA such that sup
nˆ=0,...,N−1
∥∥Z T̂nˆ,0∥∥1A2 .√ cRΩ logN (5.33)
and by a union bound, P[A c ] ≤ 4e−( Σα )2 +P
[
Q >Σ2
]
. With our conventions, we have Σ
2
α2
=
2ω5/2
N
(Ω logN)3
p
N
= 2N1/3
(Ω logN)4/3
≤ RΩ logN if N is sufficiently large (depending on Ω). Moreover with
the event G1 from Proposition 5.10 and if cR ≥R , it holds by (2.1),
P
[
Q >Σ2,G1
]
=P
[
(Q−Σ2/2)1G1 >Σ2/2
]
≤ 2exp
(
−Σ
4(Ω logN)3
4cR
)
≤ 2exp
(
−RΩ logN
)
.
Combining these estimates with the fact that P
[
G c1
]
.R N
5−RΩ, this implies that if N is suffi-
ciently large,
P[A c ].R N
5−RΩ. (5.34)
By (5.33), in order to complete the proof, it suffices to show that T̂ ≥ N with overwhelming
probability. By definition, we have
P
[
T̂ ≥N
]
=P
[
max
1≤m<k≤N
‖Um · · ·Uk‖ ≤C ′R ,
⋂
n≤m<k≤N
A 4k,m , maxn=1,...,N
max
ℓ=0,...,χn
∥∥Y (ℓ)n ∥∥21B(ℓ)n ≤ CRΩ logNω3/2N /pN
]
Since
∥∥Y (ℓ)n ∥∥21B(ℓ)n 1 ≤ Y (ℓ)n 1B(ℓ)n 22, by using the estimate (5.30) and (2.1), we obtain that if
CR is sufficiently large, then
P
[∥∥Y (ℓ)n ∥∥21B(ℓ)n > CRΩ logNω3/2N /pN
]
≤ 2N−RΩ.
Hence, by Proposition 5.9 and Corollary 5.8, we obtain
P
[
T̂ <N
]
.R N
5−RΩ.
Thus, by (5.33), we conclude that if we let G2 =A ∩
{
T̂ ≥N
}
, then sup
nˆ=0,...,N−1
∥∥Znˆ,0∥∥1G22 .R 1pΩ logN
and by (5.34), P[G c2 ].R N
5−RΩ.
6 Coupling with a Gaussian log–correlated field
6.1 Proof of Proposition 3.4
The argument is divided in two steps. First, we use again Corollary 3.3 to compute theHermite
contribution coming from
[∏N
k=1λ+(
k
N
)
(
1−δk
)]
. Then, we obtain an approximation between
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sums involving {ηk,11}
N
k=1 and integrals against the appropriate Brownian motions. We let α =
1/9 and δ= 1/45 as in Corollary 3.3.
1- Contribution from themean: Let us observe that if there is no noise (i.e. when {(Xk ,Yk)}
N
k=1 =
0), by Lemma 3.1 and formula (1.5), we have for any n ≥ 2,(
πn(z)
πn−1(z)
)
=
n∏
k=2
λ+(k−1N )
(
1−δk
)
Vn+1
n∏
k=2
U˜kV
−1
2
(
z
1
)
, (6.1)
where U˜k = EUk for k ∈ {1, . . . ,N } and {πn} are the monic Hermite polynomials scaled to be
orthogonal with respect to the weight e−2Nx
2
on R. Moreover, we can also apply the estimate
from Corollary 3.3 in the case where there is no noise, this implies that uniformly for all z ∈P ,(
πN (z)
πN−1(z)
)
=
N∏
k=2
λ+(k−1N )
(
1−δk
)
VN+1
[(
1 0
0 0
)
+O
(
N−
1
10
)]
V −12
(
z
1
)
.
Now using the estimates (3.11) with b1 = 0, if we extract the first entry from the previous for-
mula, we obtain that for any compact set K ⊂C, it holds uniformly for all z ∈K ∩P ,
πN (z)=
N∏
k=1
λ+( kN )
(
1−δk
)(
1+O
(
N−
1
10
))
. (6.2)
2- Truncation and linearization: Let us work under the probability measure PS from Defini-
tion B.2 with S = Nδ. Under this measure, the random variables {Xk } and {Yk } from (1.7) are
bounded by N3δ/2. Recall that supt∈[0,1] |z2− t |−1 ≤N2α for z ∈P (see the proof of Lemma B.1).
By (3.3), this implies that |δk | ≤ 14N−1+2α for k ∈ {1, . . . ,N }. As in (3.6), we let
ηk,11 =
√
1/2β
Nz2−k
(
Xk +Yk J
(
z
√
N
k−1
))
. (6.3)
Hence |ηk,11|. N−1/2+α+3δ/2. First, if N is sufficiently large, we can assume that |ηk,11| ≤ 14 for
k ∈ {1, . . . ,N }, in which case
N∑
k=1
∣∣∣∣ log(1− ηk,111−δk
)
− log
(
1−ηk,11
)∣∣∣∣. N∑
k=1
∣∣δkηk,11∣∣=O (N− 12+3α+ 3δ2 ) .
Second, we check that by expanding log(·) that∣∣∣ N∑
k=1
log
(
1−ηk,11
)
+
N∑
k=1
(
ηk,11+
1
2
η2k,11
)∣∣∣. N∑
k=1
∣∣ηk,11∣∣3 .N− 12+3α+ 9δ2 .
With α= 1/9 and δ= 1/45, we obtain
N∏
k=1
λ+( kN )
(
1−δk −ηk,11
)
=
N∏
k=1
λ+( kN )
(
1−δk
)
exp
(
−
N∑
k=1
(
ηk,11+
1
2
η2k,11
)
+O
(
N−
2
15
))
.
Hence, by combining these asymptotics with (6.2), we obtain PNδ–almost surely,
N∏
k=1
λ+( kN )
(
1−δk −ηk,11
)
=πN (z)exp
(
−
N∑
k=1
(
ηk,11+
1
2
η2k,11
))(
1+O
(
N−
1
10
))
, (6.4)
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uniformly for all z ∈K ∩P .
3- Comparing to stochastic integrals: Recall that we have used the coupling from Theorem C.1.
Hence we have max
1≤n≤N
∣∣∣ 1p
N
∑n
j=1 X j −X nN
∣∣∣
1
∨
 max
1≤n≤N
∣∣∣ 1p
N
∑n
j=1Y j −Y nN
∣∣∣
1
.
logNp
N
. (6.5)
By Proposition C.2, (6.5) and (6.3), we verify that for any δ > 0, it holds with probability at
least 1−e−cNδ ,∣∣∣∣∣ N∑
k=1
ηk,11−
1√
2β
∫1
0
dXu + J (z/
p
u)dYup
z2−u
∣∣∣∣∣ .N−1/2 maxf = f1, f2
{
‖ f ‖TV,1N2δ+YN ( f )
}
(6.6)
where f1(u) = 1p
z2−u , f2(u) =
J (z/
p
u)p
z2−u , for u ∈ (0,1]. We already used that supu∈[0,1] ‖ f j ‖∞ . N
α
for j = 1,2 and we verify by Lemma A.1 and (A.1) that for any u ∈ (0,1],
| f ′1(u)|+ | f ′2(u)|.
1
|z2−u|3/2 +
|z J (z/pu)|
u|z2−u| .
1
|z2−u|3/2 +
1/
p
u
|z2−u| .
This gives thebounds: ‖ f j‖TV,1 .N2α andYN ( f j )1 .N2α for j = 1,2. By (6.6), these estimates
show that with probability at least 1−e−cNδ , it holds uniformly for all z ∈P ,∣∣∣∣∣ N∑
k=1
ηk,11−
1√
2β
∫1
0
dXu+ J (z/
p
u)dYup
z2−u
∣∣∣∣∣ .N−1/3. (6.7)
Moreover, we have PS–almost surely for k ≥ 1,
η2k,111 ≤ηk,1122 .N−1+2α
(
Xk22+Yk22
)
.N−1+2α,
so that
∑N
k=1
η2
k,11
2
1 .N
−1+4α. By Bernstein’s inequality (2.5) with the measure PS this shows
that with probability at least 1−e−cNδ ,∣∣∣∣∣ N∑
k=1
(
η2k,11−ESη2k,11
)∣∣∣∣∣≤N−1/2+α+δ. (6.8)
As for the means, we have for k ≥ 1 ESη2k,11 = Eη2k,11+O (e−cN
−δ
) and
Eη2k,11 =
1/2β
Nz2−k
(
EX 2k + J
(
z
√
N
k−1
)2
EY 2k
)
= 1
2βN
1+ J
(
z
√
N
k−1
)2
z2−k/N , (6.9)
so that by a Riemann sum approximation
N∑
k=1
Eη2k,11 =
1
2β
∫1
0
1+ J (z/pu)2
z2−u du+O
(
N∑
k=1
p
N/k
|Nz2−k|2
)
= E
[(
1√
2β
∫1
0
dXu+ J (z/
p
u)dYup
z2−u
)2]
+O
(
N−1+4α
)
.
(6.10)
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Here we have used that the estimate (B.4) and that if f (u)= 1+J (z/
p
u)2
z2−u , then by Lemma A.1 and
(A.1), | f ′(u)|. 1/
p
u
|z2−u|2 for u ∈ [0,1] uniformly for all z ∈K ∩P .
By combining the estimates (6.7), (6.8) and (6.10), we conclude that there exists an event
A ⊂TNδ , such that P[A c ]≤ 2e−N
δ
such that on A , it holds uniformly for all z ∈K ∩P ,
N∑
k=1
(
ηk,11+
1
2
η2k,11
)
=
√
2
β
W(z)+ 1
β
E
[
W(z)2
]
+O
(
N−1/3
)
,
where we recall from (1.9)
W(z)= 1
2
∫1
0
dXu+ J (z/
p
u)dYup
z2−u
.
By combining these asymptotics with (6.4), this completes the proof. ä
6.2 Proof of Proposition 3.6
The argument is very similar to that of Section 6.1. We work under the probability measure PS
with S =N ǫ from Definition B.2 for a small ǫ> 0 to be chosen later.
We fix a point z ∈DH (see Definition 1.5) and we let χ= |ℜz|2−ΩN−2/3|ℜz|2/3 (in particular,
we note that for all t ∈ [0,χ], we have ⌊Nt⌋ ≤ NH ). Like in Section 6.1-3, we claim that if ǫ> 0 is
sufficiently small compared to δ> 0, then it holds PNǫ–almost surely, for all n ∈ {1, . . . ,NH },∣∣∣ n∑
k=1
log
(
1− ηk,11
1−δk
)
+
n∑
k=1
(
ηk,11+
1
2
η2k,11
)∣∣∣.N−ǫ. (6.11)
This estimate follows from the fact that |Nz2 − k| ≥ ωN+kˆp
2
for all k ∈ {1, . . . ,NH } (see Proposi-
tion A.2). Then, according to (3.3) and (3.6), it holds PNǫ–almost surely,
NH∑
k=1
∣∣δkηk,11∣∣.N ǫ/2ω−1/2N and NH∑
k=1
∣∣ηk,11∣∣3. NH∑
k=1
N3ǫ/2
|Nz2−k|3/2 .β N
3ǫ/2ω−1/2N .
SinceωN ≥ΩN2δ/3, the estimate (6.11) implies that for all n ∈ {1, . . . ,NH },
n∏
k=1
λ+( kN )
(
1−δk −ηk,11
)
=
n∏
k=1
λ+( kN )
(
1−δk
)
exp
(
−
n∑
k=1
(
ηk,11+
1
2
η2k,11
)
+O
(
N−ǫ
))
.
Hence by (A.3), this shows that uniformly for all z ∈DH and n ∈ [Nδ,NH ],[ n∏
k=2
λ+(k−1N )
(
1−δk −ηk,11
)](λ+( nN )
1
)
= exp
(
−
n∑
k=1
(
ηk,11+
1
2
η2k,11
))( πn
πn−1
)(
1+O
(
N−ǫ
))
. (6.12)
Now, by (6.5), (6.3) and Proposition C.2, for any n ≤ NH , there exists an event An which is
independent ofF>n , such that P[A cn ]≤ e−N
ǫ
and∣∣∣∣∣ n∑
k=1
ηk,11−
1√
2β
∫t
0
dXu+ J (z/
p
u)dYup
z2−u
∣∣∣∣∣.N−1/2 maxf = f1, f2 {‖ f ‖TV,χN3ǫ/2+Yn( f )} (6.13)
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where t = n/N and f1(u) = 1p
z2−u , f2(u) =
J (z/
p
u)p
z2−u , for u ∈ [0,χ]. To control the errors, observe
that for j = 1,2,
‖ f j ‖∞. sup
u∈[0,χ]
(
1p
|ℜz|2−u
)
.Ω N
1/3|ℜz|−1/3 ≤N1/2−δ/3,
where we have used that for any z ∈DH , |z2−u| ≥ |ℜz|
2−up
2
for u ∈ [0,χ] (see the proof of Propo-
sition A.2) and |ℜz| ≥Nδ− 12 . Similarly, we have∫χ
0
| f ′1(u)|du ≤
∫χ
0
du
(|ℜz|2−u)3/2 .Ω N
1/3|ℜz|−1/3 ≤N1/2−δ/3
and by (A.1), ∫χ
0
| f ′2(u)|du ≤
∫χ
0
| f ′1(u)|du+|z|
∫χ
0
|J (z/pu)|
|z2−u|
du
u
where by Lemma A.1 and a change of variable s = u/|ℜz|2, we obtain∫χ
0
|J (z/pu)|
|z2−u|
du
u
.Ω |ℜz|−1
∫1−N−δ/3
0
|J (1/ps)|
1− s
ds
s
.Ω N
1/2−δ logN .
The previous estimates imply thatYn( f j )1 .Ω N1/2−δ/3 for j = 1,2 so that if ǫ> 0 is sufficiently
small compared toδ> 0,we have |Yn( f j )| ≤N1/2−ǫ on the eventAn. By (6.13), sincewe also have
‖ f j‖TV,χ.Ω N1/2−δ/3 for j = 1,2, this shows that on An ,∣∣∣∣∣ n∑
k=1
ηk,11−
1√
2β
∫t
0
dXu + J (z/
p
u)dYup
z2−u
∣∣∣∣∣.N−ǫ. (6.14)
Moreover, we also verify that η2
k,11
1 . 1ωN+kˆ for all k ∈ {1, . . . ,NH }, so that
∑NH
k=1
η2
k,11
2
1 .
ω−1N ≤ Ω−1N−2δ/3 for z ∈ DH . By Bernstein’s inequality (2.5) and (B.2), this shows that with
probability at least 1−e−cNǫ ,
sup
n≤NH
∣∣∣∣∣ n∑
k=1
(
η2k,11−Eη2k,11
)∣∣∣∣∣≤N−ǫ. (6.15)
As for the mean, by (6.9)–(6.10), we obtain with t = n/N ≤χ,
n∑
k=1
Eη2k,11 = E
[(
1√
2β
∫t
0
dXu+ J (z/
p
u)dYup
z2−u
)2]
+O
(
ω−1/2N
)
. (6.16)
where we have used that by (A.1) and Lemma A.1,
∣∣∣ ddu 1+J (z/pu)2z2−u ∣∣∣. 1(|ℜz|2−u)2 + 1pu(|ℜz|2−u)3/2 for
u ∈ (0,χ]. Hence by combining the estimates (6.14), (6.15) and (6.16), this implies that there
exists an event Gn which is independent of F>n , such that P[G cn ]≤ e−cN
ǫ
and
sup
n≤NH ,t=n/N

∣∣∣∣∣∣
n∑
k=1
(
ηk,11+
1
2
η2k,11
)
−
√
2
β
Wt (z)−
1
2
E
(√ 2
β
Wt (z)
)2∣∣∣∣∣∣1Gn
. 4N−ǫ.
where we recall (1.9), which statesWt (z)=
1
2
∫t
0
dXu+ J (z/
p
u)dYup
z2−u
. ä
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A Properties of the inverse Joukowsky transform and asymp-
totics of Hermite polynomials
In this section, we record a few basic properties of the the inverse Joukowsky transform J from
(1.8) which we will need for the proofs of Theorems 1.4 and 1.6. We also explain the relation-
ship between the asymptotics from Section 3.2 and the Plancherel–Rotach expansion for the
Hermite polynomials.
LemmaA.1. We have for any q ∈C, |J (q)| ≤ 1/|q | and |J (q)| ≤ |J (ℜq)|Moreover, we also have for
any q ∈ [1,2],
0≤ J (q)≤ exp
(
−2
3
√
q2−1
)
.
Proof. Consider themap z ∈D 7→ J (1/z). By definition, thismap is holomorphicand |J (1/z)| < 1
for any z ∈D. Hence, by the Schwartz Lemma, |J (1/z)| < |z| for all z ∈D. Since |J (q)| ≤ 1 for any
q ∈C, this proves the first claim.
For the second claim, let us observe that for any r ∈ (0,1],
Er =
{
q ∈C : |J (q)| = r
}
is an ellipse with foci ±1 and major semi–axis r+r−12 (in particular, E1 = [−1,1] is a degenerate
ellipse). Since these ellipses are nested, we have |J (q)| ≥ r for any q ∈ Int(Er ). So, if q ∈ Er for a
r ∈ (0,1], asℜq ∈ Int(Er ), this proves the second claim.
For any q > 1, we have J (q)−1 > 1 and
d
dq
log
(
J (q)−1
)
=− J
′(q)
J (q)
= 1√
q2−1
. (A.1)
Since J (1)= 1, this shows that for q ≥ 1,
J (q)= exp
(
−
∫q
1
dtp
t2−1
)
.
In particular for q ∈ [1,2], we have
0< J (q)≤ exp
(
−
√
q+1
3
∫q
1
dtp
t −1
)
= exp
(
−2
3
√
q2−1
)
.
This implies the third claim.
Proposition A.2. Recall the definition (3.4) of ρk as well as the Definition 1.5. For any z ∈DH
and for all k = 1, . . . ,NH (z),
|Nz2−k| ≥ ωN + kˆp
2
and |ρk(z)| ≤ exp
−4
3
√
ωN + kˆ
NH
 ,
where we take the convention that kˆ =NH (z)−k.
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Proof. We have for any z ∈DH and for any k = 1, . . . ,NH ,
|Nz2−k| ≥ N
(
ℜ(z2)+ℑ(z2)
)
−k
p
2
≥ N (ℜz)
2−NH + kˆp
2
= ωN + kˆp
2
, (A.2)
where we used that ℜ(z2)+ℑ(z2)= (ℜz)2+ℑz
(
2ℜz−ℑz)≥ (ℜz)2 at the second step. Using the
estimates from Lemma A.1, we also have for any z ∈DH and for any k = 1, . . . ,NH ,
∣∣J ( zp
k/N
)
∣∣≤ J ( ℜzp
k/N
∧2)≤ exp
−2
3
√
N (ℜz)2∧4k−k
k
 .
These estimates shows that
∣∣J ( zp
k/N
)
∣∣≤ exp
−2
3
√
ωN + kˆ
k
∨e−2/p3.
Upon replacing k by NH on the RHS and using (3.4), this proves the claim.
Proposition A.3. Recall the definitions (3.2) and (3.3) of λ+ and δk . There exists a small ǫ > 0
(depending on δ> 0 in the definition 1.5) so that for any z ∈DH and n ∈ [Nδ,NH ],[ n∏
k=2
λ+(k−1N )
(
1−δk
)](λ+( nN )
1
)
=
(
πn(z)
πn−1(z)
)(
1+O
(
N−ǫ
))
(A.3)
where {πn} are the monic Hermite polynomials, orthogonal with respect to e
−2Nx2 on R.
Proof. 1- Riemann sum approximations: Recall that the function λ+(t ) =
p
t J (z/
p
t )−1/2, and
by computing its second derivative:
d2 log(λ+(t ))
dt2
=− 2λ+(t )+
p
z2− t
16λ+(t )2(z2− t )3/2
.
Then, by using the trapezoidal rule, we have for t = n/N ,
n∑
k=1
logλ+( kN )=N
∫t
0
log(λ+(u))du+
log(λ+(t ))− log(λ+(0))
2
+O
 1p
N
n∑
k=1
∣∣∣ λ+( kN )+
√
z2− k
N
λ+( kN )
2(Nz2−k)3/2
∣∣∣
 .
According to Lemma A.1, we have |λ+(t )| ≥ |z|/2 for any t ∈ (0,1]. Using the estimate (A.2), this
implies that for z ∈DH ,n ≤NH ,
1p
N
n∑
k=1
∣∣∣ λ+( kN )+
√
z2− k
N
λ+( kN )
2(Nz2−k)3/2
∣∣∣ . N−1/2|z|pωN + logN|z|2N =O
(
N−δ
)
,
where we have used that |z| ≥N−1/2+δ for z ∈DH . Since λ+(0)= z, this shows that
n∑
k=1
logλ+( kN )=N
∫t
0
log(λ+(u))du+
log(λ+(t ))− log(z)
2
+O
(
N−δ
)
. (A.4)
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In addition, let us observe
1
2
∫t
0
du
z2−u = log
(
zp
z2− t
)
.
so that using (3.3) and the estimate (A.2), we obtain
n∑
k=2
δk =−
1
4
∫t
0
du
z2−u +O
(
n∑
k=1
1
|Nz2−k|2
)
=−1
2
log
(
zp
z2− t
)
+O
(
ω−1N
)
.
(A.5)
SinceωN ≥ΩN2δ/3, combining the estimates (A.4) and (A.5), we obtain that for n ≤NH with
t = n/N ,
n∑
k=1
logλ+( kN )−
n∑
k=2
δk =N
∫t
0
log(λ+(u))du+
log(λ+(t ))− log(
p
z2− t )
2
+O
(
N−
2δ
3
)
=N
∫t
0
log(λ+(u))du+ log
(√
z−pt +
√
z+pt
2(z2− t )1/4
)
+O
(
N−
2δ
3
)
,
where we used that
(√
z−pt +
√
z+pt
)2
= 4λ+(t ). Since
∑n
k=2δ
2
k
= O
(
ω−1N
)
for n ≤ NH , this
shows that with t = n/N ,
n∏
k=1
λ+( kN )
n∏
k=2
(
1−δk
)
=
(
γ(z/
p
t )+γ(z/pt )−1
2
)
exp
(
N
∫t
0
log(λ+(u))du+O
(
N−
2δ
3
))
(A.6)
where γ(z)=
(
z+1
z−1
)1/4
and the error is uniform for z ∈DH .
2- g function: Since λ+(u)=
p
uJ (z/
p
u)−1
2
, we deduce from (A.1) that dλ+(u)
dz
= λ+(u)p
z2−u . This implies
that
d
dz
(∫t
0
log(λ+(u))du
)
=
∫t
0
dup
z2−u
= 2
(
z−
√
z2− t
)
= 4λ−(t ) (A.7)
where we used (1.6). Let ρ(x) =
p
1−x2
π/2
1|x|≤1 denotes the semicircle density on [−1,1] and recall
that its Stieltjes transform satisfies for all t > 0,∫
ρt (x)
z−x dx =
4λ−(t )
t
, where ρt (x)= ρ(x/
p
t )/
p
t .
So if we define for z ∈C\ [−1,1],
g t (z)=
∫
log(z−x)ρt (x)dx,
we deduce from (A.7) that ∫t
0
log(λ+(u))du = t g t (z).
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Note that there is no constant of integration since λ+(t ) = z +Ot (z−1) as z →+∞ and g t (z) =
logz+Ot (z−2) as z→+∞. Hence, by (A.6), we obtain that for n ≤NH and t = n/N ,
n∏
k=1
λ+( kN )
n∏
k=2
(
1−δk
)
=
(
γ(z/
p
t )+γ(z/pt )−1
2
)
exp
(
ng t (z)+O
(
N−
2δ
3
))
. (A.8)
3- Hermite asymptotics: Recall from [Dei+99b, Theorem 1.3] that the (monic) Hermite polyno-
mials {Πn} defined with respect the weight e
−2nx2 on R have the asymptotics as n→+∞,
Πn(z)=
(
γ(z)+γ(z)−1
2
)
eng (z)
(
1+O (n−ǫ)
)
. (A.9)
uniformly for (ℜz)2 ≥ 1+ n−1/3+δ, with ǫ > 0 sufficiently small depending on δ > 0. Using
the scaling property of the Hermite polynomials πn(z) = Πn(z/
p
t )tn/2 and g t (z) = g (z/
p
t )+
log(
p
t ) for t = n/N , we obtain that as n→+∞,
πn(z)=
(
γ(z/
p
t )+γ(z/pt )−1
2
)
exp
(
ng t (z)+O (n−ǫ)
)
, n ≤NH (z).
By (A.8), this shows that for δ > 0, there exists a small ǫ > 0 (depending on δ > 0) such that
uniformly for z ∈DH , for all n ∈ [Nδ,NH ],
n∏
k=1
λ+( kN )
n∏
k=2
(
1−δk
)
=πn(z)
(
1+O
(
N−ǫ
))
.
The same argument with t = n−1
N
shows that for all n ∈ [Nδ,NH ],
∏n−1
k=1 λ+(
k
N
)
∏n
k=2
(
1−δk
)
=
πn−1(z) (1+O (N−ǫ)). This completes the proof.
Lemma A.4. The function (q,z) 7→ log
(
1− J (q)J (z)
)
is biholomorphic in the domain C \ [−1,1]
and we have for any q,z ∈C\ [−1,1] and t ∈ (0,1],
d
dt
log
(
1− J (q/
p
t )J (z/
p
t )
)
=−1+ J (z/
p
t )J (q/
p
t )
4
√
q2− t
p
z2− t
.
Proof. Since J : C \ [−1,1] 7→ C is holomorphic, it immediately follows that log
(
1− J (q)J (z)
)
is
biholomorphic in (C\ [−1,1])2. Differentiating in t ,
d
dt
log
(
1− J (q/
p
t )J (z/
p
t )
)
= 1
2t3/2
z J ′(z/
p
t )J (q/
p
t )+q J (z/pt )J ′(q/pt )
1− J (q/pt )J (z/pt )
.
Using the identity (A.1), this implies that
d
dt
log
(
1− J (q/
p
t )J (z/
p
t )
)
=− J (z/
p
t )J (q/
p
t )p
z2/t −1
√
q2/t −1
z
√
q2/t −1+q
p
z2/t −1
2t3/2
(
1− J (q/pt )J (z/pt )
) .
Now, let us observe that since J (q)−1 = q+
√
q2−1, we have
J (q/
p
t )−1 J (z/
p
t )−1− J (q/pt )J (z/pt )
2
= z
√
q2/t −1+q
p
z2/t −1p
t
,
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so that
d
dt
log
(
1− J (q/
p
t )J (z/
p
t )
)
=− 1/(4t )p
z2/t −1
√
q2/t −1
1− J (q/pt )2J (z/pt )2
1− J (q/pt )J (z/pt )
=−1+ J (q/
p
t )J (z/
p
t )
4
√
q2− t
p
z2− t
.
B Estimates for the noise
In this section, we provide estimates for the random variables (1.7) which are necessary to ob-
tain control of the noise for the proofs of Theorems 1.4 and 1.6.
Lemma B.1. The random variables X1,X2,X3, . . . and Y2,Y3, . . . are all independent. We have
Xk ∼N (0,1) for all k ∈N. Moreover, we have for any k ≥ 2,
EYk = 0, EY 2k = 1 and Yk1 . 1.
Finally, for any k ≥ 2 and ξ≤ 2
√
β(k−1),
P [|Yk | ≥ ξ]. e−ξ
2/8.
Proof. Wehave seen at the beginning of Section 1.1 that a2
k
∼ Γ(βk2 ,2) for k ≥ 1. Using the formu-
lae for the mean and variance of a Gamma random variable, we find that EYk = 0 and EY 2k = 1.
Moreover, we can also explicitly compute the Laplace transform a2
k
andweobtain for ξ∈ [0,1/4],
E[eξa
2
k ]= (1−2ξ)−βk/2 ≤ e2ξβk .
We have for any k ≥ 1 and ξ ∈ [0,
√
βk/2],
E[eξYk+1 ]=
(
1− 2ξ√
2βk
)−kβ/2
e−ξ
p
kβ/2 ≤ e2ξ2 ,
where we used that 1− x ≥ e−x−2x2 for all x ∈ [0,0.9]. Similarly, using that 1+ x ≥ ex−x2/2 for all
x ≥ 0, we have for any ξ≥ 0,
E[e−ξYk+1 ]=
(
1+ 2ξ√
2βk
)−kβ/2
eξ
p
kβ/2 ≤ eξ2/2.
Both these estimates combined show that uniformly in k, some small number of exponential
moments exist and are bounded, and so Yk+11 . β−1/2. Moreover by Markov’s inequality,
these bounds show that for any k ≥ 1 and ξ ∈ [0,2
√
βk],
P[|Yk+1| ≥ ξ]≤ E[eξ|Yk+1|/4]e−ξ
2/4 ≤ 2e−ξ2/8.
This completes the proof.
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The important consequence is thatwe can truncate the randomvariables X1,Y2,X2, · · · ,YN ,XN
by working on an event of overwhelming probability. For S> 0, we define the event
TS =
{
|Yk | ≤
p
S for k = ⌈β−1S⌉, . . .N
}
∩
{
|Yk | ≤ S for k = 1, . . .⌊β−1S⌋
}
∩
{
|Xk | ≤
p
S for k = 1, . . .N
}
.
(B.1)
Then, it follows from Lemma B.1 that there exists absolute constants C ,c > 0 such that for any
S> 0,
P[TS]≥ 1−C
(
2+ SβN
)
Ne−cS. (B.2)
Note that it is possible to choose S growing with the dimension N in the estimate (B.2), so that
the event TS holds with overwhelming probability.
Since, we would like to work with truncated random variables instead of {Xk ,Yk }
N
k=1, this
motivates the following notation.
DefinitionB.2. Let PS =
P[·1TS ]
P[TS]
. This probabilitymeasure is absolutely continuouswith respect
to P and the random variables X1,X2,X3, . . . and Y2,Y3, . . . remain independent under PS.
Let us also record that by Lemma B.1 and (B.2), we have for any k ≥ 1 and q ≥ 1,
ES[X
q
k
]= E[X q
k
]+Oq (Ne−cS) and ES[Y qk+1]= E[Y
q
k+1]+Oq (Ne
−cS). (B.3)
We now turn to the applications for the proofs of Theorems 1.4 and 1.6 (see Section 4 for
further details).
Lemma B.3. Let S = N ǫ and PS be as in definition B.2, then the conditions (3.9) hold under PS
uniformly for all z ∈P , (1.12).
Proof. First, let us observe that if ℑz ≥N−α and k ∈ {1, . . . ,N },
|Nz2−k|−1 ≤N2α−1. (B.4)
Indeed, the closest point the parabola z 7→ Nz2 restricted to a horizontal line with ℑz = η > 0
makes to the positive real axis is for z = iη. For η=N−α and k = 0, we obtain the bound claimed
in the previous display. As for J , we have that for Nα ≥ 2, t ≥ 1 and ℑz ≥N−α,
|J (zt )| ≤ |J (z)| ≤ |J (iN−α)| =
√
1+N−2α−N−α
≤ 1−3N−α/4. (B.5)
Here we used that J maps the C \E conformally onto the disk
{
|q | ≤ |J (iN−α)|
}
where E is the
ellipse with foci ±1 tangent to the lineℑz =N−α.
By similar considerations, we verify that both estimates (B.4) and (B.5) hold if ℜz ≥ 1+
N−2α/2. Hence by symmetry, these estimates also hold uniformly for all z ∈P and k ∈ {1, . . . ,N }.
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By (3.6), this implies that for all z ∈P and k ∈ {1, . . . ,N },
|ηk,11| ≤
√
N2α−1
2β
(
|Xk |+ |Yk |
)
. (B.6)
So that by (B.3), we obtain ES[ηk,11]=O (Ne−cN
ǫ
), ES[|ηk,11|2]≤ N
2α−1
β
(
1+O (Ne−cNǫ )
)
, and |ηk,11| ≤√
2β−1N ǫ+α−1/2, PS almost surely. Therefore, this shows that for an absolute constant Cβ, the
random variables {ηk,11}
N
k=1 satisfies the conditions (3.9) from Proposition 3.2 (uniformly for all
z ∈P).
Now, by (3.3) and (3.4), we also have for all z ∈P and k ∈ {1, . . . ,N },
|δk | ≤N2α−1/4 and |ρk | ≤ 1−cN−α
with c ∈ (1,3/2) if N is sufficiently large. By (3.7), this implies that
|ηk,21| ≤ 2
(
|δk |+ |ηk,11|
)
and |ηk,12| ≤ 2|δk |+
√
2N2α−1
β
(
|Xk |+ |Yk |
)
,
where we have used that |Y˘k | ≤ |Yk | and that |δk |+ |ηk,11| ≤ 1/2 if N is sufficiently large. Using
all the previous estimates, this shows that for all z ∈P and k ∈ {1, . . . ,N },
ES[|ηk,21|2],ES[|ηk,12|2]. (1+β−1)N2α−1 and |ηk,21|, |ηk,12|. (1+β−1)N ǫ+α−1/2,
where the second holds PS almost surely if N is sufficiently large. Plainly, similar bounds holds
for the random variable ηk,22 as well. As for the means, by a Taylor expansion, we have
ηk,21 =
(
δk −ηk,11
)(
1+δk +ηk,11+O (|δk |2+|ηk,11|2)
)
= δk −ηk,11−η2k,11+O
(
|δk |3+|ηk,11|3
)
.
(B.7)
Using the estimates (B.3) and (B.6), this shows that for all z ∈P and k ∈ {1, . . . ,N },
ES[ηk,21]= δk −Eη2k,11+Oβ(N3α−3/2).
We conclude that if N is sufficiently large, we have
∣∣ES[ηk,11]∣∣. (1+β−1)N2α−1. By similar con-
siderations, we obtain the same estimates for the means of ηk,12 and ηk,22.
Analogous estimates also holds for the noise if z ∈ DH away from the turning point of the
recurrence, that is for k ∈ {1, . . . ,NH }, see Definition 1.5. However, in this case, we need to keep
carefully track of the size of the noise as k approaches the turning point.
Lemma B.4. Let {ηk,i j } be as in Lemma 3.1 for i , j ∈ {1,2} and let PS be as in Definition B.2 with
S≥ rβ logN for a fixed large A> 0. It holdsPS almost surely, for all z ∈DH and all k = 1, . . . ,NH (z),
∣∣ESηk,i j ∣∣. 1+β−1
ωN + kˆ
, ER |ηk,i j |2 .
1+β−1
(ωN + kˆ)
and |ηk,i j |.
√
S(1+β−1)
(ωN + kˆ)
, (B.8)
where kˆ =NH (z)−k and the implied constant depends only on rβ.
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Proof. First recall that for all z ∈DH , ωN ≥ΩN2δ/3 is a large parameter. With the notation from
the proof of Lemma 3.1, we have ηk,11 =
√
1/2β
Nz2−k
(
Xk + Y˘k
)
where Y˘k = Yk J
(
z
√
N
k−1
)
and Xk ,Yk
havemean 0 and variance 1 under P. Then, according to (B.3), this shows that
ESηk,11 =
√
1/2β
Nz2−kO (N
1−crβ ) and ES|ηk,11|2 ≤
1/β
|Nz2−k|
(
1+O (N1−crβ )
)
By Proposition A.2, this shows that |ESηk,11| =O (β−1/2N1−crβ ) and ES|ηk,11|2 . β
−1
ωN+kˆ
. Moreover,
by Lemma A.1, we have
|Y˘k | ≤ |Yk |
√
k
N(ℜz)2 and |ρk | ≤
k
N (ℜz)2 .
This implies that conditionally on the event TS, (B.1), |ηk,11| ≤ 4
√
S/β
ωN+kˆ
if N is sufficiently large
(depending on δ,β). By formula (3.3), we also verify that for k = 1, . . . ,NH , |δk | . 1ωN+kˆ . Then
by (3.7), we can obtain similar estimates for the other random variables ηk,i j . For instance,
conditionally on the event TS,
|ηk,21| ≤ 2|δk |+2|ηk,11|.
√
(1+β−1)S
ωN + kˆ
and
ES|ηk,21|2 ≤ 8
(
|δk |2+ES|ηk,11|2
)
.
1+β−1
ωN + kˆ
.
As for the mean, using (B.7),
ES[ηk,21]= δk −Eη2k,11+O
((
1/β
ωN+kˆ
)−3/2)
.
This shows that we also have |ESηk,21|. 1+β
−1
ωN+kˆ
. By similar considerations, we obtain the same
estimates for the means of ηk,12 and ηk,22.
C Strong embeddings
We discuss some of the literature on so-called strong embeddings, which embed random walks
into Brownianmotionswith essentially optimal supremumerror bounds. The classical paper in
this subject is the Komlós–Tusnády–Major [KMT76], but many other authors have contributed,
e.g. [Cha12; Sha95; BG16; GZ08; Sak82]. For our purposes, the formulation of [Sha95] suffices,
which we formulate in the following way.
Theorem C.1. Suppose that {Xk}
∞
1 is a sequence of independent, real, centered, variance 1 ran-
dom variables having M = supk∈NXk1 <∞. Then there is a constant CM > 0 and an extension
of the probability space supporting a standard Brownian motion X so that for any n ∈N,max
1≤k≤n
∣∣∣∑kj=1 X j −Xn∣∣∣
1
≤CM logn.
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Proof. The condition in [Sha95, Theorem A] is that there is a λ > 0 so that λE[eλ|Xk ||Xk |3] ≤
EX 2
k
= 1. By Hölder’s inequality E[eλ|Xk ||Xk |3] ≤ (E[e2λ|Xk |]E|Xk |6)1/2 ≤ CM3, for some absolute
constantC > 0 as soon as 2λ≤M . Hence the condition of [Sha95] is satisfied takingλ= 1/(CM3).
The conclusion of [Sha95] shows that withMn =max1≤k≤n
∣∣∣∑kj=1 X j −Xn∣∣∣, for all n ≥ 1,
Ee
Mn
(CM3) ≤ 1+CnM3
for an appropriately large absolute constantC > 0. Thus from Jensen’s inequality,
Ee
Mn
(CM3 logn) ≤
(
Ee
Mn
(CM3)
)1/logn
≤ (1+CnM3)1/logn ,
which is uniformly bounded in n ∈N for eachM . We conclude that Mn1 . logn.
This type of strong embedding can be used to control the errors in integration, using inte-
gration by parts.
Proposition C.2. Let {Xn}
∞
1 be random variables and let (Bt : t ≥ 0) be a standard Brownian
motion defined on the same probability space. Let Wt = 1p
N
BNt be another Brownian motion.
For any continuously differentiable f : [0,1]→C, it holds for any n ∈ {1, . . . ,N }with t = n/N,∣∣∣ 1p
N
n∑
k=1
f ( k
N
)Xk −
∫t
0
f (t )dWt
∣∣∣≤ 1p
N
(
‖ f ‖TV,t max
1≤k≤n
∣∣∣∑kj=1 X j −Bk∣∣∣+Yn( f ))
where Yn( f ) is an (increasing) random variable measurable with respect to σ{Bu : u ≤ n} which
satisfies
Yn( f )1 .
∫t
0
| f ′(s)|ds, and ‖ f ‖TV,t = | f (t )|+
∫t
0
| f ′(s)|ds.
Proof. Define X (t )=∑0≤k≤tN Xk (where we set X0 = 0). Then we apply Abel summation to the
partial sum, for any t ≥ 0,
⌊tN⌋∑
k=1
f ( k
N
)Xk = X (t ) f (t )−
∫t
0
X (s) f ′(s)ds.
LetWt = 1p
N
BtN , and apply stochastic integration by parts:∫t
0
f (t )dWt =Wt f (t )−
∫t
0
Ws f
′(s)ds = BtNp
N
f (t )− 1p
N
∫t
0
BsN f
′(s)ds.
Hence we arrive at the bound with t = n/N ,∣∣∣ 1p
N
n∑
k=1
f ( k
N
)Xk −
∫t
0
f (t )dWt
∣∣∣≤ 1p
N
(
| f (t )|+
∫t
0
| f ′(s)|ds
)
· max
1≤k≤n
∣∣∣∑kj=1 X j −Bk ∣∣∣
+ 1p
N
∣∣∣∫t
0
(BsN −B⌊sN⌋) f ′(s)ds
∣∣∣.
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For this second term, we can define ξk =maxs∈[0,1] |Bs+k −Bk | and bound∣∣∣∫t
0
(BsN −B⌊sN⌋) f ′(s)ds
∣∣∣≤ n−1∑
k=0
ξk
∫ k+1
N
k
N
| f ′(s)|ds =: Yn( f ).
Since ξk1 . 1 uniformly for all k ≥ 0, we conclude that
Yn( f )1 .
n−1∑
k=0
∫ k+1
N
k
N
| f ′(s)|ds =
∫1
0
| f ′(s)|.
This completes the proof.
D Central limit theorem for smooth linear statistics
Our goal is to show how our Theorem 1.4 relates to numerous results on eigenvalues linear
statistics of the the Gaussian β-ensemble. Let ρ(x) =
p
1−x2
π/2 1|x|≤1 be the semicircle density on
[−1,1]. Let us recall that the eigenvalues of the Gaussian β-ensemble {λ j }Nj=1 have law (1.1) and
that linear statistics satisfy a central limit theorem.
TheoremD.1. ([Joh98, Theorem 2.4]) If f :R→R is a sufficiently smooth with | f (x)| ≤C (1+x2),
then as N →+∞ ( N∑
j=1
f (x j )−N
∫
f (x)ρ(x)dx
)
⇒
(
1− 2
β
)
m( f )+
√
2
βΣ( f )N (D.1)
where N is a standard Gaussian variable, Σ( f )=∑+∞
k=1 k f
2
k
, fk are the Fourier–Chebyshev
6 coef-
ficients of f : for k ≥ 0,
fk =
∫1
−1
f (x)Tk (x)
π
p
1−x2
dx and m( f )= f (1)+ f (−1)
4
− f0
2
(D.2)
Theorem D.1 first appeared in the seminal work of [Joh98] (see [BPS95] for the law of large
numbers) and they have been several improvements, e.g. [BG13; Shc13; BLS18; LLW19].
First, let us explain where the mean in Theorem D.1 comes from. Recall that EϕN = πN
where πN is a Hermite polynomial of degreeN orthogonal with respect to the weight e
−2Nx2 on
R (c.f. (1.5)). Let z1, . . . ,zN be the zeroes of πN and γ ⊂ C be a fixed (simple oriented) contour
around the cut [−1,1]. We deduce from the asymptotics (A.9) that for a function f which is
analytic in a neighborhood of γ,
N∑
j=1
f (z j )=−
1
2πi
∮
γ
f ′(z) logπN (z)dz
= N
2πi
∮
γ
f (z)g ′(z)dz− 1
2πi
∮
γ
f ′(z) log
(
γ(z)+γ(z)−1
2
)
dz+O (N−1)
6The Chebyshev polynomials are defined by Tk (cosθ)= cos(kθ) for any k ≥ 0 and θ ∈R. They form an orthogo-
nal basis of L2([−1,1], dx
π
p
1−x2 ).
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The error term of order N−1 comes from the fact that we can choose the contour γ macro-
scopically separated from the cut. Moreover from 2 in the proof of Proposition A.3, we have
g ′(z)= 4λ−(1), so that by (1.6),
1
2πi
∮
γ
f (z)g ′(z)dz =− 1
πi
∮
γ
f (z)
√
z2−1dz =
∫
f (x)ρ(x)dx
where the last step follows from collapsing the contour γ on [−1,1]. Moreover, we also check
that− d
dz
log
(
γ(z)+γ(z)−1
2
)
= z/2
z2−1 −
1/2p
z2−1 and by a similar argument, we obtain
1
2πi
∮
γ
f ′(z) log
(
γ(z)+γ(z)−1
2
)
dz = f (1)+ f (−1)
4
+
∫1
−1
f (x)
2π
p
1−x2
dx =m( f )
according to (D.2). This shows that
N∑
j=1
f (z j )=−
1
2πi
∮
γ
f ′(z) logπN (z)dz =N
∫
f (x)ρ(x)dx−m( f ), (D.3)
which corresponds to the asymptotics (D.1) as β→+∞.
We nowproceed in a similar way to recover TheoremD.1 for analytic test functions from our
Theorem 1.4. Namely, on an event of probability 1− e−cβNδ , we have for any function f which
is analytic in a neighborhood of [−1,1],
N∑
j=1
f (λ j )=−
1
2πi
∮
γ
f ′(z) logϕN (z)dz
=− 1
2πi
∮
γ
f ′(z) logπN (z)dz−
√
2/β
2πi
∮
γ
f ′(z)W(z)dz+ 1
2πi
∮
γ
f ′(z)E
[
W(z)2
β
]
dz+O
(‖ f ′‖∞
N1/10
)
.
Note that to evaluate the integral, it is crucial that the asymptotics from Theorem 1.4 are uni-
form and we have also used that for any ǫ > 0, all λ j ∈ [−1− ǫ,1+ ǫ] with probability (at least)
probability 1−e−cβ,ǫN – this follows from the large deviation principle for the empiricalmeasure
of the Gaussian β-ensemble, see e.g. [AGZ10, Section 2.6]. By integration by parts and using the
asymptotics (D.3),
N∑
j=1
f (λ j )=N
∫
f (x)ρ(x)dx+m( f )+
√
2/β
2πi
∮
γ
f (z)W′(z)dz−2/β
2πi
∮
γ
f (z)E
[
W′(z)W(z)
]
dz+O
(‖ f ′‖∞
N1/10
)
.
(D.4)
According to our Remark 1.2, we can representW(z)=∑+∞
k=1
ξkp
k
J (z)k andW′(z)=−∑+∞
k=1
p
kξk J (z)
k
p
z2−1
for z ∈C\[−1,1] –weused formula (A.1) to compute the derivative. Then, since ξ1,ξ2, . . . are i.i.d.
standard Gaussians, we have
E
[
W(z)W′(z)
]
=− 1p
z2−1
+∞∑
k=1
J (z)2k .
For any k ∈N and x ∈ [−1,1], we have the boundary values: J (x±)k = e∓iθ if x = cos(θ) with θ ≥ 0.
This shows that J (x+)
k+J (x−)k
2 = Tk(x) where Tk are the Chebyshev’s polynomials of the first kind.
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By using analyticity, to deform the contour γ to [−1,1], this implies that
−1
2πi
∮
γ
f (z)E
[
W′(z)W(z)
]
dz =
∫1
−1
f (x)
+∞∑
k=1
J (x+)2k + J (x−)2k
2
dx
π
p
1−x2
=
+∞∑
k=1
∫1
−1
f (x)T2k (x)
π
p
1−x2
dx.
If we expand f = f0+2
∑+∞
k=1 fkTk in the Chebyshev’s polynomial basis
7, according to (D.2) and
since Tk(±1)= (±1)k for all k ≥ 0, we also have
+∞∑
k=1
∫1
−1
f (x)T2k (x)
π
p
1−x2
dx =
+∞∑
k=1
f2k =
f (1)+ f (−1)
4
− f0
2
=m( f ).
This shows that
2/β
2πi
∮
γ
f (z)E
[
W′(z)W(z)
]
dz =− 2
β
m( f ). (D.5)
By a similar argument, we also verify that
1
2πi
∮
γ
f (z)W′(z)dz =−
+∞∑
k=1
p
kξk
1
2πi
∮
γ
f (z)J (z)k
dzp
z2−1
=
+∞∑
k=1
p
kξk
∫1
−1
f (x)Tk(x)
dx
π
p
1−x2
=
+∞∑
k=1
p
k fkξk
law=
√
Σ( f )N (D.6)
where N is a standard Gaussian variable. By combining (D.5), (D.6) with the asymptotics (D.4),
we conclude that with probability (at least) 1−e−cβNδ , it holds for any function f which is ana-
lytic in a neighborhood of [−1,1],
N∑
j=1
f (λ j )=N
∫
f (x)ρ(x)dx+
(
2
β
−1
)
m( f )+
√
2
β
+∞∑
k=1
p
k fkξk +O
(‖ f ′‖∞
N1/10
)
.
This completes our proof of Theorem D.1. In principle, we could also extend the results to
functions f ∈C 2 in a neighborhood of [−1,1] using the Helffer-Sjo˝strand formula to construct
an almost–analytic extension of f .
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