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Abstract
Accurate segmentation of the Corpus Callosum (CC) is an important aspect of clinical medicine and is used in the diagnosis of
various brain disorders. In this paper, we propose an automated method for two and three dimensional segmentation of the CC
using diffusion tensor imaging. It has been demonstrated that Hartigan’s K-means is more efficient than the traditional Lloyd
algorithm for clustering. We adapt Hartigan’s K-means to be applicable for use with the metrics that have a f -mean (e.g. Cholesky,
root Euclidean and log Euclidean). Then we applied the adapted Hartigan’s K-means, using Euclidean, Cholesky, root Euclidean
and log Euclidean metrics along with Procrustes and Riemannian metrics (which need numerical solutions for mean computation),
to diffusion tensor images of the brain to provide a segmentation of the CC. The log Euclidean and Riemannian metrics provide
more accurate segmentations of the CC than the other metrics as they present the least variation of the shape and size of the tensors
in the CC for 2D segmentation. They also yield a full shape of the splenium for the 3D segmentation.
c© 2016 The Authors. Published by Elsevier B.V.
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1. Introduction
The corpus callosum (CC) is a great fiber bundle in the white matter of the brain. It connects the two hemispheres
of the brain. An accurate segmentation of the CC is needed in clinical applications (e.g. surgical planning and disease
prognosis). There is a large quantity of research that has used Magnetic Resonance Imaging (MRI) to segment
the CC. Diffusion Tensor Imaging (DTI) is an advanced technique of MRI which is able to measure the diffusion
of the water inside the brain tissues. DTI has also been used for the segmentation of the CC (e.g.1–4). Lenglet
et al. 1 proved that the segmentation of the CC using the Riemannian metric is superior to the segmentation using
Euclidean metric. Their method was based on surface evolution which seeks the optimal partition through a Bayesian
formulation. Lee et al. 2 proposed an automatic 2D segmentation of the CC using the color coded map of the diffusion
tensors. Goh and Vidal 3 proposed the Locally Linear algorithm for diffusion tensor clustering (LLDTC) to segment
the fiber bundles (e.g. Cingulum and the CC) using Riemannian and log-Euclidean metrics. In fact, LLDTC is a
generalization of a locally linear embedding method which is a dimensionality reduction method based on embedding
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high dimensional data on Euclidean space into low dimensional space. The LLDTC uses the K-means algorithm to
cluster the embedded points. Nazem-Zadeh et al. 4 proposed a three dimensional segmentation of the CC using DTI.
They used the diffusivity pattern of the CC as prior information. A similarity measure, based on a speed function, has
been proposed to segment the CC and its subdivisions.
Non-Euclidean means are alternatives to the Euclidean mean for the space of covariance matrices. In the con-
text of tensor interpolation, the linear interpolation of tensors (using the Euclidean mean) produces tensors with
parabolic, non monotonic, determinants and hence large sized tensors in the interpolated path5. As opposed to the Eu-
clidean mean, the log Euclidean5 and Riemannian6 means yield monotonic determinants of the interpolated tensors.
Carmichael et al. 7 stated that using the log Euclidean and Riemannian means are more effective in smoothing the
tensor field in anisotropic regions than the Euclidean mean. Cholesky, Procrustes size and shape and root Euclidean
means are other non-Euclidean alternatives for interpolating and smoothing diffusion tensors8. For more details about
non-Euclidean methods see8,9.
In K-means cluster analysis, Hartigan’s method10 (also known as the Exchange method11) is more efficient than the
Lloyd algorithm12, as it results with tighter clusters than the Voronoi diagram13 and hence it converges to a solution
with smaller within cluster sum of squares (WCSS). The Lloyd method considers how close an object is to the centroid
of the cluster and hence each object is assigned to its closest centroid. The result of Hartigan’s method guarantees that
no movement of an object to any cluster will reduce the WCSS.
In this article, in Section 2, we present the objective function for the Lloyd algorithm and Hartigan’s method. In
Section 3, we show that Hartigan’s method can be generalized to the metrics which have the f -mean property. In
Section 4 we provide a 2D and 3D segmentation of the CC. We show that the log Euclidean and Riemannian metrics
outperform the other metrics in the segmentation of the CC as they provide the least size and shape variations of
the tensors in the CC for 2D segmentation, and they segment the splenium (posterior end) as part of the CC for 3D
segmentation.
2. Hartigan’s method
We begin by introducing some basic notations that are used in this section. Suppose A = {A1, . . . ,AM} is a set of
covariance matrices. Suppose C = {C1, . . . ,CK} where Ck, for k ∈ {1, . . . ,K}, is the set of the indices of the covariance
matrices inside the cluster k (i.e. C is a set of sets of the indices arising from a partition of A into K clusters). Let A¯p
be the centroid of the cluster p and m(p) be the number of covariance matrices in the cluster p.
Both Hartigan’s method and Lloyd’s algorithm aim to find a partition of a data set that minimizes the WCSS, but
they use different methods to reduce the WCSS. The objective of Lloyd’s algorithm is to find a partition C that mini-
mizes the WCSS, i.e. to arg min
C
∑K
k=1
∑
i∈Ck d
2(Ai, A¯k), where d(Ai, A¯k) is the distance between Ai and A¯k, where A¯k
is the mean of the covariance matrices in the cluster k. Hartigan’s method iterates over all the covariance matrices in
A to draw each covariance matrix out of its cluster, updates the centroid of the clusters, and assigns the covariance
matrix to another cluster if doing so will reduce the WCSS. Suppose Cp and C j ∈ C and let i ∈ Cp. The method
tries to move Ai into cluster j where j ∈ {1, . . . , k} and j , p, then calculates the new WCSS. Suppose the par-
titioning before the movement was C =
{
C1, . . . ,Cp, . . . ,C j, . . . ,CK
}
. Then the partitioning after the movement is
C =
{
C1, . . . ,Cp \ {i} , . . . ,C j ∪ {i} , . . . ,CK
}
. After the movement, we need to calculate the new centroids and the new
WCSS. Spath 11 showed that, using the Euclidean distance, the new centroids and the new WCSS can be calculated in a
simple and quick way as a function of the previous centroids and the previous WCSS respectively. Let A¯np be the new
centroid of the cluster p after the movement of Ai from the cluster p. Let Cnp = Cp\{i} and Cn j = C j∪{i}. Then WCSS
of the clusters p before the movement is WCS S p =
∑
t∈Cp
∥∥∥At − A¯p∥∥∥2. The new WCSS of the cluster p and j when Ai is
moved from the cluster p to j are WCS S np = WCS S p− m(p)m(p)−1
∥∥∥Ai − A¯p∥∥∥2 and WCS S n j = WCS S j + m( j)m( j)+1 ∥∥∥Ai − A¯ j∥∥∥2
(see11). As the movement is between the cluster p and the cluster j, the WCSS of other clusters will not be affected.
The new total of the WCSS over all clusters is WCS S new = WCS S pre +
m( j)
m( j)+1
∥∥∥Ai − A¯ j∥∥∥2 − m(p)m(p)−1 ∥∥∥Ai − A¯p∥∥∥2 where
WCS S pre is the total of WCSS, over all clusters, before the movement. Let G j =
m( j)
m( j)+1
∥∥∥Ai − A¯ j∥∥∥2− m(p)m(p)−1 ∥∥∥Ai − A¯p∥∥∥2,
then for the movement to be successful ∃ j ∈ {1, . . . , k} such that G j < 0. In this case the movement of Ai will be to
the cluster j with smallest G j as we want the largest reduction in the WCS S new. Therefore, the objective function for
Hartigan’s method is min
j,p,G j<0
G j.
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3. Hartigan’s method with f -mean
The f -mean (also known as the quasi-arithmetic mean and the Kolmogorov mean) is a generalization of the
arithmetic and the geometric means. Suppose f is a continuous and injective function, then f : I ⊂ C −→ C
where C denotes the class of covariance matrices. The f -mean for the covariance matrices A1,A2, . . . ,An is de-
fined as A¯ = f −1( 1n
n∑
i=1
f (Ai)). The f -mean is a special case of the Fre´chet14 mean obtained by using the metric
‖ f (A1) − f (A2)‖ as the distance between A1 and A2. The Fre´chet mean, and hence the f -mean, is unique for Eu-
clidean and non-Euclidean spaces8. Suppose the spectral decomposition of A is A = VΛVᵀ where V is an orthogonal
matrix, V ∈ O(n), and Λ is a diagonal matrix of the eigenvalues of A. Suppose I = C, then the Euclidean, Cholesky
and root Euclidean means are examples of f -mean with f (A) = A, f (A) = chol(A) and f (A) = A1/2 = VΛ1/2Vᵀ
respectively. Suppose I = C+ is the class of positive-definite covariance matrices, then the log Euclidean mean is an
example of f -mean with f (A) = log(A) = V log(Λ)Vᵀ. Here, we develop a formula for Hartigan’s objective function
for the metrics which have the f -mean property. Given the notations in Section 2, the details are below.
Theorem 1. In Hartigan’s method, suppose the covariance matrix Ai is moved from the cluster p to the cluster j.
Suppose the distance between two covariance matrices A1 and A2 is ‖ f (A1) − f (A2)‖, where ‖.‖ is the Frobenius
norm and A¯ j = f −1( 1m( j)
∑
t∈C j
f (At)) is the f -mean of the covariance matrices in the cluster j, then the function G j for
Hartigan’s method is G j =
m( j)
m( j)+1
∥∥∥ f (Ai) − f (A¯ j)∥∥∥2 − m(p)m(p)−1 ∥∥∥ f (Ai) − f (A¯p)∥∥∥2.
Proof. For arbitrary k ∈ Cn j:
f (Ak) − f (A¯n j) =
[
f (Ak) − f (A¯ j)
]
+
[
f (A¯ j) − f (A¯n j)
]
(1)
and f (A¯n j) =
1
m( j) + 1
∑
k∈Cn j
f (Ak) =
1
m( j) + 1
∑
t∈C j
f (At) + f (Ai)
 = 1m( j) + 1 [m( j) f (A¯ j) + f (Ai)] . (2)
The centroid of the new cluster n j can be calculated by taking the inverse function of f (A¯n j) in Equation 2. Further-
more, using Equation 2:
f (A¯ j) − f (A¯n j) = f (A¯ j) − 1m( j) + 1
[
m( j) f (A¯ j) + f (Ai)
]
=
1
m( j) + 1
[
f (A¯ j) − f (Ai)
]
. (3)
Substitute Equation 3 into Equation 1 as follows:
f (Ak) − f (A¯n j) =
[
f (Ak) − f (A¯ j)
]
+
1
m( j) + 1
[
f (A¯ j) − f (Ai)
]
. (4)
Equation 4 implies
∑
k∈Cn j
∥∥∥ f (Ak) − f (A¯n j)∥∥∥2 = ∑
t∈C j
∥∥∥ f (At) − f (A¯ j)∥∥∥2 + m( j)m( j)+1 ∥∥∥ f (Ai) − f (A¯ j)∥∥∥2 . Therefore WCS S n j =
WCS S j +
m( j)
m( j)+1
∥∥∥ f (Ai) − f (A¯ j)∥∥∥2 . Similarly, the new centroid of the cluster p can be calculated by taking the inverse
of f (A¯np) where
f (A¯np) =
1
m(p) − 1
∑
k∈Cnp
f (Ak) =
1
m(p) − 1
[
m(p) f (A¯p) − f (Ai)
]
. (5)
In addition, the WCSS of the cluster p, after the movement, is WCS S np = WCS S p − m(p)m(p)−1
∥∥∥ f (Ai) − f (A¯p)∥∥∥2 . Then
the change amount in the WCSS, where j , p, is G j =
m( j)
m( j)+1
∥∥∥ f (Ai) − f (A¯ j)∥∥∥2 − m(p)m(p)−1 ∥∥∥ f (Ai) − f (A¯p)∥∥∥2
For large data sets, Hartigan’s method runs very slowly as it depends on moving objects one at a time. To improve
efficiency, the centroids resulting from Lloyd’s algorithm can be used as an initialization to Hartigan’s method.
Hartigan’s method cannot be generalized for the metrics which need numerical solutions for mean computations
(e.g. the Procrustes and Riemannian metrics). That is because Hartigan’s method is based on the relation between the
old centroid of a cluster and the new centroid of that cluster after a movement (as in Equation 2 and 5). In such metrics
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Fig. 1: The Fractional Anisotropy map of the sagittal view of the brain. The ROI is indicated by the blue rectangle.
(a) Euclidean (b) Cholesky (c) Log Euclidean
(d) Riemannian (e) Root Euclidean (f) Procrustes
Fig. 2: Segmentation of the CC (the blue color) from the sagittal view. Different metrics yield different segmentations (see the arrows).
which need numerical solutions for mean computations, it is not possible to guess the new centroid explicitly, in terms
of the old centroid. Hence, for those metrics we add a condition to run Hartigan’s method only if that produces a
smaller WCSS.
4. Application
In this section, 2D and 3D segmentation of the CC are provided. To reduce clustering time, the algorithm used is
Lloyd’s algorithm followed by Hartigan’s method, which we refer to them together briefly as “the k-means algorithm”.
The Academic Radiology Department of Queens Medical Center in Nottingham provided us with a set of MR images
of a healthy human brain. The MR images were acquired using a 3T Phillips Achieva scanner with a receive-only
eight elements head coil. The diffusion tensor MR images were acquired using a spin echo, EPI, sequence with
diffusion weighting gradients applied with a weighting factor of b = 1000 s/mm2. Then, 52 interleaved contiguous
transaxial slices were acquired throughout the subject’s head in a matrix of 112× 112 (interpolated to 224× 224) with
an acquisition voxel size of 1 × 1 × 2 mm3. For each slice, the acquisition was repeated to acquire diffusion weighted
images in 32 non-collinear directions, as well as one acquisition with no diffusion weighting (b = 0). The acquisition
was repeated twice and the data averaged to improve the signal to noise ratio.
4.1. Two dimensional segmentation
The region of interest (ROI) from a sagittal view of the brain is selected (the blue rectangle in the Fractional
Anisotropy (FA) map in Fig. 1). The diffusion tensors in the ROI are clustered into five groups (see below for
illustration) using the k-means algorithm with the Euclidean and non-Euclidean metrics (see Fig. 2). The CC is the
bright (white) region in the FA map. Note that the small bright shape near the CC is not a part of the CC and it
is called the fornix. Although, the fornix has high FA values just like the CC, our clustering method distinguishes
between them and clusters them in two different clusters. The segmentation results are different from each other (see
the arrows in Fig. 2).
The Silhouette method15 is used to validate the cluster size and choose the appropriate number of clusters for the
segmentation of the CC. Suppose we have a set of n objects clustered into K clusters. The object i ∈ {1, . . . , n}, is a
member of the cluster P. We need to check whether P is the appropriate cluster for i (i.e. i is nearer to P than other
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Fig. 3: Silhouette curves show that the highest mean of silhouette values
is at 2 clusters, followed by 5 clusters for non-Euclidean metrics.
Table 1: The SEMean of FA, determinant (det) and φ for the CC
region. The accuracy (AC) and specificity (SP) measures are also
calculated.
Metric FA × 10−2 det×10−12 φ AC% SP%
Euclidean 0.920 20.778 0.3288 95.77 95.41
log Euclidean 0.681 8.3014 0.3463 97.96 98.07
Riemannian 0.690 8.3011 0.3494 97.91 98.01
Cholesky 0.817 15.745 0.3284 96.48 96.30
root Euclidean 0.816 15.217 0.3225 96.54 96.35
Procrustes 0.808 15.112 0.3233 96.59 96.41
clusters). Suppose a(i) is the average of the distances between the object i and other objects in the same cluster, b(i)
is the lowest average of the distances between i and any other clusters (different from P). The Silhouette value for i,
denoted s(i), is given by s(i) = [b(i)− a(i)]/max {a(i), b(i)}. To evaluate the number of clusters, the K with the highest
overall average of the silhouette values, avg(s(i)), is the appropriate cluster size. In particular, we are interested in
the appropriate cluster size where CC is visible. We used the Euclidean and non-Euclidean distances and means
to calculate s(i) then avg(s(i)) (Fig. 3). For all non-Euclidean metrics, the highest avg(s(i)) is obtained at 2 then 5
clusters (see Fig. 3). As the CC is not really distinguishable from other brain regions at 2 clusters, then 5 is the most
appropriate cluster size for the segmentation of the CC. For the Euclidean metric, 2 clusters has a higher avg(s(i)) than
3 clusters. However, the CC shape is still not distinguishable either for 2 or 3 clusters. The silhouette value indicates
that 4 clusters are slightly more appropriate than 5 clusters in the Euclidean metric. When comparing the performance
of the Euclidean metric with 4 clusters and non-Euclidean metrics with 5 clusters, the CC shape using the Euclidean
metric is more swollen at 4 clusters (contains 256 tensors) and has a higher variance. On the other hand, the number
of tensors in the CC using 5 clusters are in the range [183, 218] for non-Euclidean metrics.
To evaluate the segmentation results, the standard error of the mean (SEMean) is used. The shape of a tensor A
can be measured using FA =
√[
(λ1 − λ2)2 + (λ2 − λ3)2 + (λ3 − λ1)2] / [2(λ21 + λ22 + λ23], where λ j, j ∈ {1, 2, 3} are the
eigenvalues of A. In addition, the determinant of A, |A|, can be used to measure the size of A. Suppose φ is the angle
between each principal eigenvector, vi and the principal eigenvector of the mean of the tensors in the CC, vm. Then φ
can be calculated as φ = arccos ([vi · vm] [‖vi‖ ∗ ‖vm‖ ]) . Suppose var is the variance of the FA, |A| or φ, then SEMean
=
√
var/n. To evaluate the shape, size and orientation of the tensors in the CC, we use the SEMean of FA, |A| and φ
respectively (Table 1). The metric that yields the least SEMean of at least two of the measures is the accurate metric
for the segmentation of the CC. The bold and red entries in Table 1 indicate the least and the highest SEMean of each
measure. It is clear, from Table 1, that log Euclidean and Riemannian are the most accurate metrics for estimating
the shape and size of the CC. The Euclidean metric yields the highest variation of the shape and size of the tensors
in the CC and hence other methods are preferable for the segmentation. Regarding the Orientation, the log Euclidean
and Riemannian metrics produce the highest SEMean(φ). Although the root Euclidean and Procrustes provide the
smallest SEMean(φ), they provide higher variation of the size and shape of the tensors in the CC. The segmentation
results are compared with the manual segmentation drawn by an expert and the accuracy (AC) and specificity (SP)
measures16 are calculated (see Table 1). The log Euclidean and Riemannian yield the highest accuracy and specificity
of the segmentation of the CC.
4.2. Three dimensional segmentation
The ROI from the middle of the brain is used as input to the K-means algorithm. The CC is not distinguishable from
other brain regions at 2 and 3 clusters, for any of the Euclidean and non-Euclidean metrics. At 4 and 5 clusters, the
CC is clearly distinguishable from other brain regions. However, there are disjoint components within the CC cluster,
appearing outside the main CC region. For each metric, these disjoint components are always smaller at 5 clusters
than at 4 clusters. At cluster size 6, the CC is divided into two different clusters for each metric. That indicates the
most suitable cluster size for segmentation of the CC is 5. The segmentation after removing the small objects around
the CC is shown in Fig. 4. The splenium of the CC is entirely visible using the log Euclidean and Riemannian metrics
(see the red arrows in Fig. 4) while other metrics fail to provide a full shape of the splenium.
6 S. Elsheikh et al. / Procedia Computer Science 00 (2016) 000–000
(a) Euclidean (b) Cholesky (c) Log Euclidean
(d) Riemannian (e) Root Euclidean (f) Procrustes
Fig. 4: The three dimensional segmentation of the CC, superimposed over a 2D background, after removing the small objects around the CC.
5. Discussion
For 2D segmentation, the log Euclidean and Riemannian metrics yield accurate segmentation of the CC regarding
the size and shape of the tensors in the CC. They also produce a full shape of the splenium of the CC for the 3D
segmentation. This confirms the results obtained by Lenglet et al. 1 . Therefore, the segmentation of the CC using
the log Euclidean and Riemannian metrics are preferable than the other metrics (Euclidean, Cholesky, root Euclidean
and Procrustes). While the Riemannian mean needs a numerical method for the computation, the log Euclidean mean
is easy and quick to compute without resorting to a numerical method and hence the segmentation using the log
Euclidean method is recommended as it is more efficient. To obtain a smoother shape of the CC without holes, we
may wish to carry out basic tensor data processing (e.g. smoothing and interpolation) before the segmentation. The
data set used in this paper is from one healthy brain so using more data sets will be considered in future work.
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