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ARUNABHA BAGCHI 
Department of Applied Mathematics, University of Twente, 
P.O. Box 217, 7500 AE  Enschede, The Netherlands 
Abstract. Recent results obtained for boundary value processes and the associated smoothing and 
identification problems are presented in this paper. Both lumped and distributed parameter models 
are considered. Some open problems are discussed and the fundamental mathematical difficulties 
that arise in studying nonlinear extensions of the proposed models are mentioned. 
1. INTRODUCTION 
In this paper we discuss some recent results and open problems on boundary value processes. 
Boundary value processes are stochastic processes satisfying (ordinary or partial) stochastic dif- 
ferential equations ubject to (stochastic) boundary conditions. A special class of one-parameter 
boundary value processes, with emphasis on system theoretic aspects, has been introduced and 
analyzed by Krener ([17], [18]). 
In section 2, we discuss some recent developments on smoothing and likelihood ratio formulas 
for such processes. Likelihood ratio can be used, of course, to obtain the maximum likelihood 
estimate of unknown system parameters for such models. The consistency property of the maxi- 
mum likelihood estimate is discussed in section 3. The multiparameter case is treated in section 
4. We define an elliptic boundary value process with the disturbance terms white in both space 
and time. We consider the existence of solution of such an equation and study the associated 
smoothing and likelihood ratio formulas. Section 5 is devoted to open problems and new research 
directions in the area of boundary value processes. 
The suggestions relate to the problems in which the author is personally involved at present. 
The choice of topics is purely subjective and does not pretend to cover all reseach activities in 
this field at present. 
2. TWO-POINT BOUNDARY VALUE PROCESSES 
A two-point boundary value process (TPBVP) is the solution of the vector stochastic differen- 
tial equation 
dxt = A(t)xt dt + G(t)u(t) + B(t)dwt (2.1) 
satisfying the boundary condition 
V°xo + VTzT = V (2.2) 
where {wt, t > 0} is a p-dimensional Brownian motion with 
Ew, "-- O, Ew, w* 8 -- min(t ,s) I  (2.3) 
(with " * "  denoting transpose). The input function {u(t), t _> 0} is assumed to be a (known) 
deterministic ~-  dimensional vector, while v is an n-dimensional normally distributed random 
vector, independent of {wt, 0 < t < T} , with 
Ev = m~, E(v - m~)(v - m,)* = E,.  (2.4) 
A(.), B(-) and G(-) are n x n, n x p and n x £ matrix-valued functions, respectively, which are 
assumed to be continuous on [0,T], while V ° and V T are constant n x n matrices. Note that {zt } 
is defined by means of mixed boundary conditions and is, therefore, not a Markov processes. 
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Such models occur naturally in many physical situations. See, for example, Adams, Willsky and 
Levy [3] and Riddle and Weinert [23]. We shall begin with this model and study smoothing and 
identification problems connected with them. Suppose that the measurement process {Yt, 0 < 
t < T} is given by 
dyt = C(t)ztdt + dwot 
uo = 0 (2.5) 
where Yt has dimension m and {w0t, t > 0} is an m-dimensional Brownian motion, independent 
of w and v, with 
Ewotw~, = min(t, s)I (2.6) 
where C(-) is a continuous matrix-valued function. The extension to the situation where 
tAs  
Ewotw~, = / S(~)d~r, 
0 
s(t)  > o 
a.e. t, is obvious. 
The smoothing problem for the model (2.1, 2.2, 2.5) consists in determining ~t ~= E[x(t) ] 
Ys, 0 < s < T]. This problem was first solved by Adams, Willsky and Levy ([2], [3]) using the 
idea of the complementary process, introduced earlier by Weinert and Desai [27]. The derivation 
holds under the assumption that the covariance matrix E, is invertible. In this thesis, Adams 
[1] extended the result to the case when E~ is singular. An alternative derivation, based on 
functional analysis and systems realization, has recently been given by Bagchi and Westdijk [9] 
which does not need the invertibility of E, either. The smoother is given by the following set of 
equations : 
~, = ~( t )  + ~ 
&u(t) = A(t)x~(t) + G(t)u(t) 
V°x"(O) + VTx~(T) = m. 
d~ = A( t )~dt  + B(t)B(t)*~dt 
d~ = C(t )*C(t )~dt  - A(t )*gdt  - C(t)*[dyt - C(t)z" (t)dt] 
V°~ + vT~r  = EvF-I*(~0 - ~(T)*~T )
¢(T)*VT*F- I*~ o + V°*F-I*q~(T)*~T = 0 
(2.7) 
(2.8a) 
(2.8b) 
(2.9a) 
(2.9b) 
(2.9c) 
(2.9) 
where ~(T) ~- O(T, 0), with O(t,s) the state transition matrix for 5~(t) = A(t)x(t), and F 
V°+VT~(T) is assumed to be invertible. As is to be expected, we need to solve a 2n- dimensional 
boundary value problem to obtain the smoother for a system with n-dimensional state space. 
The other question of importance for the model (2.1, 2.2, 2.5) is the evaluation of the likelihood 
ratio. Using a well-known result of Shepp [25], the following expression for the likelihood ratio 
may be readily derived [9]: 
T 
LF(y) = d-1/2 exp (1 / [C( t )~,dyt  - C(t)xu(t)dt] 
0 
T 
+/[C( t )z~(t ) ,  dyt - C(t)x"(t)dt] 
0 
T 
0 
(2.10) 
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where d = det(I + R) with "dec standing for the determinant of the operator (I + R) and R is 
the linear operator from L~n[0, T] into itself with 
T 
(Rf)(t) = f r(t, u)f(u)du (2.11a) 
o 
r(t, u) ~ = C(t)E(x~z~)C(u)*. (2.11b) 
The term in the exponential may be evaluated using the smoothing equations described above. 
But equation (2.10) is still not of much direct use, since d -1/2 is not given in terms of the system 
parameters. 
In Bagchi and Westdijk [9] this determinant term has been evaluated explicitly by using Krener 
factorization [12]. Using this factorization, we can write 
(I + R) -1 = ( I -  L*) ( I -  L) (2.12) 
where L is a Volterra operator with kernel (t, s). It may be shown that (L + L*) has finite trace, 
and from [10] we know that 
T 
1 
log(d -1/2) = -~ Tr (L + L*) = -~ Tr L(t,t)dt. 
0 
(2.13) 
To determine the kernel L(t, s) explicitly, we consider the model (2.1) - (2.5) restrict'ed to the 
subinterval [0,t], for fixed t. We see readily that {x,,0 < s < t} satisfies 
=, = ="(~) + =: 
dzea = A(s)=esds + B(s)dw,, O < s < s 
V° =~ + V* =~ = vt 
dy, = C(t)xtdt + dwo,, yo = O, O < s < t 
(2.14a) 
(2.14b) 
(2.14c) 
(2.14d) 
where the random vector vt is normally distributed and is independent of {w,, w0, ;0 < s < t). 
Therefore, we get the same model as before, but now restricted to [0,t]. Let 
G(t) ~= R(t)(I(t) + R(t)) -1 (2.15a) 
where R(t): L~[0,t] ~ L~[0,t] is given by 
t 
(R(t)f)(s) =/ r (s ,u ) f (u )du ,  0 < s < t 
o 
(2.15b) 
and I(t) is the identity map on L~[0,t]. Let g(t;s,u) be the kernel of the operator G(t). It can 
be shown that [10, pp. 130-132] 
z(t, s) - g(t; t , , )  (2.18) 
Applying the smoothing formulas obtained above to the restricted model (4.14), it has been 
shown in [9] that 
T T 
/ Tr l(t,t)dt = / Tr [C(t){F(t)-l}l,2C(t)*]dt (2.17) 
o o 
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where 
F(t) ~- W°(t)e -A-t + wT(t) 
= II~(t)* o ' = kn2(t)  
AA(  A BB*~ 
- -=  C*  C - A * ,] 
rio(t) = IIx(t)B(t)B(t)*IIl(t), II0(T) = V°*Z~lV °
IIl(t) = IIl(t)B(t)B(t)*II~(t) - IIl(t)A(t), III(T) = V°*E~IV r
II2(t) = II2(t)S(t)S(t)*II2(t) - II2(t)A(t) - A(t)*II2(t), II2(T) = vT*~: Iv  T. 
and {F(t)-l}L~. is the (1,2)-th block matrix element of r(t) -1. This gives us 
T 
LF(y) = exp. - ~ Tr [C(t){F(t)-l}L~C(t)*]dt 
o 
T T 
1 f[c(t)~;, ~,  - C(tl~(tlat] + f [c (o~(t ) ,  ey, - C(tl~"(tlet] +7 
o o 
T 
0 
(2.18) 
3. IDENTIFICATION OF TPBVP MODELS 
Let us now specialize to the time-invariant situation. Suppose that the system matrix A 
contains unknown parameters, denoted by a parameter vector 0 E O , with O compact in 
R k. Suppose that we make n 2 independent experiments. Based on the resulting observations 
• , n2  Y~, Y~,'" Yt ; 0 < t < T , we want to determine the maximum likelihood estimate of the un- 
known parameter 0. This problem has been studied by Aihara and Bagchi [5]• We assume, for 
simplicity, that u(t) -- O. The log-likelihood functional is given by 
n2 T 
L,(u ~, u~,..., y"~; 0) =g y~([C~,~(0), eu,~] 
T 
- / Tr [C{F(t; o)-l}~,2C~]dt) (3.1) 
r,J 
o 
where, for k = 1,2,--. ,n 2, 
dxkt (O) = A(O)z~(O) + Bdw~ (3.2a) 
v°x0 ~ + v~"x~. = v k (3.2b) 
au ~, = c~,at  + aw~o, (32c) 
~,~ ~ E[~, ~ I ~,~;0 < s < T]. (3•2d) 
Using the approach proposed by Borkar and Bagchi [14], consistency of the maximum likelihood 
estimate for TPBVP models has been analyzed in [5]. Consistency is based on the two following 
lemmas, the proofs of which are omitted: 
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Lemma 3 .1 .  
and 
L~,~-~0 asn--.oo, We[0,T]a.s. 
rl 2 
k=l  
n 2 
k k .  1 E(x t ) (z ,  ) --. E[zt~;] as n ~ oo,Vt E [0, T] a.s 
112 
k=l  
with {x~, 0 < t < T} the solution of (2.1) - (2.2) when u(t) =_ O. 
Lemma 3.2. 
(3.3~) 
(3.3b) 
[] 
n -51 ~= o h(t's)dyk"dykt = "~k=ll o [C~kt'dykt] 
T 
--~ E / [C~t ,  Cztldt + Tr (L + L*) as n ---+ oo a.s 
0 
($.4) 
where h(t, s) is the kernel of R( I  + R) -1. [] 
n'~ 0" The likelihood functional Ln(y1., y .2 . . . ,  y. ; ) is given by (3.1). O being compact, we can find 
for each w in the sample space an element 0n(w) E O such that 
Ln(yl. ,y2. , ... ,y.n2;O,) > Ln(yl. ,y2. , • .. ,y?2;0') for all 0' E e (3.5) 
that is, 
n" dp~ n2 dp~' 
log a~w ( / )  I0_~_> ~ log d-%j'ruh" for all 0' e O. 
k----1 P -- k---1 
Here dp~ is the measure induced by {yt(0), 0 < t < T} on C m[0, T],  the R m-valued continuous 
functions on [0, T] , and p,o is the Wiener measure thereon. In particular, if the true value of the 
parameter is assumed to lie in (9 , we have for 0' = 00 with 00 the true value of the parameter : 
log d--~o (~.) > o. (3.~) 
k=l  
We call 0n the maximum likelihood estimate 
trajectories y.1, y.2,... , y.n 2. 
We now make the following assumptions: 
A-1 sup [[A(e)I I < C 
A-2 sup II V0 m(0)ll _< C. 
0Eo 
Lemma 3.3. Under (A - l )  and (A-2) 
(MLE) of 00 based on n 2 independent sample 
n--C ~ [C~,~(0), d~, ~] - ~ [C(F(t, 0) ~h,~c*lat 
= 0 
is uniformly continuous in 0 E {9 , uniformly in n, with probability 1. 
Combining these lemmas, the following results have been proved in [5]: 
[] 
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THEOR.EM 3.1. Let M be the set of measure zero outside of which Lemma 3.3 holds. For each 
w f[ .At , letting "On to denote the maximum likelihood estimate of Oo , the following limit holds : 
n2 T 
lim 1 E f IIC(~'~(L) - "~k'(O°)ll~dt 
n--*oo ~-  k=l  0 
= Tr[ { ( ) } ] _C Ft;Oor-1 1,2C*_dt a.s. [] 
Corol lary.  (Consistency.) For each sample path w , let 
D(w) = 0 6 0 [ lirninf ~-~ IIC(~,k(0) - ~(Oo))l[2dt 
: ] 0 t'I~ [C{ F(t ~ ~0) -- 1 } 1'2 6't~] dt } " (3.7) 
Then 0n --* D(w) as n --* oo. By this, we mean that inf 
0'6D(w) 
particular, if m(w) = {00}, independent of w, then 
On .--+ 00 as n --'* O0 a.s. 
[ On-O '  1"-~ 0 a.s. as n---* ~ .  In 
[] 
4. ELLIPTIC BOUNDARY VALUE PROCESSES 
By elliptic boundary value processes we mean processes atisfying stochastic elliptic partial 
differential equations. The randomness comes through a white noise input term. One can think of 
this as the natural multiparameter xtension of the TPBVP model discussed above. Bensoussan, 
who first studied smoothing problems for such models in [13], assumed that both the state and 
observation oises have nuclear covariances. This meant that the spatial component of the noises 
were not white. This assumption is essential for working in the "countably additive" probability 
theory setup. To study models where the disturbance terms are white in both time and space 
components are more delicate. Bagchi and Aihara [8] developed a mathematical theory for 
such models by combining the Lions-Magenes theory [20] for treating elliptic partial differential 
equations and the white noise theory of Gelfand and Vilenkin [15], and of Hida [16], for modelling 
the distributed and boundary noises. We outline the main ideas involved. 
Hida defined white noise in [16] by extending the canonical (finitely additive) Gauss measure 
on L2(G), G C R n, to a countably additive measure on the dual of a nuclear space S C L2(G). 
But the dual S* is too big to have reasonably regular solutions of the resulting partial differential 
equations. This problem has been resolved in [8] by extending the measure to be countably 
additive on the dual of an appropriate Sobolev space. Let G be an open, bounded domain in R 3 
satisfying the cone property (see Adams [4, p. 66] for definition). Theorem 6.5.3. in [4] asserts 
that the injection H2(G) --~ L2(G) is Hilbert-Schmidt. From the Sazanov-Minlos theorem [24, 
Theorem 2, p. 225], for the canonical Gaussian measure with characteristic functional 
Cs(0) = exp ( -1  [ ¢ [~) , ¢6Ws~H2(G)  (4.1) 
there corresponds a unique measure p, on (W~*, B~) such that 
C,(¢) -- / exp (i((, 0)sd#,(()) (4.2) 
w: 
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where (., .), denotes the duality between W, and W~, , and I • I denotes the usual L2(G)-norm. 
We define the "coordinate process" in (W*, B,,/ J ,)  as a Ganssian white noise in G. Using Wb to 
denote H2(OG), we can similarly define a Gaussian white noise on OG . 
Elliptic boundary value processes may now be mathematically fomulated as follows. Let A be 
the elliptic operator :
A¢- -  y~ ~ + a0(z)¢ (4.3) 
i,j=l 
where we assume that 
3 
y~ aij(z)~i~j >_ a(~ +~ +~a2), a > 0 a.e. z • G (4.4a) 
i,j----1 
a0(z) >_ a a.e. z • G, ao • L°°(G) (4.4b) 
aij • e l (G)  (4.4c) 
Consider the following stochastic nonhomogeneous elliptic partial differential equation 
Au(x) = f(x) + n, (z) in G (4.5a) 
Ou(x) 
OVA, = n~(x) on OG (4.5b) 
where n, and nb are mutually independent white noise processes in G and OG , respectively; 
f 6 L2(G) and 
3 0(.) _¢%/ ~ 
"- ~ aq(z )~ cos (n,zi). 
Ob, A- i , j= l  
Denoting :D(A) = {¢ [¢ E H2(G) and O¢/OVA. = 0 on OG) and A • £(:D(A); L2(G)), (4.5a-b) 
may be rewritten as 
(u, A*¢) = (f, ¢)+(n, ,  ¢), - (rib, ¢)b V¢ 6 ~D(A) N Ha(G) (4.6) 
where A* is the adjoint of A and ¢ appearing in (nb, ¢)b stands for the trace value of ¢. We have 
to take the test function ¢ in Ha(G) in order to ensure that the trace value of ¢ is in H2(OG) 
, so that (nb, ¢)b may be meaningfully defined. Under some additional assumption, it has been 
shown in [8] that there exists a unique solution u of equation (4.5) such that 
u 6 L2(Ws x Wb; L2(G)). 
The elliptic boundary value process u(z) being properly formulated, we can consider u(~) as a 
signal process and study the corresponding smoothing problem. The mapping 
u(.;w) : f~ ~ L2(G) 
with fl ~ W, x Wb , induces a countably additive measure #u on L2(G). Consider now a 
distributed observation mechanism 
y(x) = . (x )  + .0 ( . )  (4.7) 
where no now is a finitely additive Gaussian white noise in L2(G), as introduced by Balakrishnan 
[12], independent of n, and nb • Let u, no and y be L2(G)-valued mappings on L2(G) x fl defined 
by 
~(.; h ,~)  = =(.;~) 
no(.; h,w) - no(.; h) - h(.) 
y(.; h,w) = u(.; h,w) + no(.; h,w); (h,w) 6 L2(G) x Ct. 
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Then the observation equation may be reexpressed in L2(G) as 
y = u + no (4.8) 
with L2(G) x f~ the common underlying sample space. Our objective is to obtain computable 
formula for the smoother ~ ~ E[u I Y]. The basic result in signal estimation is the white noise 
version of the Kallianpur-Streibel formula. 
Proposi t ion 1. Given y, u and no as in (4.8) , 
/ g(u)exp(-l{'u'L2(a)-2(u'y)}dpu) 
E[g(u) I Y] = L~(G) / (_1(, 4 (4.o) 
L2(G) 
for any function g integrable on (L2(G), #,,). The smoothing formula has been obtained in [8] as 
follows. We consider suitable finite dimensional pproximation ofu and first derive the smoothing 
equations for this approximate system. In the limit, we can show that ~ satisfies 
(~,A*¢) = (Y, ¢) + (9, ¢)b + (f, ¢), V¢ E T~(A), ~ E L2(G) 
A*'~ = y - ~, V e D(A*) = D(A). (4.10) 
aust as in the case of TPBVP model, we can here also obtain the likelihood ratio formula 
similar to equation (2.10). The basic formula from which it can be derived is given by: 
Propos i t ion 2. The measure ~uu induced by y on L2(G) is cylindrical and is absolutely 
continuous with respect o the Gauss measure/~v thereon. The corresponding Radon-Nikodym 
derivative is given by 
RN(h)= / exp( - l{ lu [~(a) -2 (u ,h )}dt tu ) ,  h EL2(G). (4.11) 
L',(G) 
Taking the same finite dimensional approximation as in deriving the smoothing equation and 
passing to the limit, we obtain 
LF(y)~RN(y)--exp ( l{ (y ,~)+ ( f ,~)_  Tr log( I+ Q)}) (4.12) 
where the covariance operator Q e £:(L2(G); L2(G)) is trace class and satisfies 
(A*¢I, QA*¢2) = (¢1, ¢2) + (¢1, ¢2)b, V¢1, ¢2 E :D(A). (4.13) 
Again the expression (4.12) has little practical value, as Tr log(I + Q) cannot be obviously 
written in terms of the system parameters. 
5. OPEN PROBLEMS AND FUTURE RESEARCH 
Unlike the TPBVP model, the express Tr log(I + Q) in terms of the system parameters i
still an open problem. As in the one-parameter case, one would be tempted to use the Krein 
factorization theorem for this purpose. Unfortunately, however, not many concrete results are 
known for Krein factorization in the multiparameter case. We briefly discuss some very recent 
results in this direction for covariance operators of 2-parameter random fields. Details may be 
found in Luesink and Bagchi [21]. 
Boundary value processes 17 
Let 7~ = L2([0, T1] × [0, T2]) n and consider a 2-parameter n-dimensional random field {z£; t = 
(tl,t2) E [0, T1] × [0, T2]}. Let R : 7"~ ~ 7"~ be the covariance operator of the random field. That 
is, 
TIT2 
(Rf)(t_) = f f r(t,s_)f(s_)ds (5.1) 
0 0 
TI T2 
with r(t, s) ~ = cov (xt, x,_) continuous and f f I[r(t_, s_)H2dsdt_ < ~.  Clearly the operator R is 
0 0 
A 
Hilbert-Schmidt (d~ dslds2). Then we can prove the following: 
THEOREM 5.1. ( I  + R) may be factored as 
( I  + R) = ( I  - P2)( I  - PO( I  - P [ ) ( I  - P~2) (5.2) 
where P1 and P2 are given by 
tl t2 
(P, s)(t_)= f f h(t2;t; 
0 0 
tt  Ta 
0 t] 
(53a) 
(5.3b) 
with h(q;t, s) the unique solution of 
tl q 
f f :_)h(q; =_, 
sl 0 
L(t,~ g g(tl,t,s__) 
= - l (c  ~_) (5.4a) 
(5.4b) 
and g(q; t ,s)  the unique solution of 
~T2 
g(q;t,s_) + / / r(t,z)g(q;z_.,s_)dz_= r(t_,_s). 
0 0 
(5.4c) 
PROOF. See [21]. [] 
As in the one-parameter case, one can use this result to calculate log det (I + R). In fact, it 
has been shown in [21] that 
TI 7'2 
log det (I + R) = - Tr (P1 + P2 + Pr + P~2) = - / / Tr h(t2;t,t)dt 
0 0 
TIT2 
0 0 
(5.5) 
The factorization (5.2), however remarkable, has its limitations. The domain considered is 
a rectangle and integrations are done in one direction, keeping the other constant. This is, of 
course, inherent in the multiparameter problem. It is not yet clear as to how this formula may 
be used to express the likelihood ratio for elliptic boundary value process models in terms of the 
system parameters. 
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The Krein factor izat ion in the one-parameter  case is direct ly related to the fi ltering (and 
smoothing)  problem. How is the 2-parameter  Krein factor izat ion related to the fi ltering and 
smooth ing problems for 2-parameter  random fields is being invest igated at present. In the one- 
parameter  case, the determinant  term gives precisely the correction term when It5 integral  has 
to be evaluated as the l imit  of band l imited processes ([11], [6]). Another  open question is to 
obta in  the corresponding correct ion term for mul t iparameter  stochast ic  integral.  For a discussion 
on such correct ion term, see [7] and the references there. Final ly, the l ikel ihood rat io formula 
for isotropic random fields descr ibed by non-causal  internal  differential models ([26], [19]) is an 
interest ing prob lem which require further investigation. 
An ent irely different question is to consider nonl inear boundary  value processes. The results 
from determin ist ic  nonl inear boundary  value problems cannot be readi ly extended to the stochas- 
tic s i tuat ion.  The reason is that  It5 integrals are defined only for non-ant ic ipat ive integrands.  If, 
instead of (2.1), we consider a nonl inear stochast ic differential equat ion with the same boundary  
condit ion as (2.2), the result ing system is not even defined in the f ramework of s tandard  It6 
calculus. It may be interest ing to invest igate whether the recent theory of ant ic ipat ive stochas- 
tic integrals [22] may be used to formulate such nonl inear stochast ic boundary  value problems 
mathemat ica l ly  in a correct manner.  Another  possibi l i ty may be to interpret  his as the l imit of 
solut ions of approx imate  boundary  value processes with "band- l imi ted"  d isturbance terms. The 
question becomes even more involved when one tries to define nonl inear el l iptic boundary  value 
processes. 
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