Since their discovery, microRNAs (miRNA) have been implicated in a vast array of biological processes in animals, from fundamental developmental functions including cellular proliferation and differentiation, to more complex and specialized roles such as longterm potentiation and synapse-specific modifications in neurons. This review recounts the history behind this paradigm shift, which has seen small non-coding RNA molecules coming to the forefront of molecular biology, and introduces their role in establishing developmental complexity in animals. The fundamental mechanisms of miRNA biogenesis and function are then considered, leading into a discussion of recent discoveries transforming our understanding of how these molecules regulate gene network behaviour throughout developmental and pathophysiological processes. The emerging complexity of this mechanism is also examined with respect to the influence of cellular context on miRNA function. This discussion highlights the absolute imperative for experimental designs to appreciate the significance of context-specific factors when determining what genes are regulated by a particular miRNA. Moreover, by establishing the timing, location, and mechanism of these regulatory events, we may ultimately understand the true biological function of a specific miRNA in a given cellular environment.
Historical perspective
It was once considered the central dogma of molecular biology that gene expression was regulated in a unidirectional manner whereby cellular instructions were encoded in DNA to be transcribed to produce RNA, which simply acted as a messenger molecule to produce the protein end-products that executed these cellular instructions. In fact, signs of a biological phenomenon whereby non-protein-coding RNA molecules could interfere with this very process were not even realized until the 1970s and early 1980s, when exogenous oligonucleotides complementary to ribosomal RNA were found to interfere with ribosome function (Taniguchi and Weissmann, 1978; Eckhardt and Luhrmann, 1979; Jayaraman et al., 1981) . A number of experiments in both prokaryotes and eukaryotes further supported the notion of antisense RNA as an antagonist to RNA function (Chang and Stoltzfus, 1985; Ellison et al., 1985; Harland and Weintraub, 1985; Izant and Weintraub, 1985; Melton, 1985) , and one such experiment elegantly demonstrated that the introduction of synthetic oligonucleotides complementary to 3 ′ -and 5 ′ -terminal repeats of Rous sarcoma virus 35S RNA not only attenuated viral replication and cell transformation, but also inhibited viral RNA translation in vitro Zamecnik and Stephenson, 1978) .
In addition to this, the successful inhibition of thymidine kinase gene expression by antisense RNA in eukaryotic cells precipitated the concept of antisense RNA not only as an experimental tool, but also as a therapeutic design (Izant and Weintraub, 1984) . Determining the functionality of a previously identified gene sequence without identifying, isolating, or characterizing the protein product; interfering with RNAs that are never translated; and silencing the expression of disease-associated transcripts in a sequence-specific manner: these were some very appealing prospects. By the late 1980s and early 1990s, a variety of techniques had evolved in the field of molecular and applied genetics whereby various antisense DNA and RNA construct designs were employed to efficiently downregulate target gene expression (Fire et al., 1991) .
Meanwhile, the scientific community was also beginning to appreciate a role for endogenous antisense RNA. Short antisense transcripts were found to form an RNA -RNA duplex with the 5 ′ end of the replication primer of the ColE1 plasmid (Tomizawa et al., 1981; Tomizawa and Itoh, 1982) . Endogenous antisense RNA control in prokaryotes was also linked with various biological processes such as plasmid replication, transposition, temporal bacteriophage development, and catabolite repression in bacteria (Light and Molin, 1983; Simons and Kleckner, 1983; Kumar and Novick, 1985) . Evidence was also beginning to mount to implicate antisense control mechanisms in eukaryotic organisms (Adeniyi-Jones and Zasloff, 1985; Farnham et al., 1985; Heywood, 1986; Spencer et al., 1986; Williams and Fried, 1986; Stevens et al., 1987) , including the demonstration that antisense transcripts in the bovine papillomavirus type 1 (BPV-1) genome prevented episomal replication (Bergman et al., 1986) .
It was only a matter of time before phenomena of gene silencing began to unfold in animals. Previous work in the 1980s with Caenorhabditis elegans had established that mutations in the genes for lin-4, lin-14, lin-28, lin-29, and lin-41 altered the heterochronic lineage of developing larvae, resulting in a failure to control temporal aspects of post-embryonic development (Chalfie et al., 1981; Horvitz, 1984, 1987; Ambros, 1989) ; thus, these genes were referred to as being 'heterochronic'. However, in 1993 it was discovered that lin-4 was located within an intron and was thus unlikely to encode a protein.
More significantly, two lin-4 transcripts 22 and 61 nucleotides in length were identified that exhibited complementarity to a repeat sequence element in the 3 ′ untranslated region (UTR) of lin-14 mRNA (Lee et al., 1993) . With another report soon replicating this finding in C. elegans and Caenorhabditis briggsae (Wightman et al., 1993) , the notion was set forth that the 22-nucloetide lin-4 transcript represented an active mature form of the 61-nucelotide transcript and functioned to control worm larval development by binding to the 3 ′ -UTR of lin-14, thereby negatively regulating its function via an antisense RNA-RNA interaction. Furthermore, lin-4 exhibited complementarity to seven regions within the 3 ′ -UTR of lin-14, demonstrating that gene expression was more potently inhibited as more of these non-coding transcripts bound to the mRNA (He and Hannon, 2004) . Retrospectively, we can identify the lin-4 gene in C. elegans as the pioneer of a new class of small, non-coding RNAs called microRNA (miRNA) (Lee et al., 1993) , which utilize the RNA interference (RNAi) pathway to regulate the expression of protein-encoding genes at post-transcriptional level (He and Hannon, 2004) .
The following few years were somewhat quiet at the forefront of miRNA research, with lin-4 mechanism assumed to be a unique event. Meanwhile, RNAi was coming to prominence in 1998 with Fire and Mello (along with their colleagues) reporting double-stranded RNA (dsRNA) to be far more potent at mediating gene suppression in C. elegans than single-stranded antisense RNA . Interestingly, only small quantities of dsRNA were required to induce post-transcriptional gene silencing (PTGS), and it was hypothesized that an endogenous catalytic or amplification component was mediating mRNA degradation prior to translation . RNAi was soon thereafter reported as an ATP-dependent process in an in vitro Drosophila embryo lysate system where dsRNA was processed into 21-23-nucleotide species that appeared to guide sequencespecific mRNA cleavage (Zamore et al., 2000) . When dsRNA was shown by the Tuschl laboratory to be processed into 21 -22-nucleotide short interfering RNA (siRNA) by a ribonuclease III enzyme to mediate sequence-specific RNAi in human embryonic kidney HEK-293 cells, the prospect was set forth for exogenous 21-22-nucleotide siRNA to be developed as gene-specific therapeutic molecules (Elbashir et al., 2001a) .
With incredible excitement surrounding the implications of RNAi, Ruvkun and colleagues discovered a second miRNA in C. elegans in 2000. Like lin-4, the newly discovered let-7 exhibited complementarity to the 3 ′ -UTR of heterochronic genes, in this case lin-14, lin-28, lin-41, lin-42, and daf-12 (Reinhart et al., 2000) . Moreover, they discovered that let-7 was highly conserved in its temporal regulation across phylogeny (Pasquinelli et al., 2000) , refuting the widely believed concept that lin-4 and let-7 were a worm-specific oddity and propelling miRNA to significance as native endogenous clients of the RNAi machinery. This catalysed intense genome-wide searches for the discovery of more endogenous small regulatory RNAs in numerous species, to the point that miRBase Release 19 currently contains sequence data for 25141 mature miRNA products in 193 organism species (Kozomara and Griffiths-Jones, 2011) . The significance of non-coding RNA was further illuminated in 2001 when the completion of the human genome project revealed that ,2% of the human genome encoded proteins (Lander et al., 2001) . It has been realized that the ratio of non-coding to proteincoding DNA in the genome correlates with developmental complexity (Mattick, 2004) , and a recent publication has reported on the exponential correlation of miRNA gene number and 3 ′ -UTR length-but not 5 ′ -UTR or coding sequence length-with morphological complexity in animals (Chen et al., 2012) . This was measured according to the number of cell types within each organism, and also confirmed earlier observations that 3 ′ -UTR length in housekeeping genes has remained short across organisms, thereby minimizing miRNA-binding site potential and reducing the complexity with which these constitutively expressed genes are regulated (Stark et al., 2005) . Today we certainly have a stronger appreciation for RNA molecules to function not only as messengers of protein production, but also as complex regulatory molecules facilitating the intricate control of gene expression required for developmental complexity (Kosik, 2009) .
Mechanisms of miRNA function
When considering non-coding RNA function, miRNAs constitute one of the largest classes of endogenous, non-coding regulatory RNA molecules in animals. In their mature form they are 19 -22 nucleotides in length, and they interact via Watson -Crick binding with regions of complementarity primarily within the 3 ′ -UTR of mRNA transcripts. In doing so, miRNAs act as sequence-specificity guides for the RNAi machinery to mediate repression of target gene expression at post-transcriptional level by negatively regulating mRNA stability and/or protein translation. miRNA biogenesis miRNAs are typically transcribed by RNA polymerase II (pol II) as long primary miRNA (pri-miRNA) transcripts, which undergo sequential cleavage into a precursor miRNA (pre-miRNA) transcript before being cleaved again into the mature miRNA duplex (Figure 1 ). These pri-miRNA transcripts range in length from several hundred nucleotides to several kilobases, can contain either a single miRNA or clusters of several miRNAs, and originate from intronic regions of protein-coding and non-coding genes, as well as from intergenic and exonic regions (Rodriguez et al., 2004; Saini et al., 2007) . The microprocessor complex is responsible for mediating pri-miRNA cleavage, with the dsRNA-binding protein DGCR8 (DiGeorge syndrome critical region gene 8) binding the pri-miRNA and positioning the catalytic site of Drosha-a ribonuclease III (RNase III) dsRNA-specific endonuclease-11 nucleotides from the base of the duplex stem to mediate nuclear processing to the pre-miRNA transcript (Denli et al., 2004; Han et al., 2006) . This produces a pre-miRNA hairpin typically 55 -70 nucleotides in length with a two-nucleotide 3 ′ overhang, characteristic of RNase III-mediated cleavage (Lee et al., 2003) . This two-nucleotide overhang facilitates the subsequent exportation of the pre-miRNA from the nucleus to the cytoplasm by a RanGTP/Exportin5-dependent mechanism and is suspected to also facilitate subsequent cleavage by the RNase III endonuclease Dicer (Yi et al., 2003; Bohnsack et al., 2004; Lund et al., 2004) . This cleavage requires the interaction of Dicer with the dsRNA-binding protein TRBP [HIV-1 transactivating response (TAR) RNA-binding protein] (Forstemann et al., 2005) , and as a result of Dicer processing the terminal base pairs and the loop of the pre-miRNA are excised. This produces a 19-22-nucleotide mature miRNA duplex, which possess two-nucleotide overhangs at each 3 ′ end (Lee et al., 2002) .
miRISC loading
After their maturation into small RNA duplexes, miRNAs are loaded into ribonucleoprotein (RNP) complexes, often referred to as miRNA-induced silencing complexes (miRISCs), RISCs, or miRNPs. The signature components of each miRISC are the miRNA and an Argonaute (AGO) protein. In humans, there are four AGO proteins (AGO1-4), each consisting of the highly conserved P-element-induced wimpy testes (PIWI), middle (MID), and PIWI-AGO-Zwille (PAZ) domains, along with a less-conserved terminal domain. The loading of the miRNA into this protein complex has been proposed to occur in tandem with Dicer-mediated miRNA maturation (Gregory et al., 2005; Maniataki and Mourelatos, 2005) and requires ATP hydrolysis cleaved in the nucleus by Drosha, which forms a microprocessor complex with DGCR8. This generates the pre-miRNA, which is actively exported into the cytoplasm via a RanGTP/Exportin 5-dependent mechanism. In the cytoplasm, Dicer binds the base of the pre-miRNA stem defined in the nucleus by Drosha. Dicer cleavage liberates a mature miRNA duplex that exhibits imperfect complementarity. This miRNA duplex is assembled into the miRISC loading complex, in which the passenger strand is discarded. The miRNA guides the mature miRISC to regions of complementarity within mRNA transcripts, thereby mediating post-transcriptional gene silencing through translational repression and/or mRNA degradation.
with additional chaperone proteins to create an open conformation to facilitate loading of the miRNA duplex (Liu et al., 2004; Yoda et al., 2010) .
A key feature of miRNA is that while both strands of a small RNA duplex are capable of activating the miRISC, typically only one strand will induce silencing (Khvorova et al., 2003) . This asymmetry is primarily governed by the relative thermodynamic properties of the RNA duplex, such that the miRISC-associated helicase preferentially unwinds the miRNA duplex from the end with least resistance in terms of inter-strand hydrogen bonding. The strand with its 5 ′ end at this less thermodynamically stable end is selected as the guide strand, and proteins such as TRBP or protein kinase, interferon-inducible dsRNA-dependent activator (PACT) are proposed to interact with Dicer to sense this thermodynamic asymmetry (Schwarz et al., 2003; Noland et al., 2011) . In doing so, the guide strand is retained in the miRISC, while the other strand (the passenger, or the miRNA* strand) is discarded (Hutvagner, 2005; Matranga et al., 2005) . miRNA strand selection also appears to be independent of Dicer processing polarity (Preall et al., 2006) , where both ends of a duplex have similar thermodynamic properties, both the miRNA and miRNA* act as the guide strand with similar frequencies (Schwarz et al., 2003) . However, strand selection does not always occur according to the axiom of thermodynamic strand asymmetry, with tissuespecific factors appearing to play a role in enabling both the miRNA and miRNA* strands to co-accumulate and function as the guide strand (Ro et al., 2007) . For this reason, miRNA nomenclature has advanced beyond the miRNA* system, with the adoption of miRNA-5p and -3p names to indicate whether the mature miRNA sequence is derived from the 5 ′ or 3 ′ end of the pre-miRNA transcript.
Target recognition
Once the mature miRNA strand has been isolated in the mature miRISC, the AGO protein functions as an interface for the miRNA to interact with its mRNA targets. Recent characterization of human AGO2 has revealed that the 3 ′ hydroxyl of the miRNA inserts into a hydrophobic pocket of AGO such that the terminal nucleotide stacks against the aromatic ring of a conserved phenylalanine residue in the AGO PAZ domain (Jinek and Doudna, 2009) . Meanwhile, the MID domain forms a binding pocket that anchors the miRNA 5 ′ phosphate such that this terminal nucleotide is distorted and does not interact with the target mRNA (Ma et al., 2005; Parker et al., 2005) . This explains why miRNA -mRNA mismatches are tolerated in this position, with a nucleotide specificity loop in the MID domain in fact demonstrating a preference for miRNA to possess a 5 ′ -terminal U or A (Frank et al., 2010; Czech and Hannon, 2011) . This also explains the bias for these nucleotides at position 1 of human miRNA, and possibly also plays a minor role in miRNA strand selection in miRISC maturation. In this interaction, nucleotides 2-7 of the miRNA are exposed in a sequence-independent A-form helical confirmation to facilitate stable duplex formation with target RNAs through Watson -Crick base-pairing (Schirle and MacRae, 2012) . A distinct kink has also been observed between nucleotides 67, and miRNA -target complementarity at base 7 is theorized to induce a conformational change that may be an important step in effective miRNA targeting. These structural determinants underpin the specificity of 'seed region' function in target recognition by miRNA, with contiguous pairing from nucleotides 2-7 of the miRNA sufficient to mediate PTGS despite only partial complementarity throughout the remainder of the miRNA (Lewis et al., 2003; Bartel, 2009) .
In association with a target mRNA, miRISCs have been shown to inhibit initiation and elongation steps of translation (Olsen and Ambros, 1999; Pillai et al., 2004 Pillai et al., , 2005 Petersen et al., 2006) and to mediate mRNA poly(A) tail removal through the deadenylase CCR4-NOT complex. This causes the removal of the mRNA 5 ′ cap and allows rapid mRNA degradation by 5 ′ to 3 ′ exonucleases (Braun et al., 2011; Chekulaeva et al., 2011; Fabian et al., 2011) . However, there is much debate within the literature as to whether inhibition of translation or mRNA degradation is the primary contributor to miRNA-mediated PTGS (Guo et al., 2010; Djuranovic et al., 2012) , and the precise determinants for this are not fully understood (Huntzinger and Izaurralde, 2011; Pasquinelli, 2012) . Two recent publications both utilizing ribosome profiling and RNA expression analysis highlight this debate: one study investigated human miR-1 and miR-155 along with mouse miR-223 and concluded that decreases in mRNA expression accounted for 84% of decreased protein production, with only a modest effect on translation efficiency (Guo et al., 2010) ; meanwhile, the other study identified that zebrafish miR-430 reduced the rate of translation initiation by ribosomes on target mRNA transcripts and demonstrated that reducing deadenylation did not block translational repression, suggesting that translational repression was occurring prior to complete deadenylation and mRNA decay (Bazzini et al., 2012) . Trying to rationalize these two studies, it is possible that miRNA-specific features may influence whether mRNA deadenylation or translation inhibition predominates, especially as other studies have suggested that mature miRNA seed sequence-independent of miRNA concentration-and thermodynamic stability of miRNA -target interactions serve to influence which miRNAs mediate translation inhibition through association with mRNA in polyribosomes (Molotski and Soen, 2012) . Other reports have also suggested 3 ′ -UTR context-dependent features or roles for other mRNA-binding factors (Guo et al., 2010; Wu et al., 2010) , while others suggest multiple repression mechanisms, as epitomized by the separate PAM2 and P-GL motifs within GW182/ TNRC6A-a key component of the miRISC-which facilitate translation inhibition through independent mechanisms (Fukaya and Tomari, 2011; Mishima et al., 2012) . Roles in establishing developmental complexity Since being discovered as regulators of developmental timing in C. elegans, it has become widely established that miRNAmediated regulation of gene expression is a fundamental biological phenomenon required to facilitate key developmental processes such as cellular proliferation, programmed cell death, and cell lineage determination and differentiation (Bartel, 2009; Ambros, 2011) . Their significance is such that 60% of the human genome is predicted to be regulated by miRNA function (Friedman et al., 2009) , each miRNA estimated to regulate around 200 target genes (Krek et al., 2005) .
Moreover, miRNAs play a vital role in the establishment of tissue identity (De Mulder and Berezikov, 2010) , with a number of characteristic miRNA temporally regulated throughout cell lineage commitment to facilitate the establishment of specialized haematopoietic cell types, neurons, oligodendrocytes, and myocytes (Figure 2) . Conversely, a number of miRNAs-including miR-200c along with the miR-302 and -369 families-have also been observed to promote pluripotency self-renewal by modulating cellular pathways that repress cellular lineage-commitment programmes (Yu et al., 2007; Viswanathan et al., 2008; Judson et al., 2009; Miyoshi et al., 2011) . With such a significant role in the cell cycle and regulation of differentiation states, it is not surprising that a number of oncogenic and tumour-suppressor miRNA have also been identified in a multitude of cancers. For example, over-expression of the miR-17-92 polycistron has been reported to accelerate tumour development in a number of cancers through regulation of c-Myc expression, while the miR-15-16 cluster is often deleted in chronic lymphocytic leukaemia and this absence results in an over-expression of the apoptotic inhibitor BCL2 O'Donnell et al., 2005; Calin and Croce, 2006) . miRNA expression profiles in cancer are even indicative of metastasis and patient prognosis Yan et al., 2008) , underpinning their significance in dictating cell fate and influencing whether cells continue to proliferate as a pluripotent progenitor or begin to differentiate along one of many specialized cell lineage pathways.
Substantial evidence is also accumulating for the importance of miRNA not only in the development and differentiation of neuronal progenitors and neurons (Makeyev et al., 2007; Shen and Temple, 2009; Shi et al., 2010; Zhao et al., 2010) , but also in the later stages of neuronal migration, maturation, and even local protein synthesis in synapses and dendrites to control synaptic plasticity and memory formation (Ashraf et al., 2006; Schratt et al., 2006; Banerjee et al., 2009; Gao et al., 2010; McLoughlin et al., 2012) . A disproportionately large number of miRNAs have been shown to display brain-enriched or brain-specific expression patterns (Kosik, 2006; Landgraf et al., 2007) , a substantial proportion of which are dynamically regulated throughout normal brain development (Krichevsky et al., 2003) , and multiple reports have even shown specific miRNAs to localize to synaptodendritic compartments (Tai and Schuman, 2006; Kye et al., 2007; Siegel et al., 2009 ) where they also co-purify with polyribosomes (Kim et al., 2004) . One such miRNA is miR-134, which has been shown to negatively regulate dendritic spine size in rat hippocampal neurons through translational repression of targets including the protein kinase Limk1-a regulatory effect that is de-repressed upon exposure to the neurotrophin BDNF, subsequently promoting long-term potentiation and memory formation (Schratt et al., 2006; Gao et al., 2010) .
Furthermore, both Dicer and AGO proteins have been isolated from dendrites with mature miRNA and pre-miRNA (Lugli et al., 2008) , as have pri-miRNA in co-immunoprecipitation with Drosha and DGCR8 (Lugli et al., 2012) . This has resulted in suggestions that miRNA biogenesis may even be occurring locally near synapses and dendrites, an astounding notion that could provide insight into the increased cortical biogenesis that is observed for a number of miRNAs in schizophrenia, including miR-181b and members of the let-7, miR-15, and miR-17-20a
Figure 2 Characteristic miRNA associated with the proliferation and differentiation of specialized cell types. A number of distinct miRNAs are expressed at specific stages through development to play a vital role in mediating cell proliferation, specification, and differentiation. A number of miRNAs involved in the establishment of specialized cell types are illustrated for neurogenesis (Smirnova et al., 2005; Makeyev et al., 2007; Shen and Temple, 2009; Shi et al., 2010; Zhao et al., 2010) , myogenesis (Chen et al., 2006; Kim et al., 2006) , haematopoiesis (Chen et al., 2004; Georgantas et al., 2007; Vasilatou et al., 2010) , oligodendrocyte differentiation (Lau et al., 2008; Dugas et al., 2010) , as well as induced pluripotent stem (iPS) cell reprogramming (Miyoshi et al., 2011) .
families (Perkins et al., 2007; Beveridge et al., 2008 Beveridge et al., , 2009 . With a number of other neurological disorders also characterized by miRNA dysfunction (Jin et al., 2004a; Abelson et al., 2005; Bicker and Schratt, 2008; Im and Kenny, 2012) , this lends further support to the hypothesis that miRNAs play a fundamental role in regulating the activity-dependent spatiotemporal control of translation at synapses required for long-term potentiation and the homeostatic control of neuronal connectivity (Konecna et al., 2009; Goldie and Cairns, 2012) . When also considering the large number of primate-specific miRNAs expressed in the brain (Berezikov et al., 2006) and that a single pyramidal neuron in the cortex may form up to 10000 synapses with other cells, it is tantalizing to hypothesize a role for miRNA as key regulatory molecules in the development of the exquisitely complex programmes of gene expression and the decentralized modifications of individual synaptodendritic connections that are required for the cortical complexity observed in the human brain.
Context-specific miRNA function
With miRNA facilitating the regulation of such exquisite developmental programmes, future advancements in the field of miRNA biology require a scientific approach that acknowledges the mechanistic complexity through which target genes can be regulated spatiotemporally throughout development. Indeed, the expression pattern of a specific miRNA may see it predominantly expressed at a particular stage of development, enriched within an individual cell type, and localized to a specific subcellular compartment. Such contextual determinants of miRNA function no doubt influence its biological function, and these factors need to be taken into consideration when investigating miRNA function in both normal developmental and pathophysiological processes.
Non-redundant miRISC function
The capacity for a large number of other proteins to associate with the AGO core of miRISCs introduces the potential for many different miRISCs to exist within a cell at any given time. These proteins include Dicer, GW182/TNRC6A, TNRC6B, FMRP, TRIM32, as well as a myriad of DEAD/DEAH box-containing proteins and mRNA-binding proteins (Jin et al., 2004b; Hock et al., 2007; Schwamborn et al., 2009) . It is quite feasible that adjustable miRISC compositions could enable individual miRISCs to execute dynamic functions, leading to variable miRISC function and regulatory outcomes (Pasquinelli, 2012) . Indeed, the four AGO proteins that comprise the core of every miRISC each have specific expression patterns, subcellular localizations, proteinbinding partners, and biochemical capabilities (Sasaki et al., 2003; Czech and Hannon, 2011) . Most significantly, AGO2 exclusively possesses catalytic slicer activity such that when it acts as the interface for miRNA -mRNA interactions (and even for miRNA strand selection in miRISC maturation) of perfect or near-perfect complementarity, a catalytic Asp-Asp-His slicer motif in the PIWI domain of AGO2 cleaves the target mRNA resulting in its destruction (Elbashir et al., 2001b; Hammond et al., 2001; Liu et al., 2004; Meister et al., 2004) . While exemplified by miR-196-mediated cleavage of HOXB8 mRNA (Yekta et al., 2004) , this form of PTGS does not typically occur in mammalian systems because mismatched miRNA -mRNA bases disrupt the cleavage site, and there are very few perfectly matched miRNA -mRNA regulatory sequences in mammals. Exogenous siRNA however, are designed with perfect complementarity to their mRNA targets such that the slicer activity of AGO2 can be utilized to mediate target mRNA cleavage to potently silence gene expression.
It is important to note that in mammalian cells, miRNA are randomly loaded into each AGO without discrimination, with the relative abundance of each AGO determining the rate at which miRNA are loaded into a miRISC that contains AGO1, or 2, or 3, or 4 (Liu et al., 2004; Meister et al., 2004; Hafner et al., 2010; Wang et al., 2012) . While this suggests functional redundancy for each AGO, embryonic lethality is observed in mice when AGO2 is ablated, an effect not observed for the other three AGOs (Liu et al., 2004; Morita et al., 2007) . Relative expression levels of the murine AGO subunits could influence this and render the other AGO subunits unable to compensate for AGO2 loss, though it is interesting to note that AGO slicer activity is required for RNA-induced transcriptional silencing in Schizosaccharomyces pombe (Irvine et al., 2006) . While previous reports note that AGO2 does not appear to be required for maintenance of DNA methylation in mice (Morita et al., 2007) , there are reports of miRNA-and AGO-mediated inhibition and activation of gene expression at complementary target sites within promoter regions in mammalian cells through changes in histone covalent modifications as well as DNA methylation (Janowski et al., 2006; Kim et al., 2008; Place et al., 2008; Gagnon and Corey, 2012) . More significantly, an abundance of mature miRNA have been identified in the nuclei of mammalian cells, comparable with numbers in the cytoplasm (Jeffries et al., 2011) , and a recent study reported a large number of AGO2-interacting miRNAs to associate with the histone H3 dimethylated on lysine 9 (H3K9me2) repressive chromatin state at E2F promoter sites, with the top ten AGO2-interacting miRNAs identical to the top ten H3K9me2-interacting miRNAs (Benhamed et al., 2012) . In addition to this, AGO2 was shown to accumulate in the nucleus of senescent cells, and repressive histone marker modifications histone H3 trimethylated on lysine 27 (H3K27me3) and H3K9me2 were concomitant with the presence of AGO2 at E2F-target promoters in senescence arrest. Further hints of non-redundant AGO protein function also come from a study where AGO1 over-expression displayed significant inhibitory effects on cell proliferation and motility in SH-SY5Y neuroblastoma cells and even mediated apoptosis through an accumulation of the tumour-suppressor p53 (Parisi et al., 2011) . Intriguingly, AGO2 over-expression displayed no such effect, though over-expression of both AGO1 and AGO2 did induce differentiation. Further to this, the authors of this study analysed a number of GEO datasets and identified a significant decrease in AGO1-but not AGO2-expression in a number of tumour cell lines, and also observed an AGO1-specific increase in expression levels throughout neuronal differentiation.
Context-specific miRNA target identification
Beyond miRISC determinants that influence regulatory outcome, one of the greatest challenges to miRNA research has been the identification of the many genes that each miRNA regulates. It is one thing to know that the expression levels of a particular miRNA are associated with a specific developmental or pathophysiological process, but it is another task altogether to identify the target genes of the miRNA and understand how their regulation influences specific biological functions. This is an arduous task, complicated by the capacity of the miRNA to regulate target genes that display only partial complementarity to the miRNA.
To overcome this challenge, various sequence-based bioinformatic approaches have been established to identify the putative landscape of miRNA function on a large scale by utilizing algorithms to predict the likelihood with which a miRNA will bind to cognate 3 ′ -UTRs. These algorithms place great emphasis on seed region complementarity and also take into consideration other factors such as the thermodynamic properties of miRNAmRNA interactions and the conservation of predicted binding sites across multiple species, as is the case for Targetscan (Lewis et al., 2003) . Other freely accessible algorithms include miRanda (Griffiths-Jones et al., 2006), PicTar (Krek et al., 2005) , and miRNA Viewer (Enright et al., 2003) . However, there is a lack of congruity between target predictions produced from different algorithms, not only due to differences in algorithm parameters, but also due to differences produced by algorithms utilizing different 3 ′ -UTR databases for their target predictions (Ritchie et al., 2009) . Furthermore, several alternative seed binding arrangements have been observed, with numerous reports within the literature of 'bona fide' targets lacking a complete 6-mer seed region match (Bartel, 2009) . In fact, some targets exhibit patterns of complementarity with 11 -12 contiguous base pairs in the centre of the miRNA (Shin et al., 2010) , while others show additional base-pairing at positions 12 -17 to enhance targeting (Grimson et al., 2007) . One study even reported 3 ′ compensatory binding to exist in nearly 20% of targets, where insufficient 5 ′ seed region binding was compensated for by extensive 3 ′ end pairing (Elefant et al., 2011) .
Other context-specific parameters within mRNA transcripts have also been suggested, with conserved miRNA-binding sites predominantly located .15 nucleotides downstream of the stop codon, and sites at either the start or end of long 3 ′ -UTRs also have been reported to be generally more effective than those located towards the centre of 3 ′ -UTRs (Grimson et al., 2007) . miRNAs have also been reported to bind at many sites within both 5 ′ -UTR and coding regions of mRNA (Orom et al., 2008; Tay et al., 2008; Tan et al., 2009) , meaning that a large number of potential binding sites are, therefore, not revealed by most target-prediction algorithms that typically utilize 3 ′ -UTR databases as input. To complicate matters further, the degree of repression for miRNA seed matches can be highly variable in different UTR contexts. For example, local AU-rich contexts correlate with more effective targeting, and miRNA-binding sites in close proximity to one another often act synergistically to regulate target gene expression (Grimson et al., 2007) . Complications of RNA structure and RNA-binding proteins can also affect site accessibility (Kedde et al., 2007; Meisner and Filipowicz, 2010) , and alternative splicing events have also been reported in cancers where miRNA -target regulation is disrupted by the production of transcripts with shortened 3 ′ -UTRs (Sandberg et al., 2008; Mayr and Bartel, 2009 ).
With such a vast complexity of function, it is not surprising that miRNA prediction algorithms are often associated with large false discovery rates (Carroll et al., 2012) , with experimental approaches required not only to identify miRNA targets of biological relevance, but also to investigate the capacity of the miRNA to regulate complex gene networks at multiple levels (Thomson et al., 2011) . When searching for miRNA regulatory maps in a specific biological environment, there is, therefore, a need for experimental validation of these interactions in conditions resembling the endogenous cellular environment of interest. Moreover, the many-to-many relationship of miRNA function means that one miRNA can regulate many target genes, and one target gene can be regulated by many miRNAs. There is consequently context-specific competition for miRNAmRNA interactions, as highlighted by reports of competitive endogenous RNA (ceRNA) in the form of pseudogenes containing miRNA-binding sites which act as sponges or decoys to compete for miRNA binding (Cesana et al., 2011; Karreth et al., 2011; Salmena et al., 2011; Tay et al., 2011) . Expression levels of ceRNA, including other mRNA targets of the miRNA, can therefore reciprocally influence the function of a miRNA in a specific biological environment. Indeed, the need to consider context specificity when investigating miRNA biology and function is further highlighted by the functional pleiotropy of miR-181b, which has been shown to be associated with schizophrenia; muscle development; haematopoiesis; and a number of cancers, both as an oncogene and as a tumour suppressor (Carroll et al., 2012) .
However, this context-specific complexity has not been lost on the bioinformatic community, and in recent years, a number of integration algorithms have been developed to integrate miRNA target-prediction information and biological expression data with complex statistical or machine learning methods with a view to obtaining biological insight into miRNA function (Liu et al., 2012) . The premise for this approach was elegantly demonstrated in 2007 with the development of the Bayesian network learning algorithm GenMiR++, which integrated sequencebased miRNA target-prediction information with miRNA and mRNA expression data from multiple tissues to determine the probability of miRNA -mRNA relationships from a set of predicted miRNA targets (Huang et al., 2007) . In doing so, this algorithm enabled modelling of many-to-many miRNA -mRNA relationships, and successfully utilized the assumption that miRNAs negatively regulate target mRNA expression to scan for inverse expression patterns in predicted miRNA -mRNA pairs.
In the past few years, these complex algorithms have rapidly evolved to explore the utility of various statistical methods and input features in an attempt to refine various aspects of this approach (Bang-Berthelsen et al., 2011; Li et al., 2011) . For example, the permutation-based statistical method FAME (functional assignment of miRNAs via enrichment) utilizes mRNA expression data to analyse for enrichment or depletion of miRNA targets in co-expressed gene sets, and introduces refinements in the use of confidence values to weight miRNA -target pairs and reduce prediction bias arising from 3 ′ -UTR length variability (Ulitsky et al., 2010) . Meanwhile, the CoSMic (context-specific miRNA analysis) algorithm was specifically designed to address the problem of context-specific miRNA analysis. This algorithm functions to integrate both miRNA and mRNA expression data with sequence-based target predictions, and utilizes gene set enrichment analysis to produce statistical output that identifies the most significant miRNA -mRNA interactions in a specific model system (Bossel Ben-Moshe et al., 2012) . These algorithms can also help with the identification of independent and interdependent miRNA -mRNA regulatory modules, and a number of algorithms can now account for both positive and negative miRNA -mRNA relationships to infer biological function of miRNA (Liu et al., 2009; Jayaswal et al., 2011; Bossel Ben-Moshe et al., 2012) . With large discrepancies between sequence-based miRNA target-prediction algorithms, along with the growing evidence for functional miRNA-binding sites beyond 3 ′ -UTRs, other algorithms also allow optional integration of miRNA target predictions with miRNA and mRNA expression data (Liu et al., 2010) . Ultimately, the experimental validation of the CoSMic algorithm represents a promising step forward in evaluating algorithm performance and coupling this with contextspecific biological data. With a vision towards accounting for other factors such as transcription factor regulation of gene transcription, these algorithms represent a powerful tool in advancing the understanding of miRNA targeting principles and the influence of context-specific environments in promoting or deterring specific miRNA -mRNA interactions.
Considerations of miRNA complexity
Developmental complexity requires dynamic regulation of gene expression programmes throughout development so large numbers of different cell types can be established with specialized functions. It is, therefore, not surprising that the complexity of miRNA function in itself has proved a great barrier in elucidating the surfeit of mechanisms through which miRNAs function. Indeed interpretation of straight or conditional animal knockout models for core miRNA biogenesis pathway genes is often complicated because while the majority of miRNAs are produced in this way, there exists a diverse range of many alternative miRNA biogenesis pathways that are independent of Drosha/DGCR8 and/or Dicer processing, meaning that observed phenotypes in knockout models may not reflect a simple removal of miRNA function because functional subclasses of miRNA can still be present (Yang and Lai, 2011) . One example of this is mammalian miRNA-intron (mirtron) genes, in which short introns capable of forming hairpins are subsequently spliced into pre-miRNAs in a Drosha-independent process (Berezikov et al., 2007) . Furthermore, 16% of pri-miRNAs are reported to be subjected to adenosine to inosine editing in the human brain (Kawahara et al., 2008) , adding yet further complexity to the mechanisms by which miRNAs function in development-and cell-specific regulatory processes (Kawahara et al., 2007) .
Overwhelming evidence is also now accumulating to support hypotheses for miRNA and other small non-coding RNA molecules in autocrine, paracrine, and exocrine signalling events (Dinger et al., 2008) . For example, miRNAs have been shown to exist in 50-100 nm diameter vesicles known as exosomes, which are secreted by a variety of cell types and tissues, and have been found to be involved in processes such as cancer (Lotvall and Valadi, 2007; Skog et al., 2008) . Importantly, miRNAs from these vesicles can even be taken up into recipient cells to mediate silencing effects (Kosaka et al., 2010) . Interestingly, the plant miR-168-highly expressed in rice-has also recently been shown to be present in human blood plasma (Zhang et al., 2011) . This investigation also revealed plant miRNA to be stable in cooked foods, with dietary consumption of plant material resulting in exogenous plant miRNAs being absorbed into the bloodstream of mice from the gastrointestinal tract. Plant miR-168 was even shown to regulate the expression levels of target genes in the liver such as LDLRAP1 (low-density lipoprotein receptor adapter protein 1), resulting in decreased LDL removal from blood plasma in mice. Indeed, such a significant discovery revolutionizes the complexity with which miRNAs are considered to function in mammals throughout various developmental and pathophysiological processes.
Conclusion
miRNAs play a central role in establishing the spatiotemporal gene expression patterns required to establish specialized cell types and promote developmental complexity. The inherent complexity of miRNA function, however, requires a scientific approach in which context-specific miRNA function must be acknowledged if advancements are to be made in understanding how these small regulatory RNA molecules function in various developmental and pathophysiological processes. While this requires an appreciation for mechanistic aspects such as non-redundant miRISC function and the dynamic regulatory outcomes this facilitates, arguably the greatest challenge facing miRNA biology is the identification of the many genes that each miRNA targets and an understanding of the context-specific factors that determine when and how these genes are regulated.
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