Statistical pattern imaging velocimetry (SPIV) is a new technique for the estimation of the planar velocity field from the high-speed videos. SPIV utilizes an ensemble of either backlit or side lit videos to obtain full planar velocities in sprays and flames. Unlike conventional particle imaging velocimetry, statistical pattern imaging velocimetry does not require wellresolved images of particles within turbulent flows. Instead, the technique relies of patterns formed by coherent structures in the flow. Therefore, SPIV is well suited for the estimating planar velocities in sprays and turbulent flames, both of which have well-defined patterns embedded in the flow videos. The implementation of the SPIV technique is relatively quite straightforward since high-speed videos can be readily obtained either in a laboratory or production floor setting. The biggest challenge for the SPIV techniques is that the procedure is computationally expensive even with an ordinary mega-pixel camera. To improve the computation speed, a successive partitioning scheme was employed. In addition, to improve spatial resolution to subpixel dimensions, a weighted central averaging scheme was used. With these two enhancements, the SPIV method was used to obtain planar radial and axial velocities in a spray emanating from a GDI injector. Sprays from GDI injectors are very dense (with obscuration levels close to the injector being greater than 99%), and velocity measurements are difficult. However, further away from the nozzle, a Phase Doppler Anemometer can be used to obtain velocity measurements. The velocities obtained using these two methods showed reasonable agreement.
Introduction
Estimating velocity vectors in automotive injectors is primarily required for model validation purposes. Phase Doppler Anemometry has been used by several investigators to obtain time resolved velocities in GDI sprays. [1] [2] [3] In addition, high-speed videos have been used in the past to obtain plume penetration velocities as a function of time. [4] [5] [6] [7] Extinction measurements at two heights have also been used to obtain plume velocities in GDI injectors. 8 These imaging methods rely on using different types of edge detection methods to identify the variation in spray boundary as a function of time so as to obtain an approximate velocity. However, most of these methods are only applicable for the farfield spray behavior where the spray density is low.
Particle imaging velocimetry (PIV) technique has been used to probe the internal structure of the sprays, 9, 10 but its usefulness is limited to the far downstream region of the spray where the droplet density is relatively low so that images of the individual droplets can be resolved. The PIV technique will not provide reliable velocities if the particle image is not clearly resolved. 11 Image correlation velocimetry (ICV) has been successfully applied to probe the near-field velocity for the fuel spray. 12 The ICV method originates from the displacement measurement in solid mechanics. 13 It has been applied to study the near-wall structure of turbulent flow. 14 It has also been used in a number of laminar flow studies. 15, 16 Recently, the ICV technique has been used to extract velocity field from the cloud features in the atmosphere of Jupiter. 17, 18 The method has also been used for studying the break-up behavior of a two-phase flow. 19 ICV uses the features in the successive images to find ''displaced pairs,'' either through correlation or minimization techniques. In PIV, distinct particles are utilized as a reference for correlation. ICV can only be used to locate the displaced pairs as far as the features on the successive images are preserved well. In turbulence studies, the ICV technique requires an extremely fast camera to obtain fully resolved images so as to preserve the main features of the turbulent flow in successive frames of the video.
Statistical pattern imaging velocimetry (SPIV) can be used to extract the near-field particle velocities in transient sprays from high-speed videos. [20] [21] [22] [23] [24] SPIV is similar to ICV in that it is based on estimating the time correlation between the two spatial points with ensemble of samples to find the displacement. ICV is typically used to extract the mean velocity field which is an essential physical property for most of the applications. SPIV can also retrieve transient velocity information in pulsed sprays as well as the mean velocities in steady-state sprays. The implementation of SPIV technique is quite simple because successive images can be obtained with an ordinary background lighting and a low-end high-speed camera operating at 10 kHz. SPIV also does not require that distinct features of the flow pattern are fully preserved in the successive images, which is the primary advantage over ICV technique.
However, there are two difficulties in using SPIV for the practical applications. The first concern is the total computational time required. The SPIV techniques calculate the time correlations for every possible pixel pairs. Therefore, the computational time for an M pixel array camera scales as M 2 Â N, where M is the number of pixels and N is number of frames in the video. Many high-speed cameras have one mega-pixel of higher resolution. The computational time required, using videos with 1000 images on these cameras, is approximately 7 h. The second concern is that the resolution of the estimated velocity is low, when using lower resolution cameras, because there are only a finite number of pixels with well-correlated images.
Based on this background, the primary objective of this work is to improve the computational performance and resolution of velocity measurement obtained with SPIV. A secondary objective of the present work was to provide velocity data in a spray emanating from a highpressure GDI injection system.
Theoretical method
The SPIV method estimates the velocities from a highspeed video as follows. For each pixel in the array denoted by the coordinate (i, j), the intensity of light V j k is obtained. The cross-correlation coefficient of intensity between any two pixels over the entire image is defined as
where (t-t 0 ) is the time lag between the images and N is the total number of pixels. V i is the mean intensity obtained at pixel ''i'' at the specified time ''t'' from the ensemble of images and i is the variance. The local velocity U(x,y,t) is estimated from the peak displacement of the intensity of each specific pixel over the time period ''t''. The peak displacement of the intensity is in turn estimated by searching the entire field of pixels for the pair of pixels (i, j) that provides the highest correlation coefficient. For the highest correlation pair, the displacement distance is divided by the time lag to give the mean velocity. As mentioned in Section 1, this requires the calculation of M 2 Â N correlation coefficients, where M is the number of pixels in each image and N is number of frames in the video.
Two techniques were used in this study to improve the computational performance and the resolution of the velocity estimates. To improve the computational performance, a successive partitioning scheme was employed. To improve the resolution of the velocity estimates, a correlation weighting scheme was used. These two techniques are described further in the following sections.
Successive partitioning
Finding a displaced pair using a time correlation is based on Taylor's hypothesis stating that the fundamental structure of turbulent eddies are conserved through advection process. In other words, a turbulent time signature at an upstream point is well correlated to a downstream point at a fixed time interval later. The fixed time interval in the measurement is integer multiple of the time for the successive measurement. The maximum time lapse between two images is constrained by the fact that the upstream point and the downstream point must be present on the successive images.
The searching algorithm in the previous work 23 uses a pixel-to-pixel search. For a given upstream pixel, the previous algorithm linearly searches over entire downstream pixels and find a pixel where its correlation coefficient is maximum. The proposed algorithm in this work utilizes the successive partitioning of the full image domain as shown in Figure 1 .
As a first step of the search process in Figure 1 , the raw intensities on 16 pixels (4 Â 4) are averaged to form one supersize pixel over the entire image domain. Then the correlation coefficients are calculated for these supersize pixels. This immediately reduces the computation time by 256. After the downstream supersize pixel with the maximum correlation is obtained, the next step is to divide these two supersize pixels.
The supersize pixels are next divided into four medium sized pixels of 4 pixels each (2 Â 2). The correlation coefficient is then calculated using only these 8 medium sized pixels. Once the pixel pair with the maximum correlation coefficient is obtained, the final step of the calculation is performed. For the final step, the correlation coefficient is calculated amongst the 8 pixels within the two medium sized pixels. The approximate computing cost with the successive partitioning search (SPS) is scaled as M, where M is the number of pixels, while the cost of previous linear search is scaled as M2. The basic assumption for this SPS technique is that two-point correlation is preserved in the pixel averaging processes. This assumption could be tested by sampling few points and compute the cross-correlation coefficients. The partitioning search algorithm can be extended to higher degree of averaging, but the degree of averaging is limited by the actual displacement of fluid and correlation coefficient of the specific flow samples.
Weighted correlation
The second technique improves the resolution of the velocity estimates. In the previous study, 23 the resolution of the velocity was limited to 1 pixel. The poor resolution of this method is especially noticeable when the highly correlated pairs are only a few pixels apart. In PIV method, a three-point Gaussian fit has been used previously to obtain 0.1 pixel resolution. To achieve similar performance with the SPIV, as a first trial, a correlation coefficient weighted displacement distance is proposed. In the searching process, the correlated pair is first obtained. The correlation coefficients between the upstream pixel and 8 of the neighboring downstream pixels are obtained. The displacement distance is chosen as the weighted average of these 9 pixels. A schematic of the neighboring pixels at the downstream location is shown in Figure 2 .
These two techniques were added to the basic SPIV algorithm and evaluated using experiments.
Experimental details
The validation for the SPIV has been reported in the previous work. 23 For further validation, a six orifice GDI style injector was used in this study. n-Heptane at 12 MPa and 20 MPa were injected into ambient air using a piston accumulator. The pulse width was set at 1.5 ms and during the injection event, 50 frames were acquired at 10 kHz. The high-speed camera was triggered using the injection pulse. Eighty videos were obtained to provide a statistically stationary estimate of the transient and mean axial and radial velocities. In addition, PDA measurements were obtained at these two conditions for evaluating the results obtained from the SPIV method.
Numerical modeling
Computational fluid dynamics (CFD) is usually employed to simulate combustion in internal combustion engines, including the fuel spray. The numerical models need to be validated before being used in an engine model, especially for a Gasoline Direct Injection engine. Experimental techniques to accurately characterize the near-field spray are scarce. SPIV results could potentially provide validation of the numerical models close to the injector. The spray model employed in this study is Lagrangian and includes droplets interaction models. Droplet break-up is modeled using KH-RT model. 25 The drop collision and wall interaction is modeled using the wall film model. 26 After a mesh sensitivity study, it was found that a mesh size of 0.25 mm ensured grid-convergence of the spray. A model of the spray in the SPIV experimental setup (spray vessel) was built. The plumes direction was set based on SETScan optical patternation results. 27 The pressure in the sac was determined based on a separate CFD simulation of the internal flow within the injector. The simulations and measurements were performed for non-evaporative conditions (1 atm, 20 C) and n-heptane as fuel. The comparison between modeling and experimental data entailed two steps: first, the numerical models were tuned to make sure the atomization process is modeled correctly. Additional tests provided information about spray angles, penetration, and droplet size distribution. SMD and DV90 from the simulation matched well the experimental data from a diffraction based Malvern Spraytech system.
In the second step, we focused on droplet velocity and SPIV. We compared the CFD transient and mean velocities in the spray with the measured ones for different injection pressures. Velocity was correlated in axial cross-sections through the spray and along axes normal to the spray. The results are presented in the next section.
Results and discussion
The first step in the process is to obtain a high-speed video of the spray. For this study, a shadowgraph technique was used. The spray was backlit with a 5000 lumen LED. A high-speed camera (Model No. N4 from IDT, Inc.) was used to obtain the video. The camera provides images with 416 Â 288 pixel resolution at 10,000 frames per second. Four successive images of spray obtained at 20 MPa are shown in Figure 3 .
As is evident from the picture, the spray is extremely dense, with obscuration greater than 0.99. This is the primary reason for why it is difficult to obtain velocities in this spray using conventional methods. Imaging using high-power laser sheet lighting is also difficult in these sprays. To get a good correlation between the successive images, the depth of view of the camera lens should be as small as possible. There are three plumes evident in the picture. The injector is aligned so that the other three plumes are directly behind these plumes.
Even though the obscuration level is very high, the advection of the turbulent structures can be clearly seen in the video. The camera is focused on the centerline of the plumes. These structures provide sufficient variation in intensity to provide temporal and spatial correlations.
A total of eight videos, each of them with 70 frames obtained at 10,000 fps were used for estimating the velocity of the spray. The ensemble averaged transient velocities are first computed using these 80 videos.
From the transient velocities, the time averaged velocity throughout the entire plume is obtained. Gray scale contour maps of the mean axial velocities, at 12 MPa, obtained using SPIV and CFD are shown in Figure 4 .
The axial velocity is shown starting from the plane of the injector (x ¼ 0 mm). The vertical scale ranges from 0 to 30 mm. This is the scale of the image. The injector tip is located at a distance of 17 mm on the y-axis for the SPIV measurements. The injector tip is located at 37 mm for the CFD calculations.
The peak velocities in the plume range from 90 to 125 m/s. This is consistent with the values reported in the literature and those calculated by the CFD code at 12 MPa. The plume width is seen to be smaller in the CFD calculations. The spatial resolution of the CFD calculations is also lower than that of the measurements.
The radial profiles of mean axial velocities at three downstream distances of 5 mm, 30 mm, and 50 mm from the nozzle exit are shown in Figure 5 .
The measurements obtained from the SPIV system for the entire flow field as well as the PDA for one of the plumes at the two pressure conditions are shown in Figure 5 . The results obtained from CFD at 12 MPa are also shown in Figure 5 The agreement between the PDA and SPIV measurements at 12 MPa is reasonable at x ¼ 30 mm and x ¼ 50 mm. The agreement between the PDA and SPIV measurements at x ¼ 5 mm is poor.
The mean values of the PDA measurements were obtained from the instantaneous values by neglecting all velocity measurements that were less than 10 m/s. This is necessary because the measurements at the end of the injection cycle is contaminated by the slow moving residue of the spray. This could be the primary cause of the disagreement between the PDA and the SPIV measurements very close to the injector (x ¼ 5 mm). At higher pressure, the spray is more dense. Therefore, even at 30 mm and 50 mm, obscuration is very high. It is potentially possible that the PDA measurements at the higher pressures have a greater degree of uncertainty from multiple drops being in the probe volume. This would bias the velocity measurements to a lower value. It can be seen that the SPIV measurements show a slightly higher mean velocity at 20 MPa. The PDA measurements at 30 MPa show very little change in magnitude. This supports the conjecture that the PDA measurements are biased downwards the higher pressure. An image of the spray at the end of the injection cycle is shown in Figure 6 .
The downward bias caused due to the low velocity at end of the injection cycle is clearly evident in the photograph shown in Figure 6 . The SPIV provides transient data (with good correlation between the images) up to a point where the local velocities drop below 10 m/s. The low correlation at the end of the spray is probably due to the lack of coherent structures. Therefore, to be consistent with the PDA measurements, all measurements below 10 m/s were eliminated from the average velocity in both methods.
For the PDA measurements, the injector was pulsed at 2 Hz for a period of 20 s. Even after 40 injection cycles, only 3000 to 12,000 valid data counts were obtained for the low pressure condition (12 MPa) . At the higher pressure, the number of valid data counts dropped even lower, implying that for most of the time the PDA was not able to register the velocity of droplets either due to multiple drops being present in the probe volume or the spray being too dense.
Given the high frequency of the data collection for the PDA instrument, this implies that the PDA is obtaining valid data only at the start and near the end of the injection cycle at the 5 mm location. During a substantial portion of fuel injection event, the PDA is unable to obtain valid data. Despite these shortcomings, the agreement between the PDA and SPIV measurements is reasonable, particularly at the lower injection pressure.
The agreement between SPIV and the CFD calculations are good at 30 and 50 mm, and reasonably good at 5 mm. The velocity of the particles is seen to decrease with an increase in axial distances. This is caused by the drag forces on the particles. In addition, the velocity increases significantly with an increase in the injection pressure from 12 MPa to 20 MPa. This increase in velocity with injection pressure is captured by the PDA measurements as well.
The mean radial velocities obtained from the measurements and the calculations are shown in Figure 7 .
The mean radial velocities are shown for the three axial locations of 5, 30, and 50 mm. The velocities obtained at 20 MPa (black dots and symbols) and 12 MPa (red dot and symbols) are shown in Figure 7 . There is fair agreement between the PDA and SPIV measurements at the two downstream locations. However, at 5 mm from the injector exit, there is significant discrepancy. The spray at this location is too dense to obtain good measurements using the PDA as explained above.
The % counts for each axial velocity bin at 12 MPa are shown in Figure 8 . As mentioned above, all data for velocities below 10 m/s were eliminated from the % count for the PDA data. These values were probably obtained several milliseconds after the injection event when there is some residual spray in the measurement volume. If these slower moving drops are neglected, there is good agreement between the % counts from both the instruments. This is very encouraging since it validates the SPIV technique for GDI sprays. In addition, the distribution of the axial velocities is seen to be reasonably smooth as expected. This implies that the weighted correlation scheme is a reasonable method of achieving sufficient velocity resolution.
The % counts for each radial velocity bin at 12 MPa are shown in Figure 9 . The width of the distribution obtained from the PDA is higher than that obtained from the SPIV. The greater width could be the presence of slow moving drops spreading outwards from the core of the jet. Similar results were obtained at the other axial location of 50 mm. At x ¼ 5 mm, there was very little agreement between the PDA and SPIV measurements.
The PDA measurement had a large count of slow moving drops, which biased the velocity estimates downward.
There are several limitations to the SPIV technique. The first limitation is that the transient velocities cannot be obtained. Only ensemble averaged velocities can be obtained using the method. The second limitation is that a large amount of data is required to obtain converged statistics. The present paper used 80 injection events to create the PDFs of velocities. Therefore, the experimental and analysis time is still high compared to the conventional PIV or PDA methods. The third limitation is that the SPIV method requires distinct patterns to be captured in the videos. This may not be possible for very low flow rate sprays. Despite these limitations, SPIV is still a powerful tool that can be used to obtain velocity information in dense sprays.
Summary and conclusions
The following conclusions can be obtained from the study:
1. The SPIV technique was applied to estimate the velocity field for GDI sprays for the first time. There is reasonable agreement of the SPIV measurements with those obtained using a PDA at distances that are far away from the injector exit. 2. There is a great discrepancy between PDA and SPIV at locations very close to the injector exit. This could be due to the inability of the PDA to measure the very dense spray near the injector exit. 3. The SPIV algorithm with the successive partitioning scheme reduces the computational time so that it scales linearly with the number of pixels. 4. The SPIV algorithm with a weighted correlation scheme provides reasonable resolution for the velocity measurements.
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