Asymptotic expansions for the standardized as well as the studentized least squares estimate in multiple linear regression models are obtained without assuming normal errors and under simple assumptions that are easy to check.
1. INTRODUCTION Asymptotic expansions in regression models have been widely studied and many papers exist on the subject. For non-linear models most of the papers deal with the case of normal errors, see, for example, Kunitomo [9] and Skovgaard [lo] . The papers that omit the normality assumption substitute it with hard to analyze conditions that are difficult to check in real situations such as condition Br' in Ivanov and Zwanzig [7] and the conditions C, D,, E,, and F, in Ivanov and Zwanzig [8] . In these two papers Ivanov and Zwanzig obtain an asymptotic expansion for the standardized least squares estimate in non-linear regression models. An asymptotic expansion for the studentized least squares estimate was not obtained. See also Zwanzig [ 111. In this paper we obtain asymptotic expansions for the studentized least squares estimate in multiple linear regression models without assuming normal errors and under simple assumptions that are easy to check. We also show, under suitable easily verifiable conditions and without assuming normal errors, that the standardized least slquares estimate has a density and that an Edgeworth expansion for the density is valid. Using this expansion for the density, we can obtain an Edgeworth expansion for the distribution of the standardized least squares estimate.
In this equation, Y is an n x 1 observable vector of random variables, X is an n x k matrix of known fixed numbers, j is a k x 1 vector of unknown parameters to be estimated from the data and E is an n x 1 unobservable vector of random variables. The dependence on n is always omitted in this paper unless confusion seems likely. Attention is restricted to the conventional least squares estimate /? of /I given by fl= (X'X)-' X'Y,, (1.2) where x' is the transpose of X and where we assume X to be of full rank k.
Assume the components cl, cZ, . Note that since X is of full rank, X'X is positive definite and has a positive definite square root. Under quite general conditions on the matrix X, it can be shown that T,, and W, are asymptotically normal with mean zero and covariance matrix Z,, the k x k identity matrix. For details see for example Anderson [l] or Eicker [6] . In Section 3 we show, under suitable assumptions on the matrix X and on the distribution of the si)s, that T,, has a bounded density and that an Edgeworth expansion for this density is valid. In Section 4 we derive a two-term Edgeworth expansion for the distribution of W,, (Theorem 4.5) and we show how one can use that to obtain a better approximation for the distribution of W, than the normal approximation for estimation and testing purposes (Remark 4.6). An Edgeworth expansion for the correlation model in which X is considered random is also valid (Remark 4.7).
NOTATIONS AND SOME LEMMAS
In the linear model (1.1) considered before, write X as (X,, . . . . X,,)', where the Xi's are k x 1 vectors for i = 1, . . . . n, E = (E,, . . . . E,)'. Let A = x'X= x1= 1 XJ:, 2, = the smallest eigenvalue of A, M, = max{ 11X, 11: i = 1, . ..) n}, where 11 .I/ is the Euclidean norm.
We want to make the following assumptions:
Al. E;S are i.i.d. with mean zero and finite variance cr2. A2. X is of full rank k. A3. The characteristic function y of E, is integrable. A4. E,)S have finite sth absolute moment, for some integer
Note that A4 implies that 7 hm (l/n) i liX,ll'< 00 for 1 <r<s. n-cc i=l -In Section 4 assumption A3 will be weakened to A3 and assumption A4 -will be strengthened to A4, where -A3. E,'S have a non-zero absolutely continuous component which has a positive density on an open subset of R.
-A4. E,)S have finite 2sth absolute moment for some integer s > 3 and -lim, _ m (l/n)Cl=, lIXill"< co. Bhattaharya and Ranga Rao [S] will be referred to as BR because of its frequent usage.
The following lemmas will be used in the proofs of the main results. Assume that the n x k matrix X is of full k and that the smallest eigen value A of X'X goes to co as n + co. Let s be an arbitrary positive integer. Then for large enough n one can find, among the rows of X, s disjoint sets with k independent rows in each.
Proof (By induction on s). X is of full rank implies the lemma is true for s = 1. Now assume that for fixed n = n, we can find among the rows of X, r -1 disjoint sets with k independent rows in each (r > 2). We need to show that, choosing n large enough, one can find among the n, + 1, no + 2, . . . . n rows another set of k independent vectors.
Write and the right-hand side goes to cc as n --+ co. Therefore, for some n > no, BL _ ng B, _ nc is positive definite, which implies that B,,-,, is of full rank; i.e., it contains k independent rows. 1 LEMMA 2.3. Let cf2 be the least squares estimate of o2 and 5' be as in (2.2) . Then for a>0 and under assumption Al, one has P{ ld2-$ > a} < 2p4A4~/(a21~).
Proof: The lemma is obviously true if p4 = IYS, so assume pLq < cc and note that
Therefore, by Al and using Chebyshev's inequality, one has P{ld2--c? >a}=P
ASYMPTOTIC EXPANSION FOR THE DISTRIBUTION OF THE STANDARDIZED LEAST SQUARES ESTIMATE
Using the same notation as before and assuming, without loss of generality, that 0 = 1 we have = A -1/2,lJ'e = A -'I2 i xis, = ,,"ZZ, (3.1) i=l where Z = (l/n) Cy=, Zi and Zj = n112A-1'2Xj~i. Clearly under assumptions Al through A4 the Z;s are independent with mean 0 and finite sth absolute moment. Let, Vi = Cov(Z,), V= (l/n) cJ'= 1 Vi = COV(A-"~X'E) = Zk, and pr= (l/n) C;= I E llZiI('. Noted that by A4 and A5, there exist an integer N'(r) such that p, < c(r) p, for n > N'(r), where c(r) is a constant depending on r only, r = 1, 2, . . . . s. Let x,(Z,) be the vth cumulant of Zj, and write j" = (l/n) C;= i x,(Z,). It is easy to see that 2" = (l/n) I:= I (n"'A P1'2Xi)" xl", , where as before x,,", is the lvjth cumulant of .si. Now let ZE U?, and define, for each positive integer S, x,(z) =s! C,", =s (j"z"/a!) and where C* is the sum over all m-tuples of positive integers j,, . . . . j, satisfying Cy= i ji = s. Using these notations and following the lines of the proof of Theorem 9.9 of BR one can show that under assumptions Al through A5 there exist two positive constants c,(s, k) and c2(s, k) depending only on their arguments such that, for all 5 E IWk satisfying 11<11 Q CI(S, k) n[("2)-a', one has, for all nonnegative integral vectors v, 0 < 1 VI < S, and for large enough n, where i, , . . . . ii are distinct indices in { 1, . . . . n>, y1 , . . . . rj are positive integers and a,, . . . . aj are nonnegative integral vectors satisfying C{=, riai = v and j< IvI. Also, using Lemma 2.2, take n large enough so that X has at least s + 1 disjoint sets with k-independent rows in each, and since j < 1~1 <s, one can find, among {X:A -"2}ie (i,, _,,, i,;, k independent rows, say, {X~iAP1'2}i=r ,.._, k, ZiE { 1, . . . . n} for i= 1, . . . . k, Zj$ {iI, . . . . ii}; and so, using The next corollary gives an Edgeworth expansion for the distribution Qn of T, ; its proof follows immediately from Theorem 3.1. 
ASYMPTOTIC EXPANSION FOR THE DISTRIBUTION OF THE STIJDENTIZED LEAST SQUARES ESTIMATES
In this section we are going to derive a two-term Edgeworth expansion for the studentized statistic W,, given in (1.4).
Define the (k + 1) x 1 random vector R, by ;c, A -1i2xi~, NOW let pr = (l/n) I;= 1 E 11 BYi llr. Then (4.1) and (4.3) imply that p, is bounded for 0 < I < s; i.e., there exist cg = c,(k, p2,) such that p*<cg< co. Proof This theorem follows directly from Theorem 9.9 of BR. We only need to show that (4.6) implies condition (9.37) of that theorem which is lltll 6 4, lItI < c(s, k) r11'2. ,p-2)r (4 We need to show that if t E Rk" satisfies (4.6) then it satisfies (4.7). To show this, write Bt = [tl t2]', where t, E I@', t,E R. Then pi(Bt/nl") = e( [t;A -'i2Xit2/n"2]') = G(b), say, and using (4.3), (4.6), (4.8), one obtains
and so Ifi(Bt/n"') -11 < $ for all 1 < i 6 n. Therefore the first condition of (4.7) is satisfied. The second part of (4.7) follows easily using (4.6), (4.8), and (4.5). 1
Before giving an Edgeworth expansion for the distribution of R, we need the following lemma. To get an Edgeworth expansion for the distribution of the studentized least squares W,, we first give an expansion for w,, defined by w,, = A1j2( /? -/Q/Z, all notations being the same as before. The next theorem follows from Theorem 2 of Bhattacharya and Ghosh [4] or Theorem 1 of Bhattacharya [3] and the proof is therefore omitted. =P{IIW,-tt,ll 2 I/( n"* log n)} + P{ WH E (aE)11(n1'2 l"gn)} = P{ II W, -tin11 2 l/(n1'2 log n)} + o(n-1'2). Remark 4.6. In Theorem 4.5 if one uses for the population moments that appear in P,( -D, {K"}) other estimates which can be calculated from the data and which converge a.s. to the population moments, one obtains an approximate value for the distribution of the studentized least squares A "*( fl -/I)/& which is better than the normal approximation (for purposes of estimation and testing).
Remark 4.7. An Edgeworth expansion for the distribution of fl given in (1.2) in the correlation model, where X is considered random, is also valid under suitable assumptions such as those given in Theorem 2 of Bhattacharya and Ghosh [4] on the (k + 1) x 1 vectors [Xj, Y,]', where the notations are the same as before, again the two term expansion gives a better estimate than the normal one, as in the previous remark.
