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Abstract
The traditional DNA computing schemes are based on using or simulating DNA-related activity. This is similar to how quantum computers
use quantum activities to perform computations. Interestingly, in quantum computing, there is another phenomenon known as computing without
computing, when, somewhat surprisingly, the result of the computation
appears without invoking the actual quantum processes. In this chapter,
we show that similar phenomenon is possible for DNA computing: in addition to the more traditional way of using or simulating DNA activity,
we can also use DNA inactivity to solve complex problems. We also show
that while DNA computing without computing is almost as powerful as
traditional DNA computing, it is actually somewhat less powerful. As a
side effect of this result, we also show that, in general, security is somewhat more difficult to maintain than privacy, and data storage is more
difficult than data transmission.
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Introduction

In his famous 1994 paper [1], Leonard Adleman showed that, in principle, we can
drastically speed up computations if we use the fact that DNA fragments combine together – in a process known as ligation – if we corresponding nucleotides
match, i.e., if:
• A is matched with T,
• T is matched with A,
• C is matched with G, and
• G is matched with C.
For example, two fragments ACTTG and TGAAC match perfectly.
Specifically, this paper showed that we can speed up the solution to the
following Hamiltonian path problem:
1

• given a graph,
• find a path in this graph that visits every vertex exactly once.
This seminal paper started the field of DNA computing, which now includes
both:
• using actual DNA fragments (as Adleman did) and
• using computer simulation of the corresponding processes.
One of the main advantages of computing via molecular interactions, when
each molecule serves as a processor, is that in each mole, we have 1023 molecules
– and thus, 1023 processor working in parallel. Such unbelievable parallelism –
many orders of magnitude higher than the usual thousands of processors in a
supercomputer – is a clear indication that this approach has a great potential.
Later, similar DNA-based algorithms were proposed for solving other
complex problems, such as propositional satisfiability (this problem is explained, in detail, later in this chapter). For reasonably recent overviews, see,
e.g., [3, 9, 23, 28, 29].
All these algorithms are based on actually using (or simulating) the ligation
process. This is similar to how quantum computers use quantum activities to
perform computations. Interestingly, in quantum computing, there is another
phenomenon known as computing without computing, when, somewhat surprisingly, the result of the computation appears without actually invoking quantum
processes. In this chapter, we show that similar phenomenon is possible for
DNA computing:
• in addition to the more traditional way of using or simulating DNA activity,
• we can also use DNA inactivity to solve complex problems.
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Computing Without Computing – Quantum
Version: A Brief Reminder

DNA computing is one of several directions in the general quest for using novel
physical phenomena in computing. Another – probably even more well known
– direction is quantum computing, the use of quantum effects to speed up computations; see, e.g., [25, 33].
Most quantum algorithms actually use quantum effects to perform the corresponding computations, but there is an interesting version called counterfactual
quantum computing, or, alternatively, computing without computing. The idea
is that:
• we set up the corresponding quantum computations, but
• we do not actually run them,
2

and still, because of the quantum effects, we get the desired result with some
probability.
This idea was first proposed in [11]. The main motivation behind this idea
was not so much about computing but rather about testing: the same idea can
be, in principle, used to test the complex equipment without actually running
it. For example, in principle, we can test whether the atomic bomb (that has
been in storage for a long time) will actually explode when triggered – without
actually having to explode it to find this out.
At this moment, this quantum computing-without-computing phenomenon
is far from practical use – just like most quantum computing algorithms and
most DNA computing algorithms are still far from practical use. However, there
has been a lot of progress in this direction. For example:
• Initially, there was a fear that the probability of getting the correct result in the computing-without-computing setting may be too low to be
practically useful.
• However, in 2006, a seminal paper [8] showed that this probability can be
increased to almost 1.
The fact that in quantum computing, it is possible to perform some computations without actually running these computations encouraged us to check
whether a similar phenomenon is possible for DNA computing as well. We were
even further encouraged by the fact that computing without computing is also
theoretically possible in yet another direction of using novel physical phenomena
in computing – namely, in the use of acausal effects. Let us briefly recall this
idea.
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Computing Without Computing – Version Involving Acausal Processes: A Reminder

How can we speed up computations? A natural science-fiction idea is to use a
time machine (also known as an acaual – i.e., causality violating – process):
• we let the computer spend as much time as needed, even it means several
thousand years, and then
• we use the time machine to bring these results back to us.
For a long time, acausal processes remained mostly the subject of science fiction.
Serious physicists mostly believed that time machines are not possible – due to
well known paradoxes. These paradoxes can be summarized by stating the
probably well known paradox of time travel – the grandfather paradox: what
if a time traveler goes into the past and kills his own grandfather before the
traveler’s parents are conceived?
In spite of the paradoxes, acausal processes continued to naturally emerge
in many areas of physics. This emergence is mostly related to the fact that:
3

• in contrast to pre-quantum physics, where everything is deterministic,
• in quantum physics, we can only make probabilistic predictions.
In other words, there are always fluctuations, deviations of the actual values
from the expected values of the corresponding physical quantities.
In pre-quantum physics, at each moment of time, a particle is in a certain
spatial location, with a certain velocity – and, in principle, we can measure
both location and velocity with any desired accuracy. In quantum physics, such
exact measurements are no longer possible. A particle’s location and velocity
are always probabilistic: e.g., even if we prepare several particles in the identical
states and measure their velocities, we will get slightly different results. And
the smaller the region we consider, the larger these fluctuations.
Similarly, the space-time tensor – that describes the geometry of space-time
and the direction of causality – fluctuates. The smaller the region we consider,
the larger these fluctuations. As a result, the maximal possible speed fluctuates
from the usual macroscopic speed-of-light value c:
• in some microscopic locations, the maximal speed is slightly larger than
c, while
• in some other microscopic locations, the maximal speed is slightly smaller
than c.
If a micro-particle follows the locations when the local maximal speed is larger
than c, then, from the macroscopic viewpoint, this perfectly physical particle
goes faster than the speed of light – and, according to special relativity, this
implies the possible of going back in time.
Many other schemes naturally appeared in physics, thus leading to acausal
effects. As a result, in the late 1980s, a group of physicists led by a future
Nobelist Kip Thorne decided to overcome the previous taboo and to seriously
analyze possible acausal processes; see, e.g., [21, 22, 30, 31].
But what about the paradoxes? Here, the probabilistic nature of quantum
physics also helps. As we have mentioned, in quantum world, nothing is guaranteed. If the time traveler attempted to kill his grandfather; then:
• since the grandfather was alive enough after that attempt to sire a son,
• this means that this attempt failed.
In other words, some event happened which prevented the killing:
• maybe a policeman walked by and prevented the murder,
• maybe the gun got stuck,
• maybe a meteorite fell on the gun at that exact moment.
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We can try to prevent all such events, but no matter how much we try, no
matter how many possibilities we take into account, there is always a possibility
of some rare, low-probability event that would disrupt the process. So, the only
real consequence of trying to implement a time-travel paradox is that some very
low-probability event will happen.
And, interestingly, this can be used to computations – i.e., we can use the
possibility of acausal effects to perform computations without actually invoking these effects. In other words, we have another case of computing without
computing. Indeed, suppose, e.g., that:
• we are given a graph, and
• we need to find a Hamiltonian path in this graph.
What we can do is:
• use a random number generators to generate some (random) path through
this graph, and then
• check if the resulting path is Hamiltonian.
If the path is not Hamiltonian, we launch a time machine – which is set up in
such a way that its launch leads to some low-probability event, with probability
p0  1.
On the other hand, e.g., in a binary graph, the probability that a random
selection of a direction at each of n nodes will lead to a selected path is 2−n .
So, nature has a choice:
• it can set up random processes so as to select a Hamiltonian path, or
• it will have to implement a low-probability event, with probability p0  1.
According to the general idea of statistical physics, in most cases, nature selects
the event with higher probability. So, if p0  2−n , nature will select a Hamiltonian path – and thus, we will find this path fast without actually having to
use the time machine.
Comments.
• This idea is described, e.g., in [5, 14, 15, 16, 17, 19, 20, 26].
• Now that we have learned how computing without computing is possible
in quantum and acausal computing, let us show how (and why) this idea
is possible in DNA computing as well.

4

Computing Without Computing – DNA Version

Main idea. Let us show that with DNA computing, it is also possible to solve
complex problems by using or simulating DNA inactivity.
The possibility of inactivity makes perfect biological sense:
5

• when resources are plentiful, it makes sense for the living creatures to be
active and to actively multiply, but
• in situations when resources become scarce, such an activity would exhaust
these resources really fast.
In such situations, it is important to slow down all the biological processes as
much as possible.
In nature, we observe such slowing down all the time:
• from hibernating bears
• to plants that stop practically all activities in winter
• to bacteria and viruses that can slow down to such an extent that they can
survive in this slowed-down condition for hundreds and even thousands of
years.
The slow-down occurs on all the levels:
• from the macro level – when an animal (e.g., a hibernating bear) stops
moving almost completely,
• to the cell level, where all the usual biochemical processes grind practically
to a halt.
On the DNA level, this means that instead of enhancing the possible ligations, in such situations, the cell tries to prevent ligation as much as possible, so
as to keep all the processes inactive. This phenomenon has indeed been traced
on the gene expression level; see, e.g., [10]. The possibility for such prevention
comes from the fact that:
• contrary to a somewhat simplified version of DNA processes used in the
traditional DNA computing,
• the actual DNA-related biochemical processes do not simply involve
matching of different parts of the RNA and DNA.
There is also a control that switches some genes (i.e., some parts of the RNA
and DNA) on and off. This control is determined:
• partly by other genes, and
• partly by the signals that the cell gets from the environment.
From this viewpoint, in the case of scarce resources, the corresponding control processes are organized in a way to maximally prevent ligations.
We will describe this control process in precise terms, and let us show that
the corresponding problem is NP-hard – which means that it can be used to
solve complex computational problems. But before we do that, let us explain
why we believe that such control can be used for computations.
6

It is not easy to stop biological processes. The great potential of DNA
computing comes from the fact that the corresponding biological processes are
very complicated. In spite of the original optimism, even though the genomes of
many living creatures – including humans – have been decoded, we are almost
as far from the full understanding the corresponding processes as before – and
even farther from artificially synthesizing even the simplest living creatures.
The problems are complex, but within each of numerous cells of numerous living
creatures, nature solves the corresponding complex problems all the time. Thus,
it is natural to try to use these naturally occurring solutions to solve our complex
problems.
DNA processes are complex, but nature knows how to solve them – and
thus, they occur all the time. Stopping these processes is much more difficult,
even for nature – indeed, very few living creatures can do it, and we are still far
from understanding how this is done.
• A grain left outside eventually spoils and rots, but some grains got preserved for thousands of years – and when planted, turned into plants.
• Freezing kills most living creatures, but some mysteriously survive – and
get revised when thawed out.
• Viruses and bacteria can survive for years in the cosmic cold – there is
even a panspermia hypothesis that this is how life spreads between the
planets, this is how originated on Earth.
• The possibility to stop biological processes in a human being – known
as anabiosis – is a common feature in science fiction, but in real life, it
remains a far-from-possible dream.
Since stopping of biological processes is to difficult, even more difficult that
running them, it is even more reasonable to use this stopping – in addition to
the DNA processes themselves – to solve other complex problems.
Towards describing ligation prevention in precise terms. In general,
we have several fragments that, in principle, have matching parts. Each fragment consists of several sub-fragments, and we can decide which of these subfragments is switched on to be active. We want to select the sub-fragments in
such a way that no two active sub-fragments are matched.
Here is a precise formulation of the problem.
What is given. We have several (N ) nucleotide sequences (“fragments”) s1 ,
. . . , sN , i.e., sequences consisting of symbols C, G, A, and T. Each fragment si
is a concatenation of several subsequences (“sub-fragments”) si = si1 . . . siki .
The sub-fragments s and s0 match (or are complementary) if s0 can be obtained from s by replacing A with T, T with A, C with G, and G with C.
What we want to find. The problem is to find the integers j1 , . . . , jN such
that 1 ≤ ji ≤ ki and for every two fragments i and i0 , the corresponding subfragments siji and si0 ji0 do not match.
7

Let us prove that the ligation prevention problem is NP-hard. In
practice, we are usually interested in the problems in which, once someone
provides us with a candidate for a solution, we can feasibly tell whether this is
a solution or not. The class of all such problems is known as the class NP; see,
e.g., [16, 27].
Some computational problems are NP-hard, meaning that every problem
from the class NP can be reduced to this problem. In other words, if we have an
efficient algorithm for solving an NP-hard problem, this means that by reducing
to this problem, we can solve any practical problem in feasible time [16, 27].
If a problem is NP-hard and itself belongs to the class NP, then this general
problem is known as NP-complete.
Let us show that the ligation prevention problem is NP-hard. Since it is easy
to check that no two sub-fragments are complementary to each other, this means
that this problem is also in the class NP and is, thus, actually NP-complete.
This would mean that, if – as we believe – nature has a way to solve the
ligation prevention problem (at least many instances of this problem), then by
reducing to this problem, we will be able to solve many practical problems in
reasonable time.
How NP-hardness is usually proved. To show that a given problem Pgiven
is NP-hard, it is sufficient to show that a known NP-hard problem Pknown can be
reduced to this problem. Indeed, by definition of NP-hardness, every problem P
from the class NP can be reduced to Pknown , and since the problem Pknown can
be, in its turn, reduced to Pgiven , this would mean that a two-stage reduction
P → Pknown → Pgiven reduces P to Pgiven . Since this is true for every problem P
from the class NP, this means that the given problem Pgiven is indeed NP-hard.
How we will prove NP-hardness. As the known problem Pknown , we select
the propositional satisfiability problem for 3-CNF formulas, historically the first
problem proven to be NP-hard. In this general problem, we deal with Boolean
(= propositional) variables, i.e., variables x1 , . . . , xv that can take two possible
values: 1 (meaning “true”) and 0 (meaning “false”). A literal a is either a
variable xk or its negation ¬xk .
A clause is an expression of the type a ∨ b or a ∨ b ∨ c where a, b, and c are
literals. Examples are x1 ∨ ¬x2 or ¬x1 ∨ ¬x5 ∨ x9 .
Finally, a formula F is an expression of the type C1 & C2 & . . . & Cm , where
Ci are clauses. An example of a formula is the expression
(x1 ∨ ¬x2 ) & (¬x1 ∨ ¬x5 ∨ x9 ).
The general propositional satisfiability problem is:
• given a formula,
• find the values of the variables that make it true (or, to be more precise,
to check whether there exist values xi that make it true).
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The actual proof by reduction. Let us assume that we are given an instance F of the propositional satisfiability problem, i.e., that we are given a
propositional formula F of the type C1 & . . . & Cm with v boolean variables
x1 , . . . , x v .
To reduce this instance to an appropriate instance of the ligation prevention
problem, first, we assign, to each boolean variable xj , a fragment f (xj ) consisting of letters C, G, A, and T, in such a way that fragments assigned to two
different variables are not complementary.
There are many ways to do it. For example, we can assign v different fragments to v variables, and then add a letter A in front of each of these fragments.
This way, no two fragments will fully match, since for them to match, their first
symbols must match as well, but A does not match with A – it only matches
with T.
To each negation ¬xj , we assign a fragment – which we will denote by
f (¬xj ) – which is complementary to f (xj ), i.e., which is obtained from f (xj )
by replacing A with T, T with A, C with G, and G with C.
Finally, to each clause Ci , we assign a fragment si in the following way:
• if the clause has the form a ∨ b, then we take a fragment si = f (a)f (b)
consisting of two sub-fragments f (a) and f (b);
• if the clause has the form a ∨ b ∨ c, then we take a fragment si =
f (a)f (b)f (c) consisting of three sub-fragments f (a), f (b), and f (c).
Let us show that the original formula F is satisfiable if and only if it is
possible to select a sub-fragment in each fragment si so that none of the selected
sub-fragments are complementary to each other.
Indeed, if the formula F is satisfiable, this means that there exists an assignment of truth values to all the boolean variables x1 , . . . , xv that makes the
formula F true – which means that each of the clauses Ci is true. The fact
that a clause Ci is true means that one of its literals is true. We thus select a
sub-fragment corresponding to one of the true literals.
No two selected sub-fragments are complementary to each other – indeed,
complementary would mean that they represent a variable xj and its negation
¬xj , and the variable and its negation cannot be both true.
Vice versa, let us assume that we for each fragment si corresponding to a
clause Ci = a ∨ . . ., we selected a sub-fragment – let us denote it by f (ai ) –
so that no two sub-fragments are complementary to each other. The fact that
they are not complementary means that no two corresponding literals ai and
aj 0 are negations of each other. Thus, we can assign the truth value to each of
the boolean variables xj as follows:
• if one of the selected sub-fragments has the form f (xj ), then we make the
boolean variable xj true;
• if one of the selected sub-fragments has the form f (¬xj ), then we make
the boolean variable xj false;
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• if none of the selected sub-fragments is of the form f (xj ) or f (¬xj ), then
we assign any truth value to xj .
Since no two selected sub-fragments have the form f (xj ) and f (¬xj ), this means
that this assignment is consistent. In this assignment, for each clause Ci , the
literal ai corresponding to the selected sub-fragment f (ai ) is true. Thus, under
this assignment, each clause Ci is true and hence, the whole formula F =
C1 & . . . & Cm is true.
The reduction is proven.
Comment. While we reduced propositional satisfiability to our problem, in
fact, this proof can be viewed as reducing another NP-complete problem to our
problem – namely, the problem of finding a clique of given size k in a given
graph. A clique is defined as a subset of the graph’s vertices in which every
two vertices are connected to each other by an edge. Our proof is actually a
modification of the standard proof that the clique problem is NP-complete; see,
e.g., [27].
In this proof, we reduce the propositional satisfiability problem to the clique
problem in the following way. Let an instance F of the propositional satisfiability
problem be given. This instance has the form C1 & . . . & Cm , where Ci are
clauses. For each literals a from each clause Ci , we add a vertex Vi (a) to the
resulting graph.
For example, for the formula (x1 ∨ ¬x2 ) & (x1 ∨ x2 ∨ x3 ), we have a graph
with five vertices:
• two vertices V1 (x1 ) and V1 (¬x2 ) corresponding to the first clause, and
• three vertices V2 (x1 ), V2 (x2 ), and V2 (x3 ) corresponding to the second
clause.
We then connect, by edges, vertices corresponding to different literals provided
that they do not correspond to opposite literals xi and ¬xi . In the above
example,
• the vertex V1 (x1 ) is connected to V2 (x1 ), V2 (x2 ), and V2 (x3 ); and
• the vertex V1 (¬x2 ) is connected to V2 (x1 ) and V2 (x3 ) (but not to V2 (x2 )).
The fact that this is indeed a reduction can be easily proven.
Indeed, if the original formula F is satisfiable, then in each clause, (at least)
one of the literals is true. We can select one true literal in each clause. These
literals cannot be opposite: since we cannot have xi and ¬xi both true. Thus,
every two corresponding vertices are connected – i.e., the resulting subgraph
indeed forms a clique of size m.
Vice versa, if we have a clique of size m, then, since literals corresponding to the same clause are not connected, this means that vertices from this
clique correspond to different clauses. And since we have exactly m clauses,
this means that the clique contains exactly one vertex corresponding to each
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clause. Now, we can select, for each variable xi , the value “true” or “false” depending on whether the clique contains a vertex corresponding to xi or a vertex
corresponding to ¬xi . The clique cannot contain both – since vertices corresponding to opposite literals are not connected. (For the variables not reflected
in any of the vertices from the clique, we can select any truth value.)
Since each clause Ci contains at least one vertex Vi (a) from the clique, the
corresponding literal a is true in this assignment, and thus, the clause Ci is also
true. So, under this assignment, all clauses are true – and hence, the original
formula F = C1 & . . . & Cm is also true.
The reduction is proven.

5

DNA Computing Without Computing Is
Somewhat Less Powerful Than Traditional
DNA Computing: A Proof

Which of the two DNA computing schemes is more powerful? In
the previous section, we have shown that, in addition to the traditional DNA
computing that utilizes the actual DNA-related chemical processes, we can also
perform effective computations by using the ability of a body to stop these
chemical processes. A natural question is: which of the two DNA computing
schemes is more powerful: the active or the passive one?
Overall, they are both NP-complete, in this sense they are both equally
powerful. However, we can still talk about which problems are more powerful
and which problems are less powerful if we take into account a subtle subdivision
of NP-complete problems.
W-hierarchy: a brief reminder. The subtle subdivision that we have in
mind – called W-hierarchy – is based on the notions of fixed parameter tractable
(fpt) problems and of weft. We will briefly explain these notions in this section;
readers interested in detail can check, e.g., [4, 7, 24].
The main idea is that while a problem may be, in general, NP-hard –
which means that unless it turns out that P = NP, we cannot have a feasible
(polynomial-time) algorithm for solving this problem, there usually is a parameter k such that if we bound the value of this parameter, the problem can be
solved in polynomial time, i.e., if, some computable functions f (k) and C(k), a
def

problem with input x of size n = len(x) can be solved in time f (k) · nC(k) . This
way, if we fix some bound k0 and only consider problems for which the value of k
is bounded by k0 , then all thus limited problems can be solved in time ≤ f0 ·nC0 ,
def
def
where f0 = max(f (1), f (2), . . . , f (k0 )) and C0 = max(C(1), C(2), . . . , C(k0 )).
For some problems, the corresponding exponent C(k) does not grow with
k. Such problems are called fixed parameter tractable (fpt). In precise terms,
a problem is fpt if, for some computable function f (k) and for some constant
C, a problem with input x of size n = len(x) can be solved in time f (k) · nC .
This way, if we fix some bound k0 and only consider problems for which the

11

value of k is bounded by k0 , then all thus limited problems can be solved in
time ≤ f0 · nC .
Similarly to the usual reduction, we can define fpt-reduction as an reduction that preserves both the size of the inputs (modulo a possible feasible –
polynomial-size – increase) and preserves the bounds on the parameter, so that
problems for which the value of the parameter is bounded by some value k0
get transformed into problems for which the parameter is bounded by g(k0 ) for
some feasible function g(x).
The W-hierarchy is based on reduction to computational schemes of a certain
weft. To describe the weft computation scheme, we first represent this scheme
as a directed graph:
• whose vertices are elementary logical (bit) operations and
• where an edge from a vertex a to a vertex b means that the output of a is
one of the inputs of the operation b.
For commutative and associative logical operations,
• in addition to the usual binary operations,
• we also allow operations with more than two inputs.
Such operations are “and”, “or”, and addition modulo 2 (which is the same as
“exclusive or”).
The weft is defined as the largest number of logical units from an input to
the output. For each natural number i = 0, 1, 2, . . ., the i-th class W [i] is defined
as the class of the problems that can be reduced to a computation scheme of
weft ≤ i with several inputs v1 , . . . , vm and one output v for which:
• the original problem x with parameter k has a solution if and only if
• there is a combination of inputs v1 , . . . , vm that produces the result
v =“true” and in which at most k inputs vj are 1s – the rest are 0s.
It can be shown that W [0] is exactly the class FPT of all fpt problems, and one
can easily see that W [0] ⊆ W [1] ⊆ W [2] ⊆ . . .
It is not proven that classes W [i] corresponding to different i classes are
indeed different, but most computer scientists believe that they are different,
i.e., that the containment is strict: W [0] ⊂ W [1] ⊂ W [2] ⊂ . . . Within each
class W [i], there are problems which are the hardest in this class – in the sense
that every other problem from this class can be fpt-reduced to this problem.
Such problems are called W [i]-complete.
In particular:
• the Hamiltonian path problem – historically the first problem for which
an DNA-based solution has been proposed – has been proven to be W [2]complete for k being the graph width (see, e.g., [18]), while, e.g.,
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• the clique problem – the problem of finding, in a given graph a clique of
a given size k – is known to be W [1]-complete; see, e.g., [4, 7].
Since:
• the original DNA computing solves the Hamiltonian path problem while
• the DNA-based computing without computing is equivalent to the clique
problem,
we thus arrive at the following conclusion.
Conclusion. The traditional DNA computing is more powerful that DNA
computing without computing.
Specifically, while both traditional DNA computing and DNA-based computing without computing solve NP-complete problems:
• the traditional DNA computing is W [2]-complete, while
• the DNA-based computing without computing is only W [1]-complete, i.e.,
complete for the somewhat less-complex class of the W-hierarchy.

6

First Related Result: Security Is More Difficult to Achieve than Privacy

What we plan to do in this section. The result from the previous section can
be applied to a topic which is not related to DNA computing, but which is very
important: the need to maintain privacy and security when using computers.
The reason why such an application is possible is that the main problems of
both privacy and security can be reformulated in graph terms.
How to describe privacy in graph terms. Privacy means that:
• while we should have access to our own records,
• we should not get unauthorized access to any other records.
This means, in particular, that:
• if we perform a simple modification of codewords and other means to get
access to our own records,
• we should not be able to gain access to records of anybody else (unless
that person gave us a special permission).
To describe this in graph terms, let us form a graph in which individuals are
vertices, and two vertices a and b are connected if:
• it is not possible for the individual corresponding to vertex a to access b’s
record by a simple modification of a’s access information; and,
13

• vice versa, it is not possible for the individual corresponding to vertex b
to access a’s record by a simple modification of b’s access information.
Each abstract access scheme can be represented as such a general graph.
The question is: can we use this abstract scheme to provide full privacy for a
given number k of users? In terms of the above graph, this is equivalent to
finding a subset of k vertices in which every two vertices are connected to each
other – i.e., to finding a clique of the given size k.
Thus, in graph terms, maintaining privacy is equivalent to solving the
clique problem. We already know that this problem is NP-complete and W [1]complete.
How to describe security in graph terms. In general, computer security
(and security in general) means that we have resources so that:
• if we have trouble at some location (physical or virtual),
• one of these resources is available to resolve the corresponding problem.
In the ideal world, we should have such resources at each location. However,
realistically, this is usually not possible, so only some locations have resources.
In terms of the police example, this means that:
• while we cannot place a police officer at every house, but
• we need to make sure that if a crime is reported, the police from the nearby
police station should arrive on time to stop this crime.
Similarly, in computer security, if a suspicious message appears on a computer,
the corresponding server should be able to block the corresponding virus from
infecting other computers.
This situation can also be described as a graph. Namely, its vertices are
possible locations. We connect the two locations a and b if these two locations
are “close” in the following sense:
• a resource located at location a can reach location b in time to resolve any
possible problem, and
• a resource located at location b can reach location a in time to resolve any
possible problem.
Based on the geography and/or on communication ability of the corresponding network, we can form a graph of possible locations, in which edges correspond to the above “closeness”. Our overall resources are limited. So, the
question is:
• given that we only have k resources,
• is it possible to place them in such a way that every location is the graph
is covered – i.e., that each vertex is close to one of the k selected locations?
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In graph terms, the corresponding set of k locations is called a dominating
set. In these terms, the question is: given a graph, is there a dominating set
of size k in this graph? It is known that this problem is NP-complete and
W [2]-complete; see, e.g., [6].
Conclusion: security is more difficult to maintain than privacy. Since:
• security corresponds to a W [2]-complete problem, and
• privacy corresponds to a W [1]-complete problem – which are, in general,
somewhat less complex than W [2]-complete problems,
we can therefore conclude that security is somewhat more difficult to maintain
than privacy.

7

Second Related Result: Data Storage Is More
Difficult Than Data Transmission

Application to information science. A similar result is related to information science, the science of storing and transmitting information; see, e.g., [2].
This result is very relevant for DNA computing, since this is exactly the main
objective of DNA: to store and transmit the biological information.
Data storage. The first type of problems relates to the first objection of
information science: storing information. Let us consider situations in which
we need to store information about different objects. Let X denote the set of
the corresponding objects. In mathematical terms, these objects may be signals,
2D images, 3D bodies, etc.
In many practical cases, storing all possible information about each object
requires too much memory space. For example:
• if we want to store the whole information about a human body cell-by-cell,
• we will need to store all the information about billions of cells, the relation
between them, etc. – this is not easy to store.
In practice:
• we often do not need the exact information,
• it is usually sufficient to reconstruct it with some reasonable accuracy.
For example, if we want to store a photo, a minor change in intensity will not
even be noticeable by a human eye.
To describe this in precise terms, we can form a graph in which:
• vertices are elements of the set X, and
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• two objects x and y are connected by an edge if and only if they are
practically indistinguishable, i.e., if, for practical purposes, it is OK to
reconstruct x if the actual object is y and vice versa.
Usually, indistinguishability is described by a formula d(x, y) ≤ ε for an appropriate metric d(x, y) on the set X and an appropriate positive real number
ε > 0.
So, instead of storing the actual elements x ∈ X, we only store, for each
element x, its approximation s – which should be practically indistinguishable
from x. The set S of all such approximation must be such that each element
x ∈ S is practically indistinguishable from some element s ∈ S – i.e., in graph
terms, the set S must be a dominating set in the corresponding graph.
For example, if we want to store a single real number, and we are OK with
reconstructing it with accuracy 2−n , then we can restrict ourselves to numbers
0, 2−n , 2 · 2−n , 3 · 2−n , etc.
How many bits do we need to store such approximating elements? We need
as many bits as are needed to distinguish between different elements of the set
S.
• If we use 1 bit, which has 2 possible values 0 and 1 – which can represent
2 different elements.
• If we use 2 bits, with 22 = 4 possible combinations, we can represent 4
different elements.
• With b bits, we can represent 2b different elements.
So, to represent a set consisting of k elements, we need to have 2b ≥ k. The
smallest such number of bits is dlog2 (k)e.
Thus, to find out how many bits of memory we need to represent each element
of the original set S, we need to know the binary logarithm of the smallest size
of the dominating set. This binary logarithm is known as ε-entropy. This notion
was first introduced by Kolmogorov and his research group [12, 13, 32]; they also
provided asymptotic formulas for the ε-entropy of different function spaces X.
It is known that computing ε-entropy is NP-hard. The above result shows
that this problem is W [2]-complete.
Data transmission. The data needs to be transmitted. Let us denote by n
the overall number of signals that we want to send. We need to assign, to each
of these signals s, a physical signal x(s). Examples are:
• the sequence of instantaneous pulses – as when the information is transmitted in a brain; or
• a sequence of shorter and longer pulses, as in the Morse code.
Transmission usually comes with noise. We therefore need to make sure
that, even when the transmitted signals are corrupted by noise, we can still
distinguish between them. Let us describe this problem in precise terms. Let
X denote the set of all physical signals. We can then form a graph in which:
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• possible physical signals are vertices, and
• two signals are connected if and only if they can still be distinguishable
after applying the noise.
For example, if we know the largest possible change δ caused by a noise – i.e.,
we know that the distance d(x, x
e) between the original signal x and the noised
signal x
e cannot be larger than δ – then the signals x and y can be separated
def
if d(x, y) > ε = 2δ. Indeed, in this case, from the triangle inequality, we can
conclude that
d(e
x, ye) ≥ d(x, y) − d(x, x
e) − d(y, ye) > 2δ − δ − δ = 0,
so d(e
x, ye) > 0 and thus, x
e 6= ye. So, corrupted versions of two different signals
are always different.
Once we know the set X of possible physical signals, we want to know
whether we can use these signals to correctly transmit a given number k of
different signals in the presence of noise – and, if yes, what physical signal x(s)
we should use to transmit each symbol s from the original messages. In terms
of the above-described graph, this means that we need to find a clique of size k
in the graph. As we have mentioned, this problem is W [1]-hard.
Conclusion: data storage is more difficult than data transmission.
Since:
• data storage corresponds to a W [2]-complete problem, and
• data transmission corresponds to a W [1]-complete problem – which are,
in general, somewhat less complex than W [2]-complete problems,
we can therefore conclude that data storage is a somewhat more difficult problem
than data transmission.
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