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We present a theorem on the existence of solutions of polynomial growth of 
ordinary differential equations of type E: dY/dX = F(X, Y), where F is of class C’. 
We show that the asymptotic behaviour of these solutions and the variation of 
neighbouring solutions are obtained by solving an asymptotic functional equation 
related to E, and that this method has practical value. The theorem is standard; its 
nonstandard proof uses macroscope and microscope techniques. The result is an 
extension of results by F. and M. Diener and G. Reeb on solutions of polynomial 
growth of rational differential equations. 0 1989 Academic PM, IIIC. 
I. THE MAIN THEOREM 
DEFINITION 1.1. Let A, r E R and G: [A, co) + R be a differentiable 
function. The function G is called of real growth of order r in + cc if 
DEFINITION 1.2. Let E: dY/dX= F(X, Y) be a differential equation, 
where F is of class C’. Let G be a continuous function. The variation 
function V, of G with respect to E is defined by 
DEFINITION 1.3. Let E: dY/dX= F(X, Y) be a differential equation, 
where F is of class C’. We say that a function G satisfies the contraction 
conditions with respect to E if 
(1) limx+ +ao (F(X W-)WW) ho = 0 
(2) G is of class C’ and of real gronth in + cc 
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(3) V, is asymptotic to some function of real growth in + co, of 
order > - 1 
(4) u(L) E lim,, + o. ( V,, + A,G(X)/V,(X)) is continuous on some 
interval C-m, m], where m > 0. 
THEOREM 1 (main theorem). Let E: dY/dX= F(X, Y) be a dzfferential 
equation, where F is of class C’. Let G be a function satisfying the contrac- 
tion conditions with respect to E. Then 
(1) There is a solution @ of E such that Q(X) N G(X) for X-+ + cc 
(2) Zf V,(X) is eventually positive for X+ + 00, then @ is unique 
(3) If V,(X) is eventually negative for X + + co, then there are 
infinitely many solutions asymptotic to G in + co. If @ and !P are two such 
solutions. then 
I@(X) - !P(X)l = exp 
[ 
yg(1 +o(l))] 
for X -+ + co, where s is the order of the growth of V,(X). 
Comments. The aim of the remarks below is to give a better under- 
standing of the main theorem. In Section II we give a more detailed exposi- 
tion of various aspects of this theorem, its proof, and the above definitions. 
(1) The proof of the result makes use of nonstandard analysis. We will 
work in the axiomatic form IST of nonstandard analysis, given by Nelson 
[ 111. One of its main features is that all infinite sets of classical analysis 
(ZFC) contain nonstandard elements. For instance, the infinitesimals 
belong to Iw, instead of to some extension of Iw. We applied some basic 
theorems of nonstandard analysis, notably in the domain of perturbation 
theory. Good references for such results are [S], [8], or [lo]. These 
references are also useful as an introduction to nonstandard analysis. 
(2) The main theorem is an extension of results by F. Diener, M. Diener, 
and G. Reeb [4-7,9] on “rivers” of rational differential equations to equa- 
tions of class C’. These results concern the existence and determination of 
so-called “rivers”; roughly these are standard solutions with asymptotic 
behaviour kX’ (k ~0, r E Iw) which are either highly stable or highly 
unstable. An existence theorem is given in [9]. It is proved with the aid of 
the Poincare-Bendixon theorem, which is applied after an appropriate 
compactilication. In fact, this compactification transforms a river into a 
centre manifold, as shown in [4]. 
In this paper we present a new existence proof, which avoids the com- 
pactilication and is true in a more general setting, i.e., C-differential equa- 
tions. By a linear, nonstandard change of variables, called a macroscope, we 
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transform the original equation into a slow-fast differential equation, or 
singular perturbation. The existence is then proved using nonstandard 
perturbation theory. Applying our result to rational differential equations, 
we derive slightly modified versions of the results of Diener, Diener, and 
Reeb. In the first place, our result belongs to classical analysis, while 
theirs is nonstandard (this difference is very small, if compared to the 
version presented in [S]). In the second place, we give a simpler formula 
concerning the variation of solutions with respect to solutions of 
polynomial growth. 
Classically, Theorem 1 is related to existence theorems in asymptotic 
analysis of the following type: let E: dY/dX = F(X, Y) be a differential 
equation, formally satisfied by some series xn =O a,X’- “; then (under some 
additional conditions) there exists a solution @ of E such that 
Cnzoanlyr-” is the asymptotic expansion of @ (see [15]). Furthermore, 
part 2 of Theorem 1 corresponds to a result on quasi-analyticity by Ramis 
[12], who gives conditions ensuring that @ is the only solution of E with 
asymptotic expansion C,, =O anXr-“. We note the following main difference 
between Theorem 1 and the results just mentioned: the latter concern full 
asymptotic expansions, while Theorem 1 concerns only the principal value, 
or first term of such an expansion, which may, or cannot be, continued. 
Theorem 1 does not concern zero solutions of differential equations. 
However, such solutions and, more generally, constant solutions may be 
taken care of by the usual equilibrium theory. 
(3) Theorem 1 not only gives the existence of solutions of real growth of 
ordinary differential equations but also provides a means of finding them 
in practice. Indeed, the asymptotic functional equation 
x!?m G(X) F&f, G(X)) =’ 
is often to be solved effectively. Below we give some examples. 
(i) (See Fig. 1.) Determine the asymptotic behaviour of the solutions of 
real growth of the Liouville equation 
dY 
7*= Y2-x. 
Solution. The associated asymptotic functional equation is 
G2tW-~=0 
x%m 2G2(X) ’ (2) 
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FIG. 1. Solutions of the Liouville equation dY/dX= Y2- X (after [9]). 
On behalf of Proposition II.2 below we pose G(X) = X’H(X), where 
H(X) = x O(l) for X+ +co. Then 
lim X2’fP(X) - x= lim 1 -X1 - *rH-*(X) = o 
x + + m 2P’P(X) x-r +m 2 
Hence lim,, + o. X1 -*‘/H*(X) = 1. This implies, first, that r= 5 and, 
second, that H(X) = f 1 + o( 1) for X + + 00. Hence kfi satisfies Eq. (2). 
We prove that the Liouville equation indeed has solutions asymptotic to 
-k,& by verifying the contraction conditions (2t(4): 
(2) trivial. 
(3) V*fi(X) = +2 fi, so I’** is of real growth of order 
> -1. 
(4) lim,+ +,(v +~l+n,~WYJL~(X)~ = lh+ +A +4 = 
1 + A. The function V(A) = 1 + A. is continuous on, say, R. 
(ii) Solve Eq. (1) for the differential equation 
dY 
TX= Y2-xY-x2Y+x3 (3) 
and prove that (3) has solutions asymptotic to X and to X2 in f co (see 
Fig. 2). 
Solution. Writing 
we see that G(X) = X and H(X) = X2 satisfy Eq. (1) and thus the first con- 
traction condition with respect to (3) in + co. It is easy to verify that G(X) 
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FIG. 2. Solutions of the differential equation dY/dX= Y* - XY - X’Y+ X3 (after [9]). 
and H(X) satisfy the remaining contraction conditions in + co, so there are 
solutions asymptotic to G and H in + co. By posing X+ -X we may 
verify that (3) also has solutions asymptotic to G and H in -cc. 
Of course we may not expect that the nai’ve approach we applied above 
is successful in more complicated situations. As appears in [7], in the case 
of rational differential equations there exists a systematic approach, based 
on Newton polygons. The polygon method should be useful in solving 
Eq. (1) even if F is not a rational function. But we do not develop this 
point further here. 
Our last example concerns a nonrational differential equation. 
(iii) Solve Eq. (1) associated to the differential equation 
dY 
z=2Y2-XlogX+JPsin(X2+ Y). 
Solution. We find in a way analogous to Example (i) 
Furthermore, it is easy to show that G satisfies the contraction conditions 
(2)- (4) in +co. Hence (4) has solutions asymptotic to f(Xlog X)/2)“* 
in + co. See Fig. 3. 
(4) We now give a nonstandard version of the main result. 
Notation. The symbol “0” stands for an arbitrary infinitesimal; the use 
of this symbol is much like the use of the symbol o( 1) in classical 
asymptotics. 
THEOREM 2 (main result, nonstandard version). Let E: dY/dX= 
F(X, Y) be a standard differential equation, where F is of class C’. Let G be 
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FIG. 3. Solutions of the differential equation dY/dX = 2 Y2 - X log X + $f sin(X* + Y). 
a standard function satisfying the contraction conditions with respect o E. 
Then 
(1) There is a standard solution @ of E such that Q(X) = (1 + 0) G(X) 
for all X= +co 
(2) Zf o N + CO and @ and Y are solutions of E such that Q(c) = 
(1+0) Y(~)=(1+0)G(~) for all 52: +CO, [<CO, then there is stA such 
that for all B with A < B < o 
(@(CO)--!P(w))=(@(B)-Y(B))exp 
[ 
(l+O)jwV,(X)dX . 
B 1 
As already said, we prove the main result with nonstandard techniques. 
In fact we first prove Theorem 2 and then show that Theorem 1 is a conse- 
quence. Let us note a main difference between the two versions. The non- 
standard version describes the variation of two solutions in the region of 
contraction; in the standard version this description is reduced, in the 
repulsive case, to a uniqueness theorem. It still is possible to translate the 
nonstandard variation result without much loss of information, but at the 
price of a somewhat complicated formulation. See Section IV. 
(5) The figures represented in this paper illustrate the terminology 
“rivers” and “contraction conditions.” Most are taken from [9], which 
contains many more striking examples. Let us examine Fig. 1, concerning 
the Liouville equation, in more detail and describe the observed behaviour 
with the aid of Theorems 1 and 2. The drawing suggests that, indeed, the 
solutions “contract” in order to form two “rivers.” Furthermore, we 
observe that the effect is very strong, and that there is a difference between 
the two rivers. With increasing X more and more solutions throw them- 
selves into the river below, while the opposite happens for the river above. 
This difference may be explained using parts 2 and 3 of Theorem 1. We 
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already saw that G(X) = ,/? and H(X) = - fi satisfy the contraction 
conditions. Now, first, V,(X) = 2 fi, i.e., I/, is positive, so by 
Theorem 1.2 there is only one solution asymptotic to G in + co, and 
second, VH(X) = - 2 fi, i.e., V, is negative, so by Theorem 1.3 there are 
infinitely many solutions asymptotic to H. The vehemence of the contrac- 
tion phenomenon can be explained with the help of Theorem 2. Indeed, we 
show that it is always of exponential type. Let K be a standard function 
satisfying the contraction conditions with respect to some differential 
equation, let (st)s > - 1 be the order of V,, and let w  = + co. Then 
1 V,(w)1 = ws+@ (this estimate follows from Proposition 11.2.1), hence 
w  IVK(w)l =w’+‘+~. Now s+ 1 +tD $ 0, so by Theorem 2.2 the variation 
of two solutions in the region of contraction is asymptotically of exponen- 
tial order. For instance, in the case of the Liouville equation it may be 
shown to be of order exp( f !X3’2). 
(6) We now give an informal account of the significance of the various 
contraction conditions for the behaviour of the solutions near G. All 
statements below should be read as asymptotic statements. 
Condition 4 implies that F;(X, Y) changes slowly near Y= G(X), for 
W=lh- +m b+ndWU~) is continuous. Because V,(X) is non- 
zero (Condition 3) this means that F;(X, Y) does not change sign in an 
oblong box (or tube), say B, of the form B= ((X, Y) I (1 -p) G(X) c Y < 
(1 + p) G(X)}, where ZJ > 0. In combination with condition 1 this implies 
that F(X, Y) does change sign in B; in fact it changes sign only once and 
the 0-isocline, say Z(X), is asymptotic to G(X); the latter assertion follows 
from Lemma 111.1.2(ii). Now the third condition implies that IFI grows 
sufficiently large away from Z for the solutions to be transverse to the upper 
and lower boundaries of the box; again see Lemma 111.1.2(ii). 
We conclude that there are two possibilities. On the one hand F(X, Y) 
may be positive for Y > Z(X) and negative for Y < Z(X); then the solutions 
leave the box with increasing X, either at the top or at the bottom. It 
appears that there is one solution which just passes in between. On the 
other hand F(X, Y) may be negative for Y > Z(X) and positive for Y < Z(X). 
Then the solutions enter the box from both sides, so they are trapped and 
must stay in the box all along. 
We remark that the condition, stated in the theorems above, saying that 
F must be of class C’ over the entire plane is too strong. In fact it is needed 
only near G, for instance in some box, as used above. In practice it suffices 
to check whether the fourth contraction condition holds. 
Suppose we reformulated the contraction conditions with the aid of Z 
instead of G. Apparently, we would obtain a simplification, for condition 1 
would become 
(1’) F(X, Z(X)) = 0. 
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However, in practice condition (1’) is more diflicult to satisfy (for instance, 
see Example 3 above). Condition 1 shows that instead of looking for a 
function which annihilates F, one may as well look for a function which 
“nearly” annihilates F. 
(7) By changing the equation E: dY/dX= F(X, Y) into the equation 
8: dX/dY= l/F(X, Y) we may obtain a second way to find solutions of real 
growth of E. Indeed if some function H(Y) satisfies the contraction condi- 
tions with respect to E, and is of real growth, say of order ?, then often, 
but not necessarily, there exists a solution of E which is of real growth of 
order l/3: In fact, “contraction with respect to E”” corresponds to “vertical 
contraction” (see Figs. l-3) and “contraction with respect to 8” 
corresponds to “horizontal contraction” (see Fig. 4). 
We remark that by no means do we get all solutions of real growth in 
this manner, and that it should be interesting to try to complete the 
method, for instance by relaxing the fourth contraction condition, or by 
extending it to systems of two differential equations y= P(X, Y), 
p= Q(X, Y). 
(8) Investigation of the asymptotic behaviour of solutions of a differen- 
tial equation means showing not only what behaviour is possible, but also 
what behaviour is impossible. The following proposition is helpful here. It 
will be proved in Section IV. 
PROPOSITION I. 1. Let E: dY/dX = F(X, Y) be a differential equation, 
where F is of class C’. 
(1) Let G be a real function satisfying the contraction conditions, and 
H be a function of real growth such that 
(i) H(X)= O(G(X)) for X+ + CO, VH(X)= O( VJX)) for 
X++cO 
FIG. 4. Solutions of the Van der Pal Equation 
k= Y-X3/3+X 
P= -x. 
Asymptotically the solutions contract “horizontally” near the curve Y = X3/3 (after [9]). 
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(ii) lim x- + cu (W, HV-))IW’) ~,W)) = 1 Z 0. 
Then there is so solution @ of E such that G(X) - H(X) for X + + ~0. 
(2) Let H be a real function such that 
JTX H(X)) = l 
x:%x H(X) V&X) ’ 
where I# 0 or 1# + co. Assume further that H satisfies the contraction 
conditions (2)-(4). Then there is no solution of E asymptotic to H. 
As an example, we reconsider the Liouville equation dY,JdX= Y* - X. 
We show that all solutions asymptotic to functions of real growth are 
asymptotic to + fi. Indeed, suppose first H(X) = O(fi), H + k ,,I?? in 
+ co. By Proposition II.7 there is some a # 1 such that lim,, +co H(X)/ 
fi=a. Then 
lim H*(X)- X a2 - 1 
x+ +cc 2x 
=2#0. 
Second, suppose lim,, + m 1 H(X)I/,,&= + co. It is easy to verify that H 
satisfies contraction conditions (2)-(4). Furthermore 
lim H’(X) - X 1 
x+ +a, 2Hz(x) 
=,zo. 
On behalf of Proposition 1.1, we may conclude that there are no solutions 
asymptotic to solutions of real growth other than k/k. 
II. PRELIMINARIES 
A. Nonstandard Preliminaries 
Here we state some basic nonstandard results, which are needed for our 
proof of the main theorem. For nonstandard terminology (internal, exter- 
nal, nearstandard, shadow, S-notions, halo, galaxy, . ..) and proofs we refer 
to [2,3,10, 111. We suggest that the reader not acquainted with non- 
standard analysis should consult any introduction before continuing. 
We start with permanence principles. They state the incompatibility of 
certain sets and properties. As a consequence, certain results are valid even 
outside the domain where they are proved originally. 
1. The Cauchy principle : No internal set is external. 
This principle is hardly more than a definition; still it is very useful. For 
example, we need the following consequence: 
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Let m > 0 and F be an internal real function such that 
IF(X)1 <m for all X- + 00. Then there is some limited A E [w 
such that IF(X)] <m for all X2 A. 
2. The Fehrele principle: No halo is a galaxy. 
On behalf of this principle we may state the following rule of thumb: Sets 
defined with the notion “infinitesimal” and sets defined with the notion 
“limited” are incompatible. The following proposition, called Robinson’s 
lemma, is a consequence of the Fehrele principle. Statements of this kind 
are very useful: 
Let F be an internal real function such that F(X) N 0 for all 
limited X> 0. Then there is some unlimited OE Iw such that 
F(X) z 0 for all X, 0 < X < o. 
3. The following permanence result dates back to Robinson [13], but it 
seems not to be widely known. We propose to call it an end-extension 
lemma : 
Let F be a standard real function and o N + CL) be such that 
F(X) NO for all X= +co, X<o. Then F(X)-0 for all 
XE +co. 
As a direct consequence of this result, note that lim,,, F(X) = 0. 
Second, we consider the notion “shadow of a function,” which plays an 
important part in this paper. The notion is somewhat delicate, and we do 
not give a precise definition here. Gross0 modo, the shadow of a real func- 
tion f is the standard function “f closest to J However, “f may be multi- 
valued. We may characterize functions with a single-valued shadow as 
follows. Let ZC [w be some interval. A function f: Z-r [w is called of class So 
on Z if it is S-continuous on I (i.e., if x z y implies f(x) z f( y)) and f(x) 
is limited for all nearstandard x E I. Now f is of class So on I if and only 
if "f: “I + Iw is a single-valued function. Furthermore, "f is continuous 
on “1. 
We need the following basic results on shadows of solutions of differen- 
tial equations: 
1. Short-shadow lemma (weak version): Let H c lw* be a standard open 
set and Zc IR be some interval. Let fo, f: H + [w be two functions, the first 
standard and continuous, the second continuous and of class So, and 
assume that f. = “‘. Let 4: I+ lR! be a solution of j =f(x, y) such that 
(x, b(x)) is nearstandard in H for all nearstandard x E I. Then “4: “I+ R is 
a solution of y’= fo(x, y). 
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2. Short-shadow lemma (strong version): Let Hc R2 be a standard open 
set, and [a, b] c R be a standard interval. Let fO, f: H-r I&’ be two func- 
tions, the first standard and Lipschitz, the second continuous and of class 
So, and assume that f. = “f. Let do: [a, b] -+ R be a standard solution of 
y’ = fo(x, y). Then every solution 4 of y’ =f(x, y) which is defined in a 
and for which #(a) N do(a) is defined on [a, b J, and 4(x) N do(x) for all 
x E [a, b]. 
B. Functions of Real Growth 
We recall that functions of real growth satisfy the relation 
lim X+ + m (XG‘(X)/G(X)) = r. Here we give some examples, and formulate 
some elementary properties of such functions. We give nonstandard proofs 
of these properties. 
EXAMPLES. (1) Clearly monomials X’ are of real growth of order r, and 
polynomials of degree n E N are of real growth of order n. The function 
log X is of real growth of order 0. 
(2) Let f be of real growth of order r. Then also f(X) .log X is of 
real growth of order r. If r > 1, then f(X) + sin X is of real growth of 
order r. 
(3) Let f be of real growth of order r > 0. Then exp(f(X)) is not of 
real growth. 
LEMMA 11.1. Let G : [A, CC ) --, [w be a standard function of real growth of 
order r. Let 5, o N -I- CO. Then 
Proof: The function G satisfies the differential equation 
G’(X) r v(X) 
G(X)=?+ x ’ 
where q(X)=0 for X- +co. Then 
Now f? (q(X)/X) dX= q SU; (l/X) dX for some q N 0. We conclude that 
G(o) o ‘+q -= - 
0 G(t) 5 ’ 
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PROPOSITION 11.2. Let G be a function of real growth of order r. Then 
(1) G(X)=X’+““‘for X-+ +CC 
(2) lim,+ +m G(bX)/G(aX) = (b/a)’ for all a, b > 0. 
ProoJ By the principle of transfer, we only need to prove the proposi- 
tion for all standard G. Then r is also standard. 
(1) Let o 2: + 00, and let r N + co, 5 <o be such that G(r) = o0 and 
5’ = wO. Then 
r+0 
G(o) = G(5) 
%.G(()= ; 
0 
.(g=(jjr+@. 
Hence G(X) = Xr+O(‘) for X--+ + co. 
(2) By transfer, we need to prove the assertion only for st a, b > 0. 
Let w  31 + CO. Then by Lemma II.1 
Hence lim,, + o. G(bX)/G(aX) = (b/a)‘. 
LEMMA 11.3. Let G: [A, co) + R be a standardfunction of real growth of 
order r > - 1, and o N + 00. Put F(o) = 12 G(X) dX. Then there is < N + 03 
such that F(w) = (1 + 0) Jy G(X) dX. 
Proof. Using the Fehrele principle, we see that there is some 5 N + co 
such that jz G(X) dX= 0’. We may assume that also 5 = wO. Then we 
have, using Proposition 11.2, 
S:G(X)dx=J-OXr+0dx,Wr+l+0-5r+l+0=0r+l+0. 
5 
Comparing orders of magnitude, we conclude that Jf, G(X) dX= 
0 .sT G(X) dX. Hence F(o) = (1 + 0) 17 G(X) dX. 
PROPOSITION 11.4. Let G : [A, 00) + 52 be a function of real growth of 
order r > - 1. Put F(X) = j: G(t) dt. Then F(X) is a function of real growth 
of order r+ 1; in fact F(X)-XG(X)/(l +r) for A’+ +CO. 
Proof By transfer, we may assume that G is standard. Let w  N + co, 
and let 5 2: + co such that (G(g) = 0. wG(o). Then 
380 I. P.VAN DEN BERG 
F(o)=(l+O)~wG(t)dt 
5 
oG(w) - (G(r) - j-tm tG’(t) dt] 
= (1 + 0) wF’(o) - (I+ 0) rF(w). 
So oF’(o)/F(o) N 1 +r. Hence F(X)-XG(X)/(l + r) for A’+ + CC and 
F(X) is of real growth of order 1 + r. 
The next proposition states that the properties proved above also hold 
for functions asymptotic to functions of real growth. 
PROPOSITION 11.5. Let G: [A, co) + R be a standard function of real 
growth of order r and H: [A, 00) -+ R be a standard function such that 
H(X) N G(X) for X + + co. Then 
(1) Forall~,o-+oo wehave 
H(w) o r+O -= - 
0 H(5) 5 
(2) H(X) = xl+‘(‘) for X-r + 00 
(3) lim,+ +aD (H(bX)/H(aX)) = (b/a)‘for all a, b > 0 
(4) Zf r > - 1 and K(X) is defined by K(X) = 1: H(t) dt, then 
(i) for all o N + cc there is 5 N +co such that K(o) = 
(1 +S)f;u H(t)dt 
(ii) K(X) is of real growth of order r+ 1, and K(X)- 
XH(X)/(l + r) for X+ + CO. 
The proposition is a consequence of the fact that H(w)/G(o) ‘v 1 for all 
w  N + co. Note that if H is asymptotic to a function of real growth K, the 
order of the growth of K is uniquely determined. 
C. Variation Functions 
We recall that the variation function V,(X) of a function G with respect 
to a differential equation E: dY/dX= F(X, Y) is defined by V,(X) = 
F;(X, G(X)). The notion is related in an obvious way to the equation of 
variation associated to E, 
dV 
dx- F;(X G(X)) V, 
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and to the divergence along G of the vector field (1, F(X, Y)) associated to 
the system of differential equations 
dX 
-&=l 
dY 
x = F(X, Y). 
In this paper we present some nonstandard propositions on the variation 
of two neighbouring solutions of a differential equation. They show that 
this function measures the variation of two neighbouring solutions of a 
differential equation. The proposition below concerns the variation over a 
short range of solutions of a standard differential equation. However, the 
function is still useful in more extreme situations: over a long distance in 
the region of contraction ([S, Theorem 23, Theorem 2.2, Proposition IV.2) 
or in slow-fast differential equations ([S, Theorem 43). 
PROPOSITION 11.6. Let Hc R* be a standard open set and [A, B] c R be 
a standard interval. Let F be a standard function of class C’ on H and 
0 : [A, B] + R be a solution of E: dY/dX = F( X, Y) such that every point of 
@ is nearstandard in H. Let Y be a solution of E such that ‘V(A) N @(A). 
Then 
Y(B)-@(B)=(l+o)(Y(A)-@(A))exp 
> 
. (5) 
Proof: By the weak short-shadow lemma “@: [A, B] + 5! is a solution 
of E, and by the strong short-shadow lemma Y is defined on [A, B] and 
Y(X) N W(X) for all XE [A, B], so Y(X) N Q(X) for all XE [A, B]. Put 
d(X) = Y(X) - Q(X). Then using the continuity of the derivative 
A’(X)= !P’(X)-@‘(X)=F(X, Y(X))-F(X, G(X)) 
= (F;(X, Q(X)) +0) d(X). 
By solving this approximate differential equation, we obtain 
F;(X, Q(X)) dX+ 0 . 1 
This implies (5). 
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D. Slow-Fast Differential Equations 
A slow-fast differential equation is a differential equation of the form 
E,: &g=f(x, y), 
where E N 0, E > 0, and “f is defined (as a function) on some standard set 
U c Iw’. The set L = “{(x, y) E UI f(x, y) N 0) is called the slow curve of E,. 
Roughly the behaviour of the solutions is “slow” near the slow curve, and 
“fast” elsewhere; indeed, dy/dx takes very high values if f(x, y) & 0. Slow- 
fast differential equations are intensively studied in nonstandard analysis; 
see, for instance, [S, lo]. Below we describe some basic features of such 
equations. We closely follow the representation in [8], and we refer to this 
paper for proofs. For reasons of convenience, we make some assumptions 
about f and L: 
(1) U is standard. 
(2) f is of class C’ on U and f and f; are of class So. 
(3) L c U and L is a standard finite union of graphs of continuous 
functions y = L,(x), . . . . y = L,(x). 
DEFINITION 11.1. Let 1 < k < n. 
(i) The set C of all critical points of L, is defined by 
c = “{ (4 L/AX)) I st x, “(f27(x, Lk(X)) = 0) 
(ii) The set N of all regular points of L, is defined by 
N= “{(x, L/Ax)) I St x3 “(f27(x, Lk(X)) z 0) 
(iii) The set A of all attractioe points of L, is defined by 
A = “{(x, L,c(x) I St x, “(f;)(x, Lk(x)) < 0) 
(iv) The set R of all repulsive points of L, is defined by 
R = ‘{(x, Ldx)) I St x, “(f;)(x, Lk(x)) > O> 
(v) The margin A4 of L, is defined by 
M=“{(x, y)EUlstx, yand0 & f(x,z) & co 
for all z = (1 - 2) Lk(x) + 1y, with 0 2 2 < l}. 
The terminology “attractive” and “repulsive” is explained by Theorem 3 
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below. Clearly, if Lk is regular, there is a standard open set V, such that 
L, c Vc M, and L, is the only part of the slow curve contained in V. Then 
M has a nonzero “thickness.” In particular, if Lk is defined, nonzero, con- 
tinuous, and regular for x > 0 (i.e., every point (x, Lk(x)), x > 0, belongs to 
N), then V may be taken of the form 
where st m > 0. If such is the case, we write V= U,, and U, is called a 
margin of width m of L,. 
We state two basic results on slow-fast differential equations. For 
convenience. we formulate them in the above context, for n = 1. 
THEOREM 3. Let E,: .z(dy/dx) = f(x, y) be a slow-fast differential equa- 
tion on some standard open set U c R*. Suppose f is of class C’ and f and 
f; are of class So on U, and E, has a slow curve of the form y = L(x), where 
L is defined, continuous, and noncritical for x > 0. Let M be the margin of 
L and b be such that 0 + < b < + a~. Let 4 be a solution such that d(b) is +, 
nearstandard in M. Then 
(1) If L is attractive, there is c > b, c N b such that 4(x) = L(x) for all 
limited x 2 c. 
(2) If L is repulsive, there is a < 6, a N b such that 4(x) N L(x) for all 
appreciable x < a. 
Suppose in addition M contains a margin of width m. Then the result 
may be made precise as follows: 
THEOREM 3’. If in addition to the conditions above L is nonzero for 
x > 0, the margin M contains U, for some st m > 0, and 0 6 
1(4(b) - Ub)YL(b)l 2 m, then we also have 
(1) Zf L is attractive, there is a < b, a = b, such that 1(4(a) - 
L(a))lL(a)l = m. 
(2) Zf L is repulsive, there is c > 6, c N b such that 1 (d(c) - 
L(c))lL(c)l 2: m. 
The second theorem concerns the variation of two solutions near the 
slow curve, which is rather violent. 
THEOREM 4. Let E,: .$dy/dx) = f(x, y) be a slow-fast differential equa- 
tion on some standard open set U, Suppose f is of class C’ and f and f; are 
of class 5?’ on U, and E, has a slow curve of the form y = L(x), where L is 
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defined and continuous for x > 0. Let 0 2 a < b 2 + CO, and let q5 and + be 
two solutions of E, such that d(x) N +(x) N L(x) for all x, a <x < b. Then 
~(b)-~(b)=(~(a)-~(a))exp ~bfi(xyG))dx+O)]. 
c1 
This theorem is proved using a change of variables called the Benoit 
microscope, introduced in [ 11. Assume, without restriction of generality, 
that $(x) > d(x) on [a, b]. Put 6(x) = [$(x)-&x)]“. Then follow the 
proof of Proposition II.6 by stating and solving approximately a differential 
equation for 6(x). 
E. Macroscopics 
DEFINITION 11.2. (1) Let o, 5 # 0 be such that o 1: co or 5 N co. Then 
the substitution (X, Y) -+ (x, y) given by 
x = x/o, Y = y/t 
is called a macroscope, written M,,,. 
(2) Let F be a real function. The representative f of F under the 
macroscope M,,, is defined by 
f(x) = F(wxK. 
DEFINITION 11.3. (1) A real function F is called observable under a 
macroscope M,, 5 if “f is the graph of a function, which is at least delined 
for x > 0, and is not identically 0. 
(2) Let F: R+ + R be a real function such that F(X) #O for all 
X> 0. The function F is called observable by macroscope if F is observable 
under the macroscope M,,,,, for every u 2: + co. 
Macroscopes are very useful in the study of differential equations; as 
such, they were introduced by Troesch [14]. Typically, a well-chosen 
macroscope transforms a differential equation E into a slow-fast equation 
E,, and as we saw before, the behaviour of the solutions of such an equa- 
tion is fairly well known. Furthermore, they desingularize the asymptotic 
behaviour of the solutions of E; roughly said, the solutions of polynomial 
growth correspond to the slow curve of EC, and the solutions of (local) 
exponential growth are seen as verticals. Moreover, under a particular 
macroscope, the nonzero parts of the slow curve correspond to solutions of 
polynomial growth of the same order. 
The purpose of this section is to investigate the relation between 
functions and their representatives, and thus to make the above remarks 
more precise. 
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Notation. Often we consider macroscopes of the form IV,,~(,), where 
o N + co and G is some standard nonzero function. Then the repre- 
sentative of a real function F is written f,. 
We first consider standard functions of real growth G. If they are of non- 
zero order, they are very well adapted to macroscopes. Not only are they 
observable by macroscope, but also the shadows of their representatives 
under the macroscope MU,.{,, do not depend on o. Indeed, let r be the 
order of G. By Lemma II.1 we have g,(x)= G(ox)/G(o) 1: x’ for all 
appreciable x > 0. So we have 
PROPOSITION 11.7. Let G be a standard function of real growth of order 
r ~0.. Then G is observable by macroscope. Furthermore, “g, does not 
depend on w’, in fact (‘g,)(x) = xr. 
If r = 0, usually the shadow of g, is not the graph of a function. In fact, 
it is the graph of a function if and only if G is a constant. For example, put 
G(X) = log X. Then 
“g,= {(x, y)lx=O, y~l)u{(x,Y)lx~o,Y=l} 
Functions of exponential growth are not very adapted to be viewed by 
macroscopes, for the shadows of their representatives are zero, or contain 
vertical parts. Indeed, we have 
PROPOSITION 11.8. Let F be a standard function of real growth of order 
r>O, and a>O. Put G(X)=crexpF(X). Let co= +co, <>O, and g be the 
representative of G under the macroscope M,,,. If g(a) is appreciable and 
positive for some appreciable a, the shadow of g 
{(x, y)Ix=a, ~20). 
Proof Put K(x) = F(wx) - F(;(wa). Then 
g(x) = g(a) exp Rx). 
contains the vertical line 
By Lemma 11.1, we have for all appreciable x > 0 the approximation 
K(x)=F(coa)[(Er-I+@]. 
Because /K(x)1 N + co for all appreciable x $ a, there is E N 0, E > 0 such 
that [K(x)1 2: + co for all appreciable x such that Ix - a] 2 E. Then there are 
~“0, p= +cc such that g[a-.z,a+E]I[n,p]. Hence “g contains the 
vertical line {(x, y) I x = a, y 2 01. 
sos/s1/2-12 
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The next two propositions are in some sense a converse to the above 
results. 
PROPOSITION 11.9. Let F: R+ + R be a standard nonconstant real finc- 
tion, observable by macroscope. Suppose “f, does not depend on o for 
o 2: + 00. Then there is a standard function of real growth of order r #O 
such that F(X) - G(X) for X-r + CO. 
PROPOSITION 11.10. Let F: R+ -+ R be a standard nonconstant positive 
continuous real function which is observable by macroscope. Let w N + 00 be 
arbitrary. 
(1) Zf “f, is defined in 0, there are st p, q > 0 and st C such that 
Xp < F(X) < X4 for all X > C. 
(2) Zf “f, is not defined in 0, there are st r, s <0 and st D such that 
Y<F(X)<X”for all X>D. 
Because the proofs of these propositions are somewhat lengthy and 
technical, they are given in the Appendix. However, the results are of some 
interest to the proof of the main theorem, for they are an indication of the 
range of applicability of the macroscope method. 
We conclude with a proposition which compares the relative deviation of 
two functions expressed in macroscope coordinates and in the original 
coordinates. Thus it helps to transform back and forth between the two 
coordinate systems in an easy way. 
Notation. Let G, H be two real functions. The relative deviation of H 
with respect to G is written fi, i.e., 
R(X) = H(X) - G(X) 
G(X) * 
PROPOSITION II.1 1. Let o N + co and G be a real function observable by 
the macroscope M,, oco,. Let H be some real function. 
(1) Let x N 1, and h,(x) (or &ox)) be limited. Then h,(x) 2: 
A(wx) + 1. 
(2) Let 0 2 x 2 + co, and assume “gW(x) #O for x >O. Then 
h,(x) N g,(x) if and only if &ox) N 0. 
Proof: (1) Because “g, is a function, it is S-continuous at appreciable 
x. So g,(x) 1: 1 for all x N 1. Hence 
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H(wx) 
h,(x) - &ox) = - - 
H(wx) - G(ox) 
G(w) G(ox) 
=y&S)+l 
=k,(n)(l-A)+1 
N 1. 
(2) Because “g, is a nonzero, continuous function for x > 0, it takes 
appreciable values at appreciable x. Then 
H(ox) G(wx) 
h,(x) = g,(x) * I = - 
G(o) 
Wax) - Wax) G(ox) N o .- 
G(ox) G(o) 
0 A(ox) g,(x) 2: 0 
0 A(wx) 2: 0. 
III. PROOF OF MAIN THEOREM, PART 1 
The idea of the proof is the following. Using the principle of transfer, we 
see that part 1 of Theorem 2 implies part 1 of Theorem 1. We prove part 
1 of Theorem 2 with the aid of the macroscope M,,.(,,. This macroscope 
turns the equation E into a slow-fast differential equation E,. Using the 
properties of such equations stated in Section II, we may conclude that E, 
has a solution nearly equal to the representative g, of G under the macro- 
scope. However, if we apply the inverse transformation to such a solution, 
we find a solution of E which is “asymptotically equal” to G only for all 
X 2: + cc of sharp order w. This does not suffice, for we need a solution 
“asymptotically equal” to G for all X 2: + cc. Such a solution is obtained 
using a uniformity argument, based on the fact that “g, does not depend 
on the scale factor w. 
Notation. Let E: dY/dX= F(X, Y) be a differential equation, where F is 
of class Cl. Let G be a function satisfying the contraction conditions with 
respect to E, and o, m > 0. We write 
(1) f(x, Y) = F(ox, G(~kv)/G(~) I v,(w)1 
(2) v = lb I VG(~)I 
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(3) r: the order of the growth of G 
(4) s: the order of the real growth, induced by V/G 
(5) u(n)= lim,+ +oo (V,, +I&WVG(X)) 
(6) urn= {(x,Y)I x2-0, (1 -m)x’<y<(l +m)x’}. 
Assume that E and G are standard. Then v(n) is continuous on some 
interval [ -m, m J, where st m > 0. Because u(O) = 1, there is some standard 
interval [-ml, m’] with m’ >O such that o(O) $ 0 on C-m’, m’]. Further- 
more, sgn VG(o) = sgn V,(w’) for all o, o’ N + co, for there is some st A 
such that V,(X) does not change sign on [A, co). 
The principal Lemma, III.2 below, states how the macroscope M,,C(,J 
transforms E into a slow-fast differential equation E,. We first prove a 
technical lemma. 
LEMMA 111.1. Let E: dY/dX= F(X, Y) be a standard differential equa- 
tion, where F is of class C’. Let G be a standard function satisfying the 
contraction conditions with respect to E. Let o 2: + co and st m > 0 be such 
that u(p) 2 0 for 1~) <m. Then 
(1) v>o, r1”O 
(2) For all x such that 0 2 x 2 + 00 and 1~1 2 m 
(i) f;(x, 1 + p)x’) N sgn V&w) S xSu(~) 
(ii) f(x, (1 +p)x’)=sgn V,(w).x’+‘~~u(t)dt. 
Proof: (1) Clearly q > 0. By Proposition II.5 we have ) VG(o)I = w’+‘. 
Because sts> -1, we have q=l/w’+“fO-O. 
(2) (i) Let 0 2 x Zj + 00. By Lemma II.1 we have G(wx)/G(o) N xr. 
Then for all p <rn there is some A N ,u such that (1 + p)x’= 
(1 + ,l) G(wx)/G(o). We note that 1111 2 m and that u(n) $ 0 even if 
111 1: m. Furthermore 
F;(w G(~)Y) 
fi(x, Y)’ I v,(w)l . 
Then 
f;(x, (1 + pL)xY = f;(x, (1 + 2) G(oxW(w)) 
F;(wx, (1 + 2) G(ox)) = 
= V,l +ipAOX) Vo(ox) 
V,(ox) 
. -. sgn Vo(co) 
V,(o) 
N sgn VG( 0) . x’o( A) 
‘v sgn V,(o) . x%(p). 
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(ii) Let 0 2 x 2 + co. We first show that f(x, G(wx)/G(w)) 1: 0. 
Indeed, 
=0 G(wx) vG(wx) 
G(w) I V,(w)1 
Now let E N 0 be such that G(ox)/G(o) = (1 + E)x’. Then 
f(x, (1 +pL),q=f(x, (1 +P)X’)-f(X, (1 +&)X7 
s 
(1 +P)x’ = (1 +E)X, f2YXY Y) d  
= xr s ep f;(x, (1 + t)x’) dt 
i 
P 
= sgn V,(w) xr+’ v(t) dt 
E 
s 
P 
N sgn V,(o) xr+’ v(t) dt. 
0 
PRINCIPAL LEMMA 111.2. Let E: dY/dX = F(X, Y) be a standard dtfferen- 
tial equation, where F is of class C’. Let G be a standardfunction satisfying 
the contraction conditions. Let w N + co be arbitrary, and st A be such that 
V,(X) does not change sign for X 2 A. Then the result of E under the macro- 
scope M,,.(,, is a slow-fast differential equation E,, where “g, is part of the 
slow curve. Furthermore “gJx) is regular for x> 0, and has a standard 
margin of width m #O, which may be chosen independently of CO. Zf 
T/,(A) < 0, then “g, is attractive, and tf V,(A) > 0, then “g, is repulsive. 
Proof It is easy to check that the macroscope 
M 
x=XJw 
03G(w): y= y/G(w) 
transforms E into he differential equation 
6,: vg=f(x, Y). 
Put L = “g, and let st m > 0 be such that v(p) $ 0 for 1~1 <m. By 
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Lemma III.1 (1) we have rl N 0, r] > 0. By Proposition II.7 we have L(x) = xr 
for x > 0. Then by Lemma III.1 (2) we may conclude that “f(x, y) is 
defined on U,,,. So E, is a slow-fast differential equation on U,. Also by 
Lemma 111.1(2) we have f(x, L(x)) N 0 for 0 2 x 2 + co and f(x, y) 74 0 
for (x, y) E U, such that 0 2 x 2 + cc and y 74 L(x). Hence L is the slow 
curve of E, with a margin of width m > 0; we remark that m does not 
depend on w. By Lemma 111.1(2) we have “(f;)(x, L(x)) #O for x>O, so 
L is regular for x > 0. If V,(A) < 0 then V,(w) < 0, so L is attractive, and 
if V,(A) > 0, then V,(o) > 0, so L is repulsive. This completes the proof. 
On behalf of the principal lemma we may now define: 
DEFINITION 111.1. Let E: dY/dX= F(X, Y) be a standard differential 
equation, where F is of class C’. Let G be a standard function satisfying the 
contraction conditions with respect to E. Let st m > 0. The function G is 
said to possess a margin of width m with respect to E if for every o 1: + co, 
the set U,,, is a margin of width m of “g,. 
By Theorems 3 and 3’ we know the behaviour of the solutions of E, near 
the slow curve “g,. We now express this behaviour in the original coor- 
dinates, and finish the proof. 
LEMMA 111.3. Let E: dY/dX= F(X, Y) be a stana’ard differential equa- 
tion, where F is of class C’, and let G be a standard function satisfying the 
contraction conditions in + a. Let st m > 0 be such that G has a margin of 
width m. Let o 1: + 00 be arbitrary and Y be a solution of E such that 
0 2 IFl(o)l 2 m. 
(i) Zf V,(w) < 0, there are [I co, 5,/o N 1 such that I p(tl)l = m and 
l2 > co, t2/m N 1 such that p(X) N 0 f or all X > <, such that X/o is limited. 
(ii) If Vo(o)>O, there are 5, <co, [,/co N 1 such that l!?(X)/ = 0 for 
all X < t, such that X/co is appreciable, and r2 > co, g,/o 2: 1 such that 
I ~(5Jl = m. 
Proof: We prove only (i). Consider the macroscope M,,,(,,. By the 
principal lemma “g, is an attractive slow curve of E, with a margin of 
width m. Now by Proposition II.1 1 we have 0 2 I $J 1) - g,( 1 )I 2 m. So 
by Theorem 3’, there are a, < 1, a1 N 1 such that Itiw(a,) - g,(a,)l N m and 
a*> 1, a2 N 1 such that ~Jx) N g,(x) for all limited ~>a,. Put t1 =aIw 
and &=a,o. Again by PropositionII.11 we have I!?(<)1 N I$,(a,)-11 = 
l$Jai) - f,(aI)l N m and p(X) N 0 for all X> t2 such that X/o is limited. 
PROPOSITION 111.4. Let E: dY/dX= F(X, Y) be a standard differential 
equation, where F is of class C’. Let G be a standard function satzfying the 
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contraction conditions with respect to E. Let st A be such that Vo(X) does 
not change sign for X2 A. Let w  N + co be arbitrary. Let !P be a solution 
such that p(‘(w)=O 
(i) Zf V,(A)<O, then p(X)2:Ofor all X>o 
(ii) Zf V,(A) > 0, then p(X) 2: 0 for all X N + 00 such that X< o 
ProoJ: We prove only (i). Let st m > 0 be such that G has a margin of 
width m. By Lemma III.3 we have Y(X) N 0 for all X 2 w  such that X/w is 
limited. Suppose there is 5 > o such that I Y(7’(r)l & 0. By continuity we may 
assume that [Y(l)1 2 m and that I Y(t)1 =maxUGXGS IY(X)l. By Lem- 
ma III.3 there is some c1 < 5, 5,/c N 1 such that 1 Y(t)] N m. Because 
5, > o we obtained a contradiction. Hence Y(X) N 0 for all X>, w. 
Proof of Theorem 2, Part 1. Let st A be such that V,(X) does not 
change sign for X2 A, and st m > 0 be such that G has a margin of width 
m. We distinguish two cases: (i) V,(A) < 0, (ii) V,(A) > 0. 
(i) V,(A) < 0. Let w  2: + co be arbitrary. By Lemma III.3 and Proposi- 
tion 111.4, for every solution Y of E it holds that ) Y(o)1 c m/2 implies that 
I Y(X)1 <m/2 for all X2 w. By the Cauchy principle, this property also 
holds for some limited B. Then we may assume that G(X) is limited for all 
limited X2 B. So there is some standard solution @ of E such that 
[d(B)1 <m/2. We claim that a(X) z0 for all X N + co. Suppose there 
exists 5 = + co such that s(r) & 0. By Lemma III.3 (i) there are 5, <l, 
t1/c2: 1 such that l$(tl)j N m, a contradiction. So b(X) 1: 0 for all 
XE +co. Hence @(X)=(l+O)G(X) for all X- +co. 
(ii) V,(A) > 0. Let o 2: + co, and let Y be a solution of E such that 
Y(o) 2: 0. By Proposition III.4 we have 1 Y(X)1 <m for all XE + co, 
Xd w. By the Cauchy principle there is some st B such that I Y(X)1 <m for 
XB B. We may assume that Y(X) is limited for all limited X2 B. Let 
Cp = “Y. By the weak short-shadow lemma @ is a solution of E. We claim 
that s(X) N 0 for all X N + co. For all limited X2 B we have 
Q(X) ‘v Y(X), hence also b(X) N Y(X). By the Fehrele principle there is 
some 5 ‘v + co (that may be supposed less than w) such that 8(X) 2: Y(X) 
for B < X < & Then s(X) N Y(X) N 0 for all unlimited X < 5. By the end- 
extension lemma b(X) 1: 0 for all X N + co. Hence Q(X) = (1 + 0) G(X) for 
all X2. +co. 
In the final part of this section we prove Proposition 1.1, which gave a 
criterion for the impossibility of certain asymptotic behaviour. We first give 
a nonstandard criterion. 
PROPOSITION 111.5. Let E: dY/dX = F(X, Y) be a standard differential 
equation. Let G, H be standard functions of real growth such that 
392 I.P. VAN DEN BERG 
H(X) = O(G(X)) for X-r + CO. Suppose the macroscope M,,a(,, transforms 
E into a slow-fast equation E, : q dyldx = f (x, y). Zf “h,( 1) is not on the slow 
curve of E, there is no solution of E asymptotic to H in + CO. 
Prooj A solution @ of E asymptotic to H in + cc should have the 
property that there is < N + co such that @(X)/H(X) N 1 for all X> 5. But 
we show that if @(w)/H(w) z 1 for some o N + 00 there are o’> w, 
w’/o 2: 1 such that @(o’)/H(o’) & 1. Indeed, suppose @(o)/H(w) N 1. 
Then #,( 1) N h,( 1) by Proposition II.1 1. Now f (x, y) & 0 for all x N 1, 
y N h,( 1). So there are CI > 1, c1 ‘v 1 such that q5Jc1) 74 h,( 1). Because 
h, is of class Sc’ we have h,(a) N h,(l). So dw(cr) & h,(u.). Hence 
@(Wa)/H(oa) & 1. We conclude that there is no solution of E asymptotic 
to Hin +cc. 
Proof of Proposition 1.1. By transfer E, G, H may be supposed to be 
standard. 
(1) Let w  2: + cc and consider the macroscope M,,.(,,. Let x N 1. 
Clearly we have f(x, h,(x)) E 1 & 0 and f ;(x, h,(x)) is limited. So 
ffx, y) & 0 for all x N 1, y N h,,,(x). Hence “h,( 1) is not on the slow curve 
of E,: q(dy/dx) = f(x, y). So by Proposition III.5 there is no solution of E 
asymptotic to H in + co. 
(2) The proof is analogous to that of (l), now using the macroscope 
M w.H(o) 
IV. PROOF OF MAIN THEOREM, PARTS 2 AND 3 
We first prove part 2 of Theorem 2. By translating it into classical terms, 
we derive parts 2 and 3 of Theorem 1. But we also present a second version 
of Theorem 1.2, obtained from a different translation. This version has the 
advantage of being more symmetric with respect to Theorem 1.3. However, 
it is formulated in more complicated terms. 
To begin with, we show that Theorem 2.2 is meaningful; i.e., given 
o z + co, there exist two different solutions @ and Y of E such that 
@(x)=(1+0) ul(X)=(l+Ca)G(X) for all X<o, X= +co. Indeed, 
first assume that V,(o) >O. Now if @ and Y are any solutions such 
that @(o)=(l+O) Ul(o)=(l+O)G(o), then @(X)=(1+0) ul(X)= 
(1 + 0) G(X) for all X< o, X 1: + co by Proposition 111.4. Second, assume 
VJo) < 0. Let @ : [A, co) + R be a standard solution asymptotic to G; we 
may assume that @ is nonzero on [A, co). Let Y be any solution such that 
‘Y(A) N @(A). Then Y(X) N @(X) for all limited X2 A by the strong short- 
shadow lemma. Hence also Y(X) = (1 + 0) Q(X) for all limited X2 A. We 
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conclude that Y(X) = (1 + 0) Q(X) for all A’> A by the Fehrele principle 
and Proposition 111.4. 
The starting point of the proof of Theorem 2.2 is the principal lemma, 
Lemma 111.2, which turns E into a slow-fast equation. Then we use 
Theorem 4, which expresses the variation of two solutions of a slow-fast 
equation near the slow curve. By translating into the original coordinates 
we obtain the variation of solutions of E near G, first over a relatively short 
distance. Then the variation over a long distance follows almost directly 
from arguments of general asymptotic nature. 
LEMMA IV.l. Let E: dYjdX = F( X, Y) be a standard differential equa- 
tion, where F is of class C’, and let G be a standard function satisfying the 
contraction conditions. Let 5, o N + co be such that 0 2 t/w<1 and @ and 
Y be two solutions such that D(t) = (1 + 0) Y(c) = (1 + 0) G(r) and G(o) = 
(l+(d) Y(o)=(1+0)G(w). Then 
Y(o)-@(w)=(Y(<)-@(<))exp (l+O)sw Vo(X)dX . 
5 1 
Proof Consider the macroscope MU,.(,). Then, by the principal lemma 
and Theorem 4 
Hence, translating this formula into the original coordinates 
Y(o)-@(w)=(Y(c)-@(l))exp (l+O)jWF;(X,G(X))dX . 
5 1 
PROPOSITION IV.2. Let E: dY/dX= F(X, Y) be a standard dtfferential 
equation, where F is of class C’, and let G be a standard function satisfying 
the contraction conditions. Let 5, w 2: + co be arbitrary and @ and Y be 
two solutions such that Q(r) = (1 + 0) Y(U) = (1 + O)G({) and G(w) = 
(1 + 0) Y(m) = (1 + 0) G(w). Then 
Y(w)-@(w)=(Y(~)--@(<))exp (l+O)Jm Vo(X)dX . 
5 1 
Proof We may assume that 5 <o. Let v E N be such that 2”5 <o < 
2”+ ‘5. Then 
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Y(o) - @(ml 
. Y(2y{) - @(2’5) 
=(Y(<)-@(<))exp (l+O)J*{ VJX)dX+ ... 
[ 4 
+ (I + 0) J”’ 
2’-‘5 
v,(x) a] 
+(I+o) Jm vG(x)tix 
*vt 
Proof of Theorem 2, Part 2. Let o 2: + cc and @, Y be two solutions 
such that @J(X) = (1 + 0) Y(X) = (1 + 0) G(X) for all X< CO, XE + co. Let 
s be the order of the growth induced by VG. Let st A be such that a(X), 
Y(X) are limited for all limited A’> A, and Z3 3 A be limited. We claim that 
(Y(X) - @(X))/( Y(B)- Q(B)) is limited for all limited A’. Indeed, if 
Q(B) 74 Y(B) this is trivial, and if D(B) N Y(B) the assertion follows 
from Proposition 11.6. Now by Propositions II.5 and II.2 we have 
[j; V,(X)dXI =d+l+O. Then by the Fehrele principle there exists 
5 N + co such that 
y’c)-@(5) =exp 0 w v (X)dx 
Y(E)-@(B) . B G [ J 1 . 
BY Proposition II.5 we may assume that 1: V,(X) dX= 
(1 + 0) j; v,(x) &. Then 
y(t)-@(r) Y(~)-@(O) 
Vu) - @(WI = (Y(B) - @s(W). y(B) _ Q(B). y(t) _ @(() 
=(Y(B)-@(B))exp 0. Jm vG(x)dx 
[ B 1 
.exp (I + 0) Jw V,(X) LY 5 1 
=(Y(B)-@(E))exp (1+0) Jw vC(x)dx . 
B 1 
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Proof of Theorem 1, Part 2. By transfer, we may assume E and G to 
be standard. Suppose there are two solutions @ and y such that 
Q(X) N Y(X) N G(X) for X + + co. Again by transfer, we may assume @ 
and Y to be standard. Let o N + co and s be the order of the growth 
induced by V,. Then, by Theorem 2.2, Proposition 11.5, and Proposi- 
tion 11.2, there is some st A such that 
=IY(A)--@(A)Iexp (l+O)J~V,(X)dX]=exp(w’+it”). 
[ 
Now the difference between two solutions of real growth cannot be of 
exponential order, so we have a contradiction. Hence there is only one 
solution asymptotic to G in + co. 
Proof of Theorem 1, Part 3. By transfer, we may assume E, G, 4p, and Y 
to be standard. By the remark at the beginning of this section, there is an 
infinity of solutions asymptotic to G in + co. The asymptotic formula on 
the variation is an easy consequence of Theorem 2.2. 
A version of Theorem 1.2 which still contains information on the varia- 
tion of solutions “near” G, is obtained as follows. 
Notation. Let E: dY/dX= F(X, Y) be a differential equation, and 
(A, B) E R2. A solution @ of E such that @(A) = B will be written Qp,,,. 
THEOREM 1.2’. Let E: dY/dX = F(X, Y) be a differential equation, where 
F is of class C’, and let G be a function satisfying the contraction conditions 
with respect to E. Assume V,(X) is eventually positive. Let Y(X) and Z(X) 
be two real functions such that Y(X)-Z(X)-G(X) for X+ +co. Then 
there is A such that for all B 2 A 
CD x, Y(X)(X) - @x,zcx,W) 
= (CD x, Y(x)(B) - @x,z(xj (B)) exp 
[ 
JI VdO 41+ 0(1))] 
for X+ +co. 
V. RATIONAL DIFFERENTIAL EQUATIONS 
In this section we present a new proof of (a modified version of) the 
theorem of Diener et al. on rational differential equations, starting from the 
main theorem. We need some notation, in which we follow the presentation 
in [S]. 
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DEFINITION V. 1. (1) Let P(X, Y) be a polynomial, and r E R. 
(i) The r-degree of P, written a:P, is defined by 
a,op= avyx,xr). 
(ii) The subpolynomial of P consisting in all terms T(X, Y) such 
that aFT= a:P (i.e., all terms of maximal r-degree) will be written P,. 
(2) Let P(X, Y) and Q(X, Y) be polynomials and F(X, Y) be the 
rational function Q(X, Y)/P(X, Y). Let r E R. We define 
(i) a,oF= a;Q - ay 
(ii) F, = QJP,. 
DEFINITION V.2. Let dY/dX= F(X, Y) be a rational differential equa- 
tion. We say that (k, r) satisfies the Diener conditions if 
(1) Fr(l,k)=O 
(2) (FrML k) Z 0 
(3) k#O 
(4) a,?F+ 1 -r>O. 
THEOREM 5. Let E: dY/dX= F(X, Y) be a rational differential equation. 
Put /I = (Fr);(l, k) and c = aFF+ 1 -r. Assume (k, r) satisfies the Diener 
conditions. Then 
(1) There exists a solution @ of E such that 4(X) - kXr for A’+ + co. 
(2) Zf /I >O, then @ is unique. Moreover, let Y(X), Z(X) be two 
functions such that Y(X) - Z(X) - G(X) for X + + co. Then there is A such 
that for all B > A 
% ycx,(x) - @x,zdx) = P%, rcxdB) - @x,z~x,W) exp 
[ 
s XV + 41)) 1 
for X+ +oo. 
(3) If B < 0, there are infinitely many solutions asymptotic to kXr in 
+ co. Moreover, if @ and Y are asymptotic to kX’ in + co, then 
I@(X)- Y(X)1 =exp 
[ 
~X’(l+o(l))] 
for X+ +CO. 
The theorem is proved by reduction to Theorem 1 and Theorem 1.2’. 
This is done by two lemmas. The first lemma gives some relevant 
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asymptotic expressions for rational functions of two variables. The second 
lemma shows that the Diener conditions imply the contraction conditions. 
LEMMA V.l. Let H(X, Y) be a rational function with r-degree d. Let 
k, rE[W. 
(1) rfH,(l, k)#O, then 
H(X,kXr)=H,(l,k)Xd(l+o(l)) 
for X + + CC and there exists A E R such that for all B 2 A 
I x H(5, k5’) dt= B ““~:‘;‘“+’ (1+0(l)) 
for X-r + co. 
(2) ZfH,(l,k)=O, then H(X,kX’)=O(Xd-‘)for X+ +co. 
LEMMA V.2. Let E: dY/dX= F(X, Y) be a rational equation and k, r E R. 
If (k, r) satisfies the Diener conditions G(X) = kX” satisfies the contraction 
conditions. 
Proof Let d= a:F. We note that am = d- r, and that F;(X, kX’) = 
/?Xd’r(l +0(l)) for X-+ +co, by LemmaV.l. 
(1) By Lemma V.l we have F(X, kX)= O(Xdp’) for X+ +co. 
Hence 
F(X kx’) 
x% kx’F;(X, kx’) 
= o 
’ 
So G(X) satisfies the first contraction condition. 
(2) G is of class C’ and is of real growth in +co, so it satisfies the 
second contraction condition. 
(3) Vc(X) is of real growth in + cc, of order d-r> -1, so G 
satisfies the third contraction condition. 
(4) Because (F,);(l, k) #O there is some 112 > 0 such that 
(F,);(l, (1 + I)k) #O for all 111 <m. By Lemma V.l we have that 
F;(X, (1 + A)kX’) is defined up from some A(1) E R and 
V(A)= lim v,1+ A,&-) 
x++cc V&X) 
= lim (F,K(L (1 + IF) J-= (Fr);(L Cl+ Ilk) 
A--++CO (Fr);(L k) Y-d (FrML k) ’ 
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Clearly V(A) is continuous for (I( <m, so G satisfies the third contraction 
condition. 
Finally we remark that F is of class C’ on a sufficiently large open set. 
Indeed, we may assume that A -sup,,, Gm A(I) is defined. Then F is of 
class C’atleast on {(x,y)lx>A, (l-m)G(X)<Y<(l+m)G(X)).This 
completes the proof. 
APPENDIX 
Here we prove Propositions II.9 and 11.10, which stated some elemen- 
tary properties of functions observable by macroscope. 
PROPOSITION 11.9. Let F be a standard nonconstant real function observ- 
able by macroscope. Suppose "fm is a function and does not depend on co 
(w N + 00). Then there is a standardfunction of real growth G of order r # 0 
such that F(X) N G(X) for X-+ + co. 
Proof: First, we show that “f, satisfies the functional equation 
h(x) h(y) = h(xy). Indeed, let st x, y > 0. Then 
Because “f,, x, y are standard, we conclude that “f,(x). “f,(y) = “f,(xy). 
By transfer, this holds for all x, y > 0. Solving this functional equation we 
obtain “f,(x) = xr, where st r, by transfer. Hence F(;(wx)/F(o) 2: x’ for all 
appreciable x. 
Now define 
Then the following properties of H are easily verified. 
(1) H is standard, continuous, and differentiable in every point 
X#2”, nE N. 
(2) XH’(X)/H(X) 2: r for all X= + co, X#2”. 
(3) H(X)/F(X) 2: 1 for all A’= + co. 
So H is asymptotic to F, and almost satisfies the properties of functions of 
real growth: possibly it is not differentiable in the points X= 2”, 
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n E f$J.However, by smoothing in a suitable way we may obtain a standard 
everywhere differentiable function G, which still is asymptotic to F, and 
such that XG’(X)/G(X) ‘v r for all X2: + co. Then G satisfies the 
requirements. 
Proposition 11.10 is proved with the aid of some lemmas. 
LEMMA 1. Let F: lR+ -+ R be a standard continuous and nonconstant 
function which is observable by macroscope. Then for all o N + a3 
(1) “f,(x) is at least defined and continuous for all x > 0, and 
“f,(x) > 0 for x > 0. 
(2) lf”f, is defined in 0, then “f,(O) = 0 else limxl,,,,, “f,(x) = + co. 
(3) Lim,+ += “f,(x) = 0 or lim, _ + o. “f,(x) = + 00. 
Proof We prove only the first assertion of (1). The proofs of the 
remaining assertions are quite similar, and less difficult. 
We note that “f,( 1) = 1, so “f, is defined somewhere. Suppose “fW is not 
defined at some (standard) x # 0. We assume x < 1; the case x > 1 may be 
treated analogously. Let y = sup{x < 11 “f, is not defined at x}. Suppose 
first that “f,(y) is not defined. Then y < 1, and there is some (standard) 
sequence x, 1 y such that “f, is defined at x,. Now st “fJx,) for all limited 
n, and “fJx,,) ‘u co for all unlimited n. Further by the Fehrele principle 
there is some v N + cc such that “fW(x,) N F(ox,)/F(o) for all n < v. Then 
F(ox,)/F(ox,) N + cc for all limited n, and again by the Fehrele principle, 
there is p N + co, p <v such that F(ox,)/F(wx,) N + co. Hence “fwx, con- 
tains the vertical segment { I> x [0, 11, so it is not the graph of a function. 
So we obtain a contradiction. Second, suppose that “f,(y) is defined. Then 
there is some (standard) sequence x, t y such that “f, is not defined at x,. 
Now F(ox,)/F(w) N cc for all limited n, so by the Fehrele principle there 
is some v N + cc such that F(ox,)/F(o) 2: + 0~). Furthermore, there is some 
z N y such that F(oz)/F(o) is limited. So F(ox,)/F(oz) N 00. Hence Of,,, 
contains the vertical segment { 1 > x [0, 11, so it is not the graph of a func- 
tion. Again we obtain a contradiction. We conclude that “f,(x) is defined 
in every st x < 1, and by transfer, in all x < 1. 
LEMMA 2. Let F: R+ -+ R be a standard continuous and nonconstant 
function which is observable by macroscope. Let o = +co. 
(1) Zf “f,(O) = 0, then F(ox)/F(w) = 0 for all x = 0, and F(o) = 00. 
(2) Lf Olimx~O,,.O “f,(x) = +a, then F(wX)/F(o) = + 00 for ah 
x = 0, and F(o) = 0. 
We omit the proof, which is easy. 
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LEMMA 3. Let F: R+ + R’ be a standard continuous and nonconstant 
function which is observable by macroscope. Then there are two possibilities: 
(1) I&+ +m F(X) = co, and for all o = +co we have (i) “f,(O) = 0, 
(ii) lim,, +a, ?f,,(o) = +co, and (iii) F(wx)/F(w) = +a~ for all x = +co. 
(2) lb- +m F(X)=O, and for all o = +03 we have (i) lim 
xlo “f&)= +a, (ii) lim,, +m “f,(x) = 0, and (iii) F(ox)/F(o) = 0 for 
all x= +co. 
Proof Assume “f,(O) = 0 for some w  = +cc. By Lemma 2 we have 
F(o) = co. Suppose there is 5 = +cc such that lim,l, “f&x) = +co. Then 
F(c) = 0, again by Lemma 2. By continuity, there is v E [o, 51 such that 
F(v) is appreciable. But then “fV is not the graph of a function, because F 
is nonconstant. So we obtained a contradiction. Hence “f,(O) = 0 for all 
w  = +oo. Then by Lemma 2, we have F(w) = cc for all o = +co. Hence 
lim x+ +oo F(X) = 00. Furthermore, suppose “f,(x) does not tend to infinity 
for x -+ +co. By Lemma 1.3 we have lim,, +n;, “f,(x)=O. By the Fehrele 
principle F(op)/F(‘(w) = 0 for some p = +co. Now still F(op) = co, so “f,, 
contains the vertical (0) x [0, co], hence is not the graph of a function. We 
obtained a contradiction, hence lim,, +a; “fm(x) = +co. It is easy to see 
that F(ox)/F(w) = + cc for all x = +co and o = +co. Combining what we 
derived so far, we conclude that lim x+ +,F(X) = co and l(i), (ii), and (iii) 
are equivalent. So also lim x+ +,F(X) =0 and 2(i), (ii), and (iii) are 
equivalent. This completes the proof. 
LEMMA 4. Let F: R + + R be a standard continuous strictly positive 
nonconstant function which is observable by macroscope. 
(1) Iflim,+ +oo F(X)= SCO, then 
(i) for all st M > 1 there exists st A > 1 such that F( YX)/F( Y) 2 M 
for all X2 A and Y> 1, 
(ii) for all st B> 1 there exists st N > 1 such that F( YX)/F( Y) < N 
for all X, 1 <X< B, and Y20. 
(2) If lim,, +m F(X)=O, then 
(i) for all st N, 0 < N < 1 there is st A such that F( YX)/F( Y) < N 
for all X2 A and Y> 1; 
(ii) for all st B > 1 there is st M, 0 <MC 1 such that 
4 W/F( Y) 2 M f or all X, 1 <X<B, and Y> 1. 
Proof We prove only l(i); the proofs of the remaining assertions are 
similar. Put 
a(Y)=inf{a>l(F(YX)/F(Y)>Mfor all X>a). 
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Because lim, _ + o. F(X) = + cc and F(Y) > 0 for all Y> 0 the function 
a(Y) is defined for all Y > 1. We show that a(Y) is limited for all Y 2 0. 
First, let Y be limited. Because F(Y) $ 0 and F(w) 1: + 00 for all o ‘v + co, 
clearly F( YX)/F( Y) N + cc for all unlimited X. Hence a(Y) is limited. 
Second, let Y N + co. By Lemma 3.1 (iii) we have F( YX)/F( Y) 1: + cc for 
all XZ + co, so again a(Y) is limited. By the Cauchy principle, it is boun- 
ded by some st A. Then F( YX)/F( Y) > A4 for all X2 A, and all Y 3 0. 
Proposition 11.10 is a direct consequence of the next proposition, which 
gives some additional information. 
PROPOSITION 5. Let F: lR+ -+ IF4 be a standard continuous positive and 
nonconstant function which is observable by macroscope. Then there are two 
possibilities. 
(1) “f,(O)=0 and limx++m “fJx)= + 00 for every o N + co, and 
there are st p, q > 0, and st C > 0 such that Xp < f(X) < Xq for all X> C. 
(2) Limxl, “f,(x) = + co and lim,, +co “f,(x) = 0 for every 
co N + 00, and there are st r, s < 0, and st D > 0 such that X’ <f(X) < X" for 
all X> D. 
Proof We prove only part 1. The proof of part 2 is similar. To begin 
with, we note that “f,(O) = 0 and lim,, +m “f,(x) = + cc are equivalent. 
Now if there are st p, q > 0 and st C> 0 such that Xp < f(X) < X4 
for all X> C, then lim,, +oo F(X) = +co. So “f,(O)=0 and 
lim x’ +a;l “f,(x) = + co, by Lemma 3.1. Conversely, assume “f,(O) = 0 and 
lim x++ao “fo(x)= +co for all ON +co. Then lim,,,, F(X)= +co, by 
Lemma 3.1. We first show that F(X) is minorized by Xp for some st p > 0. 
By Lemma 4.1(i) there is st A > 1 such that F( YX)/F( Y) 2 M for all Xb A 
and Y 2 0. We may assume that F(A) > M’. Let X> A be arbitrary and 
n E N be such that A” d X < A”+ I. Put p = log M/log A. Then 
F(X) F(A”-‘) 
F(X)=-.------- F(A”-1) F((A”-2)‘-F(A)‘M II+ 1 = A’“+ l)b3~/b3~ > XP. 
Second, we show that F(X) is majorized by X4 for some st q > 0. Let 
st B > 1. By Lemma 2(ii) there is st N > 1 such that F( YX)/F( Y) < N for all 
X, 1 <X < B, and Ya 0. We may assume that f(B) c N. Let X > B2 be 
arbitrary and n E fV be such that B”- ’ < X< B”. Put q = 2 log N/log B. 
Then 
Finally, put C= max(A, B*). Then Xp <F(X) < X4 for all X > C. 
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