We present some recent progress in interpreting the results from the two powerful methods that analyze the magnetic pulsations observed by ground magnetometer arrays. The first method involves an inversion tech nique that requires the observations from a chain of magnetometer sta tions located on the same latitude. This method can estimate several factors that affect the pulsation amplitude on the ground, namely the magnitude of the wave "event", the local time distribution, and the ground conductivity effect. By analyzing several months of pulsation data, we present an alter native approach to estimate the statistical values of the ground conductivities.
ULF waves, with wave periods ranging roughly from 1 sec to 10 min) in the magnetosphere for over one hundred years. These ground stations in some aspects are more desirable than satellites in observing magnetic pulsations. In particular, the high travel speeds of satellites at low altitudes make proper observations of low-frequency ULF waves at low L-shells impossible. It is also more economical to build a large ground magnetometer array that provides measure ments at multiple locations. The cost of such ground systems is usually a small fraction of what is required by a single spacecraft mission.
While several research groups are expanding their magnetometer arrays as well as incor porating modern technologies in the instruments, new and exciting ways to make use of the wealth of information provided by these ground observations have also been perceived in recent years. Two of these techniques, namely the inversion method and the gradient method, are the subject of this paper. The uniqueness of these two techniques is that the analysis re quires the input from the data of multiple stations at one time, whereas the traditional way to study multi-station observations repeats the same analysis for each station. Improving these new techniques and applying them to observations are potentially important in providing new insights of the physics of magnetic pulsations.
The first technique is an inversion method to estimate the several factors that affect the wave amplitude observed on the ground (Chi et al. 1996) . These factors are the magnitude of the wave event, the local time, and the ground conductivity, all of which can be modeled and estimated through an inversion algorithm. The input data are the wave amplitude values ob served by stations located at the same L-value but at different local times. This technique is particularly valuable in evaluating the ground conductivity effect that is usually an unknown factor in the analysis of ground pulsations.
After the initial success in using only one day of pulsation data from the five Air Force Geophysics Laboratory (AFGL) stations located at 55° corrected geomagnetic latitude (Chi et al. 1996) , the inversion technique has not been tested by other datasets. In this study we assessed the technique by using 4 months of AFGL data. Having this larger database, we discovered a simpler yet effective way to estimate the conductivity effect, which help obtain the solutions of other factors. We also found that the results were consistent with what were reported by Chi et al. (1996) .
The second technique is the gradient method first proposed by Baransky et al. ( 1985) and later successfully promoted by Waters et al. (1991) . It compares the wave signals at two mag netometer stations closely separated in the north-south direction to identify the resonant fre quencies of the field line located midway between the two stations. It is a good use of the field line resonance theory that predicts a peak in wave amplitude at the resonance point and a sharp transition of wave phase across the resonance (e.g., Chen and Hasegawa 1974) . The gradient method has two different versions: the cross-phase technique subtracts the wave phases ob served at the two stations, and the amplitude-ratio technique compares the two wave amplitudes. The cross-phase technique is easier to demonstrate and thus shown more frequently in literature, though it requires synchronized observations at the two stations in order to determine the phases accurately. The amplitude-ratio technique does not have such strict requirement in timing accuracy (Russell et al. 1999) , but a calibration of zero level is needed when the ground conductivity at two stations differs (G reen et al. 1993) . The gradient technique can be used as a "remote sensing" of the plasma density in the magnetosphere. Specifically. it has been used to study the depletion and replenishment of the plasmasphere during magnetic storms (e.g., Chi et al. 2000) .
Most observational studies exercising the gradient method have been using the conven tional field line resonance theory in the magnetosphere to interpret their results. A qualitative description incorporating the well-known phase change across the resonance point and the ionospheric rotation (Hughes and Southwood 1976) has satisfactorily explained the phase difference in the H-component in terms of a toroidal mode resonance. However, we recently discovered that the larger phase difference in the Z-component is not immediately answered by the above straightforward interpretation. A quantitative assessment according to existing theories should be made to see if it is consistent with the observations in all three components.
The organization of this paper is as follows: Section 2 presents the characteristics of equilatitude pulsation data and the implications on the inversion method. Section 3 demon strates the gradient method using equilongitude observations and relevant model calculation. Some possible future developments of these two methods are discussed in Section 4.
THE INVERSION METHOD FOR ANALYZING EQUILATITUDE PULSATIONS
The rationale of this method is based on the high coherency in wave power modulation across the magnetometer arrays at mid and low latitudes (Chi et al. 1994 (Chi et al. , 1996 . At these latitudes, broadband Pc 3-4 waves are usually found in daytime. Although the cause of de tailed wave-power modulation is not clear, there is evidence that the ultimate energy source is the upstream waves in the foreshock region (Chi et al. 1994) . The wave amplitude averaged over a time interval of 5-10 min (or an "event") computed by Fourier transform is used in the calculation because the waveform of signals is not necessarily coherent among different locations. For this reason, an accurate synchronization of magnetometer systems is not abso lutely required. The original inversion model considers the wave amplitude observed on the ground (A ) as a function of the magnitude of the wave event (B), the local time (1), and the amplification of wave amplitude due to ground conductivity (a) (Chi et al. 1996) . Their relationship can be written as
where the local time dependence functionj\t) can be conveniently expressed by a polynomial function K f(t)=l+ .L,a,(t-12)'
(2) k=I This function is defined as above so f = 1 at local noon. If there are N stations located on a , same latitude and N, wave events for each station, the quantity Ne Ns s = .L,.L,cA, j -BJ(tij)a)2,
i=l j=l is expected to be minimal. We may estimate the values of the defined parameters by minimiz ing S and solving the following set of nonlinear equations:
Note that there are only N, -1 independent variables for a. One can define a N ' = 1 and obtain the "relative ground conductivity effect" for the other stations. In reality, the equation set (4) has to be solve numerically. However, there are N, + N, + K -I unknowns in those equations, and the numerical calculation can be time-consuming when the number of events (N) becomes a large number. The solution to this problem is to replace B by
L... r=l J 11 since JS I dB; = 0. Therefore, the number of parameters in optimization becomes a fixed number, N, + K -1, no matter how many events there are.
In this study, we present a different approach to estimate the unknown parameters without solving the aforementioned optimization problem. This alternative method requires a much larger amount of data for reliable statistics. We collected 440 Ultra-Low-Frequency (ULF) wave events between August and November 1978 from the 5 northern AFGL stations. The locations of these stations are listed in Table 1 . The local-time span of these stations is about 4 hours. In order to analyze the results in different wave frequencies, the wave events are di vided into three subgroups for 7-15 mHz, 15-30 mHz, and 30-50 mHz bands.
For each local time t, we selected the median of the wave amplitude values within the (t ± 1) bin. It is reasonable to assume that this median wave amplitude is independent of B because the same distribution of B can be expected at every observer ' s local time. Therefore, the me- dian wave amplitude depends only on the local time and the ground conductivity effect. Figure   1 shows these median wave amplitude for the 15-30 mHz band at different local times. It can be seen that some stations (e.g., MCL) always observed stronger waves.
If we arbitrarily assign that B = 1, we know from (1) that <J. = A(t.) I f(t). Since all the Chi et al. (1996) . When the <I' for each station is known, the wave amplitude can be calibrated as A;j = A u I <J; , which represents the expected wave amplitude on the ground if there is no difference in ground conductivity among stations.
_The estimated local time dependence function/(!) can be calculated by the median value of A; j within a 2-hour bin centered at t for each local time t. Figure 3 shows the /(t) for the pulsation amplitude in three different frequency bands. For the lowest frequency band 7-15 mHz, the peak of/(t) is located in the afternoon for the fl-component but in the morning for the D-component. Although this distinction has been reported by Bloom and Singer ( 1995) who analyzed two years of AFGL data, we are able to obtain the same result with a much smaller amount of data by using the inversion model(!).
THE GRADIENT METHOD FOR ANALYZING EQUILONGITUDE PULSATIONS
The gradient method has been a powerful tool to identify the eigenfrequencies of mag netospheric field lines. Before this technique was invented, it was difficult to distinguish the resonant wave power from the driving wave power in the wave spectrum from a single station.
The comparison of wave power or phase at two stations closely separated in the north-south direction can effectively screen the driving wave power, and several authors have demon- strated successful cross-phase results using station pairs with baselines of roughly 100 km (Best et al. 1986; Waters et al. 1991; Green et al. 1993) .
A demonstration of the cross-phase technique is presented in Fig. 4 . The cross-phase spectrum is the phase difference between the two time series expressed as a function of time and frequency. Figures 4b-4d are the cross-phase spectrograms for the H (northward), D (eastward), and Z (downward) components of the Durness-Loch Laggan pair on May 9, 1979. The phase difference is meaningful when the two signals are coherent. When the wave power is weak and the coherency is low, the values of phase difference can some times appear in an expected random fashion. We found that plotting the values only when the coherency is larger than 0.3 reduces most of the randomness, and we adopted such a criterion when making Figs. 4b-4d . In addition, since the phase difference </> u -</>v u is basically larger than 0, only positive values are shown. For the H component (Fig. 4b ) , horizontal patterns of enhanced phase differences are seen at approximately 10, 22, 38, and 66 mHz in the daytime.
The same patterns with even greater phase differences are seen in the Z-component. These patterns are associated with the harmonics of field line resonance in the magnetosphere, and the corresponding frequencies are the resonant frequencies for the field lines between the latitudes of the two stations (Chi and Russell 1998) . Note that the above harmonics cannot be easily identified in the power spectrogram (Fig. 4a) . Showing a clear contrast, the phase differ ence in the D-component (Fig. 4c) is much smaller and there exists no discernible pattern.
It is worthwhile to clarify the physics behind of the observations of phase differences as presented above. In addition to the conventional field line resonance theory (Southwood 1974; Chen and Hasegawa 1974) , a simpler two-oscillator model that can interpret the phase-differ ence observations has also been proposed (Waters et al. 1994) . The two-oscillator model con siders the two field lines that connect to the two ground stations 1 and 2, where 1 denotes the station at higher latitude. The assumption is that the signals seen on the ground stations are caused only by the oscillations of the corresponding field lines driven by a common source. Waters et al. ( 1994) further found that the phase difference </J2 -</J1 maximized at OJ = ( OJ1 + OJ 2) I 2, where OJ1 and OJ 2 are the eigenfrequencies of the two field lines. However, Chi and Russell (1998) pointed out that there is an intrinsic difference in physics between the field line resonance theory and the two-oscillator model. The field line resonance theory mod els the three-dimensional plasma in the magnetosphere and finds how the system responds to a common driving wave. The theory predicts only one resonance where the phase encounters a sharp transition at the resonant frequency. A proper interpretation of the phase-difference observations on the ground should include the field line resonance theory in the magneto sphere and the induction due to the associated ionospheric currents.
To interpret the observations in Fig. 4 , we began our calculation with the "box model" (Southwood 1974 ) , which assumes a homogeneous magnetic field in the z direction. The plasma density is assumed to be inhomogeneous in the x or outward direction to account for the vary ing Alfven velocity in the realistic magnetosphere. They direction is determined by y = z x x.
A surface wave on the magnetopause with a wavenumber IL in they direction can propagate evanescently inward and result in a resonance where the frequency matches an eigenfrequency of the field line. The resonance can be expressed by the following equation (Southwood 1974):
where s is a small quantity due to dissipation and representative of the resonance width. The solution of (6) is E, ( x) = CJ0(/l(x -x0 +is))+ DK0(1l(x -x0 +is)) ,
where 10 and K0 are modified Bessel functions. The electric field in the x direction is given by
where v A is the Alfven velocity and k is the wavenumber in the z direction.
(8) Figure 5 depicts the amplitudes and phases of E and E solved from (7) and (8) x When E, and E, are given, the Pedersen and Hall currents in the ionosphere can be written as (9) where L P and L H are height-integrated Pedersen and Hall conductivities, respectively.
Since the effect of the Pedersen currents cancels the incident wave, the magnetic oscillations on the ground only come from the contribution of the Hall currents. Figure 6 shows the four phases of Hall currents in one wave period. The H a ll-current oscillations are mainly in the y direction because E x dominates the electric field.
The ground magnetic signals induced by the ionospheric Hall currents can be calculated by using the Biot-Savart law, and the results are presented in Fig. 7 . Two cases for different resonant widths ( e) are shown. The two plots on the left show the wave amplitude and the phase when e = h, where h is the ionospheric height and is approximately 110 km in reality. The horizontal axis x is the displacement in magnetic latitude in a unit of h, and the vertical axis lbl is in a relative unit so that the wave amplitude at x = 0 in the H-component is 1. The results in Fig. 7 indicate that the lbl in the H-and Z-components are comparable, and the lbl in the D component is negligible because the ionospheric Hall currents are mainly in the same direction. It is interesting to note that although most cross-phase observations up to date have
:::::::::::::::::::::: been focusing on the H-component, the phase change across the resonance is in fact the great est in the Z component. The phase variation in the D-component is rather negligible. The two plots on the right show the same calculation but for the condition when t: = Sh. In this case the wave amplitude is noticeably smaller than that in the previous case due to a weaker resonance that covers a wider latitudinal span. Different from the previous case, the wave amplitude in the Z component is now clearly smaller than that in the H-component because the Z-compo nent is induced by the strong opposite currents at neighboring latitudes, which are farther from the observer in this case. The phase change is also more gradual than in the previous case due to the wider resonance width. The above calculation can be easily expanded to include the effect of ground conductivity by adding the induction due to the image current located inside the Earth. This electrostatic approach is valid for the mid-and low-frequency ULF waves that are relevant here. For example, if an ionospheric current di is located at z =h and the Earth's conductivity is 13, the associated image current -dlis flowing underground atz = -(h+ 2p ) wherep is the skin depth (µ0w13r 1 • Therefore, the total magnetic field on the ground is
where R1 and R2 are the vectors from the ionospheric current and the image current, respectively, to the ground observer. When the Earth's conductivity (J is O,p is infinitely large, and conse quently only the first term in (10) exists. On the other hand, when the Earth is perfectly conductive, p = 0 and the magnetic field is twice as strong as that for the zero-conductivity case if there is no lateral distance between the currents and the ground observer (since R2 = -R1). This approach is similar to the analysis of geomagnetically induced currents (e.g., Pirjola and Viljanen 1998) , which are an important manifestation of space weather in modem technologies such as the transformers in power systems.
LOOKING AHEAD
We have presented some recent progress in understanding and interpreting the results of the inversion method and the gradient method. For the inversion method, we introduced an alternative approach to analyze the same inversion problem without performing inversion. We analyzed four months of pulsation amplitude data and confirmed the earlier results of ground conductivity effect as found in Chi et al. (1996) . For the gradient method, we illustrated the essential pieces in the theory of field line resonance that are relevant to interpreting the results of the gradient method. We added the ionospheric effect to demonstrate the different results in the three magnetic field components. Our calculation shown in Fig. 7 also indicates that the characteristics of field line resonance can be studied by the gradient method.
It is expected that both methods will stimulate more research and provide further insights of the physics of magnetic pulsations for years to come. The immediate use of the inverse method is to calibrate the wave amplitude observed on tbe ground. The gradient method has been used to estimate the plasma density inferred from eigenfrequencies as a tool to monitor space weather. Besides these practical purposes, the two methods are potentially important in advancing our understanding of the different resonances of the magnetosphere as well as the magnetosphere-ionosphere-atmosphere-ground system in which magnetic pulsations take place.
The following are our views of the possible areas where these two methods could bring further impacts.
The Inversion Method
The products of the inversion method can be used to investigate the source of magnetic pulsations. For example, the local time dependence functionj\t) is useful in staying the geom etry of source energy and the ionospheric effect on pulsation amplitude. The magnitude of wave events B can be correlated with other physical phenomena to find the preferred condi tions for magnetic pulsations to occur. This is analogous to the methodology comparing the Kp index with solar wind parameters to infer the causes of geomagnetic disturbances. In fact, B is a better quantity than Kp for such purpose because it is decoupled from the local time dependence and the ground conductivity effect. It might be useful to generate the "calibrated Kp index" in a similar way. Both the physical model and the optimization formulation of the inversion method may need further modifications. For the model part, one could consider CJ as a tensor. Since the ground conductivity structure can be inhomogeneous, it is possible that the current flowing in the x direction in the ionosphere will induce magnetic field in both y and x directions on the ground. However, the inclusion of the off-diagonal terms in the CJ tensor will increase the number of parameters in the model, and it is expected that the reliability of estimation will be reduced.
The optimal number of parameters is also an important issue in the optimization problem. In the original model (Chi et al. 1996) , the local time dependence functionj\t) is modeled by a fourth-order polynomial. A different order of polynomial or different functional forms are also possible choices, but a model selection criterion such as the Akaike Information Criterion (Akaike 1974) can be used to determine the best model. The same approach can also be ap plied to assess if a tensor form for er is appropriate. The ground conductivity structure for some stations may be homogeneous, and therefore the associated er can be vectors rather than tensors in the model.
A possible long-term goal is to include the magnetotelluric (MT) method in geophysical exploration to obtain the detailed knowledge of ground conductivity. The er parameter can be known from the MT method, and the number of parameters to be optimized in the inversion model will be reduced. However, the MT method requires a high-density array of magnetom eters in a relatively smaller region, whereas the magnetometers for studying space physics phenomena need to be more dispersive in order to cover a much larger area. Some experiments coordinated by geophysicists and space physicists may resolve this difficulty and benefit both fields.
The Gradient Method
The comparison between the two-oscillator model proposed by Waters et al. (1994) and the conventional field line resonance model immediately raises the question about the number of resonant £-shells in the magnetosphere. The two-oscillator model assumes that the two field lines connecting to the station pair are resonating. If we have an infinite amount of mag netometer stations, the two-oscillator model implies an unrealistic situation where an infinite amount of resonant £-shells exist. The conventional field line resonance model discusses the condition to the other extreme. The model consists of one driving wave and a single resonance in the magnetosphere where the driving frequency matches a resonant frequency of the field line. The resonance has a width that is associated.with the dissipation of wave energy in the ionosphere. A convincing piece of observational evidence for such single-resonance case has been provided by Walker et al. (1979) , who found in radar observations that the Pc 5 waves in the outer magnetosphere had a resonance width of approximately 1 ° in latitude. It can be expected that multiple resonances cqn exist in the magnetosphere by superposition, but the field line resonance theory does not go further to predict how many resonant £-shells there can be.
The cavity mode model proposed by (Kivelson and Southwood 1985) provides a solution to this problem. In their model, field lines resonate only when the field line resonance fre quency coincides with the cavity mode frequency, so the number of resonances is finite. Therefore, not all the harmonics of a field line may be seen at single latitude if the frequency separation of two consecutive cavity modes is wide enough. It may be possible to find the evidence for the above prediction by observing the cross-phase spectrum from a chain of magnetometers on the same longitude.
So far the gradient method has only considered the magnetometer stations located along the north-south direction. Performing a similar analysis with an east-west magnetometer pair to examine the azimuthal structure of field line resonances may also generate intriguing results. Except for the structure of small azimuthal wavelengths that cannot be seen on the ground due to the ionospheric screening effect (Hughes and Southwood 1976) , the phase differences in the east-west direction can tell us the azimuthal wave number. In the ideal condition as de scribed in the conventional field line resonance theory, the signals at two stations separated in the east-west direction are always coherent regardless of the distance between them. However, this may not be true in reality, and the information about the azimuthal coherence may hint to us the energy sources of resonances. Expanding the gradient method from one dimension to two dimensions may be a trend as more two-dimensional magnetometer arrays develop.
