Abstract. Some continuum models for dislocation interactions in a simple crystal geometry are studied. The simplest models are mixed systems of conservation laws which are shown to exhibit singularities and instabilities. These are then regularized, leading to parabolic free-boundary problems. In both cases, solutions describing the formation of structures such as dislocation pile-ups are discussed.
Introduction.
In this paper we are concerned with the study of dislocations, which are line defects in an elastic crystal. Let us first recall some of their wellknown properties (cf. [3] , [12] ). When a sufficiently large stress is applied, these dislocations glide along the crystallographic planes of the crystal and interact with other dislocations they find on their way. In addition, new dislocations are observed to be generated at certain nucleation sites. As a result they appear typically in very large numbers (10 12 dislocations/cm 2 in heavily worked metals) and modify the mechanical properties of the material. In particular, dislocations are thought to control the plastic properties of crystalline solids (at low temperature).
It is well known that, under an applied stress, crystals deform elastically up to a critical value of this stress, known as the yield stress. For higher stresses, the deformation becomes plastic (irreversible) and ends up eventually in fracture. The yield stress is thought to be the stress at which large numbers of dislocations start moving. Once in the plastic regime, the generation, motion, and interaction of dislocations results in the formation of complicated networks of defects in the microscopic structure of the material. When these networks are so dense that dislocations cannot move freely, the crystal hardens (work hardening). This effect is very important when working with metals, since heavily worked metals are stronger than unworked metals.
Dislocations can be described in many different ways, depending on the lengthscale on which they are viewed. At the microscopic level, they appear as defects in the crystalline lattice. Then, if the separation between dislocations is not too small, there is a mesoscopic scale at which the dislocations may be modelled as line singularities of the elastic stress evolving in a continuous material [6] . Finally, at a macroscopic scale containing large numbers of dislocations we can think in terms of a continuous dislocation density.
At the microscopic level, models for the evolution of the particles can be obtained writing the laws of motion for each particle of the lattice, choosing suitable interaction potentials. Many numerical simulations of these types of models have been carried out (see, for instance, [4] , [14] , [17] ). At the mesoscopic scale, models for the evolution of the line singularities can be written down and rules chosen for their interaction. (Ideally these rules would come from an analysis of the microscopic scale through some asymptotic limit; such an analysis has yet to be carried out successfully, and laws of motion and interaction are often taken from experimental observations.) Such models have been simulated numerically in [7] .
One goal of this paper is to formulate models for the dynamics of macroscopic densities of dislocations. Several models involving densities of dislocations in different frameworks have been developed in [1] , [11] , [13] . We are concerned here with a common process experimentally observed in worked materials that is the formation of a honeycomb of regions of high and low dislocation density, as dislocations on different slip planes interact and tangle up, effectively pinning each other. One of our prime motivations in this work is to try to determine the simplest model of dislocation interaction which will exhibit this pattern formation.
We introduce two types of models. The first are systems of conservation laws of changing type (they may be either strictly hyperbolic, or nonstrictly hyperbolic, or elliptic in different regions). The onset of nonstrictly hyperbolic regions creates a number of difficulties, since, from the mathematical point of view, the initial value problem may be ill-posed.
The second are regularizations of these systems by terms involving higher derivatives, which we expect to have a smoothing effect. In this case we are led to the study of free-boundary problems with vanishing dissipation.
Despite their simplicity our models exhibit instabilities due to the loss of strict hyperbolicity in the equations, which should lead to such pattern formation. They can also describe some typical dislocation patterns, such as dislocation pile-ups. We find that these structures can arise when a moving family of dislocations meets a high density of some other family of dislocations on its way. This "barrier" of dislocations makes glide difficult so that the moving dislocations get stuck and pile up. This paper is organized as follows. In the next section we propose the models. In section 3, we study some solutions showing pile-up formation for the degenerate systems of conservation laws by methods of characteristics. In section 4 we construct pile-up solutions for the regularized models by solving rigorously some free-boundary problems with small viscosity . We also study their limiting behavior as the regularizing terms tend to zero in section 5 using formal asymptotics. Finally, some technical points are analyzed in a detailed way in several appendices at the end of the paper.
2. The models. Details of the structure of dislocations can be found in any book on the field (see, for instance, [3] , [12] ). In general, they may be characterized by their tangent vector and a microscopic parameter known as the Burgers vector, which measures the form of the local mismatch in the crystal lattice. 1 The canonical cases for rectilinear dislocations are to have the Burgers vector parallel to the tangent line (screw dislocations) or perpendicular to it (edge dislocations). More complex curved dislocations can be described as combinations of these elementary types. Typically, it is energetically more favorable for a dislocation to "glide" in the slip plane spanned by its tangent and Burgers vectors, rather than to "climb" out of this plane [3] . In this paper, since we are looking at very simple models, we will restrict our analysis to the interaction of edge dislocations in a cubic crystal. In Figure 2 .1 we show a cross section of a typical edge dislocation, along with its Burgers vector.
We obtain a model for the interaction of two families of edge dislocations. We take the first family to be tangent to the z-direction and Burgers vector in the x-direction, and the second family to have tangent in the y-direction and Burgers vector in the x-direction. Thus, the first family has the xz-plane as its slip plane, while the second family has the xy-plane as its slip plane, and if we assume that the dislocations remain rectilinear then both families will glide in the x-direction [3] . We refer to them as "dislocations type 1" and "dislocations type 2," respectively. By symmetry considerations, the problem can be reduced to a one-dimensional problem (see [5] for more details on the modelling), giving two populations with densities w 1 (x, t) and w 2 (x, t), respectively. We want to determine how these density profiles evolve with time.
Conservation of dislocations for both families yields
where v i is the velocity of family i.
To close the model we need a law relating the speed of the dislocations to the external forces and the densities.
Dislocations move in their slip plane in response to the component σ ij b i m j of the applied stress (the so-called Schmid factor [12] ), where b is the Burgers vector and m is the normal to the slip plane. Thus dislocations in the first family will move in response to σ 12 while those in the second family will move in response to σ 13 . It has been experimentally observed (cf. [10] ) that the speed of dislocations grows as a power law of the applied stress. Then, in the absence of any interaction between the families we would close the model with velocity laws such as
where any constant of proportionality may be set equal to unity through a suitable rescaling of time. In fact, if the applied stress is smaller than a critical threshold (the Peierls stress) then dislocations remain at rest. The speed laws (2.3) are applicable if the applied stresses are large compared with the Peierls stress, which is usually the case, since for many materials the Peierls stress is small.
Note that sheets of edge dislocations generate no stress of their own so that σ 12 and σ 13 here are just the applied external stresses, which are independent of x but may be dependent on time. In our setting, the first family of dislocations can be seen as a set of lines parallel to the y-axis, and the second family is another set of lines parallel to the z-axis. Both families move along the x-axis. However, as dislocations from the first family move they must cut through the dislocations of the second family. We suppose that there is a strong resistance to this cutting. Suppose first that the dislocations in the second family are held fixed. Then for small values of σ 12 the dislocations in the first family will not cut those of the second family, but will form arcs of circles between the pinning dislocations of this family as in Figure 2 .2 (such interactions are often known as "forest" interactions).
The classical theory of dislocations establishes the existence of an elastic energy as well as an associated "line tension" associated to each dislocation (cf. [3] ). The driving force of the applied stress is then balanced by the curvature induced restoring force, T/R 1 , due to the "line tension," T , in a dislocation, where R 1 is the radius of curvature. Thus, we have
However, there is a minimun value of R 1 the dislocation can attain while still passing through the pinning sites. For sufficiently large applied stresses neighboring arcs of circles will meet tangentially at the pins, and may reconnect so that the pins have been traversed, as in Figure 2. 3.
This happens when the curvature of the dislocation reaches the value 2/d 2 , where d 2 is the distance between dislocations of the second family. Thus we expect the second family to generate a pinning force on the first family proportional to √ w 2 (since this is proportional to (d 2 ) −1 ). Applying this argument to both families independently we were led in [5] to consider the velocity laws
where a = 2T may be taken as a parameter. Here and from now on (s) + = s for s > 0, and (s) + = 0 for s ≤ 0. We will use the speed laws (2.5), (2.6) to close system (2.1), (2.2) in this paper.
Although the resulting model reproduces some interesting dislocation patterns, a more realistic model should assume that both families of dislocations are curved, not just one of them. More precisely, in allowing each family to pin the other we must not fix one family when calculating the pinning effect it has on the other, but allow it to be "dragged along"; we must perform an overall force balance rather than a separate force balance for each family. Thus we are led to consider the situation shown in Figure 2 .4, which is a three-dimensional version of Figure 2 .2, in which we have represented both families of dislocations and their mutual interaction. Cutting Figure  2 .4 across planes perpendicular to one of the families we obtain pictures analogous to Figure 2 .2. Now a local force balance at the crossing points gives that θ 1 = θ 2 assuming that the line tension in both dislocations is the same, where θ 1 is the jump in the angle of the tangent vector of a dislocation of family i at the crossing point (see
If there is no cutting the dislocations must move with the same velocity. Using (2.4) and the analogous one for the second family of dislocations we obtain
We are assuming here that the dislocations deform as in Figure 2 .4. This gives
Inserting these values in (2.4) and in the analogous law for family two, the speed of the dislocations can be expressed as
where the dislocation separations are related to the dislocation densities by
Such a situation can hold so long as there is no cutting, i.e., R 1 < d2 2 and equivalently
where a = 2T as before. If this constraint is violated then the dislocations will cut each other, giving
Having considered some general properties of the models (2.5)-(2.6) and (2.9)-(2.13) we will simplify the problem by considering a scenario in which one family of dislocations is pinned through some external mechanism, so that only one family of dislocations is free to move. Our aim will be to see how the presence of a (nonuniform) distribution of pinning "trees" will affect the motion of a family of dislocations, and in particular how it may lead to a dislocation pile-up.
We will find that the simple model we have formulated may be ill-posed in some regions of parameter space and may develop singularities. This is because, as mentioned earlier, pure sheets of edge dislocations generate no stress to leading order, so that there is no repulsion mechanism preventing infinite dislocation densities. Because of this, we will also study a simple regularized model in which we include a small force on the dislocations proportional to the gradient of the density, which will model the higher order repulsion effects of sheets of edges and will smooth out the singularities present in the original model. Thus we will set
where we have assumed without loss of generality that σ 12 is positive.
Our regularization here is rather "ad hoc"; we have made this choice because it is a simple mathematical law that yields a local model and reproduces the expected self-repulsion between dislocations of the same type. It would be nice to calculate the higher order correction terms when passing from a discrete dislocation model to the dislocation density model (which may be nonlocal), and to check if they can be approximated in some limit by the second order terms in (2.14).
3. Pile-up solutions for the system of conservation laws.
3.1. Remarks on stability and well-posedness. From now on, we assume that the applied stresses are independent of time. We are concerned here with finding solvability conditions for (2.1)-(2.2) with either (2.5)-(2.6) or (2.9)-(2.13).
First of all let us check whether the system is hyperbolic by computing the Jacobian of the flux. With U = (w 1 , w 2 ) t we have
where
The system (2.1), (2.2) is said to be strictly hyperbolic if DF (U ) has two real distinct eigenvalues λ 1 , λ 2 . If the eigenvalues are real and equal, the system is said to be nonstrictly hyperbolic. In both cases, the characteristic curves (solutions to λ (s) = λ i ) are real. When the eigenvalues are complex, the characteristics are complex and the system is said to be elliptic. The discriminant for the equation whose roots are the eigenvalues is given by
For either (2.5)-(2.6) or (2.9)-(2.13), ∆(w 1 , w 2 ) may be positive or negative in different regions of the (w 1 , w 2 ) plane. Therefore, our system is of mixed type. Since our problem is time dependent, the appearance of an elliptic region results in ill-posedness of the initial value problem (2.1), (2.2). Let us examine the linear stability of a particular class of solutions, namely the constant solutions. Linearizing about the constant state (w 1 ,w 2 ) by setting (w 1 , w 2 ) = (w 1 + u 1 ,w 2 + u 2 ), we find
This system has plane wave solutions of the form
with the dispersion law ω = ω(k) given by
We see that ω(k)/k is an eigenvalue of A with eigenvector l = (l 1 , l 2 ). When A has complex eigenvalues, that is, when ∆(w 1 ,w 2 ) = tr(A) 2 − 4 det(A) < 0, we find solutions with unbounded exponential growth for high frequencies, so that the system is linearly unstable with unbounded growth rate in the elliptic region.
The most interesting interactions occur away from the strictly hyperbolic regime. This fact has also been observed in other models, for instance, in [16] the change in type from hyperbolic to elliptic marks the onset of shear band formation.
In this paper we will restrict ourselves to the analysis of model (2.5)-(2.6) and moreover, we will assume that one of the dislocation densities is large enough to pin the other. Under this assumption, the system, that reduces to an scalar equation, remains in the hyperbolic (either strictly or nonstrictly) region. We show in section 3.2 an example of a solution of (2.5)-(2.6) entering the nonstrictly hyperbolic region, which describes the pile-up of a family of dislocations.
As usual in hyperbolic systems nonuniqueness problems arise due to the presence of discontinuities. For this reason we have also analyzed the regularized model (2.14). Assuming that (2.14) has indeed a physical sense, the only reasonable solutions for (2.5)-(2.6) are those which can be obtained as limits of (2.14) as tends to zero. From the mathematical point of view, this is analogous to the regularization of scalar hyperbolic equations by using viscosity terms. However, there are some technical differences. Due to the degeneracy of (2.14), the regularized problem in our case is a free-boundary problem with viscosity acting only on one side of the free boundary.
Elementary pile-up solutions.
We next construct an elementary example of a solution where pile-up occurs. As described in section 2, we will restrict our attention to situations where the second family is held fixed through some exterior mechanism, and examine its influence on the motion of the first family. We will assume that the density of the second family is large enough to pin the first family in some regions of space, but not in others, where the evolution of the density can be readily computed by the method of characteristics. We assume first that the stress field is such as to move these dislocations toward the region of the space where they are pinned, resulting in a pile-up phenomenon.
We start from an initial smooth density w 1,0 (x) and take w 2 (x) to be smooth and monotonically increasing from α to β with 0
By our choice of w 2 , we see that, for x > 0 the coefficient c(x) vanishes and w 1 (x, t) = w 1,0 (x).
When x < 0, the evolution of w 1 is given by (3.
5). Set v(x, t) = w 1 (x, t)c(x). Then
Thus, v(x, t) is constant along the characteristic curves x(t), which are the solutions of
This yields the formula
when c(x(t)) = 0, so that w 1 is increasing. Generically, we can assume
− . Then, it follows from (3.7) that, for x small and negative, the equation for the characteristics may be approximated by
We must distinguish three cases. Case 1. γ > 1. Integrating (3.9), we obtain for small x(0) < 0
Notice that, in this case, the characteristics starting at negative values remain negative for all times. Also, x(t) → 0 as t → ∞.
Then,
Using (3.8) and (3.11) we deduce
Notice that the function w 1 (x, t) is continuous at x = 0. Case 2. γ = 1. Integrating (3.9), it follows that for small x(0) < 0 the characteristics are given by (3.13) which again remain negative at all times. Notice that x(t) tends to 0 as t → ∞. Using (3.8) and (3.13) we conclude
Letting x → 0 − for each t fixed, we get
so that w 1 (x, t) jumps at x = 0 for every t > 0. We construct a global solution for x ∈ R to (3.5) by the method of characteristics defining w 1 (x, t) = w 1,0 (x) for x > 0 and as the solution of (3.5) given by (3.8) for x < 0. By standard arguments, w 1 defined in this way is a weak solution if the following Rankine-Hugoniot condition is satisfied:
This identity is a consequence of (3.5) and the definition of w 1 for x > 0.
Case 3. 0 < γ < 1. In this case, the solution of (3.9) is given by
, we obtain x(T c ) = 0. Using (3.8), (3.17) , and letting x → 0 − , we get
We see that w 1 (x, t) blows up as x → 0 − for every t > 0.
Notice that along a characteristic x(t) starting at x(0) < 0, w 2 (x(t)) tends to
a 2 . Thus, the density w 1 (x(t), t) tends to infinity as t → ∞ while it moves with a speed c(x(t)) decreasing to zero. This shows that w 1 piles-up at x = 0 for large times. We illustrate schematicaly this phenomenon in Figures 3.3 and 3. 4. x x x x=0 x=0 x=0
Instantaneous jump Summarizing, the analysis above shows in all three cases the function w 1 (x, t) piles up near x = 0. However, the detailed way in which this happens depends on γ. For γ > 1, w 1 (x, t) remains continuous. For γ = 1, it develops a jump discontinuity at x = 0. The amplitude of the jump increases exponentially with time. We will see later that this jump is smoothed out if we solve (2.14) instead of (2.1), (2.5), keeping the same initial data. Otherwise, if 0 < γ < 1, w 1 (x, t) blows up at x = 0 for every t > 0.
Remark. The solutions we have constructed for γ ≥ 1 are weak solutions in the sense that they satisfy the integral identity
For γ > 1 they are classical and unique by standard results (cf. [15] ).
Formation of regions of low density of dislocations.
Here we consider the case in which the stress field is such as to move the dislocations away from the pinned region. In between the pinned region and the retreating dislocations a region of low dislocation density should be created. We assume a smooth initial density w 1,0 (x) and take w 2 (x) to be continuous, monotonically decreasing from α to β with α > k = w 2 (0) > β and k = σ 2 12 /a 2 as before. To determine w 1 for x > 0, we study the solution of (3.5). It is given by formula (3.8) with x(t) satisfying (3.7) such that x(t) = x. Now, for x(0) > 0, x(s) increases and c(x(t)) > 0. When γ ≥ 1, 
w (x,T) γ<1 the characteristic curves x(t), s ≥ 0 with x(0) > 0 cover the region x > 0, t > 0 and the solution is fully determined. We observe now that w 1 (x(t), t) decreases with time. We illustrate this phenomenon schematically in When 0 < γ < 1, w 1 takes the value zero in the region (x, t), 0 < x < x 0 (t), where x 0 (t) is the characteristic starting from x 0 (0) = 0. We have instantaneous extinction of the solutions.
Regularized solutions.
In this section we study the well-posedness of the regularized model (2.14) in a rigorous way. As a consequence of this analysis we will also obtain that the solution behaves in a self-similar manner for small times.
Formulation of the problem.
Motivated by experiments and numerical simulations (see [3] , [10] ) which indicate that γ is close to one we restrict ourselves to the particular case γ = 1, which is simpler mathematically.
Our goal is to analyze how the regularizing terms smooth out the discontinuities that appear in solutions to (3.5) when γ = 1 and approaches to zero. We choose the same initial data for w 1 and a similar fixed w 2 (x).
We can construct solutions of (2.14) by solving an auxiliary-free-boundary problem. With c(x) = σ 12 − a w 2 (x) as before problem (2.14) is with initial data
We will construct particular solutions of (4.1), (4.2) where c(x) − w 1,x changes sign once at x = λ(t) (see Figure 4 .1). More precisely, in the region x < λ(t),
while, for x > λ(t),
On the curve x = λ(t) we have
Moreover, it is reasonable on physical grounds to assume that w 1 is continuous across λ(t), namely,
It is easily checked that every solution of the free-boundary problem (4.2)-(4.6) solves (4.1), (4.2) in the sense of distributions only if the additional condition
is satisfied. By a solution in the sense of distributions we mean
4.2.
Well-posedness and uniqueness. Some comments on the well-posedness of the initial value problem for (4.1) are in order. We will consider later the existence of solutions. The uniqueness of (4.1), (4.2) is a nonclassical problem due to the nonuniform parabolicity of the equation. We will not address this problem in this paper in detail. However, it is interesting to observe that we can trivially construct an infinite family of solutions to the free-boundary problem (4.2)-(4.6) (but in principle not of the parabolic equations (4.1), (4.2)) taking any arbitrary smooth decreasing function λ(t). To do so, we solve the boundary value problem (4.2), (4.3), (4.5) for any λ(t) decreasing fixed. This yields a value for w 1 (λ − (t), t) so that we can define w 1 (x, t) = w 1 (λ − (t), t) by means of (4.6) for
Nevertheless, the solutions constructed in this way are not solutions of (4.1), (4.2) since they should also satisfy the extra condition (4.7). It turns out that these extra conditions do not hold. Indeed, differentiating the boundary condition (4.6) with respect to t and using (4.
Taking into account that for x = λ(t), c(x) + w x vanishes, using (4.7) as well as λ (t) < 0, we conclude that w xx < c (x). Let u = w x − c. Then
Now, u solves the parabolic equation u t = (w x u + wu x ) x . Taking into account (4.8), (4.9) we obtain a contradiction.
Summarizing, the solutions of the free-boundary problem (4.2)-(4.6) with λ (t) < 0 are not solutions of (4.1), (4.2). We will see later that it is possible to construct solutions of the free-boundary problem with λ (t) > 0 satisfying (4.7) and therefore solving (4.1), (4.2).
Reformulation of the free-boundary problem.
We now rewrite the problem in a more convenient way for the analysis of well-posedness. Let us define z(x, t) = ∂w1 ∂x . Differentiating (4.3) with respect to x we obtain for x < λ(t), t > 0 ∂z ∂t
If we assume λ > 0, then w 1 (x, t) = w 1,0 (x) for x > λ(t) and (cf. (4.4))
Differentiating this identity we obtain
The free-boundary condition (4.5) reads
c(λ(t)) = z(λ(t), t). (4.13)
Problem (4.10), (4.12), (4.13) now has a resemblance with the classical Stefan problem, which has been widely studied and for which a large wealth of mathematical techniques are available. In order to further simplify the problem, we introduce a new variable u(x, t) = z(x, t) − c(x).
In this new variable, problem (4.10), (4.12), (4.13) becomes
Problem (4.14)-(4.16) has several analogies to the Stefan problem. However, a technical difficulty arises at time zero. The starting point for the free boundary λ(t) is characterized by means of
or, in an equivalent way, u(λ(0), 0) = 0. In particular, this implies that condition (4.16) becomes singular at time t = 0. In order to understand better where the difficulty lies, we approximate (4.14)-(4.16) by the leading order terms near x = λ(0). By convenience, we make the following assumption that holds for quite general initial data:
Keeping the leading order terms of (4.14)-(4.16) in a neighborhood of x = λ(0) we end up with the following problem:
complemented with the initial condition u(x, 0) = Γ(x − λ(0)).
Problem (4.19)-(4.21) admits a self-similar solution with increasing λ(t) in the formû
The detailed construction of this solution is given in Appendix A. In the next section we discuss how to construct solutions of (4.14)-(4.16) as perturbations of this self-similar solution as t → 0.
Perturbations of the self-similar solution.
We want to obtain solutions of the original problem as perturbations of the self-similar solution to the leading order approximation as t → 0. Throughout this section we keep fixed. Then, we will ignore the dependence on of all the constants appearing here. We will consider the behavior as → 0 in the next section.
We assume that the initial data are smooth enough. More precisely, we assume that
We also assume w 1,0 (x) to be globally bounded:
The main result of this section is the following. 
+ . Remark. Near t = 0 the asymptotic behavior of w 1 (x, t) can be obtained by means of the self-similar solution (4.22), (4.23) discussed in Appendix A.
Sketch of the proof. The main difficulty in the proof of Theorem 4.1 is the fact that the free boundary for the self-similar solution (4.22), (4.23) behaves as a square root as t → 0 + . Actually, the same will happen for the solutions of the whole freeboundary problem (4.2)-(4.6). Without this difficulty the solution could be a more or less standard adaptation of the fixed point argument used for the analysis of the classical one-dimensional Stefan problem (cf. [9] ).
In order to sort out this difficulty we will approximate (4.2)-(4.6) by means of
Notice that the free boundaries λ n (t) start at time t n at the free boundary of the self-similar solution. Also, we take as initial data for w 1,n at time t n an approximation Ω 0 (x, t n ) that we obtain by integrating u(x, t) = ∂w1,0 ∂x (x, t) − c(x) with the self-similar solution given in (A.1), (4.23) evaluated at t n as initial data. Now, since λ n (t n ) = 0, problem (4.27)-(4.30) can be solved by means of a slight adaptation of the classical techniques for the Stefan problem (cf. [8] , [9] ). However, the time of existence for the solutions, as well as the estimates derived for such a problem could be strongly dependent on n. In the technical analysis that will be made in Appendix B, we will show that this is not the case. More precisely, we will prove there that there exists a δ > 0 independent on n such that (B.10)-(B.12) hold, where C is independent of n.
Taking the limit n → ∞, we will obtain a solution of (4.2)-(4.6) in a time interval [0, δ). As a final step, we will obtain a global existence result by means of suitable sub-and supersolutions, as usual in the classical one-dimensional Stefan problem.
Asymptotics of the solutions as
→ 0. In this section, we describe formally the asymptotics of the free-boundary problem (4.2)-(4.6) as → 0. We recall that such a free-boundary problem can be rewritten as
where the starting point λ(0) is given by
Taking into account (5.7), (5.8) and assuming that w 1,0 smooth enough, we readily obtain the following asymptotics as tends to zero:
It then follows that
To study the region close to the origin we introduce the change of variables
Taking into account (5.7), (5.10), we reduce, to leading order, the problem above to
This problem can be solved with a slight variation of the arguments in section 4 and the details will not be given here. Actually, if k > 0 the argument given in Appendix B shows that the solution is global.
We now pass to describe the asymptotics of problem (4.2)-(4.6) as → 0. In the outer region, where w 1,x does not develop large gradients, (4.3) can be approximated by the hyperbolic equation
This approximation is valid for x at distances O(1) of the free boundary λ(t). Equation (5.27) has been analyzed in section 3, where we have seen that the solution develops a discontinuity at x = 0 that grows exponentially. Since the solutions of the original free-boundary problem (4.2)-(4.6) do not develop discontinuities, a boundary layer is required near the free boundary x = λ(t). For not very long times, we can understand the structure of such a boundary layer introducing the variables (5.12)-(5.14). In the diffusive boundary layer the behavior is controlled by the equations
The long time asymptotics of (5.28)-(5.31) can be analyzed by means of the change of variables
The jump discontinuity for w 1 (x, t) in the outer region imposes on G the following matching condition: On the other hand, the long-time asymptotics of (5.33)-(5.36) can be described as follows. There exist several steady states of (5.33)-(5.35) satisfying the matching condition (5.36). The one which is relevant for our purposes is characterized by the fact that it is supported in (−∞, η 0 ) and satisfies
The detailed description of the steady states of (5.33) is given in Appendix C.
Some steady states are positive in the whole line and some others are supported in a half line but behave like C(η 0 − η) Making the standard change of variables We should remark that a more refined argument is needed to exclude the case η 0 = 0. In this case (5.39) reduces to W = w 1,0 . It turns out that there is a unique steady state of (5.33) satisfying the matching condition (5.36) supported in (−∞, 0) and behaving linearly near 0. Matching between the outer and inner regions is not possible in this case, so that η 0 > 0.
The previous description of the boundary layer holds for times t << −
In order to describe the solution for larger times, we notice that the characteristics at distances |x| ∼ 1 arrive to the region |η| ∼ 1 for t ∼ 1 k | log( √ )|. For this range of times, the data of (5.33) for |η| large, η < 0, and η ∼ 1 could be strongly oscillatory and depends basically on the initial data. Thus, the dynamics for these times is strongly dependent on the initial distribution w 1,0 (x, 0). For larger times, the asymptotics of the solutions depends on the asymptotics of w 1,0 as x → −∞. For instance, if w 1,0 (x) → w 1,∞ as x → −∞, we obtain that w 1 (x, t) grows exponentially. This is, however, rather unphysical, since it is due to a large flux of dislocations coming from x = −∞. We conclude with some final remarks. As Figure 5 .1 shows, w 1 (x, t) corrects the solution of the conservation law we had for = 0, which is accurate out of an inner boundary layer of thickness √ around x = 0. In this inner boundary layer, the jump at x = 0 observed in the solution for = 0 is smoothed out when > 0. We may compare this problem with the regularization of shocks in usual scalar conservation laws by small diffusive terms (cf. [18] ). The main difference is that, in our case, the diffusion acts only on one side of the shock and not throughout the shock (see Figure 5 .1) Also, notice that the correction u matches the left value of the jump with the value on the free boundary whereas for a shock in Burgers equation, for instance, it should join the left and right values of the jump. On the other hand, the length of the boundary layer is of order for Burgers equation while in our case it turns out to be of order √ .
Conclusions.
We have introduced some simple one dimensional models of dislocation dynamics that, despite their simplicity, exhibit some features that are experimentally observed in the evolution of families of dislocations. The phenomena we have been interested in describing are those of pattern formation (associated with the loss of hyperbolicity in our models), and the related pile-up of dislocations due to inhomogeneous pinning distributions.
We have considered two types of models. In the first of them, involving mutual interactions between two families of dislocations, the equations are conservation laws of mixed type. The second model, in which one family of dislocations is externally pinned, is a degenerate nonlinear parabolic system of equations that, in particular cases, reduces to a free-boundary problem.
We have discussed the well-posedness of those models. The solutions of the mixed system of conservation laws develop singularities for some initial data that are smoothed out in the regularized parabolic problem. We have described in a detailed way how this regularization takes place.
We observe that we have obtained two different forms of pattern formation. In the mode that we can call hyperbolic, we have obtained piling up of dislocations at the particular points where pinning forces are strong enough to stop the motion of dislocations. On the other hand, when both families of dislocations are free to move we find small perturbations of uniform states are unstable, which should lead to banding. To see whether our simple models can reproduce the honeycomb structures seen experimentally we will need to regularize the coupled (2.9)-(2.13) model in the same way that we have regularized the single-moving-dislocation-family model (2.14). However, even if this is the case and the model evolves to a situation in which there is no relative motion between the dislocation families due to tangling, the honeycomb structure will not be fixed in space without the inclusion of an additional external pinning force. 
The solution of (A.1), (A.2) is given by φ(y) = Γy + Ky
It is not hard to check that the function φ(y) is analytic in the whole complex plane, since the singularity of the integral is cancelled out by the factor y. From now on, we will understand that the integral in (A.5) is a meromorphic function in the complex plane with a pole at y = 0.
The values of K and ξ 0 must be chosen in order to satisfy the boundary conditions (A.2), (A.3):
Since we are interested in solutions with λ (t) > 0, it follows that ξ 0 > 0. Eliminating K from (A.6) we get for ξ 0 the equation
To get rid of the singularity of the integral terms, it is convenient to rewrite (A.7) as follows:
The function B(ξ 0 ) is monotonically increasing and satisfies 
Here, φ is the profile of the self-similar solution (cf. 
We aim to solve the approximated problems (4.27), (4.28), (4.29), (4.30) for a time interval independent of n and obtain uniform bounds on the solutions in such a time interval. More precisely, we have the following local existence result.
Proposition B.1. If c ∈ C 2 is globally bounded and w 1,0 ∈ C 2,α with 0 < We will prove Proposition B.1 in two steps. First, we will obtain a solution of (4.27)-(4.30) in a time interval [t n , t n + δ n ] depending on n. This is done by means of a slight modification of a classical Stefan problem (cf. [9] ). As a next step, we will prove by means of suitable sub-and supersolutions that the time of existence is independent of n.
Lemma B.2. Under the asumptions of Proposition B.1, there exists a unique solution w 1,n ,λ n to (4.27)-(4.30) for a time interval [t n , t n + δ n ]. The free boundary is
Proof. We introduce the following space of functions
. We intend to make a fixed point in this space of functions. To this end, we solve the boundary value problem (4.27), (4.29), (4.30) for any λ(.) ∈ X n . In order to obtain some a priori estimates for w 1,n we use suitable sub and supersolutions. Let us definew 1 (x) as the solution of
where M > 0 will be chosen later.
It is straightforward to check that
, where η 0 ( ) > 0 is independent of n. We truncatew 1 in a smooth way in order to make it constant and positive for x < λ(0) − η 0 ( ). Let us denote by w 1 the resulting truncated function. Moreover, we can make this truncation in such a way that
Lt . Picking up L and M in a suitable way we obtain thatŵ 1 is a sub-or a supersolution for (4.27), (4.29), (4.30).
Set u n (x, t) = ∂w1,n ∂x − c(x). It is readily checked that u n solves
Formally differentiating (4.28), we obtain
Obviously, given an arbitrary function λ n (t) ∈ X n , condition (B.7) is not satisfied. However, we intend to choose λ n (t) verifying (B.7) by means of a fixed point argument.
Taking into account u(
we can check that u n (λ(t), 0) = 0 for any λ ∈ X n . We then rewrite (B.7) in an integral form
Classical regularity theory for parabolic equations shows that
. Actually, we have uniform bounds for this derivative depending only on the initial data as well as M . From this, we inmediatedly deduce that the operator T (λ(t)) has a fixed point for δ n small enough by means of a standard contractive fixed point argument. Since the argument is well known for the classical Stefan problem we shall not provide more details here.
Notice that we have obtained a solution w 1,n of (4.27), (4.29), (4.30) satisfying (B.7). It only remains to check that condition (4.28) holds. To this end, notice that (B.7) implies ∂ ∂t w 1,n (λ(t) − , t)−w 1,0 (λ(t)) = 0, whence w 1,n (λ(t) − , t) = w 1,0 (λ(t))+ K. Evaluating this expression for t = t n and taking into account (B.1), we deduce that K = 0. Thus, (4.28) follows.
Remark. As a subproduct of the proof of Lemma B.2 we have obtained
Actually, the argument shows that this estimate is satisfied as far as w 1,n is defined if t ≤ δ( ), where δ( ) is a suitable number independent of . Lemma B.3. Under the assumptions of Proposition B.1, the following estimates hold in [t n , t n + δ n ] for x < min(λ n (t),λ(t)): Proof. By convenience, we introduce a new set of variables as follows:
In this way, problem (5.1)-(5.4) becomes (B.13)
The self-similar solution given in (4.22), (4.23) can be written as
We define the function v n (x, t) = u n (x, t)−ũ(x, t). From now on, we will drop the index n for ease of notation. Simple (but tedious) computations show that v solves
and h(x, t) = w1(x,t) w1,0(λ(0)) − 1. We now use a standard bootstrap argument. We assume where G and W will be determined later. Roughly speaking the free boundary for these super-and subsolutions will be placed at y ≈ ξ 0 + ν 0 √ t, where ν 0 is a suitable constant to be determined.
Let us defineG(y) as the unique solution of
and G the unique solution of problem
where the constant C is chosen as in (B.24), (B.25). It is readily seen thatG is a monotonically decreasing function that grows quadratically as y → −∞. On the other hand, |G| ≤ CM (1 + y 2 ). Finally, we define a functionĜ as the solution of the following problem:
where β is as in (B.30) and the signs ± are chosen for super-and subsolutions, respectively. We choose G in (B.31) as
Taking ν 0 large enough (depending on M ) we can consider that G,Ĝ in (B.38) are small perturbations compared to −ν 0G . In particular (and depending on the sign of ν 0 ), we can assume that G is either strictly positive or negative.
We define the function ν(τ ) by means of the Dirichlet boundary condition (B.29). Using the implicit function theorem it is not hard to check that there exists a function ν solving (B.29) and satisfying
We now proceed to determine the function W in (B.31). In order to ensure that Q is a subsolution (resp., supersolution) of problem (B.28), (B.29), (B.20), W must be a subsolution (resp., supersolution) for problem
The boundary condition (B.30) becomes, after using (B.33), (B.35), (B.36), and (B.39),
where |f 3 
We split W = W 1 + W 2 , where W 1 will control the right-hand side in (B.40) and W 2 will take care of the free-boundary condition (B.41). We need to choose W 1 verifying
Taking into account (B.38) it is easily seen that |G yy | ≤ CM . Using this fact and (B.24) we can obtain a function W 1 satisfying (B.40), (B.41) and
for 0 ≤ t ≤ R 0 , with R 0 independent on n. The construction of W 1 is achieved by using sub-and supersolutions of the formW 1 = e τ 2 S(y) where S is a positive solution of
verifying |S| ≤ C(M )(1 + |y|). From (B.45) and standard regularizing effects for parabolic equations we deduce that It is not hard to check that after a slight modification (if needed) of the function W 2 , Q + R is a sub-supersolution satisfying (B.28), (B.29), (B.30).
We now show how the maximun principle works for these type of free-boundary problems. It can be checked that for short times, the most important term in the suband supersolution Q is the function −ν 0G (y).
Notice that, in the original set of variables (B.12) the aspect of super-and subsolutions compared to u is the one given in Figure B .1. It is important to take into account that both the sub-and the supersolution vanish at their free boundaries due to (B.29).
On the other hand, as far as λ + ≤ λ ≤ λ − we can use the classical maximum principle to show that On the other hand, we have obtained
We can extend the region of validity of (B.53), (B.54) taking into account that, by (B.11), v is linearly bounded by t at the free boundary and using a linear supersolution (in t). This proves (B.9).
Finally, (B.10) follows by means of a rescaling, as well as classical regularizing effects. Integrating (B.9), we obtain
where C can be chosen independently on M if t is small enough (and also on n). This concludes the bootstrap argument that we began in (B.24), (B.25).
End of the proof of Proposition B.1. In order to prove uniformity in n for the time of existence of the solutions we use (as usual for the classical Stefan problem) suitable sub-and supersolutions. To this end, we first transform the free-boundary problem in a fixed-boundary problem by means of the change of variables y =ỹ + √ tν(τ where 0 is a small positive number and t is small enough (independent on n). We then obtain in this form that
Combining (B.9), (B.11), and (B.57) we obtain by means of a rescaling and classical parabolic estimates (B.10).
End of the proof of Theorem 4.1. A standard compactness argument shows that the sequence (u n , λ n ) converges as n → ∞ to a function (u, λ) which solves (4.14)-(4.16). Notice that the initial data, as well as the free-boundary condition, pass to the limit due to (B.9), (B.10), (B.11), which hold for a time 0 ≤ t ≤ δ( ).
It only remains to show that the solution so far obtained is globally defined in time. Taking into account the assumption (4.26) it follows (using exponential suband supersolutions) that the function w 1 (x, t) satisfies 0 ≤ It is convenient to transform the problem in a fixed free-boundary problem by means of the change of variables x = λ(t) + .
In this new set of variables we can construct a subsolution for (4.14)-(4.16) in the form u = C 1 ξ + C 2 ξ 2 (B.58) for ξ < 0 close to 0 and then extending by a constant. Since u is bounded in compact sets, away from the free boundary, by classical regularizing effects we can use (B.58) as a subsolution for our problem. By comparison ∂u ∂x ≤ C(T ) for 0 ≤ t ≤ C(T ). We do not insist on the details since the argument is standard. Appendix C. Phase portrait. In this section, we study the solutions of the ordinary differential equation
which are the steady states of (5.33). We recall that in section 5 we were interested in solutions of (C.1) satisfying the matching condition (5.36). Therefore, we will consider solutions of (C.1) satisfying
where k is a positive constant. Moreover, by the analysis in section 5, the function G should be supported in a half line.
Standard local analysis for ordinary differential equations shows that for each constant C ∈ R there exists a unique solution of (C.1) satisfying
It readily follows from (C.1) that G is a strictly monotonic function unless it is a constant. On the other hand, since G must vanish at a finite η 0 ∈ R we should take C < 0 in (C.3) .
In order to describe the solutions of (C.1) it is convenient to transform the equation into an autonomous system by means of the change of variables η = sign(η)e τ , G = η 2 W, Z = 2W + ηW η . (C. 4) In these variables, (C.1) becomes
W , (C.5)
We remark that system (C.5), (C.6) is independent of the sign of η although the change of variables (C.4) depends on it.
Since G η = ηZ and by assumption we restrict to solutions with G η < 0 we need to analyze system (C. To draw this phase portrait, it is convenient to introduce a new time variable σ defined by dσ = dτ W . In this way, the line W = 0 becomes a solution of (C.5), (C.6) formed by two stationary points (0, 0), (0, −1) and some trajectories connecting them. Another explicit solution is the trajectory corresponding to Z = 0.
In Selecting A = A in (C.10), (C.14) (something that can always be achieved by rescaling the solutions) it follows that the trajectories with C 2 = C 2 provide a solution to (C.1) which is global and analytic in the whole line.
As we explained in section 5 solutions satisfying the asymptotics (C.9) are not valid to analyze the long time asymptotics of (5.33)-(5.35) with (5.36). Whence, the only valid trajectory is the one with linear behavior at η 0 > 0, that is, the separatrix indicated in Figure C. 1.
