An embedded 4(3) pair of explicit hybrid methods is developed for solving special second order initial value problems. The fourth-order method is zero dissipative and is derived by imposing the free parameter to maximize the interval of periodicity. The third order method has the phase lag of order six. The strategy of maximizing the interval of periodicity is also described. Numerical results obtained for several problems suggest the improvement of the new method in terms of number of function evaluations and hence it is the best choice for practical computations.
Introduction
Many numerical methods have been proposed for solving the initial value problems of special second order ordinary differential equations in which the first derivative does not appear explicitly. These problems often arise in the modelling of many physical phenomena in the field of engineering and applied sciences. Numerical methods for directly solving the problems are such as Runge Kutta Nystrom methods, multistep methods and hybrid methods. These methods are implemented either in fixed or in variable step-size setting. In case of methods implemented using variable step-size, among the well-known is the embedded Runge Kutta Nystrom proposed by Dormand and Prince [6] , Franco [3] and Senu et. al. [7] . Simos and Williams [9] proposed embedded explicit hybrid methods of order five with seven stages. The hybrid methods were implemented using variable step-size in which the error estimation was calculated by the methods with different phase-lag orders.
In this paper, our interest lies in developing a new embedded explicit hybrid method for variable step-size implementation. Consider a class of explicit hybrid methods as established by Franco [4] : Order conditions for this class of methods are as listed in [6] .
The leading term of the local truncation error for a pth-order hybrid method is defined to be ( )
where ti ∈ T2 , ρ(ti) = p + 2 and ) ( i t Ψ ′ ′ are as given in [5] . The value
is the number of trees of order p + 2, is the error constant for the pth-order hybrid method.
Embedded pairs of explicit hybrid methods
An embedded p(q) pair of explicit hybrid methods comprises two explicit hybrid methods within the same class and with different orders p and q where q < p. In Butcher tableau notation, the embedded p(q) pair of hybrid methods is characterized as:
It is observed from the above tableau that the embedded pair of explicit hybrid methods shares the c and A values, making it appropriate for variable step-size algorithm. The local error (LE) estimation is computed using the formula LE = y are the solutions given by the higher order and the lower order formula respectively. Let "tol" be the user-specified tolerance which indicate the maximum local error allowed. The step-size selection is done by using the following procedure:
• If LE < tol, then the step is accepted and the new step-size is unchanged • If LE ≥ tol, then the step is rejected and the new step-size is calculated using the formula step-sizenew = R × step-sizeold,
In this variable step-size setting, the lower order formula is used to obtain the LE while the higher order formula is used to obtain the solution at each point of integration. 
Phase lag and stability analysis
Phase lag or dispersion error is defined in [8] as the difference between the phase (or argument) of the exact solution of y y 2 λ − = ′ ′ and the principal root of (3). For the hybrid methods corresponding to the characteristic polynomial (3), the phase lag is defined to be the quantity
Faieza Samat while the dissipation or the amplification error is the quantity
A hybrid method has the phase lag of order n if ) ( ) (
, and is dissipative of order m if ) ( ) ( 
Derivation of the new method
In this section, the derivation of the new method is described.
Fourth-order explicit hybrid method
It is proposed that the fourth-order explicit hybrid method must have three stages. Solving the above equations, we obtain Region indicated by Ω in Figure 1 is the region for which 0 a and 1 a are both positive. If we set c3 to be a constant k, then the line c3 = k intersecting the region Ω gives the interval of periodicity of the method. The value k is chosen such that the length of the line c3 = k is maximized.
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For this method, we choose c3 = k = 100 12 .Thus, the interval of periodicity and the error constant E of the method are obtained as (0, 4.61) and E =1.67 × 10 −2 respectively.
Third order explicit hybrid method
Third order explicit hybrid method with three stages is derived using the same A and c-values as the fourth-order method. The order conditions that have to be satisfied are as follow: Hence, the new embedded explicit hybrid method is obtained and denoted by EHM4(3). All coefficients of EHM4(3) are displayed in Table 1 . The embedding approach of AH4 is by using methods with different phase lag orders and the step-size selection procedure employed in [9] . RKN4(3) : Embedded 4(3) pair of explicit Runge Kutta Nystrom methods with four stages in [7] . The step-size selection procedure employed for this method is the same as that for EHM4 (3) . Table 2 to 6, it is observed that AH4 and RKN4(3) each gives the best accuracy for solving Problem 2 and Problem 3 respectively. It is also noted that for all problems, EHM4(3) has smaller number of function evaluations than that of AH4 and RKN4(3) codes.
Conclusions
In this paper, an embedded 4(3) pair of explicit hybrid methods with three stages is developed and denoted by EHM4(3). The strategy of maximizing the interval of periodicity is proposed for the class of hybrid methods. The fourth-order method is zero dissipative and the free parameters are selected to maximize the interval of periodicity. The free parameter for the third-order method is chosen such that the resulting method has the phase lag of order 6. From the numerical results, the new method performs with considerable accuracy for all tolerances other than it requires small number of function evaluations. In conclusion, the new method performs with small number of function evaluations compared to the embedded 4(3) pair of explicit Runge Kutta Nystrom methods proposed by Senu [7] and the embedded explicit fourth-order hybrid method proposed by Avdelas and Simos [1] . Hence, for practical computations, the new method is the best choice. All codes were designed using Microsoft Visual C++ version 6.0 in HP computer with Intel(R) Core (TM) 2 Duo CPU P8600@2.40GHz.
