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Resume
Soit f = q+
P
n>2 anq
n 2 Sk(N; ") une newform (c'est-a-dire une forme parabolique
nouvelle, propre, et normalisee) de poids k 2 N, de niveau N 2 N et de nebenty-
pus ". On sait alors que le corps
Kf = Q(an; n > 2)
engendre par les coecients de Fourier de f est un corps de nombres, et qu'il contient
les valeurs prises par ".
En observant la forme des congruences dites \de Ramanujan" satisfaites par les




(1  qn)24 2 S12(1);
J.-P. Serre a conjecture dans [Ser69] que pour toute newform f de poids k > 2 comme
ci-dessus, et pour tout premier l du corps de nombres Kf , il existe une representation
galoisienne l-adique
f;l : Gal(Q=Q)  ! GL2(ZKf;l)
non-ramiee hors de `N et telle que l'image de tout element de Frobenius en p - `N
ait pour polyno^me caracteristique
X2   apX + "(p)pk 1 2 ZKf;l [X];
ce qui caracterise f;l a isomorphisme pres, ou ZKf;l est la completion l-adique de
l'anneau des entiers ZKf de Kf , et ` est la caracteristique residuelle de l. L'existence
de f;l fut prouvee peu de temps apres par P. Deligne dans [Del71].
Soit Fl le corps residuel de l. En reduisant la representation galoisienne l-adique
ci-dessus modulo l et en semi-simpliant, on obtient une representation galoisienne
modulo l
f;l : Gal(Q=Q)  ! GL2(Fl)
bien denie a isomorphisme pres, non-ramiee hors de `N , et telle que l'image de
tout element de Frobenius en p - `N ait pour polyno^me caracteristique
X2   apX + "(p)pk 1 2 Fl[X]:
En particulier, la trace de cette image est ap mod l, ce qui, comme remarque par
J.-M. Couveignes et B. Edixhoven inspires par le travail precurseur de R. Schoof
(cf. [Sch95]), rend possible le calcul rapide de ap modulo l pour p gigantesque.
Les coecients ap peuvent ensuite e^tre reconstitues par restes chinois en faisant
varier l, ce qui fournit l'unique moyen theorique connu a ce jour de calculer ap en
temps polynomial en log p, ainsi qu'explique dans le livre [CE11]; cependant, le cou^t
prohibitif du calcul de la representation galoisienne f;l pour ` grand fait que cette
approche est malheureusement irrealiste a l'heure actuelle.
L'objet de cette these est l'etude et l'implementation d'un algorithme, base sur
les idees contenues dans le livre [CE11] edite par J.-M. Couveignes et B. Edixhoven,
qui calcule cette representation galoisienne modulo l, a condition que son image
contienne SL2(Fl) (ce qui est le cas generique, et aussi le plus interessant), que k < `,
que N soit premier a `, et que l soit de degre 1 de sorte que Fl ' F`. De plus, le corps
de nombres L = QKer f;l coupe par cette representation, qui possede de nombreuses
proprietes interessantes (il est notamment souvent solution au probleme inverse de
Galois pour GL2(Fl), ou me^me au probleme de Gross), est calcule explicitement au
cours de l'execution de l'algorithme.
Cet algorithme, que je decris en detail dans la partie B, repose sur le fait que si





Ker(Tn   an mod l)jJ1(N 0)[`]  J1(N 0)[`]
de la `-torsion de la jacobienne J1(N
0) de la courbe modulaire X1(N 0), ou N 0 = N
si k = 2 et N 0 = `N si k > 2. Dans le cas de poids k = 2, ceci decoule de
la relation d'Eichler-Shimura, et le cas de poids suprieur s'en deduit gra^ce a un
theoreme d'abaissement du poids du^ a B. Gross qui entra^ne l'existence d'une forme
de poids 2 et de niveau `N qui est congrue a f modulo l, comme explique dans la
section A.3.3.3.
L'algorithme commence par donner une description analytique de l'espace Vf;l
plonge dans la jacobienne
J1(N
0) ' Hom  S2  1(N 0);C=H1 X1(N 0);Z
vue comme un tore complexe, en calculant numeriquement le reseau des periodes de la
courbe modulaire X1(N
0) a grande precision. Ceci necessite de choisir soigneusement
les symboles modulaires le long desquels les formes sont integrees en vue de maximiser
la vitesse de convergence des series en q, et de calculer un grand nombre de coecients
du q-developpement de ces formes.
L'algorithme transforme ensuite ce modele analytique en un modele algebrique
en representant les points de Vf;l par des diviseurs sur X1(N
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gra^ce a une iteration de Newton. An d'aider la convergence de l'iteration de Newton,
l'algorithme vise en fait des points de 2m`-torsion au lieu de points de `-torsion, ou
m  10 est un entier, puis il double m fois la classe d'equivalence lineaire du diviseur
obtenu.
Cette nouvelle representation algebrique etant Galois-equivariante, ceci permet
de determiner le corps de nombres L = QKer f;l coupe par la representation, en
evaluant les valeurs prises par une fonction  2 Q J1(N 0) en les points de Vf;l, puis






X   (x) 2 Q[X]
dont ces valeurs sont les racines et dont le corps de decomposition est donc L. Le
choix de la fonction d'evaluation  fait l'objet d'un attention particuliere, an de
moderer autant que possible la hauteur arithmetique du polyno^me F (X). Ce me^me
polyno^me est ensuite reduit progressivement en tirant parti de la structure du treillis
de sous-corps de L. On obtient alors une description de la representation galoisi-
enne f;l sous la forme d'une ensemble ni de nombres algebriques conjugues sur
lesquels l'action de Gal(Q=Q) est connue et correspond a son action sur les points
de Vf;l   f0g.
Enn, l'algorithme utilise une methode due a T. et V. Dokchitser pour calculer
l'image par f;l d'un element de Frobenius en p en fonction d'un premier rationnel
p - `N choisi. Comme un tel element de Frobenius n'est deni qu'a conjugaison
et inertie pres, le resultat est une classe de similitude dans GL2(Fl), dont on peut
examiner la trace an de determiner la valeur du coecient ap de f modulo l. Seule
cette derniere etape de l'algorithme doit e^tre renouvelee pour calculer l'image d'un
element de Frobenius en un autre premier p, et ainsi un autre coecient ap mod l.
Gra^ce a de nombreuses ameliorations par rapport a la version decrite dans [CE11],
telles que l'utilisation d'une nouvelle methode permettant de calculer le q-develop-




en temps quasi-lineaire en la
precision q-adique (cf. section B.3.1), l'application des methodes de K. Khuri-Makdisi
(cf. section A.1.3) pour calculer dans la jacobienne modulaire J1(N), la construction
d'une fonction  2 Q J1(N) au bon comportement arithmetique suivant des idees
nouvelles et naturellement adaptees au mode de representation des diviseurs utilise
par les algorithmes de K. Khuri-Makdisi (cf. section B.3.4), ou encore l'utilisation
d'une representation galoisienne \quotient" (cf. section B.3.5.1) permettant de part
sa taille inferieure de reduire la taille des coecients du polyno^me qui la denit
(cf. section B.3.5.2) sans pour autant sacrier d'informations essentielles, cet algo-
rithme est tres rapide et permet d'atteindre des valeurs de ` jusqu'alors inaccessibles
tout en fournissant une description compacte du corps de nombres L coupe par la
representation. Je l'ai ainsi utilise pour battre des records de niveau et de genre
dans le calcul de representations galoisiennes modulaires (jusqu'a ` = 31, ce qui im-
plique de calculer dans la jacobienne d'une courbe modulaire de genre g = 26), ainsi
qu'illustre par les tables de coecients ap mod l gurant a la section C.1.
Puisque l'algorithme repose sur le calcul d'approximations complexes de points
de `-torsion dans la jacobienne modulaire, il doit a un moment donne identier des
nombres rationnels a partir de leur approximation ottante. Pour cette raison, je
presente dans la derniere section C.2 de cette these une methode basee sur la con-
jecture de modularite de Serre pour prouver rigoureusement, dans le cas particulier
ou f est de niveau N = 1, que le corps de nombres L coupe par la representation
galoisienne a bien ete correctement identie.
Je commence par prouver que le groupe de Galois du corps Lproj coupe par la
version projective de la representation galoisienne calculee par l'algorithme est bien
un sous-groupe de PGL2(Fl) en veriant que son action sur P1Fl preserve le birapport;
j'en deduis que cette representation projective est la bonne, en determinant son poids
de Serre par l'examen de la valuation `-adique du discriminant de Lproj.
Je verie ensuite que le groupe de Galois du corps Lquot coupe par la representa-
tion quotient calculee par l'algorithme est isomorphe au quotient attendu de GL2(Fl),
en classiant certaines extensions centrales de PGL2(F`) et en m'appuyant sur le fait
que Lquot n'est ramie qu'en ` pour faire le tri parmi les cas possibles. Il est alors
facile de conclure que le corps Lquot calcule par l'algorithme est isomorphe au corps
coupe par la representation quotient associee a f modulo l.
La premiere partie de cette these rappelle la theorie et les resultats utilises par
la suite, du theoreme de Riemann-Roch pour les courbes algebriques a la conjecture
de modularite de Serre en passant par la denition d'une forme modulaire et d'une
representation galoisienne, an que la description detaillee de l'algorithme de calcul
de representations galoisiennes modulaires soit accessible au non-specialiste. Par
consequent, cette partie, malgre sa longueur, ne contient aucun resultat original.
J'invite donc fortement le lecteur a survoler tres rapidement cette partie
A et a passer directement aux parties B et C qui commencent page 137,
quitte a revenir a la partie A pour completer ses connaissances sur un
sujet qui ne lui serait pas familier. Mon travail est presente dans les parties B
(description de l'algorithme) et C (tables de resultats de mes calculs et preuve de
ceux-ci).
Summary
Let f = q +
P
n>2 anq
n 2 Sk(N; ") be a newform of weight k 2 N, level N 2 N
and nebentypus ". It is known that the eld
Kf = Q(an; n > 2)
spanned by the Fourier coecients of f is a number eld, which contains the values
assumed by ".
As he observed the form of the so-called Ramanujan congruences satised by the




(1  qn)24 2 S12(1);
J.-P. Serre conjectured in [Ser69] that for each newform f of weight k > 2 as above,
and for each prime l of the number eld Kf , there exists an l-adic Galois represen-
tation
f;l : Gal(Q=Q)  ! GL2(ZKf;l)
which is unramied outside `N and such that the characteristic polynomial of the
image of any Frobenius element at p - `N is
X2   apX + "(p)pk 1 2 ZKf;l [X];
which characterises f;l up to isomorphism, where ZKf;l is the l-adic completion of
the ring of integers ZKf of Kf , and ` denotes the residual characteristic of l. The
existence of f;l was proved shortly after by P. Deligne in [Del71].
Let Fl be the residual eld of l. Reducing the above l-adic Galois representation
modulo l and semi-simplifying yields a modulo l Galois representation
f;l : Gal(Q=Q)  ! GL2(Fl)
which is well-dened up to isomorphism, unramied outside `N , and such that the
characteristic polynomial of the image of any Frobenius element at p - `N is
X2   apX + "(p)pk 1 2 Fl[X]:
In particular, the trace of this image is ap mod l, which, as noticed by J.-M.
Couveignes and B. Edixhoven inspired by R. Schoof's pioneering work (cf. [Sch95]),
makes it possible to compute ap modulo l for huge p. The coecients ap may then be
recovered by Chinese remainders by letting l vary, which yields the to date only known
theoretical way to compute ap in time polynomial in log p, as explained in the book
[CE11]; however, the prohibitive cost of the computation of the Galois representation
f;l for large ` unfortunately makes this approach unrealistic at present.
The goal of this thesis is to describe and implement an algorithm, based on ideas
from the book [CE11] edited by J.-M. Couveignes and B. Edixhoven, which aims
to compute this modulo l Galois representation, provided that its image contains
SL2(Fl) (which is the generic and also most interesting case), that k < `, and that
l is of degree 1 so that Fl ' F`. Besides, the number eld L = QKer f;l cut out by
this representation, which enjoys various interesting properties (it is a solution to the
inverse Galois problem for GL2(Fl), and even to the Gross problem), is computed
explicitly along the algorithm execution.
This algorithm, which I describe in details in part B, relies on the fact that if





Ker(Tn   an mod l)jJ1(N 0)[`]  J1(N 0)[`]
of the `-torsion of the jacobian J1(N
0) of the modular curve X1(N 0), where N 0 = N
if k = 2 and N 0 = `N if k > 2. In the case of weight k = 2, this is a consequence of
the Eichler-Shimura relation, and the higher-weight case follows thanks to a weight-
lowering theorem of B. Gross's, which implies the existence of a form of weight 2 and
level `N which is congruent to f modulo l, as explained in section A.3.3.3.
To begin with, the algorithm gives an analytic description of the space Vf;l em-
bedded in the jacobian
J1(N
0) ' Hom  S2  1(N 0);C=H1 X1(N 0);Z
seen as a complex torus, by numerically computing the period lattice of the modular
curve X1(N
0) with high accuracy. This requires a careful selection of the modular
symbols along which cuspforms are integrated so as to maximise the speed of con-
vergence of the q-series, and to compute a large number of q-expansion coecients
of these cuspforms.
The algorithm then switches from this analytic model to an algebraic one by
representing points on Vf;l by divisors on X1(N
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performed thanks to a Newton iteration scheme. In order to help the Newton it-
eration to converge, the algorithm actually aims for 2m`-torsion points instead of
`-torsion ones, with m  10 an integer, and then doubles m times the linear equiva-
lence class of the divisor thus computed.
As this new algebraic representation is Galois-equivariant, this allows to deter-
mine the number eld L = QKer f;l cut out by the representation, by evaluating the
values assumed by a rational function  2 Q J1(N 0) at the points of Vf;l, and then






X   (x) 2 Q[X]
whose roots are these values and whose splitting eld is thus L. The evaluation
function  is constructed especially carefully, so as to curb the arithmetic height
of the polynomial F (X) as much as possible. This polynomial is then inductively
reduced by drawing on the structure of the lattice of subelds of L. This yields
a description of the Galois representation f;l in terms of a nite set of conjugate
algebraic numbers on which the action of Gal(Q=Q) is known and corresponds to its
action on Vf;l   f0g.
Finally, the algorithm uses a method of T. and V. Dokchitser's to compute the
image by f;l of a Frobenius element at a chosen rational prime p - `N . Since such a
Frobenius element is dened up to conjugation and inertia, the result is a similarity
class in GL2(Fl), whose trace can be looked up so as to determine the value modulo
l of the coecient ap of f . Only this last step of the algorithm must be repeated in
order to compute the image of a Frobenius element at another prime p, and hence
another coecient ap mod l.
Thanks to numerous improvements over the version described in [CE11], such





in time quasi-linear in the q-adic accuracy (cf. section B.3.1),
the use of K. Khuri-Makdisi's methods (cf. section A.1.3) to compute in the mod-
ular jacobian J1(N), the construction of an arithmetically well-behaved function
 2 Q J1(N) following new ideas naturally suited to the representation mode of
divisors in K. Khuri-Makdisi's algorithms (cf. section B.3.4), and the introduction
of a quotient Galois representation (cf. section B.3.5.1) whose smaller size allows
to reduce the complexity of the polynomial dening it (cf. section B.3.5.2) without
discarding any essential information, this algorithm performs very well and allows to
reach values of ` which were so far out of reach while giving a compact description
of the number eld L cut out by the representation. I have thus used it so as to
beat records of level and genus in the computation of modular Galois representations
(up to ` = 31, which implies computing in the jacobian of a modular curve of genus
g = 26), as illustrated by the tables of values of coecients ap mod l which appear
in section C.1.
Since the algorithm relies on the computation of complex approximations
of `-torsion points in the modular jacobian, it eventually has to identify rational
numbers from their oating-point approximations. In the last section C.2 of this
thesis, I therefore present a method based on Serre's modularity conjecture to rigor-
ously prove, in the case when f is of level N = 1, that the number eld L cut out
by the Galois representation has been correctly identied.
I start by proving that the Galois group of the eld Lproj cut out by the projective
version of the Galois representation computed by the algorithm is indeed a subgroup
of PGL2(Fl), by checking that its action on P1Fl preserves cross-ratios. From this I
deduce that this projective representation is correct, by determining its Serre weight
out of the `-adic valuation of the discriminant of Lproj.
I then check that the Galois group of the eld Lquot cut out by the quotient
representation computed by the algorithm is isomorphic to the expected quotient of
GL2(Fl), by classifying certain central extensions of PGL2(F`) and relying on the fact
that Lquot ramies only at ` to exclude all possible cases but one. It is then easy to
conclude that the eld Lquot computed by the algorithm is isomorphic to the number
eld cut out by the quotient representation attached to f modulo l.
The rst part of this thesis presents the background theory and results, from the
Riemann-Roch theorem for algebraic curves to Serre's modularity conjecture along
with the denition of a modular form and of a mod l Galois representation, aiming to
make the next parts accessible to the non-specialist. As a consequence, this part does
not contain any original work although it is quite long. The reader is therefore
strongly invited to skip part A and proceed directly to parts B and C
starting page 137, and come back to part A only if he or she would like
to get information about a point he or she is not familiar with. My work
is presented in parts B (description of the algorithm) and C (tables of computation
results and proof of these results).
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Do Not Read Part A.
| Marc Hindry & Joseph
Silverman, Diophantine
geometry: an introduction
I shall begin by introducing some theoretical background, in order to set the
framework, x some notation, and mainly for the sake of self-containedness. In par-
ticular, this rst section contains mainly folklore, and no original work. I therefore
urge the reader to skim very lightly through this rst section, or even to
proceed directly to my original work whose description begins on page
137.
In this rst part, I shall rst present the Riemann-Roch theorem and the notion
of the jacobian variety of an algebraic curve, including a description of K. Khuri-
Makdisi's algorithms to perform arithmetic in a jacobian. Next, I shall introduce
notions about modular curves and modular forms which will be used in the descrip-
tion of my algorithm in section B. Finally, I shall conclude by recalling some facts
about Galois representations, and especially the connection between modular forms
and Galois representations.
A.1 Curves and their jacobians
A.1.1 The Riemann-Roch theorem
Let me begin by introducing the Riemann-Roch theory, which is the workhorse of
algebraic curve study. In what follows, I shall denote by X a projective, non-singular,
geometrically integral algebraic curve X, dened over a perfect eld K. I shall often
have K = C in mind, and shall frequently use this case to give examples. However,
the statements I shall give will be, of course, valid for every perfect K.
I let K(X) be the function eld of X, and I x an algebraic closure K of K. For
each algebraic extension L of K, I denote by X(L) the set of L-rational points of X,
and whenever I mention a point P 2 X, I mean a point in X(K).
In the caseK = C, the points of X naturally form a compact, connected Riemann
surface, as shown on gure A.1.1.1, and K(X) is the eld of meromorphic functions
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on X. The number g of handles of this surface is called the genus of X. I shall give
a denition of the genus for general K later.
Figure A.1.1.1: A curve of genus g = 3 over C
A.1.1.1 Divisors





of points on X with coecients nP in Z. The support of D is the set of points P for
which nP 6= 0.
The divisor D is dened over K if it is invariant under Galois, that is to say if
n(P ) = nP for all P 2 X and for all  2 Gal(K=K). In what follows, I shall
implicitly assume that all the divisors are dened over K.
Divisors over X (which are dened overK) form an abelian group, which I denote
by Div(X).
Denition A.1.1.3. A divisor D =
P
P2X nPP is said to be eective if its coe-
cients nP all lie in Z>0, in which case I shall write D > 0. The set of eective divisors
on X will be denoted by E(X).
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It is plain that the degree map
deg : Div(X)  ! Z
is a group morphism. I denote its kernel by Div0(X). More generally, I let
Divd(X) = fD 2 X j deg(D) = dg
for each d 2 Z. Note that a divisor of positive degree need not be eective.
Non-zero rational functions on the curve X provide a supply of divisors:





where the integers ordP (f) are
ordP (f) =
8<:
n; if f has a zero of order n at P ,
 n; if f has a pole of order n at P ,
0; if f has a neither zero nor pole at P .
A divisor is said to be principal if it is of the form div(f) for some f 2 K(X).
Notice the analogy with a fractional principal ideal in a number eld.
Remark A.1.1.6. Let s, t 2 K(X) be two non-zero rational functions on X. One
has div(s) = div(t) if and only if there exists a non-zero constant  2 K such that
t  s identically.
Remark A.1.1.7. The relation div(st) = div(s)+div(t) shows that principal divisors
form a subgroup of Div(X).
Example A.1.1.8. Take X = P1K , which is made up of two copies of A1K with
respective coordinates x and w, overlapping along A1K   f0g and glued by the tran-
sition map w = 1=x. For each a 2 K, denote by Pa 2 P1K the point of coordinate
x = a, and denote by P1 2 P1K the point of coordinate w = 0. Consider the rational
function f = x2   x 2 K(X). This function vanishes at order 1 at P0 and also at
order 1 at P1, but it also has a double pole at P1 since f = 1w2   1w . Since f has no
other zero or pole, one concludes that
div(f) = P0 + P1   2P1;
and so the divisor P0 + P1   2P1 is principal.
As I shall demonstrate soon, not every divisor is principal. Actually, the following
theorem expresses a rst obstruction for a divisor to be principal.
Theorem A.1.1.9. Let D 2 Div(X) be a divisor on X. If D is principal, then
deg(D) = 0.
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This can be reformulated this into the catchphrase \a rational function has as
many poles as zeroes", provided of course that these are counted with multiplicity.
This common number is called the degree of f , cf. remark A.1.1.16 below.
Proof. I shall content myself here with giving the proof only in the case K = C, since
it is most illuminating. The proof for general K may be found in [Liu02, corollary
7.3.9].
So let K = C, so that X can be viewed as a compact, connected Riemann surface.
Let D =
Pr
i=1 niPi be a principal divisor on X, so that D = div(f) for some rational
(i.e. meromorphic) function f on X. Consider the meromorphic dierential 1-form
! = df
f
on X. Its only poles are the points Pi, with residue ResPi ! = ordPi f = ni,
so that the following lemma concludes the proof.
Lemma A.1.1.10. Let ! be a meromorphic dierential 1-form on a Riemann surface
X. Then X
P2X
ResP ! = 0:
Proof. Let Pi, i = 1;    ; r, denote the poles of !. For each i, let ai denote the residue
of ! at Pi, choose a coordinate chart containing Pi, and draw in this coordinate chart
a small closed disk Di = D(Pi; ") centred at Pi and of radius " > 0 chosen small



















where @Di denotes the boundary of the disk Di, oriented in the standard way. Since
the Di's do not overlap,
Sr
i=1 @Di = @
Sr
i=1Di, and by the Stokes theorem, the latter
integral is equal to ZZ
X Sri=1Di d!:
This is 0, since d! is a 2-form, which has to vanish identically on the 1-(complex)
dimensional manifold X.
This implies that the group of principal divisors is a subgroup of Div0(X). This
subgroup is usually strict, which means that a divisor over degree 0 on X need not
be principal. This defect is measured by the class group of X.
Denition A.1.1.11. The class group of X, denoted by Cl0(X), is the quotient of
the group Div0(X) by the subgroup of principal divisors on X.
Two divisors on X having the same image in Cl0(X), that is to say, whose
dierence is principal, are said to be linearly equivalent. The linear equivalence
class of a divisor D 2 Div0(X) is denoted by [D] 2 Cl0(X).
This denition is summed up in the following exact sequence of abelian groups:
1 // K // K(X) div // Div0(X) // Cl0(X) // 0:
Notice the analogy with the ideal class group of a number eld.
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Remark A.1.1.12. The terminology \linearly equivalent" hints that other equiva-
lence relations (namely, algebraic equivalence and numerical equivalence) are com-
monly considered on divisors on varieties. However, in the case of curves, linear
equivalence is the most interesting one.
Example A.1.1.13. The class group of X = P1K is trivial. To see this, one must
show that every divisor of degree 0 of P1K is principal, so let D =
P
P2P1K nPP be a
divisor of degree
P







x  x(P )nP ;
where (by denition) x(P) = . The coecients of f are invariant under Galois
since D is assumed to be dened over K, so f lies in K[x] as K is perfect, and may
thus be seen as a rational function in K(X) = K(P1K). By construction, the divisor





nPP + (ordP1 f)P1:
To determine ordP1 f , one expresses f in terms of the local coordinate w = 1=x at




nP =  nP1 by hypothesis, one has









so that ordP1 f = nP1 . It follows that D = div(f) is principal.
Consider now a non-constant morphism f : X  ! Y between projective, non-
singular, geometrically integral algebraic curves.
Denition A.1.1.14. For each P 2 X, dene the ramication index eP 2 N to be
such that if x is a local coordinate at P on X and if y is a local coordinate at f(P )






does not depend on the point Q 2 Y , and is called the degree of the morphism f .
I shall denote it by deg f .
The degree is multiplicative (deg f1  f2 = deg f1  deg f2), and a morphism
between projective, non-singular, geometrically integral algebraic curves is of degree
1 if and only if it is an isomorphism.
Example A.1.1.15. Take X = Y = P1K , and let f : X  ! Y be induced by
a polynomial f(x) = axd +    2 K[x] of degree d > 1. Then for each  2
K, the ramication index eP of f at P is the vanishing order of f(x)   f()
at x = , and the ramication index of f at P1 is d since f(P1) = P1 and
w  f = 1=f = 1
a
w d +O(w d+1).
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Remark A.1.1.16. More generally, a non-constant rational function f 2 K(X) on










is the number of zeroes of f counted with multiplicity, which agrees with the number
of poles of f counted with multiplicity, as noted in theorem A.1.1.9.
Example A.1.1.17. Let X be a projective, non-singular, geometrically integral
algebraic curve such that Cl0(X) is trivial. After possibly replacing the ground eld
K by a nite extension, one may suppose that there exist two distinct K-rational
points A;B 2 X(K). Let w be a local coordinate at B. Since Cl0(X) is trivial, the
divisor A   B is principal, so there exists a rational map f : X  ! P1K such that
div(f) = A   B. After renormalising f by multiplying it by a non-zero scalar, one





eQ = eB = 1
since B is the only pole of f and this pole is simple. Therefore, f is an isomorphism.
In conclusion, a curveX whose class group is trivial is, possibly after a nite extension
of the ground eld, isomorphic to P1K (one says that X is a twist of P1K); this is a
converse to example A.1.1.13.
One can use a morphism f : X  ! Y to transfer divisors between X and Y .
More precisely, one denes














Note that f preserves the degree, whereas f  multiplies the degree by deg f . In
particular, f   f is multiplication by deg f on Div(X), and f  f  is multiplication
by deg f on Div(Y ).









= div(Nf) for all





the morphisms f and f  induce morphisms between Cl
0(X) and Cl0(Y ), which I
shall still denote by f and f .
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The morphism f : X  ! Y also denes a morphism of function elds
f  : K(Y ) ,! K(X)
 7 !   f
which allows one to see K(X) as an extension of K(Y ) of degree deg f . If the char-
acteristic of K is p 6= 0, the function eld K(Y ) may not be perfect even though the
ground eld K is, so the extension K(X)=K(Y ) might not be separable. One says
that f is separable (respectively purely inseparable, etc.) if the extensionK(X)=K(Y )
is separable (respectively purely inseparable, etc.). The maximal separable subex-
tension K(X)sep = K(Z) of K(X)=K(Y ) corresponds to a curve Z such that the
extension K(Z)=K(Y ) is separable whereas the extension K(X)=K(Z) is purely
inseparable, so that the morphism f : X  ! Y factors into a purely inseparable
morphism X  ! Z followed by a separable morphism Z  ! Y . One denes the
separable degree degsep f of f as deg(Z  ! Y ) = [K(Z) : K(Y )], and the inseparable
degree degins f of f as deg(X  ! Z) = [K(X) : K(Z)], which is necessarily a power
of p. For instance, f is separable if and only if degins f = 1, whereas f is purely
inseparable if and only if degsep f = 1. Note that degsep and degins are multiplicative
just like deg, and that deg = degsep degins.
Let p : x 7! xp be the Frobenius automorphism in Gal(Fp=Fp). It can be extended
into a morphism p : X  ! Xp which is purely inseparable of degree p, where
Xp denotes the curve dened by letting p act on the coecients of the equations
dening X. This morphism corresponds to the inclusion of K(Xp) = K(X)p into
K(X). Conversely, a purely inseparable morphism of degree pr factors into the r-fold
composition of p followed by an isomorphism, so one can take Z = X
rp above. In
particular, a purely inseparable morphism induces a bijection on the K-points. Since
the ramication indexes eP of a separable morphism are 1 for almost all P , it follows
that for almost all points Q 2 Y (K), the number of pre-images P 2 X(K) of Q by
f is degsep f .
A.1.1.2 Line bundles
In order to move on toward the Riemann-Roch theorem, it is useful to perform a
slight change of language, by reformulating linear equivalence of divisors in term of
line bundles over the curve X. By a line bundle, I mean a locally free module L of
rank one over the structure sheaf OX of X and which is dened over K (that is to
say L = L for all  2 Gal(K=K)). Recall that OX is the K-vector-space-valued
sheaf on X such that
OX(U) = ff 2 K(X) j f has no pole on Ug for every open subset U  X:
I shall denote by   the \global sections" functor A 7 ! A(X), where A is a sheaf
on X. Since X is projective, one has the following very useful result (cf. [Har77,
theorem II.5.19]):
Theorem A.1.1.18. For any line bundle L on X, the global sections space  L has
nite dimension over K.
Example A.1.1.19. Theorem A.1.1.9 implies that  OX is reduced to K.
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f 2 K(X) j   div(f) +DjU > 0o for every open subset U  X:
In particular, one has
 OX(D) = ff 2 K(X) j div(f) +D > 0g [ f0g:
Riemann-Roch theory, as shall be seen, deals with the study of spaces of this form.
The following fact, although very basic, will be of constant use:
Lemma A.1.1.20. Let D 2 Div(X) be a divisor on X. If deg(D) < 0, then  OX(D)
is reduced to f0g.
Proof. Assume on the contrary that there exists a non-zero section s 2  OX(D).
Then one would have div(s) +D > 0 by denition, and thus, by taking the degree,
degD > 0 since deg div(s) = 0 by theorem A.1.1.9, which contradicts the hypothesis.
The following theorem explains the relation between the line bundles OX(D) and
the class group Cl0(X).
Theorem A.1.1.21. Let D, D0 2 Div(X) be divisors on X. The associated line
bundles OX(D) and OX(D0) are isomorphic if and only if the divisors D and D0 are
linearly equivalent. Furthermore, every line bundle L on X is isomorphic to a line
bundle of the form OX(D) for some divisor D 2 Div0(X).
Proof. The proof of the rst statement is not dicult from the denitions. For
instance, it is easy to see that for every f 2 K(X), multiplication of the sections by
f yields an isomorphism from OX(div(f)+D) to OX(D). The proof of the fact that
every line bundle is of the form OX(D), however, is more technical, and I shall not
give it here; instead, I shall just mention that it stems from the fact that I assumed
the curve X to be absolutely integral, and refer the interested reader to [Har77,
proposition II.6.15].
In view of the previous theorem and of theorem A.1.1.9, the following denition
makes sense:
Denition A.1.1.22. Let L be a line bundle on X. The degree of L is dened to
be the degree of any divisor D 2 Div(X) such that L ' OX(D).
Recall that the tensor product over OX endows the set Pic(X) of isomorphism
classes of line bundles over X with an abelian group structure, for which the inverse
of the class of a line bundle L is the class of the dual bundle L_ = HomOX (L;OX).
By the previous theorem, isomorphic line bundles have the same degree, so that one
gets a well-dened map
deg : Pic(X)  ! Z:
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One checks easily that OX(D) 
OX OX(D
0) ' OX(D + D0) and that
OX(D)_ ' OX( D) forD;D0 2 Div(X), which implies that this map is a group mor-
phism, whose kernel I denote by Pic0(X). The above theorem can thus be rephrased
by saying that the map D 7 ! OX(D) yields an isomorphism Cl0(X) ' Pic0(X).
In the next section, I shall give yet another description of the class group, as an
abelian variety.
A.1.1.3 Dierential forms and the genus
An especially interesting line bundle is the bundle 
1X of regular dierential 1-forms
on X. These are simply objects which, in a chart with coordinate x, read ! = f(x)dx
for some function f 2 K(X) which is regular (i.e. has no pole) in this chart, and
which transform through transition maps by taking the dx into account, cf. example
A.1.1.24 below.
Since the sheaf 
1X is a line bundle, it must be isomorphic to some OX(D) by
theorem A.1.1.21.
Denition A.1.1.23. A canonical divisor is a divisor D such that 
1X ' OX(D).
Canonical divisors on X form a single, whole linear equivalence class, called the
canonical class.





for some (not necessarily regular) dierential 1-form ! on X, where ordP (!) means
ordP (f) if ! reads f(x)dx in a chart with coordinate x and containing P .
Example A.1.1.24. Let X = P1K again, with charts x and w = 1=x as in ex-




















dw, so that div(!) = P0 + P1   4P1, where Pa
denotes the point corresponding to x = a, and P1 denotes the point corresponding
to w = 0. Consequently, the divisor P0 + P1   4P1 is a canonical divisor.
The fact that the canonical class is well dened can be checked by remarking
that the ratio of two dierential 1-forms is a rational function, whose divisor is by
denition principal.
I can now dene the most important invariant of the curve X.
Denition A.1.1.25. The genus of X is the dimension of the space  
1X of regular
dierential 1-forms on X, which is nite by theorem A.1.1.18.
In what follows, I shall denote the genus of X by g.
Remark A.1.1.26. In the case K = C, the curve X can be seen as a compact,
connected Riemann surface, and I have already dened the genus of such a surface
as the number of its \handles". It happens that this old denition agrees with the
new one. The proof of this is not easy, cf. for instance [Bos89, theorem B.2.5].
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Example A.1.1.27. Consider X = P1K with the notations of example A.1.1.8. Let
! 2  
1X be a regular dierential 1-form on X. Then one can write ! = f(x)dx
for some rational fraction f(x) 2 K(x). Since ! is regular, f(x) cannot have a pole
except maybe at P1, so it lies in K[x]. To examine the behaviour of f(x) at P1, one
switches to the coordinate w = 1=x, which yields ! = f(1=w)d(1=w) =  f(1=w)
w2
dw.
It follows that ! has a pole of order 2+deg f > 2 at P1, so that it cannot be regular
unless f = 0. The space of regular dierential 1-forms  
1X is therefore reduced to
f0g; in particular, the genus of X is g = 0.
Example A.1.1.28. Let g 2 N, and let X be the projective normal curve corre-









; i = 0;    ; g   1
are regular. Indeed, the only suspicious points to check are the 2g + 2 points
(x = n; y = 0)
and the two points at innity of X, but
 at the points (x = n; y = 0), one has x = Cy2 + O(y3) for some non-zero








is regular there, and
 at the two points at innity, w = 1=x can be used as a local coordinate since




dw is regular there since
i < g.
Conversely, one sees that !0 =
dx
y
vanishes at the order g   1 at the two points at
innity, and does not vanish anywhere else, so that a regular dierential 1-form on
X can be written ! = f!0 where f 2 K(X) is a rational function which is regular
except possibly at the points at innity. Thus f 2 K[x; y] is a polynomial, which
can be written
f = P (x) + yQ(x)














must be regular at the points at innity, this forces Q = 0 and degP < g, so that
the forms !i form a basis of the space  

1
X of regular dierential 1-forms on X. In
particular, the genus of X is g.
The genus is a crucial invariant of the curve, which will play a central role in the
Riemann-Roch theorem.
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A.1.1.4 The Riemann-Roch theorem
Let me begin by reviewing some sheaf cohomology. Let A be an abelian category.
The category of A-valued sheaves over X is then abelian itself, and the \global
sections" functor   is easily seen to be left exact, but not right exact in general. It
is thus natural to introduce its right derived functors Ri , which I shall denote by
H i(X; ). In particular, H0(X; ) is merely a new notation for  , which I shall use
from now on. Furthermore, every short exact sequence of A-valued sheaves over X
0 // A // B // C // 0
gives rise in A to a long exact sequence
0 // H0(X;A) / / H0(X;B) // H0(X; C) EDBCGF@A
// H1(X;A) / / H1(X;B) // H1(X; C) EDBCGF@A
// H2(X;A) //   
Finally, since X has dimension 1, the H i(X; ) vanish identically for i > 2:
Lemma A.1.1.29. (Grothendieck, [Har77, theorem III.2.7]) Let V be an algebraic
variety of dimension d. The H i(X; ) vanish identically for all i > d.
Example A.1.1.30 (A little technical). Let KX be the constant sheaf with stalk
K(X). It ts in the short exact sequence
1 // OX // KX // KX=OX // 1
and H1(X;KX) = 0 since KX is constant, hence asque. Besides, H0(X;KX=OX) is
the group of Cartier divisors on X, which agrees with Div(X) since X is non singular
and absolutely integral ([Har77, Remark 6.11.1A]). Taking cohomology thus yields
the exact sequence
1 // K // K(X) // Div(X) // H1(X;OX) // 0 ;
which proves that H1(X;OX) is isomorphic to Pic(X).
As I announced previously, the goal of Riemann-Roch theory is to study the




for D 2 Div(X). For the sake of brevity, I




from now on, or even H i(D) if no






, and I dene hi similarly for line bundles. Finally, I dene









! j   div(!) +DjU > 0	 for every open subset U  X:
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Lemma A.1.1.31 (Serre duality). Let D 2 Div(X) be a divisor on X. Then there










In particular, h1(D) = h0(C  D), where C denotes a (any) canonical divisor.
In the language of line bundles, this can be rephrased as h1(L) = h0(
1X 
 L).
I shall not give the proof here, and refer instead to [Har77, section III.7]. I would
still like to mention that the pairing t can be made explicit in the case of Riemann
surfaces (K = C), cf. [Bos89, sections B.5 to B.8].
I can now nally state the Riemann-Roch theorem.
Theorem A.1.1.32 (Riemann-Roch). Let L be a line bundle on X of degree d.




1X = 2g   2.
(iii) h0(L) = d+ 1  g if d > 2g   1.
(iv) If K = K, h0(L) = max(d+1 g; 1) for L = OX(
Pd
i=1 Pi) with generic Pi 2 X.
(v) If K = K, h0(L) = max(d+ 1  g; 0) for generic L.
I rst rephrase this in terms of divisors, since I shall mostly use it in this way:
Corollary A.1.1.33 (Riemann-Roch). Let D 2 Div(X) be a divisor on X of degree
d, and let C be a canonical divisor.
(i) h0(D) = d+ 1  g + h0(C  D).
(ii) degC = 2g   2.
(iii) h0(D) = d+ 1  g if d > 2g   1.
(iv) If K = K, h0(D) = max(d+ 1  g; 1) for generic eective D.
(v) If K = K, h0(D) = max(d+ 1  g; 0) for generic D.
Proof. I shall only give a sketch of the proof here, and refer the reader to [Har77,
theorem IV.1.3] for the details.
(i) Notice rst that the formula is true in the case L = OX , since one has then
d = 0, h0(OX) = 1 by example A.1.1.19, and h0(
1X) = g by denition.





A.1. CURVES AND THEIR JACOBIANS 27
By lemma A.1.1.29, the terms of this sum are actually 0 for i > 2, so that
(L) = h0(L)  h1(L) = h0(L)  h0(
1X 
 L_)
by Serre duality (lemma A.1.1.31). This means that part (i) rewrites as
(L) = d+ 1  g; (?)
which I now prove. By theorem A.1.1.21, one may assume without loss of
generality that L = OX(D). I have already pointed out that (?) holds for
D = 0. To conclude, I shall now show that (?) holds for D if and only it holds
for D + E, where E = P1 +    + Pr 2 E(X) denotes an irreducible eective
divisor on X, that is to say a whole Gal(K=K)-orbit of points on X. View
E as a subvariety of X of dimension 0, let L = K(E) ' K(P1) denote the









 2 Gal(K=K)) on E, and let OE denote its structure sheaf, so that one has
the short exact sequence
0 // OX( E) // OX // OE // 0:
Tensoring with OX(D + E), one gets
0 // OX(D) // OX(D + E) // OE // 0:
Since the Euler characteristic is additive on short exact sequences, as can be
easily seen by looking at the associated long exact sequence in cohomology, this
implies that 
 OX(D+E) =  OX(D)+(OE). But h1(OE) = 0 by lemma
A.1.1.29 since E is 0-dimensional, so that (OE) = h0(OE) = dimK L = r,
hence 
 OX(D + P ) =  OX(D) + r. On the other hand, one also has
deg(D + E) = deg(D) + r. This concludes the proof of (i).
(ii) Follows immediately from (i) by taking L = 
1X .
(iii) By (ii), 
1X
L_ has degree 2g 2 d, which is negative by hypothesis. Lemma
A.1.1.20 then implies that h0(
1X 
 L_) vanishes.







= max(g d; 0) for generic
Pi 2 X. The result then follows from (i).
(v) Again, one can assume without loss of generality that L = OX(D). Now, if
h0(D) > 0, then h0(D P ) = h0(D)  1 for generic P . The result then follows
from (iv).
I shall now give two examples illustrating the power of the Riemann-Roch theo-
rem.
Example A.1.1.34. Let X be a curve of genus 0. Then, by the Riemann-Roch
theorem A.1.1.33(iii), h0(D) = deg(D) + 1 for every divisor D on X provided
that degD >  1. In particular, h0(D) = 1 for all D 2 Div0(X), so that for
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each such D there exists a non-zero rational function f 2 K(X) such that E =




+ deg(D) = 0, so E = 0 and
D =   div(f) = div(1=f) is principal. It follows that the class group Cl0(X) is triv-
ial, so that X is a twist of P1K by example A.1.1.17. This is a converse to example
A.1.1.27.
Example A.1.1.35 (Elliptic curves). Let X be of genus g = 1, and assume that
there exists a K-rational point O 2 X(K). Such a curve is called an elliptic curve.
The Riemann-Roch theorem A.1.1.33(iii) then implies that h0(D) = deg(D) for all
D 2 Div(X) such that degD > 1.
In particular, h0(O) = 1 so H0(O) = K since it clearly contains K, whereas
h0(2O) = 2 so that H0(2O) = K  Kx = h1; xiK for some rational function x 2
K(X) which has thus a double pole at O and no other pole. Continuing, one nds
that H0(3O) = h1; x; yiK for some y 2 K(X) having a pole of order 3 at O and no
other pole. Next, h0(4O) = 4, but x2 2 H0(4O), so that H0(4O) = h1; x; y; x2iK .
Similarly, H0(5O) = h1; x; y; x2; xyiK . Then, one sees that H0(6O) contains the 7
functions 1; x; y; x2; xy; x3 and y2, but since its dimension is 6, these functions must
be linearly dependent, and by looking at the order of their poles at O one sees that
the linear dependence relation must be of the form
y2 + a1xy + a3y = a0x
3 + a2x
2 + a4x+ a6 (A)
for some scalars a0;    ; a6 2 K such that a0 6= 0. The functions x and y thus dene
a morphism f from X to the plane curve A which is the projective completion of the
ane curve of equation (A).
Let P;Q 2 X(K) be distinct from O. If f(P ) = f(Q) but P 6= Q, then the
functions x  x(P ) and y   y(P ) both lie in H0(3O   P  Q) which is of dimension
1, so are proportional, but this is absurd since the order of their pole at O is not the
same. The morphism f is therefore injective, so it has degree 1, which proves that f
is an isomorphism from X to A.
Furthermore, for every divisor D on X of degree 0, the space H0(D+O) has di-
mension 1, so there exists a non-zero function f 2 K(X) such that
E = D + O + div(f) is eective. Since E has degree 1, it consists in a single
K-rational point P 2 X(K). Every divisor of degree 0 is therefore linearly equiva-
lent to a divisor of the form P  O, and the point P is unique since if there existed
two distinct points P;Q 2 X(K) such that P  Q, then there would exist a rational
function f 2 K(X) such that div(f) = P   Q, which would imply that f is an
isomorphism from X to P1K as in example A.1.1.17, which is impossible since X is of
genus 1 whereas P1K is of genus 0. It follows that P 7! P  O is a bijection between
X(K) and Cl0(X). In particular, the abelian group structure of Cl0(X) yields an
abelian group structure on X(K), with neutral element O 2 X(K). Let  denote
the resulting group law on X(K). By construction, one has the equivalenceX
P2X
nPP 2 Div(X) is principal ()
X
P2X
nP = 0 in Z and
P2X
nPP = O in X(K):
Besides, upon identication of X with the plane curve A, if one takes 3 pairwise
distinct points P;Q;R 2 X(K) distinct from O and which lie on a line of equation














Figure A.1.1.36: The group law on an elliptic curve
ax+by+c = 0, then one sees that the divisor of the function f = ax+by+c 2 K(X)
is div(f) = P+Q+R 3O since b cannot be 0, so that (P O)+(Q O)+(R O)  0,
i.e. P  Q  R = O in the group X(K). It follows that the group law  on X(K)
is dened by the famous \chord process", as illustrated on gure A.1.1.36.
I shall nish this rst section by stating a very useful consequence of the Riemann-
Roch theorem.
Proposition A.1.1.37. Fix a divisor D0 2 Div(X) of X of degree n. If n > g,
the every divisor D 2 Div0(X) of degree 0 is linearly equivalent to a divisor of the
form E  D0, where E 2 En(X) is an eective divisor of degree n. Furthermore, if
n = g, then E is unique for generic D.
Proof. Since the degree of D +D0 is n > g, the Riemann-Roch theorem A.1.1.33(i)
implies that h0(D + D0) > 0. In particular, H
0(D + D0) is not reduced to f0g, so
there exists a non-zero rational function f 2 K(X) such that
E = div(f) +D +D0
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is eective. This divisor E has the same degree n by lemma A.1.1.9, and
D  D + div(f) = E  D0. Furthermore, if n = g and if D  E  D0  E 0  D0,
then there exists a non-zero rational function  2 K(X) such that E 0   D0 =
E D0+div(), hence div()+E = E 0 is eective, so  2 H0(E). But H0(E) = K
consists only of the constant functions for generic E by the Riemann-Roch theorem
A.1.1.33, so that for generic D one has  2 K hence div() = 0 and thus E = E 0.
Corollary A.1.1.38. Fix a K-rational origin point O 2 X(K) (assuming that such
a point exists). Every divisor D 2 Div0(X) of degree 0 is linearly equivalent to a
divisor of the form E   gO, where E 2 Eg(X) is an eective divisor of degree g.
Furthermore, E is unique for generic D.
I shall conclude by stating another theorem, which is especially useful for com-
puting the genus of a curve, which is an essential information in order to be able to
use the Riemann-Roch theorem.
Theorem A.1.1.39 (Riemann-Hurwitz). Let X and Y be projective, non-singular,
geometrically integral curves of respective genera gX and gY , and let f : X  ! Y be
a non-constant morphism of degree d 2 N. If the characteristic of the ground eld
K does not divide any of the ramication indices eP (or is 0), then




This theorem is generally used to deduce the genus of X form the one of Y .
Typically, one takes Y = P1K , that is to say f is just a non-constant rational function
on X. One can then deduce information about the genus of X from information
about the ramication of f , since gY = 0 by example A.1.1.27.
Proof. Let !Y be a (possibly not regular) dierential 1-form on Y , and let
CY =
P
Q2Y mQQ be its divisor. Then CY is a canonical divisor on Y , and therefore
degCY = 2gY   2 according to the Riemann-Roch theorem A.1.1.33(ii).
Let now f !Y be the pull-back of !Y by f , and let CX =
P
P2X nPP be its
divisor. Then CX is a canonical divisor on X, so that degCX = 2gX 2 for the same
reason. Furthermore, let P be a point of X with local coordinate x, and let y be a
local coordinate at Q = f(P ). Then !Y can be written
! = ymQu(y)dy
where u 2 K(Y ) is a rational function which has neither a zero nor a pole at Q by
denition of mQ. Since one may suppose that y  f = xeP by denition of eP , one
has
f !Y = xePmQu(xeP )ePxeP 1dx = xePmQ+eP 1v(x)dx;
where the rational function v(x) = ePu(x
eP ) 2 K(X) on X has neither zero nor


















Since f  multiplies the degrees by deg f , the result follows by taking the degrees.
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A.1.2 The jacobian variety
I shall now explain the construction of the jacobian of the curve X. I shall assume
the same hypotheses on X and use the same notations as in the previous part. In
particular, X is a curve of genus g dened over the perfect eld K.
The jacobian variety of X is an abelian variety (that is to say a projective variety
which, much like an elliptic curve, is endowed with an abelian1 group structure
compatible with the algebraic variety structure) of dimension g which is an avatar of
the class group Pic0(X) ofX. I shall denote this jacobian by Jac(X). This realisation
of Pic0(X) as an algebraic variety is extremely fruitful, in that it gives a lot of new
structure and information on it.
Although Jac(X) exists whatever the base eld K is, I shall mainly focus on the
case K = C in this section, and hence view X as a compact, connected Riemann
surface of genus g. There are two reasons for this: the rst is that the construction
of Jac(X) is much more visual over C, and the second is that the algorithms which
are the core of my thesis mostly use Jac(X) over C. I shall, however, give a few
words on the general case in the end of this section.




on X leads naturally to the notion of a period on X and to the denition of the
Abel-Jacobi map from X to Jac(X), the latter being seen as a complex torus. I then
prove the Abel-Jacobi theorem, and explain why Jac(X) can be embedded into a
projective space.
For the sake of brevity, I shall denote by 
1(X) the C-vector space  
1X of
holomorphic dierential 1-forms on X.
A.1.2.1 The period lattice
To begin with, consider the problem of assigning a value to the integralZ B
A
!;
where A, B are points on X and ! 2 
1(X) is a dierential form. The value of this
integral is not well-dened, since it depends on the path from A to B one chooses to
integrate along.
This dependence is however \discrete". By this, I mean that Cauchy's theorem
implies that homologous paths will yield the same value. In attempt to get rid of
the ambiguity, it is thus natural to have a look at the homology group H1(X;Z) of
the Riemann surface X.
As shown on gure A.1.2.1, H1(X;Z) is a free abelian group of rank 2g, with 2














1The fact that the group law is abelian is actually a consequence of the projectiveness of the
variety, cf. [HS00, lemma A.7.1.3].











Figure A.1.2.1: A Riemann surface of genus g = 3 with a symplectic homology basis
Denition A.1.2.2. An integral of the form
R

! for some  2 H1(X;Z) and some
! 2 
1X is called a period of X.
Fix a C-basis (!i)16i6g of 







is called the period matrix of X with respect to these bases.
Due to the ambiguity in the choice of bases, the period matrix for X is well-
dened only up to multiplication by GLg(C) on the left and by GL2g(Z) on the
right.
The period matrix has a nicer structure if one restricts the choice of basis of
H1(X;Z) to bases of a special kind. In order to single out this better kind of basis,
I shall rst review the intersection pairing on H1(X;Z).
Denition A.1.2.3. The intersection number of two oriented cycles ,  which
intersect transversally is dened to be




where P is +1 if the oriented tangent vectors of  and , in this order, form an
oriented basis of the tangent space of X at P , whereas P is  1 if they form an
anti-oriented basis of the tangent space.
One can show (cf. [GH78, rst subsection of 0.4]) that every null-homologous
cycle has intersection number 0 with every cycle which it intersects transversally, so
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that  ^  depends only on the homology class of  and , and can thus be dened
even if  and  fail to intersect transversely. This yields an alternating pairing
H1(X;Z) ^H1(X;Z)  ! Z;
called the intersection pairing.
Denition A.1.2.4. A basis (j)16j62g of H1(X;Z) is said to be symplectic if the







where Ig denotes the identity matrix of size g.
Example A.1.2.5. The homology basis shown in gure A.1.2.1 is symplectic.
I shall only consider symplectic bases of H1(X;Z) from now on. This means that
period matrices of X are all equivalent up to multiplication by GLg(C) on the left,
and by multiplication by Sp2g(Z) on the right, where
Sp2g(Z) = fA 2M2g2g(Z) j tAJgA = Jgg
denotes the symplectic group of degree 2g over Z.
Figure A.1.2.6 below attempts to show that if one were to use scissors to cut
X along a symplectic basis of its homology, one would obtain a connected, simply
connected domain, which is actually a 4g-gon if one identies the scissor cuts with
boundary edges.
















































































Figure A.1.2.6: The canonical dissection of a Riemann surface of genus g = 3
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This means that the Riemann surface X can be constructed by gluing the edges of
a 4g-gon  is a certain way. More precisely, if one labels the vertices of  by Ak, Bk,
Ck Dk, Ak+1... where the index k is understood modulo g, then X can be constructed
by gluing DkAk+1 to CkBk and CkDk to BkAk for each k 2 Z=kZ, as shown on gure
A.1.2.7. Once this is done, the images of C0D0, C1D1,    , Cg 1Dg 1, D0A1, D1A2,























Figure A.1.2.7: Construction of X by gluing the edges of a 4g-gon
In order to study the structure of the period matrix of X, I shall now temporarily
forget the complex structure on X, and view it as an oriented surface over R. With
this point of view, I can establish the following formula:
Lemma A.1.2.8. Let (j)16j62g be a symplectic basis of H1(X;Z). For any two
closed smooth dierential 1-forms !1 and !2 on X, one has the relationZZ
X

















Proof. Let p :  // // X be the gluing as described above, and let 1 = p
!1,
2 = p
!2 be the pull-backs of !1 and !2 on . They are closed since !1 and !2 are,
hence exact since  is simply connected. In particular, there exists a smooth function
f1 =
R
1 :   ! C such that 1 = df1. One then has d(f12) = d(f1)^2+f1d(2) =
1 ^ 2 since 2 is closed, so that the Stokes theorem yieldsZZ
X
!1 ^ !2 =
ZZ

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and study each of the g terms of the sum separately.






















because 1 = p
!1 is the same on CkDk as on BkAk, so that the two outer integrals
















































since replacing CkDk with BkAk does not aect 2 = p































Come back to viewing X as a Riemann surface. One can make some easy obser-
vations about the double integral in the above lemma:
Lemma A.1.2.9. (a) Let !1 and !2 2 




!1 ^ !2 = 0.







! ^ ! = 0 for a holomorphic dierential form ! on X, then ! = 0.
Proof. (a) Locally, one can write !1 = f1(z)dz, !2 = f2(z)dz with respect to some
coordinate z. Then !1 ^ !2 = 0 since dz ^ dz = 0.
(b) Let ! = f(z)dz, z = x+ iy locally. Then ! = f(z)dz, so that
i! ^ ! = jf(z)j2idz ^ dz = 2jf(z)j2dx ^ dy:
(c) Follows directly from (b).
One then nds that the period matrix of X has a particular structure.
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Proposition A.1.2.10. Let P 2 Matg2g(C) be a period matrix of X with respect
to a symplectic basis of H1(X;Z) and to a basis (!i)16i6g of 
1(X). Consider the
left g  g block of P . Then this block cannot be singular.
Proof. If this block were singular, then there would exist a non-trivial C-linear com-
bination of its lines which vanishes. Let ! 2 
1(X) be the C-linear combination of











! = 0 for all 1 6 j 6 g, hence
RR
X
! ^ ! = 0 by lemma A.1.2.8.
But this contradicts lemma A.1.2.9(c).
This implies that, once the symplectic basis of H1(X;Z) is xed, there exists a
dual basis of 
1(X), that is to say a basis (!i)16i6g such thatZ
j
!i = 1i=j:
The period matrix with respect to these bases thus reads
P =




for some  2 Matgg(C).
Theorem A.1.2.11 (Riemann bilinear relations). The matrix  is symmetric, and
its imaginary part is positive denite.



























by lemmas A.1.2.8 and A.1.2.9(a). Hence  is symmetric.
Let (vi)16i6g 2 Rg n f0g be a non-zero real vector, and let ! =
Pg
i=1 vi!i, which

























































! ^ ! > 0
by lemmas A.1.2.8 and A.1.2.9(b). Hence Im  is positive-denite.
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Corollary A.1.2.12. The 2g columns of the period matrix of X span a lattice in
Cg, called the period lattice.
Actually, the above theorem has even stronger consequences, as I shall explain in
the last part of this section.
With all this material at hand, it is nally time to dene the jacobian variety
Jac(X) of X.
Denition A.1.2.13. The jacobian of X is the complex torus
Jac(X) = Cg=;
where  denotes the period lattice of X.




where V _ denotes the dual space of a C-vector space V , and where the elements of
homology group H1(X;Z) are seen as linear forms on 
1(X) by identifying a cycle




A.1.2.2 The Abel-Jacobi map
Now that the periods are quotiented out, there is a well dened integration map













where O 2 X is a xed origin point. One can show that this map actually embeds
X in Jac(X), provided of course that the genus g is non-zero, cf. [HS00, corollary
A.6.3.3]. I shall not prove this fact here, since I shall not need it.
This map may be extended by linearity to divisors on X, yielding a group mor-
phism














This still depends on the choice of the origin point O. However, if one restricts it to
the subgroup Div0(X) of divisors of degree zero, one gets a canonical map.
Denition A.1.2.14. The map













does not depend on O. It is called the Abel-Jacobi map.
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The reason to introduce this map is explained by the following fundamental
theorem.
Theorem A.1.2.15 (Abel-Jacobi). The Abel-Jacobi map | : Div0(X)  ! Jac(X)
is surjective, and its kernel consists exactly of the subgroup of principal divisors.
In other words, the Abel-Jacobi map factors into a group isomorphism
Pic0(X)  // Jac(X) :
This explains why the jacobian of X is so interesting: it is a concrete, geometric
realisation of the class group Pic0(X) of X. One can thus use the jacobian to
establish various properties of the class group. For instance, one sees that, unless
g = 0 of course, the class group is innite, and uncountable.
More interestingly, one sees that the class group is divisible, and that for any
n 2 N, its n-torsion subgroup is
Pic0(X)[n] ' Jac(X)[n] = (Cg=)[n] = 1
n
= ' (Z=nZ)2g:
Example A.1.2.16. If the genus of X is g = 1, then I explained in example A.1.1.35
that X is an elliptic curve, and that Pic0(X) is in bijection with X. This means that
the jacobian of X, which is of dimension g = 1, is X itself. In particular, one recovers
the fact that the Riemann surface X is a complex torus of dimension 1. One also sees
that the subgroup X[n] of n-torsion points of X is abstractly isomorphic to (Z=nZ)2.
Proof.  | is surjective
Consider the holomorphic map
Xg  ! Jac(X)
(P1;    ; Pg) 7 ! | (
Pg
k=1 Pk   gO)
:





, which cannot be
singular for all (P1;    ; Pg) since the !i form a basis of 
1(X), so this map is not
constant. Its image is therefore open, and it is also closed since it is the image of
the compact Xg. Hence it must be all of Jac(X) since Jac(X), which is a complex
torus, is connected.
 D principal ) |(D) = 0
Let D = div(f) be a principal divisor on X, and consider the morphism
 : P1C  ! Jac(X)
[ : ] 7 ! |  div(f + ):
Let z1;    ; zg be a system of coordinates on Jac(X) = Cg= near 0. Then dz1;    ; dzg
is a basis of the space of holomorphic dierential 1-forms on Jac(X). Besides, the
pull-backs dzi of these dierentials to P1C are holomorphic, hence vanish identi-
cally since the space of holomorphic 1-forms on P1C has dimension genus(P1C) = 0.









= |(0) = 0:
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 |(D) = 0) D principal
Write D =
Pr
k=1 nkPk. I must construct a meromorphic function f on X such
that div(f) = D. Such an f , if it exists, is only dened up to a multiplicative
constant, so it is natural to attempt to construct the logarithmic dierential of f
instead. In other words, xing an origin O, I shall construct f as





for some well-chosen meromorphic dierential form  on X. Then f will be well-
dened provided that




 all lie in 2iZ,
and f will have divisor D provided that
(iii)  has simple poles at the points Pk with respective residues nk, and no other
poles.
Note that (iii) ) (i), so I only have to ensure that (ii) and (iii) hold. Also note that
I may assume that the cycles j do not meet any of the Pk by deforming them a
little if necessary, which does not aect the Abel-Jacobi map |.
I rst claim that there exist meromorphic dierential forms  satisfying (iii). To




















by taking cohomology. Now H1(
1X) = H
0(OX) = C by Serre duality A.1.1.31 and
by example A.1.1.19, so that the image of the residue map Res in the cohomology
sequence above has codimension at most 1. But this image is contained in the trace-
zero hyperplane by lemma A.1.1.10, so that this image is actually exactly the trace-
zero hyperplane. In other words, there exists a meromorphic dierential form with
only simple poles at the Pk and with respective residues ak if and only if
Pr
k=1 ak = 0.
Since in my case
Pr
k=1 nk = degD = 0, this proves my claim.
So let  by a meromorphic dierential form satisfying (iii). I shall ensure that
(ii) also holds by adding a suitable linear combination of the holomorphic dierential
forms !i to , which does not aect (iii). First, it is easy to arrange thatZ
j
 = 0
for 1 6 j 6 g, since
R
j
!i = 1i=j. In order to compute
R
g+j
 for 1 6 j 6 g, let
p :  // // X be the construction of X by identifying edges of a 4g-gon , and let
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j = p
!j, 2 = p!2 be the pull-backs of !1 and !2 on . Fix an origin O in the
interior of . Then the holomorphic function fj(P ) =
R P
O
j is well-dened since 
is simply connected. Since
R
j
 = 0 for 1 6 j 6 g and
R
j



















By the same reasoning as in the proof of lemma A.1.2.8, one sees that this sum is

















by the residue theorem, where k denotes a path joining O to Pk and staying inside












as linear forms on 















by denition of the matrix  . Replace then  with




















mg+kk;j = 2imj 2 2iZ
because  is symmetric.
A.1.2.3 The general ground eld case
I shall now briey explain how the construction of the jacobian Jac(X) generalises
over any perfect ground eld K. The rst thing to do is to make sure that the
construction overK = C described above is algebraic, that is to say that the jacobian
of a connected compact Riemann surface can be embedded analytically into some
complex projective space. This is not so obvious at rst, since according to the
following theorem, most complex tori are not projective varieties:
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Theorem A.1.2.17. Let g 2 N, and let T = Cg= be a complex torus of dimension
g, where  is some full-rank lattice in Cg. There exists an analytic embedding of T
into PnC for some n 2 N if and only if there exists a Riemann form with respect
to , that is to say a positive denite hermitian form on Cg whose imaginary part
assumes integral values on  .
Remark A.1.2.18. A compact complex manifold which can be embedded analyt-
ically into a complex projective space is automatically algebraic. This is Chow's
theorem, cf. [GH78, p. 167].
I refer to [HS00, section A.5] for the details of the proof of theorem A.1.2.17. The
idea is that one needs suciently many meromorphic functions on T to dene an
embedding into a projective space, and that the existence of a Riemann form with
respect to  makes it possible to construct such functions, called  functions. Also
note that in the case where there does exist a Riemann form, the dimension n of
the projective space the torus is embedded into tends to grow exponentially with g:
typically, n = 3g   1 in the generic case.
Example A.1.2.19. Every complex torus of dimension g = 1 is projective. To see
this, just notice that the lattice  can be written  = Z1  Z2 for some 1; 2 2 C
such that Im(2=1) > 0, and that the form z; w 7! 1Im(2=1)zw is a Riemann form
with respect to .
While it is easy to normalise a hermitian form into a Riemann form in dimension
1, it becomes generically impossible to do it in higher dimension, so that \most"
complex tori of dimension at least 2 are not projective. However, the Riemann
bilinear relations A.1.2.11 imply that jacobians are always projective:
Theorem A.1.2.20. Let X be a connected compact Riemann surface of genus g,




with respect to a symplectic homology basis and to the corresponding dual basis of
dierential forms. Let A = Re  and B = Im  . Then the form
z; w 7 ! tzB 1w
is a Riemann from on Cg with respect to the period lattice.
Proof. By the Riemann bilinear relations A.1.2.11, the matrices A and B are sym-
metric real matrices, and B is positive denite. In particular, B is nonsingular, so
this hermitian form is well-dened and is positive denite. The period lattice of X
is  = Zg  Zg, and an easy computation using the symmetry of A and B shows
that the matrix of this hermitian form in the canonical basis is2664 B
 1 B 1A+ iIg
AB 1   iIg AB 1A
3775 ;
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where Ig denotes the identity matrix of size g. It is then clear that this form is a
Riemann form.
In view of this result, it is natural to attempt to generalise the construction of
the jacobian for a curve X over any ground eld K. Of course, it is then no longer
possible to rely on integrals of dierential forms, so that the jacobian has to be con-
structed directly as an algebraic variety representing Pic0(X). The construction in
this abstract algebraic setting is rather technical, so I shall barely scratch its surface
here, and refer the reader to [HS00, section A.8] or to [Mil12] instead. Eventually,
one ends up with the following result:
Theorem A.1.2.21. Let X be a projective, non-singular, geometrically integral
curve of genus g dened over a perfect eld K, such that there exists a K-rational
point O 2 X(K) on X. There exists an abelian variety | that is to say a projective
variety endowed with a (necessarily abelian) group law dened by polynomial equa-
tions | called the jacobian of X and denoted by Jac(X), which is dened over K
and of dimension g, and an embedding | : X ,! Jac(X) dened over K and which,
extended by additivity to Div(X), factors into an isomorphism
| : Pic0(X)
 ! Jac(X):
Furthermore, for any algebraic extension K  L  K of K, the L-rational points of




which are invariant2 under
the action of Gal(K=L).
Recall that according to corollary A.1.1.38, every divisor D 2 Div0(X) is linearly
equivalent to a divisor of the form E   gO for some eective divisor E 2 Eg(X)
of degree g which is generically unique. The idea is to start with the gth symmetric
power Symg(X) = Xg=Sg of X, where the symmetric group Sg acts by permuting
the factors of Xg. The following lemma shows that this is an algebraic variety:
Lemma A.1.2.22 (Hilbert, cf. [HS00, proposition A.8.3.2]). Let A be a K-algebra
of nite type, and let G  AutK(X) be a nite group of K-automorphisms of A.
Then the subalgebra of xed points AG is also of nite type over K.
The L-rational points of Symg(X) correspond to the eective divisors on X(K)
which are dened over L, so according to part (iv) of the Riemann-Roch theorem
A.1.1.32, there should be a morphism from Symg(X) to Jac(X) which is generi-
cally one-to-one. One then proceeds to construct Jac(X) by identifying the points
in Symg(X) which represent linearly equivalent divisors (which is rarely the case
according to corollary A.1.1.38), and proceed to show that this yields an algebraic
variety which is projective over K.
2The word \invariant" here applies indierently to the divisor or to its linear equivalence class.
Indeed, the existence of a K-rational point O 2 X(K) implies that a divisor class in Pic0  X(K)





is globally invariant under Gal(K=L).
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A.1.3 Computing in the jacobian
Performing arithmetic operations in the jacobian Jac(X) of a curve X of genus g is
not as easy as one might think. Of course, Jac(X) is an abelian variety, so it can be
embedded into some projective space PnK , and the group law is given by polynomial
equations on the coordinates in this embedding, but these equations are insanely
complicated, even in genus g = 2 (cf. [Fly90, appendix A]) which is the smallest
non-trivial case in view of example A.1.1.35. In fact, the best one can do in general
is to use so-called  functions to embed Jac(X), which is of dimension g, into a
projective space of dimension n = 3g   1.
I shall now present a method, due to K. Khuri-Makdisi (cf. [KM04, KM07]),
to compute in the jacobian Jac(X), that is to say in the class group Pic0(X), of
any projective, nonsingular, absolutely integral curve X of genus g, provided only
that the perfect eld K it is dened on be computational, that is to say such that
there exist algorithms to perform arithmetic in K. The advantage this method is
that it relies merely on linear algebra, which makes it very fast. Besides, it does
not requires the knowledge of a plane model for X, but merely of a certain section
space H0(X;D). Obviously, computing in Jac(X) is completely trivial if g = 0 since
Jac(X) is then reduced to a point, so I shall assume that g is non-zero from now on.
A.1.3.1 Computing with section spaces
Let me rst present a few ideas informally. Begin by xing a divisor D0 2 Div(X)
of large enough degree d0, so that the Abel-Jacobi map
| : D 7 ! [D  D0] (degD = degD0)
be surjective. A point x 2 Pic0(X) can then be represented, albeit perhaps not
uniquely, by a divisor D 2 Divd0(X) such that [D   D0] = x. The novelty of K.
Khuri-Makdisi's method rests on two points.
 First, d0 > g is chosen to be large, even though, by proposition A.1.1.37,
d0 = g would be enough to ensure that | is surjective. The benet of this, as I
shall explain in more details, is that all the bres of the Abel-Jacobi map are
isomorphic, and more generally that the h1 cease to be a nuisance (cf. part (iii)
of the Riemann-Roch theorem A.1.1.32). The price to pay is a loss of rigidity,
in that the divisor D representing a point x 2 Pic0(X) is far from unique.
 Next, a divisor D on X is no longer represented as a sum of points on X, but
by the K-subspace H0( D) of K(X), where  denotes a xed divisor. The
degree of this divisor must of course be high enough for this representation to
be faithful.
I shall make all of this more precise in a moment. The advantage of this repre-
sentation way is that it brings all the computations in Pic0(X) down to mere linear
algebra computations. In order to perform these computations, one uses formulae of
the kind
H0(A+B) = H0(A) H0(B)
f H0(A) = H0 A  div(f)
H0(B   A) = s 2 K(X) j sH0(A)  H0(B)	
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where I used the notation
V W = vw j v 2 V; w 2 W	
for V and W subspaces of K(X), and where A and B are divisors on X and
f 2 K(X).
Of course, such formulae only stand under certain conditions (large enough de-
gree...). I shall now justify all of this rigorously.
A.1.3.2 Technical preliminaries
In order to prove the necessary technical results, I shall of course make intensive use
of the Riemann-Roch theorem A.1.1.32.
Recall that the line bundle OX(D), D 2 Div(X), is dened by
OX(D)(U) = fs 2 K(X) j div(s) +D > 0 on Ug (U  X open):
The notion of base point allows one to examine the behaviour of the sections of
OX(D) when the degree of D is small.
Denition A.1.3.1. Let D be a divisor on X. By denition, the divisor
B = D + inf
s2H0(D)
div(s)
is then eective. The divisor is call the base locus of D, or of OX(D). The base
points are the points in its support.
If B = 0, then D and OX(D) are said to be base point free.
In other words, D is base point free if infs2H0(D) div(s) =  D, that is to say if
\the global sections of OX(D) do everything they are allowed to do".
Example A.1.3.2. Let E be an elliptic curve, P a point on E(K), and take D = P .
It is well-known (cf. A.1.1.35) that
H0(E;D) = K
only consists of the constant functions. Thus, although the denition of the sections
H0(E;D) allows them to have a pole at P , they do not take advantage of it. The
point P is hence a base point of D; actually, it is the only one.
Intuitively, base points can only exist be because the degree of D is too small
compared to the genus g in order for the sections in H0(D) to have enough freedom.
The following proposition shows that this intuition is correct:
Proposition A.1.3.3. Let L be a line bundle of degree d on X.
1. If d > 2g, then L is base point free.
2. If L is generic and d > g + 1, then L is base point free.
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Proof. Extend the scalars to K. If L has degree d > 2g, then for every point P 2 X,
L( P ) has degree d  1 > 2g   1, so that h0(L( P )) = h0(L)  1 by the Riemann-
Roch theorem A.1.1.33(iii). Now, if P were a base point of L, one would have
H0(L( P )) = H0(L), thus h0(L( P )) = h0(L). Hence L is base point free.
The case of generic L is dealt with in the same way, by using the generic case (v)
of the Riemann-Roch theorem A.1.1.33.
The above example shows that the condition degL > 2g is optimal.
A moment of thought reveals that a line bundle L is base point free if and only
if it is generated by its global sections, that is to say that the map
H0(L)
OX  ! L
is surjective. I shall denote its kernel by ML, so that for each base point free line
bundle L, there is a short exact sequence
0  !ML  ! H0(L)
OX  ! L  ! 0
of vector bundles on X. Thanks to this information, one can determine a sucient




H0(L2)  ! H0(L1 
 L2)
to be surjective.
Lemma A.1.3.4 (Base point free pencil trick). Let L be a generic line bundle of
degree g+1 on the curve X. ThenML is also a line bundle on X, and is isomorphic
to the dual bundle L_ = Hom(L;OX) of L.
Proof. Since L is generic, the Riemann-Roch theorem A.1.1.32(v) implies that
dimH0(L) = degL+ 1  g = g + 1 + 1  g = 2:
One can therefore write3
H0(L) = Ks1 Ks2
where s1, s2 are elements of H
0(L) n f0g. Besides, again because L is generic, it is
base point free according to proposition A.1.3.3, hence the short exact sequence
0  !ML  ! H0(L)
OX  ! L  ! 0:




(t1; t2) 2 OX(U)2
 s1t1 + s2t2 = 0o ' n(t1; t2) 2 OX(U)2  s1t2   s2t1 = 0o ;
which is functorial in U , where (t1; t2) has been replaced with (t2; t1) in the last
step.
3H0(L) has thus projective dimension 1, hence the term pencil.




2 K(X) for i 2 f1; 2g. The condition s1t2  s2t1 = 0 deningML
is tantamount to the equality u1 = u2; furthermore, letting u = u1 = u2, the ti = usi




 8i 2 f1; 2g; usijU 2 OX(U)o ' nu 2 K(X)  uH0(L)jU  OX(U)o ;
so that ML is isomorphic to the dual bundle L_, since L is base point free, hence
generated by its global sections.
Theorem A.1.3.5. Let L1 and L2 be two line bundles on X, with respective degrees





H0(L2)  ! H0(L1 
 L2)
is surjective.
Proof. I may extend the scalars to K, and by symmetry, I can suppose without loss
of generality that d1 6 d2. Start by writing down the short exact sequence associated
to L1, which is base point free according to proposition A.1.3.3:
0  !ML1  ! H0(L1)
OX  ! L1  ! 0:
Since L2 is locally free, this sequence remains exact after tensoring by L2, so that
0  !ML1 
 L2  ! H0(L1)
 L2  ! L1 
 L2  ! 0:





L2)  !   
in which the multiplication map  shows up. I shall now prove that H1(ML1 
 L2)
vanishes, which implies that  is surjective.
Dene r = d1   g   1, and let P1;    ; Pr be points in generic position on X. As
r > g by hypothesis on d1, proposition A.1.1.37 ensures that the Abel-Jacobi-like
map Er(X)  ! Picr(X) is surjective. The line bundle L1
   Pri=1 Pi, which is
of degree d1   r = g + 1, is therefore generic, so it is base point free by proposition
A.1.3.3. The short exact sequences attached to L1 and to L1
  Pri=1 Pi t into the









































Since, by the base point free pencil trick,


















Tensoring again by L2 and taking the cohomology results in the exact sequence













 L2( Pi)  !   
To conclude, I shall prove that the middle term vanishes, by using Serre duality
A.1.1.31 to show that both extreme terms vanish.





and the line bundle 
1 
 L_2 (Pi) has degree 2g   2   d2 + 1 < 0 since d2 > 2g + 1.
By A.1.1.20, this proves that H1
 L2( Pi) vanishes.
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2g   2 + d1   d2   r 6 g   2
since I have assumed d1 6 d2. For generic Pi's, this line bundle is thus generic of
degree g   2 < g, so by the Riemann-Roch theorem A.1.1.32(v) it has no non-zero
global section either, which concludes the proof.
A.1.3.3 Building blocks
Recall that a point x 2 Pic0(X) is to be represented by a divisor D on X such that
x = [D D0], whereD0 is a xed origin divisor, whose degree I denote d0. The divisor
D representing x thus also has degree d0. As I announced above, I must choose a
large value of d0 instead of d0 = g, so as to avoid nuisances such as base points or
inconclusiveness in the Riemann-Roch theorem. I shall show that d0 > 2g + 1 is
enough to ensure the correctness of K. Khuri-Makdisi's algorithm.
Besides, the divisor D is itself to be represented as H0(   D), where  is a
xed divisor. For this representation to be faithful, it is sucient that    D be
base point free, hence that deg > degD + 2g by proposition A.1.3.3. As I shall
explain, the algorithm deals with divisors of degree d0 and 2d0, so that deg must
be at least 2d0 + 2g. The choice  = 3D0 is thus natural. Consequently, I shall
denote
V = H0(3D0);
and a divisor D will be represented by the subspace
WD = H
0(3D0  D)  V:
In practice, these spaces, which are nite-dimensional over K, will be represented
by a K-basis, hence by matrices with coecients in K. The elements forming these
bases, which are rational functions on X, can be represented in several ways.
1. The rst solution consists in picking a rational point P 2 X(K), and to repre-
sent a function by its truncated Taylor series at P . This means that a function
is represented by an element in a K-algebra of truncated power series.
2. Another solution consists in picking rational points Pi 2 X(K) on the curve
Xand to represent a function by its values at these points. If it is not possible
to nd suciently many rational points, e.g. because K is a number eld, one
can use points dened on a small extension of K instead. A function is then
represented by an element in an etale K-algebra.
3. More generally, one can do a little of both, that is to say represent a function by
its truncated Taylor series at various xed points, in other words, by evaluating
the function at an eective divisor.
Denote by Z 2 E(X) the divisor at which functions are evaluated to represent
them. It will turn out that the functions considered along the algorithms below all
lie in V = H0(3D0) or in H
0(6D0). Therefore, for this representation system to be
faithful, it is necessary and sucient that H0(3D0 Z) = H0(6D0 Z) = f0g. The
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easiest (and safest) way to ensure this is to pick Z of degree at least 6d0+1. By the
way, it is better if possible to avoid that the supports of D0 and Z intersect, since
if they do, functions will have poles where they are evaluated, and one has to shift
the valuation in power series or use Laurent series, which makes the implementation
more dicult. To sum up, a space W of functions will be represented by a matrix,
with degZ lines, dimW columns, and coecients in K.
Before describing the actual algorithms for computing in Pic0(X), I present three
\building blocks", that is to say three basic operations these algorithms rely on, and
which correspond to the three formulae given in the beginning of this section.
Algorithm A.1.3.6 (Add). Knowing H0(A) and H0(B), compute H0(A+B).
Theorem A.1.3.5 asserts that if A and B both have degree at least 2g + 1, then
H0(A + B) = H0(A)  H0(B). Provided that this condition is fullled, in order to
compute H0(A+B), it is thus enough to multiply every basis element of H0(A) by
every basis element ofH0(B), and then to extract a basis of H0(A+B) by performing
linear elimination. Actually, if one accepts to introduce randomness, it is much more
ecient to compute n products of a randomly chosen basis element of H0(A) by a
randomly chosen basis element of H0(B) for n a little larger than h0(A + B), and
then to ensure that these products do span H0(A+B) and to extract a basis out of
them.




It is plain that
f H0(A) = fs j div(s) >  A	
=





unconditionally. Therefore, one simply multiplies each basis element of H0(A) by f
to get a basis of H0
 
A  (f).






s 2 K(X) j s H0(A)  H0(B)	
=

s 2 K(X) j div(a) >  A) div(s) + div(a) >  B	
=

s 2 K(X) j div(s)  A >  B	 if A is base point free
= H0(B   A):
Hence, provided that A is base point free (e.g. because degA > 2g), H0(B A) can
be computed as follows: compute a matrix KB whose kernel is exactly H
0(B); then,
for each basis element ai of H
0(A), twist the matrix KB into a matrix Kai;B such that
for all s 2 B, Kai;Bx = 0() KBaix = 0 (the explicit way that KB must be twisted
depends on how functions on X are represented). Next, stack up the matrices Kai;B
into a big matrix. One must stack up an extra equation matrix at the top of this
big matrix, so as to ensure hat its kernel only contains vectors representing actual
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functions; for instance, if A is eective one can stack up an extra copy of KB since
H0(B  A)  H0(B) in this case. In practice H0(B  A) is a subspace of V , so one
can stack up a precomputed matrix KV whose kernel is exactly V instead. It then
only remains to compute the kernel of the big matrix in order to get H0(B   A).
Remark A.1.3.9. Note that the equations encoded in the big matrix are in general
very redundant, so extra care should be taken in the computation of the kernel if the
base eld K is not exact. For instance, I shall use K. Khuri-Makdisi's algorithms
with K = C in my algorithm, so I must keep numerical stability in mind. My solu-
tion consists in using QR-decomposition by Householder reections (cf. for instance
[Dem97, sections 3.2.2 and 3.4.1]) instead of the numerically-unstable Gaussian elim-
ination. The expected dimension d of the kernel is known beforehand thanks to the
Riemann-Roch theorem, so the kernel can be computed as the space corresponding
to the d diagonal entries of R with smallest modulus. The experiments I have run
seem to indicate that this method was a reasonable compromise between numerical
stability and speed of execution.
Remark A.1.3.10. Also note that the big matrix can be made smaller, and hence
the computation faster, by stacking up Kai;B no longer for ai's ranging over the basis
of H0(A), but for a few ai's chosen at random in H
0(A). The result is then correct
if infi div(ai) =  A, else the dimension of the kernel of the big matrix will be larger
than expected according to the Riemann-Roch theorem, and this is easy to detect,
so one can just start again until the kernel is of the expected dimension. This yields
a probabilistic algorithm of Las Vegas type. When the ground eld K is innite, the
probability that the computation fails is zero even if one takes only two4 (linearly
independent) ai's. On the other hand, if K is nite of small cardinal, it may be
better to take a larger number of ai's in order to reduce the probability of failure, cf.
[KM07, section 4] for a precise estimation.
Remark A.1.3.11. I would like to stress once again that these three building blocks
merely rely on linear algebra over K.
A.1.3.4 The actual algorithms
I can now present the two algorithms used to compute in Pic0(X). These algorithms
only rely on the three building blocks presented above. For simplicity, I shall assume
that the base divisor D0 is eective, although it is not necessary for K. Khuri-
Makdisi's algorithms to work. Recall that a point x 2 Pic0(X) is represented by an
eective divisor D of degree d0 such that [D D0] = x, and that this divisor is itself
represented by the subspace WD = H
0(3D0  D) of V = H0(3D0).
The spaces V and WD0 = H
0(2D0), which represents 0 2 Pic0(X), are assumed
to be given as an input representing X. If not also given, one also precomputes a
matrix KV whose kernel is exactly V .
4Clearly, the computation cannot succeed if one takes only one ai, since the condition
infi div(ai) =  A cannot be satised then.
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Algorithm A.1.3.12 (Chord). Given two points x1 and x2 2 Pic0(X), this algo-
rithm computes x3 =  x1   x2 2 Pic0(X).
In other words, knowing WD1 = H
0(3D0   D1), with D1 eective of degree d0
such that [D1   D0] = x1, and WD2 = H0(3D0   D2), with D2 eective of degree
d0 such that [D2   D0] = x2, compute WD3 = H0(3D0   D3), with D3 eective of
degree d0 such that D1 +D2 +D3  3D0.
This is achieved as follows.
1. First, use the \add" block to compute H0(6D0 D1 D2) = WD1 WD2 . This
is legitimate since 3D0  D1 et 3D0  D2 both have degree 4d0 > 2g + 1.
2. Next, use the \subtract" block to compute
H0(3D0  D1  D2) =

s 2 V j s  V  H0(6D0  D1  D2)
	
;
which is possible since V = H0(3D0) is base point free according to proposition
A.1.3.3. Here one can use the precomputed matrix KV .
3. Then, choose a non-zero function f in H0(3D0   D1   D2), for instance the
rst basis element thereof. The divisor of f has the form
div(f) =  3D0 +D1 +D2 +D3;
where D3 is eective of degree d0, and D1 +D2 +D3 is linearly equivalent to
3D0, so D3 is exactly what is needed. To catch it, use then the block \multiply
by function" to compute f  V = H0(6D0  D1  D2  D3).




s 2 V j sH0(3D0 D1 D2)  H0(6D0 D1 D2 D3)
	
:
This is legitimate since H0(3D0  D1  D2) is base point free5 by proposition
A.1.3.3. Note that since 3D0 D1 D2 is not eective a priori, one must stack
up KV instead of K3D0 D1 D2 on the top of the big matrix, since the space one
wants to compute is a subspace of V .
A few words might be in order to explain how to use the \chord" algorithm above
to compute in Pic0(X). To compute the opposite of the point represented by WD,
apply the \chord" algorithm toWD andWD0 . To add the points represented byWD1
and WD2 , apply the \chord" algorithm to WD1 and WD2 , then compute the opposite
of the result. To subtract the point represented by WD2 from the point represented
by WD1 , compute the opposite of WD1 , then apply the \chord" to the result and to
WD2 .
It is also crucial to be able to determine whether two subspaces WD1 and WD2
represent the same point of Pic0(X), since as I stressed the divisor D representing
a point is far from being unique. Now WD1 and WD2 represent the same point
in Pic0(X) if and only if D1 and D2 are linearly equivalent, which is tantamount to
H0(D1 D2) being a non-zero space. The idea is thus to almost computeH0(D1 D2).
5It is at this point that the condition d0 > 2g is required.
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Algorithm A.1.3.13 (Equality test).
1. First pick a non-zero function f in WD1 , e.g. the rst basis element thereof.
The divisor of f is of the form
div(f) =  3D0 +D1 + E
where E is eective and has degree 2d0. Next, use the \multiply by function"
block to compute H0(6D0  D1  D2   E) = f WD2 .
2. It only remains to compute
H0(3D0  D2   E) =

s 2 V j s WD1  H0(6D0  D1  D2   E)
	
;
and output TRUE is this space is non-zero, and FALSE else. Indeed,
H0(3D0 D2 E) = f H0(D1 D2), since V is base point free by proposition
A.1.3.3. Just like above, one must stack up KV on the top of the big matrix.
However, the acceleration trick described in remark A.1.3.10 must not be used
here, since this time, the dimension of the kernel of the big matrix is not known
beforehand: on the contrary, it is what is being computed !
Remark A.1.3.14. Note that it is possible to perform many other operations on di-
visors (max, min, set-theoretic dierence, ...) by using these three \building blocks".
For further details, cf. [KM04].
I conclude this section by explaining how to get the input data V = H0(3D0)
and WD0 = H
0(2D0). It is enough to have H
0(D0), since one can then construct
successively WD0 and V using the multiplication map A.1.3.5 as d0 > 2g + 1. It
thus remains to compute H0(D0). The methods for this dier, depending on how
the curve X is given. However, the curve X one wishes to compute with is often
particular, and there is then a natural choice for D0 for which H
0(D0) is known
explicitly. For instance, the curves I shall work with are modular curves (cf. section
A.2 below), and I shall arrange for H0(D0) to be a space of modular forms.
A.1.3.5 Complexity analysis and comments
The above two algorithms make it possible to compute in Pic0(X) for any curve X
dened over any computational perfect base eld K. Furthermore, it merely relies
on linear algebra, on matrices of size O(g)O(g) (at least when the ground eld K
is innite), where g denotes the genus of the curve X. This means that one operation
in Pic0(X) requires6 O(g3) operations in K.
It may seem surprising that the section space H0(D0) alone contains enough
information about X to make it possible to compute in Pic0(X). This is due to the
fact that the assumption d0 > 2g + 1 implies that D0 is very ample, so that the
associated section space contains enough functions to set up a projective embedding
of X.
6This can be improved by using fast linear algebra algorithms. However, when the ground eld
K is not exact (e.g. K = C in my case), such fast algorithms may be numerically instable.
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A.2 Modular curves and modular forms
I shall now proceed to the presentation of some well-known facts about modular forms
and other related modular objects, namely modular curves and modular symbols,
making the extraordinarily rich arithmetic structure of these objects apparent along
the way.
A.2.1 Modular curves
I start with modular curves, which may be naively dened as Riemann surfaces
constructed by quotienting the extended upper half plane by subgroups of SL2(Z),
although they are much better understood once one sees them as moduli spaces for
elliptic curves endowed with torsion data. This makes natural the denition of Hecke
correspondences, and explains why these curves admit models over Q (or at least,
over a cyclotomic eld).
A.2.1.1 Modular curves as manifolds
Let H = f 2 C j Im  > 0g denote the Poincare upper half-plane. The group
GL2(R)+ of 2  2 real matrices with positive determinant acts on H by the well-
known formula








I am interested in quotients of H by discrete subgroups   of GL2(R)+, such as
SL2(Z). More precisely, I shall focus on the case where   is a certain kind of nite-
index subgroup of SL2(Z).
Denition A.2.1.1. Let N 2 N. The subgroup  (N) of SL2(Z) is the kernel of the
projection SL2(Z) // // SL2(Z=NZ) . In other words, a matrix [ a bc d ] 2 SL2(Z) lies in
 (N) if and only if b  c  0 mod N and a  d  1 mod N .
A subgroup   of SL2(Z) is a congruence subgroup if it contains  (N) for some
N 2 N. The least such N is called the level of  .
For instance, SL2(Z) =  (1) is the only congruence subgroup of level 1. The
terminology \congruence subgroup" comes form the fact that membership of a con-
gruence subgroup   of level N is dened by congruence conditions modulo N on the
entries of the matrix
 
consider the image of   in SL2(Z=NZ)

. The most famous














 a  d  1 mod N :
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Example A.2.1.2. Write N =
Q
pjN p
vp .  (N) is a normal subgroup of SL2(Z),
with quotient SL2(Z=NZ) '
Q
pjN SL2(Z=pvpZ) by Chinese remainders. From the
short exact sequence
1 // SL2(Z=pvpZ) // GL2(Z=pvpZ) det // (Z=pvpZ) // 1 ;
one sees that #SL2(Z=pvpZ) = #GL2(Z=p
vpZ)
#(Z=pvpZ) , and from the short exact sequence








































Furthermore,  (N) is normal in  1(N) with quotient  1(N)= (N) ' Z=NZ
by [ a bc d ] 7! b mod N , and  1(N) is normal in  0(N) with quotient












where the numbers under the inclusions denote the indices.
Example A.2.1.3. Let AN be the set of vectors in (Z=NZ)2 of order exactly N ,
and let P1(Z=NZ) be the quotient of AN by (Z=NZ) acting diagonally (this agrees
with P1FN when N is prime). By viewing the elements of AN as column vectors,
one has a canonical action of SL2(Z) on AN , which is transitive, and which induces
a transitive action on P1(Z=NZ). Since  1(N) is the stabiliser of (1; 0) 2 AN , one
sees that for all , 0 2 SL2(Z), the cosets  1(N) and 0 1(N) agree if and only






where (a;c) denotes any matrix [ a bc d ] 2 SL2(Z) such that a  a and c  c mod N .
Similarly, since the stabiliser of (1 : 0) 2 P1(Z=NZ) is  0(N), the cosets  0(N) and
0 0(N) agree if and only if the left columns of  and of 0 agree in P1(Z=NZ), and





where (a;c) denotes any matrix [ a bc d ] 2 SL2(Z) such that (a : c) = (a : c) in P1(Z=NZ).
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One can also view the elements of AN as row-vectors and let SL2(Z) act on AN
on the right, which leads to the criteria  1(N) =  1(N)
0 if and only if the bottom
rows of  and of 0 agree in AN ,  0(N) =  0(N)0 if and only if the bottom rows










with the obvious notations.
Fix a congruence subgroup   of level N , and let Y ( ) =  nH denote the quotient
of H by  . One can show (cf. [DS05, section 2.1]) that the action of SL2(Z) on H is
properly discontinuous, that is to say every  2 H has a neighbourhood V such that
8 2 SL2(Z); V \ V 6= ; =)  = ;
so that the topology Y ( ) inherits from H is Hausdor.
Dening a complex atlas on Y ( ) is a little more dicult though. At each






which maps  2 H to 0 2 C, but this map does not descend to Y ( ),
even locally, if  is one of those points with non-trivial stabiliser.
Denition A.2.1.4. Let  be a point in H, with stabiliser   . One says that  is
an elliptic point for   if P  is non-trivial.
Here and in what follows, I denote by PH the image of a subgroup H of GL2(R)+
in PSL2(R). The reason for this is that scalar matrices, and in particular  1, act
trivially on H.
Since the stabilisers of two points in the same orbit are conjugate, it makes sense
to say that a point on Y ( ) is elliptic.
Example A.2.1.5. Let  2 H be an elliptic point, so that there exists a non-scalar
matrix  = [ a bc d ] 2 SL2(Z) such that  =  . This is a quadratic equation on  ,
whose discriminant is  = (d  a)2 + 4bc = (tr )2   4 since det  = 1. Since  62 R,
 must be negative, so tr  can only be  1, 0 or 1. In particular, Y   1(N) has no
elliptic point if N > 4.
Example A.2.1.6. By looking at the famous fundamental domain for SL2(Z) shown




are the images of i
and of  = ei=3. Their stabilisers are cyclic, generated respectively by [ 0  11 0 ] and by
[ 1  11 0 ].
From this example, one deduces the following result:
7Here and in what follows, I implicitly extend the denition of the action of GL2(R)+ on H,
and rather consider the action on GL2(C) on P1C.






i   b b
{1/2 1/2
Figure A.2.1.7: A fundamental domain for SL2(Z)
Proposition A.2.1.8. Let  2 H be elliptic for  . Then P  is cyclic, of order 2
or 3.
Accordingly, I dene the order of an elliptic point to be 2 or 3.
Let  2 H be an elliptic point of order h 2 f2; 3g for  . Then the elements of its
stabiliser   also stabilise  . Since  also maps  to 1, the elements in   1 are
fractional linear transformations which x 0 and 1, hence of the form z 7! az for
some a 2 C. Besides, since P  is cyclic of order h, necessarily a 2 h is a hth root of
1. Consequently, by composing the action of  with z 7! zh, one gets a well-dened
continuous map from a neighbourhood of   2 Y ( ) to a neighbourhood of 0 2 C.
Taking these maps as charts for elliptic points, and simply  for the non-elliptic
points, one proves (cf. [DS05, section 2.2]) that one gets a complex atlas on Y ( ),
thus making Y ( ) a Riemann surface.
This is still not the end of it yet though, since Y ( ) is not compact. In order to
x this, one extends the upper half plane H into
H = H [ P1Q = H [Q [ f1g:
The new points s 2 P1Q thus added are called cusps. Note that the obvious action
of SL2(Z) on them is transitive.
Topologise H by keeping the complex topology on H, by declaring that the
Vy = f 2 H j Im  > yg [ f1g for y > 0 form a basis of neighbourhoods of 1, and
by letting a cusp s 2 Q have the Vy, y > 0, as a basis of neighbourhoods, where
 2 SL2(Z) is such that 1 = s. Note that this does not depend on the choice of 






; n 2 Z

;
and those leave the Vy invariant. As fractional linear transformations transform lines
into lines or circles, this means that a basis of neighbourhoods of s 2 Q is formed
by the closed disks in H which are tangent at s to the real line, as shown on gure





b b b b b
Figure A.2.1.9: Neighbourhoods of some cusps
A.2.1.9. Note that since the Vy form a basis of neighbourhoods of the cusp 1, this
cusp should actually be thought of as +i1.
This turns H into a Hausdor space on which SL2(Z) acts properly discontinu-
ously, so that the quotient space
X( ) =  nH
is Hausdor. It is also easy to see that it is compact. In the case   =  (N) (re-
spectively  1(N),  0(N)), one writes X(N) (respectively X1(N), X0(N)) for X( ).




. The images of the cusps in X( ) are called the
cusps of X( ).
Example A.2.1.10. X(SL2(Z)) has only one cusp since SL2(Z) acts transitively on
P1Q.
More generally, X( ) has nitely many cusps since  , being a congruence sub-
group, has nite index in SL2(Z).





where i = [ 1 0i 1 ] for 0 6 i < ` and ` = [ 0  11 0 ]. From this, one deduces that
P1Q = SL2(Z)1 = SL2(Z)0 =
[`
i=0
 0(`)i0 =  0(`)0 [  0(`)1:
Since an element of  0(`) cannot send 0 to 1, this union is disjoint, which means
that X0(`) has two cusps, namely  0(`)0 and  0(`)1.
In order to make X( ) a Riemann surface, it remains to dene charts around the
cusps. Let s 2 P1Q be a cusp. Then s = 1 for some  2 SL2(Z), so that the
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; n 2 Z

for some h 2 N called the width of the cusp s. It does not depend on  and is the
same on the  -orbit of s since it is actually the index of P s in PSL2(Z). I then dene
a chart about s by composing the action of  1 with z 7! e2iz=h. This descends to
a neighbourhood of  s 2 X( ) by construction, and one checks (cf. [DS05, section
2.4]) that this yields a bona de complex atlas on X( ).
Denition A.2.1.12. The compact Riemann surface X( ) =  nH is called the
modular curve of level  .
Example A.2.1.13. Let ` 2 N be a prime which is at least 5, and consider the
modular curve X1(`). Since SL2(Z) acts transitively on P1Q, every element of SL2(Z)
stabilizing a cusp is conjugate in SL2(Z) to  [ 1 n0 1 ] for some n 2 N, and hence has
trace 2, so that for all s 2 P1Q one has  0(`)s =  1(`)s. In particular, the
cusp  0(`)s 2 X0(`) has the same width as  1(`)s 2 X1(`), which proves that the
projection X1(`)  ! X0(`) is unramied at the cusps. In particular, since its degree
is [P 0(`) : P 1(`)] = (` 1)=2, it follows from example A.2.1.11 that the curve X1(`)
has `  1 cusps.
For instance, one may compute the following formula:
Theorem A.2.1.14. The genus of X( ) is










where "2, "3 and "1 denote respectively the number of elliptic points of order 2, 3,
and the number of cusps of X( ).
Proof. Apply the Riemann-Hurwitz formula A.1.1.39 to the projection
f : X( ) // // X(1):
It is of degree d = [PSL2(Z) : P ], and ramication can only come from elliptic
points or cusps, since a chart at a point which is neither,  yields a coordinate chart
both on X( ) and X(1), so that f is the identity in local coordinates there.
Let me deal with the elliptic points rst. Let y2 = SL2(Z)i be the elliptic point
of order 2 of X(1), and similarly let y3 = SL2(Z),  = ei=3. Take h 2 f2; 3g, and
consider a point x 2 X( ) such that f(x) = yh. The stabiliser P  of a  2 H such
that x =   is a subgroup of PSL2(Z) . Since the latter is cyclic of prime order h,
the former is either the whole of the latter, or reduced to 1. In the rst case, x is
elliptic of order h, and hence unramied since f is the identity in local coordinates,
whereas in the second case, x is not elliptic, hence is ramied of order h since f reads
z 7! zh in local coordinates. This yields d = Pf(x)=yh ex = "h + h #f 1(yh)   "h
whence #f 1(yh) = d "hh + "h, so that the contribution of the ramication of elliptic
points of order h in the Riemann-Hurwitz formula isX
f(x)=yh
ex   1 = d #f 1(yh) = h  1
h
(d  "h):
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Next, one nds directly that the contribution of the ramication of the cusps isX
f(x)=SL2(Z)1
ex   1 = d  "1:
Since X(1) has genus 0 as can be seen on gure A.2.1.7, the Riemann-Hurwitz
formula A.1.1.39 then yields
2g   2 =  2d+ 1
2
(d  "2) + 2
3
(d  "3) + d  "1;
hence the result.
Example A.2.1.15. Let ` 2 N be a prime which is at least 5, and consider the
modular curve X1(`). It has no elliptic points by example A.2.1.5, and it has `   1
cusps by example A.2.1.13. Since [PSL2(Z) : P 1(`)] = (`2 1)=2 by example A.2.1.2,
it follows by theorem A.2.1.14 that its genus is









A.2.1.2 Moduli interpretation and Hecke operators
In order to understand the rich structure of modular curves, it is essential to view
them as moduli spaces, that is to say as spaces classifying certain families of objects.
I begin by introducing the Weil pairing on an elliptic curve, since I shall soon
need it. Let E be an elliptic curve with origin O (cf. example A.1.1.35) dened
over a perfect eld K, let N 2 N be an integer, prime to the characteristic of K
if the latter is non-zero, and denote by E[N ] the N -torsion subgroup of E(K) and
by N the group of N
th roots of 1 in K. As explained in example A.1.2.16, if
K = C then E is a torus C= for some lattice  2 C, and so E[N ] is isomorphic
to (Z=NZ)2 as an abstract group, whereas N ' Z=NZ. By [DS05, theorem 8.1.2],
this remains true for every K since I assumed N to be prime to the characteristic
of K. Recall from example A.1.1.35 that a divisor
P
P2E nPP on E is principal if
and only if
P
P2E nP = 0 in Z and P2E[nP ]P = O in E(K), where [n] denotes
the \multiplication by n" endomorphism of E for n 2 Z. Let now P;Q 2 E[N ] be




(P  [n]Q)  [n]Q is principal,
so denes a function fP;Q 2 K(E) up to multiplication by a constant. Besides, the
divisor of the translated function f(Q) is also DP;Q, so the ratio f(Q)f() is a non-
zero constant function on E which does not depend on the choice of f . This constant
is called the Weil pairing of P and Q, and is denoted by hP;QiN 2 K, or even by
hP;Qi if N is clear from the context. It is not dicult to establish the following
properties (cf. [DS05, section 7.4]:
 the Weil pairing h; i : E[N ]E[N ]  ! K is bilinear (hence the term pairing)
and alternate
 hQ;P i = 1=hP;Qi; in particular, it takes values in N ,
 it is a perfect pairing  hP;Qi = 1 for all Q 2 E[N ] =) P = O,
 it is Galois-equivariant  h(P ); (Q)i = (hP;Qi) for all  2 Gal(K=K).
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In particular, it is necessary that K contain N for E(K) to contain all of E[N ].
By A.1.2.16, every elliptic curve over C is a torus C= for some lattice  2 C;
besides, from the fact that C is simply connected, one can prove that two elliptic
curves C= and C=0 are isomorphic if and only if there exists an  2 C such that
0 = . In particular, every elliptic curve is isomorphic to the curve E = C= ,
 = Z  Z for some  2 C  R, and, possibly after dividing by  so as to replace
 with 1= , one may suppose that  2 H. Then, for ;  0 2 H, the curves E and
E 0 are isomorphic if and only if  and 
0 lie in the same SL2(Z)-orbit, so the curve
Y (1) = SL2(Z)nH classies elliptic curves over C up to isomorphism. Passing to
the compact curve X(1) amounts to adding the cusp 1, which may be thought as
representing an \elliptic curve with singularities" as a limit of a family of elliptic
curves as some parameters tend to 1.
From there, it is easy to see that for every N 2 N, the maps
Y0(N) =  0(N)=H  !

(E;C)





E ; h1=N mod  i

;
Y1(N) =  1(N)=H  !

(E;P )









Y (N) =  (N)=H  !

(E;P;Q)
 E elliptic curve over C;(P;Q) symplectic basis of E[N ]
.

 (N) 7 !  E ; 1=N mod  ; =N mod 
are bijections. Here, E[N ] denotes the N -torsion subgroup of E, a basis (P;Q) of
E[N ] ' (Z=NZ)2 is said to be symplectic if the Weil pairing hP;Qi is e2i=N 2 N ,
and the isomorphism sign  means that (E; T )  (E 0; T 0) if and only if there exists
an isomorphism from E to E 0 mapping the N -torsion data T to T 0.
This means that the modular curves X0(N), X1(N) and X(N) classify elliptic
curves equipped with N -torsion structure (respectively: cyclic subgroup of order
N , point of order N , and symplectic basis of the N -torsion) up to isomorphism,
the cusps corresponding to \degenerate" curves. For instance, the canonical projec-
tions X(N)  ! X1(N) and X1(N)  ! X0(N) correspond to the forgetful maps
(E;P;Q) 7! (E;P ) and (E;P ) 7! (E; hP i). The curious reader may nd an ex-
ample of moduli interpretation of a modular curve attached to another congruence
subgroup in [RW14]. In what follows, I shall be mainly interested in X1(N) and
X0(N).
The subgroup  1(N) is normal in  0(N), with quotient isomorphic to (Z=NZ)
by [ a bc d ] 7! d mod N . Since  1(N) acts trivially on X1(N), this yields an action of
(Z=NZ) on X1(N) inducing the identity on X0(N), which is explicitly
hdi : X1(N)  ! X1(N)
(E;P ) 7 ! (E; dP )
 
d 2 (Z=NZ):
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acts trivially on H; this reects the fact that (E;P )  (E; P ) by
the automorphism [ 1] of E.
Similarly, the map
WN : X1(N)  ! X1(N) 
E;P
 7 !  E=hP i; Q mod hP i;
where Q 2 E[N ] is8 such that hP;Qi = e2i=N , denes an involution on X1(N), called
the Fricke involution.
Finally, recalling that an isogeny is a non-constant morphism  : E  ! E 0 be-
tween two elliptic curves which sends the origin O 2 E to the origin O0 2 E 0,
making it automatically a group morphism, one denes for each n 2 N prime to N
a correspondence







isogeny of degree n
 
E 0; (P )

called the nth Hecke correspondence, and similarly for X0(N).
If n is not prime to the level N , the image by an isogeny of degree n of a point
P 2 E[N ] of order exactly N may be of order strictly less than N . For this reason,
one denes the Hecke correspondence Tn by







isogeny of degree n
(P ) of order N
 
E 0; (P )

;
the sum being restricted to the isogenies preserving the order of P . When n = p is
prime dividing N , the correspondence Tp is often denoted by Up so as to stress this
dierence.
More explicitly, an isogeny  of degree n from E = E to E
0 may be written as
C=  ! C=0, and so corresponds to a lattice 0 containing  = h; 1i with index
n. Then n0 is a sublattice of  of index n, and the theory of Hermite reduction
(cf. [Coh93, section 2.4]) shows that it is of the form ha + b; di for some uniquely






























8Since the Weil pairing is a perfect alternate pairing, the possible choices of Q dier by multiples
of P , so WN is well dened.












hai  1(N) [ a b0 d ]  : (A.2.1.16)
Examining how a sublattice 0 can be inserted with respective indexes m and n
between a lattice 00 and a sublattice  of index mn, like this:
00 
mn





leads to the following formulae (cf. [Ser70, chapitre VII x5 proposition 10]):
Proposition A.2.1.17.
TmTn = TnTm; Tnhdi = hdiTn; m; n 2 N; d 2 (Z=NZ)
Tmn = TmTn; gcd(m;n) = 1;
Tpr = TpTpr 1   phpiTpr 2 ; p - N prime, r > 2;
Tpr = U
r
p ; pjN prime;












1  Tpp s + p1 2shpi





mutative and is generated by the Tp, p prime. For this reason, one often only deals
with the Hecke correspondences Tp and Up for n = p prime only.
Finally, one can show (cf. [DS05, section 6.3]) that the Hecke correspondences Tn









 ' J0(N) and of Pic0  X1(N) ' J1(N).
A.2.1.3 Modular curves as algebraic curves
Although I have dened the modular curves X0(N), X1(N) and X(N) as Riemann
surfaces, one can prove (cf. [DS05, sections 7.5 to 7.7]) that the curves X0(N) and
X1(N) can be dened over Q. On the other hand, the curve X(N) can be dened
over the cyclotomic eld Q(N) but not over Q, as its moduli space description
X(N) =

(E;P;Q) j (P;Q) basis of E[N ]; hP;Qi = 	
uses a xed primitive N th root  of 1. For any extension K of Q, the K-points
of X0(N) correspond to elliptic curves E dened over K and which have a cyclic
subgroup C  E[N ] of order N which is dened over K  that is to say, which is
globally invariant under Gal(K=K)

, in other words, an elliptic curve E admitting
an degree N isogeny  : E  ! E 0 which is dened over K, whereas the K-points of
X1(N) correspond to elliptic curves E dened over K and which have a K-rational
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point P  E[N ](K) of order exactly N , and, if K is an extension of Q(N), the K-
points of X(N) correspond to elliptic curves E dened over K and such that there
exist two K-rational points P;Q 2 E[N ] forming a symplectic basis of E[N ].
Example A.2.1.18. For instance, if one can prove that the only Q-rational points
on X1(11) are cusps, then one can conclude that there exists no (non-degenerate)
elliptic curve dened over Q which hasS a rational 11-torsion point.
In [Maz78], B. Mazur was able to determine the nitely many values of N for
which X0(N)(Q) does not only consist of cusps, from which it follows that for every
elliptic curve E dened over Q, the torsion subgroup E(Q)tors of E is isomorphic
either to Z=nZ with n 6 10 or n = 12 or to Z=2Z Z=nZ with n 6 4 (note that all
these cases occur).
In [Mer96], L. Merel improved Mazur's bounds by showing that for all d 2 N, the
exists a constant B(d) 2 N depending only on d such that for every number eld K
of degree d and for every elliptic curve E dened over K, the order of a torsion point
P 2 E(K)tors is at most B(d).
By section A.1.2.3, the jacobians J0(N) and J1(N) of X0(N) and X1(N) can
thus be viewed as abelian varieties over Q. Since the multiplication-by-d map [d]
on an elliptic curve E dened over a eld K is itself dened over K, the diamond
operators hdi seen as endomorphisms of J1(N) are dened over Q, and since the
Galois conjugate of an elliptic curve isogeny  : E  ! E 0 of degree n is also an
isogeny of degree n, the Hecke operators Tn seen as endomorphisms of J0(N) or
J1(N) are also dened over Q. However, the Fricke involution WN is only dened on
the cyclotomic eld Q(N), since it depends on the choice of a primitive N th root of
1.
The interpretation of modular curves as moduli spaces implies that these curves
can be seen as representing functors which, to an extension K of Q, associate the set
of elliptic curves with N -torsion data dened over K, up to isomorphism. J. Igusa
studied the problem of the representability of these functors extended to general
schemes S instead of just elds K. In particular, he proved the following in [Igu59]:
Theorem A.2.1.19 (Igusa). If N > 4, then the curve X1(N) admits a canonical
model over Z[1=N ] which is smooth over Z[1=N ] and whose geometric bres are
irreducible.
This means that it makes sense to talk about the reduction modulo a prime
p - N of the modular curve X1(N), and that this reduction X1(N) = X1(N)Fp is
a non-singular and irreducible curve dened over Fp which, as expected, classies
the elliptic curves over Fp having a rational point of order exactly N . Besides,





= J1(N)Fp . The Eichler-Shimura relation, which I am about
to introduce, describes the action of the Hecke operator Tp on the reduction J1(N)
of J1(N) modulo p. In what follows, I x a prime p - N , and I shall denote reduction
modulo p by a bar.
Recall that for every isogeny  : E  ! E 0 between elliptic curves, there exists a
dual isogeny b : E 0  ! E of the same degree as  such that b   = [deg ]E and
 b = [deg ]E0 , where I denote by [n]E the multiplication-by-n endomorphism of an
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elliptic curve E; upon identication of an elliptic curve with its Pic0 as in example
A.1.1.35, b may be constructed as  : Pic0(E 0)  ! Pic0(E). Let E be an elliptic
curve dened over Fp, and let p : x 7! xp denote the Frobenius automorphism in
Gal(Fp=Fp). It induces a morphism p : E  ! Ep which is a purely inseparable
isogeny of degree p, so the dual isogeny bp is also of degree p. As p is prime, it is
therefore either separable, in which case [p]E has separable degree p and inseparable
degree p, or purely inseparable, in which case [p]E is purely inseparable of degree
p2. In the rst case, one says that E is ordinary, and in the second case, one
says that E is supersingular. This distinction is visible on the p-torsion of E: the
cardinal of almost all the bres of a morphism f : X  ! Y is degsep f as noted in
the end of section A.1.1.1, and for every r 2 N, the cardinal of the bres of [pr]E is
#Ker[pr]E = #E(Fp)[pr], whence
#E(Fp)[pr] = degsep[pr]E = (degsep[p]E)
r = (degsep bp)r





This distinction leads to the following crucial property:
Theorem A.2.1.20 (Eichler-Shimura relation). Let N 2 N , and let p - N be a
prime. Then the relation






Remark A.2.1.21. Since p is ramied of degree p everywhere, p
 1
p agrees with the
pullback p, and so phpi 1p is indeed an endomorphism of Pic0
 
X1(N)
 ' J1(N)Fp .
Proof. If N < 4, then X1(N) has genus 0, so one may dene J1(N)Fp = f0g in this
case even though Igusa's theorem A.2.1.19 does not apply, and the Eichler-Shimura
relation trivially holds. Assume henceforth that N > 4. Let (E;P ) 2 X1(N)(Q) be
a Q-point of X1(N) seen as a moduli space, so that E is an elliptic curve over Q and





isogeny of degree p
 





subgroup of order p
(E=C; P + C)




subgroup of order p
(E=C; P + C)
provided that E has good reduction at p.
Let  : E  ! E 0 be an isogeny of degree p, let P 0 = (P ), let  = b : E 0  ! E
be the dual isogeny, and let  : E  ! E 0 and  : E 0  ! E denote their reductions
modulo p. Observe that
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(i) if  = p is purely inseparable, hence is the Frobenius p : E  ! Ep followed
by an isomorphism  : E
p  ! E 0, then (E;P )  p(E;P ) are isomorphic by
 1, and
(ii) if  =   p is purely inseparable, hence is the Frobenius p : E 0  ! E 0p
followed by an isomorphism  : E 0
p  ! E, then since  maps P 0 = (P ) to
pP , the isomorphism  maps P 0
p
to pP , and applying  1p to the coecients
of  yields an isomorphism

 1
p : E 0  ! E
 1
p









) = hpi 1p (E;P ).
Assume rst that the reduction E of E modulo p is ordinary. Then E[p] ' Z=pZ,
so the kernel C0 of the reduction modulo p map E[p]  ! E[p] is one of the p + 1
subgroups C of order p of E[p]. The isomorphism class of the pair (E=C; P + C)
then only depends on whether C = C0 or not. To see this, take a subgroup C or
order p of E[p], let E 0 = E=C, P 0 = P + C 2 E 0, and let C 00  E 0[p] denote the
kernel of the reduction modulo p map E 0[p]  ! E 0[p], which is a subgroup of order
p of E 0[p] as E 0, being isogenous to E, is also ordinary at p. One has the following
































Besides, both  and  are of degree p. Note that  (E 0[p]) is of order p since the
bres of  are of order deg = p, and  (E 0[p])  Ker since  (E 0[p]) = pE 0[p] = 0.
Since Ker is also of order p, it follows that  (E 0[p]) = Ker = C, and similarly
(E[p]) = Ker = C 0.
Assume that C = C0. Then  (E
0[p]) = Ker = C = C0. By looking at the right
part of the diagram above, one sees that  jE0[p] = 0, so that E 0[p]  Ker . But on
the other hand, Ker  Ker = E 0[p], so that Ker = E 0[p] is of order p as E 0
is ordinary. It follows that degsep  = p, so that degins  = 1, and degsep  = 1 and
degins  = p by multiplicativity of the degrees. Therefore,  is purely inseparable,
hence (i) applies and so (E=C; P + C)  p(E;P ) for C = C0.
Assume now that that C 6= C0. In this case, (C0) = (E[p]) = Ker = C 0 is
of order p. Also (C0)  C 00 by commutativity of the diagram, so that C 0 = C 00.
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Then, just as in the previous case, one deduces that jE[p] = 0 and hence that
Ker = E[p]. It follows that degsep  = p and degins  = 1, so that degsep  = 1
and degins  = p, so this time  is purely inseparable, hence (ii) applies and so





)  hpi 1p (E;P ) for C 6= C0.




subgroup of order p




(E=C; P + C) +
X
C 6=C0
(E=C; P + C)
= p(E;P ) + phpi 1p (E;P )
= (p + phpi 1p )(E;P )
provided that E is ordinary.
This still holds if E is supersingular, since in this case one has
(E=C; P + C) = p(E;P ) = hpi 1p (E;P ):
Indeed, one then has Ker  E[p] = 0, and also Ker  E 0[p] = 0 since E 0 is also
supersingular, so that  and  are both purely inseparable and so both (i) and (ii)
apply.
The relation
Tp(E;P ) = (p + phpi 1p )(E;P )
is thus valid in all cases, and the proof is complete.
A.2.2 Modular forms
I now proceed to a brief study of modular forms, which are the natural inhabitants
of modular curves.
A.2.2.1 Denitions and examples
Fix an integer k 2 Z>0, and let   be a congruence subgroup of SL2(Z).
Denition A.2.2.1. The weight-k (right) action of the group GL2(R)+ of elements
of GL2(R) with positive determinant on the space of functions f : H  ! C is dened
by






A modular form of weight k and level   is a holomorphic function
f : H  ! C
satisfying the functional equation
f jk = f (A.2.2.2)
for all  2  .
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Since SL2(Z) acts transitively on the cusps, one can rephrase the holomorphy
condition on f by demanding that f be holomorphic on H and that f jk be bounded
at 1 for  ranging over a system of coset representatives of   n SL2(Z).
It is clear that modular forms of weight k and level   form a C-vector space,
which I shall denote by Mk( ).












Remark A.2.2.4. Let  2 GL2(Q)+. It is clear that if f 2 Mk( ) is a modular
form of weight k and level  , then f jk is a modular form of weight k and level
 1  \ SL2(Z) (which is also a congruence subgroup by [DS05, lemma 5.1.1]).
In particular, take  = [ t 00 1 ] for some t 2 N. Then (f jk)() is f(t) up to a





























Let N be the level of  . Then [ 1 N0 1 ] 2  , which means that a modular form for







called the qN -expansion of f , where I let qN = e
2i=N . Indeed, the fact that f is
bounded at 1 forces the coecients an(f) to vanish for n < 0, since qN ! 0 when
 ! i1.





and the qN -expansion of modular forms will be understood to be in terms of
q = q1 = e
2i ;
and will be referred to as the q-expansion of the form. When it is understood that
  =  0(N) (respectively  1(N)), I shall say that a form has level N to mean that it
has level  0(N) (respectively  1(N)).
Example A.2.2.5. For the forms Gk from example A.2.2.3, one computes (cf.
[Ser70, corollaire p.151]) that Gk = 2(k)Ek,









h and the bk are the Bernoulli numbers, dened by
T




































+ 744 + 196884q2 +O(q3):
This j is not holomorphic, but it is of weight 0, so it descends to a meromorphic





particular, it is injective on X(1), so that by the moduli interpretation of X(1), two
elliptic curves dened over C are isomorphic if and only if they give rise to the same
value of j. For this reason, j is called the modular invariant.
As the above example shows, the q-expansion coecients of modular forms often
carry interesting arithmetic information. Here are two other examples (more can be
found in [Ste07, section 1.5]):
Example A.2.2.6. Let  =
P
n2Z q
n2 . One can prove (cf. [DS05, section 1.2])




is modular of weight k and level  0(4). Its
q-expansion coecients are an = r(n; 2k), the number of ways to write n as the sum









One can show that  is a modular form of weight 12 and level 1. This identity
denes Ramanujan's tau function (n), which is the related to the construction of
expander graphs, which play a role in communication network theory.
9Actually, one can generalise denition A.2.2.1 to the case of half-integral weight k. It then
turns out that  is modular of level  0(4) and weight 1=2, so one can also study odd powers of .
I shall not do it here.
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so that the functional equation (A.2.2.2) dening modularity can be rephrased by
saying that the form
!f = f()(d)
k=2
is invariant under the action of  , that is to say !f = !f for all  2  . Thus
for instance modular forms of weight zero correspond to functions on X( ), whereas
modular forms of weight 2 correspond to dierential 1-forms on X( ). However, in
order for these dierential forms to be holomorphic on X( ), the modular form f
must vanish at the cusps, since, at the cusp  1 for instance, the local parameter for
X( ) is q, and d = dq
q
. This leads to the notion of cusp forms.
Denition A.2.2.8. A cusp form is a modular form which vanishes at the cusps.
In particular, a0(f) = 0 if f is a cusp form. I shall denote
10 the subspace of cusp
forms of weight k for   by Sk( ).
Example A.2.2.9.  2 S12(1) is a cuspform, since it vanishes at 1, which is the
only cusp of X(1).
The Riemann-Roch theorem A.1.1.33 shows that Mk( ) and Sk( ) are nite-
dimensional vector spaces over C, and leads to formulae for their dimensions:
Theorem A.2.2.10. Let    SL2(Z) be a congruence subgroup, and let X( ) be the
associated modular curve. Denote its genus, the number of its elliptic points of order
2, 3, and the number of its cusps respectively by g, "2, "3 and "1. Then, for every
even integer k 2 Z,
dimCMk( ) =













"1 if k > 2;
1 if k = 0;
0 if k < 0;
and
dimC Sk( ) =













  1)"1 if k > 4;
g if k = 2;
0 if k 6 0:
Proof. Let  denote the projection from H to X( ). For each even k 2 N, the

















of meromorphic k=2-fold multi-dierential forms on




mer (H)  of meromorphic k=2-fold multi-dierential forms  on
10This is the standard notation, the S comes from the German term \Spitzenform".
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H which are  -invariant, that is to say such that  =  for all  2  . The idea is






for f = !=(d)k=2 to lie in
Mk( ) or Sk( ).
Pick a point 0 2 H, and let h 2 N be 1 if 0 is not elliptic for  , 2 if 0 is elliptic
or order 2, and 3 if 0 is elliptic of order 3. Then z = (   0)h is a local coordinate
about (0), and in a neighbourhood of (0), ! reads
! = a(zn +    )(dz)k=2
where n = ord(0) ! 2 Z and a 2 C. One computes that










(   0)nh+(h 1)k=2 +   

(d)k=2
for some b 2 C, hence






Let now s 2 P1Q be a cusp of width h 2 N. A local coordinate at (s) is q = e2i=h
preceded by an fractional linear transformation from SL2(Z), which is biholomorphic,
hence does not ramify and can be neglected. Writing again
! = a(qn +    )(dq)k=2














e2(n+k=2)i=h +    (d)k=2
for some b 2 C, hence
f is holomorphic at s() f is bounded at s() ord(s) ! + k=2 > 0;
and
f vanishes at s() ord(s) ! + k=2  1 > 0:
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, on has ! =   (dj)k=2 for some non-zero









































































and C = div(dj) is a canonical divisor by denition A.1.1.23. Similarly,





It follows that dimMk( ) = h
0(D) and that dimSk( ) = h
0

D  PP cusp P.







































"3 + "1 + 2g   2

+ "1 + 2g   2:
By the genus formula A.2.1.14, the term between parentheses is [PSL2(Z) : P ]=6,
which is positive, so for k > 2 one has degD > 2g   2 and the Riemann-Roch
theorem A.1.1.33(iii) shows that













"1 + (k   1)(g   1):
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"3 + "1 + 2g   2

+ 2g   2 > 2g   2
so for k > 4,
















"1 + (k   1)(g   1):
For k = 2, one has D  PP cusp P = C, so the cuspforms of weight 2 corre-
spond exactly to the holomorphic dierential forms on X( ) as explained above, and
dimS2( ) = g by denition of the genus.
For k = 0, the elements of M0( ) correspond to holomorphic functions on X( )
and are hence constant since X( ) is compact. In particular, S0( ) = f0g.
Finally, if k < 0, then a form f 2Mk( ) would satisfy f 12jkj 2 S0( ) = f0g, so
that Mk( ) = f0g.








Example A.2.2.12. Examine the case of level 1 (  = SL2(Z)) more closely. One












is generated by the forms E4 and E6, which are algebraically independent (cf. [Ste07,
theorem 2.17]), so that it is isomorphic to C[E4; E6], where E4 has grading 4 and E6
has grading 6. In particular, the forms Ea4E
b









is the number of ways to write k
as 4a+ 6b, a, b 2 Z>0. This is 0 if k is odd, bk=12c   1 if k  2 mod 12, and bk=12c
in the other cases, which agrees with theorem A.2.2.10 since X(1) has genus g = 0,
"2 = 1 elliptic point of order 2, "3 = 1 elliptic point of order 3, and "1 = 1 cusp, as
can be seen on gure A.2.1.7.
In particular, this implies that E8 and E
2





, are proportional, hence equal by looking at the constant term
a0, and similarly that E4E6 = E10. From this and example A.2.2.5, one deduces the
surprising identities













. Since 1 is the only cusp
of X(1), a modular form of level 1 is a cusp form if and only if it vanishes at 1,
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that is to say if and only if its coecient a0 is 0. Thus for instance the form E
3
4  E26
is a cusp form of weight 1 and level 1, just like the form  introduced in example
A.2.2.7 above.




 ' Sk+12  SL2(Z);












has dimension 1 exactly when k 2 f12; 16; 18; 20; 22; 26g, and is then respectively
spanned by , E4, E6, E8, E10 and E14. In the case of weight k = 12, one





























dqn = 1 + 8q +O(q2):
Since 4 lies in this space, it must be a linear combination of these two forms.
Actually, since  = 1 + 2q + O(q2), 4 = 1 + 8q + O(q2) equals the latter of these












Similarly, one nds formulae for r(n; 2k) for k = 3; 4; 5. However, for k > 6, such





zero cusp forms for k > 6, and there are no simple formulae for the q-expansion
coecients of cusp forms. Indeed, as I shall explain, the coecients of modular
forms are related to Galois representations, and the Galois representations attached
to cusp forms have non-abelian image, which means that the coecients of cusp
forms cannot be expressed with characters through class eld theory. For instance,




is a cusp form, there are no simple formulae for (n). These
coecients can however be eciently computed one by one through the attached
Galois representations, and this is the heart of this thesis. Eisenstein series, which
I introduce below in section A.2.2.3, are the opposite case: in a sense which I will
detail later, they form the orthogonal complement to cusp forms, and the Galois rep-
resentations attached to them have abelian image, so that there are simple formulae
in terms of characters for their q-expansion coecients. For instance, the forms Ek
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A.2.2.2 Hecke operators and newforms
Let   be either  1(N) or
11  0(N) for some xed level N 2 N, and also x some even
weight k 2 2N. In view of the diamond and Hecke operators introduced in section
A.2.1.2, one denes the operators hdi and Tn on Mk( ) for n 2 N and d 2 (Z=NZ)
by





















where f 2Mk( ). The coecient nk 1 is included in the denition of Tn in order to
avoid denominators; it shall soon be apparent that this is the \good" normalisation.
The Fricke involution WN is given by the matrix wN = [
0  1
N 0 ] 2 GL2(Q)+, that is
to say







The fact that WN is an involution is reected in the fact that w
2
N is a scalar matrix.
The Hecke operators Tn and the diamond operators hdi span a subalgebra





called the Hecke algebra of weight k and level N , and denoted by T
when the weight and level are clear from the context. In view of proposition A.2.1.17,
Tk;N is commutative and is spanned by the Tn alone, which satisfy the relations
Tmn = TmTn; gcd(m;n) = 1;
Tpr = TpTpr 1   pk 1hpiTpr 2 ; p - N prime; r > 2;
Upr = U
r
p ; pjN prime; r > 2:
The diamond operators hdi are automorphisms of Mk( ), and hence yield a rep-
resentation
 : (Z=NZ)  ! GL  Mk( );
which is semi-simple since the characteristic of C is 0, and whose irreducible compo-
nents are of dimension 1 over C since (Z=NZ) is abelian. In other words, one has a
decomposition
11If   =  0(N), then the diamond operators hdi all reduce to the identity, and so all the discussion
about them below is of course vacuous.














 j 8d 2 (Z=NZ); hdif = "(d)f	;
where the direct sum ranges over the Dirichlet characters " : (Z=NZ)  ! C. One
says that a form lying in Mk(N; ") has nebentypus (or character) ". Note that when





Actually, since h 1i is the identity as noted in section A.2.1.2, the representation
 factors into a representation of (Z=NZ)=  1, so Mk(N; ") = f0g if " is odd
("( 1) =  1) and only the terms Mk(N; ") with " even ("( 1) = +1) are left.
Remark A.2.2.14. In this thesis, I only deal with modular forms of even weight.
However, one may also consider modular forms of odd weight; if k is odd, then one






Besides, it is clear from the denition of the Hecke operators that the Hecke
algebra Tk;N stabilises the subspace Sk( ) of cuspforms. The Hecke algebra may




, which is also denoted









Proposition A.2.2.15. The Fricke involution WN maps Mk(N; ") onto Mk(N; ")
and Sk(N; ") onto Sk(N; "), where " = "
 1 denotes the complex conjugate of the
Dirichlet character ".
Proof. As WN is an involution and hence a bijection, it is enough to show that
WNMk(N; ")  Mk(N; ") and that WNSk(N; ")  Sk(N; "). For all





, so wN normalises  0(N) and




. Furthermore, conjugating by wN exchanges
the a and d entries of , so that WN indeed maps Mk(N; ") to Mk(N; "). Besides,
as wN normalises  1(N), its action on H induces a well-dened action on the cusps




and hence maps Sk(N; ") to Sk(N; ").
The action of the Hecke operators Tn on the q-expansions can be made explicit:
Proposition A.2.2.16. Let f =
P+1
m=0 amq








with the usual convention that "(d) = 0 if gcd(d;N) > 1.
The action of WN on q-expansions shall be made explicit a little later.




























































































Example A.2.2.17. In particular, if f =
P+1
n=1 anq
n is a cuspform, one has
Tnf = anq +O(q
2):
In order to further study the properties of the Hecke algebra, one enriches the
structure of the space Sk( ) by endowing it with the Petersson inner product


























P i; i 2 SL2(Z);
and F1 is the fundamental domain for SL2(Z) shown on gure A.2.1.7. Since the
function  7! f1()f2()(Im )k is  -invariant as f1 and f2 are modular of weight





f1(i  )f2(i  )(Im i  )kd()
as  is SL2(Z)-invariant. It converges since the cuspforms f1 and f2 decay exponen-
tially at the cusps. The normalisation factor 1
(X( ))
is introduced to ensure that the
inner product of f1 and f2 remains the same when they are seen as modular forms
of level  0   .
Remark A.2.2.18. Actually, since a cuspform decays exponentially at a cusp and
a modular form remains bounded, this integral would still converge if only one of f1
and f2 were a cuspform.




, the adjoint of the
diamond operator hdi with respect to the Petersson inner product is hdi 1 = hd 1i,
and that the adjoint of Tp is hp 1iTp for p - N . This means that the anaemic Hecke
algebra
T0 = Z[Tp; p - N ] = Z[Tn; hdi j gcd(n;N) = 1; d 2 (Z=NZ)]  T
is a commutative algebra of normal operators on Sk( ). It follows that Sk( ) admits
a (generally not unique) basis made up of eigenforms, that is to say of cuspforms
which are simultaneous eigenvectors for the anaemic Hecke algebra T0.
Remark A.2.2.19. Actually, one can show (cf. [DS05, exercise 5.5.1]) that for
every Hecke operator T 2 Tk;n, the adjoint T  of T is WNTWN . In particular, WN




n 2 Sk( ). Then Tnf = an(f)q + O(q2) for all n 2 N
by example A.2.2.17, so if f is an eigenform for Tn such that a1(f) = 0, then
an(f) = 0. Therefore, a non-zero eigenform f for the full Hecke algebra T necessarily




Such an eigenform is called a normalised eigenform. Besides, if f is normalised, then
the Tn-eigenvalue of f is an(f), again by example A.2.2.17. In view of the relations





amn = aman; gcd(m;n) = 1;
apr = apapr 1   pk 1"(p)apr 2 ; p - N prime; r > 2;
apr = a
r
p; pjN prime; r 2 N;
9=; (A.2.2.20)






(s 2 C;Re s 0)
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1  app s + p1 2s"(p) ;
where " is the nebentypus of f , which exists since f is an eigenform (note that one can
prove that these converge for Re s  0, cf. for instance example A.3.3.5). Besides,
it follows from remark A.2.3.10 below that there exists a number eld Kf (that is to
say, of nite degree over Q) such that the coecients an of f all lie in the ring of
integers of Kf .
Eigenforms are thus very friendly, but unfortunately the space Sk( ) need not
have a basis of forms which are eigenforms for the full Hecke algebra T, because the
Hecke operators Up need not be semi-simple for pjN .








which is an eigenform for the full Hecke algebra Tk;M
of level M (this exists, see below), and let N = p3M where p is a prime which does
not divide M . Since f is an eigenform, it has in particular a nebentypus ", and there
exists a scalar  2 C such that T (M)p f = f , where T (M)p 2 Tk;M denotes the Hecke
operator Tp in level M . Besides, f can also be seen as a cuspform of level N , and
more generally, the forms fi() = f(p




for i = 0;    ; 3 by remark
A.2.2.4. Let U
(N)
p 2 Tk;N denote the Hecke operator Up in level N . On the one hand,
since f is an eigenform for the full Hecke algebra Tk;M of level M , the forms fi are




q , q - M prime, q 6= p and U (M)q = U (N)q ,
qjM prime, with the same eigenvalues as f . On the other hand, the actions of T (M)p
and U
(N)
























according to proposition A.2.2.16, so that U
(N)
p fi = fi 1 for i = 1;    ; 3, and
U
(N)









p , and the matrix of U
(N)
p acting on it is2664
 1 0 0
 pk 1"(p) 0 1 0
0 0 0 1
0 0 0 0
3775 ;
which is not semi-simple. It follows that V is stable under the full Hecke algebra





cannot have a base of cuspforms which are eigenforms for the full Hecke
algebra Tk;N .
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In order to avoid this unpleasant phenomenon, one makes the following deni-
tions:














, M jN and tjN
M









with respect to the Petersson inner product.
One makes of course the same denition with  0 instead of  1. In what follows,
I shall consider  1, but all the results also stand for  0.


















has dimension 1, and is spanned by













































old ? Sk  1(N)new is actually more
than an orthogonal decomposition:














is actually a T-module decomposition.




is stable under T by examining carefully the dierence between Tp on level N=p





is stable under T by using the formulae for the adjoints of the Hecke
operators.
The interest of the new subspace is that it always admits a basis of eigenforms,
as implied by the following theorem:




be an eigenform for the anaemic Hecke
algebra T0. Then f is also an eigenform for the full Hecke algebra T .
This leads to the following denition:









in the new subspace and which is a normalised eigenform.
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As a consequence, remark A.2.3.10 shows that there exists a number eld Kk;N




admits a basis made up of cuspforms whose coe-
cients an all lie in the ring of integers of Kk;N .
Remark A.2.2.29. In the next section, I shall prove by explicit q-expansion com-






One can use Hilbert's theorem 90 (cf. [Ser62, proposition X.1.2]) to deduce from
this that there exists a free Z-submodule Sk( 1(N);Z






















and the Hecke algebra Tk;N as the Z-dual of each other:

















 f 7 ! a1(Tf)
is perfect.
Proof. If T 2 Tk;N is in the left kernel of this pairing, then as the Hecke algebra is
commutative, one has
0 = a1(TTnf) = a1(TnTf) = an(Tf)




and n 2 N, where the last equality comes from example
A.2.2.17, so that Tf = 0 for all f , which means that T = 0 as an operator.




is on the right kernel of this pairing, then
0 = a1(Tnf) = an(f)
for all n 2 N, so that f = 0.
In [Stu87], J. Sturm proved a useful result concerning the congruence properties
of the coecients an:








ular forms whose coecients an lie in the ring of integers ZK of a number eld K,










, then an  0 mod a for all n.
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This leads to a bound on the number of Hecke operators Tn required to span
Tk;N :













Proof. Let p 2 N be a prime number. The above Sturm bound shows that the Hecke










Fp by lemma A.2.2.30. Since p is arbitrary, the result follows.
The action of the Fricke involution on the q-expansion of a newform can be made
explicit if the level N is squarefree (cf. [Asa76, theorem 2]). In particular, in the
case where N is prime (which will be of interest for me later), one has the following
formula:
Theorem A.2.2.33. Let f = q +
P
n>2 anq
n 2 Sk(N; ") be a newform of weight k,
level N and nebentypus ". If N is prime, then WNf is the cuspform of weight k,










where N(f) 2 Q is the pseudo-eigenvalue of f , which is given by
N(f) =
  N1 k=2aN if " is trivial,
N k=2g(")aN if " is non-trivial.
Besides, N(f) 6= 0, and 1N (f)f = q +
P
n>2 anq
n is also a newform.
I also state a formula giving the action of the Fricke involution on a twisted




n 2 Sk(N; ") is a cuspform of weight k, level N and nebentypus " and







is a cuspform of weight k, level M2N and nebentypus 2". The following result may
be found in [AL78, p. 228]:
Theorem A.2.2.34. Let f 2 Sk(N; ") be a newform of weight k, level N and neben-
typus ", and let  be a Dirichlet character of conductor M prime to N . Then
f 
  2 Sk(M2N;2") is a newform of weight k, level M2N and nebentypus 2",
and
WM2N(f 

























where g() denotes the Gauss sum of a Dirichlet character.
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A.2.2.3 Eisenstein series
Although I dened the Petersson inner product on cuspforms, I noted in remark
A.2.2.18 that it is still well-dened on couples of modular forms, provided that at
least one of them is a cuspform. This makes the following denition possible:
Denition A.2.2.35. Let    SL2(Z) be a congruence subgroup, and let k 2 N be
even. The Eisenstein subspace Ek( ) is the orthogonal subspace of Sk( ) in Mk( ).
The dimension formulae A.2.2.10 yield
dimEk( ) = dimMk( )  dimSk( ) =
8>><>>:
"1 if k > 4;
"1   1 if k = 2;
1 if k = 0;
0 if k < 0:
Besides, the formulae hdi = hd 1i, T p = hp 1iTp giving the adjoints of the Hecke
operators in the anaemic Hecke algebra T0 show that these operators preserve the





into a T0-direct sum Ek(N) =
L




is also a T0-module decomposition.
Because of the dierent convergence behaviour of the series of weight k = 2, I
shall study the Eisenstein subspace in weight k > 4 and in weight k = 2 separately.
The case of weight k > 4
Let v 2 (Z=NZ)2 be a line-vector of order exactly N . Consider, for k > 4, the

















+ c + d
k
where cv and dv are lifts to Z of the coordinates of v, one can interpret Gvk() as






at the N -torsion point z = cv+dv
N
. In the case of level N = 1, there is only one
possible choice of v, and one recovers the series Gk 2 Mk(1) dened in example
A.2.2.3.
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the factor 1=2 ensuring that Ek evaluates to 1 at the cusp1 owing to the symmetry



























































1; if v = (0; 1)
0; else,
and that
Evk jk = Evk
for any  2 SL2(Z),  being understood to act on the right on v seen as a line-vector.
Consequently, for all v = (cv; dv) 2 (Z=NZ)2, Evk 2 Mk
 
 (N)
   Sk  (N) is a
modular form which evaluates to 1 at the cusp  (N)( dv=cv) but vanishes at all of
the other cusps of X(N).












Proof. One must show that
hEvk ; fi = 0
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DN = f 2 H j  =1 or 0 6 Re  6 Ng
is a fundamental domain for the action of the group P+(N) made up of the matrices





























since Im   = Im jj(;)j , j(; ) = c+d,  = [ a bc d ] 2 SL2(Z), and f( ) = f()j(; )k
















for v0 = (0; 1) 2 (Z=NZ)2, so this proves that hEv0k ; fi = 0. One concludes by writing
any v 2 (Z=NZ)2 of order N as v0   for some  = SL2(Z) and by computing that
hEvk ; fi = hEv0k jk; fi = hEv0k ; f jk 1i = 0
as f jk 1 is a cuspform of level  (N) 1 =  (N) since  (N) is normal in SL2(Z).
One may construct Eisenstein series in Ek(N;) by symmetrising over the E
v
k .
Let  and ' be two Dirichlet characters with respective conductors u and v such
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It is straightforward to check that G ;'k 2 Ek(N; '). In particular, G ;'k vanishes
identically if  ' is odd, so I shall assume that  ' is even from now on.
I shall now compute the q-expansion of G ;'k . To begin with, it is natural to




(k   1)! :









mk 1qm ( 2 H):
Using this, I may compute the q-expansion of Gvk :






























Here and in what follows, the symbol 1C means 1 if the condition C is satised
and 0 else. Observe that this is an expansion with respect to qN = exp(2i=N)
instead of the usual q = q1, since the width of the cusp 1 of X(N) is N and not 1.



















I shall now treat separately the terms corresponding to c = 0 (if any), c > 0 and























































































































I can now achieve the computation of the q-expansion of G ;'k :












Here, g() denotes the Gauss sum of a Dirichlet character , and L(; z) is the
L-function attached to .
12pun intended.
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Proof. Compute that




































































Consequently, setting also m = m0u, one gets


























































It now remains to factor Ckg(')
vk
out of the constant term, so as to make E ;'k











Setting z = k, one consequently gets that the constant term of G ;'k , if any, is
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In order to simplify out the  's, one rst invokes Euler's reection formula








































and then the duplication formula









































The proof is now complete.
In order to make the term L(1   k; ') more explicit, introduce the twisted












where  is a Dirichlet character modulo n.
Proposition A.2.2.40. (i) Let Bk(X) denote the Bernoulli polynomials, dened
by the generating function
tetX
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(ii) The values of the L-function attached to  at non-positive integers is related to
the twisted Bernoulli numbers by the formula
L(1  k; ) =  Bk;
k
:
For a proof, cf. [DS05, section 4.7].
Corollary A.2.2.41.











For each pair of Dirichlet characters  and ' of respective conductors u and v, the
Eisenstein series E ;'k () lies in Ek(uv;  '), so the series E
 ;'
k (t) lies in Ek(N; ')
for all t 2 N such that tuvjN . One can show (cf. [DS05, theorem 4.5.2]) that the
number of triplets ( ; '; t) such that  ' is even and tf f'jN , where f denotes the





given by formula A.2.2.10, and that the corresponding series



















CE ;'k (t) ( even):
The case of weight k = 2
For k = 2, the above denition of the series Gvk no longer makes sense due to
convergence issues. However, this problem may be overcome by forming null-sum
linear combinations of such series:
Proposition A.2.2.42. Let (v) be a family of complex numbers indexed by vectors
of (Z=NZ)2 of order exactly N . If
P


















+ c + d
2 ;
where again cv and dv stand for lifts to Z of the coordinates of v. This is a locally
normally convergent series of  .
Proof. A Taylor expansion computation reveals that the fact that
P
v v = 0 kills





k as (c; d)!1. The order






ensuring local normal convergence of the double series even for k = 2.
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Remark A.2.2.43. For the same reason, one could even dene Eisenstein series of
weight k = 1 by also requiring that
P
v vv = 0, which results in killing the second





k . I shall however not need this fact,
but I refer the reader to [DS05, section 4.8] for more comments on this question.





of weight 2 and level  (N) and that they are orthogonal to the cuspforms.
Say that a vector v = (cv; dv) 2 (Z=NZ)2 represents the cusp s =  (N)( dv=cv)
of X(N), and let v1;    ; v"1 represent the "1 cusps of X(N). Then for each 0 6
i < "1, the series E
vi
2   Ev"12 evaluates to 1 on the cusp corresponding to vi, to  1
on the cusp corresponding to v"1 , and vanishes at the other cusps. These "1   1






























is well dened and lies in E2(N; '), unless  and ' are both trivial. The q-expansion
computations carried out in the case k > 4 remain valid for these series, and since
the second Bernoulli polynomial is B2(X) = X
2  X + 1
6
, one has

























if ' is non-trivial, so that


















since  and ' are forbidden to be both trivial.
Recall the series E2 = 1   24
P
n>1 1(n)q
n. This series is not modular, but one




. For  and ' Dirichlet
characters and t 2 N, dene
E ;';t2 () =

E ;'2 (t) if  and ' are not both trivial;
E2;t if  and ' are both trivial:
















CE ;';t2 ( even)
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for  even.
Note that the case  and ' both trivial and t = 1 is excluded, since E ;';t2 = 0





= "1   1 = dimEk
 
 1(N)
  1 (k > 4):
No matter whether k > 4 or k = 2, the action of WN on the Eisenstein series
E ;k is given by the following formula:
Proposition A.2.2.44. Let k 2 2N, and let  and ' be Dirichlet characters modulo









 ( 1)E; k :
Proof. It is easier to work with the G ;'k . First compute that












































































































 ( 1)G'; k :




E ;'k to complete the proof.
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A.2.3 Modular symbols
Let    SL2(Z) be a congruence subgroup, and view the corresponding modular
curve X( ) as a Riemann surface. Modular symbols, which I shall now introduce,





This is very useful, since this explicitness can be spread by duality to spaces of
modular forms, which allows to compute these spaces, that is to say, given B 2 N,
to compute the q-expansion to precision O(qB) of the elements of a basis of S2( ).




in example A.2.3.12. Note
that the ideas presented here can be generalised to higher weights k 2 2N without
much diculty (cf. [Ste07, chapter 8]), but I shall stick to k = 2 here for simplicity.
A.2.3.1 Computing with modular symbols
Let M2 be the group of modular symbols, that is to say the free abelian group on the
set of couples f; g of cusps ,  2 P1Q modulo the relation
f; g+ f; g+ f; g = 0
and modulo any torsion. The couple f; g is meant to be thought of as an oriented








Figure A.2.3.1: Two modular symbols
Remark A.2.3.2. Beware that f; g really denotes the class of the couple (; )
and not the set containing  and , so that the order between  and  matters
(modular symbols represent oriented paths). The notation f; g is deceptive, but
it is standard.
One extends the action of GL2(Q)+ on P1Q by dening
  f; g = f  ;   g   2 SL2(Z); ;  2 P1Q:
Lemma A.2.3.3. The group M2 is generated by the elements  f1; 0g,  2 SL2(Z).
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Proof. I shall actually prove that every modular symbol of the form f; 0g is a sum
of symbols of the form   f1; 0g,  2 SL2(Z). This is enough since every modular
symbol f; g can be written as f; 0g   f; 0g.
If  =1, then one can take  = 1 and the proof is over, so assume that  2 Q.




;    ; pn
qn
=  be the convergents of the continued fraction expansion
of . Then the theory of continued fractions (cf. for instance [HW08, ch. X, theorem





























I now x a level N 2 N, and a congruence subgroup   =  0(N) or  1(N).
Denition A.2.3.4. The group M2( ) of modular symbols of level   is the quotient
of M2 by the action of   and modulo any resulting torsion.
Example A.2.3.5. As  = [ 1 10 1 ] 2  , one has
f0; 1g = f1; 1g   f1; 0g =   f1; 0g   f1; 0g = 0
in M2( ).
One denes an action of the Hecke algebra T = T2;N of weight 2 and level N (cf.
section A.2.1.2) on M2( ) by the formulae

















 haif; g: (A.2.3.6)













 f 7 ! 




Note that the integral converges since it corresponds to the integration of f , seen as
a holomorphic dierential 1-form on X( ), along the projection on X( ) of a path in
H joining  to  (cf. gure A.2.3.1). Furthermore, this pairing is well-dened, since
the dierential f()d is  -invariant as f 2 S2( ) and since H is simply connected.
Finally, and this is the key point, this paring is Hecke-equivariant, that is to say
hTs; fi = hs; Tfi
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for all s 2M2( ), f 2 S2( ) and T 2 T.





According to example A.2.1.3, if   =  1(N) one can take I = AN , the set of vectors
in (Z=NZ)2 of order exactly N , whereas if   =  0(N), one can take I = P1(Z=NZ).
Lemma A.2.3.3 shows that the group M2( ) is spanned by the modular symbols
[i] = if1; 0g, i 2 I. The symbols [i] are called the Manin symbols attached to the
coset decomposition above.
One lets SL2(Z) act on the right on the set of Manin symbols by the rule
[i]   = [j] where  i =  j:
Let R = [ 0 1 1 1 ] and S = [ 0  11 0 ] 2 SL2(Z). Then one sees that for all i 2 I,
[i] + [i]  S = i  f1; 0g+ iS  f1; 0g = fi  1; i  0g+ fi  0; i  1g = 0;
and
[i] + [i] R + [i] R2 = fi  1; i  0g+ fi  0; i  1g+ fi  1; i  1g = 0:
J. Manin proved in [Man72] that these are actually the \only" relations satised by
the Manin symbols:
Theorem A.2.3.8 (Manin). The kernel of the natural surjective morphismM
i2I
Z[i]  !M2( )
is generated over Z by the elements [i] + [i]  S and [i] + [i] R + [i] R2, i 2 I.
The proof of this theorem requires some work, cf. [Man72, section 1.7].
From this, one can nd a Z-basis of M2( ) (which exists as Z is principal) in
terms on Manin symbols, by performing linear algebra over Z (cf. [Coh93, section
2.4.3]). The interest of this is that it makes eective computations in M2( ) easy
(cf. example A.2.3.12 below for a fully worked-out case).
In order to compute the matrix of a Hecke operator Tn 2 T acting onM2( ) with
respect to this basis, it is natural to use formula (A.2.3.6) directly, and to convert the
resulting terms into Manin symbols by the process explained in the proof of lemma
A.2.3.3. One may, however, compute for each n 2 N a nite set Hn  Mat22(Z) of
matrices, called the Heilbronn matrices, such as the action of Tn on Manin symbols





which is a more ecient approach (cf. [Cre97, section 2.4] or [Ste07, sections 3.4.2
and 8.3.2] for details).





but f; g represents a path from  to , which projects to a closed loop on X( )
if and only if the cusps  and  are equivalent under  . This justies the following
denition:
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Denition A.2.3.9. The subgroup S2( ) of cuspidal modular symbols is the kernel
of the boundary morphism
@ : M2( )  ! Z[ nP1Q]
f; g 7 !      ;
where Z[ nP1Q] denotes the free abelian group on the set  nP1Q of cusps of X( ).
It is clear that the Hecke algebra T stabilises S2( ). One can prove (cf. [Man72,




are isomorphic T-modules as expected;
in particular, the Z-rank of S2( ) is twice the genus g of X( ).
Remark A.2.3.10. As mentioned in the beginning of this section, one can also
dene the group Sk( ) of modular symbols of higher weight k 2 2N (cf. [Ste07,
chapter 8]), which is also free of nite Z-rank and which comes with a natural dual
action of the Hecke algebra of weight k. As a consequence, for each congruence
subgroup   and for each weight k 2 2N, there exists a number eld Kk;  such that
for all Hecke operator T 2 Tk; , the eigenvalues of T lie in the ring of integers of
Kk; .
In order to compute S2( ), one needs a practical criterion for the  -equivalence
of cusps. J. Cremona gave such a criterion:
Proposition A.2.3.11. Let p=q and p0=q0 2 P1Q be two cusps written in lowest
terms (in particular, 1 must be written 1=0, and q; q0 > 0 in any case), and let
N 2 N.
(i) These cusps are equivalent under  1(N) if and only if q  q0 mod N and
p  p0 mod gcd(q;N).
(ii) Let r, r0 2 Z be such that pr  1 mod q and p0r0  1 mod q0. Then these cusps
are equivalent under  0(N) if and only if qr
0  q0r mod gcd(qq0; N).
I refer the reader to [Cre92, lemma 3.2] for the proof of the  1(N) case, and to
[Cre97, proposition 2.2.3] for the proof of the  0(N) case.
These criteria allow one to write down the matrix of the boundary morphism @
with respect to a basis of Manin symbols (computed by applying theorem A.2.3.8)
of M2( ) and to a set of representatives of  nP1Q. Note that in practice, one can
construct this set along with the computation of @, by testing for equivalence the
cusp which is handled with an initially empty list of pairwise inequivalent cusps.
From there, one can compute a Z-basis of S2( ) by performing linear algebra over
Z, and deduce the genus of X( ) as half the Z-rank of S2( ) (cf. example A.2.3.12
below).
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denotes the Hecke algebra with scalars extended






 f 7 ! a1(Tf)
is perfect, so that the map
	: S2( )  ! T_C
f 7 !  T 7! a1(Tf);
where T_C = HomC(TC;C) denotes the linear dual of TC, is a C-linear isomorphism.







Now, the computation of the matrices of the Hecke operators Tn acting on S2( )
above yields an explicit embedding
M : T ,! Mat2g2g(Z):
Let ai;j : Mat2g2g(Z)  ! Z, 1 6 i; j 6 2g, be the \(i; j)-matrix coecient" linear
form. By composing with M , one gets linear forms ai;j M 2 HomZ(T;Z) which









form an explicit generating family of S2( ).





to precision O(q4) explicitly.





with x = [ 1 0ex 1 ] for x 2 F11 and ex the lift to Z between 0 and 10 of x, and 1 = [ 0  11 0 ].
One nds by looking at the bottom row of the matrices xR and xS that the matrices
R and S act on the corresponding Manin symbols [x] by
[x]  S = [ 1=x];
whence the relations
[0] + [1] = 0; [1] + [10] = 0; [2] + [5] = 0;
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whence the relations
[0] + [10] + [1] = 0; [2] + [7] + [4] = 0;
[1] + [5] + [9] = 0; [3] + [8] + [6] = 0;





the other Manin symbols being given by
[1] = 0; [3] = [2] + [4]; [5] =  [2];
[6] =  [2]; [7] =  [2]  [4]; [8] =  [4];
[9] = [2]; [10] = 0; [1] =  [0]:
Next, one has [0] = f1; 0g, [2] = f1=2; 0g and [4] = f1=4; 0g, and the cusps 1=2
and 1=4 are equivalent to 0 under  0(11) by the criterion A.2.3.11(ii) whereas 1 is














is of dimension 1, so it is generated by a form f . By example
A.2.2.23, one may suppose that f is a newform f = q +O(q2).
In order to compute the q-expansion of f , one must compute the matrices of the




, for instance with respect to the basis ([2]; [4]).
I shall do it here by using formula (A.2.3.6) directly. One has T1 = Id by denition,



















































  f1; 0g   [2]
as f1; 0g = 0 by example A.2.3.5




















































































  f1; 0g+ [ 2 13 2 ]  f1; 0g+ [2] + [8] = [(8 :  3)] + [(3 : 2)] + [2] + [8]
= [1] + [7] + [2] + [8] = 0  [2]  [4] + [2]  [4] =  2[4];
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  f1; 0g    2  13  1   f1; 0g
= [(2 : 1)] + [6] + [2]  [3] + [(6 :  1)]  [(3 :  1)]


































































































  f1; 0g+ [12] + [ 5 212 5 ]  f1; 0g+  2  15  2   f1; 0g+ [2]  [3] + [ 3 24 3 ]  f1; 0g
= [(4 :  1)] + [12] + [(1 : 5)] + [(5 :  2)] + [2]  [3] + [(4 : 3)]
= [7] + [1] + [9] + [3] + [2]  [3] + [5] =  [2]  [4] + 0 + [2] + [2]  [2] =  [4];










The upper-left and lower-right matrix entries both give the form q 2q2  q3+O(q4)





is generated by the newform
f = q   2q2   q3 +O(q4):
Of course, one may push this computation further so as to get more coecients of
the q-expansion of f .
The interested reader may nd examples of similar computations in [Ste07, chap-
ters 3 and 8].
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Remark A.2.3.13. One can show (cf. [Cre97, sections 2.1.3 and 2.5]) that the
symmetry  7!   around the vertical axis iR of H induces an involution on
S2( ), and that the corresponding eigenspaces S2( )+ and S2( )  are isomorphic
T-modules, which explains why I obtained \twice" the same form in example A.2.3.12
just above. It is therefore possible to work in one of these eigenspaces so as to speed
up the computation.
However, even with this trick and the use of Heilbronn matrices, the cost of the
computation of the action of the Hecke operator Tp on S2( ) for p prime is more
than linear in p (cf. [Ste07, sections 8.3.3 and 8.3.4]), so the cost of the computation
of a basis of S2( ) to precision O(q
B) with this method is more than quadratic in B.
I shall present a practical trick of mine to bring down this complexity to eO(B) for
xed   in section B.3.1. Moreover, the goal of this thesis is to describe an algorithm
(unfortunately currently impractical) which computes the coecient ap of a newform
in complexity polynomial in log p, cf. part B.
A.2.3.2 The Manin-Drinfeld theorem
In the discussions above, the non-cuspidal modular symbols (that is to say, the ones
corresponding to non-closed paths onX( )) have been left aside. I shall now examine
then more in detail.
Thanks to the integration pairing (A.2.3.7), a modular symbol f; g may be
seen as a linear form
R 











denote the space of linear forms on S2( ). The subgroup S2( ) M2( ) of cuspidal




of the modular curve
X( ), and so forms a full-rank lattice in S2( )















R. In other words, if




, then for every modular symbol
f; g 2 M2( ), there exists a unique family (i)16i62g 2 R2g of real coecients








as linear forms on S2( ).
The Manin-Drinfeld theorem, which I now present, asserts that these coecients
i are actually rational.
Theorem A.2.3.14 (Manin-Drinfeld). Let   be a congruence subgroup of SL2(Z).












In view of the Abel-Jacobi theorem A.1.2.15, this can be reformulated as follows:
Corollary A.2.3.15. If D 2 Div0  X( ) is a null-degree divisor supported by the
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The proof for general   may be found in [Lan95, section IV.2]. I shall give a
proof here for the case     1(N). This proof is eective, in that given  and , it









I shall use this in my main algorithm so as to accelerate the computation of the
period lattice of X1(N), cf. section B.3.2.
Proof. In this proof, I assume that     1(N) for some N 2 N. Let r 2 N be a
prime such that r  1 mod N . Then the diamond operator hri is the identity, so the






















and the right-hand side uses the identication of cuspforms in S2( ) with dierential
forms on X( ). Since clearly kfk = kfk for all f 2 S2( ) and  2 GL2(Q)+,
where k  k denotes the hermitian norm attached to the Petersson inner product with
respect to the congruence subgroup  \ 1 , the operator Tr #Gr = Tr  (r+1)
is invertible on S2( ) since an equality Trf = (r + 1)f would implyX
2Gr
f
 = kTrfk = k(r + 1)fk = X
2Gr
kfk
which by euclidian triangle equality means that the vectors f are all equal, so
agree with f , so in particular (taking  = [ r 00 1 ] 2 Gr) one would have f() = f(r),
hence by induction rnj ordq f for all n 2 N, whence f = 0. By duality, one deduces




Besides, since r  1 mod N , the criterion A.2.3.11 shows that for all  2 P1Q,
the cusps , r and =r are equivalent under  1(N) and hence under  . Since
[ 1 b0 1 ] 2  1(N) for all b 2 Z, it follows that for all  2 P1Q, the cusps  and  are
equivalent under   for all  2 Gr, whence
@
 
Tr   (r + 1)
f; g = @ X
2Gr
(f  ;   g   f; g)
!
= 0;
that is to say that the image of the morphism  = Tr   (r + 1): M2( )  ! M2( )




the identity on S2( )
_.
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A.3 Galois representations
To conclude this introductory part, I shall now describe the relation between mod-
ular forms and Galois representations, and exhibit some of the consequences of this
relation on modular forms.
A.3.1 Denitions and rst examples
A.3.1.1 Number elds, Galois groups, and representations
To begin with, let me x some notation. Let L=K be a Galois extension with Galois
group G of number elds with integer rings respectively ZK and ZL, let p be a prime
of K, and let P be a prime of L lying above p. Denote the corresponding residue
elds by Fp = ZK=p and FP = ZL=P.
The Galois group G acts transitively on the primes of L lying above p. The
stabiliser of P is called the decomposition group of P and is denoted by DP. It
identies with the Galois group of the local extension LP=Kp. Reduction modulo P
yields a surjective group morphism fromDP to the residual Galois group Gal(FP=Fp),
which is cyclic of order fP=p = [FP : Fp], generated by the Frobenius automorphism
x 7! xNp, where Np = #Fp is the numerical norm of p. The kernel of this morphism
is the inertia subgroup IP. It has order eP=p = ordP p, and identies with the inertia
subgroup of Gal(LP=Kp). Consequently, the extension L=K is said to be ramied at
P if IP is non-trivial, that is to say if eP=p > 1.
More generally, the so-called higher inertia subgroups I
(i)
P made up of the elements
of DP which induce the identity on ZL=Pi+1 form a nite decreasing ltration
IP = I
(0)
P  I(1)P  I(2)P    
of IP. The normal subgroup I
(1)
P of IP is called the wild inertia subgroup. I shall
denote it by WP = I
(1)
P , and the corresponding quotient by I
tame
P = IP=WP. Picking















so that ItameP is abelian and WP is actually the p-Sylow subgroup of IP, where p 2 N
is the prime number below P. In particular, WP is non-trivial if and only if p j eP=p,
in which case the extension L=K is said to be wildly ramied at P, and tamely
ramied (if ramied) else.
An element  2 DP reducing modulo P to the Frobenius automorphism of the






Since G acts transitively on the primes P above p, replacing the prime P used in
the constructions above by another one amounts to conjugating everything by some
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element of G. In particular, the ramication behaviour depends only on p, and not
on P. I shall write Dp, Ip, Wp, I
(i)
p , and so on to mean DP, IP, WP, I
(i)
P , and so on
for some P when the choice of this P does not matter. In particular, an element
 2 G which is a Frobenius element at some Pjp is called a Frobenius element at
p, and in what follows, I shall denote such an element, which is dened only up to





if the eld extension in consideration
is not clear.
Example A.3.1.1. LetK = Q, and let L = Q(`n) be the `n-th cyclotomic extension,
where ` is a prime. Let  be a primitive `n-th root of 1 in L. The extension L=K
is Galois of degree d = `n(1   1
`
), with Galois group G canonically isomorphic to
(Z=`nZ) by letting a 2 (Z=`nZ) correspond to  7! a.
The ring of integers of L is well-known to be ZL = Z[]. The element
a =
a   1
   1 = 1 +  +   + 
a 1
is clearly integral for all a 2 Z=`nZ; furthermore, if a is invertible in Z=`nZ, then
1=a can similarly be expressed as a polynomial in 
a and hence in , so that "a is a








the ideal l = `Z factors as Ld, where L = (1   )Z[]. In particular, the extension
L=K is totally ramied at `, hence G = I` and  = 1   is a uniformiser at `.
Since ZL = Z[], it suces to look at the Galois action on  to determine the
higher ramication ltration: an element  2 G = I` lies in I(i)` if and only if
ord
 
()   > i+ 1. Let a 2 (Z=`nZ) correspond to , and let m = ord`(a  1),
so that a = 1 + `mu for some u 2 (Z=`nZ) and
()   = (a 1   1) =  
lmu   1
 lm   1 (
lm   1)
has the same -adic valuation as  l
m   1. Now, by the same reasoning as above,
 l
m   1 is a uniformiser at ` for the eld E = Q(`m) = Q(`n m). Since L=K is
totally ramied at `, so is L=E, which implies
ord(

















) I(1)` =    = I(` 1)`| {z }
1+`Z
`nZ







`   
Finally, the extension L=K is unramied at other primes p 6= ` since Fp contains
`n distinct `n-th roots of 1. Since L=K is also abelian, the Frobenius element at p 6= `
is well-dened, and clearly corresponds to p mod `n 2 (Z=`nZ).
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Let Q be a xed algebraic closure of Q containing K, and consider a now possibly
innite extension L of K contained in Q = K. The extension L=K is Galois if it is
a compositum of nite Galois extensions, in which case the group




is endowed with the Krull topology, that is to say the pronite topology, which
makes G a compact topological group. In other words, a basis of this topology is
made up by the subsets U of Gal(L=K) of the form  1E (A) for some nite Galois
subextension E=K and some subset A of Gal(E=K), where E denotes the projection
Gal(L=K) // // Gal(E=K) . In particular, the subgroups Gal(L=E) for nite Galois
subextensions E=K form a basis of compact open neighbourhoods of Id 2 Gal(L=K).
The usual Galois theory extends into a correspondence between subextensions of
L=K and closed subgroups of Gal(L=K), for which nite subextensions correspond
to nite index subgroups. Moreover, the Cebotarev density theorem implies that
Frobenius elements are dense in G.
The above generalises to innite extensions L=K by seeing them as the com-
positum of their nite subextensions. In particular, in the case L = Q, the group
GK = Gal(Q=K) is called the absolute Galois group of K, and the decomposition
subgroup of a prime lying above p identies to Gal(Qp=Kp), which can hence be seen
as a subgroup of the absolute Galois group of K.
Denition A.3.1.2. Let R be a topological ring, and let n 2 N. A Galois represen-
tation of degree n is a continuous group morphism
 : GK  ! GLn(R);
where GK = Gal(K=K) denotes the absolute Galois group of K.
In the case n = 1, a representation
 : GK  ! GL1(R) = R
is called a Galois character.
Note that I only consider continuous Galois representations. In particular, the
kernel of such a representation  is a closed normal subgroup of GK , which corre-
sponds to a Galois extension L of K, which I call the eld cut out by . Its Galois
group is Im .
The Galois representation  is said to be unramied at a nite prime p of K
if  is trivial on the inertia subgroup of a prime P of Q lying above p. This does
not depend on P, since all the P's are conjugate, and the kernel of  is a normal
subgroup. Actually, it is clear that  is unramied at p if and only if the number
eld L it cuts out is unramied at p.
Remark A.3.1.3. Although the Frobenius element Frobp is dened only up to con-
jugacy and inertia, its image (Frobp) 2 GLn(R) lies in a well-dened conjugacy
(i.e. similarity) class if  is unramied at p. In particular, it makes sense to refer to
the trace, determinant, and characteristic polynomial of (Frobp). I shall even write
tr Frobp, det Frobp, and Frobp when  is clear from the context.
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In practice, I shall consider K = Q, n = 1 or 2, and three kinds of rings R:
 R = C endowed with the usual topology, in which case I shall refer to  as
a complex Galois representation, also known as an Artin representation. This
case turns out to be rather uninteresting, since GLn(C), unlike GQ, does not
have arbitrarily small subgroups13, so that the image of a complex Galois rep-
resentation is always nite. In particular, the eld cut out by such a represen-
tation  is a Galois number eld, and  ramies at nitely many primes.
 R = Q` (or a nite extension Kl thereof) endowed with the l-adic topology, in
which case I shall refer to  as an l-adic Galois representation. Unlike in the
complex case, the pronite topologies of GQ and GLn(Kl) are \compatible", so
that there do exist l-adic Galois representations with innite image as I shall
demonstrate shortly, making this case much more interesting. By compacity
of GQ, an l-adic representation is always conjugate to a representation with
values in GLn(Zl). In particular, it is tempting to reduce it modulo l, which
leads to the last case.
 R = F` (or a nite extension Fl thereof) endowed with the discrete topology,
in which case I shall refer to  as a mod l Galois representation. The image
of such a complex Galois representation is obviously nite. In particular, the
eld cut out by such a representation  is a Galois number eld, and  ramies
at nitely many primes. This kind of representation is especially well suited
for computational purposes.
Remark A.3.1.4. As mentioned above, every l-adic Galois representation
 : GQ  ! GLn(Kl)
is conjugate to a representation 0 with values in GLn(Zl), which one can reduce
modulo l to get a mod l Galois representation  with values in GLn(Fl). This repre-
sentation  may not not uniquely dened since 0 may not be not uniquely dened.
However, by the Brauer-Nesbitt theorem below, the semi-simplication ss of  over
F` is well-dened.
Theorem A.3.1.5 (Brauer-Nesbitt, cf. [Wei03, theorem 7.2.4] ). Let G be a nite
group, and let
1; 2 : G  ! GLn(F )
be two semi-simple representations of G of degree n with coecients in an alge-
braically closed eld F (of any characteristic). These representations are isomorphic
if and only if 1() has the same characteristic polynomial as 2() for all  2 G.
Although GQ is innite, this theorem does apply, since both 1 and 2 factor
through the nite quotient Gal(L1L2=Q) of GQ, where L1L2 denotes the compositum
of the Galois number elds L1 and L2 cut out respectively by 1 and 2.
In particular, if ss is irreducible over F`, then  = ss is well-dened.
13This comes from the fact that the exponential map exp: gln(C) = Matnn(C)  ! GLn(C) is
locally invertible at 0, so that a small enough subgroup of GLn(C) would be linearisable, and hence
could not stay near 0.
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A.3.1.2 Examples
Here are some classical examples of Galois representations.
Example A.3.1.6. Let  : (Z=NZ)  ! C be a Dirichlet character. Then the





N th cyclotomic extension allows to see  as a complex Galois character
 : GQ // // Gal
 
Q(N)=Q
  // (Z=NZ)  // C :
The number eld it cuts out is Q(N) if  is a primitive Dirichlet character, and a
subeld thereof in general. In particular,  is unramied outside N . For p - N , the
image of the Frobenius element Frobp by  is (p).
Let now ` 2 N denote a prime number.
Example A.3.1.7. The action of GQ on the `
th roots of unity in Q yields a mod `
Galois character
` : GQ // // Gal
 
Q(`)=Q
  // (Z=`Z)
called the mod ` cyclotomic character. It cuts out the number eld Q(`), and it is
ramied only at `. The image of the Frobenius element Frobp for p 6= ` is p mod `.
Example A.3.1.8. More generally, the action of GQ on group `1 of `-power roots
of unity in Q yields an `-adic Galois character
` : GQ // // Gal
 
Q(`1)=Q
  // Z`
called the `-adic cyclotomic character, whose reduction modulo ` is the mod ` cy-
clotomic character dened just above. It cuts out the number eld Q(`1), and it is
ramied only at `. The image of the Frobenius element Frobp for p 6= ` is p 2 Z` . In
particular, ` has innite image.
The following lemma shows the omnipresence of the cyclotomic characters.
Lemma A.3.1.9. Let  : GQ  ! F` be a Galois character which is unramied
outside `. Then  is a power of the mod ` cyclotomic character `.
Proof. If ` = 2, then  is trivial and the statement is vacuous. Assume now that
` > 3, and let L be the eld cut out by  . Since F` is abelian, so is the image of  , so
that L is a subeld of the maximal abelian extension of Q, which is the cyclotomic
extension Q(1) by the Kronecker-Weber theorem. Next, since  only ramies at `,
the same is true for L, which is thus a subeld of Q(`1) since for all m 2 N, Q(m)
is ramied exactly at the primes dividing m. Finally, the order of the image of  
divides the order `  1 of F` , hence is prime to `, so that L is a subeld of the eld
Q(`) xed by the `-Sylow subgroup of Gal
 
Q(`1)=Q
 ' Z` ' (Z=`Z)  Z`.
In order to give a less obvious example of Galois representation, I shall need the
following result (cf. [HS00, theorem C.1.4 and section C.2]):
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Theorem A.3.1.10. Let A be an abelian variety dened over a number eld K, let
p be a prime of K at which A has good reduction, and let p 2 N be the prime number
lying below p. Then for all n 2 N such that p - n, the reduction modulo p map
A(K)  ! A(Fp)
is injective on the n-torsion A[n](K) of A(K).
Example A.3.1.11. Let E be an elliptic curve dened over Q. The action of GQ on
E(Q) commutes with the group law on E since the latter is dened over Q, so that
GQ leaves the `-torsion subgroup E[`] of E(Q) invariant. Since E[`] is isomorphic to
Z=`ZZ=`Z as a group by A.1.2.16, the action of GQ on E[`] yields a mod ` Galois
representation
E;` : GQ  ! GL2(F`);
which clearly cuts out the number eld Q(P; P 2 E[`]) generated by the coordinates
of the points of E[`].
The conductor N 2 N of E is an integer which measures the properties of bad
reduction of E. In particular, if p - N , then E can be reduced modulo p into an
elliptic curve E dened over Fp. Let p 2 End(E) be the Frobenius endomorphism
on E, and dene
ap = p+ 1 #E(Fp) 2 Z:
If the endomorphism p   1 of E were not separable, then it would factor as f  p
for some f 2 End(E), but then one would have 1 = (f   1)  p, which is absurd
since p is not an automorphism (it is of degree p 6= 1). Therefore,
#E(Fp) = #Ker(p   1) = degsep(p   1) = deg(p   1);
and on the other hand one has
[deg(p 1)]E = \(p   1)(p 1) = ( bp 1)(p 1) = bpp p  bp+1 = [p]E p  bp+1
in End(E), so [ap]E = p+ bp and thus 2p app+p = 0 on E. If furthermore p 6= `,







is injective by theorem A.3.1.10, so the image of an element  2 Dp in Aut(E[`])
depends only on its image in Gal(Fp=Fp), which proves that E;` is unramied at p;
moreover, the identity Frob2p ap Frobp+p = 0 stands on E[`]. Besides, if P;Q 2 E[`]
form an F`-basis of E[`] with Weil pairing hP;Qi =  2 `, then
p = Frobp() = hFrobp(P );Frobp(Q)i = hP;Qidet E;`(Frobp)
as the Weil pairing on E[`], being dened over Q, commutes with the Galois action
and as it is an alternate pairing, so that det E;`(Frobp) = p mod `, and thus the
characteristic polynomial of E;`(Frobp) is
X2   apX + p 2 F`[X]:
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In particular, the trace of E;`(Frobp) is ap mod `, so the Galois representations
E;` can be used to compute the coecients ap, by letting ` vary and using Chinese
remainders. This is the central idea of Schoof's algorithm [Sch95], and also of the
algorithm presented in this dissertation.
More generally, one can consider the action of GQ on the `-adic Tate module
Ta`E = lim  
n2N
E[`n]
of E, where the transition maps are multiplication by `. Since Ta`E is isomorphic
to Z`  Z` as a group, this yields an `-adic Galois representation
E;` : GQ  ! GL2(Z`)
which is clearly continuous. The same reasoning as above shows that it is unramied
at p - `N and that the Frobenius element Frobp at any unramied p has characteristic
polynomial
X2   apX + p 2 Z`[X]:
J.-P. Serre proved in [Ser72] that if E is not a CM elliptic curve, that is to say
if End(E) is reduced to Z, then the image of E;` is open in GL2(Z`) (i.e. contains
1 + `nMat22(Z`) for some n 2 N) for all `, and is the whole of GL2(Z`) for almost
all `. In particular, the Galois representations E;` all have innite image.
A.3.2 The Dokchitsers' resolvents
Let  : GQ  ! GL(V ) be a mod ` Galois representation, where V is a 2-dimensional
vector space over the prime eld F` (` 2 N prime). In this section, I address the
problem of computing the image by  of the Frobenius elements Frobp 2 GQ, for the
primes p 2 N at which  is unramied. Of course, this image (Frobp) is only dened
up to conjugation, so I actually only characterise it in terms of its conjugacy class
in GL(V ) ' GL2(F`).
Let me rst explain how I assumed  to be given. Let L = QKer  be the number
eld cut out by , so that  embeds G = Gal(L=Q) into GL(V ). This yields an
action of G on V , and I shall assume that this action is transitive on V  f0g, which
means I exclude the degenerate cases of Galois representations with \small" image.
Pick then a point x1 2 V , let H = StabG x1 ( G be the stabiliser of x, and let
a 2 L be a primitive element for the subeld K = LH of L corresponding to H. The
following diagram illustrates the situation:
L
GL2(F`)G
H=[ 1 0  ]\G
K = Q(a)
Q
Then the stabiliser of a in G is exactly H, so that a has [G : H] = #(V  f0g) = `2 1
conjugates. Moreover, since G acts transitively on V   f0g, the formula
a()(x1) = (a);  2 G
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yields a well-dened, natural indexation of these conjugates by V   f0g, for which





(X   ax) 2 Q[X]:
This polynomial lies in Q[X] and is irreducible over Q since G acts transitively on
V  f0g, and L is the splitting eld of F (X) in Q since the action of GL(V ) on V  f0g
is faithful. Furthermore, the action of G on the roots ax of F (X) corresponds to the
natural action of GL(V ) on the points x of V   f0g. I may (and shall) thus assume
that the Galois representation  is given as the following data:
 An irreducible polynomial F (X) 2 Q[X],
 its roots in C (or in Qp for some prime p 2 N),
 an indexation of these roots by V   f0g, such that the action on GQ on them
corresponds to the -action of GQ on V   f0g.
In this framework, Tim and Vladimir Dokchitser's work [Dok10] can be adapted,
yielding the following result:
Theorem A.3.2.1. Let h(X) 2 Z[X] be a polynomial with integer coecients. For









lies in Q[X]. Furthermore, these resolvents  C(X) are pairwise coprime over Q
for a generic choice of h(X) amongst the polynomials of degree at most `2   2 with
coecients in Z. Let p 2 N be a prime such that F is p-integral and squarefree modulo
p, so that in particular,  is unramied at p. Dene u = tr Fp[X]
F (X)
=Fp
h(a)ap 2 Fp, where




. Then the resolvents
 C are also p-integral, and one has the implication
f;l(Frobp) 2 C =)  C(u) = 0 mod p:
Proof. If Im  is the whole of GL(V ), then this is a direct application of [Dok10,
theorem 5.3]. The idea is that if C is the similarity class of (Frobp), then each





for some ideal P of L lying above










If Im  is a strict subgroup of GL(V ), then the method still applies since the
similarity classes in Im  are unions of conjugacy classes of Im , so that the resolvents
 C(X) are products of resolvents as dened in [Dok10, theorem 5.3].
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The point of this is that if the resolvents  C are indeed pairwise coprime over Q,
and if p is very large, then it is likely that they remain pairwise coprime modulo p,
so that  C(u) vanishes in Fp for only one C, which must then be the similarity class
of (Frobp).
If, however, the resolvents fail to be pairwise coprime modulo p (which can occur
only for nitely many p), then  C(u) may vanish for several C, so that one cannot
tell in which class f;l(Frobp) lies. But at least this is easy to detect, so one is sure
never to get a wrong answer, although one may not be able to conclude for certain
values of p. Finally, the criterion is
 C(u) = 0 and  C0(u) 6= 0 for all C 0 6= C =) (Frobp) 2 C:
To compute the resolvents  C(X), one starts by computing the roots ax, which
are already known to some mild accuracy which is enough to tell them apart, to
a very high accuracy in C (or in Qp) by using Newton iteration on the equation
F (a) = 0. Then, one computes complex (or p-adic) approximations of the resolvents
 C(X), and nally, one recognises their coecients as rational numbers by using
continued fractions (or rational reconstruction). This is amenable since an a priori
multiple of their denominators in known beforehand, namely d(#C)(1+deg h), where d
is a common denominator for the coecients of F (X).
The practical computation of the resolvents  C(X) requires making explicit the
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Remark A.3.2.2. Note for future reference that the similarity classes of GL2(F`)
are represented unambiguously by their minimal polynomial. Giving this minimal
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polynomial in factored form over F` is a clear and compact representation of the
similarity classes, which I shall use to present tables of results of my computations,
cf. section C.1.
A.3.3 Modular Galois representations
A.3.3.1 Ramanujan congruences and Serre's insight








where  2 S12(1) is the normalised cuspform of level 1 and weight 12. Ramanujan
conjectured that this function satises congruences modulo certain prime numbers,
namely
 8n 2 N prime to 2, (n)  (n) mod 2,
 8n 2 N prime to 3, (n)  (n) mod 3,
 8n 2 N prime to 5, (n)  n(n) mod 5,
 8n 2 N prime to 7, (n)  n3(n) mod 7,
 8n 2 N, (n)  0 mod 23 if n is not a square modulo 23,




k and  = 1. These congruences were proved, but, as P.
Swinnerton-Dyer points out in [Swi72], the proofs \do little to explain why such
congruences occur". Besides,  does not seem to satisfy any simple congruence
modulo other primes.
J.-P. Serre then realised in 1967 (cf. [Ser69]) that this phenomenon would be
beautifully explained by the existence, for each prime ` 2 N, of a mod ` Galois
representation
;` : GQ  ! GL2(F`);
ramied only at `, and such that the Frobenius element at p 6= ` has trace
(p) mod `. Indeed, the determinant of ;` would then be a Galois character, hence
a power k` of the mod ` cyclotomic character according to lemma A.3.1.9. Be-
sides, the representations ;` would be likely to be surjective, or at least to have
a big image, for all but nitely many `. For these exceptional `, the image would
happen to be a small subgroup of GL2(F`), so that there would be relations be-
tween the trace and the determinant of the matrices in this image. Therefore, for
each p 6= `, from information about p mod `, one could deduce information about
the determinant det ;`(Frobp) = 
k
` (Frobp) = p
k mod `, hence about the trace
tr ;`(Frobp) = ap mod `; in other words, one would get a congruence relation mod-
ulo ` on the (p) for p 6= `, which would spread to the (n) for n prime to ` by
mutiplicativity of  . However, for almost all ` it would be impossible to get informa-
tion on (p) mod ` from p mod ` since the image of ;` would be (almost) the whole
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of GL2(F`), where it is impossible to get information on the trace from information
on the determinant. Similar Galois representations should exist for other newforms,
not only for .
Example A.3.3.1. For example, the congruence for (n) modulo 7 would stem from






with a = 1 and b = 4 or vice versa, since then for all p 6= 7,
(p)  tr ;7(Frobp) = 7(Frobp)a + 7(Frobp)b  pa + pb = p+ p4 = p3(p) mod 7;
whence (n)  n3(n) mod 7 for all n prime to 7 by multiplicativity of both sides.
Example A.3.3.2. Similarly, the congruence for (n) modulo 23 would stem from
the fact that the matrices in the image of the Galois representation ;23 are all
either diagonal or anti-diagonal in a xed well-chosen basis. Indeed, this would yield
a Galois character
 : GQ  ! 1
such that for all  2 GQ,  () = +1 when ;23() is diagonal, and  () =  1
when ;23() is anti-diagonal. The eld K cut out by  would then be a quadratic
number eld (since Im is of order 2), ramied only at 23 (since it is the case for
;23), whence K = Q(
p 23). Identifying Gal  Q(p 23)=Q with 1, this means
that the Galois character  would actually be
GQ
 // // Gal
 
Q(
p 23)=Q ' 1 :










for all p 6= 23 by quadratic reciprocity. In
particular, if p is not a square modulo 23, then  (Frobp) =  1, so that ;23(Frobp)
is anti-diagonal and hence has trace (p) mod 23 = 0.
J.-P. Serre's insight was proved true four years later by P. Deligne, who con-
structed the following Galois representations (cf. [Del71]):
Theorem A.3.3.3 (Deligne). Let




n 2 Sk(N; ")
be a newform of weight k, level N , and nebentypus ". Let Kf = Q(an; n > 2) be the
number eld generated by the q-expansion coecients of f . For each prime l of Kf ,
there exists an l-adic Galois representation
f;l : GQ  ! GL2(Zl);
which is unramied outside of `N (where Zl denotes the l-adic completion of the
integer ring on Kf , and ` 2 N is the prime number below l), and by which the
Frobenius element Frobp has characteristic polynomial
X2   apX + "(p)pk 1 2 Zl[X]
for all unramied prime p - `N .
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A.3.3.2 Arithmetic consequences
The existence of Galois representations attached to newforms as described above has
tremendous consequences on the arithmetic properties on the q-expansion coecients
of cuspforms.
Example A.3.3.4 ([Ser74]). For instance, it is not too dicult to prove that for
every cuspform f =
P
n>1 anq
n whose coecients an lie in the integer ring ZK of some
number eld K, and for any ideal a of K, the set of n 2 N such that an 6 0 mod a
has density zero, and actually that
#fn 6 x j an 6 0 mod ag = O(x= log x)
for some  > 0 when x! +1.
To see this, suppose rst that f is a newform, so that the coecients an are
multiplicative. Then, for every prime l of K and every v 2 N, the Cebotarev density
theorem applied to the Galois representation
GQ
f;l // GL2(Zl) // // GL2(Zl=lvZl)
indicates that the set Pl;v of primes p 2 N such that ap  0 mod lv has positive density
l;v > 0. Since the coecients an are multiplicative, one then has an  0 mod lv for
all n such that pkn for some p 2 Pl;v. A little analysis then shows that then number
of n 6 x for which this is not the case is O(x= logl;v x).
This extends to cuspforms since every cuspform is a linear combination of new-
forms up to nitely many coecients by (A.2.2.28).
Example A.3.3.5. P. Deligne's construction A.3.3.3 also shows that the Weil con-
jectures (cf. [Wei49]) imply the Ramanujan-Petersson conjecture, which says that
if








is a newform of weight k, then
j(ap)j 6 2p k 12 (A.3.3.6)
for all p 2 N prime and every embedding  of Kf = Q(an; n > 2) into C. For
instance, in the case of f = , this would say that (p) 6 2p11=2. P. Deligne again
proved the Weil conjectures a few years later (cf. [Del74, Del80]), and hence the
Ramanujan-Petersson conjecture too. Note that the multiplicativity (A.2.2.20) of
the an imply that
j(an)j 6 0(n)n k 12 (A.3.3.7)
for all n 2 N and all , where 0(n) denotes the number of positive divisors of n.
One has d(n) = O(n) for all  > 0 (cf. for instance [HW08, ch. XVIII, theorem





for all  > 0 when n ! +1. Note that one can prove by elementary means (cf.
[DS05, proof of proposition 5.9.1]) that an(f) = O(n
k=2).
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Finally, P. Swinnerton-Dyer proved (cf. [Swi72] or [Ser73]) that for each newform
f whose q-expansion coecients are rational (i.e. lie in Z), there are only nitely
many primes ` 2 N such that the image of the associated mod ` Galois representation
f;` does not contain SL2(F`), which implies that there exist only nitely many ` such
that the coecients of f satisfy Ramanujan-style congruence relations modulo `.
Remark A.3.3.8. According to Maeda's conjecture, for all k, the newforms in Sk(1)
form a single Galois orbit, so that in particular a newform has rational coecients
only if the space Sk(1) it lies in has dimension 1. By the dimension formulae given in
theorem A.2.2.10, there are only six such newforms: , E4, E6, E8, E10 and
E14, of respective weights k = 12, 16, 18, 20, 22 and 26. Maeda's conjecture has
been tested successfully for all k up to 2000 by D. Farmer and K. James in [FW02].
I now present a sketch of P. Swinnerton-Dyer's proof, following the presentation
of [Swi72]. To simplify matters, I assume henceforth that ` > 5. I shall denote
reduction modulo ` by a bar, and the weight of f by kf .
Denition A.3.3.9. A prime ` 2 N is exceptional for f if the image of the associated
mod ` Galois representation f;` does not contain SL2(F`).
To begin with, it is natural to wonder what the possible images of a mod ` Galois
representations are. Dene a Borel subgroup of GL2(F`) to be a subgroup conjugate
to the subgroup of upper triangular matrices, and a Cartan subgroup to be a subgroup
which is either conjugate to the subgroup of diagonal matrices, in which case it is said
to be split and is isomorphic to F`  F` , or conjugate in GL2(F`2) to the subgroup
of GL2(F`2) made of matrices of the form [ a 00 a0 ] where a0 = a` is the conjugate of
a by the Frobenius automorphism x 7! x`, in which case it is said to be non-split
and is isomorphic to F`2 . The normaliser of a Cartan subgroup C either swaps the
two eigenlines of C or leaves them invariant, so C has index 2 in it, whereas a Borel
subgroup is its own normaliser.
Example A.3.3.10. For instance, the representation ;7 studied in example A.3.3.1
has values in a Borel subgroup, whereas the representation ;23 studied in example
A.3.3.2 has values in the normaliser of a split Cartan subgroup.
One then has the following classication of subgroups of GL2(F`), due to Dixon:
Proposition A.3.3.11. Let G be a subgroup of GL2(F`). If its order is divisible by
`, then G either contains SL2(F`) or is contained in a Borel subgroup. Else, letting
PG denote the image of G in PGL2(F`), then either
(i) PG is cyclic, and G is contained in a Cartan subgroup, or
(ii) PG is dihedral, and G is contained in the normaliser of a Cartan subgroup but
not in the Cartan subgroup itself, or
(iii) PG is isomorphic to the symmetric group S4, or to the alternating group A4
or A5.
The proof is fairly standard, cf. [Swi72, lemma 2].
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However, some of these subgroups cannot be the image of a f;`.
Lemma A.3.3.12. Let G be the image of f;`. Then G cannot be contained in a
non-split Cartan subgroup, and PG cannot be isomorphic to A4 nor A5.
Proof. Let c 2 GQ be the complex conjugation corresponding to some embedding
of Q in C. Then f;`(c) 2 G is an involutory matrix of GL2(F`), of determinant
det f;`(c) = 
kf 1
` (c) = ( 1)kf 1 =  1 since kf is even, so its eigenvalues are 1 and
 1. In particular, it cannot lie in a non-split Cartan subgroup.







G det // F` // // F`=(F`)2 ' 1 :
It is non-trivial again because kf is even, so G has a subgroup of index 2. But neither
A4 nor A5 do.
Corollary A.3.3.13. Let G be the image of f;`. If ` is an exceptional prime for f ,
then either
(i) G is contained in a Borel subgroup, or
(ii) G is contained in the normaliser of a Cartan subgroup but not in the Cartan
subgroup itself, or
(iii) the image PG of G in PGL2(F`) is isomorphic to the symmetric group S4.
Indeed, a split Cartan subgroup can be seen as a subgroup of a Borel subgroup.
At this point, it is already apparent that if ` is an exceptional prime for f , then
the image of f;` will be small enough for non-trivial relations to exist between the
trace and the norm of elements of its image G, whence Ramanujan-like congruences
for the coecients an of f . In other words, the subgroups of GL2(F`) which do not
contain SL2(F`) all turn out to be suciently small for Ramanujan-like congruences
to exist, which explains Serre's insight [Ser69]. Note that this also limits the kind of
congruences which may occur:
Corollary A.3.3.14. Let ` be an exceptional prime for f . Then the three cases
listed in the above corollary respectively imply
(i) There exists an integer a such that 0 6 a < kf   1   a and that
an  nakf 1 2a(n) for all n 2 N prime to `.
(ii) an  0 for all n 2 N which are not a square modulo `.
(iii) For all prime numbers p 6= `, a2p
p




kf 1  0 or 2 mod ` else.
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Proof. (i) This is a generalisation of example A.3.3.1: by hypothesis, after conju-
gation by a xed matrix, the image of f;` is made up of upper triangular matri-
ces, so that in particular the diagonal entries are Galois characters, hence of the
form a` and 
b
` by lemma A.3.1.9. Besides, their product is det f;` = 
kf 1
` , so
that a+ b  kf   1 mod `  1. One can assume without loss of generality that
a+ b = kf   1, and that a < b (a and b cannot be equal since their sum kf   1
is odd). Then for all p 6= `,
ap mod ` = tr f;`(Frobp) = 
a
` (Frobp) + 
kf 1 a
` (Frobp)
= pa + pkf 1 a = pakf 1 2a(p);
and this congruence spreads to all n 2 N prime to ` by multiplicativity.
(ii) This is a generalisation of example A.3.3.2: by hypothesis, after conjugation
by a xed matrix, the image of f;` is made up of matrices which are either
diagonal or anti-diagonal, which yields a Galois character
 : GQ  ! 1
such that for all  2 GQ,  () = +1 when f;`() is diagonal, and  2 GQ,
 () =  1 when f;`() is anti-diagonal. Since  factors through f;`, the
number eld K it cuts out is contained in the number eld cut out by f;` and
so ramies only at `, and it is a quadratic number eld since Im is of order 2.
But there is only one quadratic number eld ramied only at `, namely Q(
p
`)
where ` = ( 1) ` 12 `, so  is actually
GQ





 ' 1 :










for all p 6= ` by quadratic reciprocity.
In particular, if p is not a square modulo `, then  (Frobp) =  1, so that
f;`(Frobp) is anti-diagonal and hence has trace ap mod ` = 0. Since the an are
multiplicative, one therefore also has an  0 mod ` if there exists a prime pkn
which is not a square modulo `, and thus a fortiori if n is not a square mod `.





factors through PGL2(F`). Now, the elements of S4 are of order n = 1; 2; 3 or
4, and a matrix M whose image in PGL2(F`) has such order n is killed by a
polynomial of the form (X   a)n 2 F`[X] for some a 2 F` , which is separable
since I assumed ` > 5. This implies that such a matrixM is semi-simple, hence





for some root of unity  2 F`
of exact order n. One then nds that (M) = 4; 0; 1; 2, respectively. Besides,
a reasoning similar to case (ii) shows that the image of Frobp lies in A4 if and
only if p is a square modulo `. In this case, it has order 1, 2 or 3, else, it has
order 2 or 4.
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I shall now eectively prove that each of these cases can happen for only nitely
many `. Let



















This is NOT a modular form, and actually M2(1) = f0g. However,











on q-series, and let @ = 12   kE2 be the operator
f 7 ! 12f   kE2f
for f 2Mk(1). Then for all k > 4, @ maps Mk(1) to Mk+2(1).
Unfortunately, the operator  does not necessarily transform modular forms into
modular forms since E2 is not modular. However, the situation is much more pleasant
modulo `. To see that, let M
(`)
k (1) denote the subset of Mk(1) made up of forms
whose q-expansion coecients are all `-integral, in other words, the Z(`)-span of
the so-called Miller basis of Mk(1) (cf. [Ste07, section 2.3]), where Z(`) denotes the
localisation of Z at `. The Von-Staudt congruences on Bernoulli numbers (cf. [Lan95,
theorem X.2.1]) imply that Ek 2 M (`)k (1) for all k, and that Fk 2 M (`)k (1) except
if (`   1)j2k; furthermore, one has E` 1  1 mod ` and E`+1  E2 mod `, so E2






k (1) = Z(`)[E4; E6]




















n 2M (`)k (1)
)
;
one gets a morphism of F` algebras









which is no longer injective since E` 1  1 mod `. Actually, to quote J.-P. Serre, this
is \the only relation" between modular forms modulo `:
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Theorem A.3.3.16 (cf. [Swi72, theorem 2(iv)]). The kernel of  is the ideal of M
generated by E` 1   1.
In particular, M inherits a Z=(`   1)Z-graduation from M . Besides, since
E`+1  E2 mod `, one has
12f = @f + kE2f = E` 1@f + kE`+1f (A.3.3.17)
for all f 2 Mk(1), so that  now preserves modular forms modulo `, and is actually
a homogeneous operator of degree 2 on M .
A graded element f of M is the sum of reductions modulo ` of forms whose
weights all agree modulo `  1. Multiplying these forms with powers of E` 1, I can
arrange for all of their weights to be equal, so that f is the reduction modulo `
of a modular form f 2 M (`)k (1) whose weight k 2 N reduces modulo `   1 to the
graduation of f . The minimal such k is called the ltration of f , and is denoted
by w(f) 2 N. Equation (A.3.3.17) above hints at how the operator  changes the
ltration:
Lemma A.3.3.18. For every graded element f of M , one has w(f) 6 w(f)+`+1,
with equality unless ` jw(f).
Proof. The rst part is clear form equation (A.3.3.17). The second part comes from
the fact that the ltration can drop only by getting rid of the E`+1-part in (A.3.3.17),
which can only happen if k  0 mod `; cf. [Swi72, lemma 5 (ii)] for the details.
Using this, one can bound eectively the possible exceptional values of ` for each
of the three cases listed above in corollary A.3.3.14.
Theorem A.3.3.19. The cases listed in corollary A.3.3.14 can only occur, respec-
tively, if
(i) ` < kf or ` divides the numerator of the Bernoulli number bkf ,
(ii) ` < 2kf ,
(iii) for all primes p 6= `, ` divides either a2p, a2p  pkf 1, a2p  2pkf 1 or a2p  4pkf 1.
Proof. (i) Possibly after swapping a and b = kf   1   a, one is in the situation
where there exist integers a and b such that 0 6 a < b < `  1, a+ b = kf , and
the q-expansion coecients an of f satisfy
8n 2 N prime to `; an  nab a(n) mod `:
This can be rewritten as
f = a+1Fb a+1;
where an extra  has been applied on both sides in order to kill the terms
whose rank is divisible by `; however, the case a = 0, b = `  2 must be treated
separately since F` 1 is not `-integral. Now the left hand side has ltration
at most kf + ` + 1 by lemma A.3.3.18; on the other hand, Fb a+1 clearly has
ltration b  a+1, and if b  a > 1 one sees by induction on i 6 a+1 that the
ltration of iFb a+1 is exactly b  a+1+ i(`+1) because one is in the case of
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equality in lemma A.3.3.18 every time. Therefore, leaving the case b   a = 1
aside,
kf + `+ 1 > b  a+ 1 + (a+ 1)(`+ 1);
hence b+ a`+ 1 6 kf . Assume now that ` > kf on the top of that. Then this
forces a = 0, whence
f = Fkf :
If f and Fkf did not agree, then f   Fkf would have ltration kf , whence
0 = w(0) = w
 
(f   Fkf )

= k + `+ 1
by lemma A.3.3.18, which is impossible. So f and Fkf agree modulo `, and in
particular Fkf has no constant term modulo `, so that ` divides the numerator
of bkf . The special cases b  a = `  2 and b  a = 1 are dealt with similarly.




If ` > 2kf , then w(f) = kf and hence w(
if) = kf + i(` + 1) for i 6 `+12 by
induction since one is every time in the case of equality of lemma A.3.3.18.
Comparing weights on both sides then yields






This yields a decision process to determine and test all possible exceptional primes
` of kind (i) and (ii) for each newform f of level 1 with rational coecients: test the
nitely many possible exceptional values of `, and use the Sturm bound A.2.2.31 to
prove an exceptional congruence f = a+1Fb a+1 or f = 
`+1
2 f whenever suspected.
On the other hand, exceptional primes of type (iii) are not harder to detect but are
harder to prove, since they cannot be translated in terms of the  operator, so that
the Sturm bound does not apply.
Example A.3.3.20. Let me apply this to f =  for instance. Since kf = 12,
(i) can only occur for ` < 12 or ` = 691 since b12 =   6912730 . The Ramanujan
congruences for (n) show that the values ` = 2; 3; 5; 7 and 691 are indeed
exceptional of this type. On the other hand, ` = 11 is not exceptional of type
(i), since (2) =  24 and there exists no 0 6 a < 6 such that 2a + 211 a is
congruent to  24 mod 11.
(ii) can only occur for ` < 24. It actually does not for ` = 2; 3; 5; 7 since these are
exceptional of type (i) as shown just above, which is incompatible with type
(ii). On the other hand, the Ramanujan congruence for (n) modulo 23 shows
that ` = 23 is indeed exceptional of type (ii). In order to rule out ` = 13; 17
or 19, it suces to nd for each of those ` a prime p such that (p
`
) =  1 and
` - (p). One can take p = 2 for ` = 11 and 19, and p = 3 for ` = 13.
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f kf
Exceptional
primes of type (i)
Exceptional
primes of type (ii)
Exceptional
primes of type (iii)
 12 2, 3, 5, 7, 691 23 -
E4 16 2, 3, 5, 7, 11, 3617 31 59
E6 18 2, 3, 5, 7, 11, 13, 43867 - -
E8 20 2, 3, 5, 7, 11, 13, 283, 617 - -
E10 22 2, 3, 5, 7, 13, 17, 131, 593 - -
E14 26 2, 3, 5, 7, 11, 17, 19, 657931 - -
Table A.3.3.21: The exceptional primes for the rational newforms of level 1
(iii) Taking p = 2 and examining the prime divisors of (p)2, (p)2 p11, (p)2 2p11
and (p)2   4p11, one sees that this case can only occur for ` = 2; 3; 5; 7; 11; 17;
or 23. Similarly, taking p = 3 reveals that this case can only occur for
` = 2; 3; 5; 7; 11; 23; 61; 181; or 359. Taking the intersection, the only possi-
bilities left are ` = 2; 3; 5; 7; 11; or 23, which have already been seen to be of
kind (i) or (ii).
Applying this process to all the newforms of level 1 with rational coecients leads
to table A.3.3.21.
Remark A.3.3.22. Fortunately, it turns out that there is only one exceptional prime
of type (iii), namely ` = 59 for E4. P. Swinnerton-Dyer detected it and conjectured
that it was exceptional of type (iii) in [Swi72], and this was proved a few years later
by K. Haberland (cf. [Hab83, Kapitel 3]).
I can now explain what I meant when I claimed that, unlike for Eisenstein series,
there is no simple formula for the coecients an of cuspforms: the Galois represen-
tations attached to them generally have non-abelian images, so that the coecients
an cannot be computed by using class eld theory in the number elds cut out
by these representations. On the contrary, it is possible to construct Galois repre-
sentations attached to Eisenstein series as direct sums of Galois characters. These
representations are then reducible and have abelian image, so that class eld theory
should be able to express the coecients of Eisenstein series with characters, and
indeed the formulae for coecients of Eisenstein series are based on characters, as I
demonstrated in section A.2.2.3.
A.3.3.3 Geometric realisation
Even though there are no such closed formulae for the coecients an of cuspforms, it
is still possible to compute these coecients. One possible approach consists in using
modular symbols, as demonstrated in section A.2.3 (cf. example A.2.3.12). Another
approach, originally due to J.-M. Couveignes and B. Edixhoven (cf. [CE11]) and
which is the central topic of this thesis, is to use the Galois representations attached
to newforms, and especially the fact that they allow to recover the coecient ap of a
newform for p prime as the trace of the image of the Frobenius element Frobp. One
can then deduce the coecients an of this newform thanks to the multiplicativity
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relations (A.2.2.20), and hence compute the coecients an of any cuspform by ex-
pressing it as a linear combination of forms directly related to newforms of possibly
lower level as in (A.2.2.28).
In order to compute such Galois representations, I need to describe them more
explicitly so as to get a computational grasp on them, and this is what I shall now do.
More precisely, I shall sketch a construction of G. Shimura's (cf. [Shi71, chapter 7])
which corresponds to the case of weight k = 2 of theorem A.3.3.3. This construction
was later generalised to higher weights by P. Deligne as he proved theorem A.3.3.3,
but this generalisation uses advanced algebraic geometry techniques which are not
well-suited for computational purposes. On the other hand, the case k = 2 is easier
to handle thanks to the relationship between the space S2( ) of cuspforms of weight









. As a consequence,
I shall rst sketch Shimura's construction in weight k = 2 in elementary terms, and
then show how to adapt it to higher weights. The price of this is that I shall only
show how to construct the mod ` Galois representations attached to higher-weight
newforms, instead of the `-adic ones.
The case of weight k = 2
To be precise, I shall now sketch the proof of the following theorem:







be a newform of weight
2, let Kf = Q(an; n > 2) be the number eld spanned by its q-expansion coecients,
and let l be a prime of degree 1 of Kf lying over a prime ` 2 N which is prime to
the level N and such that the mod l Galois representation f;l attached to f mod l is
not exceptional (that is to say such that its image contains SL2(Fl)). Denote by
f;l : T // ZKf // // Fl ' F`
the mod l eigenvalue system of f , that is to say the ring morphism mapping the Hecke
operator Tn to an mod l for all n 2 N, where T = T2;N is the Hecke algebra of weight






T   f;l(T )

jJ1(N)[`]
of the `-torsion J1(N)[`] of the jacobian J1(N) of the modular curve X1(N) is of
dimension 2 over F`, is stable under Galois, and the Galois action on its points
yields a mod ` Galois representation
 : GQ  ! GL(Vf;l) ' GL2(F`)
which is isomorphic to f;l.
The proof follows the same lines as the study A.3.1.11 of the Galois representation
aorded by the torsion of an elliptic curve. The idea is the following (cf. [DDT95,
sections 1.6 and 1.7]).




. As explained in remark A.2.3.13, the involution  7!  
of H induces an involution on  and hence splits  into two eigen sublattices +
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and   (note that +    will not in general be the whole of , but merely a
sublattice of nite index). Then the Q-vector spaces 

Z





, which is a free T

Z
Q-module of rank one by

















Q-module of rank 2.
Let now




be the Tate module of J1(N), where the transition maps are the multiplication by `,












Q`. Since J1(N)[`n] = 1`n=
by the analytic construction of the jacobian (cf. section A.1.2), the above shows that
V`J1(N) is a free T

Z
Q`-module of rank 2. Since J1(N) is an abelian variety over Q
and since the action of the Hecke operators T 2 T on J1(N) is also dened over Q,
the Galois action commutes with the group law of J1(N) and with the Hecke action,
and thus yields a Galois representation












Let p - `N be a prime number, and let Frobp 2 GQ be a Frobenius element at p.
I shall now prove that N;` is unramied at p and that the characteristic polynomial
of N;`(Frobp) is
























is injective by theorem A.3.1.10, so the image of an element  2 Dp in Aut(E[`])
depends only on its image in Gal(Fp=Fp), which proves that N;` is unramied at






, where p denotes the Frobenius automorphism x 7! xp in
characteristic p. Multiplying by p, one nds that p satises the relation
2p   Tpp + phpi = 0
on J1(N)Fp [`
n], so Frobp satises the relation
Frob2p Tp Frobp+phpi = 0
on J1(N)[`
n] since the right morphism on (A.3.3.24) is injective, and hence on
V`J1(N) since n 2 N is arbitrary.
In order to prove that this is the characteristic polynomial of N;`(Frobp), it
suces to show that the trace of N;`(Frobp) is Tp. In the beginning of section A.2.1.2,
A.3. GALOIS REPRESENTATIONS 123
I constructed the Weil pairing on an elliptic curve, but a similar construction exists
on any jacobian, yielding in the present case a Galois-equivariant non-degenerate
alternate Z=mZ-pairing
h; i : J1(N)[m] ^ J1(N)[m]  ! m
for allm 2 N. Takingm = `n, n 2 N, and passing to the limit yields a non-degenerate
alternate Z`-pairing
h; i : Ta` J1(N) ^ Ta` J1(N)  ! lim  
n2N
`n ' lim  
n2N
Z=`nZ = Z`
which one extends into a non-degenerate alternate Q`-pairing
h; i : V`J1(N) ^ V`J1(N)  ! Q`:
I mentioned in remark A.2.2.19 that the adjoint of a Hecke operator T 2 T with
respect to the Petersson inner product is WNTWN , and one can show by a proof
following the same lines that WNTWN is also the adjoint of T with respect to the
Weil pairing. Therefore, the pairing
[; ] = h;WN i : V`J1(N) ^ V`J1(N)  ! Q`
is a perfect T

Z












x 7 ! [x; ]:
It is a general property of the Weil pairing that the adjoint of an isogeny  is the
dual isogeny b. In particular, the adjoint of p on J1(N)Fp is bp = p 1p , so by theorem
A.3.1.10 the adjoint of Frobp with respect to the Weil pairing h; i on V`J1(N) is
pFrob 1p , and hence the adjoint of Frobp with respect to the modied pairing [; ]
is pWN Frob
 1
p WN . Since WN acts on X1(N) by (E;P ) 7! (E=hP i; Q+ hP i) where
Q 2 E[N ] is such that the Weil pairing of P and Q on E is a xed primitive N th root
of 1, and since Frobp raises roots of 1 to the p, one sees that WN Frob
 1
p WN(E;P ) = 
EFrob
 1
p ; pFrob 1p (P )

, that is to say WN Frob
 1
p WN = hpiFrob 1p . It follows that




2 tr Frobp = trFrobp+tr(phpiFrob 1p ) = trTp = 2Tp;
where the middle equality stems again from the Eichler-Shimura relation A.2.1.20.
This proves that the characteristic polynomial of N;`(Frobp) is









Consider now the annihilator If of f in T,
If = fT 2 T j Tf = 0g;
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and let Af = J1(N)=If . This is an abelian veriety over Q of dimension d = [Kf : Q],
















spanned over C by the Galois conjugates of f , and
f = =If is the lattice of S
_
f = HomC(Sf ;C) formed by the periodsZ
















where the product ranges over the GQ-orbits [f ] of newforms f of level Nf jN , and
where 0(n) denotes the number of positive divisors of n.
By construction, End(Af )

Z
Q contains Kf , and an acts on Af as Tn; in particular
"(d) acts on Af as hdi, where " denotes the nebentypus of f . In other words, the
























lij`Kf;li , where Kf;li denotes the li-adic completion
of Kf and the li are the primes of Kf lying above `. Therefore, the Galois action on
V`Af yields a Galois representation









which is unramied at p - `N and such that the characteristic polynomial of the
image of Frobp is








In particular, by considering the `-torsion instead of the Tate module, one sees
that the Galois action yields a Galois representation
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which is unramied at p - `N and such that the characteristic polynomial of the
image of Frobp is






Taking the f;l eigen subspace of J1(N)[`] amounts to selecting the factor of
[f ];` corresponding to f and l. As the level N was assumed to be prime to ` (note
that this is the only place where I use this hypothesis in this whole construction of
f;l), and since f;l is irreducible over F` as l is not an exceptional prime for f by
assumption, [Edi92, theorem 9.2] ensures that Vf;l is of dimension 2 over Fl ' F`.
As a consequence, the Galois action on it yields a mod ` Galois representation 
whose semi-simplication over F` is, by the Brauer-Nesbitt theorem A.3.1.5 and the
Cebotarev density theorem, isomorphic to the one of f;l. But since f;l is irreducible
over F`, it is equal to its own semi-simplication, and so  is irreducible and is
isomorphic to f;l as claimed.
The case of higher weight
I shall now explain how the above construction of the mod l representation at-
tached to a newform of weight 2 can be extended to newforms of higher weight. More
precisely, I shall prove the following result:
Theorem A.3.3.26. Let f = q+
P
n>2 anq
n 2 Sk(N; ") be a newform of even weight
k > 4 and of level N 6= 3; 4, let Kf = Q(an; n > 2) be the number eld spanned by
its q-expansion coecients, and let l be prime of degree 1 of Kf such that the mod l
Galois representation f;l attached to f mod l is not exceptional (that is to say such
that its image contains SL2(Fl)), that k < `, and that N is prime to `, where ` 2 N
is the prime lying below l. Denote by
f;l : T // ZKf // // Fl ' F`
the mod l eigenvalue system of f , that is to say the ring morphism mapping the Hecke
operator Tn to an mod l for all n 2 N, where T = Tk;N is the Hecke algebra of weight






T (2;`N)n   f;l(T (k;N)n )

jJ1(`N)[`]
of the `-torsion J1(`N)[`] of the jacobian J1(`N) of the modular curve X1(`N), where
T
(w;M)
n denotes the Hecke operator Tn in weight w and level M . Then Vf;l is of
dimension 2 over F`, is stable under Galois, and the Galois action on its points
yields a mod ` Galois representation
 : GQ  ! GL(Vf;l) ' GL2(F`)
which is isomorphic to f;l.
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Note that this time I am looking for f;l in the `-torsion of J1(`N) instead of
J1(N). The reason for this is the following result of B. Gross's (cf. [Gro90, theorem
9.3.2]), which roughly says that I can nd a newform f2 of weight 2 but of higher
level `N which is congruent to f modulo `:
Proposition A.3.3.27. Let f be a newform of even weight k > 4 and level N 6= 3; 4,
let l be a prime of the number eld Kf = Q(an; n > 2) spanned by its q-expansion
coecients, and x an embedding  : Fl ,! F` of Fl into a xed algebraic closure F`
of F`. If k < ` and if N is prime to the prime number ` 2 N lying below l, then
there exists a newform f2 of weight 2, level `N and nebentypus "2, a prime l2 of


















for all n 2 Z.
Let (f2; l2) be such data corresponding to f and l (there is no choice for the
embeddings  as l is of degree 1), so that f;l(T
(k;N)
n ) = an(f) mod l = an(f2) mod
l2 = f2;l2(T
(2;`N)














T (2;`N)n   f2;l2(T (2;`N)n )

jJ1(`N)[`] = Vf2;l2 :
Although the level `N is obviously no longer prime to `, [Edi92, theorem 9.2] still
applies thanks to the hypothesis k < `, and ensures that Vf;l is of dimension 2 over
F`. By the very same reasoning as in the case of weight k = 2, one then sees that
Vf;l is invariant under Galois, and moreover that the Galois action on it aords the
mod l2 Galois representation f2;l2 attached to f2 mod l2. In particular, for all p - `N ,
this representation is unramied at p, and the characteristic polynomial of the image
of Frobp is
X2   ap(f2)X + p"2(p) 2 Fl2 [X]:
The relation between "2 and " implies that it may be rewritten as
X2   ap(f)X + pk 1"(p) 2 Fl[X];
which is the characteristic polynomial of the image of Frobp by f;l. The Cebotarev
density theorem and the Brauer-Nesbitt theorem A.3.1.5 then imply that f;l, which
is irreducible and a fortiori semi-simple over F` by hypothesis on l, is isomorphic
to the semi-simplication of f2;l2 . Therefore, f2;l2 is irreducible, hence semi-simple,
and so f2;l2 and f;l are isomorphic and the proof of theorem A.3.3.26 is complete.
Remark A.3.3.28. There is no need to actually compute the newform f2 of weight 2
at any point; its mere existence is enough to justify the above construction A.3.3.26.
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A.3.4 The Serre conjecture
As I have illustrated in section A.3.3.2, the mod ` Galois representation f;l attached
to a newform f 2 Sk(N; ") is usually14 irreducible. It is moreover odd, which means
that det f;l(c) =  1 for all c 2 GQ corresponding to the complex conjugation for
some embedding of Q in C. Indeed, det f;l(c) = `(c)k 1"(c) =  1 since k and "
must have the same parity (cf. remark A.2.2.14).
In a famous 1987 article [Ser87], J.-P. Serre conversely conjectured that every
irreducible and odd mod ` Galois representation
 : GQ  ! GL2(F`)
is modular, that is to say is isomorphic to f;l for some newform f and some prime
l of Q above `. Even better, he gave recipes to compute from  a weight k, a level
N and a nebentypus " such that there should exist a newform f 2 Sk(N; ") such
that   f;l for some l. I describe these recipes in detail below.
In 2009, C. Khare and J.-P. Wintenberger managed to prove Serre's conjecture,
cf. [KW09].
A.3.4.1 The level and the nebentypus
I rst introduce the Artin conductor of a Galois representation , which is a measure
of the ramication of this representation. The level N attached to  by Serre will
be a slight modication of the Artin conductor N() of .
Denition A.3.4.1. Let V be a nite-dimensional vector space over a eld F , and
 : GQ  ! GL(V )
be a Galois representation with nite image. For each prime p 2 N, consider the
higher ramication subgroups
GQ  Dp  Ip = I(0)p  I(1)p  I(2)p    
corresponding to some prime of the number eld cut out by  and lying above p,
and for each i > 0 let V (i)p = V (I
(i)
p ) denote the subspace on which the higher inertia
subgroup I
(i)
p acts trivially, so that there is an increasing ltration
V (Ip) = V (0)p  V (1)p  V (1)p     = V
with V
(i)
















14More precisely, one can show that if f is not CM, that is to say if f 6= f
 for every non-trivial
Dirichlet character , then f;l is exceptional for nitely many l. Note that a newform of level 1 is
never CM by theorem A.2.2.34.
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This sum is actually nite, and it is a deep result of Artin's that its value is an
integer. As a consequence, N() is an integer divisible only by the ramied primes.
Example A.3.4.2. Let  : (Z=NZ)  ! F  be a Dirichlet-like character. It can be
seen as a Galois character, by composing it with the canonical morphism




Assume furthermore that  is primitive, that is to say that it does not factor through
(Z=N 0Z) for any strict divisor N 0 of N . Then the Artin conductor N() of  seen
as a Galois character is equal to N . In other words, the conductor of a Dirichlet
character is the same as the Artin conductor of the corresponding Galois character.
To see this, write N =
Q
p p







Then, since  is primitive, for each p,  is trivial on 1 + pnZp  Zp if and only
if n > np, which by example A.3.1.1 means that  is trivial on I(i)p if and only if






























else. Thus n(; p) = np in each case, whence N() = N .
Back to the case of a Galois representation
 : GQ  ! GL2(F`);






Example A.3.4.3. In particular, a representation  which is ramied only at `
comes from a form of level N = 1.
Clearly, the Artin conductor of the Galois character det  divides the one of .
Besides, det  is at most tamely ramied at `, since its image, being a nite subgroup
of F` , is of order prime to `, so that it cuts out a Galois number eld of degree prime
to `. As a consequence, n(det ; `) 6 1, so that the Artin conductor N(det ) divides




 ' bZ, hence can be seen as a (not necessarily primitive) character
modulo `N according to example A.3.4.2. Since ` and N are coprime, det  can be
factored into a product ", where  is a character modulo `, thus of the form x 7! xh
for some h 2 Z=(`  1)Z upon identication of (Z=`Z) with F` , and " is a character
modulo N. The nebentypus " is then dened to be this ".
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A.3.4.2 The weight
While the level N is dened by the ramication of  away from `, the weight k is
dened by the ramication behaviour of  at `. So let D`  GQ be the decomposition
subgroup corresponding to some place of Q lying above `, and let ` = jD` be the
restriction of  to D`. Since D` is canonically isomorphic to the absolute Galois
group GQ` of Q`, I shall identify D` with GQ` and regard ` as a representation of
GQ` .
Let I` be the inertia subgroup of D`, and W` the wild inertia subgroup. Since
W` is a normal pro-`-group of D`, the following lemma indicates that the semi-
simplication of `jI` factors through the tame inertia quotient I
tame
` = I`=W`.
Lemma A.3.4.4. Let  : G  ! GLn(F`) be a semi-simple continuous representa-
tion of a compact group G, and let H EG be a normal pro-`-subgroup of G. Then 
is trivial on H.
Proof. I can assume without loss of generality that  is simple. Since G is compact,
there exists a nite subextension F  F` of F` such that the image of  is contained
in GLn(F). Let V H be the subspace of V = Fn on which H acts trivially. This
subspace is stable under G since H is normal in G, so it is either f0g or all V since
V is simple. Now









where (xi)i2I is a system of representatives of Gn(V   V H), so #(V H   f0g) 6= 0
since ` divides
P
i2I #(G= StabG xi) but not #(V   f0g). Therefore V H = V .
Actually, since Itame` is abelian, the semi-simplication of `jI` is the direct sum
''0 of two tamely ramied characters ' and '0 of I`. Therefore, up to equivalence,












since ' and '0 are tamely ramied, so that jW` is an additive character.
In order to proceed further, one must examine what ' and '0 look like. Fix
an algebraic closure Q` of Q`, and let Qnr` and Qtame` be respectively the maximal
unramied and the maximal tamely ramied subextension of Q` in Q`. One has the
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and since F` contains the nth roots of 1 for all n 2 N prime to `, Kummer theory




















where the transition morphism from mn to n consists in raising to the m
th power.










 ' Hom(n;F`) ' Z=nZ '  1nZ

=Z
for such n, whence a canonical isomorphism













called the invariant, where Z(`) denotes the localisation of Z at the prime ideal `Z.
Example A.3.4.5. The morphisms n dened above for n 2 N prime to ` can be
seen as F` -valued characters on Itame` , of respective invariants 1n mod Z.
Besides, since the integers of the form `n   1, n 2 N are conal amongst the
integers prime to ` ordered by divisibility, one actually has
Itame` ' lim  
n2N
F`n ;
where the transition maps are the relative norms.
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Denition A.3.4.6. A character  : Itame` ' lim  
n2N
F`n  ! F` is said to be of level
n 2 N if it factors through F`n but not through F`m for any m < n. In other words,
 is of level n if its invariant _() is of the form a
pn 1 and n is the minimal integer
with this property.
For each m 2 N, the composition of the projection
Itame` ' lim  
n2N
F`n // // F`m
with the m eld embeddings of F`m into F` yield m characters
`m 1; ``m 1; 
`2
`m 1;    ; `
m 1
`m 1
from Itame` to F

` , called the fundamental characters of level m. Their respective
invariants are
1
`m   1 mod Z;
`
`m   1 mod Z;
`2
`m   1 mod Z;    ;
`m 1
`m   1 mod Z:
Example A.3.4.7. The fundamental character ` 1 of level 1 is none other than the
restriction to I` of the mod ` cyclotomic character `. Indeed, letting  =
` 1p` be a
uniformiser for K = Qnr` (
` 1p`), one has














i 1T i  T ` + T mod ;
so that by the Hensel lemma K contains the `th roots of 1, which are of the form
 = 1+a+O(2) where a is a root of T `+T in Qnr` . Then, for each  2 Gal(K=Qnr` ),
one has
() = `() = 1 + `()a+O(
2)
by denition of ` on the one hand, and
() = 1 + a() +O(2) = 1 + a` 1()+O(2)
by denition of ` 1 on the other hand.
In particular, the invariant of the mod ` cyclotomic character (or rather of its
restriction to Itame` ) is
1
` 1 .
Lemma A.3.4.8. Let  2 D` be a Frobenius element at `. Then, for all  2 Itame` ,
one has  1 = ` in Itame` .
Proof. Since  is an isomorphism, it suces to check that n(
 1) = n()` for all
n 2 N prime to `. So let n 2 N be prime to `, let  2 n be such that  1( n
p
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By this lemma, the two representations '`'0` and ''0 are conjugate, so that
the pair f'; '0g is stable under the `th power map. This means that either  and 0
are both of level 1, or that  is of level 2 and '0 = '` is its conjugate.
In the level 2 case, the representation `jI` is semisimple: if it were not, then
` would not be semisimple either since the proindex of I` in D` is prime to `, so
that D` would act on a stable line of F
2
` by a character  2 Hom(D`;F`). Such a
character  cuts out a subextension of a cyclotomic extension of Q` by the local
Kronecker-Weber theorem, so must be a power of the mod ` cyclotomic character
`, so that its restriction to I` is of level at most 1 by example A.3.4.7; on the other








is tamely ramied. Let _(') = a`+b
`2 1 be the invariant of ' where 0 6 a; b < ` are
integers, so that ' = a`+b`2 1, and that '
0 = '` has invariant b` + a. The integers a




` is of level 1, so that I may assume
that a < b since ' and '0 play symmetric roles. The weight k is then dened to be
k = 1 + a`+ b
in this case.
In the level 1 case, the characters ' and '0 are powers of the restriction to I` of






for some integers 0 6 a; b 6 `   2. If a 6 b + 1 mod `   1, then the weight k is
dened to be
k = 1 +min(a; b)`+max(a; b):
If a  b + 1 mod `   1, the denition of k is more delicate: let K = Qnr` be
the maximal unramied extension of Q`, so that `jI` , seen as a representation of
I` = Gal(Q`=K), cuts out a nite Galois extension L of K, and let Ltame denote the
maximal tamely ramied subextension of L. Since `jI` takes values in the group of





to get the representation a`=
b
` = ` of I`, which proves that L contains K(`), a








and so is given by the additive character , so L=K(`) is totally wild and so
K(`) = Ltame. The extension L=Ltame is thus a Kummer extension, so that
L = Ltame(y1;    ; yr)
for some r such that [L : Ltame] = `
r and some yi 2 L such that xi = y`i 2 Ltame, and
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where the right-hand-side means the Galois action

















is xed by  whence lies in Ltame, so that the xi may actually be cho-
sen in K. Assuming that they are, one says that ` is peu ramiee if
ord` xi  0 mod ` for all i (in other words, if the xi may be chosen to be units
of K), and one denes
k = 1 +min(a; b)`+max(a; b);
else, one says that ` is tres ramiee, and one denes
k =

1 + min(a; b)`+max(a; b) + `  1 if ` > 3;
4 if ` = 2:
Remark A.3.4.9. One can check that det jI` = 
k 1
` in each case, which is neces-
sary since the mod ` Galois representation f;` attached to a newform f 2 Sk(N; ")
has determinant det f;` = 
k 1
` ", and " is unramied at ` if N is prime to `.
For instance, in the case where ' and '0 are of level 2, one has









and k   1 = 1 + a`+ b  1  a+ b mod `  1.
A.3.4.3 Statement of the Serre conjecture
Now that I have explained the denition of the level, nebentypus and weight, I can
nally state the Serre conjecture in detail:
Theorem A.3.4.10 (Serre, Khare, Wintenberger). Let
 : GQ  ! GL2(F`)
be a mod ` Galois representation. If  is irreducible and odd, then there exists an
eigenform
f 2 Sk(N; ");
where k, N and " are dened as above, and a prime l of Q lying above `, such that
 is isomorphic to the Galois representation f;l attached to f modulo l.
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The Serre conjecture will be an invaluable tool to prove the results of my com-
putations, cf. the section C.2. In order to demonstrate its power, I shall conclude
by sketching how it implies Fermat's last theorem for ` > 5:
Example A.3.4.11 (Fermat's last theorem). Let a, b, c 2 Z be integers such that
a` + b` + c` = 0:
Then abc = 0. Indeed, assume that abc 6= 0. Up to permutation and renormali-
sation, one can then assume that a, b and c are coprime, that b is even, and that
a   1 mod 4.
Let A = a`, B = b`, and C = c`, and consider the elliptic curve E dened over Q
by the equation
y2 = x(x  A)(x+B):
For each odd prime p, this curve has bad reduction if and only if pjABC, in which
case it has multiplicative reduction. The change of variables
x = 4X; y = 8Y + 4X
transforms the equation of E into
Y 2 +XY = X3 +





whose coecients are integral since A   1 mod 4 and B  0 mod 32. Reduction
modulo p = 2 yields
Y 2 +XY = X3 +X2 or X3
depending whether A   1 or 3 mod 8, so that E has multiplicative reduction at
p = 2. Finally E has everywhere either good or multiplicative reduction, so that it








Furthermore, the rst equation is minimal at every p 6= 2, whereas the second one is





Consider now the mod ` Galois representation
E;` : GQ  ! GL2(F`)
aorded by the Galois action on E[`], as in example A.3.1.11. Its determinant is
the mod ` cyclotomic character `, so that this representation is odd. It is also
irreducible. Indeed, if it were not, the curve E would have a subgroup X of order `
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The action of GQ on X would be given by the mod ` Galois character ', and since E
is semi-stable, by [Ser72, p. 307, lemme 6], one of the Galois characters ', '0 would
be trivial whereas the other one would be a power of `. Since ''
0 = det E;` = `,
the character ' would be either trivial or equal to `. After possibly replacing E
with its quotient E=X, one may assume that ' is trivial. Then the points in X
would be Q-rational, so that E(Q)tors would be of order at least 22` > 20 since the
4 points in E[2] are Q-rational, which would contradict Mazur's bounds A.2.1.18.
The Galois representation E;` is thus odd and irreducible, so that the Serre
conjecture A.3.4.10 applies. J.-P. Serre then shows (cf. [Ser87, x4.1 and 4.2]) that as











= f0g, a contradiction.
J.-P. Serre also notes in [Ser87, theoreme 4] that his conjecture also implies the






Computers are like Old
Testament gods; lots of rules
and no mercy.
| Joseph Campbell, The
Hero's Journey
I now present the heart of my thesis: an algorithm, based on original ideas from
J.-M. Couveignes and B. Edixhoven (cf. [CE11]), to compute the mod l Galois
representation1f;l attached to a newform f 2 Sk(N) of even weight modulo a prime
l of degree 1. By this, I mean that the algorithm which I describe here rst computes
an irreducible polynomial F (X) 2 Q[X] of degree `2   1 whose decomposition eld
in Q is the number eld L cut out by f;l and such that the Galois action on its roots
mimics the f;l-action on F2l   f0g, and then it gives an ecient recipe to compute
the similarity class of the image in GL2(Fl) of the Frobenius element at almost every
prime p 2 N.
Apart from making f;l explicit, the main interest of this algorithm is that it allows
to compute the coecients ap of f modulo l as the trace of the image of the Frobenius
element at p. For xed f and l, this yields a method to compute ap mod l using onlyeO(log2 p) bit operations. In theory, one can then use Chinese remainders to compute
ap from its reduction modulo suciently many primes l, yielding an algorithm to
compute ap in time polynomial in log p, whereas the algorithm based on modular
symbols (cf. example A.2.3.12) requires at least eO(p) bit operations. Unfortunately,
the complexity of my algorithm with respect to `, although polynomial, is too bad
for this to be practical.
The idea consists in catching f;l in the `-torsion of J1(`N), as explained in the-
orem A.3.3.26. In order to simplify the exposition, I shall assume that the newform
f is of level N = 1, so that I am working in prime level ` and I do not have to worry





= S2(`) (cf. example A.2.2.23). The algorithm pre-
sented here can however be easily extended to newforms of higher level N , provided
1This representation was denoted by f;l in the previous part, but I shall drop the bar from
now on, for the sake of readability.
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that N is square-free and is prime to `. In order not to have to deal with degenerate
cases, I shall also assume that the prime l is not exceptional in the sense of denition




 det g 2 F(k 1)l o
since the determinant of f;l is the (k  1)th power of the mod ` cyclotomic character
`.
Finally, I shall assume that ` > k, so that theorem A:3:3:26 applies. In particular,
the genus g = (` 5)(` 7)
24
of X1(`) is then non-zero.
B.1 Overview of the algorithm
It is immediate to compute the `-torsion of J1(`) in the analytic model Cg= (cf.
section A.1.2), whereas it is easier to write down a Galois-equivariant function to Q




, as shown on gure B.1.0.1. Therefore, I shall












oo_ _ _ _ _ _
Figure B.1.0.1: Switching between two models of J1(`)
The rst task consists in computing a high-precision complex approximation of
the period lattice  ofX1(`), which I do by integrating term-by-term the q-expansions
of a basis (!i)16i6g of cuspforms of weight 2 along modular symbols. In order to get a
very accurate result, this requires q-expanding the !i to high precision, which I show
how to do quickly below. Then, since the action of the Hecke algebra on modular






Tn   an(f) mod l

J1(`)[`]







which aords f;l by theorem A.3.3.26, where Tn denotes the Hecke operator in weight
2 and level `.





such that |(D1) = x1 and |(D2) = x2, where x1 and x2 are two `-torsion
points on J1(`) forming a basis of the two-dimensional F`-subspace Vf;l  J1(`)[`].
This is done as follows:
I pick g points (Pj)16j6g onX1(`), and, using Newton iteration, I compute another
g points (P 0j)16j6g with P
0
j close to Pj such that
gX
j=1
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where ex1 is a lift of x1 to Cg, m 2 N is large enough for Newton iteration to converge,
and the integrals are taken along paths joining Pj to P
0
j and staying inside some






(P 0j   Pj)
which satises |(2mD
(m)
1 ) = x1. Then, using K. Khuri-Makdisi's algorithms (cf.




, I double m times the divisor class of
D
(m)
1 , which yields an `-torsion divisor D1 representing x1. I apply the same process
another time so as to get another `-torsion divisor D2 representing x2.
This way, I nd `-torsion divisors using only integrals along short paths which
stay well inside the convergence disks. Therefore, I have far fewer precision problems
than with J. Bosman's method [Bos07].
I now have two `-torsion divisors D1 and D2 whose images by the Abel-Jacobi
map form a basis of the `-torsion subspace Vf;l. I then compute all the divisors
Da;b  aD1 + bD2; a; b 2 F`
up to equivalence, yielding a collection of `2 divisors corresponding to the `2 points of









then lies in Q[X], and I can identify its coecients by using continued fractions.
This polynomial encodes the Galois representation f;l, in that its splitting eld L
over Q is the number eld cut out by the representation f;l, and Gal(L=Q) acts on
its roots (Da;b) just like GL2(F`) acts on (a; b) 2 F2` .
My nal task is to describe the image of Frobenius elements by this representation.
For this, I adapt T. and V. Dokchitser's work [Dok10] (cf. section A.3.2) to get
resolvents
 C(X) 2 Q[X]; C similarity class of GL2(F`)
such that for almost all rational primes p,





= 0 mod p;




and h 2 Z[X] is a polynomial.
I furthermore present two tricks to reduce the amount of computations required at
this step.
I can then use these resolvents to compute the coecients ap of the q-expansion
of f modulo l, as
ap mod l = tr f;l (Frobp) :
I shall now explain how to use K. Khuri-Makdisi's algorithms on X1(`), after
what I shall give a detailed description of all the steps of my algorithm.
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B.2 Computing in J1(`)
B.2.1 Arithmetic in the jacobian J1(`)
In order to eciently compute in the jacobian J1(`), I adapt K. Khuri-Makdisi's
algorithms (cf. section A.1.3). This requires choosing an eective divisor D0 of













where D is an eective divisor of degree d0 such that the class of D   D0 is x. In






I shall also want D0 to be dened over Q, so that (WD) represents D for all
 2 AutC.
Let me rst give an overview of how to nd such a divisor D0. My strategy
consists in choosing D0 = K + c1 + c2 + c3, where K is an eective canonical divisor
dened over Q and the ci are Q-rational cusps. In particular I set d0 = 2g+1 exactly,
the minimum to ensure the correctness of K. Khuri-Makdisi's method.






1(c1 + c2 + c3)

:
This space is the direct sum of all the cusp forms of weight 2 and of the scalar
multiples of the Eisenstein series e1;2 and e1;3 of weight 2 vanishing at all cusps




 Ce1;2  Ce1;3 M2  1(`);C: (B.2.1.1)





one obtains a Galois-equivariant isomorphism
V2




whereK is the divisor of the dierential 1-form overX1(`) associated to the cuspform








 f3 7 ! f1f2f3
f 30








 f3 7 ! f1f2f3 :
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 f2 7 ! f1f2f0 :
From now on, I shall identify weight-6 modular form spaces with the corresponding
modular function spaces obtained by dividing by f 30 , without explicitly mentioning
it.
I represent weight-6 forms by their q-expansions at each cusp. To compute these
q-expansions, I start from the q-expansion at1, and apply the Fricke involution and
diamond operators in order to reach all the other cusps, as explained below. I could
also have represented forms by their q-expansions at1 only, but I surmise that using
q-expansions at various cusps ensures better numerical stability. Also I shall later
need to be able to evaluate the forms at various points of the modular curve, so it is
better to know the q-expansions at various places.
The modular curve X0(`) has exactly two cusps, namely  0(`)  1 and  0(`)  0,
whereas the modular curve I am interested in, X1(`), has exactly `   1 cusps, half
of which lie above  0(`)  1 while the other half lie above  0(`)  0 (cf. example
A.2.1.13). I call the former \cusps above 1" and the latter \cusps above 0". The
cusps above 0 are all rational, whereas the cusps above 1 make up a single Galois
orbit. Now, the diamond operators hdi, d 2 (Z=`Z), which correspond to the action
of the quotient group  0(`)= 1(`) ' (Z=`Z), map the cusp  1(`) 1 onto the cusps
above1, and the cusp  1(`)0 onto the cusps above 0. Moreover, the Fricke operator
W` swaps  1(`)  1 and  1(`)  0. I know how the Fricke operator acts on newforms
of weight 2 by theorem A.2.2.33, and on Eisenstein series by proposition A.2.2.44.
Besides, all the forms I am dealing with have a nebentypus, so that the action of a
diamond operator hdi on their q-expansions is very easy to compute: it boils down
to multiplying by the value "(d) of their nebentypus at d. Using these two kinds of
operators, I thus get the q-expansions of the newforms and of the Eisenstein series
at all cusps from their q-expansions at 1.
B.2.2 Finding the appropriate Eisenstein series
I shall now explain how to construct Eisenstein series e1;2 and e1;3 such that (B.2.1.1)








has a basis formed by the Eisenstein series















where t 2 N and  and ' are Dirichlet characters not both trivial, of the same parity,
and of respective conductors u and v such that tuvjN , along with the








and 1 < tjN:
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Their q-expansions at 1 are given by


















where 1u=1 is 1 if u = 1 and 0 else, E
 ;'
2 is the normalisation of G
 ;'






and where g() denotes the Gauss sum of a Dirichlet character, and







1CA qn; G2 = 2
3
E2:




has nebentypus  ', where  ' is seen as a Dirichlet
character moduloN , whereasG2() tG2(t) has trivial nebentypus. In what follows,
I shall not use the G2()  tG2(t) at all.
In the case when N = ` is prime, one is left with only two cases, namely G;12
and G1;2 , where  is a non-trivial even Dirichlet character modulo `. Both have
nebentypus , and G;12 vanishes at 1 while G1;2 does not (cf. section A.2.2.3).
I construct the Eisenstein series e1;2 and e1;3 as linear combinations of the E
;1
2
and of the E1;2 , because they have nicer q-expansions than their G-counterparts.
First, I choose the cusps c1, c2 and c3 to be c1 =  1(`)  0, c2 = h2ic1, and
c3 = h3ic1, which are all Q-rational. They are also all distinct since ` > 13. The




is dened over Q because its q-expansion at the Q-rational
cusp  1(`)  0 has rational coecients, so its divisor K is dened over Q, and so is












from which one reads that E;12 vanishes at the cusps above 1 but not at the cusps
above 0, whereas E1;2 has the opposite behaviour. Consequently, I can construct
e1;2 and e1;3 as linear combinations of the E
;1
2 only. It then follows easily from the
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are the ones which I am looking for, that is to say that e1;2 vanishes at all cusps
except c1 and c2, and e1;3 vanishes at all cusps except c1 and c3.
Finally, I need to compute the q-expansions of e1;2 and of e1;3 at each of the cusps
of X1(`), so as to be able to use them in K. Khuri-Makdisi's algorithms. Although
these series are probably not eigenseries, this is not a problem, as it is still easy to
compute the action of the Fricke involution and of the diamond operators on them
simply by linearity, and thus to deduce their q-expansions at each of the cusps.
B.3 Detailed description of the algorithm
I rst show in subsection B.3.1 how to quickly compute a huge number of terms of the
q-expansion at innity of the cuspforms of weight 2 and level `, and next, in B.3.2,
how to eciently compute the period lattice of X1(`) to high precision using these
q-expansions. After this, I show in B.3.3 how to compute a basis of the eigenplane
Vf;l  J1(`)[`]. Finally, I explain in B.3.4 how to construct a well-behaved function
on the jacobian J1(`) and how to evaluate it at the `-torsion divisors, and I conclude
by describing in B.3.5 an ecient recipe to computing the image of the Frobenius
elements by the Galois representation f;l.
B.3.1 Expanding the cuspforms of weight 2 to high
precision
I need to compute the q-expansion of the newforms of weight 2 in order to compute
the period lattice of the modular curve. Classical methods based on modular symbols
(cf. example A.2.3.12) can be used to compute a moderate number of terms of these
q-expansions. However, I shall need to compute the periods with very high accuracy,
which requires knowing a very large number of coecients in these q-expansions.
As using classical methods for this, although possible, would be too slow, I present
a new method to quickly compute a huge number of such coecients. It proceeds
roughly as follows:
 First, I compute a moderate number of coecients of the q-expansion of each
cuspform ! by using the classical method based on modular symbols.
 Then, I use these coecients to determine a polynomial equation relating a
modular function depending on ! to the modular invariant j (cf. example
A.2.2.5), whose q-expansion is easy to compute, even to very high accuracy.
 Finally, I use Newton iteration on this equation between q-series to compute a
huge number of coecients of the modular function depending on !, and from
this I deduce the ones of !.
Moreover, I perform all of these computations modulo some prime p, so as to
prevent intermediate coecient growth from slowing down the process.
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More precisely, to compute these q-expansions to the precision O(qB), I rst
compute a generator of the Hecke algebra T2;` 
Z Q, by picking a Hecke operator
and testing whether it is a Q-algebra generator. This is easy as it amounts to check




are all distinct. One can for instance proceed
as follows: starting with n = 2, rst check whether Tn is a generator, if not then try
a few combinations of small integers m and check whether Tn +
Pn 1
m=2 mTm is a
generator, and if still not, increase n by 1 and start again. In practise, it appears
that for 11 6 ` 6 31, at least one of T2 and T3 is a Q-algebra generator.













where " ranges over the even characters modulo `, and B" is a basis of S2(") consisting
in forms which are not necessarily eigenforms2, but which are normalised, and whose





. To make it easier to reduce mod p and lift back to K, I require p to
split completely in K. Also, p should be chosen large enough for reduction mod p of




is a newform of weight 2, then j(an)j 6 0(n)
p
n for all n 2 N and for every
embedding  of Q into C, where 0(n) denotes the number of positive divisors of
n. These bounds may not apply to the forms in the bases B" since they are not
eigenforms, but using the Q-generator of the Hecke algebra computed above, I can
compute for each " a change of basis matrix from the basis B" to a basis of eigenforms,
then deduce from Deligne's bound a bound on the complex embeddings of the B rst
coecients of the forms of B", and nally compute a bound on the coecients of these
coecients seen as polynomials in (` 1)=2. I then choose p 6= ` to be the smallest
rational prime greater than twice this bound and such that p  1 mod (`   1)=2.
Then the (`  1)=2-th cyclotomic polynomial splits completely over Fp, and, letting





p; (` 1)=2   ai

.
Next, I compute the forms














in Fp[[q]], as well as dj in q 2Fp[[q]]dq, to precision O(qB).
I can then compute the q-expansions of the forms ! with trivial nebentypus
" = 1 in B1 as follows. Such a form ! has q-coecients in Z. Consider the form
v = !dq
qdj
2 Z[[q]]. It has weight 0, so it is a rational function on X1(`), which
actually descends to a rational function on X0(`) because " = 1. I claim that its
degree there is at most 2g0 + ` + 1, where g0 denotes the genus of X0(`). Indeed,
its degree is at most the number of zeroes of the 1-form ! dq
q
plus the number of
poles of the 1-form dj. On the one hand, ! dq
q
has exactly 2g0   2 zeroes as it is
regular. On the other hand, as dj has a double pole at the cusp on X(1), it has a
2If I used a basis made up of eigenforms, the common number eld containing the Fourier
coecients of all these forms could be much larger.
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pole of order ec + 1 at each cusp c of X0(`), where ec is the ramication index of c.
Summing over the two cusps of X0(`), one thus sees that dj has `+3 poles on X0(`),
hence my claim on the degree of v. Besides, u has degree exactly ` + 1 on X0(`).
Consequently, there exists an irreducible polynomial (U; V ) 2 Fp[U; V ] of degree at
most 2g0+ `+1 in U and exactly `+1 in V such that (u; v)  0 mod p. I compute
such a polynomial by coecient identication in Fp[[q]], using a moderately precise
q-expansion of ! computed by classical algorithms, along with linear algebra over
Fp. Then, by Newton iteration, I can compute v mod p, and hence ! mod p, to the
precision O(qB), and nally lift the coecients of ! back to Z.
Now that the forms with trivial nebentypus are dealt with, I can compute the
q-expansions of the forms ! with nontrivial nebentypus " as follows. Let !0 2 B1 be
one of the g0 forms
3 with trivial nebentypus whose q-expansion I have just computed.
Then !
!0
is a rational function on X1(`) with nebentypus ". I could thus proceed to
nd an equation  as previously by reasoning on X1(`) instead of X0(`), but this
would lead to very high degrees and hence would be too slow. Instead, notice that





has trivial nebentypus, so descends to
a function on X0(`), of degree at most
(2g1 2)r
(` 1)=2 , where g1 = g denotes the genus of
X1(`), because it has degree at most (2g1   2)r over X1(`). I can thus compute as
previously for each pi an irreducible polynomial (U; V ) 2 Fp[U; V ] of degree at most
(2g 2)r
(` 1)=2 in U and exactly `+1 in V such that (u; v)  0 mod pi. Next, I use Newton
iteration as before to compute v mod pi, then take the r
th root to recover ! mod pi,
and nally lift back to K by Chinese remainders.
Finally, I apply the change of basis matrices from B" to the basis of eigenforms
which I computed in the beginning to the q-expansions of the forms which I have
just computed, so as to get the q-expansions of the newforms.
For large B, this method is faster than the one based one modular symbols:
Theorem B.3.1.1. For xed prime level `, the number of bit operations required to




to precision O(qB) with the
algorithm described above is quasi-linear in B.
In comparison, the bit complexity of the classical algorithm based on modular
symbols is at least quadratic in B, cf. remark A.2.3.13.
Proof. First notice that for xed level `, the change of basis matrices from the bases





sequently, there exists some C > 0 not depending on B such that the coecients
of (` 1)=2 in the coecients up to qB of the forms in the bases B" are bounded by
M = C supn<B 0(n)
p
n. One has M = O(B), because 0(n) = O(n
) for every
 > 0, cf. for instance [HW08, ch. XVIII, theorem 315]. If B is large enough,
then M will be large too, so that by the prime number theorem for arithmetic
3Here, the method breaks down for ` = 13. Indeed, this is the only case in which g0 = 0
(remember that I supposed ` > 11), so that there is no such form in this case. So, in this special
case ` = 13, classical methods to expand the forms should be used instead. This is not a big
problem, as this is a \small" case (g is only 2), so little accuracy in the q-expansions is needed to
compute the Galois representation, and classical methods based on modular symbols can be used
in this case.
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progressions (cf. for instance [Sop10]), I can assume that there exists a prime num-
ber p  1 mod (`   1)=2 lying between 2M and, say, 3M . I can nd such a p in
O(B logB log logB) bit operations thanks to the sieve of Eratosthenes (cf. the proof
of [GG99, theorem 18.10 part ii]). Then arithmetic operations in the residue eld
Fp will require O(logB) bit operations. Next, E4 and E6 can be computed mod p
to precision O(qB) in O(B logB log logB) bit operations by using again the sieve




to accuracy O(qB) in
O(B logB) operations in Fp by using fast series arithmetic. As ` is xed, comput-
ing the short q-expansions and nding the equations , which are of xed degree,
takes xed time. Then, each Newton iteration takes O(B logB) operations in Fp
thanks to fast arithmetic, and reaching precision O(qB) requires O(logB) such it-
erations. Finally, the coecients can be lifted back to K since p > 2M , and each
such lift requires O(logB) bit operations, so lifting the forms requires O(B logB) bit
operations, hence the result.
B.3.2 Computing the periods of X1(`)
Computing the period lattice  amounts, by the Manin-Drinfeld theorem A.2.3.14,
to compute integrals of newforms ! of weight 2 along modular symbols, such asZ 0
1
!()d:
These integrals can be computed by integrating q-expansions term by term. However,
the integration path must be split so that the resulting series converges. Further-
more, to increase the convergence speed, I need the path ends to lie well-inside the
convergence disks.
To reduce the number of integrals which I compute, I use the adjointness property
of the Hecke operators with respect to the integration pairing between modular
symbols and cuspforms, so that it is enough for me to compute the periods along
a T2;`-generating family of cycles, where T2;` denotes the Hecke algebra of weight 2
and level `. In general, the modular symbol f1; 0g alone does not span the rational
homology of the modular curve, even over the Hecke algebra, so I introduce other
modular symbols, the twisted winding elements wp, dened (cf. [CE11, section 6.3])



















denotes the Legendre symbol at p, which I dene to be 1 if p = 1
for convenience.














Tj;pwp; Tj;p 2 T2;` 
Q:
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I can then compute the periods by using the adjointness property of the integration


















where j;p 2 C denotes the eigenvalue of the newform ! for the Hecke operator Tj;p.











. It is useful for
my purpose because it can be used to map a point  with small imaginary part to
 1
`
, which may have a much larger imaginary part and hence signicantly accelerae
the convergence of q-series. Formula A.2.2.33 asserts that if








is a newform of weight 2, level ` and nebentypus ", then W`! is the eigenform of










where `(!) is given by
`(!) =
(  a` if " is trivial,
g(")a`
`
if " is nontrivial,
where g() denotes the Gauss sum of a Dirichlet character. Moreover, according to







is a cuspform of level `p2, and
W`p2(! 




An easy computation shows thatX
a mod p
(a)!( + a=p) = g()(! 
 )():
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which allows me to compute the integral of a newform along a twisted winding
element, and thus to nally compute the period lattice of the modular curve X1(`).




` for primes p, and such a q has small enough
modulus to achieve fast convergence. I have indeed checked that p 6 3 is very often
sucient for the wp to span the rational homology of the modular curve over T2;`,
and p 6 7 is enough for all levels ` 6 61, except for ` = 37 in which case I had to go
up to p = 19.
B.3.3 Computing an `-torsion basis







T   [f;l(T )]
  J1(`)[`];
where f;l(Tp) = ap mod l (cf. section A.3.3.3). The period lattice  which I have just
computed yields an analytic model
J1(`)(C) ' Cg=, and in particular the `-torsion subgroup J1(`)[`](C) is represented
by 1
`




, and hence on  and on
1
`
=, is known explicitly (cf. section A.2.3). As a consequence, I can compute the
subspace of 1
`










by starting with T = ; and successively adjoining T2, T3, etc. to T until the
dimension of the intersection (?) drops to 2. Proposition A.2.2.32 implies that the
Hecke operators Tn for n 6 `
2 1
6
span T2;` as a Z-module, so that should not take
too long (it is enough that T span T2;` as a Z(`)-algebra). Actually, in practice, it
turns out that it is enough to consider T2 and T3, so this is very fast.
I can thus express the vectors x1, x2 making up an F`-basis of Vf;l as points in
Cg=. I x g points P 01;    ; P 0g 2 X1(`)(C), and for each k 2 f1; 2g, I lift xk toexk 2 Cg, then I use Newton iteration to compute g points P 01;    ; P 0g 2 X1(`)(C),
with each P 0j close to Pj, such that
gX
j=1









Here m 2 N is an integer, and I introduced the 2m factor so as to help the Newton
iteration scheme to converge by ensuring that for each j, P 0j stays well-inside the
coordinate disk containing Pj (see below). The integral from Pj to P
0
j is understood
to be along a path which stays inside this disk, so that the left-hand side of (??) is
well-dened in Cg.




is not special, then the map
(P 01;    ; P 0g) 7 !
gX
j=1
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is a local dieomorphism at (P 01;    ; P 0g) = (P1;    ; Pg), so for m large enough, the
equation (??) in (P 01;    ; P 0g) has a unique solution in a neigbourhood of (P1;    ; Pg),
which will lie in the convergence domain of the Newton iteration scheme if m is large
enough. In practice I use m  10.
More precisely, I rst pick g (not necessarily distinct) cusps c1,    , cg. For each
of these cusps, there is an analytic map, the \q-coordinate" around cj
j : E  ! X1(`)(C)
where E stands for the open unit disk in C, which maps 0 to the cusp cj and which
is a local dieomorphism. Next, I choose g complex numbers q1,    , qg of small
moduli, and I let Pj = j(qj), which is thus close to the cusp cj. Consider another
vector of g small complex numbers 1,    , g. The goal is to adjust this vector so
that (??) be satised with P 0j = j(qj + j). In a nutshell, the overall map I apply
Newton iteration to is
U
Q
j ! X1(`)g  ! Div0X1(`)  ! Cg
(j)16j6g 7 ! (P 0j)16j6g 7 !
gX
j=1
(P 0j   Pj) 7 !
gX
j=1






where U is a neighbourhood of 0 2 Eg such that (qj + j)16j6g remains in Eg for all
(j)16j6g 2 U . The dierential of this map is given by the newforms !i themselves
evaluated at the P 0j , so using this map for Newton iteration presents no diculty.






(P 0j   Pj)
m times by using K. Khuri-Makdisi's algorithms, so as to get a divisor representing
xk. This is however not so immediate, since these algorithms only deal with divisors
of the form D   D0, where D is an eective divisor of degree d0, D0 and d0 being
dened in the beginning of the section B.2.1. To work around this, I x what I call
a padding divisor, that is to say an eective divisor C of degree d0   g = g + 1, then






j=1 Pj +C D0 (which are indeed of the
form D   D0) to K. Khuri-Makdisi's algorithms, and nally I use these algorithms
to subtract these two divisor classes. Feeding a divisor D D0 to K. Khuri-Makdis's









consisting of functions of V which vanish at D. I do so by
evaluating the q-series in the basis of V at the points of D and by doing linear
algebra. Since I shall thus have to evaluate q-series at C, it proves convenient to
choose a divisor C supported by cusps, hence the notation C.
Finally, once the divisor D
(m)
k is processed, I apply Khuri-Makdisi's chord algo-
rithm A.1.3.12 on it, yielding ( 2)m[D(m)k ] = xk. The  sign is not a problem,
because I get a basis (x1;x2) for Vf;l no matter what the signs are, and this is all
I actually need.
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B.3.4 Evaluating the torsion divisors
I must construct a Galois-equivariant function  2 Q J1(`) which can be eciently
evaluated at every point x 2 Vf;l given in Khuri-Makdisi form. I shall then evaluate






X   (x) 2 Q[X]
which encodes the Galois representation f;l. In order to recognise its coecients as
rational numbers, I compute the continued fraction expansion of each of them until
I nd a huge term. Clearly, the lower the height of F (X) the better, as it requires
performing all the computations described above with less precision in C in order
to be able to identify the coecients. This means that I should use an evaluation
function  which is arithmetically well-behaved. In order to try to quantify this, I
may look at the class of its divisor of poles (or zeroes) in the Neron-Severi group of
J1(`); I expect that the \smaller" this class is, the better the arithmetic behaviour
of  will be.
The approach used in [CE11], [Bos07] and [ZJ13] consists in selecting a rational
function  on X1(`) which is dened over Q, and extending it to J1(`) by









where g denotes the genus of X1(`) and O 2 X1(`)(Q) is an origin for the Abel-
Jacobi map. Indeed, by the Riemann-Roch theorem A.1.1.33(v), each divisor class
x 2 Pic0  X1(`) can be written as [Ex   
], where 
 is a xed divisor of degree g
and Ex is an eective divisor of degree g which is unique for generic x, so this does
dene a rational function on J1(`), which is dened over Q since O and  are. The
divisor of the poles of this function is
()1 =
X
Q pole of 
 [Q O];
where x denotes the translation by x map on J1(`) and  is the theta divisor on
J1(`) attached to the Abel-Jacobi map with origin O. Thus ()1 is the sum of deg 
translates of . If I am to let this function  play the role of , then I want it to
be be arithmetically well-behaved, so that I should take a  with degree as low as
possible. However, this degree is by denition at least the gonality of X1(`), which
is roughly proportional to g (cf. [Abr96, remark 0.2]), so this method becomes less
and less eective as the genus grows.
For this reason, I introduce a radically dierent method, which can be used to
construct a function  2 Q  Jac(X) on the jacobian of any algebraic curve X. Let
g be the genus of X. As previously, every point x 2 Jac(X) can be written as
[Ex   gO], where Ex is an eective divisor of degree g on X which is generically
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unique, and O 2 X is a xed point. Let  be a xed divisor on X of degree 2g.
Then, again by the Riemann-Roch theorem A.1.1.33(v), the space H0(X; Ex) is
generically 1-dimensional over C, say spanned by tx 2 C(X). The divisor of tx is of
the form (tx) =   + Ex + Rx, where Rx is a residual eective divisor of degree g
on X, which is the image of Ex by the reection
R : Pic
g(X)  ! Picg(X)
[E] 7 ! [  E]:
Let A and B be two points on X disjoint from the support of . I can then dene




This map is well-dened only on a Zariski-dense subset of Jac(X) because of the
genericity assumptions, and it is dened over Q if X, , A, B and O are. Moreover,
it is much better-behaved than the function  used in the classical approach:
Theorem B.3.4.1. The divisor of poles of  is the sum of only two translates of the
 divisor.
Proof. The function  has a pole at x 2 Jac(X) if and only if [Ex gO] or [Rx gO]
are on the support of  [B O]. But [Rx   gO] is the image of [Ex   gO] by the
involution R = [ 2gO]  [ 1] dened above, and [ 1] =  K is the translate of
 by the image K of the canonical class, cf. [HS00, theorem A.8.2.1.i].
This is even in some sense optimal, since by the Riemann-Roch theorem for
abelian varieties (cf. [HS00, theorem A.5.3.3]), no non-constant function on Jac(X)
has a single translate of  as divisor of poles, whereas the Neron-Severi group of the
jacobian of a generic curve is innite cyclic and spanned by .
In order to make this practical on the modular curve X1(`), there is a di-
culty which must be overcome: In K. Khuri-Makdisi's algorithms, a divisor class
x 2 J1(`) is represented by a subspace WD = H0
 
X1(`); 3D0  D
  V , where D is
an eective divisor of degree d0 = 2g + 1 such that [D   D0] = x, but such a D is
far from being unique | by the Riemann-Roch theorem A.1.1.33(i), there is a whole
(g+1)-dimensional projective space of them ! Thus, the rst thing to do is to rigidify
the representation WD of x into a representation which depends on x only. To do




X1(`); 3D0  D   C1
  WD;
where C1 is a xed eective divisor of degree d1 = 2d0   g, so that WD;red will
generically be 1-dimensional by the Riemann-Roch theorem A.1.1.33(v). Let sD 2 V
be such that WD;red = CsD. Its divisor is of the form
div(sD) =  3D0 +D + C1 + ED;
where ED is some eective divisor of degree g. Again by the Riemann-Roch theorem
A.1.1.33(iv), ED is generically alone in its linear equivalence class. But on the other
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hand, if WD and WD0 both represent the same point x 2 J1(`)(C), then D  D0, so
that ED  ED0 as D0 and C1 are xed. Consequently, one generically has ED = ED0 ,
which shows that ED only depends on x and not on D, so that the processWD 7! ED
is the rigidication which I am looking for. I then use a trick a la Khuri-Makdisi: I
rst compute
sD  V = fsDv; v 2 V g = H0
 
X1(`); 6D0  D   C1   ED

by using the \multiply-by-function" block A.1.3.7, after which I compute
H0
 
X1(`); 3D0   C1   ED

= fv 2 V j vWD  sD  V g
by using the \subtract" block A.1.3.8. Next, I x another eective divisor C2 of
degree d2 = d0 + 1  g, so that the subspace H0
 
X1(`); 3D0  C1  C2  ED

of the
















as wanted. This allows me to compute the map , which is dened over Q as long as
C1, C2, A and B are. As in the previous section, it proves convenient to choose the
divisors C1 and C2 to be supported by cusps, so that the q-series can be evaluated
eortlessly, hence the notation C1 and C2.
Evaluating  on Vf;l, I may thus hope to get a dening polynomial F (X) of loga-
rithmic height g=2 times less than if I had used the classical approach. A numerical
comparison of these two methods may be found in [DvHZ14, table 2 p.8].
Table B.3.4.2 below, which compares the genus g = (` 5)(` 7)
24
of the modular
curves X1(`) to the rough number h of decimal digits in the common denominator of
the polynomials F (X) associated to newforms of level N = 1 (cf. the Tables section
below) which I computed using the algorithm currently being described, seems to









Table B.3.4.2: Comparison of the size h of coecients of F (X) (computed with my
method) with the genus g of X1(`)
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B.3.5 Finding the Frobenius elements
After evaluating a suitable function in the torsion divisors representing the points
of Vf;l n f0g, I have thus got a polynomial F (X) 2 Q[X] of degree `2   1 whose
decomposition eld is the eld L xed by the kernel of the Galois representation.
It is thus a Galois number eld, and its Galois group over Q is embedded by the
representation f;l into GL2(Fl). I would now like to know the image of the Frobenius
elements Frobp in GL2(Fl), especially so as to get the value of the coecients ap of
f modulo l by looking at the trace.
The roots (x), x 2 Vf;l f0g of F (X) come by construction with an indexing by
Vf;l f0g such that the Galois action of GQ on them corresponds to its f;l-action on
the indices, so that I am perfectly poised to use the Dokchitsers' method described
in section A.3.2.
This allows me to determine the similarity class of f;l(Frobp) for almost all primes
p 2 N. It fails only if F (X) is not integral or not squarefree modulo p, or if two
resolvents  C(X) (dened in section A.3.2) do not remain coprime when reduced
modulo p. However, the primary goal of my computations is to nd the coecients
ap of the q-expansion of f modulo l, and as naive methods compute ap for small p in
almost no time, the only case I am really interested in is the case of extremely large
(if not titanic) p, for which failure is extremely unlikely. The only thing to do is to
nd a polynomial h(X) 2 Z[X] such that the resolvents  C(X) are pairwise coprime
over Q, and in practise either h(X) = X2 or h(X) = X3 works.
Once the resolvents are computed, it is easy to deduce what f;l(Frobp) is similar
to, and hence to compute the coecients ap of f modulo l.
B.3.5.1 The quotient representation trick
Unfortunately, these computations, although simple, can be rather slow because
they require performing operations on very high precision approximations of certain
complex numbers, due to the large height of the coecients of F (X). For instance,
for ` = 29, about 5 million decimal digits after the decimal point are required to
compute the resolvents, so that the computation is almost intractable.
For this reason, I present a simple trick, which in most cases allows to sharply
reduce the amount of computations needed. The key is that I have not yet used
the fact that I know in advance what the determinant of the image of the Frobenius
element Frobp is, namely "(p)p
k 1 mod l, where k and " denote respectively the
weight and the nebentypus of the newform f .
The idea is then to compute a quotient representation, that is to say the repre-
sentation f;l composed with the projection map from GL2(Fl) onto one its quotient
groups. The coarser the quotient, the smaller the computation, so one should use
a quotient just ne enough to be able to lift correctly an element back to GL2(Fl)
provided that the determinant of the lift is known. For instance, PGL2(Fl) is slightly
too coarse, because the knowledge of the image of a matrix in PGL2(Fl) and of its
determinant only determines this matrix up to sign. This is the very reason why J.
Bosman, for computing only the projective Galois representation in [Bos07], deter-
mined the coecients ap of f only up to sign. However, some intermediate quotients
between GL2 and PGL2 will do:
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Lemma B.3.5.1. Embed F` into GL2(F`) by  7! [  00  ]. Let S be a subgroup of
F` , and let  : GL2(F`)  ! GL2(F`)=S be the projection morphism. Then the group
morphism
 : GL2(F`)  ! GL2(F`)=S  F`
g 7 !  (g); det(g)
is injective if and only if  1 62 S.
Proof. Let g 2 GL2(F`). If g 2 Ker, then in particular g 2 Ker , so that there
exists a scalar s 2 S such that g = [ s 00 s ]. Since also det g = 1, one has s2 = 1, hence
s = 1. The result follows.
In the light of this result, I let S to be the largest subgroup of F` such that
 1 62 S. This is the subgroup made up of the elements of odd order in F` , that is
to say, the 20-subgroup of F` . If `  1 = 2rm with r, m 2 N and m odd, its order is
#S = m.
Let the associated quotient Galois representation be
Sf;l : GQ
f;l // GL2(F`)  // // GL2(F`)=S:
Then the image of the morphism Sf;l  k 1` is contained in the image of , so the
map
% : GQ
Sf;lk 1` // GL2(F`)=S  F`
 1 // GL2(F`)
is well-dened, and agrees with f;l.
To compute the linear representation f;l, it is therefore enough to compute the
quotient representation Sf;l. This amounts to describing the Galois action on the
quotient space Vf;l=S. I thus begin by computing a polynomial F
S(X) 2 Q[X]
corresponding to the action of GQ on Vf;l=S, by tracing the roots (x), 0 6= x 2 Vf;l












This new polynomial has roughly the same height as the original F (X), but its degree
is #S times smaller.
Next, I compute a resolvent  C(X) for each conjugacy class C of GL2(F`)=S. As
the subgroup S of GL2(F`) is central, these conjugacy classes are easy to describe:
Lemma B.3.5.2. Let  : GL2(F`) // // GL2(F`)=S denote the projection map, let
g 2 GL2(F`)=S, and let g 2 GL2(F`) such that (g) = g. Then  induces a bijection
g : Conjugacy class of g
 ! Conjugacy class of g
hgh 1 7 ! (hgh 1):
Proof. It is clear that the image of the conjugacy class of g by  is exactly the
conjugacy class of g, so that g is well-dened and surjective. To show that g is
also injective, let h1, h2 2 GL2(F`) such that (h1gh 11 ) = (h2gh 12 ), that is to say





2 for some s 2 S. I must prove that h1gh 11 = h2gh 12 .
By taking determinants, one sees that det s = 1. As s is scalar, this implies s = 1.
Since  1 62 S, one concludes that s = 1, and therefore h1gh 11 = h2gh 12 .
A resolvent  C(X) has therefore exactly the same degree as (each of) the corre-
sponding  C(X), so I still have to use the same very high precision in C to compute
it. However, I now have #S times less such resolvents to compute. Furthermore, the
roots
Pn
i=1 h(ai)(ai) of these resolvents actually take (#S)
2 less time to compute,
since they are dened by sums #S times shorter and there are #S times less of
them.
Using these resolvents  C(X), I can then determine the conjugacy class of the
image of the Frobenius element Frobp in GL2(F`)=S as above, and since  1 62 S, I can
deduce the similarity class of the image of the Frobenius element in GL2(F`) using
the fact that its determinant is pk 1 mod `. Consequently, with this trick, I can still
compute the linear representation f;l, saving a factor (#S)
2 in the computation of
the roots of the resolvents, and a factor #S in their expansion and in the identication
of their coecients as rational numbers.
Since




this prevents this nal step of the Galois representation computation from being the
slowest one, as explained in section B.4.
B.3.5.2 Reducing the polynomials
The biggest problem is that the coecients of the polynomial F (X) tend to have
larger and larger height as ` grows. More precisely, table B.3.4.2 seems to indicate
that this logarithmic height grows as g2:5. While this is rather harmless for l 6 17
(that is to say g 6 5), it makes the Dokchitsers' method intractable as soon as
` > 29, even with the quotient representation trick. It is thus necessary to reduce
this polynomial, that is to say to compute another polynomial whose rupture eld is
isomorphic to the rupture eld of F (X) but whose coecients are much nicer. An
algorithm to perform this task based on LLL lattice reduction is described in [Coh93,
section 4.4.2] and implemented in [Pari/GP] under the name polred. Unfortunately,
the polynomial F (X) has degree `2   1 and tends to have ugly coecients, and this
is too much for polred to be practical, even for small values of `.










whose splitting eld is the number eld Lproj cut out by the projective Galois repre-
sentation
projf;l : GQ
f;l// GL2(F`) // // PGL2(F`) ;
but this representation does not contain enough information to recover the values of
ap mod l.
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However, I have just explained above that working with F proj(X) is not enough
to recover the values of ap mod l, whereas working with F
S(X) is. If the degree
and height of F S(X) are not too large, then I can apply the polred algorithm to it
directly. Write `   1 = 2rm. Since #S = m, the degree of F S(X) is 2r(` + 1), so I
can polred it directly in the cases ` = 19 or 23, but the cases ` = 29 or 31 remain
impractical.
For these remaining cases, Bill Allombert suggested to me that one can still reduce
F S(X) in several steps, as I now explain. Since F` is cyclic, there is a ltration




   
2
Sr = S




















and let Li be the Galois closure of Ki, that is to say the number eld cut out by the
quotient representation
Sif;l : GQ
f;l// GL2(F`) // // GL2(F`)=Si :
In particular, one has S0f;l = 
proj
f;l , L0 = L
proj, and I am looking for a nice model of
Kr.











and the trick is to polred the polynomials Fi(X) along this tower recursively from
bottom up, as I now explain.
First, I apply directly the polred algorithm to F0(X) = F
proj(X). Since the
degree of this polynomial is only `+ 1, this is amenable, as mentioned above.
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I then proceed by induction. Assuming that I have managed to reduce Fi(X), I
have a nice model for Ki = Q[X]=Fi(X), so I can factor Fi+1(X) in Ki[X]. Since
the extension Ki+1 = Q[X]=Fi+1(X) is quadratic over Ki, there must be at least one
factor of degree 2. Let Gi+1(X) be one of those, and let i 2 Ki be its discriminant,
so that





In order to complete the induction, all I have to do is to strip i from the largest
square factor I can nd, say i = A
2
i i with Ai; i 2 Ki and i as small as possible.













2) is a reduced version of Fi+1. If its degree and coecients are not too
big, I can even apply the polred algorithm to this polynomial in order to further
reduce it, which is what I do in practice since it makes the next step of the induction
faster.
In order to decompose i into A
2
i i, I would like to factor i in Ki, but even if Ki
were principal, this would not be amenable whatsoever. I can however consider the
ideal generated by i in Ki, and remove its `-part. The fractional ideal Bi which
I obtain must then be a perfect square, since Ki+1 is unramied outside ` (since L
is), and the very ecient idealsqrt script from [BS14] can explicitly factor it into
Bi = A
2
i . If Ai denotes an element in Ai close to being a generator of Ai (that is to
say of norm not much bigger than the norm of Ai), or even an actual generator if
amenable, then i = i=A
2
i must be small, so this does the trick.
B.4 Complexity analysis
The most time-consuming part of the computation of the polynomial F (X) 2 Q[X]
dening the representation is the arithmetic in the jacobian J1(`). To perform these
operations, K. Khuri-Makdisi's algorithms rely on linear algebra on matrices of size
O(g)  O(g); as g = (` 5)(` 7)
24
= O(`2), and since my algorithm computes O(`2)
`-torsion points in the jacobian, this implies a complexity of O(`8) operations in C
to compute the Galois representation.
Let h be the logarithmic height of F (X), so that computing F (X) with my
algorithm requires a precision of O(h) bits in C. Then the complexity of my method
to nd F (X) is eO(`8h) bit operations. The experiments which I have run (cf. table
B.3.4.2) seem to indicate that h is O(g5=2) = O(`5), but I do not try to rene this
estimate, because I do not know a proven sharp5 bound on h.




has never happened to me in practice. Should it happen, it can be
corrected by multiplying i by the square of an (hopefully small) element in Ki.
5B. Edixhoven and R. de Jong proved the bound h = O(`16) in [CE11, theorem 11.7.6], but that
seems really pessimistic compared to table B.3.4.2, and it is completely impractical to use `16 bits
of precision in C, even in the small genus cases: even all the hard drives in Bordeaux university put
together would barely be enough to store just one complex number with such an insane accuracy.
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Next, if I did not use the quotient representation trick (cf. section B.3.5.1),
computing a root
P
x h(ax)ag(x) of a Dokchitsers' resolvent  C(X) would require
O(degF ) = O(`2) operations in C. As there is one such root for each g 2 GL2(F`),
computing all these roots would require O(`6) operations in C. Then, computing a
resolvent  C(X) from its roots would require eO  deg  C(X) = eO(`2) operations in
C using a fast Fourier transform. As there are O(`2) similarity classes in GL2(F`),
computing all the resolvents  C(X) from their roots would require eO(`4) operations in
C. Thus the overall computation of all the resolvents would require O(`6) operations
in C, the slow part being the computation of their roots. The precision in C I would
have to work at for this is O(`2h), so that the total complexity of the computation
of the resolvents  C(X) would be eO(`8h) bit operations, which is the same as the
rest of the computation.
However, with the quotient representation trick, computing the resolvent rootsP
x h(ax)ag(x) requires only O(`
6=jSj2) = O(`4`22) operations in C, where `2 = 2r is
the 2-primary part of `   1, and then computing the resolvents  C(X) from these
roots takes only eO(`4=jSj) = eO(`3`2) operations in C. Therefore, computing the
resolvents  C(X) overall requires
eO(`6`22h) bit operations, since the precision in C I
have to work at is still O(`2h). So, for instance, the use of this trick allows me to
reduce the complexity of the computation of the resolvents  C(X) by a factor `
2 if I
restrict to the primes `   1 mod 4. Note that restricting to such ` does not worsen
the complexity of the computation of coecients ap of f by Chinese remainders. On
the other hand, in the worst cases ` = 2+1 for some  2 N, this trick unfortunately
does not help at all.
Although its use sharply reduces the computational eort for large `, I shall not
try to quantify here the impact of the quadratic tower reduction trick presented in
section B.3.5.2, as I do not know the complexity of the idealsqrt script from [BS14].
Finally, once the polynomial F (X) and the resolvents  C(X) are computed for
some xed f and l, then the element h(a)ap can be computed in the Fp-algebra
Fp[a] = Fp[X]=F (X) in O(log p) operations in Fp by a square-and-multiply approach,
and computing its trace u to Fp and evaluating the resolvents  C(X) at u requires
O(1) operations in Fp. Since each arithmetic operation in Fp can be performed
in eO(log p) bit operations thanks to fast arithmetic, the coecient ap of f can be
determined modulo l in only eO(log2 p) bit operations. It is therefore possible to
compute ap mod l for titanic primes p having thousands of decimal digits, cf. the
tables in section C.1.
The practical computation times achieved by my algorithm are indicated in table
C.1.0.1 below.
Part C





I have computed all the Galois representations f;l attached to the newforms
f 2 Sk(1) of level N = 1 and of weight k modulo the non-exceptional1 primes l
of degree 1 and lying above the rational primes ` ranging from k + 1 to 31, along
with the much easier case of the Galois representation ;11 attached to  mod 11
and which is aorded by the 11-torsion of the elliptic curve X1(11) as a warm-up.
According to Maeda's conjecture, for each weight k there is only one newform in
Sk(1) up to GQ-conjugation. This conjecture has been veried in [FW02] for k up to
2000, and since I work with newforms of level 1 and weight k up to only 30 (because
of the condition k < `), I may denote without ambiguity one of the newforms in Sk(1)
by fk, and the coecients of its q-expansion at innity by k(n). Then, for each k,




n>2 are well-dened up to GQ-action, and
the newforms in Sk(1) are the GQ-conjugates of





Thus for instance f12 = , 12 =  is Ramanujan's  -function,





is the only newform of level 1 and weight 16, and so on. Although I would have
liked to treat other similar cases, the only newform with non-rational coecients for
1In the sense of denition A.3.3.9
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which I have computed the attached Galois representation was f24, for which I have
computed the Galois representations only modulo the primes lying above ` = 31,
due to the conditions that l be of degree 1 and that k < `.
For each Galois representation f;l, I denote by L the number eld it cuts out, and





at p for the 40 rst primes p above
101000. Since these p are unramied, these Frobenius elements are well-dened up to
conjugacy, so their images are well-dened up to similarity. I represent a similarity
class in GL2(Fl) by its minimal polynomial in factored form over Fl, as explained in
remark A.3.2.2.
I carried out my computations on the PlaFRIM experimental testbed of the
Bordeaux university. The softwares used were [SAGE] for the main part of the
computation, and [Pari/GP] for the polynomial reduction.
For each `, I indicate in table C.1.0.1 below the precision in C (in bits) at which
I chose to perform the computations (it had to be at least twice the height of the
coecients of the output polynomial F (X) describing the eld cut out by the repre-
sentation), as well as the typical execution times of the various steps of the algorithm:
 the human time taken by the computation of the period lattice of X1(`) (cf.
section B.3.2), including the q-expansion of the cuspforms of weight 2 (cf.
section B.3.1), along with the necessary precision of the q-series so as to achieve
the required accuracy in C (this depends strongly on the largest p for which I
need to consider the twisted winding element wp),
 the human time needed to initialise K. Khuri-Makdisi's algorithm to compute
in J1(`), that is to say to compute the q-expansion of the Eisenstein series e1;2
and e1;3 (cf. section B.2.2) and the multiplication of the weight 2 modular
forms into weight 4 and weight 6 (cf. section B.2.1),
 the CPU time required to perform one group operation in J1(`),
 the CPU time spent in Newton iterations in order to approximate an `-torsion
divisor (cf. section B.3.3),
 the CPU time required to evaluate my Galois-equivariant function
 : J1(`) 99K Q (cf. section B.3.4) at one point of J1(`),
 the CPU time required to reduce the polynomial describing the number eld
cut out by the Galois representation (cf. section B.3.5.2),
 the human time required to compute one of the Dokchitsers' resolvent  C(X)
(cf. sections A.3.2 and B.3.5.1),
 and nally the total human time taken to compute the Galois representation,
from scratch to the Dokchitsers' resolvents (note that in practise, the period
computations and the Makdisi initialisation are run only once for each ` and
then re-used for each newform f of weight k 6 ` and each prime l lying above
`).
By CPU time, I mean the human time that would be required if I did not use
any parallelisation.
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Level ` 11 13 172 19 23 29 31
Genus g 1 2 5 7 12 22 26
Precision
in C 700b 800b 1.2kb 1.5kb 5kb 15kb 30kb
q-precision
of series
736 959 1.6k 5k 8k 26k 129k
Periods
of X1(`)
6s 88s 83s 6m 22m 2d 6d
Makdisi
initialisation
13s 13s 16s 4.5m 10m 11h 10h3
One operation
in J1(`)
1s 2s 24s 80s 15m 6h 1d
Newton
iterations
1s 2s 14s 1m 7m 31h 2d
Evaluation
in J1(`)[`]
1s 2s 15s 36s 6m 3h 12h
polred4 10s 30s - 5m 3h 1d 5d
Resolvents
 C(X)
6s 34s 1m 34s 26s 3m 1m
Total
time
<1m 3m 30m 40m 10h 6d 12d
Table C.1.0.1: Parameters and times of the computations
Once the resolvents  C(X) are computed, the time required to compute the trace
of the Frobenius element at p is essentially independent of ` for large p; it is about
30 minutes for p  101000.
The results are the following:
2The case ` = 17 is somehow special since it is the case where the quotient representation trick
does not help. I have not tried to reduce the polynomials computed by my algorithm in this case,
and I have proceeded directly to the computation of the resolvents, so the algorithm I use is slightly
dierent.
3Due to an exaggerated memory usage to store the Fourier coecients of the series, I split my
code to initialise K. Khuri-Makidisi's algorithms into several substeps, and I used the occasion the
partly-rewrite it and parallelise it, whence the better time than for ` = 29.
4For ` < 23, the coecents of the polynomial F (X) computed by my algorithm were not
too ugly, so I applied [Pari/GP]'s polred algorithm directly on the polynomial FS(X) dening
the quotient representation. It is only for ` = 29 and 31 that I deemed it necessary to used the
step-by-step reduction process described in section B.3.5.2.
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` = 11
f12 =  =
+1X
n=1
(n)qn = q   24q2 + 252q3 +O(q4)






101000 + 453 (x  9)(x  4) 2
101000 + 1357 (x  8)(x  2) 10
101000 + 2713 x2 + x+ 8 10
101000 + 4351 (x  6)(x  3) 9
101000 + 5733 x2 + 3x+ 3 8
101000 + 7383 x2 + 3x+ 3 8
101000 + 10401 (x  8)(x  5) 2
101000 + 11979 x2 + 1 0
101000 + 17557 (x  10)(x  9) 8
101000 + 21567 x2 + 10x+ 8 1
101000 + 22273 (x  9)(x  6) 4
101000 + 24493 (x  8)(x  1) 9
101000 + 25947 (x  9)(x  6) 4
101000 + 27057 x2 + 4x+ 9 7
101000 + 29737 (x  9)(x  3) 1
101000 + 41599 x2 + 9 0
101000 + 43789 x2 + 6x+ 10 5
101000 + 46227 (x  7)(x  4) 0
101000 + 46339 (x  8)(x  1) 9
101000 + 52423 (x  3)2 6
101000 + 55831 x2 + 10x+ 7 1
101000 + 57867 (x  8)(x  1) 9
101000 + 59743 (x  3)(x  1) 4
101000 + 61053 (x  9)2 7
101000 + 61353 x2 + x+ 7 10
101000 + 63729 x2 + x+ 7 10
101000 + 64047 (x  3)(x  2) 5
101000 + 64749 (x  10)(x  7) 6
101000 + 68139 x2 + 2x+ 6 9
101000 + 68367 (x  3)(x  1) 4
101000 + 70897 (x  10)(x  8) 7
101000 + 72237 (x  4)(x  3) 7
101000 + 77611 (x  8)(x  5) 2
101000 + 78199 (x  6)(x  2) 8
101000 + 79237 (x  5)(x  1) 6
101000 + 79767 x2 + 4x+ 7 7
101000 + 82767 x2 + 2x+ 4 9
101000 + 93559 (x  4)2 8
101000 + 95107 (x  10)(x  9) 8
101000 + 100003 (x  9)(x  4) 2
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` = 13
f12 =  =
+1X
n=1
(n)qn = q   24q2 + 252q3 +O(q4)






101000 + 453 x2 + 3x+ 1 10
101000 + 1357 (x  10)(x  7) 4
101000 + 2713 x2 + 12x+ 12 1
101000 + 4351 x2 + x+ 12 12
101000 + 5733 (x  12)(x  4) 3
101000 + 7383 x2 + 6x+ 7 7
101000 + 10401 (x  5)(x  2) 7
101000 + 11979 (x  9)2 5
101000 + 17557 x2 + 6x+ 4 7
101000 + 21567 x2 + 5x+ 9 8
101000 + 22273 (x  10)(x  8) 5
101000 + 24493 x2 + 8x+ 10 5
101000 + 25947 x2 + 10x+ 7 3
101000 + 27057 (x  7)(x  4) 11
101000 + 29737 x2 + x+ 3 12
101000 + 41599 (x  11)(x  3) 1
101000 + 43789 (x  10)(x  7) 4
101000 + 46227 x2 + 10x+ 7 3
101000 + 46339 (x  8)(x  7) 2
101000 + 52423 (x  10)(x  3) 0
101000 + 55831 (x  4)(x  3) 7
101000 + 57867 (x  2)(x  1) 3
101000 + 59743 x2 + 6 0
101000 + 61053 x2 + x+ 5 12
101000 + 61353 (x  11)(x  5) 3
101000 + 63729 (x  11)(x  1) 12
101000 + 64047 (x  10)(x  9) 6
101000 + 64749 (x  4)(x  3) 7
101000 + 68139 x2 + 6x+ 3 7
101000 + 68367 (x  7)(x  5) 12
101000 + 70897 (x  12)(x  7) 6
101000 + 72237 x2 + 11x+ 12 2
101000 + 77611 x2 + 5x+ 10 8
101000 + 78199 (x  7)(x  4) 11
101000 + 79237 (x  4)(x  2) 6
101000 + 79767 x2 + 7x+ 7 6
101000 + 82767 x2 + 9x+ 12 4
101000 + 93559 x2 + 8x+ 1 5
101000 + 95107 x2 + 10x+ 7 3
101000 + 100003 x2 + 6x+ 4 7
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` = 17
f12 =  =
+1X
n=1
(n)qn = q   24q2 + 252q3 +O(q4)






101000 + 453 x2 + 3 0
101000 + 1357 (x  15)2 13
101000 + 2713 (x  14)(x  12) 9
101000 + 4351 (x  10)(x  6) 16
101000 + 5733 (x  6)(x  4) 10
101000 + 7383 (x  15)(x  2) 0
101000 + 10401 (x  7)(x  3) 10
101000 + 11979 x2 + 6x+ 3 11
101000 + 17557 x2 + 11x+ 6 6
101000 + 21567 x2 + 16x+ 3 1
101000 + 22273 x2 + 16x+ 8 1
101000 + 24493 x2 + 8x+ 6 9
101000 + 25947 x2 + 2x+ 13 15
101000 + 27057 (x  16)(x  2) 1
101000 + 29737 x2 + 5x+ 7 12
101000 + 41599 x2 + 6x+ 16 11
101000 + 43789 (x  11)(x  5) 16
101000 + 46227 x2 + 4x+ 7 13
101000 + 46339 (x  14)(x  10) 7
101000 + 52423 (x  16)(x  5) 4
101000 + 55831 x2 + 14x+ 8 3
101000 + 57867 x2 + 8x+ 9 9
101000 + 59743 (x  14)(x  7) 4
101000 + 61053 x2 + 15x+ 11 2
101000 + 61353 x2 + 6x+ 16 11
101000 + 63729 x2 + 6 0
101000 + 64047 x2 + 7x+ 14 10
101000 + 64749 (x  6)(x  1) 7
101000 + 68139 (x  11)(x  10) 4
101000 + 68367 (x  16)(x  2) 1
101000 + 70897 x2 + 5x+ 5 12
101000 + 72237 x2 + 7 0
101000 + 77611 x2 + 15x+ 11 2
101000 + 78199 (x  16)(x  8) 7
101000 + 79237 (x  10)(x  5) 15
101000 + 79767 (x  8)(x  1) 9
101000 + 82767 x2 + 16x+ 3 1
101000 + 93559 x2 + 5x+ 14 12
101000 + 95107 (x  11)2 5
101000 + 100003 (x  14)(x  5) 2
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n = q + 216q2   3348q3 +O(q4)






101000 + 453 x2 + 5x+ 12 12
101000 + 1357 x2 + 3x+ 4 14
101000 + 2713 x2 + 8x+ 2 9
101000 + 4351 x2 + 14x+ 8 3
101000 + 5733 x2 + 11x+ 6 6
101000 + 7383 (x  8)2 16
101000 + 10401 (x  16)(x  13) 12
101000 + 11979 (x  9)(x  7) 16
101000 + 17557 (x  5)(x  2) 7
101000 + 21567 x2 + 12x+ 12 5
101000 + 22273 x2 + 13x+ 9 4
101000 + 24493 x2 + 10 0
101000 + 25947 (x  16)(x  4) 3
101000 + 27057 (x  10)(x  7) 0
101000 + 29737 x2 + 9x+ 6 8
101000 + 41599 x2 + 4x+ 16 13
101000 + 43789 (x  4)(x  1) 5
101000 + 46227 (x  12)(x  9) 4
101000 + 46339 x2 + 15x+ 4 2
101000 + 52423 (x  11)(x  9) 3
101000 + 55831 x2 + 9x+ 9 8
101000 + 57867 x2 + 12x+ 8 5
101000 + 59743 (x  8)2 16
101000 + 61053 (x  15)(x  5) 3
101000 + 61353 x2 + 16x+ 16 1
101000 + 63729 x2 + 14x+ 10 3
101000 + 64047 x2 + 12x+ 5 5
101000 + 64749 x2 + 10 0
101000 + 68139 (x  10)(x  6) 16
101000 + 68367 x2 + 8x+ 2 9
101000 + 70897 (x  16)(x  14) 13
101000 + 72237 (x  13)(x  7) 3
101000 + 77611 (x  6)(x  4) 10
101000 + 78199 (x  8)(x  1) 9
101000 + 79237 x2 + 13x+ 16 4
101000 + 79767 x2 + 4x+ 9 13
101000 + 82767 x2 + 5x+ 12 12
101000 + 93559 x2 + 5 0
101000 + 95107 (x  7)2 14
101000 + 100003 (x  10)2 3
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` = 19
f12 =  =
+1X
n=1
(n)qn = q   24q2 + 252q3 +O(q4)






101000 + 453 (x  15)(x  10) 6
101000 + 1357 (x  17)2 15
101000 + 2713 (x  11)(x  4) 15
101000 + 4351 (x  6)(x  4) 10
101000 + 5733 (x  16)(x  1) 17
101000 + 7383 (x  1)2 2
101000 + 10401 x2 + 11x+ 4 8
101000 + 11979 (x  16)(x  13) 10
101000 + 17557 x2 + 8x+ 14 11
101000 + 21567 (x  11)2 3
101000 + 22273 (x  13)(x  1) 14
101000 + 24493 (x  14)(x  10) 5
101000 + 25947 x2 + 14x+ 15 5
101000 + 27057 (x  10)(x  9) 0
101000 + 29737 x2 + 12x+ 7 7
101000 + 41599 (x  18)(x  15) 14
101000 + 43789 (x  13)(x  11) 5
101000 + 46227 x2 + 5 0
101000 + 46339 x2 + x+ 11 18
101000 + 52423 x2 + 7x+ 7 12
101000 + 55831 (x  16)(x  13) 10
101000 + 57867 (x  17)(x  2) 0
101000 + 59743 x2 + 5x+ 9 14
101000 + 61053 x2 + 9x+ 3 10
101000 + 61353 (x  14)(x  10) 5
101000 + 63729 x2 + 15x+ 8 4
101000 + 64047 (x  6)(x  5) 11
101000 + 64749 (x  13)2 7
101000 + 68139 x2 + 15x+ 13 4
101000 + 68367 (x  14)(x  5) 0
101000 + 70897 (x  18)(x  15) 14
101000 + 72237 (x  10)(x  5) 15
101000 + 77611 x2 + 13x+ 6 6
101000 + 78199 (x  15)2 11
101000 + 79237 x2 + 12x+ 9 7
101000 + 79767 x2 + 13x+ 13 6
101000 + 82767 x2 + 3x+ 8 16
101000 + 93559 x2 + 4x+ 8 15
101000 + 95107 x2 + 13x+ 15 6
101000 + 100003 x2 + 5x+ 3 14
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n = q + 216q2   3348q3 +O(q4)






101000 + 453 (x  15)(x  2) 17
101000 + 1357 (x  18)(x  12) 11
101000 + 2713 x2 + 6x+ 7 13
101000 + 4351 x2 + 9x+ 11 10
101000 + 5733 (x  17)(x  4) 2
101000 + 7383 x2 + 5x+ 1 14
101000 + 10401 x2 + 13x+ 7 6
101000 + 11979 (x  16)(x  13) 10
101000 + 17557 (x  9)(x  3) 12
101000 + 21567 x2 + 5x+ 1 14
101000 + 22273 (x  17)(x  13) 11
101000 + 24493 (x  17)(x  9) 7
101000 + 25947 (x  18)(x  7) 6
101000 + 27057 x2 + 5x+ 8 14
101000 + 29737 (x  13)(x  3) 16
101000 + 41599 x2 + 7x+ 7 12
101000 + 43789 x2 + 9x+ 12 10
101000 + 46227 x2 + 16x+ 11 3
101000 + 46339 (x  17)(x  9) 7
101000 + 52423 (x  15)(x  14) 10
101000 + 55831 (x  14)(x  4) 18
101000 + 57867 x2 + 18x+ 12 1
101000 + 59743 x2 + 7 0
101000 + 61053 (x  17)(x  15) 13
101000 + 61353 (x  10)(x  2) 12
101000 + 63729 x2 + 16x+ 18 3
101000 + 64047 (x  10)(x  2) 12
101000 + 64749 x2 + 10x+ 11 9
101000 + 68139 (x  10)(x  5) 15
101000 + 68367 (x  18)(x  7) 6
101000 + 70897 x2 + 6x+ 7 13
101000 + 72237 x2 + 6x+ 18 13
101000 + 77611 x2 + 13x+ 7 6
101000 + 78199 (x  7)2 14
101000 + 79237 (x  14)(x  10) 5
101000 + 79767 (x  12)(x  1) 13
101000 + 82767 (x  16)(x  13) 10
101000 + 93559 x2 + 2x+ 18 17
101000 + 95107 x2 + 18x+ 12 1
101000 + 100003 (x  14)(x  6) 1
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` = 23




n = q + 216q2   3348q3 +O(q4)






101000 + 453 (x  15)(x  5) 20
101000 + 1357 (x  19)(x  15) 11
101000 + 2713 x2 + 11x+ 21 12
101000 + 4351 x2 + 7x+ 11 16
101000 + 5733 (x  18)(x  14) 9
101000 + 7383 (x  13)(x  6) 19
101000 + 10401 x2 + 4x+ 7 19
101000 + 11979 (x  15)(x  7) 22
101000 + 17557 x2 + 8x+ 1 15
101000 + 21567 x2 + 8x+ 6 15
101000 + 22273 (x  17)(x  5) 22
101000 + 24493 (x  8)(x  5) 13
101000 + 25947 (x  21)(x  13) 11
101000 + 27057 (x  8)(x  2) 10
101000 + 29737 x2 + 12x+ 17 11
101000 + 41599 (x  20)(x  7) 4
101000 + 43789 (x  15)2 7
101000 + 46227 (x  9)(x  2) 11
101000 + 46339 (x  22)(x  18) 17
101000 + 52423 (x  19)(x  6) 2
101000 + 55831 x2 + 4x+ 12 19
101000 + 57867 x2 + 16x+ 21 7
101000 + 59743 (x  7)(x  6) 13
101000 + 61053 x2 + 21x+ 3 2
101000 + 61353 (x  11)(x  8) 19
101000 + 63729 x2 + 5x+ 13 18
101000 + 64047 (x  22)(x  21) 20
101000 + 64749 x2 + 16x+ 11 7
101000 + 68139 (x  18)(x  3) 21
101000 + 68367 x2 + 2x+ 3 21
101000 + 70897 x2 + 21x+ 3 2
101000 + 72237 x2 + 14x+ 5 9
101000 + 77611 x2 + 14x+ 16 9
101000 + 78199 x2 + 6x+ 21 17
101000 + 79237 x2 + 9x+ 4 14
101000 + 79767 x2 + 15x+ 20 8
101000 + 82767 (x  8)(x  1) 9
101000 + 93559 x2 + x+ 10 22
101000 + 95107 (x  15)(x  11) 3
101000 + 100003 (x  14)(x  13) 4
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n = q   528q2   4284q3 +O(q4)






101000 + 453 (x  18)(x  4) 22
101000 + 1357 x2 + 10x+ 4 13
101000 + 2713 x2 + 13x+ 10 10
101000 + 4351 (x  6)(x  5) 11
101000 + 5733 x2 + x+ 22 22
101000 + 7383 (x  20)(x  14) 11
101000 + 10401 (x  7)(x  4) 11
101000 + 11979 (x  11)(x  5) 16
101000 + 17557 x2 + 7x+ 1 16
101000 + 21567 (x  15)(x  14) 6
101000 + 22273 x2 + 22x+ 18 1
101000 + 24493 (x  15)(x  9) 1
101000 + 25947 (x  7)(x  3) 10
101000 + 27057 x2 + 5x+ 18 18
101000 + 29737 x2 + 5x+ 20 18
101000 + 41599 (x  13)(x  1) 14
101000 + 43789 x2 + 8x+ 6 15
101000 + 46227 x2 + 4x+ 6 19
101000 + 46339 (x  18)(x  15) 10
101000 + 52423 x2 + 15x+ 22 8
101000 + 55831 (x  17)(x  5) 22
101000 + 57867 x2 + 22x+ 10 1
101000 + 59743 x2 + 13x+ 15 10
101000 + 61053 (x  20)(x  7) 4
101000 + 61353 (x  15)(x  1) 16
101000 + 63729 x2 + 9 0
101000 + 64047 (x  17)2 11
101000 + 64749 x2 + 22x+ 7 1
101000 + 68139 (x  9)2 18
101000 + 68367 x2 + 8x+ 2 15
101000 + 70897 (x  2)(x  1) 3
101000 + 72237 (x  17)(x  1) 18
101000 + 77611 (x  19)(x  7) 3
101000 + 78199 (x  17)(x  6) 0
101000 + 79237 x2 + 4x+ 8 19
101000 + 79767 x2 + 11x+ 21 12
101000 + 82767 x2 + x+ 12 22
101000 + 93559 (x  10)(x  6) 16
101000 + 95107 x2 + 13x+ 8 10
101000 + 100003 (x  14)(x  4) 18
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n = q + 456q2 + 50652q3 +O(q4)






101000 + 453 x2 + 5x+ 13 18
101000 + 1357 x2 + 22x+ 12 1
101000 + 2713 x2 + 11x+ 19 12
101000 + 4351 (x  22)(x  6) 5
101000 + 5733 x2 + 22x+ 22 1
101000 + 7383 (x  15)(x  10) 2
101000 + 10401 x2 + 13x+ 20 10
101000 + 11979 x2 + 10x+ 8 13
101000 + 17557 (x  16)(x  13) 6
101000 + 21567 (x  18)(x  2) 20
101000 + 22273 (x  22)(x  20) 19
101000 + 24493 (x  11)(x  3) 14
101000 + 25947 x2 + 18x+ 14 5
101000 + 27057 x2 + 16x+ 3 7
101000 + 29737 x2 + 22x+ 10 1
101000 + 41599 (x  22)(x  19) 18
101000 + 43789 x2 + 2 0
101000 + 46227 (x  14)(x  10) 1
101000 + 46339 (x  18)(x  5) 0
101000 + 52423 (x  21)(x  12) 10
101000 + 55831 (x  21)(x  20) 18
101000 + 57867 (x  22)(x  4) 3
101000 + 59743 (x  11)(x  9) 20
101000 + 61053 x2 + 9x+ 9 14
101000 + 61353 (x  22)(x  16) 15
101000 + 63729 x2 + 19x+ 8 4
101000 + 64047 (x  18)(x  13) 8
101000 + 64749 (x  21)(x  3) 1
101000 + 68139 (x  18)(x  1) 19
101000 + 68367 x2 + x+ 9 22
101000 + 70897 x2 + 21x+ 9 2
101000 + 72237 (x  11)(x  4) 15
101000 + 77611 (x  15)(x  14) 6
101000 + 78199 (x  17)(x  16) 10
101000 + 79237 x2 + 5x+ 16 18
101000 + 79767 x2 + 18x+ 14 5
101000 + 82767 (x  11)(x  10) 21
101000 + 93559 x2 + 6x+ 15 17
101000 + 95107 (x  19)2 15
101000 + 100003 x2 + 15x+ 19 8
C.1. TABLES 171




n = q   288q2   128844q3 +O(q4)






101000 + 453 (x  19)(x  7) 3
101000 + 1357 x2 + 13 0
101000 + 2713 x2 + 8x+ 20 15
101000 + 4351 (x  16)(x  11) 4
101000 + 5733 x2 + 19x+ 22 4
101000 + 7383 (x  19)(x  14) 10
101000 + 10401 (x  16)(x  5) 21
101000 + 11979 (x  17)(x  15) 9
101000 + 17557 (x  19)(x  17) 13
101000 + 21567 (x  19)(x  7) 3
101000 + 22273 x2 + 14x+ 12 9
101000 + 24493 (x  7)(x  4) 11
101000 + 25947 x2 + 4x+ 17 19
101000 + 27057 x2 + 3x+ 12 20
101000 + 29737 x2 + 5x+ 5 18
101000 + 41599 (x  7)2 14
101000 + 43789 x2 + 18x+ 16 5
101000 + 46227 x2 + 19x+ 16 4
101000 + 46339 x2 + 22x+ 7 1
101000 + 52423 (x  22)(x  1) 0
101000 + 55831 x2 + 12x+ 8 11
101000 + 57867 (x  17)(x  12) 6
101000 + 59743 (x  21)(x  16) 14
101000 + 61053 x2 + 4x+ 6 19
101000 + 61353 (x  19)(x  8) 4
101000 + 63729 (x  5)2 10
101000 + 64047 (x  12)(x  6) 18
101000 + 64749 (x  13)(x  10) 0
101000 + 68139 (x  21)2 19
101000 + 68367 (x  19)(x  10) 6
101000 + 70897 x2 + 14x+ 6 9
101000 + 72237 (x  20)(x  13) 10
101000 + 77611 (x  4)(x  3) 7
101000 + 78199 (x  14)(x  8) 22
101000 + 79237 x2 + 20x+ 9 3
101000 + 79767 x2 + 8x+ 17 15
101000 + 82767 x2 + 16x+ 4 7
101000 + 93559 (x  14)(x  13) 4
101000 + 95107 (x  3)2 6
101000 + 100003 (x  19)(x  18) 14
172 PART C. TABLES AND PROOF OF THE COMPUTATION RESULTS
` = 29
f12 =  =
+1X
n=1
(n)qn = q   24q2 + 252q3 +O(q4)






101000 + 453 x2 + 8x+ 24 21
101000 + 1357 x2 + 21x+ 1 8
101000 + 2713 x2 + 18x+ 20 11
101000 + 4351 x2 + 3 0
101000 + 5733 (x  20)(x  2) 22
101000 + 7383 (x  19)(x  10) 0
101000 + 10401 (x  7)(x  2) 9
101000 + 11979 x2 + 22x+ 22 7
101000 + 17557 x2 + 27 0
101000 + 21567 (x  23)(x  3) 26
101000 + 22273 x2 + 15x+ 3 14
101000 + 24493 x2 + 25x+ 16 4
101000 + 25947 (x  27)(x  15) 13
101000 + 27057 x2 + 22x+ 23 7
101000 + 29737 (x  23)(x  10) 4
101000 + 41599 (x  13)(x  5) 18
101000 + 43789 (x  18)(x  15) 4
101000 + 46227 x2 + 7x+ 3 22
101000 + 46339 (x  26)(x  8) 5
101000 + 52423 (x  17)(x  16) 4
101000 + 55831 x2 + 21x+ 4 8
101000 + 57867 (x  13)(x  11) 24
101000 + 59743 x2 + 24x+ 2 5
101000 + 61053 x2 + 18x+ 21 11
101000 + 61353 (x  24)(x  1) 25
101000 + 63729 (x  20)(x  1) 21
101000 + 64047 x2 + 14x+ 6 15
101000 + 64749 x2 + 14x+ 28 15
101000 + 68139 (x  12)(x  2) 14
101000 + 68367 x2 + 26x+ 26 3
101000 + 70897 x2 + 12x+ 28 17
101000 + 72237 x2 + 27x+ 13 2
101000 + 77611 (x  14)(x  13) 27
101000 + 78199 (x  17)(x  14) 2
101000 + 79237 x2 + 28x+ 25 1
101000 + 79767 x2 + 13x+ 16 16
101000 + 82767 (x  27)(x  13) 11
101000 + 93559 x2 + 13x+ 17 16
101000 + 95107 (x  25)(x  24) 20
101000 + 100003 (x  26)(x  13) 10
C.1. TABLES 173




n = q + 216q2   3348q3 +O(q4)






101000 + 453 x2 + 16x+ 25 13
101000 + 1357 x2 + 9x+ 1 20
101000 + 2713 (x  23)(x  1) 24
101000 + 4351 x2 + 18x+ 21 11
101000 + 5733 (x  22)(x  8) 1
101000 + 7383 x2 + x+ 24 28
101000 + 10401 (x  17)(x  7) 24
101000 + 11979 x2 + 26x+ 9 3
101000 + 17557 (x  27)(x  24) 22
101000 + 21567 (x  16)(x  11) 27
101000 + 22273 (x  27)(x  4) 2
101000 + 24493 (x  25)(x  23) 19
101000 + 25947 (x  17)2 5
101000 + 27057 x2 + 22x+ 7 7
101000 + 29737 x2 + 10 0
101000 + 41599 x2 + 2x+ 20 27
101000 + 43789 x2 + 19x+ 6 10
101000 + 46227 (x  24)(x  19) 14
101000 + 46339 x2 + 17x+ 4 12
101000 + 52423 (x  26)(x  9) 6
101000 + 55831 (x  17)(x  11) 28
101000 + 57867 (x  27)(x  24) 22
101000 + 59743 x2 + 28x+ 19 1
101000 + 61053 (x  21)(x  20) 12
101000 + 61353 x2 + 13x+ 25 16
101000 + 63729 (x  28)(x  6) 5
101000 + 64047 (x  23)(x  6) 0
101000 + 64749 (x  24)(x  6) 1
101000 + 68139 (x  24)2 19
101000 + 68367 (x  26)(x  7) 4
101000 + 70897 x2 + 15x+ 28 14
101000 + 72237 (x  28)(x  24) 23
101000 + 77611 x2 + 19x+ 15 10
101000 + 78199 (x  10)(x  8) 18
101000 + 79237 (x  25)2 21
101000 + 79767 x2 + 17x+ 24 12
101000 + 82767 x2 + 6x+ 21 23
101000 + 93559 (x  24)(x  14) 9
101000 + 95107 x2 + 6x+ 23 23
101000 + 100003 (x  26)(x  6) 3
174 PART C. TABLES AND PROOF OF THE COMPUTATION RESULTS




n = q   528q2   4284q3 +O(q4)






101000 + 453 x2 + 13x+ 23 16
101000 + 1357 (x  22)(x  4) 26
101000 + 2713 x2 + 16x+ 16 13
101000 + 4351 (x  23)(x  8) 2
101000 + 5733 (x  16)(x  15) 2
101000 + 7383 (x  13)(x  6) 19
101000 + 10401 x2 + 27x+ 27 2
101000 + 11979 x2 + 10x+ 4 19
101000 + 17557 x2 + 19x+ 14 10
101000 + 21567 (x  27)(x  25) 23
101000 + 22273 (x  27)(x  24) 22
101000 + 24493 x2 + 6x+ 20 23
101000 + 25947 (x  21)(x  11) 3
101000 + 27057 x2 + 23x+ 24 6
101000 + 29737 (x  23)(x  17) 11
101000 + 41599 (x  18)(x  3) 21
101000 + 43789 x2 + 8x+ 13 21
101000 + 46227 (x  14)(x  9) 23
101000 + 46339 (x  18)(x  10) 28
101000 + 52423 (x  16)(x  15) 2
101000 + 55831 x2 + 22x+ 22 7
101000 + 57867 x2 + 13x+ 14 16
101000 + 59743 (x  22)(x  2) 24
101000 + 61053 x2 + 8x+ 18 21
101000 + 61353 (x  11)(x  10) 21
101000 + 63729 (x  12)(x  11) 23
101000 + 64047 (x  23)(x  4) 27
101000 + 64749 (x  19)(x  3) 22
101000 + 68139 x2 + 4x+ 23 25
101000 + 68367 (x  15)(x  9) 24
101000 + 70897 (x  25)(x  22) 18
101000 + 72237 (x  18)(x  15) 4
101000 + 77611 (x  25)(x  19) 15
101000 + 78199 (x  19)(x  14) 4
101000 + 79237 (x  19)(x  8) 27
101000 + 79767 (x  17)(x  8) 25
101000 + 82767 (x  27)(x  24) 22
101000 + 93559 (x  11)(x  9) 20
101000 + 95107 x2 + 24x+ 16 5
101000 + 100003 x2 + 7x+ 26 22
C.1. TABLES 175




n = q + 456q2 + 50652q3 +O(q4)






101000 + 453 x2 + 23x+ 20 6
101000 + 1357 x2 + 25x+ 1 4
101000 + 2713 x2 + 25x+ 25 4
101000 + 4351 (x  25)(x  14) 10
101000 + 5733 x2 + 27x+ 3 2
101000 + 7383 x2 + 28x+ 7 1
101000 + 10401 (x  22)(x  15) 8
101000 + 11979 (x  9)(x  7) 16
101000 + 17557 x2 + 28x+ 8 1
101000 + 21567 (x  17)(x  7) 24
101000 + 22273 x2 + 14x+ 2 15
101000 + 24493 (x  18)(x  2) 20
101000 + 25947 x2 + 2x+ 28 27
101000 + 27057 (x  19)(x  10) 0
101000 + 29737 x2 + 8x+ 8 21
101000 + 41599 x2 + x+ 24 28
101000 + 43789 (x  13)(x  7) 20
101000 + 46227 (x  10)(x  6) 16
101000 + 46339 (x  22)(x  7) 0
101000 + 52423 x2 + 15x+ 3 14
101000 + 55831 (x  19)(x  11) 1
101000 + 57867 (x  11)(x  6) 17
101000 + 59743 (x  18)(x  6) 24
101000 + 61053 x2 + 2x+ 19 27
101000 + 61353 (x  28)(x  9) 8
101000 + 63729 x2 + 16x+ 25 13
101000 + 64047 x2 + 5x+ 13 24
101000 + 64749 x2 + 15x+ 28 14
101000 + 68139 (x  25)(x  24) 20
101000 + 68367 (x  22)(x  21) 14
101000 + 70897 (x  7)(x  4) 11
101000 + 72237 (x  27)(x  18) 16
101000 + 77611 (x  17)(x  4) 21
101000 + 78199 x2 + 8x+ 13 21
101000 + 79237 (x  17)(x  15) 3
101000 + 79767 (x  24)(x  16) 11
101000 + 82767 x2 + 15x+ 2 14
101000 + 93559 (x  23)(x  2) 25
101000 + 95107 x2 + 5x+ 25 24
101000 + 100003 x2 + 13x+ 14 16
176 PART C. TABLES AND PROOF OF THE COMPUTATION RESULTS




n = q   288q2   128844q3 +O(q4)






101000 + 453 (x  17)(x  12) 0
101000 + 1357 x2 + 8x+ 1 21
101000 + 2713 (x  6)(x  5) 11
101000 + 4351 (x  20)(x  18) 9
101000 + 5733 (x  4)(x  3) 7
101000 + 7383 (x  17)(x  12) 0
101000 + 10401 x2 + 4x+ 12 25
101000 + 11979 (x  19)(x  3) 22
101000 + 17557 x2 + 15x+ 17 14
101000 + 21567 x2 + x+ 12 28
101000 + 22273 (x  28)(x  17) 16
101000 + 24493 (x  27)(x  14) 12
101000 + 25947 (x  18)(x  8) 26
101000 + 27057 x2 + 9x+ 1 20
101000 + 29737 (x  13)(x  8) 21
101000 + 41599 (x  10)(x  3) 13
101000 + 43789 (x  21)(x  11) 3
101000 + 46227 (x  20)(x  18) 9
101000 + 46339 (x  24)(x  6) 1
101000 + 52423 x2 + 14x+ 12 15
101000 + 55831 (x  16)(x  9) 25
101000 + 57867 (x  20)(x  11) 2
101000 + 59743 (x  4)(x  3) 7
101000 + 61053 x2 + 11x+ 12 18
101000 + 61353 (x  22)(x  4) 26
101000 + 63729 (x  1)2 2
101000 + 64047 (x  21)(x  11) 3
101000 + 64749 (x  19)(x  3) 22
101000 + 68139 x2 + 20x+ 1 9
101000 + 68367 (x  18)(x  9) 27
101000 + 70897 (x  7)(x  4) 11
101000 + 72237 x2 + 2x+ 28 27
101000 + 77611 (x  15)(x  5) 20
101000 + 78199 (x  12)2 24
101000 + 79237 x2 + 24x+ 1 5
101000 + 79767 (x  11)(x  8) 19
101000 + 82767 x2 + 26x+ 12 3
101000 + 93559 (x  20)(x  18) 9
101000 + 95107 x2 + 8x+ 1 21
101000 + 100003 (x  10)(x  7) 17
C.1. TABLES 177




n = q   48q2   195804q3 +O(q4)






101000 + 453 (x  16)2 3
101000 + 1357 x2 + 24x+ 1 5
101000 + 2713 x2 + 27x+ 20 2
101000 + 4351 x2 + 8x+ 26 21
101000 + 5733 x2 + 14x+ 18 15
101000 + 7383 (x  9)(x  5) 14
101000 + 10401 x2 + 4x+ 15 25
101000 + 11979 (x  15)2 1
101000 + 17557 (x  16)(x  11) 27
101000 + 21567 (x  27)(x  20) 18
101000 + 22273 (x  27)(x  16) 14
101000 + 24493 x2 + 9x+ 16 20
101000 + 25947 x2 + 20x+ 28 9
101000 + 27057 (x  9)2 18
101000 + 29737 (x  2)(x  1) 3
101000 + 41599 (x  25)(x  20) 16
101000 + 43789 (x  9)(x  1) 10
101000 + 46227 (x  21)(x  4) 25
101000 + 46339 (x  28)(x  24) 23
101000 + 52423 x2 + 27x+ 18 2
101000 + 55831 x2 + 11x+ 4 18
101000 + 57867 (x  23)(x  19) 13
101000 + 59743 x2 + 16x+ 27 13
101000 + 61053 x2 + 8x+ 8 21
101000 + 61353 (x  24)(x  1) 25
101000 + 63729 x2 + 27x+ 20 2
101000 + 64047 (x  25)(x  13) 9
101000 + 64749 (x  23)(x  5) 28
101000 + 68139 (x  18)(x  11) 0
101000 + 68367 (x  24)(x  11) 6
101000 + 70897 x2 + 27x+ 28 2
101000 + 72237 (x  28)(x  16) 15
101000 + 77611 x2 + 4x+ 21 25
101000 + 78199 (x  21)2 13
101000 + 79237 (x  27)(x  2) 0
101000 + 79767 x2 + 24x+ 16 5
101000 + 82767 (x  13)(x  2) 15
101000 + 93559 (x  16)(x  8) 24
101000 + 95107 x2 + 7x+ 20 22
101000 + 100003 (x  26)(x  16) 13
178 PART C. TABLES AND PROOF OF THE COMPUTATION RESULTS
` = 31
f12 =  =
+1X
n=1
(n)qn = q   24q2 + 252q3 +O(q4)






101000 + 453 (x  30)(x  20) 19
101000 + 1357 x2 + 18x+ 29 13
101000 + 2713 x2 + 27x+ 12 4
101000 + 4351 (x  4)2 8
101000 + 5733 (x  21)(x  8) 29
101000 + 7383 (x  13)(x  11) 24
101000 + 10401 (x  22)(x  9) 0
101000 + 11979 (x  7)(x  4) 11
101000 + 17557 (x  27)2 23
101000 + 21567 x2 + 20x+ 27 11
101000 + 22273 x2 + 9x+ 7 22
101000 + 24493 x2 + 27x+ 8 4
101000 + 25947 x2 + 19x+ 25 12
101000 + 27057 x2 + 8x+ 30 23
101000 + 29737 (x  17)(x  2) 19
101000 + 41599 x2 + x+ 2 30
101000 + 43789 (x  12)(x  4) 16
101000 + 46227 (x  13)(x  9) 22
101000 + 46339 x2 + 28x+ 30 3
101000 + 52423 (x  24)(x  6) 30
101000 + 55831 (x  30)(x  6) 5
101000 + 57867 (x  23)(x  7) 30
101000 + 59743 (x  26)(x  20) 15
101000 + 61053 x2 + 10x+ 10 21
101000 + 61353 (x  30)(x  17) 16
101000 + 63729 (x  20)(x  3) 23
101000 + 64047 x2 + 2x+ 26 29
101000 + 64749 x2 + 13x+ 6 18
101000 + 68139 x2 + 21x+ 26 10
101000 + 68367 x2 + 22x+ 22 9
101000 + 70897 x2 + 8x+ 25 23
101000 + 72237 (x  29)(x  5) 3
101000 + 77611 x2 + 20x+ 23 11
101000 + 78199 x2 + 24x+ 17 7
101000 + 79237 (x  21)(x  16) 6
101000 + 79767 (x  21)(x  11) 1
101000 + 82767 (x  8)2 16
101000 + 93559 x2 + 8x+ 26 23
101000 + 95107 x2 + 9x+ 4 22
101000 + 100003 x2 + 30x+ 2 1
C.1. TABLES 179




n = q   528q2   4284q3 +O(q4)






101000 + 453 x2 + 10x+ 13 21
101000 + 1357 (x  25)(x  11) 5
101000 + 2713 x2 + x+ 24 30
101000 + 4351 (x  20)(x  19) 8
101000 + 5733 x2 + 17x+ 22 14
101000 + 7383 x2 + 24x+ 7 7
101000 + 10401 x2 + 24x+ 24 7
101000 + 11979 (x  13)2 26
101000 + 17557 (x  22)(x  6) 28
101000 + 21567 (x  5)(x  3) 8
101000 + 22273 x2 + 5x+ 28 26
101000 + 24493 (x  22)(x  17) 8
101000 + 25947 x2 + 25x+ 25 6
101000 + 27057 (x  19)(x  13) 1
101000 + 29737 x2 + 29x+ 17 2
101000 + 41599 (x  7)(x  5) 12
101000 + 43789 x2 + 10x+ 12 21
101000 + 46227 (x  22)(x  10) 1
101000 + 46339 x2 + 8x+ 30 23
101000 + 52423 (x  17)(x  12) 29
101000 + 55831 x2 + 9x+ 25 22
101000 + 57867 x2 + 25x+ 6 6
101000 + 59743 (x  26)(x  18) 13
101000 + 61053 x2 + 23x+ 20 8
101000 + 61353 (x  16)(x  7) 23
101000 + 63729 x2 + 21x+ 27 10
101000 + 64047 x2 + 20x+ 26 11
101000 + 64749 (x  11)(x  9) 20
101000 + 68139 (x  30)(x  5) 4
101000 + 68367 (x  20)(x  15) 4
101000 + 70897 (x  30)(x  6) 5
101000 + 72237 (x  15)(x  9) 24
101000 + 77611 (x  17)(x  9) 26
101000 + 78199 (x  17)(x  8) 25
101000 + 79237 (x  27)(x  9) 5
101000 + 79767 x2 + 2x+ 19 29
101000 + 82767 (x  18)(x  14) 1
101000 + 93559 (x  15)(x  10) 25
101000 + 95107 (x  8)(x  2) 10
101000 + 100003 (x  2)2 4
180 PART C. TABLES AND PROOF OF THE COMPUTATION RESULTS




n = q + 456q2 + 50652q3 +O(q4)






101000 + 453 (x  21)(x  20) 10
101000 + 1357 x2 + 29x+ 15 2
101000 + 2713 (x  25)(x  3) 28
101000 + 4351 x2 + x+ 2 30
101000 + 5733 x2 + 21x+ 12 10
101000 + 7383 x2 + 30x+ 18 1
101000 + 10401 x2 + 10x+ 13 21
101000 + 11979 (x  5)(x  2) 7
101000 + 17557 (x  23)2 15
101000 + 21567 (x  16)(x  15) 0
101000 + 22273 (x  8)(x  5) 13
101000 + 24493 (x  28)(x  9) 6
101000 + 25947 (x  9)(x  4) 13
101000 + 27057 (x  6)(x  5) 11
101000 + 29737 x2 + 16x+ 21 15
101000 + 41599 (x  27)2 23
101000 + 43789 x2 + 6x+ 11 25
101000 + 46227 x2 + 21x+ 22 10
101000 + 46339 x2 + 24x+ 30 7
101000 + 52423 x2 + 12x+ 14 19
101000 + 55831 x2 + 7x+ 5 24
101000 + 57867 (x  28)(x  12) 9
101000 + 59743 (x  29)(x  20) 18
101000 + 61053 x2 + 26x+ 28 5
101000 + 61353 (x  29)(x  21) 19
101000 + 63729 x2 + 29x+ 15 2
101000 + 64047 x2 + 16x+ 6 15
101000 + 64749 (x  23)(x  20) 12
101000 + 68139 (x  11)(x  9) 20
101000 + 68367 x2 + 24x+ 24 7
101000 + 70897 x2 + 7x+ 5 24
101000 + 72237 (x  16)(x  6) 22
101000 + 77611 x2 + x+ 27 30
101000 + 78199 x2 + 16x+ 11 15
101000 + 79237 (x  17)(x  4) 21
101000 + 79767 x2 + 23x+ 20 8
101000 + 82767 (x  25)(x  18) 12
101000 + 93559 x2 + 18x+ 6 13
101000 + 95107 x2 + 26x+ 8 5
101000 + 100003 x2 + 9x+ 16 22
C.1. TABLES 181




n = q   288q2   128844q3 +O(q4)






101000 + 453 (x  27)(x  1) 28
101000 + 1357 (x  30)(x  2) 1
101000 + 2713 x2 + 4x+ 29 27
101000 + 4351 (x  22)(x  12) 3
101000 + 5733 x2 + 28x+ 15 3
101000 + 7383 x2 + 12x+ 2 19
101000 + 10401 (x  22)(x  14) 5
101000 + 11979 x2 + 13x+ 16 18
101000 + 17557 x2 + 6x+ 16 25
101000 + 21567 (x  27)(x  1) 28
101000 + 22273 (x  21)(x  12) 2
101000 + 24493 (x  22)(x  6) 28
101000 + 25947 x2 + 23x+ 1 8
101000 + 27057 (x  20)(x  17) 6
101000 + 29737 (x  11)(x  7) 18
101000 + 41599 (x  18)(x  7) 25
101000 + 43789 (x  17)(x  5) 22
101000 + 46227 x2 + 16x+ 27 15
101000 + 46339 (x  14)(x  11) 25
101000 + 52423 x2 + 15x+ 4 16
101000 + 55831 x2 + 22x+ 1 9
101000 + 57867 (x  20)(x  17) 6
101000 + 59743 x2 + 25x+ 27 6
101000 + 61053 (x  2)(x  1) 3
101000 + 61353 (x  16)2 1
101000 + 63729 x2 + 6x+ 29 25
101000 + 64047 (x  24)(x  9) 2
101000 + 64749 x2 + 5x+ 30 26
101000 + 68139 (x  29)(x  16) 14
101000 + 68367 x2 + 12x+ 23 19
101000 + 70897 (x  13)(x  12) 25
101000 + 72237 (x  10)(x  6) 16
101000 + 77611 (x  17)(x  5) 22
101000 + 78199 x2 + 17x+ 23 14
101000 + 79237 (x  18)(x  12) 30
101000 + 79767 (x  25)(x  9) 3
101000 + 82767 (x  18)(x  7) 25
101000 + 93559 x2 + 7x+ 30 24
101000 + 95107 x2 + 3x+ 4 28
101000 + 100003 x2 + 18x+ 2 13









Here I use slightly dierent notations: f24 is the newform of level 1 and of lowest
weight to have irrational coecients, that is to say for which Kf 6= Q. Indeed in
this case Kf24 = Q(
p





, and (prime) discriminant 144169. The prime 29 is inert in this
eld, so I could not compute the representation modulo 29 attached to this form;
on the contrary, the prime 31 splits into (31) = l5l27, where l5 = (31;    5) and
l27 = (31;    27). Instead of presenting the results for the Galois representations
attached to f24 modulo l5 and l27 separately, it is more interesting to present them
together, since I can then compute the coecients 24(p) mod 31Z[] by putting to-
gether the information coming from both representations and using Chinese remain-
ders. This is what I do in the table below, where I denote by L5 (respectively L27)
the number eld cut out by the representation modulo l5 (respectively l27) attached
to f24.
C.1. TABLES 183











101000 + 453 x2 + 26x+ 21 (x  20)(x  15) 1 + 7
101000 + 1357 (x  18)(x  3) (x  25)(x  22) 1 + 4
101000 + 2713 (x  24)(x  2) (x  29)(x  7) 4 + 23
101000 + 4351 (x  17)(x  13) (x  11)(x  6) 9 + 29
101000 + 5733 (x  19)(x  12) (x  15)(x  9) 3 + 18
101000 + 7383 x2 + 4x+ 14 (x  7)(x  2) 17 + 2
101000 + 10401 (x  22)(x  5) x2 + 24x+ 17 9 + 16
101000 + 11979 x2 + 17x+ 7 x2 + 19x+ 7 6 + 14
101000 + 17557 (x  26)(x  24) (x  17)(x  13) 1 + 16
101000 + 21567 x2 + 6x+ 29 x2 + 2x+ 29 10 + 3
101000 + 22273 x2 + 10x+ 19 (x  16)(x  7) 29 + 17
101000 + 24493 (x  22)(x  12) (x  25)(x  18) 8 + 30
101000 + 25947 (x  15)(x  12) (x  24)(x  23) 14 + 15
101000 + 27057 x2 + 10x+ 30 (x  26)(x  25) 17 + 7
101000 + 29737 x2 + 3x+ 24 x2 + 13x+ 24 19 + 8
101000 + 41599 x2 + 11x+ 8 x2 + 27x+ 8 18 + 19
101000 + 43789 x2 + 14x+ 3 x2 + 7x+ 3 14 + 13
101000 + 46227 x2 + 15x+ 12 x2 + 4x+ 12 29 + 16
101000 + 46339 (x  24)(x  9) x2 + 5x+ 30 5 + 18
101000 + 52423 (x  10)(x  1) x2 + 16x+ 10 27 + 3
101000 + 55831 x2 + 7x+ 25 (x  28)(x  2) 17 + 20
101000 + 57867 x2 + 12x+ 6 x2 + 6x+ 6 12 + 20
101000 + 59743 x2 + 16x+ 12 (x  21)(x  5) 28 + 16
101000 + 61053 (x  18)(x  16) x2 + 15x+ 9 24 + 2
101000 + 61353 (x  26)(x  13) x2 + 30x+ 28 11 + 18
101000 + 63729 x2 + 4x+ 23 (x  18)(x  3) 3 + 11
101000 + 64047 (x  19)(x  3) (x  13)(x  2) 25 + 18
101000 + 64749 (x  13)(x  10) (x  17)(x  4) 15 + 14
101000 + 68139 x2 + 2x+ 26 (x  19)(x  3) 1 + 18
101000 + 68367 (x  22)(x  2) x2 + 21x+ 13 30 + 5
101000 + 70897 x2 + 8x+ 25 (x  26)2 15 + 14
101000 + 72237 (x  11)(x  2) (x  12)(x  7) 6 + 20
101000 + 77611 x2 + 5x+ 15 x2 + 28x+ 15 27 + 6
101000 + 78199 (x  30)(x  28) (x  25)(x  15) 17 + 2
101000 + 79237 x2 + 10x+ 26 (x  27)(x  9) 19 + 19
101000 + 79767 (x  15)(x  6) (x  7)(x  4) 12 + 8
101000 + 82767 (x  13)(x  3) (x  24)(x  21) 8 + 14
101000 + 93559 (x  15)(x  10) x2 + 8x+ 26 17 + 14
101000 + 95107 (x  28)(x  20) (x  18)(x  7) 18 + 6
101000 + 100003 x2 + 21x+ 8 (x  10)(x  7) 7 + 13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n = q   48q2   195804q3 +O(q4)






101000 + 453 (x  3)(x  2) 5
101000 + 1357 (x  23)(x  4) 27
101000 + 2713 x2 + 13x+ 26 18
101000 + 4351 (x  13)(x  12) 25
101000 + 5733 (x  6)(x  1) 7
101000 + 7383 x2 + 27x+ 5 4
101000 + 10401 x2 + 21x+ 26 10
101000 + 11979 (x  27)(x  22) 18
101000 + 17557 (x  17)(x  11) 28
101000 + 21567 (x  27)(x  8) 4
101000 + 22273 x2 + 2x+ 5 29
101000 + 24493 (x  9)(x  7) 16
101000 + 25947 (x  20)(x  8) 28
101000 + 27057 (x  18)(x  12) 30
101000 + 29737 (x  25)(x  6) 0
101000 + 41599 x2 + 23x+ 1 8
101000 + 43789 x2 + 8x+ 26 23
101000 + 46227 x2 + 10x+ 26 21
101000 + 46339 x2 + 22x+ 30 9
101000 + 52423 (x  22)(x  11) 2
101000 + 55831 x2 + 17x+ 5 14
101000 + 57867 (x  28)(x  12) 9
101000 + 59743 x2 + x+ 26 30
101000 + 61053 (x  5)2 10
101000 + 61353 x2 + 2x+ 5 29
101000 + 63729 (x  29)(x  16) 14
101000 + 64047 (x  3)(x  2) 5
101000 + 64749 (x  29)(x  18) 16
101000 + 68139 x2 + 27x+ 6 4
101000 + 68367 (x  6)(x  1) 7
101000 + 70897 x2 + 24x+ 5 7
101000 + 72237 (x  23)(x  7) 30
101000 + 77611 x2 + 8x+ 30 23
101000 + 78199 (x  30)(x  5) 4
101000 + 79237 (x  11)(x  9) 20
101000 + 79767 x2 + 24x+ 5 7
101000 + 82767 x2 + 20x+ 1 11
101000 + 93559 x2 + 19x+ 6 12
101000 + 95107 (x  29)(x  15) 13
101000 + 100003 (x  19)(x  18) 6
C.2. CERTIFYING THE POLYNOMIALS 185
C.2 Certifying the polynomials
The results presented above rely on the identication by continued fractions of ratio-
nal numbers given in approximate form as oating-point numbers. In order to certify
these results, it is thus necessary to make sure that the number elds cut out by the
representations as well as the Galois action on them have been correctly identied.
For this, a rst possibility consists in proving bounds on the height of the rational
numbers the algorithm will have to identify, and then to certify that the continued
fraction identication process is correct, for instance by running the computation
with high enough precision in C and controlling the round-o errors all along. Al-
though it is indeed possible to bound the height of the rational numbers which will
have to be identied by using Arakelov theory (cf. [CE11, theorem 11.7.6]), this
approach (especially the round-o error control in the linear algebra steps in K.
Khuri-Makdisi's algorithms) seems ominously tedious, and I have not attempted to
follow it.
I deemed it much better to rst run the computations in order to obtain unproven
results, and then to prove these results. I explain in this section how this can be
done in the case of a newform f of level N = 1.
C.2.1 Sanity checks
Before attempting to prove the results, it is comforting to perform a few easy checks
so as to ensure that these results seem correct beyond reasonable doubt. Namely,
 By theorem A.3.3.3, the number eld L cut out by the Galois representation
f;l attached to a newform f 2 Sk(1) is ramied only at `. Therefore, one can
check that the discriminant of the polynomial F (X) 2 Q[X] is of the form
`nM2
for some M 2 Q. Better, one can compute the maximal order of the eld
K = Q[X]=F (X) whose Galois closure is L and check that its discriminant is,
up to sign, a power of `. Since a number eld ramies at the same primes as its
Galois closure, this proves that the decomposition eld L of F (X) is ramied
only at `.
 Since Galois representations f;l attached to modular forms are odd, the im-
age of complex conjugation by these representations is an involutive matrix in
GL2(Fl) of determinant  1, hence similar to [ 1 00  1 ] if ` > 2. This means that
the polynomial F (X) of degree `2   1 computed by the algorithm should have
exactly `  1 roots in R, which can be checked numerically, and that the sign
of its discriminant should be ( 1)`(` 1)=2, which can be checked exactly.
 The fact that the resolvents  C(X) computed by the Dokchitsers' method
seem to have integer (and not just complex) coecients as expected hints that
Gal(L=Q) is indeed isomorphic to a subgroup of GL2(F`), so that the number
eld L is indeed a number eld cut out by a Galois representation.
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 The fact that the polynomials F S(X) computed by regrouping the roots of
F (X) along their S-orbits for the various subgroups S  F` considered during
the polynomial reduction process (cf. section B.3.5.2) seem to have rational
coecients with common denominator dividing the one of F (X) also hints that
the coecients of these polynomials have been correctly identied as rational
numbers, that Gal(L=Q) is indeed isomorphic to a subgroup of GL2(F`), and
that the Galois action on the root of F (X) is the expected one.
 Finally, one can check that the values ap mod l obtained by the algorithm for
a few small primes p are correct, by comparing them with the ones computed
by \classical" methods based on modular symbols (cf. example A.2.3.12).
C.2.2 Proving the polynomials
I shall now present a method to formally prove that the polynomials computed by
my algorithm dene the number elds cut out by the corresponding Galois repre-
sentations. It proceeds from the bottom up, in that it consists in rst proving the
correctness of the projective Galois representation projf;l , then the correctness of the
quotient Galois representation Sf;l where S gradually shifts from the whole of Fl to
the maximal subgroup of Fl not containing  1. In each case, I rst prove that I am
actually dealing with a Galois representation of the correct kind, which amounts to
proving that the Galois group of the polynomial dening the representation is the
correct one, and then I prove that the representation is the correct one, that is to
say that it is modular and comes from the correct newform.
I shall assume that it has been checked that the polynomials F proj(X) and F S(X)
computed by my algorithm and reduced as in section B.3.5.2 are irreducible over Q.
C.2.2.1 Proving the projective representation
I begin with the projective Galois representation projf;l , which ought to be dened
by the monic polynomial F proj(X) 2 Z[X] of degree ` + 1 obtained by the polred
algorithm (cf. section B.3.5.2). Recall that I denote its splitting eld in C by Lproj.
Proving the Galois group
The rst thing to do is to make sure that this polynomial does dene a projective
Galois representation, by proving that Gal(Lproj=Q) is isomorphic to either PGL2(F`)
or PSL2(F`). Since I am dealing with forms of levelN = 1, hence of trivial nebentypus
", and of even weight, the determinant of the associated mod l Galois representations
f;l are odd powers of the cyclotomic character mod `, and so there are matrices
with non-square determinant in the image of each of these representations, so that
Gal(Lproj=Q) should actually be the whole of PGL2(F`).
The roots ax, x 2 P1F` of F proj(X) in C computed by my algorithm are by






X   (1ax1 + 2ax2 + 3ax3 + 4ax4)
 2 Z[X];
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where 1;    ; 4 2 Z are xed integer parameters chosen so that Rproj4 (X) is square-
free.
Recall that the composed sum of two polynomials f and g 2 Q[X] is




X   ( + );
where the product runs over the roots  of f and  of g inQ counted with multiplicity.
As explained in [BFSS06], it can be computed with quasilinear complexity as follows:







T n 2 Q[T ];





the sum running over the roots  of f in Q counted with multiplicity. Then for
B > deg f , the conversion between f and H(f) mod TB can be performed in eO(B)





















in the other way, where rev(f) = Xdeg ff(1=X) denotes the reverse of a polynomial
f . Since furthermore
H(f  g) = H(f)H(g)
for any two polynomials f and g in Q[X], this yields a quasilinear method to sym-
bolically compute composed sums, and hence the resolvent Rproj4 (X).
Once I have computed the resolvent Rproj4 (X) symbolically, I compute numerically







X   (1ax1 + 2ax2 + 3ax3 + 4ax4)
 2 C[X]
for each x 2 P1F`   f1; 0; 1g, where [x1; x2; x3; x4] = x3 x1x3 x2 x4 x2x4 x1 2 P1F` denotes the
cross-ratio (a.k.a. anharmonic ratio) of the xi, and check that this approximation
seems to lie in Z[X]. I then check that the polynomials Rx(X) all divide Rproj4 (X)
in Z[X].
This proves that the action of Gal(Lproj=Q) on the ordered quadruplets of roots of
F proj(X) preserves the cross-ratio, which implies that Gal(Lproj=Q) is a subgroup of
PGL2(F`) acting on the roots ax, x 2 P1F` of F proj(X) in the same way as PGL2(F`)
acts on P1F`.
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Correctness of the projective representation
Now that I have made sure that the Galois action on the roots of F proj(X) does
dene a projective representation
proj : GQ // // Gal(L
proj=Q)   // PGL2(F`) ;
I prove that this representation is isomorphic to projf;l as expected. For this, I use the
following theorem from [Bos07]:
Theorem C.2.2.1. Let  : GQ  ! PGL2(F`) be an projective mod ` Galois represen-
tation. Let H  PGL2(F`) be the stabiliser of a point of P1F`, and let K = Q
 1(H)
be the corresponding number eld. If the number eld L cut out by  is not totally
real and if there exists an integer k such that
DiscK = `k+` 2;
then there exists a newform f 2 Sk(1) and a prime l of Q above ` such that
  projf;l :
Proof. This is [Bos07]. The idea is that the projective representation  can be lifted
to a linear representation
 : GQ  ! GL2(F`)
which, just like , is irreducible and ramies only at `. Furthermore, the image of
the complex conjugation (corresponding to some embedding of L into C) by  has




or [ 1 00  1 ], but the rst two are
impossible since they reduce to the identity in PGL2(F`) and L is not totally real,
which proves that  is odd. Serre's conjecture A.3.4.10 then applies and shows that
  f;l for some newform f 2 Sk(N; ") and some prime l of Q above `. Then
N = 1 by example A.3.4.3, so that " is trivial. Next, if the lift  is chosen so that
k is minimal, then [MT03, theorem 3] gives a formula for the `-adic valuation of the
discriminant of the Galois number eld cut out by , which by J. Bosman's work
boils down to
DiscK = `k+` 2:
Thus, in order to prove that proj  projf;l , all I have to do is check that not
all the roots of F proj(X) are real, which can be done by using Sturm's method (cf.
[Lan02, chapter XI, theorem 2.7]), and that the discriminant of the rupture eld
Kproj = Q[X]=F proj(X) is `k+` 2, which is a piece of cake for [Pari/GP].
Except in the case ` = 31; k = 24, this concludes in all the cases I have computed
since dimSk(1) = 1 so that there is only one possibility for f , and its coecients are
rational so that the choice of l does not matter. In the special case ` = 31; k = 24, I
still know that proj is equivalent to either projf24;l5 or its conjugate 
proj
f24;l27
. I order to tell
which, I pick a small prime p 2 N which does not divide DiscF proj(X) (in particular
p 6= `), and such that 24(p)  0 mod l5 but 24(p) 6 0 mod l27 (the opposite would
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do too). Since an element of PGL2(F`) is of order 2 if and only if it has trace 0,
looking at the factorisation of F proj(X) mod p allows me to tell l5 and l27 apart: if
F proj(X) splits into linear and quadratic factors in Fp[X], then it is associated to




In particular, this implies that the Galois group Gal(L0=Q) is isomorphic to
PGL2(F`) (whereas I had only proved that it was isomorphic to a transitive subgroup
thereof until now).
C.2.2.2 Proof of the polynomial F S(X)
I now move on to the polynomial F S(X) dening the quotient representation. Write
`   1 = 2rm with m odd, and recall from section B.3.5.2 that I considered the
ltration




   
2
Sr = S







and I computed polynomials Fi(X) 2 Z[X] such that the Galois action on the roots
of Fi(X) is supposed to yield the quotient Galois representation
Sif;l : GQ
f;l // GL2(F`) // // GL2(F`)=Si :
Let Ki = Q[X]=Fi(X) be the rupture eld of Fi(X), and Li be its Galois closure,
which is thus supposed to be the number eld cut out by Si . I have just proved
above that it is the case for i = 0.
For each i < r, the extension Ki+1=Ki is quadratic by construction, generated












Let ` = ( 1)(` 1)=2`, so that Q(p`) is the unique quadratic number eld which
ramies only at `, and consider the following assertions:
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(A1) The polynomials Fi(X) are irreducible in Q[X], and their decomposition elds
Li ramify only at `.







(X   1)2i(`+1) 2 Z[X]:
Then Qi(X) is irreducible over Q and even over Q(
p
`), but Qi(X2) splits into
two factors of equal degrees over Q(
p
`).
These assertions can be proved easily with [Pari/GP]. For (A1), it suces to
check that the discriminant of the rupture eld Ki of Fi(X) is of the form `n for


























is indeed a polynomial.
I shall now prove that if these assertions hold, then for all i 6 r, Li is the number
eld cut out by Sif;l.
To begin with, I shall prove that Gal(Li=Q) is isomorphic to GL2(F`)=Si for all





i ;  2 Gal(Li=Q)

:
I rst claim that actually Li+1 = Li(
p
i), that is to say that
i
i
is a square in
Li for all  2 Gal(Li=Q). To see this, note that since PGL2(F`) has a quotient
PGL2(F`)=PSL2(F`) of order 2, the eld Li  L0 has a quadratic subeld, which can
only be Q(
p
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Assume for now that the extensions marked with a 2 are indeed quadratic and
not trivial. If Li were the number eld cut out by 
Si
f;l, then the corresponding Galois
subgroup diagram would be
1
?
ffffffffffffffffffffffffffffffffffffff [ s 00 s0 ]=Si;
s;s02Si
ss02F2`


















is cyclic, it has only one subgroup of index 2, so that these two quadratic extensions
should agree.
Now, back to the proof, letting n = 2i(`+ 1) = [Ki : Q], then









= degQi(X) = (n  1)n



















is not trivial since Qi(X) is irreducible
over Q(
p















2 Li is over if it is. The two extensions marked
with a 2 in the extension tower above are thus non-trivial, hence quadratic, so that
one has the extension diagram











































where the labels denote the degrees. By looking at the bottom parallelogram, one
sees that z = n(n  1), so that x = y by looking at the top parallelogram. Now since
Qi(X










































2 Li as I claimed.
As a consequence, Li+1 = Li(
p
i) and Gal(Li+1=Q) is an extension of Gal(Li=Q)
by Z=2Z, which is necessarily central since Aut(Z=2Z) is trivial.
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Recall now that given a group G and a G-module M , the extensions of G by
M such that the conjugation action of lifts of elements of G on M corresponds to
the G-module structure on M are classied by the cohomology group H2(G;M), the
class of the cocycle  : GG  !M corresponding to the set M G endowed with
the group law
(m; g)  (m0; g0) =  m+ g m0 + (g; g0); gg0:
Example C.2.2.2. Consider an extension
0  ! Z=2Z  ! eG  ! G  ! 1
of a group G by Z=2Z. The G-action on Z=2Z is necessarily trivial since Aut(Z=2Z)
is trivial, so this extension is necessarily central. Let  : GG  ! Z=2Z be a cocycle
representing the corresponding cohomology class, and let g 2 G be an element of G
of order 2. Then the lifts of g in eG are the (x; g), x 2 Z=2Z, and one computes that
(x; g)  (x; g) =  x+ x+ (g; g); g2 =  (g; g); 1
in eG. Therefore, the lifts of g have order 2 if (g; g) = 0, but have order 4 if
(g; g) = 1.
Furthermore (cf. [Kar87, theorem 2.1.19]), if M is a trivial G-module, there is a
split exact sequence of abelian groups
0 // Ext1Z(G
ab;M) 
  // H2(G;M)
 // Hom
 cM;H2(G;C)oo // 0 (C.2.2.3)
where Ext1Z(G
ab;M) classies the abelian extensions of the abelianised Gab of G by
M , cM = Hom(M;C) is the group of complex-valued characters on M , H2(G;C)
(with trivial G-action on C) is the so-called Schur multiplier of G, and  maps the
class of the cocycle  2 H2(G;M) to the transgression map (not to be confused with
a trace)
Tra : cM  ! H2(G;C)
 7 !   
associated to the class of . Besides, the Schur multiplier H2(G;C) is trivial if
G is cyclic (cf. [Kar87, proposition 2.1.1.(ii)]), and for each central extension eG of
G by M , the subgroup M \ D eG of eG is isomorphic to the image of Tra, where
 2 H2(G;M) is the cohomology class corresponding to eG, and D eG denotes the
commutator subgroup of eG (cf. [Kar87, proposition 2.1.7]).
Applying this to the group G = PGL2(F`) and the trivial G-module M = Z=2iZ
yields the following result (cf. [Que95]):
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 ' Z=2ZZ=2Z, so that there are four central extensions
of PGL2(F`) by Z=2iZ.
(ii) These extensions are
 the trivial extension Z=2iZPGL2(F`), corresponding to the trivial coho-
















(in other words, det(g; g
0) is non-zero if and only if neither g nor g0 lie
in PSL2(F`)),





, dened for i = 1 as








where " denotes a generator of F` , and which i > 2 corresponds the image





induced by the embedding of Z=2Z into Z=2iZ,





of det and of  .
(iii) Let g 2 PGL2(F`) be an element of order 2, and let 0, det,   and + be
normalised cocycles (that is to say (1; h) = (h; 1) = 0 for all h 2 PGL2(F`))
representing the cohomology classes of these four extensions. If i = 1, then
their value at (g; g) does not depend on the choice of these cocycles, and are
 0(g; g) = 0 8g;
 det(g; g) =

0; g 2 PSL2(F`);
1; g 62 PSL2(F`);
  (g; g) = 1 8g;
 +(g; g) =

1; g 2 PSL2(F`);
0; g 62 PSL2(F`):
(iv) For i > 2, the abelianisations of these extensions are
  Z=2iZ PGL2(F`)ab ' Z=2iZ Z=2Z,
  2idetPGL2(F`)ab ' Z=2i+1Z,
  2i PGL2(F`)ab ' Z=2i 1Z Z=2Z,
  2i+PGL2(F`)ab ' Z=2iZ.
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Proof. I shall only give the idea of the proof here, and refer the reader to [Que95,
proposition 2.4 and lemma 3.2].
(i) On the one hand, the abelianised of PGL2(F`) is PGL2(F`)=PSL2(F`) ' Z=2Z,
so that
Ext1Z(PGL2(F`)ab;Z=2iZ) ' Ext1Z(Z=2Z;Z=2iZ) ' Z=2Z:





Z=2Z (cf. [Que95, proposition 2.3]). The result then follows from the split
exact sequence (C.2.2.3).
(ii) Consider again the exact sequence (C.2.2.3). Then det lies in the image of 
since it is inated from PGL2(F`)ab. On the other hand, for i = 1,   does
not lie in Im, for if it did, then the associated transgression map would be
trivial, so that the commutator subgroup of 2 PGL2(F`) would meet the kernel





a commutator in SL2(F`)  2 PGL2(F`). For i > 2, the commutative diagram







0 // Z=2iZ // 2i PGL2(F`) // PGL2(F`) // 1
shows that Z=2iZ still intersects the commutator subgroup of 2i PGL2(F`) non-
trivially, so that   does not lie in Im either. The extensions 2idetPGL2(F`) and




 ' Z=2Z Z=2Z, hence the result.
(iii) It is a general fact (cf. [Que95, lemma 3.1] that the image at (g; g) of a nor-
malised cocycle representing an extension of a group G by Z=2Z only depends
on the cohomology class of this cocycle in H2(G;Z=2Z).
 The case of the trivial extension is obvious since the zero cohomology class
is represented by the zero cocycle.
 The case of det follows from its very denition.
 Since it is a subgroup of SL2(F`2), the group 2 PGL2(F`) has only one





no element g 2 PGL2(F`) of order 2 remains of order 2 when lifted to
2 PGL2(F`), and the result follows by example C.2.2.2.
 The case of + follows since one may take + = det +  .
(iv) Again, the case of the trivial extension is clear. In the other cases, the re-
sult follows from the fact that the intersection of Z=2iZ with the commutator
subgroup of the extension is isomorphic to the image of transgression map




which is trivial in the case of det and non-trivial in the case of   and +.
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I shall now prove that Gal(Lr=Q) is isomorphic to GL2(F`)=Sr. I rst deal with
the rst extension L1=L0 in the quadratic tower Lr=    =L0. The Galois group
Gal(L1=Q) is a (necessarily central) extension of Gal(L0=Q), which is isomorphic by
projf;l to PGL2(F`) since L0 is the number eld cut out by f;l. Let  be a normalised
cocycle representing the cohomology class corresponding to this extension. Accord-
ing to theorem C.2.2.4(ii), Gal(L1=Q) is isomorphic either to Z=2Z  PGL2(F`),
2detPGL2(F`), 2 PGL2(F`) or 2+PGL2(F`), and  is correspondingly cohomologous
to 0, det,   or +.
If Gal(L1=Q) were the trivial extension Z=2ZPGL2(F`), then L1 would have a
subextension Lab1 with Galois group isomorphic to
 
Z=2Z PGL2(F`)
ab ' Z=2Z Z=2Z;
and hence three distinct quadratic subelds, which is impossible since L1 is ramied
only at ` by (A1), yet there is only one quadratic number eld which ramies only
at `, namely Q(
p
`).
Let now 1 2 Gal(L1=Q) be the complex conjugation relative to some embedding
of L1 into C. It induces an element 0 2 Gal(L0=Q) which is not the identity, since its
image by projf;l is conjugate to g = [
1 0
0  1 ] 2 PGL2(F`). In particular, 1 is not trivial
either, so it has order 2. Therefore 0 has a lift to Gal(L1=Q) of order 2, so that
(g; g) = 0 by example C.2.2.2. Theorem C.2.2.4(iii) then only leaves one possibility:
if `  1 mod 4, then g 2 PSL2(F`), so that  cannot be cohomologous to   nor
to +, so Gal(L1=Q) is isomorphic to 2detPGL2(F`), whereas if `   1 mod 4, then
g 62 PSL2(F`), so that  cannot be cohomologous to   nor to det, so Gal(L1=Q) is
isomorphic to 2+PGL2(F`).
Now let L01 be the number eld cut out by 
S1
f;l, which is supposed to be isomorphic
to L1. Then L
0
1 is also a quadratic extension of L0 and is also only ramied at
`, so that the same reasoning applies and shows that Gal(L01=Q) is isomorphic to
2detPGL2(F`) if `  1 mod 4 and to 2+PGL2(F`) if `  1 mod 4. On the other hand,
it is isomorphic to Im S1f;l ' GL2(F`)=S1 since the determinant of f;l is an odd power
of the mod ` cyclotomic character, so that in each case
Gal(L1=Q) ' Gal(L01=Q) ' GL2(F`)=S1:
If `   1 mod 4, then r = 1, so that the proof that Gal(Lr=Q) ' GL2(F`)=Sr
is over. I shall therefore concentrate on the case `  1 mod 4 from now on. I
shall rst prove by induction on i that Gal(Li=Q) is an extension of PGL2(F`) by
F`=Si ' Z=2iZ. Note that I have just proved above that this is the case for i = 1.
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whose middle row and right column are exact. A diagram chase then reveals that
the top row and the diagonal short sequence
1  ! q 1(Z=2iZ)  ! Gal(Li+1=Q) pq ! PGL2(F`)  ! 1
are exact, so that Gal(Li+1=Q) is an extension of PGL2(F`) by q 1(Z=2iZ), which
itself is an extension of Z=2iZ by Z=2Z, which is necessarily central since Aut(Z=2Z)
is trivial.
Now H2(Z=2iZ;C) = f0g since Z=2iZ is cyclic, so the extensions of of Z=2iZ by
Z=2Z are all abelian by the exact sequence (C.2.2.3), so that
q 1(Z=2iZ) = Gal(Li+1=L0) is isomorphic either to Z=2i+1Z or to Z=2iZ  Z=2Z.
I shall now prove that the latter is impossible.
Since `  1 mod 4, S21 = F4` is a strict subgroup of S1 = F2` . The determinant






det // // F`=S21 = F`=F4` ' Z=4Z;
so that L1 has a quartic subeld. This subeld is abelian, hence is a subeld of the
cyclotomic extension Q(1), and ramies only at ` since L1 ramies only at ` by




 ' Z` = F`  (1 + `Z`) ' Z=(`  1)Z Z`
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has only one quotient isomorphic to Z=4Z (it does exist since `  1 mod 4), this
quartic subeld is unique, and I shall denote a primitive element of it by . This
 thus lies in L1, but it cannot lie in L0 since the maximal abelian subextension of
L0 has Galois group PGL2(F`)ab ' Z=2Z (and hence is Q(
p
`)). Since Q() is a
quadratic extension of Q(
p
`)  L0 and L1 is a quadratic extension of L0, one has
L1 = L0(). Now if Gal(Li+1=L0) were isomorphic to Z=2iZ  Z=2Z, then, letting
E = L
Z=2iZf0g























The extensions E=L0 and L1=L0 are both quadratic subextensions of Li+1=L0, but
they are distinct since they correspond respectively to the distinct subgroups
Z=2iZ  f0g and 2Z=2iZ  Z=2Z of Gal(Li+1=L0) = Z=2iZ  Z=2Z. On the other
hand, the eld E is a quadratic extension of L0 which is ramied only at ` since
Li+1 is by (A1), so the same reasoning as above shows that its Galois group is
Gal(E=Q) ' 2detPGL2(F`) ' GL2(F`)=S1 since `  1 mod 4, so that it has a quar-
tic subeld, which can only be Q(). But then E  L0() = L1, hence E = L1
since they are both quadratic extensions of L0, a contradiction. This shows that
Gal(Li+1=L0) cannot be isomorphic to Z=2iZ  Z=2Z, so must be isomorphic to
Z=2i+1Z. It follows that Gal(Li+1=Q) is an extension of Gal(L0=Q) ' PGL2(F`) by
Gal(Li+1=L0) ' Z=2i+1Z, and the induction is complete.
I shall now prove by induction on i that this extension is central. Note that it is
true for i = 1, since every extension by Z=2Z is central since Aut(Z=2Z) is trivial.
Let i > 2, and assume on the contrary that the extension
0  ! Z=2iZ  ! Gal(Li=Q)  ! PGL2(F`)  ! 1
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is not central. Since Aut(Z=2iZ) ' (Z=2iZ) is abelian, the morphism
PGL2(F`)  ! Aut(Z=2iZ) expressing the conjugation action of PGL2(F`) on Z=2iZ
factors through PGL2(F`)ab = PGL2(F`)=PSL2(F`) ' Z=2Z, so that PSL2(F`) acts
trivially whereas there exists an involution  of Z=2iZ such that g  x = (x) for all
g 62 PSL2(F`) and x 2 Z=2iZ. By induction hypothesis, this involution induces the
identity on Z=2i 1Z, so it must be x 7! (1 + 2i 1)x.





for this non-trivial action, I use the ination-restriction
exact sequence:
Lemma C.2.2.5. Let q 2 N, let G be a group, let HCG be a normal subgroup of G,
and let M be a G-module. If Hj(H;A) = 0 for all 1 6 j 6 q   1, then the sequence
0  ! Hq(G=H;MH) In ! Hq(G;M) Res ! Hq(H;M)
is exact.
For a proof, see for instance [Ser62, chapter VII x6 proposition 5]. As PSL2(F`)










since PSL2(F`) is simple, so that lemma C.2.2.5 applies and yields the exact sequence
0  ! H2(Z=2Z;Z=2iZ) In ! H2 PGL2(F`);Z=2iZ Res ! H2 PSL2(F`);Z=2iZ:
(C.2.2.6)
On the one hand, since Z=2Z = f1; "g is cyclic, the groups Hq(Z=2Z;M) are the
cohomology groups of the complex
0  !M " 1 !M "+1 !M " 1 !M "+1 !   









Z=2Z; i = 2;
0; i > 3:




can be computed by using the split exact sequence (C.2.2.3). As PSL2(F`)ab = f1g










Let 2iPSL2(F`) denote the non-trivial extension. One has
2PSL2(F`) ' SL2(F`);
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is the image of the non-trivial









induced by the embedding of Z=2Z into Z=2iZ.
Consider the ination-restriction exact sequence (C.2.2.6), and let
 2 H2 PGL2(F`);Z=2iZ
be the cohomology class corresponding to the extension
0  ! Z=2iZ  ! Gal(Li=Q)  ! PGL2(F`)  ! 1:
If  = Res  2 H2 PSL2(F`);Z=2iZ were trivial, then  = In would be the
ination of some  2 H2 Z=2Z;Z=2iZ, so that Gal(Li=Q) would be isomorphic
to the bred product (a.k.a. pullback) G 
Z=2Z
PGL2(F`), where G is the group
extension
0  ! Z=2iZ  ! G  ! Z=2Z  ! 0





= 0, so that Gal(Li=Q) would be isomorphic to the semi-direct
product
Z=2iZ o PGL2(F`);
whereas if i = 2, then H2
 
Z=2Z;Z=2iZ
 ' Z=2Z, so that Gal(L2=Q) would be iso-
morphic either to Z=4ZoPGL2(F`) or toQ8 
Z=2Z
PGL2(F`), whereQ8, the quaternionic
group f1;i;j;kg, is the extension
0  ! Z=4Z  ! Q8  ! Z=2Z  ! 0









ab ' Z=2Z Z=2Z
are not cyclic, this is impossible, since Li ramies only at ` by (A1) and there is only
one quadratic number eld which ramies only at `, namely Q(
p
`).
It follows that  = Res  2 H2 PSL2(F`);Z=2iZ cannot be trivial, so it must




followed by the embedding of Z=2Z into Z=2iZ. Let
g = [ 1 00  1 ] 2 PGL2(F`). As `  1 mod 4, g lies in PSL2(F`), and since the only




, g cannot be lifted to an element of order 2
of SL2(F`), so that SL2(g; g) 6= 0 by example C.2.2.2. On the other hand, since g is
the image of the complex conjugation (with respect to some embedding of L0 into
C) by the projective Galois representation projf;l , it must lift to an element of order
2 of Gal(Li=Q), which is contradictory: in the extension Gal(Li=Q), seen as the set
Z=2iZ PGL2(F`) endowed with the group law
(x1; g1)  (x2; g2) =
 
x1 + g1  x2 + (g1; g2); g1g2

;
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one computes that
(x; g)  (x; g) =  x+ g  x+ (g; g); g2 =  (g; g); 1
as g 2 PSL2(F`) acts trivially, so (g; g) must be zero, but (g; g) = SL2(g; g) 6= 0
since g 2 PSL2(F`).
It is therefore impossible that the extension
0  ! Z=2iZ  ! Gal(Li=Q)  ! PGL2(F`)  ! 1
be not central, which completes the induction.
In particular, Gal(Lr=Q) is a central extension of Gal(L0=Q) ' PGL2(F`) by
Gal(Lr=L0) ' Z=2rZ, so that it is isomorphic either to Z=2rZ  PGL2(F`),
2rdetPGL2(F`), 2r PGL2(F`) or 2r+PGL2(F`) by theorem C.2.2.4(ii). Let Labr be the
maximal subeld of Lr which is abelian over Q. Then its Galois group is the
abelianised of Gal(Lr=Q), which is thus respectively isomorphic to Z=2rZ  Z=2Z,
Z=2r+1Z, Z=2r 1Z Z=2Z or Z=2rZ by theorem C.2.2.4(iv). This allows to exclude
Z=2rZ PGL2(F`) and 2r PGL2(F`) since Lr, which ramies only at ` by (A1), can
only have one quadratic subeld, namely Q(
p
`). Furthermore, since Labr is abelian
and ramies only at `, it is a subeld of Q(`1), so that its Galois group Gal(Lr=Q)ab




 ' Z` ' Z=(`  1)Z Z`:
In particular, this quotient cannot be isomorphic to Z=2r+1Z since `   1 = 2rm, m
odd, so Gal(Lr=Q) cannot be isomorphic to 2rdetPGL2(F`) either. It must therefore be
isomorphic to 2r+PGL2(F`). Besides, the same reasoning applies to the number eld
cut out by the quotient Galois representation Srf;l, whose Galois group is isomorphic
to the image of Srf;l, which is the whole of GL2(F`)=Sr since the determinant of f;l is
an odd power of the mod ` cyclotomic character. Therefore, Gal(Lr=Q) is isomorphic
to GL2(F`)=Sr.
Remark C.2.2.7. From there, one can go back down the quadratic tower Lr=    =L0
and see that Gal(Li=Q) ' GL2(F`)=Si for all i. Besides, it is easy to see that the
abelianised of GL2(F`)=Si is F`=S2i , the projection being induced by the determinant.
Since S2i = Si+1 ( Si for i < r whereas S2r = Sr as  1 62 Sr, theorem C.2.2.4(iv)
leads to the unied formula
Gal(Li=Q) ' GL2(F`)=Si '
8<:
PGL2(F`); i = 0;
2idetPGL2(F`); 0 < i < r;
2r+PGL2(F`); i = r;
which is valid for `  1 mod 4 and for `   1 mod 4 as well, and which allows to
identify for each i the extension GL2(F`)=Si of PGL2(F`) amongst the ones listed in
theorem C.2.2.4(ii).
It follows that there exists a quotient Galois representation
Sr : GQ // // Gal(Lr=Q)  // GL2(F`)=Sr
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which cuts out the eld Lr and whose projectivisation
GQ
Sr // GL2(F`)=Sr // // PGL2(F`)
is isomorphic to projf;l . This representation 
Sr is therefore a twist Srf;l 
  of Srf;l by
a Galois character
 : GQ  ! F`=Sr:
The number eld cut out by  is abelian and, since it is contained in Lr, it ramies
only at ` by (A1), so it is a subeld of Q(`1). Besides, its Galois group is isomorphic
to the image of  , whose order is prime to `, so that this eld is a subeld of Q(`),
which is also contained Labr . Since Gal
 
Q(`)=Q
 ' Z=(` 1)Z is cyclic and since the
order of Im  F`=Sr divides the order of Gal(Labr =Q) ' F`=Sr, the number eld cut
out by  is contained in Labr . The kernel of the quotient representation   Srf;l 
  
therefore agrees with the kernel of Srf;l, which completes the proof of the fact that
the decomposition eld of the polynomial Fr(X) computed by my algorithm is the
number eld cut out by Srf;l.
Remark C.2.2.8. Since the linear Galois representation f;l can be recovered from
the quotient Galois representation Srf;l and the mod ` cyclotomic character ` as
f;l : GQ
Srf;lk 1` // GL2(F`)=Sr  F`
 1 // GL2(F`)
where
 : GL2(F`)  ! GL2(F`)=S  F`
g 7 !  (g); det(g)
(cf. section B.3.5.1), the number eld L cut out by the linear representation f;l
is the compositum of the number eld Lr cut out by 
Sr
f;l and of the number eld
E  Q(`) cut out by k 1` . This yields an easy method to compute a nice monic
polynomial in Z[X] whose decomposition eld is L: using [Pari/GP], rst compute
a polynomial dening the subcyclotomic eld E by using the polsubcyclo function,
then apply the polcompositum function to Fr(X) and to this polynomial.
This is useful since the polynomial F (X) computed by my algorithm is usually
too big to be reduced, even by the methods presented in section B.3.5.2.
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Resume
J.-P. Serre a conjecture a la n des annees 60 et P. Deligne a prouve au debut des
annees 70 que pour toute newform f = q +
P
n>2 anq
n 2 Sk(N; "), k > 2, et tout
premier l du corps de nombres Kf = Q(an; n > 2), il existe une representation galoi-
sienne l-adique f;l : Gal(Q=Q)  ! GL2(ZKf;l) qui est non-ramiee en dehors de `N et
telle que le polyno^me caracteristique du Frobenius en p - `N est X2   apX + "(p)pk 1.
Apres reduction modulo l et semi-simplication, on obtient une representation galoisienne
f;l : Gal(Q=Q)  ! GL2(Fl) modulo l, non-ramiee en dehors de `N et telle que le
polyno^me caracteristique du Frobenius en p - `N est X2   apX + "(p)pk 1 mod l, d'ou
un moyen de calcul rapide de ap mod l pour p gigantesque.
L'objet de cette these est l'etude et l'implementation d'un algorithme reposant sur cette
idee (initialement due a J.-M. Couveignes and B. Edixhoven), qui calcule les coecients ap
modulo l en calculant d'abord cette representation modulo l, en s'appuyant sur le fait que
pour k < `, cette representation est realisee dans la `-torsion de la jacobienne de la courbe
modulaire X1(`N).
Gra^ce a plusieurs ameliorations, telles que l'utilisation des methodes de K. Khuri-
Makdisi pour calculer dans la jacobienne modulaire J1(`N) ou la construction d'une fonc-
tion  2 Q J1(`N) au bon comportement arithmetique, cet algorithme est tres ecace,
ainsi qu'illustre par des tables de coecients. Cette these se conclut par la presentation
d'une methode permettant de prouver formellement que les resultats de ces calculs sont
corrects.
Mots cles: Formes modulaires, representations galoisiennes, conjecture de modularite
de Serre, jacobiennes modulaires, algorithme rapide.
Summary
It was conjectured in the late 60's by J.-P. Serre and proved in the early 70's by P.
Deligne that to each newform f = q +
P
n>2 anq
n 2 Sk(N; "), k > 2, and each prime
l of the number eld Kf = Q(an; n > 2), is attached an l-adic Galois representation
f;l : Gal(Q=Q)  ! GL2(ZKf;l), which is unramied outside `N and such the characteristic
polynomial of the Frobenius element at p - `N is X2 apX+ "(p)pk 1. Reducing modulo l
and semi-simplifying, one gets a mod l Galois representation f;l : Gal(Q=Q)  ! GL2(Fl),
which is unramied outside `N and such that the characteristic polynomial of the Frobenius
element at p - `N is X2  apX + "(p)pk 1 mod l. In particular, its trace is ap mod l, which
gives a quick way to compute ap mod l for huge p.
The goal of this thesis is to study and implement an algorithm based on this idea
(originally due to J.-M. Couveignes and B. Edixhoven) which computes the coecients ap
modulo l by computing the mod l Galois representation rst, relying on the fact that if
k < `, this representation shows up in the `-torsion of the jacobian of the modular curve
X1(`N).
Thanks to several improvements, such as the use of K. Khuri-Makdisi's methods to
compute in the modular Jacobian J1(`N) or the construction of an arithmetically well-
behaved function  2 Q J1(`N), this algorithm performs very well, as illustrated by
tables of coecients. This thesis ends by the presentation of a method to formally prove
that the output of the algorithm is correct.
Key words: Modular forms, Galois representations, Serre's modularity conjecture,
modular jacobians, fast algorithm.
