This article is a follow-up of [3] . Its main goal is to provide an alternative proof of this part of the reconstruction theorem which concerns the existence of a connection. A construction of connection 1-form is presented. The formula expressing the local coefficients of connection in terms of the holonomy map is obtained as an immediate consequence of that construction. Thus the derived formula coincides with that used in [4] . The reconstruction and representation theorems form a generalization of the fact that the pointed configuration space of the classical Yang-Mills theory is equivalent to the set of all holonomy maps. The point of this generalization is that there is a one-to-one correspondence not only between the holonomy maps and the orbits in the space of connections, but also between all maps ΩM → G fulfilling some axioms and all possible equivalence classes of P (M, G) bundles with connection, where the equivalence relation is defined by bundle isomorphism in a natural way.
Introduction
Apart from purely mathematical motivation, which is to provide an alternative description for the moduli space of bundles with connections, there is also a physical incentive to study gauge theory by means of holonomy maps. The Aharonov-Bohm experiment indicates that neither a Yang-Mills potential (i.e. connection) nor a field strength (i.e. curvature) is an object corresponding directly to a given physical situation -connection possesses redundant degrees of freedom and curvature does not fully describe the situation in the case of a non-simply connected spacetime [6] . On the other hand, holonomy map can be measured and it provides more information than curvature [1, 2] . The reconstruction theorem gives the mathematical ground for treating holonomy as the primary, and potential and field strength (including the total space of the principal bundle on which they are defined) as the secondary, derived, objects of the theory [1, 3, 4] .
The holonomy, or loop space, approach was applied to derive the equations of motion of the nonabelian monopole [5, 7] . Furthermore, there is an extension of the holonomy formalism used in Yang-Mills theory which is applied in general relativity. That extension, including physical motivations standing behind it, is described in [3] . With some negligible exceptions, the notations and conventions used throughout this paper are consistent with those of [3] . The next two paragraphs are devoted to establishing notation, recalling the reconstruction and representation theorems and the bundle construction. In paragraph 4, an alternative proof of the existence of the holonomy reconstructed connection is presented. An advantage of this proof is that it allows to write an explicit formula for the action of connection 1-form [see (5.1)] and, as a consequence, gives a geometrical interpretation for the local expression of the holonomy defined Yang-Mills potential [4] .
Notations and Conventions
associated map of ψ; ψ is called smooth iff ψ is continuous and smooth on the subintervals
F the set of all triples (P (M, G),ω,b), where M and G are fixed and ω ∈ C(P ), b ∈ π −1 ( * )
F /S generalized configuration space 1 ; S is an equivalence relation defined by:
thin loop For precise definitions see p.1180 and p.1205 in [3] , [8] and 6.1 in [9] .
H the space of axiomatically defined holonomy maps:
The loop α • β is the one obtained by first going around the loop β and then around α.)
Axiom 2 H(any thin loop) = e (Note that this axiom makes any two loops which differ only by their parametrization indistinguishable for any H ∈ H.) Axiom 3 For every smooth family of loops Ω :
1 If instead of fixing M and G we fix the entire bundle P (M, G) and the point b ∈ π −1 ( * ), then F will collapse to C(P ) and F /S will become the pointed configuration space of Yang Mills theory, i.e. C(P )/GA * (P ), where GA * (P ) := {f ∈ Dif f (P )|∀g 
is well defined and bijective.
The representation part of Theorem 3.1 asserts that the map hol exists and is injective, whereas the reconstruction part claims that hol is surjective. The following are the geometric structures used to prove the theorem: 
where U is a contractible open subset of M and ψ is a smooth family of paths ψ : U → P M having the property ∀u ∈ U : ψ[u](1) = u.
Reconstruction of Connection
Proposition 4.1 Let Γ {p,g} denote the vector subspace of T {p,g} E generated by vectors of the form
Proof: a) ∀{p, g} ∈ E: Γ {p,g} ⊕ Ker(π * : T {p,g} E → T p(1) M) = T {p,g} E That follows from the following lemmas:
It is clear that for an arbitrary X a there exist smooth curves p and g such that
, we have:
Lemma 2 ∀a ∈ E: π * : Γ a → T π(a) M is an isomorphism.
Proof:
Since smoothness is a local property, we are interested only in some open neighborhood of an arbitrarily chosen point m ∈ M and therefore can treat that neighborhood as R n , n := dimM , m = 0. By Lemma 2, it is enough to prove that ∀µ ∈ {1, ..., n} the lifting ∂ µ of the coordinate vector field ∂ µ is smooth. Let ψ and { ϕ µ } µ∈{1,...,n} be smooth families of paths and { Ω µ } µ∈{1,...,n} smooth families of loops defined by:
, q and x the same as above (4i − 1)(x 1 , ..., x µ − 1 4 , ..., x n ) for
= ∂ µ (x). Since the differential structure on E is given by its local trivializations and C ψ is a local trivialization of E, it suffices to show that C −1 ψ * ∂ µ is a smooth vector field on R n × G:
Now, the smoothness of C −1 ψ * ∂ µ follows from the smoothness of H • Ω µ .
Connection 1-form
Let P V denote the projection on vertical subspaces and
, g(i)} | i=j be an arbitrary vector tangent to E. The action of connection 1-form on X a can be described as follows:
By Lemma 1, we have
Hence
Note that K(p, i) • K(p, j) −1 is a curve beginning at p(j) and ending at p(i) whose image is contained in the image of p.
To compute the local coefficients of ω we must pick up a local section of E. The natural choice seems to be:
where C ψ is a local trivialization over U. Similarly as in the proof of the smoothness of Γ, we are interested only in some open subset of M which is small enough to be diffeomorphic to R n . Therefore, in what follows, U will be identified with R n . Putting T y,x (i) = x + i(y − x) and T yµ,x (i) = x + i(0, ..., y µ − x µ , ..., 0) and using (5.1) we get:
