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Resumen
En  el  presente  documento  se  estudia  e  implementa   un  codificador  de  voz 
sinusoidal utilizando la herramienta computacional Matlab.
El codificador implementado está diseñado para trabajar con señales digitales y se 
basa en el modelo  de  codificación sinusoidal .  Opera  con tramas vocales de  30  ms 
correspondientes a 240 muestras a una velocidad de muestreo  de 8000 muestras por 
segundo. En cada trama de 30 ms se analiza la señal vocal para extraer los parámetros 
del modelo de codificación sinusoidal (coeficientes del filtro LPC y energías para para el 
filtrado del tracto vocal, pitch, sonoridad, amplitudes fases y frecuencias de armónicos 
para la señal de excitación). Estos parámetros se codifican y se transmiten. 
En  el  decodificador,  se  usan  los  datos  recibidos  para  recuperar  los  parámetros  de 
excitación y del filtro de tracto vocal.
Se realiza una introducción a las señales y los codificadores de voz, analizando 
sus características más importantes y una revisión de los conceptos teóricos en los que se 
basará el codificador. Se analiza el codificador propuesto y se detalla la estructura del 
codificador a implementar y por último se hace una comparación frente a un Vocoder 
LPC.
Una vez implementado el codificador,  se introducen diferentes señales de voz, 
masculinas y femeninas, analizando los resultados obtenidos, tanto  para el codificador 
sinusoidal como para el vocoder LPC, basados en la cantidad de datos transferidos y en 
la calidad de la señal sintetizada. Como prueba final, se estudia su comportamiento ante 
una señal de audio y las ventajas e inconvenientes entre ellos.
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1. Introducción  
1.1 Objeto:  
El  objetivo  de  este  proyecto  de  fin  de  carrera  es  el  estudio,  desarrollo  y 
comparación de un codificador de voz tipo sinusoidal frente a un vocoder LPC. Para ello 
partiremos de una señal de audio .wav.
De  esta  manera  se  desarrollara  un  codificador  de  voz  tipo  sinusoidal  con  la 
herramienta computacional Matlab. Se comparara con un Vocoder LPC desarrollado con 
la misma herramienta y se estudiara las ventajas y desventajas de cada uno de ellos en 
cuanto a calidad (relación señal-residuo) y a cantidad de datos.
Sabemos a priori que un Vocoder LPC utiliza una menor cantidad de datos para la 
síntesis de voz,  ya que es un codificador paramétrico mientras el codificador de tipo 
sinusoidal es un codificador  híbrido,  por  tanto,  utiliza mayor cantidad de datos  pero 
obtendremos mayor calidad.
Se trata de un PFC que presenta una linea de investigación entre los diferentes 
codificadores  de  voz,  con  el  objetivo  de  obtener  los  beneficios  y perjuicios  de  un 
codificador híbrido frente a uno paramétrico.
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1.2  La señal de voz:  
Las  ondas  sonoras  son  ondas  mecánicas  longitudinales,  se  originan  por  el 
movimiento de alguna porción de un medio elástico (sólido,  líquido o  gaseoso)  con 
respecto a su posición de equilibrio, y debido a las propiedades elásticas del medio, esta 
perturbación puede desplazarse de un lugar a otro. Las ondas sonoras se reducen a los 
límites de frecuencia que pueden estimular el oído humano estos límites de frecuencia se 
extienden de aproximadamente 20 Hz a cerca 20 KHz y se llaman límites de audición. 
La fonación es la producción de una onda sonora en una fuente de sonido. En la 
producción de voz la fonación tiene lugar en el aparato fonador que esta formado por:
1) Cavidades:
− Infraglóticas: Diafragma, pulmones. Bronquios y tráquea.
− Glótica: Laringe (con las cuerdas vocales).
− Supraglóticas: Faringe,cavidad nasal y oral (tracto vocal).
2) Elementos articuladores:
Cuerdas  vocales,  paladar,  velo,  lengua,  dientes,  alveolos  dentarios,  labios  y 
mandíbula.
El diafragma presiona en los 
pulmones generando un flujo de aire. 
El  aire  atraviesa los  bronquios y la 
tráquea y llega a la laringe donde se 
encuentran las cuerdas vocales.
Dependiendo  del  tipo  de 
sonido,  las  cuerdas  vocales  pueden 
vibrar  o  no  en  caso  de  que  vibren 
generaran una señal cuasi-periódica y 
en  caso  contrario  la  señal  sera 
aleatoria.
El  flujo  de  aire  atraviesa  el 
tracto  vocal, y es modificado por la 
posición  de  los  elementos 
articuladores.
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Figura 1: Anatomía del cuerpo humano para la  
producción de voz.
Propiedades de la señal de voz
 Las señales de voz se caracterizan por  ser no estacionarias y con variaciones 
lentas en el dominio del tiempo y se procesan normalmente en segmentos de tiempo 
cortos,  entre 5 y 30 ms. En estos segmentos la señal puede aproximarse a una señal 
cuasiperiódica. Cada segmento o trama puede ser clasificado como sonoro, no sonoro o 
silencio:
 Los sonidos sonoros: tienen una naturaleza cuasiperiódica en el dominio del 
tiempo y una estructura armónica fina en el dominio de la frecuencia, provocada 
por la vibración de las cuerdas vocales. Además, su espectro decae hacia altas 
frecuencias. Su energía es alta debido a que el aire encuentra poca obstrucción al 
pasar por el tracto vocal. Estas características pueden observarse en la figura 2.
Estos sonidos consisten en una frecuencia fundamental (frecuencia de pitch) y 
una serie de componentes armónicos de la misma, producidos por las cuerdas  
vocales. El tracto vocal modifica la señal de excitación provocando frecuencias 
formantes. 
Los formantes son las frecuencias de resonancia del espectro, es decir, los picos 
de la envolvente del espectro de la señal de voz que representan las frecuencias 
de resonancia del tracto vocal. Cada formante tiene una amplitud y un ancho de 
banda.  La  frecuencia  fundamental  y  las  frecuencias  de  los  formantes  son  
probablemente los conceptos más importantes para la síntesis y procesamiento  
de la voz.
Es importante distinguir entre la frecuencia de pitch y la frecuencia de formante. 
La frecuencia de pitch se refiere a la señal de excitación (laringe) y la frecuencia 
de formante se refiere al espectro del tracto vocal.
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Figura 2: Trama señal de voz sonora en el tiempo y en la frecuencia
 Los sonidos sordos: tienen una estructura  típica aleatoria,  sin periodicidades 
marcadas en el dominio del tiempo y un espectro  mucho más compensado en 
frecuencia (tiene  un  espectro  de  banda ancha).  Su  energía  es  mucho  menor 
debido a la presencia de obstrucciones en el tracto vocal.
 Silencios:  no  son  consecuencia  de  la  actividad  vocal.  En  telefonía, 
aproximadamente el 50 % del tiempo de conversación es silencio. Este hecho se 
utiliza en algunos sistemas celulares sin cables para aumentar  la eficiencia del 
ancho de banda del canal usando detectores de actividad vocal.
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Figura 4: Trama señal de voz sorda en el tiempo y en la frecuencia
Figura 3: Diferencia entre frecuencia de pitch y frecuencia de formante.
De una forma sencilla, un sistema de producción de voz se puede modelar con un 
modelo  de  sistema-fuente,  que  es  un  sistema  lineal  alimentado  por  una  fuente  de 
excitación. En una aproximación de segundo orden, la excitación es un tren de pulsos 
para los segmentos sonoros y ruido blanco para los no sonoros.
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Figura 5: Diagrama simplificado de un modelo de producción de voz.
La señal de voz varía sus características frecuenciales en el tiempo como se puede 
ver en la Figura 6. Pero en cortos intervalos, entre 5 y 100 ms, típicamente 20 ms. En 
estos  tramos,  se puede considerar  estacionaria,  es decir,  que no cambian mucho sus 
características  con  el  tiempo  en  la  Figura  7  se  muestra  como  en  una  trama  las 
características frecuenciales persisten en el tiempo de esta.
Por esta cuasi-estacionariedad se utiliza un análisis localizado de la señal de voz 
diferenciando las señales según sus propiedades.
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Figura 6: Variación de la señal de  
voz en el tiempo.
(S:silencio,V:sonora,U:sorda)
Figura 7: Extracción de una trama, con características frecuenciales permanentes en  
el tiempo, de una señal de voz.
1.3 Técnicas básicas de análisis de voz.  
El análisis consiste en la extracción de características relevantes para el proceso 
de comunicación. Se han de tener en cuenta algunas cuestiones para un buen análisis.
− En la codificación y reconocimiento la eliminación de redundancia para es 
importante para una representación eficiente de la señal de voz, así como, la 
simplificación del procesado de la misma.
− En la síntesis hay que tener en cuenta la continuidad de la voz, al tener varias 
representaciones ( Dominio temporal, frecuencial, y representaciones tiempo-
frecuencia) el análisis se puede hacer específico para cada una de ellas.
Para realizar el análisis en el dominio temporal se procesa directamente la forma 
de onda con cálculos sencillos, rápidos y fáciles de interpretar físicamente. Se transforma 
la señal en una o más señales que varían más lentamente que la original, por lo tanto, se 
consigue una cierta reducción de la velocidad/ancho de banda. Estas señales se obtienen 
mediante la extracción de los parámetros de la señal de voz en cada trama y creando una 
secuencia temporal con ellos.
La señal de voz no es estacionaria, sin embargo, las propiedades de esta señal 
varían lentamente. El análisis se hace por tramas de 5 - 40ms, en las que las propiedades 
de  la  señal  de  voz  se  mantienen  aproximadamente  constantes.  Algunas  de  las 
propiedades de la voz, que pueden apreciarse a simple vista que varían en cada trama, 
son:
− Sonoridad: sonora/sorda, determina la señal de excitación en el modelo de 
producción de voz.
− Frecuencia fundamental f0: pitch, determina la frecuencia del tren de deltas 
para fonemas sonoros en el modelo de producción de voz.
− Amplitud: Determina la amplitud de la señal de excitación en el modelo de 
producción de voz.
Determinar  estas  propiedades  es  muy importante  para  la  síntesis  de  voz  en 
codificadores híbridos y paramétricos. 
Para separar la señal en tramas se utilizan las ventanas de análisis.
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Enventanado
Consiste en aislar una serie de muestras, trama, multiplicando la señal original por 
una ventana.
El tamaño (longitud) de la ventana debe elegirse suficientemente pequeño para 
que  las  propiedades  de  interés  no  cambien  (se  mantiene  la  cuasiestacionareidad) 
resolución temporal y suficientemente grande para tener una resolución frecuencial
suficientemente grande y poder estimar los parámetros.
Se pueden utilizar muchos tipos de ventanas. Las más típicas son la ventana
rectangular, de Hanning, Hamming, Gaussiana…
− Ventana rectangular:
− Ventana de Hanning:
−
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Figura 8: Señal enventanada.
Formula 1: Ventana 
Rectangular.
Formula 2: Ventana Hanning.
− Ventana de Hamming:
 
La mayoría de la ventanas atenúan el peso de las muestras de los extremos,
para reducir el efecto de lóbulos laterales.
La ventana de Hamming mejora la mitigación de los lóbulos laterales y es una 
modificación de la ventana Hanning. La ventaja es que deja menos energía en el lóbulo 
lateral mas importante y la desventaja es que deja mas energía en el resto de los lóbulos 
laterales.
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Formula 3: Ventana Hamming.
Figura 9: Respuesta comparativa de ventanas Rectangular,Hanning y  
Hamming
1.4 Modelado acústico de la voz  
La generación de voz puede modelarse por un sistema, con una señal de
excitación y un proceso de filtrado. Se utiliza por lo tanto un modelo convolucional.
La señal de excitación es el aire que sale de los pulmones y atraviesa las cuerdas 
vocales. Similar a un ruido aleatorio en el caso de sonidos sordos y como una sucesión 
de pulsos glotales en sonidos sonoros.
El filtro modela el comportamiento del tracto  vocal, ambos, la excitación y el 
tracto vocal, son variables en el tiempo.
             
Excitación periódica (Sonidos Sonoros)
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Figura 10: Filtrado de la señal del Tracto Vocal.
Figura 11: Modelo de filtrado de la excitación  
periódica.
Excitación ruidosa (Sonidos Sordos)
Tracto Vocal
Podemos modelarlo como un tubo cilíndrico de sección constante, abierto en
un extremo y sin pérdidas.
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Figura 12: Modelo de filtrado de la excitación  
ruidosa.
Figura 13: Modelo del Tracto Vocal.
Formula 4: Tracto vocal.
Radiación
La presión del aire P(t) en los labios modifica la señal a la salida del tracto vocal.
Se puede aproximar por la primera derivada de la velocidad del aire u(t) dentro
del tracto vocal:





Formula 6:Radiación en el domino 
discreto
Figura 15: Modelo completo de producción de voz.
Figura 14: Modelo de Radiación.
1.5 Codificación de la voz  
La  naturaleza  de  la  señal  de  voz  no  es  adecuada  para  su  transmisión  o 
almacenamiento,  las redes de información requieren una representación digital de las 
señales y un uso eficaz de los recursos.
Para ello es necesario llegar a un compromiso entre utilizar la menor cantidad de 
recursos (memoria, ancho de banda…) posibles para el almacenamiento o transmisión de 
la  señal  y  preservar  la  mayor  cantidad  de  información  posible  de  la  señal  de  voz 
(entonación, hablante, estado de ánimo…) para que la calidad subjetiva siga siendo alta.
 Esto da lugar a diferentes estrategias de codificación.
Codificadores de forma de onda:
− Operan directamente sobre las muestras temporales.
− Pretender preservar la forma de onda de la señal analógica.
− Se basan en procesos de muestreo y cuantificación.
− Tasa binaria:16 - 64 kbps.
Codificadores paramétricos o vocoders:
− Emplean un modelo de generación de la voz.
− La codificación se realiza cuantificando los parámetros de ese modelo.
− Tasa binaria:1.2 – 4.8 kbps.
Codificadores híbridos:
− Utilizan un modelo de producción de voz modificado y perfeccionado.
− Consiguen una calidad intermedia entre los dos anteriores.
− Tasa binaria: 2.4 - 16 kbps.
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Figura 16: Relación entre calidad y tasa de bit de los diferentes tipo de  
codificación de voz.
Calidad de la voz
Existen parámetros objetivos y subjetivos para determinar la calidad de una señal 
de voz, y concretamente, de una señal codificada.
Test objetivos: La calidad de la voz viene dada por la relación señal ruido SNR, 
medida en cada trama de análisis.
Test subjetivos: MOS (Mean Opinion Score):
− La evaluación de la calidad se realiza por una serie de oyentes (jurado) que 
dan una puntuación entre 1 y 5.
− El MOS es el valor medio de las puntuaciones.
− A la hora de medir la calidad, se pueden tener en cuenta factores como el 
reconocimiento del locutor, naturalidad, inteligibilidad, ausencia de ruido…
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Figura 17: Tabla de puntuación MOS.
Codificadores de forma de onda
El objetivo de estos codificadores es que la forma de onda sea lo mas parecida 
posible a la señal original, la señal de voz codificada de esta forma tiene una calidad muy 
alta.
La única parte  en la que  se pierde  información de  todo  el proceso  es  en la 
cuantificación. 
El  muestreo,  siempre  que  se  cumpla  el  teorema  de  Nyquist  y  la 
codificación/decodificación  a  palabras  código,  son  procesos  reversibles.  En  la 
cuantificación,  hay una pérdida de  información por  definición,  que  se debe a  varios 
factores:
− Inherente al proceso de cuantificación.
− Número de niveles de cuantificación.
− Distribución de los niveles de cuantificación.
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Figura 18: Codificador y decodificador de forma de onda.
Codificadores paramétricos (Vocoders)
Los codificadores de forma de onda, dan lugar a señales de voz codificadas de 
una  gran  calidad  y con  una  forma de  onda  muy similar a  la  original.Sin embargo, 
requieren una gran cantidad de recursos, en el sentido de elevada tasa binaria.
En algunas aplicaciones, es suficiente con trabajar con otras representaciones
de la señal de voz que requieren menos recursos.Esto se logra aprovechando algunas de 
las características de la señal de voz y diferentes técnicas:
− Modelos de producción de voz.
− Codificación en tramas.
− Técnicas de cuantificación vectorial.
Algunos de estos codificadores son:
Vocoder LPC:
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Figura 19: Modelo de producción de voz.
Asumiendo este modelo de producción de voz puede obtenerse una señal
codificada de buena calidad reduciendo enormemente la tasa binaria:




− 10 parámetros LPC (coeficientes de predicción lineal).Se suelen usar los 
coeficientes PARCOR (configuración "lattice") para mayor robustez 
frente al ruido de cuantificación.
A partir de estos 13 parámetros, se puede realizar la síntesis de la señal de voz. 
La calidad es baja pero el BW requerido muy pequeño. 
Si la frecuencia de muestreo es Fs=8000 muestras/s y se utilizan ventanas de 160 
muestras solapadas 80 muestras con 100 tramas/s tendremos 1300 parámetros/s y con 
codificadores de forma de onda   tendríamos 8000 muestras /s.
Codificadores híbridos
La gran limitación de los vocoders está en su simplicidad, y en que el modelo
utilizado sonoro/sordo, no es muy robusto. Los codificadores híbridos ofrecen una 
solución intermedia entre vocoders y codificadores de forma de onda, y tratan de 
solventar el problema de los vocoders utilizando algunas de las siguientes técnicas:
− Señales de excitación más apropiadas.
− Análisis mediante síntesis.
− Cuantificación vectorial de la excitación.
− Predictores a corto y largo plazo.
− Filtro de ponderación perceptual.
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Un vocoder LPC consigue tasas binarias muy bajas (2.4 kbs) pero la voz 
transmitida resulta poco natural. El principal problema reside en la señal de excitación 
periódica, que añade un aspecto "metálico" a la señal sintetizada en el receptor. En 
función del tipo de trama (sonora/sorda) se elige o bien un tren de impulsos o bien una 
señal aleatoria, como consecuencia, las fricativas sonoras ("v", "z") son modeladas 
incorrectamente porque la excitación correspondiente debería ser una señal aleatoria con 
envolvente periódica.
Además, la excitación en las vocales tiene una componente aleatoria, que se hace 
notar a partir de 2-3kHz. En caso de modelar la excitación únicamente con un tren de 
impulsos, se pierde la inteligibilidad de la voz sintetizada.
Los codificadores híbridos se pueden dividir en dos grandes grupos según en que 
se basen pudiendo ser codificadores híbridos basado en en LPC o codificadores híbridos 
en el dominio espectral, los cuales combinan la codificación de forma de onda con la 
representación espectral de la voz.
Para cada una de estas divisiones hay varios tipos de codificadores:
Codificadores híbridos basados en LPC:
− Codificación MELP (Mixed Excitation LPC).
− Codificación RELP (Residual Excitation LPC).
− Codificación multipulso MLPC (Multipulse-excited LPC).
− Codificación CELP.
Codificadores híbridos en el dominio espectral:
− Codificación mediante bancos de filtros.
− Codificación en subbandas.
− Codificación de la transformada.
− Codificadores sinusoidales (armónicos).
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2.  Codificación tipo sinusoidal revisión teórica
2.1 Codificación sinusoidal (armónica)  
La señal de voz puede modelarse como una suma de componentes deterministas 
y estocásticas (aleatorias).
En sonidos sonoros, la componente determinista es caracterizada mediante un conjunto
de  sinusoidales  cuasiarmónicas  –  cuasiestacionarias.  La  componente  estocástica  es 
caracterizada mediante la respuesta en frecuencia del filtro de tracto vocal:
− Cada sinusoide modela el espectro de la señal de voz en un ancho de banda 
estrecho alrededor de una frecuencia armónica.
− Para conseguir un buen modelado (aproximación), la amplitud y la fase de 
cada sinusoide son funciones variables en el tiempo.
En sonidos sordos se supone que sólo existe la componente estocástica.
Para sonidos sonoros la señal de voz se modela como:
− Ai(t) y ψi(t) son la amplitud y fase instantáneas del i-ésimo armónico.
− e(t) contiene la información del tracto vocal + ruido ambiental.
Teniendo en cuenta la cuasiestacionariedad de la señal de voz Ai(t) y ψi(t)
varían lentamente dentro de una trama. La fase instantánea ψi(t) se puede expresar como 
la primera derivada de la frecuencia instantánea ωi(t):
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Formula 7: Señal de voz para el modelado  
sinusoidal.
Formula 8: Expresión de la fase instantánea.
Para sonidos sordos la componente e(t) es el resultado de pasar una señal
de ruido blanco u(t) por el filtro del tracto vocal h(t):
La respuesta impulsional del filtro h(t, t) puede ser ligeramente variable
dentro de la trama de análisis.
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Formula 9: Espresión de la componente de 
sonidos sordos.
2.2 Implementación teórica.  
Para sonidos sonoros en cada trama de análisis:
− Se  calcula  la  FFT  y  se  detectan  todos  los  picos  en  el  espectro 
correspondientes a los armónicos de la señal de voz ("Detección de picos").
− Se estima el pitch (opcional).
− Se "conectan" los picos detectados a lo largo del eje temporal para formar 
armónicos ("continuación de picos").
− Se suman todos los armónicos, (“síntesis aditiva”).
Para sonidos sordos en cada trama de análisis:
− La componente determinista se resta de la señal original  quedado el residuo. 
Esto  se  puede  hacer  porque  las  fases  de  los  armónicos  son  preservadas 
durante el análisis.
− A partir del residuo se pueden estimar los coeficientes del filtro de tracto  
vocal  filtrado espectral ("espectro adecuado").
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Figura 21: Implementación del codificador sinusoidal.
Análisis determinista
Para  el análisis necesitamos que  el tamaño  de  la ventana sea suficientemente 
grande para proporcionar una buena resolución espectral y poder identificar los picos.
 Si además, se utiliza un detector de pitch, el tamaño de la ventana se puede hacer 
variable con respecto al pitch estimado "pitch synchronous analysis".
Análisis estocástico
La resolución espectral no es importante, pero necesitamos una buena resolución 
temporal (detección de los transitorios,  por  ejemplo).  En general,  se pueden utilizar 
distintos parámetros de análisis para las trama sonoras y sordas.
La preservación de la fase es muy importante a la hora de restar la componente 
determinista de la señal original. Para ello,  la ventana debe ser  de fase cero  ("zero-
phase") para no contribuir a la fase total.
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Figura 22: Preservación de la fase mediante ventana de fase cero.
Este  método,  sin  embargo,  no  es  eficiente  en  las  tramas  donde  la  señal 
enventanada se aleja del comportamiento cuasiestacionario, en estos casos, se utiliza una 
versión más sofisticada del método de correlación de la siguiente manera:
Se parte de la suposición de que cada pico representa una sinusoidal modulada en 
amplitud (AM) y frecuencia (FM). A partir de la forma del pico se estiman la AM y la 
FM de la sinusoidal correspondiente, se genera la sinusoidal modulada con la AM y la 
FM previamente  estimadas  y se  calcula  el  pico  correspondiente.  Se  correla  el  pico 
generado con el pico original, si la correlación es alta (cerca de 1), la estimación de la 
AM y la FM es coherente con la realidad y el pico se considera sinusoidal.
En el segundo  caso,  la correlación con el lóbulo principal del espectro  de la 
ventana de análisis proporcionaría un valor bajo y el pico posiblemente sería clasificado 
como ruido.
Síntesis determinista
Una  vez  procesados  todos  los  picos  armónicos,  se  obtiene  un  conjunto  de 
trayectorias  en  el  plano  tiempo-frecuencia  correspondientes  a  los  armónicos.  Cada 
trayectoria  es  un  conjunto  de  segmentos  lineales.  Esta  representación  no  es  buena, 
porque las variaciones frecuenciales (y de amplitud) en los armónicos son típicamente 
funciones continuas en el tiempo.
El resultado final es un conjunto de trayectorias suaves en el plano tiempo-
frecuencia, que caracterizan la evolución de la señal de excitación. La componente 
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Figura 23:Ejemplo de un pico espectral correspondiente a una  
sinusoidalestacionaria (línea continua) y a una sinusoidal no estacionaria  
(líneadiscontinua).
estocástica se obtiene restando la señal de excitación de la señal original. Se modela 
típicamente mediante LPC síntesis.
Figura 24: Variación frecuencial de las frecuencias armónicas.
Un método similar se utiliza para obtener las variaciones suaves en las amplitudes 
de los armónicos.
Figura 25: Variación frecuencial de las amplitudes armónicas.
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3. Implementación del codificador sinusoidal.
3.1 Introducción
 Como  hemos  podido  observar  en el apartado  anterior  hay varias formas de 
implementación de un codificador sinusoidal en mi caso he utilizado  la herramienta de 
procesado de señales Matlab, con la que he elegido hallar la estimación del pitch para 
obtener los valores de amplitudes, fases y frecuencia de los armónicos de cada trama cara 
la componente determinista, a la par que un filtro LPC_10 para obtener los coeficientes 
para el filtrado de tracto vocal de la componente estocástica.
La señal de voz como hemos mencionado anteriormente se puede dividir en estas 
dos componentes, componente estocástica y componente determinista para el caso de 
tramas  sonoras,  en  el  caso  de  tramas  sordas  consideraremos  solo  la  componente 
estocástica. Teniendo esto en cuenta podemos calcular los parámetros necesarios para 
sintetizar cada componente por separado.
El esquema general que se seguirá para el cálculo de los parámetros  de cada 
componente será el expuesto en la Figura 26. 
− Por un lado, calculamos los coeficientes del filtro LPC para el filtrado del 
tracto vocal(componente estocástica).
− Por separado, calculamos la sonoridad y el pitch de cada trama, para con 
ello, calcular las amplitudes, fases y frecuencias de los armónicos en el caso de tramas 
sonoras,  estos  serán  los  parámetros  necesarios  de  la  componente  determinista 
(excitación).
Figura 26: Esquema general del cálculo de componentes de la señal de  
voz.
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En primer lugar, en el codificador se dividen las tramas y se calcula la matriz de 
coeficientes y la energía para el filtro del tracto vocal. 
Tras este procedimiento, calculamos el pitch y la sonoridad.
Teniendo los valores  de pitch y sonoridad se calculan las frecuencias (f0),  la 
matriz de amplitudes de los armónicos (amp, 10 por trama en este caso) y las fases (fas, 
10 por trama).
Si eligiéramos mas armónicos la información a transmitir seria mayor y la calidad 
de la señal sintetizada seria mayor o menor respectivamente al número de armónicos.
Como hemos visto una señal de voz debe dividirse en tramas para diferenciar 
entre sonoras y no sonoras, ademas de para identificar los armónicos en el caso de las 
sonoras.
Una trama sonora  es semi-periodica o  cuasi-estacionaria,  por  tanto,  podemos 
calcular el periodo de la misma gracias al cálculo del pitch, como podemos observar en la 
figura 31, calculamos el periodo en muestras y  en el dominio espectral podemos hallar la 
posición de este, este valor nos dará la posibilidad de deducir el valor de la amplitud.
Figura 27: Cálculo del periodo de una trama sonora y su posición en el dominio  
espectral.
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Para llegar a deducir el valor de las amplitudes y las fases de cada trama sonora 
debemos seguir los siguientes pasos:
Paso 1
Calculamos la transformada de la trama mediante (función fft en matlab) después 
se transforma el valor Npitch, en muestras, a Hz para obtener la frecuencia (f0) de la 
trama, redondeamos para poder operar con este valor. Para ello hemos utilizado la 
fórmula 10.
fo=1/ ( Npitch / fs) ( Hz )
Fórmula 10: frecuencia  
fundamental en Hz.
Paso 2
Calculamos la distancia entre muestras (fórmula 11) teniendo en cuenta que es la 
frecuencia de muestreo (fs), entre el número de muestras por trama (N), como se 
muestra en la figura 28.
af=fs / N ( Hz )
Fórmula 11: distancia 
entre muestra en el  
espectro de la trama.
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Figura 28: Cálculo de la distancia entre muestras 
en el espectro
En la figura 29 se puede observar la relevancia del valor de la distancia entre 
muestras ya que con este valor podemos hallar la posición de los armonicos en el 
espectro y el valor de la amplitud y la fase de estos armónicos.
Paso 3:
Se calcula la posición de la frecuencia fundamental (k0) en el espectro de la trama 
sonora, sabiendo que es la relación entre la frecuencia fundamental en Hz anteriormente 
calculada y la distancia entre muestras:
k0=f0 /af ( muestra )
Fórmula 12: posición del valor de 
la frecuencia fundamental en el  
espectro.
32
Figura 30: Espectro de la trama.
Figura 29: Cálculo de la distancia entre muestras y relación con la  
posición de las muestras en el dominio espectral.
Paso 4:
Se estima la amplitud armónica y la fase, para hallar la amplitud utilizo la fórmula 
13, eligiendo el valor de la muestra k0 en el espectro.
En  la  figura  31  se  puede  observar  esta  relación  la  relación  la  amplitud  que 
necesitamos hallar es la mitad del valor contenido en la posición k0 del espectro partido 
multiplicado por el número de muestras.
Para calcular la fase utilizamos la función “angle” de matlab en la posición k0.
 
ampi= ( A/2) N
Fórmula 13: Valor de  
la amplitud armónica.
Una vez hemos calculado el valor de la amplitud y la fase debemos hacer una 
matriz para hallar tantos  armónicos como queramos. En nuestro  caso este valor sera 
variable introduciendo en un accionador inicial en número de armónicos deseado.
33
Figura 31:Amplitud ármonica en el dominio  
espectral.
Con el cálculo de estos parámetros ya podríamos sintetizar la señal de voz con 
una calidad bastante buena, para  ello sabemos que en el dominio temporal:
 










Formula 14:Señal de voz en el dominio temporal.
3.2 Funcionamiento
 
Cada  una  de  las  funciones  implementadas  tiene  su  aplicación,  la  función 
accionador es la encargada de leer la señal de voz .wav, mediante wavread, que se utiliza 
para la implementación del codificador  sinusoidal y recibe la señal sintetizada por  el 
decodificador. Esta señal de entrada se puede variar siendo aplicable a cualquier señal de 
voz en formato .wav, también se han añadido los parámetros t (tiempo de cada trama en 
ms)  y  armónicos  (numero  de  armónicos  para  el  calculo  de  los  parámetros  de  la 
excitación) para dar la opción a elegir cualquier valor en el accionador.
 Una  vez  leída  la  señal  de  entrada  llama  a  la  función  principal 
(vocodersinusoidal.m) mandando los parámetros necesarios que son:
− x: Señal de voz.
− fs: Frecuencia de muestreo de la señal de voz, esta puede variar según la 
señal de entrada por ello debemos mandarla.
− t: Tiempo en ms de cada trama.
− armónicos: Número de armónicos para el calculo de los parámetros de  
excitación.
3.2.1 Función Principal (vocoderSinusoidal.m)  
 La función vocoderSinusoidal.m es  la función principal,  se encarga  de 
llamar a las funciones codificador.m y decodificador.m, transmitiéndoles los parámetros 
necesarios, esta función principal es llamada por medio del accionador.
Las entradas a esta función son la señal de entrada(x), la frecuencia de muestreo 
de esta (fs), el tiempo de cada trama (t) y el número de armónicos (armónicos).
Las salidas son la señal de voz sintetizada y su frecuencia de muestro (voz, fsint).
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3.2.2 Codificador (codificador.m)  
 La función codificador.m es la encargada de codificar la señal original, 
para  ello  como  parámetros  de  entrada,  tiene  la  señal original (x),  la  frecuencia de 
muestreo (fs), el tiempo de las tramas (t) y el número de armónicos (armónicos).
En primer lugar, calculamos el número de muestras por trama (N) y el número de
tramas (Ntramas), redondeamos los valores para poder operar con ellos. 
Para implementar un lazo que nos divida la señal en tramas se necesita calcular la 
longitud de la señal en función de los parámetros anteriores (F) por ello se multiplica el 
número de tramas (Ntramas) por las muestras que contiene cada trama (N).
Se aplica un lazo for desde i=1 hasta i=F cogiendo N muestras cada vez (for 
i=1:N:F;) dentro de este lazo se divide la señal en tramas (trama=x(i:N-1+i);) y se 
aplica Hamming a cada trama y se resta la media.
Teniendo  la  trama  (trama2)  preparada  se  llama  a  la  función  coeficientes.m 
mandandole los parámetros trama2 (trama con hamming y sin media), Ntrama (número 
de tramas) y trama(trama sin hamming y con media). Esta función nos devuelve el vector 
de coeficientes LPC y la energía de cada trama. Con estos parámetros generamos una 
matriz de coeficientes y un vector de energías.
El siguiente paso es calcular la sonoridad y el pitch de cada trama para ellos se 
llama a  la  función pitchsonoridad.m mandandole  trama2  (trama  con  hamming y sin 
media). Nos devuelve el valor de la sonoridad (1 si es una trama sonora 0 si es sorda) y 
el valor de pitch en muestras.
Con estos  valores,  si sonoridad =1,  se llama a la función valoresexcitación.m 
dando los parámetros  de Npitch (pitch en muestras),  fs (frecuencia de muestreo),  N 
(número de muestras por trama) y trama (trama sin hamming y con media). Esta función 
nos devuelve los vectores de amplitudes (amp) y fases (fas) armónicas y la frecuencia 
fundamental (f0) en Hz de cada trama.
Una vez obtenidos estos valores se crean los vectores pitch (pitch), sonoridad 
(sonoridad)  y frecuencia (frecuencia) y las matrices de amplitudes (amplitud)  y fases 
(fases).
Con todo ello tenemos todos los parámetros necesarios para sintetizar la señal. 
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3.2.3 Cálculo de coeficientes para el filtro del tracto vocal (coeficientes.m)  
La  función  coeficientes.m  es  la  encargada  de  calcular  los  valores  de  los 
coeficientes (co) del filtro del tracto vocal y la energía (energ) de cada trama.
Para  ello   aplicamos  un  filtro  LPC_10  a  la  trama  enventanada  y sin media 
(trama2), a partir del residuo que obtenemos, calculamos la energía, haciendo la suma de 
todos los elementos del vector, residuo2 al cuadrado. 
Estos valores serán necesarios a la hora de sintetizar la componente estocástica.
3.2.4 Calculo de Pitch y Sonoridad (pitchsonodidad.m)  
En la función pitchSonoridad.m se calcula el pitch en muestras  (Npitch)  y la 
sonoridad (son).
Para  ello  se  genera  un  filtro  paso  bajo,  mediante  la  función fir1 de  matlab, 
filtramos la trama y le aplicamos un filtro LPC_4, para hallar el residuo sobre el que 
calcularemos  la  auto-correlación  y  de  esta,  el  valor  (m1)  y  la  posición  (n1), 
correspondientes al máximo valor.
Para  buscar  el siguiente  máximo,  cogemos  los  valores  de  la auto-correlación 
desde,  n1+20 hasta n1+160,  y en ellos buscamos el siguiente máximo (m2,n2), si este, 
es mayor que el 25% del valor  m1, corregimos n2 sumándole n1+20 y entonces la trama 
sera sonora, por tanto, sonoridad será 1 y pitch sera igual a la diferencia de posiciónes 
entre los máximos  (pitch=n2-n1). 
Por el contrario si no supera el 25% del valor m1 la trama sera sorda y por tanto 
la sonoridad y el pitch serán 0.
3.2.5 Cálculo de Valores para la síntesis de la excitación(valoresexcitacion.m)
En la función valoresexcitacion.m se calculan las amplitudes (amp), fases (fas) y 
frecuencia fundamental (f0) en Hz de cada trama.
Para ello seguimos los pasos expuestos en introducción:
− Calculamos la distancia entre tramas (af=floor(fs/N);).
− La frecuencia fundamental  en Hz ( fo=floor(1/(Npitch/fs));)
− La muestra donde se encuentra, (k=round(fo/af);).
Para  obtener  los  valores  necesarios  se  calcula  la  transformada  de  la  trama 
(trastra=fft(trama);). 
Una vez procesado lo anterior se crea un lazo:
 (for s=1:armonicos;)
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Para hallar los vectores de  amplitudes y fases de cada trama, según el parámetro 
de entrada,  armónicos habrá mas o  menos amplitudes y fases, por  tanto,  los datos  a 
transmitir al sintetizador serán mas o menos y respectivamente también la calidad de la 
señal sintetizada. 
 3.2.6 Decodificador (decodificador.m)
La  función decodificador.m es  la  encargada  de  sintetizar  la  señal de  voz  es 
llamada por  la función principal vocoderSinusoidal.m, los parámetros  obtenidos en el 
codificador son transmitidos a esta:
− pitch: Vector de pitchs de todas las tramas.
− amplitud: Matriz de amplitudes concatenando los vectores de cada trama.
− frecuencia: Vector de frecuencias fundamentales en Hz de todas las 
tramas.
− fases: Matriz de fases concatenando los vectores de cada trama.
− coefmed: Matriz de coeficientes concatenando los vectores de cada 
trama.
− fs: Valor de la frecuencia de muestreo de la señal de entrada. 
− energia: Vector de energias de todas las tramas.
− N: Número de muestras por trama.
− t: tiempo en ms de cada trama.
− Armónicos: Número de ármonicos por trama.
Con estos valores se calcula el número de tramas:
l=length(pitch);
Se crea un lazo:
 for i=1:l;
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Síntesis de la componente estocástica.
En primer lugar, se calcula la señal del tracto vocal, para ello, se genera una señal 
de ruido blanco  y se calcula la energía de esta señal con ello se calcula la ganancia que 
se ha de aplicar al filtro del tracto vocal.
La ganancia se calcula como la raíz de la relación entre la energía de la señal de 
entrada y la energía de este vector de ruido blanco.
Se multiplica la señal de ruido por  la ganancia  y  se sacan de la matriz los 
coeficientes de cada trama mediante un lazo:
ruido=rand(1,N);
    en=sum(ruido.^2);
     ganancia=sqrt(energia(i)/en);




Aplicamos el filtro para obtener la señal del tracto vocal concatenando los valores 
obtenidos. 
 valorestv=filter(1,c,multi);
    tv=[tv valorestv];
   tv=[tv valorestv];
Síntesis de la componente determinista.
En segundo lugar, se calcula la señal de excitación, inicializamos el vector donde 
meteremos  los  valores  de  cada  trama  y  mediante  un  lazo  sacamos  los  valores  de 
amplitudes y fases de cada trama y los aplicamos a la Fórmula 14, anteriormente citada, 
con esta señal concatenada tenemos la señal de excitación:
 valoresexc=zeros(size(N));
  for s=1:armonicos;
      par=cos(2*pi*s*(0:N-1)*(frecuencia(i)/fs)+fases(i,s));
      multiexc=(amplitud(i,s)*par);
      valoresexc=valoresexc+multiexc;
   end;
exc=[exc valoresexc];




3.3 Ejemplos de funcionamiento  
En cada función se obtienen unos datos de salida que pueden ser analizados a 
simple vista:
 
3.3.1. Función Principal (vocoderSinusoidal.m)
El  esta  función se  llama al  codificador  mandando  la  señal original (Azul)  y 
recibiendo los parámetros necesarios en el decodificador para recibir la señal sintetizada 
(Rojo) que sera mandada como respuesta al accionador.
0 0 . 5 1 1 . 5 2 2 . 5 3 3 . 5
x  1 0 4
- 0 . 0 4
- 0 . 0 2
0
0 . 0 2
0 . 0 4
s e ñ a l  o r i g i n a l
0 0 . 5 1 1 . 5 2 2 . 5 3 3 . 5
x  1 0 4
- 0 . 0 4
- 0 . 0 2
0
0 . 0 2
0 . 0 4
s e ñ a l  s i n t e t i z a d a
Figura 32: Señal original (Azul), señal sintetizada (Rojo).
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Para poder observar mejor la diferencia entre la señal original y la señal sintetizada las 
superponemos.
0 0 . 5 1 1 . 5 2 2 . 5 3 3 . 5
x  1 0 4
- 0 . 0 3
- 0 . 0 2
- 0 . 0 1
0
0 . 0 1
0 . 0 2
0 . 0 3
s u p e r p o s i c i o n  s e ñ a l  s i n t e t i z a d a  a  p a r t i r  d e  p a r a m e t r o s  s i n u s o i d a l e s  y  s e ñ a l  o r i g i n a l
Figura 33: Superposición de la señal sintetizada sobre la señal original.
Como se puede observar se nota la perdida de calidad, son algo diferentes las
señales de entrada y salida  es normal ya que hemos reducido la información de 240 
muestras por  trama a 34 parámetros.  El resultado es muy aceptable en relación a la 
información transmitida.
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3.3.2. Codificador (codificador.m)  
En esta función se recibe la señal original (Azul) que es la que se utilizara para 
sacar los diferentes parámetros que podemos observar en las figuras (Figuras 32 y 34).
Observamos que por cada trama tenemos un valor de sonoridad y un valor de 
pitch en muestras  y un valor  de frecuencia en Hz,  coinciden los valores de las tres 
gráficas por lo que el calculo es correcto como se puede observar en la figura 37.
En el codificador tambien obtenemos datos como los coeficientes que se calculan 
para todas  las tramas independientemente de su sonoridad y datos  como amplitudes, 
fases y frecuencia que tendran valores en las tramas sonoras y en las tramas sordas seran 
0.
 En la siguiente figura (figura 35) se observan los valores obtenidos en una de las 
tramas sonoras.
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P i t c h




F r e c u e n c i a  ( H z )
Figura 34: Señal de entrada(Azul) , Sonoridad (Negro) , Pitch (Rojo) y frecuencia en  
Hz (Verde).
Como se puede observar de cada trama obtenemos 10 amplitudes armónicas que 
van disminuyendo ya que la primera siempre sera la mayor, 10 fases para el cálculo de la 
señal de excitación y 11 coeficientes LPC que nos servirán, junto con la energía, para el 
filtrado del tracto vocal.
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x  1 0 - 3 T r a m a  s o n o r a  s e ñ a l  o r i g i n a l





x  1 0 - 4 A m p l i t u d e s  a r m ó n i c a s  t r a m a  S o n o r a




F a s e s  a r m ó n i c a s  t r a m a  S o n o r a




C o e f i c i e n t e s  p a r a  e l  f i l t r o  d e l  t r a c t o  v o c a l  d e  u n a  t r a m a  S o n o r a  
Figura 35: Trama sonora (Azul), linea de amplitudes (Negro), linea de fases (Rojo),  
linea de coeficientes (Verde).
3.3.3 Cálculo de coeficientes para el filtro del tracto vocal 
(coeficientes.m)
Esta función es llamada a cada trama por el codificador mandando las muestras de 
cada trama y devolviendo el valor de la energía y los coeficientes que podemos observar 
en la figura (Figura 36).
En esta  función se consiguen los datos  para el filtrado del tracto  vocal como 
podemos ver, en la figura (figura 36), estos datos son:
− La energía de cada una de las tramas 
− 11 coeficientes LPC por cada trama sea sonora o sorda.
Obtenemos en total 12 parámetros por trama de 240 muestras nos quedaremos 
únicamente con  11 coeficientes y 1 valor de energía.
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x  1 0 - 3 T r a m a  s o n o r a  s e ñ a l  o r i g i n a l




C o e f i c i e n t e s  p a r a  e l  f i l t r o  d e l  t r a c t o  v o c a l  d e  u n a  t r a m a  S o n o r a  
Figura 36: Señal original (Azul), Energía (verde), Trama sonora ( Azul), coeficientes  
por trama sonora (Verde).
3.3.4. Calculo de Pitch y Sonoridad (pitchsonodidad.m)  
 En  la  función  pitchsonoridad.m obtenemos  datos  relacionados  con  la 
sonoridad  de  cada  trama  siento  1  para  tramas  sonoras  y  0  para  tramas  sordas,  
dependiendo de la sonoridad se calcula el pitch por  lo tanto  cuando sonoridad es 0 
también debe serlo el pitch por lo que vemos en la figura (figura 37) este calculo es 
correcto.
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P i t c h
Figura 37: Señal original (Azul), Sonoridad (Negro) y Pitch (Rojo).
En  esta  función  obtenemos  dos  parámetros  por  trama  reduciendo  de  240 
muestras a 2 datos por trama.
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3.3.5. Calculo de Valores para la síntesis de la excitación(valoresexcitacion.m)  
En  esta  función  obtendremos  los  valores  de  amplitudes,  fases  y  frecuencia 
fundamental en Hz. por cada trama. En la figura (figura 38) observamos que para cada 
trama obtenemos un valor  de  frecuencia en Hz para  las tramas sonoras  siendo 0  la 
frecuencia en las tramas sordas,  las frecuencias están entre  0 y 400 Hz.  También se 
muestra una trama sonora y los valores de las amplitudes y fases de esta.
En total obtenemos con esta función 21 valores de 240 muestras originales, 10 
amplitudes, 10 fases, y una frecuencia por trama, dependiendo el número de armónicos 
especificados en el accionador la información sera mayor o menos pudiendo reducir a 
solo dos armónicos que nos daría 5 parámetros por trama, pero reduciría la calidad de la 
señal de sintetizada. 
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x  1 0 - 3 T r a m a  s o n o r a  s e ñ a l  o r i g i n a l




x  1 0 - 4 A m p l i t u d e s  a r m ó n i c a s  t r a m a  S o n o r a
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Figura 38: Señal original(Azul), Frecuencias en Hz (Verde), Trama sonora (Azul),  
Amplitudes (Negro) y fases (Rojo).
3.3.6. Decodificador(decodificador.m)  
En esta función creamos la señal de voz sintetizada a partir de los parámetros 
calculados en el codificador diseñando, en primer lugar, el filtro del tracto vocal gracias a 
la energía y a los coeficientes LPC. En segundo lugar calculamos la señal de excitación 
gracias a las amplitudes, las fases y la frecuencia en Hz se ha implementando la formula 
mencionada anteriormente en el apartado 3.1 (Formula 14).
Como se observa en la figura (Figura 39), La voz sintetizada y la señal original 
son bastante parecidas aunque se observa una perdida, la voz sintetizada es el resultado 
de sumar la señal del tracto vocal y la señal de excitación. Para observar esto con mas 
detalle en la siguiente figura (Figura 40) Podemos ver la superposición de las tres.
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Figura 39: Señal original (Azul), Voz sintetizada (Rojo), señal del tracto vocal (Verde)  
y Señal de excitación (Negro).
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Figura 40: Superposición de señales obtenidas en el decodificador sobre la original.
En esta figura (Figura 40) vemos que al sumar las señales del tracto vocal y de 
excitación  (Verde  y Negro)  se  obtiene  la  voz  sintetizada  (Rojo)  con  unos  valores 
bastante aceptables con alguna diferencia frente a la señal original, debido a la reducción 
de información.
Se ha conseguido sintetizar la señal de voz utilizando por  cada trama de 240 
muestras, 35 datos esto supone una reducción de alrededor del 86% de la información a 
enviar  al  decodificador.  Pudiendo  variar  reduciendo  el  tiempo  de  cada  trama  o 




 Como ya hemos visto el vocoder LPC es el que mas reducción de información 
tienen aunque también menor calidad de la señal sintetizada en este apartado se compara 
un vocoder LPC10 con el codificador sinusoidal.
El codificador sinusoidal es un codificador híbrido en el dominio espectral, debido 
al cálculo de las componentes que se realiza en base al espectro  de la señal original, 
como  hemos  podido  observar  se  puede  obtener  una  reducción  bastante  alta  de 
información con una buena calidad, en este codificador se puede variar la cantidad de 
información cambiando los parámetros:
− Entrada de tiempo por trama.
− Número de armónicos.
En el Vocoder  LPC10 la reducción de información es mayor  pero  la calidad 
disminuye dándole a la señal de salida un carácter metálico que el codificador sinusoidal 
no.
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Figura 41: Superposición de señal original y sintetizadas por Vocoder LPC(Superior) y  
Codificador Sinusoidal (Inferior).
4.2 . Comparación Cantidad de datos por trama.
En el Vocoder LPC la cantidad de datos que se consiguen por cada trama es muy 
baja 15 parámetros por trama, mientras que en el codificador sinusoidal son algunos mas, 
37 parámetros por trama.
Figura 42: Parámetros por trama del Codificador tipo sinusoidal.
En total para 131 tramas, como en el caso que hemos utilizado la cantidad de 
datos  a  enviar seria 4874 datos  y obtendremos  después  de  sintetizar  31344.  con el 
codificador sinusoidal.
Figura 43: Parámetros por trama del Vocoder LPC.
Con el vocoder  LPC mandamos 1965 datos  y obtenemos al sintetizar  31344 
también.
Como podemos ver en cuanto a reducción de información el vocoder LPC reduce 
mas datos pero en cuanto a calidad de la señal sintetizada el codificador sinusoidal da 
una respuesta mas cercana a la original y con mayor calidad.
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4.3 Relación señal-residuo.
Como se ha comentado anteriormente la calidad de la señal sintetizada por el 
Codificador sinusoidal es mayor frente a la calidad de la señal sintetizada por el Vocoder 
LPC.
Esto se puede comprobar analizando la relación señal-residuo en cada una de las 
dos señales.
Sabemos que la relación señal-residuo es un claro indicativo de la calidad de la 
señal ya que el residuo es la diferencia entre la señal original y la sintetizada y mediante la 
fórmula 16 deducimos la relación en decibelios, cuanto menos decibelios mayor calidad.
x(n)-voz(n)=r(n)
Fórmula 15: Cálculo 
de Residuo.
Para obtener los datos de la SRR hemos implementado dos funciones una para 
cada uno de los Codificadores. 
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Fórmula 16: Signal  
to Residual Ratio
En la figura 44 podemos ver la señal de residuo de ambos .
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Figura 44: Residuo de la señal del VocoderLPC(Verde) y del codificador sinusiodal  
(Azul).
Para mostrar la diferencia entre el codificador sinusoidal dependiendo del numero 
de  armónicos  definidos hemos calculado  el  residuo  para  los  valores  de  5,  10  y 15 
armónicos.
Valores SRR:
− SRR(VocoderLPC) = -1,835 (dB)
− SRR(Cod. Sin. 10) = - 0,7708 (dB)
− SRR(Cod. Sin. 5) = - 0,7943 (dB)
− SRR(cod.sin 15) = - 0,7432 (dB)
Como podemos ver la mayor calidad la tiene el codificador sinusoidal con 15 
armónicos,  las diferencias no  son muy altas  ya que  el calculo de la posición de  los 
armónicos no es exacto.
De manera subjetiva no se aprecia una gran mejoría por lo citado anteriormente, 
al usar el pitch como indicador de la posición de los armónicos, estos no son exactos ya 
que como hemos dicho las señales sonoras son cuasi-periódicas y no siguen el periodo 
que calculamos exactamente por lo tanto las posiciones calculadas son algo distintas a las 
de la señal original lo que se traduce en una perdida de calidad.
Este  problema podría  solucionarse  o  bien  con  un  método  mas  complejo  de 
detección de picos, o bien con un calculo de pitch variable.
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5.  Aplicaciones  
Las  aplicaciones  de  este  codificador  de  voz  de  tipo  sinusoidal  son  todas  las 
relacionadas con la  señal de voz, como puedes ser las siguientes:







6. Anexo 1.Código  
En este apartado podemos ver el código implementado en matlab de cada una de 
las funciones con los comentarios de cada parte dentro de ellas.
6.1  Accionador (accionadorSinusoidal.m)
[x,fs,b]=wavread('frase.wav');
%%tiempo en ms de la trama.
t=30;
%% Número de armónicos.
armonicos=10;
%% Llamada a función principal.
[voz]=vocoderSinusoidal(x,fs,t,armonicos);


























trama=x(i:N-1+i);  %%separamos la señal en tramas
trama1=trama.*hamming(N);   %% aplicamos Hamming
trama2=trama1-mean(trama1); %% restamos la media
% Vamos a la función coeficientes para hallar los coeficientes LPC 





%Vamos a la función pitchsonoridad para hallar los valores del pitch y 




%Si la trama es sonora vamos a la función valoresexcitacion para 
hallar las amplitudes  fases y la frecuencia de cada trama.
    if son==1;
        [amp,fas,fo]=valoresexcitacion(Npitch,fs,N,trama,armonicos);
 %Si la trama es sorda los valores seran 0 para los tres parametros.
    else amp=zeros(1,armonicos);
        fas=zeros(1,armonicos);
        fo=0;
    end




    amplitud=[amplitud; amp];
    fases=[fases; fas];




6.4 Cál  culo de coeficientes para el filtro del tracto vocal (coeficientes.m).  
function [energ,co]=coeficientes(trama2,Ntramas,trama);
 %%% CALCULAMOS ENERGIA y los coeficientes
co=lpc(trama2,10);           
residuo2=filter(co,1,trama2);
energ=sum(residuo2.^2);
6.5 Calculo de Pitch y Sonoridad (pitchsonodidad.m)
function [Npitch,son]=pitchsonoridad(trama2);
    p=fir1(25,0.225);%%%genera el filtro pasobajo 
    trama3=filter(p,1,trama2);%%%aplica el filtro
    c=lpc(trama3,4);
    residuo=filter(c,1,trama3);
    autores=xcorr(residuo);
    [m1,n1]=max(autores); 
    segbusq=autores(n1+20:n1+120);
    [m2,n2]=max(segbusq);
    n2=n2+n1+20;
    
     if m2>m1*0.25;    
        Npitch=n2-n1;
        son= 1;
     else son=0;
        Npitch=0;
        
     end
6.6 Cálculo de Valores para la síntesis de la excitación(valoresexcitacion.m)
function [amp,fas,fo]=valoresexcitacion(Npitch,fs,N,trama,armonicos);
%definimos las variable que vamos ha utilizar
af=floor(fs/N); %espacio entre muestras en el espectro.
fo=floor(1/(Npitch/fs));%frecuencia de Pitch en Hz
k=round(fo/af);%muestra de frecuencia fundamental.

























  %% Tracto vocal%%
    ruido=rand(1,N);
    en=sum(ruido.^2);
    %ganancia.
    ganancia=sqrt(energia(i)/en);
    multi=ruido.*ganancia;
     % sacamos vectores de coeficientes de cada trama.
    for j=1:11;
        c(j)=coefmed(i,j);
    end
     %Aplicamos el filtro 
    valorestv=filter(1,c,multi);
    %Concatenamos valores de cada trama.
    tv=[tv valorestv];
    
    %%Excitacion%%
    valoresexc=zeros(size(N));% inicialización del vector.
  for s=1:armonicos;
      par=cos(2*pi*s*(0:N-1)*(frecuencia(i)/fs)+fases(i,s));
      multiexc=(amplitud(i,s)*par);
      valoresexc=valoresexc+multiexc;
   end;








7. Conclusiones y lineas futuras  
− La codificación de la señal de voz es necesaria para poder trabajar con dicha 
señal.
− Existen varion metodos de codificación.Paramétricos, híbridos y de forma de 
onda.
− Un codificador  paramentrico  reduce  la cantidad de información en mayor 
medida pero la calidad se ve afectada.
− Los codificadores hibridos tienen un mayor compromiso entre  cantidad de 
información y calidad necesitando  mas datos  pero  obteniendo  una mayor 
calidad.
− Un codificador de tipo sinusoidal con 10 armónicos reduce la información en 
un 86% aproximadamente.
− La SRR de un codificador tipo sinusoidal es mayor que la de un vocoder 
LPC10 por tanto la calidad de la señal sintetizada es mayor.
− Para  poder  hacer  una  mejor  implementación  del  Codificador  sinusoidal 
necesitariamos calcular la posición de armónicos con mayor precisión.
Este proyeto esta diseñado con un fin de investigación sobre el tratamiento de la voz, 
en lineas futuras se podria mejorar, implementando una mejor detección de armónicos, 
reduciendo el tamaño de las tramas, e incluso implementando el metódo mencionado en 
el apartado de revisión teórica, por el cual la detección de picos es algo mas compleja y 
algo mas exacta.
Tambien la comparación con otros codificadores hibridos seria interesante, ya que en 
este caso tratamos con un codificador híbrido en el dominio espectral, se podria hacer 
una  comparación  con  codificadores  hibridos  en  el  dominio  temporal,  para  valorar 
ventajas y desventajas entre ellos.
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