In this paper we derive new passive maps akin to incremental passive maps, for a class of nonlinear systems using dynamic feedback and Krasovskii's method. Further using the passive maps we present a control methodology for stabilization to a desired operating point. This work is illustrated by designing a controller for a nonlinear building heating ventilating and air conditioning (HVAC) subsystem.
are constructed using Krasovskii's Lyapunov functions has yielded passive maps that has differentiation on both the port variables. Similar passive maps are obtained in [14] to formulate stable games in input-output framework. To establish the result, the authors exploited the property that, dynamical systems in Brayton Moser formulations are contracting [15] , [16] . This led to storage functions derived from Krasovskii'stype Lyapunov functions, which resulted in new passivity property with "differentiation at both the ports". Similar kind of studies have been carried out in order to extract new passivity properties of systems, namely differential passivity [15] and incremental passivity [7] . In the case of incremental passivity the authors use the contraction property of the drift vector field to derive KYP like conditions for rending a system incrementally passive. Where as differential passivity allows one to verify the incremental passivity with a pointwise criterion. Later in the paper we detail the relations between the incremental and differential passivity properties with our new passive maps. In [17] , the authors used tools and framework such as passivity, Krasovskii functions and BM framework to prove stability of continuous time primaldual gradient descent equations of convex optimization problem. This framework draws its limitations for considering systems with constant input matrix. Contribution: In this paper, Krasovskii's method is used to derive sufficient conditions for a class of non-linear systems via dynamic state feedback [18] . The new passive maps obtained are used to shape the storage function for controller design. The proposed framework is demonstrated on a nonlinear HVAC subsystem namely thermal zone model. The organization of the paper is as follows. In Section II, we discuss the Krasovskii formulation and the stability analysis of a class of nonlinear systems. In Section III, we demonstrate the proposed methodology on a building thermal zone model. The results and discussion is provide in Section IV followed by conclusions presented in Section V.
The dynamics of a Topologically complete RLC circuits [19] with regulated voltage sources in series with inductors is described by
where i, v denotes the current through the inductors L and voltage across the capacitors C, B s ∈ R n×m represents a constant input matrix and the Mixed potential function P (i, v) is given by
where Γ ∈ R n×n is skew-symmetric, G(i) ≥ 0 and J(v) ≥ 0 (Note that L and C are assume to be constant). Consider the following storage function 
From (1), (3), (2) and (4) it can be proved that
Remark 2.2: Note the following in the proposition 2.1:
(i) The nonlinear dynamical system given by, (1) with input V s = 0, is contracting with metric diag{L, C} [6] , [15] , [16] . (ii) In deriving the result in proposition 2.1 we assumed that the input matrix B as constant. The result is not obvious for a system with a state dependent input matrix B. That is the system represented by equations (1) is not passive with port variables B s (x) di dt and dVs dt . In this note, we present a methodology to derive new passive maps for systems with state dependent input matrix.
B. A general nonlinear system
Consider a nonlinear system of the forṁ
where x ∈ R n is the state vector , u ∈ R m (m < n) is the control input. f (x) : R n → R n and g(x) : R n → R m , the input matrix are smooth functions. Assumption: 
This implies the dynamical systemẋ = f (x) is contracting. A2) The full-rank left annihilator of input matrix also left annihilates its Jacobian. Let g ⊥ denotes left annihilator of the input matrix g(x) i.e., g ⊥ g=0 then
Consider system (6) with input u = 0 satisfying Assumption A1. Then the resulting dynamical system is contracting.
Remark 2.4: In assumption A1, one can consider a state dependent Riemannian metric M (x), and replace equation (7) with
The following lemma will be instrumental in formulating our result. Lemma 2.5: Consider an input matrix g(x) satisfying assumption A2. Thenġ
if and only if α satisfies (9) . Proof: The only if part of the proof can be proved by left multiplying (10) with
The if part of the prooḟ
Consider the following dynamic state feedback [18] for system (6) (see Fig. 1 
with α defined as in lemma 2.5, β = −g Mẋ and v ∈ R m . The use ofv in (11) rather than v as new port variable will evident in the later part of the note. We have following theorem.
Interconnecting the controller (15) to dynamic state feedback system in Fig. 1 .
Theorem 2.6: Let the assumptions A1, A2 are satisfied. Then the system (6) together with (11) are passive with inpuṫ v and output y = g Mẋ.
C. Control
The new passive maps obtained with differentiation at the port variables are further used for shaping the storage function. The controller is obtained are a result of the stability analysis treatment of the storage function. Control objective: To stabilize the system (6) at an non-trivial operating point (x * , u * ) satisfying
Lemma 2.7: The output y = g Mẋ given in Theorem (2.6) is integrable.
Proof: From Assumption A3, we have that the function M g(x) is integrable, Poincare's Lemma ensures the existance of a function Γ(x) : R n → R n such thaṫ
By exploiting the integrability property of the output, the authors in [20] , have presented a methodology to construct the closed loop storage function whose minimum is at the desired operating point. Consider the storage function of the form
Proposition 2.8: Consider system (6) together with (11) satisfying assumptions A1, A2 and A3. We define the map-
where y = g Mẋ. Then the system of equation (6) and (11) are passive with port variablesv and y (see Fig. 2 ). Further forv = 0, the system is stable and x * as the stable equilibrium point. Furthermore if y = 0 =⇒ lim t→∞ x(t) → x * , then x * is asymptotically stable. Proof: The time derivative of the closed loop storage function (14) is
This proves that the closed loop system is passive with storage function V d , inputv and output y. Further forv = 0 we haveV d ≤ −k d y y and at equilibrium x = x * we havev = 0, further using this in (11) we can show thatu = 0. This implies (x * , y * ) satisfy the control objective (12) , further concluding that system (6) is asymptotically stable with Lyapunov function V d and x * as the equilibrium point.
Remark 2.9: Note the following. (1) At the desired operating point one can show thatu − αu−β = 0. Hence, we have consideredu = αu+β +v, instead ofu = αu + β + v in equation (11). (2) Systems that are contracting always forget their initial conditions. That is, their final behaviour is always independent of the initial conditions. Hence, one need not worry about the initial conditions of the control input u while implementing the control law (11) together with (15) .
III. ILLUSTRATIVE EXAMPLE: TEMPERATURE

REGULATION OF A BUILDING THERMAL ZONE
Thermal zone is an important component of heating ventilating and air conditioning (HVAC) subsystem. Although, there are different zone modeling strategies, for control purpose, lumped parameter models are commonly used [21] . Lumped parameter models have resistance-capacitance (RC) interconnected network which represents interaction between zones and between zone and ambient. The capacitances represent the total thermal capacity of the wall, zone, and the resistances are used to represent the total resistance that the wall offers to the flow of heat from one side to other. To illustrate the proposed approach, we consider a simple twozone case separated by a wall, where the surface is modeled as a 3R2C [22] network as shown in Fig. 3 . The nonlinear Fig. 3 : Lumped RC network model: Two zone case thermal model for the two zone case is given by [20] 
In the above model, the inputs u 1 and u 2 denotes the mass flow rates. T ∞ , T s are ambient and supply air temperatures. Note that the inputs are coupled with the state (Temperatures T 1 ,T 2 ). Denote the following:
Proposition 3.1: The systems of equations (16) , and (11) with α and β defined as in (17) , are passive with port variablesv and y. where
Proof: Let C = diag {C 1 , C 2 , C 3 , C 4 }. One can prove that the system (16) satisfies assumption (A1) given in equation (7) by choosing M = diag {C 1 , C 2 , C 3 , C 4 }. The input matrix of (16) is g(T ) = [g 1 (T ), g 2 (T )], where
Using left annihilator of g(T ), that is g ⊥ (T ) = 0 0 1 0 0 0 0 1 one can show that
Hence the input matrix g(T ) satisfies assumption A2. Now, we can use Proposition (2.5) and show that α takes the same form, given in (17) . Finally from Theorem 2.6, using
as storage function, the system of equations (16) , together with input dynamics (11) given bẏ
are passive with port variablesv and y. Now we can consider v = [v 1 , v 2 ] as input for the combined equations (16), (21) and provide a control strategy using Proposition (2.8) .
Proposition 3.2: The state feedback controlleṙ
asymptotically stabilizes the system of equations (16) and (21) to the operating point (T * , u * ) satisfying (12) .
Proof: With M = diag{C 1 , C 2 , C 3 , C 4 } and input matrix g(T ) in (19) , one can verify assumption A3. Hence from Proposition 2.7, we can show that
satisfiesΓ(T ) = y(T ). Further proof directly follows from Proposition 2.8 using Γ(T ) in (23) . It can also be proved by taking the time derivative of Lyapunov function (14) along the trajectories of (16) and (21) as shown beloẇ
In step 2 and 4 we use system dynamics (16) and controller dynamics respectively. In step 5 we usedġ + gα = 0 given in Proposition 10. Finally in step 6 we have used the control strategy (22) . Now one can infer that there exist an α > 0, such thaṫ
V d = 0 impliesṪ 1 ,Ṫ 2 ,Ṫ 3 andṪ 4 are identically zero. Using this in (16), we get u 1 and u 2 as constant. From (21) we get v = 0, substituting this in (22) we get that T 1 = T * 1 , and T 2 = T * 2 . Finally, we conclude the proof by invoking LaSalle's invariance principle. Simulation results: In order to illustrate the efficacy of the proposed approach an illustrate example of building thermal zone model is considered. The description of building zone model and the controller design are detailed in Section III. The parameter values used for the simulation study is given in [22] . The trajectories of zone temperatures for the two zone case is shown in Fig. 4 and the effectiveness of controller is shown by zone temperatures reach their respective reference temperature values. The control inputs to the zones and the time evolution of port variables is shown in Fig. 5 and Fig. 6 . Zone 2 needs higher control effort to reach reference temperature compared to zone 1 due to the higher difference in initial and reference values.
IV. CONCLUSION
In this paper, Krasovskii's method of Lyapunov function is used for stability analysis and control for a class of nonlinear The proposed approach is tested on a building zone model and controller is designed to maintain the desired setpoint temperature.
