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In my dissertation, I examine the impacts of the local urban environment on health in the developed
and developing world. By 2008, more than half the global population resided in urban areas, yet
many questions regarding the health impact of urban environmental factors remain unanswered. I
use large, unique micro data sets on fetal health in New York City, where 8 million people reside, to
observe the impacts of air pollution and extreme weather events on birth outcomes. Previous work
has shown that fetal health can affect long-run outcomes, like educational attainment or income,
so it is necessary to understand how exposure to various environmental factors might affect fetal
health. In contrast to the U.S. where air quality regulations have been implemented since the 1960’s,
I also observe air pollution in Nairobi, the capital of Kenya and home to 3.1 million residents.
Currently, there are no air quality regulations enforced in Kenya, nor any long-term consistent
pollution monitoring, though by 2020, more than half of Kenya’s population is expected to reside
in urban areas. Additionally, few studies have examine urban air pollution in sub-Saharan Africa.
So in another chapter, I measure occupational exposure levels of fine particulate matter (PM2.5)
for individuals who work by roadways and inside informal settlements. These chapters incorporate
elements from economics, public health, and atmospheric science to better understand these issues
and the potential policies needed to reconcile problems of urban development and sustainability.
In my first chapter, “Transit buses and fetal health: Evaluating the impacts of bus pollution
policies in New York City,” I provide the first estimates of the impacts of diesel vehicles on fetal
health using quasi-experimental analysis. The U.S. Environmental Protection Agency (EPA) re-
duced emission standards for transit buses by 98% between 1988 and 2010. I exploit the variation
induced by these policy changes over time to evaluate the impacts of transit bus pollution policies
on fetal health in New York City (NYC). I use bus vintage as a proxy for street-level bus emis-
sions and construct a novel panel data set for the NYC Transit bus fleet that allows me to assign
maternal exposure to bus pollution at the census block level. Results show a 10% reduction in
emission standards for particulate matter and nitrogen oxides during pregnancy increased infant
Apgar 5 scores by 0.003 points and birth weight by 6.2 grams. While the impacts on fetal health
are modest, the sensitivity of later-life outcomes to prenatal conditions suggests improved emission
standards between 1990 and 2009 increased total earnings for the 2009 birth cohort by at least $51
million.
In my second chapter, “Occupational exposure to PM2.5 from roadways and inside informal
settlements in sub-Saharan Africa: A pilot study in Nairobi, Kenya,” I observe the impacts of
exposure to PM2.5 for at-risk populations. Few studies examine urban air pollution in sub-Saharan
Africa (SSA), yet urbanization rates there are among the highest in the world. In this study, we
measure 8-hr average occupational exposure levels of fine particulate matter (PM2.5), black carbon,
UV-PM, and trace elements (Al, Si, P, S, Cl, K, Ca, Ti, V, Mn, Fe, Co, Ni, Cu, Zn, Se, Br, and
Pb) for individuals who work along roadways in Nairobi, specifically bus drivers, garage workers,
and street vendors. As a comparison group we also measured exposure levels for women who reside
and work inside informal settlements in Nairobi and who may also be exposed to high levels of
urban air pollution. First, we find strong correlations among sources of roadside dust and vehicle
exhaust across all groups. Second, we find bus drivers in Nairobi experienced 2 to 5 times the
PM2.5 levels as bus or truck drivers in U.S. or European cities. Additionally, exposure levels for
garage workers, street vendors, and women in Mathare were not statistically different from each
other, suggesting residents in informal settlements in SSA also experience high exposure levels.
These results suggest major health benefits from regulations targeting diesel exhaust emissions and
roadside dust for the large portion of Nairobi residents who walk and work along roadways. We also
find that improved cook stove programs could reduce PM2.5 exposure levels for informal settlement
residents, particularly women. This is the first study to measure occupational exposure to urban
air pollution in SSA and results from this suggest that roadway emissions are a serious concern.
In my third chapter, “The relationship between temperature and fetal health in cities,” I observe
the impact of extreme weather events on fetal health in New York City. Climate change is projected
to increase the duration, intensity and frequency of heat waves, but few studies have examined the
relationship between temperature and fetal health, which is of particular concern in cities where
the urban heat island effect could exacerbate impacts. In this study, I combine average daily
temperature from 1985-2010 with detailed birth certificate data in New York City and flexibly
estimate the impact of an increase in maternal exposure to moderate and extreme temperatures. I
find exposure to a day where temperature is > 85◦F is associated with a 0.37 to 1.14 g reduction
in birth weight. However, I find no effect on gestational age. The effect on birth weight is modest,
but using projections on how climate change might affect future heat waves, I find birth weight
could reduce by 8.5 to 26.2 grams in the future, or about six times the current impact.
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Transit buses and fetal health: Evaluating the impacts
of bus pollution policies in New York City
21.1 Introduction
In the U.S., approximately 10.4 million transit bus passenger trips were taken on an average weekday
in 2011 (American Public Transportation Association, 2012). Buses reduce externalities generated
from private vehicles, like congestion or air pollution, and increase mobility and reduce commuting
costs for individuals who lack access to other forms of transportation, like subways or cars. Un-
like most private vehicles in the U.S., however, transit buses use diesel fuel which contains toxic
substances (e.g., nitrogen oxides (NOx) and particulate matter (PM)). As a result, the U.S. En-
vironmental Protection Agency (EPA) considers diesel exhaust a likely human carcinogen and in
1988, the EPA started regulating pollution emissions from transit buses (EPA, 2011).
Aside from bus riders who may be exposed while riding or waiting for the bus, another po-
tentially at-risk population are households that reside along a bus route. Studies have found that
absent a strong indoor source (e.g., a smoker, dust), indoor and outdoor air pollution are highly
correlated.1 In New York City (NYC), 47% of residents (or 3.9 million people) live near a bus route,
suggesting transit buses are a prevalent pollution source for many urban residents. In fact, in 1995
a study found that NYC Transit (NYCT) buses contributed to 15% of total PM vehicle emissions
in the borough of Manhattan (Lowell et al., 2003). While NYCT implemented their own policies to
reduce bus pollution, like the Clean Fuel Bus Program in 1999,2 they also embraced these federally
mandated EPA policies by phasing out older buses (MTA, 2012). Yet, to my knowledge, no study
has rigorously evaluated the health impacts of these federal or local transit policies.
I collect data on bus route and bus vintage (i.e., the year the bus was built) at the bus shift level3
for the NYCT bus fleet from 1990 to 2009 through the Freedom of Information Law. I combine
these data with data on the universe of births in NYC between 1990 and 2009 using restricted birth
certificate data that includes information on maternal residence at the census block level, month
1This is particularly true for NOx and small PM. For a review of this literature, please see Monn (2001).
2This program was NYCT′s attempt to become the cleanest bus fleet in the world and included using ultra low
sulfur diesel (ULSD), equipping buses with diesel particulate filters (DPFs) which reduce PM emissions by up to
89%, retrofitting older buses, and purchasing compressed natural gas (CNG) and hybrid diesel-electric buses (MTA,
2012).
3One bus shift is equivalent to one trip on a bus route.
3and year of birth, detailed data on maternal characteristics, and infant health outcomes. Using
these data, I can assign maternal exposure to bus pollution at the census block level.
In this study, I report results from a natural experiment4 examining the effect of bus pollution
policies on fetal health in NYC using bus vintage as a proxy for street-level bus pollution. Mothers
are “treated” with different bus pollution exposure over time as older, dirtier buses are retired and
replaced with newer, cleaner buses forced to adhere to more stringent EPA emission standards.
That is, I claim earlier emission standards5 exert a persistent and positive effect on emissions until
such buses are removed from service. Additionally, I exploit the geographic variation of bus vintage
across bus routes. The distribution of buses onto a route depended on which buses were prepared
first in the morning and could be considered quasi-random, so mothers who lived along different
bus routes experienced different exposure levels over time. I, then, focus on three birth outcomes
considered important predictors of infant health: birth weight, gestational age, and Apgar 5 scores.6
Results in this study are the first to provide credible evidence that bus pollution policies led to
modest improvements in fetal health, despite not being an explicit objective of the policy. I find
that a 10% reduction in transit bus PM emission standards increased average Apgar 5 scores by
0.0029 points (0.2% of the standard deviation of Apgar 5 scores). I also find a 10% reduction in
NOx emission standards increased average birth weight by 6.2 g (1% of the standard deviation of
birth weight). I find no effect on gestational age. Additionally, I examine the effect during different
stages of pregnancy and consistently find the strongest effects in the second and third trimesters
for both Apgar 5 scores and birth weight. I translate the improvements in birth weight into future
earnings (using the best estimates from the existing fetal origins and life course literature) and find
an increase in total lifetime earnings of $50.7 million due to stricter emission standards between
4A natural experiment is a situation where absent randomization, an event or events occur where treatment is
plausibly exogenous to possible confounding variables. Examples of this in the public health literature are Pope
(2000), Friedman et al. (2001).
5One could also think of these emission standards as emission caps.
6Apgar 5 scores are a score from 0-10 based on the infant′s health at delivery, where a lower score indicates poorer
health, and it is supposed to act as a predictor of surviving the first year of birth (National Institute of Health, 2012).
41990 and 2009 for the 2009 birth cohort in NYC who live near bus routes.7 This estimate, however,
represents a lower bound since it does not include savings in hospitalization costs, etc. for improved
birth weight or any benefits associated with higher Apgar 5 scores.
Obtaining unbiased estimates relies on the assumption that the timing of exposure to bus
pollution is exogenous to other factors correlated to street-level bus pollution and health. To
account for this, first I include weather, maternal characteristics, census block fixed effects (FEs)8
and month-year FEs. Second, I examine the health effects of exposure to bus pollution 9 months
prior to conception and 9 months after birth as a falsification test. Third, I regress maternal
characteristics on bus pollution to gauge possible sorting. I find results are robust to including
ample controls for neighborhood and maternal characteristics. I also find no effect from average
exposure for the 9 months prior to conception or 9 months after birth on fetal health. Finally, I
find bus pollution explains very little of the variation in maternal characteristics.
Currently, there is little evidence in the literature linking traffic emissions and fetal health,
though previous studies show that health in utero has important implications for long-run outcomes,
like income, educational attainment or health.9 Another advantage in studying fetal health and
air pollution is that health impacts are less ambiguous relative to studies that use hospitalization
rates as an outcome variable since the fetus has not developed a history of exposure yet. Finally,
unlike many natural experiments examining the impacts of air pollution, the treatment I exploit in
my study clearly maps to actual federal policies that other transit agencies could employ.
This is the first study to evaluate the effects of diesel emissions on fetal health and these findings
have important implications for urban planning and transportation policies. Buses are a prevalent
form of public transit in urban areas worldwide. Results from this study could inform future policies
concerning diesel vehicles, like trucks, which are held to different emission standards in the U.S..
In addition, diesel exhaust is a growing health concern in cities in developing countries where diesel
7I use the same calculations done in Currie et al. (2009) and I explain this in more detail in Section 7.
8I use dummies and FEs interchangeably.
9Please see Almond et al. (2005), Almond et al. (2009), Currie and Walker (2011), and Sanders (2011).
5fuel is commonly used for both private and public vehicles, but often air pollution is not regulated.10
The fact that NYCT embraced these federal policies by phasing out older buses demonstrates the
potential for local transit agencies to take an active role in improving the environmental quality
for cities and my findings show important health and economic gains from investments into cleaner
public transit technology.
The remainder of this paper proceeds as follows. In the next section I offer some background on
bus vintage, fetal health and air pollution. Then in section 3, I provide a brief theoretical framework
and an overview of the data. I discuss the relationship between bus vintage and ambient pollution in
section 4. In section 5, I describe my methodology and results for the main specification examining
bus vintage and fetal health and present robustness checks. I present more sensitivity checks in
section 6, while in section 7 I calculate the economic benefits from improvements in fetal health.
Finally, section 8 concludes.
1.2 Background
1.2.1 Bus pollution, traffic and health
There is a growing literature examining the relationship between air pollution and fetal health,
though the biological mechanisms are not well understood. Ample studies show that low-levels
of ambient pollution can affect health and it is crucial to understand the contribution of various
pollution sources to total emissions when designing air quality policies. Thus far, most studies have
estimated the impacts of air pollution on birth weight, preterm births, and more recently Apgar
5 scores (Maisonet et al., 2004). Findings and methods in this literature are for the most part
inconsistent, however (Glinianaia et al., 2004).. Air pollution is rarely randomly assigned, making
it difficult to distinguish the impact of pollution on health from other characteristics. For example,
residents in disadvantaged communities may also reside near roadways with higher traffic emissions.
Any study failing to account for these confounding variables could overestimate the health impacts
of air pollution. Currie et al. (2009) examined the relationship between fetal health and ambient
10For more information, please see EPA (2012b).
6air pollution and showed that failing to include neighborhood and maternal characteristics could
severely bias estimates. A further complication is that the direction of the bias is unclear since
it could also be that pollution levels are higher in urban areas where people are more educated,
so the health impacts could be underestimated. As a result, despite the growing literature on air
pollution and fetal health, there remains little evidence of a causal relationship.
To circumvent these methodological problems, some studies have appealed to natural experi-
ments. A study by Chay and Greenstone (2003) used reductions in total suspended particulates
(TSPs) caused by the 1981-1982 recession and found that a 1% decrease in TSPs led to a 0.35% re-
duction in infant mortality, implying that 2500 fewer infants died between 1981 and 1982. Another
paper by Currie and Walker (2011) used E-Z Pass to observe the health effect of reduced traffic
congestion on highways. They found construction of an E-Z Pass led to a 6.4-8.6% and 7-9.3%
decrease in incidence of prematurity and low birth weight (resp.) for women living within 2 km of
the toll plaza (Currie and Walker, 2011). Currie et al. (2009) also observed the impact of ambient
pollution on fetal health and found a consistent, negative effect from exposure to ambient CO,
likely from vehicle emissions, on infant health. Lastly, Beatty and Shimshack (2011) observed the
health impact of a program targeting school bus emissions, which also use diesel fuel, and found
reductions in hospitalization rates of respiratory illness.
While many studies have focused on the impacts of traffic, there has been little, if any, work
examining the impacts of emissions from transit buses.11 The EPA started regulating transit bus
emissions of PM and NOx in 1988.12 PM is a mixture of solids and liquids and consists of different
chemical species, including black carbon (BC) or elemental carbon (EC)13 and other aerosols (EPA,
2012a). PM2.5 or fine PM (PM with an aerodynamic diameter < 2.5 µm) is approximately
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diameter of a strand of human hair and is typically used as a measure of urban air pollution.
11The study closest to examining the effect of bus emissions on health in the economics literature is by Beatty and
Shimshack (2011), which examines the effect of school buses on respiratory disease.
12Bus pollution consists of PM, NOx, CO and non-methane hydrocarbons (HC). NOx, PM, and CO are classified
as criteria pollutants by the EPA, but since emissions of CO and HC emit far below EPA emission standards, they
are not as heavily regulated as PM or NOx.
13EC and BC represent the largest portion of light-absorbing carbon in PM but differ in how they are measured.
In this paper, I use these terms interchangeably since for the purposes of this paper, these are subtle differences.
7PM2.5 is an important health concern because studies have found that the smaller the particle, the
more harmful it is because they can penetrate deeper into the lungs (Natural Resource Defense
Council, 2012). Most buses use diesel fuel and emit diesel exhaust particles (DEPs) which enter
the atmosphere as ultrafine PM (PM with an aerodynamic diameter < 0.1 µm), suggesting these
smaller DEPs are more harmful than larger PM. In fact, studies have often used BC or EC as
proxies for DEPs.14 In addition, DEPs are covered in toxic chemicals which can further impact
health.15 According to the New York State Department′s State Implementation Plan in 1995, 3.5%
of ambient PM were from vehicles in Manhattan and NYCT buses contributed approximately 15%
to vehicle PM emissions.
Nitrogen oxides or NOx (e.g., NO, NO2) can also affect our respiratory systems directly and
contribute to smog, and in the presence of sunlight, NO2 acts as a precursor to ozone (O3), another
EPA criteria pollutant (EPA, 2012c). A study by the NYC Community Air Study (NYCCAS)
measured street level pollution in NYC in 2008 and 2009 and used land use regressions to determine
local pollution sources (NYC Department of Health and Mental Hygiene, 2009).16 They found
positive correlations between street-level NO and NO2 and bus traffic within 100 ft and being
along a bus route (resp.), suggesting bus NOx remains a prevalent problem in urban areas today.
1.2.2 Bus vintage and pollution emissions
Table 1 shows EPA emission standards for transit bus engines between 1988 and 2010. During this
time period, emission standards became increasingly stringent, particularly in the beginning, with
the EPA decreasing these standards or caps by 98%.
Many studies in the engineering literature have found that bus vintage is one of the most
important determinants of bus pollution.17 A study by M.J. Bradley and Associates (MJBA)
14For an example, please see Kinney et al. (2000).
15For a literature review on diesel particles, please see Kittelson (1998).
16NYCCAS placed pollution monitors on light poles near street level at 150 random locations in NYC for a period
of 2 weeks during each season. For more information on this study, please see NYC Department of Health and Mental
Hygiene (2009).
17Please see Canagaratna et al. (2004), Clark et al. (2002), and Prucz et al. (2009).
8(2006) calculated an emissions index for the NYCT bus fleet based on assumptions about the
relationship between engine standards and emissions (Bradley and Associates, 2006). Results from
their study showed a 97% and 58% reduction in PM and NOx emissions (resp.) between 1995 and
2006. They calculated that 89% of these PM and NOx reductions were due to the replacement of
older, dirtier buses with newer, cleaner buses that adhere to stricter EPA emission standards. Other
reductions in pollution emissions included retrofitting older diesel buses with diesel particulate filters
(DPFs), using hybrid buses,18 using ultra-low sulfur diesel (ULSD), or using compressed natural
gas (CNG),19 but these had a much smaller impact relative to bus vintage.
It could also be that older diesel vehicles emit more because the engines deteriorate, though
studies generally consider deterioration a low-impact factor since engines are supposed to be built
and properly maintained at bus depots to withstand wear and tear of the engine. A similar relation-
ship was found in a study by Kahn and Schwartz (2008) who evaluated different vehicle emissions,
specifically from cars or light trucks (e.g., sport utility vehicles (SUVs) or pickups) based off vehicle
vintage (Kahn and Schwartz, 2008). They found CO and NOx emissions decreased monotonically
with vintage for vehicles built after 1984 and also found little effects from deterioration.
1.2.3 Spatial variation in street-level pollution
The second problem in this literature is the dearth of street-level pollution data, which leaves many
studies to rely on ambient pollution data, a measure of population exposure that may not capture
local pollution sources, like traffic emissions. Previous work has shown that traffic emissions can
decay up to 96% within of 500 ft of a roadway.20 This relationship has been shown to vary by
pollutant, distance from the source, time, and local environment. Consequently, the public health
literature has begun to emphasize the importance of studying street-level pollution and personal
18For more information on hybrid diesel-electric buses, please see Dept. of Energy and Natl. Renewal Energy
Laboratory (2002).
19CNG buses use compressed natural gas and reduce PM and NOx emissions, though this technology can be
expensive to maintain. For more information, please see Lowell et al. (2003).
20For examples, please see Pearson et al. (2000), Zhu et al. (2002), and Wilhelm and Ritz (2003).
9exposure levels.21 In this study, I also observe the relationship between street-level bus emissions
and ambient pollution and find it varies by pollutant and distance between the pollution source,
which is in this case the bus routes, and pollution monitor. I find a positive, significant correlation
between bus NOx and ambient NOx for bus routes in close proximity to the monitor but estimates
become less robust at further distances. While the relationships between bus PM and ambient EC
and PM2.5 are more ambiguous.
Previous work investigating the health impacts of air pollution have used ambient pollution
data because it is easily accessible and a meaningful measure of population exposure or urban
background levels since it is measured on rooftops. However, it is unclear how well this measure
captures street-level pollution, which is typically more expensive to collect,22 so these studies usually
span a period of weeks, months, and in rare cases years.
Evidence from the public health and atmospheric science literature suggests that the relationship
between ambient and street-level pollution varies by pollutant, source, weather, environment, etc..
For example, studies have shown traffic pollution, which is considered a local pollution source, is
sensitive to distance between the source and pollution monitor in both the vertical and horizontal
directions.23 Zhu et al. (2002) found that BC reduced exponentially with distance from a freeway,
reaching background levels as close as 100 m from the source. One explanation for this exponential
decay in BC is atmospheric dilution, a process caused by turbulence generated by traffic or wind
(e.g., upwind or downwind) which favors these smaller DEPs.24 The EPA has also found in-vehicle
levels of NO2 to be 2-3 times higher than levels measured at nearby monitors and that concentrations
of NO2 within 50 meters of a roadway are 30 to 100% greater than levels measured further away
21Please see Pearson et al. (2000), Monn (2001), Kinney et al. (2000), Brunekreef and Holgate (2002), Wilhelm
and Ritz (2003), McConnell et al. (2010), Ryan et al. (2005), and Kinney et al. (2011).
22These studies typically require individuals to carry equipment on a daily basis, placing monitors in areas that
may not be secure, and consistent upkeep of equipment. For examples, please see Lewne et al. (2006), Jo and K Song
(2000), Jones et al. (2009), Gamble et al. (1987), Han et al. (2005), Groves and Cain (2000), Pronk et al. (2009),
Kinney et al. (2000), Kinney et al. (2011), EDS and Kinney (2007), Dionisio et al. (2010).
23Please see Pearson et al. (2000), Wilhelm and Ritz (2003), McConnell et al. (2010), Ryan et al. (2005), Kinney
et al. (2000), and Kinney et al. (2011).
24Please see Seinfeld (1986), Zhu et al. (2002), and Ning and Sioutas (2010)
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(EPA, 2012c). Kinney et al. (2011) found a linear reduction in PM2.5 from the street level to the
rooftop of a three-story building in Nairobi, where diesel fuel is still used in many vehicles.
Given this information, I claim bus vintage is potentially a more accurate measure of street-level
bus pollution since I can assign bus emissions to individual routes and census blocks in NYC for a
two decade period. I elucidate this point further in section 4, where I estimate correlations between
ambient pollution and bus vintage, and section 5, where I observe health impacts of bus pollution.
1.3 Theoretical framework and data
1.3.1 Theoretical framework: Bus vintage, pollution, and fetal health
In this section, I present a brief theoretical framework to motivate the econometric models in the
remaining sections in order to estimate the reduced form relationship between bus pollution (which
I assign using bus vintage) and birth outcomes.
First, let fetal health be determined by the function:
h = f(p,x) (1.1)
where h is fetal health, p is air pollution, and x contains other factors that affect health. Linearizing
equation 1, we have:
h = β1p+ Γx +  (1.2)
Suppose p is determined by:
p = γ1bp(bv) + λz + η (1.3)
where bus pollution, bp, is some function of bus vintage, bv, and z represents other factors that
affect air pollution. If, (3) is substituted into (2):
h = δ1bp(bv) + Γz + λx + ν (1.4)
where δ1 = β1 · γ1 = ∂y
∂p
· ∂p
∂bp(bv) represents the reduced form effect of bus vintage on fetal health.
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The coefficients of interest are γ1 and δ1, where γ1 > 0 implies that an increase in bus pollution
increases total pollution levels and δ1 < 0 indicates that an increase in bus pollution leads to a
reduction in fetal health. In this paper, I estimate equation (3) to show the relationship between bus
vintage and ambient pollution in section 4 and equation (4) to motivate the the main specification
in section 5.
To mitigate omitted variable bias and measurement error, an instrumental variables (IV) ap-
proach is also desirable. I do not use bus vintage as an instrument for ambient pollution, however,
for a couple of reasons. First, there are very few ambient pollution monitors that have bus routes in
close proximity, and given the discussion in section 2.3., ambient pollution may not capture street-
level pollution very well. Second, the health outcome data is at a month-year level, so instrumenting
for pollution would dramatically reduce the sample size.
1.3.2 Bus data
Bus data were collected from maintenance daily bus pull-out sheets for the years 1990-2009 from
NYCT through the Freedom of Information Law (FOIL). To my knowledge, this is the first time
such a data set has been used for the purpose of studying health impacts. Bus pull-out sheets were
used to keep information on mileage of the NYCT bus fleet which is responsible for 4300 buses, 189
local routes, and 36 express routes operating in the five boroughs of NYC. They are used primarily
for maintenance purposes at each bus depot and contain information on bus number, route, depot,
pull-in and pull-out times,25 and date. Using original bus assignment rosters,26 I know model year
and fuel type (e.g., CNG, hybrid) for each bus shift.27
25These are the times that buses pull in and out of bus depots to travel on their route. I use the number of pull-out
times to determine the number of bus shifts.
26Bus roster information was obtained from an MTA bus operator.
27The system of maintaining these sheets was changed during 2004. Prior to this older bus pull-out sheets did not
contain information on the borough of the bus route. That is, buses in NYC include a letter signifying the borough
it operates in in addition to a route number, like the “M60,” where “M” is for Manhattan. To correct for this, I
compared bus routes from 2003 and 2005 (in 2004, some bus pull-out sheets were still using the older system) and
matched numbers to borough letters using bus depots since routes are assigned at the depot level. For example, if
a bus route was labeled “60” in 2000 and ran from the 126th bus depot and the only route running from the 126th
bus depot in 2005 was the “M60,” then the “60” bus route in 2000 would be labeled the “M60.” There was only one
depot that had 2 routes with the same bus number, but different borough letters and those routes were dropped.
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There are a few drawbacks to using the daily bus pull-out sheets, however. First there are gaps
in the data which varied by bus depot since prior to 2004, bus pull-out sheets were not standardized.
The reason for these missing data is unlikely correlated to factors that affect pollution and health
and instead depended on how the bus depot operated.28 Next, I only have data for bus routes
under NYCT. In addition to the NYCT bus fleet, seven private bus companies were also licensed
to operate transit buses in NYC and worked out of separate bus depots until 2004. In September
2004, NYCT took over these private companies and created the MTA Bus Company (Metropolitan
Transportation Agency (MTA), 2012). I have no data for routes operated by the MTA bus company,
but this is not a major concern since in 2011, NYCT operated 77% of the total transit bus fleet in
NYC, 80% of local routes, and 50% of express bus routes.29 Anecdotally, NYCT held their transit
buses to stricter standards than those designated by the EPA, so buses under MTA Bus Company
may not be as clean as buses in the NYCT bus fleet. By focusing on the cleaner NYCT bus fleet
only, estimates of the impacts of bus pollution on health would be conservative estimates. Figure
1 is a GIS map of 2008 NYCT bus routes in NYC.
Figure 2 shows daily average bus age (not bus vintage) between 1988 and 2009 using the bus
pull-out sheets. The average lifetime of a bus is 15-20 years. The reduction in average bus age shown
in Figure 2 in 1999 likely resulted from the introduction of the Metrocard in 1999, which allowed
for free transfers between subways and buses and increased demand for bus service dramatically.30
To have a sense of what the given composition of a bus fleet is in any given year, Figure 3 shows the
distribution of bus vintage for the 2009 NYCT bus fleet, where approximately 50% of buses were
built between 1996 and 2000. Figure 4 shows the size of the NYCT bus fleet between 1995 and 2009
using data from Bradley and Associates (2006) and NYCT bus roster assignments (2012). Between
1996 and 1999, the bus fleet increased by 26% likely in preparation of the Metrocard, but stabilized
28I only communicated with the paralegal at NYCT FOIL, not the individual who collected the data for me so I
cannot confirm this, but I include ample controls to account for this in my main specification.
29For now, I treat all routes equally and do not distinguish between local (the most common route) and other types
of routes like limited routes, which is mostly used during rush hour in which some bus stops are skipped, or school
supplemental service which takes place before and after school for 30 minutes to an hour.
30Collette Ericsson, Chief officer of environmental sustainability, NYCT Dept. of Buses, personal communication
June 11, 2010.
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soon after. It is worth noting that Figure 4 suggests a more gradual reduction in bus age in the
1990′s relative to that seen in Figure 2, but Figures 2 and 4 are from different data sets and the bus
pull-out sheets are missing portions of data prior to 2004. Assuming this is classical measurement
error since missing data dependent on the bus depot and their data maintenance, and not bus
emissions, over time, then this would bias estimates downward. I discuss this further in sections
4 and 5. Also, it is important to note that buses are constantly being moved among different
bus depots on a weekly basis depending on maintenance issues or the needs of the bus depot. To
see how bus age varies geographically, Figure 5 shows average bus age for bus depots in different
boroughs from 2000-2009 using NYCT bus assignment data. It seems following the expansion of
the bus fleet in 2000, Staten Island and Bronx had on average the youngest bus fleets, likely due to
the construction of new bus depots, but eventually average bus age converges to approximately 7
years, which is expected given the size of the bus fleet was stable during this time period as shown
in Figure 4.
1.3.3 Birth data
I used restricted birth certificate data from the New York City Department of Health and Mental
Hygiene (NYCDHMH) New York City Vital Statistics (NYCVS) from 1990-2009 which includes the
universe of births in NYC (approx. 2.3 million births) from 1988 to 2009, and detailed data on infant
health, the month and year of birth, and maternal characteristics, like education, age, ethnicity,
if the mother smoked, number of cigarettes smoked each week, number of previous deliveries, and
if the mother participated in government funded programs, like Aid to Families with Dependent
Children (AFDC) which is often used as measure of maternal income on birth certificate data. It
also includes information on several birth outcomes, including the ones of interest for this paper:
birth weight (recoded up to 10 grams), gestational age (weeks), and Apgar 5 scores. Apgar 5 scores
is a score from 0-10 given to the infant five minutes after delivery and is based on five different
criteria: breathing effort, heart rate, muscle tone, reflexes, and skin color and each is worth two
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points.(National Institute of Health, 2012).31
1.3.4 Ambient air quality data
I obtained data on ambient air quality to measure the relationship between ambient and street-level
bus pollution. These data include ambient pollution data for 24-hr average PM2.5 from 1999-2010.32
NOx is measured hourly and I used the daily maximum of NOx from 1997-2010. Both PM2.5 and
NOx data were retrieved from the EPA Air Quality System data mart.33 I also collected data on
24-hr average EC from 2000-2010 from the Health Effects Institute (HEI) Air quality database.34,
35
1.3.5 Weather data
I obtained data on maximum temperature, precipitation, and wind speed from LaGuardia Airport
in NYC to control for the effect of weather on fetal health from the National Climactic Data Center
(NCDC).36 I only use data from LaGuardia Airport in Queens County, NYC since it has the most
consistent weather data for wind speed which previous studies have shown can affect the spatial
variation of pollutants.
1.3.6 Linking bus and health data sets
In 2000, there were 36,719 census blocks and 8,008,278 people in NYC, implying an average census
block size of 218 people New York City Dept. of Planning (2012). I use the 2000 GIS map of
31It is unclear if or how Apgar 5 scores are related to long-run outcomes. A study by Almond et al. (2005) showed
Apgar 5 scores were a good predictor of health up to age three. The advantage of using Apgar 5 scores is that they
are recorded for each birth and act as a comprehensive measure of fetal health.
32PM2.5 is measured once every three days if the 24-hr value at a site exceeds the National Ambient Air Quality
Standards for three years and at some sites, it is measured once every six or twelve days (EPA, 2008).
33Data obtained from http://www.epa.gov/ttn/airs/airsaqs/detaildata/downloadaqsdata.htm
34EC data were also collected once every three days by the Speciation Trends Network and once every six days at
supplemental sites (Environmental Protection Agency (EPA), 2003).
35Data obtained from https://hei.aer.com/aboutDatabase.php
36Data obtained from http://www.ncdc.noaa.gov/
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census blocks as the baseline map since it covers the years during which I have the most data (i.e.,
2000-2009).37,38 I also retrieved a GIS map of 2008 NYCT bus routes and used it to assign bus
routes to census blocks (explained further in section 5).39 Since this study covers a period of 20
years, one concern is that bus routes have changed over time. I examine this by visually inspecting
the 2008 GIS bus map relative to bus maps obtained from NYCT Archives for each borough from
1988 or the early 1990′s, depending on the earliest maps I could obtain. There have been little
changes in bus routes between 1988 and 2010 since major changes, like the discontinuing or merging
of bus routes, occurred either prior to 1989 or in 2010 due to budget cuts (New York City Transit,
2010). Any discontinued bus routes that were in the bus pull-out sheets but not on the GIS bus
map were edited in using older bus maps from NYCT Archives.
Given that bus vintage operating through these EPA emission standards was one of the most
important determinants of bus pollution (see section 2.2), I assign transit bus PM and NOx emis-
sions using the EPA emission standards (Table 1) and bus vintage for each observation in the bus
pull-out sheets. As a simple example, if a bus is built in 1991 or 1992, then it is assigned bus PM
emissions of 0.25 and bus NOx emissions of 5.0. If changes in bus PM and NOx emissions were
actually driven solely by EPA emission standards, Figure 6 shows PM and NOx emissions after
averaging across bus routes and bus shifts to obtain average daily pollution across all routes in
NYC using the bus pull-out sheets.40
Since I do not observe actual bus pollution, in the remainder of the paper, I use ̂bus pollution
to describe bus pollution derived from bus pull-out sheets using bus vintage and EPA emission
372000 census block GIS map obtained from http://www.nyc.gov/html/dcp/html/bytes/applbyte.shtml
38Since the bus pull-out sheets cover two decades and census blocks have changed, I also use relationship files from
the U.S. Census Bureau to reassign census blocks in 1990 to census blocks in 2000. In some cases, many 1990 census
blocks matched to one 2000 census block or one 1990 census block matched to many 2000 census blocks, or many
1990 census blocks matched to many 2000 census blocks. Problems arise for the last two. 1.8% of 1990 census blocks
were split into several 2000 census blocks. I drop census blocks if one 1990 census block was assigned to many 2000
census blocks or many 1990 census blocks were assigned to many 2000 census blocks since bus pollution exposure
is unclear. 91% of 2000 census blocks have a 1:1 ratio to 1990 census blocks. 96% of 1990 census blocks that are
associated with > 1 2000 census blocks are associated with 2 census blocks.
39GIS map of NYCT bus routes obtained from NYCT Operation Planning Dept.
40Emission standards are in units of gm/bhp-hr (Bradley and Associates, 2006).
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standards. As described in section 2.4, I examine both the effect of bus vintage on ambient pollution
levels and health data. Since I use different indices to examine these relationships, I describe how
I assign exposure in further detail in sections 4 and 5.
1.4 Bus vintage and ambient pollution
1.4.1 Empirical results
To determine if bus vintage is a valid proxy for street-level bus pollution, optimally, I want to
compare ̂bus pollution with street-level bus pollution, but unfortunately ample street-level pollution
data is not available. Instead, in this section, I perform an exercise examining the relationship
between local pollution sources (i.e., ̂bus pollution) and ambient pollution levels. As discussed
in section 2.3, ambient pollution may not correlate very well with street-level pollution and this
relationship can vary by pollutant, distance from the source, or the local environment.
To assign bus emissions to an ambient pollution monitor, I first obtain daily bus PM and NOx
emissions for each route by averaging bus emissions over bus shifts for each day, d, and route, r
( ̂bus pollutionrd). Optimally, I want to measure the effect of daily total ̂bus pollutionrd on daily
ambient pollution, but I can only capture average daily ̂bus pollutionrd due to missing data in the
bus pull-out sheets (see section 3.2). By taking the average, however, I may not be accounting for
the changes in the number of bus routes that pass a pollution monitor or changes in the number
of bus shifts. I account for the former by including a census block fixed effect since bus routes
have changed little over time (see section 3.2). To account for the latter, I want to show that the
number of bus shifts has not increased dramatically over time. To do this, first I find the total
number of bus shifts for bus route B41, the route for which I have the most complete data, and
graph the total number of bus shifts between 1996 and 2005 (Figure 7). The data are noisy, but
the graph shows a small, gradual increase in bus shifts over time. As a result, by using average bus
pollution, I am measuring an individual′s exposure to ̂bus pollutionrd with some noise, implying my
estimates suffer from measurement error and in the classic error-in-variables case, estimates would
be biased toward zero. To see if this problem is persistent, I examine more routes between 2005
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and 2009 (the years during which I have the most data) and show that the total number of bus
shifts is relatively stable over time (Figure 8).41 Graphs 4 and 7 suggest that the total number of
bus shifts for all routes increased in the late 1990′s and early 2000′s and the timing of the increase
in bus shifts probably varied across different routes, as shown in Figure 5.
In the first step of this exercise, I only keep pollution monitors that have bus routes within
500 ft. Consequently, I only use 6 NOx monitors, 12 PM2.5 monitors, and 3 EC monitors and
have ambient data for NOx, PM2.5, and EC for the periods 1999-2010, 2000-2010, and 2001-2010
(resp.). I average daily bus PM and NOx emissions across bus routes,42 aggregating data to the
monitor-daily level ( ̂bus pollutionmd).43 Finally, I take the natural log of ̂bus pollutionmd since
pollution was reduced more heavily in the late 1980′s and early 1990′s, suggesting the distribution
of bus pollution is asymmetrical over time with respect to bus vintage.
To examine how this relationship changes as a function of distance, I increase the radius around
the same pollution monitors to 1000, 1500 and 3000 ft., including more routes as the radius expands,
while the number of monitors (and the sample size) remains fixed, making this an “inclusive”
measure of bus pollution.44 I then average bus pollution across routes within the different radii
and run separate regressions within each radius and I expect bus routes further away to add noise
41To determine the number of bus shifts, I first found the day-of-week average of the number of bus shifts (using
bus pull-out times) for each month-year. I only kept bus routes that were within 85% of this monthly day-of-week
average (e.g., if the average number of bus shifts was 10 shifts for Monday in March 2013 for route X, then I only
kept days that had at least 9 bus shifts for for Mondays in March 2013). Then, I removed routes if they had less
than 350 days worth of data each year. Since I had more comprehensive data after 2004, I only focused on routes
from 2005-2009 and this included routes B17, B16, B35, B38, B69, B77, M101, M11, M3, M5, M57, M72, and Q55.





43I also dropped routes without≥ 7 consecutive days of data to keep the sample composition similar when comparing
coefficients from regressions that include 7-day lags of bus pollution to examine the cumulative impact. I also drop
buses with a bus vintage 20 years (0.4% of daily bus data) since the lifetime of a bus is 15 to 20 years.
44Another approach is to use an “exclusive” measure where I examine bus routes between two radii only. However,
most bus routes that pass within a radius of, for example, 1000 ft also pass within 1500 ft. There are very few bus
routes that are within 1000 ft, but not 1500 ft.
18
to the data.45 The baseline regression in this section is
monitor pollutionmt = α0 + α1 ln ( ̂bus pollutionmd) + λWt + φmd + timet + mt (1.5)
where monitor pollutionmd is daily ambient pollution levels of NOx, PM2.5, and EC at monitor
m on time date d, ̂bus pollutionmd is daily bus emissions within a given radius, W includes maxi-
mum temperature, precipitation, and wind speed. I include φmd, an interacted monitor-day of week
FE that allows monitors to fluctuate differently throughout the week since a monitor downtown
could be more sensitive to day of week than a monitor in a suburban location. Finally, timed
represents week-year FEs to account for city-wide factors correlated to pollution and health in a
given week. To account for serial correlation, standard errors are also clustered at the monitor-year
level.46
In another regression, I include monitor-year trends to allow monitors to trend differently over
time. There is a tradeoff by including monitor-year trends. The advantage is that it potentially
mitigates omitted variable bias. A disadvantage is that it removes any variation across monitors
over time, including variation in bus pollution. Buses are constantly being moved among depots
and depots receive new buses at different times depending on the current fleet composition. As
a result, adding a geographic time trend could absorb much of the variation I rely on from the
explanatory variable of interest, ̂bus pollutionmt, so the baseline regression is the preferred model.
The coefficient of interest is α1 and
α1
100 represents the marginal impact of a 1% increase in bus
PM or bus NOx emissions on ambient monitor pollution levels. I expect 1) α1 to be positive and
2) this relationship will either decrease or become less precise with distance. Table 2 shows results
of the static model.
In Table 2, columns 1, 3, and 5 represent point estimates from the baseline regression. The point
45Also, I do not weight bus pollution by distance, but treat bus emissions within the radius equally because by
examining the relationship between ambient and street-level pollution, I add another spatial component, height. In
which case, at some altitude the air will be well-mixed and the difference in distance between individual routes within
a narrow range, like 500 ft, should be less important.
46I cluster at the monitor-year level instead of the monitor level since I have a very small number of clusters, so
standard errors could be biased.
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estimate in column 1, row 1 suggests that a 10% increase in bus NOx emission standards for bus
routes within 500 ft of a monitor increases ambient NOx by 0.0026 ppm. The point estimates do
not decrease with distance, but estimates become less precise at 3000 ft. After including monitor-
year trends (column 2), this relationship becomes smaller and decreases with distance, becoming
insignificant at 3000 ft. Column 3 also shows a positive impact of bus PM on ambient levels of
EC that becomes insignificant at approx. 3000 ft, but point estimates become insignificant once
monitor-year trends are added. Results in columns 5 and 6 indicate that bus PM has no significant
impact on ambient PM2.5.
1.4.2 7-day leads and lags of bus pollution
As a robustness check, I include 7-day leads and lags of bus pollution and weather to the baseline
regression. I expect the contemporaneous effect to be the greatest and none of the leads to be
significant.
Figures 9-11 show point estimates for the contemporaneous effect as well as 7-day leads and
lags of bus pollution for bus routes within 500 ft of a monitor using the baseline regression. For
NOx, the contemporaneous effect, which is also the greatest, is significant at the 5% level while one
of the leads is marginally significant at the 10% level, which could be due to statistical chance. The
contemporaneous effect of bus PM on ambient EC is not significant and not statistically different
from the point estates of the leads and lags. Similarly, in figure 8, the contemporaneous effect of
bus PM on ambient PM2.5 is not significant and one of the leads is significant at the 5% level.
These results reinforce that bus NOx is correlated to ambient NOx, but weakens the result that
bus PM is correlated to ambient EC.
1.4.3 8-day cumulative impact of bus pollution
I also examine the cumulative impact of bus pollution on ambient levels since I could be overesti-
mating the contemporaneous effect if previous days′ bus pollution affects today′s ambient pollution.
Furthermore, the cumulative impact is important from a policy perspective since it better reflects
the impacts of a permanent change in bus pollution. I add 7-day lags of bus pollution and weather
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and the coefficients of interest are the contemporaneous effect (which should be the greatest) and
the 8-day cumulative impact. It is unclear how this relationship should change as a function of
distance since pollutants are likely transported elsewhere due to wind or other mechanisms. Results
are presented in Table 3.
The point estimates in Table 3, Panel A shows the contemporaneous effect is significant for
the baseline regression of ambient NOx and bus NOx at 500 ft and 3000 ft. In columns 3 and
4, the cumulative impact of bus NOx on ambient NOx is also positive and significant with and
without monitor-year trends and point estimates increase with distance. In Panel B and C in
column 1, the contemporaneous effect of bus PM on ambient EC and PM2.5 using the baseline
regression is positive and significant for distances further away from the monitor. The cumulative
impact in column 3 is significant for bus routes close to the monitor and this relationship becomes
insignificant at 3000 ft, but the point estimates become insignificant once monitor-year trends are
added. These results suggest that in the case of NOx, previous days bus pollution is relevant and
robust to different specifications.
1.4.4 Summary of results
In this section, I perform an exercise examining the relationship between local pollution sources
and ambient pollution. I find that in the presence of local sources, using ambient pollution data
may be less reliable if interest is in measuring health at the individual level. Results in this section
are similar to those in the NYCCAS study which found a positive correlation between proximity
to bus routes and ambient NOx.47 I am careful not to generalize these results, but posit there is
a positive and significant relationship between bus NOx and ambient NOx for bus routes close to
the monitor and over time. The relationship between bus PM and ambient EC is more difficult to
interpret since this relationship is not robust, but it could be due to a relatively small sample size
since I only use 3 EC monitors.
These results suggest the difficulty in using ambient pollution as a proxy for local pollution
47Kahn and Schwartz (2008) also found a positive correlation between vehicle emissions from cars and light trucks
like SUVs or pickups and ambient NOx.
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sources. By having a more precise measure of bus pollution and fetal health, I may better capture
the spatial variability of health impacts.
1.5 Transit bus pollution and fetal health
1.5.1 Maternal exposure to pollution
Before discussing how I construct my meausre of maternal exposure to bus pollution, I briefly
describe the different components of maternal pollution exposure to show that exposure from living
along a bus route is uncorrelated to exposure elsewhere. Let Etotal be total maternal exposure to
pollution and it is determined by
Etotal = Eleisure + Ehome + Eschool/work (1.6)
where Eleisure is exposure from leisure or outdoor activities, Ehome is exposure experienced at
home, and Eschool/work is exposure at school or work.
One concern is that exposure inside the home may not be influenced by outdoor air pollution,
but previous studies have found that absent a strong indoor pollution source (e.g., a smoker or
dust), indoor and outdoor air pollution levels are strongly correlated Monn (2001).48 So let Ehome
be determined by
Ehome = Ebus + Eother (1.7)
where Ebus is exposure from transit buses that pass by maternal residences.
1.5.2 Measure of ̂bus pollution
To determine maternal exposure to ̂bus pollution, I calculate the minimum distance between the
centroid of a census block and the route and only keep blocks that are within 300 ft of a bus route.
I chose 300 ft since Zhu et al. (2002) shows a major drop in BC emissions at this point. This also
48This relationship is especially true for NOx and ultrafine particles (Monn, 2001).
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drops larger blocks, where pollution exposure is more difficult to assign.49 This includes 47% of
census blocks, but I only keep 10% of all census blocks since I drop census blocks if data for all bus
routes are unavailable, which reduces the sample size dramatically.50
I use daily bus pollution for each route and day ( ̂bus pollutionrt) and then average across days
to aggregate data to the month-year level for each bus route since birth outcome data are at the
month-year level. Then I average across all bus routes within 300 ft a centroid of census block, b,
to obtain census block-month-year level data. Recall, I exploit the variation in bus emissions over
time as older, dirtier buses are retired and replace with newer, cleaner buses. I control for distance
by weighting average daily bus PM and NOx emissions by distance2 (equation (8)) to capture the








where distancerb is the distance between route, r, and the centroid of the census block, b, and
R is the total number of routes that pass an individual′s home and are within 300 ft. Finally,
̂bus pollutionbt is maternal exposure to bus pollution at block, b, for month-year, t. Recall, the
same potential problem and explanation of using average instead of total exposure to bus pollution,
as discussed in section 4.1, also applies here. As I explain, the increase in bus shifts is small and
gradual in the late1990′s and early 2000′s but for later years it levels out.
1.5.3 Empirical results
To determine the effect of ̂bus pollutionbt on fetal health, the baseline regression is
hibt = β0 + β1 ln(preg bus pollutionbt) + λXibt + γWt + timet + blockb + ibt (1.9)
49I show in section 6.4 the importance of distance when assigning pollution exposure.
50I also keep all months that have at least 7 consecutive days of data (to capture weekday vs. weekend effects) and
to increase the sample size. I then average daily bus pollution for each month to determine the monthly average.51
That is, I assume that the weekly average is similar to the monthly average of bus pollution since I only require that
months have 7 consecutive days of data and that the greatest variation in pollution occurs in day of week. I perform
a t-test comparing the weekly means against monthly means and find no statistically significant difference.
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is average bus pollution exposure during some
stage of pregnancy over a period of T months, hibt represents birth weight, gestational age, or Apgar
5 scores for mother, i, who resides on census block, b, and gives birth in month-year, t.52 I examine
exposure during different stages of pregnancy because pollution could be correlated over time due
to seasonal variation, for example, so evaluating the impact of average exposure for all months
or trimesters in the same regression, could result in biased estimates due to multicollinearity. By
comparing results from different stages of pregnancy, I circumvent this problem and also determine
if my results suffer from measurement error. I run separate regressions examining the effect of
average exposure during pregnancy (T=9), the first 6 months of pregnancy, the last 6 months of
pregnancy and for each trimester (i.e., 6 different regressions). I also take the natural log of bus
pollution to account for the nonlinear reduction of EPA emissions standards over time. Xibt, or
maternal characteristics, includes an indicator variable for infant′s sex, mother′s education, age,
number of previous deliveries, ethnicity, if the mother smoked, number of cigarettes per week and if
the mother participated in AFDC which is a measure of maternal income on birth certificate data.
Wt includes average maximum temperature, precipitation, and wind speed experienced during
that stage of pregnancy. Census block FEs (blockb) are also included to account for time-invariant
neighborhood characteristics and month-year FEs (timet) to account for monthly shocks in NYC,
like seasons. Finally, ibt is the error term and standard errors are clustered at the census block
level to account for possible correlation across individuals within blocks and serial correlation.
The coefficient of interest is β1 and
β1
100 represents the marginal impact of a 1% increase in
average bus pollution exposure on fetal health within census blocks, where I exploit the variation
in EPA emission standards over time. I expect β1 < 0. In another regression I add borough-year
trends to the baseline regression, possibly capturing time-varying unobserved confounding variables
unaccounted for in Xibt. Similar to the argument in section 4, it is unclear whether geographic
52To maintain the same sample composition to allow for comparisons of point estimates across different stages
of pregnancy and from robustness checks where I examine the effect of bus pollution prior to conception and after
birth, I only keep observations that have at least 27 consecutive months of data (= 9 months prior to conception +
9 months pregnancy + 9 months post birth).
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time trends should be included in the model since the distribution of buses is also changing over
time for different boroughs. Anecdotally, I spoke with an MTA bus operator and was informed that
a bus dispatcher assigns buses to bus operators, who always drive the same route, but he was not
aware of any systematic pattern in the way buses were distributed to operators. This was mostly
determined by which buses were prepped first. Additionally, buses routes cross several different
neighborhoods, so it would be difficult to direct newer buses to only wealthier neighborhoods. I
examine this further in section 6, where as a robustness check I regress maternal characteristics
on bus pollution to determine the potential for endogenous sorting. Though, adding a borough
time trend could absorb much of the variation I rely on from the explanatory variable of interest,
̂bus pollutionbt. Consequently, the baseline regression is my preferred model. Tables 4 and 5 show
the effect of the weighted bus PM and bus NOx (resp.) on fetal health.
Each coefficient is from a different regression. All regressions include month-year and census
block FEs. In Table 4, columns 2, 5, and 8 show results for the baseline regression and columns
3, 6, and 9 show results with borough-year trends. The point estimate in row 1, column 1 shows
that a 10% reduction in bus PM emission standards increases average Apgar 5 scores by 0.0031
points (mean Apgar 5 score is 8.95 with a standard deviation of 0.62). The point estimate from the
baseline regression for Apgar 5 scores is shown in column 3, row 1 and suggests that a 10% increase
in bus PM during pregnancy reduces average Apgar 5 scores by 0.0029, which is approximately
0.2% of the standard deviation. Point estimates in columns 1 and 2 show results are robust to
different specifications and rows 1 to 6 show the effect is consistent throughout different stages
of pregnancy, with the greatest effects occurring in the last 6 months. Though, I find no effect
between bus PM and birth weight or gestational age.
In Table 5, columns 4 to 6 show a persistent, negative effect of bus NOx throughout pregnancy
with the largest impact in the second and third trimesters (mean birth weight is 3,234 g with
a standard deviation of 597 g). Including maternal characteristics reduces standard errors, as
expected, and increases the magnitude of the coefficient, though they are not statistically different
from each other. Column 4, row 1 in Panel A shows that a 10% increase in bus NOx reduces
average birth weight by 6.2 grams (1% of the standard deviation). Finally, I find no effect between
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bus NOx and Apgar 5 scores or gestational age.
When I include borough-year trends, the point estimate on average exposure during pregnancy
decreases and is no longer significant for both bus PM and Apgar 5 scores and bus NOx and
birth weight. Recall, however, that by including borough-year trends, I am also removing much
of the variation I want to exploit, so my baseline regression is the preferred specification and
throughout the remainder of the paper, I use results from the baseline regression for additional
tests or sensitivity checks.
As a falsification test, I regress fetal health on average bus pollution 9 months prior to conception
(Panel A) and 9 months after birth (Panel B) separately (Table 6), so each panel represents a
different regression. Column 1 shows estimates from a regression of Apgar 5 scores on bus PM
and column 2 shows results from a regression of birth weight on bus NOx. The point estimates in
column 1 and 2 in Panel A and B are insignificant, which is reassuring.
1.6 Other robustness checks and tests
1.6.1 Bus pollution and maternal characteristics
One possible threat to identification is that bus pollution is trending with other policies or im-
provements that affect fetal health. For estimates to be unbiased, I need to assume that average
exposure to bus pollution is exogenous to other factors that affect pollution and health conditional
on observables. I include ample controls in the richest specification, but there could be other con-
founding factors my model is not capturing. First, to distinguish the influence of ̂bus pollution from
other factors, I regress maternal years of education on weather, census block FEs, and month-year
FEs (Table 6, column 1). Next, I include average ̂bus pollution during pregnancy and I expect the
R2 in this and the first regression to be similar or equal (Column 2). I perform the same regression
on the remainder of maternal outcomes. Results are shown in Table 7.
The R2 with or without pollution are equal, as expected. This suggests that ̂bus pollution
explains very little of the variation in maternal years of education. I perform the same exercise
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with other maternal outcomes (results are in the Appendix) as the dependent variables53 and, again
the R2′s are the same, suggesting that including ̂bus pollution does not explain any of the variation
in these maternal characteristics. These results suggest there is no clear systematic pattern in
how buses are distributed along routes, implying it is unlikely that other confounding variables are
driving the main results in the baseline regression.
1.6.2 The effect of other bus technologies on ambient pollution
It could also be that I am neglecting other “clean” technologies, like cleaner fuels or DPFs, that
could be more important relative to bus vintage. Engineering studies have shown that bus vintage
is one of the most important factors driving emissions. A study by Dept. of Energy and Natl.
Renewal Energy Laboratory (2002) compared an Orion VII hybrid bus and “clean” Orion V diesel
bus that used both DPFs and ULSD. They found NOx and PM emissions were 49% and 60% lower
relative to a clean diesel bus (resp.). Another study by Lowell et al. (2003) showed that CNG
buses produced 32% less NOx relative to diesel engines equipped with DPFs.54 Unfortunately, I
do not know the exact dates buses started using ULSD or installed DPFs, so I cannot determine
their impacts on ambient levels. Using these studies, I adjust the formula I used to measure bus
emissions since I know if a bus is a hybrid or CNG, assuming diesel buses are equipped with DPFs.
Results are shown in Table 8.55
Results from Table 8 are very similar to point estimates in Table 2 and confirm the results in
Bradley and Associates (2006) and other engineering studies discussed in section 2.
53This includes linear probability models where the dependent variable is whether the mother was a high school
dropout, was a smoker, a teen mom, Hispanic, or Black.
54Pollution emissions for NOx and PM are likely to be lower when compared to diesel buses without DPFs or that
use ULSD. Though, CNG and hybrid buses started to be used at a similar time DPFs and ULSD were also becoming
popular Bradley and Associates (2006).
55Hybrid buses: ˜bus pollutionrt = 0.40 ∗ (bus PM) + 0.51 ∗ (bus NOx) and CNG buses: ˜bus pollutionrt =
bus NOx− 0.32 ∗ (bus NOx) = 0.68 ∗ (bus NOx)
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1.6.3 Bus vintage and fetal health
In this section, I examine the relationship between bus vintage and fetal health. The purpose of this
exercise is to inform the external validity of these results with respect to heavy-duty diesel vehicles.
I expect that as bus vintage increases, emissions will reduce due to improvements in emissions from
factors including EPA standards or technology improvements in the engine (e.g., buses built in
2000 will be cleaner than buses built in 1990). It is important to note however, that I know little
about the type of engines used so I cannot separate improvements from engine technology from
other factors like, retrofitting buses with DPFs, use of ULSD, or deterioration of the vehicle. I find
average monthly bus vintage along each census block and observe the differences in fetal health
between buses built before and after 2004. I choose 2004 because there were significant drops in
both bus PM and NOx emission standards. The baseline regression is:
hibt = β0 + β1D(bv < 2004)bt + λXibt + γWt +month− yeart + blockb + ibt (1.10)
where D(bv < 2004)bt is 1 if average bus vintage on census block b during a certain stage of
pregnancy is ≤ 2004 and is 0 otherwise. Results are shown in Table 9.
The point estimate in column 1, row 1 suggests that mothers residing along a bus route where
the average bus is built in or prior to 2004 results in lower Apgar 5 scores by 0.053 points relative
to living along a bus route where monthly average bus vintage is greater than 2004. Similar to the
main results in Tables 4 and 5, the effect is greatest in the later stages of pregnancy. I also find
pronounced, significant differences in birth weight of 74.4 g if exposed in the third trimester and
in gestational age of a quarter of a week if exposed in the last six months of pregnancy. To put
the former result in perspective, this is almost half the effect of smoking during pregnancy on birth
weight.
1.6.4 Sensitivity to distance
In section 5, I observed the effect of bus pollution on fetal health for mothers who live on census
blocks that have centroids within 300 ft of a bus route. Throughout the paper, the importance of
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spatial variability has been emphasized and in this section I redefine what I consider a residence to
be “near” a bus route. I examine the effect of bus routes that touch any part of the census block,
which includes treating census blocks where the bus route touches the corner or passes along the
side the same. If pollution was not sensitive to distance then classical measurement error is less of a
concern and estimates should be similar to those in Table 4. In 2000, approximately 59% of census
blocks were touched by bus routes, but after cleaning the bus pull-out sheet data (as discussed
in section 5), I include approximately one-third of these in my sample (23% of all census blocks).
Results are shown in Table 10.
Each coefficient represents a different regression using the baseline specification (equation 9).
Column 1 in Panel A shows a significant, negative effect of average exposure to bus PM during
different stages of pregnancy and across different specifications. The point estimate in column 1,
row 1 in Panel A suggests that a 10% decrease in bus PM emission standards increases average
Apgar 5 scores by 0.0014 points, but is not significant.56 However, the impact in the last 6 months
of pregnancy and second and third trimesters are significant, but half the effect found in the main
results. There is also a marginally significant, negative impact from exposure to bus NOx on birth
weight in the third trimester (column 6, row 6 in Panel B), but the point estimate is one-third of
that found in the main results.
These results demonstrate the importance of accounting for spatial variability when examining
the health impacts of local pollution. Point estimates in this section are smaller for Apgar 5 scores
and there is barely an effect between bus NOx and birth weight. By neglecting distance, previous
studies could be seriously underestimating the effect of pollution on health.
1.7 Economic benefits of bus pollution policies
To calculate the economic benefits for improved bus pollution policies for the 2009 birth cohort, I
use the same method in Currie et al. (2009). I use the coefficient from Table 3, Panel B (column
7, row 1) of 0.62 g that describes the impact of an increase in average exposure to bus NOx during
56In this sample, the mean Apgar 5 score is 8.96, standard deviation is 0.66.
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pregnancy on birth weight. I divide this coefficient by mean birth weight (3,234 g) to obtain the
percent change in birth weight and multiply it by 0.1, which represents the elasticity between birth
weight and earnings generated in Black et al. (2007). This estimate represents the percent change
in earnings from a 1% change in average bus NOx. To determine the effect on the 2009 cohort, I
then multiply the percent change in earnings by median earnings for all full-time workers in NYC57
and by the number of births affected by bus pollution in NYC. Finally I multiply this number
by the percent change in average bus NOx during pregnancy between 1990 and 2009. This figure
represents the increase in annual earnings for the 2009 birth cohort in NYC who live near bus
routes.
To determine total earnings gained over a lifetime, I make the same assumptions as in Currie
et al. (2009) of a 0.6% discount rate and 30 years of labor force participation. I find an increase of
$51 million in lifetime earnings for the 2009 birth cohort in NYC who live near bus routes due to
improved emission standards for transit bus pollution between 1990 and 2009. This cost is likely
a lower bound since I do not consider increased hospitalizations costs from lower birth weights as
discussed in Almond et al. (2005), nor could I find short-run or long-run costs associated with
lower Apgar 5 scores. These results suggest large cumulative costs as more and more cohorts have
benefited and continue to benefit from these bus pollution policies.
1.8 Conclusion
This study contributes to the literature on fetal health, air pollution and transit policies by observ-
ing the effects of street-level bus pollution on fetal health using a unique panel data set from 1990
to 2009. I first show that decreases in bus NOx emission standards reduced ambient NOx levels
for bus routes within 500 ft of a pollution monitor, but results are more ambiguous further away
from the monitor. These results demonstrate the potential problems in using ambient pollution as
a substitute for local pollution sources. Next, I find reduced form estimates of the impact of bus
vintage on fetal health for bus routes within 300 ft of a centroid of a census block and find a 10%
57This data obtained from the American Community Survey 2006-2010 data set and represents the median earnings
across all full-time employees from 2006 and 2010
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decrease in exposure to bus PM emission standards leads to a positive and significant increase in
average Apgar 5 scores by 0.0029 points, where the effects are strongest in the second and third
trimesters. I also find that a 10% decrease in bus NOx emission standards increases birth weight
by 6.2 g.
To my knowledge, this is the first study to rigorously assess the impacts of bus pollution poli-
cies and results suggest potentially large health and economic benefits from improved emission
standards for public transit buses. I exploit a natural experiment by using bus vintage and EPA
emission standards a measure of bus emissions. Aside from circumventing many of the methodolog-
ical problems found in this literature, the treatment used in this study maps to transit policies that
could be implemented elsewhere. NYC is an interesting setting for this study and demonstrates the
importance of local agencies in embracing these federally mandated environmental regulations. Re-
sults from this study could help inform urban transit policies in cities where diesel fuel is commonly
used. Future work includes examining the impact on later life outcomes, like cognitive development
or educational attainment.
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Figure 1.4: Number of buses from 1995 to 2009 (NYCT buses only) 1995 to 2005 Bradley and
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Figure 1.5: Average bus age for bus depots within different boroughs and the average across all
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Figure 1.8: Number of bus shifts from 2005 to 2009 for routes B17, B16, B35, B38, B69, B77,
M101, M11, M3, M5, M57, M72, and Q55
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Figure 1.9: Regression of ambient NOx on 7-day leads and lags of bus NOx.
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Figure 1.10: Regression of ambient EC on 7-day leads and lags of bus PM.
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Figure 1.11: Regression of ambient PM2.5 on 7-day leads and lags of bus PM.
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Table 1.2: Static model of ambient pollution regressed on ̂bus pollution for different radii
1 2 3 4 5 6
Dependent variable NOx NOx EC EC PM2.5 PM2.5
Independent variable Bus NOx Bus NOx Bus PM BusPM Bus PM BusPM
500 ft 0.026*** 0.016** 0.24** 0.061 0.23 -0.18
[0.008] [0.007] [0.092] [0.067] [0.30] [0.27]
1000 ft 0.028*** 0.015* 0.23** 0.064 0.32 -0.24
[0.010] [0.008] [0.100] [0.063] [0.35] [0.28]
1500 ft 0.029*** 0.015* 0.27** 0.11 0.24 -0.27
[0.010] [0.008] [0.11] [0.077] [0.31] [0.24]
3000 ft 0.036** 0.018 0.095 -0.073 0.25 -0.24
[0.015] [0.013] [0.15] [0.12] [0.39] [0.31]
Week-year FEs YES YES YES YES YES YES
Weather YES YES YES YES YES YES
Monitor*dow FEs YES YES YES YES YES YES
Monitor*year trends YES YES YES
Mean ambient pollution 0.119 ppm 1.00 µg/m3 13.6 µg/m3
[0.08] [8.4] [0.6]
Observations 9,892 1,462 9,839
Note: Robust standard errors in brackets *** p<0.01, ** p<0.05, * p<0.1. Data are at the monitor-daily
level. Each coefficient is from a different regression of ambient levels on bus pollution. Standard errors are
clustered at the monitor-year level. The mean ambient pollution levels represent an average across all monitors
and days for each pollutant. Standard deviations of mean ambient pollution are in brackets. The different
distances represent the size of the radius around each monitor. Ambient NOx, EC, and PM2.5 are in units of
ppm, µg/m3, and µg/m3.
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Table 1.3: Regression of ambient pollution on contemporaneous and 7-day lags of ̂bus pollution
and weather
1 2 3 4
Panel A NOx NOx 8-day cumulative impact
500 ft 0.032** 0.028* 0.035*** 0.023***
[0.014] [0.014] [0.009] [0.008]
1000 ft 0.025 0.019 0.043*** 0.025***
[0.015] [0.015] [0.009] [0.008]
1500 ft 0.025 0.019 0.043*** 0.025***
[0.015] [0.015] [0.009] [0.008]
3000 ft 0.045** 0.035 0.056*** 0.04***
[0.022] [0.021] [0.014] [0.014]
Panel B EC EC 8-day cumulative impact
500 ft 0.24 0.14 0.2*** 0.026
[0.15] [0.15] [0.073] [0.053]
1000 ft 0.21* 0.14 0.22** 0.033
[0.12] [0.11] [0.11] [0.066]
1500 ft 0.21* 0.15 0.26** 0.059
[0.11] [0.12] [0.11] [0.068]
3000 ft 0.43*** 0.27* -0.19 -0.22**
[0.15] [0.14] [0.15] [0.11]
Panel C PM2.5 PM2.5 8-day cumulative impact
500 ft 0.52 0.19 0.7*** 0.24
[0.45] [0.42] [0.24] [0.22]
1000 ft 0.46 0.19 0.84*** 0.11
[0.38] [0.35] [0.29] [0.25]
1500 ft 0.42 0.16 0.64** -0.0076
[0.40] [0.37] [0.27] [0.22]
3000 ft 1.01* 0.34 0.61 0.17
[0.55] [0.48] [0.34] [0.22]
Week-year FEs YES YES YES YES
YES YES
Weather YES YES YES YES
YES YES
Monitor*dow FEs YES YES YES YES
Monitor*year FEs YES YES
Note: See Table 2. The different distances represent the radius around
each monitor. The independent variable for Panel A (NOx), B (EC), and C
(PM2.5) is bus NOx, bus PM, and bus PM (resp.). The contemporaneous
effect is shown in columns 1 and 2 while the 8-day cumulative impact (i.e.,
contemporaneous plus 7-day lags of ̂bus pollution is shown in columns 3
and 4.
45
Table 1.4: Regression of fetal health on average, weighted ̂bus PM
1 2 3 4 5 6 7 8 9












Pregnancy (9 months) -0.031** -0.029* -0.023 -3.54 -2.2 -0.37 -0.018 0.01 0.018
[0.016] [0.016] [0.016] [16.7] [16.9] [17.1] [0.063] [0.062] [0.064]
First 6 months -0.026* -0.024 -0.017 -5.12 -3.86 -3.48 -0.027 -0.003 0.0012
[0.015] [0.015] [0.015] [15.7] [15.9] [16.0] [0.058] [0.058] [0.060]
Last 6 months -0.036** -0.034** -0.030* -2.6 -1.9 1.13 -0.009 0.018 0.03
[0.016] [0.015] [0.016] [16.6] [16.6] [17.0] [0.062] [0.062] [0.064]
Trimester 1 -0.018 -0.015 -0.007 -5.14 -3.18 -3.93 -0.025 -0.004 -0.003
[0.014] [0.014] [0.014] [15.1] [15.2] [15.2] [0.055] [0.055] [0.055]
Trimester 2 -0.033** -0.031** -0.025* -4.97 -4.65 -3.09 -0.023 0 0.007
[0.015] [0.015] [0.015] [15.7] [15.7] [16.0] [0.059] [0.058] [0.060]
Trimester 3 -0.031** -0.029** -0.027* -0.44 0.24 3.89 0.007 0.032 0.045
[0.015] [0.015] [0.015] [15.8] [15.7] [16.1] [0.059] [0.059] [0.061]
Weather YES YES YES YES YES YES YES YES YES
Month-year FEs YES YES YES YES YES YES YES YES YES
Block FEs YES YES YES YES YES YES YES YES YES
Maternal characteristics YES YES YES YES YES YES
Borough-year trends YES YES YES
Observations 83,092 83,278 83,169
Note: Robust standard errors in brackets and *** p<0.01, ** p<0.05, * p<0.1. Each point estimate is from a different
regression. Standard errors are clustered at the census block level. Apgar 5 scores, birth weight, and gestational age are in
units of points, grams, and weeks (resp.). Missing data for outcome variables were dropped.
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Table 1.5: Regression of fetal health on average, weighted ̂bus NOx
1 2 3 4 5 6 7 8 9












Pregnancy (9 months) 0.036 0.027 0.009 -56.7* -62.4** -40.1 -0.039 -0.028 0.036
[0.031] [0.031] [0.031] [30.9] [30.8] [31.7] [0.12] [0.12] [0.12]
First 6 mos 0.036 0.027 0.021 -51.1* -55.4* -35.8 -0.041 -0.027 0.029
[0.031] [0.031] [0.030] [30.6] [30.4] [31.2] [0.12] [0.12] [0.12]
Last 6 mos 0.023 0.015 0.018 -54.3* -60.3** -39.9 -0.029 -0.022 0.036
[0.029] [0.029] [0.031] [28.7] [28.7] [29.5] [0.11] [0.11] [0.11]
Trimester 1 0.048 0.042 0.042 -38.5 -41 -23.7 -0.031 -0.015 0.035
[0.030] [0.030] [0.030] [30.6] [30.6] [31.1] [0.11] [0.11] [0.12]
Trimester 2 0.029 0.022 0.022 -53.0* -57.9** -39.8 -0.033 -0.023 0.027
[0.029] [0.028] [0.028] [28.8] [28.6] [29.4] [0.11] [0.11] [0.11]
Trimester 3 0.014 0.006 0.006 -45.4* -51.4* -32.8 -0.017 -0.015 0.039
[0.026] [0.026] [0.026] [26.2] [26.3] [27.0] [0.099] [0.099] [0.10]
Weather YES YES YES YES YES YES YES YES YES
Month-year FEs YES YES YES YES YES YES YES YES YES
Block FEs YES YES YES YES YES YES YES YES YES
Maternal characteristics YES YES YES YES YES YES
Borough-year trends YES YES YES
Observations 83,092 83,278 83,169
Note: See Table 4.
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Table 1.6: Robustness check: Regression of fetal health on exposure to ̂bus pollution 9 months
prior to conception and 9 months after birth
1 2
Dependent variable Apgar 5 Birth weight
Independent variable Bus PM Bus NOx
Panel A: 9 months prior to conception only
9 months prior to conception 0.01 -37.9
[0.012] [32.7]
Panel B: 9 months after birth only
9 months after birth 0.005 -29.8
[0.014] [24.7]
Note: Robust standard errors in brackets and *** p<0.01, ** p<0.05, * p<0.1.
Standard errors are clustered at the census block level. Each panel represents
point estimates from the baseline regression (see Table 4 for more information).
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Note: All regressions include weather, census block,
and month-year FEs. Standard errors are clustered
at the census block level. The sample size is differ-
ent across regressions since missing observations are
dropped for the dependent variable whereas in the base-
line regression in Table 4 I use indicator variables for
each category.
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Table 1.8: The effect of bus or fuel type on pollution emissions
1 2 3 4 5 6
Dependent variable NOx NOx EC EC PM2.5 PM2.5
Independent variable Bus NOx Bus NOx Bus PM Bus PM Bus PM Bus PM
500 ft 0.026*** 0.016** 0.23** 0.056 0.2 -0.22
[0.0082] [0.0073] [0.099] [0.073] [0.30] [0.28]
1000 ft 0.028*** 0.015* 0.22** 0.056 0.3 -0.26
[0.0097] [0.0082] [0.100] [0.063] [0.34] [0.28]
1500 ft 0.028*** 0.015* 0.25** 0.088 0.23 -0.32
[0.0097] [0.0082] [0.11] [0.078] [0.32] [0.26]
3000 ft 0.033** 0.018 0.15 -0.066 0.12 -0.44
[0.014] [0.013] [0.15] [0.13] [0.44] [0.37]
Monitor*dow FEs YES YES YES YES YES YES
Monitor-year trends YES YES YES
Observations 9,892 1,462 9,839
Note: Robust standard errors in brackets and *** p<0.01, ** p<0.05, * p<0.1. Each point estimate
is from a different regression. All regressions include month-year FEs, census block FEs, weather,
and controls. Standard errors are clustered at the census block level. Please see Table 2 for more
information.
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Pregnancy -0.011 -33.2 -0.14
[0.041] [54.7] [0.14]
First 6 mos -0.048 21.4 0.17
[0.033] [70.0] [0.17]
Last 6 mos -0.017 -69.5* -0.23**
[0.036] [39.6] [0.11]
Trimester 1 -0.051 1.09 0.24
[0.057] [90.6] [0.33]
Trimester 2 -0.037 -54.3 -0.086
[0.026] [42.3] [0.13]
Trimester 3 -0.053** -74.4** -0.14
[0.025] [33.9] [0.098]
Observations 83,092 83,278 83,169
Note: Robust standard errors in brackets and ***
p<0.01, ** p<0.05, * p<0.1. Please see Table 4
for more information.
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Table 1.10: The sensitivity of exposure to bus pollution with respect to distance
1 2 3
Apgar 5 Birth weight Gest age
Panel A: Bus PM
Pregnancy -0.014 -0.98 0.007
[0.007] [7.10] [0.027]
First 6 mos -0.01 0.002 0.007
[0.007] [6.84] [0.026]
Last 6 mos -0.017** -1.89 0.009
[0.007] [7.00] [0.027]
Trimester 1 -0.006 1.37 0.006
[0.006] [6.53] [0.025]
Trimester 2 -0.013* -1.23 0.009
[0.007] [6.81] [0.026]
Trimester 3 -0.019*** -2.63 0.005
[0.007] [6.75] [0.026]
Panel B: Bus NOx
Pregnancy 0 -20.5 -0.013
[0.014] [14.2] [0.054]
First 6 mos 0.007 -17.1 -0.007
[0.014] [14.2] [0.054]
Last 6 mos -0.007 -20.2 -0.016
[0.013] [13.1] [0.050]
Trimester 1 0.014 -14.5 0
[0.014] [14.0] [0.053]
Trimester 2 -0.002 -16.9 -0.009
[0.013] [13.3] [0.050]
Trimester 3 -0.011 -20.4* -0.021
[0.012] [12.2] [0.046]
Observations 287,096 287,862 287,093
Note: Robust standard errors in brackets and *** p<0.01, **
p<0.05, * p<0.1. Each point estimate is from a different regres-
sion. All regressions include weather, maternal characteristics,
month-year and census block FEs. Standard errors are clustered
at the census block level. 59% of census blocks are “touched” by
bus routes in NYC, though after cleaning the bus pull-out data
(as described in section 5), I only include 23% of all census blocks,
so the sample composition and size is different from that in the
main results in section 5.
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Chapter 2
Occupational exposure to PM2.5 from roadways and in-
side informal settlements in sub-Saharan Africa: A pilot
study in Nairobi, Kenya
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2.1 Introduction
Urbanization rates in Africa are among the highest in the world, where more than half the popu-
lation is expected to reside in urban areas by 2035 (United Nations, 2011). Recently, studies have
begun to address public health issues associated with this rapid urban growth, including poor air
and water quality or an under-provision of medical goods or services. With respect to air pollution,
a major concern is vehicle emissions, which the UN estimates are responsible for up to 90% of urban
air pollution in developing countries. Reasons for this include the importation of older vehicles,
use of dirtier fuels, poor enforcement of air quality regulations (if any are in place), and neglected
infrastructure unable to support the rapid increase in the vehicle fleet.
These roadway emissions affect the large portion of urban residents in sub-Saharan Africa (SSA)
who walk along the roadside, use public transportation, or drive a vehicle. Yet few studies have
addressed this problem in SSA, but the small literature that exists suggests it is an urgent, growing
issue.1 Of particular concern are individuals who spend their workdays outside, by the roadside.
Given the lack of data on this topic, in this pilot study, we measure occupational exposure levels
for individuals who work by roadways in Nairobi, the capital and most populated city in Kenya,
with a population of 3.1 million people and growing at annual rate of 4% (Kenya National Bureau
of Statistics, 2007). Currently, no air quality regulations are implemented in Kenya, nor is any
long-term air quality monitoring occurring, making it difficult to ascertain how serious a problem
urban air pollution is.
In August 2011, we measured 8-hr average personal exposure levels for individuals who worked
by roadways, specifically, mechanics, bus drivers and street vendors, for a three-week period. We
chose these occupations because previous studies have found these populations to experience high
pollution levels and to be more susceptible to respiratory disease or lung cancer.2 We measured
1Please see Jonsson et al. (2004), Boman et al. (2009), Eliasson et al. (2009), Eliasson et al. (2008), Gatari and
Boman (2003), EDS and Kinney (2007), Kinney et al. (2011), Odhiambo et al. (2010), Jackson (2005), and Dionisio
et al. (2010).
2For examples, please see Gamble et al. (1987), Ulvestad et al. (2001), Gustavsson et al. (2000), Lewne et al.
(2007), Lewne et al. (2006), Jo and K Song (2000), Jones et al. (2009), Olsson et al. (2011), Gauderman et al. (2007),
Han and Naeher (2000), Groves and Cain (2000), and Pronk et al. (2009).
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particulate matter with an aerodynamic diameter < 2.5 µm (PM2.5 or fine PM), which is often used
as a measure of urban air pollution, in addition to black carbon (BC), which is typically used as a
proxy for diesel exhaust particles (DEPs). Finally, we also measured UV-PM, another component
of PM2.5 that captures cook smoke or biomass burning, and trace elements to help distinguish
among various sources of exposure. While measuring occupational exposure is not unusual, most
studies of this nature occur in developed countries. To the authorsO˜ knowledge, this is the first
study to measure occupational exposure levels in SSA.
As a comparison group, we also measured personal exposure levels for three women from Math-
are, one of the oldest informal settlements in Nairobi, who live and work inside informal settlements.
Few studies have examined air pollution in informal settlements in SSA, yet residents in these areas
may experience high exposure levels from sources like open burning of waste, traffic, cook stoves,
and dust from unpaved roads.3 We also focused on women since they are not only exposed to
outdoor air pollution, but also to indoor air pollution from cook smoke.
Finally, this study is part of a growing field of research that encourages collaborations with
local universities. Researchers from Columbia University and the University of Nairobi worked
together to design this research project, and we think this study acts another successful example
of conducting high quality research with local institutions.
2.2 Background
Respiratory disease, an illness associated with poor air quality, is the second leading cause of
morbidity in Kenya and though issues of indoor air pollution in rural areas of SSA have been
explored,4 there has been less work examining the importance of urban air pollution on the burden
of disease World Health Organization (2009). The handful of studies observing roadway emissions
in SSA, however, confirms it is a serious problem. A study by EDS and Kinney (2007) found
concentrations of fine particulate matter (PM2.5) and black carbon (BC), a harmful greenhouse
pollutant, as high as 414 µg/m3 and 60 µg/m3 (resp.) while driving along a major highway
3For examples, please see Gulis et al. (2004), Arku et al. (2008), and Dionisio et al. (2010).
4Please see Dherani et al. (2008) for a literature review.
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in Nairobi. Kinney et al. (2011) also found personal exposure levels by roadways in NairobiO˜s
Central Business District (CBD) to be nine times the levels observed in rural areas. Another
study by Odhiambo et al. (2010) found PM10 levels which exceeded World Health Organization
(WHO) standards and were also correlated with traffic density in Nairobi. Within SSA, this
problem is not only concentrated in Nairobi, however, as another study by Jackson (2005) showed
roadway emissions of SO2, lead, and suspended PM in Dar-es-Salaam, Tanzania also exceeding
WHO guidelines at sites that included a primary school. In Ouagadougou, Burkina Faso, ? also
found PM10 levels from re-suspended dust from unpaved roads, traffic emissions, and biomass
burning exceeding WHO standards.
Though, Kenya provides an interesting setting for this study because it is a country experiencing
rapid urban growth. The portion of the population who resided in urban areas in Kenya was 8% in
the 1980O˜s, then 34% in 2003 and in 2020 it is expected to reach 50% (Kenya National Bureau of
Statistics, 2007). This rapid urban population growth has also increased the demand for vehicles.
Between 1992 and 2001, the number of vehicles in Kenya increased by 46%, and many of these
vehicles were imported, reconditioned vehicles (United Nations Environmental Program, 2006). In
addition to this expansion, prior to 2006, 70% of vehicles used leaded gasoline and in 2004 about
17.7% of the all vehicles in Kenya used diesel fuel United Nations (2011).
Recent activities suggest, however, that the Kenyan government is recognizing vehicles emissions
as a major concern. In 2006, Kenya started to phase out the use of leaded gasoline, and in 2010,
fuel standards were set so that imports and exports of diesel fuel in Kenya had to be low sulfur
diesel (or diesel fuel with ¡ 500 ppm of sulfur) (Akumu 2010). Nairobi is also currently undergoing
a major transformation to its existing road infrastructure which includes construction of a super
highway, and there are even discussions for a bus rapid transit system. Though, many challenges
remain. Refineries in Kenya are still allowed to produce diesel with 5,000 to 10,000 ppm of sulfur
for domestic use. There is also little enforcement of vehicle maintenance. Currently, the inspection
of vehicles for safety and performance is conducted through the Motor Vehicle Inspection Unit
(MVIU) and the Ministry of Transport (National Environmental Management Authority (NEMA)
2011). But the small number of existing MVIU centers (17 inspection centers for all of Kenya)
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makes it impossible to inspect exhaust emissions for the 1.4 million vehicles in Kenya. Presently,
Kenya has draft air quality regulations that were last updated in 2008, and it is unclear when these
regulations will be implemented.5 With the vehicle fleet in Kenya expected to increase at a rate of
30,000 vehicles per year, problems of urban air quality will only be exacerbated if left unregulated
(UN 2006).6 Consequently, understanding the potential health impacts of roadway emissions is
critical to informing future urban and transportation policies.
Studies have also documented air pollution as a problem in informal settlements in Nairobi,
where respiratory disease is one of the most frequent diagnoses. In Mukuru slum in Nairobi, Gulis
et al. (2004) found acute respiratory tract infections and bronchitis, or diseases associated with air
pollution, were two of the three most frequent diagnoses at local clinics. One of the few studies
to examine air pollution in informal settlements in SSA was by Dionisio et al. (2010) in Accra,
Ghana. They observed PM10 and PM2.5 levels in low-income neighborhoods twice as high as levels
in high-income neighborhoods. What makes this issue more critical is that up to 1/3 of residents in
Nairobi slums live and work inside their settlements (Salon and Gulyani, 2010). Also, most studies
that observe air pollution in slums tend to focus on indoor air pollution from cook smoke, which is
important, but a study by Ngo et al. (2013) found that more than half of Mathare residents spent
more than six hours outside each day. Measuring levels for women as they go about their daily
activities, as we do in this study, allows us to capture exposure levels from outdoors and indoors.
2.3 Materials and methods
2.3.1 Sites and participants
Despite NairobiO˜s proximity to the equator (1.32 S and 36.9 deg E), it experiences mild seasonal
variation due to its high altitude (approximately 1.6 km) (Gatari and Boman, 2003). Nairobi has
two rainy seasons from March to May and October to December, so to avoid the rainy season, this
5For further discussion on the regulatory agencies responsible for air quality regulations in Kenya, please refer to
Ngo et al. (2013).
6Currently, there is a push by UNEP based Partnership for Clean Fuels and Vehicles (PCFV) to lower sulfur
produced within Kenya to 500ppm.
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pilot study took place during August 2-18, 2011.
This research was conducted in partnership with the Mailman School of Public Health at
Columbia University, the Center for Sustainable Urban Development at the Earth Institute at
Columbia University and the Institute of Nuclear Science and Technology (INST) at the Univer-
sity of Nairobi. We recruited 12 individuals from three different occupations: street vendors, bus
drivers, and mechanics. As a comparison group, we also measured exposure levels for women re-
siding in Mathare. Technicians from INST or Columbia University trained all participants. None
of the participants were smokers and four of the participants were women while the rest were male.
Each individual carried a pump for 8-hours from 8:30am to 5:30pm in week 1 and 7:30am to 4:30pm
in weeks 2 and 3. The reasons for moving the sampling an hour earlier during weeks 2 and 3 was
due to heavy traffic, making it difficult to access some of the participants, like bus drivers, at this
time. The morning rush hour traffic starts at 6:30am and ends at 9:30am and evening rush hour
traffic is from 4pm to 6pm. Samples were taken on Tuesday, Wednesday and Thursday for three
weeks and each week a new individual carried the pump. The purpose was to observe variation in
exposure levels of PM2.5 across and within occupations. We tried to recruit individuals who worked
in the east (week 1), south (week 2), and west (week 3) parts of Nairobi (Figure 1). The west part
of Nairobi is characterized as more suburban and affluent, while the east part of Nairobi includes
more informal settlements, so we might expect pollution emissions to differ by site Odhubo (1997).
Measurements were not taken in the CBD, except for bus drivers who started their route there,
due to heavy construction in the area during the time of the study. All participants were paid for
the inconvenience of carrying the pumps during their work hours.
Mechanics
Three mechanics participated in this study and their ages ranged between 26 and 30. The mechanic
from week 1 worked on engines on Kirinyaga Road, the second mechanic helped wire cars on Kipande
Road, and the mechanic in week 3 operated on auto body parts in a garage along Waiyaki Way
on the west side of town. Figure 1 shows where participants in this study worked relative to the
General Post Office, designated as the center of the CBD. Mechanics mostly work in garages located
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near roadways where customers will bring their cars to be fixed. It is not unusual, however, for
mechanics to be called to the street to help fix vehicles that cannot be brought to their shop.
During week 3, the mechanic was on strike at his shop the first day, so instead he took phone calls
and worked on the street for that day only.
Bus drivers
There are two different types of buses in Nairobi: 40-passenger buses and 14-passenger vehicles or
minibuses. The former closely represents buses used in large cities in developed and developing
countries, while the latter are smaller vans, usually imported from other countries (Figure x).
Despite the size differences, both are considered matatus, which is a title used to describe this
inexpensive form of public transportation (relative to taxis or motorbikes) within Nairobi and in
this paper it is used to describe minibuses and buses. Essentially all buses and minbuses run
on diesel fuel. Private bus companies own and operate the larger buses, unlike the 14-passenger
vehicles, which can be owned by individuals. Consequently, we only observed exposure levels for
drivers of the 40-passenger vehicles since their routes were more consistent and the drivers were
less likely to change during the day. The government is also beginning to phase the 14-passenger
vehicles out within the next few years, eventually leaving the larger buses as one of the few forms
of inexpensive transportation in Nairobi.
All bus drivers were male, which is typically the case in Nairobi, and their ages ranged between
30 and 39. Many buses start and end in the CBD and this was the case for two out of the three
bus routes observed. Buses usually travel two routes during the day: one route in the morning and
evening rush hours and another in the afternoon, when demand for transportation is lower.
Street vendors
We also evaluated exposure levels for street vendors who sold goods by foot along the roads or
between street lanes. Two of the vendors were males and one was female and their ages ranged
between 30 and 38. The street vendor in the first week sold shoes along Langata Road near Nairobi
National Stadium. The second hawker sold air fresheners near a busy roundabout between Jogoo
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and Outer Ring Road. The last hawker sold candy between Sarit Center, a mall, and the Westlands
Roundabout.
Mathare
Finally, for a comparison group we observed exposure levels for three women in Mathare, an informal
settlement in the eastern part of Nairobi. As mentioned earlier, individuals residing in informal
settlements may be exposed to more sources of air pollution, either from inside their settlement or
during their commute since many, particularly women, walk as their main mode of transportation
(Salon and Gulyani, 2010). Results from a study by Ngo et al. (2013) found that Mathare residents
spent at least 6 hours outside each day, suggesting outdoor air pollution is a potential concern and
an area for future work.
Three women from Kosovo, a village within Mathare, were chosen and all worked in or near
Mathare. The first woman was a tailor who mostly worked outdoors, the second was a women
leader who helped with tasks in the village, and the last women worked in the Nairobi City Council
located in a nearby slum of Korogocho.
2.3.2 PM2.5 analysis
Particle concentrations were monitored with portable air sampling instruments carried in backpacks.
Each participant was also trained by staff at the INST at the University of Nairobi on how to use
and carry the pump on the shoulder and close to the area of breathing. The instrument pumped
air at 4 L/min (LPM) through an anodized aluminum cyclone (BGI Inc., Waltham, MA) to remove
particles larger than 2.5 µm in aerodynamic diameter before depositing smaller particles on a Teflon
filter fitted into a plastic cassette downstream of the cyclone. Air was drawn by a BGI personal
vacuum pump powered by a rechargeable battery-pack. Flow rates were measured and recorded
before and after each sampling event by trained staff from Columbia University and INST using
rotameters (SKC) that were pre-calibrated by a mass flow meter (TSI Model 4199). The times of
the sampling period were recorded using a digital minute timer on the pump. After sampling, filter
cassettes were separated from the tubing and pumps, then capped and placed in air-tight plastic
60
bags.
The sampled filters were transported to Columbia University where they were analyzed for
mass (PM2.5). Filters were then preserved for later analyses (e.g., trace metals). All filters were
pre-weighed at Columbia University before shipment to Nairobi under controlled temperature and
humidity conditions in a HEPA-filtered hood. The filters were re-weighed under the same conditions
after sampling to determine PM2.5 mass. Pumps were carried in backpacks and the inlet nozzle
was placed on the shoulder near within the breathing zone. All participants were asked to perform
their typical routine throughout the day, opening windows and taking breaks as usual. Research
assistants working with the University of Nairobi checked in on participants twice a day every day
during the study to ensure they were carrying the pump correctly and address any problems.
Originally, 36 filters were analyzed, but two were dropped due to low flow rates (i.e., flow rates
more than 10% different from the average flow rate of 4.0 L/min were dropped). In addition, six
filters had evidence of non-homogenous distribution of particles on the filter. T-tests for PM2.5 were
conducted without the filters with a non-homogenous distribution and results were similar. These
filters could not be used when measuring BC or brown carbon, however. In addition, on three
occasions the pumped stopped working momentarily due to a loose connection with the battery,
but field technicians quickly addressed the problem and lost time was properly compensated for.
2.3.3 Black carbon and UV-PM analysis
The optical device used for measuring BC and UV-PM levels consist of a balanced deuterium
tungsten halogen light source (DH-2000-BAL), an integrating sphere (ISP-50-8-R), a lab-made
filter holder, and an Ocean Optics USB4000-VIS-NIR miniature fiber-optic spectrometer (Yan
et al., 2011). The light source was designed to supply a well-balanced spectrum from 210 to 2000
nm while the spectrometer was configured to detect from 345 to 1040 nm. The integrating sphere
consists of sintered Teflon with a spherical cavity and has relatively two small holes (8 mm) as
needed for entrance (light in) and exit (detector) ports. The excitation input is angled at 8o and
collimates the fiber input before introduction into the sphere. The output port is angled at 90o
(to connect to a spectrometer). Due to the highly reflective nature of the sintered Teflon, light
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is distributed evenly to all directions inside of the sphere and the majority of light loss is due
theoretically to the absorption of particles on the Teflon filters at the sample port. To reduce
light loss due to the black bottom of integrating sphere, a highly reflective white coat (BaSO4) was
painted to the bottom, which was then covered by a thin translucent layer ( 1.5 mm) of white Teflon
for preventing any potential flaking of BaSO4 over time . The filter holder is designed to hold the
filter flat by the support ring of the Teflon filter, with no physical contact of the PM on the active
area of the filter, and to reflect light passing through the filter back into the integrating sphere by
putting a reflective Teflon surface behind the filter. Teflon filters from different manufacturerO˜s
lots (Pall Corporation) may have slight difference in background and absorbance tendency; for
minimizing this effect, blank filters from the same manufacturerO˜s lot number are used as white
reference.
2.3.4 Statistical analysis
Descriptive statistics for 8-hr average concentrations of PM2.5, BC, UV-PM, and trace elements
were calculated. To determine the variation of exposure levels across occupations, ANOVA and
t-tests were used to calculate differences in means. It is important to note that at the time of
sampling, no urban background samples were measured. Also, variation over weekdays may have
influenced pollution levels since the number of people commuting into and out of Nairobi is highest




Table 1 shows the average and standard deviation of 8-hr average PM2.5 concentrations for each of
the occupations as well as the comparison group for women who lived and worked in Mathare over
the 3-week study period. Figure 3 shows a box plot of 8-hr average concentrations. Bus drivers
experienced higher exposure levels relative to the other groups in this study.
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We also used ANOVA and t-tests to compare concentrations across sites. We found bus drivers
were the only occupation that experienced statistically different exposure levels from the other
three groups (P<0.05). While exposure levels of PM2.5 for street vendors, mechanics and women
in Mathare were not statistically different from each other. We then performed a two-way ANOVA
test to test the effect of occupation and week on exposure levels. Results showed that occupation
was significant, but the timing of the sampling was not significant for every group except street
vendors. To further observe variation within occupations, we graphed the distribution of individual
concentrations across weeks (Figure 4). The average concentration levels experienced by street
vendors were 57.9 µg/m3, 95.6 µg/m3, and 55.7 µg/m3 for weeks 1, 2 and 3 (resp.). The street
vendor during week two sold air fresheners in the eastern part of Nairobi near a busy roundabout.
This result suggests the importance of location, particularly near heavy traffic at busy roundabouts.
2.4.2 BC and UV-PM measurements
BC has gained more attention in the past decade since it is a greenhouse pollutant with important
climate and health implications (Smith et al. 2009). It is often used as a measure for DEPs, so we
would expect to see higher levels of BC for bus drivers, mechanics, and street vendors, though not
necessarily from residents in Mathare. A less discussed component of PM2.5 is UV-PM, which we
also measured in this pilot study and is associated with cook smoke and biomass combustion. BC
and UV-PM contribute to light-absorbing carbon (LAC) of PM2.5, but UV-PM absorbs at shorter
wavelengths, specifically in UV-light, relative to BC (Yan et al. (2011), Andreae and Gelencser
(2006)). Some studies have found that not accounting for UV-PM may bias results of the portion
of LAC that is BC. Table 2 shows 8-hr average BC and UV-PM levels from our pilot study as well
as the percentage of PM2.5 that is BC and UV-PM. Table 2 shows 8-hr average BC and UV-PM
levels from our pilot study as well as the percentage of BC and brown carbon. Note that the
number of observations for some groups is different since BC and brown carbon analyses could not
be done for the six filters that had a non-homogenous distribution of particles.
We find that across all groups, BC contributed at least one-third to PM2.5 levels, and the
contribution of BC is greatest for bus drivers. Figure 5 is a scatter plot of PM2.5 and BC and
63
shows a positive correlation between BC and PM2.5, suggesting that DEPs are a major contributor
to roadways emissions in Nairobi. Other components of PM2.5 from roadway emissions include
other vehicle exhaust or smaller dust particles. We, then, regressed PM2.5 on BC and found that
a 1 µg/m3 increase in BC corresponds to a 1.1 µg/m3 increase in PM2.5 (P < 0.01). Bus drivers
may be skewing results, though, so we run the same regression but exclude samples for bus drivers
(N=22). We find a similar, slightly smaller coefficient where a 1 µg/m3 increase in BC is associated
with a 1.0 µg/m3 increase in PM2.5 (P < 0.01).
We performed a similar analysis for BC and UV-PM. Results from a two-way ANOVA test
showed that occupation was a significant determinant of pollution exposure, while the week or site
mattered less. Similar to the results from PM2.5, we also found variation across sites but within
occupation variation only mattered for street vendors. Also BC levels of exposure for bus drivers
were statistically different from the other groups. However, we also found that mechanics and
women in Mathare experienced statistically different BC exposure levels.
UV-PM appears to be an important component of PM2.5 for women in Mathare, contributing
almost one-third to total PM2.5 concentrations and exceeding levels of the other three groups by an
order or two of magnitude. This is unsurprising if UV-PM captures cook smoke. Though it makes
a smaller, if any, contribution to PM2.5 levels for individuals who work along the roadside.
We also observe the relationship between BC and UV-PM, and Figure 6 shows a scatter plot
and a fitted line to the observations. Figure 6 suggests a negative correlation, where a 1 µg/m3
increase in UV-PM is associated with a 1.3 µg/m3 decrease in BC (P< 0.01). Reasons for this could
be that individuals heavily exposed to DEPs, like bus drivers, had little exposure to cook smoke,
while women in Mathare were heavily exposed to cook smoke, but since they mostly stay within
their village and their main mode of transportation is walking, they had less exposure to DEPs.
It could also result from measurement error because very high levels of BC may overwhelm the
measurement of UV-PM, which could explain the small amount of UV-PM bus drivers are exposed
to.
We, then, performed a two-way ANOVA test for BC and results showed that occupation was
a significant determinant of pollution exposure (P<0.01), while the week or site mattered less.
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Additionally, BC levels for bus drivers were statistically different from the other groups, while
mechanics and women in Mathare also experienced statistically different BC exposure levels. For
UV-PM, occupation had a statistically significant effect on exposure levels (P<0.01), while the
importance of the week was marginally significant (P<0.06). We also found that variation across
sites was significant for street vendors (P< 0.05) and bus drivers (P < 0.05). Unlike PM2.5 and
BC, results from the t-tests for UV-PM showed that all groups experienced statistically different
exposure levels (P<0.05), except between street vendors and mechanics and between bus drivers
and mechanics.
Finally, we show total exposure to PM2.5 separated by BC, UV-PM and other elements (Figure
7). As evident from the Table 2, BC is an important contributor to PM2.5. If we subtract average
BC concentrations from average PM2.5, then the remaining portion of PM2.5 for all groups is similar,
ranging between 36.7 and 39.9 µg/m3. If we perform the same exercise with UV-PM, women in
Mathare experience a substantial reduction in PM2.5 levels, while the impact on the other groups
is minor.
2.4.3 Trace elements measurements
The trace elements measured in this study include Al, Si, P, S, Cl, K, Ca, Ti, V, Mn, Fe, Co, Ni, Cu,
Zn, Se, Br, and Pb. Analyses of trace elements were performed using X-Ray Fluorescence (XRF)
analysis to help characterize possible pollution sources. Table 3 shows summary statistics for the
trace elements and results from a study of background levels of trace elements by Eliasson et al.
(2008) in an industrial area in Nairobi. To the authorsO˜ knowledge, the study by Eliasson et al.
(2008) is the only other study to measure trace elements in Kenya, so we use it as a comparison
group, though levels in our study were measured at the street level, so we would expect levels in
our study to be higher than their rooftop measures. Detection limits (DL) are also shown and were
calculated by taking the average of three blank filters. Also, for samples where concentrations are
below DL, half the DL was used instead.
In Table 3, there is high variation in exposure to some trace elements, like Al, S, Cl, Mn,
Fe, Cu, Br, and Pb. On average, all the samples in our study were above DLs and greater than
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measurements from the Eliasson et al. (2008) study, except for K and Pb. K, Pb, and Cu are
typical of metallurgical processes, which is likely consistent with industrial sources and not roadside
emissions. K and P are measures of fertilizer and we see high levels of K relative to DL, but not
P. I also find high levels of Pb and Zn, which are a signal of crustal material. Co is considered a
measure of garbage, but levels of Co in this study are relatively low.
For comparison purposes, Table 4 shows average levels of trace elements across different groups.
We see that bus drivers experience higher levels of Al, Si, Ti, Ca, and Mn, but lower levels of Cl
and K. Women in Mathare experienced much higher levels of P and Cl relative to other groups,
but lower levels of Fe, Ni, and Cu. While mechanics experienced higher levels of Cu and Br relative
to the other groups.
Correlations among trace elements may be more informative about possible pollution sources.
Table 5, Part 1 and 2 show correlations among trace elements, PM2.5, BC, and UV-PM. There are
high positive, significant correlations among the trace elements Si, Al, Ca, Ti, Fe, Mn, BC and
PM2.5, which typically characterize crustal material, including roadside dust or soil elements. The
fact that these elements are strongly correlated with BC implies a strong signal for roadside dust. I
also see positive, significant correlations between Pb and Zn, which, again, are indicative of crustal
materials and a positive, significant correlation between Ni and BC. Results also show a negative,
significant correlation between UV-PM and Ni, but a positive correlation with Cl, which can signal
a marine source.
High levels of roadside dust and vehicle exhaust are unsurprising since walking paths along
roadways and arterial roads in Nairobi, especially in informal settlements, are largely unpaved,
dirt paths. Also, as discussed earlier, diesel vehicles are an important presence on the roads, so
the mixture of roadside dust and diesel exhaust found in this study reinforce the poor air quality
conditions from roadways in Nairobi.
2.5 Discussion
The purpose this pilot study was to observe 8-hr average occupational exposure levels of PM2.5,
BC, UV-PM and trace elements for individuals who work along the roadside. As a comparison
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group, we also measured the same pollutants for women who work and live in informal settlements.
Bus drivers experienced the highest exposure levels of PM2.5 and BC relative to other occupations,
which is unsurprising given the poor enforcement of vehicle maintenance and air quality regulations
in Kenya. Anecdotally, it is also not unusual for individuals to keep windows in the vehicles closed
due to security reasons, which could also contribute to higher exposure levels. Another interesting,
though not necessarily unexpected, result showed that exposure levels for women in Mathare are not
statistically different from individuals who worked in high pollution environments, like mechanics
or street vendors. We also found higher levels of roadside dust for Mathare residents, as well as
UV-PM, which is consistent with cook smoke.
It is also important to highlight differences in the composition of PM2.5 by occupation and the
variation in exposure levels of BC among the low-income populations observed in this pilot study.
Results suggest that regulations targeting diesel exhaust emissions would have a major, positive
health impact for both the large portion of Nairobi residents who walk or work along roadsides, but
who also live and work inside informal settlements. Bus drivers would particularly benefit since
their exposure to PM2.5 could decrease by an order of magnitude if diesel exhaust emissions were
lowered. Additionally, correlations among trace elements suggest roadside dust is another critical
issue, so investments into road infrastructure or paved sidewalks could reduce the burden of disease
in these urban areas. Finally, policies targeting improved cook stoves in rural areas of SSA may
also consider implementing such policies in informal settlements, where about 71% of NairobiO˜s
population resides (Kyobutungi et al., 2008).
We then compared results from our study to other occupational or personal exposure studies
of PM2.5. A study in Nairobi by Kinney et al. (2011) observed 11-hr concentrations of PM2.5 from
individuals on sidewalks along busy roadways or roundabouts. They found average concentrations
of PM2.5 ranging from 58.1µg/m3 to 98.1µg/m3, while the average urban background level was
34.9 µg/m3. Results from our study also fall within this range and confirm the differences in using
background emissions versus personal exposure levels. We also found that bus drivers in Nairobi
experienced more than five times the amount of PM2.5 than bus drivers in Sweden (Lewne et al.,
2007). Exposure levels for mechanics in Nairobi, however, were similar to those experienced by
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garage workers in the same study. Levels for bus drivers in Nairobi were two to three times that
experienced by truck drivers in one study conducted in the U.S. (Davis et al., 2007). One of the few
studies not conducted in a developed country found bus drivers in Peru experienced PM2.5 levels
of 161 µg/m3, which were larger than those experienced by the bus drivers in our study, but of the
same magnitude (Han et al., 2005). Another study by Kinney et al. (2000) measured 8-hr average
PM2.5 concentrations along sidewalks in New York City located near high-traffic areas, focusing on
routes used often by diesel vehicles, like buses and trucks. Individuals from their study experienced
an 8-hr average of 42.0 µg/m3, and individuals in our study experienced at least 1.5 times those
levels in areas that were not necessarily considered busy roadways. Since this was a pilot study, a
drawback is the relatively number of filters observed, but we hope this work will motivate future
studies.
2.6 Conclusion
Results in this study reinforce the importance of roadway emissions, primarily vehicle exhaust and
roadside dust. Further work is needed to determine health risks faced by populations exposed to
roadway emissions for an extended period of time and further examination of outdoor air pollution
in marginalized communities. This includes observing 24-hr average measurements of personal
exposure levels, observing other pollutants, and measuring exposure levels in seasons. Currently,
draft air quality regulations exist in Kenya and more information is needed regarding urban air
pollution and its health impacts in Kenya and other countries in SSA.
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Figure 2.1: Map of general post office or here used as the center of the CBD (flag), sites of the
street vendors (balloons with dots) and mechanics (balloons without dots), and Mathare (pin)
(photo taken from Google maps).
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Figure 2.2: 40-passenger bus sampled in our study.
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Figure 2.3: A box plot of 8-hr occupational exposure levels for the 3-week study period. The line
in the middle of the box represents the median.
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Figure 2.4: A graph of 8-hr occupational exposure levels during the 3-week study period broken
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Figure 2.7: A graph of the composition of PM2.5 broken down by BC, UV-PM, and other species.
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Table 2.1: 8-hr average concentrations of PM2.5 (µg/m3)
Occupation N Mean PM2.5±SD
Bus drivers 7 103.8±28.3
Mathare 9 57.8±18.4
Mechanics 9 57.8±18.4
Street vendors 9 69.7±21.6
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Bus drivers 6 63.9±18.6 62 0.6±1.0 0.6
Mathare 9 19.6±10.0 34 16.1±9.6 28
Mechanics 7 26.0±8.3 42 4.9±5.0 8
Street vendors 6 30.0+12.7 43 6.1±5.5 9
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Table 2.3: Summary statistics for concentrations of trace elements in units of ng/m3 (unless spec-
ified otherwise) for all groups (N=34).
Element Mean Std. Dev. Min Max DL Gatari et al. (2008)
Al 636 672 4.6 2951 2.1
Si 219 191 21 816 10 <DL
P 6.6 27 1.3 160 0.6
S+ 1463 356 634 1947 21 1300
Cl+ 322 682 0.4 3489 26 <DL
K 723 395 154 1712 4.0 730
Ca 435 290 101 1082 19 70
Ti 36 44 0.6 147 0.3 8.7
V 4.2 3.4 0.6 14 0.4 3.2
Mn 59 57 0.8 206 0.5 12
Fe 972 730 102 2988 48 130
Co 52 10 29 81 16
Ni 141 60 22 231 38 2.6
Cu 40 47 4.4 271 5.5
Zn 229 91 106 463 17 100
Se 2.7 2.1 1.6 9.2 1.0
Br+ 154 412 7.2 2051 6.8 36
Pb 45 42 6.3 181 3.4 76
Note: +These elements are not calibrated to known standards, so we do not
know the absolute levels, but only relative levels measured. As a result, they
are in units of mass/m3, not ng/m3. DL levels were measured by taking the
average of 3 blank filters. The simple O`-O` in the last column means these trace
elements were not measured.
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Table 2.4: Average concentration of trace elements by occupation in units of ng/m3 (unless specified
otherwise)
Element Bus driver Mathare Mechanic Street vendor
Al 1056 473 597 511
Si 352 160 208 188
P 3.4 19 1.5 1.5
S+ 1497 1536 1364 1463
Cl+ 59 758 295 119
K 469 970 677 719
Ca 526 401 429 406
Ti 59 21 43 25
V 4.8 4.2 4.4 3.5
Mn 95 34 69 45
Fe 1458 575 1078 884
Co 53 45 60 49
Ni 178 47 177 168
Cu 35 7.5 79 38
Zn 247 225 216 233
Se 2.7 1.9 4.2 1.9
Br+ 25 56 476 31
Pb 43 39 46 51
Note: See notes in Table 2.3.
79
Table 2.5: Part 1: Correlation coefficients for trace elements (N=34)
Al Si P S Cl K Ca Ti V
Al 1
Si 0.97** 1
P 0.24 0.27 1
S 0.05 -0.02 0.24 1
Cl -0.16 -0.16 0.08 -0.07 1
K 0.04 0.07 0.40* 0.11 0.52** 1
Ca 0.83** 0.87** 0.38* -0.08 -0.08 0.27 1
Ti 0.87** 0.92** 0.18 -0.17 -0.11 0.07 0.89** 1
V 0.15 0.16 -0.02 0.16 0.03 -0.08 0.3 0.25 1
Mn 0.86** 0.92** 0.16 -0.12 -0.12 0.09 0.88** 0.96** 0.26
Fe 0.89** 0.94** 0.12 -0.12 -0.19 0.03 0.87** 0.97** 0.26
Co -0.06 0.04 -0.11 0.02 0.14 0.01 0.06 0.19 0.26
Ni 0.31 0.35* -0.26 -0.16 -0.39* -0.38* 0.17 0.36* 0.06
Cu -0.02 0 -0.11 -0.07 -0.06 0.03 0.13 0.09 0.38*
Zn 0.02 0.05 0.08 0.23 0.02 0.18 0.22 0.05 0.28
Se 0.26 0.22 -0.04 -0.13 -0.12 -0.15 0.15 0.16 0.25
Br -0.04 -0.11 -0.04 0.07 0.07 0.16 -0.07 -0.03 -0.21
Pb 0.13 0.13 0.07 0.11 0.01 0.18 0.3 0.12 0.47**
PM2.5 0.67** 0.70** 0.19 0.09 0.07 0.09 0.70** 0.68** 0.36*
BC 0.68** 0.75** 0.08 -0.04 -0.23 -0.3 0.60** 0.72** 0.27
UV-PM -0.31 -0.38* -0.19 0.06 0.49** 0.28 -0.31 -0.37 0.04
Note: ∗∗ p-value < 0.01; ∗ p-value < 0.05. If levels of trace elements were below the detection
limit, half the detection limit was used instead.
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Table 2.6: Part 2: Correlation coefficients for trace elements (N=34)
Element Mn Fe Co Ni Cu Zn Se Br Pb
Mn 1
Fe 0.98** 1
Co 0.28 0.26 1
Ni 0.41* 0.49** 0.45** 1
Cu 0.06 0.1 0.40* 0.40* 1
Zn 0.15 0.09 0.22 -0.06 0.02 1
Se 0.14 0.2 0.16 0.35* 0.56** -0.16 1
Br 0.05 -0.02 0.3 0.1 0.14 0.19 -0.08 1
Pb 0.17 0.15 0.26 0.05 0.3 0.71** 0.28 0.06 1
PM2.5 0.70** 0.70** 0.11 0.27 0.02 0.35* 0.03 -0.15 0.33
BC 0.73** 0.76** 0.09 0.51** 0.04 0.04 0.15 -0.23 0.27
UV-PM -0.38* -0.44* -0.24 -0.72** -0.32 0.09 -0.29 -0.02 -0.15
Note: ∗∗ p-value < 0.01; ∗ p-value < 0.05. If levels of trace elements were below the detection
limit, half the detection limit was used instead.
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Chapter 3




Numerous studies have investigated the short-run and long-run problems associated with climate
change, as well as potential adaptation strategies and how these impacts might vary geographically
or across countries (e.g., IPCC (2007), McMichael et al. (2006), Easterling et al. (2000)). Previous
work suggests climate change will have detrimental impacts on agriculture, labor productivity, and
mortality among other outcomes. A major concern associated with climate change is the expected
increase in frequency of extreme weather events. The Intergovernmental Panel on Climate Change
(IPCC) Fourth Assessment Report (2007) claims that over the past 50 years, it is very likely that
hot days and hot nights have become more frequent, while the number of cold days and cold nights
have become less frequent. They also claim that the frequency of heat waves1 has likely increased
and there already exists a large literature documenting the negative impacts of heat or cold waves
on mortality rates.2 As global greenhouse gas (GHG) emissions rise, the average global temperature
is expected to increase by 1.8-4.0◦C from 1999 to 2099, so it is crucial we understand the effects of
these extreme weather events.
More recently studies have begun to observe the relationship between temperature or seasonality
and fetal health, yet this literature remains small relative to other impact studies of climate change.
It is important to study fetal health since previous work has found it can affect long-run outcomes,
like educational attainment or income (e.g., Almond (2006), Black et al. (2007)). However, the
relationship between temperature and fetal health is unclear since the biological mechanisms are
not well understood and results and methodologies in the epidemiological and thermoregulation
1There is no standard definition of a “heat wave,” but the American Meteorological Society (AMS) defines it as
“A period of abnormally and uncomfortably hot and usually humid weather. To be a heat wave, such a period should
last at least one day, but conventionally it lasts from several days to several weeks.” The National Weather Service
defines it as “A period of abnormally and uncomfortably hot and unusually humid weather. Typically a heat wave
lasts two or more days.” However, there is no comprehensive definition and it can vary by region or country.
2For examples in the economics literature, please see Barreca (2012), Barreca et al. (2012), Deschenes and Green-
stone (2011), Deschenes (2012), and Deschenes and Moretti (2009). For literature reviews,Eˆ please see Gosling et al.
(2009).
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literature3 are mixed and inconsistent.4 One of the primary motivations behind studying this
relationship stems from animal studies that find strong correlations between poorer fetal health
outcomes and exposure to heat stress during pregnancy. Though, for obvious reasons, caution
must be used when extrapolating from animal studies to pregnant women. To the my knowledge,
within economics, only a couple of studies have addressed this question, the first of which was
by Deschenes et al. (2009). They found an association between lower birth weight and maternal
exposure to very hot days using a large, national data set on birth outcomes from 1972-1988.5
It is also critical we understand the impacts of extreme heat events in cities since they may be
worsened by the urban heat island (UHI) effect. Deforestation and the replacement of land with
non-evaporating materials used in buildings or roads, like asphalt or concrete, can cause differences
in temperatures between cities and their neighboring rural areas and this phenomenon has been
observed empirically (e.g., Lo et al. (1997)). Consequently, as global urbanization rates and GHG
emissions increase, the effects of heat waves on urban residents due to climate change warrants
further research.
In this study, I build upon this small literature and use a regression framework to examine the
relationship between temperature and two important predictors of infant health: gestational age and
birth weight. I use weather data from four counties in New York City (NYC), specifically Queens,
New York, Bronx, and Richmond County6 and I combine this information with rich information on
mothers for the universe of births in NYC from 1985-2010. I then flexibly estimate the relationship
between temperature and fetal health without imposing any parametric assumptions using two
3Thermoregulation is the ability of an organism to keep their temperature within a certain range, despite envi-
ronmental temperature.
4For more information, please see Strand et al. (2011), Soultanakais-Aligianni (2003), Lee et al. (2006), and Wells
(2002)
5Deschenes et al. (2009) characterize a “hot” day as a day with an average temperature > 85◦F.
6Studies have also shown that relative humidity may be important and the National Oceanic and Atmo-
spheric Administration′s National Weather Service has developed a formula for a heat index (available here:
http://www.hpc.ncep.noaa.gov/html/heatindex equation.shtml) which is used for temperatures > 80◦F, also referred
to as the “apparent temperature.” I conducted similar analyses using the heat index, but results using the heat index
or temperature are the same. This is likely because, at least in NYC, temperature and apparent temperature are
highly correlated. Due to the smaller sample size, since only the only weather stations that have record relative
humidity are in Queens and New York County, I use temperature as a measure of heat only.
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different approaches. First, for consistency, I follow a similar method used by Deschenes et al.
(2009) which examined the number of days a mother is exposed to different temperature ranges
in each trimester. Second, I use degree days, a technique popular in the agricultural economics
literature, and which I discuss in more detail in section 4.2.7
Preliminary results suggest a robust negative relationship between birth weight and maternal
exposure to very hot days. I find that being exposed to an extra day where average temperature
is > 85◦F reduces birth weight by 0.34 to 1.14 grams (g) (average birth weight in this sample is
3240 g) relative to being exposed to more comfortable temperatures during pregnancy. I also find
a positive, significant association between colder temperatures and fetal health, however, I find
no effect of an increase in exposure to high temperatures on gestational age. Using estimates on
average birth weight, these results are slightly larger than those found in Deschenes et al. (2009),
but are of a similar magnitude.8 Though, unlike their study, I find the greatest impacts on birth
weight in the first and second trimesters, and no effect in the third trimester. Although the impacts
of heat stress on birth weight are modest and suggest exposure to very hot temperatures is currently
not a major concern, climate change is expected to increase the frequency, intensity and duration
of heat waves. So, I use projections of how extreme heat events might change in 2057 from climate
simulations modeled for U.S. cities in a study by Gao et al. (2012). Results suggest that absent
adaptation or a lowering of GHG emissions, in 2057, maternal exposure to a heat wave in NYC
could reduce birth weight by 8.5 to 26.2 g.
To ensure estimates are unbiased, I must address two problems common in this literature: 1)
confounding variables and 2) the nonlinear relationship between temperature and fetal health. I
discuss further how I account for the latter in section 4, but to account for the former, I have to
assume that exposure to temperature during pregnancy is random or exogenous to confounding
variables. Most studies in this literature fail to account for confounding variables,9 even though
7For examples, please see Schlenker and Roberts (2006) or Hsiang (2010).
8Deschenes et al. (2009) use the log of birth weight as their dependent variable, so I multiply their point estimate
by average birth weight to see if results are comparable.
9Please see Strand et al. (2011) for more information on this.
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studies have found that maternal characteristics are correlated to the season of birth. I address
this by including ample controls for maternal characteristics, block FEs, and county-month fixed
effects (FEs), which allows me to compare mothers who give birth in the same month and county10.
Second, I also use different measures of maternal exposure to temperatures and I find results are
robust to various tests and regression models.
Additionally, it is important to note that Deschenes et al. (2009) use a larger, national data
set that allows them to exploit geographic and temporal variation, while temperature is highly
correlated among counties in NYC, so my identification strategy relies solely on temporal variation.
Though, an important contribution of my study is the detailed maternal information I can use,
which includes maternal residence at the census block level for a 25-year period for a large urban
population. Also, Deschenes et al. (2009) use birth data from the 1970′s and 1980′s, though the
usage of ACs, the most likely way individuals, especially in cities, will adapt, has increased rapidly
over time. By using data from a more recent time period, these results might better capture how
or if this relationship is mitigated by adaptation, and results suggests people have adapted over
time. Finally, extreme heat events in cities may increase more than in rural areas due to UHI, so
when considering the future impacts of climate change on this relationship, it is critical to consider
projections in cities separately.
Results in this study have important implications regarding the impacts of climate change and
the potential for adaptation, especially in cities. In the remainder of the paper, Section 2 offers
some background on the relationship between temperature, fetal health, and adaptation. Section
3 discusses the data and section 4 explains the empirical setting and results. Section 5 describes
the impacts of adaptation, while Section 6 includes other robustness checks and tests, and Section
7 concludes.
10For examples, please see Bound and Jaeger (1996) and Buckles and Hungerman (2012).
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3.2 Background and motivation
3.2.1 Temperature and fetal health
Currently in the U.S., pregnant women are advised to avoid bath tubs or saunas because studies
have found maternal exposure to very high temperatures could result in hyperthermia,11 dehydra-
tion, or congenital malformations12 and a related literature also suggests that exposure to high
ambient temperatures could place mothers at risk. Though an important source for these studies
in the thermoregulation and epidemiological literature derives from animal studies (Soultanakais-
Aligianni, 2003). However, animal studies have also found that mothers can exhibit thermal protec-
tion around their fetus, protecting them from moderate temperature changes in the mother. As a
result, the fetus could be protected from changes in maternal temperature from moderate exercise
or mild heat, but exposure to very high temperatures where the mother′s survival is in danger,
could cause fetal temperature to rise higher than the mother′s, resulting in hyperthermia. For sev-
eral reasons, including ethical problems in performing randomized-control trial studies on pregnant
women, the impacts of heat stress on pregnant women is unclear, especially because caution must
be taken when extrapolating from animal studies to pregnant women.
Results in the epidemiological literature are also difficult to interpret since currently there is no
consistent way to characterize a “heat wave” or “heat stress,” so it is difficult to compare results
across studies since they vary in their measures of temperature exposure (Strand et al., 2011). Also,
as I show in this study, it is difficult to disentangle the effect of temperature on fetal health from
other factors, even after controlling for observable maternal characteristics.13
One study that accounts for the season of birth, maternal characteristics and nonlinearities is
11Hyperthermia in pregnant women is defined as the temperature that results in harmful impacts and threatens
the health of the mother and fetus.
12That is, heat stress could take on other forms aside from outside ambient temperature, such as a high fever or
hot tubs. For example, a study by Milunsky et al. (1992) found that exposure to heat in the form of a hot tub, sauna
or fever in the first trimester increased risk for neural tube defects. These other measures are not considered in this
paper, however.
13The reasons exposure to temperature during pregnancy is correlated with other unobservable factors is beyond
the scope of this study but should be considered in future research. Please see Bound and Jaeger (1996) and Buckles
and Hungerman (2012) for more information.
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a study by Deschenes et al. (2009) which used the number of days a mother is exposed to different
temperature bins throughout pregnancy. They found birthweight reduced by 0.003-0.009% per hot
day (defined as daily average temperature > 85◦F) relative to the baseline, which was exposure to a
daily average temperature of 45− 65◦F.14 A literature review by Strand et al. (2011) suggests that
most studies find a strong association between temperature and birth weight, but not gestational
age. They also note that more research is needed to account for linearity, the size of the exposure
window, cohort size, definitions of birth outcomes, and confounding variables.
In this study, I attempt to address these problems. I have already discussed how I address
confounding variables and nonlinearities, but I also have a large panel data set (> 1.3 million
births covering a 25-year period). Finally, I have detailed geographic information on mothers,
which allows me to control for time-invariant unobservable neighborhood characteristics, as well.
3.2.2 Climate change, extreme heat events, and the urban heat island effect
The urban heat island effect (UHI) is a result of differing ambient temperatures between rural
and urban areas and it derives from a combination of factors, including excess heat from rapidly
heating urban materials used in buildings, roads, and bare soil (Kim, 1992). Numerous studies have
observed this phenomenon and have found large economic costs associated with UHI due to excess
energy consumption.15 Consequently, heat in cities may be a greater concern than heat exposure
in neighboring rural areas, especially due to the high population density of cities.
A report on climate change scenarios for NYC by Horton et al. (2010) used global climate
models (GCMs) and project warming temperatures in NYC and surrounding areas by 4 to 7.5◦F
by the 2080′s. They also projected more frequent, intense heat waves that are longer in duration.
Horton et al. (2011) used 16 GCMs with three different emission scenarios to measure the impact
of climate change on extreme weather events in NYC. They projected that the number of days per
year where maximum temperature is > 90◦F will more than double to 29 to 45 days by the 2050′s
14Lin and Tonglin (2012) conducted a similar study as Deschenes et al. (2009) but using more aggregated data and
find a negative relationship between birth weight and extreme cold and hot days. Simenova (2011) also found that
heat waves negatively impact birth weight, but not gestational age.
15For an example, please see Akbari and Konopacki (2005).
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in NYC (relative to the baseline period defined as the 1971 to 2000 time period), and the number
of days per year where maximum temperature > 100◦F will more than quadruple to 1 to 4 days by
the 2050′s.16 The number of heat waves per year is also projected to double to 4-6 events per year,
while the average duration of a heat wave is expected to increase by a day to 5 days.17
Another study by Gao et al. (2012) reinforces the results from Horton et al. (2011) using the
Weather Research Forecasting (WRF) Model to project the impacts of climate change on extreme
heat events in the eastern U.S..18 They found that heat wave intensity will increase by 3.58◦C (in
2001-2004, their baseline estimate using the same climate simulation model was 24.9◦C or 76.82◦F)
in NYC.19 The duration of the heat wave is also expected to increase by 1.82 days per heat wave
(in 2001-2004, their baseline was 3.62 days per event) and and its frequency will increase by 4.07
events per year (in 2001-2004, their baseline estimate was 1.35 events per year).
As these studies demonstrate, it is crucial to consider how climate change will affect extreme
weather events in urban areas and I use these estimates to project how this could affect fetal health
in the future.
3.2.3 Adaptation
One way to mitigate the health impacts of climate change is through adaptation. For example,
Graff Zivin and Neidell (2010) find that individuals can adapt by allocating their time differently
or exhibiting avoidance behavior. They found in response to higher outdoor ambient temperatures,
large reductions in U.S. labor supply to industries where individuals are more affected by tempera-
ture and in outdoor leisure activities. Other examples at the household level include having access
to an AC or wearing sun-protective clothing (Deschenes, 2012). In fact, Barreca et al. (2012) found
16The baseline for the number of days per year where maximum temperature > 90◦F and > 100◦F was 14 and 0.4
days (resp.) (Horton et al., 2011)
17The baseline for the number of heat waves per year and the average duration of a heat wave was 2 heat waves
and 4 days (resp.) (Horton et al., 2011).
18Please refer to Gao et al. (2012) for their definition of a heat wave.
19It is important to note that the values for the 2001-2004 period were generated using the WRF model in Gao
et al. (2012) and they claim their results are an improvement over previous models that have simulated heat waves,
so for consistency, in this section, I use their baseline estimates and projections.
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that the adoption of ACs were responsible for the reduction in mortality due to temperature, while
access to electricity or improved healthcare played a much smaller role.20
Differences may also arise according to socioeconomic status, since lower income households may
be unable to afford the extra energy costs associated with an air conditioner or the air conditioner
itself. Deschenes and Moretti (2009) examine differences in extreme weather and mortality by
income sub-groups. They find that the impacts of very cold days on mortality are larger among
men in the poorest counties, while the impact for the richest counties is the smallest, but there
is no impact on female mortality rates. These results suggest demographic characteristics may be
important when considering adaptation strategies and impacts.
3.3 Data
3.3.1 Birth certificate data
I use restricted birth certificate data from the New York City Department of Health and Mental
Hygiene (NYCDHMH) New York City Vital Statistics (NYCVS) from 1985-2010 which includes
the universe of births in NYC (approx. 3 million births) and detailed data on infant health, the
month and year of birth, and maternal characteristics, like education, age, ethnicity, marital status,
if the mother smoked, number of cigarettes smoked each week, number of previous deliveries, and
if the mother participated in government funded programs. It also includes information on several
birth outcomes, including the ones of interest for this paper: birth weight (g) and gestational age
(weeks). Finally, I also have information on maternal residence at the census block level and the
average size of a census block in NYC is approx. 218 people.
20Adaptation may also to differ by geography or climate since households in regions exposed to higher temperatures
may adapt earlier, but that is beyond the scope of this study. For examples, please see Deschenes and Greenstone
(2011) and Auffhammer and Aroonruengsawat (2011) for more information on these topics.
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3.3.2 Weather data
I obtained data from the National Climatic Data Center using the Global Historical Climatology
Network (GHCN)-Daily database which has information on temperature.21 The weather stations
in Queens and New York County22 have data from 1985-2010, while Bronx County has data from
2001-2010 and Richmond County23 has data from 1985-1992. I only keep months that are not
missing any data. Table 1 describes the number of days mothers in NYC are exposed extreme
and moderate temperatures and for consistency, I use the same temperature bins as in Deschenes
et al. (2009): < 25◦F, 25-45◦F, 45-65◦F, 65-85◦F, > 85◦F.24 In NYC from 1985-2010, mothers on
average are mostly exposed to temperatures between 25 and 85◦F, and experience very few days
where temperature is > 85◦F (3.8 days) or < 25◦F (8.7 days) (resp.).
3.4 Empirical setting
3.4.1 The impact of temperature on fetal health
I want to observe the impacts of temperature on fetal health. I use the same temperature ranges
from Deschenes et al. (2009) and find the number of days a mother is exposed to each temperature
range per trimester. I use the following baseline regression:










+ ΓXibcmy + blockb + φcm + yeary + ibcmy (3.1)
where healthicmy is fetal health for mother i who lives in county c and block b and gives birth in
month m and year y. I examine the impact of temperature on levels of birth weight and gestational
21Data accessed here: http://www.ncdc.noaa.gov/cdo-web/t=secondTabLink
22Also referred to as Manhattan.
23Also referred to as Staten Island.
24It is important to note that Deschenes et al. (2009) use a nationwide sample, while I focus on NYC only, so it is
expected that these descriptive statistics will differ from their study.
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age. The variable, Tavgjcmy is the number of days a mother is exposed to average daily temperature
bin j (< 25◦F, 25-45◦F, 65-85◦F, > 85◦F and 45−65◦F is the omitted category) in county c in month
m and year y in each trimester. I also control for maternal characteristics, Xibcmy, which include
indicator variables for education, age, ethnicity, marital status, if the mother smoked, number of
cigarettes smoked each week, number of previous deliveries, and if the mother participated in Aid
to Families with Dependent Children (AFDC) which is often used as a measure of income on birth
certificate data. I also add census block FEs, blockb, to account for time-invariant, unobservable
block characteristics, and year FEs, yeary, which reflect city-wide, annual shocks. Finally, I include
county-month FEs, φcm, since month of birth may be correlated to maternal characteristics, where
more well-educated women, for example, purposely avoid giving birth during the winter. In which
case, by including county-month FEs, I am comparing women who reside in the same county and
give birth in the same month. Standard errors are also clustered at the county-year level to account
for correlation for individuals within the same county and serial correlation within years.
Identification is then driven by differences in exposure to temperature over time. The coefficient
of interest is βj which represents the change in birth weight and gestational age due to an extra day
of exposure to temperature bin j relative to the baseline category, 45− 65◦F, in a given trimester.
The model in equation (1) captures the cumulative impact of an increase in exposure to different
temperatures without imposing any parametric assumptions on the relationship between tempera-
ture and fetal health. I only assume that the effects of temperature within these temperature bins
are the same. I expect at higher temperatures, the impact of temperature on fetal health will be
negative, while the effect from colder temperatures is less clear.25 Results are shown in Table 2.
Columns 1-3 show the impact of temperature on gestational age, where column 3 is the baseline
regression and preferred specification, while column 2 is the baseline regression without maternal
characteristics and column 1 includes maternal characteristics and year FEs only. If there is sorting
due to infants born in the spring being different from infants born during the winter based on
25In another model, I include zip code-year trends instead of census block FEs to account for possible time-varying
neighborhood characteristics correlated to temperature exposure during pregnancy and fetal health. I find no changes
to the main results (shown in the Appendix). I also consider including pollution, however this reduces the number
of years I can exploit since pollution data is not available for all years during the study period (section 6.1).
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maternal characteristics, then county-month FEs will account for this and results should be similar
in columns 2 and 3. Finally, I also find the cumulative impact of exposure to each temperature bin
throughout the entire pregnancy.26 To interpret results, the point estimate in row 1, column 1 in
Panel A suggests that being exposed to an extra day where average temperature is < 25◦F increases
gestational age by 0.00051 weeks relative to more comfortable temperatures, but the coefficient is
insignificant. The coefficients in Panel A, column 3 suggests a positive, significant impact of colder
temperatures on gestational age, but I find no effect at higher temperatures.
Columns 4-6 show results with respect to birth weight and column 6 is the preferred regression
model. I find a positive impact on fetal health at lower temperatures and a marginally significant,
positive effect in Panel C relative to the baseline. However, at temperatures > 85◦F, I find a
negative, significant impact in the first two trimesters, where birth weight is 0.95 g or 0.69 g lower
if exposed in the first or second trimesters (resp.) relative to the omitted category. The cumulative
impact is also negative and marginally significant and point estimates between columns 5 and 6
are similar, as expected. In fact, if I only include year FEs and maternal characteristics (column
4), point estimates suffer from omitted variable bias. For example, results in Column 4 in Panel D
suggest a positive association between maternal exposure to extreme heat events and birth weight.
However, once maternal and neighborhood characteristics are accounted for, coefficients in columns
5 and 6 become negative.
I also run the baseline regression separately for each trimester and again for exposure during all
9 months of pregnancy, and I expect estimates to be similar to those in the main results in Table 2.
Results are shown in Table 3, where each point estimate is from a different regression. In Panel D,
column 2, again, exposure in the first trimester is negative, and though the coefficient is smaller,
it is not statistically different from the result in Table 2. However, if I measure total exposure to
very hot days during the entire pregnancy, the point estimate is marginally significant, negative
and smaller in magnitude. This could reflect possible measurement error in maternal exposure to
temperature which would bias estimates downward and increase standard errors.
I, then, determine the total reduction in birth weight for an average pregnancy by multiplying
26This part is calculated using the “lincom” Stata command.
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estimates from Table 2 (the cumulative impact) and Table 3 (total exposure during the 9 months
of pregnancy) by 3.8 days (from Table 1), which suggests a total reduction of birth weight by 1.4
to 4.3 g. The effect is modest and implies that exposure to very hot days is currently not a major
concern. But as climate change is projected to increase the frequency, intensity, and duration of
extreme heat events, future impacts could be more damaging (Gao et al., 2012).27 Gao et al.
(2012) run simulations for NYC and projects that the duration of heat waves in 2057 will last 5.44
days/event with a frequency of 4.07 events per year. This suggests mothers could be exposed to
approximately 23 days of extreme heat throughout their pregnancy (vs. the current 3.8 days), so
using the same estimates and assuming no further adaptation, maternal exposure to a heat wave
in 2057 could reduce birth weight by as much as 8.5 to 26.2 g, which is about 10% of the impact of
smoking (Almond et al., 2005). It is important to note, that I do not consider the impact of being
exposed to consecutive days of exposure, but assume that being exposed to three straight days of
hot weather is the same as being exposed to three separate days of hot weather.
Next, I discuss results using a different technique, but results in this section are considered the
main results and will be referred to when conducting other tests or robustness checks.
3.4.2 Degree days
Another way to capture the nonlinear relationship between temperature and fetal health is to
use degree days, a popular approach in the agricultural and environmental economics literature.28
Similar to equation (1), degree days allows for different responses to marginal increases in exposure
to moderate versus extreme temperatures. First, I examine the impact of cumulative exposure to
average or more comfortable temperatures on a given day, d, or Td. Since there is little information
in the literature on what this comfortable temperature is or how exposure to colder temperatures
affect fetal health, I set the lower bound for this range as 32◦F (or 0◦C) since it is freezing point.
To determine the upper bound, which I call Tmax, I choose 80◦F or 90◦F since previous work
27In their study, they define the intensity of a heat wave where daily temperature is 83.3◦F in 2057, which is similar
to how I define a very hot day, so I use their projections of heat wave duration and frequency.
28For examples, please see Schlenker and Roberts (2006) or Hsiang (2010)
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has used these temperatures as thresholds when examining the relationship between mortality and
temperature.
Then, I use the equations below to determine degree days for d using Td.
T1d =

0 if Td < 32
T1d − 32 if 32 ≤ Td < Tmax
Tmax if Td ≥ Tmax
For example, if Td is below 32◦F, then the effect is constant. However, if Td falls within this
comfortable temperature range, then I subtract 32, so if Td is 50◦F, then it contributes 18 degree
days. If Td exceeds Tmax, then again the effect is constant. That is, I assume some linear relationship
between temperature and fetal health within a comfortable temperature range. I, next, sum degree
days for each trimester of pregnancy.
I might expect the impact of fetal health at very hot temperatures to differ from the effect at
more moderate temperatures, so I also assign “harmful degree days” using the equations below:
T2d =

0 if Td < Tmax
T2d − Tmax if Td ≥ Tmax
where Tmax is 80◦F or 90◦F. Again, I assume some linear relationship between temperature and
fetal health, but using harmful degree days allows the effect at extreme temperatures to differ from
the effect at moderate temperatures. Then I sum the truncated degree days again to the trimester
level and use the following regression model:






θkharmdd(T2d)kcmy + ΓXicmy + blockb
+ φcm + yeary + ηicmy (3.2)
where dd(T1d)kcmy and harmdd(T2d)kcmy is degree days and harmful degree days (resp.) for the
kth trimester. Similar to the first regression model, I include maternal characteristics, block FEs,
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county-month FEs, and year FEs, while standard errors are clustered at the county-year level.29
The coefficients of interest are αk and θk and I expect θk to be negative, while the effect of an
increase in more moderate temperatures is unclear. Results are shown in Table 4.
Panel A and B show results if Tmax is 80◦F and 90◦F (resp.), and again results for the equation
(2) are shown in columns 3 and 6, and columns 2 and 5 are equation (2) without maternal char-
acteristics and finally columns 1 and 4 only include maternal characteristics and year FEs. The
point estimate in column 1, row 1 in Panel A suggests that an increase of 1 degree day increases
gestational age by 0.000025 weeks, but the coefficient is not statistically different from zero. Similar
to results in Table 2, I find no effect on gestational age with either threshold as shown in columns
1-3. Columns 4-6 show results for birth weight and in Panel A, I find that if Tmax is 80◦F, an
increase in a degree day reduces fetal health by 0.0021 g. However, I also find a marginally sig-
nificant, but steeper response if mothers are exposed to an extra harmful degree day where birth
weight reduces by 0.067 g. This suggests that if Td is 70◦F, then birth weight reduces by 0.079 g
(= 38*0.0021). If Td is 85◦F, then birth weight reduces by 0.335 g (= 5*0.067). Next, in Panel C
and D, I show results if Tmax is 90◦F and I again find that an increase in degree days between 32
and 90◦F reduces birth weight by 0.0035 g, but results for exposure to an extra harmful degree day
are not statistically different from zero.
Similar to the main results in Table 2, I find the impacts of exposure to hotter temperatures are
greatest in the first two trimesters, however, I also find a negative impact on birth weight associated
with increases in average temperature, while the cumulative impacts are not significant, though
they are negative.
3.5 Adaptation
When thinking about climate change and climate change policies, it is critical we also consider
adaptation strategies. In this section, I consider the importance of purchasing an AC on mitigating
the impacts of heat stress on fetal health. Unfortunately, ample detailed information on ACs
29In another regression model, I include zip code-year trends instead of census block FEs, but results are similar
to the main results.
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is unavailable, so below I attempt to capture adaptation using two methods. First, I compare
estimates from an earlier time period of 1985-1995, when ACs were less ubiquitous in households,
to estimates from the 1996-2010 period. Second, I see if this relationship varies by demographic
groups since low-income populations may be unable to afford an AC unit. It is important to note
that each approach only partially addresses the question of adaptation since I am unable to account
for other factors that are also varying at this time, such as health care access or medical technology,
but may offer some insight into the role adaptation over time.
3.5.1 Adaptation over time
Over time, it is likely individuals will adapt to warmer weather with the purchase of ACs. Figure
1 uses data from the U.S. Energy Information Administration (EIA) and shows the percentage of
households in the Northeast US who have an AC unit rapidly increasing in the past two decades,
where in 1960, about 50% of household owned some form of AC, and this portion dramatically
increased to 90% by 2010. I also use information from the American Housing Survey (AHS), which
measures household AC usage approximately every 4 years for NYC and surrounding counties
(Figure 2).30 In 1987, almost 60% of households owned some form of AC and this number increased
over time and finally plateaued around 2002. Unfortunately, ample, detailed information on ACs is
not available, so based off Figures 1 and 2, I assume households in the earlier period of this study
are less likely to have ACs. I stratify the sample into two sub-groups and examine the impact
for mothers who give birth from 1985 to 1995 and compare it to the 1996-2010 period using the
baseline regression. Results are presented in Table 5.
Columns 1 and 2 show results for gestational age as an outcome variable, where column 1 shows
results for a subgroup of women who give birth in the years 1985-1995 and column 2 shows results
for 1996-2010. Again, I find no effect at very hot temperatures for gestational age. Columns 3 and
4 show results where birth weight is the outcome variable and column 3 suggests a reduction of 1.27
30The exception to this is the survey in 2009 which was 6 years after the last survey in 2003. Data were obtained
here: http://www.census.gov/housing/ahs/data/metrotext.html. Data were available for 1987, 1991, 1995, 1999,
2003, and 2009 and include information on occupied units in the New York-Nassau-Suffolk-Orange Metropolitan
Area, except in 1991 and 1987 which only include information on the New York-Nassau-Suffolk Metropolitan Area.
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g if a mother is exposed to another day where average temperature is > 85◦F in the first trimester.
However, in the 1996-2010 period, the point estimate is no longer significant and is smaller, though
it remains negative. It is also interesting to note that the point estimate in Panel D, column 4
shows a positive impact in the third trimester in response to exposure at very high temperatures.
It could be that during the latter time period, in the third trimester mothers are more likely to
stay indoors and have ACs making it easier to mediate temperature.
These results suggest mothers may be able to mitigate the impacts of temperature on fetal
health by adapting via ACs. Though, for future research, more detailed information on AC usage
is needed to confirm these results.
3.5.2 Adaptation and maternal characteristics
Another way to capture adaptation is to assume that mothers with more resources are more likely
to adapt. I first show some descriptive statistics on air conditioner usage in NYC using information
from the AHS, but broken down by AC type (i.e., Central AC or individual 1-room AC units) and
household characteristics, specifically Black, Hispanic, or Elderly (65 years or older) occupied units,
as well as occupied units where the occupants have moved in the past year or are below the poverty
line (Figures 3 and 4).31,32 These groups are of interest since I want to observe how adaptation
might vary by demographics or socioeconomic status (SES) since individuals who can afford the AC
unit and the additional energy costs associated with it are more likely to adapt. Figure 3 shows that
with the exception of elderly occupied units, less than 15% of these demographic groups in the NYC
Metropolitan Area had central AC, with little changes over time. In Figure 4, we see individual
room AC units have increased for Black and Hispanic occupied units, as well as for individuals
below the poverty level, where by 2010 almost a quarter of these households owned 1 AC unit. To
determine if adaptation varies by SES or demographics, I interact maternal exposure to temperature
31It is important to note that the sum of these categories may exceed 100% since some households fell under more
than 1 category. Also, information on household characteristics for individual room units in 2 rooms and 3 or more
rooms is shown in the Appendix.
32To clarify, these figures show the percent of households that fall under these demographic groups among AC
owners.
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with maternal characteristics, specifically being Black, Hispanic, a teen mom, a smoker, or having
a high school education or less. Results for T < 25◦F and T > 85◦F are presented in Table 6 (Part
1) and 7 (Part 2).
Columns 1 and 2 show the impacts on gestational age for T < 25◦F and T > 85◦F (resp.) and
columns 3 and 4 show the impacts on birth weight. Similar to the main results in Table 2, I only
find a significant, positive effect at colder temperatures on gestational age, but none on any of the
interaction terms. In Panel B, column 2, I see a negative impact for mothers who are exposed to
hot days and are Hispanic in trimester 2. I also see a significant, positive impact in Panel C for
mothers exposed to hot days and being in high school, but it′s significant at the 10% level.
In column 4, I find similar results from Table 2 on the non-interacted terms, where exposure to
high temperatures in trimester 1 reduces birth weight, though I do not find an effect in trimester 2,
except in Panel E, but it is marginally significant. The only significant interaction term in column 4
is in Panel B, where being Hispanic and exposed to higher temperatures in trimester 2 is associated
with a 1.02 g reduction in birth weight. These results suggest that the relationship does not vary
by SES or demographic groups, except for Hispanic mothers.
3.6 Other tests and robustness checks
3.6.1 Pollution
It may also be that pollution is correlated to both temperature and fetal health. I use ambient
pollution data from the Environmental Protection Agency for SO2, CO, NO2, and PM10 and for
consistency, I take average pollution for each trimester from New York County since this county
has the most data available.33 For some months and years, data are unavailable for all pollutants,
so the sample size reduces dramatically. For this reason, I do not include pollution data in my
baseline regression (equation (1)), so I show results for the same sample with and without adding
pollution as controls to see if point estimates change. Results are shown in Table 8.
33Data obtained from here: http://www.epa.gov/airquality/airdata/addatadaily.html.ThereismonthlydataforSO2,
CO, and NO2 from 1985-2010, though some months of data are missing. For PM10, I have data from 1988-2005, but
some months of data are missing.
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Column 1 shows point estimates without accounting for ambient pollution and column 2 shows
results with pollution. Results in columns 1 and 2 reinforce the main results where there is only
a positive, significant impact at colder temperatures on gestational age, but no effect at hotter
temperatures. Controlling for ambient pollution seems to mitigate some omitted variable bias
between columns 1 and 2 in Panel C, reducing point estimates. However, in columns 3 and 4, using
birth weight as an outcome variable, adding ambient pollution does not change point estimates or
standard errors.
3.6.2 Event study: The impact of the August 2003 blackout in the Northeast on fetal
health in NYC
To understand the larger welfare impacts of extreme heat events, I also conduct an event study
using the August 2003 blackout as a natural experiment, since it was unexpected so I can assume its
timing is exogenous to confounding variables. Persistent heat in Ohio was an important contributor
to the 2003 blackout and could be an important, if anomalous, consequence of more frequent heat
waves. Though the blackout was less than a day, mothers could have experienced intense mental
or emotional distress during the blackout. Additionally, to my knowledge, this is the first study
to observe the effect of the blackout on fetal health. To estimate its impact, I use the following
regression:
healthicbmy = λ0 + λ11{TrimAug2003}k + λ2yeary + ΦWk + ΓXicbmy
+ monthm + blockb + icbmy (3.3)
where TrimAug2003kmy = 1 if the mother′s kth trimester of pregnancy occurred during August
2003. I estimate the impact separately for each trimester to avoid issues of multicollinearity. To
account for trends in birth weight over time, I add a year time trend, yeary. I also include maternal
characteristics, month FEs, monthm, and census block FEs, blockb, to account for monthly shocks
in NYC, like seasons, and time-invariant neighborhood characteristics that could affect health. I
also include cubic functions of maximum temperature and total precipitation during trimester k
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and month FEs to account for monthly factors, like seasonal fluctuations. Standard errors are
clustered at the county-year level. Results are presented in Table 9.
Each point estimate is from a separate regression and to interpret coefficients, the point estimate
in column 1, row 1 suggests that mothers exposed to the blackout in the first trimester, gave birth
to infants 0.066 weeks earlier. Though, once I include maternal characteristics, year trends, and
month FEs, the effect is disappears, and I find no effect of the blackout on gestational age. With
respect to birth weight, I find exposure in the first trimester is associated with a reduction in birth
weight of 12.8 g and in the second trimester a decline of 6.41 g. However, results are sensitive
to including maternal characteristics, so if there are other confounding variables not included in
equation (3), estimates may be biased. I am careful not to make causal claim, but these results
imply the blackout is associated with a negative impact on birth weight. It is also important to
note that I only have monthly birth data, so I am measuring exposure to the blackout with some
measurement error.
3.6.3 Month of birth and maternal characteristics
There is a large literature in epidemiology and economics linking season of birth to infant and later
life outcomes dating back to the 1970′s and in this section, I also briefly explore the relationship
between month of birth and maternal characteristics in NYC. Bound and Jaeger (1996), among
other studies, note that quarter of birth has been associated with performance in school, health
differences, regional patterns, ethnicity, and family characteristic. In the main results, I control
for seasonality of birth to isolate the impact of differences in exposure to temperature. But in this
section, I use a similar method to Buckles and Hungerman (2012) and explore correlations between
month of birth and maternal and infant characteristics. I use the following linear probability model:
outcomeibmy = γ0 + Φmonthm + ηibmy (3.4)
where outcomeibmy is a maternal or infant characteristic for mother i who lives on block b and
gives birth in month m. I use the similar outcomes as Buckles and Hungerman (2012), which include
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the probability a mother is married, White, has a high school degree or less, or if she is a teen mom.
I also examine infant characteristics, specifically birth weight, the probability of low birth weight
or a preterm birth. The right hand side variable of interest is monthm, which is a vector of month
dummies, where January is the omitted month. In an alternative regression model, I include year
FEs, yeary, to control for changes in maternal outcomes over time and census block FEs, blockb,
to account for time invariant neighborhood characteristics correlated to maternal characteristics.
If month of birth dummies are exogenous, then estimates between the different regression models
should be the same. Robust standard errors are reported. Buckles and Hungerman (2012) find that
teenagers and the unmarried are more likely to give birth during the winter, so I expect similar
results.34 Results are shown in Tables 10 and 11.
Column 1 shows equation (4) and column 2 includes year and block FEs where the outcome
variable is if the mother is married. Column 1, row 1 suggests that the probability mothers who
give birth in February are married is 0.0013 points less likely relative to mothers who give birth
in January, however the effect is not statistically different from zero. The other point estimates in
column 1 suggest the probability of being married is greater from March to December. Column 3
shows results for the probability a mother is White and I find that the probability increases from
February to December relative to January. Results in column 5 also suggest that mothers who
do not give birth in January are less likely to have only a high school education or less or be a
teen mom. If I add year and block FEs, I find that point estimates are smaller across all outcome
variables, where some point estimates reduce by an order of magnitude or become insignificant.
This suggests month of birth is correlated to neighborhood characteristics. Compared to Buckles
and Hungerman (2012), I find a similar trend where women of a lower SES are more likely to give
birth during the winter time.
I also examine the influence of month of birth on infant characteristics (Table 11). The point
estimate in column 1, row 1 suggests that infants born in February to November have a higher
34The regression above is at the individual level, though Buckles and Hungerman (2012) perform this regression
by collapsing data into county-of-birth/month-of-birth/year-of-birth cells, though they note in footnote iv that they
obtain the same results if the regression is performed at the individual level, making results from my study comparable
to their study.
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birth weight relative to January, while the coefficient on December is insignificant. Similarly, the
likelihood of having a low birth weight infant or preterm birth decreases relative to infants born
in January. Adding year and block FEs reduces point estimates slightly, but most coefficients are
statistically similar across different specifications, except in the case of LBW where some point
estimates become insignificant. Again, I find the sign and magnitude of the point estimates are
similar to results in Buckles and Hungerman (2012), where I also find birth weight is highest for
mothers who give birth in the spring (columns 1 and 2)
3.6.4 Daily maximum temperature
Many studies use daily maximum temperature as a way to measure heat stress, so in this section,
I perform the same exercise as in Section 4, but use daily maximum temperature, instead of daily
average temperature, to examine the impact of extreme weather events on health. Table 12 shows
results from using different temperature bins as shown in baseline regression (equation (1)) and
Table 13 shows results using degree days (equation (2)). I expect smaller point estimates relative
to the main results since mothers likely experience less exposure to extreme heat during the day if
daily maximum temperature is 85◦F relative to days where average daily temperature is 85◦F.
In Table 12, column 1, I find no effect on gestational age, which is similar to the main re-
sults. In column 2, I again find a positive impact from maternal exposure to colder and moderate
temperatures, but I find no effect for days with very high daily maximum temperatures.
In Table 13, I show this relationship using degree days and in Panel A, column 1, I find no
effect on gestational age except in Panel C, where gestational age is negatively impacted in the first
and third trimesters from increased exposure to a degree day, but not to a harmful degree day. In
column 2, I find no effect from an increase in degree days where the threshold is 80◦F, but I find a
significant, larger response to a harmful degree day in Panel B in the first trimester, where birth
weight reduces by 0.026 g if exposed to a harmful degree day. This effect, however, is smaller than
the point estimate in Table 4, but it is similar in magnitude and also occurs in the first trimester.
In Panel C, I only find a reduction in birth weight from an increase in a degree day in Trimester
2, which is similar to results in Table 4, but no effect from exposure to harmful degree days where
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the threshold is 90◦F.
3.6.5 Smaller temperature bins
To flexibly estimate the relationship between temperature and fetal health, I allow for different
responses to average and extreme temperatures. However, the the main results rely on the as-
sumption that the impact within a given temperature bin is the same. That is, given the set-up in
Section 4.1, I assume fetal health responds the same way from maternal exposure to average daily
temperatures of 70◦F and 80◦F. There is little known about the biological mechanisms guiding this
relationship, and even though the thermoregulation literature claims greater sensitivity for the fetus
at very hot temperatures, it could be that fetal health responds differently to smaller changes in
temperature. To address this concern, I replicate equation (1), but examine the cumulative impact
of exposure in given trimester using nine temperature bins: T < 20◦F, 20◦F ≤ T < 30◦F, 30◦F
≤ T < 40◦F, 40◦F ≤ T < 50◦F, 50◦F ≤ T < 60◦F, 60◦F ≤ T < 70◦F, 70◦F ≤ T < 80◦F, 80◦F
≤ T < 90◦F, and T ≥ 90◦F. I expect point estimates to be similar to the main results (Table 2),
where there is no effect from maternal exposure to moderate or colder temperatures, but a negative
impact at very hot temperatures, which I define as an average daily temperature exceeding 80◦F.35
Table 14 shows the impact of maternal exposure to temperatures below 50◦F and Table 15 shows
results for maternal exposure to temperatures greater than 60◦F. The omitted category in this
regression is 50◦F ≤ T < 60◦F, a more comfortable temperature range.
To examine the impact on gestational age, Table 15, column 3 shows point estimates for the
baseline regression and in Panel A, I find a negative, significant effect on gestational age for tem-
peratures less than 20◦F in the first two trimesters relative to the baseline, but the effect becomes
positive if exposed to slightly warmer temperatures in Panel B, then negative in Panel C and D.
If I examine the impact of maternal exposure to very hot temperatures (Panels G and H), then I
see a marginally significant, negative impact, but not for temperatures > 90◦. Unlike the results
in Table 2, I find a negative effect of maternal exposure at very cold and very hot temperatures on
gestational age relative to moderate baseline temperatures.
35This is the same definition I used to define thresholds in Section 4.2.
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The impact of maternal exposure to temperature on birth weight is shown in Table 15 in columns
4 to 6 and point estimates for the baseline regression are shown in column 6. Similar to the main
results in Table 2, I find a positive impact on birth weight from exposure to colder temperatures,
though the impact in Table 15 is greatest in the third trimester. At warmer temperatures, as
shown in Table 16 in Panels E and F, I find a marginally significant positive effect, but at very hot
temperatures (Panel G), there is a negative, significant impact in the first trimester and a positive,
significant effect in the last trimester. The point estimate in the first trimester is smaller, but of
similar magnitude to the point estimate in Table 2 where T > 85◦F. However, unlike the main
results, I see a positive, significant effect in the third trimester. Similar to the point argued in
Section 5.1, it could be that in the later stages of pregnancy, women make more efforts to avoid
the excess heat by staying indoors and using an AC.
3.6.6 Maternal weight gain
A possible explanation for the reduction in birth weight is because the mother loses weight at higher
temperatures. I use equation (1), but the outcome variable is maternal weight gain. Results are
shown in Table 17.36 Results suggest a marginally significant reduction in maternal weight gain
throughout pregnancy due to an increase in exposure to higher, but average temperatures.37
3.6.7 Probability of being male
I also use a linear probability model observing the impact of exposure to very hot temperatures on
the probability of being male using equation (1). Results are shown in Table 18, though I find no
effect of maternal exposure to higher temperatures and reduced probability of being male.
36There is a difference in sample size from the main results because information on maternal weight gain was not
available from 1985-1987.
37Results using degree days are shown in the appendix, but results are similar.
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3.7 Conclusion
In this study, I exploit variation in heat over time from 1985-2010 to observe the impact of exposure
to temperature on fetal health in NYC using detailed geographic information typically not used
in previous work. I find maternal exposure to extreme heat events is associated with lower birth
weight, though I find no effect on gestational age. As climate change is projected to increase the
intensity, frequency and duration of heat waves, it has become more critical to observe the health
impacts of extreme weather events. Additionally, it is necessary we study cities, where more than
half the global population currently resides, since effects could be exacerbated by UHI. Though
results also suggest that adaptation, via ACs, may have contributed to mitigating the effects over
time, as access and costs of ACs have declined over time. Other adaptation strategies to mediate
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% Occuppied units with central AC
Figure 3.3: The percent of occupied units in New York-Nassau-Suffolk-Orange County who had






















% Occuppied units with AC in 1 room
Figure 3.4: The percent of occupied units in New York-Nassau-Suffolk-Orange County who had an
AC unit 1in room according to the AHS.
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Table 3.1: Descriptive statistics: Number of days exposed to temperature bins
1 2 3
Trimester 1 Trimester 2 Trimester 3
< 25◦F 2.81 2.88 3
[5.08] [5.12] [5.20]
25− 45◦F 23.68 24.46 25.06
[24.83] [25.0] [25.0]
45− 65◦F 31.36 31.64 31.71
[18.13] [17.95] [17.88]
65− 85◦F 32.11 31.09 30.33
[31.26] [31.07] [30.87]
> 85◦F 1.38 1.23 1.19
[2.86] [2.59] [2.57]
N 1,375,686 1,375,686 1,375,686
Note: Standard deviations are in brackets. These are the
same temperature bins from Deschenes et al. (2009).
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Table 3.2: The impact of exposure to temperature on fetal health



















Panel A: T < 25
Trimester 1 0.00051 0.0026** 0.0025* -1.23*** 0.26 0.23
[0.0017] [0.0013] [0.0013] [0.29] [0.27] [0.28]
Trimester 2 0.000064 0.0013 0.0013 -0.71*** 0.12 0.13
[0.0015] [0.0015] [0.0014] [0.26] [0.30] [0.28]
Trimester 3 0.00056 0.0024* 0.0028** -1.11*** 0.26 0.26
[0.0015] [0.0013] [0.0013] [0.28] [0.27] [0.24]
Cumulative 0.0066** 0.62
Panel B: 25 < T < 45
Trimester 1 0.00024 0.00032 0.00018 -0.17 0.088 0.056
[0.00075] [0.00063] [0.00063] [0.11] [0.10] [0.10]
Trimester 2 0.00084 0.00027 0.00021 0.41*** 0.35** 0.34***
[0.00074] [0.00066] [0.00065] [0.15] [0.13] [0.13]
Trimester 3 0.00048 0.001 0.00094 -0.26* 0.14 0.12
[0.00077] [0.00070] [0.00068] [0.14] [0.15] [0.14]
Cumulative 0.0013 0.52*
Panel C: 65 < T < 85
Trimester 1 0.00053 -0.00052 -0.0006 0.56*** 0.031 0.049
[0.00063] [0.00058] [0.00058] [0.12] [0.13] [0.12]
Trimester 2 0.00052 0.00045 0.00043 0.16 0.18 0.20*
[0.00067] [0.00063] [0.00061] [0.13] [0.12] [0.12]
Trimester 3 0.00043 -0.00034 -0.00027 0.44*** -0.038 0.013
[0.00068] [0.00056] [0.00056] [0.15] [0.12] [0.12]
Cumulative -0.00044 0.26
Panel D: T > 85
Trimester 1 0.0029 -0.0011 -0.00093 0.28 -0.89*** -0.95***
[0.0023] [0.0021] [0.0020] [0.38] [0.33] [0.33]
Trimester 2 0.0029 -0.00018 -0.00019 0.33 -0.6 -0.69*
[0.0020] [0.0021] [0.0020] [0.42] [0.42] [0.41]
Trimester 3 0.0034 0.0016 0.0019 1.31*** 0.37 0.5
[0.0025] [0.0021] [0.0022] [0.38] [0.30] [0.31]
Cumulative 0.00081 -1.14*
Year FEs YES YES YES YES YES YES
Maternal char YES YES YES YES
C-M FEs YES YES YES YES
Block FEs YES YES YES YES
N 1,364,585 1,364,585 1,366,443 1,373,598 1,373,598 1,373,598
Note: Robust standard errors in brackets and *** p<0.01, ** p<0.05, * p<0.1. Standard errors
are clustered at the county-year level. The omitted temperature category is 45-65◦F. “Maternal
char,” “Z-Y,” and “C-M” represent maternal characteristics, zip code-year trends and county-
month FE (resp.).
112
Table 3.3: The impact of exposure to temperature on fetal health for individual trimesters and








Panel A: T < 25
Trimester 1 0.0013 0.043
[0.0011] [0.19]
Trimester 2 -0.00036 -0.14
[0.00091] [0.17]
Trimester 3 0.001 0.2
[0.00080] [0.14]
Pregnancy (9 mos) 0.0016 0.048
[0.00099] [0.19]
Panel B: 25 < T < 45
Trimester 1 -0.00022 -0.088
[0.00043] [0.062]
Trimester 2 -0.0002 0.24***
[0.00043] [0.061]
Trimester 3 0.00018 -0.088
[0.00031] [0.059]
Pregnancy (9 mos) -0.00013 0.059
[0.00044] [0.061]
Panel C: 65 < T < 85
Trimester 1 0.00019 -0.0068
[0.00023] [0.045]
Trimester 2 -0.00015 0.069
[0.00037] [0.050]
Trimester 3 -0.000032 -0.085*
[0.00040] [0.051]
Pregnancy (9 mos) 0.00012 -0.052
[0.00022] [0.047]
Panel D: T > 85
Trimester 1 -0.00037 -0.76**
[0.0018] [0.31]
Trimester 2 0.00049 -0.41
[0.0018] [0.38]
Trimester 3 0.0025 0.28
[0.0020] [0.31]
Pregnancy (9 mos) 0.00078 -0.37*
[0.0012] [0.22]
Year FEs YES YES
Maternal char YES YES
C-M FEs YES YES
Block FEs YES YES
N 1,364,585 1,373,598
Note: See Table 2.
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Table 3.4: The impact of exposure to temperature on fetal health using degree days



















Panel A: Degree day (80◦F)
Trimester 1 0.000025 -0.000013 -0.000013 0.023*** -0.0031 -0.0015
[0.000020] [0.000016] [0.000016] [0.0031] [0.0034] [0.0033]
Trimester 2 -4.50E-06 1.30E-06 1.30E-06 -0.0023*** -0.0028*** -0.0021**
[4.4e-06] [7.4e-06] [7.4e-06] [0.00083] [0.00092] [0.00092]
Trimester 3 0.000022 -0.000019 -0.000019 0.023*** -0.0059* -0.0039
[0.000021] [0.000017] [0.000017] [0.0033] [0.0034] [0.0033]
Cumulative -0.000031 -0.0076
Panel B: Harmful Degree day (80◦F)
Trimester 1 0.00018 0.00023 0.00018 -0.21*** -0.044 -0.067*
[0.00032] [0.00027] [0.00026] [0.042] [0.041] [0.040]
Trimester 2 0.00029 -0.000016 -0.000025 0.075* -0.029 -0.048
[0.00018] [0.00020] [0.00019] [0.040] [0.040] [0.039]
Trimester 3 0.00007 0.00029 0.00028 -0.15*** 0.075 0.073
[0.00031] [0.00028] [0.00029] [0.049] [0.049] [0.048]
Cumulative 0.00044 -0.042
Panel C: Degree day (90◦F)
Trimester 1 0.000035** -0.000016 -0.000014 0.021*** -0.0043 -0.0029
[0.000016] [0.000017] [0.000016] [0.0030] [0.0032] [0.0031]
Trimester 2 1.80E-07 1.30E-06 1.70E-06 -0.0016** -0.0035*** -0.0030***
[3.8e-06] [7.9e-06] [8.0e-06] [0.00064] [0.00080] [0.00078]
Trimester 3 0.000029* -0.000023 -0.00002 0.021*** -0.0058* -0.0037
[0.000016] [0.000017] [0.000016] [0.0031] [0.0032] [0.0031]
Cumulative -0.000032 -0.0097
Panel D: Harmful Degree day (90◦F)
Trimester 1 0.0035 0.00085 0.001 -0.3 -0.27 -0.087
[0.0039] [0.0027] [0.0026] [0.57] [0.51] [0.48]
Trimester 2 -0.002 -0.0036 -0.0034 0.86 -0.058 0.17
[0.0044] [0.0031] [0.0030] [0.81] [0.73] [0.70]
Trimester 3 0.0042 0.0024 0.0036 -0.68 -0.5 -0.17
[0.0060] [0.0060] [0.0064] [0.55] [0.83] [0.84]
Cumulative 0.0011 -0.096
Year FEs YES YES YES YES YES YES
Maternal char YES YES YES YES
C-M FEs YES YES YES YES
Block FEs YES YES YES YES
N 1,364,585 1,364,585 1,364,585 1,373,598 1,373,598 1,373,598
Note: See Table 2.
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Table 3.5: The impact of exposure to temperature on fetal health stratified by 2 subgroups: 1985-
1995 and 1996-2010.









Panel A: T < 25
Trimester 1 0.0039 0.0006 0.97** -0.38
[0.0024] [0.0014] [0.46] [0.30]
Trimester 2 0.004 -0.0011 0.45 -0.22
[0.0026] [0.0014] [0.47] [0.36]
Trimester 3 0.0048** 0.00036 0.75** -0.25
[0.0021] [0.0015] [0.30] [0.26]
Panel B: 25 < T < 45
Trimester 1 -0.0021 0.00069* -0.32 0.1
[0.0021] [0.00037] [0.26] [0.091]
Trimester 2 -0.0017 0.00023 0.028 0.29*
[0.0026] [0.00047] [0.24] [0.14]
Trimester 3 0.0015 0.000074 -0.16 0.03
[0.0020] [0.00068] [0.29] [0.17]
Panel C: 65 < T < 85
Trimester 1 -0.0021* 0.000027 -0.12 0.18
[0.0011] [0.00060] [0.24] [0.13]
Trimester 2 -0.00066 -0.00005 0.013 0.087
[0.0018] [0.00047] [0.20] [0.14]
Trimester 3 0.00088 -0.00083 -0.035 0.0099
[0.0013] [0.00052] [0.22] [0.15]
Panel D: T > 85
Trimester 1 -0.0012 -7.40E-06 -1.27*** -0.62
[0.0051] [0.0021] [0.44] [0.42]
Trimester 2 0.0059 -0.0021 -0.65 -0.68
[0.0056] [0.0016] [0.77] [0.47]
Trimester 3 -0.0049 0.0029 -0.69 0.85***
[0.0054] [0.0019] [0.66] [0.29]
Year FEs YES YES YES YES
Maternal cha YES YES YES YES
C-M FEs YES YES YES YES
Block FEs YES YES YES YES
N 490,877 873,708 498,150 875,448
Note: Columns 1 and 2 represent point estimates where gestational age is the outcome variable for two
periods: 1985-1995 and 1996-2010 (resp.). Columns 3 and 4 are similar, but the outcome variable is
birthweight. See Table 2.
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Table 3.6: Interactions of temperature and maternal characteristics on fetal health (Part 1)










Trimester 1 0.0025* -0.0015 0.24 -1.05***
[0.0014] [0.0023] [0.29] [0.38]
Trimester 2 0.0015 -0.00028 0.25 -0.69
[0.0015] [0.0022] [0.27] [0.42]
Trimester 3 0.0031** 0.0017 0.25 0.43
[0.0013] [0.0025] [0.24] [0.33]
Trim 1*char -0.00011 0.003 -0.025 0.43
[0.0029] [0.0029] [0.60] [0.67]
Trim 2*char -0.0016 0.0012 -0.84 0.24
[0.0027] [0.0044] [0.64] [0.87]
Trim 3*char -0.0027 0.0011 -0.16 0.38
[0.0028] [0.0054] [0.52] [0.99]
Panel B: Hispanic
Trimester 1 0.0031** -0.0012 0.35 -1.16***
[0.0015] [0.0024] [0.31] [0.42]
Trimester 2 0.0017 0.0019 0.0041 -0.33
[0.0015] [0.0024] [0.32] [0.40]
Trimester 3 0.0029** 0.0013 0.31 0.27
[0.0014] [0.0027] [0.26] [0.37]
Trim 1*char -0.0019 0.00081 -0.41 0.6
[0.0018] [0.0029] [0.35] [0.61]
Trim 2*char -0.0013 -0.0060** 0.34 -1.02**
[0.0016] [0.0024] [0.36] [0.50]
Trim 3*char -0.0012 0.0018 -0.35 0.74
[0.0019] [0.0029] [0.35] [0.51]
Year FEs YES YES YES YES
Maternal cha YES YES YES YES
C-M FEs YES YES YES YES
Block FEs YES YES YES YES
N 1,364,585 1,364,585 1,373,598 1,373,598
Note: To conserve space, columns 1 and 2 show point estimates where gestational age is the outcome variable for
T < 25 and T > 85 (resp.). Columns 3 and 4 are similar, but the outcome variable is birth weight. Trim1∗ char
is the point estimate for the interaction between maternal exposure to temperatures in Trimester 1 and maternal
characteristics. The same applies to Trim2 ∗ char and Trim3 ∗ char. See Table 2.
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Table 3.7: Interactions of temperature and maternal characteristics on fetal health (Part 2)










Trimester 1 0.0029* -0.0037 0.26 -1.55***
[0.0016] [0.0027] [0.36] [0.57]
Trimester 2 0.0029 -0.0024 0.23 -0.75
[0.0019] [0.0024] [0.35] [0.48]
Trimester 3 0.0025 0.00035 0.095 -0.24
[0.0016] [0.0025] [0.31] [0.54]
Trim 1*char -0.00067 0.0050* -0.059 1.08
[0.0024] [0.0028] [0.47] [0.74]
Trim 2*char -0.003 0.0041 -0.21 0.17
[0.0026] [0.0029] [0.40] [0.63]
Trim 3*char 0.00023 0.0029 0.22 1.35
[0.0021] [0.0042] [0.48] [0.88]
Panel D: Teen
Trimester 1 0.0026** -0.001 0.25 -0.94***
[0.0013] [0.0021] [0.27] [0.34]
Trimester 2 0.0014 -0.00006 0.14 -0.67
[0.0014] [0.0021] [0.29] [0.43]
Trimester 3 0.0024* 0.0022 0.16 0.51
[0.0013] [0.0021] [0.24] [0.31]
Trim 1*char -0.00082 0.0014 -0.44 -0.91
[0.0051] [0.0070] [0.95] [1.56]
Trim 2*char -0.0037 -0.0011 -0.85 0.62
[0.0047] [0.0084] [0.69] [1.74]
Trim 3*char 0.0079 -0.0094 2.15* 0.026
[0.0057] [0.010] [1.09] [1.51]
Panel E: Smoker
Trimester 1 0.0027** -0.0011 0.28 -1.00***
[0.0013] [0.0021] [0.27] [0.34]
Trimester 2 0.0013 -0.00034 0.14 -0.75*
[0.0014] [0.0021] [0.29] [0.44]
Trimester 3 0.0025* 0.0018 0.2 0.48
[0.0013] [0.0021] [0.24] [0.31]
Trim 1*char -0.01 0.0069 -2.76** 3.08
[0.0061] [0.011] [1.21] [2.21]
Trim 2*char -0.0048 0.018 -1.36 6.36
[0.0061] [0.017] [1.05] [4.05]
Trim 3*char 0.0051 0.0069 0.64 1.88
[0.0064] [0.012] [1.60] [2.44]
Year FEs YES YES YES YES
Maternal cha YES YES YES YES
C-M FEs YES YES YES YES
Block FEs YES YES YES YES
N 1,364,585 1,364,585 1,373,598 1,373,598
Note: See Table 6.
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Table 3.8: Results after accounting for ambient pollution









Panel A: T < 25
Trimester 1 0.0031* 0.0025** 0.59* 0.64**
[0.0016] [0.0012] [0.31] [0.30]
Trimester 2 0.0032** 0.00063 0.067 -0.061
[0.0015] [0.0014] [0.29] [0.32]
Trimester 3 0.0029** 0.00056 0.27 -0.065
[0.0011] [0.0012] [0.26] [0.24]
Panel B: 25 < T < 45
Trimester 1 -0.00009 0.00057 -0.075 0.15
[0.00081] [0.00069] [0.22] [0.20]
Trimester 2 0.0030*** 0.0021** 0.42** 0.39*
[0.00083] [0.00079] [0.20] [0.22]
Trimester 3 0.0016* 0.0018** 0.1 0.22
[0.00081] [0.00083] [0.19] [0.20]
Panel C: 65 < T < 85
Trimester 1 0.0013* 0.00079 0.0078 0.064
[0.00069] [0.00071] [0.17] [0.18]
Trimester 2 0.0024*** 0.0012 0.18 0.15
[0.00074] [0.00076] [0.16] [0.18]
Trimester 3 0.0022*** 0.00067 0.066 -0.16
[0.00064] [0.00084] [0.18] [0.24]
Panel D: T > 85
Trimester 1 -0.0018 -0.003 -0.29 -0.44
[0.0031] [0.0039] [0.50] [0.74]
Trimester 2 0.00097 -0.00067 0.56 0.12
[0.0022] [0.0019] [0.55] [0.65]
Trimester 3 0.0035 0.002 0.0065 -0.23
[0.0027] [0.0026] [0.45] [0.55]
Year FEs YES YES YES YES
Maternal Char YES YES YES YES
C-M FEs YES YES YES YES
Block FEs YES YES YES YES
Pollution YES YES
N 612,747 612,747 619,203 619,203
Note: See Table 2.
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Table 3.9: The impact of the 2003 Northeast U.S. Blackout on fetal health









Trimester 1 -0.066** -0.036 -2.25 -12.8***
[0.032] [0.032] [3.03] [3.73]
Trimester 2 -0.017 0.021 -0.34 -6.41**
[0.017] [0.018] [2.91] [3.17]
Trimester 3 -0.0026 0.017 5.46 -3.57
[0.032] [0.030] [4.91] [4.68]
Year trends YES YES YES YES
Weather YES YES YES YES
Block FEs YES YES YES YES
Maternal char YES YES
Month FEs YES YES
N 2,964,889 2,964,889 2,962,810 2,962,810
Note: Robust standard errors in brackets and *** p<0.01, ** p<0.05,
* p<0.1. Standard errors are clustered at the county-year level. “Ma-
ternal char” represents maternal characteristics. Each point estimate
is a separate regression. The sample size for Trimester 1, 2, and 3 in
columns 1 and 2 is 2,988,760; 2,962,810; and 2,934,449 (resp.) and for
columns 3 and 4 is 3,019,124; 2,993,216; and 2,964,889 (resp.).
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Table 3.10: Seasonality of birth and maternal characteristics
1 2 3 4 5 6 7 8
Month Married Married White White HS HS Teen mom Teen mom
2 -0.0013 -0.0032** 0.0039*** 0.0013 -0.0030** -0.00029 -0.000089 0.00012
[0.0015] [0.0013] [0.0015] [0.0010] [0.0014] [0.0013] [0.00055] [0.00055]
3 0.0066*** 0.0012 0.0075*** 0.0017* -0.0087*** -0.0031** 0.00012 0.0005
[0.0015] [0.0013] [0.0014] [0.00099] [0.0014] [0.0012] [0.00054] [0.00053]
4 0.013*** 0.0037*** 0.015*** 0.0031*** -0.014*** -0.0051*** -0.0031*** -0.0022***
[0.0015] [0.0013] [0.0015] [0.0010] [0.0014] [0.0012] [0.00053] [0.00053]
5 0.020*** 0.0064*** 0.022*** 0.0070*** -0.020*** -0.0091*** -0.0032*** -0.0021***
[0.0015] [0.0013] [0.0015] [0.00100] [0.0014] [0.0012] [0.00053] [0.00052]
6 0.015*** 0.0053*** 0.016*** 0.0042*** -0.014*** -0.0065*** -0.0040*** -0.0032***
[0.0015] [0.0013] [0.0015] [0.00100] [0.0014] [0.0012] [0.00052] [0.00052]
7 0.0058*** 0.002 0.0090*** 0.0035*** -0.0098*** -0.0058*** -0.0028*** -0.0024***
[0.0015] [0.0013] [0.0014] [0.00098] [0.0014] [0.0012] [0.00052] [0.00052]
8 0.0069*** 0.0023* 0.0091*** 0.0046*** -0.011*** -0.0065*** -0.0033*** -0.0029***
[0.0015] [0.0013] [0.0014] [0.00099] [0.0014] [0.0012] [0.00052] [0.00052]
9 0.0089*** 0.0045*** 0.0034** -0.000086 -0.0093*** -0.0070*** -0.0031*** -0.0026***
[0.0015] [0.0013] [0.0014] [0.00099] [0.0014] [0.0012] [0.00052] [0.00052]
10 0.011*** 0.0025* 0.0081*** 0.00068 -0.0093*** -0.0049*** -0.0027*** -0.0016***
[0.0015] [0.0013] [0.0014] [0.00099] [0.0014] [0.0012] [0.00052] [0.00052]
11 0.0064*** -0.001 0.0046*** -0.0015 -0.0066*** -0.0034*** -0.0031*** -0.0025***
[0.0015] [0.0013] [0.0015] [0.00100] [0.0014] [0.0012] [0.00053] [0.00053]
12 0.0032** -0.0027** 0.0030** -0.0012 -0.0067*** -0.0046*** -0.0025*** -0.0019***
[0.0015] [0.0013] [0.0014] [0.00099] [0.0014] [0.0012] [0.00053] [0.00052]
Constant 0.52*** 0.54*** 0.26*** 0.27*** 0.61*** 0.63*** 0.038*** 0.043***
[0.0010] [0.0042] [0.0010] [0.0013] [0.00097] [0.0042] [0.00038] [0.0025]
Year FEs YES YES YES YES
Block FEs YES YES YES YES
F stat 32.1 302 37.4 53.3 29.5 738 14.7 132
N 2,701,790 2,701,790 2,198,838 2,198,838 3,037,288 3,037,288 3,035,960 3,035,960
Note: Robust standard errors in brackets and *** p<0.01, ** p<0.05, * p<0.1.
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Table 3.11: Seasonality of birth and infant characteristics
1 2 3 4 5 6
Month Birth weight Birth weight LBW LBW Preterm Preterm
2 11.1*** 10.6*** -0.0042*** -0.0040*** -0.0063*** -0.0060***
[1.74] [1.73] [0.00082] [0.00082] [0.00087] [0.00087]
3 14.1*** 12.4*** -0.0046*** -0.0040*** -0.0077*** -0.0071***
[1.70] [1.70] [0.00080] [0.00080] [0.00085] [0.00085]
4 15.3*** 12.5*** -0.0039*** -0.0031*** -0.0067*** -0.0058***
[1.74] [1.73] [0.00081] [0.00082] [0.00086] [0.00086]
5 16.1*** 12.3*** -0.0037*** -0.0024*** -0.0066*** -0.0054***
[1.71] [1.71] [0.00080] [0.00081] [0.00085] [0.00085]
6 11.8*** 9.68*** -0.0019** -0.0012 -0.0045*** -0.0039***
[1.71] [1.71] [0.00081] [0.00081] [0.00086] [0.00086]
7 6.88*** 5.79*** -0.0024*** -0.0022*** -0.0051*** -0.0048***
[1.68] [1.68] [0.00080] [0.00080] [0.00084] [0.00085]
8 8.21*** 7.24*** -0.0039*** -0.0036*** -0.0068*** -0.0065***
[1.68] [1.68] [0.00080] [0.00080] [0.00084] [0.00085]
9 9.83*** 8.14*** -0.0044*** -0.0039*** -0.012*** -0.011***
[1.69] [1.68] [0.00080] [0.00080] [0.00084] [0.00084]
10 9.52*** 6.94*** -0.0029*** -0.0019** -0.0077*** -0.0067***
[1.69] [1.69] [0.00080] [0.00080] [0.00084] [0.00085]
11 7.81*** 6.42*** -0.0021** -0.0015* -0.0046*** -0.0040***
[1.72] [1.72] [0.00081] [0.00081] [0.00086] [0.00086]
12 2.17 1.19 -0.00067 -0.00032 -0.0038*** -0.0033***
[1.70] [1.70] [0.00081] [0.00081] [0.00085] [0.00086]
Constant 3,226*** 3,215*** 0.092*** 0.099*** 0.10*** 0.12***
[1.21] [6.66] [0.00057] [0.0037] [0.00061] [0.0040]
Year FEs YES YES YES
Block FEs YES YES YES
F test 16.3 38.5 6.93 10.2 22 22.6
N 3,036,584 3,036,584 3,036,584 3,036,584 3,006,246 3,006,246
Note: See Table 2.
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Panel A: T < 25
Trimester 1 0.0039 0.44
[0.0030] [0.49]
Trimester 2 0.00018 -0.012
[0.0023] [0.55]
Trimester 3 0.0027 0.13
[0.0022] [0.47]
Panel B: 25 < T < 45
Trimester 1 0.00054 0.077
[0.00066] [0.13]
Trimester 2 0.00054 0.35**
[0.0010] [0.14]
Trimester 3 0.00036 0.097
[0.00069] [0.11]
Panel C: 65 < T < 85
Trimester 1 4.70E-06 0.25*
[0.00069] [0.14]
Trimester 2 0.00067 0.18*
[0.00068] [0.10]
Trimester 3 -0.00023 0.11
[0.00071] [0.14]
Panel D: T > 85
Trimester 1 -0.00055 -0.11
[0.00072] [0.14]
Trimester 2 -0.00027 -0.14
[0.00069] [0.11]
Trimester 3 -0.0012 0.047
[0.00082] [0.12]
Year FEs YES YES
Maternal Char YES YES
C-M FEs YES YES
Block FEs YES YES
N 1,364,585 1,373,598
Note: See Table 2.
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Panel A: Degree day (80◦F)
Trimester 1 -8.40E-07 0.00057
[0.000012] [0.0024]
Trimester 2 4.40E-06 -0.00099
[4.8e-06] [0.0011]
Trimester 3 -2.60E-06 -0.0025
[0.000014] [0.0027]
Panel B: Harmful Degree day (80◦F)
Trimester 1 1.20E-07 -0.026**
[0.000078] [0.012]
Trimester 2 -0.000055 -0.014
[0.000064] [0.011]
Trimester 3 -0.000025 0.0076
[0.000081] [0.012]
Panel C: Degree day (90◦F)
Trimester 1 -0.000029* -0.0014
[0.000016] [0.0028]
Trimester 2 1.40E-06 -0.0022**
[6.6e-06] [0.00090]
Trimester 3 -0.000034*** -0.0035
[0.000012] [0.0028]
Panel D: Harmful Degree day (90◦F)
Trimester 1 0.00026 -0.071
[0.00033] [0.046]
Trimester 2 -0.000059 -0.043
[0.00023] [0.047]
Trimester 3 0.00025 0.057
[0.00028] [0.047]
Year FEs YES YES
Maternal char YES YES
C-M FEs YES YES
Block FEs YES YES
N 1,364,585 1,373,598
Note: See Table 2.
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Table 3.14: The impact of temperature on fetal health using smaller temperature bins (Part 1)













Panel A: T ≤ 20
Trimester 1 -0.010*** -0.0065** -0.0061** -2.71*** -0.3 -0.14
[0.0036] [0.0030] [0.0028] [0.74] [0.58] [0.52]
Trimester 2 -0.013*** -0.0085*** -0.0083*** -1.96*** -0.075 0.067
[0.0035] [0.0031] [0.0029] [0.59] [0.70] [0.61]
Trimester 3 -0.00092 0.0031 0.0039 -1.76** 0.65 0.78
[0.0034] [0.0026] [0.0025] [0.74] [0.61] [0.53]
Panel B: 20 ≤ T < 30
Trimester 1 0.0031* 0.0039*** 0.0034*** -0.28 0.43 0.28
[0.0017] [0.0013] [0.0013] [0.41] [0.31] [0.30]
Trimester 2 0.0041* 0.0035* 0.0034* 0.33 0.29 0.27
[0.0022] [0.0021] [0.0020] [0.37] [0.31] [0.28]
Trimester 3 -0.0006 -0.0003 -0.00057 -0.044 0.64** 0.48*
[0.0023] [0.0019] [0.0019] [0.42] [0.30] [0.28]
Panel C: 30 ≤ T < 40
Trimester 1 -0.0025** -0.0025** -0.0024** -0.32 0.0059 0.089
[0.0011] [0.0012] [0.0012] [0.20] [0.18] [0.17]
Trimester 2 -0.0024 -0.0025 -0.0022 0.19 0.23 0.39**
[0.0016] [0.0018] [0.0018] [0.22] [0.19] [0.18]
Trimester 3 -0.00092 0.00003 0.000076 -0.23 0.43** 0.48***
[0.0014] [0.0015] [0.0014] [0.23] [0.19] [0.17]
Panel D: 40 ≤ T < 50
Trimester 1 -0.0030* -0.0029* -0.0030* -0.37* 0.096 0.035
[0.0018] [0.0017] [0.0017] [0.21] [0.19] [0.19]
Trimester 2 -0.0025 -0.0030* -0.0029* 0.082 0.15 0.17
[0.0018] [0.0017] [0.0017] [0.24] [0.22] [0.20]
Trimester 3 -0.002 -0.0021 -0.0021 0.15 0.70*** 0.61***
[0.25] [0.20] [0.19] [0.0020] [0.0018] [0.0018]
Year FEs YES YES YES YES YES YES
Maternal Char YES YES YES YES
C-M FEs YES YES YES YES
Block FEs YES YES YES YES
N 1,364,585 1,364,585 1,364,585 1,373,598 1,373,598 1,373,598
Note: See Table 2.
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Table 3.15: The impact of temperature on fetal health using smaller temperature bins (Part 2)













Panel E: 60 ≤ T < 70
Trimester 1 -0.0031* -0.0021 -0.0022 -0.069 0.16 0.15
[0.0017] [0.0016] [0.0016] [0.25] [0.20] [0.18]
Trimester 2 -0.0027 -0.0019 -0.0018 -0.28 0.086 0.13
[0.0018] [0.0018] [0.0018] [0.23] [0.20] [0.20]
Trimester 3 -0.0031 -0.0023 -0.0024 0.15 0.37 0.37*
[0.0021] [0.0021] [0.0021] [0.28] [0.24] [0.21]
Panel F: 70 ≤ T < 80
Trimester 1 -0.0019* -0.0025** -0.0025** 0.25 -0.2 -0.12
[0.00095] [0.0010] [0.00099] [0.16] [0.17] [0.16]
Trimester 2 -0.0016 -0.0016 -0.0015 0.13 0.15 0.27*
[0.0011] [0.0011] [0.0011] [0.18] [0.16] [0.16]
Trimester 3 -0.00077 -0.0012 -0.0011 0.52*** 0.17 0.23
[0.0011] [0.00095] [0.00097] [0.17] [0.18] [0.17]
Panel G: 80 ≤ T < 90
Trimester 1 -0.00011 -0.0017* -0.0017* 0.32 -0.32* -0.36**
[0.0010] [0.00096] [0.00092] [0.21] [0.19] [0.18]
Trimester 2 0.000015 -0.0014 -0.0012 0.14 -0.22 -0.22
[0.0011] [0.00098] [0.00096] [0.23] [0.20] [0.19]
Trimester 3 -0.00027 -0.00093 -0.0008 0.81*** 0.41** 0.46**
[0.0018] [0.0015] [0.0016] [0.24] [0.20] [0.18]
Panel H: T ≥ 90
Trimester 1 0.014 0.0067 0.0088 1.93 -0.98 0.21
[0.011] [0.0079] [0.0077] [1.87] [1.44] [1.28]
Trimester 2 0.0014 -0.0089 -0.0078 1.58 -0.42 0.51
[0.0096] [0.0076] [0.0075] [1.80] [1.49] [1.43]
Trimester 3 -0.002 -0.011 -0.0079 1.58 -1.63 -0.49
[0.011] [0.0100] [0.010] [1.69] [1.55] [1.51]
Year FEs YES YES YES YES YES YES
Maternal Char YES YES YES YES
C-M FEs YES YES YES YES
Block FEs YES YES YES YES
N 1,364,585 1,364,585 1,364,585 1,373,598 1,373,598 1,373,598
Note: See Table 2.
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Table 3.16: The impact of exposure to temperature on maternal weight gain
< 25 25-45 65-85 > 85









Trimester 1 -0.0074 -0.00045 -0.0076* -0.019
[0.011] [0.0043] [0.0045] [0.014]
Trimester 2 -0.0093 -0.0031 -0.0077* -0.021
[0.0083] [0.0054] [0.0046] [0.014]
Trimester 3 -0.013** -0.0035 -0.0091* 0.016
[0.0066] [0.0037] [0.0050] [0.015]
Year FEs YES YES YES YES
Maternal cha YES YES YES YES
C-M FEs YES YES YES YES
Block FEs YES YES YES YES
N 1,089,970 1,089,970 1,089,970 1,089,970
Note: See Table 2.
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Table 3.17: The impact of exposure to temperature on the probability of being male
< 25 25-45 65-85 > 85
1 2 3 4
Male Male Male Male
Trimester 1 -0.000012 0.000063 -0.000046 -0.000025
[0.00016] [0.000096] [0.000089] [0.00022]
Trimester 2 -0.00016 0.000029 -0.000021 0.000063
[0.00019] [0.000083] [0.000073] [0.00028]
Trimester 3 0.00004 0.000056 -0.000064 -0.00026
[0.00016] [0.00011] [0.00010] [0.00022]
Year FEs YES YES YES YES
Maternal cha YES YES YES YES
C-M FEs YES YES YES YES
Block FEs YES YES YES YES
N 1,373,837 1,373,837 1,373,837 1,373,837
Note: See Table 2.
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Appendix A
Transit buses and fetal health: Evaluating the impacts
of bus pollution policies in New York City
1 2 3 4 5
Dropout Smoke Teen mom Hispanic Black
Panel A: Bus PM
Pregnancy 0.0088 0.017*** -0.0024 -0.035*** 0.022***
[0.011] [0.0034] [0.0043] [0.011] [0.0079]
R-squared 0.158 0.075 0.065 0.38 0.576
Panel B: Bus NOx
Pregnancy 0.0084 -0.0068 -0.0087 -0.0098 -0.018
[0.020] [0.0049] [0.0077] [0.021] [0.015]
R-squared 0.158 0.074 0.065 0.38 0.576
Observations 82,749 80,909 83,284 82,570 82,570
Note: All regressions include weather, census block, and month-year FEs. Standard
errors are clustered at the census block level. The sample size is different across regres-
sions since missing observations are dropped for the dependent variable whereas in the
baseline regression in Table 4 I use indicator variables for each category.
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Appendix B
The relationship between temperature and fetal health
in cities
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Table B.1: The impact of exposure to temperature on fetal health using linear probability models
1 2
Preterm LBW
Panel A: T < 25
Trimester 1 -0.00018 -0.000024
[0.00012] [0.00012]
Trimester 2 -4.30E-06 -0.000053
[0.00013] [0.00012]
Trimester 3 -0.00033*** -0.00019*
[0.00011] [0.000097]
Panel B: 25 < T < 45
Trimester 1 -0.000025 1.50E-06
[0.000057] [0.000048]
Trimester 2 -0.000079 -0.000100*
[0.000051] [0.000053]
Trimester 3 -0.000064 -0.000076
[0.000068] [0.000061]
Panel C: 65 < T < 85
Trimester 1 0.00002 5.50E-06
[0.000051] [0.000055]
Trimester 2 -0.000066 -0.000093*
[0.000043] [0.000046]
Trimester 3 0.000014 -0.00004
[0.000054] [0.000046]
Panel D: T > 85
Trimester 1 9.80E-06 0.0001
[0.00019] [0.00017]
Trimester 2 0.00016 0.00026
[0.00020] [0.00016]
Trimester 3 -0.00023 -0.00027*
[0.00019] [0.00014]
Year FEs YES YES
Maternal char YES YES
C-M FEs YES YES
Block FEs YES YES
N 1,364,585 1,373,598
Note: Robust standard errors in brackets and ***
p<0.01, ** p<0.05, * p<0.1. Standard errors are clus-
tered at the county-year level. The omitted temperature
category is 45-65◦F. “3 mos. after birth” is the effect
of temperature 3 months after birth. “Maternal char,”
“Z-Y,” and “C-M” represent maternal characteristics, zip
code-year trends and county-month FE (resp.).
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Panel A: Degree day (80 degrees)
Trimester 1 2.20E-06 8.60E-08
[2.0e-06] [1.6e-06]
Trimester 2 -9.20E-08 -4.30E-08
[5.3e-07] [4.2e-07]
Trimester 3 3.20E-06 1.00E-06
[2.0e-06] [1.7e-06]
Panel B: Harmful Degree day (80 degrees)
Trimester 1 -0.000015 0.000013
[0.000027] [0.000020]
Trimester 2 0.000036* 0.000032*
[0.000019] [0.000018]
Trimester 3 -0.000047* -0.000027
[0.000027] [0.000026]
Panel C: Degree day (90 degrees)
Trimester 1 2.00E-06 -1.30E-07
[1.8e-06] [1.5e-06]
Trimester 2 2.80E-07 3.50E-07
[4.8e-07] [3.8e-07]
Trimester 3 2.70E-06 3.50E-07
[1.9e-06] [1.5e-06]
Panel D: Harmful Degree day (90 degrees)
Trimester 1 -0.00021 0.00019
[0.00039] [0.00025]
Trimester 2 0.00054 0.00017
[0.00036] [0.00036]
Trimester 3 -0.00032 0.00028
[0.00071] [0.00072]
Year FEs YES YES
Maternal char YES YES
C-M FEs YES YES
Block FEs YES YES
N 1,364,585 1,373,598
Note: Robust standard errors in brackets and *** p<0.01, ** p<0.05, * p<0.1.
Standard errors are clustered at the county-year level. The omitted temper-
ature category is 45-65◦F. “3 mos. after birth” is the effect of temperature 3
months after birth. “Maternal char,” “Z-Y,” and “C-M” represent maternal
characteristics, zip code-year trends and county-month FE (resp.).
