We discuss necessary and sufficient conditions for the convergence of disordered asymmetric zero-range process to the critical invariant measures.
Introduction
We first discuss the aims of this paper and our results without formal statements or definitions, which will be given in the following section. We study inhomogenous zero range processes (to be defined in the next section) and the question of convergence to upper invariant measures. Zero range processes (see e.g. [1] ) are conservative particle systems, a class containing the much studied exclusion processes ( [18] ). In this case, to our best knowledge necessary and sufficient conditions are hard to find. In the setting of homogenous processes with product measures for initial conditions one can profit from hydrodynamic limits and argue convergence as in [16] . This elegant approach is not relevant here as our systems are not translation invariant and we are faced with deterministic initial conditions. The lack of translation invariance also hampers the approach of [9] . The exclusion process starting from fixed initial conditions but having an asymptotic density is treated in [5] and gives a robust criterion for weak convergence but a necessary and sufficient condition for weak convergence to a given equilibrium seems difficult. Thus it is of interest to be able to, in some reasonable circumstances, give a necessary and sufficient condition for weak convergence to a particular equilibrium. Other works which investigate convergence to equilibrium of zero range processes, albeit from a different standpoint, include [11] and [13] . This article considers one of the principal results of [2] concerning the totally asymmetric nearest neighbour zero range process having inhomogeneous "service rates" α(x), x ∈ Z so that at rate α(x) one of the particles currently at site x (if any) will move to site x + 1. It was postulated that (i) there existed 0 < c < 1 so that for every x, α(x) ∈ (c, 1], (ii) for every flux value λ ∈ [0, c), there existed a particle density, R(λ), (iii) the liminf of α(x) as x tended to -infinity was equal to c, (iv) the (increasing) limit of R(λ) as λ increased to c, denoted R(c), was finite.
Under condition (i), for each 0 ≤ λ ≤ c, the measure ν λ , under which η(x) were independently distributed as Geometric random variables with parameter λ/α(x), was an equilibrium for the zero range process. Property (ii) ensured that for each λ ∈ [0, c), ν λ -a.s., 
The result of [2] is that, if lim inf
then η t converges in distribution to ν c .
Our objective is to complete this statement in the following ways. First, we consider rate functions g(.) that increase to a finite limiting value and satisfying a weak concavity condition (H) (to be stated in the next section). Next, we allow non totally asymmetric nearest neighbour random walk kernels. We address the following natural questions. On the one hand, we prove that the condition lim inf
is necessary for weak convergence. On the other hand, we prove that condition (2) does not imply convergence for jump kernels that are not nearestneighbour. Note that the latter result is in sharp contrast with known result for the homogeneous simple exclusion process. The previous results indicate that it is reasonable to seek a generalization of the result of [2] to nearestneighbour jump kernels and more general rate functions g(.). In this paper, we will establish a general upper bound, and provide some ideas of how to prove a lower bound, using new hydrodynamic limit results established in [6] . These new ideas show that convergence is actually implied by the weaker supercriticality condition (2), which is another improvement of the result of [2] . This leads to the conclusion that (2) is a necessary and sufficient condition. To our knowledge this is the first such condition given for conservative systems where the kernel governing particle motion has nonzero mean. The article [5] gives a robust condition for convergence to a translation invariant extremal equilibrium for exclusion processes but, seemingly, finding a necessary and sufficient condition is more subtle.
Notation and results
In the sequel, R denotes the set of real numbers, Z the set of signed integers and N = {0, 1, . . .} the set of nonnegative integers. For x ∈ R, ⌊x⌋ denotes the integer part of x, that is largest integer n ∈ Z such that n ≤ x. The notation X ∼ µ means that a random variable X has probability distribution µ.
Fix some c ∈ (0, 1). An environment (or disorder) is a (c, 1]-valued sequence α = (α(x), x ∈ Z). The set of environments is denoted by A := (c, 1] Z . From now on, we assume that lim inf
Let g : N → [0, +∞) be a nondecreasing function such that
We extend g to N := N ∪ {+∞} by setting g(+∞) = g ∞ . Without loss of generality, we henceforth assume g ∞ = 1. Let X := N Z denote the set of particle configurations. A configuration is of the form η = (η(x) : x ∈ Z) where η(x) ∈ N for each x ∈ Z. Let p(.) be a probability measure on Z.
We consider the Markov process (η α t ) t≥0 on X with generator given for any cylinder function f : X → R by
where, if η(x) > 0, η x,y := η − δ x + δ y denotes the new configuration obtained from η after a particle has jumped from x to y (configuration δ x has one particle at x and no particle elsewhere; addition of configurations is meant coordinatewise). In cases of infinite particle number, the following interpretations hold:
Because g is nondecreasing, (η α t ) t≥0 is an attractive process ( [1] ).
For λ < 1, we define the probability measure θ λ on N by
where g(n)! = n k=1 g(k) for n ≥ 1, g(0)! = 1, and Z(λ) is the normalizing factor:
We extend θ λ into a probability measure on N by setting θ λ ({+∞}) = 0. For λ ≤ c, we denote by µ α λ the invariant measure of L α defined (see e.g. [7] ) as the product measure on X with one-site marginal θ λ/α(x) . Since (θ λ ) λ∈[0,1) is an exponential family, the mean value of θ λ , given by
is a C ∞ increasing function from [0, 1) to [0, +∞). The quenched mean particle density at x under µ α λ is defined by
In order to define a notion of critical density, we assume existence of an annealed mean density to the left of the origin:
exists for every λ ∈ [0, c)
The function R is increasing and C ∞ function on [0, c) (see Lemma 3.3 below). We define the critical density by
Note that formally, one is tempted to define R(c) by plugging λ = c into (7). However the corresponding limit may have a different value than ρ c , or even not exist. In fact, it can be made non-existent or given any value in [ρ c , +∞) by modifying the α(x) for x in a zero-density subset of N, an operation which does not modify the value (7) nor the value of ρ c . The only stable property with respect to such change is that lim inf
It is thus natural, and it will be our choice in the sequel, to extend R by continuity to [0, c] by defining
One additional assumption for Theorem 2.4 and Proposition 2.1 below will be finiteness of the critical density:
We can now state our results. With the exception of Theorem 2.3, we will consider a nearest-neighbour jump kernel with non-zero drift, that is
This is not a technical artefact, see Theorem 2.3 below. In the forthcoming statements, η 0 ∈ N Z denotes the initial particle configuration, and (η α t ) t≥0 the evolved quenched process with generator (5) starting from η 0 in the environment α ∈ A. Our general problem is to determine whether, and for what kernels p(.), rate functions g(.) and environments α(.), the supercriticality condition (2), with ρ c defined by (8) , is necessary and sufficient for the convergence
The study of (12) can be decomposed into an upper bound and a lower bound. For the former, we prove in Section 4 the following result.
Theorem 2.1 Assume (3) and (11) . every η 0 ∈ N Z and every bounded local nondecreasing function h : X → R,
The upper bound (13) was established in [10] for i.i.d. environments, in any space dimension and for any (not necessarily nearest-neighbour) jump kernel p(.) with nonzero drift, under an additional assumption on the initial configuration:
In one dimension with nearest-neighbour jumps, we prove Theorem 2.1 without assumption (14) , and under the weak assumption (15) on the environment. This is done by extending an argument used in [2] in the special case p = 1 and g(n) = 1 {n≥1} .
Our next result shows that the supercriticality condition (2) is in fact necessary if we slightly strengthen (3) by assuming that the slow sites (i.e. with rates close to c) are not too sparse in the following sense: there exists a sequence (x n ) n∈N of sites such that
Theorem 2.2 Assume (7), (11) and (15) . Assume further that η 0 satisfies
We shall prove Theorem 2.2 in Section 5.
Before turning eventually to the question of convergence (12) under supercriticality condition (2), we show that this property cannot hold in general beyond the nearest-neighbour case (11) . Indeed, the following theorem, proved in Section 6, provides a family of counterexamples for jump kernels p(.) not satisfying the nearest-neighbour assumption.
Theorem 2.3 Assume (3) and (7). Assume further that the jump kernel p(.) is totally asymmetric and
For the purpose of convergence, we need to introduce the following weak convexity assumption:
where R(c) is defined by (9) , and
is the left-hand derivative at c of the convex envelope of R (notice that our assumptions do not imply existence of the derivative R ′ (c)).
For instance, if R is strictly convex, then for any environment satisfying (7)- (15), R is strictly convex (see Lemma 3.3 below), and thus (H) satisfied. A sufficient condition for R to be strictly convex (see [8, Proposition 3 
The following result is established in [6] .
Theorem 2.4 Assume (7), (10), (11), (15) 
and (H). Then (2) implies (12).
Given Theorem 2.1, Theorem 2.4 requires the proof of the following lower bound:
Proposition 2.1 Assume (7), (10), (11), (15) 
and (H). Then the following holds: for any η 0 ∈ N Z satisfying (2), and every bounded local nondecreasing function
The ideas of the proof of Proposition 2.1, and in particular the role of assumption (H), are explained in Section 7.
Preliminaries
In this section, we introduce some material that will be used in the sequel.
Harris construction
We define the graphical construction of the quenched process on a probability space (Ω, F , IP). A generic element ω -called a Harris system ( [12] ) -of Ω is a point measure of the form
on (0, +∞)×Z×(0, 1)×Z, where δ denotes Dirac measure. Under the probability measure IP, ω is a Poisson measure with intensity
An alternative interpretation of this random point measure is that we have three mutually independent families of independent random variables (D 
then, IP-a.s.,
On (Ω, F , IP), a càdlàg process (η α t ) t≥0 with generator (5) and initial configuration η 0 can be constructed in a unique way so that at each time (4)), then one of the particles at x jumps to x + Z x k , whereas nothing occurs outside times T x k . For details on this graphical construction, we refer to [4] . When necessary, random initial conditions are constructed on an auxiliary probability space Ω 0 equipped with a probability measure IP 0 .
Expectation with respect to IP (resp. IP 0 ) is denoted by IE (resp. IE 0 ). The product space Ω 0 × Ω is equipped with the product measure and σ-fields (thus environment, initial particle configuration and Harris system are mutually independent). Joint expectation with respect to the product measure is denoted by IE 0 IE.
In the sequel, we shall have to couple different processes with different (possibly random) initial configurations, and possibly different environments. Such couplings will be realized on Ω 0 × Ω by using the same Poisson clocks for all processes.
Finite propagation
The following version of finite propagation property will be used repeatedly in the sequel. . It follows from the graphical construction that, if we have two configurations η 0 and ξ 0 which agree on interval (x, y), then ζ s and ζ 
Currents
Let x . = (x s ) s≥0 denote a Z-valued piecewise constant càdlàg path such that |x s − x s− | ≤ 1 for all s ≥ 0. In the sequel we will only use deterministic paths (x . ), hence we may assume that x . has no jump time in common with the Harris system used for the particle dynamics. We denote by Γ x. (t, η) the rightward current across the path x . up to time t in the quenched process (η α s ) s≥0 starting from η in environment α, that is, the number of times a particle jumps from x s− to x s− + 1 (for s ≤ t), minus the number of times a particle jumps from x s− + 1 to x s− , minus or plus (according to whether the jump is to the right or left) the number of particles at x s− if s is a jump time of x . . If x>x 0 η(x) < +∞, we also have
For x 0 ∈ Z, we will write Γ x 0 to denote the current across the fixed site x 0 ; that is, Γ x 0 (t, η) := Γ x. (t, η), where x . is the constant path defined by x t = x 0 for all t ≥ 0.
The following results will be important tools to compare currents. For a particle configuration ζ ∈ X and a site x 0 ∈ Z, we define
Let us couple two processes (ζ t ) t≥0 and (ζ ′ t ) t≥0 in the usual way through the Harris construction.
Proof of Lemma 3.2. Without loss of generality, we assume x 0 = 0. We shall simply write F for F 0 and Γ for Γ x. .
We label particles of each system increasingly from left to right. We denote by σ i (t) ∈ Z ∪ {+∞, −∞}, resp. σ ′ i (t) ∈ Z ∪ {+∞, −∞}, the position at time t of the ζ-particle with label i ∈ Z. resp. ζ ′ -particle with label i. This labeling is unique if we impose the following conditions:
In the sequel, for notational simplicity, we simply write σ i and σ
The motion of labels is deduced from the initial labeling and Harris construction as follows. Whenever a particle in one of the processes jumps to the right (resp. left), the highest (resp. lowest) label occupying this site is moved to the right (resp. left), so that at its new location it becomes the particle with lowest (resp. highest) label. Let
First, we show that the definition of F implies σ n ≥ σ ′ n−k for all n ∈ Z. Indeed, assume first n ≥ 0, and let y = σ n > 0. By definition of F , F (y, ζ) − 1 is the highest label of a ζ-particle at y, thus F (y, ζ) ≥ n + 1. By definition of k, F (y, ζ ′ )−1 ≥ F (y, ζ)−k −1 ≥ n+1−k −1 = n−k, and this is the highest label of a ζ ′ -particle at y. Hence σ ′ n−k ≤ y = σ n . Assume now n < 0, and let
is the lowest label of a ζ ′ -particle at y, thus F (y, ζ ′ ) ≤ n. By definition of k, F (y, ζ) ≤ F (y, ζ) + k ≤ n + k, and this is the lowest label of a ζ ′ -particle at y. Hence σ n+k ≥ y = σ ′ n .
Next, we show that σ n ≥ σ
Settingσ ′ n = σ ′ n−k , we define another increasing labeling of ζ ′ , and the definition of label's motion implies thatσ ′ n (t) = σ ′ n−k (t) for all t ≥ 0. Therefore we have to show that σ n ≥σ ′ n for all n ∈ Z implies σ n (t) ≥σ ′ n (t) for all n ∈ Z. It is enough to show that this ordering is preserved by the Harris construction each time a jump occurs. Assume that at time t a potential jump to the right occurs in the Harris construction. We have to verify the following for any n ∈ Z:
(1) If a particle at y ∈ Z in ζ ′ jumps right, and the particle in ζ with the same label is also at y, then the latter particle also jumps right.
Indeed, since we are assuming σ n ≥ σ ′ n for all n ∈ Z we have F (z, ζ) ≤ F (z, ζ ′ ) for all z ∈ Z. Suppose σ n = σ ′ n = y for some n ∈ Z, and that n is highest label of ζ ′ particles at y. That is n = F (y,
This implies that σ n ≥ y + 1. Since we assumed σ n = y we conclude that F (y, ζ ′ ) = F (y, ζ) = n. Therefore n is the highest label of ζ particles at y. Also, F (y, ζ) ≤ F (y, ζ ′ ) for all y ∈ Z and F (y, ζ ′ ) = F (y, ζ) implies ζ(y) ≥ ζ ′ (y). Since g is increasing, if a jump occurs from ζ ′ (y), then a jump from ζ(y) must occur.
(2) If a particle at y ∈ Z in ζ jumps left, and the particle in ζ ′ with the same label is also at y, then the latter particle also jumps left.
Indeed, suppose n is the smallest label of ζ particles at y.
Since we assumed σ ′ n = y, it follows that F (y − 1, ζ ′ ) = F (y − 1, ζ) = n − 1. Again, since σ ′ n = y, we have that n is the smallest label of ζ ′ particles at y. Again from the fact that F (y − 1, ζ ′ ) = F (y − 1, ζ) and F (z, ζ) ≤ F (z, ζ ′ ) for all z ∈ Z, it follows that ζ(y) ≤ ζ ′ (y). Therefore, since g is increasing, we have that if a jump to the left from y occurs in ζ, then it occurs also for ζ ′ .
To conclude the proof, we use the following definition of current in terms of labels: 
it is enough to consider the following cases. Assume first that
Then, for every z ∈ Z such that y ≤ z and every ζ ∈ X,
Proof of Corollary 3.1. Note that, for every ζ ′ ∈ X and u ∈ Z, we have
and
It follows that
where we used (27) on the second line with ζ ′ = ζ, and (28) on the first line for ζ ′ = η * ,y , and on the third line with ζ ′ = ζ. Combining (29) and Lemma 3.2 yields the result.
Hydrodynamic limits
It follows from (6) that
The quantity
is the stationary current under µ α λ . As a function of the mean density R(λ), the current writes
We state its basic properties in the following lemma. Proof of Lemma 3.3. Since α(.) is a bounded sequence with values in (c, 1], we can find an infinite subset I of N and a probability measure Q on [c, 1] such that the limit Q n → Q, as n → +∞ in I, holds in the topology of weak convergence, where
It follows that R ∈ C ∞ ([0, c)), and
Since R ′ > 0 on (0, 1), the above expression implies R ′ > 0 on (0, c). The same argument applied to R ′′ shows that, if R is strictly convex, then R inherits this property.
The expected hydrodynamic equation for the limiting density field ρ(t, x) of the subcritical disordered zero-range process is
Hydrodynamic limit of homogeneous asymmetric zero-range processes was established by [20] (see also [14] ). Convergence of general disordered zerorange processes to the entropy solution of (32) is proved in [7] for subcritical Cauchy data. For more general Cauchy data (that is, data with certain density values above ρ c ), the hydrodynamic limit was derived in [15] in the special case (1) of the totally asymmetric constant rate model. The result of [15] includes the case of a source initial condition, which can be viewed as a particular supercritical datum. For our purpose, we need hydrodynamic limit for a general nearest-neighbour zero-range process starting with a source, which does not follow from [7] and [15] . Besides, we also need a strong local equilibrium statement which, to our knowledge, is not available in the disordered or non-convex setting. We recall that strong local equilibirum was derived for the homogeneous zero-range process with strictly convex flux in [17] . However, the method used there relies on translation invariance of the dynamics, which fails in the disordered case. The strategy introduced in [4] , where shift invariance is restored by considering the joint disorder-particle process, is not feasible either. Therefore another approach is required here.
The extensions we need are carried out in [6] , whose results are now stated. We consider the process (η α,t s ) s≥0 whose initial configuration is of the form (with the convention (+∞) × 0 = 0)
This process is a semi-infinite process with a source/sink at x t : with rate pα(x t ), a particle is created at x t + 1, with rate qα(x t + 1)g(η(x t + 1)) a particle at x t + 1 is destroyed.
We also define the Lagrangian, that is the Legendre transform of the current (or Hamiltonian): for v ∈ R,
From standard convex analysis ( [21] ), we have that
where (f * ) ′ (v+) denotes the right-hand derivative of the convex function f * . The concave envelope of f is defined bŷ
The second equality follows from the fact that f is nondecreasing. Indeed, in this case, (34) implies that for v ≤ 0,
and plugging this into the second member of (36) shows that the infimum can be restricted to v ≥ 0. It follows from (35) that R is a nonincreasing and right-continuous function. 
where τ denotes the shift operator acting on environments by (τ y α)(.) = α(y + .) for any y ∈ Z and α ∈ A.
Statement (37) deals with the hydrodynamics away from the source, while (38) is a strong local equilibrium statement. Remark that the latter differs from the standard strong local equilibrium property in the homogeneous setting, since instead of a fixed limiting equilibrium measure, one has an equilibrium measure moving along the disorder. We have actually stated in (38) only half of the complete local equilibrium statement established in [6] (which also includes a reverse inequality and the largest maximizer), because it is sufficient for our current purpose.
The values f * (v) and λ − (v) in (37)-(38) can be understood as follows, see also [3] for a similar variational formula in a different context. The source process is compared with an equilibrium process with distribution µ α λ , which has asymptotic current (p − q)λ and mean density R(λ). Hence its current across an observer travelling with speed v is (p−q)λ−vR(λ). The source has a bigger current, which thus dominates the supremum of these equilibrium currents, that is f * (v) defined in (34). On the other hand, if one admits that the source process around the observer is close to some equilibrium process, then the current must be (p − q)λ − vR(λ) for some (possibly random) λ ∈ [0, c], hence dominated by f * (v), and this λ is a maximizer of (34), hence dominating λ − (v).
In the sequel, the following quantity will play an important role:
This quantity can be interpreted as the speed of a front of uniform density ρ c issued by the source. Assumption (H) is equivalent to the infimum in (39) being achieved uniquely for λ tending to c, which in turn is equivalent to
where R ′ + was defined in (17) . Let λ 0 denote the smallest minimizer of (39), or λ 0 = c if the infimum in (39) is achieved only for λ tending to c, that is under condition (H). The following lemma shows that R(λ 0 ) is the density observed right behind the front. 
Proof of Theorem 2.1
Let α ∈ A, l < 0 < r, and η 0 ∈ X a configuration such that η 0 (x) ∈ N for x ∈ (l, r), η 0 (l) = η 0 (r) = +∞. Consider the process (η α t ) t≥0 , with initial configuration η 0 , and generator L α (see (5)). The restriction (η α,l,r t ) t≥0 of (η α t ) t≥0 to (l, r) is a Markov process on N (l,r) with generator given by, for an arbitrary (since g is bounded) function f on N (l,r) ,
The above process is an open Jackson network, whose invariant measure is well-known in queuing theory. In our case this measure is explicit:
The process with generator (41) is positive recurrent if and only if
If condition (43) is satisfied, the unique invariant measure of the process is the product measure µ α,l,r on N (l,r)∩Z with marginal θ λ(x)/α(x) at site x ∈ (l, r)∩Z.
Proof of Lemma 4.
1. An explicit computation shows that λ α,l,r (.) given in (42) is the unique solution to the following system:
A standard result in queuing theory (see e.g. [19] ) states that the process with generator (41) is positive recurrent if and only if this solution satisfies condition (43), and that in this case, it has as unique invariant measure µ α,l,r .
We can now conclude the Proof of the upper bound (13) . Recall that the quenched process (η α t ) t≥0 in (13) has initial configuration η 0 ∈ N Z , and generator (5). For ε > 0, let
We can regard a ε and A ε as positions of potential bottlenecks since the flux across these points is close to the maximum uniformly on all configurations. Thanks to assumption (3), the set in (47) is never empty. In contrast, the set in (48) may be empty, in which case, by the usual convention, a ε (α) is set to +∞. It follows from definition (47) that
We define r ′ ∈ Z, α ′ ∈ A, a [0, c]-valued function λ ε (.) on (l, r ′ ) and a probability measure µ ε on N (l,r ′ ) as follows, so that µ ε is an invariant measure for
First case. Condition (43) is satisfied, thus the measure µ α,l,r of Lemma 4.1 is well defined. This is true in particular if a ε (α) < +∞, see (42). We set r ′ := r, α ′ = α, λ ε (.) = λ α,l,r (.) and µ ε := µ α,l,r .
Second case. Condition (43) is not satisfied. We then set
and define a modified environment α ′ = α ′ (α, l, r) by setting
Since α(.) and λ α,l,r (.) satisfy (44)- (46), by construction, α ′ (.) and the restriction of λ α,l,r (.) to (l, r ′ ) ∩ Z still satisfy these equalities, and we define λ ε (.) as this restriction. Thus µ ε := µ α ′ ,l,r ′ , is an invariant measure for L α ′ ,l,r ′ .
Define the initial configuration η 0 ∈ X by η 0 (x) = η 0 (x) for all x ∈ {l, r ′ }, η 0 (l) = η 0 (r ′ ) = +∞. As above for Lemma 4.1, (η α t ) t≥0 denotes the process with generator (5) and initial configuration η 0 , and (η α,l,r ′ t ) t≥0 its restriction to (l, r ′ ). Recall from the above preliminary that (η α,l,r ′ t ) t≥0 is a Markov process with generator L α,l,r ′ defined by (41). Since η 0 ≤ η 0 , by attractiveness, we have η
) t≥0 be the process with generator L α ′ ,l,r ′ defined by (41), and whose initial configuration is the restriction of η 0 to (l, r ′ ). This process converges in distribution as t → +∞ to its invariant measure µ ε defined above. By attractiveness, and the fact that the entrance rate qα(r ′ ) at r ′ in L α ′ ,l,r ′ has been increased with respect to that of L α,l,r ′ , we have that η
From (42) it follows that λ ε (x) in a finite neighbourhood of 0 can be made arbitrarily close to α(l) by choosing ε appropriately small. This in turn implies that r ′ goes to infinity as ε goes to 0 in both first and second cases. Thus for ε small enough, the support of h is contained in (l, r ′ ). Since h is nondecreasing with support in (l, r), we then have
Since as ε goes to 0, α(A ε ) goes to c, we have that λ ε (x) converges uniformly to c on every finite subset of Z. Hence,
This concludes the proof of Theorem 2.1.
Proof of Theorem 2.2
Let y ∈ Z ∩ (−∞, 0). By Corollary 3.1 (with z = 0 and ζ = η 0 ),
Let z ∈ (0, +∞), and (t n ) n∈N denote a sequence of nonnegative real numbers such that
where ρ < ρ c is given in (16) . Let y n := ⌊−t n z⌋. Taking quenched expectation of (53) yields
By Proposition 3.1,
where f * is the Legendre transform of f defined by (34). Passing to the limit in (54) as n → +∞, we obtain lim sup
Since the above is true for every z > 0, we have lim inf
wheref is the concave envelope of f defined in (36). Note that the infimum in (56) is equal to the one in (36) by continuity of f * . Since f is strictly increasing, we have thatf (ρ) <f (ρ c ) = f (ρ c ) = (p − q)c. We have thus shown that lim inf
Now assume that the conclusion of the proposition is false, i.e. that η α t converges in distribution to µ α c as t → +∞. Since
which contradicts (57).
Proof of Theorem 2.3
By assumption (3), there exists a decreasing sequence (X k ) k∈N of negative integers such that lim
Given this sequence, we construct a decreasing sequence (x n ) n∈N of negative integers such that (x n ) n∈N is a subsequence of (X k ) k∈N , and lim n→+∞ x n δ n = 0 (59) where
Set x 0 = 0 and pick t 0 > 0, then set δ 0 = (1 + V )t 0 , where V is a finite propagation speed constant given for this kernel p(.) by Lemma 3.1. Then for every n ∈ N, define
Let η 0 ∈ X be the particle configuration defined by
where the sequence (y n ) n∈N is defined as follows:
and (ρ n ) n∈N (in the case ρ c = +∞) is a sequence satisfying
Let η n 0 be the truncated particle configuration defined by
We denote respectively by η 
Hence the supercriticality condition (2) 
The lower bound
The lower bound of Proposition 2.1 can be established along the following lines, see [6] for (lengthy) details of this scheme. The supercriticality condition (2) is shown in a first step to imply that locally around the origin, our process (η 
