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Abstract
Molecular dynamics simulations have been performed for two immiscible fluids confined in a slit pore. It is observed that in the
regime of complete wetting, the wetting fluid spreads at the solid surface through a penetrating monomolecular layer intercalated
between the solid wall and the nonwetting fluid. In particular, the penetration length of this monolayer increases as L(t) ∼ √t .
Therefore, the monolayer spreading observed for the confined immiscible (simple) fluids is very similar to the terraced spreading
observed for nonvolatile polymeric liquids. We propose a simple model to explain the diffusive manner of monolayer spreading,
taking into account the capillary driving force and the interfacial dissipation caused by the slipping of monolayer at the solid
surface. The diffusive behavior of L(t) is recovered and the value for the diffusion coefficient is evaluated, in semi-quantitative
agreement with our observation.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
The dynamics of wetting has been the subject of intensive investigation over decades [1,2]. Numerous works have
been done for the spreading of liquids at solid surfaces [3–6], the penetration of liquids in capillary tubes [7–10],
and the contact-line motion [3,11–15]. Molecular dynamics (MD) simulations have played a very important role in
these studies. In the investigation of spreading dynamics, most MD simulations have been performed for liquids with
and without surrounding vapor [5,6,16]. In this paper we perform MD simulations for two immiscible fluids confined
in a slit pore. The purpose is to observe if interesting spreading phenomena may appear in confined immiscible
fluids. From the system geometry to the modeling of solid wall and immiscible fluids, we follow those earlier MD
simulations of contact-line motion in two-phase immiscible flows [12–15]. The fluid–solid interactions are tuned to
generate a spontaneous spreading process in the regime of complete wetting. We find that the wetting fluid spreads at
the solid surface through a penetrating monomolecular layer intercalated between the solid wall and the nonwetting
fluid. This monolayer spreading is similar to the terraced spreading of chain molecules observed for nonvolatile liquids
[4,5]. In particular, we find that the penetration length of the intercalated monolayer increases as L(t) ∼ √t . This
diffusive behavior has also been observed in the terraced spreading of nonvolatile polymeric liquid drops: one or
E-mail address: maqian@ust.hk.
0898-1221/$ - see front matter c© 2007 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2007.08.015
T. Qian / Computers and Mathematics with Applications 55 (2008) 1554–1559 1555
Fig. 1. Simulation geometry for two immiscible fluids confined in a slit pore. The open and solid circles indicate the instantaneous molecular
positions of the two fluids projected onto the xz plane (same below). The squares denote the wall molecules, which form four layers for each of the
lower and upper walls (same below). Note the large difference between the extents along x and z.
more monomolecular layers spread with an average radius R(t) ∼ √t [4,5]. Therefore, we have observed interesting
spreading phenomena in confined immiscible (monatomic) fluids, similar to those observed for nonvolatile polymeric
liquids. We emphasize that such spreading phenomena have not been observed in earlier simulations performed
for simple monatomic (volatile) and diatomic (nonvolatile) liquids [16]. A model has been proposed to explain the
diffusive monolayer spreading, taking into account the capillary driving force and the interfacial dissipation caused by
the slipping of monolayer at the solid surface. The behavior of L(t) ∼ √t is recovered and the value for the diffusion
coefficient is evaluated, in semi-quantitative agreement with MD observation. Finally, we point out that our model
is supported by the recent MD simulations of polymeric liquid spreading with molecular precursor film [6]. We also
point out that our model reflects the opposing effects of fluid–solid interactions on spreading rate, in accordance with
the conclusion in Ref. [2].
2. Molecular dynamic simulations
In our MD simulations, two immiscible fluids are confined between two parallel walls in the xy plane, with the
fluid–solid boundaries defined by z = ±H/2 (see Fig. 1). Periodic boundary conditions are imposed along the x
and y directions. Interaction between fluid molecules separated by a distance r is modeled by a modified Lennard-
Jones (LJ) potential U f f = 4[(σ/r)12 − δ f f (σ/r)6], where δ f f = 1 for like molecules and δ f f = −1 for
molecules of different species with immiscibility. The average number density for the fluids is set at ρ = 0.81/σ 3.
The temperature is controlled at 1.2/kB , above the liquid–gas coexistence region. Each wall is constructed by four
[001] planes of an fcc lattice, with each wall molecule tethered to a lattice site by a harmonic spring. The mean-
squared displacement about the lattice sites is controlled to be sufficiently small and the spring constant is chosen
to simulate the wall of strong rigidity [13]. The mass of the wall molecule is set equal to that of the fluid molecule
m. The number density of the wall is set at ρw = 1.86/σ 3. The wall–fluid interaction is modeled by another LJ
potential Uw f = 4w f [(σw f /r)12 − δw f (σw f /r)6], with the energy and range parameters given by w f = 1.16 and
σw f = 1.04σ , and δw f for specifying the wetting property of each fluid. Two different values of δw f , δAw f and δBw f , are
assigned to the wetting and nonwetting fluids, respectively. The wetting fluid is denoted by fluid A and the nonwetting
fluid by fluid B. There is no locked layer of fluid molecules at the solid surface. We use shifted interaction potentials,
with U f f and Uw f both cut off at rc = 2.5σ . In most of our simulations, the sample dimension along y is 6.8σ , the
wall separation along z is H = 27.2σ , and the sample dimension along x is from L = 81.7σ to 163σ .
Observation of spreading starts from an initial state prepared as follows. We first apply identical wall–fluid
interactions to the two fluids, with the value of δw f for fluid B tentatively set equal to δAw f , which is for the wetting
fluid A. This leads to a flat static fluid–fluid interface in the yz plane with a 90◦ contact angle. The whole system is
equilibrated for a time interval ∼50τ , where τ is the atomic time scale √mσ 2/. The equilibrium state thus obtained
is used as the initial state at time t = 0. To initiate the spreading/penetration, the value of δw f for B is then switched
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Fig. 2. Segment of the MD simulation sample, showing the penetrating monolayer of A molecules (solid circles) intercalated between the wall and
fluid B (empty circles).
Fig. 3. Segment of the MD simulation sample, showing the fluid–fluid interface in the final equilibrium state. It is in the shape of a circular arc
with a 180◦ contact angle. The solid line is a circle for eye guidance. Note that the solid surface is fully covered by a layer of A molecules (solid
circles).
from δAw f to δ
B
w f at t = 0. Since fluid A is modeled to be the (complete) wetting fluid while fluid B the nonwetting
fluid, the displacement of B by A at the solid surface starts immediately.
The time evolution starting at t = 0 may be described as follows. First, due to the sudden switch of the value for
δw f , the molecules of fluid B are repelled away from the wall quickly. This leads to a decrease in the density of B
molecules near the wall, hence an increase in that density away from the wall. Consequently, the pressure of fluid B
in the central region is increased and the fluid–fluid interface becomes curved in response to the pressure difference
across the interface. Meanwhile, the contact angle is changed, becoming larger than 90◦ (measured in the side of the
nonwetting fluid B).
While the fluid–fluid interface is in the course of bending, the first layer of A molecules spreads at the solid surface
much faster than the second layer and the bulk of fluid A. Consequently, a penetrating monolayer of A molecules
forms between the wall and fluid B, with an increasing penetration length along x (see Fig. 2). This is a microscopic
capillary imbibition process. The total interfacial free energy is lowered by the spontaneous growth of the penetrating
monolayer. This implies the inequality: γwA + γAB < γwB , where γwA is the interfacial free energy density between
the wall and the monolayer of A molecules, γAB is that between the monolayer and fluid B, and γwB is that between
the wall and fluid B. Obviously, the above inequality requires δAw f and δ
B
w f to be sufficiently far from each other. In
fact, for δBw f close to δ
A
w f , a finite contact angle can be stabilized [15].
As the system extension is finite along x , the left-heading penetrating layer eventually meets the right-heading layer
at the boundaries x = ±L/2. Then the system reaches the final equilibrium state, which is of the lowest free energy
for the two confined immiscible fluids. The fluid–fluid interface exhibits an equilibrium profile, which is a circular arc
with a 180◦ contact angle (see Fig. 3). In fact the final circular profile is almost approached when the penetrating layer
is long enough (>10σ ).
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Fig. 4. The time dependence of the number of A molecules in the penetrating layer. The dashed line has a slope of 1/2, and hence the time variation
of Np follows the
√
t behavior. Different fluid–solid interaction parameters are used in obtaining the five sets of data. The parameter δA
w f is set to
be 1; the varied parameter is δB
w f which takes the values of −0.1 (circles), −0.3 (squares), −0.5 (diamonds), −0.7 (up triangles), and −1 (down
triangles). Note that lower δB
w f is, faster the penetration proceeds.
Confined within a short interval (≈0.5σ ) along z, those A molecules at the solid surface form a pronounced
layer, extending homogeneously in the x direction, from the first layer of bulk fluid A to the penetrating monolayer
intercalated between the wall and fluid B. The number density of A molecules, when integrated along z across the
intercalated layer, is nearly uniform along x until the end of the penetrating layer is approached. The time variation of
the penetration length has been obtained by measuring Np, the number of A molecules within the known z interval in
the penetrating layer. Fig. 4 shows Np as a function of time t in the log–log scale. The dashed line has a slope 1/2,
indicating the well-known
√
t spreading behavior [7,8,4,5] to be indeed observed for sufficiently large penetration
length (in late stage of spreading). The plateau at the end of some data sets indicates that the final equilibrium has
been reached and Np is saturated.
The
√
t behavior for capillary penetration dates back to the Lucas–Washburn equation [7,8], first derived for
penetration of liquids into cylindrical capillaries:
L = √(γ R cos θ/2η)t . (1)
Here the penetration length L at time t is related to the wetting properties and the viscosity, where γ is the surface
tension of the penetrating liquid, R the tube radius, θ the contact angle between the liquid and the capillary wall
(cos θ > 0), and η the liquid viscosity. A similar expression can be derived for slit pores as well, with the same
√
t
behavior. Physically, Eq. (1) arises from the force balance expressed by
2γ cos θ/R = (8ηL/R2)dL/dt, (2)
where the left-hand side represents the capillary driving force, which is a pressure difference across the curved liquid
surface, and the right-hand side is the viscous force accumulated over the length L .
We propose a similar model to explain the time variation of the monolayer penetration length. According to the
inequality γwA + γAB < γwB , the capillary driving force for penetration is the spreading coefficient
Fγ = γwB − (γwA + γAB), (3)
where γwB is the (higher) free energy density at interface I, the original interface between the wall and fluid B, and
γwA+ γAB is the (lower) free energy density at interface II, the composite interface between the wall and fluid B with
a monolayer of A molecules intercalated. A microscopic mechanical expression for Fγ is
Fγ =
∫
I
dzσxx (z)−
∫
II
dzσxx (z), (4)
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where σxx is the xx component of the fluid stress, and
∫
I(II) dz denotes the integration along z across the interface I
(II). The free energy represented by Fγ must be ‘burned’ through some dissipation mechanism during penetration.
Given the molecular thickness of the monolayer (≈0.5σ ), we assume there is no viscous dissipation within. Instead,
interfacial dissipation occurs at the wall–fluid interface, via the slip of the penetrating layer relative to the solid wall.
Fluid slip at solid surface has been simulated for both the single-phase fluids [17–20] and the two-phase fluids [12–15].
According to the Navier slip boundary condition [18–20,15], the frictional force exerted by the wall on the slipping
fluid is
Gw = βvslipx , (5)
where β is the slip coefficient (of the dimension of [viscosity][length]−1) and vslipx is the tangential slip velocity
relative to the solid wall. Equating the capillary driving force Fγ to the integrated frictional force GwL yields
Fγ = βvslipx L = β(dL/dt)L , (6)
where the slip velocity vslipx is given by dL/dt , being a constant along the penetrating monolayer with uniform
thickness. Integration of Eq. (6) leads to
L =
√
(2Fγ /β)t =
√[2(γwB − γwA − γAB)/β]t, (7)
which shows the observed
√
t behavior for sufficiently large L (in late stage of spreading). Defining the diffusion
coefficient D through the relation L = √2Dt , we have D = Fγ /β.
The driving force Fγ has been determined in MD simulations according to Eq. (4), with
∫
I dzσxx (z) = γwB and∫
II dzσxx (z) = γwA + γAB measured for the interfaces I and II respectively. For δAw f = 1 and δBw f = −0.3, Fγ has
been measured to be 1.7/σ 2. The coefficient D in the relation L = √2Dt has been determined to be 0.7σ 2/τ , from
the (late) time variation of Np (shown in Fig. 4) and the number density of A molecules in the penetrating monolayer.
These values for Fγ and D indicate that the slip coefficient β is given by Fγ /D = 2.4√m/σ 3 approximately. For
comparison, we have carried out independent MD simulations for a single-phase LJ fluid in Couette geometry, using
the same fluid density, temperature, wall structure, and system size. The slip coefficient for single-phase fluid has
been determined to be 2.5
√
m/σ 3, being very close to the value 2.4
√
m/σ 3 above deduced from the penetration
behavior. For δAw f = 1 and δBw f = −1, Fγ has been measured to be 2.7/σ 2. Meanwhile, the coefficient D in the
relation L = √2Dt has been determined to be 1.3σ 2/τ . These values for Fγ and D yields a slip coefficient β given
by Fγ /D = 2.1√m/σ 3 approximately. This deduced value for the slip coefficient is a bit different from the directly
measured value 2.5
√
m/σ 3, by 16%. Obviously, the driving force Fγ is increased as the value of δBw f is lowered
and that of γwB raised. An increased Fγ leads to a larger diffusion coefficient D = Fγ /β and consequently a faster
penetration. This is readily seen in Fig. 4.
Recent MD simulations of droplet spreading [6] show that the Tanner law [1,21] can be recovered even if the
wall–fluid interaction is cut off (no long-range interaction) and the resulting precursor film is limited in thickness to
a few molecular diameters. This result indicates that the free energy described by the spreading coefficient is fully
dissipated ahead of the nominal contact line, within a molecular precursor film [1,6]. Such a picture for dissipation
is indeed what we have assumed (by Eq. (6)) in our model for the monolayer spreading observed in the present
simulation.
According to Ref. [2], solid–liquid interactions modify both the driving force and the resistance to wetting
(spreading). In particular, these two effects have opposing consequences: strong (attractive) interactions increase both
the driving force and the resistance. We would like to point out that this general conclusion is indeed manifested in
our model for the monolayer spreading. By increasing the attractive interaction between the wall and fluid A, the free
energy density γwA in the driving force Fγ can be lowered, but meanwhile the slip coefficient β is increased due to
the enhanced wall–fluid coupling.1
1 According to Ref. [19], smaller slip coefficient, or equivalently larger slip length, is reached when the fluid–solid interface becomes more
nonwetting.
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3. Conclusion
In conclusion, MD simulations have been performed for two immiscible simple fluids confined in a slit pore.
It has been observed that in the regime of complete wetting, the wetting fluid spreads at the solid surface through
a penetrating monolayer intercalated between the solid wall and the nonwetting fluid. Diffusive behavior of this
penetration has been measured and a simple model proposed. Semi-quantitative agreement has been obtained for the
diffusion coefficient. Our model is supported by the simulation results of Ref. [6] and the theoretical results of Ref. [2].
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