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Progress made by PNNL in FY2011 continues to indicate the promise of LSDS analysis and algorithms applied to used fuel. PNNL developed an empirical model based on calibration of the LSDS to simulated responses generated from well-characterized used fuel. The empirical model accounts for self-shielding effects using empirical basis vectors calculated from the singular value decomposition (SVD) of a matrix containing the true self-shielding functions of the used fuel assembly models. The potential for the direct and independent assay of the sum of the masses of 239 Pu and 241 Pu to within approximately 3% over a wide used fuel parameter space was demonstrated. PNNL also continued to develop an analytical model. Such efforts included the addition of six more non-fissile absorbers in the analytical shielding function and the nonuniformity of the neutron flux across the LSDS assay chamber. These improvements in the algorithm did not significantly improve the results of the analytical approach. A hybrid analytical-empirical approach was developed to determine the mass of total Pu (sum of the masses of 239 Pu, 240 Pu, and 241 Pu), which is an important quantity in safeguards. Results using this hybrid method were of approximately the same accuracy as the pure empirical approach. In addition, total Pu was determined with much better accuracy with the hybrid approach than the pure analytical approach.
In FY2012, PNNL will continue efforts to optimize its empirical model and minimize its reliance on calibration data. In addition, PNNL will continue to develop an analytical model, considering effects such as neutron-scattering in the fuel and cladding, as well as neutrons streaming through gaps between fuel pins in the fuel assembly.
Figures
Figure 2-1. Schematic of the PNNL model of a lead slowing-down spectrometer for fuel assay.
The interrogating neutron population induces fission in the fuel assembly and isotopic fission chambers, and threshold fission chambers record the time-dependent production of prompt fission neutrons [6] . Ratios of the self-shielding function determined from the analytical model and the MCNP simulations. The MCNP f(t) was obtained by dividing the actual average flux in the fuel by the actual average flux in the surrounding detectors as tallied in the MCNP simulations [7] . The analytical f(t) was calculated using (6) 
Introduction
Nondestructive assay (NDA) for quantifying the amount of the individual Pu isotopes (i.e. 239 Pu, 240 Pu, 241 Pu) in used fuel assemblies is important for nuclear safeguards and used fuel storage. With respect to nuclear safeguards, it is necessary for determining shipper-receiver difference and retaining or recovering continuity of knowledge. Such measurements can also be used to support criticality calculations by verifying fuel burnup in order to maximize used fuel capacity in short-term and long-term fuel storage, and to optimize the efficient transport of used fuel.
Current NDA methods infer total Pu mass using a combination of burnup codes for calculating isotopic inventories and passive measurements of easily measured isotopes in used fuel (e.g. 137 Cs and 244 Cm). The International Atomic Energy Agency (IAEA) has determined that such methods typically carry a Pu uncertainty of approximately 10% [1] , which may result in an unaccounted Pu mass of more than 1000 kg per year in a high-volume storage or reprocessing facility.
To address these issues, this work focuses on the application of lead slowing down spectrometry (LSDS) to the measurement of isotopic masses in spent fuel. LSDS is a well-established active interrogation technique for use in nuclear cross-section measurements [2, 3] . The goal of this effort is to use LSDS to directly measure fissile isotopes (e.g. 235 U, 239 Pu, and 241 Pu) in used fuel assemblies with significantly better accuracy than current NDA methods, with minimal externally provided (operator-declared) information, and in a time-efficient manner. An example of an appropriate place for LSDS in a fuel cycle would be at the receiving end of a reprocessing facility.
Earlier work by PNNL explored the use of neural networks capable of "learning" the effects of self-shielding and compensating for nonlinearities [4] . However, that work did not address the objective of truly direct measurement and required extensive calibration using well-known spent-fuel assembly standards -an expensive and in some cases, impossible, requirement. Following this, the authors explored the use of a nonlinear correction to the linear relationship using cubic splines to approximate the self-shielding effect over all slowing times [5] . The need for analyst intervention in defining knot points, and the limitations of the splines methodology to accurately track the sharp features of self-shielding, were considerable downsides to the splines approach. Subsequently, an analytical model for self-shielding was developed, which draws on tabulated nuclear data but leaves the mass of fissile and attenuating isotopes as free variables to fit [6] . The method yielded fairly reasonable assay errors within 5% over a narrow fuel parameter range and showed that LSDS was capable of full-volume assay; however, the method yielded ~10% error on total Pu mass [7] over the entire parameter range spanned by the LANL 64 used fuel assembly library [8] , as modeled in MCNPX 2.6.0 [9] . Therefore, in FY2011, in addition to continuing to study and refine its analytical model, PNNL developed an empirical model, which shows promise of significantly reducing the uncertainties of the extracted isotopic masses to below 3% over the entire parameter range spanned by the LANL 64 used fuel assembly library [10] . A hybrid analytical-empirical model was also developed in order to determine the mass of 240 Pu in addition to the mass of the fissile isotopes, which yielded promising results.
Principles of LSDS for Fuel Assay
The use of LSDS for the NDA of used fuel assemblies is based on the unique resonance structure of the cross sections of the isotopes in the fuel. These resonances are strong functions of the incident neutron energy. A simplified schematic of the PNNL design of a spectrometer for use in the NDA of used nuclear fuel is shown in Figure 2 -1. This figure also illustrates the process for determining the isotopic masses in the fuel assembly. The interrogating neutrons are injected into the Pb by a pulsed neutron source (e.g. linear accelerator (LINAC)), initially having several MeV of energy. Within approximately a microsecond, they lose energy via inelastic collisions with the Pb nuclei such that the mean interrogating neutron energy decreases to approximately 100 keV. At that time (and neutron energy), elastic scattering becomes the dominant interaction method. Then the relationship between neutron energy E and slowing time t is given by (1) , and the energy resolution is given by (2) 
.
In (1), k and t 0 are parameters of the spectrometer, and A is the atomic mass of the material of the spectrometer in (2) . Note that the resolution is independent of the time in this approximation. The underlying assumption of (1) and (2) is that the Pb is completely free from impurities, particularly those having light atomic mass, such as hydrogen. Consequently, the fuel must be completely dry before being placed in the LSDS. The presence of the fuel assembly in the spectrometer interrogation chamber also has an appreciable effect on (1) and (2) [6] .
As the interrogating neutrons slow down in the Pb, they induce fissions in the various isotopes of the sample. The prompt fission neutrons emitted by these fissile isotopes contribute to the signal generated in the assay-signal sensors (e.g. fission chambers containing 232 Th or 238 U). The fission neutrons can be distinguished from the interrogating neutrons by their energy. As 232 Th and 238 U have very low fission cross sections (< 100 µb) below 100 keV, they make ideal materials for assay chambers to detect the fast fission neutrons. The interrogating neutron population induces fission in the fuel assembly and isotopic fission chambers, and threshold fission chambers record the time-dependent production of prompt fission neutrons [6] .
Currently, no spectrometer can assay full, used fuel assemblies in order to evaluate LSDS methods described here. Therefore, this work currently relies on a modeling library of 64 fuel assemblies developed by LANL [8] , which will be referred to as the LANL 64. The assemblies range in initial 235 U loading from 2% to 5%, in burnup from 15 to 60 GWd/MTU, in cooling time from 1 to 80 years. The hydrogen concentration in the fuel cladding of each assembly is set as 10 ppm per 1 GWd/MTU. Variation in radial burnup within each fuel pin, as well as variation in burnup among each separate fuel pin are included within each of the 64 fuel assembly models. In MCNPX, the fuel assembly models were placed inside the assay chamber of a nominal spectrometer [6] to simulate the assay and to evaluate the mathematical models used to extract the masses of the isotopes.
Time Spectral Analysis Algorithms
In the PNNL approach, isotopic fission chambers measure the isotopic response to the neutron field inside the lead stack. The isotopic fission chambers are comprised of one of the isotopes of interest (e.g. 235 U and 239 Pu) assumed to be present in the fuel assembly. The individual signals generated from induced fission in these chambers, x i (t), serve to deconvolve the assay signal, y(t), from the threshold fission chambers (lined with either 238 U or 232 Th), which serve to detect the prompt fission neutrons emitted from the fuel. Examples of simulated isotope response functions and assay signals are shown in Figure 3 -1.
Figure 3-1. Example LSDS time spectra from the PNNL LSDS design: Isotope response functions, x(t), for the three primary fissile isotopes of interest (left), and simulated assay signals, y(t), from PWR fuels of various burnup levels (right) [6] .
The assay signal y(t) is expected to be a linear combination of the isotopic response functions,
where 235 indicates 235 U, 239 indicates 239 Pu and 241 indicates 241 Pu. In (3), it is assumed for simplicity that the efficiencies of each of the isotopic fission chambers are the same. The isotopic coefficients, a i , are proportional to the corresponding isotopic masses, m i , in the fuel.
One must account for the self-shielding effect caused by the presence of strong absorbers in the fuel assembly. This effect alters the interrogating neutron flux such that flux in the fuel, ,
is not equal to the flux in the fission chambers, . In order to account for the selfshielding, a time-dependent self-shielding function, f(t), is introduced:
where ! i is the average number of neutrons released per fission. Equation (4) assumes each isotopic fission chamber contains the same number of fissile nuclei in addition to the assumptions upon which (3) is based.
The self-shielding function, f(t), is defined as:
. (5) Thus in this scheme applied by PNNL, in order to extract the isotopic masses m i , it is necessary to measure the assay signal y(t) and the isotopic responses x i (t) as well as have a means to determine the self-shielding function f(t).
Analytical Approach for Approximating Self-Shielding
In FY2010, PNNL developed a first-generation analytical model for the self-shielding function f(t). Using this model, one can determine the masses of fissile isotopes (e.g. 235 U, 239 Pu, and 241 Pu) as well as the masses of non-fissile isotopes that cause significant absorption (e.g. 240 Pu and 238 U). While 240 Pu is fissile, it has a much larger (n,#) cross section, so that it has very significant absorption effects. In this first-generation formulation, the fuel is considered as a simple, homogeneous, right parallelepiped of length H and edge dimension L. It is assumed that the reaction cross-sections can be expressed in terms of slowing time, using the slowing-time versus energy relationship in (1). This formulation for the self-shielding function is , (6) where N A is Avogadro's number, and " f and " c are the microscopic fission and capture crosssections for isotope i as a function of slowing-down time [7] . The five isotopes included in the summation in the original analysis were 235 U, 238 U, 239 Pu, 240 Pu, and 241 Pu. It should be noted that (6) is slightly different than the analytical form presented in [7] . This is due to a correction in the mean chord length used of 4V/S [12] as opposed to 8V/S as previously reported by PNNL in [7] , where V is the volume and S is the surface area of the homogenized fuel parallelepiped.
In FY2011, initial work at PNNL was focused on verifying and improving the implementation of f(t) as formulated in (6):
• The impact of extending the selection of isotopes included in (6) was studied. Accounting for the top 11 absorbers in the self-shielding function provided little improvement compared to the original top 5 absorbers. Results are shown in Table 4 -1.
• It was discovered that absorption and scattering in the 238 UO 2 plays a significant role in the deviation of the flux in the fuel from the incident neutron flux that is generating the x(t) signals in the isotopic fission chambers, as shown in Figure 3 -2. Each used fuel assembly contains ~120 kg of 238 U. For the result shown in Figure 3 -2, for a 3% enriched, 30 GWd/MTU, 1 year cooled fuel assembly, the masses of the major five isotopes (i.e. 235 U, 238 U, 239 Pu, 240 Pu and 241 Pu) were homogenized throughout the fuel assembly volume.
• The TallyX feature of MCNPX was used to calculate the actual mean chord length of the neutron paths through the assembly. This value replaced the original Dirac mean chord length in the analytical model, which was based on the assumption of isotropic and uniform flux. The calculated mean chord length differed very little from the Dirac chord length for the case when the LSDS interrogation chamber was empty (air) and when the fuel assembly contained pure 238 U (see Appendix A).
• The inequality of the flux in the fission chambers compared to the flux in the empty assay chamber (case with no fuel assembly) was taken into account in the model (See Appendix A). In particular, the f(t) for the empty assay chamber case was found to be fairly constant at ~0.8 over the time region of interest. This was taken into account by multiplying (6) by 0.8.
Although these modifications generally improved the agreement between the analytical f(t) and the f(t) obtained by MCNP simulations [7] over a significant portion of the 20 !s to 2000 !s slowing-down time interval, no significant improvement in the accuracy of the calculated mass estimates resulted. The first-generation f(t) will need to be significantly modified if further improvements in the accuracy are to be made.
A new formulation of the self-shielding function would need to account for major deficiencies (see Appendix A). For instance, results from MCNPX simulations conducted in FY2011 indicated that the neglect of scattering within the fuel assembly and the neglect of streaming of incident neutrons between the fuel pins within the fuel lattice may contribute to discrepancies between the analytical f(t) and the f(t) determined directly from the MCNPX simulations. The ratio of the f(t) for the analytical model and for MCNPX simulations are shown in Figure 3 -2. Three cases are shown in this figure: homogenized fuel assembly containing four isotopes (excluding 238U), homogenized fuel assembly containing five isotopes (includes 238U), and a realistic geometry full fuel assembly. As shown in the figure, even for the case when the 238 U is included, the analytical f(t) and the MCNPX-calculated f(t) obtained are quite similar over the entire slowing-down time of interest. Whereas, the analytical f(t) and MCNPX-calculated f(t) do not agree as well. This indicates that neglect of streaming (by treating the fuel as homogenous) and scattering of neutrons may be the cause of the discrepancies between the analytical model and MCNPX results for f(t), since accounting for the top 11 absorbers in the self-shielding function provided little improvement compared to the original top 5 absorbers. [7] . The analytical f(t) was calculated using (6) for a homogenized fuel assembly.
Empirical Approach for Approximating Self-Shielding
As an alternative to the analytical approach [10] , an empirical model was developed to verify that the y(t) and x(t) signals generated within the LSDS were sufficiently accurate to distinguish between the various assemblies within the standard LANL 64 library. This approach was based on calibration and a numerical approximation to f(t) using singular value decomposition (SVD) [13] . The SVD technique reduced the data to a set of empirical basis vectors to approximate f(t)'s for each of the 64 LANL fuels.
For this algorithm, the 64 true f(t)'s were determined. For each of the 64 used fuel assembly models in the LANL 64, the true m i 's from the MCNP input decks were inserted into (4), which was then used to solve for f(t). The f(t)'s spanned 162 time bins ranging from 20 $s to 2000 $s.
A value of 1.0 was subtracted from each of these f(t)'s to improve the numerical stability when performing the final step of determining the unknown masses. These 64 true f(t)'s, with 1.0 subtracted, were then inserted into a matrix, A. The SVD of A was calculated, factoring A into three separate matrices: ,
where U is a unitary matrix and S is a diagonal matrix. The The algorithm has a practical limitation as currently implemented. All 64 fuel assembly models were used as a calibration set to determine the empirical B j (t)'s in (8) . Conducting 64 calibration measurements, to form the basis set is impractical. Efforts are underway to evaluate the use of smaller subsets of the 64 fuel assemblies to generate the B j (t)'s and to understand how those smaller subsets may impact the uncertainties.
Hybrid Analytical-Empirical Approach
The mass of 240 Pu, as well as the masses of other non-fissile isotopes that cause significant absorption in a used fuel assembly, cannot be determined using the empirical approach described in section 3.2. Therefore, a mixed approach making use of both the analytical and empirical approach was developed, based on the approximation ( ) ( ) where f 235,239,240,241 (t) is the self-shielding due to 235 U, 239 Pu, 240 Pu, and 241 Pu, and f remainder (t) is the self-shielding due to other isotopes in the fuel assembly.
Calibration Procedure
As was done in the pure empirical algorithm described in section 3.2, the true values of the nonself-shielding portion of the assay signal, y(t), for each of the used fuel assembly models in the LANL 64 was calculated. This was done by inserting the true mass (m i 's) taken directly from the MCNP input decks for the three major fissile isotopes (i.e. 235 U, 239 Pu, and 241 Pu) into the summation term in the decomposition of the assay signal y(t) represented by (4).
To account for the self-shielding due to 235 U, 239 Pu, 240 Pu, and 241 Pu, the true m i 's corresponding to these isotopes were inserted into the analytical self-shielding function given by (6) to calculate each of the 64 true f 235,239,240,241 (t)'s.
Each of the 64 y(t)'s was then divided by the corresponding true non-self-shielding portion of the y(t)'s and also by the corresponding f 235,239,240,241 (t) to obtain the true 64 f remainder (t)'s. According to the SVD process described in Section 3.2, these f remainder (t)'s were inserted into a matrix, of which the SVD was calculated. The result of this calculation, and of the calibration procedure as a whole, were eight empirical basis vectors, B j (t)'s, to approximate each of the f remainder (t)'s according to (8) .
Thus, as opposed to the pure empirical algorithm described in section 3.2 where the whole selfshielding portion of the assay signal is numerically approximated using SVD, only a portion of the self-shielding is calculated using the SVD process when using the hybrid analytical-empirical approach. Also, as opposed to the pure empirical approach, eight B j (t)'s were required in the analytical-empirical approach rather than five in order to obtain reasonable results. As was true for the pure empirical approach, all of the 64 used fuel assemblies were used in the calibration procedure in the hybrid analytical-empirical approach.
Determination of Isotopic Masses
A nonlinear maximum likelihood estimation was then performed in order to judge whether the masses of 235 U, 239 Pu, 240 Pu, and 241 Pu could be accurately determined using the B j (t)'s that were calculated in the calibration procedure to approximate the self-shielding effects caused by the remaining isotopes, represented by f remainder (t). For the nonlinear maximum likelihood estimation: the m i 's of 235 U, 239 Pu, 240 Pu, and 241 Pu were left as unknowns in (6) , for the analytical expression of f 235,239,240,241 (t); the m i 's corresponding to the fissile isotopes 235 U, 239 Pu, 241 Pu were left as unknowns in the non-self-shielding summation term in (4); and the b j (t)'s were left as unknowns in the numerical approximation of f remainder (t) given by (8) . A nonlinear maximum likelihood estimation was then performed to determine the m i 's and b j (t)'s, as described in Appendix B.
Results and Analysis
Results using the empirical approach applied to the LANL 64 assemblies are shown in Figure  4 -1. The figure compares the masses for 235 U, 239 Pu, and 241 Pu as estimated from the algorithm versus the true masses for each of the LANL 64 used fuel assemblies. Previous results had been shown recently in [10] . Those results were based on throwing 10 7 source neutrons; note that variation reduction (VR) techniques enable a significant reduction of thrown neutrons in the simulation compared to physical neutrons. Time-dependent weight-window VR was used in this work [7] . The results shown in Figure 4 -1 were generated with four times as many source neutrons as in [10] . The average percent error, <!>, as well as the maximum percent error, ! m , over each set of 16 fuels having the same level of burnup, is also shown. For Pu, <!> and ! m are given for the sum of 239 Pu and 241 Pu. The results show significant improvement over previous results using the analytical model [7] .
A side-by-side comparison is presented in Table 4 -1 among the results obtained using:
• the empirical algorithm with 4!10 7 source neutrons (Figure 4-1) • the same empirical algorithm but with 1!10 7 source neutrons [10] • the first generation analytical algorithm with 5 isotopes [7] • the analytical model with 11 isotopes [10] • the hybrid analytical-empirical approach described in section 3.3 of this paper From this table, one can see that the increase in the number of thrown neutrons significantly reduces both the average percent error and maximum percent error. This result suggests that some of the difference between modeled fuel isotopic masses and extracted isotopic masses was due in part to poor statistics in the simulation. In addition, it is clear that the empirical approach, even with the poorer statistics, provides better results than the current analytical approach. In addition, with the exception of the 235 U mass for 60 GWd/MTU, all of the higher statistical results for the empirical model have average percent errors less than 1.5%. The results in terms of average and maximum percent error for the hybrid analytical-empirical approach are approximately the same as the empirical approach for the same number of thrown neutrons. In addition, the average and maximum percent error are significantly lower than the analytical approaches with either 5 or 11 isotopes for total Pu mass, an important quantity in international safeguards. The 240 Pu mass cannot be determined using the pure empirical approach. (Figure 4-1) , the empirical algorithm with 10 7 source neutrons [10] , and the analytical model with 10 7 source neutrons and 5 isotopes [7] , the analytical model with 10 7 source neutrons and 11 isotopes [10] , and the hybrid analytical-empirical approach described in section 3.3 of this paper. An analysis was performed in order to determine whether running the MCNP simulations with additional particles would improve upon the average errors reported above. In addition, the results of the uncertainty analysis were used to determine the number of neutrons that would be required in practice to achieve the accuracy on which the calculated mass estimates shown in Figure 4 -1 were based. This analysis is discussed below.
Results illustrating the average percent error for the 235 U and 239 Pu mass estimates versus average number of counts tallied in the 238 U assay fission chamber detectors are shown in Figure 4 -2. The neutron slowing-down times were limited to between 20 $s and 2000 $s. The average percent errors for the 235 U mass estimates were much larger for the cases where fewer counts were detected in the assay chambers. In contrast, the average percent errors for the 239 Pu mass estimates were relatively insensitive to the average number of tallied counts in the assay detectors. Additional analysis was performed comparing the percent error for the calculated mass estimates versus the total mass of the respective isotope present in the used fuel assembly. The results of this analysis are shown together in Figure 4 -3 for 235 U, 239 Pu, 241 Pu, and the sum of the masses of all three fissile isotopes. The largest percent errors for 235 U were obtained for the fuel assemblies containing the lowest total mass of 235 U present in the entire fuel assembly. For three out of the four assemblies containing less than 100 g of 235 U, the calculated 235 U mass differed from the true mass by more than 10 %. The percent error for the 239 Pu calculated estimates was fairly insensitive to the total mass of 239 Pu in the fuel assembly. This may be a consequence of all of the fuel assemblies containing 239 Pu masses greater than 500 g and of smaller variations in the mass of 239 Pu across the LANL 64 used fuel assemblies. For 241 Pu, significantly larger percent errors were obtained for the calculated mass estimates, particularly for masses less than 10 g. In addition, three of the 64 fuels were simulated without VR. In the 20 $s to 2000 $s neutron slowing-down region, the fractional errors associated with the tallied counts in the 238 U assay detector for these three simulations were then compared to fractional errors for the MCNP simulations using VR for the same three fuels. From this comparison, the total number of source neutrons required, without using VR, to achieve the same level of statistical precision as that without using VR, across all time bins in the slowing-down region of interest, was determined. To determine the total number of source neutrons required in an actual spectrometer of the same design that was modeled in the simulations, the calculated result for the total number of source neutrons required without using VR was multiplied by an assumed absolute detection efficiency of 0.1% for the 32 238 U assay detectors combined, as estimated in a previous report [7] . The results of this calculation are given in Table 4 -2. From these preliminary results, the original assumption in [7] of a total of 10 16 source neutrons required for an assay of a used fuel assembly is reasonable, and is similar to the LANL conclusions [14] . Such an assay can theoretically be completed comfortably within an hour with the use of a LINAC as a pulsed neutron source. Table 4 -2. Number of source neutrons required in an experiment to achieve the same statistical precision across all time bins in the 238 U assay signal as the results upon which the calculated mass estimates presented in this report were based. 
FUTURE WORK
Further study is needed to test and develop confidence in the calibration-based algorithm. Therefore, the algorithm will be tested with a subset of the LANL 64 used fuel assemblies to generate the calibration data for numerically estimating the time-dependent self-shielding functions. In addition, the algorithm will be tested on models of fuels having different initial enrichments, burnups and/or cooling times than those of the LANL 64 used fuel assemblies.
The first generation analytical model will be modified in an attempt to accurately account for the streaming, scattering, and absorption that occur within the fuel assemblies and are not appropriately accounted for at present. This modification will proceed by a close inspection of the neutron physics occurring due to simplified interrogation targets, such as single pins and pin arrays representing sections of assemblies. This procedure will provide insight into the quantification of the importance of streaming, scattering and absorption in the fuel assemblies.
A new semi-empirical model will be generated from these studies that will in turn be used to gain insight into the generation of a new fully analytical model.
The incorporation of additional information will be investigated. These may include estimates of burnup from measurements using 134 Cs/ 137 Cs gamma-ray peak ratios or limited operatorprovided information, which if incorrect, would cause the results to significantly diverge. Such information can be incorporated into the calibration algorithm by enabling one to bias the selection of fuels used in the calibration set.
Future efforts must also include the benchmarking of the calibration algorithm with the experimental data from actual LSDS instruments, such as those available at the LANL LANSCE facility and the Gaerttner LINAC facility at RPI. For example, the calibration algorithm can be applied to the RPI fresh fuel pin measurements that were conducted in FY2011 by using MCNP to generate calibration data by simulating the assay of a single fuel pin and varying its isotopic fuel composition.
CONCLUSIONS
The potential for LSDS to provide direct, independent, and accurate assay of U and Pu isotopes in used fuel relies heavily on developing time-spectra analysis methods that can account for the nonlinear effects of self-shielding and neutron absorption by non-fissile isotopes. The timespectra analysis method development efforts from FY2011 were evaluated using a (LANLdeveloped) simulated library of PWR used fuel assemblies that spans a wide range of initial enrichment, burnup, cooling time (and included pin-to-pin and within-pin burnup variation). The major conclusions of the FY2011 evaluation of the time spectral analysis algorithm are summarized below:
For the wide parameter space spanned by the LANL 64 used fuel assemblies, the calibrationbased SVD algorithm allows the direct and independent assay of 239 Pu and 241 Pu to an accuracy within approximately 3%. Using all 64 LANL fuels in the calibration to generate five empirical basis vectors, the accuracy for the sum of the masses of 239 Pu and 241 Pu was determined within 3.3% for each of the LANL 64 fuel assemblies. For 90% of the assemblies, this sum was calculated to within 2% accuracy, and for 65% of the assemblies, the accuracy was determined to within 1%. The accuracy of this calibration method now appears to be limited by the overall sensitivity of the LSDS in detecting small total amounts of fissile isotopes present in the fuel assemblies.
Significant changes to the first generation analytical model are necessary in order to account for the scattering and streaming within the fuel assembly. Insertion of the cross-sections of additional absorbers into Eq. (6) presented little benefit and investigation of the neutron paths across the assemblies demonstrated the necessity to develop a new analytical form for f(t).
Appendix A: Analysis of Analytical Self-Shielding Function
This derivation and analysis of the analytical f(t) given in this appendix are given as an alternative to the derivation given in [7] with the intent to more clearly illustrate the various assumptions on which the analytical f(t) is based. The number of neutron absorptions, A, per unit volume and per unit time occurring within a volume containing a homogeneous mixture of neutron-absorbing material (e.g. fuel), is
is the total macroscopic absorption cross section, defined as the probability per unit path length that a neutron passing through the fuel volume is absorbed.
is the volumeaveraged neutron fluence rate (i.e. flux) within the fuel, which is defined as the sum of all neutron path lengths per unit volume and per unit time.
However, A can also be derived considering exponential attenuation. That is, the probability that a neutron is absorbed along an average, straight chord length of r, assuming that the neutron will not scatter, that the neutron enters from outside the volume (i.e. not produced within the volume), and that the material is homogenous within the volume is If one considers a right parallelepiped fuel volume with length H and edge L, such that the volume is given by and that the surface area, S, is given by , and that the assumptions under which the mean Dirac chord length are valid [15] , such that , then (A.5) is equivalent to (6), considering that .
From this analysis, it is evident that the current analytical f(t) given by (6) in section 2.0 is based on a number of assumptions. From instance, it is based on the conditions of the interrogation neutron flux at the detectors to being equal to the neutron flux within the fuel volume for the case when the interrogation chamber contains a material (e.g. air) for which neutron interactions can be assumed to be negligible. The analytical f(t) assumes that the flux within the fuel volume is uniform and isotropic. A comparison between (A.5) and (6) is shown in Figure A .1, along with the true f(t) calculated directly from MCNPX for the case of 30 GWd/MTU, 3 % enriched, 1 year cooled fuel assembly. As shown, both of the analytical f(t)'s are quite similar over a significant portion of the continuously slowing-down time region of interest. This indicates that there is no significant advantage for the use of the more general equation given by (A.5) over that given by
* * (6), except that multiplication by 0.8, the f(t) for the empty interrogation chamber, is not required for (A.5).
The value of 4V/S for the mean chord length is based on the assumptions of uniform and isotropic flow of particles (e.g. neutrons) into the volume of interest (e.g. fuel assembly parallelepiped) and no absorption or particle production in the medium [15] . It should be noted that the 4V/S result holds true for a wide range of situations for which scattering centers are present in the volume of interest [15] . This value of 4V/S is equal to 19.4 cm for the dimensions of the fuel assembly model used in this study. This theoretical value was tested in MCNPX with two separate cases. The first test case simulated consisted of the PNNL LSDS model with the fuel assembly volume filled completely with air, and the second test case was for the fuel assembly volume filled entirely of 238 U. Only interrogation neutrons having energies below 1 keV were considered, so a test case using fissile material was not used, since the energies of fission neutrons are generally on the order of MeV. A user-supplied subroutine (TallyX) was implemented in MCNPX to calculate the path of each neutron of energy below 1 keV through the fuel assembly volume, for neutron slowing-down times between 20 $s and 2000 $s, assuming its path were unobstructed by absorption, scattering, etc. Interestingly, the value of the mean chord length obtained for each of the two test cases were very close to the theoretical value of 19.4 cm, with the calculated value being 19.5 cm for the air-filled case and 19.7 cm for the 238 U-filled case. Therefore, it was concluded that the theoretical value of the chord length (i.e. 4V/S) used in the derivation of (6) is valid.
The current analytical f(t) also assumes negligible scattering, in addition to the neutron-absorbing materials in the fuel being distributed homogeneously throughout the fuel volume, as required by (A.1) and (A.2). In fact, working strictly within the mathematical framework given by (A.5), the only presently conceivable way that the effects of streaming and scattering can be included in the analytical model is, in (A.5), to replace r by the average neutron track length, k, (i.e. the average distance a neutron travels before being scattered, absorbed, etc.) and N by the total number of neutron tracks, T, within the fuel volume. The quantities k and T were determined in MCNPX using TallyX subroutines. The result is shown in Figure A [7] versus the analytical f(t) calculated using (6) as well as (A.5). The results shown are for a 30 GWd/MTU, 3% enriched, 1yr cooled used fuel assembly. where log is the natural logarithm and y%(t j ) is the calculated assay signal using (B. In (B.2), (6) was substituted for f(t j ) when using the pure analytical approach, (8) was substituted for f(t j ) when using the pure empirical approach, and (B.3) was substituted for f(t j ) when using the analytical approach: 
