Abstract-Mode-directed tabling amounts to using table modes to control what arguments are used in variant checking of subgoals and how answers are tabled. A mode can be min, max, + (input), -(output), or nt (non-tabled). While the traditional table-all approach to tabling is good for finding all answers, mode-directed tabling is well suited to dynamic programming problems that require selective answers. In this paper, we present three application examples of mode-directed tabling, namely, (1) hydraulic system planning, a dynamic programming problem, (2) the Viterbi algorithm in PRISM, a probabilistic logic reasoning and learning system, and (3) constraint checking in evaluating Answer Set Programs (ASP). For the Viterbi application, the feature of enabling a cardinality limit in a table mode declaration plays an important role. For a PRISM program and a set of data, the explanations may be too large to be completely stored and the cardinality limit allows for Viterbi inference based on a subset of explanations. The mode nt, which specifies an argument that can participate in the computation of a tabled predicate but is never tabled either in subgoal or answer tabling, is useful in constraint checking for the Hamilton cycle problem encoded as an ASP. These examples demonstrate the usefulness of modedirected tabling.
I. INTRODUCTION
Tabling [1] , [2] , [3] has been found increasingly important for not only helping beginners write workable declarative programs but also developing real-world applications such as natural language processing, model checking, and machine learning applications. The idea of tabling is to memorize answers to tabled subgoals and use the answers to resolve subsequent variant or subsumed subgoals. This idea resembles the dynamic programming idea of reusing solutions to overlapping sub-problems and, naturally, tabling is amenable to dynamic programming problems. In a traditional tabling system, all the arguments of a tabled subgoal are used in variant or subsumption checking and all answers are tabled for a tabled predicate. This non-selective table-all approach is problematic for many dynamic programming problems such as those that require computation of aggregates. The aggregate predicates as provided by XSB [4] can be used but they require tabling all possible solutions. Mode-directed tabling [5] has been proposed to remedy this weakness. The idea of mode-directed tabling is to use table modes to control what arguments are used in variant checking and how answers are tabled.
In this paper, we extend the where p/n is a predicate symbol, C (called a cardinality limit) is an integer which limits the number of answers to be tabled, and each Mi (i=1,...,n) is a mode, which can be min, max, + (input), -(output), or nt (non-tabled). An argument with the mode min or max is assumed to be output. The system uses only input arguments in variant checking, disregarding all output arguments and arguments with the nt mode. After an answer is produced, the system tables it unconditionally if the cardinality limit is not exceeded yet. When the cardinality limit has been reached, however, the system tables the answer only if it is better than some existing answer in terms of the argument with the min or max mode. No arguments of answers with mode nt are tabled. Our table mode declaration has the following two new features: first, a mode-directed tabled subgoal can have multiple answers produced, and therefore, the relation from the input arguments to the output arguments is not required to be a function; and second, the mode nt is new, which allows arguments to be disregarded not only in variant checking but also in answer tabling.
Our extended table mode declaration was motivated by the need to scale up the PRISM system [6] , [7] for handling large data sets. For a given set of possibly incomplete observed data, PRISM collects all explanations for these data using tabling and estimates the probability distributions by conducting EM learning [8] on these explanations. For many realworld applications, the set of explanations may be too large to be completely collected even in compressed form. Modedirected tabling allows for collecting a subset of explanations. We'll show an example to illustrate the use of the table mode declaration in PRISM.
Non-tabled arguments are neither used in subgoal tabling or answer tabling. They can be used to pass some global data to the predicate, which are never updated. Like nondiscriminating arguments [9] , non-tabled arguments are not dependent on the input arguments, but unlike non-discriminating arguments, no output arguments can be dependent on nontabled arguments and non-tabled arguments can change the control flow but cannot be updated. Non-tabled arguments can be simulated using global variables, but they result in much cleaner code than global variables.
The table mode declaration has been implemented in BProlog [10] . This paper is structured as follows: Section II details the semantics of table modes; Section III gives solutions to a dynamic programming problem, called hydraulic system planning, which was one of the benchmarks used for the Second ASP solver competition; Section IV presents a PRISM example for a machine learning application; Section V shows how mode-directed tabling can be used to evaluate an ASP program for solving the Hamilton cycle problem; and Section VI concludes the paper.
II. MODE-DIRECTED TABLING
Mode-directed tabling amounts to using table modes to instruct the system on how to table subgoals and their answers. This section describes how to declare table modes in B-Prolog, a tabled Prolog system that is based on linear tabling [3] , allows variant subgoals to share answers, and uses the local strategy [11] (also called lazy strategy [3] ) to return answers. Modedirected tabling is orthogonal to the tabling approach and also can be introduced to suspension-based tabling systems [12] , [13] . Nevertheless, in general, the subsumption-based subgoaltesting method and the batched strategy [11] (also called the eager strategy [3] ) are not suited to mode-directed tabling.
A table mode declaration takes the following form:
where p/n is a predicate symbol, C, called a cardinality limit, is an integer which limits the number of answers to be tabled for p/n, and each Mi (i=1,...,n) is a mode which can be min, max, +, -, or nt. A mode declaration not only instructs on what arguments are used in variant checking, it also guides the system in tabling answers. After an answer of a tabled subgoal is produced, the system tables it unconditionally if the cardinality limit is not reached yet. When the cardinality limit has been reached, however, the system tables the answer only if it is better than some existing answer in terms of the optimized argument. If no argument is optimized, all new answers are discarded once the cardinality limit has been reached. When an answer is tabled, no arguments with the mode nt are tabled.
For a tabled program, the same query may return different answers under control of different modes. Consider the following predicate:
and the query p(1,X). The following gives different answers returned under control of different modes. When the mode declaration is p(+,-), we get ?-p(1,X).
X=2; no
The answers p(1,1) and p(1,3) are not returned because the cardinality limit is 1 by default. When the mode declaration is p(+,-):2, we get
The answer p(1,3) is not tabled because the cardinality limit is 2. When the mode declaration is p(+,min):2, we get ?-p(1,X).
X=1; X=2; no
The answers are sorted by the minimized argument and the answer p(1,3) is not tabled because it is not better than the tabled two answers. When the mode declaration is p(+,max):2, we get ?-p(1,X).
X=3; X=2; no
The answers are sorted by the maximized argument and the answer p(1,1) is not tabled because it is not better than the tabled two answers.
Non-tabled arguments normally are used to pass some global data to the tabled predicate. Non-tabled arguments can affect the control flow but can never be updated. Nontabled arguments can contain attributed variables and hence in general cannot be simulated using assert/retract, but they can be simulated using global heap variables. Nevertheless, non-tabled arguments result in much cleaner code than global variables. Note that an argument should not be declared nontabled if it is dependent on the input arguments or some output argument is dependent on it.
Consider, for example, the path/2 predicate which defines the transitive closure of a given relation e/2. Suppose we have a set of forbidden nodes that can never occur in any path and we don't want to change the relation e/2. Then we can define path as follows to disallow forbidden nodes in any paths.
:- In this way, the argument Forbidden is never tabled. Note that if two different queries have two different sets of forbidden nodes, then the tabled results for the first query cannot be reused to resolve the second query and hence they must be cleaned before the second query is issued.
III. MODE-DIRECTED TABLING FOR DYNAMIC PROGRAMMING
The traditional non-selective approach to tabling is problematic for many dynamic programming optimization problems such as those that require computation of aggregates. For example, for the shortest path problem, there may be a huge number of paths between two nodes, and it does not make sense to table all the paths first and then find a shortest one. Mode-directed tabling allows tabling only intermediate results that are useful for finding the final result. In this section, we present solutions to hydraulic system planning, a dynamic programming problem used as one of the benchmarks in the second ASP solver competition. 1 
A. Hydraulic system planning
A simplified version of the hydraulic system on a space shuttle consists of a directed graph, , such that:
• Nodes of this graph are labeled as tanks, jets, or junctions.
• Every link between two nodes is labeled by a valve.
• There are no paths in between any two tanks.
• For every jet there always is a path in from a tank to this jet. Given a graph G together with an initial state and a jet , the problem is to help a shuttle controller find a shortest sequential plan to pressurize .
B. A solution
The following shows a tabled program for finding a shortest plan to pressurize a node.
:- A node is pressurized if it is a full tank or it is linked to a pressurized node with a link that is not stuck. The following predicates are given to represent the graph and its attributes:
is the valve on the pipe connecting node 1 to 2 .
• full( ): tank is full. A tank is empty if it is not mentioned to be full explicitly.
• stuck( ): valve is stuck. A valve is not stuck if it is not mentioned to be stuck explicitly.
The subgoal pressurize(Node,Plan,Len) finds a plan Plan of length Len to pressurize Node. The table mode pressurize(+,-,min) indicates that for each node only one plan with the shortest length is compputed.
Note that with table modes the order of subgoals in the body of a rule becomes important. For example, it would not work if the subgoal link(AnotherNode,Node,Valve) and the subgoal pressurize(AnotherNode,Plan,Len1) were exchanged because the first argument of pressurize would be a variable. To make it work, we would have to define it as follows: 
C. Hydraulic system planning with leaking valves
Now let's consider a variant of the problem where some of the valves are leaking. Given a graph together with an initial state of and a jet , a shuttle controller needs to find a shortest plan among those using the least number of leaking valves.
D. A solution to the variant problem
The following give a tabled program for solving the problem.
:- 
The subgoal leaking(Valve) is true if Valve is leaking. A valve is assumed to be not leaking if it is not mentioned to be leaking explicitly. For each plan, two attribute values are computed:
Leaks is the number of leaking valves involved in the plan and Len is the length of the plan. Because only one argument can be optimized in a tabled predicate in the current implementation in B-Prolog, these two values are combined into a pair (Leaks,Len). Note that the ordering of the constituents is important. If the pair were (Len,Leaks), then the plan returned would have the least number of leaking valves among the shortest plans.
IV. MODE-DIRECTED TABLING FOR MACHINE LEARNING
In the recent literature on machine learning, many successful probabilistic models have been proposed. A typical example is hidden Markov models (HMMs) [14] , a standard tool for speech recognition, natural language processing and bioinformatics. PRISM [6] , built on top of B-Prolog, is a probabilistic logic programming system for easing construction of such probabilistic models. Thanks to the expressive power of logic programs, PRISM is useful for describing generative probabilistic models including HMMs, probabilistic contextfree grammars (PCFGs) and Bayesian networks (BNs) [6] . PRISM has been applied to problems such as biosequence analysis [15] and music generation/analysis [16] . In this section, we show that mode-directed tabling facilitates description of the Viterbi algorithm in PRISM.
A. Example: a fully-connected four-state HMM
Let us consider a four-state HMM that probabilistically outputs one of three letters at each state. We suppose that this HMM is fully-connected, i.e. we can transit from each state to any state in one time step, and it accepts a sequence of length five. Such an HMM is written in PRISM as follows: The PRISM system provides a variety of generic routines for probabilistic inference (including EM learning [8] ) so that the user can concentrate on writing a probabilistic model without inventing or implementing the model-specific inference algorithms. For example, in the HMM program, the Viterbi inference routine returns the most probable state sequence for a given alphabet sequence. Specifically, the query "?-viterbif(hmm ([a,b,a,b ,c]),P,E)" returns the explanation E, a most probable state sequence, and its probability P for the top goal hmm ([a,b,a,b,c] ) to be true.
Noticeably, on the basis of linear tabling in B-Prolog and dynamic-programming-based probability computation, the underlying inference algorithm is as efficient as those tailored to specific models such as HMMs, PCFGs and BNs [6] . Currently, however, for any type of probabilistic inferences, the system needs to completely collect the explanations for an observation before making numerical computations. Here we attempt to scale up such inferences further, by only collecting a subset of these explanations using mode-directed tabling.
B. Translated program for Viterbi inference
To realize mode-directed tabling for Viterbi inference, we first translate the original PRISM program into a Prolog program with table mode declarations. Each predicate is added three arguments, one of which represents the probability and is declared to be maximized, and the other two form a difference list for keeping partial explanations to be constructed.
For example, the probabilistic part of the HMM program is translated to the following: :-table viterbi_hmm(+,- In the translated program, viterbi_hmm/4 and viterbi_hmm/7 correspond to hmm/1 and hmm/4 in the original program, respectively. In its definition clause, the difference list E0-E1 gives the explanation for hmm(Os), 2 and W indicates the logarithm of the explanation's probability to be maximized. The call viterbi_msw(I,V,W) binds V to the outcome of the choice and W the logarithm of its probability. The cardinality limit is given as 3. It is easy to get most probable explanations by changing the cardinality limit of the tabled predicates to .
We make two further remarks on the cardinality limit. First, with sufficiently large cardinality limit , we are able to compute well-approximated probabilities (and accordingly to make approximate EM learning), since a large portion of the probability mass is expected to be concentrated over the most probable explanations. The Dyna system [17] uses a similar idea in a bottom-up agenda-based algorithm with a priority queue. The second is that viterbi_msw/3 is not tabled in our translation and hence all the answers are returned. In general, a conjunction of tabled subgoals that share variables such as "p(X),q(X,Y)" can lead to an unexpected failure or a sub-optimal answer when the cardinality limit is small. In such a case, we should take into account the trade-off between the optimality of the answer and the efficiency.
V. MODE-DIRECTED TABLING FOR CONSTRAINT SOLVING
It is well known that tabling is useful in top-down evaluation of logic programs with stratified negation, and it also is well known that tabling can be used in top-down computation of well-founded semantics of logic programs with non-stratified 2 The Prolog term representation of an explanation conforms to that of the current implementation.
negation [18] . Answer set programming (ASP) gives a logic program with non-stratified negation a different semantics called stable model or answer-set semantics [19] . ASP has become another constraint language for modeling and solving combinatorial search problems.
For a logic program with non-stratified negation, the computation of an answer set requires iteration of guessing, propagation, and testing, whether the program is grounded into a propositional one solved by a SAT solver (e.g., Clasp [20] and Smodels [21] ) or compiled into a constraint program solved by propagation (e.g., GASP [22] and NPDatalog [23] ). Guessing or labeling amounts to giving a truth value to an atom, propagation entails deriving the truth values of unknown atoms, and testing means to guarantee that certain atoms can be derived to be true.
Consider the following program for finding a Hamilton cycle in a given directed graph: 
:-not r(X), v(X).
The given graph is represented by two relations: v(X) means that X is a node, and e(X,Y) means that Y is connected to X. The first rule is a choice rule which constrains the relation c/2 to be a sub-relation of e/2. The second and third rules ensure that no node has two or more incoming or outgoing arcs in the relation c/2. The relation r/1 together with the constraint (last rule) below its definition ensure that every node is reachable. Obviously, a relation c/2 that satisfies all the constraints forms a Hamilton cycle.
We use two sets, called IN and OUT, to denote the set of atoms of c/2 that are currently known to be true and false, respectively. In the beginning, both sets are empty. Atoms are added into these sets either through labeling or propagation. The relation r/1 is encoded as the following tabled predicate: The subgoal not_member( , ) succeeds if is not an element in . Tuples in are indexed so that it take constant time to do the test.
In our implementation, a finite-domain variable is used to represent each of the sets IN and OUT for each predicate and action rules [24] are used to encode propagation rules. For example, consider the following constraints:
:-2 {c(X,Y) : e(X,Y)}, v(X). :-2 {c(X,Y) : e(X,Y)}, v(Y).
To ensure that each node can occur in a path only once, whenever a tuple c(X,Y) is added into IN, all other outgoing arcs from X and all other incoming arcs to Y will be added into OUT.
Whenever a tuple is added into OUT, the subgoal reach(X,OUT) is evaluated for every node X to ensure the existence of a Hamilton cycle. After this, the tabled subgoals of reach/2 are cleaned so that no result will be left for future testing. It would be interesting to investigate if incremental tabling [25] can be used to facilitate reuse of prior test results.
The mode nt in this example cannot be simulated using assert/retract because OUT is represented as an attribtued domain variable. Nevertheless, it can be simulated using a global heap variable. Let the global heap variable out hold the set OUT. Then the predicate reach can be defined as follows:
:-table reach(+). The global_heap_get/2, a built-in in B-Prolog, retrieves the current value of a global heap variable. 4 This program is not as clean as the one that uses the nt mode.
VI. CONCLUSION
Mode-directed tabling was originally proposed to simplify description of dynamic programming problems. In this paper, we have extended the table mode declaration to allow specification of cardinality limits and a new mode, named nt, for non-tabled arguments. We have also demonstrated the usefulness of these new features in describing the Viterbi algorithm in PRISM and solving the Hamilton cycle problem that involves reachability testing.
