ABSTRACT. By an extended triangle, we mean a loop, a loop with an edge attached (known as a lollipop), or a copy of K 3 (known as a triangle). In this paper, we completely solve the problem of decomposing the graph (λK v ) + into extended triangles for all possible number of loops.
Introduction
Over 40 years ago, A l e x R o s a showed great insight by pursuing his interest in cycle decompositions of complete graphs, and subsequent generalizations to other families of graphs. His seminal work has resulted in a wealth of mathematical literature in both pure mathematics, as discussed in this article, and applied mathematics, such as the work on neighbor designs and on optimal networks (see [1] , [10] , [7] , for example). For this, and for his devotion to developing both this captivating area of mathematics and young mathematicians (count the second author among those in this second category -at least one time young!) we owe Alex a great debt of gratitude.
Probably the area for which Alex is most renowned is for his work on Steiner triple systems. One has only to flip through the tome he and C h a r l i e C o l b o u r n wrote [6] to see the richness and depth of results that have appeared over the years, many being discovered and/or inspired by Alex. In this article, we delve into a pure mathematical connection between triple systems, graph designs, and universal algebra.
A Steiner triple system (STS) is an ordered pair (S, T ), where S is a set of symbols and T is a set of 3-element subsets of S such that each pair of elements on S is a subset of exactly one element of T ; this is the definition that places STSs in the realm of experimental designs, and is one in which statisticians have been interested for as long as Alex has been alive! One can also view STSs graph theoretically, where S is the vertex set of the complete graph K n and T is a set of cycles of length 3, the edges of which partition the edges of K n . Viewing STSs in this way has led to the development of a vast array of literature on graph decompositions. A third definition is algebraic -one can define a quasigroup (S, •) from (S, T ) by defining for all x, y ∈ S:
and
Such a quasigroup is clearly idempotent (by (1) ) and symmetric (by (2) ), but also satisfies the identity
It can be shown that the reverse is also true: any quasigroup satisfying these three identities can be used to construct a corresponding STS. In this sense they are equivalent structures. So this relationship between such algebraic structures and graph decompositions is now ripe to be explored. For an excellent survey on this topic see [12] .
Here we consider one such avenue of research: what graph decompositions, if any, does one find equivalent to the algebraic structure one obtains by dropping the idempotent requirement (1)? Such structures are known as totally symmetric quasigroups. It turns out that they correspond to decompositions of the complete graph with exactly one loop on each vertex, denoted by K + |S| , into loops, lollipops and 3-cycles (often called triangles in this setting) -see Figure 1 . Furthermore, the graph formed by the edges in the lollipops is made up of components that are: cycles when |S| is odd; and unicyclic graphs in which all vertices have odd degree when |S| is even (see [9] , for example). In the milieu of graph decompositions, these are known as extended triple systems, where again they have been extensively studied. For example, the embedding problem asks if it is possible for each totally symmetric quasigroup (S, • 1 ) to find a totally symmetric quasigroup (T, • 2 ) with S ⊆ T such that s 1 • 1 s 2 = s 1 • 2 s 2 for all s 1 , s 2 ∈ S? For results on this and related questions, see [15] for example. Of course, one can also ask the more basic question of just when do they exist? More formally, an extended triple system of order v (ETS(v)) is a pair (V, B), where V is a v-set and B is a collection of triples of elements in V (each triple may contain repeated elements), such that every pair of the elements of V (not necessarily distinct) belongs to exactly one triple. The elements of B are called extended triples. There are three types of extended triples:
(1) {x, y, z}
(denoted by xyz, xxy and xxx for brevity) called a triangle, a lollipop and a loop, respectively. If (V, B) is an extended triple system on v elements and with a loops, then we say B is an ETS(v, a). We say an ETS(v, a) exists if there exists an extended triple system with parameters v and a.
This concept of an extended triple system was first introduced by D . M . J o h n s o n and N . S . M e n d e l s o h n [11] . They established necessary conditions for the existence of ETS(v, a), and F . E . B e n n e t and N . S . M e n d e l s o h n [2] showed that these necessary conditions were also sufficient.
Ì ÓÖ Ñ 1.1º ([2] , [11] ) There exists an ETS(v, a), if and only if, 0 ≤ a ≤ v and
For any graph G, let G + denote the graph formed from G by attaching a single loop at each vertex, and let λK n be the graph in which each pair of vertices is joined by exactly λ edges. We now address a related question: can the graph (λK v ) + be decomposed into extended triangles with a loops? Denote such a decomposition by E T S (v, a, λ); λ is referred to as the index of the decomposition. Recently, some papers investigated the structure of these and other generalized triple systems. For example, M . E . R a i n e s and C . A . R o d g e r [14] , [15] , [16] considered the embedding problem for extended triple systems of arbitrary index, and see V . E . C a s t e l l a n a and M . E . R a i n e s [3] for results in the directed version, namely extended Mendelsohn triple systems. In this paper we completely solve the existence problem for E T S (v, a, λ)s with the following result.
Ì Å Ò Ì ÓÖ Ñº The graph (λK v )
+ can be decomposed into triangles, lollipops and a loops, if and only if,
and λ ≡ 0 (mod 3), then a ≡ 2 (mod 3); (4) if v is even and λ is odd then a ≤ v/2; and
Conditions (1)- (3) are necessary, since the number of edges in triangles, λv(v − 1)/2 − l, must be divisible by 3, where l = v − a is the number of lollipops. Condition (4) is necessary since each triangle uses an even number of edges at each vertex, so each vertex is incident with an odd number of lollipops, implying that l ≥ a. Clearly 0 ≤ a ≤ v, and removing a lone lollipop could not leave a graph in which all vertices have even degree unless (v, λ) = (2, 1). To prove the sufficiency, the problem naturally divides itself into 36 cases for λ and v (mod 6). The following table summarizes our approach, where I, II and III refer to the cases a ≡ 1, 2 and 0 (mod 3), respectively. Table 1 λ (mod 6)  1  2  3  4  5  6  1 I  I  I  I  I  I  2 I III II  I III II  v (mod 6) 3 III III III III III III  4 I  I  I  I  I  I  5 I III II  I III II  6 III III III III III III To prove the Main Theorem, we will make use of the following results in the literature.
A λ-fold triple system of order v, TS(v, λ), is a pair (S, T ), where S is a v-set and T is a collection of 3-element subsets of S called triples such that each pair of the distinct elements of S belongs to exactly λ triples of T . Just as with Steiner triple systems, we can think of a λ-fold triple system as a decomposition of λK v into triangles. The spectrum for λ-fold triple systems of order v (i.e. the values of v and λ for which a TS(v, λ) exists) is as follows (see [13] for a proof).
Ì ÓÖ Ñ 1. 2º The following table gives the necessary and sufficient conditions for the existence of a λ-fold triple system of order v. Another memorable result of R o s a and C o l b o u r n is the following. Not only is the result a precursor of several more in the literature (see [5] ), but also the proof is an intricate, natural application of difference methods, and well worth reading. Throughout this paper, if H is a subgraph of G then let G \ H denote the graph formed from G by removing the edges and loops in H. 
Ä ÑÑ
The next two results are also very useful. The first is easy to obtain using the direct product of a commutative quasigroup with holes of size 2 and a latin square of size 2. The second result is surprisingly complicated to obtain, being recently proved in [8] . Finally, we will also use the next result which has been proved in more generality, but this will suffice for our purposes. 
Holey constructions and small cases
In this section, some decompositions of small order are presented. We generalize notation in a natural way, defining an extended triple system of a graph G (G may have multiple edges and loops) to be a partition of the edges and loops of G into sets, each of which induces an extended triple; we denote such a decomposition by E T S or E T S (G). Several of these constructions make use of extended triple systems of complete graphs with holes (that is, of K
so there are no loops on the w vertices in the hole), which we now construct. The following result is essentially the observation of Stern and Lenz (see [13] , for example), as can be seen by removing the 1-factor F 0 before applying their result; here we require the special 1-factor F 0 to be a part of the 1-factorization. A proof is provided in this simpler setting for the interested reader.
Ä ÑÑ 2.1 (Stern-Lenz Lemma)º Let G be a regular graph on the vertex set Z n , let G 0 be formed from G by renaming each vertex j ∈ Z n with (j, 0), and let G 1 be formed from G by renaming each vertex j ∈ Z n with (j + α, 1) for some α ∈ {1, . . . , n − 1}. Let B be a regular bipartite graph with bipartition P r o o f. We begin with a useful decomposition of K 12 . Let G be a graph on the vertex set Z 6 × Z 2 whose edge set is the union of the edges of the triangles in
Then G is a 6-regular graph, and its 5-regular complement satisfies the conditions of the Stern-Lenz Lemma (with α = 3), so has a 1-factorization
Let n ∈ {16, 17}. Add n − 12 new vertices, and for 1 ≤ i ≤ n − 12 add the ith new vertex to each edge in P r o o f. We begin with a useful decomposition of K 18 . Let G be a graph on the vertex set Z 9 ×Z 2 whose edge set is the union of the edges of the triangles in
Then G is a 12-regular graph and its 5-regular complement satisfies the conditions of the Stern-Lenz Lemma (with α = 2 for example), so has a 1-factorization
Let n ∈ {22, 23}. Add n − 18 new vertices, and for 1 ≤ i ≤ n − 18 add the ith new vertex to each edge in F 5−i to form a set of triangles. If n = 22 then add lollipops containing the edges in F 0 , and add a loop on the other end of each lollipop; do this so that the 9 loops are on the vertices of three of 6 disjoint triangles in T , say on the vertices in {(0, 1), (1, 1), (2, 1), (3, 1), (4, 1), (5, 1), (6, 1), (7, 1), (8, 2)}. If n = 23 then add 18 loops to the vertices in (i, j) : i ∈ Z 9 , j ∈ Z 2 . Combining all these extended triangles forms an E T S of K P r o o f. We begin with a useful decomposition of K 24 . Let G be a graph on the vertex set Z 12 × Z 2 whose edge set is the union of the edges of the triangles in
Then G is an 18-regular graph, and its 5-regular complement satisfies the conditions of the Stern-Lenz Lemma (with α = 2 for example), so has a 1-factorization
Now proceed as in the two previous lemmas to produce an E T S of K
and an E T S of K P r o o f. We begin with a useful decomposition of K 30 . Let G be a graph on the vertex set Z 15 × Z 2 whose edge set is the union of the edges of the triangles in
Then G is a 24-regular graph, and its 5-regular complement satisfies the conditions of the Stern-Lenz Lemma (with α = 1), so has a 1-factorization
Now proceed as before to produce an E T S of K P r o o f. We begin with a useful decomposition of K 42 . Let G be a graph on the vertex set Z 21 × Z 2 whose edge set is the union of the edges of the triangles in
Then G is a 36-regular graph, and its 5-regular complement satisfies the conditions of the Stern-Lenz Lemma (with α = 9 for example), so has a 1-factorization
Now proceed as before to produce an E T S of K
The following special examples, and the small cases obtained in Lemma 2.8, will all be used in the proof of The Main Theorem provided in Section 3. is an E T S (K (14, 3, 2 ), E T S (14, 6, 2) and E T S (14, 9, 2). v = 16, 17. From the extended triple systems formed in Lemma 2.2, other extended triples systems can be formed by replacing triples that have three incident loops with three lollipops. So from Lemma 2.2 and the systems E T S (4, 1, 1), E T S (5, 1, 1), we can obtain the decompositions E T S (16, s, 1) and E T S (17, t, 1), for s = 1, 4, 7 and t = 1, 4, 7, 10, 13, respectively. Since (2K 17 )
+ exist, and noting that the number of loops in each desired system is in {0, 3, 6, . . . , 12} + {0, 3} = {0, 3, 6, . . . , 12, 15} = A, we can obtain the decompositions E T S (17, t, 2), for all t ∈ A. v = 22, 23. From Lemma 2.3 and the systems E T S (4, 1, 1), E T S (5, 1, 1), we can obtain the decompositions E T S (22, s, 1) and E T S (23, t, 1), for s = 1, 4, 7, 10 and t = 1, 4, 7, 10, 13, 16, 19, respectively. Since (2K 23 )
+ exist, and noting that the number of loops in each desired system is in {0, 3, 6, . . . , 18} + {0, 3} = {0, 3, 6, . . . , 18, 21} = A, we can obtain the decompositions E T S (23, t, 2), for all t ∈ A. v = 28, 29. From Lemma 2.4 and the systems E T S (4, 1, 1), E T S (5, 1, 1), we can obtain the decompositions E T S (28, s, 1) and E T S (29, t, 1), for s = 1, 4, 7, 10, 13 and t = 1, 4, 7, 10, 13, 16, 19, 22, 25, respectively. Since (2K 29 )
+ exist, and noting that the number of loops in each desired system is in {0, 3, 6, . . . , 24} + {0, 3} = {0, 3, 6, . . . , 24, 27} = A, we can obtain the decompositions E T S (29, t, 2), for all t ∈ A. v = 34, 35. From Lemma 2.5 and the systems E T S (4, 1, 1), E T S (5, 1, 1), we can obtain the decompositions E T S (34, s, 1) and E T S (35, t, 1), for s = 1, 4, 7, 10, 13, 16 and t = 1, 4, 7, 10, 13, 16, 19, 22, 25, 28, 31, respectively. Since
+ exist, and noting that the number of loops in each desired system is in {0, 3, 6 , . . . , 30} + {0, 3} = {0, 3, 6, . . . , 30, 33} = A, we can obtain the decompositions E T S (35, t, 2), for all t ∈ A. v = 46, 47. From Lemma 2.6 and the systems E T S (4, 1, 1), E T S (5, 1, 1), we can obtain the decompositions E T S (46, s, 1) and E T S (47, t, 1), for s =  1, 4, 7, 10, 13, 16, 19, 22 and t = 1, 4, 7, 10, 13, 16, 19, 22, 25, 28, 31, 34, 37, 40, 43 , respectively. Since (2K 47 )
+ exist, and the number of loops in each desired system is in {0, 3, 6, . . . , 42} + {0, 3} = {0, 3, 6 , . . . , 42, 45} = A, we can obtain the decompositions E T S (47, t, 2), for all t ∈ A.
Decompositions of (λK v )
+ We now provide some neat methods which together will prove the sufficiency of the Main Theorem. The constructions are modifications of the Bose and Skolem Constructions (see [13] 
Let (X, B 2 ) be a T S(v, λ−1) (see Table 2 ). Then 
Then (X, When v ≡ 2 (mod 6) we will make use of packings of λK v with triangles, so we now easily obtain these packings using Figure 2 . Let the underlying vertex set of λK 6k+2 be S = {x i , y i : 1 ≤ i ≤ 3k} ∪ {a, b}. Let T 1 be the set of triples in a Steiner triple system on the vertex set S \ {a}, and let T 2 be the set of triples in a maximum packing with triples on the vertex set S with leave the 1-factor {x i , y i } :
is a maximum packing of 2K 6k+2 with leave 2K 2 on the vertex set {a, b}. Taking 2 copies of this, we can obtain a maximum packing of 4K 6k+2 with leave D = 2K 2 ∪ 2K 2 on 4 vertices, and a maximum packing of 3K 6k+2 with leave E = {a, b}, {a, b} ∪ F where F is a one-factor of the form {a,
Combining a maximum packing of 2K 6k+2 with leave G = {{a, y 1 }, {a, y 1 }}, with the maximum packing of 3K 6k+2 with leave E and adding a triple aby 1 produces a maximum packing of 5K 6k+2 with leave the tripole T = {a, b}, {a, Since the cases where v ∈ {8, 14} with λ = 1 are considered in Lemma 2.8, we can assume that n ≥ 3.
Let (Q, •) be a commutative quasigroup of order 2n with holes H = {1, 2}, {3, 4}, . . . , {2n − 1, 2n} , where Q = {1, 2, . . . , 2n} and n ≥ 3. Let X = {∞ 1 , ∞ 2 } ∪ (Q × {1, 2, 3}), and define B as follows.
Type 1: For each hole
, the vertex set of K + 2 being {∞ 1 , ∞ 2 }, which contains the triple T h = (2i, 1), (2i, 2), (2i, 3) that has a loop on each vertex (as in Example 2.7(a)); let B h ⊂ B. , 3) , (i, 3), (j, 3), (i • j, 1) ∈ B.
Removing the blocks {xyz, xxx, yyy, zzz : xyz ∈ T } and replacing them with {xxy, xxy, zzx : xyz ∈ T } produces an E T S (v, a, 1). + can be decomposed into triangles, lollipops and 3k − 3 loops, where k = 1, . . . , n. As for the last case where a = 3n, the E T S (v, a, 5) exists because L(5K v ) is a tripole.
Since the cases where v ∈ {8, 14} with λ = 2 are considered in Lemma 2.8, we can assume that n ≥ 3. Let (Q, •) be a commutative quasigroup of order 2n with holes H = {1, 2}, {3, 4}, . . ., {2n − 1, 2n} , where Q = {1, 2, . . . , 2n} and n ≥ 3. Let X = {∞ 1 , ∞ 2 } ∪ Q × {1, 2, 3} , and let B contain the following three types of blocks.
+ , the vertex set of 2K + 2 being {∞ 1 , ∞ 2 }, which contains the vertex-disjoint triples in T h = {(i, 1), (i, 2), (i, 3)} : i ∈ h , each of which contains a loop on each of its three vertices (as in Example 2.7(b)).
Type 2: For 1 ≤ i < j ≤ 2n and {i, j} / ∈ H, take 2-copies of the following blocks
Removing the blocks {xyz, xxx, yyy, zzz : xyz ∈ T } and replacing them with {xxy, yyz, zzx : xyz ∈ T } produces an E T S (v, a, 2) .
+ can be decomposed into triangles, lollipops and 3k loops, where k = 1, 2, . . . , 2n. So, there are at least two loops in those decompositions, say {111, 222}. Since L(2K v ) = 2K 2 , let the vertex set of the leave be {1, 2}. Combining the 2 loops {111, 222} and the leave 2K 2 , the graph (4K v ) + can be decomposed into triangles, lollipops and 3k−2 loops, where k = 1, . . . , 2n. When Type 2: The blocks in an E T S of K
If n is odd then v = 12m + 10 for some integer m 
In the above two situations, let (X, B 2 ) be a T S(v, λ − 1); this exists since 
Then B is an ET S (v, v, λ) with a near parallel class T = {(i, 1), (i, 2), (i, 3)} : 
If n is odd, then v = 12m + 11 for some integer m ≥ 4. Let (Q, •) be a commutative quasigroup of order 4m + 2 with holes H =  {1, 2, 3, 4}, {5, 6, 7, 8} , . . ., {4m − 7, 4m − 6, 4m − 5, 4m − 4}, {4m − 3, 4m − 2, 4m − 1, 4m, 4m + 1, 4m + 2} , where 
i ∈ h of 6 vertex-disjoint triangles defined on h × {1, 2, 3} (see Lemma 2.3). Type 3: The blocks in an E T S of K
In the above two situations, B is an
Removing the blocks {xyz, xxx, yyy, zzz : xyz ∈ T } and replacing them with {xxy, yyz, zzx : xyz ∈ T } produces an E T S (v, a, λ). Removing the blocks {xyz, xxx, yyy, zzz : xyz ∈ T } and replacing them with {xxy, yyz, zzx : xyz ∈ T } produces an E T S (v, a + 3, λ).
The existence of an E T S (v, 0, 2) follows from a decomposition of 2K 6n+5 into one 4-cycle, one (6n + 1)-cycle, and 3-cycles. This decomposition can be obtained by taking H = C 6n+1 in Lemma 1.3 and L(K 6n+5 ) = C 4 .
