We define an action of the double coinvariant algebra DR n on the equivariant Borel-Moore homology of the affine flag varietyFl n in type A, which has an explicit form in terms of the left and right action of the (extended) affine Weyl group. Up to first order in the augmentation ideal, we show that it coincides with an action of the Cherednik algebra on the equivariant homology of the homogeneous affine Springer fiber S n,m ĂFl n due to Yun and the second author [30] , and therefore preserves the non-equivariant homology group H˚pS n,m q ãÑ H˚pFl n q. We define a filtration by Qrxs-submodules of DR n -H˚pS n,n`1 q indexed by compositions of n, whose leading terms are the Garsia-Stanton "descent monomials" in the y-variables. We find an explicit presentation of the subquotients as submodules of the single-variable coinvariant algebra, using Schubert classes inS due to Goresky, Kottwitz, and MacPherson. As a consequence, we obtain an explicit monomial basis of DR n which generalizes the Haglund-Loehr formula, independent of the results of [5] .
Introduction
The double coinvariant algebra is the quotient space of the polynomials algebra Qrx, ys " Qrx 1 , . . . , x n , y 1 , . . . , y n s in 2n variables by the ideal generated by nonconstant diagonally symmetric polynomials DR n " Qrx, ys{m`px, yq, m`px, yq "
In [19] , Haiman proved that this space has dimension pn`1q n´1 , and in [18] , Haglund and Loehr conjectured the combinatorial formula for the bigraded Hilbert series in terms of certain parking function statistics ÿ πPP Fn
This was first settled by the first author and Mellit in [5] , as well as the more general "rational case" by Mellit [29] . Several articles due to Lusztig-Smelt, Gorsky-Mazin, Hikita, and GorskyMazin-Vazirani have connected the combinatorics of the rational version of the Haglund-Loehr formula with a basis of the affine Springer fiber in type A, in which the q-grading corresponded with the homological grading, and the t-grading was a new statistic related to the "expected" dimension of a corresponding affine paving [11, 12, 13, 20, 28] . On the other hand, Oblomkov and Yun have shown that that cohomology of this affine Springer fiberS n,m is an irreducible module L m{n ptrivq over the rational Cherednik algebra H rat m{n [30] . It was known from [9] that there is an isomorphism of graded spaces DR n and L pn`1q{n , but this did not result in a proof of the Haglund-Loehr formula, because Hikita's statistic could not be connected to the grading by the y-variables in DR n .
The first main result of this paper defines an action of the double coinvariant algebra on the homology of the affine flag variety in type A, and shows that it preserves the homology of the pn, mq-affine Springer fibers: Theorem A. There is an action of DR n on the homology of the affine flag variety that preserves H˚pS n,m , Qq Ă H˚pFl, Qq, the Borel-Moore homology of the affine Springer fiber in type A. Here the x-variables act by dual Chern class operators which lower the homological degree, while the y-variables are homogeneous operators defined using the usual action of the (extended) affine Weyl group, which is compatible with the Springer action. In the case m " n`1, this action induces an isomorphism H˚pS n,n`1 q -DR n by applying f P DR n to the generator rS n,n`1 s P H 2d pS n,n`1 q, d " dimS n,n`1 .
We then define a filtration F a DR n Ă DR n by Qrxs-submodules, which is generated by monomials y b for in b ď des a for a certain total order, whose leading terms are the "descent monomials" g τ pyq, which are well known to be a basis of the single coinvariant algebra R n pyq [8] . In our second main theorem, we describe this filtration under the isomorphism of Theorem A, and find an explicit presentation for the subquotients:
Theorem B. Given a composition a P Z n ě0 , the following three Qrxs-modules are isomorphic:
a) The subquotients F a DR n {F a´1 DR n , where F a DR n " @ y b D , for b ď des a.
b) The corresponding subquotients of a certain filtration on H˚pS n,n`1 q, defined using a coarsening of the Bruhat order on the fixed point basis in the nil Hecke algebra, i.e. the equivariant Borel-Moore homology of the affine flag variety.
c) A certain submodule of the single coinvariant algebra R n pxq generated by an explicit polynomial depending on a.
Moreover, the third description actually has an explicit basis by monomials in the x-variables, leading to an explicit formula for the Hilbert series of of all three modules, which in particular gives an independent proof the HaglundLoehr formula.
This theorem resolves the problems of connecting the degree in the yvariables to Hikita's statistics, produces a monomial basis of the double coinvariant algebra, and characterizes the subquotients as Qrxs-modules.
Let us describe the monomial basis in the most elementary terms. Given a permutation τ P S n the ordered set of descents Despτ q consists of i such that τ i ą τ i`1 . The descent monomial is defined by gpτ q " ź iPDespτ q py τ 1¨¨¨y τ i q.
If |Despτ q| " k then we define a slight enlargement of the set of descents by Des 1 pτ q 0 " 0, Des 1 pτ q k`1 " n and Des 1 pτ q i " Despτ q i for 1 ď i ď k. Then for i satisfying unequality Des 1 pτ q m´1 ă i ď Des 1 pτ q m we define w i pτ q " pDes 1 pτ q m´i q`|tj|τ j ă τ i , Des 1 pτ q m ă j ď Des 1 pτ q m`1 u|.
Corollary 1. The double coinvariant algebra DR n has a monomial basis:
gpτ qx
kn n , τ P S n , 0 ď k i ď w i pτ q´1.
We hope for several future directions:
1. The definition we present of the filtration on H˚pS n,m q is defined algebraically using the equivariant homology groups. However, it seems clear that there should be a geometric description of this filtration, through topological subspaces X a XS, for X a ĂFl. Our combinatorics turn out to be closely related to the description of the torus-fixed point set of the regular nilpotent Hessenberg varieties, but with Hessenberg functions (i.e. Dyck paths) replaced with pn, n`1q Dyck paths [21, 32] . It is likely that related varieties will be a part of any such geometric formulation.
2. We expect that Theorem B will be important for generalizing the Haglund-Loehr formula to other root systems, for which there are currently no availble conjectures. We particularly hope that the desired geometric subspaces X a will admit a natural generalization.
3. We have tested numerically that this filtration is compatible with taking invariants by Young subgroups, in the sense that the subquotients of
produce the desired coefficients from the shuffle theorem [5, 17] . Extending our proof to this case should essentially follow from using affine parabolic flag varieties instead of the full flags.
4. While Theorem B applies to the case m " n`1, our filtration makes sense more generally. For coprime pn, mq, the replacement for DR n should be an associated graded module of the finite-dimensional representations of the rational Cherednik algebra. One might also consider the intersection with affine Springer fibers which are not necessarily compact, such as the non-coprime case.
5. We expect the the description of the double coinvariants as a module will be important towards categorification, and hope for the expected applications to Khovanov-Rozansky knot homology, in which the xvariables are the variables that appear in Sörgel bimodules.
Let us comment on the main ideas behind the results in the paper. To prove Theorem A we explicitly construct the action of Qrǫsrx, ys on the equivariant Borel-Moore homology H C˚pF lq of the affine flag varietyFl, inducing an action of Qrx, ys on nonequivariant homology. We then show that this action agrees up to first order in ǫ with a noncommutative action due Oblomkov and Yun [30] that preserves the subspace H C˚pS m,n q ãÑ H C˚pF lq, implying Qrx, ys preserves the subspace H˚pS m,n q in the nonequivariant setting. It follows from the explicit formulas for the action of x i , y i that the non-equivariant action of Qrx, ys factors through an action of DR n . Finally, we check that the dimension of the DR n -submodule generated by a particular element ∆ P H˚pS n,n`1 q has the correct dimension, identifying DR n -H˚pS n,n`1 q.
The proof of Theorem B is more involved and relies on a combination of several combinatorial descriptions of the set of parking functions of Haglund and others, as well as Gorsky-Mazin-Vazirani, and Hikita. It also uses a new bijection between parking functions, and certain subsets of S n which generalize the torus-fixed point sets of the regular nilpotent Hessenberg varieties, which we expect to be part of a larger geometric picture. A key insight in the proof is to lift F a DR n to a Qrǫs-submodule F a H C˚pS n,n`1 q, described using torus fixed points, which we prove has the desired Hilbert series.
The paper is divided into five sections. In section 2 we discuss the geometric results and definitions that we will need for the main construction, including the results of [30] . In the interest of making our paper readable to combinatorialists, we have compartmentalized the necessary algebraic facts from this section into Proposition 6 of section 4, so that it may be safely skipped. In section 3 we recall combinatorial facts about affine permutations and parking functions, and we give a new description of parking functions in terms of a bijection of Haglund [15] , which turns out to be similar to the description of the fixed points of regular nilpotent Hessenberg varieties [21, 32] . Section 4 recalls the algebraic constructions of the affine Schubert polynomials and nil Hecke algebras [26] . Finally, in section 5, we state and prove the main results of the paper.
Root systems
In this section we fix our conventions on the root system for type A. Let g " sl n , let p g " p sl n be the corresponding affine Lie algebra, and let p t denote the Lie algebra of the maximal torus p T Ă x SL n . The dual p t˚of the maximal torus is spanned by the fundamental weights together with the imaginary root p t˚" xΛ 0 , ..., Λ n´1 , δy.
We also define define weights for all integers i satisfying
and λ i`n " λ i´δ for all i. The roots λ i , i P t1, . . . , nu form a basis of a subspace t˚' xδy. The simple roots are given by
and the action of the affine Weyl group is given by
for i, j P t0 . . . , n´1u. The third equation follows from the first two, and in fact holds for any integer j, and defined below for extended affine permutations w PS 1 n as well.
The affine flag variety
Let G be a complex algebraic group such that its Lie algebra g is simple. We define O " Crrtss to be the ring of formal power series of t, and its quotient field is F. Respectively, GpFq is the group of formal loops and K " GpFq is the subgroup of holomorphic loops. The quotient Gr " GpFq{GpOq has the structure of the ind-scheme, as an inductive limit by smooth subschemes Y . For more details, see the survey [37] . The affine flag variety is the ind schemeFl " GpFq{I where I Ă GpOq is the subgroup of elements gptq P GpOq such that gp0q P B. In this paper we assume that G " SLpnq and T Ă B Ă G are the maximal torus and the Borel subgroup. Then the quotientFl " GpFq{I has n connected components, and to simplify notations we use notationFl for the connected component that contains I.
The lattice inside of C n b F is a subspace Λ that is preserved by O and the intersection Λ X O n is of finite codimension inside Λ and
n is well-defined for a lattice. The flag variety admits the following elementary descriptioñ
In this description we have tautological line bundle L i overFl has fiber Λ i {Λ i`1 at the point Λ ‚ PFl.
The torusT " TˆC˚acts on GpFq: the torus T acts by left multiplication and C˚acts by loop rotation λ¨gptq " gpλ´1tq for λ P C˚. This action has isolated fixed points which are enumerated by the bijections w : Z Ñ Z. Indeed, if e 0 , . . . , e n´1 be a basis of C n that is fixed by T , then there is a unique flag of torus-invariant lattices Λ w ‚ PFl satisfying
provided that w satisfies:
Thus there is a natural identification betweenFlT andS n .
There is a natural embedding ı :S n Ñ GpFq such that ıpwq " Λ w ‚ . The Bruhat decomposition GpFq " Ť wPSn IwI induces the decomposition ofFl into affine cellsFl " Ů wPSn Xw where Xw " IwI is the cell of dimension ℓpwq. The affine Schubert variety X w is the algebraic closure of Xw. The variety X w is the union of cells Xw and the Bruhat order ď bru is defined by condition X w " Ů vď bru w Xv . The varieties Y k in the description ofFl as an ind-variety can be taken to be the union of the cells with length at most k.
We remind the reader of the construction of the equivariant Borel-Moore homology from [14] . In this paper, all (equivariant) homology and cohomology groups will have coefficients in Q. Let Z be a scheme with a action of a linear algebraic group G. Let V be a representation of G and let U Ă V be an open subset where G acts freely. Then the equivariant cohomology and Borel-Moore homology are defined by:
where UˆG Z " pUˆZq{G, provided the complex codimension of V´U in V is greater than i{2 and dim X´j{2.
Notice that in our definition the homological degree is bounded from above by 2 dim Z and is not bounded from below. The main advantage of using equivariant Borel-Moore homology is we have a fundamental class rZs P H G 2d pZq, d " dim Z. In particular, fundamental class rpts P H G 0 pptq and cap product provide an identification H G pptq and HGpptq. Let us also notice that H G pptq and HGpptq both have a ring structure and the above mentioned identification of both spaces respect the ring structure. Thus for any X with a p T -action, the spaces H p T pXq and Hp T pXq are naturally S-modules and the natural pairing between these two spaces is S-linear.
The equivariant homology of the affine flag variety is defined as the direct limit
It has the structure of noncommutative ring with an explicit algebraic presentation, called the nil Hecke algebra, A af [23, 26] . The Schubert classes, A w P A af for w PS n are defined as the fundamental classes rX w s of the closures of the Schubert cells Ω w again using Borel-Moore homology [25] . Since we defineFl as inductive limit of finite-dimensional schemes Y j , it is natural to define the cohomology as inverse limit with respect to the pullback maps:
as graded modules, as described in the last paragraph of [14] . Then Hp T pFlq is a module over the equivariant cohomology of the point S " Qrt˚s, which may be identified as a submodule
Then the affine Schubert polynomials may be defined as a dual basis to A w , see [24, 25, 26] . We will denote by x i the first Chern class c 1 pL i q P HT pFlq. These classes, together with the pullback of the equivariant cohomology of the affine Grassmannian, generate the equivariant cohomology as an S-module, with relations described in section 4.1.
The affine Springer fiber
Given an element γ P grts the authors of [22] attach a subset ofFl:
The lattice L Ă T pFq consisting of elements commuting with γ naturally acts onS γ . It is shown in [22] that if γ is a topologically nilpotent and regular semi-simple then the quotientS γ {L is a quasi-projective finite type scheme. The (ind)-schemeS γ is a variety called the affine Springer fiber. The element γ P grts is called homogeneous if γpλ´1tq is conjugate to γrts for all λ P C˚. The topologically nilpotent regular semi-simple elements are classified in [30] and the corresponding affine Springer fibers have a natural C˚-action. Their homologies provide a geometric model for the representations of the graded and rational Cherednik algebra of the corresponding type [30, 34, 35] . This paper deals only with the Springer theory in type A, and we now recall the relevant results.
Let us denote by N P grts an element such that
This element is homogeneous and regular semi-simple, as is the element γ n,m " N m for m ą 0. If pn, mq are coprime, then the affine Springer fiberS n,m "S γn,m is a projective variety, that was first studied in [28] . Let j :S ÑFl be the inclusion map.
The full torusT does not preserve the Springer fiber, but the one-dimensional subtorus U " C˚, φ : U ÑT
preservesS n,m . We fix our conventions by setting HŮ pptq " Qrǫs. Strictly speaking, this map is not quite defined because the exponents may be fractions, but this has no effect, and the normalization δ " ǫ is preferred for Cherednik algebras. SinceFl U "Fl p T , the fixed point setS U n,m is naturally a subset ofS n . This set is denoted Respn, mq, and has explicit description given in section 3.1.
It was shown in [28] thatS n,m X Xv , v P Respn, mq is an affine space of dimension d v pn, mq ě 0. Respectively, we denote by X v the closure of the intersectionS n,m X Xv . As in [14] , there is a well-defined fundamental class rX w s P H p T pS n,m q. Then we have the following proposition: Proposition 1. ForS "S n,m with pn, mq coprime, we have a) The pushforward map j˚:
b) The restriction map j˚: HŮ pFlq Ñ HŮ pSq is surjective.
c) The localization map iR espn,mq : HŮ pFlq Ñ HŮ pResq to the fixed point set is injective.
d) The equivariant Borel-Moore homology is freely generated over Qrǫs by the fundamental classes rX u s P H Ů pSq.
e) The equivariant Borel-Moore cohomology is freely generated by dual elements rX v s P HŮ pSq, such that the pairing of rX u s with rX v s is the delta funciton δ u,v .
Proof. Part b) is due to Oblomkov and Yun [30, 31] . Parts d) and e) follow from the formality theorem for cohomology [10] , and the formality of the homology [14] , Proposition 2.1. Part a) follows from parts b) and d), and part c) follows from [7] , Proposition 6.
Action of the Cherednik algebra
Let us recall the definition of the graded Cherednik algebra H gr . As a Qvector space,
with grading given by degw " 0,w PS n ,
Let us fix notationt˚" t ' xδy. The algebra structure is defined by 1. u is central.
2.
QrS n s and Sympt˚q are subalgebras
The element δ Pt˚is also central, and thus for ν P Q we can define an algebra
This is the the graded Cherednik algebra with the central charge ν. We set the image of δ "´u{ν to be ǫ. If we specialize ǫ to 1 we obtain the algebra H 
The equivariant Chern classes c 1 pL i q, i " 1, . . . , n´1 generate localized equivariant cohomology HŮ pFlqbQpǫq. Hence there is a natural isomorphism HŮ ,ǫ"1 pFlq " Sympt˚q. Under this identification HŮ ,ǫ"1 pFlq acquires structure of H gr m{n,ǫ"1 -module. Respectively, HŮ pFlq becomes an H gr m{n -module. The embedding j :S n,m ÑFl induces the pullback map between the cohomology group. This map was studied in [30, 31] : [30, 31] ) For any coprime pn, mq we have a) The restriction map: j˚: HŮ pFlq Ñ HŮ pS n,m q is surjective.
b) The kernel of j˚is preserved by H gr m{n , i.e. j˚is a homomorphism of H gr m{n -modules.
c) The equivariant cohomology at HŮ ,ǫ"1 pS n,m q is the unique irreducible finite dimensional H gr m{n,ǫ"1 -module L m{n ptrivq.
Combinatorial results
We review some combinatorial preliminaries about parking functions and the restricted affine permutations, i.e. the torus fixed points of the affine Springer fiber. These were given a combinatorial description by Hikita, generalizing several previous bijections [11, 12, 20] . This is described by the map called PS m by Gorsky, Vazirani, Mazin in [13] , who also discovered a second bijection, A m , that will play a major role in this paper. We then give a different description of parking functions in terms of normal permutations satisfying a condition that is similar to one that in the fixed points of Hessenberg varieties [21, 32] .
Affine permutations
LetS n denote the affine permutations, i.e. those bijections w :
If the second condition is dropped, then w is called an extended affine permutation. The set of extended affine permutations will be denotedS 1 n . The window notation for any such permutation w " rw 1 , ..., w n s may be used since w is determined by its values on t1, ..., nu. We will single out two particularly important extended permutations by
where i is the class of i modulo n.
The set of m-stable permutations is the subset
The set of m-restricted permutations Respn, mq is the subset of affine permutations whose inverse is m-stable. This set is finite and was shown to have size m n´1 , and to parametrize the torus fixed points of the pn, mq-affine Springer fiber [13, 20] .
Parking function statistics
An pn, mq-parking function is an pn, mq-Dyck path with rows labeled by numbers that are decreasing along each vertical wall, like the one shown in Figure 1 . They are uniquely determined by the composition of length n whose ith value is the number of boxes above the path in the row containing i. In the example, for instance, the composition is p2, 0, 4, 0q.
In [13] , Gorsky, Mazin, Vazirani defined two maps from Stabpn, mq to parking functions, described in terms of their associated compositions. Their first map,
named for Pak-Stanley, is defined by
They proved that this map is in bijection with parking functions in the case m " kn`1, and conjectured that it is a bijection for all m. For the second, they defined a parking function A m pwq for each w P Stabpn, mq as follows:
For each j, there is a unique way to express w´1 j´M w as rm´kn for r P t0, ..., n´1u, which necessarily implies k ě 0. Now define A m pwq j " k. is the symmetric q, t parking function generating function that appears in the rational shuffle conjecture. For each w P Respn, mq, let us define a composition by
where σ is the permutation for which σ i is the number in row i of the parking function diagram, and b j " tm´jm{nu is the maximum number of boxes in row j. Unlike the corresponding definition for PS 1 m , we claim that this function does not depend on m, and in fact can be described by
where w 1 " ϕ´m inpw 1 ,...,wnq w is the unique left-shifted permutation whose minimum value in window notation is one. Example 1. Let w " p4,´2, 3, 5q P Resp4, 7q, so w´1 " p0, 6, 3, 1q, which is in Stabp4, 7q. Then it was shown in [13] , Example 3.1 that A 7 pw´1q is the parking function (2,0,4,0), whose diagram is shown in Figure 1 . On the other hand, we have A 1 pwq " p1, 0, 1, 1q, whose value in position i is the number of remaining boxes in the row containing the number i.
A Hessenberg description of parking functions
We now give another description of the restricted permutations in the case of pn, n`1q, using a bijection in Haglund's book. In this subsection, we will assume m " n`1.
Define the runs of a permutation τ P S n as the maximal consecutive increasing subsequences of τ , so that the number of runs is the number of descents plus one. If there are k runs, we decide that there is a pk`1qst run consisting only of the number 0. Define the length of a row in an pn, mqparking function to be the number of entire boxes between the path and the diagonal. Then for each parking function, there is a permutation τ such that the numbers (cars) in each row of length zero are the elements of the kth run of τ , the numbers in rows of length one are the elements of the k´1st run, etc. The set of parking functions associated to this permutation is denoted carspτ q. Then it is easy to check that
where apτ q is the composition such that apτ q i " j if τ i is in the k´jth run, so that majpτ q " |apτ q|. We let Respaq denote those restricted permutations satisfying either side of equation (6).
Example 2. In Figure 4 , Chapter 5 of Haglund's book it is shown that carspτ q " tp2, 1, 2, 0, 0q, p1, 2, 2, 0, 0q, p3, 1, 1, 0, 0q, p1, 3, 1, 0, 0qu , where τ " p3, 1, 2, 5, 4q, and where we are writing parking functions as compositions. The corresponding restricted permutations are tp4, 3, 10,´4, 2q, p3, 4, 10,´4, 2q, p5, 3, 9,´4, 2q, p3, 5, 9,´4, 2qu , whose inverses map to the desired parking functions after applying A 6 . We can then check that these are precisely the restricted permutations satisfyig A 1 pwq " apτ q " p1, 1, 2, 0, 1q.
For each τ P S n , consider the function α τ : S n ÑS n given by
where we identify affine permutations with n-tuples of integers by the window notation, and take the unique shift of the extended permutation in parentheses which is inS n . Then define
Cpτ q " tσ P S n : α τ pσq P Respapτ qqu .
Example 3. Let τ " r1, 4, 2, 3s, apτ q " r1, 0, 0, 1s. Then we would have
Cpτ q " α´1 τ tr5,´1, 2, 4s, r5, 2,´1, 4s, r6,´1, 0, 5s, r6, 0,´1, 5su " tr3, 2, 1, 4s, r3, 2, 4, 1s, r4, 3, 1, 2s, r4, 3, 2, 1su .
We now give a parametrization of this set, which is essentially the same as a bijection in Chapter 5 of Haglund's book as follows: if τ i is in the jth run, we define r i pσq as the set of the indices of all those elements in the jth run that are greater than τ i , together with the set of elements in the j`1st run that are less than τ i . For instance, writing rpσq for the list of all the r i pσq, we have rpr3, 5, 1, 2, 7, 4, 6sq " pt2, 3, 4u, t3, 4u, t4, 5u, t5u, t6, 7u, t7, 8u, t8uq .
Let
Kpτ
( , where w i pτ q " |r i pτ q|. Definition 1. We define a map β τ : Kpτ q Ñ S n as follows: first start by setting σ to be an arrangement starting with the number n`1, which we will think of as σ 0 . Then for i from n to 1, insert the number i to the right of the k i th element of r i pσq, where the order is the opposite of the order in which they appear in σ, i.e. right to left. Finally, remove the leading n`1 and let β τ pkq " σ´1. We define Hpτ q Ă S n as the set of all β τ pkq for k P Kpτ q.
Example 4. For τ " p3, 5, 1, 2, 7, 4, 6q, and k " p2, 1, 0, 0, 1, 0, 0q P Kpτ q, the sequence would be 8, 87, 876, 8756, 87546, 875436, 8754236, 87541236, so β τ pkq would be p4, 5, 6, 3, 2, 7, 1q.
Lemma 2. We have that Cpτ q " Hpτ q.
Proof. Recall from page 81 of Haglund's book [15] that there is a bijection that we will call β 1 τ : Kpτ q Ñ carspτ q. The proof of the lemma is essentially the the same as Haglund's proof, but rewritten in terms of restricted permutations using A n`1 . To be precise, we have
Example 5. It is shown in Figure 4 of page 80 of Haglund's book that the parking functions in Example 2 with τ " p3, 1, 2, 5, 4q are the elements β 1 τ pkq for k in Kpτ q " tp0, 0, 0, 0, 0q, p0, 1, 0, 0, 0q, p1, 0, 0, 0, 0q, p1, 1, 0, 0, 0qu .
On the other hand, the restricted permutations are also the images α τ pσq for σ in
We also have
where the first equality comes from [13] , and the second is built into Haglund's construction. In particular, we have ÿ
where rks q is the q-number, using Corollary 5.3.1, page 82 of [15] . Then summing over all τ in (8) gives the character of the double coinvariant algebra DR n , assuming the Haglund-Loehr formula. For instance, the q, t-character of DR 3 would be
We now prove a third description of this set:
Proposition 2. We have that Hpτ q is the set of all σ´1 such that
for all i P t1, ..., nu, where as above, σ 0 means n`1.
Proof. Let Hpτ q 1 denote the set described by the condition in the lemma. It is clear that (10) is satisfied at every step in the construction of Defintion 1, because each number is added to the right of a number in r i pτ q, and adding a smaller number to the left of any digit preserves the condition. This shows that Hpτ q Ă Hpτ q 1 . To see the reverse, suppose that σ´1 satisfies the desired condition, and let σ 1 denote the result of adding σ i immediately to the right of σ j at every step in Definition 1, where j is the largest index satisfying j ă i, and σ j ą σ i , or j " 0 if none exists. It is clear that σ 1 " σ, and it remains to show that we necessarily have σ j P r σ i pτ q, so that σ 1 P Hpτ q. To see this, we simply confirm the equation
Remark 1. The reason we call (10) a "Hessenberg" condition is that it matches the description of the fixed point set of the normalized regular nilpotent Hessenberg variety with Hessenberg function given by hpiq " i`w i pτ q in type A [21, 32] . The only issue is that we do not have the condition hpiq ď n, only that hpiq ď n`1.
Affine Schubert calculus
We review some background on affine Schubert calculus, for which we refer to Goresky, Kottwitz, and MacPherson [10] , as well as Lam [25] , Kostant and Kumar [23] , and the book of Lam, Lapointe, Morse, Schilling, Shimozono, and Zacbrocki [26] . We follow the descriptions of the latter.
The nil Hecke and GKM rings
Let S " Qr p t˚s, F " Qp p t˚q, and consider the noncommutative algebra
with product given by
where f, g P F , and the action ofS n on F is determined by equation (1) . We define a subalgebra as follows: for any i P t0, ..., n´1u, let
These operators satisfy the braid relations in type A, and so we may define A w " A i 1¨¨¨A i k whenever w " s i 1¨¨¨s i k is a reduced word. The subring generated by these elements is called the affine nil Coxeter algebra. It is noncommutative and satisfies
The subring generated by the A i and S Ă F is called the affine nil Hecke algebra, and is denoted by A af . It is graded by assigning the elements of p tå nd A i degree 1, whence A w has degree lpwq. Now definê
Then Λ is a free S-module with a basis
As explained in section 2, we have
in which the Schubert cycles rX w s map to A w , the dual classes in rX w s cohomology map to ξ v , and the pairing between homology and cohomology agrees with the pairing between A af and Λ.
Affine Schubert polynomials
The left and right actions ofS n by the embeddingS n Ă FS n preserve A af , and also induce dual actions on Λ. If we view either as an S-module by left multiplication, then the action by right multiplication byS n is linear over S, whereas left multiplication has a nontrivial internal action on S. There is also a compatible action of the extended affine permutationsS We also have the dual actions on Λ, and we will denote by the same letter ϕ " pϕ˚q´1, which acts by ϕ´1 on scalars. The cohomology ring is generated by two important sets of classes: first, we have the Chern classes of the natural line bundles x i " c 1 pL i q, for all integers i, determined as elements of Λ by
as well as the pullbacks of the generators of the cohomology of the affine Grassmannian
where we identify the simple transpositions by s k " s k´n , defining them for k ą n. We will also denote the operator of multiplication by Chern classes by x i , as well as the dual operator on A af , which acts diagonally on the classes of permutations,
x i¨w " wpλ i qw.
Then we have Proposition 4. The above assignments determine an surjective map of Salgebras Srh, xs " Srh 1 , h 2 , ...; x 1 , ..., x n s Ñ Λ whose kernel is is generated by elements of the form
whenever µ is a partition with µ 1 ą n´1, where m µ is the expression of the monomial symmetric function as a polynomial in the complete symmetric funtions h k , the o i pδq are some multiples of δ in Srh, xs, and o µ p p t˚q are some elements in the ideal generated by p t˚in Srhs.
We have the following formulas for the action of the (extended) affine Weyl group:
for 0 ď j ď n´1, where ρ i is the homomorphism over S determined by
The action of left multiplication acts internally on S, and on the generators by
Finally, the action of conjugation by ϕ is given by
To prove the second statement in (17) , for instance, we simply need to observe the corresponding matrix elements for dual operator of right multiplication by s i in terms of A w . This is easy to do by solving for s i in (11), and applying (12) .
Then we have
where B i is the BGG operator
In fact, they are determined uniquely by ξ 1 " 1, and either the first relation, or the second equation combined with the first for i ‰ 0.
Proof. For the first statement, see [23, 24] . The second is a simple consequence of the first, and ϕs i ϕ´1 " s i`1 .
The nonequivariant limit
We can obtain the explicit relations in non-equivariant cohomology using the non-equivariant limit Hp T pFl n q Ñ H˚pFl n q.
If M is an S-module, or some module with a clearly designated maximal ideal, defineM
where Q is the quotient of S by those terms of nonzero degree, i.e. setting the torus variables equal to zero. Then Proposition 4 becomes
where
are the rings containing the k-Schur and affine Schur functions respectively, and R n pxq " Qrx 1 , ..., x n s{xp k pxq : k ě 1y -H˚pFl n q is the ring of coinvariants in the x-variables. The first statement follows from taking the limit of the relations as the elements of p t tend to zero. The second is through the identification ofǍ af as the dual space ofΛ, where the pairing in equation (22) is the usual Hall pairing between Λ pn´1q and Λ pn´1q , and the Poincaré duality pairing of R n pxq -H˚pFlq with itself:
Here w 0 P S n is the maximal length permutation, S w is the corresponding Schubert class in H˚pFlq, and ∆ n is the unique up to scalar element of maximal grading, which might also be represented by
to emphasize that S n acts on its span by the sign representation. Under this limit, we have
which is the function that leaves the x-variables unchanged, and acts as plethystic substitution in the symmetric function part, i.e.
This determines the right action ofS n and conjugation by ϕ, which are easily seen to specialize to the rules given in [27] . The left action of course becomes trivial.
The affine Springer fiber
Fix coprime pn, mq, and consider the subtorus U -C˚Ă p T from (3). The corresponding evaluation map p t˚Ñ u˚is given by
where ǫ P u˚is the equivariant parameter. The affine Springer fiberS "S n,m is preserved by U, and as a subset ofS n , the fixed points are the m-restricted permutations Respn, mq. Let A U af , Λ U denote the corresponding spaces with coefficients in Qrǫs.
Now consider the kernel I n,m Ă Λ of the restriction map
where the coefficient of f is the evaluation of f puq P Qrǫs. We define
Proposition 6.
There exist classes c) The degrees are given by d
Remark 2. The properties described in this proposition turn out to be sufficient for our purposes, even though they do not uniquely characterize the classes C v , or their images in H˚pS n,m q under the non-equivariant limit. An algebraic presentation of the coefficients c u,v P Q would be a fascinating result that is not part of this paper. However, see the appendix for some examples illutrating how such classes might be computed.
Proof. This follows from Proposition 1, in which S af is the image of H Ů pSq under (13) , and C u is the image of rX u s. The degrees are the dimensions of the intersected Schubert cells, explained in section 3.2.
We choose a grading on A U af so that ǫ has degree 1, which forces the degree of A w to decrease with the length of w. For each choice of pn, mq, we choose a the shifted grading degpA w q " pm´1qpn´1q 2´l pwq, degpǫq " 1, Then the operators from section 4.2 have degrees
and because of our choice of constant, we would have
Notice that the gradings of S af are nonnegative, while the degree in A af may be negative.
The following operators were defined by Oblomkov and Yun [30] and are implicit in [35] :
for 1 ď 0 ď n define a right action ofS n on Λ U . These operators, as well as conjugation by ϕ, preserve I n,m , and hence the dual actions preserve S af Ă A U af . In particular, the non-equivariant right action ofS n and ϕ preserve the subspaceŠ af -H˚pS n,m q.
Proof. First, note that the conjugation action of ϕ preserves the kernel in equation (25) , and so at least acts on A U af . It preserves the kernel simply because conjugation by ϕ preserves the subset Respn, mq ĂS n .
The statement about the modified operators are due to Oblomkov and Yun [30, 31] , but we give a simple algebraic proof in our case: as elements of FS n , we have
Notice that this produces a 2ˆ2 matrix that squares to the identity. From this, we see that the coefficient of ws i is zero if and only if w i`1´wi " m.
It is straightforward to see that if w P Respn, mq, then
Therefore the reflection operators preserve the span of Respn, mq Ă FS n , and hence the dual reflection operators preserve I n,m .
The statement that this defines an action ofS n can also be proved algebraically.
Double Coinvariants
In this section we will state and prove our main results.
Commuting variables
We have identified multiplication by x i as dual to the Chern class operators. We now construct a degree-preserving action of the y i variables, which together form an action of Qrx, ys on A a) The elements of m`px, yq act by zero, giving us an action of DR n .
b) The subspaces H˚pS n,m q Ă H˚pFlq are preserved, i.e. are submodules.
c) The map DR n Ñ H˚pS n,n`1 q given by f Þ Ñ f¨∆ n is an isomorphism. d) There is an action of the extended Weyl group induced by the conjugation action, which is given by wx i " x w i w, wy i " y w i w, σp1q " p´1q σ , ϕp1q " 1`y n , where w PS 1 n is any extended permutation, σ P S n , and we have identified the multiplication operators x i`n " x i , y i`n " y i .
Remark 3.
In fact, we could also have used the fundamental class rSs as the generator, as we did in the introduction.
Proof. Let
Using (20) and (24), we have
on H˚pFlq. We also see that z i px j q " x j , so in fact z i is precisely the homomorphism ρ i on H˚pFlq -Λ pn´1q b R n pxq. Since the pairing between Λ pn´1q and Λ pn´1q is the Hall inner product, the dual operator on H˚pFlq -Λ pn´1q b R n pxq is the multiplication operator
proving that x i and y j commute. Using (29) again, it follows easily that a nonconstant multisymmetric power sum in x i and y j is a multiplication operator by an element of Λ pn´1q b R n pxq whose coefficients in h µ are elements of m`pxq, and hence are zero, proving part a). Next, notice that the modified actions in (26) preserve S af , and all limit to the usual right action modulo the relation ǫ " 0, so part b) follows from Proposition 7.
For part c), notice that by Proposition 6 and degree reasons, we have that C w 0 " A w 0 up to a nonzero multiple. The image of A w 0 is actually the element ∆ n , which corresponds to 1 in Λ pn´1q b R n pxq. Since the dimensions match in part c), it suffices to show that the map
is an injection. Interestingly, there is a proof of this in Haiman's work, specifically [19] , Proposition 4.5. In this paper, he deals with the map
where Z n is the punctual Hilbert scheme, P is the Procesi bundle, and U is the open subset of Z n consisting of those ideals of the form px n , y´pa 1 x`¨¨¨`a n´1 x n qq.
In the second isomorphism in (30), the variables a i are identified with h i , while the x-variables have to do with the x-coordinates of distinct points in Hilb n . We expect to generalize this relationship further in future papers. Finally, the relations in part d) hold equivariantly for the modified actions, and follow from definitions, as well as the twisting by the sign representation in R n pxq b Λ pn´1q .
A filtration by the descent order
We now describe a filtration on the homologies of the affine flag variety and Springer fiber by compositions, which we relate to the order on monomials in the y-variables that produce the "descent monomials" described below. For the rest of the paper, we will be concerned with the case m " n`1, leaving applications to the rational case and other Springer fibers for future papers. where sortpaq sorts a composition in decreasing order to produce a partition. Example 6. For n " 2, we would have p0, 0q ă p0, 1q ă p1, 0q ă p1, 1q ă p0, 2q ă p2, 0q ă¨¨N otice that this is not a monomial order, and that, for example p2, 2q ă p0, 3q, so it does not refine the total order by the norm.
Definition 4. For a composition a of n, we have a filtration by compositions
in other words the set of all elements such that the coefficient of w is zero unless Apwq ď des a. We also define
where F a A U af is the image of F a A af under the evaluation map. We define F a H˚pFlq, F a H˚pSq as the images of F a A af and F a S af . Since the x-variables act diagonally in the fixed point basis, these are all Qrxs-modules.
Remark 4. Definition 4 is of course unsatisfying. It would be highly preferable to find a filtration by topological subspaces X a ĂFl, and to define F a H˚pFlq " H˚pX a q, F a H˚pSq " H˚pX a XSq.
It should then be possible to calculate the subquotients using the long exact sequence for relative homology. This is not available yet, though we hope to find such a presentation in future papers, as well as generalizations to other root systems.
Remark 5. Despite equation (32), we actually could not make a similar definition for usual homology, and in fact we may have
In other words, the non-equivariant limit does not respect the intersection
The first occurrence happens when a " p0, 1, 2, 0q, and this is the only such example for n ď 4, and m " n`1. If this equation were true, we would not have needed to consider equivariant homology, and likely our results would have become much simpler. In other words, equivariant homology is a sufficiently refined middle ground between this "false" definition (33) and the even more refined potential definition in Remark 4.
The descent monomials defined in the introduction could also written as
where apτ q is the composition defined in section 3.3. A composition of the form apτ q for some τ will be called a descent composition. These are known to be a basis of the coinvariant algebra R n pyq, see, for instance [8] . The following proposition, due to E. E. Allen, shows that they are the leading terms in the descent order, and in fact the proof gives an algorithm for the reduction: where m µ pyq is the monomial symmetric function. Furthermore, µ is the empty partition if and only if a is a descent composition.
Main result
We are now prepared to state our main result, which describes the subquotients of F ‚ DR n as Qrxs-modules. Note that whenever we have a filtration of a vector space V by a totally ordered set, order it makes sense to define F a V {F a´1 V as the subquotient by the previous term, or by the zero space if there is no smaller term.
Theorem 3.
The following Qrxs-modules are isomorphic: a) F a DR n {F a´1 DR n , where
c) The ideal pf τ pxqq Ă R n pxq, where
if a " apτ q for some τ , or the zero module otherwise. Here we are using Haglund's convention that τ n`1 " 0, and we define x 0 " 0.
Furthermore they all have a Q-basis given by the monomials x k 1 τ 1¨¨¨x kn τn applied to the principal generator, ranging over all compositions k satisfying k i ď w i pτ q´1 for all i.
In particular, we have an independent proof of the Haglund-Loehr formula [18] , first proved in [5] : Proof. The statement that x k form a basis of F a DR n {F a´1 DR n shows that the Hilbert series of the quotients is the same as the final expression in (8) . Now sum over all τ , and note that the x degree satisfies |apτ q| " majpτ q.
Example 7. If τ " p3, 1, 2q, we would have a " p0, 0, 1q, and f τ pxq " x 3 . Then the kernel of the map Qrxs Ñ R n pxq of multiplication by f τ pxq is the ideal
2`x 2 x 3 q. Since a is already minimal in the descent order among compositions of degree 1, the theorem implies that each of these generators times y a " y 3 are in the maximal ideal m`px, yq. Then F a´1 DR n is the zero module, and the basis of F a DR n would be given by the monomials ty 3 , y 3 x 3 , y 3 x 1 , y 3 x 3 x 1 u, contributing tp1`qq2. If a i ą a i`1 , then vpaq " vpa 1 qs i ,z a "´z a 1˚n`1 s i , where a 1 " a¨s i .
3. If a n ą 0, then vpaq " ϕ´1vpa 1 qϕ,z a " ϕ´1z a 1 ϕ, where a 1 is the composition pa n´1 , a 1 , ...a n´1 q.
It is straightforward to check that the set of descent copositions apS n q can be recursively described as the set of compositions satisfying one of these conditions, where the corresponding a 1 is also a descent composition. In step 2, notice that lpvpaqq " lpvpa 1 qq`1. By Proposition 7, there is some expression of the form (35) , and it lives in S af since A w 0 P S af . To see the triangularity of the coefficients, first observe the following two properties of the Bruhat order:
1. If u ď bru v, and v ď bru vs i , then us i ď bru vs i .
If
The triangularity follows from these properties, the recursive rules above for calculatingz a , and the fact that the modified action (26) sends u to a linear combination of u and us i .
We prove the final nonvanishing statement inductively using the above recursive formula for the descent monomialsz a , by showing that we never have to worry about cancelation for the leading terms in Respaq. In the base case where a is the zero composition, we notice thatz a " A w 0 from case 1 above, and that the coefficients of u in A w 0 are an overall multiple times˘1 for u P Respaq " S n . Next, if a, a 1 are a pair as in case 2, we can check that
From this, and the induction step, we know that the coefficient b
u pǫq " 0, we have that
because this is the only term that can possibly contribute toz a "z a 1¨s i from (27) . By (28) , the coefficient is nonzero, showing that b u pǫq is nonzero. A similar argument holds for case 3, since ϕ simply permutes the restricted permutations.
An immediate consequence of the next lemma and the triangularity statement in Proposition 6 part b) is that
so in particular, it is free over Qrǫs.
Lemma 5. The descent order is compatible with the Bruhat order,
Proof. First, consider the case |a| " |b|, where a, b " A 1 puq, A 1 pvq. It follows fairly easily that
so we have that minpuq " minpvq. Furthermore, by using ϕ, we can see that it suffices to consider the case minpuq -0 pmod nq. In this case, A 1 is the same as the composition corresponding to the left coset space in S n zS n . It is known that u ď bru v implies that a ď bru b, where the Bruhat order on compositions is the same as the order on the coset spaces by taking minimal representatives in the affine Weyl group of GL n , see [16] . It follows immediately that a ď bru b implies that a ď des b, proving this case.
Using (37) again, we see that u ď bru v implies that |a| ď |b|, so it remains to consider the case |a| ă |b|. Since a ‰ b, we only need to prove that sortpaq ď lex sortpbq, as the tiebreaking case in Definition 3 will never come up. It is well known that
where u 1 , v 1 are the associated Grassmannian permutations, i.e. the permutations whose window notations have the same values as those of u, v, but in increasing order. Since A 1 pu 1 q " sortpA 1 puqq, it suffices to assume that u, v are Grassmannian permutations.
In the case of Grassmannian permutations, there is an explicit description of the Bruhat order for the Bruhat order in terms of the "unit increasing monotone function" Z Ñ Z given by ϕ w pjq "
see Theorem 6.3 of [3] . We make the following claim, which is straightforward to check using this description: given Grassmannian permutations with u ď bru v, if u 1 ą v 1 , then there exists v 1 ď j ă i " u 1 such that w " t i,j u ď bru v, where t i,j PS n is the affine transposition that exchanges i and j. It follows easily that A 1 pwq k ě A 1 puq k for all k, so of course we have A 1 puq ď des A 1 pwq. But now inductively on |b|´|a|, we may assume that A 1 pwq ď des A 1 pvq, proving that A 1 puq ď des A 1 pvq.
Next, if A is a finite set, together with prescribed diagonal operators x i ,
let M A be the quotient module of Qrx, ǫs by the relations satisfied by these operators. It is a simple observation that this module is isomorphic to the module generated by any element
as long as all of the coefficients are nonzero. For any finite subset of S n orS n , the endomorphisms will be the Chern class operators x i , with the restricted tori S or U, respectively, where
For instance, we would have
by the surjectivity in Theorem 1, and the injectivity of the localization map.
Recall that in section 3.3, we found a subset Hpτ q Ă S n , which we showed is in bijection with Respapτ qq. The next lemma finds that the module M Hpτ q limits to the module in part c) of the theorem, up to a change of variables.
Lemma 6. The submodule of M Sn generated by
where x n`1 is defined to be zero, maps isomorphically to M Hpτ q under the obvious restriction map. Furthermore, the monomials x k for k i ď w i pτ q´1 are linearly independent in M Hpτ q .
Proof. The restriction of the generator g τ pxq to a fixed point σ P S n is nonzero when none of the factors are zero. By comparing with the conditions in Proposition 2, this happens precisely when σ P Hpτ q. Thus the first statement follows from the observation surrounding equation (38) . By Proposition 2, we have that
with a grading shift. Now notice that LTpg τ pxqq "
where LT is the leading term in the lexicographic order in the x-variables only, viewing ǫ as a scalar. Then we have that the polynomials x k g τ pxq for k i ď w i pτ q´1 are triangular with respect to a subset of the standard basis x k P M Sn -HSpFlq for k i ď n´i´1, showing that they are linearly independent.
Remark 6. Building on Remark 1, it can be similarly shown that pg τ pxqq -x 1¨¨¨xn´k H˚pHpf qq, where k is the length of the final run of τ before the trailing run consisting only of zero, and the extra values with j " n`1 then contribute to the monomial factors with x n`1 " 0. If h is a Hessenberg function, and
one can show using a similar argument that the module generated by pg h pxqq in R n pxq is isomorphic to the cohomology of the Hessenberg variety without the extra monomial, giving a different presentation from the explicit relations determined in [1] . We expect that similar varieties will appear in some way once a suitable geometric description of F a can be found, as in Remark 4.
We may now complete the proof of Theorem 3:
Proof. First, we show that all three submodules are the zero module unless a " apτ q for some τ . Part a) follows immediately from Proposition 8. Part b) follows from Lemma 5. Part c) follows from definition.
Let F 1 a DR n denote the filtration in part b), but taking the sum over all compositions b ď des a, not just those of equal degree. Notice that replacing F a by F 1 a has no effect on the subquotients, because the lower degree terms are simply canceled. We also have that F 1 a DR n is unchanged if we replace y a by z a , because the two monomials are triangular in the descent order. Now take the lifted filtration
so that F 1 a DR n -F 1 a S af b Q, using the isomorphism of Theorem 2. We will show that F 1 a S af " F a S af , proving the isomorphism between parts a) and b). The inclusion F 1 a S af Ă F a S af follows from Lemma 4, and equation (36) following Lemma 5. We clearly have F 1 a S af " F a S af for a " p0, ..., 0q. To show equality for all a, we may suppose by induction on a in the descent order that F 
Because of the inclusion in the last paragraph, we already have one inequality between the coefficients of the two Hilbert series, and it suffices to prove the reverse. Now we have a restriction map F 1 a S af Ñ M Respaq , and by Definition 4, the kernel is just F a´1 S af " F b w pǫqw P FS n are nonzero for w P Respaq. Surjectivity follows from this, and the observation before (38) again, applied to the image ofz a in M Respaq . Using the isomorphism from this last paragraph, it suffices to show that the Hilbert series of M Respaq agrees with (42). We easily see that under the bijection α τ : Hpτ q Ñ Respaq, the action of the x-variables transform as
which implies the equality of the Hilbert series of M Respaq and M Hpτ q . Here the restriction to U refers to the evaluation map (25) , whereas S is the restricted torus acting on the usual flag variety from (39). The reverse inequality now follows from the independence of the monomials in Lemma 6. Finally, by taking the nonequivariant limit of the relations in (43), we find that A Examples: Luzstig-Schubert classes in the affine Springer fiber
We now give examples of the classes guaranteed by Proposition 6, and how they can be computed.
Example 8. In the case n " 2 we have Resp2, 3q " t1, s 1 , s 0 u. In this case the intersected Schubert basis agrees with the Schubert basis, C w " A w , which is given using window notation by
Then the operators of right multiplication by s 1 , s 0 are respectively given by
while the duals of the BGG operators are
Using equation (26), we find that the matrices of the dual of modified right multiplication are Setting ǫ " 0, we recover the familiar matrices for the Springer action on H˚pS 2,3 q, which is two copies CP 1 glued at a point. See [36] , section 2.6.4, for instance.
Example 9. In the case pn, mq " p3, 4q, there are 16 restricted affine permutations Resp3, 4q " tp1, 2, 3q, p0, 2, 4q, p1, 3, 2q, p2, 1, 3q, p0, 4, 2q, p2, 0, 4q, p´1, 3, 4q, p0, 1, 5q, p3, 1, 2q, p2, 3, 1q, p´1, 4, 3q, p1, 0, 5q, p3, 2, 1q, p4,´1, 3q, p1, 5, 0q, p´2, 2, 6qu .
The corresponding classes C w are given by Before explaining how these are obtained, notice that 1. The coefficients have no negative powers of ǫ, so they are indeed elements of A U af .
2. The Schubert classes A w that appear do not include only the restricted permutations, but their expressions in the fixed-point basis must contain only these elements, as they are in S af . See equation (44) below, for instance.
3. The final three classes correspond to the three restricted permutations for which the Schubert cells and the Schubert-Springer cells have different dimensions. The degrees do indeed agree with the expected dimension count.
4. Somewhat unintuitively, the leading term of C w is not A w under the limit ǫ Ñ 0, because this term will vanish if the dimension of the Schubert cell drops when intersected with the Springer fiber. Nevertheless, the map H˚pS n,m q Ñ H˚pFl n q is injective, even though there is not an obvious triangularity statement.
By simply exhibiting these classes and checking the above statements, we have confirmed Proposition 6 in this case. However, this does not show that these are the Schubert-Springer classes, which could differ by a change of basis which is lower triangular in the Bruhat order.
In fact, we claim that these are the Schubert-Springer classes, and we now explain how they are calculated. It suffices to compute the classes C w in the fixed-point basis, from which we can simply change basis to the A w by inverting a matrix with coefficients in Cpǫq that is triangular in the Bruhat order. For instance, let us explain how we would compute 
in window notation, noticing that now all terms are in Resp3, 4q. Here we are using the normalization of ǫ corresponding to the differential of the embedding U Ñ p T , rather than the normalization of (3). Even though the fixed points of Springer-Schubert varieties are not attractive for U Ă p T , the coefficients may be determined from the (nonconvergent) Hilbert rational function of affine charts of the Schubert-Springer varieties by Brion [4] , sections 4.2 and 4.4. For instance, the local chart of the Schubert-Springer cell about p4,´1, 3q is given bÿ 1 a 0,2 t´1 0 0 t´1 0 ta 4,3 a 4,2 t`a 1,2 t‹ ‹ ‚ , I a " pa 0,2´a4,2 q, where the coordinates are increasing moving leftward and upward, so that the matrix at a i,j " 0 is the corresponding element of the Weyl group. The ideal I a describes the relation that characterize the Springer fiber within the Bruhat cell.
The Schubert-Springer variety is the closure of this cell. It has an affine chart centered about p1, 2, 3q, for example, given by its intersection with the "big cell" in the Iwahori decomposition. It is given bÿ These relations are be determined by taking the rational map from the Bruhat cell SpecpCra i,j sq to SpecpCrb i,j sq, by computing a Cholesky decomposition assuming generic values of a i,j , see the method presented in section 3.8.4 of [6] . This gives rise to a homogeneous ideal in Cra i,j , b i,j s by multiplying out by denominators, to which we then add the generators of I a . Finally, we saturate the ideal by these denominators, and eliminate the b-variables. by taking just those elements in a Gröbner basis that do not contain the a-variables, with respect to a monomial order in which the a-variables are given higher weight than all the b-variables. For a reference, see Stillman [33] .
Ignoring the nonattracting nonissue (see Brion for how these equivariant weights are defined generally), the Hilbert series of the associated graded rings of these two cells with respect to the usual maximal ideals, with the grading given by the torus action are 1 p1´x´1q p1´x´2q p1´x´5q " 1 10 ǫ´3`2 5 ǫ´2`¨¨¨, 1´px 8´x6´2 x 5`2 x 3`x2 q p1´x 2 q 2 p1´x 3 q p1´xq 3 "´3 2 ǫ´3`3 2 ǫ´2`¨¨ä t x " exppǫq. Essentially, the procedure described in [4] says that the rational coefficient in the expansion of C w is the coefficient of the lowest term ǫ´d, where d is the Krull dimension of the local ring, and which agrees with the dimension of the corresponding cell. We can see that the leading terms are indeed the corresponding coefficients in (44).
