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Abstract
We study a model for a massive test particle in a microscopic periodic potential and interacting
with a reservoir of light particles. In the regime considered, the fluctuations in the test particle’s
momentum resulting from collisions typically outweigh the shifts in momentum generated by the
periodic force, and so the force is effectively a perturbative contribution. The mathematical starting
point is an idealized reduced dynamics for the test particle given by a linear Boltzmann equation. In
the limit that the mass ratio of a single reservoir particle to the test particle tends to zero, we show
that there is convergence to the Ornstein-Uhlenbeck process under the standard normalizations for
the test particle variables. Our analysis is primarily directed towards bounding the perturbative
effect of the periodic potential on the particle’s momentum.
1 Introduction
The Ornstein-Uhlenbeck process offers a homogenized picture for the motion of a massive particle
interacting with a gas of lightweight particles at fixed temperature [33]. In this description, the spatial
degrees of freedom are driven ballistically by momentum variables which are themselves governed by a
diffusion equation that includes a drift term corresponding to the drag felt by the massive particle as it
accumulates speed and has more frequent collisions with the gas. Under diffusive rescaling, the spatial
variables converge in law to a Brownian motion. This result follows by an elementary analysis of the
closed formulas available for the Ornstein-Uhlenbeck process [26]. The Brownian motion description
for the test particle transport is effectively “more macroscopic” than the Ornstein-Uhlenbeck model
since the fluctuations in the particle’s momentum are integrated into infinitesimal spatial “jumps” for
the Brownian particle.
In the other direction, we may consider derivations of the Ornstein-Uhlenbeck process from models
that are “more microscopic”. These relatively microscopic descriptions may merely be more compli-
cated stochastic models for the test particle such as a linear Boltzmann equation, or more fundamen-
tally, a reduced dynamics for the test particle beginning from a full microscopic model that includes
the evolution of the degrees of freedom for the gas. The stochastic model in the former case should be
regarded as an intermediary picture between the Ornstein-Uhlenbeck and the Hamiltonian dynamics
arising in some limit; see [30] for a discussion of the low density limit. In the Boltzmann models, the
test particle undergoes a Markovian dynamics, whereas for the Hamiltonian model including the gas,
∗jtclark@math.msu.edu
†ldubois@mappi.helsinki.fi
1
the randomness is only in the initial configuration, and the resulting dynamics for the test particle
given by integrating out the gas is non-Markovian. In the other direction, the contrast between the
Ornstein-Uhlenbeck and the Boltzmann-type dynamics is that the momentum in the Boltzmann case
makes discrete jumps, which are individually small in the Brownian limit, corresponding to collisions
with gas particles rather than evolving with continuous trajectories according to a Langevin equation
as in the Ornstein-Uhlenbeck case. We refer to the book [26] for a discussion of these various levels of
description for a Brownian particle.
Rigorous mathematical derivations of the Ornstein-Uhlenbeck process were achieved in [15, 3]
from stochastic models giving an effective description of the test particle as it receives collisions
from particles in a background gas. For models that begin with a full mechanical Hamiltonian model
including the test particle and the gas, derivations of the Ornstein-Uhlenbeck process from the reduced
dynamics of the test particle were obtained in [16, 10, 31].
In this article we consider the Brownian regime for a stochastic model in which a one-dimensional
test particle makes jumps in momentum, interpreted as collisions with a background gas, and is acted
upon by a force from an external, spatially periodic potential field. With the presence of the field,
the momentum process is no longer Markovian since it drifts at a rate depending on the particle’s
position. The momentum of the particle has two contributions: the total displacement in momentum
generated by the field, which is given by a time integral of the force, and the sum of the momentum
jumps from collisions. As a result of the specific scaling regime considered, which includes the period
length of the potential, the force field typically makes a smaller-scale contribution to the test particle’s
momentum than the fluctuations in momentum due to the jumps identified with “collisions”. The
vanishing of the force contribution is an averaged effect driven by the frequent rate at which the test
particle is typically passing through the period cells of the potential field. The Brownian limit of the
model to first-order thus yields the same Ornstein-Uhlenbeck process as if the force were set to zero.
Our analysis is focused on obtaining a sharp upper bound for the influence of the external potential
on the momentum of the particle, and our techniques improve those applied to a related model in [9].
Ultimately, the main contributions to the total drift in momentum due to the forcing are made during
“rare” time periods at which the test particle’s momentum returns to “small” values. The results of
this article are extended in [7] to prove that the integral of the force, or net displacement in momentum
due to the potential, converges in law to a fractional diffusion whose rate depends on the amount time
that the limiting Ornstein-Uhlenbeck process spends at zero momentum, i.e., the local time at zero.
Our model is a linear Boltzmann dynamics for a one-dimensional particle making elastic collisions
with the gas and including a spatially periodic potential. The jump rate kernel is the one-dimensional
case of the formula appearing in [30, Ch. 8.6], which corresponds to a hard-rod interaction between
the test particle and a single reservoir particle. However, since the model is one-dimensional, it cannot
be derived from a mechanical microscopic dynamics in the Boltzmann-Grad limit. We thus regard our
model as phenomenological, and we argue that the resulting behavior that we find is qualitatively the
same as what should be expected in an analogous three-dimensional model for a Brownian particle in
a one-dimensional periodic potential.
We think of our model as corresponding to an experimental situation for a large atom or molecule
in a periodic standing-wave light field and interacting with a dilute background gas. A periodic optical
force on an atom can be produced experimentally by counter-propagating lasers; see, for instance, [22]
or the reviews [1, 25]. A classical treatment of the atom is reasonable in the regime where the
potential is effectively weak because the test particle is typically not constrained by the potential and
the coherent quantum effects for the test particle will be suppressed by interactions with the gas.
1.1 Model and results
We will consider a one-dimensional particle of mass M interacting with a gas of particles with mass
m for m
M
= λ≪ 1 in the presence of a force −dV
dx
(x
λ
) for some smooth V : R→ R+ with period a > 0.
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We take the phase space density Ψt,λ(x, p) at time t ∈ R+ to obey a linear Boltzmann equation
d
dt
Ψt,λ(x, p) =− λ
m
p
∂
∂x
Ψt,λ(x, p) +
dV
dx
(x
λ
) ∂
∂p
Ψt,λ(x, p)
+
∫
R
dp′
(Jλ(p′, p)Ψt,λ(x, p′)− Jλ(p, p′)Ψt,λ(x, p)), (1.1)
where Jλ(p′, p) is a kernel describing the rate of kicks in momentum p′ → p for the massive particle
due to collisions with reservoir particles. Since we are considering an ideal gas, the rates Jλ(p′, p)
will be determined by the interaction potential between the test particle and a reservoir particle, the
temperature β−1, the ratio λ = m
M
, and the spatial density η. We will take the rates Jλ(p′, p) to
correspond to a hard-rod interaction (or alternatively “hard-point” since the length of the objects
does not appear for the one-dimensional linear Boltzmann equation), which has the form
Jλ(p′, p) := η(1 + λ)
2m
∣∣p′ − p∣∣e− β2m
(
1−λ
2
p′− 1+λ
2
p
)2
(2πm
β
)
1
2
. (1.2)
The jump rates Jλ are the explicit form of those in equation (8.118) from [30] for the dimension one
case, written in momentum variables rather than velocities.
We will denote the stochastic process whose probability density evolves according to (1.1) by
(Xt, Pt). Let us also define the process
Dt :=
∫ t
0
dr
dV
dx
(
Xr
λ
).
The process −Dt is the cumulative drift in the particle’s momentum due to the periodic force field,
and hence the momentum at time t ∈ R+ has the form
Pt = P0 −Dt + Jt, (1.3)
where Jt is the sum of all the momentum jumps due to collisions with the gas over the time interval
[0, t].
Let (qt, pt) ∈ R2 be a process satisfying the Langevin equations
dqt =
1
m
ptdt,
dpt = −γptdt+
(2mγ
β
) 1
2 dBt, (1.4)
where γ = 8η
(
2
πmβ
)
1
2 and Bt is a standard Brownian motion.
The technical assumptions for our main results are the following:
List 1.1.
1. The potential V (x) is non-negative, has period a > 0, and is continuously differentiable.
2. The probability measure µ on R2 for the initial location in phase space (X0, P0) has finite mo-
ments.
The following theorems are the main results of this article. Theorem 1.3 states that as λ ց 0
the momentum process P t
λ
rescaled by a factor λ
1
2 converges to an Ornstein-Uhlenbeck process.
Theorem 1.2 bounds the cumulative drift from the periodic force, although only the weaker limit
result (1.6) is required for the proof of Thm. 1.3. The estimates developed to prove (1.5) are extended
in [7] to prove that the process (λ
1
4D t
λ
, t ∈ [0, T ]) converges in law to a time-fractional diffusion as
λց 0. In particular, the exponent ι = 14 is the smallest possible such that the expectation of |λιD tλ |
is uniformly bounded for small λ > 0 and lim supλ→0 E(λ)
[
sup0≤t≤T
∣∣λ 14D t
λ
∣∣] > 0.
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Theorem 1.2. There exists a C > 0 such that for all λ < 1,
E
(λ)
[
sup
0≤t≤T
∣∣λ 14D t
λ
∣∣] ≤ C. (1.5)
In particular, there is convergence in probability as λց 0 given by
sup
0≤t≤T
∣∣λ 12D t
λ
∣∣ =⇒ 0. (1.6)
Theorem 1.3. In the limit λց 0, there is convergence in law of the process λ 12P t
λ
to the Ornstein-
Uhlenbeck process pt over the interval t ∈ [0, T ]. The convergence is with respect to the uniform
metric.
Since the position process Xt = X0 +
λ
m
∫ t
0 drPr is driven by the momentum process, it follows
from Thm. 1.3 that λ
1
2X t
λ
converges in law as λց 0 to the process qt defined in (1.4).
1.2 Further discussion
This article concerns the dynamics of a Brownian particle that feels a force from a one-dimensional
periodic potential. We focus on a regime in which the potential is “microscopic”. By “microscopic”,
we mean that the potential has an amplitude supx,x′ |V (x) − V (x′)| that is much smaller than the
typical kinetic energy M
β
= λ−1m
β
of the test particle at equilibrium with the heat bath, and that the
period a is small enough so that the typical rate at which the particle passes through the period cells
(a2Mβ)−
1
2 is much faster than the rate of energy relaxation ≈ λγ for the test particle.
For our mathematical analysis, the force F (x) = −dV
dx
(
x
λ
)
is taken to have a period aλ which scales
proportionally to the mass ratio λ = m
M
. This is not essential to these results, and only the broad
features described above are critical. The same can be said about the amplitude of the potential.
Theorem 1.3 states that to first approximation under Brownian rescaling, the momentum is an
Ornstein-Uhlenbeck process with no dependence on the potential. This classical treatment of the
particle allows for comparisons with quantum models. A similar model for a one-dimensional quantum
particle was studied in [6] for which the potential is a periodic δ-potential. In that case, the singular
potential makes a first-order change to the dynamics characterized by spatial subdiffusion caused by
quantum reflections even though the periodic potential is “microscopic” in a similar sense as described
above. See [4, 13, 19] for examples of experimental investigations of quantum reflections of atoms from
potentials generated through laser light. Analogous quantum models with smoother potentials will
behave more like their classical counterparts.
A three-dimensional linear Boltzmann dynamics for a particle in a gas of hard spheres and under
the influence of a one-dimensional periodic potential will have the same limit result up to the constants
as in Thm. 1.3 for the degree of freedom in the direction of the potential. Although the momentum for a
single spatial degree of freedom is not Markovian in the linear Boltzmann description, it becomes “more
Markovian” in the Brownian limit as is seen in the limiting three-dimensional Ornstein-Uhlenbeck
process. The rates (1.2) can then be replaced by the effective rates that emerge for a single degree of
freedom in the three dimensional case, which have the same qualitative features for our purposes.
1.2.1 Features of the model
By rescaling the spatial coordinate for the particle by a factor of λ−1, the master equation (1.1)
becomes
d
dt
Ψt,λ(x, p) = L∗λ(Ψt,λ)(x, p) =−
p
m
∂
∂x
Ψt,λ(x, p) +
dV
dx
(
x
) ∂
∂p
Ψt,λ(x, p)
+
∫
R
dp′
(Jλ(p′, p)Ψt,λ(x, p′)− Jλ(p, p′)Ψt,λ(x, p)), (1.7)
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where the generator L∗λ is defined by the second equality. Notice that λ > 0 does not appear in the
deterministic terms on the right side of (1.7). We thus effectively have a particle with Hamiltonian
H(x, p) = 12mp
2+V (x) and a λ-dependent noise. Note that under the new spatial metric, the velocity
of the test particle is p
m
rather than p
M
= λ p
m
. For the purpose of Thm. 1.3 and this article generally, it
is sufficient to consider the spatial degree of freedom to be a unit torus T = [0, 1) so that the total state
space is Σ := T×R. The equilibrium state for the dynamics on Σ is given by the Maxwell-Boltzmann
distribution
Ψ∞,λ(x, p) :=
e−βλH(x,p)
N(λ)
(1.8)
for some normalization N(λ).
After the spatial stretching, the drift process in momentum Dt has the form
Dt =
∫ t
0
drg(Xr, Pr) (1.9)
for g : Σ→ R+ given by g(x, p) = dV
dx
(x). It is thus an integral functional of an exponentially ergodic
Markov process on Σ; see Appx. A for a discussion of the exponential ergodicity of the dynamics.
Nonetheless, a central limit theorem for λ
1
4D t
λ
does not follow from the limit theory for integral
functionals of ergodic Markov processes [20] because the relaxation to the state (1.8) only occurs
on the time scale λ−1 ≫ 1. Indeed, there must be many collisions with reservoir particles before
there is memory loss for the heavy particle. As will be explained in Sects. 1.2.2-1.2.3, the analysis
of λ
1
4D t
λ
is more related to the limit theory for martingales whose bracket processes are additive
functionals of a null-recurrent Markov process [17]. This is due to the fact that the fluctuations in Dt
accumulate mainly during time intervals in which |Pt| is much smaller than the typical momentum
size
(
m
λβ
) 1
2 ≫ (m
β
) 1
2 for the equilibrium state Ψ∞,λ.
1.2.2 Rough picture of the behavior in the Brownian regime λ≪ 1
Since the equilibrium state of the dynamics is given by the Maxwell-Boltzmann distribution (1.8), the
typical energy for the particle when λ≪ 1 will be on the order λ−1. Moreover, the potential V (x) is
bounded, so most of the energy will be in the kinetic component 12mp
2 corresponding to momenta p
with absolute value on the order of
(
m
λβ
) 1
2 ≫ (m
β
) 1
2 . The jump rates Jλ(p, p′) for |p| = O(λ− 12 ) are
approximately
Jλ(p, p′) = j(p − p′) + λ β
4m
(
(p)2 − (p′)2)j(p − p′) +O(λ), (1.10)
where the idealized rates j(p) have the form
j(p) :=
η
2m
|p| e
− β
2m
p2
(2πm
β
)
1
2
. (1.11)
The second term on the right side of (1.10) is O(λ
1
2 ) by our assumption |p| = O(λ− 12 ). The
physical meaning behind the approximation (1.10) is that the gas reservoir particles are typically
moving at speeds on the order (mβ)−
1
2 which is greater than the typical speed of the test particle
(Mβ)−
1
2 = λ
1
2 (mβ)−
1
2 ≪ (mβ)− 12 1. The statistics for the momentum transfers from the gas thus
do not depend strongly on the momentum of the test particle, and have approximately a convolution
form as in the zeroth-order term in (1.10). The zeroth-order approximation in (1.10) suggests that
the collision component Jt of the momentum (1.3) is typically behaving as an unbiased random walk
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with increments having density j(v). Based on this reasoning, λ
1
2J t
λ
should converge to a Brownian
motion with diffusion constant 2mγ
β
as λ ց 0 by the central limit theorem. However, the first-order
term in (1.10) generates a drift for λ
1
2J t
λ
that is retained as λց 0 and converges to a limit by a law
of large numbers. This can be seen in the friction term appearing in the Langevin equation (1.4).
According to the heuristics above, J t
λ
should typically be found on the scale λ−
1
2 when λ≪ 1 and
t ∈ [0, T ], and we will now argue that D t
λ
should typically be O(λ−
1
4 ). We can parse the integral for
Dt according to the collision times tn as
Dt =
∫ t
tNt
dr
dV
dx
(Xr) +
Nt∑
n=1
∫ tn
tn−1
dr
dV
dx
(Xr),
where t0 = 0 and Nt is the number of collisions up to time t. Between collisions from the gas, the
particle evolves deterministically according to the Hamiltonian H(x, p) = 12p
2 + V (x), and Newton’s
equations give
Pt−n − Ptn−1 = −
∫ tn
tn−1
dr
dV
dx
(Xr). (1.12)
If H(Xtn−1 , Ptn−1) > 2 supx V (x), then the momentum will not change signs over the interval [tn−1, tn),
and ∣∣Pt−n − Ptn−1∣∣ = ∣∣∣|Ptn−1 | −√P 2tn−1 + 2V (Xtn−1)− 2V (Xtn)∣∣∣ ≤ 2 supx V (x)|Ptn−1 | ,
which follows from the conservation of energy and the quadratic formula. Thus, when |Ptn−1 | is on
the typical order ∝ λ− 12 , the increment (1.12) of the momentum drift is O(λ 12 )≪ 1.
In fact there is another critical feature of an ergodic nature that makes the contributions (1.12) to
Dt even smaller when |Ptn−1 | ≫ 1. There is an ergodicity on the spatial torus relating to the fact that
when the momentum is high, then the particle revolves quickly around the torus, and its location at
the time of the next collision is close to uniform over T. This idea can be used to show that the mean
for
∫ tn
tn−1
dr dV
dx
(Xr) is O(|Ptn−1 |−2) when given the information known up to time tn−2. In other words,
besides the increments (1.12) just being small when |Ptn−1 | ≫ 1, Dt is also behaving like a martingale
since the increments are close to being uncorrelated with mean zero. Thus, there is a central limit
theorem-like cancellation among the terms. This motivates that the contribution to D t
λ
from time
intervals where |Pr| ∝ λ− 12 is o(λ− 12 ) since, for fixed small ǫ > 0,
E
[( N tλ∑
n=1
χ
(|Ptn−1 | ≥ ǫλ− 12 ) ∫ tn
tn−1
dr
dV
dx
(Xr)
)2]
= O
(
E
[ N tλ∑
n=1
χ
(|Ptn−1 | ≥ ǫλ− 12 )( ∫ tn
tn−1
dr
dV
dx
(Xr)
)2])
≤ ǫ−2E[N t
λ
]
O(λ) = O(1),
because the collisions occur with a frequency on the order of one per unit time E
[N t
λ
]
= O( t
λ
). These
contributions disappear for the normalized expression λ
1
4D t
λ
. For technical reasons, our analysis of
these facts is actually performed with a different set of artificially introduced stopping times rather
than the collision times; see Sect. 4.2.
1These velocities refer to the original length scale, before stretching by a factor of λ−1.
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The above arguments motivate that D t
λ
spends the greater portion of the time interval t ∈ [0, T ]
behaving as a constant, or, said differently, its larger fluctuations are typically concentrated on a small
fraction of the interval [0, T ]. Let us consider the order of the contributions to Dt that are likely to
occur for the periods of time when Pr returns to the region around the origin, that is, |Pr| = O(1).
If Pr is behaving roughly as a random walk for t ∈ [0, Tλ ] with some very weak friction, then we
expect that Pr spends on the order of λ
− 1
2 time in the vicinity of the origin. If there are central
limit theorem-like cancellations between the increments
∫ tn
tn−1
dr dV
dx
(Xr) in those time periods, then
D t
λ
should be expected to be on the scale λ−
1
4 .
1.2.3 Techniques and strategy of the proof
The main difficulty in showing that λ
1
2P t
λ
converges in law to the Ornstein-Uhlenbeck process pt is
to show that the component D t
λ
of the momentum is typically o(λ−
1
2 ) for t ∈ [0, T ]. As indicated by
the heuristics of Sect. 1.2.2, we should expect, in fact, that typically sup0≤t≤T |D t
λ
| is O(λ− 14 ).
One of the main ingredients in our analysis is a splitting technique that consists in introducing an
artificial “atom” into the state space by embedding the original process as a component of a process
with an enlarged state space. In principle, the benefit for having an extended state space with an
atom is that the trajectories for the process St can be decomposed into a series of i.i.d. parts, i.e.,
life cycles, corresponding to time intervals [Rn, Rn+1) where Rn are the return times to the atom.
This would allow the integral functional Dt to be written as a pair of boundary terms plus a sum
of i.i.d. random variables with a random number of terms. For Markov chains such a technique
for embedding an atom was developed independently in [28] and [2] and is referred to as Nummelin
splitting or merely splitting. When it comes to splitting a Markov process, there are different schemes
available. In [17] there is a sequence of split processes constructed which contain marginal processes
that are arbitrarily close to the original process. The construction in [21] involves a larger state space
Σ× [0, 1]×Σ although an exact copy of the original process is embedded as a marginal. The idea that
splitting constructions could be used as a tool to prove certain limit theorems for Markov processes
was suggested in an unpublished paper [32].
We use a truncated version of the split process introduced in [21]. The split process is not Marko-
vian itself, but contains an embedded chain (the split resolvent chain) which is Markovian. The life
cycles for the process are not completely independent in this construction because there are correlations
between successive life cycles. The details of the construction are explained in Sect. 2. The original
process St, which lives in Σ = T× R, is embedded as a component of S˜t = (St, Zt) ∈ Σ˜ = Σ× {0, 1}.
The process Dt can be written as four boundary terms plus a martingale
Dt =
(
Sum of boundary terms) + M˜t (1.13)
M˜t =
N˜t∑
n=1
(∫ Rn+1
Rn
dr
dV
dx
(Xr)−
(
R(λ)
dV
dx
)
(SRn) +
(
R(λ)
dV
dx
)
(SRn+1)
)
,
where N˜t is the number of returns to the atom Σ × 1 to have occurred before time t, and R(λ) :
L∞(Σ)→ L∞(Σ) is the reduced resolvent of the backwards generator Lλ. The boundary terms are∫ R1
0
dr
dV
dx
(Xr)−
∫ R
N˜t+1
t
dr
dV
dx
(Xr) +
(
R(λ)
dV
dx
)
(SR1)−
(
R(λ)
dV
dx
)
(SR
N˜t+1
).
The interjection of the telescoping terms
(
R(λ) dV
dx
)
(SRn) removes the correlations between successive
life cycles. The fact that the increments of M˜t have mean zero with respect to the information known
up to time Rn is a consequence of the splitting construction and the fact that the observable
dV
dx
has mean zero in the equilibrium state Ψ∞,λ. The process M˜t is a martingale with respect to its
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own filtration, and this opens the possibility of applying Doob’s maximal inequality to bound the
fluctuations of M˜t.
The martingale M˜t is a variant of the martingale M˜
′ below that is usually employed when studying
limit theorems for integral functionals of Markov processes:
M˜ ′t =
(
R(λ)
dV
dx
)
(St)−
(
R(λ)
dV
dx
)
(S0) +Dt. (1.14)
The martingale M˜ ′ has predictable quadratic variation
〈M˜ ′〉t =
∫ t
0
dr
∫
R
dp′
((
R(λ)
dV
dx
)
(Xr, p
′)− (R(λ) dV
dx
)
(Xr, Pr)
)2
Jλ(Pr, p′).
Using the martingale (1.14) would require showing some decay that is uniform in λ < 1 for increments
|(R(λ) dV
dx
)
(x, p′)−(R(λ) dV
dx
)
(x, p)| when |p|, |p′| are large and |p−p′| = O(1). However, it is not clear to
us how to obtain the necessary bounds on the resolvent, and the methods here are designed to exploit
the time-averaging of the oscillatory process dV
dx
(Xr) as suggested by the heuristics in Sect. 1.2.2. Our
technique is based on having bounds for a generalized resolvent U
(λ)
h : L
∞(Σ)→ L∞(Σ) of the form
(
U
(λ)
h g
)
(s) := E(λ)s
[ ∫ ∞
0
dte−
∫ t
0 drh(Sr)g(St)
]
,
where h is a non-negative function with compact support, and the function g ≡ gλ essentially has the
form
gλ(s) =
∣∣∣E(λ)s [ ∫ ∞
0
dt t e−t
dV
dx
(Xt)
]∣∣∣.
The operator U
(λ)
h arises in the study of recurrence for Markov processes and has been referred to as
the state-modulated resolvent [23]. Analysis of U
(λ)
h for our dynamics is contained in [8].
1.2.4 The unit conventions and organization of the article
Throughout the remainder of the article, we will remove units by setting β = a = m = 1, and picking
η such that γ = 12 ; recall that γ is defined below (1.4). We assume List 1.1 in all theorems, lemmas,
etc. unless otherwise stated.
Most of the analysis, Sects. 2- 5, is concerned with the proof of Thm. 1.2. The proof of Thm. 1.3
given Thm. 1.2 is relatively nontechnical. The contents of later sections are roughly characterized by
the following:
• Section 2 presents the splitting structure that allows us to decompose the dynamics into a series
of life cycles as sketched in Sect. 1.2.3.
• Section 3 is directed towards gaining control over the frequency and duration of life cycles in
the limit λց 0.
• Section 4 demonstrates how to bound the fluctuations of the integral functional ∫ t0 dr dVdx (Xr)
over the time period of a single life cycle.
• Sections 5 and 6 contain the proofs respectively for Thms. 1.2 and 1.3.
• Various proofs are placed in Sect. 7 to avoid diverting the reader from the main points in earlier
sections.
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2 Nummelin splitting
The split process that we define here is a truncated version of that in [21]. In the context of a larger
probability space, the drift in momentum Dt =
∫ t
0 dr
dV
dx
(Xr) may be viewed as a martingale plus a
few small “boundary” terms. This allows us to apply martingale techniques. For those familiar with
the terminology related to Nummelin splitting, we outline the extension of the process as follows: We
introduce a resolvent chain embedded in the original process, we split the chain using Nummelin’s
technique, and we extend the resolvent chain to a non-Markovian process which contains an embedded
version of the original process.
We will begin with a generic discussion of the splitting structure by assuming that we have a
function h : Σ→ [0, 1] and a probability measure ν on Σ satisfying the inequality (2.1). The specific
h and ν that we use in this article are defined below in Conv. 2.2.
Let (em) be a sequence of mean one exponential random variables that are independent of each
other and of the process (Xt, Pt), and let τn :=
∑n
m=1 em with the convention τ0 = 0. The τn will
be referred to as the partition times. Define Nt to be the number of non-zero τn less than t, and the
Markov chain σn := (Xτn , Pτn) ∈ Σ, which is referred to as the resolvent chain. The resolvent chain
has the same invariant probability density as the original process. Let T be the transition kernel for
the chain, acting on functions from the left and measures from the right. Recall that for a Markov
chain, an atom is a nonempty set α such that the probability transitions starting from a point s ∈ α
are independent of s. An atom is said to be recurrent if, when starting from a point in the atom,
the probability of returning to the atom in the future is one. In general, an Harris recurrent Markov
chain with invariant measure µ does not necessarily have a recurrent atom α with positive weight
µ(α) > 0. The splitting technique that we outline presently, originally due to Nummelin, allows us to
create a recurrent atom for an Harris recurrent Markov chain though a minorization condition (2.1).
The idea is to extend the state space Σ to Σ˜ := Σ×{0, 1} in order to construct a chain (σ˜n) ∈ Σ˜ with
a recurrent atom and having the statistics for (σn) embedded in the first component of (σ˜n). Let ν
be a probability measure on Σ and h : Σ→ [0, 1) be such that
T (s1, ds2) ≥ h(s1)ν(ds2). (2.1)
We have the following transition rates from the state (s1, z1) ∈ Σ˜ to the infinitesimal region (ds2, z2):
T˜ (s1, z1; ds2, z2) =

1−h(s2)
1−h(s1)
(T − h⊗ ν)(s1, ds2) z1 = z2 = 0,
h(s2)
1−h(s1)
(T − h⊗ ν)(s1, ds2) z1 = 1− z2 = 0,(
1− h(s2)
)
ν(ds2) z1 = 1− z2 = 1,
h(s2)ν(ds2) z1 = z2 = 1.
Given a measure µ on Σ, we refer to its splitting µ˜ as the measure on Σ˜ given by
µ˜(ds, z) = χ(z = 0)
(
1− h(s))µ(ds) + χ(z = 1)h(s)µ(ds). (2.2)
In particular, the split chain is taken to have initial distribution given by the splitting of the initial
distribution for the original (pre-split) chain. The set Σ × 1 is an atom since the transition measure
from (s1, 1) is independent of s1. Moreover, it is a recurrent atom because our original process is
exponentially ergodic to Ψ∞,λ (see Appx. A), and, as a consequence, the split chain is exponentially
ergodic with respect to the invariant state Ψ˜∞,λ (see Part (2) of Prop. 2.3) which has Ψ˜∞,λ(Σ× 1) =
Ψ∞,λ(h) > 0. Notice that the conditional probability that z2 = 1 given s1, z1, s2 is determined by a
coin with heads-probability h(s2).
Using the law for the split chain (σ˜n), we may construct a split process (S˜t) ∈ Σ˜ and a sequence
of times τ˜n with the recipe below. We refer to pages 1302 and 1306 of [17] for more discussion on the
construction. The τ˜n should be thought of as the partition times τn embedded in the split statistics,
although we temporarily denote them differently to emphasize their axiomatic role in the construction
of the split process. Let τ˜n and S˜t = (St, Zt) be such that
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1. 0 = τ˜0, τ˜n ≤ τ˜n+1, and τ˜n →∞ almost surely.
2. The chain (S˜τ˜n) has the same law as (σ˜n).
3. For t ∈ [τ˜n, τ˜n+1), then Zt = Zτ˜n .
4. Conditioned on the information known up to time τ˜n for S˜t, t ∈ [0, τ˜n] and τ˜m, m ≤ n, and also
the value S˜τ˜n+1 , the law for the trajectories St, t ∈ [τ˜n, τ˜n+1] (which refers also to the length
τ˜n+1 − τ˜n) agrees with the law for the original process conditioned on knowing the values Sτ˜n
and Sτ˜n+1 .
The marginal distribution for the first component St agrees with the original process and the times
τ˜n are independent mean one exponential random variables that are independent of St. Of course,
the times τ˜n are not independent of the process S˜t, and we note that the increment τ˜n+1 − τ˜n is not
necessarily exponential when conditioned on the state S˜τ˜n . The process S˜t is not Markovian although,
as emphasized in [21], the process (St, Zt, Sτ(t)) ∈ Σ× {0, 1} × Σ is Markovian, where τ(t) is the first
partition time τ˜n following time t. Importantly, the strong Markov property for S˜t does hold for the
times τ˜n; see [17, Remark 2.5]. We now drop the tilde from τ˜n, and use (σ˜n) to denote the sequence
(S˜τn). We refer to the statistics of the split process by E˜
(λ) and P˜(λ) for expectations and probabilities,
respectively.
Now that we have defined the split process S˜t, we can proceed to define the “life cycles”. Let R
′
m be
the value τn˜m for n˜m = min{n ∈ N
∣∣ ∑n
k=0 χ(Zτk = 1) = m}. In other words, R′m is the mth partition
time to visit the atom set Σ× 1, and we use the convention that R′0 = 0. Define Rm, m ≥ 1 to be the
partition time following R′m. The mth life cycle is the time interval [Rm, Rm+1). Intuitively, it may
at first seem more natural to define SR′m as the beginning of the life cycle. However, the distribution
for R′1 will depend on the initial distribution S˜0. It is better to consider the beginning of the life
cycle to be the partition time Rm following R
′
m, which has distribution ν˜ with respect to information
known up to time R′m. Although the conditional distribution for S˜Rm is independent of the value
S˜R′m ∈ Σ × 1, successive live cycles [Rn−1, Rn), [Rn, Rn+1) are obviously not independent since, for
instance, there is almost sure convergence limtրRn St = SRn . Let dNt be the counting measure on
R
+ such that
∫
(t1,t2]
dNr = Nt2 −Nt1 for 0 ≤ t1 < t2, i.e., the number of partition times over the
interval (t1, t2]. The following proposition lists some independence properties that follow closely from
the construction of the split process. The measure ν in the statement of Prop. 2.1 can be regarded as
a generic normalized measure satisfying (2.1) for some h : Σ→ [0, 1] although we will choose it to be
of the specific form in Conv. 2.2 later in the text.
Proposition 2.1.
1. The distribution for S˜Rn is ν˜ when conditioned on all information known up to time R
′
n: F˜R′n .
2. The sequence of trajectories
(
St, dNt : t ∈ [Rn, R′n+1]
)
are i.i.d. for n ≥ 1, and (St, dNt : t ∈
[Rn, R
′
n+1]
)
is independent of
(
S˜t, dNt : t /∈ (R′n, Rn+1)
)
.
3. The trajectory
(
S˜t, dNt : t ∈ [Rn, Rn+1]
)
is independent of
(
S˜t, dNt : t /∈ (R′n, Rn+2)
)
. In
particular,
(
S˜t, dNt : t ∈ [Rn, Rn+1]
)
is independent of
(
S˜t, dNt : t ∈ [Rm, Rm+1]
)
for |n−m| ≥
2.
Proof. Statement (1), which is given in [21, Prop. 2.13], follows immediately from the construction.
Statements (2) and (3) follow from Part (1), the strong Markov property at the times Rn, and the
independence of the partition times from the past [21, Prop. 2.6]. For instance, S˜Rn has distribution
ν˜ independently of
(
St, dNt : t ∈ [0, R′n]
)
by Part (1). By the strong Markov property for S˜t at
the time Rn, the trajectory
(
St : t ∈ [Rn, R′n+1]
)
is independent of
(
S˜t, dNt : t ∈ [0, R′n]
)
when
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given the state S˜Rn and has the same law as
(
St : t ∈ [0, R′1]
)
when S˜0 has distribution ν˜. The
partition times τm over the interval [Rn, R
′
n], encoded by
∫ t
Rn
dNr for t ∈ [Rn, R′n+1], are independent
of
(
St, dNt : t ∈ [0, R′n]
)
by [21, Prop. 2.6] (and also independent of the process St for all t ∈ R+).
Unfortunately, notation multiplies when the splitting structure is invoked. For easier reference, we
list the following frequently used symbols:
S˜t = (St, Zt) State of the split process at time t
τm ∈ R+ mth partition time
σ˜m = S˜τm mth state of the split chain
(σm, ζm) = σ˜m σm and ζm are the state and binary components, respectively, of σ˜m
Nt ∈ N Number of partition times τm, m ≥ 1 to occur up to time t
R′m ∈ R+ mth partition time visiting the set Σ× 1
Rm ∈ R+ Partition time succeeding R′m and the beginning of the mth life cycle
N˜t ∈ N Number of returns to the atom up to time t
n˜m ∈ N Number of partition times in the interval (0, Rm]
µ→ µ˜ The splitting of a measure µ on Σ as defined in (2.2)
Ft Information up to time t for the original process Sr and the τm
F˜t Information up to time t for the split process S˜r and the τm
F˜ ′t Information for S˜t and the τm before time Rn+1, where R′n ≤ t < R′n+1,
plus knowledge of the time Rn+1 itself
If t is a partition time, e.g., t = τn or t = Rn, the σ-algebra F˜t− will refer to all information before
time t plus the information that t is a partition time.
We will henceforth attach the subscript λ to the transition map T to emphasize the dependence of
the dynamics on this parameter. There is some flexibility in the choice of ν and h in the criterion (2.1),
although choosing them to be independent of λ > 0 adds a little extra constraint. By Part (1) of
Prop. 2.3, we can select a pair ν, h that is independent of λ, and where both are functions of the
energy. We will use the symbol ν for both the measure and the corresponding density.
Convention 2.2. We take ν and h of the form
h(s) = u
χ
(
H(s) ≤ l)
U
and ν(ds) = ds
χ
(
H(s) ≤ l)
U
,
where l := 1 + 2 supx V (x), U > 0 is the normalization constant of ν, and u ∈ (0, U) is from Part (1)
of Prop. 2.3.
The compact support of h : Σ→ [0, 1] implies that the extended state space for the split dynamics
is effectively Σ × 0 ∪ supp(h) × 1 ⊂ Σ˜ since other states in Σ˜ = Σ × {0, 1} will not be visited. Any
supremum, minimum, etc. over Σ˜ refers to this contracted set. Parts (2) and (3) of the proposition
below are elementary consequences of the splitting structure defined above and the proof is contained
in Sect. 7.1.
Proposition 2.3.
1. There is a constant u > 0 such that the h and ν in Conv. 2.2 satisfy Tλ(s, ds′) ≥ h(s)ν(ds′) for
all s, s′ ∈ Σ and λ < 1. Also, the transition measures Tλ(s, ds′) have densities over the domains
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{s′ ∈ Σ ∣∣H(s′) 6= H(s)}, which have the following bound
sup
λ≤1
ess sup
H(s)>l
H(s)6=H(s′)
Tλ(s, ds′)
ds′
<∞.
2. The invariant state of both the split chain (σ˜n) and the split process (S˜t) is the splitting of the
invariant state of the original process, i.e.,
Ψ˜∞,λ(s, 0) =
(
1− h(s))Ψ∞,λ(s) and Ψ˜∞,λ(s, 1) = h(s)Ψ∞,λ(s).
Thus, the “atom” has measure
∫
Σ dsh(s)Ψ∞,λ(s) > 0.
3. If t is a partition time, the distribution for S˜t conditioned on F˜t− is the splitting of the δ-
distribution at St:
δ˜St(s, z) = δ(s − St)
(
χ(z = 0)
(
1− h(St)
)
+ χ(z = 1)h(St)
)
.
In particular, P˜(λ)
[
Zt = 1
∣∣ F˜t−] = h(St). The strong Markov property at the time t and
stationarity give us that
L((S˜t+r) ∣∣ F˜t−) = Lδ˜St((S˜r)), r ∈ R+,
where Lµ refers to the law starting from the distribution µ.
Besides the nearly independent behavior of the process S˜t over the intervals [Rm, Rm+1), the payoff
for introducing the splitting structure includes the closed formulas in Prop. 2.4. Part (2) of Prop. 2.4
is a special case of [21, Prop. 2.20], which applies also to null-recurrent processes. For Part (3) and
(4) of the proposition below, R(λ) is the reduced resolvent of the backward generator L∗λ
R(λ)g =
∫ ∞
0
drerL
∗
λ(g),
which operates on g ∈ L∞(Σ) with Ψ∞,λ(g) = 0. The reduced resolvent is well-defined since the
process St is exponentially ergodic for any fixed λ > 0. As λց 0 the expression in Part (4) is related
to the diffusion constant κ appearing in [7, Thm. 1.1].
Proposition 2.4.
1. For g ∈ L∞(Σ˜),
E˜
(λ)
ν˜
[ n˜1∑
m=0
g(σ˜m)
]
= E˜
(λ)
ν˜
[ n˜1+1∑
m=1
g(σ˜m)
]
=
∫
Σ˜ ds˜Ψ˜
(λ)
∞ (s˜)g(s˜)∫
Σ dsΨ
(λ)
∞ (s)h(s)
.
In particular, if g ∈ L∞(Σ) does not depend on the binary variable, then the numerator on the
right side above is equal to
∫
Σ˜ ds˜Ψ˜
(λ)
∞ (s˜)g(s˜) =
∫
Σ dsΨ∞,λ(s)g(s).
2. For g ∈ L∞(Σ),
E˜
(λ)
ν˜
[ ∫ R1
0
drg(Sr)
]
=
∫
Σ dsΨ∞,λ(s)g(s)∫
Σ dsΨ∞,λ(s)h(s)
.
3. For g ∈ L∞(Σ) with Ψ∞,λ(g) = 0 and s1, s2 ∈ Σ,
E˜
(λ)
δ˜s1
[ ∫ R1
0
drg(Sr)
]
− E˜(λ)
δ˜s2
[ ∫ R1
0
drg(Sr)
]
=
(
R(λ)g
)
(s1)−
(
R(λ)g
)
(s2),
where δ˜s is the splitting of the δ-measure at s ∈ Σ.
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4. For g ∈ L∞(Σ) with Ψ∞,λ(g) = 0,
E˜
(λ)
ν˜
[ ∫ R1
0
drg(Sr)
∫ R2
r
dr′g(Sr′)
]
=
∫
Σ dsΨ∞,λ(s)g(s)
(
R(λ)g
)
(s)∫
Σ dsΨ∞,λ(s)h(s)
.
Proof.
Part (1): This follows as a general fact for split chains when the original chain σn is positive recurrent
with normalizable invariant measure Ψ∞,λ. As mentioned in the proof of [28, Thm. 3], the measure
β on Σ˜ given by
β(g) = E˜
(λ)
ν˜
[ n˜1∑
m=0
g(σ˜m)
]
, g ∈ L∞(Σ˜), (2.3)
satisfies β(h) = 1 and is invariant for the split chain dynamics, i.e., βT˜λ = β. Since the dynamics is
positive recurrent with invariant state Ψ˜
(λ)
∞ , these features uniquely determine the above measure by
the explicit form
β(g) =
∫
Σ˜ ds˜Ψ˜
(λ)
∞ (s˜)g(s˜)∫
Σ dsΨ
(λ)
∞ (s)h(s)
.
The distribution for σ˜m whenm = 0 andm = n˜1+1 is ν˜, so the summation of g(σ˜m) over [1, n˜1+1]
rather than [0, n˜1] in (2.3) yields the same result.
Part (2): Let g
(λ)
n : Σ2 → R and g(λ) : Σ→ R be defined as
g(λ)n (s, s
′) := E(λ)s
[(∫ τ1
0
drg(Sr)
)n ∣∣∣ s′ = Sτ1]
g(λ)(s) := E(λ)s
[ ∫ τ1
0
drg(Sr)
]
.
Also define g˜(λ) : Σ˜→ R analogously to g(λ)(s) with E(λ)s replaced by E˜(λ)s˜ .
We have the following equalities:
E˜
(λ)
ν˜
[ ∫ R1
0
drg(Sr)
]
= E˜
(λ)
ν˜
[ n˜1∑
n=0
E˜
(λ)
[ ∫ τn+1
τn
drg(Sr)
∣∣∣σ˜n, σ˜n+1]] = E˜(λ)ν˜ [ n˜1∑
n=0
g
(λ)
1 (σn, σn+1)
]
= E˜
(λ)
ν˜
[ n˜1∑
n=0
g˜(λ)(σ˜n)
]
=
∫
Σ˜ ds˜Ψ˜∞,λ(s˜)g˜
(λ)(s˜)∫
Σ dsΨ∞,λ(s)h(s)
, (2.4)
where the second equality holds because the statistics for Sr over an interval (τn, τn+1) given the values
σ˜n = (σn, ζn), σ˜n+1 = (σn+1, ζn+1) is independent of ζn, ζn+1 and is the same for the split and the
original dynamics. The fourth equality is from Part (1).
The numerator of the expression on the right side of (2.4) can be rewritten as follows:∫
Σ˜
ds˜Ψ˜∞,λ(s˜)g˜(λ)(s˜) =
∫
Σ
dsΨ∞,λ(s)g(λ)(s) =
∫
Σ
dsΨ∞,λ(s)E(λ)s
[ ∫ τ1
0
drg(Sr)
]
=
∫
Σ
dsΨ∞,λ(s)E(λ)s
[ ∫ ∞
0
dre−rg(Sr)
]
=
∫ ∞
0
dre−r
( ∫
Σ
dsΨ∞,λ(s)E(λ)s
[
g(Sr)
])
=
∫ ∞
0
dre−r
( ∫
Σ
dsΨ∞,λ(s)g(s)
)
=
∫
Σ
dsΨ∞,λ(s)g(s). (2.5)
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The first equality uses that Ψ˜∞,λ has the split form in Part (2) of Prop. 2.3, and the third equality
holds since τ1 is a mean one exponential independent of St in the original statistics. The fourth
equality is Fubini, and the fifth is due to the stationarity of Ψ∞,λ.
Part (3): The reduced resolvent R(λ) is the pointwise limit given by(
R(λ)g
)
(s) = lim
γց0
E
(λ)
s
[ ∫ ∞
0
dre−rγg(Sr)
]
= lim
γց0
E˜
(λ)
δ˜s
[ ∫ ∞
0
dre−rγg(Sr)
]
,
where the second equality embeds the expectation in the split statistics. However, for s1, s2 ∈ Σ,(
E˜
(λ)
δ˜s1
− E˜(λ)
δ˜s2
)[ ∫ ∞
0
dre−rγg(Sr)
]
=
(
E˜
(λ)
δ˜s1
− E˜(λ)
δ˜s2
)[ ∫ R1
0
dre−rγg(Sr)
]
since the distribution for the state S˜R1 is ν˜ regardless of the initial measure. Using the above equalities,
we have that (
R(λ)g
)
(s1)−
(
R(λ)g
)
(s2) = lim
γց0
(
E˜
(λ)
δ˜s1
− E˜(λ)
δ˜s2
)[ ∫ R1
0
dre−rγg(Sr)
]
= E˜
(λ)
δ˜s1
[ ∫ R1
0
drg(Sr)
]
− E˜(λ)
δ˜s1
[ ∫ R1
0
drg(Sr)
]
,
where the limits are well-defined since the process S˜t is positive-recurrent and hence E˜
(λ)
s˜ [R1] is finite
for all s˜ ∈ Σ˜.
Part (4): Notice that
E˜
(λ)
ν˜
[ ∫ R1
0
drg(Sr)
∫ R2
r
dr′g(Sr′)
]
= E˜
(λ)
ν˜
[ n˜1∑
n=0
E˜
(λ)
[ ∫ τn+1
τn
drg(Sr)
∫ R2
r
dr′g(Sr′)
∣∣∣ F˜τ−n ]]
= E˜
(λ)
ν˜
[ n˜1∑
n=0
f (λ)(σn)
]
, (2.6)
where f (λ) : Σ→ R is defined as
f (λ)(s) := E˜
(λ)
δ˜s
[ ∫ τ1
0
drg(Sr)
∫ R2
r
dr′g(Sr′)
]
.
The equality (2.6) is a consequence of Part (3) of Prop. 2.3 and uses the strong Markov property at
the times τn for n ∈ [0, n˜1]. The function f (λ)(s) can be rewritten as
f (λ)(s) = E˜
(λ)
δ˜s
[ ∫ τ1
0
drg(Sr)
∫ τ1
r
dvg(Sv) +
(∫ τ1
0
drg(Sr)
)
E˜
(λ)
[ ∫ R2
τ1
drg(Sr)
∣∣∣ F˜τ−1 ]]
= E˜
(λ)
δ˜s
[ ∫ τ1
0
drg(Sr)
∫ τ1
r
dvg(Sv) +
(∫ τ1
0
drg(Sr)
)(
R(λ)g
)(
Sτ1
)
+ c
∫ τ1
0
drg(Sr)
]
= E(λ)s
[ ∫ τ1
0
drg(Sr)
(
R(λ)g
)(
Sr
)
+ c
∫ τ1
0
drg(Sr)
]
, (2.7)
where c ∈ R is the constant such that (R(λ)g)(s) + c = E˜(λ)
δ˜s
[ ∫ R1
0 drg(Sr)
]
for all s ∈ Σ, which exists
by Part (3). The value for c depends on g and the choice of ν, h defining the Nummelin splitting. For
the second equality, we have used that
E˜
(λ)
[ ∫ R2
τ1
drg(Sr)
∣∣∣ F˜τ−1 ] = E˜(λ)δ˜Sτ1
[ ∫ R1
0
drg(Sr)
]
=
(
R(λ)g
)(
Sτ1
)
+ c,
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where the first equality is by Part (3) of Prop. 2.3. The third equality of (2.7) follows by replacing
E˜
(λ)
δ˜s
with E
(λ)
s and using a nested conditional expectation with respect to Fr for r ≤ τ1:
E
(λ)
[ ∫ τ1
r
dvg(Sv) +
(
R(λ)g
)(
Sτ1
) ∣∣∣Fr] = E(λ)Sr [ ∫ τ1
0
dvg(Sv) +
(
R(λ)g
)(
Sτ1
)]
=
(
R(λ)g
)(
Sr
)
.
We can then plug our expression (2.7) for f (λ)(s) into (2.6) and invert the first two steps of the
proof to obtain the first equality below:
E˜
(λ)
ν˜
[ ∫ R1
0
drg(Sr)
∫ R2
r
dr′g(Sr′)
]
=E˜
(λ)
ν˜
[ ∫ R1
0
drg(Sr)
(
R(λ)g
)(
Sr
)
+ c
∫ R1
0
drg(Sr)
]
=
∫
Σ dsΨ∞,λ(s)
[(
R(λ)g
)
(s)g(λ)(s) + cg(s)
]∫
Σ dsΨ∞,λ(s)h(s)
. (2.8)
The second equality follows by Part (2), and the constant c disappears from the expression since
Ψ∞,λ(g) = 0.
The following proposition lists a few martingales related to the number N˜t of returns to the atom
up to time t ∈ R+.
Proposition 2.5. For the split statistics, N˜t−
∑Nt
n=1 h(Sτn) is a martingale with respect to the filtration
F˜t. For the original statistics,
∑Nt
n=1 h(Sτn) −
∫ t
0 drh(Sr) is a martingale with respect to Ft. In
particular,
E˜
(λ)
[
N˜t
]
= E(λ)
[ ∫ t
0
drh(Sr)
]
.
Proof. The difference
N˜t −
Nt∑
n=1
h(Sτn) =
Nt∑
n=1
(
χ(Zτn = 1)− h(Sτn)
)
is a martingale since for t < τn the increments satisfy
E
[
χ(Zτn = 1)− h(Sτn)
∣∣ F˜t] = E[P(λ)[Zτn = 1 | F˜τ−n ]− h(Sτn) ∣∣ F˜t] = 0, (2.9)
where the second equality holds because P(λ)[Zτn = 1 | F˜τ−n ] = h(Sτn) by Part (3) of Prop. 2.3. The
difference
∑Nt
n=1 h(Sτn)−
∫ t
0 drh(Sr) is a martingale according to the original law since the contributions
h(Sτn) occur with Poisson rate 1.
3 The frequency of returns to the atom
Sections 3.1 and 3.2 effectively bound the frequency of returns to the atom from above and below,
respectively.
3.1 Bounding the number of returns to the atom
Recall that N˜t is defined for the split process as the number of returns to the atom set up to time
t ∈ R+. We will now focus on bounding the expectation of N˜t for t = Tλ in the limit of small λ.
By Prop. 2.5 the expectation of N˜t with respect to the split statistics is equal to the expectation of∫ t
0 drh(Sr) with respect to the original statistics. The time integral of the process h(St) keeps track
of the amount of time that St loiters in the low momentum region where h : Σ→ R+ has support and
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the life cycles regenerate. However, it is useful to work with a process that serves the same purpose
as
∫ t
0 drh(Sr) but that is easier to handle. A convenient option is the increasing part of the drift A
+
t
in the semi-martingale decomposition for Qt := (2Ht)
1
2 , which increases at a decaying rate away from
the low momentum region; see the discussion below and Part (2) of Prop. 3.1. Functions of the energy
H(x, p) = 12p
2 + V (x) have the advantage of being invariant under the Hamiltonian evolution, which
makes energy related quantities a desirable starting point for gaining some control over the typical
behavior of the dynamics.
Define the functions Eλ : R→ R+ and Aλ,Vλ,n,V+λ,n,Kλ,n : Σ→ R as
Eλ(p) =
∫
R
dp′Jλ(p, p′),
Aλ(x, p) =
∫
R
dp′
(
2
1
2H
1
2 (x, p′)− 2 12H 12 (x, p)
)
Jλ(p, p′),
Vλ,n(x, p) =
∫
R
dp′
(
2
1
2H
1
2 (x, p′)− 2 12H 12 (x, p)
)2nJλ(p, p′),
V+λ,n(x, p) =
∫
R
dp′
∣∣∣H 12 (x, p′)−H 12 (x, p)∣∣∣nχ(|p′| > |p|)Jλ(p, p′),
Kλ,n(x, p) =
∫
R
dp′
∣∣∣H 12 (x, p′)−H 12 (x, p)− Aλ(x, p)Eλ(p)
∣∣∣nJλ(p, p′).
Also define A±λ (s) = max(±Aλ(s), 0) to be the positive and negative parts of Aλ. We will often
denote Vλ,1 as Vλ. Let Mt and At be the martingale and predictable parts in the semi-martingale
decomposition of Qt in which both are initially zero:
Qt =
(
2Ht
) 1
2 = Q0 +Mt +At.
The predictable component has the form At =
∫ t
0 drAλ(Xr, Pr). By defining A±t :=
∫ t
0 drA±λ (Xr, Pr)
for A±λ (s) := max(±Aλ(s), 0), the predictable component can be written as the difference At =
A+t −A−t . The martingale Mt has predictable quadratic variation 〈M〉t =
∫ t
0 drVλ(Xr, Pr).
The following proposition states some basic facts for the functions A±λ , Vλ,n, V+λ,n, and Kλ,n. The
proofs of Parts 1-4 of Prop. 3.1 are placed in Sect. 7.2, and we do not include the proofs of Parts 5-7
which require similar calculus-based arguments. The function Dλ : R→ R in Part (1) of Prop. 3.1 is
the drift rate in momentum due to collisions: Dλ(p) =
∫
R
dp′(p′ − p)Jλ(p, p′).
Proposition 3.1. There exist c, C,Cn > 0 such that for λ small enough the statements below hold.
1. For all (x, p) ∈ Σ, A−λ (x, p) ≤ |Dλ(p)|. In particular, A−λ (x, p) ≤ C(λ|p|+ λ2p2).
2. For all (x, p) ∈ Σ, A+λ (x, p) ≤ C1+p2 .
3. As λ→ 0, we have ∫Σ dsA+λ (s) = 1 +O(λ 12 ).
4. For all (x, p) ∈ Σ, Kλ,n(x, p) ≤ Cn(1 + λ|p|).
5. For all (x, p) ∈ Σ, Vλ,n(x, p) ≤ C(1 + λ|p|)n+1.
6. For all (x, p) ∈ Σ, V+λ,n(x, p) ≤ Cn.
7. For all (x, p) ∈ Σ, Vλ(x, p) ≥ c.
Lemma 3.2 states that the energy process Ht := H(Xt, Pt) typically does not go above the scale
λ−1 over the time interval [0, T
λ
]. The proof is based on martingale analysis and the bounds in Prop. 3.1
and does not involve the Nummelin splitting structure.
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Lemma 3.2. For any n ∈ N, there exists a C > 0 such that
E
(λ)
[
sup
0≤r≤T
λ
(Hr)
n
2
]
≤ C
(T
λ
)n
2
for all T > 0 and λ < 1.
Proof. We will work with the process Qt := (2Ht)
1
2 . The reader should think of Qt as being roughly
the absolute value of the momentum |Pt|. If Pt were a symmetric random walk making steps every
unit of time, then the result would follow by Doob’s maximal inequality with Qt replaced by |Pt|
(supposing that the tail distribution of the jumps decays sufficiently fast). The situation for our jump
rates should, in principle, be even more accommodating since the jump rates (1.2) tend to drag a
momentum with large absolute value down to a momentum with smaller absolute value. However,
for the purposes of this lemma, it is useful to discard the term associated with these large downward
jumps in the decomposition (3.2) of Qt because it is less analytically wieldy and it is not helpful on
the time scales T
λ
for T fixed and λ≪ 1.
For technical reasons, we partition the time interval [0, T
λ
] through a sequence of incursion times
ς ′m into a region of “low” energy. Let ς0 = ς ′1 = 0, and define the stopping times ςm, ς ′m such that
ς ′m = min{r ∈ (ςm−1,∞)
∣∣Qr ≤ λ− 12 }, ςm = min{r ∈ (ς ′m,∞) ∣∣Qr ≥ 2λ− 12}.
The intervals [ς ′m, ςm) and [ςm, ς ′m+1) are incursions and excursions, respectively. The above definitions
assume that Q0 ≤ λ− 12 , which is reasonable for λ ≪ 1 by the locality assumption on the initial
distribution (2) of List 1.1, but we should take ς1 = ς
′
1 = 0 when Q0 > λ
− 1
2 .
Trivially, we have the inequality
sup
0≤r≤t
Qr ≤ 2λ−
1
2 + sup
0≤r≤t
(
Qr −Qr−
)+
+ sup
ςm≤t
sup
r∈[ςm, ς′m+1∧t]
(
Qr −Qςm
)+
, (3.1)
where (y)+ := max(y, 0) for y ∈ R. The two rightmost terms in (3.1) bound the largest fluctuation of
the process Qt above the line 2λ
−1. In particular, the middle term on the right side of (3.1) bounds
the largest over-jump past the line 2λ−
1
2 at the start of the excursions from low energy.
Let tj, j > 0 be the collision times with t0 = 0 and recall that Nt is the number of collisions up to
time t. We can write Qt as
Qt = Q0 +mt +m
′
t +
∫ t
0
drA+(Sr)−
Nt∑
j=1
A−λ (St−j )
Eλ(Pt−j )
, (3.2)
where the process mt is defined as
mt :=
Nt∑
j=1
∆j for ∆j := Qtj −Qt−j −
Aλ(St−j )
Eλ(Pt−j )
,
and m′t is the difference
m′t :=
Nt∑
j=1
A+λ (St−j )
Eλ(Pt−j )
−
∫ t
0
drA+λ (Sr).
The processes mt and m
′
t are martingales with respect to the filtration Ft. To see that mt is a
martingale, notice that the increments ∆j have mean zero given the information Fτ−j and Nτj =
Nτ−j + 1. The process m
′
t is a martingale since the terms
A+
λ
(Sr)
Eλ(Pr) in the sum occur with Poisson rate
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Eλ(Pr). Moreover, the predictable quadratic variations corresponding to the martingales have the
forms
〈m〉t =
∫ t
0
drKλ,2(Sr) and 〈m′〉t =
∫ t
0
dr
(A+λ (Sr))2
Eλ(Pr) .
When t = T
λ
the third term on the right side of (3.1) is smaller than
sup
ςn≤Tλ
sup
t∈[ςn, ς′n+1∧Tλ )
(
Qt −Qςn
)+ ≤ sup
ςn≤Tλ
sup
t∈[ςn, ς′n+1∧Tλ ]
(
mt +m
′
t −mςn −m′ςn +
∫ t
ςn
drA+(Sr)
)+
≤ 2 sup
0≤t≤T
λ
∣∣mt∣∣+ 2 sup
0≤t≤T
λ
∣∣m′t∣∣+ ∫ Tλ
0
drA+(Sr)χ(Qr ≥ λ−
1
2 )
≤ 2 sup
0≤t≤T
λ
∣∣mt∣∣+ 2 sup
0≤t≤T
λ
∣∣m′t∣∣+ 2CT. (3.3)
For the first inequality, we have thrown away the term −∑Ntj=1 A−λ (St−j )Eλ(Pt−
j
) since it is strictly negative. The
second inequality is the triangle inequality with sup0≤s,r≤t
∣∣fr − fs∣∣ ≤ 2 sup0≤r≤t ∣∣fr∣∣ for f = m,m′,
and uses the fact that Qr ≥ λ− 12 during the excursion intervals [ςn, ς ′n+1 ∧ Tλ ). The third inequality is
a consequence of Part (2) of Prop. 3.1, which gives a C > 0 such that
A+(Xr, Pr)χ
(
Qr ≥ λ− 12
) ≤ C
1 + P 2r
χ
(
Qr ≥ λ− 12
) ≤ C
1 + 12λ
−1 ≤ 2Cλ,
where the second inequality is for λ small enough so that 4 supx V (x) ≤ λ−1.
Combining (3.2) for t = T
λ
with (3.3) and using the triangle inequality, then
E
(λ)
[
sup
0≤t≤T
λ
Qnt
] 1
n ≤2CT + E(λ)[Qn0] 1n + E(λ)[ sup
0≤t≤T
λ
(
(Qt −Qt−)+
)n] 1n
+ 2E(λ)
[
sup
0≤t≤T
λ
∣∣mt∣∣n] 1n + 2E(λ)[ sup
0≤t≤T
λ
∣∣m′t∣∣n] 1n . (3.4)
We will now give bounds for each of the terms on the right side above. The goal is to show that
E
(λ)
[
sup
0≤t≤T
λ
Qnt
] 1
n
= O
(
λ−
1
2 +
∑
m
(
E
(λ)
[
sup
0≤t≤T
λ
Qnt
] 1
n
)αm)
, (3.5)
where αm ≥ 2 and the sum over m includes a finite number of terms not depending on the parameter
λ > 0. The above would imply that E(λ)
[
sup0≤t≤T
λ
Qnt
]
is O(λ−
n
2 ), which is the statement we wish
to prove.
For the second term on the right side of (3.4),
E
(λ)
[
Qn0
]
=
∫
S
dµ(x, p)
(
p2 + 2V (x)
)n
2 <∞,
and the right side is finite by our assumption on the initial measure in List 1.1. For the third term
on the right side of (3.4). Using that (supm am)
2 ≤∑m a2m and Jensen’s inequality, we have the first
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inequality below
E
(λ)
[
sup
0≤t≤T
λ
(
(Qt −Qt−)+
)n] 1n ≤ E(λ)[ NTλ∑
j=1
(
(Qtj −Qt−j )
+
)2n] 12n
= E(λ)
[ NTλ∑
j=1
V+λ,2n(Xt−j , Pt−j )
Eλ(Pt−j )
] 1
2n
= E(λ)
[ ∫ T
λ
0
dtV+λ,2n(Xt, Pt)
] 1
2n ≤ c 12nE(λ)
[ ∫ T
λ
0
dt
(
1 + λQt
)] 12n
≤ c 12nT 12λ− 12n + c 12nT 12nE(λ)
[
sup
0≤t≤T
λ
Qnt
] 1
2n2 .
The first equality uses that
E
[(
(Qt −Qt−)+
)2n ∣∣∣Ft− , Nt = Nt− + 1] = V+λ,2n(Xt, Pt−)Eλ(Pt−) ,
and the second equality uses that the times tn occur with Poisson rate Eλ(Pt). The second inequality
is for some c > 0 by Part (6) of Prop. 3.1. The right-most term above has the form of (3.5).
For the fourth term on the right side of (3.4), we can apply Doob’s maximal inequality to get the
first inequality below:
E
(λ)
[
sup
0≤t≤T
λ
∣∣mt∣∣n] 1n ≤ n
n− 1E
(λ)
[∣∣mT
λ
∣∣n] 1n ≤ C ′E(λ)[(〈m〉T
λ
)n
2
] 1
n + C ′E(λ)
[NTλ∑
j=1
∣∣∆j∣∣n] 1n
= C ′E(λ)
[( ∫ T
λ
0
dtKλ,2(St)
)n
2
] 1
n
+ C ′E(λ)
[ ∫ T
λ
0
dtKλ,n(St)
] 1
n
≤ C ′′E(λ)
[( ∫ T
λ
0
dt
(
1 + λQt
))n2 ] 1n
+ C ′′E(λ)
[ ∫ T
λ
0
dt
(
1 + λQt
)] 1n
≤ C ′′(T 12λ− 12 + T 1nλ− 1n ) + C ′′T 12E(λ)
[
sup
0≤t≤T
λ
Qnt
] 1
2n
+C ′′T
1
nE
(λ)
[
sup
0≤t≤T
λ
Qnt
] 1
n2 .
The second inequality is for some C ′ > 0 by Rosenthal’s inequality (see e.g. [11, Lem. 2.1]). The
third inequality is Part (4) of Prop. 3.1. We have combined the constants at each step. Thus we have
dressed our bound in the form (3.5).
The last term in (3.4) is bounded similarly to E(λ)
[
sup0≤t≤T
λ
∣∣mt∣∣n] 1n .
The following lemma bounds the expected number of returns to the atom up to time T
λ
for λ≪ 1.
Lemma 3.3. There is a C > 0 such that for all λ < 1,
E˜
(λ)
[
λ
1
2 N˜T
λ
] ≤ C.
Proof. The main step in this proof is the inequality in (3.6) where we bound the function h(s), which
determines the probability of life cycle expiration, by a constant multiple of the function A+λ (s) arising
as the increasing part of the semi-martingale decomposition for (2Ht)
1
2 . Once the quantity we must
bound is formulated in terms of processes related to the square root of the energy process, we can
apply Lem. 3.2 and results from Prop. 3.1 to finish the proof. By Prop. 2.5 we have the first equality
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below:
E˜
(λ)
[
λ
1
2 N˜T
λ
]
= E(λ)
[
λ
1
2
∫ T
λ
0
drh(Sr)
]
≤ cE(λ)
[
λ
1
2
∫ T
λ
0
drA+λ (Sr)
]
= cE(λ)
[
λ
1
2A+T
λ
]
. (3.6)
The second equality in (3.6) follows by the definition of the process A+t , and the inequality holds since
there is c > 0 such that for small enough λ > 0 and all s ∈ Σ
h(s) ≤ cA+λ (s). (3.7)
To show (3.7), we first observe that for λ = 0 we have A+0 (x, p) = A0(x, p) since for all (x, p) ∈ Σ
A0(x, p) =
∫
R
dvj(v)
(
2
1
2H
1
2 (x, p + v)− 2 12H 12 (x, p)
)
=V (x)
∫ ∞
0
dvj(v)
∫ |v|
−|v|
dw
|v| − |w|
2
1
2H
3
2 (x, p + w)
>0, (3.8)
where the jump rate density j(p − p′) = J0(p, p′) is defined as in (1.11). The second equality in (3.8)
holds by a Taylor formula for H
1
2 (x, p + v) around v = 0 with second-order error:
2
1
2H
1
2 (x, p + v)− 2 12H 12 (x, p) =v p
2
1
2H
1
2 (x, p)
+
∫ v
0
dw(v − w) V (x)
2
1
2H
3
2 (x, p +w)
,
where the first-order term vanishes from (3.8) because j(v) = j(−v), and the error term is symmetrized
for the same reason. The formula on the second line of (3.8) assumes V (x) > 0 and can be replaced
by a simpler expression when V (x) = 0 (in which case 2
1
2H
1
2 (x, p) = |p|), although the resulting value
is still strictly positive for all (x, p). For fixed λ > 0, the function A+λ (x, p) is supported in a compact
region around the origin of phase space. As λ ց 0 the bias that tends to drag the test particle to
lower energy due to head-on collisions becomes less pronounced, and supp(A+λ ) grows to all of phase
space (as in the λ = 0 case). For any compact set K ⊂ Σ we can pick λ > 0 small enough such that
K ⊂ supp(A+λ ), and there is uniform convergence for all (x, p) ∈ K as λց 0
A+λ (x, p) = Aλ(x, p) =
∫
R
dvJλ(p, p + v)
(
2
1
2H
1
2 (x, p + v)− 2 12H 12 (x, p)
)
−→ A0(x, p) > 0. (3.9)
This uniform convergence follows easily from the smooth dependence of the rates Jλ(p, p + v) on λ
and the uniform exponential decay of the rates in v for all p in a compact set. In particular, we can
pick a δ > 0 and λ > 0 small enough so that A+λ (x, p) > δ for all (x, p) ∈ K. Since h : Σ → R+ is
bounded by one and has compact support, the above remarks imply that (3.7) holds for some c > 0,
and we thus have the inequality in (3.6).
By (3.6) it is sufficient to show that E(λ)
[
λ
1
2A+T
λ
]
is uniformly bounded for λ ≪ 1. Since A+t =
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Qt −Q0 −Mt +A−t , the triangle inequality gives that
E
(λ)
[
λ
1
2A+T
λ
] ≤2E(λ)[ sup
0≤t≤T
λ
λ
1
2Qt
]
+ E(λ)
[∣∣λ 12MT
λ
∣∣]+ E(λ)[λ 12A−T
λ
]
≤2E(λ)[ sup
0≤t≤T
λ
λ
1
2Qt
]
+ E(λ)
[
λ
∫ T
λ
0
drVλ(Sr)
] 1
2
+ E(λ)
[
λ
1
2
∫ T
λ
0
drA−λ (Sr)
]
≤2E(λ)[ sup
0≤t≤T
λ
λ
1
2Qt
]
+ C
1
2
1 E
(λ)
[
λ
∫ T
λ
0
dr(1 + λQr)
2
] 1
2
+ C2E
(λ)
[
λ
3
2
∫ T
λ
0
dr(Qr + λQ
2
r)
]
. (3.10)
For the second inequality, the second term employs Jensen’s inequality with the square function along
with the fact that the martingale Mt has bracket 〈M〉t =
∫ t
0 drVλ(Sr). The bound for the second term
in the third equality is by Part (5) of Prop. 3.1. The third term in the third inequality is bounded
by Part (1) of Prop. 3.1 and |Pr| ≤ Qr. The right side of (3.10) is uniformly bounded in λ < 1 since
Qr = (2Hr)
1
2 and E(λ)
[
sup0≤r≤T
λ
H
n
2
r
] ≤ C ′nλ−n2 for some constants C ′n > 0 by Lem. 3.2.
3.2 Fractional moments for the duration of life cycles
By Appx. A the original dynamics is exponentially ergodic to the equilibrium state Ψ∞,λ for any
fixed λ. Thus the split dynamics converges exponentially to the Ψ˜∞,λ, and the time span R1 and
the number of partition times n˜1 during a single life cycle will have finite expectation. However, the
process St = (Xt, Pt) behaves more and more like a random walk in the Pt variable as λ ց 0, so we
should expect that
E˜
(λ)
ν˜
[
R1
] −→∞ and E˜(λ)ν˜ [n˜1] −→∞
as λ ց 0 since the time elapsed during a random walk’s excursion from a region around the origin
has infinite expectation. However, the excursive durations for random walks do have finite fractional
moments for exponents < 12 , and Part (2) of Prop. 3.4 states the analogous property for our process.
Proposition 3.4. Let n˜1 and R1 be defined as above.
1. There is a C > 0 such that for λ < 1,
E˜
(λ)
ν˜
[
n˜1
] ≤ Cλ− 12 and E˜(λ)ν˜ [R1] ≤ Cλ− 12 .
2. Each fractional moment 0 < α < 12 is uniformly bounded for λ < 1,
sup
λ<1
E˜
(λ)
ν˜
[
n˜α1
]
<∞ and sup
λ<1
E˜
(λ)
ν˜
[
Rα1
]
<∞.
Before beginning with the proof of Prop. 3.4, we must establish Lemmas 3.5 and 3.6 below. The
following trivial lemma bounds the length of time up to the first partition time τ1 independently of
the initial state s˜ ∈ S˜. Although the time intervals between partition times are not exponentially
distributed, there is still an exponential bound on their densities.
Lemma 3.5. For c = max(U
u
, U
U−u), the following inequality holds:
sup
λ<1
sup
s˜∈Σ˜
E˜
(λ)
s˜
[
δt(τ1)
] ≤ ce−t,
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where E˜
(λ)
s˜
[
δt(τ1)
]
refers to the density of the random variable τ1 at the value t ≥ 0. As a consequence,
for any n ∈ N,
sup
λ≤1
sup
s˜∈Σ˜
E˜
(λ)
s˜
[
(R1 −R′1)n
]
<∞.
Proof. In the original dynamics, τ1 has a mean one exponential distribution regardless of the initial
state. Splitting the distribution starting from s ∈ Σ yields the equality
e−t = E(λ)s
[
δt(τ1)
]
=
(
1− h(s))E˜(λ)(s,0)[δt(τ1)]+ h(s)E˜(λ)(s,1)[δt(τ1)].
For s ∈ Σ with H(s) > l, we have h(s) = 0 and no splitting occurs, and thus c = 1 is sufficient for
the inequality. For s ∈ Σ with H(s) ≤ l, then c = infH(s)≤lmax( 1h(s) , 11−h(s)) = max(Uu , UU−u), where
l, u, and U are defined as in Conv. 2.2. The bound for the moments of R1−R′1 follows because R1 is
defined as the first partition time after R′1 and by the strong Markov property for the chain σ˜n = S˜τn
since R′1 = τn˜1 for the hitting time n˜1
Lemma 3.6. There exist c, C > 0 such that for all t ∈ R+, λ < 1, and s in a given compact subset of
Σ,
E
(λ)
s
[
A+t
] ≥ −C + ct 12 .
Proof. The positive-valued, increasing process A+t is difficult to analyze directly, so our strategy will
be to write it using the other terms in the semi-martingale decomposition of Qt as we did before at
the end of the proof of Lem. 3.3: A+t = Qt−Q0−Mt +A−t . In fact we can immediately throw away
the positive terms Qt, A
−
t in this expression for A
+
t since we are looking for a lower bound; see (3.11).
Our analysis will rely on applications of Prop. 3.1 and Lem. 3.2 to bound the remaining martingale
term.
Since Qt and A
−
t are positive and A
+
t ≥ 0 is increasing, we have the first inequality below:
A+t = Qt −Q0 −Mt +A−t ≥ −Q0 + sup
0≤r≤t
−Mr
≥ −Q0 +M−t , (3.11)
where M−t := −Mtχ(Mt ≤ 0). Taking the expectation of both side gives
E
(λ)
s
[
t−
1
2A+t
] ≥ −2 12 t− 12H 12 (s) + t− 12E(λ)s [M−t ].
Since Mt has mean zero, we have the equality below
2E(λ)s
[
M−t
]
= E(λ)s
[|Mt|] ≥ E(λ)s [|Mt|2]2
E
(λ)
s
[|Mt|3] ,
and the inequality is by Cauchy-Schwarz. However,
E
(λ)
s
[|Mt|2] = E(λ)s [ ∫ t
0
drVλ(Sr)
]
≥ ct,
where c > 0 is from Part (7) of Prop. 3.1. For the first inequality below, we use Rosenthal’s inequality
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to produce a C > 0 such that
E
(λ)
s
[|Mt|3] ≤ CE(λ)s [〈Mt〉 32 ]+ CE(λ)s [ Nt∑
n=1
∣∣Mtn −Mt−n ∣∣3]
= CE(λ)s
[〈Mt〉 32 ]+ CE(λ)s [ Nt∑
n=1
∣∣Qtn −Qt−n ∣∣3]
= CE(λ)s
[( ∫ t
0
drVλ(Sr)
) 3
2
+
∫ t
0
drVλ,3(Sr)
]
≤ C ′E(λ)s
[(∫ t
0
dr(1 + λQr)
2
) 3
2
+
∫ t
0
dr(1 + λQr)
4
]
≤ C ′′t 32 ,
where tn are the collision times and Nt is the number of collisions up to time t. The first equality uses
that Qt and Mt differ by a continuous process and thus have the same jumps. The second inequality is
for some C ′ > 0 by Part (5) of Prop. 3.1 along with the relation |p| ≤ 2 12H 12 (x, p). The last inequality
is by Lem. 3.2, and C ′′ is independent of λ < 1.
Putting our results together
E
(λ)
s
[
A+t
] ≥ −2 12H 12 (s) + E(λ)s [|Mt|2]2
E
(λ)
s
[|Mt|3] ≥ −2 12H 12 (s) + c
2
C ′′
t
1
2 ,
which proves the lemma.
Proof of Prop. 3.4.
Part (1): By Part (1) of Prop. 2.4 applied to the constant function g(s) = 1, we have that
E˜
(λ)
ν˜
[
n˜1 + 1
]
=
1∫
Σ dsΨ∞,λ(s)h(s)
= λ−
1
2
(2π)
1
2∫
Σ dsh(s)
+O(1),
where the order equality is for small λ. The same equality holds with E˜
(λ)
ν˜
[
n˜1 + 1
]
replaced with
E˜
(λ)
ν˜
[
R1
]
by Part (2) of Prop. 2.4.
Part (2): We can prove the result through the Laplace transform by showing that there is a C > 0
such that for all γ ∈ R+
sup
λ<1
∣∣E˜(λ)ν˜ [e−γn˜1]− 1∣∣ ≤ Cγ 12 and sup
λ<1
∣∣E˜(λ)ν˜ [e−γR1]− 1∣∣ ≤ Cγ 12 .
The proof for R1 and n˜1 are similar, and we focus on R1. Also, it is sufficient to prove the result with
R′1 rather than R1 since, by Lem. 3.5, the random variable R1 − R′1 has finite expectation. We will
study the following regimes for γ:
(i). γ < λ,
(ii). λ ≤ γ and γ sufficiently small.
The case (i) can be shown with a simple linearization around γ = 0. As a result of Part (1), there
exists a C ′ > 0 such that ∣∣E˜(λ)ν˜ [e−γR′1]− 1∣∣ ≤ γE˜(λ)ν˜ [R′1] ≤ C ′γλ− 12 .
When γ < λ the bound on the right side is smaller than C ′γ
1
2 .
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For the regime (ii), we can no longer rely on the first derivative of the Laplace transform because
the upper bound is growing as O(λ−
1
2 ) . In the analysis below, we will show that there is a c > 0 such
that for all γ and λ ≤ 1,∣∣E˜(λ)ν˜ [e−γR′1]− 1∣∣ ≤ 1
cE
(λ)
ν
[ ∫ γ−1
0 drA+λ (Sr)
]− c−1γ− 14 . (3.12)
However, by Lem. 3.6 there is c′ > 0 such that all γ−1 ≤ λ−1 and s ∈ Supp(ν),
E
(λ)
s
[ ∫ γ−1
0
drA+λ (Sr)
] ≥ c′γ− 12 − c′−1. (3.13)
Combining (3.12) and (3.13) yields statement (ii).
In order to show (3.12), we will show some preliminary bounds. The difference between E˜
(λ)
ν˜
[
e−γR′1
]
and 1 is smaller than
∣∣E˜(λ)ν˜ [e−γR′1]− 1∣∣ ≤
∣∣E˜(λ)ν˜ [e−γR′1]− 1∣∣
E˜
(λ)
ν˜
[
e−γR′1
] ≤ ( ∞∑
m=1
E˜
(λ)
ν˜
[
e−γR
′
1
]m)−1 ≤ E˜(λ)ν˜ [ ∞∑
m=1
e−γR
′
m
]−1
. (3.14)
The third inequality follows since(
E˜
(λ)
ν˜
[
e−γR
′
1
])m
= E˜
(λ)
ν˜
[
e−γ
∑m
n=1R
′
n−Rn−1] ≥ E˜(λ)ν˜ [e−γR′m],
where the R′n −Rn−1 are independent by Part (2) of Prop. 2.1 and distributed as R′1 when the initial
distribution of the split process is ν˜, and the inequality is from
∑m
n=1R
′
n − Rn−1 ≤ R′m. By (3.14) it
is sufficient to give a lower bound for E˜
(λ)
ν˜
[∑∞
m=1 e
−γR′m]. This term can be rewritten as
E˜
(λ)
ν˜
[ ∞∑
m=1
e−γR
′
m
]
= E˜
(λ)
ν˜
[ ∞∑
m=0
e−γτmχ(ζm = 1)
]
= E˜
(λ)
ν˜
[ ∞∑
m=0
e−γτmh(σm)
]
, (3.15)
where σm = Sτm is the resolvent chain and ζm = Zτm is the binary component of the split chain. The
first equality in (3.15) is from the definition of the times R′m = τn˜m , and the second equality is by
Part (3) of Prop. 2.3. The right side above is equal to
E˜
(λ)
ν˜
[ ∞∑
m=0
e−γτmh(σm)
]
= E(λ)ν
[ ∞∑
m=0
e−γτmh(σm)
]
= ν(h) + E(λ)ν
[ ∫ ∞
0
dre−γrh(Sr)
]
≥ e−1E(λ)ν
[ ∫ γ−1
0
drh(Sr)
]
. (3.16)
The first equality uses that argument of the expectation is a function of only the times τm and the
resolvent chain σm in order to revert to the original statistics. The second equality in (3.16) holds
since the m = 0 term in the sum is E
(λ)
ν [h(σ0)] = ν(h) and
Nt∑
m=1
e−γτmh(Sτm)−
∫ t
0
dre−γrh(Sr)
is a mean zero martingale which converges to a limiting value as t → ∞. The above process is a
martingale because the terms e−γτmh(σm) = e−γτmh(Sτm) in the sum occur with Poisson rate one.
Thus far we have shown that∣∣E˜(λ)ν˜ [e−γR1]− 1∣∣ ≤ 1
e−1E(λ)ν
[ ∫ γ−1
0 drh(Sr)
] . (3.17)
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Now we find a lower bound for E
(λ)
ν
[ ∫ γ−1
0 drh(Sr)
]
in terms of the same expression except with h
replaced by A+λ . Define the constant
uλ :=
∫
Σ dsΨ∞,λ(s)h(s)∫
Σ dsΨ∞,λ(s)A+λ (s)
.
By the triangle inequality and going to the split statistics,∣∣∣E(λ)ν [ ∫ γ−1
0
drh(Sr)
]
− uλE(λ)ν
[ ∫ γ−1
0
drA+λ (Sr)
]∣∣∣
≤
∣∣∣E˜(λ)ν˜ [ N˜γ−1∑
n=0
∫ Rn+1
Rn
dr
(
h(Sr)− uλA+λ (Sr)
)]∣∣∣+ E˜(λ)ν˜ [ sup
0≤n≤N˜γ−1
∫ Rn+1
Rn
dr
(
h(Sr) + uλA+λ (Sr)
)]
= E˜
(λ)
ν˜
[
N˜γ−1 + 1
] ∣∣∣∣∣∣
∫
Σ dsΨ∞,λ(s)
(
h(s)− uλA+λ (s)
)
∫
Σ dsΨ∞,λ(s)h(s)
∣∣∣∣∣∣+O
(
E˜
(λ)
ν˜
[
N˜γ−1
] 1
2
)
= O(γ−
1
4 ), (3.18)
where N˜t is the number of life cycles completed by time t. The inequality covers the leftover interval
[γ−1, RN˜
γ−1+1
] of the integration. The first term on the third line of (3.18) is zero by the definition
of uλ. Also, the first term on the second line is equal to the first term on the third line since S˜Rn
has distribution ν˜ when conditioned on F˜R′n by Part (1) of Prop. 2.1 and by Part (2) of Prop. 2.4.
The second term on the second line of (3.18) is bounded by a constant multiple of E˜
(λ)
ν˜ [N˜γ−1 ] by the
same reasoning as in (3.6). Finally, E˜
(λ)
ν˜
[
N˜γ−1
]
is O(γ−
1
2 ) by the same argument as in the proof of
Lem. 3.3.
The constant uλ satisfies
uλ =
∫
Σ dse
−λH(s)h(s)∫
Σ dse
−λH(s)A+λ (s)
=
∫
Σ dsh(s)∫
Σ dsA+λ (s)
+O(λ
1
2 ) = u+O(λ
1
2 ) ≥ u
2
,
where u =
∫
Σ dsh(s), and the inequality holds for λ small enough. The third equality is by Part (3)
of Prop. 3.1. These observations imply that for small enough λ > 0
E
(λ)
ν
[ ∫ γ−1
0
drh(Sr)
]
≥ u
2
E
(λ)
ν
[ ∫ γ−1
0
drA+λ (Sr)
]
−O(γ− 14 ).
Plugging this inequality into (3.17) gives (3.12).
4 Bounding integral functionals over a life cycle
In this section we prove Prop. 4.1, which effectively bounds the expected fluctuations for the momen-
tum drift Dt =
∫ t
0 dr
dV
dx
(Xr) over the period of a single life cycle.
Proposition 4.1.
1. For any m ∈ N, there is a C > 0 such that
sup
λ≤1
E˜
(λ)
ν˜
[
sup
0≤t≤R1
(∫ t
0
dr
dV
dx
(Xr)
)2m]
< C.
25
2. There is a C > 0 such that for all (x, p, z) ∈ Σ˜,
sup
λ≤1
E˜
(λ)
(x,p,z)
[∣∣∣ ∫ R1
0
dr
dV
dx
(Xr)
∣∣∣] < C(1 + log(1 + |p|)).
For the task of proving Prop. 4.1, we rely on the bounds stated in Thm. 4.2 for the generalized
resolvent U (λ) : L∞(Σ)→ L∞(Σ) given by(
U (λ)g
)
(s) := E(λ)s
[ ∫ ∞
0
dtg(St)e
− ∫ t0 drh(Sr)
]
, s ∈ Σ, (4.1)
where h : Σ→ R+ is defined as in Conv. 2.2. The expression (4.1) would have the form of a standard
resolvent if the function h were replaced by a constant. In coarse terms, the generalized resolvent U (λ)
characterizes the expected duration that the process St resides in different regions of phase space before
returning to the set supp(h) ⊂ Σ when beginning from a point s ∈ Σ. The end time for the random
walk to supp(h) is better described as a Poisson time with variable rate depending stochastically on
St through h(St). Operators of the form (4.1) were introduced in [27], and the following theorem is
from [8].
Theorem 4.2. There is a c > 0 such that for any g ∈ L∞(Σ) with g ≥ 0 and |p| ≤ λ−1,(
U (λ)g
)
(x, p) ≤ c‖g‖∞ + c|p| sup
H′> 1
2
λ−2
g(x′, p′) + c
∫
H′≤ 1
2
λ−2
dp′dx′
(
1 + min(|p′|, |p|))g(x′, p′),
‖U (λ)g‖∞ ≤ cλ−1 sup
H′> 1
2
λ−2
g(x′, p′) + c sup
H′≤ 1
2
λ−2
(
U (λ)g
)
(x′, p′),
where H ′ := H(x′, p′).
The analysis in the proof of Prop. 4.1 also applies to Prop. 4.3, which is easier because the “velocity
function” g(x, p) = dV
dx
(x) of Prop. 4.1 does not have explicit decay for |p| ≫ 1. The decay for dV
dx
(x)
at high momentum only occurs as a time-averaged effect, which is exposed in Lem. 4.7.
Proposition 4.3. Let g : Σ→ R satisfy that |g(x, p)| ≤ C
1+|p|2 for some C > 0 and all (x, p) ∈ Σ.
1. For any m ∈ N, there is a C > 0 such that
sup
λ≤1
E˜
(λ)
ν˜
[
sup
0≤t≤R1
( ∫ t
0
drg(Sr)
)2m]
< C.
2. There is a C > 0 such that for all (x, p, z) ∈ Σ˜,
sup
λ≤1
E˜
(λ)
(x,p,z)
[∣∣∣ ∫ R1
0
drg(Sr)
∣∣∣] < C(1 + log(1 + |p|)).
4.1 An inequality for summation functionals over a life cycle
Recall that σn = Sτn denotes the resolvent chain and that δ˜s = χ(z = 0)(1−h(s))δs+χ(z = 1)h(s)δs is
the splitting of the δ-distribution at s ∈ Σ. The following lemma states that the generalized resolvent
(U (λ)g)(s) can be used to bound the expression E˜
(λ)
δ˜s
[∑n˜1
n=1 g(σn)
]
.
Lemma 4.4. The following inequality holds for all g ∈ L∞(Σ,R+), λ > 0, and s ∈ Σ:
E˜
(λ)
δ˜s
[ n˜1∑
n=1
g(σn)
]
≤ (U (λ)g)(s) + sup
s∈Supp(h)
(
U (λ)g
)
(s).
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Proof. Let the function h : Σ→ [0, 1] and the measure ν on Σ be defined as in Conv. 2.2. Recall that
σn = Sτn denotes the resolvent chain and has transition kernel Tλ. Define the following operators on
L∞(R):
W(λ) =
∞∑
n=0
(
(1− h)Tλ
)n
and W˜(λ) =
∞∑
n=0
(Tλ − h⊗ ν)n.
In terms of the operators Tλ and h ⊗ ν on L∞(R), we can write the expressions in the statement of
Lem. 4.4 as
E˜
(λ)
δ˜s
[ n˜1∑
n=1
g(σn)
]
=
(
(Tλ − h⊗ ν)W˜(λ)g
)
(s), (4.2)
U (λ) =TλW(λ). (4.3)
The above representation for E˜
(λ)
δ˜s
[∑n˜1
n=1 g(σn)
]
can be found in [28]. The representation for U (λ)
can be understood through the alternative generalized resolvent form U (λ) = 1
h−L ; see [23] for other
representations. By the identity (4.3) and Tλ − h⊗ ν ≤ Tλ, we have that
E˜
(λ)
δ˜s
[ n˜1∑
n=1
g(σn)
]
=
(
(Tλ − h⊗ ν)W˜(λ)g
)
(s)
≤ (TλW(λ)g)(s) + sup
s∈Σ
((
(Tλ − h⊗ ν)W˜(λ)g
)
(s)− ((Tλ − h⊗ ν)W(λ)g)(s)). (4.4)
With the identity W˜(λ) −W(λ) = W˜(λ)(hTλ − h⊗ ν)W(λ), we obtain the equality below:
(Tλ − h⊗ ν)W˜(λ)g − (Tλ − h⊗ ν)W(λ)g = (Tλ − h⊗ ν)W˜(λ)(hTλ − h⊗ ν)W(λ)g
≤ (Tλ − h⊗ ν)W˜(λ)h
(
1Supp(h)TλW(λ)
)
g
≤ ∥∥1Supp(h)TλW(λ)g∥∥∞. (4.5)
For the first inequality above, we have thrown away the negative term and used that h = h1Supp(h).
The second inequality in (4.5) uses that for all s ∈ Σ(
(Tλ − h⊗ ν)W˜(λ)h
)
(s) ≤ (W˜(λ)h)(s) = 1.
The equality
(W˜(λ)h)(s) = 1 holds due to the recurrence of the dynamics and otherwise we would
have
(W˜(λ)h)(s) ≤ 1. To prove this fact, note that the series form of W˜ (λ) implies that the function
F (s) := (W˜ (λ)h)(s) satisfies
F (s) =h(s) +
(
(τ − h⊗ ν)F )(s) = h(s) + (τF )(s)− h(s)ν(F ) = (τF )(s),
where the third equality uses that ν(F ) = 1, which is a consequence of recurrence and Thm. 3 of [28].
Thus the function F (s) is invariant of the dynamics and must be constant and hence equal to one by
the normalization ν(F ) = 1.
Applying (4.5) in (4.4) along with the identity (4.3), we have that
E˜
(λ)
δ˜s
[ n˜1∑
n=1
g(σn)
]
≤ (U (λ)g)(s) + sup
s∈supp(h)
(
U (λ)g
)
(s).
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The following lemma states that an additive functional of the resolvent chain
∑
n gλ(σn) has
arbitrary finite moments when the summation is over a single life cycle and gλ ≥ 0 has sufficient decay
at large momentum. In other words, not much typically happens over a single life cycle.
Lemma 4.5. Let gλ : Σ→ R+, and suppose that there is a C > 0 such that
gλ(x, p) ≤ Cmax
( 1
1 + |p|2 , λ
)
.
for all λ < 1 and (x, p) ∈ Σ. Then,
sup
λ<1
E˜
(λ)
ν˜
[( n˜1∑
n=0
gλ(σn)
)m]
<∞, m ∈ N.
Proof. For the case m = 1 and f = gλ, we have the closed expression
E˜
(λ)
ν˜
[ n˜1∑
n=0
f(σn)
]
=
∫
Σ dsΨ∞,λ(s)f(s)∫
Σ dsΨ∞,λ(s)h(s)
(4.6)
≤
∫
|p|≤λ−1 dxdpf(x, p) +
2
λ
1
2
erfc(λ−
1
2 ) sup|p|>λ−1 f(x, p)∫
Σ dxdpe
−λH(x,p)h(x, p)
, (4.7)
where erfc(q) =
∫∞
q
dpe−
p2
2 is the complementary error function, and the equality holds by Part (1)
of Prop. 2.4. The right side of (4.7) is finite by our conditions on gλ and since the denominator is
approximately u =
∫
Σ dsh(s) for small λ, and thus the right side of (4.7) is bounded away from zero
for λ < 1.
For m = 2, we write
E˜
(λ)
ν˜
[( n˜1∑
n=0
gλ(σn)
)2]
= E˜
(λ)
ν˜
[ n˜1∑
n=0
g2λ(σn) + 2
n˜1∑
n<m
gλ(σn)gλ(σm)
]
= E˜
(λ)
ν˜
[ n˜1∑
n=0
g2λ(σn) + 2gλ(σn)E˜
(λ)
[ n˜1∑
m=n+1
gλ(σm)
∣∣∣ F˜τ−n ]]
≤ E˜(λ)ν˜
[ n˜1∑
n=0
g2λ(σn) + 2gλ(σn)
(
U (λ)gλ
)
(σn) + 2gλ(σn)B(gλ)
]
, (4.8)
where B : L∞(Σ,R+)→ R+ is defined by
B(g) = sup
s∈Supp(h)
(
U (λ)g
)
(s).
To see (4.8) recall that σn := Sτn and that the σ-algebra F˜τ−n contains knowledge of the state σn. The
value supλ<1B(gλ) is finite by the bound we assumed for gλ and the bound on U
(λ)gλ from Thm. 4.2;
see (4.10) below. The inequality in (4.8) applies Part (3) of Prop. 2.3, to get the equality below
E˜
(λ)
[ n˜1∑
m=n+1
gλ(σm)
∣∣∣ F˜τ−n ] = E˜(λ)δ˜σn[
n˜1∑
m=1
gλ(σm)
]
≤ (U (λ)gλ)(σn) +B(gλ). (4.9)
The inequality in (4.9) follows by an application of Lem. 4.4.
28
We can apply (4.7) with f = g2λ+2gλU
(λ)gλ+2gλB(gλ) to bound the right side of (4.8). Clearly the
contribution from g2λ is not a problem since g
2
λ(x, p) ≤ Cgλ(x, p). For gλU (λ)(gλ) there are constants
such that
gλ(p)
(
U (λ)gλ
)
(p) ≤ (const)1 + log(1 + |p|)|p|2 , for all |p| ≤ λ
−1, λ < 1
gλ(p)
(
U (λ)gλ
)
(p) ≤ (const)1 + log(1 + |λ
−1|)
|λ|−2 , for all |p| > λ
−1, λ < 1.
We have applied Thm. 4.2 along with our conditions on gλ to get
(
U (λ)gλ
)
(x, p) ≤ c+ c
∫ |p|
0
dp′p′|gλ(p′)| ≤ c+ c′
∫ |p|
0
dp′
p′
1 + |p′|2 ≤ c+ c
′′ log(1 + |p|), (4.10)
for some c, c′, c′′ > 0 and all λ < 1 and |p| ≤ λ−1. The inequality above follows similarly for the
domain |p| > λ−1.
Now we sketch the proof for the general case m > 2. For ǫj ∈ {<,=} and j < m, let the set
ℓ(n˜1)(ǫ1, ..., ǫm−1) be the collection of all (r1, . . . , rm) ∈ [0, n˜1]m satisfying the relations
r1 ǫ1 r2 . . . ǫm−1 rm.
Also define,
f(ǫ1,...,ǫm−1) = Aǫ1 · · ·Aǫm−1gλ,
where A=, A< are maps on L
∞(Σ,R+) in which A= is multiplication by gλ and A< = A=(U (λ) +B).
We can write
E˜
(λ)
ν˜
[( n˜1∑
n=0
gλ(σrn)
)m]
=
Lin. comb. over
(ǫ1, . . . , ǫm−1) ∈ {<,=}m−1 E˜
(λ)
ν˜
[ ∑
ℓ(n˜1)(ǫ1,...,ǫm−1)
gλ(σr1) · · · gλ(σrm)
]
.
However, the following inequality holds:
E˜
(λ)
ν˜
[ ∑
ℓ(n˜1)(ǫ1,...,ǫm−1)
gλ(σr1) · · · gλ(σrm)
]
≤ E˜(λ)ν˜
[ n˜1∑
n=0
f(ǫ1,...,ǫm−1)(σn)
]
, (4.11)
because we can write the difference between the right and left side of (4.11) as a sum of positive terms
cv−1 − cv indexed by v ∈ [1,m− 1], where
cv = E˜
(λ)
ν˜
[ ∑
ℓ(n˜1)(ǫ1,...,ǫv)
gλ(σr1) · · · gλ(σrv )f(ǫv+1,...,ǫm−1)(σrv+1)
]
.
When ǫv−1 is =, then cv−1 and cv are identically equal. When ǫv−1 is <, then the difference cv−cv−1
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is equal to
E˜
(λ)
ν˜
[ ∑
ℓ(n˜1)(ǫ1,...,ǫv−1)
gλ(σr1) · · · gλ(σrv−1)
(
gλ(σrv )
n˜1∑
n=rv+1
f(ǫv+1,...,ǫm−1)(σn)− f(ǫv,...,ǫm−1)(σrv )
)]
= E˜
(λ)
ν˜
[ ∑
ℓ(n˜1)(ǫ1,...,ǫv−1)
gλ(σr1) · · · gλ(σrv−1)
×
(
gλ(σrv )E˜
(λ)
[ n˜1∑
n=rv+1
f(ǫv+1,...,ǫm−1)(σn)
∣∣∣F˜τ−rv ]− f(ǫv,...,ǫm−1)(σrv))]
≤ E˜(λ)ν˜
[ ∑
ℓ(n˜1)(ǫ1,...,ǫv−1)
gλ(σr1) · · · gλ(σrv−1)
×
(
gλ(σrv )
(
U (λ)f(ǫv,...,ǫm−1)
)
(σrv) + f(ǫv,...,ǫm−1)(σrv)B
(
f(ǫv,...,ǫm−1)
)− f(ǫv,...,ǫm−1)(σrv))]
= 0,
where the inequality follows from the strong Markov property and Lem. 4.4 by the same argument as
in (4.9).
We are left to bound E˜
(λ)
ν˜
[∑n˜1
n=0 f(ǫ1,...,ǫm−1)(σn)
]
. The worst case scenario is when all the ǫj are
equal to < because mere multiplication by gλ(p) introduces more decay for large |p|. By our conditions
on gλ and m− 1 applications of Thm. 4.2,
(
(U (λ))m−1gλ
)
(x, p) ≤ cm−1
(
1 + log(1 + |p|))m−1
1 + |p|2 , |p| ≤ λ
−1,
and we get another bound for |p| > λ−1 that is smaller than a fixed multiple of λ−2m−1 for all λ < 1.
Applying the inequality (4.7), we obtain the bound.
4.2 Inequalities for the momentum drift
The first two parts in the lemma below follow from the conservation of energy and the quadratic
formula and do not depend on the potential being periodic. The third part of Lem. 4.6 is a statement
about mixing on the torus. If the particle begins with a high momentum |P0| ≫ 1 and is stopped at
a random exponential time τ , then the distribution on the torus T = [0, 1) at the stopping time will
be roughly uniform–even in the presence of the bounded periodic potential V (x).
Lemma 4.6. Let (Xt, Pt) evolve according to the Hamiltonian H(x, p) =
1
2p
2 + V (x), for a positive
potential V (x) with supx
∣∣dV
dx
(x)
∣∣ < ∞. If the initial momentum has |P0|2 > 4 supx V (x), then the
difference Pt − P0 = −
∫ t
0 dr
dV
dx
(Xr) satisfies the inequalities
1. supt∈R+
∣∣ ∫ t
0 dr
dV
dx
(Xr)
∣∣ ≤ 2 supx V (x)|P0|−1, and
2.
∣∣∣− ∫ t0 dr dVdx (Xs)− V (Xt)−V (X0)P0 ∣∣∣ ≤ 2t supx ∣∣dVdx (x)∣∣ supx V (x)|P0|−2 .
3. Suppose further that V (x) has period one. If τ is exponentially distributed with mean r−1 and
F : T→ R is a function on the torus and bounded, then∣∣∣E(X0,P0)[F (Xτ )]− ∫
T
dxF (x)
∣∣∣ ≤ r‖F‖∞|P0|−1 +O(|P0|−2).
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Proof.
Part (1): Since |P0|2 > 4 supx V (x), the momentum Pt will not change sign at any time. By the
conservation of energy
1
2
∣∣P0 + (Pt − P0)∣∣2 − 1
2
P 20 = −V (Xt) + V (X0).
Using the quadratic formula and that Pt, P0 have the same sign,
|Pt − P0| =
∣∣∣|P0| − (P 20 + 2V (X0)− 2V (Xt)) 12 ∣∣∣ ≤ ∣∣∣12
∫ 2V (X0)−2V (Xt)
0
dw
(
P 20 + w
)− 1
2
∣∣∣ < 2 supx V (x)|P0| ,
since
(
P 20 + w
)− 1
2 ≤ √2|P0|−1 < 2|P0|−1 for |w| ≤ 12 P 20 .
Part (2): With the identity V (Xt)− V (X0) =
∫ t
0 dr
dV
dx
(Xr)Pr, then∣∣∣ ∫ t
0
dr
dV
dx
(Xr)− V (Xt)− V (X0)
P0
∣∣∣ ≤ ∫ t
0
dr
∣∣∣dV
dx
(Xr)
(
1− Pr
P0
)∣∣∣
≤t|P0|−1 sup
x
∣∣dV
dx
(x)
∣∣ sup
r
|Pr − P0
∣∣
≤2t sup
x
∣∣dV
dx
(x)
∣∣ sup
x
V (x) |P0|−2,
where we applied Part (1) for the last inequality.
Part (3): Let ds : T → R+ be the density of the particle on the torus at time τ starting from the
point s = (X0, P0) ∈ Σ. We have that
Es
[
F (Xτ )
]
=
∫
T
dxds(x)F (x).
This leads to the simple bound∣∣∣Es[F (Xτ )]− ∫
T
dxF (x)
∣∣∣ ≤ ‖F‖∞‖ds − 1‖1. (4.12)
Thus it is sufficient for us bound the 1-norm of ds − 1, and, in fact, our bounds can be made in the
supremum norm. Our method for bounding (4.12) will be to analyze a closed form for ds(x) that is
possible due to the periodic form of the particle’s trajectory Xt, t ≥ 0.
Notice that ds can be written as
ds(a) =
∞∑
n=1
r e−r tn(a)
|Ptn(a)|
=
re−r t1(a)
|Pt1(a)|
∞∑
n=0
e−rn∆ =
re−r t1(a)
|Pt1(a)|
(
1− e−r∆) , (4.13)
where t = t1(a), t2(a), · · · are the periodic sequence of times at which Xtmod(1) = a and ∆ is
the increment between successive times tn(a). These times will exist for every a ∈ T as long as
H(s) > supx V (x). If 4 supx V (x) ≤ P 20 , then |Pt − P0| ≤ 2
(
supx V (x)
)|P0|−1 by Part (1). Thus for
large initial momentum, |P0| ≫ (supx V (x))
1
2 , the momentum process Pr is nearly constant ≈ P0 and
the period ∆ is close to 1|P0| . To get a precise bound for the difference between ∆ and
1
|P0| , notice that
when |P0| is large enough so that |Pt − P0| ≤ 2 supx V (x)|P0|−1 < 12 |P0|, then clearly 12|P0| ≤ ∆ ≤ 2|P0|
since the particle always travels with speeds |Pt| ∈ [12 |P0|, 32 |P0|]. Hence, the difference between ∆ and
1
|P0| is smaller than∣∣∣∆− 1|P0|
∣∣∣ ≤ 1|P0|
∣∣∣ ∫ ∆
0
dr P0 − S(P0)
∣∣∣ ≤ 1|P0|
∫ ∆
0
dr|Pr − P0| ≤ 4 supx V (x)|P0|3 , (4.14)
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where the second inequality uses that
∫∆
0 drPr = S(P0).
Using the triangle inequality
∣∣ds(a)− 1∣∣ ≤ ∣∣∣ds(a)− re−r t1(a)|P0|(1− e−r∆)
∣∣∣+ ∣∣∣ re−r t1(a)|P0|(1− e−r∆) − re
−r t1(a)
|P0|
(
1− e− r|P0| )
∣∣∣
+
∣∣∣ re−r t1(a)
|P0|
(
1− e− r|P0| ) − 1
∣∣∣
≤ 2r|P0| +O(
1
|P0|2 ), (4.15)
where the last inequality follows by further computations using the inequalities above. For instance,
we can bound the first term on the first line of (4.15) by∣∣∣ds(a)− re−r t1(a)|P0|(1− e−r∆)
∣∣∣ ≤ ∣∣Pt1(a) − P0∣∣|Pt1(a)| |P0| r(1− e−r∆) ≤ 4 supx V (x)∆|P0|3 ≤ 8 supx V (x)|P0|2 ,
where the inequalities hold for sufficiently large |P0|. The first inequality above follows from Part (1)
and the second inequality uses that ∆ ≥ 12|P0| by the remark above (4.14).
Define the functions C
(λ)
n : Σ→ R,
C
(λ)
0 (s) = E˜
(λ)
δ˜s
[
χ(Zτ1 = 0)
∫ τ2
τ1
dr
dV
dx
(Xr)
]
,
C(λ)n (s) = E˜
(λ)
δ˜s
[(
χ(Zτ1 = 0)
∫ τ2
τ1
dr
dV
dx
(Xr)−C(λ)0 (s)
)2n]
, n ≥ 1,
where τ1, τ2 are the first two partition times and δ˜s =
(
1− h(s))δ(s,0) + h(s)δ(s,1), i.e., the splitting of
the δ-distribution at s ∈ Σ. The presence of the factor χ(Zτ1 = 0) in the above definitions is a small
technical precaution, and if χ(Zτ1 = 0) is removed in the formula for C
(λ)
0 (s), then we have
E˜
(λ)
δ˜s
[ ∫ τ2
τ1
dr
dV
dx
(Xr)
]
= E(λ)s
[ ∫ τ2
τ1
dr
dV
dx
(Xr)
]
= E(λ)s
[ ∫ ∞
0
dt t e−t
dV
dx
(St)
]
.
Part (1) of Lem. 4.6 is the main tool in the proof of Part (1) of Lem. 4.7, and the proof for Part (2)
of Lem. 4.7 makes use of Parts (2) and (3) of Lem. 4.6 with F (x) := V (x).
Lemma 4.7. For any n > 1, there exists a C > 0 such that for all λ < 1 and (x, p) ∈ Σ,
1.
∣∣C(λ)n (x, p)∣∣ ≤ Cmax( 11+|p|2n , λ2n),
2.
∣∣C(λ)0 (x, p)∣∣ ≤ Cmax( 11+|p|2 , λ).
Proof.
Part (1): For v = 2n, notice that C
(λ)
n (s) is smaller than
C(λ)n (s) ≤ E˜(λ)δ˜s
[∣∣∣ ∫ τ2
τ1
dr
dV
dx
(Xr)
∣∣∣v] = E(λ)s [∣∣∣ ∫ τ2
τ1
dr
dV
dx
(Xr)
∣∣∣v], (4.16)
where the equality holds since the initial distribution δ˜s is the splitting of δs, and the argument of the
expectations only depends on the original (pre-split) statistics. The quantity on the right side of (4.16)
is closely related to Part (1) of Lem. 4.6 except that the momentum now makes random jumps and
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the limits of integration τ1, τ2 are also random. The randomness of the limits of integration is not
very important here except that the integration interval should not be too long, so, for simplicity, we
will bound E
(λ)
s
[∣∣ ∫ τ1
0 dr
dV
dx
(Xr)
∣∣v] rather than the expression on the right side of (4.16).
The analysis must be split into cases based on the size of the initial momentum p since a particle
with high momentum |p| ≫ λ−1, λ≪ 1 will tend to receive many collisions in a small amount of time,
which contrasts with the situation |p| ≤ λ−1 where only several collisions are likely to occur in the
time interval [0, τ1]. In the high momentum situation |p| ≫ λ−1, the absolute value of the momentum
is likely to drift downwards due to the higher frequency of collisions with oncoming particles. We will
bound E
(λ)
s
[∣∣ ∫ τ1
0 dr
dV
dx
(Xr)
∣∣v] for s = (x, p) in the following three regimes:
(i). arbitrary p,
(ii). 1≪ |p| ≤ λ−1,
(iii). λ−1 < |p|.
We will use that the escape rate function Eλ(p) :=
∫
R
dp′Jλ(p, p′) has bounds of the form
1
8(1 + λ)
≤ Eλ(p) ≤ 1
8(1 + λ)
(
1 + Cλ|p|) (4.17)
for some C > 0 and all λ < 1 and p ∈ R, which can be deduced easily from the form of the jump rates
Jλ(p, p′). We will also use that for small λ < 1
sup
|p′|> 1
λ
∫
[− 1
λ
, 1
λ
] dp
′′ 1
1+|p′′|vJλ(p′, p′′)∫
[− 1
λ
, 1
λ
] dp
′′Jλ(p′, p′′) = O(λ
v). (4.18)
The order equality (4.18) holds because the conditional distribution for a momentum jump starting
from a momentum |p′| > 1
λ
and conditioned to jump to a value |p′′| ≤ 1
λ
will be concentrated in the
vicinity of the border |p′′| ≈ 1
λ
where 11+|p′′|v = O(λv). This is a consequence of the exponential decay
found in the form of the jump rates Jλ(p, p′).
(i). For arbitrary s ∈ Σ, we have
E
(λ)
s
[∣∣∣ ∫ τ1
0
dr
dV
dx
(Xr)
∣∣∣v] ≤ sup
x∈T
∣∣dV
dx
(x)
∣∣vE[τv1 ] ≤ v! sup
x
∣∣dV
dx
(x)
∣∣v, (4.19)
since τ2 − τ1 is a mean one exponential.
(ii). Next we consider s = (x, p) for the regime 1≪ |p| < λ−1. As long as the momentum stays below
2λ−1 over the time interval [0, τ1], the collisions will occur with Poisson rate smaller than Eλ(2λ−1),
which is uniformly finite by (4.17). Thus, in that case, the expected number of collisions up to time
τ1 is uniformly finite for λ < 1, and as a consequence the momentum of the particle will not fluctuate
significantly from its initial value p. To show that |p| typically stays well below 2λ−1, let us bound
the probability of the event that |Pr| /∈
[
1
2 |p|, 32 |p|] for some r ≤ τ1:
P
(λ)
s
[
|Pr| /∈
[1
2
|p|, 3
2
|p|] for some r ≤ τ1]
≤( 2|p|)wE(λ)s [ sup0≤r≤ς∧τ1 ∣∣Pr − p|w
]
≤( 4|p|)w sup(x,p)
|p|≤λ−1
E
(λ)
(x,p)
[
sup
0≤r≤ς∧τ1
∣∣Jr|w]+ w! ( 4|p|)w supx ∣∣dVdx (x)∣∣w, (4.20)
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where w ≥ 1, ς is the first jump time such that |Pr| leaves
[
1
2 |p|, 32 |p|
]
, and Jr = Pr − p+
∫ t
0 dr
dV
dx
(Xr)
is the sum of the momentum jumps up to time r. The first inequality in (4.20) is Jensen’s, and for
the second inequality, we have used (x + y)w ≤ 2w(xw + yw) and (4.19) to bound the contribution
of the potential drift. The probability densities of individual momentum jumps conditioned to jump
from momentum pˆ, dpˆ(p
′) = Jλ(pˆ,p
′)∫
Σ dp
′′Jλ(pˆ,p′′) , have uniformly controlled Gaussian tails for |pˆ| ≤ 2λ
−1 and
occur with Poisson rate Eλ(Pr) ≤ Eλ(2λ−1) for r ≤ ς. Thus the expectation of sup0≤r≤ς∧τ1
∣∣Jr|w above
is uniformly finite. Since w ≥ 1 is arbitrary, it follows that the probability on the first line of (4.20)
decays super-polynomially quickly for |p| ≫ 1.
Now we bound E
(λ)
s
[∣∣ ∫ τ1
0 dr
dV
dx
(Xr)
∣∣v]. Define the times t′n = tn ∧ τ1 ∧ ς, where tn is the time of
the nth momentum jump. By writing∫ τ1
0
dr
dV
dx
(Xr) =
∞∑
n=0
∫ t′n+1
t′n
dr
dV
dx
(Xr) + χ(ς ≤ τ1)
∫ τ1
ς
dr
dV
dx
(Xr),
we can apply the triangle inequality to get
E
(λ)
s′
[∣∣∣ ∫ τ1
0
dr
dV
dx
(Xr)
∣∣∣v] 1v
≤ E(λ)s′
[( ∞∑
n=0
∣∣∣ ∫ t′n+1
t′n
dr
dV
dx
(Xr)
∣∣∣)v] 1v + E(λ)s′ [χ(ς ≤ τ1)∣∣∣ ∫ τ1
ς
dr
dV
dx
(Xr)
∣∣∣v] 1v
≤ E(λ)s′
[( ∞∑
n=0
∣∣∣ ∫ t′n+1
t′n
dr
dV
dx
(Xr)
∣∣∣)v] 1v + ((2 v)! sup
x∈T
∣∣dV
dx
(x)
∣∣2v) 12v P(λ)s′ [ς ≤ τ1] 12v , (4.21)
where the second inequality follows by Cauchy-Schwarz and because τ1 is a mean one exponential.
The probability P
(λ)
s′
[
ς ≤ τ1
]
decays faster than any polynomial by (4.20). The first term on the right
side of (4.21) has the bound
E
(λ)
s′
[( ∞∑
n=0
∣∣∣ ∫ t′n+1
t′n
dr
dV
dx
(Xr)
∣∣∣)v] ≤ (4 supx∈T V (x)|p| )vE(λ)s′ [N vς ], (4.22)
where Nt is the number of collisions up to time t. The above inequality uses the definition of the t′n’s
to conclude that for each n, either t′n = t′n+1 so that
∫ t′n+1
t′n
dr dV
dx
(Xr) = 0, or |Pt′n | ≥ 12 |p| so that we
can apply Part (1) of Lem. 4.6 to bound
∣∣ ∫ t′n+1
t′n
dr dV
dx
(Xr)
∣∣. The counting process Nt has Poisson rate
Eλ(Pt) at time t. For times t < ς, we have that Eλ(Pt) ≤ supλ<1 Eλ(2λ−1) := r and
E
(λ)
s′
[N vς ] ≤ E[(N ′τ )v] = 11 + r
∞∑
n=0
nv
( r
1 + r
)n
<∞,
where N ′t is a Poisson process with rate r and the random variable τ is mean one, exponentially
distributed, and independent of N ′t . The first inequality can be seen by a construction N ′τ ≈ Nς +N ′τ
for a jump process N ′r with Poisson jump rate r− Eλ(Pt) for t ≤ ς and rate r for t > ς whose jumps
are decided independently of the jumps of Nr.
(iii). For the regime |p| > λ−1, our analysis must treat the possiblity that many collisions occur
over the time interval [τ1, τ2] (specificially, when |p| ≫ λ−1). Let ϑ = τ1 ∧ ϑ′ where ϑ′ is the hitting
time that the absolute value of the momentum |Pt| jumps below λ−1. The hitting time ϑ′ is finite,
and, in fact, has an expectation that is bounded by a multiple of λ−1 independently of the initial
momentum |p| > λ−1. However, the details for these points do not matter for this proof. Let ϕs be
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the distribution on T× [−λ−1, λ−1] for (Xϑ′ , Pϑ′) starting from s ∈ Σ. By the triangle inequality and
the strong Markov property
E
(λ)
s
[∣∣∣ ∫ τ1
0
dr
dV
dx
(Xr)
∣∣∣v] 1v ≤ E(λ)s [∣∣∣ ∫ ϑ
0
dr
dV
dx
(Xr)
∣∣∣v] 1v + E(λ)ϕs [∣∣∣ ∫ τ1
0
dr
dV
dx
(Xr)
∣∣∣v] 1v . (4.23)
For the first term on the right side on (4.23), we can write
E
(λ)
s
[∣∣∣ ∫ ϑ
0
dr
dV
dx
(Xr)
∣∣∣v] =E(λ)s [∣∣∣ Nϑ∑
n=1
∫ tn
tn−1
dr
dV
dx
(Xr)
∣∣∣v]
≤2v( sup
x
V (x)
)v
E
(λ)
s
[∣∣∣ Nϑ∑
n=1
1
|P
t−n
|
∣∣∣v] ≤ 1
c
λvE(λ)s
[∣∣∣ Nϑ∑
n=1
1
Eλ(Pt−n )
∣∣∣v].
The first inequality is Part (1) of Lem. 4.6, which is applied for the Hamiltonian evolution on each
interval [tn−1, tn). The second inequality holds since there is a c > 0 such that Eλ(p) ≤ cλ|p| for all
|p| ≥ λ−1 as a consequence of (4.17). Notice that the difference∑Nrn=1 1Eλ(Pt−n ) − r is a martingale with
predictable quadratic variation
∫ r
0 ds
1
Eλ(Ps) since the counting process Nr has jump rate Eλ(Pr). By
the triangle inequality and the relation ϑ ≤ τ1,
E
(λ)
s
[∣∣∣ Nϑ∑
n=1
1
Eλ(Pt−n )
∣∣∣v] 1v ≤ E(λ)s [∣∣∣ Nτ1∑
n=1
1
Eλ(Pt−n )
− τ1
∣∣∣v] 1v + E(λ)s [τv1 ] 1v
≤ C ′E(λ)s
[∣∣∣ ∫ τ1
0
ds
1
Eλ(Ps)
∣∣∣v] 1v + E(λ)s [ sup
1≤n≤Nτ1
1∣∣Eλ(Pt−n )∣∣v
] 1
v
+ E(λ)s
[
τv1
] 1
v
≤ 8(C ′ + 1)(1 + λ)(v!) 1v + (v!) 1v ,
where the constant C ′ arises from an application of Rosenthal’s inequality, and the third inequality
holds since Eλ(p) ≥ 18(1+λ) by (4.17) and because the random variable τ1 is exponential with mean
one.
For the second term on the right side of (4.23), we can apply our results (i) and (ii) above to
guarantee the existence of a C > 0 such that
E
(λ)
ϕs
[∣∣∣ ∫ τ1
0
dr
dV
dx
(Xr)
∣∣∣v] ≤ C ∫
Σ
dϕs(x
′, p′)
1
1 + |p′|v ≤ C sup|p′|> 1
λ
∫
[− 1
λ
, 1
λ
] dp
′′ 1
1+|p′′|vJλ(p′, p′′)∫
[− 1
λ
, 1
λ
] dp
′′Jλ(p′, p′′) , (4.24)
where the third expression should be understood as the supremum over all |p′| > λ−1 for the expec-
tation of 11+|Pτ |v conditioned on p
′ = Pτ− . The final term in (4.24) is O(λv) by (4.18).
Part (2): We now seek to take full advantage of the averaging that results from integrating dV
dx
(Xr)
between two random times r ∈ [τ1, τ2]. If only the upper limit of integration were random, such as
for the expression
∣∣E(λ)s [ ∫ τ10 dr dVdx (Xr)]∣∣, then we would only have an upper bound proportional to
max
(
1
1+|p| , λ
)
. The bound for C
(λ)
0 (s) in the region |p| ≥ λ−1 follows from Part (1), so we will focus
our analysis on the regime 1≪ |p| < λ−1. We will proceed by approximating the quantity C(λ)0 (s) by
expressions that are progressively easier to analyze.
By (4.19), we have an uniform upper bound for sups |C(λ)0 (s)|. The difference between C(λ)0 (s) and
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E
(λ)
s
[ ∫ τ2
τ1
dr dV
dx
(Xr)
]
is small when |p| ≫ 1 since∣∣∣E(λ)s [ ∫ τ2
τ1
dr
dV
dx
(Xr)
]
−C(λ)0 (s)
∣∣∣ = ∣∣∣E˜(λ)
δ˜s
[ ∫ τ2
τ1
dr
dV
dx
(Xr)
]
−C(λ)0 (s)
∣∣∣
=
∣∣∣E˜(λ)
δ˜s
[
χ(zτ1 = 1)
∫ τ2
τ1
dr
dV
dx
(Xr)
]∣∣∣ ≤ E˜δ˜s[∣∣∣ ∫ τ2
τ1
dr
dV
dx
(Xr)
∣∣∣2] 12 P˜(λ)
δ˜s
[
zτ1 = 1
] 1
2
= Es
[∣∣∣ ∫ τ2
τ1
dr
dV
dx
(Xr)
∣∣∣2] 12E(λ)s [h(Sτ1)] 12 ≤ 2 12 sup
x
∣∣dV
dx
(x)
∣∣ 12E(λ)s [h(Sτ1)] 12 . (4.25)
The first and third equalities use that E
(λ)
s = E˜
(λ)
δ˜s
, and the identity P˜
(λ)
δ˜s
[
zτ1 = 1
]
= E
(λ)
s
[
h(Sτ1)
]
used
in the third equality can be shown using Part (3) of Prop. 2.3. The first inequality is Cauchy-Schwarz,
and the second inequality uses that τ2 − τ1 is a mean one exponential. The function h(s) ≤ 1 has
compact support, and there is a c > 0 such that E
(λ)
(x,p)
[
h(Sτ1)
] ≤ ce−λ−1 ∨ e−|p|. In fact, the bound
can be given a Gaussian form as a consequence of the Gaussian tails found in the jump rates (1.2). It
follows that the difference of C
(λ)
0 (s) and E
(λ)
s
[ ∫ τ2
τ1
dr dV
dx
(Xr)
]
is negligible for our purpose.
By the above remarks, we may work with E
(λ)
s
[ ∫ τ2
τ1
dr dV
dx
(Xr)
]
. Now we will show that the difference
of this term with the expression 1
p
E
(λ)
s
[
V (Xτ2)−V (Xτ1)
]
is O(p−2). For p in the regime 1≪ |p| ≤ λ−1,
define ς as in Part (1) and define tn as the sequence of collision times starting after τ1 with t0 = τ1,
and t′n = tn ∧ ς ∧ τ2. Similarly to Part (1), we can write∫ τ2
τ1
dr
dV
dx
(Xr) =
∞∑
n=0
∫ t′n+1
t′n
dr
dV
dx
(Xr) + χ(ς ≤ τ2)
∫ τ2
ς∨τ1
dr
dV
dx
(Xr).
The difference between the expressions is bounded by∣∣∣E(λ)s [ ∫ τ2
τ1
dr
dV
dx
(Xr)
]
− 1
p
E
(λ)
s
[
V (Xτ2)− V (Xτ1)
]∣∣∣ ≤ (supx V (x)|p| + supx ∣∣dVdx (x)∣∣
)
Ps
[
ς ≤ τ2
]
+ E(λ)s
[Nς−1∑
n=0
∣∣∣ ∫ t′n+1
t′n
dr
dV
dx
(Xr)−
V (Xt′n+1)− V (Xt′n)
Pt′n
∣∣∣]
+ E(λ)s
[Nς−1∑
n=0
∣∣V (Xt′n+1)− V (Xt′n)∣∣ ∣∣∣ 1Pt′n − 1p
∣∣∣], (4.26)
whereNr, r ≥ τ1 is the number of collision times tn in the interval (τ1, r], and the first term on the right
side bounds the expectations of
V (Xτ2 )−V (Xς )
p
and χ(ς ≤ τ2)
∫ τ2
ς∨τ1 dr
dV
dx
(Xr). The inequality (4.26)
follows by adding and subtracting terms
V (Xt′
n+1
)−V (Xt′n )
Pt′n
for n ∈ [0,Nς) and applying the triangle
inequality. By the same analysis as in (4.20), Ps
[
ς ≤ τ2
]
decays super-polynomially with |p| ≫ 1. We
will bound the second and third lines of (4.26) below.
The second line of (4.26) has the bound
E
(λ)
s
[Nς−1∑
n=0
∣∣∣ ∫ t′n+1
t′n
dr
dV
dx
(Xr)−
V (Xt′n+1)− V (Xt′n)
Pt′n
∣∣∣] ≤2 sup
x
∣∣dV
dx
(x)
∣∣ sup
x
V (x)E(λ)s
[Nς−1∑
n=0
t′n+1 − t′n
|Pτn |2
]
≤ 8|p|2 supx
∣∣dV
dx
(x)
∣∣ sup
x
V (x),
where the second inequality uses that |Pτ ′n | ≥ 12 |p|, by definition, for n ≤ Nς , and also uses that
Nς∑
n=0
t′n+1 − t′n = ς − τ1 ≤ τ2 − τ1 and hence E(λ)s
[ Nς∑
n=0
t′n+1 − t′n
]
≤ E(λ)s
[
τ2 − τ1
]
= 1.
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For the third line on the right side of (4.26),
E
(λ)
s
[Nς−1∑
n=0
∣∣V (Xt′n+1)− V (Xt′n)∣∣ ∣∣∣ 1Pt′n − 1p
∣∣∣]
≤ sup
x
V (x)E(λ)s
[Nς−1∑
n=0
∣∣p− Pt′n |
|pPt′n |
]
≤ 2|p|2
(
sup
x
V (x)
)
E
(λ)
s
[Nς−1∑
n=0
∣∣p− Pt′n |]
≤ 2|p|2
(
sup
x
V (x)
)
E
(λ)
s
[
sup
0≤r≤ς
∣∣Pr − p∣∣2] 12E(λ)s [N 2ς ] 12 = O(|p|−2).
The second inequality uses the definition of ς to conclude that 12 |p| ≤ |Pt′n | for n ≤ Nς , and the third
inequality is Cauchy-Schwarz. Arbitrary moments of Nς are finite by (4.22).
Our final task is to bounding the expression 1
p
E
(λ)
s
[
V (Xτ2)− V (Xτ1)
]
, and we only need to show
that
∣∣E(λ)s [V (Xτ2)− V (Xτ1)]∣∣ = O(|p|−1) for |p| ≫ 1. By the triangle inequality,∣∣E(λ)s [V (Xτ2)− V (Xτ1)]∣∣ ≤ ∣∣∣E(λ)s [V (Xτ2)]− ∫
T
dxV (x)
]∣∣∣+ ∣∣∣E(λ)s [V (Xτ1)]− ∫
T
dxV (x)
]∣∣∣.
The terms on the right side are similar, so we will study the second. Bounding the difference between
E
(λ)
s
[
V (Xτ1)
]
and
∫
T
dxV (x) is very close in spirit to Part (3) of Lem. 4.6 except that we now must
treat an Hamiltonian evolution perturbed by some random momentum kicks. As in Part (1), the
assumption that |p| ≤ λ−1 ensures that not many momentum kicks are likely to occur.
We can reconstruct the counting process Nt for the number of collisions up to time ς as follows.
Let N ′ be a Poisson clock with rate r = Eλ(2λ−1) as in Part (1). The Poisson rate of jumps Eλ(Pt)
for the process Nt satisfies Eλ(Pt) ≤ r for times t ≤ ς. At each jump time rn ≤ ς for the Poisson
process N ′, we then flip an independent coin with weight r−1Eλ(Prn) to determine if a jump for Nt
(i.e. a collision) occurred at time rn. This construction recovers the statistics for Nt. We then define
r′n = rn ∧ τ1 for n ≤ N ′ς∧τ1 . Conditioned on the past Fr′n and the event τ1 > r′n, the increment
r′n+1− r′n is exponentially distributed with mean (1+ r)−1. When conditioned on the event τ1 = r′n+1,
the increment r′n+1 − r′n is exponential with mean 1.
We can rewrite the expectation E
(λ)
s
[
V (Xτ1)
]
in terms of the complimentary events τ1 > maxn r
′
n
and τ1 = r
′
n for some n as follows:
E
(λ)
s
[
V (Xτ1)
]
=E(λ)s
[
V (Xτ1)χ(τ1 > max
n
r′n)
]
+ E(λ)s
[ ∞∑
n=0
χ(τ1 = r
′
n+1)E
(λ)
s
[
V (Xτ1)
∣∣Fr′n , τ1 = r′n+1]]. (4.27)
The first term on the right is smaller than supx V (x) times the probability of the event maxn r
′
n 6= τ1,
which can also be phrased as the event that ς < τ . By the analysis in Part (1), P
(λ)
s [ς < τ ] is super-
polynomially small in |p| ≫ 1. Thus ∑∞n=0 P(λ)s [τ1 = r′n+1] is super-polynomially close to 1. Since
r′n+1 − r′n is exponentially distributed, by Part (3) of Lem. 4.6 we have that∣∣∣E(λ)s [V (Xτ1) ∣∣Fr′n , τ1 = r′n+1]− ∫
T
dxV (x)
∣∣∣ ≤ (const)|Pr′n |−1 ≤ 2(const)|p|−1.
The second inequality above follows since |Pr′n | ≥ 12 |p| by the definition of the times r′n, which are less
than ς.
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4.3 Proof of Prop. 4.1
Proof of Prop. 4.1.
Part (1): Recall that σn = Sτn and that Nt is defined as the number partition times τn, n ≥ 1 to
have occurred up to time t. For 0 ≤ t < R1 we can write
∫ t
0 dr
dV
dx
(Xr) as∫ t
0
dr
dV
dx
(Xr) =
∫ τ1
0
dr
dV
dx
(Xr)− χ(ζNt = 0)
∫ τNt+1
t
dr
dV
dx
(Xr)
− χ(ζNt+1 = 0)
∫ τNt+2
τNt+1
dr
dV
dx
(Xr) +
Nt∑
n=0
C
(λ)
0 (σn) +mt +m
′
t, (4.28)
where mt and m
′
t correspond to odd and even contributions of the form
mt :=
⌊ 1
2
Nt− 12 ⌋+1∑
n=1
(
χ(ζ2n = 0)
∫ τ2n+1
τ2n
dr
dV
dx
(Xr)−C(λ)0 (σ2n−1)
)
,
m′t :=
⌊ 1
2
Nt⌋∑
n=0
(
χ(ζ2n+1 = 0)
∫ τ2n+2
τ2n+1
dr
dV
dx
(Xr)−C(λ)0 (σ2n)
)
.
The processes mt,m
′
t are not adapted to F˜t since, for instance, m′t makes the jump
χ(ζ2n+1 = 0)
∫ τ2n+2
τ2n+1
dr
dV
dx
(Xr)−C(λ)0 (σ2n)
at time τ2n, and the size of the jump depends on Xt up to time τ2n+2. Let F˜ ′′t be the σ-algebra of all
information before time τn+2, where τn ≤ t < τn+1, plus knowledge of the time τn+2. The process m′t
is a martingale with respect to F˜ ′′t . To see this let us consider a time t < τ2n−1, then the following
equalities hold:
E˜
[
χ(ζ2n+1 = 0)
∫ τ2n+2
τ2n+1
dr
dV
dx
(Xr)
∣∣∣ F˜ ′′t ] = E˜[E˜[χ(ζ2n+1 = 0)∫ τ2n+2
τ2n+1
dr
dV
dx
(Xr)
∣∣∣ F˜τ−2n] ∣∣∣ F˜ ′′t ]
= E˜
[
E˜δ˜σ2n
[
χ(ζ2n+1 = 0)
∫ τ2n+2
τ2n+1
dr
dV
dx
(Xr)
] ∣∣∣ F˜ ′′t ]
= E˜
[
C
(λ)
0 (σ2n)
∣∣∣ F˜ ′′t ]. (4.29)
The nested conditional expectation on the first line uses that F˜ ′′t ⊆ F˜τ−2n , and the third equality is
by the definition of C
(λ)
0 . The second equality applies Part 3 of Prop. 2.3 and the strong Markov
property starting from the time τ2n; recall that δ˜s is the splitting of the δ-distribution at s ∈ Σ. The
predictable quadratic variation 〈m′t〉 for the martingale m′t with respect to F˜ ′′t has the form
〈m′〉t =
⌊ 1
2
Nt⌋∑
n=1
C
(λ)
1 (σ2n). (4.30)
The analogous statements hold for mt.
By the triangle inequality for (4.28),
E˜
(λ)
ν˜
[
sup
0≤t≤R1
∣∣∣ ∫ t
0
dr
dV
dx
(Xr)
∣∣∣2m] 12m ≤ 6 sup
x
∣∣dV
dx
(x)
∣∣E˜(λ)ν˜ [ sup
0≤t<R1
(τNt+1 − τNt)2m
] 1
2m
+ E˜
(λ)
ν˜
[
sup
0≤t<R1
( Nt∑
n=0
|C(λ)0 (σn)|
)2m] 1
2m
+ E˜
(λ)
ν˜
[
sup
0≤t<R1
∣∣mt∣∣2m] 12m + E˜(λ)ν˜ [ sup
0≤t<R1
∣∣m′t∣∣2m] 12m , (4.31)
38
where we have bounded each of the first three terms on the right side of (4.28) by the supremum of
|dV
dx
(x)| multiplied by the longest interval τn+1 − τn for n ≤ n˜1. We used a factor of 6 rather than
3 since there is one term for which the interval [τ2n+1, τ2n+2] will have τ2n+1 ∈ [R1, R2] rather than
< R1. We thus double the bound since we can apply the strong Markov property starting from time
R1. We now look at the terms on the right side one-by-one.
For the first term on the right side of (4.31),
E˜
(λ)
ν˜
[
sup
0≤t<R1
(τNt+1 − τNt)2m
]
= E˜
(λ)
ν˜
[
sup
0≤n≤n˜1
(τn+1 − τn)2m
]
≤ c2mE˜(λ)ν˜
[
E
[
sup
0≤n≤n˜1
e2mn
∣∣ n˜1]]
≤ c′ + c′E˜(λ)ν˜
[(
log(1 + n˜1)
)2m]
, (4.32)
where en are i.i.d. mean one exponential random variables independent of everything else. The c > 0
in the first inequality is from Lem. 3.5 and replacing the (τn+1−τn)’s with the en’s. The c′ > 0 for the
second inequality exists by an elementary analysis of E˜(λ)
[
sup0≤n≤N e2mn
]
for m > 0 and independent
exponential random variables en with mean one. The value E˜
(λ)
ν˜
[(
log(1+ n˜1)
)2m]
is finite by Prop. 3.4
since the fractional moments E˜
(λ)
ν˜
[
n˜α1
]
are finite for 0 < α < 12 .
For the second term on the right side of (4.31), obviously
E˜
(λ)
ν˜
[
sup
0≤t<R1
( Nt∑
n=0
|C(λ)0 (σn)|
)2m]
= E˜
(λ)
ν˜
[( n˜1∑
n=0
|C(λ)0 (σn)|
)2m]
since Nt = n˜1 for t ∈ [Rn−1, Rn). By Lem. 4.7 gλ = C(λ)0 has the inequality |gλ(x, p)| ≤ Cmax( 11+p2 , λ)
for λ < 1. Hence, by Lem. 4.5, the above sum is bounded independently of λ < 1.
The last two terms on the right side of (4.31) are similar, so we will only treat the last. By
Rosenthal’s inequality there is a C ′′ such that
E˜
(λ)
ν˜
[
sup
0≤t<R1
∣∣m′t∣∣2m]
≤ C ′′E˜(λ)ν˜
[〈m′〉mR1]+ C ′′E˜(λ)ν˜ [ sup
0≤n≤⌊ n˜1
2
⌋
∣∣∣χ(ζ2n+1 = 0)∫ τ2n+2
τ2n+1
dr
dV
dx
(Xr)−C(λ)0 (σ2n)
∣∣∣2m]
≤ C ′′E˜(λ)ν˜
[〈m′〉mR1]+ C ′′E˜(λ)ν˜ [ n˜1∑
n=0
∣∣∣χ(ζn+1 = 0)∫ τn+2
τn+1
dr
dV
dx
(Xr)−C(λ)0 (σn)
∣∣∣4m] 12
≤ C ′′E˜(λ)ν˜
[( n˜1+1∑
n=0
C
(λ)
1 (σn)
)m]
+ C ′′E˜(λ)ν˜
[ n˜1∑
n=0
C
(λ)
2m(σn)
] 1
2
.
For the second inequality, we have used the standard technique to bound the supremum in the second
term by using
(
supn an
)2 ≤ ∑n a2n and Jensen’s inequality, and we have also included the odd-
numbered terms. The first term in the third inequality is bounded with the equality (4.30) and by
including the odd-numbered terms. The second term in the third equality is bounded by inserting
a nested conditional expectation with respect to F˜
τ−n
for the nth term in the sum and applying the
argument in (4.29). To bound both terms on the right side, we can apply Lem. 4.7 and Lem. 4.5 as
above.
Part (2): Similarly to Part (1), we begin by writing
∫ R1
0 dr
dV
dx
(Xr) as in (4.28) and using the triangle
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inequality to get
E˜
(λ)
s˜
[∣∣∣ ∫ R1
0
dr
dV
dx
(Xr)
∣∣∣] ≤ E˜(λ)s˜ [∣∣∣ ∫ τ1
0
dr
dV
dx
(Xr)
∣∣∣]+ E˜(λ)s˜ [∣∣∣ ∫ τn˜1+1
t
dr
dV
dx
(Xr)
∣∣∣]
+ E˜
(λ)
s˜
[∣∣∣ ∫ τn˜1+2
τn˜1+1
dr
dV
dx
(Xr)
∣∣∣]+ E˜(λ)s˜ [ n˜1∑
n=0
∣∣C(λ)0 (σn)∣∣]+ E˜(λ)s˜ [∣∣mR1∣∣2] 12 + E˜(λ)s˜ [∣∣m′R1∣∣2] 12 , (4.33)
where we have also applied Jensen’s inequality to the last two terms. The first three terms on the
right side and E˜
(λ)
s˜
[|C(λ)0 (σ0)|] = |C(λ)0 (s)| (the n = 0 summand from the fourth term on the right) are
bounded by c supx |dVdx (x)|, where c > 0 is from Lem. 3.5. This follows for the first term, for instance,
since
E˜
(λ)
s˜
[∣∣∣ ∫ τ1
0
dr
dV
dx
(Xr)
∣∣∣] ≤ sup
x
∣∣dV
dx
(x)
∣∣E˜(λ)s˜ [τ1] ≤ c sup
x
∣∣dV
dx
(x)
∣∣,
where the second inequality is by Lem. 3.5.
Since m′t is a martingale, we have the first equality below
E˜
(λ)
s˜
[∣∣m′R1∣∣2] = E˜(λ)s˜ [〈m′〉R1] = E˜(λ)s˜ [ ⌊
1
2
n˜1⌋∑
n=1
C
(λ)
1 (σ2n)
]
≤ E˜(λ)s˜
[ n˜1∑
n=1
C
(λ)
1 (σn)
]
.
A similar calculation holds for the term E˜
(λ)
s˜
[∣∣mR1∣∣2]. With the above remarks,
E˜
(λ)
s˜
[∣∣∣ ∫ R1
0
dr
dV
dx
(Xr)
∣∣∣] ≤4c sup
x
∣∣dV
dx
(x)
∣∣ + E˜(λ)s˜ [ n˜1∑
n=1
∣∣C(λ)0 (σn)∣∣]+ 2E˜(λ)s˜ [ n˜1∑
n=1
C
(λ)
1 (σn)
] 1
2
≤4c sup
x
∣∣dV
dx
(x)
∣∣ + cE˜(λ)
δ˜s
[ n˜1∑
n=1
∣∣C(λ)0 (σn)∣∣]+ 2c 12 E˜(λ)δ˜s [ n˜1∑
n=1
C
(λ)
1 (σn)
] 1
2
≤4c sup
x
∣∣dV
dx
(x)
∣∣ + c(U (λ)C(λ)0 )(s) + c sup
s∈supp(h)
(
U (λ)C
(λ)
0
)
(s)
+ 2c
1
2
((
U (λ)C
(λ)
1
)
(s) + sup
s∈supp(h)
(
U (λ)C
(λ)
1
)
(s)
) 1
2
,
where the map U (λ) : L∞(Σ) → L∞(Σ) was defined in (4.1). The second inequality uses that E˜
δ˜s
is
defined to be (1 − h(s))E˜(s,0) + h(s)E˜(s,1). The third inequality follows by Lem. 4.4. Applying Part
(1) from Lem. 4.7 for gλ(s) = C
(λ)
0 (s) and gλ(s) = C
(λ)
1 (s) in combination with Lem. 4.2, we obtain a
logarithmic bound in |p| for the right side.
5 Bounds for the cumulative potential forcing
In this section we prove Thm. 1.2.
5.1 The martingale approximating the potential drift process
As discussed in Sect. 1.2.3, we will approximate the potential drift Dt by the process
M˜t :=
N˜t∑
n=1
( ∫ Rn+1
Rn
dr
dV
dx
(Xr)−
(
R(λ)
dV
dx
)
(SRn) +
(
R(λ)
dV
dx
)
(SRn+1)
)
.
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Part (1) of Prop. 4.1 and the strong Markov property imply that the increments of M˜t have finite
moments. The lemma below states that M˜t is a martingale and gives a closed form for its predictable
quadratic variation.
Lemma 5.1. The process M˜t is a martingale with respect to the filtration F˜ ′t. Moreover, the predictable
quadratic variation 〈M˜〉t has the form
〈M˜〉t =
N˜t∑
n=1
υˇλ
(
SRn
)
,
where υˇλ : Σ→ R+ is defined as
υˇλ
(
s
)
=2E˜
(λ)
δ˜s
[ ∫ R1
0
dr
dV
dx
(Xr)
(
R(λ)
dV
dx
)
(Sr)
]
+
∫
Σ
dν(s′)
((
R(λ)
dV
dx
)
(s′)
)2 − ((R(λ) dV
dx
)
(s)
)2
.
In the above, δ˜s is the splitting of the δ-distribution at s ∈ Σ.
Proof. Recall that for a partition time t, F˜t− refers to the σ-algebra containing all information before
time t along with the additional information that t is a partition time. The jump times R′n for the
process M˜t are predictable with respect to the filtration F˜ ′t , although we will show that the values of
the jumps still have mean zero with respect to the information known before the time of the jump.
We can rewrite the martingale as
M˜t =
N˜t∑
n=1
∫ Rn+1
Rn
dr
dV
dx
(Xr)− E˜(λ)
[ ∫ Rn+1
Rn
dr
dV
dx
(Xr)
∣∣∣ F˜R−n ]+ E˜(λ)[ ∫ Rn+2
Rn+1
dr
dV
dx
(Xr)
∣∣∣ F˜R−n+1]
since, by applying Part (3) of Prop. 2.3 and the strong Markov property at time Rn, we have the first
equality below
E˜
(λ)
[ ∫ Rn+1
Rn
dr
dV
dx
(Xr)
∣∣∣ F˜R−n ] = E˜(λ)δ˜SRn
[ ∫ R1
0
dr
dV
dx
(Xr)
]
=
(
R(λ)
dV
dx
)
(SRn) + c, (5.1)
and the second equality in (5.1) is for some c ∈ R by Part (3) of Prop. 2.4.
For fixed t ∈ R+ knowledge of whether or not the event t < R′n occurred will be contained in the
σ-algebra F˜ ′t for each n ∈ N. The jumps of M˜t have mean zero since for any n ∈ N such that t < R′n
the conditional expectation of the nth jump given F˜ ′t is
E˜
(λ)
[ ∫ Rn+1
Rn
dr
dV
dx
(Xr)−E˜(λ)
[ ∫ Rn+1
Rn
dr
dV
dx
(Xr)
∣∣∣ F˜R−n ]+ E˜(λ)[ ∫ Rn+2
Rn+1
dr
dV
dx
(Xr)
∣∣∣ F˜R−n+1]
∣∣∣∣∣ F˜ ′t
]
= E˜
(λ)
ν˜
[ ∫ R1
0
dr
dV
dx
(Xr)
]
= 0.
To get the first equality above, we can insert a nested conditional expectation with respect to F˜R−n
since F˜ ′t ⊂ F˜R−n , and the first two terms in the expectation then cancel. For the third term in the first
equality, we use the strong Markov property at the time Rn+1 and that S˜Rn+1 has distribution ν˜ when
conditioned on F˜Rn (and thus when conditioned on F˜ ′t) by Part (1) of Prop. 2.1. The second equality
is by Part (2) of Prop. 2.4 with g(x, p) = dV
dx
(x) since Ψ∞,λ(dVdx ) = 0. Thus M˜t is a martingale.
For t ∈ [R′n−1, R′n) the σ-algebra F˜ ′t contains all information before time Rn, i.e., F˜ ′t = F˜R−n , along
with knowledge of the value Rn. The predictable quadratic variation 〈M˜ 〉t must have the form of a
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discrete sum over
∑N˜t
n=1 because the jump times R
′
n are predictable. As a consequence of Part (3) of
Prop. 2.3, the conditional distribution for S˜Rn given F˜ ′t = F˜R−n is δ˜SRn . The variance of the nth jump
for M˜t conditioned on F˜ ′t is υˇλ(SRn), where
υˇλ(s) =E˜
(λ)
δ˜s
[( ∫ R1
0
dr
dV
dx
(Xr)− E˜(λ)
δ˜s
[ ∫ R1
0
dr
dV
dx
(Xr)
]
+ E˜
(λ)
δ˜SR1
[ ∫ R1
0
dr
dV
dx
(Xr)
])2]
=2E˜
(λ)
δ˜s
[ ∫ R1
0
dr
dV
dx
(Xr)
∫ R2
r
dr′
dV
dx
(Xr′)
]
+
∫
Σ
dν(s′)
(
E˜
(λ)
δ˜s′
[ ∫ R1
0
dr
dV
dx
(Xr)
])2
−
(
E˜
(λ)
δ˜s
[ ∫ R1
0
dr
dV
dx
(Xr)
])2
.
This expression for υˇλ(s) can be written in terms of
(
R(λ) dV
dx
)
(s) as done in the statement of this
lemma by using that
(
R(λ) dV
dx
)
(s) = E˜
(λ)
δ˜s
[ ∫ R1
0 dr
dV
dx
(Xr)
]− c and the same reasoning in the proof of
Part (4) of Prop. 2.4.
Define υλ :=
∫
Σ dν(s)υˇλ(s).
Lemma 5.2. The value υλ ∈ R+ is uniformly bounded for λ < 1, and υλ depends continuously on the
parameter λ.
Proof. By the proof of Prop. 2.4, the value υλ ∈ R+ can be written as
υλ =E˜
(λ)
ν˜
[ ∫ R1
0
dr
dV
dx
(Xr)
∫ R2
r
dr′
dV
dx
(Xr′)
]
=E˜
(λ)
ν˜
[ ∫ R1
0
dr
dV
dx
(Xr)
∫ R1
r
dr′
dV
dx
(Xr′)
]
+ E˜
(λ)
ν˜
[ ∫ R1
0
dr
dV
dx
(Xr)
∫ R2
R1
dr′
dV
dx
(Xr′)
]
≤3
2
E˜
(λ)
ν˜
[
sup
0≤t≤R1
( ∫ t
0
dr
dV
dx
(Xr)
)2]
+
1
2
E˜
(λ)
ν˜
[(∫ R2
R1
dr′
dV
dx
(Xr′)
)2]
=2E˜
(λ)
ν˜
[
sup
0≤t≤R1
( ∫ t
0
dr
dV
dx
(Xr)
)2]
, (5.2)
where the inequality applies the relation 2ab ≤ a2+ b2 for a = ∫ R10 dr dVdx (Xr) and b = ∫ R2R1 dr′ dVdx (Xr′),
and the third equality uses the strong Markov property and the fact that S˜R1 has distribution ν˜ by Part
(1) of Prop. 2.1. The right side of (5.2) is uniformly bounded for λ < 1 by Part (1) of Prop. 4.1, and
hence the values υλ are uniformly bounded for small λ. By the same reasoning as above, the second
moment of the random variable Y (λ) :=
∫ R1
0 dr
dV
dx
(Xr)
∫ R2
r
dr′ dV
dx
(Xr′)|
P˜
(λ)
ν˜
is uniformly bounded for
the parameter values λ < 1. To clarify, “Y (λ)” refers to the stated random variable with respect to
the parameter value λ ∈ R+ for the underlying statistics. With the uniform bound on the second
moment, it is sufficient that the distribution for the random variable Y (λ) is weakly continuous as a
function of λ ∈ R+ to guarantee that υλ is continuous. If the random times R1, R2 had deterministic
upper bounds, then the weak convergence would be clear. By introducing a time cut-off t > 0, the
random variable Y
(λ)
t :=
∫ R1∧t
0 dr
dV
dx
(Xr)
∫ R2∧t
r
dr′ dV
dx
(Xr′)|
P˜
(λ)
ν˜
is weakly continuous as a function of
λ. The random variables Y
(λ)
t converge in probability uniformly to Y
(λ) as t → ∞ for λ < 1 since
R2 has uniform fractional moments E˜
(λ)
ν˜ [R
1
4
2 ] for λ < 1 by Lem. 3.4. For λn → λ < 1, the following
diagram characterizes the convergences involved:
Y
(λn)
t
w
=⇒ Y (λ)tyP yP
Y (λn) =⇒ Y (λ)
,
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where the downward arrows signify a uniform sense for the convergence in probability as t→∞. The
above convergences imply that Y (λn) converges weakly to Y (λ) as n→∞.
The following lemma relates the predictable quadratic variation of M˜t to the counting process N˜t
and is somewhat stronger than we require.
Lemma 5.3. As λց 0 the following order equality holds:
E˜
(λ)
[
sup
0≤t≤T
∣∣∣λ 12 〈M˜ 〉 t
λ
− λ 12υλN˜ t
λ
∣∣∣] = O(λ 14 ).
Also, for any t ∈ R+ the following expectations are equal: E˜(λ)[〈M˜ 〉t] = υλE˜(λ)[N˜t].
Proof. We only prove the equality E˜(λ)
[〈M˜〉t] = υλE˜(λ)[N˜t] here, which is what we use in the proof
of Thm. 1.2. The remainder of the proof is placed in Sect. 7.3. Lemma 5.1 yields the first equality
below:
E˜
(λ)
[〈M˜ 〉t] = E˜(λ)[ N˜t∑
n=1
υˇλ(SRn)
]
= E˜(λ)
[ N˜t∑
n=1
E
[
υˇλ(SRn)
∣∣ F˜R′n]] = υλE˜(λ)[N˜t].
The third equality holds since SRn has distribution ν when conditioned on F˜R′n by Part (1) of Prop. 2.1.
5.2 Proof of Thm. 1.2
Proof of Thm 1.2. We will work with the split dynamics to show that
E
(λ)
[
sup
t∈[0,T
λ
]
|Dt|
]
= E˜(λ)
[
sup
t∈[0,T
λ
]
|Dt|
]
= O(λ−
1
4 ).
Let M˜t be the martingale from Lem. 5.1. We can write Dt as
Dt =
∫ R1
0
dr
dV
dx
(Xr)−
∫ R
N˜t+1
t
dr
dV
dx
(Xr)
+ E˜S˜R1
[ ∫ R1
0
dr
dV
dx
(Xr)
]
− E˜S˜R
N˜t+1
[ ∫ R1
0
dr
dV
dx
(Xr)
]
+ M˜t, (5.3)
where we have used Part (3) of Prop. 2.4. The triangle inequality gives
E
(λ)
[
sup
t∈[0,T
λ
]
|Dt|
]
≤2E˜(λ)
[∣∣∣ ∫ R1
0
dr
dV
dx
(Xr)
∣∣]
+ 3E˜(λ)
[
sup
R1≤t≤Tλ
∣∣∣ ∫ RN˜t+1
t
dr
dV
dx
(Xr)
∣∣∣]+ E(λ)[ sup
t∈[0,T
λ
]
|M˜t|
]
. (5.4)
For the first term on the right side of (5.4), we can apply Part (2) of Prop. 4.1 to get
E˜
(λ)
[∣∣∣ ∫ R1
0
dr
dV
dx
(Xr)
∣∣] ≤ ∫ dµ˜(x, p, z)E˜(λ)(x,p,z)[∣∣∣ ∫ R1
0
dr
dV
dx
(Xr)
∣∣∣]
≤ C
∫
R
dµ(x, p)
(
1 + log(1 + |p|)) < C ∫
R
dµ(x, p)
(
1 + |p|), (5.5)
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where µ is the initial measure on Σ and µ˜ is its splitting. By our assumption on µ, the first moment
is finite, and hence (5.5) is finite.
The second term on the right side of (5.4) is less simple since it depends on t. Writing∫ R
N˜t+1
t
dr
dV
dx
(Xr) =
∫ R
N˜t+1
R
N˜t
dr
dV
dx
(Xr)−
∫ t
R
N˜t
dr
dV
dx
(Xr),
then with the triangle inequality
E˜
(λ)
[
sup
0≤t≤T
λ
∣∣∣ ∫ RN˜t+1
t
dr
dV
dx
(Xr)
∣∣∣] ≤ E˜(λ)[ sup
0≤t≤T
λ
(∣∣∣ ∫ t
R
N˜t
dr
dV
dx
(Xr)
∣∣∣+ ∣∣∣ ∫ RN˜t+1
R
N˜t
dr
dV
dx
(Xr)
∣∣∣)]
≤ 2E˜(λ)
[
sup
1≤m≤N˜t
sup
t∈[Rm,Rm+1]
∣∣∣ ∫ t
Rm
dr
dV
dx
(Xr)
∣∣∣]. (5.6)
We can get rid of the first supremum with the inequality
E˜
(λ)
[
sup
1≤m≤N˜T
λ
sup
t∈[Rm,Rm+1]
∣∣∣ ∫ t
Rm
dr
dV
dx
(Xr)
∣∣∣] ≤ E˜(λ)[ N˜Tλ∑
m=1
sup
t∈[Rm,Rm+1]
∣∣∣ ∫ t
Rm
dr
dV
dx
(Xr)
∣∣∣2] 12
= E˜(λ)
[ N˜Tλ∑
m=1
E˜
(λ)
[
sup
t∈[Rm,Rm+1]
∣∣∣ ∫ t
Rm
dr
dV
dx
(Xr)
∣∣∣2 ∣∣∣ F˜R′m]] 12
= E˜(λ)[N˜T
λ
]
1
2 E˜
(λ)
ν˜
[
sup
t∈[0,R1]
∣∣∣ ∫ t
0
dr
dV
dx
(Xr)
∣∣∣2]12
= O(λ−
1
4 ).
In the second equality, we have applied the strong Markov property at the times R′m and have used
that S˜Rm is distributed as ν˜ given F˜R′m by Part (1) of Prop. 2.1. By Part (1) of Prop. 4.1, the
expectation E˜
(λ)
ν˜ above is bounded uniformly for λ < 1. The expectation E˜
(λ)[N˜T
λ
] is O(λ−
1
2 ) by
Lem. 3.3.
Now for the last term in (5.4). Applying Jensen’s and then Doob’s maximal inequality, we get the
first two relations below:
E˜
(λ)
[
sup
0≤t≤T
λ
∣∣M˜t∣∣] ≤ E˜(λ)[ sup
0≤t≤T
λ
∣∣M˜t∣∣2] 12 ≤ 2E˜(λ)[∣∣M˜T
λ
∣∣2] 12
= 2E˜(λ)
[〈M˜〉T
λ
] 1
2 = 2υ
1
2
λ E˜
(λ)
[
N˜T
λ
] 1
2 = O(λ−
1
4 ). (5.7)
The second equality is by Lem. 5.3, and we again apply Lem. 3.3 to get E˜(λ)
[
N˜T
λ
]
= O(λ−
1
2 ). Also,
υλ is uniformly bounded for λ < 1 by Lem. 5.2.
6 Convergence to the Ornstein-Uhlenbeck process
In this section we will now prove Thm. 1.3. As a preliminary, Sect. 6.1 characterizes the martingale
and drift components in the semi-martingale decomposition for the jump process Jt defined in (1.3).
The main ingredient for the study of Jt is the bound in Lem. 3.2 on the typical energy of the particle
obtained over the time interval [0, T
λ
] for small λ.
44
6.1 Limiting behavior for the jump process
The jump processes Jt can be written as a sum of a martingale Mt and a predictable part as
Jt =Mt +
∫ t
0
drDλ(Pr) for Dλ(p) =
∫
R
dp′(p′ − p)Jλ(p, p′).
In order to write an expression for the predictable quadratic variation 〈M〉t in terms of the jump rates
Jλ, let us define for m ∈ N
Πλ,m(p) =
∫
R
dp′(p′ − p)mJλ(p, p′). (6.1)
Note that Eλ(p) := Πλ,0(p) is the escape rate for the jump process when Pt = p, and Dλ is equal to
Πλ,m for m = 1. We also define Qλ(p) = Πλ,2(p). The predictable quadratic variation for Mt can then
be written in the closed form
〈M〉t =
∫ t
0
drQλ(Pr).
The proposition below collects some facts regarding the functions Dλ(p).
Proposition 6.1. There are constants C,Cm > 0 such that for all λ ≤ 1 and all p ∈ R,
1. 18(λ+1) ≤ Eλ(p) ≤ 18(λ+1) (1 + Cλ|p|) and λ|p| ≤ CEλ(p),
2.
∣∣Dλ(p) + λp2 ∣∣ ≤ Cλ2(|p|+ p2),
3. |Qλ(p)− 1| ≤ Cλ+Cλ|p|+ Cλ3|p|3,
4. Πλ,2m(p) ≤ Cm(1 + λ|p|)2m+1.
Next we show that the drift rate Dλ(p) can be effectively replaced by the linear form −λp2 . Let P ′t
be the solution to the integral equation
P ′t = P0 −
∫ t
0
dr
dV
dx
(Xr)− 1
2
λ
∫ t
0
drP ′r +Mt. (6.2)
Also let us denote P
(λ)
t := λ
1
2P
(λ)
t
λ
and P
(λ),′
t := λ
1
2P ′t
λ
.
Lemma 6.2. Fix T > 0. The difference between P
(λ),′
t and P
(λ),′
t for small λ > 0 satisfies
E
(λ)
[
sup
0≤t≤T
∣∣P (λ),′t − P (λ)t ∣∣] = O(λ 12 ).
Proof. Since Pt satisfies the integral equation
Pt = P0 −
∫ t
0
dr
dV
dx
(Xr) +
∫ t
0
drDλ(Pr) +Mt,
and P ′t satisfies (6.2), we have the identity
P
(λ),′
t − P (λ)t =
∫ t
0
drRλ(P
(λ)
r )−
1
2
∫ t
0
dre−
1
2
(t−r)
∫ r
0
dsRλ(P
(λ)
s ) =
∫ t
0
dre−
1
2
(t−r)Rλ(P (λ)r ),
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where Rλ(p) = −λ− 12Dλ( p
λ
1
2
)− 12p. Thus, we have the first inequality below:
E
(λ)
[
sup
0≤t≤T
∣∣P (λ),′t − P (λ)t ∣∣] ≤ 2(1− e− 12T )E(λ)[ sup
0≤t≤T
∣∣Rλ(P (λ)t )∣∣]
≤ 2Cλ 32 + 2Cλ 12E(λ)
[
sup
0≤t≤T
∣∣λ 12P t
λ
∣∣2]
= O(λ
1
2 ).
The second inequality follows by Part (2) of Prop. 6.1. By bounding |Pt| ≤ (2Ht) 12 and applying
Lem. 3.2, the expectation on the second line is uniformly bounded for λ < 1. Thus, the above is
O(λ
1
2 ).
The following lemma gives a central limit theorem for the martingale M
(λ)
t = λ
1
2M t
λ
.
Lemma 6.3. As λ ց 0 the martingale M (λ)t = λ
1
2M t
λ
converges in law with respect to the uniform
metric to a standard Brownian motion B over the interval t ∈ [0, T ].
Proof. To prove the central limit theorem, we prove the following:
(i). For each t ∈ R+, the predictable quadratic variation process 〈M (λ)〉t converges in probability to
t as λց 0.
(ii). For any ǫ > 0, then as λ→ 0
P
(λ)
[
sup
0≤r≤T
λ
(
Mr −Mr−
)2
>
ǫ
λ
]
−→ 0.
By [29, Thm. VIII.2.13] (i) and (ii) are sufficient to prove that M
(λ)
t converges in law to a Brownian
motion.
(i). We prove a somewhat stronger statement. Note that
〈M (λ)〉t − t = λ
∫ t
λ
0
dr
(Qλ(Pr)− 1).
For the expectation of the supremum of the difference between 〈M (λ)〉t and t over the interval [0, T ],
we have
E
(λ)
[
sup
t∈[0,T ]
∣∣∣〈M (λ)〉t − t∣∣∣] ≤ λE(λ)[ ∫ Tλ
0
dr
∣∣Qλ(Pr)− 1∣∣]
≤ CTλ 12
(
λ
1
2 + E(λ)
[
sup
0≤r≤T
λ
λ
1
2 |Pr|
]
+ λE(λ)
[
sup
0≤r≤T
λ
λ
3
2 |Pr|3
])
= O(λ
1
2 ),
where the second inequality is for some C > 0 by Part (3) of Prop. 6.1. The expectations in the second
line above are bounded uniformly for λ < 1 by Lem. 3.2 since |Pr| ≤ 2 12H
1
2
r . The above implies that
〈M (λ)〉t converges in probability to t as λց 0.
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(ii). Recall that Nt is the number of collisions over the time interval [0, t] and that t1, . . . , tNt are the
corresponding jump times. The probability has the following bounds:
P
(λ)
[
sup
0≤r≤T
λ
(
Mr −Mr−
)2
>
ǫ
λ
]
≤ λ
ǫ
E
(λ)
[( NTλ∑
n=1
(
Mtn −Mt−n
)4) 12 ]
≤ λ
ǫ
E
(λ)
[ NTλ∑
n=1
(
Mtn −Mt−n
)4] 12
=
λ
ǫ
E
(λ)
[ NTλ∑
n=1
E
(λ)
[(
Mr −Mr−
)4 ∣∣Pr− , Nr = Nr− + 1]∣∣∣
r=tn
]1
2
=
λ
ǫ
E
(λ)
[ NTλ∑
n=1
Πλ,4(Pt−n )
Eλ(Pt−n )
] 1
2
=
λ
ǫ
E
(λ)
[ ∫ T
λ
0
drΠλ,4(Pr)
] 1
2
. (6.3)
The second inequality is Jensen’s, and the first inequality is Chebyshev’s followed by the elementary
relation
sup
1≤m≤n
am ≤
( n∑
m=1
a2m
) 1
2
, an ≥ 0.
The first equality in (6.3) holds since the process
Nt∑
n=1
((
Mtn −Mt−n
)4 − E(λ)[(Mr −Mr−)4 ∣∣Pr− , Nr = Nr− + 1]∣∣∣
r=tn
)
is a mean zero martingale. The second equality uses that a jump for Mr is a jump for Pr (since they
differ by a continuous process) and that the conditional expectation for
(
Pr − Pr−
)4
given the value
Pr− and the information that r ∈ R+ is a jump time is given by the ratio of Πλ,4(Pr−) by Eλ(Pr−):
E
(λ)
[(
Mr −Mr−
)4 ∣∣Pr− , Nr = Nr− + 1] = E(λ)[(Pr − Pr−)4 ∣∣Pr− , Nr = Nr− + 1] = Πλ,4(Pr−)Eλ(Pr−) .
The last equality follows because the jump times tn occur with Poisson rate Eλ(Pr).
Squaring the right side of (6.3),
λ2
ǫ2
E
(λ)
[ ∫ T
λ
0
drΠλ,4(Pr)
]
≤ Cλ
2
ǫ2
E
(λ)
[ ∫ T
λ
0
dr
(
1 + λ|Pr|
)5] ≤ C λ
ǫ2
E
(λ)
[
λ
∫ T
λ
0
dr
(
1 + λ2
1
2H
1
2
r
)5]
,
where we have applied Part (4) of Prop. 6.1 in the first inequality, and the bound |Pr|2 ≤ 2Hr for
the second. By Lem. 3.2 the expectation on the right side is uniformly bounded for λ < 1. Thus, the
above is O(λ) and the left side of (6.3) is O(λ
1
2 ), which proves the Lindberg condition.
6.2 Proof of Thm. 1.3
Proof of Thm. 1.3. Let P
(λ),′
t be defined as in Lem. 6.2. By Lem. 6.2 the difference P
(λ)
t − P (λ),′t
converges to zero with respect to the uniform metric over the interval t ∈ [0, T ] as λ ց 0. Thus we
can work with P
(λ),′
t rather than P
(λ)
t . Define the map G : L∞([0, T ])→ L∞([0, T ]) given by
G(h)t = ht − 1
2
∫ t
0
dre−
1
2
(t−r)hr, h ∈ L∞([0, T ]).
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Notice that the solution pt to the Langevin equation (1.4) has the explicit solution
pt = G(B)t, (6.4)
where we have assumed p0 = 0. Moreover, the integral equation (6.2) for P
(λ),′
t admits the closed form
P
(λ),′
t = e
− 1
2
tλ
1
2P0 + G(λ
1
2D ·
λ
)t + G(M (λ))t. (6.5)
By our assumption (2) of List 1.1, the moment E(λ)[|P0|] is finite, and thus the first term on the
right side of (6.5) converges in probability to zero as λց 0. The random variable sup0≤t≤T
∣∣G(λ 12D ·
λ
)t
∣∣
converges in probability to zero also because
E
(λ)
[
sup
0≤t≤T
∣∣G(λ 12D ·
λ
)t
∣∣] ≤ 2E(λ)[ sup
0≤t≤T
∣∣λ 12D t
λ
∣∣] = O(λ 14 ),
where the order equality follows by Thm. 1.2. By Lem. 6.3 M
(λ)
t converges in law to a standard
Brownian motion B with respect to the uniform metric. Since the map G is continuous with respect
to the supremum norm, G(M (λ))t converges in law to the process G(B)t with respect to the uniform
metric. The process G(B)t is Ornstein-Uhlenbeck, and thus P (λ),′t converges in law to the Ornstein-
Uhlenbeck process and P
(λ)
t does also.
7 Miscellaneous proofs
7.1 Proofs for Sect. 2
Proof of Prop. 2.3.
Part (1): For t ∈ R+ let (xt(x, p),pt(x, p)) be the trajectory starting from the phase-space point (x, p)
and evolving according to the Hamiltonian H(x, p) = 12p
2+V (x). The kernel Tλ satisfies the following
closed integral equation:
Tλ
(
x, p; dx′, dp′
)
=
∫ ∞
0
dtδ
(
xt(x, p)− x′,pt(x, p)− p′
)
e−
∫ t
0 ds(1+Eλ(ps(x,p)))
+
∫ ∞
0
dt
∫
R
dp′′Jλ
(
pt(x, p), p
′′)Tλ(xt(x, p), p′′; dx′, dp′)e− ∫ t0 ds(1+Eλ(ps(x,p))).
We obtain a series expansion for Tλ by iterating the above integral equation such that the nth term
corresponds to the event that n − 1 collisions occur over the time interval [0, t]. By considering the
contribution to the transition kernel Tλ resulting from two collisions over the mean one exponential
time interval, we have the following lower bound:
Tλ
(
x, p; dx′, dp′
)
≥dx′dp′
∫
R
dp′′
∫ ∞
0
dt
∫ t
0
dt2
∫ t2
0
dt1Jλ
(
pt1(x, p), p
′′)Jλ(pt2−t1(xt1(x, p), p′′),p−(t−t2)(x′, p′))
× e−
∫ t−t2
0 ds(1+Eλ(p−s(x′,p′)))e−
∫ t2−t1
0 ds(1+Eλ(ps(xt1 (x,p),p′′)))e−
∫ t1
0 ds(1+Eλ(ps(x,p))). (7.1)
Let A ⊂ R be the set of p with 2l ≤ 12p2 ≤ 5l. Let c > 0 be the minimum of the values
inf
λ<1
p2≤l, p′∈A
Jλ(p, p′), inf
λ<1
p2≤l, p′∈A
Jλ(p′, p), and inf
λ<1
∫ ∞
0
dt
∫ t
0
dt2
∫ t2
0
dt1e
−t(1+Eλ(
√
10l)).
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We have defined the set A to exclude the arguments p, p′ of Jλ from being close since the rates Jλ(p, p′)
have a zero along the line p′ = p. If H(x, p),H(x′, p′) ≤ l, the conservation of energy guarantees that
1
2p
2
t1
(x, p) ≤ l and 12p2−(t−t2)(x′, p′) ≤ l. Also, if 3l ≤ 12(p′′)2 ≤ 4l, then pt2−t1(xt1(x, p), p′′) ∈ A
since the kinetic energy can not fluctuate by more than l through the Hamiltonian evolution. For all
(x, p), (x′, p′) with H(x, p),H(x′, p′) ≤ l and all λ < 1,
Tλ
(
x, p; dx′, dp′
) ≥ c3dx′dp′( ∫
R
dp′′χ(3l ≤ 1
2
(p′′)2 ≤ 4l)
)
.
The above follows by restricting the integration over p′′ ∈ R to 3l ≤ 12 (p′′)2 ≤ 4l. Thus we can take
u := c3U2
∫
R
dp′′χ(3l ≤ 12(p′′)2 ≤ 4l).
Now we prove the upper bound for Tλ(s, ds′). Notice that for Ψ ∈ L1(Σ)∩L∞(Σ), then ‖Tλ(Ψ)‖∞ ≤
‖Ψ‖∞. In other words, Tλ is a contraction in the supremum norm. This is evident from the resolvent
form Tλ =
∫∞
0 dte
−tΦt,λ, where Φt,λ are the dynamical maps for the master equation (1.7), and by
the inequalities ∥∥TλΨ∥∥∞ ≤ ∫ ∞
0
dte−t‖Φt,λ(Ψ)
∥∥
∞ ≤ ‖Ψ‖∞.
The maps Φt,λ are contractive in the supremum norm since the dynamics is driven by an Hamiltonian
flow, which preserves the supremum norm, and a noise satisfying the detailed balance condition
e−
1
2
p21Jλ(p1, p2) = e−
1
2
p22Jλ(p2, p1).
When H(s′) 6= H(s) then a collision must occur over the time interval [0, τ1] in order for S0 = s
and Sτ1 = s
′. Considering the event that the first collision occurs before time τ1, then the strong
Markov property gives the first equality below:
Tλ(s, ds′) = E(λ)s
[
χ(t1 ≤ τ1)Tλ(St1 , ds′)
]
≤ ‖D(λ)s ‖∞, (7.2)
where D
(λ)
s is the probability density of the first collision when starting from s ∈ Σ. The density has
the closed form
D(λ)s (x
′, p′) =
∫ ∞
0
dtδ
(
xt(s)− x′
)Jλ(pt(s), p′)e− ∫ t0 drEλ(pr(s)).
When H(s) ≥ l = 1 + 2 supx V (x), the particle will revolve around the torus freely with speed
|p| ≥ (2 + 2 supx V (x)) 12 . Using the above form for D(λ)s :
D(λ)s (x
′, p′) ≤
(
sup
p,p′∈R
Jλ
(
p, p′
)
Eλ(p)
)∫ ∞
0
dtδ
(
xt(s)− x′
)
e−
∫ t
0 drEλ(pr(s))Eλ(pt(s))
≤
(
sup
p,p′∈R
Jλ
(
p, p′
)
Eλ(p)
)( ∞∑
n=1
Eλ(q(s, x′))
q(s, x′)
e
−n ∫
T
da
Eλ(q(s,a))
q(s,a)
)
≤
(
sup
p,p′∈R
Jλ
(
p, p′
)
Eλ(p)
)( Eλ(q(s,x′))
q(s,x′)
1− e−
∫
T
da
Eλ(q(s,a))
q(s,a)
)
,
where q(s, a) := 2
1
2 (H(s)−V (a)) 12 . The two terms in the product on the right are bounded uniformly
for all λ < 1 and s ∈ Σ with H(s) > l.
Part (2): This follows easily from the construction of the split process.
Part (3): It is almost surely true that a collision will not occur at the partition time t. Since the
trajectory St is continuous between collision times limtրt St = St. Thus, information about the state
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St will be contained in the σ-algebra F˜t− . We claim that the probability of the binary component Zt
being 1 given F˜t− has probability h(St), which would imply that S˜t has distribution δ˜St given Ft− .
To verify that P˜(λ)[Zt = 1|F˜t− ] = h(St) as claimed above, let t′ be the partition time preceding t.
By the strong Markov property at the time t′ and since Zt is constant over the interval t ∈ [t′, t), we
have the first equality below:
P˜
(λ)[Zt = 1 | F˜t− ] = P˜(λ)
[
Zt = 1 | (Sr; r ∈ [t′, t]), Zt′
]
= P˜(λ)
[
Zt = 1 |St′ , St, Zt′
]
= h(St). (7.3)
The second equality holds since the distribution of the bridge (Sr; r ∈ (t′, t)) is independent of Zt′
and Zt given the endpoints St′ , St. The probability P˜
(λ)
[
Zt = 1 |St′ , St, Zt′
]
is well-defined within
the context of the split resolvent chain, and the last equality in (7.3) follows from the form of the
transition kernel T˜λ(s1, z1; ds2, z2), defined above (2.2), for s1 = St′ , z1 = Zt′ , s2 = St, and z2 = Zt.
7.2 Proofs for Propositions 3.1 and 6.1
We will begin with the proof of Prop. 6.1 since the proof of Part (1) of Prop. 3.1 depends on it.
Proof of Prop. 6.1. To ease the notations, we denote g(q) = (2π)−
1
2 e−
q2
2 . Since Eλ(p), Dλ(p), and
Π
(2m)
λ (p) are even functions, we will assume without loss of generality that p > 0.
Part (1): After the change of variables q = λ+12 p
′ + λ−12 p =
λ+1
2 (p
′ − p) + λp, we have
Eλ(p) = 2η
λ+ 1
∫
R
dq|q − λp|g(q) = 2η
λ+ 1
(
2
∫ ∞
λp
qg(q)dq + λp
∫ +λp
−λp
dqg(q)
)
. (7.4)
We have
∫∞
λp
qg(q)dq = g(λp), and
∫ +λp
−λp dqg(q) ≤ min(1, λ|p|). By calculus we also see that α 7→
g(α) + α
∫ α
0 dqg(q) has a minimum over R at 0. With the above remarks and η =
(2π)
1
2
32 ,
1
8(λ+ 1)
= Eλ(0) ≤ Eλ(p) ≤ 4ηg(0) + 2ηmin(λ|p|, λ
2p2)
(λ+ 1)
=
1 + Cmin(λ|p|, λ2|p|2)
8(λ + 1)
. (7.5)
Part (2): We use the same technique to estimate Dλ(p). Here we find
Dλ(p) = 4η
(λ+ 1)2
(
−
∫ +λp
−λp
q2g(q)dq − 4λp
∫ ∞
λp
qg(q)dq − λ2p2
∫ +λp
−λp
g(q)dq
)
= − 8ηλp
(λ+ 1)2
g(λp)− 4ηλp
(λ+ 1)2
∫ +λp
−λp
g(q)dq − 4ηλ
2p2
(λ+ 1)2
∫ +λp
−λp
g(q)dq. (7.6)
It follows that for λp≪ 1
Dλ(p) = − λp
2(λ+ 1)2
+O(λ2p2),
so |Dλ(p)+ λp2 | is bounded by a constant multiple of λ2(|p|+|p|2) in that regime. When λp is not small,
we can also find a bound for |Dλ(p)+ λp2 | of the same form through (7.6) using that
∫
R
g(q)dq = 1 and
g(q) ≤ 1.
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Part (3): Now we repeat the computation for Qλ(p) and we get
Qλ(p) = 8η
(λ+ 1)3
(
(4 + 2λ2p2)g(λp) + λp(3 + λ2p2)
∫ +λp
−λp
g(q)dq
)
(7.7)
=
8
(λ+ 1)2
Eλ(p) + 16ηλ
2p2
(λ+ 1)3
g(λp) +
8ηλp(1 + λ2p2)
(λ+ 1)3
∫ +λp
−λp
g(q)dq.
With the above∣∣∣Qλ(p)− 1
(λ+ 1)3
∣∣∣ ≤ 1
(λ+ 1)3
∣∣∣1− 8Eλ(p)∣∣∣+ 16ηλ2p2
(λ+ 1)3
g(λp) +
8ηλp(1 + λ2p2)
(λ+ 1)3
∫ +λp
−λp
g(q)dq.
With the bounds for Eλ(p) from Part (1), the right side above is bounded by a constant multiple of
λp+ (λp)3.
Part (4): Finally, reasoning as above, it is easy to produce an upper bound for Π
(2m)
λ (p) which is a
polynomial of degree 2m+ 1 in λ|p|.
Proof of Proposition 3.1. Our first observation is that Aλ(x, p), Kλ,n(x, p), and Vλ(x, p) are symmetric
in p ∈ R. Hence we can assume without loss of generality that p > 0.
Part (1): We note that
2
1
2H
1
2 (x, p′)− 2 12H 12 (x, p) = p
′2 − p2
2
1
2
(
p′2
2 + V (x)
) 1
2
+ 2
1
2
(
p2
2 + V (x)
) 1
2
= (p′ − p)Γ(p′, p), (7.8)
where Γ(p′, p) := 2−
1
2 (p′ + p)
(
H
1
2 (x, p′) +H
1
2 (x, p)
)−1
. Thus one can write
Aλ(x, p) = Dλ(p)−
∫
R
dp′(p′ − p)(1− Γ(p′, p))Jλ(p, p′). (7.9)
For the proof of A−λ (x, p) ≤ |Dλ(p)|, we have to show that the integral in (7.9) is non-positive. For
this we use the monotonicity of Γ(p, p′) in p′ for fixed p and the following straightforward inequality
is valid for all p, r ≥ 0:
Jλ(p, p+ r) ≤ Jλ(p, p− r).
Then we have∫
R
dp′(p′ − p)(1− Γ(p, p′))Jλ(p, p′)
=
∫ ∞
0
rdr(1− Γ(p, p+ r))Jλ(p, p+ r) +
∫ ∞
0
rdr(Γ(p, p− r)− 1)Jλ(p, p− r)
≤
∫ ∞
0
rdr(Γ(p, p− r)− Γ(p, p+ r))Jλ(p, p − r) ≤ 0.
Finally, we know as a consequence of Part (2) of Proposition 6.1 that there is a C ′ > 0 such that
|Dλ(p)| ≤ C ′λ|p|+ C ′λ2p2.
Part (2): Now we prove the bound for A+λ (x, p), which will follow by finding an upper bound for
Aλ(x, p). For p˜ = 1−λ1+λp we can write p− p˜ = 2λpλ+1 and
Aλ(x, p) =
∫
R
dp′(p′ − p˜)Γ(p, p′)Jλ(p, p′)− 2λp
λ+ 1
∫
R
dp′Γ(p, p′)Jλ(p, p′). (7.10)
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For the first term on the right side of (7.10), we have
− 2λp
λ+ 1
∫
R
dp′Γ(p, p′)Jλ(p, p′) ≤ − 2λp
λ+ 1
∫ −p
−∞
dp′Γ(p, p′)Jλ(p, p′) ≤ 2λp
λ+ 1
∫ −p
−∞
dp′Jλ(p, p′),
where we have simply thrown away the negative part of the integration to get the first inequality. The
above is exponentially decreasing in p (uniformly in λ).
To bound the second term on the right side of (7.10), we begin with a bound for ∂Γ(p,p
′)
∂p′
. There is
C > 0 such that for all p > 0 and p2 ≤ p′ ≤ 3p2
0 ≤ ∂Γ(p, p
′)
∂p′
=
(p2 + 2V (x))
1
2 (p′2 + 2V (x))
1
2 − pp′ + 2V (x)
(p′2 + 2V (x))
1
2
(
(p2 + 2V (x))
1
2 + (p′2 + 2V (x))
1
2
)2 ≤ C1 + p3 . (7.11)
By writing r = p′ − p˜ and g(q) = (2π)− 12 e− q
2
2 , the first term on the right side of (7.10) is bounded by∫
R
dp′(p′ − p˜)Γ(p, p′)Jλ(p, p′)
=
η(λ+ 1)
2
∫ ∞
0
rdr
(
Γ(p, p˜+ r)
∣∣∣∣r − 2λpλ+ 1
∣∣∣∣− Γ(p, p˜− r) ∣∣∣∣r + 2λpλ+ 1
∣∣∣∣) g(λ+ 12 r
)
≤η(λ+ 1)
2
∫ 2λp
λ+1
0
rdr
2λp
λ+ 1
(Γ(p, p˜+ r)− Γ(p, p˜− r)) g
(
λ+ 1
2
r
)
+
η(λ+ 1)
2
∫ ∞
2λp
λ+1
r2dr (Γ(p, p˜+ r)− Γ(p, p˜− r)) g
(
λ+ 1
2
r
)
.
For the inequality above, we used the fact that Γ(p, p˜ + r) + Γ(p, p˜ − r) ≥ 0, which is true because
Γ(p, p˜− r) ≥ Γ(p,−p˜− r) and |Γ(p,−p˜− r)| ≤ Γ(p, p˜+ r) for all r ≥ 0. Now, for the first integral, we
can use (7.11) and we find that it is bounded by Cλ
1+p2
. For the second integral, we first observe that
the integral over r ≥ p˜2 is decaying exponentially, and for the integral over 0 ≤ r ≤ p˜2 , we again use
that (7.11) and get a C
1+p3
bound.
Part (3): For λ = 0 we have that J0(p, p′) = 164 |p′ − p|e−
(p′−p)2
8 . Since H
1
2 (x, p) is a convex function
in p ∈ R for each x ∈ T, we have
A0(x, p) = 1
64
∫
R
dp′
(
2
1
2H
1
2 (x, p′)− 2 12H 12 (x, p)
)
|p′ − p|e− (p
′−p)2
8 ≥ 0.
In other terms, A+0 (x, p) = A0(x, p). Our first task will be to establish that
∫
R
dpA+0 (x, p) = 1 for each
x. By Part (2) we also know thatA+0 (x, p) has a bound of the form C1+p2 , so
∫
|p|≥L dpA+0 (x, p) = O(L−1)
for large L. Hence,
∫
R
dpA+0 (x, p) can be approximated by∫
|p|≤L
dpA+0 (x, p) =
1
64
∫
|p|≤L
dp
∫
R
dp′
(
2
1
2H
1
2 (x, p′)− 2 12H 12 (x, p)
)
|p′ − p|e− (p
′−p)2
8
=
1
64
∫
|p|≤L
dp
∫
|p′|≥L
dpΓ(p, p′)(p′ − p)|p′ − p|e− (p
′−p)2
8
=
1
64
∫
|p|≤L
dp
∫
|p′|≥L
dp′(p′ − p)2e− (p
′−p)2
8
+
1
64
∫
|p|≤L
dp
∫
|p′|≥L
dp′
(
1− Γ(p, p′))(p′ − p)2e− (p′−p)28 . (7.12)
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The first term term on the right side of (7.12) satisfies
1
64
∫
|p|≤L
dp
∫
|p′|≥L
dp′(p′ − p)2e− (p
′−p)2
8 ≈ 1
32
∫
R+
dpp3e−
p2
8 = 1,
where the error of the approximation is exponentially small for L ≫ 1. For the second term on the
right side of (7.12),∫
|p|≤L
dp
∫
|p′|≥L
dp′
(
1− Γ(p, p′))(p′ − p)2e− (p′−p)28 ≈ 2∫
R+
drr2e−
r2
8
∫ r
0
dv
(
1− Γ(L+ v − r, L+ v)),
where this approximation also has an exponentially small error. We can see that the above expression
is O(L−2) by observing that for p2 ≤ p′
0 ≤ 1− Γ(p′, p) ≤ 1− Γ
(p
4
,
p
4
)
= 1− p
(p2 + 32V (x))
1
2
= O(p−2). (7.13)
Next we focus on bounding the difference between
∫
R
dpA+λ (x, p) and
∫
R
dpA+0 (x, p) = 1 in the
small λ limit. By the analysis at the beginning of the proof of Part (2), we have the first equality
below: ∫
R
dpA+λ (x, p) =
∫
R
dp
[ ∫
R
dp′(p′ − p˜)Γ(p, p′)Jλ(p, p′)
]
+
+O(λ),
=
∫ λ− 12
−λ− 12
dp
[ ∫
R
dp′(p′ − p˜)Γ(p, p′)Jλ(p, p′)
]
+
+O(λ
1
2 )
=
∫ λ− 12
−λ− 12
dpA+0 (x, p) +O(λ
1
2 )
=
∫
R
dpA+0 (x, p) +O(λ
1
2 ). (7.14)
In the above [·]+ refers to the positive part of a function. The second equality in (7.14) uses that
the integrand for the integration in p is bounded by a multiple of 11+p2 by the analysis in Part (2).
For the third equality above, we have used that A+0 (x, p) =
∫
R
dp′(p′ − p˜)Γ(p, p′)J0(p, p′) is positive,
|Γ(p, p′)| ≤ 1, and ∣∣∣ ∫ λ− 12
−λ− 12
dp
([ ∫
R
dp′(p′ − p˜)Γ(p, p′)Jλ(p, p′)
]
+
−A+0 (x, p)
)∣∣∣
≤
∫ λ− 12
−λ− 12
dp
∫
R
dp′|p′ − p˜|
∣∣∣Jλ(p, p′)− J0(p, p′)∣∣∣
= O(λ
1
2 ).
Part (4): The bounds for Kλ,n are straightforward since by (7.8) and |Γ(p′, p)| ≤ 1 we have
Kλ,n(x, p) ≤ 2−
n
2
∫
R
dp′|p− p′|nJλ(p, p′).
Writing r = p′ − p there is a constant C ′n such that for all λ < 1 and (x, p) ∈ Σ
Kλ,n(x, p) ≤ C ′n
(∫ ∞
0
rn+1drg
(λ+ 1
2
r + λp
)
+
∫ ∞
2p
rn+1drg
(λ+ 1
2
r − λp
))
≤ C ′n
(∫ ∞
0
rn+1drg
(λ+ 1
2
r
)
+
∫ ∞
2p
rn+1drg
(r
2
))
.
Therefore, Kλ,n(x, p) is bounded by a constant.
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7.3 Proofs for Sect. 5
Proof of Lem. 5.3. By Lem. 5.1 〈M˜〉t is a sum of terms υˇλ(SRn), and so the difference between 〈M˜ 〉t
and υλN˜t can be written
〈M˜〉t − υλN˜t =
N˜t∑
n=1
(
υˇλ(SRn)− υλ
)
= υˇλ(SR1)− υˇλ(SRN˜t+1)− E˜
(λ)
δ˜SR
N˜t+1
[
υˇλ(SR1)
]
+ E˜
(λ)
δ˜SR1
[
υˇλ(SR1)
]
+
N˜t∑
n=1
(
υˇλ(SRn+1)− E˜(λ)δ˜SRn
[
υˇλ(SR1)
]
+ E˜
(λ)
δ˜SRn+1
[
υˇλ(SR1)
]− υλ),
where δ˜s is the splitting of the δ-distribution at s ∈ Σ. Notice that υλ =
∫
Σ dν(s)υˇλ(s). The sum on
the right is a martingale with respect to F˜ ′t by the same reasoning that M˜t is a martingale. Since
SRn ∈ Supp(ν) for n ≥ 1, we have the standard inequalities:
λ
1
2 E˜
(λ)
[
sup
0≤t≤T
λ
∣∣∣〈M˜〉t − υλN˜t∣∣∣] ≤ 4λ 12 sup
s∈Supp(ν)
υˇλ(s)
+ 2λ
1
2 E˜
(λ)
[ N˜Tλ∑
n=1
(
υˇλ(SRn+1)− E˜(λ)δ˜SRn
[
υˇλ(SR1)
]
+ E˜
(λ)
δ˜SRn+1
[
υˇλ(SR1)
]− υλ)2]12
≤4λ 12 sup
s∈Supp(ν)
υˇλ(s) + 2
3
2λ
1
2 E˜
(λ)
[
N˜T
λ
] 1
2
(∫
Σ
dsυˇ2λ(s)−
(∫
Σ
dsυˇλ(s)
)2) 1
2
= O(λ
1
4 ).
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A Exponential ergodicity
In this section we prove the relaxation of our dynamics to an equilibrium state. Our dynamics is
driven by the forward Kolmogorov equation
d
dt
Ψt,λ(x, p) =(L∗λΨt,λ)(x, p) = −p
∂
∂x
Ψt,λ(x, p) +
dV
dx
(
x
) ∂
∂p
Ψt,λ(x, p)
+
∫
R
dp′
(Jλ(p′, p)Ψt,λ(x, p′)−Jλ(p, p′)Ψt,λ(x, p)), (A.1)
which has equilibrium state Ψ∞,λ. The Kolmogorov equation (A.1) determines a transition semigroup
Φt,λ, which we take to operate on measures from the right and bounded measurable functions from
the left:
(µΦt,λ)(ds) =
∫
Σ
µ(ds′)Φt,λ(s′, ds) and (Φt,λ g)(s) =
∫
Σ
Φt,λ(s, ds
′)g(s′),
for µ ∈M(Σ) and g ∈ B(Σ). We identify probability densities with their corresponding measures and
denote the total variation norm for finite measures on Σ by ‖ · ‖1. The exponential ergodicity that
we prove in Theorem A.1 is not used critically anywhere in our proofs although we need some degree
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of ergodicity in order to make sense of certain expressions such as the reduced resolvent Rλ of the
function dV
dx
, for instance. A more thorough study of the ergodicity would give some control of the
the exponential rate α(λ) appearing in Theorem A.1 for λ ≪ 1. We believe that α(λ) can be taken
to scale as ∝ λ
log(λ−1)
for small λ (i.e. a bit slower than linear in λ), and if C is replaced on the right
side of (A.2) by C‖Ψ‖w for the weighted norm ‖Ψ‖w =
∫
Σ |Ψ|(dx dp)(1+λ
1
2 |p|) , then the exponential
rate scales as ∝ λ for λ≪ 1.
We denote the space of probability measures on Σ by M1+(Σ).
Theorem A.1. Let Φt,λ be the transition semigroup corresponding to the Kolmogorov equation (A.1).
There exist α(λ), C > 0 such that for all Ψ ∈M1+(Σ) and t ∈ R+,∥∥ΨΦt,λ −Ψ∞,λ∥∥1 ≤ Ce−tα(λ). (A.2)
Proof. Since the parameter λ > 0 is fixed in this proof, we will not attach it as a subscript or
superscript to mathematical objects that depend upon it as we did in earlier sections. It is sufficient
to work with the resolvent chain rather than the original process and show that there are C,α > 0
Ce−nα ≥ ∥∥ΨT n −Ψ∞∥∥1
= sup
‖g‖∞≤1
∣∣∣ ∫
Σ
(ΨT n)(ds)g(s) −Ψ∞(g)
∣∣∣, (A.3)
where T : B(Σ)→ B(Σ) is the transition operator for the resolvent chain and has the form
T =
∫ ∞
0
dre−rΦr.
Let µL ≥ 0 be defined as the Lebesgue measure of the region {H(s) ≤ L} ⊂ Σ for L > 0. There
exist L > 0 and 0 < ǫ < 1 such that the following statements hold:
(i). For all s, s′ ∈ Σ with H(s),H(s′) ≤ L,
T (s, ds′) > ǫ ds
′
µL
.
(ii). For all s ∈ Σ with H(s) > L, ∫
H(s′)≤L
T (s, ds′) ≥ ǫ.
Given any L > 0, we can find an ǫ such that statement (i) is true by the argument in the proof of Part
(1) of Proposition 2.3 (in which the cutoff was l = 1+2 supx V (x) rather than an arbitrary fixed L, but
this does not change the argument). Statement (ii) follows from the extreme momentum-contractive
nature of the jump rates:
J (p′, p) = 1 + λ
64
|p′ − p|e− 12 ( 1−λ2 p′− 1+λ2 p)2 .
A test particle with momentum |p′| ≫ 1 will suffer a collision after a waiting time on the order of
1
|p′| , and the resulting momentum of the test particle will be concentrated around the contracted value
p′ 1−λ1+λ . Consequently, the test particle descends from arbitrarily high energy to the low energy region
{H(s) ≤ L} ⊂ Σ in finite time. The statements (i) and (ii) imply that the probability of jumping into
the region {s ∈ Σ ∣∣H(s) ≤ L} is at least ǫ > 0 from any starting point. The statements (i) and (ii)
and the fact that Ψ∞,λ is a stationary state for the dynamics are sufficient to prove the exponential
ergodicity without further reference to the dynamics at hand. The proof of (ii) is below, and we
proceed next with the remainder of the proof.
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By (i) we have the minorization condition T (s, ds′) ≥ h(s)ν(ds′) for
h(s) = ǫ χ
(
H(s) ≤ L) and ν(ds) = ds
µL
χ
(
H(s) ≤ L).
We can thus apply standard Nummelin splitting [28] to define a chain σ˜n ∈ Σ˜ = Σ × {0, 1} with an
atom set Σ× 1 using the pair h, ν above. Let n˜m, m ≥ 1 be the sequence of return times to the atom.
The times n˜m form a delayed renewal chain in which the delay distribution is P˜Ψ˜[n˜1 = n] and the
jumps have distribution P˜ν˜ [n˜1 = n]; recall from (2.2) that µ˜ refers to the splitting of a measure µ on
Σ.
We denote the first component of the chain σ˜n ∈ Σ˜ by σn. We will treat the difference between
ΨT n and Ψ∞ in the norm ‖ · ‖1 through the formula (A.3). For g ∈ B(Σ),∫
Σ
(ΨT n)(ds)g(s) = EΨ
[
g(σn)
]
= E˜Ψ˜
[
g(σn)
]
= E˜Ψ˜
[
g(σn)χ(n˜1 ≥ n)
]
+ E˜Ψ˜
[ n∑
m=1
∞∑
r=1
χ(m− 1 = n˜r)g(σn)χ(n˜r+1 ≥ n)
]
= E˜Ψ˜
[
g(σn)χ(n˜1 ≥ n)
]
+
n∑
m=1
FΨ(m− 1) E˜ν˜
[
g(σn−m)χ(n˜1 ≥ n−m)
]
, (A.4)
where FΨ : N→ R+ is the renewal function
FΨ(m) =
∞∑
r=1
P˜Ψ˜
[
n˜r = m
]
,
and the last equality in (A.4) uses the strong Markov property. We will delay the demonstration of
the following two statements until the end of the proof.
(I). There is a c > 0 such that for all m ∈ N and probability measures Ψ ∈M1+(Σ),
P˜Ψ˜
[
n˜1 ≥ m
] ≤ ce−ǫm.
(II). There is a c > 0 such that for all m ∈ N and probability measures Ψ ∈M1+(Σ),
‖FΨ(m)−Ψ∞(h)‖∞ ≤ ce−ǫm.
With (A.4) we can write the difference between
∫
Σ(ΨT n)(ds)g(s) and Ψ∞(g) as∫
Σ
(ΨT n)(ds)g(s) −Ψ∞(g) =E˜Ψ˜
[
g(σn)χ(n˜1 ≥ n)
]
+
⌊n
2
⌋∑
m=1
FΨ(m− 1) E˜ν˜
[
g(σn−m)χ(n˜1 ≥ n−m)
]
+
n∑
m=⌊n
2
⌋+1
(
FΨ(m− 1)−Ψ∞,λ(h)
)
E˜ν˜
[
g(σn−m)χ(n˜1 ≥ n−m)
]
+Ψ∞(h)
( n∑
m=⌊n
2
⌋+1
E˜ν˜
[
g(σn−m)χ(n˜1 ≥ n−m)
]− Ψ∞(g)
Ψ∞(h)
)
. (A.5)
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Notice that the bottom line of (A.5) can be rewritten as −Ψ∞(h)
∑∞
m=⌊n
2
⌋ E˜ν˜
[
g(σm)χ(n˜1 ≥ m)
]
since
by Part (2) of Proposition 2.4 we have the second equality below:
∞∑
m=0
E˜ν˜
[
g(σm)χ(n˜1 ≥ m)
]
= E˜ν˜
[ n˜1∑
m=0
g(σm)
]
=
Ψ∞(g)
Ψ∞(h)
. (A.6)
By applying the triangle inequality to (A.5), statements (I) and (II), and that F
(λ)
Ψ (m) ≤ 1, we have
the inequality∣∣∣ ∫
Σ
(ΨT n)(ds)g(s) −Ψ∞(g)
∣∣∣ ≤ c‖g‖∞((1− ǫ)n + e−ǫ⌊n2 ⌋
ǫ
+
e−ǫ⌊
n
2
⌋
ǫ
+
e−ǫ⌊
n
2
⌋
ǫ
Ψ∞(h)
)
.
The above is ‖g‖∞ multiplied by O(e−nǫ2 ), so we have proven (A.3) for α = ǫ2 when assuming state-
ments (ii), (I), and (II).
(ii). We will return to a consideration of the process St underlying the resolvent chain σn. Let τ be a
mean one exponential and S0 = s ∈ Σ. For H(s) > L let ς be the hitting time that H(Sς) ≤ L. Since
the Hamiltonian evolution preserves energy, we can give a lower bound for our quantity of interest
through ∫
H(s′)≤L
T (s, ds′) ≥ Ps
[
ς ≤ τ and no collisions occur over the time interval (ς, τ ] ]
≥
(
inf
H(x′,p′)≤L
1
1 + E(p′)
)
Ps
[
ς ≤ τ]. (A.7)
The second inequality uses that the collisions occur with Poisson rate E(St) and that τ − ς is a mean
one exponential in the event that ς ≤ τ and conditioned on the information up to time ς. The escape
rates E(St) are uniformly bounded over any compact region, and it is thus sufficient for us to give a
lower bound for Ps
[
ς ≤ τ]. For any T > 0 that we choose,
inf
H(s)>L
Ps
[
ς ≤ τ] = inf
H(s)>L
∫ ∞
0
dte−tPs
[
ς ≤ t]
≥ e−T − e−T sup
H(s)>L
Ps
[
ς > T
]
.
If we show supH(s)>L Ps
[
ς > T
]
is small for large T (or even merely bounded away from one), then
combining this result with (A.7) completes the proof of statement (ii).
Define the function w : Σ→ [12 , 1] such that
w(s) = 1− 1
2
1
1 +H
1
2 (s)
.
There exists L large enough so that for some δ > 0
sup
H(x,p)>L
∫
R
dp′J (p, p′)
(
w(x, p′)− w(x, p)
)
≤ −δ. (A.8)
The inequality (A.8) follows from the momentum-contractive nature of the jump rates J (p, p′) de-
scribed below the statement of (ii), and we will not go through its proof. The significance of the
inequality (A.8) is that t δ+w(St) behaves as a supermartingale over the time interval [0, ς] since for
s = (Xt, Pt)
d
dr
∣∣∣
r=0
Es
[
rδ + w(Xr, Pr)
]
= δ +
∫
R
dp′J (Pt, p′)
(
w(Xt, p
′)− w(Xt, Pt)
)
≤ 0.
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The equality above follows since the function w is invariant of the Hamiltonian evolution. We have
the following sequence of inequalities:
sup
H(s)>L
Ps
[
ς > T
] ≤ ( sup
H(s)>L
Ps
[
ς > δ−1
])⌊δT ⌋ ≤ ( sup
H(s)>L
δ Es
[
ς ∧ δ−1])⌊δT ⌋
≤
(
sup
H(s)>L
Es
[
w(s)− w(Sς∧ 1
δ
)
])⌊δT ⌋ ≤ 2−⌊δT ⌋.
For the first inequality, the event ς > T requires that the time ς failed to occur over disjoint time
intervals (n
δ
, n+1
δ
] for 0 ≤ n ≤ ⌊δT ⌋ − 1. The second inequality is Chebyshev’s, and the third is by the
optional stopping theorem since w(s)−w(St)−δ t is submartingale over the time interval t ∈ [0, ς ∧ 1δ ].
The last inequality follows from the constraint 12 ≤ w(s) ≤ 1. We can choose T to make the right side
arbitrarily small.
(I). The second equality below follows from an inductive argument using the fact that the probability
of the event σ˜n ∈ Σ× 1 is h(σn) when conditioned on the information up to time n− 1 and the value
σn. This property is visible from the form of the transition operator T˜ given in Sect. 2.
P˜Ψ˜
[
n˜1 ≥ m
]
= E˜Ψ˜
[
χ(n˜1 6= 0) · · ·χ(n˜1 6= m− 1)
]
= E˜Ψ˜
[(
1− h(σ0)
) · · · (1− h(σm−1))]
= EΨ
[(
1− h(σ0)
) · · · (1− h(σm−2))E[(1− h(σm−1)) ∣∣ σ0, . . . , σm−2]]
≤ (1− ǫ)EΨ
[(
1− h(σ0)
) · · · (1− h(σm−2))].
The third equality identifies the expectation as from the original statistics, and the inequality uses
that the probability σm−1 jumps from σm−2 to the support of h is ≥ (1− ǫ) by (i) and (ii). Applying
this inductively, we get the desired bound.
(II). By the renewal theorem, FΨ(n) converges as n → ∞ to the inverse of the expectation of the
renewal increments n˜m+1 − n˜m. The expectation of the increments n˜m+1 − n˜m, m ≥ 1 is given by
E˜Ψ˜
[
n˜m+1 − n˜m
]
= 1 + E˜ν˜
[
n˜1
]
= E˜ν˜
[ n˜1∑
n=0
1
]
=
1
Ψ∞(h)
since the distribution for the split chain following a return to the atom is ν˜ by Part (1) of Propo-
sition 2.1, and where the second equality is by Part (1) of Proposition 2.4. The tails of the delay
distribution P˜Ψ˜
[
n˜1 > n
]
and the renewal jump distribution P˜ν˜
[
n˜1 > n
]
decay with order O(e−ǫn) for
large n by (I). It follows that the renewal function FΨ(n) converges exponentially with rate ǫ to the
value Ψ∞(h).
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