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In this paper we study the Cauchy problem of the non-isotropically perturbed fourth-
order nonlinear Schrödinger type equation: iut + u + a∑di=1 uxi xi xi xi + g(x, |u|)u = 0
((x1, x2, . . . , xn) ∈ Rn , t  0), where a is a real constant, 1 d < n is an integer, g(x, |u|)u
is a nonlinear function which behaves like |u|αu for some constant α > 0. By using Kato
method, we prove that this perturbed fourth-order Schrödinger type equation is locally
well-posed with initial data belonging to the non-isotropic Sobolev spaces Hs1x H
s2
y provided
that s1, s2 satisfy the conditions: s1  0, s2  0 for 0 < α < 82n−d or 2s1 +4s2 > 2n−d− 8α
for α 82n−d with some additional conditions. Furthermore, by using non-isotropic Sobolev
inequality and energy method, we obtain some global well-posedness results for initial
data belonging to non-isotropic Sobolev spaces H2x H
1
y .
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we study well-posedness of the following initial value problem (IVP) for the non-isotropically perturbed
nonlinear Schrödinger equation:⎧⎪⎪⎨
⎪⎪⎩
iut + u + a
d∑
i=1
uxixi xi xi + g
(
x, |u|)u = 0, (x1, x2, . . . , xn) ∈ Rn, t ∈ R,
u(x,0) = u0(x), (x1, x2, . . . , xn) ∈ Rn,
(1.1)
where a is a real constant, 1  d < n is an integer, g(x, |u|)u is a nonlinear function which behaves like |u|αu for some
constant α > 0.
The non-isotropically perturbed nonlinear Schrödinger type equation is an important dispersive equation arising in many
physical application ﬁelds. For instance, Aceves, De Angelis and Turitsyn [1] use this non-isotropically Schrödinger type
equation to model the propagation of solitons in ﬁber arrays; Wen and Fan [2] apply this equation to model the propagation
of ultrashort laser pulses in a planer waveguide medium with anomalous time-dispersion; we also refer the reader to see
Fibich, Ilan and Schochet [3] and Fibich and Papanicolaou [4,5] for general introduction of the physical background of this
equation.
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orders, we are naturally led to the question: if the Cauchy problem is well-posed in a Sobolev spaces with the corresponding
anisotropic properties? In [3], Fibich and the co-authors ﬁrst study global existence of IVP (1.1) (with a < 0) in anisotropic
Sobolev space and the main contribution of this paper is that the critical exponents of the equation guaranteeing the global
existence were calculated; in [6], we have obtained the local existence and some global existence results in anisotropic
Sobolev space Hs1,2(Rn−1)Hs2,2(R1) with s1 = 2, s2 = 1.
However, the results obtained in [3] and [6] depend heavily on a higher regularity of the initial data, that is to say, the
regularity indices s1, s2 of initial value space Hs1,2(Rd)Hs2,2(Rn−d) are bigger than 1. In this paper, we’ll further study the
well-posedness of IVP (1.1) in anisotropic Sobolev space Hs1,2(Rd)Hs2,2(Rn−d) and the regularity will be lowered greatly.
In the following we assume that the function g satisﬁes the following conditions:
(A) g ∈ CN (Rn × R; R) for some positive integer N , and there exists α  N such that | ∂k g(x,u)
∂uk
| Ck|u|α−k , for x ∈ Rn,u ∈ R ,
k = 0,1, . . . ,N .
A typical example is the function g(x, |u|)u = c|u|αu, where α > 0 and c is a constant. This function satisﬁes the condi-
tion (A) provided either α is an even integer, or α is not an even integer, but N  [α] + 1.
We now collect the main results of this work in the following theorems, and some new notations appearing in the
theorems will be introduced immediately in Section 2.
Theorem 1.1. Assume that g(x, |u|) satisﬁes the condition (A) for some positive numbers α. Then the IVP (1.1) is locally well-posed in
Hs1x H
s2
y (s1  [α], s2  [α]) provided
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
s1  0, s2  0, 0 < α <
8
2n − d ,
2n − d > 2s1 + 4s2 > 2n − d − 8
α
, or s1 >
d
2
, s2 >
n − d
2
,
8
2n − d  α < α1,
2n − d > 2s1 + 4s2 > 2n − d − 8
α
, or s1 > s
∗
1, s2 > s
∗
2, α1  α < α2,
2n − d > 2s1 + 4s2 > 2n − d − 8
α
, or s1 > s

1, s2 > s

2, α2  α,
(1.2)
where ⎧⎪⎪⎨
⎪⎪⎩
α1 = 8
d
, α2 = 4
n − d , s
∗
1 =
d
2
− 4
α
, s∗2 =
n − d
2
, s1 =
d
2
, s2 =
n − d
2
− 2
α
, if 2n 3d,
α1 = 4
n − d , α2 =
8
d
, s∗1 =
d
2
, s∗2 =
n − d
2
− 2
α
, s1 =
d
2
− 4
α
, s2 =
n − d
2
, if 2n > 3d.
Theorem 1.2.
(1) Assume that g(x, |u|) satisﬁes the condition (A) for some positive numbers α. If 0 < α < 82n−d , then for any u0 ∈ L2x L2y , IVP (1.1)
has a unique solution in C(R, L2x L
2
y).
(2) Assume that one of the following conditions holds:
(i) a < 0, c < 0, u0(x) ∈ H2x H1y is arbitrary and either 2 n 4, d = n− 1, α  2 or n = 4, d = 1,2, 2 α < 8d or 4 < n 10,
2n − d > 8, 2 α < 82n−d−8 ;
(ii) a < 0, c > 0, u0(x) ∈ H2x H1y is arbitrary and either 2  n  4, d = n − 1, 2  α < 8n2n−d or n = 4, d = 1,2, 2  α < 8d or
4 < n 8, 2n − d > 8, 2 α < 8n2n−d or 8 < n 10, 2 α < 82n−d−8 ;
(iii) a < 0, c > 0, u0(x) ∈ H2x H1y with ‖u0‖L2x L2y small, α =
8n
2n−d , 2 n 8, d = n − 1.
Then the IVP (1.1) has a solution in C(R, H2x H
1
y) for the nonlinear function g(x, |u|)u = c|u|αu.
Remark.
1. This method can be applied to other anisotropic dispersive differential equations with symbol of variables separable.
2. In this paper we only discuss the case s1  0, s2  0, we will discuss the local well-posedness in anisotropic Sobolev
space with negative indices elsewhere.
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for the free equation related to the perturbed Schrödinger equation. In Section 3, the nonlinear estimate is established and
in Section 4 we present the proofs of Theorems 1.1 and 1.2.
2. Estimates of the free equation
The fundamental solution of the linear equation related to IVP (1.1) is given by the following oscillatory integral:
I(x1, x2, . . . , xn, t) = 1
(2π)n
d∏
j=1
∫
R
ei[x jξ j−t(ξ
2
j −aξ4j )] dξ j
n∏
j=d+1
∫
R
ei(x jξ j−tξ
2
j ) dξ j.
To simplify the notation, we denote x = (x1, . . . , xd), y = (xd+1, . . . , xn), thus
I1(x, t) ≡ I1(x1, . . . , xd, t) =
d∏
j=1
1
2π
∫
R
ei[x jξ j−t(ξ
2
j −aξ4j )] dξ j,
I2(y, t) ≡ I2(xd+1, . . . , xn, t) =
n∏
j=d+1
1
2π
∫
R
ei(x jξ j−tξ
2
j ) dξ j,
and
I(x, y, t) = I(x1, x2, . . . , xn, t) = I1(x, t) · I2(y, t).
By Theorem 1 of [8], for 0 < |t| T0, we have∣∣I1(x, t)∣∣ C |t|− d4 , ∣∣I2(y, t)∣∣ C |t|− n−d2 .
Some notations:
Lry ≡ Lry
(
Rn−d
)
, Lqx L
r
y ≡ Lqx
(
Rd
)
Lry
(
Rn−d
)
, Hs1x H
s2
y = Hs1,2x
(
Rd
)
Hs2,2y
(
Rn−d
)
,
Hs1,ρx H
s2,γ
y = Hs1,ρx
(
Rd
)
Hs2,γy
(
Rn−d
)
.
We say (σ ,q, r) is an admissible triple if the following condition holds
2
σ
= d
4
(
1− 2
q
)
+ n − d
2
(
1− 2
r
)
.
We denote by W (t) (t ∈ R) the fundamental solution operator, then
W (t)u0 = I(·,·, t) ∗ u0, ∀u0 ∈ S ′
(
Rn
)
.
In the following, we derive a series of integral estimates for the operator W (t).
Lemma 2.1. Assume that 2 r ∞, then
∥∥I2(·, t) ∗ u0∥∥Lry  C |t|− n−d2 (1− 2r )‖u0‖Lr′y ,
for u0 ∈ Lr′y (Rn−d) and all t = 0.
Proof. See [7] and [12]. 
Lemma 2.2. Assume that 2 r ∞, 2 q∞ then for any 0 < T0 < +∞ we have
∥∥W (t)u0∥∥Lqx Lry  C |t|− n−d2 (1− 2r )|t|−
d
4 (1− 2q )‖u0‖Lq′x Lr′y ,
for u0 ∈ Lr (Rd)Lq (Rn−d) and 0 < |t| < T0 . If furthermore a < 0, then this estimate holds for all t = 0.x y
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∥∥I1(·, t) ∗ ∥∥I2(t) ∗ u0∥∥Lry
∥∥
L∞x
 C |t|− d4 ∥∥∥∥I2(t) ∗ u0∥∥Lry
∥∥
L1x
 C |t|− d4 |t|− n−d2 (1− 2r )‖u0‖L1x Lr′y
and ∥∥W (t)u0∥∥L2x Lry  C
∥∥I1(·, t) ∗ ∥∥I2(t) ∗ u0∥∥Lry
∥∥
L2x
 C
∥∥∥∥I2(t) ∗ u0∥∥Lry
∥∥
L2x
 C |t|− n−d2 (1− 2r )‖u0‖L2x Lr′y ,
for 0 < |t| < T0.
Interpolating the above inequalities [9], we obtain∥∥W (t)u0∥∥Lqx Lry  C |t|− n−d2 (1− 2r )|t|−
d
4 (1− 2q )‖u0‖Lq′x Lr′y ,
for 0 < |t| < T0. If furthermore a < 0, then the above inequality holds for all t = 0. 
According to the above estimates, we obtain the so-called Strichartz estimates:
Lemma 2.3. Assume that 2 r ∞, 2 q∞, then for arbitrary admissible triples (σ ,q, r) and (δ,ρ,γ ), we have∥∥W (t)u0∥∥LσT Lqx Lry  C‖u0‖L2x,y , (2.1)∥∥∥∥∥
t∫
0
W (t − τ ) f (·,·, τ )dτ
∥∥∥∥∥
LσT L
q
x L
r
y
 C‖ f ‖
Lδ
′
T L
ρ′
x L
γ ′
y
, (2.2)
where C is uniform for all 0 < T < T0 , but it depends on the upper bound T0 of T , and in the special cases a < 0, C is uniform for all
0 < T < +∞.
Proof. Firstly, by Lemma 2.2 and the Hady–Littlewood–Sobolev inequality we have∥∥∥∥∥
T∫
−T
W (t − τ ) f (·,·, t)dτ
∥∥∥∥∥
LσT L
q
x L
r
y
=
[ T∫
−T
( T∫
−T
∥∥W (t − τ ) f (·,·, τ )∥∥Lqx Lry dτ
)σ
dt
] 1
σ
 C
[ T∫
−T
( T∫
−T
|t − τ |− n−d2 (1− 2r )|t − τ |− d4 (1− 2q )∥∥ f (·,·, τ )∥∥
Lq
′
x L
r′
y
dτ
)σ
dt
] 1
σ
 C‖ f ‖
Lσ
′
T L
q′
x L
r′
y
. (2.3)
By Hölder inequality and (2.3), we deduce that∥∥∥∥∥
T∫
−T
W (t) f (·,·, t)dt
∥∥∥∥∥
2
L2
=
∫
Rd×Rn−d
( T∫
−T
W (t) f (·,·, t)dt
)( T∫
−T
W (t) f (·,·, t)dt
)
dxdy
=
∫
Rd×Rn−d
T∫
−T
f (x, y, t)dt
( T∫
−T
W (t − τ ) f (·,·, t)dτ
)
dxdy
 ‖ f ‖
Lσ
′
T L
q′
x L
r′
y
∥∥∥∥∥
T∫
−T
W (t − τ ) f (·,·, t)dτ
∥∥∥∥∥
LσT L
q
x L
r
y
 C‖ f ‖2
Lσ
′
Lq
′
Lr
′ .
T x y
X. Zhao et al. / J. Math. Anal. Appl. 382 (2011) 97–109 101It follows that
T∫
−T
∫
Rd×Rn−d
W (t)u0 f (x, y, t)dxdy dt =
∫
Rd×Rn−d
u0(x, y)
( T∫
−T
W (t) f (·,·, t)dt
)
dxdy
 ‖u0‖L2
∥∥∥∥∥
T∫
−T
W (t) f (·,·, t)dt
∥∥∥∥∥
L2
 C‖u0‖L2‖ f ‖Lσ ′T Lq′x Lr′y .
By dual, we obtain∥∥W (t)u0∥∥LσT Lqx Lry  C‖u0‖L2x,y ,
which completes the proof of (2.1).
In order to prove (2.2), we divide the proof into 4 steps.
Step 1. (2.3) implies that (2.2) is valid when the admissible triple is (σ ,q, r) = (δ,ρ,γ ), e.g.
∥∥∥∥∥
t∫
0
W (t − τ ) f (·,·, τ )dτ
∥∥∥∥∥
LδT L
ρ
x L
γ
y
 C‖ f ‖
Lδ
′
T L
ρ′
x L
γ ′
y
. (2.4)
Step 2. For any admissible triple (σ ,q, r), we show that
∥∥∥∥∥
t∫
0
W (t − τ ) f (·,·, τ )dτ
∥∥∥∥∥
LσT L
q
x L
r
y
 C‖ f ‖L1T L2x L2y . (2.5)
Indeed, from (2.1) we obtain
∥∥∥∥∥
t∫
0
W (t − τ ) f (·,·, τ )dτ
∥∥∥∥∥
LσT L
q
x L
r
y

T∫
−T
∥∥W (t)W (−τ ) f (·,·, τ )∥∥LσT Lqx Lry dτ
 C
T∫
−T
∥∥W (−τ ) f (·,·, τ )∥∥L2x,y dτ
 C
T∫
−T
∥∥ f (·,·, τ )∥∥L2x,y dτ .
Step 3. For any admissible triple (σ ,q, r), we show that
∥∥∥∥∥
t∫
0
W (t − τ ) f (·,·, τ )dτ
∥∥∥∥∥
L∞T L2x L
2
y
 C‖ f ‖
Lδ
′
T L
ρ′
x L
γ ′
y
. (2.6)
As a matter of fact, from (2.4) we obtain
∥∥∥∥∥
t∫
0
W (t − τ ) f (τ )dτ
∥∥∥∥∥
2
L2x L
2
y
=
∫
Rd
∫
Rn−d
( t∫
0
W (t − τ ) f (·,·, τ )dτ
)( t∫
0
W (t − τ ) f (·,·, τ )dτ
)
dxdy
=
t∫ t∫ ( ∫
d
∫
n−d
W (s − τ ) f (x, y, τ ) f (x, y, s)dxdy
)
dτ ds0 0 R R
102 X. Zhao et al. / J. Math. Anal. Appl. 382 (2011) 97–109 ‖ f ‖
Lδ
′
T L
ρ′
x L
γ ′
y
∥∥∥∥∥
t∫
0
W (s − τ ) f (·,·, τ )dτ
∥∥∥∥∥
LδT L
ρ
x L
γ
y
 C‖ f ‖2
Lδ
′
T L
ρ′
x L
γ ′
y
.
Step 4. The general case. For arbitrary given admissible triple (δ,ρ,γ ) and arbitrary admissible triple (σ ,q, r), we divide it
into two cases:
Case 1. 2 q ρ and 2 r  γ , then the inequality (2.2) immediately follows by interpolation between (2.4) and (2.6).
Case 2. 2 ρ  q and 2 γ  r, in this case we have q′  ρ ′  2, r′  γ ′  2 and δ  σ , which means 1 δ′  σ ′ . Obviously
we can ﬁnd a 0 < μ < 1 so that
1
q′
− 1
2
=
(
1
ρ ′
− 1
2
)
/μ; 1
r′
− 1
2
=
(
1
γ ′
− 1
2
)
/μ; 1
σ ′
=
(
1
δ′
− μ
)
/(1− μ),
which means that
1
ρ ′
= μ
q′
+ 1− μ
2
; 1
γ ′
= μ
r′
+ 1− μ
2
; 1
δ′
= μ + 1− μ
σ ′
.
By the interpolation between (2.4) (δ = σ , ρ = q, γ = r) and (2.5) (see [9]), we obtain
∥∥∥∥∥
t∫
0
W (t − τ ) f (·,·, τ )dτ
∥∥∥∥∥
LσT L
q
x L
r
y
 C‖ f ‖LaT Lbx Lcy ,
where 1a = ν + 1−νσ ′ , 1b = νq′ + 1−ν2 , 1c = νr′ + 1−ν2 , and 0 < ν < 1. Taking ν = μ, we get the desired results. 
Since W (t) commutes with the operator J s =F−1[(1+ |ξ |2) s2F(·)], by Lemma 2.3 we have the following lemma:
Lemma 2.4. For arbitrary real numbers s1, s2 , arbitrary admissible triples (σ ,q, r) and (δ,ρ,γ ), we have∥∥W (t)u0∥∥LσT Hs1,qx Hs2,ry  C‖u0‖Hs1x Hs2y , (2.7)∥∥∥∥∥
t∫
0
W (t − τ ) f (·,·, τ )dτ
∥∥∥∥∥
LσT H
s1,q
x H
s2,r
y
 C‖ f ‖
Lδ
′
T H
s1,ρ
′
x H
s2,γ
′
y
. (2.8)
3. Nonlinear estimates
For the nonlinear function g(x, |u|) which satisﬁes assumption (A), we have the following estimates.
Lemma 3.1 (The case 0 < s1 < d2 , s2 >
n−d
2 ). We take δ = 8(α+2)α(d−2s1) , ρ =
d(2+α)
s1α+d , γ = 2, then we have∥∥g(x, |u|)u∥∥
Lδ
′
T H
s1,ρ
′
x H
s2,γ
′
y
 CTk1‖u‖α+1
LδT H
s1,ρ
x H
s2,γ
y
, (3.1)
and ∥∥g(x, |u|)u − g(x, |v|)v∥∥
Lδ
′
T L
ρ′
x L
γ ′
y
 CTk1
(‖u‖α
LδT H
s1,ρ
x H
s2,γ
y
+ ‖v‖α
LδT H
s1,ρ
x H
s2,γ
y
)‖u − v‖LδT Lρx Lγy , (3.2)
where k1 = 1− α(d−2s1)8 .
Proof. Firstly, using Sobolev embedding Hs2 (Rn−d) ↪→ L∞(Rn−d) and Theorem 3.1 of [10], we have∥∥g(x, |u|)u∥∥ s1,ρ′ s2,γ ′  C∥∥|u|αu∥∥ s1,ρ′ s2,γ ′  C‖u‖α+1s1,ρ s2,γ .Hx H y Hx H y Hx H y
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Lδ
′
T H
s1,ρ
′
x H
s2,γ
′
y
 CTk1‖u‖α+1
LδT H
s1,ρ
x H
s2,γ
y
,
which completes the proof of the ﬁrst inequality.
Secondly, using Hölder inequality and Sobolev embedding, we have∥∥g(x, |u|)u − g(x, |v|)v∥∥
Lρ
′
x L
γ ′
y
 C
∥∥(|u|α + |v|α)(u − v)∥∥
Lρ
′
x L
γ ′
y
 C
(‖u‖α
Lθαx L
γ
y
+ ‖v‖α
Lθαx L
γ
y
)‖u − v‖Lρx Lγy
(
θ = ρ
ρ − 2
)
 C
(‖u‖α
H
s1,ρ
x H
s2,γ
y
+ ‖v‖α
H
s1,ρ
x H
s2,γ
y
)‖u − v‖Lρx Lγy .
Integrating t from −T to T , using Hölder inequality, we have
∥∥g(x, |u|)u − g(x, |v|)v∥∥
Lδ
′
T L
ρ′
x L
γ ′
y
 C
( T∫
−T
(‖u‖α
H
s1,ρ
x H
s2,γ
y
+ ‖v‖α
H
s1,ρ
x H
s2,γ
y
)δ′ ‖u − v‖δ′
Lρx L
γ
y
dt
) 1
δ′
 CT 1− α+2δ
(‖u‖α
LδT H
s1,ρ
x H
s2,γ
y
+ ‖v‖α
LδT H
s1,ρ
x H
s2,γ
y
)‖u − v‖LδT Lρx Lγy
 CTk1
(‖u‖α
LδT H
s1,ρ
x H
s2,γ
y
+ ‖v‖α
LδT H
s1,ρ
x H
s2,γ
y
)‖u − v‖LδT Lρx Lγy ,
which completes the proof of the second inequality. 
Similarly, using Hölder inequality, Theorem 3.1 of [10] and Sobolev embedding Hs1 (Rd) ↪→ L∞(Rd), we obtain the fol-
lowing lemma.
Lemma 3.2 (The case s1 > d2 , 0 < s2 <
n−d
2 ). Taking δ = 4(α+2)α(n−d−2s2) , ρ = 2, γ =
(α+2)(n−d)
n−d+s2α , we have∥∥g(x, |u|)u∥∥
Lδ
′
T H
s1,ρ
′
x H
s2,γ
′
y
 CTk2‖u‖α+1
LδT H
s1,ρ
x H
s2,γ
y
, (3.3)
and ∥∥g(x, |u|)u − g(x, |v|)v∥∥
Lδ
′
T L
ρ′
x L
γ ′
y
 CTk2
(‖u‖α
LδT H
s1,ρ
x H
s2,γ
y
+ ‖v‖α
LδT H
s1,ρ
x H
s2,γ
y
)‖u − v‖LδT Lρx Lγy , (3.4)
where k2 = 1− α(n−d−2s2)4 .
Similarly, using Sobolev embedding Hs1 (Rd) ↪→ L∞(Rd) and Hs2 (Rn−d) ↪→ L∞(Rn−d), Hölder inequality, we obtain the
following lemma.
Lemma 3.3 (The case s1 > d2 , s2 >
n−d
2 ). Taking δ = ∞, ρ = 2, γ = 2, we have∥∥g(x, |u|)u∥∥
Lδ
′
T H
s1,ρ
′
x H
s2,γ
′
y
 CTk3‖u‖α+1
LδT H
s1,ρ
x H
s2,γ
y
, (3.5)
and ∥∥g(x, |u|)u − g(x, |v|)v∥∥
Lδ
′
T L
ρ′
x L
γ ′
y
 CTk3
(‖u‖α
LδT H
s1,ρ
x H
s2,γ
y
+ ‖v‖α
LδT H
s1,ρ
x H
s2,γ
y
)‖u − v‖LδT Lρx Lγy , (3.6)
where k3 = 1.
Similar to the way as the proof of Lemma 3.1, taking λ = ν = max(3, 82n−d ), we have the following three lemmas.
Lemma 3.4 (The case s1 = d2 ). When 0 < s2 < n−d2 , if we take (δ1,ρ1, γ1) = ( 8ν(α+2)d(ν−2)(α+2)+2αν(n−d−2s2) , ν,
(α+2)(n−d)
n−d+s2α ) and
(δ2,ρ2, γ2) = ( 8ν(α+2)αd(α+2)+2αν(n−d−2s2) , 2νν−α ,
(α+2)(n−d)
n−d+s2α ), then we have∥∥g(x, |u|)u∥∥
L
δ′2
T H
d
2 ,ρ
′
2
 H
s2,γ
′
2

 CTk4‖u‖α
L
δ1 H
d
2 ,ρ1 H
s2,γ1
‖u‖
L
δ2
T H
d
2 ,ρ2
 H
s2,γ2

, (3.7)
x y T x y x y
104 X. Zhao et al. / J. Math. Anal. Appl. 382 (2011) 97–109and ∥∥g(x, |u|u)− g(x, |v|)v∥∥
L
δ′2
T L
ρ′2
x H
s2,γ
′
2
y
 CTk4
(‖u‖α
L
δ1
T L
ρ1
x H
s2,γ1
y
+ ‖v‖α
L
δ1
T L
ρ1
x H
s2,γ1
y
)‖u − v‖
L
δ2
T L
ρ2
x H
s2,γ2
y
, (3.8)
where k4 = 1− α(2n−d−2s2)8 .
When s2 >
n−d
2 , if we take (δ1,ρ1, γ1) = ( 8νd(ν−2) , ν,2), (δ2,ρ2, γ2) = ( 8ναd , 2νν−α ,2), then we have∥∥g(x, |u|)u∥∥
L
δ′2
T H
d
2 ,ρ
′
2
x H
s2,γ
′
2
y
 CTk′4‖u‖α
L
δ1
T H
d
2 ,ρ1
x H
s2,γ1
y
‖u‖
L
δ2
T H
d
2 ,ρ2
x H
s2,γ2
y
, (3.9)
and ∥∥g(x, |u|)u − g(x, |v|)v∥∥
L
δ′2
T L
ρ′2
x H
s2,γ
′
2
y
 CTk′4
(‖u‖α
L
δ1
T L
ρ1
x H
s2,γ1
y
+ ‖v‖α
L
δ1
T L
ρ1
x H
s2,γ1
y
)‖u − v‖
L
δ2
T L
ρ2
x H
s2,γ2
y
, (3.10)
where k′4 = 1− αd8 .
Lemma 3.5 (The case s2 = n−d2 ). When 0 < s1 < d2 , if we take (δ1,ρ1, γ1) = ( 8λ(α+2)λα(d−2s1)+2(α+2)(n−d)(λ−2) ,
(α+2)d
d+s1α ,λ), (δ2,ρ2, γ2) =
(
8λ(α+2)
α(d−2s1)λ+2α(n−d)(α+2) ,
(α+2)d
d+s1α ,
2λ
λ−α ), then we have∥∥g(x, |u|)u∥∥
L
δ′2
T H
s1,ρ
′
2
x H
n−d
2 ,γ
′
2
y
 CTk5‖u‖α
L
δ1
T H
s1,ρ1
x H
n−d
2 ,γ1
y
‖u‖
L
δ2
T H
s1,ρ2
x H
n−d
2 ,γ2
y
, (3.11)
and ∥∥g(x, |u|)u − g(x, |v|)v∥∥
L
δ′2
T H
s1,ρ
′
2
x L
γ ′2
y
 CTk5
(‖u‖α
L
δ1
T H
s1,ρ1
x L
γ1
y
+ ‖v‖α
L
δ1
T H
s1,ρ1
x L
γ1
y
)‖u − v‖
L
δ2
T H
s1,ρ2
x L
γ2
y
, (3.12)
where k5 = 1− α(2n−d−2s1)8 .
When s1 >
d
2 , if we take (δ1,ρ1, γ1) = ( 4λ(n−d)(λ−2) ,2, λ), (δ2,ρ2, γ2) = ( 4λα(n−d) ,2, 2λλ−α ), then we have∥∥g(x, |u|)u∥∥
L
δ′2
T H
s1,ρ
′
2
x H
n−d
2 ,γ
′
2
y
 CTk′5‖u‖α
L
δ1
T H
s1,ρ1
x H
n−d
2 ,γ1
y
‖u‖
L
δ2
T H
s1,ρ2
x H
n−d
2 ,γ2
y
, (3.13)
and ∥∥g(x, |u|)u − g(x, |v|)v∥∥
L
δ′2
T H
s1,ρ
′
2
x L
γ ′2
y
 CTk′5
(‖u‖α
L
δ1
T H
s1,ρ1
x L
γ1
y
+ ‖v‖α
L
δ1
T H
s1,ρ1
x L
γ1
y
)‖u − v‖
L
δ2
T H
s1,ρ2
x L
γ2
y
, (3.14)
where k′5 = 1− α(n−d)4 .
Lemma 3.6 (The case s1 = d2 and s2 = n−d2 ). Taking (δ1,ρ1, γ1) = ( 8νλd(ν−2)λ+2ν(n−d)(λ−2) , ν, λ), (δ2,ρ2, γ2) = ( 8νλα[dλ+2(n−d)ν] , 2νν−α ,
2λ
λ−α ), then we have∥∥g(x, |u|)u∥∥
L
δ′2
T H
d
2 ,ρ
′
2
x H
n−d
2 ,γ
′
2
y
 CTk6‖u‖α
L
δ1
T L
ρ1
x H
γ1
y
‖u‖
L
δ2
T H
d
2 ,ρ2
x H
n−d
2 ,γ2
y
, (3.15)
and ∥∥g(x, |u|)u − g(x, |v|)v∥∥
L
δ′2
T L
ρ′2
x L
γ ′2
y
 CTk6
(‖u‖α
L
δ1
T L
ρ1
x L
γ1
y
+ ‖v‖α
L
δ1
T L
ρ1
x L
γ1
y
)‖u − v‖
L
δ2
T L
ρ2
x L
γ2
y
, (3.16)
where k6 = 1− α(2n−d)8 .
Lemma 3.7. Assume that 0 < s1 < d2 and 0 < s2 <
n−d
2 . If we take δ = 8(α+2)α(2n−d−2s1−4s2) , ρ =
(2+α)d
s1α+d , γ =
(2+α)(n−d)
s2α+n−d , then we have∥∥g(x, |u|)u∥∥
Lδ
′
T H
s1,ρ
′
x H
s2,γ
′
y
 CTk7‖u‖α+1
LδT H
s1,ρ
x H
s2,γ
y
, (3.17)
and ∥∥g(x, |u|)u − g(x, |v|)v∥∥
Lδ
′
T L
ρ′
x L
γ ′
y
 CTk7
(‖u‖α
LδT H
s1,ρ
x H
s2,γ
y
+ ‖v‖α
LδT H
s1,ρ
x H
s2,γ
y
)‖u − v‖LδT Lρx Lγy , (3.18)
where k7 = 1− α(2n−d−2s1−4s2) .8
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∥∥g(x, |u|)u∥∥
H
s1,ρ
′
x H
s2,γ
′
y
 C
∥∥|u|αu∥∥
H
s1,ρ
′
x H
s2,γ
′
y
 C‖u‖α+1
H
s1,ρ
x H
s2,γ
y
.
Integrating t from −T to T , using Hölder inequality, we have
∥∥g(x, |u|)u∥∥
Lδ
′
T H
s1,ρ
′
x H
s2,γ
′
y
 CTk7‖u‖α+1
LδT H
s1,ρ
x H
s2,γ
y
,
which completes the proof of the ﬁrst inequality.
Secondly, using Hölder inequality and Sobolev embedding, we have
∥∥g(x, |u|)u − g(x, |v|)v∥∥
Lρ
′
x L
γ ′
y
 C
∥∥(|u|α + |v|α)(u − v)∥∥
Lρ
′
x L
γ ′
y
 C
(‖u‖α
Lθαx L
κα
y
+ ‖v‖α
Lθαx L
κα
y
)‖u − v‖Lρx Lγy
(
θ = ρ
ρ − 2 , k =
γ
γ − 2
)
 C
(‖u‖α
H
s1,ρ
x H
s2,γ
y
+ ‖v‖α
H
s1,ρ
x H
s2,γ
y
)‖u − v‖Lρx Lγy .
Integrating t from −T to T , using Hölder inequality, we have
∥∥g(x, |u|)u − g(x, |v|)v∥∥
Lδ
′
T L
ρ′
x L
γ ′
y
 C
( T∫
−T
(‖u‖α
H
s1,ρ
x H
s2,γ
y
+ ‖v‖α
H
s1,ρ
x H
s2,γ
y
)δ′ ‖u − v‖δ′
Lρx L
γ
y
dt
) 1
δ′
 CT 1− α+2δ
(‖u‖α
LδT H
s1,ρ
x H
s2,γ
y
+ ‖v‖α
LδT H
s1,ρ
x H
s2,γ
y
)‖u − v‖LδT Lρx Lγy
= CTk7(‖u‖α
LδT H
s1,ρ
x H
s2,γ
y
+ ‖v‖α
LδT H
s1,ρ
x H
s2,γ
y
)‖u − v‖LδT Lρx Lγy ,
which completes the proof of the second inequality. 
Remark. From the above seven lemmas, we see that we obtain the nonlinear estimates for the following cases
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
s1  0, s2  0, 0 < α <
8
2n − d ,
2n − d > 2s1 + 4s2 > 2n − d − 8
α
, or s1 >
d
2
, s2 >
n − d
2
,
8
2n − d  α < α1,
2n − d > 2s1 + 4s2 > 2n − d − 8
α
, or s1 > s
∗
1, s2 > s
∗
2, α1  α < α2,
2n − d > 2s1 + 4s2 > 2n − d − 8
α
, or s1 > s

1, s2 > s

2, α2  α,
where⎧⎪⎪⎨
⎪⎪⎩
α1 = 8
d
, α2 = 4
n − d , s
∗
1 =
d
2
− 4
α
, s∗2 =
n − d
2
, s1 =
d
2
, s2 =
n − d
2
− 2
α
, if 2n 3d,
α1 = 4
n − d , α2 =
8
d
, s∗1 =
d
2
, s∗2 =
n − d
2
− 2
α
, s1 =
d
2
− 4
α
, s2 =
n − d
2
, if 2n > 3d.
In order to get the global well-posedness in anisotropic Sobolev space, we need the following anisotropic Sobolev em-
bedding inequality. Using theorem of p. 325 in [11], we have the following lemma.
Lemma 3.8. For any u(·,·, t) ∈ H2x H1y , we have
∥∥u(·,·, t)∥∥α+2Lα+2(Rn)  Cn,d,α∥∥u(·,·, t)∥∥ 2nα+8n+αd4nL2(Rn)
d∏
i=1
∥∥u(·,·, t)xi xi∥∥ α4nL2(Rn)
n∏
i=d+1
∥∥u(·,·, t)xi∥∥ α2nL2(Rn). (3.19)
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Proof of Theorem 1.1. Let W (t) be as before. To prove the existence we need to deﬁne the mapping S as follows
Su(·,·, t) = W (t)u0 +
t∫
0
W (t − τ )g(x, |u|)u(·,·, τ )dτ , |t| T .
Case A. Assuming that 0 < α < 82n−d , s1  0, s2  0, we prove that IVP (1.1) is locally solvable in H
s1
x H
s2
y .
Subcase 1. s1 = s2 = 0 (or s1 > 0, s2 = 0 or s1 = 0, s2 > 0).
Let XT = {u ∈ C([−T , T ], L2x L2y) ∩ Lδ([−T , T ], Lρx L
γ
y )}, where (δ,ρ,γ ) = ( 8(α+1)α(2n−d) ,2(α + 1),2(α + 1)) is admissible triple.
We take the norm in XT to be ‖u‖XT = [u]1 + [u]2, with
[u]1 = sup
|t|T
∥∥u(·,·, t)∥∥L2x L2y , [u]2 =
∥∥u(·,·, t)∥∥LδT Lρy Lγx .
For M > 0 to be speciﬁed later we deﬁne the metric space (XMT ,d) as follows
XMT =
{
u ∈ XT : ‖u‖XT  M
}
,
d(u, v) = ‖u − v‖LδT Lρx Lγy , ∀u, v ∈ X
M
T .
Obviously, by Theorem 4.4.1 of [12], we can prove that (XMT ,d) is a complete metric space.
We ﬁrst prove that S maps XMT into itself. Indeed, since (∞,2,2) is admissible triples, thus by Lemma 2.3 we have
[Su]1 
∥∥W (t)u0∥∥L∞T L2x L2y +
∥∥∥∥∥
t∫
0
W (t − τ )g(x, |u|)u(·,·, τ )dτ
∥∥∥∥∥
L∞T L2x L
2
y
 C0‖u0‖L2x L2y + C1
T∫
−T
∥∥W (t − τ )|u|αu(·,·, τ )∥∥L∞T L2x L2y dτ
 C0‖u0‖L2x L2y + C1
T∫
−T
∥∥|u|α+1∥∥L2x L2y dτ
 C0‖u0‖L2x L2y + C1T
k0‖u‖α+1
LδT L
ρ
x L
γ
y
 C0‖u0‖L2x L2y + C1T
k0Mα+1,
where k0 = 1− α(2n−d)8 .
Similarly, we obtain
[Su]2  C0‖u0‖L2x L2y + C1T
k0Mα+1.
Hence,
‖Su‖XT = [Su]1 + [Su]2  2C0‖u0‖L2x L2y + 2C1T
k0Mα+1.
Now let M = 4C0‖u0‖L2x L2y , and take T suﬃciently small such that 4C1T
k0Mα < 1 (the assumption 0 < α < 82n−d is needed
to ensure k0 > 0), then by the above inequality we can see that S maps XM into itself.T
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d(Su, Sv) =
∥∥∥∥∥
t∫
0
W (t − τ )(g(x, |u|)u(·,·, τ ) − g(x, |v|)v(·,·, τ ))dτ
∥∥∥∥∥
LδT L
ρ
x L
γ
y
 C1
T∫
−T
∥∥|u|αu − |v|αv∥∥L2x L2y dτ
 C1T k0
(‖u‖α
LδT L
ρ
x L
γ
y
+ ‖v‖α
LδT L
ρ
x L
γ
y
)‖u − v‖LδT Lρx Lγy
 2C1T k0Mα‖u − v‖LδT Lρx Lγy
 2C1T k0Mαd(u, v).
We can also see that S is a contraction mapping from XMT into X
M
T .
Thus by the Banach ﬁxed point theorem, we see that S has a unique ﬁxed point in XMT which is the solution of IVP (1.1)
in C([−T , T ], L2x L2y).
Since Hs1 (Rd) ↪→ L2(Rd) (or Hs2 (Rn−d) ↪→ L2(Rn−d)), the existence of solution in C([−T , T ], L2x L2y) for the case s1 > 0,
s2 = 0 or s1 = 0, s2 > 0 is easily proved, so we omit its proof. From the above process, the dependence on the initial value
is easily proved.
Subcase 2. 0 < s1 < d2 and s2 >
n−d
2 (or s1 >
d
2 , 0 < s2 <
n−d
2 or s1 >
d
2 , s2 >
n−d
2 or 0 < s1 <
d
2 , 0 < s2 <
n−d
2 ).
Let YT = {u ∈ C([−T , T ], Hs1x Hs2y ) ∩ Lδ([−T , T ], Hs1,ρx H
s2,γ
y )}, where admissible triple (δ,ρ,γ ) is as in Lemma 3.1 (or in
Lemma 3.2 or in Lemma 3.3 or in Lemma 3.7). We take the norm in YT to be ‖u‖YT = [u]1 + [u]2, where
[u]1 = sup
|t|T
∥∥u(·,·, t)∥∥Hs1x Hs2y , [u]2 =
∥∥u(·,·, t)∥∥LδT Hs1,ρy Hs2,γx .
For M > 0 to be speciﬁed later we deﬁne the metric space (Y MT ,d) as follows
Y MT =
{
u ∈ YT : ‖u‖YT  M
}
,
d(u, v) = ‖u − v‖LδT Lρx Lγy , ∀u, v ∈ Y
M
T .
In a similar way as in Subcase 1, we see that S has a unique ﬁxed point in Y MT which is a solution of IVP (1.1) in
C([−T , T ], Hs1x Hs2y ). Moreover, the solution is continuously dependent on the initial value function. Here we omit the details.
Subcase 3. s1 = d2 and 0 < s2 = n−d2 (or 0 < s1 = d2 , s2 = n−d2 or s1 = d2 , s2 = n−d2 ).
Let ZT = {u ∈ C([−T , T ], Hs1x Hs2y ) ∩ Lδ1 ([−T , T ], Hs1,ρ1x H
s2,γ1
y ) ∩ Lδ2([−T , T ], Hs1,ρ2x H
s2,γ2
y )}, where admissible triples
(δi,ρi, γi), i = 1,2 are as in Lemma 3.4 (or in Lemma 3.5 or in Lemma 3.6). We take the norm in ZT to be ‖u‖ZT =[u]1 + [u]2 + [u]3, where
[u]1 = sup
|t|T
∥∥u(·,·, t)∥∥Hs1x Hs2y , [u]2 =
∥∥u(·,·, t)∥∥
L
δ1
T H
s1,ρ1
y H
s2,γ1
x
, [u]3 =
∥∥u(·,·, t)∥∥
L
δ2
T H
s1,ρ2
y H
s2,γ2
x
.
For M > 0 to be speciﬁed later we deﬁne the metric space (ZMT ,d) as follows
ZMT =
{
u ∈ ZT : ‖u‖ZT  M
}
.
Corresponding to Lemma 3.4, we let
d(u, v) = ‖u − v‖
L
δ2
T L
ρ2
x H
s2,γ2
y
, ∀u, v ∈ ZMT .
Corresponding to Lemma 3.5, we let
d(u, v) = ‖u − v‖
L
δ2 H
s1,ρ2 L
γ2 , ∀u, v ∈ ZMT .T x y
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d(u, v) = ‖u − v‖
L
δ2
T L
ρ2
x L
γ2
y
, ∀u, v ∈ ZMT .
In a similar way as in Subcase 1, we see that S has a unique ﬁxed point in ZMT which is a solution of IVP (1.1) in
C([−T , T ], Hs1x Hs2y ). Moreover, the solution is continuously dependent on the initial value function. Here we omit the details.
Case B. Assume that α  82n−d and 2n − d > 2s1 + 4s2 > 2n − d − 8α , then δ in Lemma 3.7 has its meaning, and k7 > 0.
Similar to the proof of Subcase 1, by Lemma 3.7 we can prove that IVP (1.1) is locally well-posed in Hs1x H
s2
y .
If 8d 
4
n−d , similar to the proof of Subcase 1, by Lemma 3.1 and Lemma 3.3 we can prove that IVP (1.1) is locally
well-posed in Hs1x H
s2
y for s1, s2 which satisfy the following conditions:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
s1 >
d
2
, s2 >
n − d
2
, if
8
2n − d  α <
8
d
;
s1 >
d
2
− 4
α
, s2 >
n − d
2
, if
8
d
 α < 4
n − d ;
s1 >
d
2
, s2 >
n − d
2
− 2
α
, if
4
n − d  α.
If 8d >
4
n−d , similar to the proof of Subcase 1, by Lemma 3.2 and Lemma 3.3 we can prove that IVP (1.1) is locally
well-posed in Hs1x H
s2
y for s1, s2 which satisfy the following conditions:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
s1 >
d
2
, s2 >
n − d
2
, if
8
2n − d  α <
4
n − d ;
s1 >
d
2
, s2 >
n − d
2
− 2
α
, if
4
n − d  α <
8
d
;
s1 >
d
2
− 4
α
, s2 >
n − d
2
, if
8
d
 α. 
Proof of Theorem 1.2. From the conditions either 2  n  4, d = n − 1, α  2 or n = 4, d = 1,2, 2  α < 8d or 4 < n  10,
2n − d > 8, 2 α < 82n−d−8 , by Theorem 1.1 we can obtain the local well-posedness in H2x H1y .
Furthermore, the perturbed Schrödinger equation has the following conservation laws:
E(t) =
∫
Rn
∣∣u(x, t)∣∣2 dx = E(0) (4.1)
and
H(t) = ‖∇u‖2L2(Rn) − a
d∑
i=1
‖uxixi‖2L2(Rn) −
2c
α + 2‖u‖
α+2
Lα+2(Rn) = H(0). (4.2)
If a < 0 and c < 0, by (4.1) and (4.2) we have
‖u‖2H1(Rn) − a
d∑
i=1
‖uxixi‖2L2(Rn)  ‖u0‖2L2(Rn) + H(0). (4.3)
If a < 0 and c > 0, by (4.1), (4.2) and Lemma 3.8, we obtain
‖u‖2H1(Rn) − a
d∑
i=1
‖uxixi‖2L2(Rn) = ‖u0‖2L2(Rn) + H(0) +
2c
α + 2‖u‖
α+2
Lα+2(Rn)
 ‖u0‖2L2(Rn) + H(0) +
2c
α + 2Cn,d,α‖u0‖
2nα+8n+dα
4n
L2(Rn)
d∏
i=1
‖uxixi‖
α
4n
L2
n∏
i=d+1
‖uxi‖
α
2n
L2
= ‖u0‖2L2(Rn) + H(0) + N
d∏
‖uxixi‖
α
4n
L2(Rn)
n∏
‖uxi‖
α
2n
L2(Rn)
, (4.4)
i=1 i=d+1
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N = 2c
α + 2Cn,d,α‖u0‖
2nα+8n+dα
4n
L2(Rn)
.
By Young’s inequality, we have
d∏
i=1
‖uxixi‖
α
4n
L2(Rn)
n∏
i=d+1
‖uxi‖
α
2n
L2(Rn)

d∑
i=1
1
2n − d‖uxixi‖
α(2n−d)
4n
L2(Rn)
+
n∑
i=d+1
2
2n − d‖uxi‖
α(2n−d)
4n
L2(Rn)
. (4.5)
Therefore, by (4.4) and (4.5) we have
‖u‖2H1(Rn) − a
d∑
i=1
‖uxixi‖2L2(Rn)  ‖u0‖2L2(Rn) + H(0) +
2N
2n − d
(
d∑
i=1
‖uxixi‖
α(2n−d)
4n
L2(Rn)
+
n∑
i=d+1
‖uxi‖
α(2n−d)
4n
L2(Rn)
)
. (4.6)
By (4.3) and (4.6), we have ‖u(·,·, t)‖H2x L2y  C and ‖u(·,·, t)‖L2x H1y  C , thus ‖u(·,·, t)‖H2x H1y  C provided that one of the
three conditions of Theorem 1.2 holds. (Noting that if a < 0, c > 0, α(2n−d) = 8n, then 2N2n−d < min(|a|,1) is needed, which
means that ‖u0‖L2(Rn) is small.) Theorem 1.2 follows by the energy method. 
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