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ABSTRACT
A characterization of sampling sequences for the Bergman spaces was originally provided
by Seip and later expanded upon by Schuster. We consider a generalized notion of sampling
using the infimum norm of the quotient space. Adapting some old techniques, we provide a
characterization of general sampling sequences in terms of the lower uniform density.
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1 INTRODUCTION
In this thesis, we will consider a generalized notion of sampling sequences for the Bergman
spaces on the complex unit disk. In the most general terms, sampling refers to the process of
measuring the value of a function at a series of points in order to obtain a significant amount
of information about the overall behavior of the function. A related, and in some ways dual,
concept to sampling is interpolation which refers to the process of finding a function that
attains some prescribed values at a series of points. While this paper is primarily concerned
with the former, any decent mathematical excursion into either sampling or interpolation
should provide consideration for its counterpart.
The ideas of sampling and interpolation have enjoyed a rich history going back to sig-
nal theory of bandlimited functions. In particular, the Nyquist-Shannon Sampling Theorem
provided a complete description of necessary and sufficient conditions to recreate a bandlim-
ited function from a series of samples at regular intervals. Thereafter, many sought to solve
similar problems for many classical function spaces.
Beurling explored a problem of balayage of bandlimited functions in terms of Radon
measures supported on a given compact set [1]. His work was significant in that it provided
necessary and sufficient conditions for the distribution of a discrete sampling set in R. Beurl-
ing’s method of proof included the concepts of uniformly discrete sequences, weak limits of
sequences as well as his formulations of the upper and lower uniform densities.
It was Seip who, inspired by Beurling’s results, proceeded to provide a characterization
for sampling and interpolation for certain spaces of holomorphic functions on the complex
unit disk using an analogous formulation of the upper and lower uniform densities [12]. In
particular, he proved the sampling and interpolation theorems for the growth space A−β. In
the latter section of his paper, he outlined a method of proof for the analogous sampling and
interpolation theorems for the Bergman space A2.
In his Ph.D. thesis, and later published in [9], Schuster provided a complete proof of
1
the sampling and interpolation theorems for the Bergman spaces for all 1 ≤ p < ∞. His
techniques followed along the lines of those outlined by Beurling and Seip. The case when
0 < p < 1 required some different techniques but was also proved by Schuster and Varolin
in [11].
In the usual formulation of the sampling and interpolation problems for the Bergman
spaces, the assumption is made that the points in the sequence be distinct. This is because
there is nothing to be gained from measuring the value of a function multiple times. However,
one can formulate another version of the sampling problem which also takes into account
the functions derivatives at each point. Similarly, for interpolation the problem would be
to find a function whose derivatives attain certain prescribed values at each point. Such
problems have been considered in the context of various classical function spaces. Krosky
and Schuster proved a characterization of multiple interpolation sequences for the Bergman
spaces using canonical zero divisors as well as the upper uniform density [4]. However, similar
explorations have not been found for so called multiple sampling sequences. Perhaps this is
because such a generalization would follow with little effort from the previously considered
techniques.
The traditional notions of sampling and interpolation for the Bergman spaces involve a
weighted sum. In the case of interpolation, given a sequence of values for which the sum
converges the problem is to find a function that attains those values along the sequence of
points. For the sampling problem, we want that the sum is bounded above and below by a
factor of the function norm. This can be stated in terms of a frame of the function space
with respect to point evaluation functionals.
One limitation of such formulations is that they require the consideration of uniformly
discrete sequences. Uniformly discrete sequences go all the way back to Beurling. Another
limitation of the previously considered formulations of the sampling and interpolation prob-
lems is that they deal primarily with discrete values. Even in the case of multiple sampling
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and interpolation, we have a fixed number of derivatives we are dealing with. One can con-
ceive a problem in which different orders of the derivative are considered at each point in
the sequence.
Luecking developed a different formulation of the sampling and interpolation problems
in terms of a quotient norm. Instead of just evaluating a function and its derivatives at a
point, we can consider the space of all holomorphic functions on some neighborhood of that
point and quotient out by the space of all functions that have a zero of the appropriate order
at that point. Then a natural choice of norm on this quotient space is the infimum; that
is, the infimum of the local Bergman space norm of all functions that agree at that point.
We then sum over the sequence and formulate the appropriate sampling and interpolation
problems.
One can easily show, and indeed we will later prove, that these more general notions of
sampling and interpolation are equivalent in the case of distinct points. This new notion
has the added benefit that we can allow points to get arbitrarily close together (in the same
neighborhood) as well as having an arbitrary finite order of repetition at any given point
in the sequence. In [8], Luecking provided a complete characterization of these so called
generalized interpolating sequences. He split up the sequence into these finite clusters con-
tained in neighborhoods over which the quotient space norm is applied. Some consideration
must be made for how we choose the clusters and neighborhoods. For example, it is required
that any repetitions of a point must be in the same cluster so that we get the appropriate
quotient. Also, we cannot allow points to get too close the boundary of the neighborhoods
or else we could have arbitrarily large values of point but an arbitrarily small quotient norm.
The choice of clusters and neighborhoods as outlined by Luecking is called a sampling or
interpolation scheme. Luecking proved that the necessary and sufficient conditions a gener-
alized interpolation sequence was precisely the density condition D+(Γ) < 1/p. Introducing
the quotient norm effectively removed the uniformly discrete condition. In the following
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pages, we turn to the counterpart problem of generalized sampling sequences using the same
quotient norm.
In chapter 2, we will introduce notation as well as rigorously define many of the concepts
stated here as well as those used throughout. We will also provide a proof that the regular and
general notions of sampling are indeed equivalent in the case of uniformly discrete sequences.
In chapter 3, we discuss some preliminary results that will play important parts in the proofs
that follow. In particular, we discuss equivalent ideas of bounded density in terms of the
sampling scheme chosen for that given sequence.
The proofs of the necessity and sufficiency of the density condition follow in chapters 4and
5 respectively. The necessity follows the ideas used by Schuster and Seip but require adap-
tation based on the sampling schemes. Using the concept of weak limits of Mobius transfor-
mations and following the argument used by Luecking in the case of sampling measures, we
prove the sufficiency. Finally, in chapter 6 we will provide a consideration of the case p < 1,
explore examples of general sampling schemes as well as discuss future work.
2 BACKGROUND
Let D be the complex unit disk and dA be the Lebesgue area measure. We will abuse
notation and take dA =
1
π
dA to be the normalized area measure so that
∫
D dA = 1.







In the case where Ω = D, we simply write Ap = Ap(D). For the purposes of the proceedings,
unless otherwise specified, we will assume that 1 ≤ p <∞. Note that under this assumption
Ap is a Banach space. If p = 2, then it is a Hilbert space with reproducing kernel.
An important part of our study of the Bergman Spaces on the unit disk will involve
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Möbius transformations of the disk. For any ξ ∈ D, define φξ(z) =
ξ − z
1− ξ̄z
. One can easily
verify that φξ defines a conformal map from D onto itself and exchanges ξ and 0. We note
various properties of φξ whose computations shall be omitted:
i. φξ(φξ(z)) = z, so φ
−1










is the Jacobian when using φξ as a change of variables.
The pseudohyperbolic distance on D is ρ(z, ξ) = |φξ(z)| for all z, ξ ∈ D. One can verify
that this is an honest to goodness metric on D. The pseudohyperbolic metric is somewhat
natural to study in our case mainly because it is invariant under Möbius transformations.
Indeed, we have that
ρ(φξ(z), φξ(w)) = ρ(z, w)
for all z, w, ξ ∈ D.
Another important property of the pseudohyperbolic metric is that it satisfies the follow-
ing pseudohyperbolic version of the triangle inequality.
|ρ(z, ξ)− ρ(ξ, w)|
1− ρ(z, ξ)ρ(ξ, w)
≤ ρ(z, w) ≤ ρ(z, ξ) + ρ(ξ, w)
1 + ρ(z, ξ)ρ(ξ, w)
for all z, w, ξ ∈ D.
We write ∆(z, ε) = {w ∈ D : ρ(z, w) < ε} for the psuedohyperbolic disk centered at z of
radius ε. We can compute the Euclidean area of the pseudohyperbolic disk for reference as

























In fact, we have




for all z ∈ D and ε < 1.




dA(z) be the hyperbolic area measure. Then the hyperbolic area of any set







Computing the hyperbolic area of an arbitrary pseudohyperbolic disk simply requires polar





























Since φξ is a linear fractional transformation, we know that the resulting open set ∆(z, ε)




since γ2 is equal to the area. To compute the center, consider ∆(a, ε) where a is a real




























So with α and γ as calculated above we have ∆(z, ε) = D(α, γ).
Let Γ = {zk} be a sequence of distinct points in D. We say that Γ is uniformly discrete




the separation constant of Γ. Uniformly discrete sequences play an important role in the
density theorems for sampling and interpolation in the Bergman Spaces.
Now we define the uniform densities of a sequence in D. For a sequence Γ = {zk}, a point
ξ ∈ D and a radius r, define











Then the upper and lower uniform densities of Γ are given respectively by










Throughout the proceedings, we will want to consider sequences of “bounded density”.
In order to deal with the concept of bounded density, it is often easier to use an alternative
notion of density. Let n(Γ, ξ, r) = |∆(ξ, r) ∩ Γ| and define









Then we can write










The following lemma, proved in [2], gives some equivalent conditions for bounded density.
Lemma 2.1. Let Γ = {zk} be a sequence of distinct points in D. The following are equivalent:
i. Γ is the finite union of uniformly discrete sequences
ii. there exists 0 < r < 1 such that supξ∈D n(Γ, ξ, r) <∞
iii. for all 0 < r < 1, supξ∈D n(Γ, ξ, r) <∞
iv. D+(Γ) <∞
Later, we will formulate a new idea of bounded density in terms of the sampling scheme
chosen for a given sequence. We will again see that it is equivalent to those mentioned above.
2.1 Sampling Sequences
We are now ready to describe the regular notion of sampling. A sequence Γ = {zk} of distinct





(1− |zk|2)2|f(zk)|p ≤ C2‖f‖pp
for all f ∈ Ap. This inequality can be considered a special case of a frame on the function
space applied to the point evaluation functionals.
It is well known that the upper sampling inequality is satisfied exactly when the sequence
Γ is a finite union of uniformly discrete sequences or equivalently that Γ has bounded den-
sity. The problem then is to find necessary and sufficient conditions under which the lower
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sampling inequality is satisfied. The following theorem was stated in its original form by
Seip and later explored by Schuster.
Theorem 2.2. A sequence Γ of distinct points in D is a sampling sequence for Ap if and only
if it is the finite union of uniformly discrete sequences and it contains a uniformly discrete
subsequence Γ′ for which D−(Γ′) > 1/p.
Now, we can state our more general notion of sampling. Let Γ be a sequence in D,
possibly with repeated points. Partition Γ into finite, disjoint, non-empty “clusters” Zk so
that ∪kZk = Γ. We will require that all repetitions of a certain point are in the same Zk and
that there exists lower bound on the pseudohyperbolic distance between the clusters. The
idea here being that sampling a repeated point is equivalent to sampling the values of the
derivatives.
We also require a lower bound on the psuedohyperbolic distance between clusters, that
is, there exists δ > 0 so that inf {ρ(z, ξ) : z ∈ Zk, ξ ∈ Zj, k 6= j} ≥ delta. The idea is that
any failure of uniform discreteness is reflected within clusters rather than between them.
With each cluster Zk, we associate an open set Gk so that ∆(zj, ε) ⊂ Gk for each zj ∈ Zk
for some 0 < ε < 1. We also require an upper bound on the psuedohyperbolic diameter of
each Gk, that is, that there exists R < 1 so that diamρ(Gk) = sup {ρ(z, ξ) : z, ξ ∈ Gk} ≤ R
for all k. We call the collection of pairings {(Zk, Gk)} a sampling scheme for Γ, if it exists.
For each (Zk, Gk), let N(Zk) = N(Zk, Gk) be the subset of functions in A
p(Gk) whose zero
set contains Zk (respecting multiplicity). Then we consider the quotient space A
p(Gk)/N(Zk)
the sets of equivalence classes of functions that agree on Zk. We say that f ≡ g in
Ap(Gk)/N(Zk) if f − g ∈ N(zk). The norm of an equivalence class will be the infimum
of the pth power of the Ap(Gk) norm of all elements in that equivalence class. This is the
standard norm to take when dealing with a quotient space.
A sequence Γ is said to be a general sampling sequence for Ap with respect to the scheme
9







|g|p dA : g ≡ f in Ap(Gk)/N(Zk)
}
≤ C2‖f‖pp
for all f ∈ Ap. It should be noted that the upper inequality is satisfied when the Gk’s have
bounded overlap, that is when supz∈D
∑
k χGk(z) <∞. We will see, however, that this does
not imply bounded density. We will need two more conditions, an upper bound on the size
of the Zk’s and a lower bound on the pseudohyperbolic distance between the Zk’s.
For our main result, we will assume all sampling schemes satisfy these conditions and
seek necessary and sufficient conditions for which the lower general sampling inequality holds
true.
Theorem 2.3. Suppose Γ has bounded density and {(Zk, Gk)} is a sampling scheme. Then
Γ is general sampling with respect to {(Zk, Gk)} if and only if D−(Γ) > 1/p.
Next, we want to show that in the case of uniformly discrete sequences, the two notions
of sampling are equivalent. First, we need a lemma that is essentially the pseudohyperbolic
form of the sub-mean value property.





Proof. First of all, note that the function f ◦ φξ[φ′ξ]2/p is holomorphic on D. Therefore,
|f ◦ φξ|p|φ′ξ|2 is subharmonic and we have
ε2|f ◦ φξ(0)|p|φ′ξ|2 ≤
∫
D(0,ε)
|f ◦ φξ|p|φ′ξ|2 dA.
10





Proposition 2.5. Let Γ be a uniformly discrete sequence in D with separation constant δ
















for all f ∈ Ap.
Proof. Let σ = min {δ/2, ε} so that the disks ∆(zj, σ) are disjoint and ∆(zj, σ) ∈ Gk for all













for any g ∈ Ap(Gk) with g = f on Zk and all k.


































∣∣∣∣ zl − zj1− z̄lzj
∣∣∣∣−p .





where M is the upper bound on the number of zj ∈ Zk . For each zj ∈ Zk, Gk ⊂ ∆(zj, R).
Splitting up the integral linearly and estimating the Euclidean area of each ∆(zj, R) we get
∫
Gk











A sequence Γ is said to be a zero set for Ap if there exists a non-zero function that
vanishes to the appropriate orders on Γ. A sequence that is not a zero set is called a set of
uniqueness for Ap since a function is uniquely determined by its values on such a set. As
with the regular notion, an important property of general sampling sequences is that they
are necessarily a set of uniqueness for Ap. Indeed, if f is a non-trivial function that vanishes




As mentioned before, our only assumptions on the sampling scheme associated with a given
sequence is that there is an upper bound on the pseudohyperbolic diameter of the Gk’s,
that the points in each Zk don’t get too close to the boundary of Gk and that the clusters
don’t get too close to one another. We now want to investigate how the choice of a general
sampling scheme relates to the idea of bounded density explored in chapter 2. First, we
need the following lemma which gives us an upper bound on the number of points in any
pseudohyperbolic disk.
Lemma 3.1. Let Γ be a sequence in D and {(Zk, Gk)} a general sampling scheme with∑
k χGk(z) ≤M and supk {|Zk|} ≤ N , then there exists a constant
n(Γ, α, r) ≤ CM,N,R,ε
1
1− r2
for all α ∈ D.
Proof. Recall that for all zj ∈ Zk, ∆(zj, ε) ⊂ Gk for all k. If zj ∈ ∆(α, r), then Gk ⊂
∆(α, r+R
1+rR










Multiply both sides by
1
(1− |z|2)2



















Proposition 3.2. Suppose Γ is a sequence in D and {(Zk, Gk)} is general sampling scheme,
then
∑
k χGk(z) ≤M and supk {|Zk|} ≤ N if and only if Γ has bounded density.
Proof. ( =⇒ ) Applying the previous lemma, we have
∫ r
0





ds ≤ C log 1
1− r
for all α ∈ D and all r. Therefore, D+(Γ) <∞.
(⇐=) Suppose |Zk| → ∞ as k →∞. Let ξk ∈ Zk, then Zk ⊂ ∆(ξk, R) for all k. This implies
that




D(Γ, ξk, R) =∞
which contradicts our assumption that Γ has bounded density. Now, suppose supk {|Zk|} ≤
N and Γ has bounded density. However, suppose
∑
k χGk(z) is unbounded in D. Then there





Again, consider ∆(ξM , R). By assumption, ξM ∈ Gk for at least M of the Gk’s. Since, the
Zk’s are non-empty, we have that




D(Γ, ξM , R) =∞
which contradictions our assumption that Γ has bounded density.
Combining the two properties considered above with those laid out earlier, we can make
the following definition. A general sampling scheme {(Zk, Gk)} is said to be an admissible
sampling scheme if there exists M,N,R, ε, δ such that
i. supk diamρ(Gk) ≤ R
ii. for all k, ∆(zj, ε) ⊂ Gk for all zj ∈ Zk




v. supk |Zk| ≤ N .
It is clear that all of the constants mentioned above are invariant under Möbius transforma-
tions.
In the regular notion of sampling, we saw that bounded density was necessary and suffi-
cient to get the upper sampling inequality. However, we will see that the upper inequality for
general sampling schemes only requires that the Gk’s have bounded overlap, which is only
half of the bounded density condition. We start off with the observation that the condition
of bounded density is independent of the size of the open sets Gk. This is actually a corollary
of the bounded density result proved earlier.
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Corollary 3.3. Suppose Γ = {zk} and zk ∈ Gk with supk diamρ(Gk) <∞, then

















|g|p dA : g ≡ f in Ap(Gk)/N(Zk)
}
≤ C‖f‖pp
for all f ∈ Ap.
Proof. (=⇒) Suppose
∑

























|g|p dA : g ≡ f in Ap(Gk)/N(Zk)
}
≤ C‖f‖pp
for all f ∈ Ap. Let G′k be open sets so that (G′k)ε ⊂ Gk. Suppose that there exists ξM so
that
∑
k χG′k(ξM) > M/ε
2. Then applying the upper sampling inequality to the function
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(φ′ξM )
















for all M . Therefore, we have a contradiction of our assumption. That is, we have that
supz∈D
∑
k χG′k(z) < ∞. From Lemma 3.4, we see that the Gk’s themselves have bounded
overlap.
While it seems natural to consider only sequences of bounded density, one may wonder if
it is sufficient. The following conjecture poses this question and is analogous to the theorem
of regular sampling which stated that every sampling sequence has a uniformly discrete
sequence that is also a sampling sequence.
Conjecture. Every general sampling sequence for Ap has a subsequence of bounded density
that is also a general sampling sequence for Ap.
3.2 Multiple Sampling
Multiple sampling refers to the idea of not only sampling the value of a function at each
point, but also its derivatives. We will see that in our case, this corresponds to having
repeated points in the clusters and taking the quotient of functions that have a zero at those
points of the respective order.
Before we talk about complete generality, with any finite repetitions in our sequence,
let us consider regular notion of multiple sampling sequences. A sequence Γ is said to be






|f (l)(zk)|p(1− |zk|2)2+lp ≤ C2‖f‖pp
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for all f ∈ Ap. We can then come up with the following characterization analogous to
Theorem 2.2.
Theorem 3.5. A sequence of distinct points Γ is multiple sampling of order n if and only if
Γ is the finite union of uniformly discrete sequences and has a uniformly discrete subsequence
Γ′ for which D−(Γ′) > 1/np.
Another way of thinking about this density condition would be the sequence that repeats
every point of Γ n-times has density strictly greater than 1/p. What we would like to do
is allow for each element of the sequence to be repeated an arbitrary (but finite) number of
times. Indeed, general sampling allows such sampling problems to be considered.
Before we consider the general case, we want to prove that the regular notion of multiple
sampling is equivalent to that of using our new norm in the case of uniformly discrete
sequences. We begin with two lemmas.
Proposition 3.6. Let Γ be a uniformly discrete sequence with separation constant δ. There














for all f ∈ Ap where Ek = {g ∈ Ap(∆(zk, δ/2) : g − f has zero of order at least n at zk}.


















≤ |∆(zk, δ/2)| sup
z∈∆(zk,δ/2)
{|h(z)|p} .






{|z − zk|}lp .
Let α and γ be the Euclidean center and radius of ∆(zk, δ/2) = D(α, γ) respectively,
then using the triangle inequality we have
|z − zk| ≤ |z − α|+ |α− zk| ≤ 2γ ≤ Cδ(1− |zk|2)










The following lemma is based on Lemma 2.1 in [5] by Luecking and is stated here for
easy reference.
Lemma 3.7. There exists a constant depending on n, p, ε such that for all f ∈ ∆(ξ, ε)




Proof. With ∆(ξ, ε) = D(α, γ), then we see that |ξ − α| < εγ. First, we consider γ = 1 and
will later rescale things.
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where r = (1 + ε)/2 and t > r. With w = α + teiθ, dw = teiθ dθ and taking absolute values,
we get





|α + teiθ − ξ|n+1
t dθ.
Now, we can estimate
1






for all t > n and 0 < θ < 2π. Applying this estimate then integrating in t

































the last inequality coming from Hölder’s.
As mentioned above, we must now rescale everything by γ so replace f by f(α+ γz) on









Finally, since γ =
ε(1− |ξ|2)
(1− ε2|ξ|2)
> ε(1− |ξ|2), we have the desired result.
Proposition 3.8. Let Γ be a uniformly discrete sequence with separation constant δ. There











|g|p dA : g ∈ Ek
}
for all f ∈ Ap where Ek = {g ∈ Ap(∆(zk, δ/2) : g − f has zero of order at least n at zk}.
Combining the previous two propositions, we see that in the case of uniformly discrete
sequences with each point being repeated n times, the regular notion of multiple sampling
is equivalent to our new one.
Finally, we observe that generalized sampling sequences satisfy certain fundamental prop-
erties similar to those developed for regular sampling sequences. One important property of
sampling sequences, is that they are invariant under Möbius transformations. For a general
sampling sequence Γ, let K(Γ) be the largest constant that such that the lower sampling
inequality holds.
Proposition 3.9. Let Γ be a general sampling sequence with respect to the scheme {(Zk, Gk)}
with sampling constant K(Γ). Let φξ be a conformal map from D to D. Then φξ(Γ) is a
general sampling sequence with respect to the scheme {(Zk, Gk)} and K(φξ(Γ)) = K(Γ).







Then the map f 7→ f(φξ)[φ′ξ]
2
p is an isometry from Ap(φξ(Gk)) to A
p(Gk). Moreover, it takes
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|g|p dA : g ≡ f in Ap(Gk)/N(Zk)
}
.
We record the following elementary lemma for we will use this idea several times through-
out the proceedings.
Lemma 3.10. Let 1 < p <∞ and f1, . . . , fn ∈ Lp, then
|f1 + · · ·+ fn|p ≤ np−1 (|f1|p + · · ·+ |fn|p) .
Proof. This is a consequence of the fact that xp is a convex function for p > 1:
∣∣∣∣ 1nf1 + · · ·+ 1nfn









|f1 + · · ·+ fn|p ≤ np−1 (|f1|p + · · ·+ |fn|p) .
4 NECESSITY
First, we turn to the proof of the necessity in Theorem 2.3. The ideas involved don’t deviate
far from those used for the regular notion of sampling. However, they require adjustment
to the context of the general sampling scheme. Indeed, we will see that choosing the right
function to apply to our lower sampling inequality, we can get D−(Γ) ≥ 1/p. The difficulty
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lies in show that we can shift Γ outward (toward the boundary) by a pseudohyperbolically
small amount and the resulting sequence will also be general sampling. We must also get
a lower bound on the pseudohyperbolic size of the shift to see that we have reduced the
density enough to get strict inequality.
4.1 Technical Lemmas
We want to show that general sampling sequences are preserved under pseudohyperbolically
small outward radial shifts. First, we need the following technical lemmas.







Proof. Since |φξ(z)| < r/2 and |f ◦ φξ|p is sub-harmonic,










|f ◦ φξ|p dA.















|f ◦ φξ(w)|p dA(w)







































Lemma 4.2. Let f ∈ Ap and ρ(z, ξ) < r/4, then there exists a constant depending on r such
that





Proof. We can write |f(z) − f(ξ)| = |fξ(φξ(z)) − fξ(0)| = |
∫ φξ(z)
0






∣∣∣∣∣ ≤ |φξ(z)| sup{|f ′ξ(w)| : |w| ≤ |φξ(z)|}







∣∣∣∣ : |w| ≤ |φξ(z)|}
≤ ρ(z, ξ)4
r
sup {|fξ(t)| : |t| ≤ |φξ(z)|+ r/4} .
Finally, we can apply Lemma 2.2 to fξ. For |t| ≤ |φξ(z)|+r/4 < r/2, since |t| = ρ(ξ, φξ(t)) <
r/2 we have








Lemma 4.3. Suppose z, ξ ∈ D with ρ(z, ξ) < R < 1, then there exists a constant depending
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on r and R such that
|∆(z, r)| ≤ C|∆(ξ, r)|.


















































We will consider a linear shift on each open set Gk. Choose rk ≥ 1 such that if ψk(z) = rkz
for all z ∈ Gk, then ψk(Gk) ⊂ D. We want to show that under such a small shift, the new
sequence is also general sampling. First of all, we verify that {(ψk(Zk), ψk(Gk))} is indeed a
sampling scheme. Fix ξ ∈ Γ, then ∆(ξ, ε) ⊂ Gk. Let z ∈ D such that ρ(ξ, z) = ε, then
ρ(rkξ, rkz) =
∣∣∣∣rkz − rkξ1− r2kξ̄z
∣∣∣∣ = rk ∣∣∣∣ z − ξ1− r2kξ̄z
∣∣∣∣
≥
∣∣∣∣ z − ξ1− r2kξ̄z
∣∣∣∣ ≥ ∣∣∣∣ z − ξ1− ξ̄z
∣∣∣∣ = ρ(ξ, z) = ε.
Therefore, ∆(rkξ, ε) ⊂ ψk(∆(ξ, ε)) ⊂ ψk(Gk). Also, if we assume ρ(z, rkz) ≤ η for all z ∈ Gk,




Proposition 4.4. Suppose Γ = ∪kZk is a general sampling sequence for Ap with respect to
the scheme {(Zk, Gk)}. Let ψk(z) = rkz for all z ∈ Gk. There exists an η < 1/8 such that if
for all k,
ρ(z, rkz) ≤ η for all z ∈ Gk
then ψ(Γ) = ∪kψk(Zk) is a general sampling sequence for Ap with respect to the scheme
{(ψ(Zk), ψ(Gk))} and its sampling constant can be approximated by that of Γ.
Proof. First note that is η is sufficiently small, then the pseudohypebolic distance between
clusters ψ(Zk) remains bounded away from 0.
For a f ∈ Ap, consider the map
g = f +B 7→ g̃ = f + r−2/pk B ◦ ψ
−1
k .
This gives a 1-to-1 correspondence between elements over which we are taking the infimum.
We will approximate the difference between any two such pairs which will give us an approx-
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imation of the difference between the infimums themselves.

































There exists a constant that depends on p that allows us to split this integral up
∫
Gk









|r2/pk f ◦ ψk − f ◦ ψk|
p + |f ◦ ψk − f |p dA
)
.
Now, since ψk(Gk) ⊂ (Gk)1/2
∫
Gk
















Here we can assume |z| > 1/2 and 1 ≤ rk < 2, so that


















Finally, we see that
∫
Gk
|r2/pk f ◦ ψk − f ◦ ψk|





For the other integral, we apply Lemma 2.3 with r = 1/2 to get
∫
Gk




















Next, we apply Fubini’s Theorem and use Lemma 2.4. If z ∈ Gk and w ∈ ∆(z, 1/2), then
w ∈ (Gk)1/2 and z ∈ ∆(w, 1/2). So then
∫
Gk











































Now, let Ek = A
p(Gk)/N(Zk) and Fk = A
p(ψ(Gk))/N(ψ(Zk)). Using Minkowski’s inequality
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Recall that K(Γ) is the largest constant such that the lower sampling inequality holds.






|g|p dA : g ≡ f in Ek
})1/p
≤ K(Γ)1/p + ε.











K(ψ(Γ))1/p −K(Γ)1/p ≤ Cη + ε.
We can get the same inequality with Γ and ψ(Γ) reversed. And since this is true for all ε,
we get
|K(ψ(Γ))1/p −K(Γ)1/p| ≤ Cη
The upper bound on the pseudohyperbolic distance of the shift of the sequence allows
for a shifted sequence to remain a general sampling sequence. Now, we want to consider a
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lower bound on the shift so that we can have
D−(ψ(Γ)) < D−(Γ).
Lemma 4.5. For each Gk ∈ D \ D(0, 1/2), choose rk > 1 such that supz∈Gk ρ(rkz, z) = η




for all z ∈ Gk.
Proof. Let a = infz∈Gk |z|, then
a+R
1 + aR






































































1/8(1−R)η ≤ ρ(rka, a) ≤ ρ(rkz, z)
for all z ∈ Gk.
Lemma 4.6. Suppose Γ has bounded density and ρ(ψ(z), z) ≥ α for all z ∈ Γ, then







Proof. Since ρ(ψ(z), z) ≥ α for z, |φ(z)| ≥ |z|+ α
1 + α|z|




This turns into a real analysis problem to prove that f(x) =
x+ α
1 + αx
− x(1−α) ≥ 0 for all
x ∈ [0, 1]. Observe that f(1) = 1 + α
1 + α
− 1(1−α) = 0. Computing
f ′(x) =












≤ 1 + α
(1 + αx)2
− x−α < 0.
Therefore, we have |ψ(z)| ≥ |z|+ α
1 + α|z|













































D(Γ, 0, r) + C
The following graph demonstrates how the rk’s can be chosen and how we get our lower
bound. Let x = |z| and y be the modulus of the resulting shift. Here we are using a
pseudohyperbolic diameter of R = 0.25 and an upper bound on the pseudohyperbolic shift










Theorem 4.7. Suppose Γ is a general sampling sequence with respect to the admissible
sampling scheme {(Zk, Gk)}, then
1/p ≤ D−(Γ).
Proof. Let ξj ∈ D, rj < 1 and εj → 0 so that
D−(Γ) ≤ D(Γ, ξj, rj) < D−(Γ) + εj.
Let Γj = φξj(Γ), so then
D(Γj, 0, rj) = D(Γ, ξj, rj).








where the wjl’s are repeated according to multiplicity. Since fj(wjl) = 0 of the corresponding

































Notice that each φξj(Gk) ⊂ D \D(0,
rj −R
1− rjR
) and that the φξj(Gk)’s have bounded overlap.












































































And since ‖fj‖p ≥ |fj(0)| = 1, in order to not violate the lower sampling inequality, we need




Finally, to get the strict inequality of the density condition, we apply the above Theorem
4.7 to the sequence shifted outward toward the boundary. To get
1/p ≤ D−(ψ(Γ)) ≤ (1− α)D−(Γ) < D−(Γ).
5 SUFFICIENCY
Our proof of sufficiency of the density condition in Theorem 2.3 will follow the argument from
[6] in which Luecking gives a characterization of sampling measures. One key component of
this argument will be the behavior of weak limits of Möbius transformations of the sequence.
But first, we need a few simple lemma’s about our sampling norm.









|g|p dA : g ≡ f
}
.
















































|g|p dA : g ≡ f
}









|g|p|φ′|2 dA : g ≡ f in Ap(φ(Gk))/N(φ(Zk))
}



























As we previously observed, a sequence that is general sampling for Ap is necessarily not a
zero set for Ap. In fact, we will use the idea that, in some sense, a sampling sequence is not
even close to being a zero set. This idea motivates our method of proof and is central to
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our intuition about sampling sequences. With this in mind, we proceed to study sequences
under weak limits of Möbius transformations.
A sequence Γ = {zk}k is said to be naturally ordered if |zk| ≤ |zk+1| for all k. Suppose
{Γj} is a sequence of sequences in D. We say that Γj converges weakly to Λ, denoted Γj ⇀ Λ,








for all λk ∈ Λ. Such weak limits have been used previously in studying sampling sequences
in the case of uniformly discrete sequences. In our generalization, we will need to provide
consideration for arbitrary repetitions of point as well as points that may coalesce into a
repeated point within a cluster.
We denote W (Γ) to be the set of sequences Λ such that φξj(Γ) ⇀ Λ for some ξj ∈ D.
Recall that if a sequence of distinct points has bounded density, then it is the finite union of
uniformly discrete sequences. When we write the union of sequences that are not disjoint,
we mean the union as multiset where the multiplicity of each point in the union is the sum of
the multiplicities. Since Γ has bounded density, we can write it as the finite union of distinct
sets, each of which can then be split into a finite union of uniformly discrete sequences.
Therefore, we have
Γ = Γ1 ∪ . . . ∪ Γn
where each Γi is uniformly discrete. Then for each ξ ∈ D, we have φξ(Γ) = φξ(Γ1) ∪ · · · ∪
φξ(Γn). Choose Λi so that φξj(Γi) ⇀ Λi, then φξj(Γ) ⇀ Λ where Λ = ∪iΛi.
We want to determine how sequences of bounded density behave under weak limits.
First of all, it is clear from the definition of the upper uniform density and the fact that the
counting function is additive that D+(Γ1∪Γ2) ≤ D+(Γ1)+D+(Γ2). We want to generalize the
following lemma from [2] for uniformly discrete sequences to sequences of bounded density.
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Lemma 5.3. Suppose Γ is uniformly discrete and Λ ∈ W (Γ), then
D−(Γ) ≤ D−(Λ) and D+(Λ) ≤ D+(Γ).
Proposition 5.4. Suppose Γ has bounded density and let Λ ∈ W (Γ), then
i. Λ has bounded density
ii. D−(Γ) ≤ D−(Λ)
iii. D+(Λ) ≤ D+(Γ).
Proof. (i.) We have that
D+(Λ) = D+(Λ1 ∪ . . . ∪ Λn) ≤ D+(Λ1) + . . .+D+(Λn)
≤ D+(Γ1) + . . .+D+(Γn) <∞
where each Γi is uniformly discrete and thus has finite density.
(ii.) Since limj→∞ n(φξj(Γ), z, s) = n(Λ, z, s) for all s and z, and by (i.) we have
n(φξj(Γ), z, s) ≤ C
1
1− s



























Which implies that D−(Γ) ≤ D−(Λ).
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(iii.) Similarly to the proof of (ii.), we see that
∫ r
0














Which implies that D+(Λ) ≤ D+(Γ).
The following lemma provides consideration for discrete points that coalesce into repeated
points under weak limits.
Lemma 5.5. Let {Γj} be a sequence of sequences in D such that Γj ⇀ Λ. Suppose λ is a
point of multiplicity M in Λ. If fj is a holomorphic function that vanishes on each z
j
k → λ
and fj → f uniformly on compact sets, then f has a zero of order greater than or equal to
M .
Proof. For any δ > 0, there exists a J such that D(λ, δ) contains each zjk for all k and all













































It is quite easy to see that every sequence of sequences {Γj} has a subsequence that
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converges to a (possibly empty) sequence Γ (see for example [2]). Now we can restate our
main theorem along with one intermediate step.
Theorem 5.6. Let Γ be a sequence of points with the admissible scheme {(Zk, Gk)}, the
following are equivalent:
i. Γ is a general sampling sequence with respect to the scheme {(Zk, Gk)}
ii. there exists a q < p such that every element of W (Γ) is a set of uniqueness for Aq.
iii. D−(Γ) > 1/p.
Proof of (iii.) =⇒ (ii.): Suppose not, then for all q < p, there exists an element of
Λq ∈ W (Γ) that is a zero set for Aq. Let f be the function that vanishes on Λq, without loss














































































D−(Γ) ≤ D−(Λq) ≤ 1/q.
Since this is true for all q < p, we get the contradiction D−(Γ) ≤ 1/p. 
5.2 Proof
Lemma 5.7. Let Uε = {f ∈ Aq : ‖f‖q ≤ 1, |f(0)| ≥ ε} and suppose every Λ ∈ W (Γ) is a set








|g|q dA : g ≡ f in Aq(φξ(Gk)/N(φξ(Zk)
})p/q
for all f ∈ Uε and ξ ∈ D.
Proof. Suppose not. Suppose there exists a sequence of functions {fn} in Uε and a sequence









|g|q dA : g ≡ fn in Aq(φξn(Gk))/N(φξn(Zk))
})p/q
= 0. (1)
Pass to a subsequence such that φξn(Γ) ⇀ Λ. Since Uε is a normal family, pass to a further
subsequence so that fn → f uniformly on compact subsets. Clearly, |f(0)| ≥ ε so f is non-
trivial function in Aq. If we can demonstrate that f = 0 on Λ we would have a contradiction
since Λ is a set of uniqueness for Aq.
If we let gnk be the g that realizes the infimum in each term of (1), we can pass to a
further subsequence so that limn gnk = gk in a neighborhood of λk. Since fn − gnk → f − gk
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in a neighborhood of λ, it follows from Lemma 5.5 that f − gk has a zero at λk whose order
is at least the number repetitions of λk in Λ. But the integral of |gnk|q over a neighborhood
of λk tends to 0 by (1). Thus gk is identically 0 and so f itself has a zero of the appropriate
order at λk.
A somewhat subtle point is that if Znk is the cluster that contains z
n
k then, because of the
separation between clusters, only znj in the same cluster can converge to λk. This prevents
λk from being repeated more often that accounted for by the gk in the proof.
The following result is due to Luecking and can be found in [7]. The idea here is we want
to use the inequality |f(ξ)|q ≥ ε‖f ◦ φξ‖qq which isn’t always true. However, we can choose ε
small enough so that the set over which it is true is significant enough.
Lemma 5.8. Let ε > 0, q < p and f ∈ Ap, if
Ω =
{












































We call the set where this is true, D \ Ω, the “good” set for f .
Proof of (ii.) =⇒ (i.): For any f ∈ Ap, with ‖f‖q 6= 0, let ξ ∈ D where
|f ◦ φξ(0)|q = |f(ξ)|q ≥ ε
∫
D
|f(z)|q|φξ(z)′|2 dA(z) = ε‖f ◦ φξ‖qq
for ε sufficiently small as in the previous lemma. Since
f ◦ φξ
‖f ◦ φξ‖q
satisfies the hypothesis of







|g|q dA : g ≡ f ◦ φξ in Aq(φξ(Gk))/N(φξ(Zk))
})p/q
> δ‖f ◦ φξ‖pq .
By subharmonicity, we get the lower inequality δ‖f ◦ φξ‖pq ≥ δ|f(ξ)|p. For each k, let gk be
the function such that
∫
Gk
|gk|p dA = inf
{∫
Gk
|g|p dA : g ≡ f in Ap(Gk)/N(Zk)
}
.












|gk ◦ φξ|q dA
)p/q
> δ|f(ξ)|p.












|f(ξ)|p dA ≥ δ/2‖f‖pp.
Exchanging the sum and the outer integral and observing that |φ′ξ|2 is the kernel of a bounded





|gk|p dA ≥ C‖f‖pp
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To prove that the kernel |φξ(z)′|2 =
(1− |ξ|2)2
|1− ξ̄z|4
gives us a bounded linear operator on
Lp/q(D), we will use the following theorem by Zhu [14].





Then the integral operator Tf(ξ) =
∫
DK(ξ, z)f(z) dA(z) defines a bounded linear operator
on Lp(D) if and only if
c ≤ 2 + a+ b, − pa < 1 < p(b+ 1).
If we take a = 2, b = 0, c = 4 and replace p with p/q, we have that |φξ(z)′|2 defines a
bounded linear operator on Lp/q(D).
6 FURTHER EXPLORATION
We would like to make note of some assumptions made throughout the dissertation. The
first of these assumptions was that 1 ≤ p <∞. We did make use of Hölders and Minkowski’s
inequalities several times. However, many of these uses could be circumvented and different,
slightly more difficult arguments could be devised.
The second assumption used throughout our characterization was that the sequence have
bounded density. The main reason we needed bounded density was to get an upper bound
on the growth of n(Γ, ξ, r). As conjectured in Chapter 2, we wonder whether it really is
sufficient to only consider such sequences. On one hand, in practice it would make sense
to only choose a finite number of points in any given disk. And one would think that at a
certain point, you have attained enough information about the function from those points. It
certainly would seem like a challenge to prove such a thing, given the amount of freedom in
any given sampling scheme. For example, you could just choose one point from each cluster
and repeat it several times or have points spread out all over the disk.
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In addition to exploring the necessity of the assumptions made, one might also want to
generalize the spaces of functions used. For example, it is common to study a weighted







Indeed, the Seip inspired characterization of sampling and interpolation sequences for Apα has
been carried out in [3]. The analogous density condition is D−(Γ) > (α+1)/p. An analogous
general sampling problem could be formulated and we would expect an analogous result
for the weighted Bergman Spaces. Also, going back to the spaces of functions originally
considered by Seip, one might devise a sampling problem for the growth spaces A−n, the




where the values of the function and its derivatives are incorporated. Is there then motivation
to consider a quotient space similar to the one we considered.
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