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Science	 ﾠCommuni es	 ﾠSummary:	 ﾠNew	 ﾠIdeas	 ﾠ
(EC	 ﾠmust	 ﾠchange	 ﾠor	 ﾠbe	 ﾠBD	 ﾠirrelevant)	 ﾠ
•  Resource	 ﾠManagement	 ﾠ
– Elas c,	 ﾠInterac ve,	 ﾠReserva ons/co-ﾭ‐scheduling	 ﾠ
– Economic	 ﾠmodels/cost,	 ﾠnew	 ﾠincen ve	 ﾠmodels,	 ﾠQoS	 ﾠ
•  System	 ﾠComplexity	 ﾠ
– Virtualiza on	 ﾠ/	 ﾠBareMetal	 ﾠ(encapsula on,	 ﾠelas city)	 ﾠ
– Management	 ﾠtools	 ﾠ
– Machine	 ﾠlearning	 ﾠ&	 ﾠautoma on	 ﾠin	 ﾠopera ons	 ﾠ
•  Iden ty	 ﾠmanagement	 ﾠ&	 ﾠsharing	 ﾠ/	 ﾠanalysis	 ﾠ
– must	 ﾠmove	 ﾠtoward	 ﾠdropbox	 ﾠmodels	 ﾠ
•  Data	 ﾠsync/move/stream	 ﾠmust	 ﾠbe	 ﾠpart	 ﾠof	 ﾠsystem	 ﾠToDo	 ﾠ(need	 ﾠmore	 ﾠexplora on):	 ﾠ
•  Workﬂow	 ﾠ/	 ﾠexecu on	 ﾠmodel	 ﾠ/	 ﾠprogramming	 ﾠ
–  S ll	 ﾠquite	 ﾠdiverse,	 ﾠmust	 ﾠcreate	 ﾠa	 ﾠfew	 ﾠexamples	 ﾠfor	 ﾠ
discussion	 ﾠ
•  Archetypes	 ﾠfor	 ﾠpla orms,	 ﾠwith	 ﾠquan ta ve	 ﾠmeasures	 ﾠ
&	 ﾠbenchmarks	 ﾠ
•  Testbeds:	 ﾠ	 ﾠUnderstand	 ﾠwhat	 ﾠwe	 ﾠare	 ﾠmissing,	 ﾠand	 ﾠhow	 ﾠ
we	 ﾠcan	 ﾠprovide	 ﾠit	 ﾠ
•  Mini-ﾭ‐apps:	 ﾠWe	 ﾠneed	 ﾠsome	 ﾠreal	 ﾠexamples	 ﾠ(with	 ﾠ
workﬂows)	 ﾠthat	 ﾠthe	 ﾠcommunity	 ﾠcan	 ﾠmeasure,	 ﾠre-ﾭ‐code,	 ﾠ
explore	 ﾠ
•  Future	 ﾠtech	 ﾠthat	 ﾠcould	 ﾠhelp	 ﾠaddress	 ﾠBDEC	 ﾠ
–  100Gb	 ﾠnetworks,	 ﾠvirtualiza on,	 ﾠ	 ﾠExpecta ons	 ﾠ	 ﾠ
•  Long	 ﾠterm	 ﾠarchival	 ﾠstorage	 ﾠof	 ﾠscience	 ﾠdata	 ﾠis	 ﾠ
out	 ﾠof	 ﾠscope	 ﾠ
•  Looking	 ﾠat	 ﾠintersec on	 ﾠof	 ﾠBD	 ﾠand	 ﾠEC	 ﾠData	 ﾠServices	 ﾠ
(2nd	 ﾠa ernoon	 ﾠsession)	 ﾠ
James	 ﾠAhrens,	 ﾠChaitan	 ﾠBaru	 ﾠ	 ﾠ•  Beckman	 ﾠreport	 ﾠ
– Report	 ﾠfrom	 ﾠdatabase	 ﾠcommunity	 ﾠabout	 ﾠbig	 ﾠdata	 ﾠ
challenges	 ﾠ
– Recommending	 ﾠsepara on	 ﾠbetween	 ﾠstorage	 ﾠlayer	 ﾠ
and	 ﾠrun me	 ﾠlayer.	 ﾠ	 ﾠ
•  Propose	 ﾠa	 ﾠBDEC	 ﾠWorkshop	 ﾠat	 ﾠVLDB	 ﾠ2015,	 ﾠ
Hawaii	 ﾠ
7	 ﾠ8	 ﾠFedera on	 ﾠ
•  Federa on:	 ﾠNeeded	 ﾠto	 ﾠaccess	 ﾠdata	 ﾠfrom	 ﾠdiﬀerent	 ﾠsources	 ﾠ
•  Need	 ﾠcatalog	 ﾠservices	 ﾠ
•  Load	 ﾠup	 ﾠlarge	 ﾠamounts	 ﾠof	 ﾠobserva onal,	 ﾠremote	 ﾠsensing	 ﾠdata,	 ﾠ
simula on	 ﾠdata,	 ﾠetc	 ﾠinto	 ﾠone	 ﾠplace	 ﾠ
–  Be	 ﾠable	 ﾠto	 ﾠaccess	 ﾠdata	 ﾠfrom	 ﾠthe	 ﾠcloud	 ﾠ	 ﾠ
•  First	 ﾠproblem:	 ﾠiden fy	 ﾠmanagement	 ﾠ
•  Examples:	 ﾠ	 ﾠ
–  ESA	 ﾠGeohazard	 ﾠproject:	 ﾠCombine	 ﾠESA	 ﾠdata	 ﾠwith	 ﾠWHO	 ﾠdata	 ﾠfor	 ﾠmalaria	 ﾠ
–  AIST:	 ﾠGeoGrid	 ﾠproject—remote	 ﾠsensing,	 ﾠin	 ﾠsitu	 ﾠdata.	 ﾠ
–  Many	 ﾠagencies	 ﾠstore	 ﾠtheir	 ﾠown	 ﾠdata.	 ﾠRequires	 ﾠfederated	 ﾠaccess.	 ﾠ
–  NCI:	 ﾠCancer	 ﾠCloud	 ﾠini a ve,	 ﾠ3PB	 ﾠcancer	 ﾠgenomic	 ﾠdata	 ﾠ
•  Need	 ﾠhigher	 ﾠlevel	 ﾠanalysis	 ﾠservices	 ﾠwith	 ﾠdata	 ﾠ
–  Should	 ﾠbe	 ﾠable	 ﾠto	 ﾠrun	 ﾠa	 ﾠtoolbox	 ﾠin	 ﾠthe	 ﾠcloud	 ﾠ
9	 ﾠProvenance	 ﾠ
•  Provenance	 ﾠis	 ﾠa	 ﾠsubset	 ﾠof	 ﾠthe	 ﾠreproducibility	 ﾠproblem,	 ﾠ
e.g.	 ﾠwhere	 ﾠdid	 ﾠthe	 ﾠdata	 ﾠcome	 ﾠfrom;	 ﾠwho	 ﾠaccessed	 ﾠit;	 ﾠ
•  Having	 ﾠgood	 ﾠprovenance	 ﾠinforma on	 ﾠcan	 ﾠhelp	 ﾠwith	 ﾠ
reuse	 ﾠof	 ﾠdata	 ﾠ
–  Avoid	 ﾠre-ﾭ‐computa on;	 ﾠavoid	 ﾠreplica on	 ﾠ(deduplica on)	 ﾠ
•  If	 ﾠthe	 ﾠdata	 ﾠis	 ﾠin	 ﾠthe	 ﾠcloud	 ﾠand	 ﾠwe	 ﾠcan	 ﾠmonitor	 ﾠusage	 ﾠ
–  Then	 ﾠeasier	 ﾠto	 ﾠprovide	 ﾠprovenance	 ﾠon	 ﾠdata	 ﾠ
•  Characterize/understand	 ﾠ“Provenance	 ﾠpreserva on”	 ﾠ
between	 ﾠconsecu ve	 ﾠsteps.	 ﾠ	 ﾠ
–  Provenance	 ﾠpreserva on	 ﾠis	 ﾠproperty	 ﾠof	 ﾠeach	 ﾠ
transforma on	 ﾠ
10	 ﾠCura on	 ﾠ
•  Maintaining	 ﾠdata	 ﾠfor	 ﾠthe	 ﾠlong-ﾭ‐term	 ﾠsuch	 ﾠthat	 ﾠit	 ﾠis	 ﾠ
available	 ﾠfor	 ﾠreuse	 ﾠand	 ﾠpreserva on	 ﾠ
•  Need	 ﾠto	 ﾠprovide	 ﾠready	 ﾠaccess	 ﾠto	 ﾠcurated	 ﾠdata	 ﾠ
– Need	 ﾠan	 ﾠarchitecture	 ﾠthat	 ﾠallows	 ﾠyou	 ﾠto	 ﾠeasily	 ﾠaccess	 ﾠ
stored	 ﾠdata	 ﾠ
•  How	 ﾠlong	 ﾠdo	 ﾠwe	 ﾠkeep	 ﾠthe	 ﾠdata?	 ﾠ
– Sensor	 ﾠdata	 ﾠis	 ﾠprecious—natural,	 ﾠobserved	 ﾠ
phenomena;	 ﾠthings	 ﾠthat	 ﾠcannot	 ﾠbe	 ﾠreproduced	 ﾠ
•  Unsure	 ﾠof	 ﾠhow	 ﾠto	 ﾠsustain	 ﾠcura on	 ﾠof	 ﾠdata	 ﾠ
– Can	 ﾠindustry	 ﾠassist:	 ﾠcura on	 ﾠas	 ﾠa	 ﾠservice?	 ﾠ
– Could	 ﾠthey	 ﾠcharge	 ﾠfor	 ﾠthe	 ﾠCPU	 ﾠfor	 ﾠusing	 ﾠthe	 ﾠdata?	 ﾠ
11	 ﾠProgramming	 ﾠModels	 ﾠ
•  Current	 ﾠmodels	 ﾠare	 ﾠnot	 ﾠadequate	 ﾠfor	 ﾠ
interac ng	 ﾠwith	 ﾠdata	 ﾠ
– Declara ve	 ﾠapproaches	 ﾠare	 ﾠgood	 ﾠ
– Need	 ﾠmore	 ﾠabstrac ons;	 ﾠinteract	 ﾠwell	 ﾠwith	 ﾠthe	 ﾠ
run me	 ﾠ
– Need	 ﾠan	 ﾠ“explain”	 ﾠcapability	 ﾠ(debuggability)	 ﾠ
– Many	 ﾠusers	 ﾠwould	 ﾠlike	 ﾠto	 ﾠhave	 ﾠDSLs	 ﾠ
•  Support	 ﾠfor	 ﾠresilience	 ﾠ(tolerate	 ﾠfaults)	 ﾠ
12	 ﾠBasic	 ﾠservices	 ﾠto	 ﾠinclude	 ﾠin	 ﾠBDEC	 ﾠﬁrst?	 ﾠ
•  Ability	 ﾠto	 ﾠspecify	 ﾠand	 ﾠorchestrate	 ﾠworkﬂows	 ﾠ
– On-ﾭ‐demand	 ﾠaccess	 ﾠto	 ﾠcompute	 ﾠand	 ﾠstorage	 ﾠ
•  Virtualiza on	 ﾠ(with	 ﾠhardware	 ﾠsupport)	 ﾠ
•  Analy cs	 ﾠlibraries	 ﾠat	 ﾠscale	 ﾠ
– Need	 ﾠto	 ﾠunderstand	 ﾠcurrent	 ﾠperformance	 ﾠand	 ﾠ
scaling	 ﾠcharacteris c	 ﾠof	 ﾠsome	 ﾠof	 ﾠthese	 ﾠpackages,	 ﾠ
including	 ﾠGIS…	 ﾠ
•  Some	 ﾠrun me	 ﾠsupport,	 ﾠe.g.	 ﾠfor	 ﾠdata	 ﾠ
movement/caching,	 ﾠ…	 ﾠ
13	 ﾠBDEC	 ﾠFebruary	 ﾠ2014	 ﾠ
Applica ons	 ﾠBreakout	 ﾠ
Session	 ﾠ2	 ﾠThe	 ﾠDesire	 ﾠfor	 ﾠa	 ﾠMini-ﾭ‐App	 ﾠ
•  The	 ﾠcomplexity	 ﾠis	 ﾠin	 ﾠthe	 ﾠdata	 ﾠ
– Can	 ﾠyou	 ﾠget	 ﾠa	 ﾠmini-ﾭ‐data	 ﾠ
– Why	 ﾠisn’t	 ﾠit	 ﾠso	 ﾠimportant	 ﾠin	 ﾠcommercial	 ﾠanaly cs?	 ﾠWhy	 ﾠis	 ﾠdata	 ﾠmovement	 ﾠso	 ﾠimportant	 ﾠ
•  Google	 ﾠmoves	 ﾠthe	 ﾠdata	 ﾠonce	 ﾠand	 ﾠkeeps	 ﾠit	 ﾠ
•  Sensible	 ﾠdesigns	 ﾠdo	 ﾠnot	 ﾠrequire	 ﾠrepea ng	 ﾠthe	 ﾠ
data	 ﾠmovement	 ﾠover	 ﾠand	 ﾠover	 ﾠand	 ﾠover	 ﾠ
•  Is	 ﾠvirtualiza on	 ﾠa	 ﾠneed	 ﾠor	 ﾠis	 ﾠit	 ﾠan	 ﾠar fact	 ﾠof	 ﾠan	 ﾠ
assump on	 ﾠof	 ﾠhow	 ﾠto	 ﾠrun/allocate	 ﾠthe	 ﾠsystem	 ﾠ
•  Domain-ﾭ‐speciﬁc	 ﾠcompu ng	 ﾠis	 ﾠan	 ﾠalterna ve	 ﾠ
that	 ﾠis	 ﾠlikely	 ﾠto	 ﾠbe	 ﾠmore	 ﾠcost	 ﾠeﬀec ve	 ﾠWork	 ﾠFlow	 ﾠDescrip on	 ﾠ
•  Components	 ﾠ
– Algorithm	 ﾠ
– Compute	 ﾠpa ern	 ﾠ
– Data	 ﾠsize	 ﾠ
– Data	 ﾠaccess	 ﾠpa ern	 ﾠ
•  Links	 ﾠ–	 ﾠdata	 ﾠtransferred	 ﾠ
•  Data	 ﾠsources	 ﾠand	 ﾠsinks	 ﾠ
•  Coupling	 ﾠbetween	 ﾠcompute	 ﾠand	 ﾠdata	 ﾠ
•  Synchronous	 ﾠvs.	 ﾠasynchronous	 ﾠSpa o-ﾭ‐temporal	 ﾠSensor	 ﾠIntegra on,	 ﾠ
Analysis,	 ﾠClassiﬁca on	 ﾠ
•  Mul -ﾭ‐scale	 ﾠ	 ﾠmaterial/ ssue	 ﾠstructural,	 ﾠmolecular,	 ﾠfunc onal	 ﾠ
characteriza on.	 ﾠ	 ﾠDesign	 ﾠof	 ﾠmaterials	 ﾠwith	 ﾠspeciﬁc	 ﾠstructural,	 ﾠenergy	 ﾠ
storage	 ﾠ	 ﾠproper es,	 ﾠbrain,	 ﾠregenera ve	 ﾠmedicine,	 ﾠcancer	 ﾠ
•  Integra ve	 ﾠmul -ﾭ‐scale	 ﾠanalyses	 ﾠof	 ﾠthe	 ﾠearth,	 ﾠoceans,	 ﾠatmosphere,	 ﾠci es,	 ﾠ
vegeta on	 ﾠetc	 ﾠ	 ﾠ–	 ﾠcameras	 ﾠand	 ﾠsensors	 ﾠon	 ﾠsatellites,	 ﾠaircra ,	 ﾠdrones,	 ﾠland	 ﾠ
vehicles,	 ﾠsta onary	 ﾠcameras	 ﾠ
•  Digital	 ﾠastronomy	 ﾠ	 ﾠ
•  Hydrocarbon	 ﾠexplora on,	 ﾠexploita on,	 ﾠpollu on	 ﾠremedia on	 ﾠ
•  Aerospace	 ﾠ–	 ﾠwind	 ﾠtunnels,	 ﾠacquisi on	 ﾠof	 ﾠdata	 ﾠduring	 ﾠﬂight	 ﾠ
•  Solid	 ﾠprin ng	 ﾠintegra ve	 ﾠdata	 ﾠanalyses	 ﾠ
•  Autonomous	 ﾠvehicles,	 ﾠe.g.	 ﾠself	 ﾠdriving	 ﾠcars	 ﾠ
•  Data	 ﾠgenerated	 ﾠby	 ﾠnumerical	 ﾠsimula on	 ﾠcodes	 ﾠ–	 ﾠPDEs,	 ﾠpar cle	 ﾠmethods	 ﾠ
•  Fit	 ﾠmodel	 ﾠwith	 ﾠdata	 ﾠTypical	 ﾠComputa onal/Analysis	 ﾠTasks	 ﾠ
	 ﾠSpa o-ﾭ‐temporal	 ﾠSensor	 ﾠIntegra on,	 ﾠAnalysis,	 ﾠClassiﬁca on	 ﾠ
•  Data	 ﾠCleaning	 ﾠand	 ﾠLow	 ﾠLevel	 ﾠTransforma ons	 ﾠ
•  Data	 ﾠSubse ng,	 ﾠFiltering,	 ﾠSubsampling	 ﾠ
•  Spa o-ﾭ‐temporal	 ﾠMapping	 ﾠand	 ﾠRegistra on	 ﾠ
•  Object	 ﾠSegmenta on	 ﾠ	 ﾠ
•  Feature	 ﾠExtrac on	 ﾠ
•  Object/Region/Feature	 ﾠClassiﬁca on	 ﾠ
•  Spa o-ﾭ‐temporal	 ﾠAggrega on	 ﾠ
•  Diﬀeomorphism	 ﾠtype	 ﾠmapping	 ﾠmethods	 ﾠ(e.g.	 ﾠop mal	 ﾠ
mass	 ﾠtransport)	 ﾠ
•  Par cle	 ﾠﬁltering/predic on	 ﾠ
•  Change	 ﾠDetec on,	 ﾠComparison,	 ﾠand	 ﾠQuan ﬁca on	 ﾠ 
Detect and track changes in data during production 
Invert data for reservoir properties 
Detect and track reservoir changes 
 
Assimilate data & reservoir properties into 
 the evolving reservoir model 
Use simulation and optimization to guide future production 
 
Coupled	 ﾠdata	 ﾠacquisi on,	 ﾠdata	 ﾠanalysis,	 ﾠmodeling,	 ﾠpredic on	 ﾠand	 ﾠ
correc on	 ﾠ	 ﾠ–	 ﾠdata	 ﾠassimila on,	 ﾠpar cle	 ﾠﬁltering	 ﾠetc.	 ﾠ	 ﾠSo 	 ﾠreal	 ﾠ me	 ﾠand	 ﾠstreaming	 ﾠSensor	 ﾠ
Data	 ﾠAnalysis,	 ﾠEvent	 ﾠDetec on,	 ﾠ
Decision	 ﾠSupport	 ﾠ
•  Integrated	 ﾠanalyses	 ﾠof	 ﾠpa ent	 ﾠdata	 ﾠ–	 ﾠphysiological	 ﾠ
streams,	 ﾠlabs,	 ﾠmedia ons,	 ﾠnotes,	 ﾠRadiology,	 ﾠPathology	 ﾠ
images,	 ﾠmobile	 ﾠhealth	 ﾠdata	 ﾠfeeds	 ﾠ
•  High	 ﾠfrequency	 ﾠtrading,	 ﾠarbitrage	 ﾠ
•  Real	 ﾠ me	 ﾠmonitoring	 ﾠearthquakes,	 ﾠcontrol	 ﾠof	 ﾠoilﬁelds	 ﾠ
•  Control	 ﾠof	 ﾠindustrial	 ﾠplants,	 ﾠaircra 	 ﾠengines	 ﾠ
•  Fusion	 ﾠ–	 ﾠdata	 ﾠcapture,	 ﾠcontrol,	 ﾠpredic on	 ﾠof	 ﾠ
disrup ons	 ﾠ
•  Internet	 ﾠof	 ﾠthings	 ﾠ
•  Twi er	 ﾠfeeds	 ﾠ
•  Intensive	 ﾠcare	 ﾠalarms	 ﾠTypical	 ﾠComputa onal	 ﾠAnalysis	 ﾠTasks	 ﾠ
	 ﾠStreaming	 ﾠSensor	 ﾠData	 ﾠAnalysis,	 ﾠEvent	 ﾠDetec on,	 ﾠDecision	 ﾠ
Support	 ﾠ
•  Predic on	 ﾠalgorithms	 ﾠ–	 ﾠKalman,	 ﾠpar cle	 ﾠﬁltering	 ﾠ
•  Machine	 ﾠlearning	 ﾠalgorithms	 ﾠon	 ﾠaggregated	 ﾠdata	 ﾠ
to	 ﾠdevelop	 ﾠmodel,	 ﾠuse	 ﾠof	 ﾠmodel	 ﾠon	 ﾠstreaming	 ﾠ
data	 ﾠfor	 ﾠdecision	 ﾠsupport	 ﾠ
•  Searching	 ﾠfor	 ﾠrare	 ﾠevents	 ﾠ
•  Sta s cal	 ﾠalgorithms	 ﾠto	 ﾠdis nguish	 ﾠsignal	 ﾠfrom	 ﾠ
noise	 ﾠ
•  On	 ﾠthe	 ﾠﬂy	 ﾠintegra on	 ﾠof	 ﾠmul ple	 ﾠcomplementary	 ﾠ
data	 ﾠstreams	 ﾠ“omics”	 ﾠ
•  Sequence	 ﾠassembly	 ﾠ	 ﾠ
•  Metagenomics	 ﾠ–	 ﾠiden ﬁca on/characteriza on	 ﾠof	 ﾠ
popula ons	 ﾠof	 ﾠorganisms	 ﾠbased	 ﾠon	 ﾠDNA/RNA	 ﾠsequencing	 ﾠ
•  Phylogene cs,	 ﾠgene c	 ﾠbased	 ﾠpopula on	 ﾠbiology,	 ﾠcancer	 ﾠ
muta on	 ﾠlandscaping	 ﾠ
•  Pathway	 ﾠmodeling	 ﾠusing	 ﾠintegrated	 ﾠsequence,	 ﾠexpression,	 ﾠ
epigene cs,	 ﾠprotein,	 ﾠglycans	 ﾠ
•  Gene c/genomic	 ﾠbased	 ﾠdesign	 ﾠof	 ﾠorganisms	 ﾠwith	 ﾠspeciﬁc	 ﾠ
proper es	 ﾠTypical	 ﾠComputa onal/Analysis	 ﾠTasks	 ﾠ
“omics”	 ﾠ
•  Discrete	 ﾠalgorithms	 ﾠ–	 ﾠhashing,	 ﾠsearching,	 ﾠsor ng,	 ﾠ
comparisons,	 ﾠdynamic	 ﾠprogramming,	 ﾠindexing,	 ﾠsimilarity	 ﾠ
search	 ﾠ
•  Compression	 ﾠ
•  Sta s cal	 ﾠalgorithms	 ﾠto	 ﾠdis nguish	 ﾠbiological	 ﾠsignal	 ﾠfrom	 ﾠ
experimental	 ﾠar facts/noise	 ﾠ
•  Graph	 ﾠconstruc on,	 ﾠtraversal,	 ﾠ	 ﾠpar al/sub	 ﾠgraph	 ﾠmatching,	 ﾠ
graph	 ﾠpar  oning	 ﾠ
•  Sta s cal	 ﾠmethods	 ﾠon	 ﾠgraphs	 ﾠe.g.	 ﾠBayesian	 ﾠnetworks	 ﾠPopula on	 ﾠand	 ﾠSocial	 ﾠNetwork	 ﾠ
Analyses	 ﾠ
•  Aggregated	 ﾠelectronic	 ﾠhealth	 ﾠdata	 ﾠto	 ﾠpredict	 ﾠ
likelihood	 ﾠof	 ﾠdisease	 ﾠonset,	 ﾠ	 ﾠtreatment	 ﾠ
response,	 ﾠlikelihood	 ﾠof	 ﾠre-ﾭ‐hospitaliza on	 ﾠetc	 ﾠ
•  	 ﾠPredict	 ﾠdemand	 ﾠfor	 ﾠproducts,	 ﾠtarget	 ﾠ
adver sing,	 ﾠstore	 ﾠshelf	 ﾠplacement	 ﾠ
•  Characterize	 ﾠinﬂuence	 ﾠin	 ﾠsocial	 ﾠnetworks	 ﾠTypical	 ﾠComputa onal/Analysis	 ﾠTasks	 ﾠ
Popula on	 ﾠand	 ﾠSocial	 ﾠNetwork	 ﾠAnalyses	 ﾠ
•  Structural	 ﾠproper es	 ﾠof	 ﾠgraphs	 ﾠ–	 ﾠPageRank,	 ﾠ	 ﾠdiameter,	 ﾠ	 ﾠradius,	 ﾠ
connected	 ﾠcomponent	 ﾠ	 ﾠ
•  Graph	 ﾠspectral	 ﾠanalysis	 ﾠ	 ﾠ
•  Graph	 ﾠmining	 ﾠ
•  Machine	 ﾠlearning,	 ﾠcluster	 ﾠanalysis	 ﾠ
•  Sta s cal	 ﾠmodeling	 ﾠand	 ﾠanalyses	 ﾠ
•  Natural	 ﾠlanguage	 ﾠprocessing	 ﾠApproach	 ﾠ	 ﾠ
•  Detailed	 ﾠexample	 ﾠworkﬂows	 ﾠled	 ﾠby	 ﾠapplica on	 ﾠ
experts	 ﾠ
•  Key	 ﾠcases	 ﾠinvolve	 ﾠinterplay	 ﾠbetween	 ﾠ
simula on	 ﾠand	 ﾠdata	 ﾠacquisi on	 ﾠ–	 ﾠ“data	 ﾠ
assimila on”	 ﾠ	 ﾠ
•  Scenarios	 ﾠinvolving	 ﾠcurrent	 ﾠand	 ﾠfuture	 ﾠstate	 ﾠ
associated	 ﾠwith	 ﾠorigin	 ﾠand	 ﾠmovement	 ﾠof	 ﾠdata	 ﾠ
between	 ﾠworkﬂow	 ﾠstages	 ﾠ
•  Deﬁni on	 ﾠof	 ﾠworkﬂow	 ﾠcomponents	 ﾠFollow	 ﾠup	 ﾠ
•  Yutaka	 ﾠAkiyama–	 ﾠMetagenomics	 ﾠ
•  Geoﬀrey	 ﾠFox	 ﾠ	 ﾠ–	 ﾠComponents	 ﾠ
•  Jean-ﾭ‐Claude	 ﾠAndre	 ﾠ–	 ﾠClimate	 ﾠ
•  Philippe	 ﾠRicoux	 ﾠ–	 ﾠOil	 ﾠexplora on/reservoir	 ﾠ
management	 ﾠ
•  Joel	 ﾠSaltz	 ﾠ–	 ﾠMedical	 ﾠimaging	 ﾠOil	 ﾠExplora on	 ﾠ
•  Seismic	 ﾠdata	 ﾠacquisi on	 ﾠ–	 ﾠ20PB	 ﾠ
•  Transport	 ﾠby	 ﾠplane	 ﾠ
•  Extract	 ﾠ400TB,	 ﾠload	 ﾠto	 ﾠHPC	 ﾠcenter	 ﾠ
•  Obtain	 ﾠcomplementary	 ﾠdatasets	 ﾠ–	 ﾠEM,	 ﾠ
gravimetry	 ﾠand	 ﾠconduc vity	 ﾠby	 ﾠnetwork	 ﾠ
•  Use	 ﾠmodel	 ﾠto	 ﾠanalyze	 ﾠat	 ﾠHPC	 ﾠcenter	 ﾠ
•  Generate	 ﾠ3D	 ﾠimage	 ﾠ(3TB)	 ﾠ
•  Analysts	 ﾠexamine,	 ﾠmodify	 ﾠmodel,	 ﾠmodify	 ﾠ
extrac on	 ﾠGlobal	 ﾠdata	 ﾠ









Int’	 ﾠagreed	 ﾠ	 ﾠ
coding	 ﾠ
Data	 ﾠ




Reanalyses	 ﾠ Model	 ﾠsynthe zed	 ﾠ	 ﾠ
data	 ﾠ
Climate	 ﾠscience	 ﾠ
Weather	 ﾠForecas ng	 ﾠ
Climate	 ﾠstudies	 ﾠ
A	 ﾠsimpliﬁed	 ﾠ(?)	 ﾠview	 ﾠof	 ﾠworkﬂows	 ﾠfor	 ﾠweather	 ﾠand	 ﾠclimate	 ﾠ
Real	 ﾠ me	 ﾠ
J.C.	 ﾠAndré,	 ﾠFeb.	 ﾠ28,	 ﾠ2014	 ﾠBo leneck	 ﾠ
•  Long	 ﾠterm	 ﾠstorage	 ﾠfor	 ﾠsimula on	 ﾠdata	 ﾠ-ﾭ‐	 ﾠ	 ﾠ10-ﾭ‐30	 ﾠ
PB/year	 ﾠ
•  Access	 ﾠto	 ﾠfacili es	 ﾠto	 ﾠanalyze	 ﾠDirect	 ﾠStudy	 ﾠof	 ﾠRela onship	 ﾠBetween	 ﾠ 	 ﾠvs	 ﾠ
	 ﾠFuture	 ﾠState	 ﾠ
•  100K	 ﾠ–	 ﾠ1M	 ﾠpathology	 ﾠslides/hospital/year	 ﾠ
•  2GB	 ﾠcompressed	 ﾠper	 ﾠslide	 ﾠ
•  1-ﾭ‐10	 ﾠslides	 ﾠused	 ﾠfor	 ﾠPathologist	 ﾠcomputer	 ﾠ
aided	 ﾠdiagnosis	 ﾠ
•  100-ﾭ‐10K	 ﾠslides	 ﾠused	 ﾠin	 ﾠhospital	 ﾠQuality	 ﾠcontrol	 ﾠ
•  Groups	 ﾠof	 ﾠ100K+	 ﾠslides	 ﾠused	 ﾠfor	 ﾠclinical	 ﾠ
research	 ﾠstudies	 ﾠ-ﾭ‐-ﾭ‐	 ﾠCombined	 ﾠwith	 ﾠmolecular,	 ﾠ
outcome	 ﾠdata	 ﾠMetagenome	 ﾠAnalysis	 ﾠ





O(m)	 ﾠ	 ﾠReference	 ﾠ
	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠDatabase	




Thousands	 ﾠof	 ﾠsequencers	 ﾠ	 ﾠwill	 ﾠ
work	 ﾠ	 ﾠevery	 ﾠday	 ﾠ	 ﾠon	 ﾠYear	 ﾠ2015	 ﾠ
1TB/run	 ﾠat	 ﾠYear	 ﾠ2012	 ﾠand	 ﾠ	 ﾠ
300%	 ﾠincrease	 ﾠper	 ﾠyear	
Alloca on	 ﾠon	 ﾠnodes:	 ﾠ
1)	 ﾠMeasured	 ﾠdata	 ﾠ
	 ﾠ	 ﾠ	 ﾠ	 ﾠ(transient)	 ﾠ
2)	 ﾠReferences	 ﾠDB	 ﾠ
	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ(resident)	 ﾠ
0.18	 ﾠM	 ﾠReads	 ﾠ/	 ﾠhour	 ﾠ
144core	 ﾠXeon	 ﾠCluster	 ﾠ	 ﾠ
Year	 ﾠ2010	 ﾠ
573	 ﾠM	 ﾠReads	 ﾠ/	 ﾠhour	 ﾠ	 ﾠ	 ﾠwith	 ﾠ
82944	 ﾠnode	 ﾠ	 ﾠK-ﾭ‐computer	 ﾠ	 ﾠ
GHOST-ﾭ‐MP	 ﾠ
OpenMP	 ﾠ/	 ﾠMPI	 ﾠ
Year	 ﾠ2012	 ﾠMarine	 ﾠPhage	 ﾠSequencing	 ﾠProject	 Earth	 ﾠMicrobiome	 ﾠProject	
Home	 ﾠMicrobiome	 ﾠStudy	 Hospital	 ﾠMicrobiome	 ﾠProject	General ﾠStructure/Features/Components
•  Data	 ﾠGathering	 ﾠ
•  Blocked	 ﾠor	 ﾠReal	 ﾠTime	 ﾠ(Streaming)	 ﾠ
•  Interval	 ﾠ=	 ﾠMonth(Seismic,	 ﾠRemote	 ﾠsensing)	 ﾠ-ﾭ‐-ﾭ‐	 ﾠDay	 ﾠ(genomic)	 ﾠ–	 ﾠseconds	 ﾠ
•  Storage	 ﾠ	 ﾠ
•  Type	 ﾠSQL	 ﾠNoSQL	 ﾠFiles	 ﾠetc	 ﾠ
•  Style:	 ﾠDedicated	 ﾠor	 ﾠPermanent	 ﾠor	 ﾠTransient	 ﾠ
•  Possible	 ﾠsta c	 ﾠdatabases	 ﾠof	 ﾠother	 ﾠdata	 ﾠfor	 ﾠcomparison	 ﾠ
•  Process	 ﾠ(Analy cs,	 ﾠVisualiza on)	 ﾠ
•  Analy cs	 ﾠalgorithm:	 ﾠPa ern	 ﾠrecogni on,	 ﾠClustering,	 ﾠBlast,	 ﾠCollabora ve	 ﾠ
Filtering,	 ﾠlearning	 ﾠnetwork,	 ﾠoutlier	 ﾠdetec on	 ﾠ….	 ﾠ
•  Pleasingly	 ﾠparallel	 ﾠor	 ﾠnot	 ﾠ
•  Flops	 ﾠper	 ﾠI/O	 ﾠbyte	 ﾠ
•  Communica on/Interconnec on	 ﾠneeds	 ﾠ
•  Produce	 ﾠoutput	 ﾠ
•  O en	 ﾠoutput	 ﾠmuch	 ﾠlower	 ﾠsize	 ﾠ
•  Then	 ﾠpossibly	 ﾠiterate	 ﾠprocess	 ﾠby	 ﾠfurther	 ﾠanalysis	 ﾠof	 ﾠproduced	 ﾠoutput	 ﾠ
•  Possibly	 ﾠshare	 ﾠdata	 ﾠfrom	 ﾠdiﬀerent	 ﾠsources	 ﾠ