The challenge of change management is to predict how an intervention on a variable or set of variables will change other variables in the system. The usefulness of causal knowledge requires that a cause has a temporal precedence over an effect, and if the cause is manipulated, the probability distribution of the effect is found to change. Ideally, the study of change would take the form of a randomized controlled experiment conducted over an appropriate time period. The research design would minimize the well-known construct, internal, external, and statistical threats to validity (Cook & Campbell, 1979) and allow the possibility of causal conclusions. Unfortunately, randomized controlled experiments can seldom, if ever, be utilized in an organization to provide causal knowledge for strategy and policy issues. Therefore, this article considers a type of probabilistic model, a Bayesian network, as an alternative approach for developing causal knowledge.
Bayesian networks provide a mechanism for diagnosing the key changes necessary for system improvement and for predicting the impacts of potential change actions. The objectives of this article are to review and apply the Bayesian network approach as a causal modeling methodology for analyzing change. Bayesian networks have been closely associated with work in the areas of artificial intelligence (Castillo, Guterrez, & Hadi, 1997; Cowell, Dawid, Lauritzen, & Spiegelhalter, 1999; Neapolitan, 1990; Pearl, 1988; Russell & Norvig, 1995; Shafer & Pearl, 1990 ) and knowledge discovery (Spirtes, Glymour, & Scheines, 1993) . Applications have been made in agriculture, computer imaging, computer software, information retrieval, medicine, and weather forecasting (Jensen, 1996) . However, the methodology has not been applied, to our knowledge, to the study of organization change.
Review of Bayesian Networks
The methodology of Bayesian networks developed rapidly in the 1990s, with the vast majority of articles describing the method appearing in computer science publications. Thus, a brief review of the fundamentals of Bayesian networks is first presented. Next, a Bayesian network model is constructed to provide predictions of the impact of potential changes in the decision-making process of a large global manufacturing organization. The application serves to illustrate the interaction between prior knowledge and available data in building a Bayesian network, and the process of conducting probabilistic inference. Finally, the strengths and weaknesses of Bayesian networks are summarized.
Adoption of the Bayesian network approach does not necessarily require the user to have a Bayesian orientation toward statistical analysis. A frequentist viewpoint will consider a parameter θ as fixed but unknown and the estimator of θ a random variable. Emphasis is placed on assessment of point hypotheses and maximum likelihood estimation with the assumption of long-run frequency behavior under hypothetical repetitions. The constrained-based approach presented below is consistent with this viewpoint.
In the Bayesian approach to modeling, the estimator of θ is assumed to be fixed, conditional on the data D, and the parameters θ are viewed as random variables. The prior probability distribution of θ, p (θ) , describes what is known about θ without knowledge of the data. The posterior probability distribution of θ, p(θ | D), describes what is known about θ with knowledge of the data. The relationship between the posterior distribution and the prior distribution is provided by Bayes's theorem,
is the likelihood of the data given θ.
Conceptually, the framework for Bayesian networks is applicable to discrete variables, continuous variables, or both. However, most applications have been concerned with discrete Bayesian networks where the vast majority of computational work has been focused. The discussion and applications in this article are limited to discrete Bayesian networks. The following review concentrates on the definition of a discrete Bayesian network, approaches to learning the network, and probabilistic inference. Cooper (1999) , Cowell (1999), and Heckerman (1999) provided more complete technical reviews.
Discrete Bayesian Networks
A discrete Bayesian network for a set of K variables V = {V 1 , . . ., V K } consists of (a) a graph in which nodes represent variables and arrows represent assertions of variable dependence and (b) a set of conditional probability distributions (Pearl, 1988) . The graph portrays an assumed structure S of the system under study. The structure is restricted to relationships that are assumed to have a causal dependency, depicted by a one-headed arrow that link two nodes, and causal independency, represented by the absence of a connecting arrow between nodes. An assumed direct causal relationship between linked variables V i and V j is represented by V i →V j , where the direction of the arrow designates V j as the effect or consequence of the cause or parent V i . The structure is characterized as directed because two-headed arrows depicting noncausal association are not allowed, and as acyclic because feedback cycles (e.g., V i →V j →V i ) are not allowed. Thus, the graphical structure is known as a directed acyclic graph (DAG). A DAG portrays the conditional independence assertions of a model by conforming to the causal Markov condition, which states that every variable V i is independent of all variables that are not its effects, conditional on its direct causes, or parents in the structure (Spirtes et al., 1993) . This property allows application of the rules of probability to provide the semantics and mechanisms for quantification of the network.
Recursive structural equations with independent errors satisfy the causal Markov condition (Kiiveri & Speed, 1982) . The set of recursive structural equations that portrays the data-generating process of a directed acyclic graph are
where v i is a value of V i linked by a function f i to a parent configuration j, π ij , and u i , a variable of unspecified disturbances (Pearl, 1996 (Pearl, , 1998 . The disturbances are assumed to represent mutually independent unobserved variables, each with a probability distribution function p(u i ) = θ i . Each variable has c i discrete values or states, and each θ i is assumed to be a collection of multinomial distributions, one for each π ij configuration. Specifically, the parameters of θ i are the probabilities of variable i in state k for parent configuration j, θ ijk = p(v i |π ij , θ i ). The probability assignment may be subjective or based on frequency ratios from a database or a combination of both. The validity of these conditional probability distributions is based on the assumption the causal Markov condition is satisfied in the specified structure. In summary, a discrete Bayesian network is a directed acyclic graph whose structure S portrays a set of conditional independence assertions among the K variables under study and a set of conditional probability distributions θ S = {p(v 1 |π 1j , θ 1 ), p(v 2 |π 2j , θ 2 ), . . ., p(v k |π kj , θ K )}. The associated joint probability distribution of the network variables is the product of the conditional probabilities in θ S ,
The above factorization of the joint probability distribution provides the mechanism for efficient propagation in a Bayesian network model.
Learning the Bayesian Network
The incorporation of prior knowledge with a database D to specify the independencies and dependencies in the graphical structure S or to estimate the conditional probabilities θ S is termed as learning the Bayesian network. Complete prior knowledge of a graphical structure is extremely rare due to the enormous number of alternatives (Chickering, Geiger, & Heckerman, 1994) . Two approaches, constraint-based methods (Cooper, 1997; Spirtes et al., 1993) and Bayesian methods (Cooper & Herskovits, 1992; Heckerman, Geiger, & Chickering, 1995) , have been proposed for structural and 114 ORGANIZATIONAL RESEARCH METHODS parametric learning. The constraint-based approach is consistent with traditional statistical methods, utilizing likelihood ratio significance tests and maximum likelihood estimation, whereas the Bayesian approach employs a scoring method based on the probability of S or θ S , given the data, in the context of conjugate analysis (Bernardo & Smith, 1994) . Both approaches allow incorporation of prior knowledge with the search algorithms to specify S or estimate θ S .
The constraint-based approach is a two-step procedure that first tests conditional independence relationships in a saturated structure or a structure constrained by prior knowledge. A sequential testing procedure is employed to eliminate dependency linkages at a specified significance level. Thus, a reject or retain decision of conditional independence is rendered for each tested linkage. The rejected relationships are taken as dependency linkages and assembled to provide the graphical structure. In the second step, maximum likelihood estimates of the conditional probabilities θ S , constrained to conform to the structure of the first step, are calculated from the data. These estimates are relative frequency ratios, calculated as the joint frequency of v i and π ij divided by the frequency of π ij .
The Bayesian approach views the possible models as a stochastic variable. Bayes's theorem provides the mechanism to revise the prior distribution of a model M, given the data D, to the posterior distribution, 
In structural learning, the posterior probability of a structure S given the database D is found by application of Bayes's theorem,
The proportionality relationship of Equation 3 allows the joint probability p(S, D) to be defined as the relative posterior probability. The log of the relative posterior probability log p(S, D) = log p(S) + log p(D | S) is treated as a score for S in the context of D, thus providing a comparison measure over candidate structures. The log likelihood, log p(D | S), is interpreted as a score indicating the ability of a structure to predict the data when equal prior probabilities are assumed. Evaluations concerning the appropriate set of parents based on probability scores offer a finer distinction than reject or retain decisions of conditional independence of the constraint-based approach.
The Bayesian approach to parametric learning also uses the proportionality relationship of Equation 3 to estimate the posterior probabilities for variable i in state k for parent configuration j, p(θ ijk | D, π ij ). Computational programs usually assume a Dirichlet distribution with parameters α ijk , called hyperparameters, as the prior distribution of θ ij (Ramoni & Sebastiani, 1999) . A Dirichlet prior distribution, combined with the data frequency counts, yields a Dirichlet posterior distribution with hyperparameters equal to α ijk + n(v ik | π ij ). A major advantage of the Dirichlet assumption is posterior probabilities can be evaluated analytically without numerical integration.
Parameter specification of the Dirichlet prior distribution is taken to reflect a summary of prior experience, and quantity α ij = Σ k α ijk is called the precision of the prior distribution. The effect of the α ijk s is to specify the marginal probability of (v ik | π ij ) as the prior expectation of θ ijk , E(θ ijk ) = α ijk /α ij . When the situation of initial ignorance exists, Anderson, Lenz / IMPACT OF ORGANIZATIONAL CHANGE 115 the prior probability of θ ijk is taken as 1/c i , equally likely events (Geiger & Herkerman, 1997) . In the posterior estimation of θ ijk , α ijk serves as a flattening constant. The resulting posterior expectation of θ ijk is
and the posterior mode is
where n(v ik | π ij )/ n(π ij ) is the relative frequency ratio, c i ; the number of categories in V i ; and α ij = Σ k α ijk (Ramoni & Sebastiani, 1999) . The posterior mode is often adopted as estimate of θ ijk and is referred to as the Maximum a Posteriori (MAP) of θ ijk . However, the mode may be nonunique, and the posterior expectation, Equation 4, was adopted as the posterior estimate of θ ijk in this article. Thus, the Dirichlet distribution assumption allows a computationally efficient conjugate analysis and provides the mechanism to convey the degree of confidence in prior knowledge.
Probabilistic Inference
Probabilistic inference is concerned with revising probabilities for a set of variables (called the query) when an intervention fixes the values of another set of variables (called the evidence). Any variable in the Bayesian network can serve as a query or an evidence variable, thus allowing forward inference from causes to effects (prediction) or backward inference from effects to causes (diagnostics). The simplest type of intervention is where a single variable is forced to take on a fixed value. The intervention replaces the functional mechanism for the evidence variable, E i = f i (π ij , u i ) with a fixed value, E i = e i in all equations (Pearl, 1998) . This creates a new model that can represent the system's behavior under the intervention. The posterior probabilities for the query variables provide estimates of the causal effects of the evidence.
The state of an evidence variable is assumed known with certainty and is often termed as an instantiation of the variable. Prior to instantiation, the propagation process yields the marginal distributions, whereas the query posterior probabilities are calculated with the instantiation of evidence. The magnitude of an effect from an intervention may be viewed as the change in posterior probabilities of the query for evidence in different states. For a binary variable, the effect is p(Query = High | Evidence = High) -p(Query = High | Evidence = Low). A second measure of influence is the expected change in a query variable from its marginal distribution when evidence is in the high state, p(Query = High | Evidence = High) -p(Query).
Conceptually, the posterior distribution of a query variable Q i given an evidence variable E i in state e i can be found by exploiting the proportionality relationship,
The joint probability can be computed, using Equation 2, by summing over all query variables except Q i with the evidential variable fixed at e. However, the required effort of this brute force procedure increases exponentially with 116 ORGANIZATIONAL RESEARCH METHODS the number of variables, which make the results computationally intensive or infeasible. Thus, inference algorithms are necessary to perform computations in any network with a large number of variables. The most common approach is to transform the discrete Bayesian network into subsets, called a junction-tree, where probability distributions can be computed for each tree node, called a clique (Dawid, 1992; Jensen, Lauritzen, & Olesen, 1990; Lauritzen & Spiegelhalter, 1988) . Propagation methods, both exact and approximate, were discussed in detail by Castillo et al. (1997) .
An Application
The studied organization is a large global manufacturing firm with approximately 4,000 employees. For a period of approximately 2 years, the company had been involved in a business process reengineering project. Discussions with senior and middle managers revealed that the decision-making process at the middle manager level was considered a problem area. A mail questionnaire was developed to collect data from middle managers on the content domains of organization structure, senior leadership, strategic vision, and decision making. The survey yielded 162 returns from the 220 middle managers for a response rate of 74%. Nineteen questionnaires were omitted due to missing values on some of the study variables, resulting in a database of 143 respondents. Approximately half of the respondents (71) reported directly to a senior manager. In terms of work experience, 89% of the respondents had at least 10 years tenure with the firm. No significant relationships were found between the domain variables and reporting status or work experience.
The Data
The questionnaire statements for the measured variables within each domain are given in Table 1 . The variables were measured in the questionnaire on a 6-point scale ranging from 1 (strongly disagree), 2 (disagree), 3 (slightly disagree), 4 (slightly agree), 5 (agree), to 6 (strongly agree). However, each variable was consolidated into a score of "low" for the disagreement categories or "high" for the agreement categories. The reasons for the consolidation responses were very sparse in some categories, and the conditional probability tables of the Bayesian network could be extensively large with a very large number of zero values. For example, a consequence variable with three parents with six-category scoring would require 1,296 values be estimated for the conditional probability table from the 143 responses, whereas the disagree-agree format would require only 16 values.
The questionnaire statement and the percentage of high scores, labeled approval, are shown in Table 1 for each variable. Of the 11 variables, 8 had an approval below 50%. Variables with approval below 30% were organization structure (Structure), issue definition and speed of resolution (Issues), trust of senior management (Trust), a compelling vision (Cvision), and organizational learning (Learn). Only senior management knowledge of the competitive environment (Know) and a realistic vision (Rvision) had relatively large approval percentages. Obviously, the data supported the discussed need for change.
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Objectives
The objectives for the Bayesian network analysis were to:
1. Create a network structure of the perceptions of the organization structure, senior leadership, strategic vision, and decision-making variables. 2. Estimate the conditional probability distributions associated with each variable in the network. 3. Predict the impact of potential changes in the organization structure, senior leadership, and strategic vision variables on the decision-making variables.
Attainment of the first and second objectives creates the Bayesian network model. The third objective utilizes the model for predicting the results of interventions that reflect potential actions.
Building the Network Structure
The process of constructing a graphical structure involved prior knowledge, conformation of assumed knowledge, and the search for new knowledge. The first step in conveying prior knowledge was to order the content domains. Because the organization structure predates the current group of managers, it was placed first in the temporal ordering of the content domains. A responsibility of senior management was to develop and communicate the strategic vision; thus, senior leadership attributes were assumed to precede vision. A role of a corporate vision should be to provide direction and boundaries for decision making; thus, vision was assumed to precede decision making. The next step was to order the model variables within each domain, based on qualitative judgments of the most likely order of middle manager perceptions. In the senior leadership domain, we consider that perceptions of personal integrity (Integrity) and trust (Trust) of senior leadership precedes perceptions of inspirational (Inspire) senior leadership, and that perceptions of Integrity precede perceptions of Trust as more likely than any other strictly ordered set. In the strategic vision domain, we consider that perceptions of knowledge (Know) of the competitive environment precede perceptions of realistic vision (Rvision) and a compelling vision (Cvision), and perceptions of a realistic vision precede perceptions of a compelling vision as the most likely order. Perceptions of focus of critical issues (Focus), fact-based decisions (Facts), and issue identification and resolution (Issues) were assumed to precede perceptions of organization learning (Learn) in the decision-making domain. Furthermore, perceptions of Focus and Facts were assumed to precede Issues, and Focus was assumed to precede Facts.
ORGANIZATIONAL RESEARCH METHODS
The final step was to specify the causal assertions within and between the domains. The prior knowledge assumptions are summarized below.
Organization structure. The organization structure variable (Structure) was assumed to have no parents and was assumed not to be a cause of senior leadership or corporate vision variables. No prior assumptions were made concerning linkages to the decision-making variables.
Senior leadership. Integrity of senior leadership (Integrity) was assumed to have no parents. The temporal order of Integrity, senior leadership trust (Trust), and inspirational leadership (Inspire) was assumed. The subgraph Integrity→Trust→Inspire was adopted as the most parsimonious representation. This serial subgraph has the testable assumption of the conditional independence of Integrity and Inspire given Trust. The assumed between-domain relationships where inspirational leadership was a cause of a compelling vision (Inspire→Cvision) and senior management integrity was a cause of the perception decisions will be based on facts, not politics (Integrity→Facts).
Strategic vision. Knowledge of the competitive environment (Know) was assumed to have no parents. The temporal order of competitive knowledge (Know), realistic vision (Rvision), and compelling vision (Cvision) was assumed. The assumption of the independence of Know and Cvision given Rvision yielded the serial subgraph Know→Rvision→Cvision. Competitive knowledge as a cause of the focus on critical issues (Know→Focus) was adopted as a between-domain relationship.
Decision making. Organization learning (Learn) was modeled as only a consequence variable and did not serve as a parent to any model variable. The assumed temporal order was focus of critical issues (Focus), fact-based decisions (Facts), issue identification and resolution (Issues), and organization learning (Learn). The assumption of the independence of Focus and Issues given Facts yielded the serial subgraph Focus→Facts→Issues. Facts and Issues were assumed to be parents of developing a learning environment (Facts→Learn←Issues).
Bayesian approach. The PC algorithm (Spirtes et al., 1993) that is available in the Build module of TETRAD II (Scheines, Spirtes, Glymour, & Meek, 1994) was used to implement the tests of conditional independence. The algorithm permitted the incorporation of specification of a causal variable order and the forbidding of the parent relationships described above. Each of the 11 prior specified dependency relationships was found to be significant at the .05 level, as well as six additional relationships. The sets of significant parent relationships are summarized in Table 2 .
The Bayesian Knowledge Discoverer program (Ramoni & Sebastiani, 1998 ) was used to estimate the posterior probabilities of sets of parents for each consequence variable. Log likelihood scores represented the estimated posterior probabilities under the assumption of equal prior probabilities. Comparisons were made between the set of parents found to be significant and the maximum probability parent set, with the objective to find the most parsimonious parent sets without substantive loss of predictive capability. A Bayes factor, defined as the ratio of p(data | significant parents)/p(data | maximum probability parents), was used as the basis for the comparisons (Kass & Raftery, 1995) . The factor was calculated by exp(LL Max -LL Sig ), where LL Max was the log likelihood score for the parent set with maximum probability and LL Sig was the log likelihood score for the parent set with significant dependencies . Table 2 gives the comparative results and shows differences in the parent sets for Cvision and Learn. The Bayes factors for Cvision and Learn were very large in favor of the maximum probability sets (which have fewer parents), resulting in the more parsimonious parent sets being adopted. Furthermore, although the parent set for Rvision was the same for both approaches, the difference in log likelihood scores for two parents (Know and Inspire) versus a single parent (Know) was found to be only .08. The Bayes factor of 1.1 indicated a very small predictive advantage to the larger parent set, and Know was adopted as the single parent of Rvision. In total, three linkages, Inspire→Focus, Structure→Issues, and Cvision→Issues, were added to the 11 prior linkages to provide the graphical structure. 
Conditional Probability Estimation
The second component in the Bayesian network construction was the estimation of conditional probabilities given the graphical structure. The Bayesian approach was used for estimation, with the assumption of uniform prior probabilities. The value of the precision necessary for uniform priors is nonunique (hence judgmental) and is considered the conceptual number of cases representing prior experience, often termed as the equivalent sample size Heckerman, 1999 ). An equivalent sample size of 1 was adopted for each of the eight consequence variables that resulted in a global precision of 8. The assumption of uniform prior probabilities and precision of 8 induced the prior Dirichlet distributions of D(4, 4) for θ Structure , θ Integrity , and θ Know ; D(2, 2) for θ Trust, j , θ Inspire, j , and θ Rvision, j ; D(1, 1) for θ Cvision, j , θ Focus, j , θ Facts, j , and θ Learn, j ; and D(.5, .5) for θ Issues, j . Table 3 provides a summary of the prior and posterior Dirichlet distributions. The expectation of θ ijk conditional on the data, given by Equation 4, provided the posterior probability estimates. These estimates are displayed in the end columns of Table 3 and were used as the conditional probability estimates in the Bayesian network. Figure 1 displays the graphic structure and the conditional probabilities as a Bayesian network.
Internal Consistency
A leave-one-out cross-validation was used to assess the internal consistency of the network model (Stone, 1974 (Stone, , 1977 . The method selected 1 case as the response and used the remaining 142 cases in a model to predict the omitted case. The procedure was repeated for every case in the sample. The overall predictive accuracy for all variables was 80.4%, with Focus having the lowest accuracy at 73.9% and Issues having the highest accuracy at 86.6%.
Probabilistic Inference
The objective of predicting the impact of potential changes in the organization structure, senior leadership, and strategic vision variables on the decision-making variables was accomplished by interventions that set an evidence variable to high and low states. Figure 2 displays the predicted posterior probabilities from the interventions on the Integrity variable as forward inference, from cause to effects. The largest effect and expected change of Integrity on a decision-making variable was on Facts. The magnitude of the effect, p(Facts = High | Integrity = High) = .56 -p(Facts = High | Integrity = Low) = .25, was .31, and the magnitude of expected change, p(Facts = High | Integrity = High) = .56 -p(Facts) = .42, was .14. Figure 3 shows the posterior probabilities from the interventions on the Learn variable as backward inference, from effect to causes. Backward inference may be used for influence diagnostics. The largest effect on a cause and the largest expected change for a decision-making variable was the Facts variable. Integrity and Cvision showed the largest effects and expected changes for non-decision-making variables.
The results of interventions for each system variable are displayed in Table 4 . The marginal probabilities are shown in the first column of Table 4 and differ only slightly from the data relative frequencies shown in small equivalent sample size. The first section of Table 4 contains the effects, and the second section shows the change values. Diagnostics of the decision-making variables indicated that the largest influences were Structure, Integrity, Inspire, and Cvision. Figure 4 shows the high state intervention of these variables. The probability of a high 
Goal Setting
The interventions show the magnitude of improvement in the decision-making variables if all parent variables were in the high state. Goals of less than 100% attain- of .49. The probability of a high state in the Learn variable moved from .22 to .36. Thus, goal-oriented modifications of an existing Bayesian network can be evaluated in terms of acceptability of expected outcomes.
Summary
Bayesian networks offer the capabilities to explain system relationships and to predict the impacts of potential actions. The methodology provides the ability to combine prior knowledge with empirical information in the development of the graphical structure. Alternative structures can be evaluated by traditional tests of significance, posterior probabilities, or both, as in the above application. The probability metric provides nonlinear detailed relationship information that should be easily consumable by the managers and academics. The modeling effort is concerned with observable variables that may be changed, not hypothetical constructs that cannot be changed by managerial actions. Thus, it is possible to introduce a conceptual intervention and evaluate the expected observable change. Specifically, the posterior probabilities resulting from the intervention can be compared with the preintervention probabilities to provide a quantitative measure of expected change.
Some of the strengths of Bayesian networks may also be considered points of weakness. Discrete measurement focuses attention on categories of substantive interest rather than summary means when variables are assumed continuous. However, some information is generally lost in collapsing categories to gain acceptable frequency counts. A related issue is the test of statistical independence on discrete variables utilized by the constraint-based approach that has lower statistical power than a test on variables assumed to have properties consistent with normal-based inference. Also, the single-valued regression and correlation coefficients provided by traditional causal modeling methods are more familiar relationship measures than conditional probabilities. Furthermore, the focus on observable variables rather than hypothetical con- structs requires cross-validation methods for evaluating internal consistency, rather than the familiar reliability assessment in the tradition of classical test theory.
Bayesian network methodology provides the means for expressing and confirming assumed causal knowledge. Prior knowledge is incorporated with data using Bayes's formula to obtain posterior probabilities. As with all Bayesian inference, there is the element of subjectivity that enters into determination of the form and parameters of a prior distribution. Implementation of the methodology can provide model space searches that may yield relationships that are currently unspecified. The major strength of the application of Bayesian networks is prediction at a level where change can be introduced. The methodology is in a period of development analogous to structural equation modeling in the 1970s. Improvements in estimation and search strategy will very likely emerge from these developmental efforts. However, the current state of the methodology provides a very viable means for studying change in organizations.
