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Abstract
Let f(t, y, y′) =
∑d
i=0 ai(t, y)y
′i = 0 be a first order ordinary differential equa-
tion with polynomial coefficients. Eremenko in 1999 proved that there exists a
constant C such that every rational solution of f(t, y, y′) = 0 is of degree not
greater than C. Examples show that this degree bound C depends not only on
the degrees of f in t, y, y′ but also on the coefficients of f viewed as polynomial
in t, y, y′. In this paper, we show that if
d
max
i=0
{deg(ai, y)− 2(d− i)} > 0
then the degree bound C only depends on the degrees of f , and furthermore we
present an explicit expression for C in terms of the degrees of f .
Keywords: first order AODE, rational solution, degree bound,
height
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1. Introduction
The study of first order algebraic ordinary differential equations (AODEs in
short) has a long history, which can be at least tracked back to the time of Fuchs
and Poincare´. Fuchs presented a sufficient and necessary condition so called
Fuchs’ criterion for a first order AODE having no movable singularities. Roughly
speaking, an AODE is said to have movable singularities if it has a solution (with
arbitrary constants) whose branch points depend on arbitrary constants. For
instance the solution y =
√
t+ c of 2yy′ − 1 = 0 has branch points t = −c,
where c is an arbitrary constant, so 2yy′ − 1 = 0 has movable singularities.
Based on differential algebra developed by Ritt [15] and the theory of algebraic
function field of one variable, Matsuda [14] reproduced many classic results of
✩This work was supported by NSFC under Grants No.11771433 and No.11688101, and by
Beijing Natural Science Foundation (Z190004).
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first order AODEs. In particular, he presented an algebraic definition of movable
singularities. In 1999, combining Matsuda’s results and height estimates of
points on plane algebraic curves, Eremenko showed that rational solutions of
first order AODEs have bounded degrees. In [7], we proved that if a first order
AODE has movable singularities then it has only finitely many rational solutions.
As for algebraic solutions of first order AODEs, Freitag and Moosa [8] showed
that they are of bounded heights.
On the other hand, the algorithmic aspects of computing closed form solu-
tions of AODEs have been extensively studied in the past decades. Several algo-
rithms have been developed for computing closed form solutions (e.g. liouvillian
solutions) of linear homogeneous differential equations (see [2, 12, 19, 17, 18]
etc). Yet, the situation is different in the nonlinear case. Existing algorithms
were only valid for AODEs of special types. Based on parametrization of al-
gebraic curves, Aroca et al [1, 6] gave two complete methods for finding ratio-
nal and algebraic solutions of first order autonomous AODEs. Their methods
were generalized by Winkler and his collegues to the class of first order non-
autonomous AODEs whose rational general solutions involve arbitrary constants
rationally as well as some other certain classes of AODEs (see [21, 20, 3, 22]
etc). Particularly, in [21], the authors introduced a class of first order AODEs
called maximally comparable AODEs and presented an algorithm to compute
a degree bound for rational solutions of this kind of equations as well as first
order quasi-linear AODEs. Readers are referred to [22] for a survey of recent
developments in this direction. Theoretically, it suffices to compute a degree
bound for all rational solutions of a first order AODE to find all its rational
solutions. The following example implies that the degrees of rational solutions
may depend not only on the degrees of the original equation but also on its
constant coefficients.
Example 1.1. Let n be an integer. Then y = tn is a rational solution of
ty′−ny = 0. The degree of tn depends on the constant coefficient n of ty′−ny.
Let f =
∑d
i=0 ai(t, y)y
′i = 0 be an irreducible first order AODE. Set
m.s.index(f) =
d
max
i=0
{deg(ai, y)− 2(d− i)}.
Fuchs’ criterion (see Remark on page 14 of [14]) implies that f = 0 has movable
singularities if m.s.index(f) > 0. On the other hand, it was proved in [5] that
if f = 0 has movable singularities then it can be transferred into an AODE g
with positive m.s.index. This motivates us to focus on first order AODEs with
positive m.s.index. We prove that for an irreducible first order AODE f = 0
with m.s.index(f) > 0 the degrees of rational solutions of f = 0 are independent
of the constant coefficients of f and furthermore we present an explicit degree
bound in terms of the degrees of f . The key step to obtain this degree bound is
to estimate the heights of points on plane algebraic curves. This height estimate
is a special case of the result about heights on complete nonsingular varieties
(see for instance Proposition 3 on page 89 of [13]). Eremenko in [5] provided
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a simple proof for this special case based on the Riemann-Roch Theorem. We
follow Eremenko’s proof but present explicit bounds for each step.
The paper is organized as follows. In Section 2, we introduce some basic
materials used in the later sections. In Sections 3, we estimate the degrees and
heights for elements in a Riemann-Roth space. In Section 4, we present an
explicit bound for the heights of points on a plane algebraic curve. Finally, in
Section 5, we apply the results in Section 4 to first order AODEs.
Throughout this paper, Z stands for the ring of integers, k,K for alge-
braically closed fields of characteristic zero, and R and R for algebraic function
fields over k and K respectively. Pm(·) denotes the projective space of dimen-
sion m over a field and V(·) denotes the variety in a projective space defined by
a set of homogeneous polynomials.
2. Basic materials
In this section, we will introduce some basic materials used in this paper,
including differential rings, algebraic function fields of one variable and heights.
Readers are referred to [15, 14, 4, 13] for details.
2.1. Differential fields associated to AODEs
In this subsection, we introduce some basic notations of differential algebra.
Definition 2.1. A derivation on a ring R is a map δ : R → R satisfying that
for all a, b ∈ R,
δ(a+ b) = δ(a) + δ(b), δ(ab) = δ(a)b + aδ(b).
A ring (resp. field) equipped with a derivation is called a differential ring (resp.
differential field). An ideal I ⊂ R is called a differential ideal if δ(I) ⊂ I.
The field k(t) of rational functions in t can be endowed with a structure of
differential field whose derivation δ is the usual derivation with respect to t, i.e.
δ = ddt . Set y0 = y and denote
k(t){y} = k(t)[y0, y1, . . . ]
where y0, y1, . . . are indeterminates. One can extend the derivation δ on k(t)
to a derivation δ′ on k(t){y} by assigning yi = δ′i(y0) so that k(t){y} be-
comes a differential ring. For the sake of notations, we use δ in place of δ′.
Elements in k(t){y} are called differential polynomials over k(t). Let f be a
differential polynomial not in k(t). Then there is a unique integer d such that
f ∈ k(t)[y0, . . . , yd] \ k(t)[y0, . . . , yd−1]. This integer is called the order of f .
We shall use [·] (resp. 〈·〉) to stand for the differential (resp. algebraic) ideal
generated by a set of differential polynomials (resp. polynomials) respectively.
Suppose that f is irreducible viewed as an algebraic polynomial. Set
Σf = {A ∈ k(t){y}| ∃m > 0 s.t.SmAm ∈ [f ]}
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where S = ∂f/∂yd and d is the order of f . It was proved on page 30 of [15]
that Σf is a prime differential ideal and so k(t){y}/Σf is a differential domain.
Lemma 2.2 of [7] implies that the field of fractions of k(t){y}/Σf is isomorphic
to that of k(t)[y0, . . . , yd]/〈f〉. Under this isomorphism, the field of fractions
of k(t)[y0, . . . , yd]/〈f〉 can be endowed with a structure of differential field. We
shall still use δ, or ′ in short, to denote the induced derivation on the field of
fractions of k(t)[y0, . . . , yd]/〈f〉.
In this paper, the first order AODEs under consideration are differential
equations of the following form
f(y, y′) = 0 (1)
where f(y, y′) ∈ k(t)[y, y′] \ k(t).
Definition 2.2. An element r(t) ∈ k(t) satisfying f(r(t), r′(t)) = 0 is called a
rational solution of f(y, y′) = 0.
Remark that the derivation δ in k(t) can be uniquely extended to a deriva-
tion in k(t) which we shall still denote by δ. Assume that viewed as a poly-
nomial in k(t)[y, y′], f is irreducible over k(t). Then the field of fractions of
k(t)[y, y′]/〈f(y, y′)〉 is not only an algebraic function field over k(t) but also a
differential field.
2.2. Algebraic function fields of one variable
Let K be an algebraically closed field of characteristic zero and R an ex-
tension field of K. We say R is an algebraic function field of one variable over
K if R satisfies the following conditions: there is an element a of R which is
transcendental over K, and R is algebraic of finite degree over K(a). Assume
R is an algebraic function field of one variable over K. A valuation ring of R
over K is a subring V satisfying that
1. K ⊂ V 6= R; and
2. if a ∈ R \ V , then a−1 ∈ V .
All non-invertible elements of V form a maximal ideal P which is called a place
ofR, and V is called the corresponding valuation ring ofP. Let V be a valuation
ring with P as place. There is an element u ∈ V , called a local uniformizer of
P or V , such that P = uV and
⋂∞
n=1 u
nV = {0}. The factor ring V/P is equal
to K since K is algebraically closed. For every valuation ring V with place P,
we define a map
πP : R −→ K ∪ {∞}
satisfying if a ∈ V then πP(a) = a + P ∈ V/P = K, otherwise πP(a) = ∞.
It is well-known that R admits infinitely many places, and there is one-to-one
correspondence between places and valuation rings.
Let P be a place of R and V the corresponding valuation ring of P. Let u
be a local uniformizer of P. Then for every non-zero element a of R, there is a
unique integer n such that
a = unv
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for some invertible element v ∈ V . It is easy to see that the integer n is
independent of the choice of local uniformizers. Such n is called the order of
a at P and denoted by νP(a). We make the convention to write νP(0) = ∞.
Then the place P induces a map νP from R to Z sending a to νP(a). This map
νP is called the order function at P. For a, b ∈ R, we have
νP(ab) = νP(a) + νP(b), νP(a+ b) ≥ min{νP(a), νP(b)}
where the equality in the later formula holds if νP(a) 6= νP(b). Let a ∈ R and
P be a place. We say P is a zero of a if νP(a) > 0, and a pole of a if νP(a) < 0.
Every non-zero element of R admits only finitely many zeros and poles.
A divisor in R is a formal sum
D =
∑
P
nPP
for all the places of R, where nP ∈ Z and nP = 0 for all but finitely many P. It
is easy to see that the set of divisors in R forms an abelian group. D is effective
if nP ≥ 0 for all P. The degree of D, denoted by deg(D), is defined to be
∑
nP
and the support of D, denoted by supp(D), is defined to be {P |nP 6= 0}. For
brief, we denote
D+ =
∑
nP>0
nPP, D
− =
∑
nP<0
−nPP.
LetD1 =
∑
P nPP andD2 =
∑
PmPP be two divisors inR, we writeD1 ≥ D2
provided D1 −D2 is effective. For every non-zero element a of R, we denote
div(a) =
∑
P
νP(a)P
where P ranges over all places of R. Then div(a) is a divisor of degree 0. For
a divisor D, we denote
L(D) = {a ∈ R | div(a) +D ≥ 0} ∪ {0},
which is called the Riemann-Roch space of D. It is well-known that each
Riemann-Roch space is a K-vector space of finite dimension. The Riemann-
Roch Theorem implies that if D is a divisor whose degree is not less than the
genus of R then L(D) is of positive dimension.
Let f ∈ K[x0, x1] \ K be irreducible. One sees that the field of fractions
of K[x0, x1]/〈f〉 is an algebraical function field of one variable over K which is
called the algebraic function field of f . For an irreducible homogeneous poly-
nomial F in K[x0, x1, x2], the corresponding algebraic function field is defined
to be the algebraic function field of F (x0, x1, 1). Remark that the algebraic
function fields of F (1, x1, x2), F (x0, 1, x2) and F (x0, x1, 1) are all isomorphic.
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2.3. Models of algebraic function fields of one variable
Let R be an algebraic function field of one variable over K. The set of all
places of R can be viewed as a nonsingular model of R. On the other hand, let
F be an irreducible homogeneous polynomial F ∈ K[x0, x1, x2] whose algebraic
function field is R. Then the projective curve F = 0 is another model of R.
There is a surjective map from a nonsingular model of R to the curve F = 0.
To describe this map precisely, let ξ0, ξ1, ξ2 be three nonzero elements of R
satisfying that
R = K(ξ0/ξ2, ξ1/ξ2) and F (ξ0, ξ1, ξ2) = 0.
Set ξ = (ξ0, ξ1, ξ2). Let P be a place ofR with u as local uniformizer. Denote by
ℓ = mini{νP(ξi)}. One sees that νP(u−ℓξi) ≥ 0 and moreover not all πP(u−ℓξi)
are zero. Therefore (πP(u
−ℓξ0), πP(u
−ℓξ1), πP(u
−ℓξ2)) defines a point of P
2(K).
Remark that this point does not depend on the choice of u.
Definition 2.3. We call (πP(u
−ℓξ0), πP(u
−ℓξ1), πP(u
−ℓξ2)) the center of P
with respect to ξ. Denote by C(ξ) the set of centers with respect to ξ.
We claim that C(ξ) is the plane projective curve in P2(K) defined by F
and the map sending P to the center of P with respect to ξ is the required
map. It is easy to verify that F (c) = 0 for all c ∈ C(ξ). Conversely, let
(c0, c1, c2) be a point of F = 0. Without loss of generality, we may assume
that c0 6= 0. Then F (1, c1/c0, c2/c0) = 0. Remark tha R = K(ξ1/ξ0, ξ2/ξ0).
As F (1, ξ1/ξ0, ξ2/ξ0) = 0, due to Corollary 2 on page 8 of [4], there is a place
P containing ξ1/ξ0 − c1/c0 and ξ2/ξ0 − c2/c0. For this place, one has that
νP(ξ1) ≥ νP(ξ0), νP(ξ2) ≥ νP(ξ0) and furthermore πP(ξi/ξ0) = ci/c0. Write
ℓ = νP(ξ0). Then the center of P with respect to ξ is
(πP(u
−ℓξ0), πP(u
−ℓξ1), πP(u
−ℓξ2)) = πP(u
−ℓξ0)(1, c1/c0, c2/c0).
This implies that (c0, c1, c2) ∈ C(ξ).
Definition 2.4. We call C(ξ) or F = 0 a plane projective model of R.
The plane projective models of R usually have singularities. Let C be an
irreducible projective curve in P2(K) defined by a homogeneous polynomial F .
A point c of C is said to be of multiplicity r, if all derivatives of F up to and
including the (r − 1)-th vanish at c but not all the r-th derivatives vanish at
c. Suppose that c is a point of C with multiplicity r. If r = 1, then c is called
a simple point of C, otherwise a singular point of C. A point of multiplicity r
is ordinary if the r tangents to C at this point are distinct, otherwise it is non-
ordinary. Due to Propositon on page of [9], R has always a plane projective
model with only ordinary singularities.
Let Φ = (φ0, φ1, φ2) be an invertible transformation, where φ0, φ1, φ2 are
homogeneous polynomials in K[x0, x1, x2] of the same degree and they have no
common factors. We further assume that φi(ξ) 6= 0 for all i = 0, 1, 2. Then
R = K
(
φ0(ξ)
φ2(ξ)
,
φ1(ξ)
φ2(ξ)
)
.
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Proposition 2.5. Let Φ, ξ be as above and P a place of R. Assume that c is
the center of P with respect to ξ. If Φ(c) 6= (0, 0, 0), then Φ(c) is the center of
P with respect to Φ(ξ).
Proof. Let u be a local uniformizer of P and ℓ = min2i=0{νP(ξi)}. One has that
(πP(u
−ℓξ0), πP(u
−ℓξ1), πP(u
−ℓξ2)) = λc
for some nonzero λ ∈ K. Denote m = tdeg(φi). Then
πP(Φ(u
−ℓξ)) = Φ(πP(u
−ℓξ)) = Φ(λc) = λmΦ(c) 6= (0, 0, 0).
This implies that min2i=0{νP(φi(u−ℓξ))} = 0. In other words,
2
min
i=0
{νP(φi(ξ))} = mℓ.
Then the center of P with respect to Φ(ξ) is
πP(u
−mℓΦ(ξ)) = πP(Φ(u
−ℓξ)) = Φ(λc) = λmΦ(c).
Hence Φ(c) is the center of P with respect to Φ(ξ).
2.4. Heights
All algebraic function fields under consideration in this subsection are finite
extensions of k(t). They are algebraic function fields of one variable over k and
the places and order functions in them are defined as the same as in the previous
subsection.
Definition 2.6. All points are considered as points in some suitable projective
spaces over k(t).
1. Given a = (a0, . . . , am) ∈ Pm(k(t)), let R be a finite extension of k(t)
containing all ai. We define the height of a, denoted by T (a), to be∑
pmax
m
i=0{−νp(ai)}
[R : k(t)]
where p ranges over all places of R.
2. For A = (ai,j) ∈ GL3(k(t)), we define
T (A) = T ((a1,1, a1,2, a1,3, . . . , a3,3)).
3. For a ∈ k(t), we define the height of a to be T ((1, a)), denoted by T (a).
4. Let F be a polynomial in k(t)[x0, . . . , xm]. Suppose that F contains at
least two terms. We define the height of F , denoted by T (F ), to be T (c)
where c is the point in a suitable projective space formed by the coefficients
of F . For convention, when F only contains one term, we defined T (F )
to be zero.
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5. Let V be a hypersurface in Pm(k(t)) defined by F ∈ k(t)[x0, . . . , xm]. We
define the height of V , denoted by T (V ), to be T (F ).
Remark 2.7. Assume that a = (a0, . . . , am),b = (b0, . . . , bm) ∈ Pm(k(t)).
1. One sees that T (a) is independent of the choice of homogeneous coordi-
nates and the choice of R. Without loss of generality, we suppose a0 = 1,
then
T (a) =
∑
pmax{0,−νp(a1), . . . , νp(am)}
[R : k(t)]
≥ 0.
2. Assume R is a finite extension of k(t) containing all ai and bi. Then one
sees that if maxi{−νp(ai)} ≥ maxi{−νp(bi)} for all places p of R then
T (a) ≥ T (b).
3. Suppose that a0, a1, . . . , am ∈ k[t] and gcd(a0, . . . , am) = 1. Then
T (a) = max{deg(a0), . . . , deg(am)}.
To see this, let R = k(t). Then
T (a) =
∑
p
max{−νp(a0), . . . ,−νp(am)}
where p ranges over all the places of R. Note that every place of R has a
local uniformizer of the form 1/t or t−c for some c ∈ k. Suppose the place
p has t−c as a local uniformizer. Then νp(ai) > 0 if and only if (t−c)|ai.
Since gcd(a0, . . . , am) = 1, there is some i0 such that νp(ai0) = 0. This
implies that for places p with t− c, c ∈ k as local uniformizers,
max{−νp(a0), . . . ,−νp(am)} = 0.
For the place with 1/t as local uniformizer, one has that νp(ai) = − deg(ai).
So for this place,
max{−νp(a0), . . . ,−νp(am)} = max{deg(a0), . . . , deg(am)}.
Consequently, T (a) = max{deg(a0), . . . , deg(am)}.
4. Let a ∈ k(t) and R = k(t, a). Let g(t, x) be a nonzero irreducible poly-
nomial over k such that g(t, a) = 0. It is clear that T (a) = 0 if a ∈ k.
Assume that a /∈ k and p1, . . . , ps are all distinct poles of a in R, then
T (a) =
−∑si=1 νpi(a)
[R : k(t)]
=
[R : k(a)]
[R : k(t)]
=
deg(g, t)
deg(g, x)
.
In particular, if a ∈ k(t) then T (a) = deg(a) which is defined to be the
maximun of the degrees of the denominator and numerator of a.
From the above remark, it is easy to see that for a ∈ k(t) \ {0} and i ∈ Z
T (ai) = |i|T (a).
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Proposition 2.8. Let a, b ∈ k(t), c1, . . . , c4 ∈ k with c1c4 − c2c3 6= 0. Then
1. T
(
c1a+c2
c3a+c4
)
= T (a) if c3a+ c4 6= 0;
2. T (ab) ≤ T (a) + T (b);
3. T (a+ λb) ≤ T (a) + T (b) for all λ ∈ k.
Proof. 1. If a ∈ k then the assertion is obvious. Suppose that a /∈ k. Let
R = k(t, a). Then R = k(t, (c1a + c2)/(c3a + c4)). The assertion follows from
Remark 2.7 and the fact that[
R : k
(
c1a+ c2
c3a+ c4
)]
= [R : k(a)].
2. Let R = k(t, a, b). For each place p of R, −νp(ab) = −νp(a) − νp(b) and
thus
max{0,−νp(ab)} ≤ max{0,−νp(a)} +max{0,−νp(b)}.
The assertion then follows from Remark 2.7.
3. Use an argument similar to that in 2. and the fact that
−νp(a+ λb) ≤ max{−νp(a),−νp(b)}.
The following examples show that the equalities may hold in 2 and 3 of
Proposition 2.8.
Example 2.9. Let a = t2, b = t3 + 1 and λ ∈ k \ {0}. Then
T (ab) = 5 = T (a) + T (b), T (1/a+ λ/b) = 5 = T (1/a) + T (1/b.)
Moreover both of them are greater than the maximun of T (a), T (b).
In the following, y stands for the vector with indeterminates y1, . . . , ys and
yd denotes
∏s
i=1 y
di
i for d = (d1, . . . , ds) ∈ Zs.
Proposition 2.10. Let f and g be polynomials in k(t)[y], then
1. T (fg) ≤ T (f) + T (g);
2. If both f and g have 1 as a coefficient, then T (f + g) ≤ T (f) + T (g).
Proof. Write f =
∑
d ady
d and g =
∑
d bdy
d with ad, bd ∈ k(t). Let R be a
finite extension of k(t) containing all ad, bd, and p a place of R.
1. Each coefficient of fg is of the form
∑s
i=1 adibdi , where s ≥ 1. Since
−νp
(
s∑
i=1
adibdi
)
≤ smax
i=1
{−νp(adi)− νp(bdi)},
we have
max
c ∈ C{−νp(c)} ≤ maxd {−νp(ad)}+maxd {−νp(bd)}
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where C is the set of all coefficients of fg. It follows that T (fg) ≤ T (f)+T (g).
2. The assertion follows from the fact that
−νp(ad + bd) ≤ max
d
{−νp(ad),−νp(bd)} ≤ max
d
{0,−νp(ad),−νp(bd)}
≤ max
d
{0,−νp(ad)}+max
d
{0,−νp(bd)}.
Proposition 2.11. Let f = xn+an−1x
n−1+· · ·+a0 where n > 0 and ai ∈ k(t).
Suppose that α is a zero of f in k(t) and R is a finite extension of k(t) containing
α and all ai. Then for each place p of R,
max{0,−νp(α)} ≤ max{0,−νp(a0), . . . ,−νp(an−1)}.
Proof. The assertion is clear if α ∈ k or p is not a pole of α. Assume α ∈ k(t)\k
and p is a pole of α. Then
νp(α
n) = νp
(
n−1∑
i=0
aiα
i
)
≥
n−1
min
i=0
{iνp(α) + νp(ai)} = i0νp(α) + νp(ai0)
for some i0 with 0 ≤ i0 ≤ n − 1. This together with the fact that νp(α) < 0
implies that
νp(α) ≥ νp(ai0)
n− i0 ≥ νp(ai0) ≥
n−1
min
i=0
{νp(ai)} ,
i.e.
−νp(α) ≤ n−1max
i=0
{−νp(ai)} .
Consequently, one has that
max{0,−νp(α)} ≤ max{0,−νp(a0), . . . ,−νp(an−1)}.
Corollary 2.12. Let f be a polynomial in k(t)[x] and α a zero of f in k(t).
Then T (α) ≤ T (f).
The equality in Corollary 2.12 may hold as shown in the following example.
Example 2.13. Let
f = x2 − (t3 + 1)x+ t3 = (x− t3)(x− 1),
then T (t3) = T (f) = 3.
Lemma 2.14. Assume f, g ∈ k(t)[x] and g is a factor of f . Then T (g) ≤ T (f).
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Proof. Without loss of generality, we may assume both f and g are monic. Write
f = xn +
n−1∑
i=0
aix
i, ai ∈ k(t).
We first show that if f = gh and deg g = 1 then T (h) ≤ T (f). Suppose that
h = xn−1 +
n−2∑
j=0
bjx
j , g = x+ α
where α, bj ∈ k(t). Let R = k(t, α, b0, . . . , bn−2). For each place p of R, denote
Np = max{0,−νp(a0), . . . ,−νp(an−1)}.
Then max{0,−νp(ai)} ≤ Np for all i = 0, . . . , n− 1 and all places p of R. From
f = gh, one has that
bn−2 + α = an−1, b0α = a0, biα+ bi−1 = ai, i = 1, . . . , n− 2.
We claim that max{0,−νp(bj)} ≤ Np for all j = 0, . . . , n− 2 and all places p of
R. For j = n− 2, one has that
νp(bn−2) = νp(an−1 − α) ≥ min{νp(an−1), νp(α)}.
This implies that max{0,−νp(bn−2)} ≤ max{0,−νp(an−1),−νp(α)}. By Propo-
sition 2.11, we have that max{0,−νp(α)} ≤ Np. Hence max{0,−νp(bn−2)} ≤
Np for all places p of R. Now assume that there is a place q of R and j0 with
0 ≤ j0 < n− 2 such that max{0,−νq(bj0)} > Nq but max{0,−νq(bj0+1)} ≤ Nq.
Then one has that νq(bj0) < 0 and νq(bj0) < νq(ai) for all i = 0, . . . , n− 1. On
the other hand, since max{0,−νq(bj0+1)} ≤ Nq, −νq(bj0) > Nq ≥ −νq(bj0+1)
i.e. νq(bj0+1) < νq(bj0) < 0. From αbj0+1 = aj0+1 − bj0 , one has that
νq(αbj0+1) = νq(α) + νq(bj0+1) = min{νq(aj0+1), νq(bj0)} = νq(bj0).
The last equality holds because νq(bj0) < νq(ai) for all i. Thus νq(α) < 0 which
implies that
νq(αbj0 ) = νq(α) + νq(bj0) < νq(ai)
for all i = 0, . . . , n− 1. As bj0−1 = aj0 −αbj0 , one has that νq(bj0−1) = νq(α) +
νq(bj0) < 0 and furthermore νq(bj0−1) < νq(ai) for all i = 0, . . . , n− 1. In other
words, max{0,−νq(bj0−1)} > Nq. Applying a similar argument to the equalities
bj = aj+1 − αbj+1 for j = j0 − 2, . . . , 0 successively yields that νq(bj) < 0 and
max{0,−νq(bj)} > Nq for all j = j0−2, . . . , 0. However, one has that αb0 = a0.
This implies that νq(a0) < νq(b0) < 0 and thus Nq ≥ −νq(a0) > −νq(b0) > 0.
That is to say, Nq ≥ max{0,−νq(b0)}, a contradiction. This proves the claim.
This claim and Remark 2.7 imply that T (h) ≤ T (f).
Now we prove the assertion by induction on deg(f). The base case deg(f) =
1 is obvious. Suppose that the assertion holds for deg(f) ≤ n. Consider the
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case deg(f) = n + 1. If f = g then there is nothing to prove. Suppose that
f 6= g. Then there is β ∈ k(t) such that (x+β)g divides f . Let f = (x+β)f˜ for
some f˜ ∈ k(t)[x]. Then T (f˜) ≤ T (f) and g divides f˜ . By induction hypothesis,
one has that T (g) ≤ T (f˜) ≤ T (f).
Corollary 2.15. Assume f(x, y), g(x, y) ∈ k(t)[x, y] and g(x, y) is a factor of
f(x, y). Then T (g(x, y)) ≤ T (f(x, y)).
Proof. Suppose that f(x, y) =
∑
i,j ci,jx
iyj where ci,j ∈ k(t). Let d be an
integer greater than tdeg(f(x, y)). One has that
f(x, xd) =
∑
i,j
ci,jx
i+jd.
Note that for 0 ≤ i, j, l,m < d, i + jd = l + md if and only if (i, j) = (l,m).
This implies that the set of the coefficients of f(x, y) coincides with that of
f(x, xd). Hence T (f(x, y)) = T (f(x, xd)). Similarly, T (g(x, y)) = T (g(x, xd)).
It is clear that g(x, xd) is still a factor of f(x, xd). By Lemma 2.14, T (g(x, xd)) ≤
T (f(x, xd)). Thus T (g(x, y)) ≤ T (f(x, y)).
Proposition 2.16. Assume f, g ∈ k(t)[y, z], then
T (resz(f, g)) ≤ deg(g, z)T (f) + deg(f, z)T (g)
where resz(f, g) is the resultant of f and g with respect to z.
Proof. The assertion is clear that if resz(f, g) = 0. Consider the case resz(f, g) 6=
0. Assume deg(f, z) = n, deg(g, z) = m. Write
f =
n∑
i=0
ai(y)z
i, g =
m∑
i=0
bi(y)z
i
where ai(y), bi(y) ∈ k(t)[y]. Denote further by C1, C2 the sets of the coefficients
in y, z of f, g respectively. Then
resz(f, g) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
an an−1 · · · a0
. . .
. . .
. . .
an an−1 · · · a0
bm bm−1 · · · b0
. . .
. . .
. . .
bm bm−1 · · · b0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
By the definitions of determinant, we can write
resz(f, g) =
∑
d

 ℓd∑
j=1
βd,jmd,jnd,j

yd
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where βd,j , ℓd ∈ Z, ℓd ≥ 0, md,j is a monomial in C1 with total degree m and
nd,j is a monomial in C2 with total degree n. Let R = k(t, C1, C2). For each
place p of R, we have
−νp

∑
j
βd,jmd,jnd,j

 ≤ max
j
{−νp(md,jnd,j)}
≤ mmax
c∈C1
{−νp(c)}+ nmax
c∈C2
{−νp(c)}.
Therefore by Remark 2.7,
T (resz(f, g)) ≤ mT (f) + nT (g).
3. Degrees and Heights on Riemann-Roth spaces
Throughout this section,R denotes an algebraic function field of one variable
over k(t). Let ξ = (ξ0, ξ1, ξ2) ∈ R3 be such that C(ξ) a plane projective model
of R, i.e. R = k(t)(ξ0/ξ2, ξ1/ξ2). Each h ∈ R can be presented by G(ξ)/H(ξ)
where G,H are two homogeneous polynomials in k(t)[x0, x1, x2] of the same
degree and having no common factors, and H(ξ) 6= 0. We call (G,H) a repre-
sentation of h. This section shall focus on determining the degrees and heights
of representations of elements in Riemann-Roch spaces. There are several al-
gorithms for computing the bases of Riemann-Roth spaces (see for example
[10, 11]). However no existing algorithm provided explicit bounds for the de-
grees and heights of G and H where (G,H) represents an element in these bases.
These bounds play an essential role in estimating the heights of points on a plane
algebraic curve. In this section, we shall follow the algorithm developed in [11]
to obtain these bounds. For this purpose, we need to resolve singularities of a
given plane algebraic curve to obtain the one with only ordinary singularities.
This can be done by a sequence of quadratic transformations.
In this section, unless otherwise stated, F always stands for an irreducible
homogeneous polynomial in k(t)[x0, x1, x2] of degree n > 0 which defines a
plane projective model of R, i.e. there is ξ = (ξ0, ξ1, ξ2) ∈ R3 such that R =
k(t)(ξ0/ξ2, ξ1/ξ2) and F (ξ) = 0.
3.1. Quadratic transformations
Let D be a divisor in R. Due to Proposition on page of [9], there is a
birational transformation B such that the transformation of F = 0 under B is a
plane projective curve with only ordinary singularties, moreover B can be chosen
to be the composition of a sequence of suitable quadratic transformations. In
this subsection, we shall investigate the degree and height of the transformation
of F = 0 under a quadratic transformation.
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Definition 3.1. 1. L stands for a projective change of coordinates on P2(k(t))
that is defined as L(c) = cML where ML ∈ GL3(k(t)), and Q denotes the
standard quadratic transformation that is defined as
Q(c) = (c1c2, c0c2, c0c1)
where c = (c0, c1, c2).
2. The height of L, denoted by T (L), is defined as T (ML).
Notation 3.2. 1. FL stands for F ((x0, x1, x2)ML).
2. FQ stands for the irreducible polynomial F˜ satisfying
F (x1x2, x0x2, x0x1) = x
d0
0 x
d1
1 x
d2
2 F˜
where di ≥ 0.
One sees that V(FL) (resp. V(FQ)) is the variaty L−1(V(F )) (resp. the
projective closure of Q−1(V(F ) \ V(x0x1x2)).
Remark 3.3. Q is bijective on P2(k(t)) \ V(x0x1x2) and Q−1 = Q.
Let us first bound the heights of the common points of two algebraic curves
in P2(k(t)).
Proposition 3.4. Let F,G be two homogenenous polynomials in k(t)[x0, x1, x2]
of degree n,m respectively. Suppose that F and G have no common factor, and
c ∈ P2(k(t)) is a common point of F = 0 and G = 0. Then
T (a) ≤ 2(mT (F ) + nT (G)).
Furthermore, if G = c0x1 + c1x1 + c2x2 with ci ∈ k then T (a) ≤ T (F ).
Proof. Let Hi(xj , xl) = resxi(F,G) where {i, j, l} = {0, 1, 2}. Proposition 2.16
implies that T (Hi) ≤ mT (F ) + nT (G). Without loss of generality, suppose
a = (1, a1, a2). Since a is a common point of F = 0 and G = 0,
H2(1, a1) = H1(1, a2) = 0.
It follows from Corollary 2.12 that T (ai) ≤ mT (F )+nT (G) for all i = 1, 2. Let
R = k(t, a1, a2) and p a place of R. Then
max{0,−νp(a1),−νp(a2)} ≤ max{0,−νp(a1)}+max{0,−νp(a2)}.
Whence
T (a) ≤ T (a1) + T (a2) ≤ 2(mT (F ) + nT (G)).
It remains to pove the second assertion. Since a0 = 1 6= 0, not all c1, c2 are
zero. Without loss of generality, assume that c1 6= 0. Substituting a1 = −(c0 +
a2c2)/c1 into F = 0 yields that
F (1,−(c0 + a2c2)/c1, a2) = 0.
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This implies that T (a2) ≤ T (F ). On the other hand, one sees that
νp(a1) = νp(−(c0 + a2c2)/c1) ≥ min{νp(c0), νp(a2)}.
So
max{0,−νp(a1),−νp(a2)} ≤ max{0,−νp(a2)}.
which results in T (a) ≤ T (a2) ≤ T (F ).
Corollary 3.5. If a ∈ P2(k(t)) is a singular point of F = 0, then T (a) ≤
2(2n− 1)T (F ).
Lemma 3.6. Suppose that L is a projective change of coordinates. Then
1. T (FL) ≤ T (F ) + deg(F )T (L);
2. for each c ∈ P2(k(t)), T (L(c)) ≤ T (c) + T (L).
Proof. Suppose that ML = (ai,j) and
F =
n∑
i=0
n−i∑
j=0
ci,jx
i
0x
j
1x
n−i−j
2
where n = deg(F ) and ci,j ∈ k(t).
1. One has that
FL =
n∑
i=0
n−i∑
j=0
ci,j
(
3∑
l=1
al,1xl−1
)i( 3∑
l=1
al,2xl−1
)j ( 3∑
l=1
al,3xl−1
)n−i−j
.
Let ρ be a coefficient of FL viewed as polynomial in x0, x1, x2. Then ρ is a
k-linear combination of monomials ci,ja
e1,1
1,1 . . . a
e3,3
3,3 with
∑
ei,j = n. Let R be
a finite extension of k(t) containing all ci,j and ai,j . Suppose that p is a place
of R. Then one has that
νp(ρ) ≥ min
i,j,i′,j′

νp(ci,j) +∑
i′,j′
ei′,j′νp(ai′,j′)


≥ min
i,j
{νp(ci,j)}+min
i,j

∑
i,j
ei,jνp(ai,j)

 ,
i.e.
−νp(ρ) ≤ max
i,j
{−νp(ci,j)} +max
i,j

−∑
i,j
ei,jνp(ai,j)


≤ max
i,j
{−νp(ci,j)} + nmax
i,j
{−νp(ai,j)}.
Therefore T (FL) ≤ T (F ) + nT (L) due to Remark 2.7.
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2. Suppose that c = (c0, c1, c2) and L(c) = (b0, b1, b2). Then bi =
∑3
j=1 aj,icj−1.
Let R be a finite extension of k(t) containing all ci and ai,j , and p a place of R.
Then
νp(bi) = νp

 3∑
j=1
aj,icj−1

 ≥ min
j
{νp(aj,i) + νp(cj−1)}
i.e.
−νp(bi) ≤ max
j
{−νp(aj,i)− νp(cj−1)} ≤ max
j
{−νp(aj,i)}+max
j
{−νp(cj−1)}.
So T (L(c)) ≤ T (c) + T (L).
Corollary 3.7. Suppose that c = (c0, c1, 1) ∈ P2(k(t)). Let L be a projective
change of coordinates with
ML =

a1 a2 a3a4 a5 a6
c0 c1 1

 (2)
where ai ∈ k. Then
1. L((0, 0, 1)) = c;
2. T (FL), T (FL
−1
) ≤ T (F ) + deg(F )T (c);
3. for each b ∈ P2(k(t)), T (L(b)), T (L−1(b)) ≤ T (b) + T (c).
Proof. The first assertion is obvious. The second and third assertions follows
from Lemma 3.6 and the fact that T (ML) = T (c) and T (ML−1) ≤ T (c).
Definition 3.8. 1. The points (1, 0, 0), (0, 1, 0), (0, 0, 1) ∈ P2(k(t)) are called
fundamental points.
2. Assume (0, 0, 1) is a singular point of F = 0 with multiplicity r. F = 0 is
said to be in excellent position if it satisfies the following two conditions:
(a) the line x2 = 0 intersects F = 0 in n distinct non-fundamental points;
(b) the lines x0 = 0, x1 = 0 intersect F = 0 in n− r distinct points other
than fundamental points.
Lemma 3.9. Suppose that c = (c0, c1, c2) is a singular point of F = 0 of
multiplicity r. There is a projective change of coordinates L with ML having
the form (2) such that L((0, 0, 1)) = c and FL = 0 is in excellent position.
Proof. Denote y = (y1, . . . , y6). Let L′y be the projective change of coordinates
with ML′y of the form 
y1 y2 y3y4 y5 y6
c0 c1 c2

 .
One sees that there are polynomials f1, . . . , fs ∈ k(t)[y1, . . . , y6] such that L′b
with b ∈ k(t)6 satisfies the required conditions if and only if
b ∈ S =
{
b ∈ k(t)6 | ∀ i = 1, . . . , s, fi(b) 6= 0
}
.
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Note that if L is a projective change of coordinates such that L(c) = (0, 0, 1)
then L = L′b for some b ∈ k(t)
6
. Due to Lemma 1 on page of [9], there
are projective changes of coordinates satisfying the above conditions. In other
words, S 6= ∅. Therefore S∩k6 6= ∅. For every b ∈ S∩k6, L′b is as required.
Lemma 3.10. 1. T (FQ) = T (F );
2. For each a = (a0, a1, a2) ∈ P2(k(t)), T (Q(a)) ≤ 2T (a).
Proof. 1. Assume that F =
∑n
i=0
∑n−i
j=0 ci,jx
i
0x
j
1x
n−i−j
2 where ci,j ∈ k(t). Then
F (x1x2, x0x2, x0x1) =
n∑
i=0
n−i∑
j=0
ci,j(x1x2)
i(x0x2)
j(x0x1)
n−i−j
=
n∑
i=0
n−i∑
j=0
ci,jx
n−i
0 x
n−j
1 x
i+j
2 .
From this, one sees that the set of coefficients of F is equal to that of FQ. Hence
T (F ) = T (FQ).
2. One has that Q(a) = (a1a2, a0a2, a0a1). Let R be a finite exntesion of
k(t) containing all ai and p a place of R. Note that
νp(aiaj) = νp(ai) + νp(aj) ≥ 2min{νp(a0), νp(a1), νp(a2)},
i.e. −νp(aiaj) ≤ 2max{−νp(a0),−νp(a1),−νp(a2)}. So T (Q(a)) ≤ 2T (a).
Definition 3.11. 1. We call a projective change of coordinates in Lemma 3.9
a projective change of coordinates centered at c.
2. Let Lc be a projective change of coordinates centered at c and Q the stand
quadratic transformation. We call Qc = Lc ◦Q, the composition of Q and
Lc, a quadratic transformation centered at c.
Notation 3.12. Let Qc be a quadratic transformation centered at c. We shall
denote FQc = (FLc)Q.
Corollary 3.13. Let c be a singular point of F = 0 and Qc a quadratic trans-
formation centered at c. Then
1. T (FQc) ≤ T (F ) + deg(F )T (c);
2. for a ∈ P2(k(t)), T (Q−1c (a)) ≤ 2(T (c) + T (a));
Proof. 1 and 2 follow from the fact that Q−1 = Q and Lemmas 3.6 and 3.10.
Proposition 3.14. Let C(ξ) be a plane projective model of R defined by F and
P a place of R. Let a be the center of P with respect to ξ. Assume that Qc is a
quadratic transformation centered at c for some singular point c of F = 0 and
a′ is the center of P with respect to Q−1c (ξ). Then
T (a′) ≤ max{2(T (c) + T (a)), T (F ) + deg(F )T (c)}.
17
Proof. We first claim that if a 6= c then Q−1c (a) 6= (0, 0, 0). Otherwise assume
that Q−1c (a) = Q−1L−1c (a) = (0, 0, 0). Then L−1c (a) is a fundamental point of
FLc = 0. Since neither (1, 0, 0) nor (0, 1, 0) is a point of FLc = 0. One has that
L−1c (a) = (0, 0, 1). Hence a = c. This proves our claim.
Suppose that a 6= c. Then Q−1c (a) 6= (0, 0, 0) and thus a′ = Q−1c (a) by
Proposition 2.5. Corollary 3.13 then implies that T (a′) ≤ 2(T (a) + T (c)). Now
suppose that a = c. Denote ξ′ = L−1c (ξ) = (ξ′0, ξ′1, ξ′2). By Proposition 2.5
again, (0, 0, 1) is the center of P with respect to ξ′. Suppose that u is a local
uniformizer of P and ℓi = νP(ξ
′
i). From the definition of center, one sees that
ℓi > ℓ2 for all i = 0, 1. Write ξ
′
i = u
ℓi(ci + uηi) where ci ∈ k(t) \ {0}, ηi ∈ R
with νP(ηi) ≥ 0. One then has that
Q−1(ξ′) = (ξ′1ξ′2, ξ′0ξ′2, ξ′0ξ′1)
=
(
uℓ1+ℓ2(c1c2 + uη˜0), u
ℓ0+ℓ2(c0c2 + uη˜1), u
ℓ1+ℓ0(c0c1 + uη˜2)
)
where η˜i ∈ R with νP(η˜i) ≥ 0. Set
µ = min{νP(ξ′1ξ′2), νP(ξ′0ξ′2), νP(ξ′1ξ′0)}.
Since both ℓ0 and ℓ1 are greater than ℓ2, µ = ℓ0 + ℓ2 or ℓ1 + ℓ2. In the case
that µ = ℓ0 + ℓ2 = ℓ1 + ℓ2, one has that a
′ = (c1c2, c0c2, 0) = c2(c1, c0, 0). So
a′ ∈ V(FQc)∩V(x2). By Propositon 3.4, T (a′) ≤ T (FQc) ≤ T (F )+deg(F )T (c).
In other cases, one sees that a′ is a fundamental point and so T (a′) = 0. Hence,
in each case, one has that
T (a′) ≤ max{2(T (c) + T (a)), T (F ) + deg(F )T (c)}.
3.2. Degrees and Heights for Riemann-Roch Spaces
Let D =
∑m
i=1 niPi be a disivor in R where ni 6= 0. Let C(ξ) defined
by F be a plane projective model of R. Suppose that h ∈ L(D) and h =
G(ξ)/H(ξ) where G,H are two homogeneous polynomials of the same degree in
k(t)[x0, x1, x2]. In this subsection, we shall estimate deg(G) and T (G), T (H) in
terms of deg(F ) and T (F ). For this, we introduce the following notations and
definitions.
Notation 3.15. Let C(ξ) be a plane projective model of R and D a divisor.
1. Sξ(D) := {the centers of places in supp(D) with respect to ξ}.
2. Tξ(D) := max {T (c) | c ∈ Sξ(D)}.
Definition 3.16. Let G,H be two homogeneous polynomials in k(t)[x0, x1, x2]
of the same degree. Write ξ = (ξ0, ξ1, ξ2).
(1). Define
ordP(G(ξ)) = νP (G(ξ))− deg(G)
2
min
i=0
{νP(ξi)}.
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(2). Define
divξ(G) =
∑
ordP(G(ξ))P
where the sum ranges over all places of R. Furthermore, define
divξ(G/H) = divξ(G)− divξ(H).
It is easy to see that ordP(G(ξ)) ≥ 0 and ordP(G(ξ)) > 0 if and only if
G(c) = 0 where c is the center ofP with respect to ξ. Futhermore ordP(G(λξ)) =
ordP(G(ξ)) for all nonzero λ ∈ R.
Remark 3.17. On page 182 of [9], ordP(G) is defined to be the order at P of
the image of G in the valutaion ring of P. Remark that
ordP(G(ξ)) = νP(G(ξ)/ξ
d
i0 )
where ξi0 satisfies that νP(ξi0 ) = min
2
i=0{νP(ξi)}. Under the map sending xj to
ξj/ξi0 for all j = 0, 1, 2, G is sent to G(ξ)/ξ
d
i0
which lies in the valuation ring
of P. Therefore ordP given in Definition 3.16 concides with the one given in
[9] and divξ(G) is nothing else but the intersection cycle of G and H (see page
119 of [9]).
The lemma below follows easily from the definition.
Lemma 3.18. Suppose that G,H ∈ k(t)[x0, x1, x2] are two homogeneous poly-
nomials of the same degree. Then
1. divξ
(
G
H
)
= divξ(G)− divξ(H) = div
(
G(ξ)
H(ξ)
)
; and
2. deg(divξ(G)) = deg(G) deg(F ).
Lemma 3.19. Suppose that c = (c0, c1, 1) is an ordinary singular point of
F = 0 of multiplicity r, n = deg(F ) and S is a finite set of points of F = 0.
1. Let Lλ = x0 − c0x2 − λ(x1 − c1x2). Then for all but a finite number of λ,
Lλ = 0 intersects F = 0 in n− r distinct points other than the points in
{c} ∪ S.
2. Write
F = Fr(x0 − c0x2, x1 − c1x2)xn−r2 + · · ·+ Fn(x0 − c0x2, x1 − c1x2)
where Fi(y0, y1) is a homogeneous polynomial in y0, y1 of degree i. Assume
that Fr(1, 0)Fr(0, 1)Fn(1, 0)Fn(0, 1) 6= 0. Let
Gλ = α(x1 − c1x2)x2 − (x0 − c0x2)x2 − λ(x0 − c0x2)(x1 − c1x2)
where α ∈ k(t) \ {0} satisfies that Fr(α, 1) = 0. Then for all but a finite
number of λ, Gλ = 0 intersects F = 0 in 2n− r − 1 distinct points other
than the points in {c} ∪ S.
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Proof. 1. Under the projective change of coordinates L with L(x0) = x0 +
c0x2,L(x1) = x1 + c1x2 and L(x2) = x2, we may assume that c = (0, 0, 1). Set
Lλ = x0 − λx1 where λ ∈ k(t). Substituting x0 = λx1 into F yields that
xr1
(
Fr(λ, 1)x
n−r
2 + Fr+1(λ, 1)x1x
n−r−1
2 + · · ·+ Fn(λ, 1)xn−r1
)
.
Set Hλ(t) = Fλ(λ, 1)t
n−r+· · ·+Fn(λ, 1). For every root γ ofHλ(t) = 0, one sees
that (λ, 1, γ) is a common point of Lλ = 0 and F = 0 other than c. Moreover if
Hλ(t) = 0 has n− r distinct roots then Lλ = 0 intersects F = 0 in n− r distinct
points other than c. So it suffices to prove that for all but a finite number of λ,
Hλ(t) = 0 has n− r distinct roots. Note tht substituting x0 = λx1 into ∂F/∂x2
yields that
xr1
n∑
i=r
(n− i)Fi(λ, 1)xn−i−12 xi−r1 .
From this, one sees that if γ is a common root of Hλ(t) = 0 and ∂Hλ(t)/∂t = 0
then (λ, 1, γ) is a common point of F = 0 and ∂F/∂x2 = 0. Since F = 0 and
∂F/∂x2 = 0 have only finitely many common points, there are only finitely
many λ such that Hλ(t) = 0 has multiple roots. In other words, there is only a
finite number of λ such that Lλ = 0 intersects F = 0 in less than n− r distinct
points other than c. It remains to show that there are only finitely many λ such
that (S \ {c})∩V(Lλ) 6= ∅. Assume that (a0, a1, a2) ∈ S \ {c} which lies in the
line Lλ = 0. If a1 − c1a2 6= 0 then
λ = (a0 − c2a2)/(a1 − c1a2).
If a1− c1a2 = 0 then a0− c0a2 = 0 and thus (a0, a1, a2) = a2(c0, c1, 1). In other
words, (a0, a1, a2) = (0, 0, 0) or c, which is impossible.
2. Similarly, we may assume that c = (0, 0, 1). Then
Gλ = αx1x2 − x0x2 − λx0x1,
F = Fr(x0, x1)x
n−r
2 + · · ·+ Fn(x0, x1).
Applying the standard quadratic transformation Q to Gλ and F , one obtains
that
GQλ = αx0 − x1 − λx2,
F (x1x2, x0x2, x0x1) = x
r
2
(
Fr(x1, x0)(x0x1)
n−r + · · ·+ Fn(x1, x0)xn−r2
)
.
Since c is an ordinary singular point and Fr(1, 0)Fr(0, 1) 6= 0, by on page of [9]
(1, α, 0) is a simple point of FQ = 0. Moveover, as Fn(1, 0)Fn(0, 1) 6= 0, neither
(1, 0, 0) nor (0, 1, 0) is a point of FQ = 0 and so deg(FQ) = 2n− r. Thus
FQ = Fr(x1, x0)(x0x1)
n−r + · · ·+ Fn(x1, x0)xn−r2 .
For every common point (γ0, γ1, γ2) of G
Q
λ = 0 and F
Q = 0 with λγ2 6= 0,
(γ1γ2, γ0γ2, γ0γ1) 6= (0, 0, 0) and then it is a common point of Gλ = 0 and
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F = 0 other than c. Therefore it suffices to show that for all but a finite
number of λ, GQλ = 0 and F
Q = 0 have 2n − r − 1 distinct common points
(γ0, γ1, γ2) with γ2 6= 0. Let L be the projective change of coordinates such that
L(x0) = (x0 + x1)/α,L(x1) = x1,L(x2) = x2. Then (GQλ )L = x0 − λx2. Note
that L−1((1, α, 0)) = (0, α, 0) which is a simple point of (FQ)L = 0. Thus
(FQ)L = F˜1(x0, x2)x
2n−r−1
1 + F˜2(x0, x2)x
2n−r−2
1 + · · ·+ F˜2n−r(x0, x2).
By (1), for all but a finite number of λ, (GQλ )
L = 0 intersects (FQ)L = 0 in
2n − r − 1 distinct points (γ′0, γ′1, γ′2) with γ′2 6= 0. Remark that if (γ′0, γ′1, γ′2)
is a common point of (GQλ )
L = 0 and (FQ)L = 0 with γ′2 6= 0 then (γ′0 +
β/αγ′1, γ
′
1, γ
′
2) is a common point of G
Q
λ = 0 and F
Q = 0 with γ′2 6= 0. These
imply that for all but a finite number of λ, GQλ = 0 intersects F
Q = 0 in 2n−r−1
distinct points (γ0, γ1, γ2) with γ2 6= 0.
Finally, we need to prove that there are only finitely many λ such that
S \ {c} ∩ V(Gλ) 6= ∅. Assume that a = (a0, a1, a2) ∈ S \ {c} which lies in
Gλ = 0. We claim that (a0 − c0a2)(a1 − c1a2) 6= 0. Suppose on the contrary
that (a0− c0a2)(a1− c1a2) = 0. Then by Gλ(a) = 0, one sees that either a2 = 0
or both a0 − c0a2 and a1 − c1a2 are zero. This implies that a must be one of
three points (1, 0, 0), (0, 1, 0), a2(c0, c1, 1). This is impossible and then our claim
holds. It follows from the claim that λ is uniquely determined by a.
Proposition 3.20. Suppose that F = 0 has only ordinary singularities and D
is an effective divisor in R. Let D′ be a divisor in R.
1. Assume further that D =
∑r
i=1 Pi where all Pi have the same center
which is a point of F = 0 with multiplicity r. Then there is a linear
homogeneous polynomial G in k(t)[x0, x1, x2] such that
divξ(G) = D +A
where A is a very simple and effective divisor of degree n− r, supp(A) ∩
(supp(D′) ∪ {P1, . . . ,Pr}) = ∅, and
T (G) ≤ Tξ(D), Tξ(A) ≤ 2(T (F ) + nTξ(D)).
2. Assume that D = P where the center of P is a singular point of F = 0.
Then there are two homogeneous polynomials G,H ∈ k(t)[x0, x1, x2] of
degree two such that
divξ(G/H) = D +A
where A is a very simple divisor, supp(A) ∩ (supp(D′) ∪ {P}) = ∅ and
T (G), T (H) ≤ T (F ) + nTξ(D), Tξ(A) ≤ (2n+ 4)T (F ) + 2n2Tξ(D).
Proof. 1. Suppose c = (c0, c1, c2) is the center of Pi with respect to ξ. Without
loss of generality, we assume that c2 6= 0 and c = (c0, c1, 1). Set Lλ = x0 −
c0x2−λ(x1−c1x2). Due to Lemma 3.19, for all but a finite number of λ, Lλ = 0
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intersects F = 0 in n− r distincet points other than the points in {c}∪Sξ(D′).
Let λ′ ∈ k be such that Lλ′ = 0 satisfies the above condition. Then
divξ(Lλ′) =
r∑
i=1
Pi +A
where A is an effective divisor of degree n − r and supp(A) ∩ (supp(D′) ∪
{P1, . . . ,Pr}) = ∅. It is clear that A is very simple since Lλ′ = 0 intersects
F in n− r distinct points other than c. Finally, one easily sees that T (Lλ′) ≤
T (c) = Tξ(D). As the points in Tξ(A) are the intersection points of F = 0 and
Lλ′ = 0, Tξ(A) ≤ 2(T (F ) + nTξ(D)) by Proposition 3.4.
2. Suppose that c = (c0, c1, c2) is the center of P with respect to ξ, and c
is of multiplicity r > 0. Since c is an ordinary singular point, there are exactly
r places of R with c as the center with respect to ξ. Denote these r places by
P1 = P, . . . ,Pr. Without loss of generality, we may assume that c2 6= 0 and
c = (c0, c1, 1). Write
F = Fr(x0 − c0x2, x1 − c1x2)xn−r2 + · · ·+ Fn(x0 − c0x2, x1 − c1x2)
where Fi(y0, y1) is a homogeneous polynomial of degree i. Choose a projective
change of coordinates L with ML = diag(B, 1), B ∈ GL2(k) such that
FL = F˜r(x0 − c˜0x2, x1 − c˜1x2)xn−r2 + · · ·+ F˜n(x0 − c˜0x2, x1 − c˜1x2)
satisfies that F˜r(1, 0)F˜r(0, 1)F˜n(1, 0)F˜n(0, 1) 6= 0, where F˜i = Fi((y0, y1)B) and
(c˜0, c˜1) = (c0, c1)B
−1. By Lemma 3.6, T (FL) ≤ T (F ). Denote
ξ˜ = (ξ˜0, ξ˜1, ξ˜2) = ξM
−1
L .
Then c˜ = (c˜0, c˜1, 1) = cM
−1
L is the center of P1 with respect to ξ˜. For i = 0, 1,
write
ξ˜i/ξ˜2 = c˜i + αiu
d + ud+1ηi
where u is a local uniformizer ofP1, d ≥ 1, αi ∈ k(t) not all zero, and νP(ηi) ≥ 0.
Furthermore,
0 = FL(ξ˜0/ξ˜2, ξ˜1/ξ˜2, 1) = u
drF˜r(α0, α1) + u
dr+1β
where νP1(β) ≥ 0. This implies that F˜r(α0, α1) = 0. Since F˜r(0, 1)F˜r(1, 0) 6= 0,
α0α1 6= 0. Set α¯ = α0/α1 and
G˜λ = α¯(x1 − c˜1x2)x2 − (x0 − c˜0x2)x2 − λ(x0 − c˜0x2)(x1 − c˜1x2).
Due to Lemma 3.19, for all but a finite number of λ, G˜λ intersects F
L = 0 in
2n−r−1 distinct points other than the points {c˜}∪Sξ˜(D′). Let Aλ be the very
simple divisor consisting of the 2n− r − 1 places whose centers with respect to
ξ˜ are the intersection points of G˜λ = 0 and F
L = 0 other than c˜ respectively.
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Then supp(Aλ) ∩ (supp(D′) ∪ {P1, . . . ,Pr}) = ∅. We claim that for the above
G˜λ,
divξ˜(G˜λ) = P1 +
r∑
i=1
Pi +Aλ
Note that
G˜λ(ξ˜)
ξ˜22
= α¯
(
α1u
d + ud+1η1
)− (α0ud + ud+1η0)
− λ(α0ud + ud+1η0)(α1ud + ud+1η1) = ud+1γ
where νP1(γ) ≥ 0. This implies that ordP1(G˜λ(ξ˜)) ≥ d+ 1 ≥ 2. Hence
divξ˜(G˜λ) ≥ P1 +
r∑
i=1
Pi +Aλ.
On the other hand, since deg(divξ˜(G˜λ)) = 2n, one has that
divξ′(G˜λ) = P1 +
r∑
i=1
Pi +Aλ.
This proves our claim. Now set Gλ = G˜
L−1
λ . As ξ˜2 = ξ2, one sees that
min
j
{νPi(ξ˜j)} = νPi(ξ˜2) = νPi(ξ2) = min
j
{νPi(ξj)}.
This implies that
ordPi(Gλ(ξ)) = νPi (Gλ(ξ))− 2min
i
{νPi(ξi)}
= νPi
(
G˜L
−1
λ (ξ)
)
− 2min
i
{νPi(ξ˜i)}
= νPi
(
G˜λ(ξ˜)
)
− 2min
i
{νPi(ξ˜i)} = ordPi(G˜λ(ξ˜)).
Therefore divξ(Gλ) = P1 +
∑r
i=1 Pi +A1. Note that we can choose λ ∈ k. For
such λ, one has that
T (Gλ) ≤ T (G˜λ) ≤ 2T (c) + T ((α0, α1, 0)) ≤ 2T (c) + T (F˜r).
Since deg(F˜r) = r ≥ 2, one sees that T (F˜r) ≤ T (F )+ (n− 2)T (c). This implies
that T (Gλ) ≤ T (F ) + nT (c) and
T (Aλ) ≤ 2(2T (F ) + nT (Gλ)) ≤ (2n+ 4)T (F ) + 2n2T (c).
Now applying 1. to the case that D =
∑r
i=1 Pi and D
′ = Aλ, one gets a linear
homogeneous polynomial L1 such that divξ(L1) =
∑r
i=1 Pi + C, where C is a
very simple divisor satisfying that supp(C) ∩ {supp(Aλ) ∪ {P1, . . . ,Pr}} = ∅.
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Moreover T (L1) ≤ Tξ(P1) = T (c). Let L2 be a linear homogeneous polynomial
in k[x0, x1, x2] such that L2 = 0 intersects F = 0 in n distinct points other
than the points in Tξ(Aλ + C). For such L2, one has that divξ(L2) is a very
simple divisor satisfying that supp(divξ(L2)) ∩ supp(A1 + C + D′) = ∅. Set
H = L1L2 and A = A1 − C − divξ(L2). Then T (H) ≤ T (c) and we obtain
two polynomials G,H as required. Note that Tξ(C) ≤ 2(T (F ) + nTξ(D)) and
Tξ(divξ(L2)) ≤ 2T (F ). Hence T (Gλ), T (H) ≤ T (F ) + nT (c) and Tξ(A) ≤
(2n+ 4)T (F ) + 2n2T (c).
Definition 3.21. Suppose that F has only ordinary singularities, say q1, . . . ,qℓ,
and ri is the multiplicity of qi. Suppose further that for each i = 1, . . . , ℓ,
Qi,1, . . . ,Qi,ri are all places of R with qi as center with respect to ξ. Set
Eξ =
ℓ∑
i=1
(ri − 1)
ri∑
j=1
Qi,j.
A homogeneous polynomial G such that divξ(G) ≥ Eξ is called an adjoint of F .
We have the following two corollaries of Proposition 3.20.
Corollary 3.22. Suppose that D is a simple and effective divisor in R. Let
D′ be a divisor in R. Then there is a homogeneous polynomial G of degree not
greater than deg(D) + (n− 1)2/2 such that
divξ(G) = D + Eξ +A
where A is a very simple and effective divisor of degree not greater than
deg(D)(n− 1) + n(n− 1)2/2
such that supp(A) ∩ (supp(D + Eξ) ∪ supp(D′)) = ∅ and Tξ(A) ≤ 2(T (F ) +
nTξ(D + Eξ)). Moreover
T (G) ≤ (deg(D) + (n− 1)2/2)Tξ(D + Eξ).
Proof. Denote µ = deg(D)+
∑ℓ
i=1(ri−1) where ri is given as in Definition 3.21.
Note that
∑ℓ
i=1(ri − 1) ≤ (n− 1)2/2, µ ≤ deg(D) + (n− 1)2/2. Write
D + Eξ =
deg(D)∑
i=1
Pi +
µ∑
s=deg(D)+1
Ds
where the centers of Pi is a simple point of F = 0, Ds =
∑ri
j=1 Qi,j for some
1 ≤ i ≤ ℓ. Applying succesively Proposition 3.20 to Pi and Ds, one obtains
µ linear homogeneous polynomials L1, . . . , Lµ such that divξ(Li) = Pi + Ai if
i ≤ m, or divξ(Li) = Di +Ai if i > m, where Ai is a very simple and effective
divisor such that
supp(Ai) ∩ (supp(D′) ∪ supp(D + Eξ +A1 + · · ·+Ai−1)) = ∅.
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Set G =
∑µ
i=1 Li and A =
∑µ
i=1Ai. Then one has that
divξ(G) = D + Eξ +A.
Moreover by Proposition 3.20, T (Li) ≤ Tξ(D + Eξ) for all i = 1, . . . , µ and
then Proposition 2.10 implies that T (G) ≤ µTξ(D + Eξ). It is obvious that
Tξ(A) is not greater than 2(T (F ) + nTξ(D + Eξ)) because so is Tξ(Ai) for all
i = 1, . . . , µ.
Corollary 3.23. Suppose that D,D′ are two divisors in R. Then there are two
homogeneous polynomials G,H of the same degree ≤ 2 deg(D++D−) such that
Dˆ = divξ(G/H) +D is very simple and supp(divξ(G/H) +D) ∩ supp(D′) = ∅.
Moreover deg(Dˆ+), deg(Dˆ−) ≤ 2n(deg(D+ +D−)) and
Tξ(divξ(G/H) +D) ≤ (2n+ 4)T (F ) + 2n2Tξ(D)
T (G), T (H) ≤ deg(D+ +D−)(T (F ) + nTξ(D)),
where n = deg(F ).
Proof. We first show the case that −D is effective. Denote µ = deg(−D) and
write
−D =
s∑
i=1
Pi +
µ∑
i=s+1
Qi
where the center of Pi (resp. Qj) with respect to ξ is a simple (resp. singular)
point of F = 0. Applying Proposition 3.20 to
∑s
i=1 Pi yields a homogenenous
polynomial G0 of degree s such that divξ(G0) =
∑s
i=1 Pi + A0 where A0 is a
very simple and effective divisor such that supp(A0) ∩ (supp(D) ∪ supp(D′)) =
∅. Moreover deg(A0) = ns − deg(
∑s
i=1 Pi). Construct s linear homogeneous
polynomials L1, . . . , Ls in k[x0, x1, x2] such that divξ(L1 · · ·Ls) is very simple
and supp(divξ(L1 · · ·Ls)) ∩ (supp(divξ(G0) ∪ supp(D′)) = ∅. It is easy to see
that deg(divξ(L1 · · ·Ls)) = ns. Set H0 = L1 · · ·Ls. By Proposition 3.20 again,
one obtains µ−s pairs (G1, H1), . . . , (Gµ−s, Hµ−s) of homogeneous polynomials
of degree two such that divξ(Gi/Hi) = Qi+Ai where Ai is a very simple divisor
such that
supp(Ai) ∩ (supp(D′) ∪ supp(D +A0 + · · ·+Ai−1)) = ∅
and deg(A+i ) = 2n − deg(Qi), deg(A−i ) = 2n. Set G˜ = G0G1 · · ·Gµ−s and
H˜ = H0H1 · · ·Hµ−s. Then
Dˆ = divξ(G˜/H˜) +D = A0 +A1 + · · ·+Aµ−s
which is very simple. It is clear that deg(G˜) = deg(H˜) ≤ 2 deg(−D), and by
Proposition 3.20
T (G˜) ≤ T (G0) + (µ− s)T (Gi) ≤ µ(T (F ) + nTξ(D)).
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Similarly, T (H˜) ≤ µ(T (F ) + nTξ(D)). Furthermore, one has that
Tξ
(
divξ(G˜/H˜) +D
)
≤ (2n+ 4)T (F ) + 2n2Tξ(D)
and
deg(Dˆ+) = (2µ− s)n− deg(−D) ≤ 2nµ, deg(Dˆ−) = (2µ− s)n ≤ 2nµ.
For the general case, write D = D+−D−. The previous discussion implies that
we can obtain G˜i, H˜i such that divξ(G˜1/H˜1)−D+ and divξ(G˜2/H˜2)−D− are
very simple. Moreover
supp
(
divξ(G˜1/H˜1)−D+
)⋂
supp
(
divξ(G˜2/H˜2)−D−
)
= ∅,
supp
(
divξ(G˜2/H˜2)−D− + divξ(G˜1/H˜1)−D+
)⋂
(supp(D) ∪ supp(D′)) = ∅.
Set G = G˜2H˜1 and H = G˜1H˜2. Then divξ(G/H) + D satisfies the required
condition. Furthermore deg(Dˆ+), deg(Dˆ−) ≤ 2n(deg(D+ +D−)) and
T (G), T (H) ≤ deg(D+ +D−)(T (F ) + nTξ(D)),
Tξ(divξ(G/H) +D) ≤ (2n+ 4)T (F ) + 2n2Tξ(D).
Now we are ready to pove the main results of this section. Let us start with
two lemmas.
Lemma 3.24. Suppose that F = 0 has only ordinary singularities and D is a
divisor in R. Let H be a homogeneous polynomial in k(t)[x0, x1, x2] such that
divξ(H) = D
+ + Eξ +A, where A is an effective divisor. Then
L(D) =
{
G(ξ)
H(ξ)
∣∣∣∣ G are homogeneous polynomials of deg(H)with divξ(G) ≥ D− + Eξ +A
}
. (3)
Proof. Note that div(G(ξ)/H(ξ)) = divξ(G) − divξ(H). It is obvious that the
right hand side of (3) is a subspace of L(D). Suppose that h ∈ L(D) \ {0}, i.e.
D′ = div(h) +D is effective. Then
divξ(H) + div(h) = D
− +D′ + Eξ +A.
By the Residuce Theorem (see page of [9]), there is a homogeneous polynomial
G of degree deg(H) such that
divξ(G) = D
− +D′ + Eξ +A ≥ D− + E +A.
One sees that
div(hH(ξ)/G(ξ)) = div(h) + divξ(H/G) = div(h) + divξ(H)− divξ(G) = 0.
Thus hH(ξ)/G(ξ) ∈ k(t), i.e. h belongs to the right hand side of (3).
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Lemma 3.25. Assume that M = (ai,j) is an l × m matrix with ai,j ∈ k(t).
Assume further that for each place p of k(t, a1,1, . . . , al,m), −νp(ai,j) ≤ mp where
mp ≥ 0 and for all but finite number of p, mp 6= 0. Then there is a basis B of
the solution space of MY = 0 satisfying that
T (b) ≤ min{l,m}
∑
pmp
[k(t, a1,1, . . . , al,m) : k(t)]
for all b ∈ B.
Proof. Assume that r = rank(M). Then r ≤ min{l,m}. Without loss of
generality, we may assume the first r-rows of M are linearly independent and
denote by M˜ the matrix formed by them. Then the solution space of M˜Y = 0 is
the same as that of MY = 0. Hence it suffices to consider the system M˜Y = 0.
We may further assume that the matrix M˜1 formed by the first r-columns of
M˜ is invertible. For every i = 1, . . . , r and j = r + 1, . . . ,m, set di,j to be the
determinant of the matrix obtained from M˜1 by replacing the i-th column of
M˜1 by the j-th column of M˜ . For each j = r + 1, · · · ,m, denote
cj = (d1,j , . . . , dr,j , 0, . . . , 0, det(M1)︸ ︷︷ ︸
j
, 0, . . . , 0)t
where (·)t denotes the transpose of a vector. Then by Cramer’s rule, the cj
are solutions of M˜Y = 0 and thus they form a basis of the solution space of
M˜Y = 0. Note that di,j as well as det(M˜1) is an integer combination of the
monomials in the entries of M˜ of total degree r. So for all i = 1, . . . , r and
j = r + 1, . . . ,m,
−νp(M˜1),−νp(di,j) ≤ rmp ≤ min{l,m}mp
where p is a place of k(t, a1,1, . . . , al,m). This together Remark 2.7 implies the
lemma.
Theorem 3.26. Suppose that F = 0 has only ordinary singularities. Let D be
a divisor in R. Denote µ = deg(D+ +D−) and N = max{Tξ(D), T (F )}. Then
there is a k(t)-basis B of L(D) such that every element of B can be represented
by G(ξ)/H(ξ) where G,H are two homogeneous polynomials of the same degree
not greater than ≤ 2(n+ 1)µ+ (n− 1)2/2 and
T (G), T (H) ≤ 4n5(n+ 1)3(2µ+ (n− 1)/2)3N.
Proof. By Corollary 3.23, there are two homogeneous polynomials G1, H1 of the
same degree ≤ 2µ such that Dˆ = divξ(G1/H1) +D is very simple. Moreover
T (G1), T (H1) ≤ µ(n+ 1)N,
Tξ(Dˆ) ≤ (2n+ 4)T (F ) + 2n2Tξ(D) ≤ (2n2 + 2n+ 4)N,
deg(Dˆ+), deg(Dˆ−) ≤ 2nµ.
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Due to Corollary 3.22, there is a homogeneous polynomial G2 of degree not
greater than 2nµ+ (n− 1)2/2 such that divξ(G2) = Dˆ+ + Eξ +A, where A is
a very simple and effective divisor and supp(A) ∩ supp(Dˆ−) = ∅. Moreover
T (G2) ≤ (2nµ+ (n− 1)2/2)Tξ(Dˆ+ +Eξ) ≤ (2nµ+ (n− 1)2/2)(2n2 +2n+4)N
and
Tξ(A) ≤ 2(T (F ) + nTξ(Dˆ+ + Eξ)) ≤ 2(2n3 + 2n2 + 4n+ 1)N.
Denote d = deg(G2). By Lemma 3.24, to compute L(D), it suffices to compute
all homogeneous polynomials H2 of degree d satisfying that
divP(H2) ≥ Dˆ− + Eξ +A.
Assume that
H2 =
d∑
i=0
d−i∑
j=0
ci,jx
i
0x
j
1x
d−i−j
2
where ci,j are indeterminates. There are (d+1)(d+2)/2 indeterminates in total.
For each P ∈ supp(Dˆ− + A), divξ(H2) ≥ P if and only if the center of P with
respect to ξ is a zero of H2. This imposes deg(Dˆ
− + A) linear constraints on
H2. At the same time, divξ(H2) ≥ (ri − 1)
∑ri
j=1 Qi,j if and only if the center
of Qi,1 with respect to ξ is a common zero of
∂j0+j1+j2(H2)
∂xj00 x
j1
1 x
j2
2
for all nonnegative integers j0, j1, j2 satisfying that j0 + j1 + j2 = ri − 2, where
Qi,j is as in Definition 3.21. This imposes ri(ri − 1)/2 linear constraints on H2.
So there are totally deg(Dˆ− + A) + deg(Eξ)/2 linear constraints on H2. The
problem of finding H2 is reduced to that of solving the systemMY = 0, where Y
is a vector with indeterminates entries andM is a (deg(Dˆ−+A)+deg(Eξ)/2)×
(d + 1)(d + 2)/2 matrix. Denote by cP = (c0,P, c1,P, c2,P) the center of P in
supp(Dˆ− + Eξ +A). Then the entries in the same row of M are monomials of
total degree ≤ d in c0,P, c1,P, c2,P for some P in supp(Dˆ− +Eξ +A). Without
loss of generality, we may assume that one of c0,P, c1,P, c2,P is 1. Let R be a
finite extension of k(t) containing all ci,P. For each place p of R, set
mp = d
∑
P∈supp(Dˆ−+Eξ+A)
max{−νp(c0,P),−νp(c1,P),−νp(c2,P)}.
Since max{−νp(c0,P),−νp(c1,P),−νp(c2,P)} ≥ 0 for all P, mp ≥ 0 and
−νp(ai,j) ≤ d max
P∈supp(Dˆ−+Eξ+A)
max{−νp(c0,P),−νp(c1,P),−νp(c2,P)} ≤ mp
where M = (ai,j). Note that
deg(Dˆ− + Eξ +A) ≤ deg(divξ(H2)) = nd.
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Applying Lemma 3.25 to M yields that
T (H2) ≤ deg(Dˆ− + Eξ +A)
∑
p
mp
[R : k(t)]
≤ nd2
∑
P
∑
p
max{−νp(c0,P),−νp(c1,P),−νp(c2,P)}
[R : k(t)]
≤ nd2
∑
P
T (cP) ≤ nd2 deg(Dˆ− + Eξ +A)max
P
T (cP)
≤ n2d3Tξ(Dˆ− + Eξ +A) ≤ 2n2d3(2n3 + 2n2 + 4n+ 1)N
≤ 2n5(2µ+ (n− 1)/2)3(2n3 + 2n2 + 4n+ 1)N.
The last inequality holds because
d ≤ 2nµ+ (n− 1)2/2 ≤ n(2µ+ (n− 1)/2).
Set G = H2G1 and H = G2H1. Then
deg(G) = deg(H) ≤ 2(n+ 1)µ+ (n− 1)2/2,
T (G), T (H) ≤ T (H2) + T (G1) < T (H2) + µ(n+ 1)N
≤ 2n5(2µ+ (n− 1)/2)3(2n3 + 2n2 + 4n+ 2)N
≤ 4n5(n+ 1)3(2µ+ (n− 1)/2)3N.
Next, we consider the case that F = 0 may have non-ordinary singular
points. Let C(ξ) be a plane projective model of R. Suppose that C(ξ) is defined
by F0 and for i = 1, . . . , s, Fi is the quadratic transformation of Fi−1 under
the quadratic transformation Qci−1 , where ci−1 is a singular point of Fi−1 = 0.
Denote n = deg(F0) and set ξ0 = ξ, ξi+1 = Q−1ci (ξi) and
Ni = 2
i(i−1)
2 nimax{8nT (F0), Tξ0(D)}. (4)
Proposition 3.27. Let D be a divisor in R and the notations Fi, ξi, Ni as
above. One has that
1. tdeg(Fi) ≤ n2i − 2i+1 + 2;
2. Tξi(D), T (Fi) ≤ Ni.
Proof. 1. Set ni = deg(Fi). Since every ci is a singular point, one has that
ni ≤ 2ni−1 − 2. This implies ni ≤ 2in− 2i+1 + 2.
2. Denote by Si the maximum of the heights of singular points of Fi = 0. We
first prove by induction on i that T (Fi), Si ≤ Ni for all i = 0, . . . , s. Note that
ni+1 < 2
in for all i = 1, . . . , s. Since N0 = 8nT (F0), it is clear that T (F0) < N0
and S0 < 4nT (F0) < N0 by Corollary 3.5. Now assume that T (Fi), Si ≤ Ni
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for i = ℓ ≥ 0. Consider the case i = ℓ + 1. By Corollary 3.13 and induction
hypothesis, one has that
T (Fℓ+1) ≤ T (Fℓ) + nℓSℓ ≤ (1 + nℓ)Nℓ < 2ℓnNℓ = Nℓ+1.
Note that n0 = n > 2 as the curve F0 = 0 has singularities. One sees that
4Sℓ ≤ 4Nℓ < 2ℓnNℓ = Nℓ+1 if ℓ > 0 and
4S0 < 16nT (F0) < 8n
2T (F0) ≤ N1.
Consequently, 4Sj < Nj+1 for all j ≥ 0. On the other hand, one has already
seen that T (Fℓ) + nℓSℓ < Nℓ+1. By Corollary 3.13 again,
Sℓ+1 ≤ max{4Sℓ, T (Fℓ) + nℓSℓ} < Nℓ+1.
For the divisor D, it is obvious that Tξ0(D) ≤ N0. Suppose that Tξi(D) ≤ Ni
for i = ℓ ≥ 0. By Corollary 3.13 and the induction hypothesis,
Tξℓ+1(D) ≤ max{2(Sℓ +Nℓ), T (Fℓ) + nℓTξℓ(D)} ≤ Nℓ+1.
Notation 3.28. Let F be the defining polynomial of C(ξ). Denote by s(ξ) the
number of quadratic transformations such that C(ξ˜) has only ordinary singu-
larities, where ξ˜ is the image of ξ under these quadratic transformations. By
Theorem 2 in Chapter 7 of [9], s(ξ) can be chosen to be an integer not greater
than
m+
(n− 1)(n− 2)
2
−
∑ rc(rc − 1)
2
≤ (n− 1)(n− 2)
2
where n = deg(F ), m is the number of non-ordinary singularities of F = 0, c
ranges over all singularities of F = 0 and rc is the multiplicity of c.
Theorem 3.29. Let D be a divisor in R. Denote
n = deg(F ), s = s(ξ), µ = deg(D+ +D−).
Then there is a k(t)-basis B of L(D) such that every element of B can be
represented by G(ξ)/H(ξ) where G,H are two homogeneous polynomials of the
same degree not greater 22s+1(n+ 1)(µ+ 2s−2n) and
T (G), T (H) ≤ 2 s
2
2 +
15s
2 +5ns+5(n+ 1)3(µ+ 2s−2n)3max{8nT (F ), Tξ(D)}.
Proof. If F = 0 has only ordinary singularities, i.e. s = 0, then the assertion is
clear by Theorem 3.26. Suppose F = 0 has non-ordinary singularities, i.e. s ≥ 1.
Let ξ˜ be the image of ξ under s quadratic transformations Q−1c0 , . . . ,Q−1cs−1 such
that C(ξ˜) has only ordinary singularities. Let F˜ be the defining polynomial of
C(ξ˜) and set
κ = 2s(s−1)/2nsmax{8nT (F ), Tξ(D)}.
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Then by Proposition 3.27
n˜ = deg(F˜ ) ≤ 2s(n− 2) + 2 and Tξ˜(D), T (F˜ ) ≤ κ.
By Theorem 3.26, there is a k(t)-basis B of L(D) satisfying that each element in
B can be represented by G˜(ξ˜)/H˜(ξ˜) where G˜, H˜ are homogeneous polynomials
of degree not greater than 2(n˜+ 1)µ+ (n˜− 1)2/2 and
T (G˜), T (H˜) ≤ 4n˜5(n˜+ 1)3(2µ+ (n˜− 1)/2)3κ.
It remains to represent elements ofB in terms of ξ. We use the same notations as
in the proof of Propositoin 3.27. Let ξ0 = ξ and ξi = Q−1ci−1(ξi−1). Denote by ni
the degree of the defining polynomial of C(ξi) and Si the maximum of the heights
of singular points of C(ξi). Let Gs = G˜ and Gi−1 = Gi(Q−1ci−1 ((x0, x1, x2))) for
all i = 1, . . . , s. One sees that deg(Gi) = 2
s−i deg(G˜). By Lemmas 3.6 and 3.10,
T (Gi−1) ≤ T (G¯i) + deg(G¯i)T (ci−1) = T (Gi) + 2 deg(Gi)T (ci−1)
where G¯i = Gi(Q−1((x0, x1, x2))). From the proof of Proposition 3.27, we have
T (G0) ≤ T (G˜) +
s−1∑
i=0
2 deg(Gi+1)T (ci) ≤ T (G˜) + (
s−1∑
i=0
2s−i) deg(G˜)Ns−1
≤ T (G˜) + 2s+1 deg(G˜)Ns−1,
where Ns−1 is given as in (4). Note that n˜ ≤ n2s. One has that
deg(G0) ≤ 2s deg(G˜) ≤ 2s(2(n˜+ 1)µ+ (n˜− 1)2/2)
≤ 2s(n˜+ 1)(2µ+ (n˜− 1)/4) ≤ 22s+1(n+ 1)(µ+ n2s−2);
T (G0) ≤ 4n˜5(n˜+ 1)3
(
2µ+
n˜− 1
2
)3
κ+ 2s+1
(
2(n˜+ 1)µ+
(n˜− 1)2
2
)
Ns−1
≤ 4n˜5(n˜+ 1)3
(
2µ+
n˜− 1
2
)3
κ+ 2s+1(n˜+ 1)
(
2µ+
n˜− 1
2
)
κ
≤
(
4n˜5
(
2µ+
n˜− 1
2
)
+ 2s+1
)
(n˜+ 1)3
(
2µ+
n˜− 1
2
)2
κ
≤
(
4n525s
(
2µ+
n2s − 1
2
)
+ 2s+1
)
(n˜+ 1)3
(
2µ+
n˜− 1
2
)2
κ
≤ 8n525s(µ+ n2s−2)(n˜+ 1)3
(
2µ+
n˜− 1
2
)2
κ
≤ 28s+5n5(n+ 1)3(µ+ n2s−2)3κ
≤ 2 s
2
2 +
15s
2 +5ns+5(n+ 1)3(µ+ 2s−2n)3max{8nT (F ), Tξ(D)}.
Similarly, we obtain bounds for deg(H0) and T (H0).
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4. Heights on plane algebraic curves
Let f ∈ k[x0, x1] be an irreducible polynomial over k and a, b ∈ k(t) \ {0}
satisfy f(a, b) = 0, i.e. (a, b) is a rational parametrization of f = 0. The result
on parametrization (see [16] for instance) implies that
deg(a) = m deg(f, x1), deg(b) = m deg(f, x0).
In other words, T (a) deg(f, x0) = T (b) deg(f, x1). A similar relation holds for
points in algebraic curves defined over k(t), i.e there is a constant C only de-
pending on f such that if (a, b) is a point of f(x0, x1) = 0 with coordinates in
k(t) then
deg(f, x0)T (a)− C ≤ deg(f, x1)T (b) ≤ deg(f, x0)T (a) + C.
This is a special case of a general result for points in complete nonsingular
varieties over a field with valuations. In the case of algebraic curves defined
over k(t), Eremenko in 1999 presented another proof which actually provides
a procedure to find C explicitly. In this section, we shall present an explicit
formula for C following Eremenko’s proof.
4.1. Heights on plane projective curves
Throughout this subsection, f is an irreducible polynomial in k(t)[x0, x1]
and R is the algebraic function field over k(t) associated to f . Let us start with
a refinement of Lemma 1 of [5].
Lemma 4.1. Assume that f ∈ k(t)[x0, x1] is irreducible over k(t) and α, β ∈
R \ k(t) satisfying f(α, β) = 0. If div(α)− ≤ div(β)−, then for every place P
of R with νP(β) ≥ 0, we have that
T (πP(α)) ≤ T (πP(β)) + T (f).
Proof. Since div(α)− ≤ div(β)−, by Proposition 2 of [5], f can be written to be
of the form
f = xn0 + an−1(x1)x
n−1
0 + · · ·+ a1(x1)x0 + a0(x1),
where ai ∈ k(t)[x1] with deg(ai) ≤ n−i. Write ai =
∑n−i
j=0 ai,jx
j
1 with ai,j ∈ k(t).
Let R be a finite extension of k(t) containing all ai,j and πP(α), πP(β). Suppose
that p is a place of R. Then
νp(πP(α
n)) = νp

− n−1∑
i=0
n−i∑
j=0
ai,jπP(β)
jπP(α)
i


≥ min
0≤i≤n−1,0≤j≤n−i
{νp(ai,j) + jνp(πP(β)) + iνp(πP(α))}
= νp(ai′,j′) + j
′νp(πP(β)) + i
′νp(πP(α))
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for some 0 ≤ i′ ≤ n− 1, 0 ≤ j′ ≤ n− i′. Equivalently,
νp(πP(α)) ≥ 1
n− i′ νp(ai′,j′) +
j′
n− i′ νp(πP(β)).
Therefore
max{0,−νp(πP(α))} ≤ max
{
0,−νp(ai′,j′)
n− i′ −
j′νp(πP(β))
n− i′
}
≤ max {0,−νp(ai′,j′)}+max {0,−νp(πP(β))}
≤ max
i,j
{0,−νp(ai,j)}+max {0,−νp(πP(β))} .
This implies that T (πP(α)) ≤ T (πP(β)) + T (f).
Lemma 4.2. Let S be a finite set of places in R and α ∈ R. Then there are
a1, a2 ∈ k with a2 6= 0 such that
supp
(
div
(
α
a1α+ a2
)−)
∩ S = ∅.
Proof. Set
M = {πP(α) | ∀P ∈ S with νP(α) ≥ 0} .
ThenM is a finite set in k(t). Let a1, a2 ∈ k satisfy that a2 6= 0 and a1c+a2 6= 0
for all c ∈M . For P ∈ S with νP(α) ≥ 0, one has that
πP(a1α+ a2) = a1πP(α) + a2 6= 0, i.e. νP(a1α+ a2) = 0.
This implies that νP(α/(a1α+a2)) = νP(α) ≥ 0. On the other hand, for P ∈ S
with νP(α) < 0, one has that
νP(α/(a1α+ a2)) = νP(α) − νP(a1α+ a2) = νP(α) − νP(α) = 0.
In both cases, P is not a pole of α/(a1α+ a2). Thus a1, a2 satisfy the require-
ment.
The main result of this section is the following theorem which is a special
case of Lemma 2 of [5]. The original proof of Lemma 2 of [5] contains a small
gap. We shall fill in this gap in the proof.
Theorem 4.3. Let f be an irreducible polynomial in k(t)[x0, x1] of degree n0
with respect to x0 and of degree n1 with respect to x1. Suppose that n = tdeg(f)
and N ≥ 1. Then for every c0, c1 ∈ k(t) satisfying f(c0, c1) = 0, one has that(
1− n
N + n
)
n0T (c0)− C ≤ n1T (c1) ≤
(
1 +
n
N
)
n1T (c1) + C
where
C = 2s
2/2+15s/2+10(2Nn+ n2 + 2s−2)4ns+9(n+ 1)4T (f)/N (5)
and s is the number of quadratic transformations which are applied to resolve
the singularities of f = 0.
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Proof. If one of ci is in k then the height of the other one is not greater than
T (f). The inequalities then obviously hold. In the following, we assume that
neither c0 nor c1 is in k.
Let R be the algebraic function field associated to f and α, β ∈ R \ k(t)
satisfy that f(α, β) = 0. Choose a1, a2 ∈ k such that a2 6= 0 and
supp(div(α/(a1α+ a2))
−) ∩ div(β)− = ∅.
Such a1, a2 exist due to Lemma 4.2. Set α¯ = α/(a1α+a2). Consider the divisor
D = (N + n)n1div(β)
− −Nn0div(α¯)−.
Note that deg(div(α¯)−) = n1, deg(div(β)
−) = n0 and
n0n1 ≥ n0 + n1 − 1 ≥ n− 1.
So
deg(D) = nn0n1 ≥ n(n− 1).
This implies that deg(D) is greater than the genus of f = 0 and thus L(D) 6=
{0}. Denote ξ = (α, β, 1) and by F (x0, x1, x2) the homogenization of f . We
claim that Tξ(D) ≤ T (f). Note that Tξ(D) = max{Tξ(div(α¯)−), Tξ(div(β)−)}.
For each a ∈ Sξ(div(β)−), a is of the form (b0, b1, 0) where b0, b1 satisfies that
F (b0, b1, 0) = 0. So T (a) ≤ T (F ) = T (f) and then Tξ(div(β)−) ≤ T (f). If
a1 = 0 then each point in Sξ(div(α¯)−) is of the form (b0, b1, 0) too and so
Tξ(div(α¯)
−) ≤ T (f). Otherwise, for each P ∈ div(α¯)−, one has that
νP(α) = νP(a2α¯/(1− a1α¯)) = νP(α¯)− νP(1− a1α¯) = 0.
Moreover πP(α) = −a2/a1. This implies that each point of Sξ(div(α¯)−) is of the
form (−a2/a1, b, 1) whose height is not greater than T (f). Thus Tξ(div(α¯)−) ≤
T (f). Our claim is proved. Note that
deg(D+ +D−) = 2Nn0n1 + nn0n1 ≤ (2N + n)n2.
Suppose that γ ∈ L(D) \ {0}. Due to Theorem 3.29, γ = G(ξ)/H(ξ) where
G,H are two homogeneous polynomials of degree not greater than
22s+1(n+ 1)
(
deg(D+ +D−) + 2s−2n
) ≤ 22s+1n(n+ 1)(2Nn+ n2 + 2s−2)
and
T (G), T (H) ≤ 2s2/2+15s/2+8ns+6(n+ 1)3 (deg(D+ +D−) + 2s−2n)3 T (f)
≤ 2s2/2+15s/2+8ns+9(n+ 1)3 (2Nn+ n2 + 2s−2)3 T (f).
Set
C˜ = 2s
2/2+15s/2+9ns+9(n+ 1)4(2Nn+ n2 + 2s−2)4T (f).
Without loss of generality, we assume that G(x0, x1, 1) and H(x0, x1, 1) have
no common factor. Otherwise, by Corollary 2.15, we may replace G and H by
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G/W and H/W whereW is the greatest common factor of G and H . Moreover,
multiplying by suitable elements in k(t) if necessary, we can assume that both
G(x0, x1, 1) and H(x0, x1, 1) have 1 as a coefficient. Let P be a place of R
containing α − c0 and β − c1. Then νP(α) = 0 and νP(β) = 0. As γ ∈ L(D),
νP(γ) ≥ 0. If νP(γ) > 0, then νP(G(α, β, 1)) > 0 and so G(c0, c1, 1) = 0.
Consequently, (c0, c1) is a common point of G(x0, x1, 1) = 0 and f(x0, x1) = 0.
Proposition 3.4 implies that T (ci) ≤ deg(G)T (f) + nT (G). It is easy to verify
that in this case T (c0), T (c1) satisfy the required inequalities. Therefore we only
need to prove the case νP(γ) = 0.
Set
h1(x1, y) = resx0(f(x0, x1), H(x0, x1, 1)y −G(x0, x1, 1)
h2(x2, y) = resx1(h1(x1, y), x2 − x(N+n)n11 )
where resx0(f, g) denotes the resultant of f and g with respect to x0. Note that
h1(x1, y) 6= 0, because G(x0, x1, 1) and H(x0, x1, 1) have no common factor. As
D is not effective, γ /∈ k(t). Furthermore, as h1(x1, γ) = 0, deg(h1, x1) > 0. It is
easy to see that h2 6= 0 and h2(β(N+n)n1 , γ) = 0. Let h˜2 be an irreducible factor
of h2 in k(t)[x2, y] such that h˜2(β
(N+n)n1 , γ) = 0. Propositions 2.16 and 2.10
imply that
T (h˜2) ≤ T (h2) ≤ (N + n)n1T (h1)
≤ (N + n)n1 (deg(H)T (f) + n(T (G) + T (H)))
≤ (N + n)n1(22s+1n(n+ 1)(2Nn+ n2 + 2s−2)T (f)
+ 2n2s
2/2+15s/2+8ns+9(n+ 1)3
(
2Nn+ n2 + 2s−2
)3
T (f))
≤ (N + n)n12s
2/2+15s/2+9ns+9(n+ 1)4
(
2Nn+ n2 + 2s−2
)3
T (f)
≤ 2s2/2+15s/2+9ns+9(n+ 1)4 (2Nn+ n2 + 2s−2)4 T (f) = C˜.
Remark that
div(β(N+n)n1)− = (N + n)n1div(β)
− ≥ D+ ≥ div(γ)−.
Note that πP(β) = c1. By Lemma 4.1,
T (πP(γ)) ≤ T
(
πP(β)
(N+n)n1
)
+ T (h˜2) (6)
≤ (N + n)n1T (c1) + C˜.
Similarly, let r1(x0, y) = resx1(f(x0, x1), G(x0, x1, 1)y −H(x0, x1, 1)) and
r2(x2, y) = resx0
(
r1(x0, y), (a1x0 + a2)
Nn0x2 − xNn00
)
.
Then r2 6= 0 and r2(α¯Nn0 , γ−1) = 0. Let r˜2 be an irreducible factor of r2 in
k(t)[x2, y] such that r˜2(α¯
Nn0 , γ−1) = 0. Applying Propositions 2.16 and 2.10
again yields that
T (r˜) ≤ T (r2) ≤ Nn0T (r1) ≤ Nn0 (deg(G)T (f) + n(T (H) + T (G))) .
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An argument similar to the above implies that T (r˜) ≤ C˜. Since supp(div(α¯)−)∩
supp(div(β)−) = ∅, one has that Nn0δ(α¯)− = D− and thus
div(α¯Nn0)− = Nn0div(α¯)
− = D− ≤ div(γ)+ = div(γ−1)−.
Furthermore since a1c0 + a2 6= 0, πP(α¯) = c0/(a1c0 + a2). By Lemma 4.1,
Nn0T
(
c0
a1c0 + a2
)
= T (πP(α¯)
Nn0) ≤ T (πP(γ−1)) + T (r˜2)
= T (πP(γ)) + T (r˜2) ≤ T (πP(γ)) + C˜.
which together with (6) gives
Nn0T
(
c0
a1c0 + a2
)
≤ (N + n)n1T (c1) + 2C˜.
Proposition 2.8 implies that(
1− n
N + n
)
n0T
(
c0
a1c0 + a2
)
− 2C˜
N + n
≤
(
1− n
N + n
)
n0T (c0)− 2C˜
N + n
≤ n1T (c1).
To prove the inequality in the opppsite direction, consider
D˜ = (N + n)n0div(α¯)
− −Nn1div(β)−.
Remark that deg(D+ +D−) = deg(D˜+ + D˜−) and Tξ(D) = Tξ(D˜). We have
the same bounds for elements in L(D˜). A similar argument then implies that
n1T (c1) ≤ N + n
N
n0T (c0) +
2C˜
N
≤
(
1 +
n
N
)
n1T (c0) +
2C˜
N
.
Set C = 2C˜/N . Then one gets the required inequalities.
5. Main results
In this section, we always ssume that f(y, y′) =
∑d
i=0 ai(y)y
′ is irreducible
over k(t) and
ℓ = m.s.index(f) =
d
max
i=0
{deg(ai)− 2(d− i)} > 0.
Pick c ∈ k such that a0(c) 6= 0. Set y = (cz + 1)/z. Then y′ = −z′/z2. Set
bi(z) = ai((cz + 1)/z)z
ℓ+2d−2i(−1)i
where i = 0, . . . , d. Then an easy calculation yields that
g(z, z′) =
d∑
i=0
bi(z)z
′i = z2d+ℓf
(
cz + 1
z
,
−z′
z2
)
.
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As a0(c) 6= 0, deg(a0(cz + 1)/z)zdeg(a0)) = deg(a0). This implies that
deg(b0) = ℓ+ 2d > 2d.
Then tdeg(g) = 2d+ ℓ because
2d+ ℓ ≤ tdeg(g) = max{deg(bi) + i} ≤ max{2d+ ℓ− 2i} = 2d+ ℓ.
We claim that g(z, z′) is irreducible over k(t). First of all, assume that ℓ =
deg(ai0 )− 2(d− i0) for some 0 ≤ i0 ≤ d. Then we have that
bi0(0) = (−1)i0 · the leading coefficient of ai0(y) 6= 0.
If gcd(b0, . . . , bd) 6= 1 then the bi(z) have common zeroes and none of common
zeroes is zero. It is easy to see that (cη+1)/η is a common zero of all ai(y) if η is
a common zero of all bi. This contradicts with the fact that gcd(a0, . . . , ad) = 1.
Secondly, if g(z, z′) has a factor with positive degree in z′ then f(y, y′) will
have a factor with positive degree in y′, a contradiction. This proves our claim.
Remark that r(t) is a nontrivial rational solution of g(z, z′) = 0 if and only if
(cr(t) + 1)/r(t) is a nontrivial rational solution of f(y, y′) = 0. The main result
of this paper is the following theorem.
Theorem 5.1. Assume that f(y, y′) = 0 is a first order AODE with positive
m.s.index and assume further that f(y, y′) is irreducible over k(t). Then if r(t)
is a rational solution of f(y, y′) = 0 then
deg(r(t)) ≤ (54n3 + 9n2 + 25n2)4n5n2+12211n4+43n2+34T (f).
where n = tdeg(f).
Proof. We shall use the notations as above. Due to the above discussion, we
only need to consider the differential equation g(z, z′) = 0. Denote n = tdeg(f)
and d = deg(f, y′). One sees that T (g) ≤ T (f), d = deg(g, z′) and
deg(g, z) = 2d+ ℓ = tdeg(g) ≤ 3n.
Suppose that
g = h1h1 . . . hm
where hi is irreducible over k(t). Since g is irreducible over k(t), one has that
all hi are conjugate to each other and then
deg(hi, z) = deg(g, z)/m, deg(hi, z
′) = deg(g, z′)/m = d/m.
By Corollary 2.15, T (hi) ≤ T (g) ≤ T (f). Assume that r(t) is a rational solution
of g(z, z′) = 0 then r(t) is a rational solution of all hi = 0. In particular,
h1(r(t), r
′(t)) = 0. Denote n˜ = tdeg(h1) and d˜ = deg(h1, z
′). Then
n˜ = tdeg(g)/m = (2d+ ℓ)/m ≤ 3n/m
d˜ = deg(g, z′)/m = d/m.
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Set N = n˜2. By Theorem 4.3 and Remark 2.7, one has that
N
N + n˜
deg(g, z)
deg(g, z′)
deg(r(t)) − C
d˜
≤ deg(r′(t))
where
C = (2n˜3 + n˜2 + 2s−2)4n˜s+7(n˜+ 1)42
s2
2 +
15s
2 +10T (f).
Note that s is the number of quadratic transformations applied to transfer
h1 = 0 to an algebraic curve with only ordinary singularities. Due to Theorem
2 in Chapter 7 of [9], s can be chosen to be an integer not greater than
(n˜− 1)(n˜− 2)/2 ≤ (3n− 1)(3n− 2)/2 ≤ 9n2/2.
Remark that deg(r′(t)) ≤ 2 deg(r(t)). Thus(
N
N + n˜
deg(g, z)
deg(g, z′)
− 2
)
deg(r(t)) ≤ C
d˜
. (7)
As m divides both deg(g, z) and deg(g, z′), m divides ℓ. Set ℓ = mℓ¯. Then
N
N + n˜
deg(g, z)
deg(g, z′)
− 2 = n˜
2(2d+ ℓ)
(n˜2 + n˜)d
− 2 = n˜ℓ− 2d
(n˜+ 1)d
≥ ℓ¯ deg(g, z)− 2d
(n˜+ 1)d
≥ 1
(n˜+ 1)d
.
This together with (7) implies that
deg(r(t)) ≤ m(n˜+ 1)C
≤ 4n(2n˜3 + n˜2 + 2s−2)4n˜s+7(n˜+ 1)42 s
2
2 +
15s
2 +10T (f)
≤ n(54n3 + 9n2 + 2s−2)4(4n)s+112 s
2
2 +
15s
2 +12T (f)
≤ (54n3 + 9n2 + 2s−2)4ns+122 s
2
2 +
19s
2 +34T (f)
≤ (54n3 + 9n2 + 25n2)4n5n2+12211n4+43n2+34T (f).
The second inequality holds because m(n˜+ 1) ≤ 3n+m ≤ 4n.
Remark 5.2. Theorem 5.1 implies that an autonomous first order AODE f = 0
with positive m.s.index has no nontrival rational solutions, because T (f) = 0.
In fact, suppose that f = 0 has a nontrival rational solution. Then it will have
infinitely many rational solutions. By Corollary 4.6 of [7], f = 0 has no movable
singularities. However, as f = 0 has positive m.s.index, Fuchs’ criterion implies
that f = 0 has movable singularities, a contradiction.
In [21], the authors developed two algorithms to compute rational solutions
of maximally comparable first-order AODEs and first order quasi-linear AODEs
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respectively. Let us first recall the definition of maximally comparable first order
AODEs. Suppose that f =
∑
i,j ai,jy
iy′j is a differential polynomial over k(t).
Denote
S(f) = {(i, j) ∈ N2 | ai,j 6= 0}.
If there is (i0, j0) ∈ S(f) satisfying that i0 + j0 ≥ i+ j and i0 +2j0 > i+2j for
every (i, j) ∈ S(f), then we say that f is maximally comparable. The following
examples shows that their algorithms can not deal with all first order AODEs
with positive m.s.index.
Example 5.3. Let
f = yy′m + y2m+1 + t
where m ≥ 1. Then S(f) = {(1,m), (2m+1, 0), (0, 0)}. Since 2m+1+0 ≥ 1+m
but 2m + 1 + 2 · 0 = 1 + 2 ·m, f is not maximally comparable. On the other
hand, we have that m.s.index(f) = 1 > 0.
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