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ABSTRACT
This study investigated whether presenting a picture before read-
ing can encourage situation-model construction. We compared
two conditions (n¼ 30) which differed in whether a picture of
the initial situation described in a narrative text was presented
before reading (i.e. pictorial-support condition) or not (i.e. no-pic-
ture condition). Situation-model construction was measured using
both process- and product-oriented measures. Eye-tracking data
indicated online resource allocation to the different levels of text
representation: surface, textbase, and situation model. Literal text
questions and inference questions were used as an offline indica-
tion of textbase and situation-model processing, respectively. The
results showed that a picture presented before reading led to a
redistribution of processing resources during reading, evidenced
by a shift from textbase to situation-model processing. This atten-
tional shift did not translate into higher comprehension scores.
The results were interpreted in line with multimedia learning the-
ories suggesting pictures can serve as a mental scaffold for situ-
ation-model construction.
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Introduction
It is generally acknowledged that a text can be mentally represented at different lev-
els, rather than reading comprehension being an all-or-nothing process. Three levels
of representation – surface, textbase, and situation model – have been distinguished
by Kintsch (1998). On the surface level, readers construct a mental representation of
the literal text, which features, for example, the exact words, clauses, and their syntac-
tic relations (McNamara & Magliano, 2009). On the textbase level, the representation
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features more meaningful aspects of the text, such as meanings of words, clauses, and
sentences, as well as their mutual relations, are represented (Kintsch & Rawson, 2005).
Finally, the situation-model level exceeds the literal text information that is repre-
sented by the former two levels by featuring a coherent and integrated non-verbal
representation of the situation described in a text (Kintsch, 1998; Zwaan & Radvansky,
1998). Importantly, a situation model is constructed by integrating and enriching the
literal content of the text with the readers’ prior knowledge (Stine-Morrow, Gagne,
Morrow, & DeWall, 2004; Wiley, Griffin, & Thiede, 2005). This way, the situation model
becomes a coherent and richly connected mental representation of the story content,
comparable to a representation of an actually experienced situation (e.g. Fletscher,
1994). Hence, the construction of a situation model, in particular, is associated with
deep comprehension (van der Schoot, Horsley, & van Lieshout, 2010). Nevertheless,
readers do not always construct situation models from a text, either because they lack
knowledge of appropriate reading comprehension strategies (e.g. Cain & Oakhill, 1999;
Elbro & Buch-Iversen, 2013; Wassenburg, Bos, de Koning, & van der Schoot, 2015) or
because instruction does not encourage them to do so (e.g. van der Schoot et al.,
2010). The present study addresses the latter issue by investigating how instruction
can increase readers’ effort to construct a situation-model representation.
Construction of a situation model occurs gradually by monitoring different situ-
ational dimensions of the narrative text such as space, time, protagonist, causation,
and intentionality (Wassenburg, Beker, van den Broek, & van der Schoot, 2015; Zwaan,
Langston, & Graesser, 1995; Zwaan, Magliano, & Graesser, 1995). Readers often do this
by mentally situating themselves within a narrative text scene (Zwaan, 1999). From
that perspective, readers move along with the main protagonist and experience the
unfolding actions and developments in the story as the protagonist would do. This
helps them to keep track of the various situational dimensions and keep their situation
model up-to-date with the narrative text (e.g. Rinck & Bower, 1995). Narrative texts,
however, often contain discontinuities in space and time, for example, when the pro-
tagonist suddenly is in a different setting or when a week has passed. When this hap-
pens, especially when shifts are so large that they must be considered part of a new
situation, updating the situation model is more difficult and comprehension is
impeded (Zwaan & Radvansky, 1998). To resolve the breaks in continuity, readers
should infer missing information based on real-world knowledge (e.g. van den Broek,
1997). Spatial or temporal discontinuities require, therefore, extra effort and processing
time (van den Broek & Lorch, 1993; Zwaan, 1996; Zwaan, Magliano, et al., 1995).
Because the additional effort invested in constructing a situation model is related
to deeper text processing, it is important that instruction encourages readers to
engage in these demanding processes. In this context, research has shown that
instructions to recall text lead to allocation of processing resources towards the sur-
face and textbase representation (Stine-Morrow, Milinder, Pullara, & Herman, 2001),
whereas specific situation-model instructions can lead to a shift in processing effort
from textbase towards a situation-model representation (Millis, Simon, & Tenbroek,
1998; Stine-Morrow et al., 2004; van der Schoot et al., 2010; Zwaan, Magliano, et al.,
1995). To investigate the effect of situation-model instruction on both online and off-
line reading processes, van der Schoot et al. (2010) combined eye-tracking data and
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reading comprehension outcomes. More specifically, in a situational-instruction condi-
tion, they explicitly asked participants to imagine, as vividly as possible, the events
and situations that were described in the text. As an example, it was explained that
they could adopt the perspective of the protagonist. In the control condition, readers
were only instructed to read the text for comprehension. Providing verbal instruction
designed to encourage situation-model construction led to the redistribution of atten-
tional resources from textbase to situation-model processing and resulted in better
comprehension. The effects, however, were small and only present for poor compre-
henders, which fits the broader literature on the limited effects of an ‘imagination
instruction’ on deeper processing of text (de Koning & van der Schoot, 2013).
Furthermore, and of more relevance to the present study, most of the studies on the
effects of instruction on situation-model construction – including the one by van der
Schoot et al. (2010) – have focused on manipulating verbal instruction (e.g.
Andreassen & Bråten, 2011; Guthrie et al., 2009; Houtveen & van de Grift, 2007; Stine-
Morrow et al., 2001). However, based on the reasoning that pictures – like situation
models – are non-verbal representations of the events described in a text, greater
benefits may be obtained by providing pictorial support.
Pictorial support
Pictures have long been known to support comprehension (e.g. Carney & Levin, 2002;
Eitel & Scheiter, 2015; Glenberg & Langston, 1992; Newton, 1994; Schnotz & Bannert,
2003). Most research investigating the supportive function of pictures for processing
text is performed in the field of multimedia learning. According to theories of multi-
media learning (e.g. Mayer, 2009; Schnotz, 2002), surface representations – of which
the modality is similar to that of the presented materials – are processed first. This
means that if a picture is presented, the learner creates a perceptual representation of
the picture onto which the text’s semantic representations can be mapped. In this
sense, a picture provides the ‘blueprint’ of a situation model (Nyhout & O’Neill, 2017)
and hence may serve as a mental scaffold to facilitate its construction.
In multimedia learning studies, text and pictures are typically presented simultan-
eously (e.g. Mayer, 2009; Schnotz & Bannert, 2003; Sch€uler, Arndt, & Scheiter, 2015). It
has been shown, for example, that providing a picture, which depicts the initial state
of the described situation, along with the first paragraph of a narrative text helps chil-
dren to construct an appropriate situation model (Newton, 1994). Additional evidence
for the supportive function of pictures for reading comprehension comes from a study
by Pike, Barnes, and Barron (2010) who showed that a picture presented directly
below the text improved inference generation. There is also some initial evidence that
sequencing picture and text support comprehension (Eitel & Scheiter, 2015). In particu-
lar, Eitel, Scheiter, Sch€uler, Nystr€om, and Holmqvist (2013) showed that presenting a
picture before a reading-related task for a group of adult readers resulted in better
comprehension of an expository text when compared to a group who did not see a
picture before the task. Together, these results suggest that pictures facilitate the con-
struction of a situation model. These studies, however, have focused on expository
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texts and have only measured the product of situation-model processing, by using
recall, interviews, or comprehension questions.
Expository texts usually pose a larger challenge for readers than narrative texts,
because they present more new and abstract concepts, and have a less predictable
structure (Best, Floyd, & McNamara, 2008; Kraal, Koornneef, Saab, & van den Broek,
2018). Due to such differences, narrative and expository texts also elicit different proc-
essing strategies (Kraal et al., 2018). Best et al. (2008) showed, for example, that com-
prehension of expository text was more dependent than narrative texts on world
knowledge. Furthermore, expository texts elicit processing of literal text and details,
whereas narrative texts evoke processing of themes and structure (Wolfe, 2005).
Despite these differences, it is expected that pictorial support may enhance situation-
model construction in both types of texts, as the construction of a situation model is
necessary for comprehension and is based on inferences from the explicit text, the
reader’s prior knowledge, and their interactions (Graesser, Singer, & Trabasso, 1994). It
is important, however, that these differences are taken into consideration while devel-
oping pictorial support. A situation model of an expository text refers to how well the
reader has integrated the textbase information of a certain subject matter with their
prior knowledge on that matter (Best et al., 2008). Therefore, readers of expository
texts may benefit from pictures providing the information they do not possess yet or
complex relations. A situation model of a narrative text refers to how well the reader
understands the information about the characters, actions, settings, and events.
Hence, readers of narrative texts may benefit mostly from pictures containing informa-
tion with regard to protagonists or narrative events which readers can use to activate
the correct event schema.
Therefore, it is relevant to consider text type when investigating the effects of pre-
senting a picture before the text. The present study extends previous work in this area
in two ways. First, we will study the effect of showing a picture before reading using a
narrative text. Second, we will combine product-oriented and process-oriented meas-
ures to get insight into online ‘picture-enhanced’ situation-model building and how
this contributes to post-reading comprehension. Textbase and situation-model under-
standing of the text will be measured with literal and comprehension questions,
respectively, while distribution of attentional resources over the different levels of text
representation (i.e. surface, textbase, situation model) will be measured with an eye
tracker using the resource allocation approach.
Resource allocation approach
The resource allocation approach focuses on how readers distribute their available
mental resources over all the simultaneous demands that a text makes upon them,
rather than on how well they execute specific component processes in reading (van
der Schoot et al., 2010). In this respect, the resource allocation approach deviates from
standard classical eye-movement techniques measuring perceptual, visuomotor, and
cognitive-linguistic processes involved in reading (e.g. Rayner, 1998). The approach
assumes that self-regulated allocation of time to reading reflects attention to or effort
put into the processing of different features of the text with longer reading times
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indicating a more thorough analysis of textual features (Stine-Morrow et al., 2004).
Accordingly, if reading times are analysed as a function of specific text variables that
are associated with the processing of the different levels of text representation (i.e.
surface, textbase, and situation model), the results provide an indication of the effort
that readers put into processing those respective levels of text representation. In other
words, regressing reading times of sentences on text variables can provide information
on the extent to which readers allocate process resources to the different representa-
tions of a text (e.g. Aaronson & Scarborough, 1977; Graesser, Hoffman, & Clark, 1980;
Millis et al., 1998; Stine, 1990; Stine-Morrow et al., 2001; van der Schoot et al., 2010;
Zwaan, Magliano, et al., 1995).
Specifically, a surface representation of the literal text, featuring the exact words,
clauses, and their syntactic relations, is associated with allocating attention to and
processing of the orthographic content of a text (e.g. number of syllables, word fre-
quency). Textbase representations (i.e. representing the meanings of words and their
mutual relations) require, for example, the processing of propositions and new con-
cepts. Constructing a situation-model representation involves monitoring causal, tem-
poral, and spatial information in the text (Radvansky, Zwaan, Curiel, & Copeland, 2001;
Stine-Morrow et al., 2001, 2004; van der Schoot et al., 2010; Zwaan, Magliano, et al.,
1995). Following this reasoning, a passage introducing new concepts requires add-
itional processing effort on the textbase level, whereas temporal shifts require add-
itional processing efforts on the situation-model level. Both text variables may slow
down reading, but only if the reader allocates attention and effort to these aspects.
Stated differently, if readers mostly focus on the surface and textbase representation
of the text, text variables such as the number of syllables and number of new con-
cepts will have a greater impact on reading times than spatial shifts. As mentioned
before, the situation model level is especially important for deep text comprehension
(e.g. van der Schoot et al., 2010).
Present study
In the present study, participants read a narrative text rich in spatial shifts. It is
assumed that readers must build a new situation model, resulting in longer reading
times, for every spatial shift that is encountered (Zwaan & Radvansky, 1998). Hence,
situation-model processing is important for accurate text comprehension. The text
used in the present study was preceded by a picture (see Figure 1) for half of the par-
ticipants before they started reading. The picture illustrated the begin state of the nar-
rative text and was designed to encourage (1) processing of spatial information by
showing spatial relationships between the depicted entities (e.g. the mouse is
depicted mid-jump onto a train, and the lines behind him suggest motion and direc-
tion) and (2) generation of inferences by providing cues that can be used to integrate
prior knowledge (e.g. waving people suggest the train is leaving soon, and the mouse
carries a bindle suggesting he will be traveling for a longer period of time). In other
words, the picture was intended to help readers to construct a situation model of the
initial situation of the story in particular. If participants use this picture as a primary
building block for the construction of a situation model of the described situation (cf.
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Eitel et al., 2013), the picture should function as a visuospatial scaffold for (further)
situation-model processing. Accordingly, readers can begin with and maintain a more
effective situation model of the narrative text as it progresses than someone who has
not seen the picture (Eitel & Scheiter, 2015). Picture-enhanced situation-model con-
struction would be evidenced by a redistribution of allocated time from mainly text-
base levels towards situation-model processing, and a corresponding increase in
reading comprehension outcomes on questions tapping into the situation-model rep-
resentation. Such a shift in processing and increased comprehension outcomes (at the
situation-model level) was not expected in a no-picture condition in which participants
read the narrative text without receiving a picture beforehand.
Method
Participants
Adults with neurological disorders such as attention deficit hyperactivity disorder, aut-
ism, and dyslexia were not allowed to participate. All participants were native Dutch
speakers with normal or corrected-to-normal vision. From the initial sample of 36 par-
ticipants, data of six participants were excluded from analyses due to problems with
their eye-tracking recording. The final sample consisted of 30 adult participants (21
women) with a mean age of 28.12 years (SD¼ 10.73 years). Participants were ran-
domly assigned to either the pictorial-support condition (n¼ 16) or the no-picture
condition (n¼ 14). None of the participants had read or heard about the story before.
Figure 1. The cover of the narrative titled ‘The journey of the mouse’.
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Materials
Text
The narrative text (see Appendix) was based on a passage from the book ‘Het
Sleutelkruid’ by Paul Biegel (published in English as ‘The King of The Copper
Mountains’) and was about a mouse on a journey. The text contained many spatial
shifts and had a clear protagonist (the mouse) and an episodic structure. The text was
three pages long and consisted of 30 sentences (10 sentences per page) and 404
words (the number of words per sentence: M¼ 13.77, SD¼ 4.46).
Cover
The cover, presented in Figure 1, illustrated the beginning of the story where the
mouse jumped onto the train to start his journey (i.e. first spatial discontinuity). It was
designed and drawn for this study by a professional draftsman. This cover was only
presented in the pictorial-support condition.
Comprehension
To measure comprehension of the story, eight multiple-choice questions were pre-
sented (e.g. ‘The mouse fell of the car because …’ [a] the car was driving so fast, [b]
there was heavy rainfall, [c] the car got an accident, or [d] the roof got slippery). The
questions differentiated between the textbase and situation-model level of the story.
Four questions focused on the literal text (textbase level), whereas the other four
questions required making inferences beyond the literal text (situation-model level).
For literal questions and inference questions, separate reading comprehension scores
were calculated as the proportion of correct answers.
Text variables
To investigate readers’ relative allocation of attentional resources to surface, textbase,
and situation-model processing, each sentence of the experimental text was initially
coded on a number of associated text variables (see Table 1). To avoid multicollinear-
ity in later regression models, correlational analyses were performed to determine
whether certain text variables should be excluded. For surface processing, sentences
were coded on a number of letters, syllables, and words (orthographic decoding;
Stine-Morrow et al., 2001), and word frequency (based on the SUBTLEX-NL database;
Keuleers, Brysbaert, & New, 2010). A log transformation was performed on mean word
frequencies to meet the assumption of normal distributions. A number of letters, sylla-
bles, and words were highly correlated (r> 0.90). Therefore, a number of letters and
number of words were excluded, and a number of syllables and average log word
Table 1. Descriptive statistics for the text variables per sentence.
M SD
Total number of syllables (range: 5–24) 16.37 4.41
Number of new concepts (range: 0–5) 2.21 1.40
Spatial discontinuities (range: 0–2) 0.76 0.73
Sentence position (range 1–10) 5.65 2.80
Mean (log) word frequency (range 4–5) 4.64 0.25
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frequency were included as predictors of surface processing (van der Schoot et al.,
2010). For textbase processing, sentences were coded on a total number of concepts
and number of new concepts (Graesser et al., 1980; Millis et al., 1998). Because of a
high correlation (r¼ 0.68), only the number of new concepts was included for further
analyses as new concepts require more processing effort than old concepts
(Stine-Morrow et al., 2004). For situation-model processing, sentences were coded on
temporal and spatial discontinuity (Radvansky et al., 2001). For example, a spatial dis-
continuity was present when the protagonist had moved to a different region. A
region is a segment of space with clearly defined boundaries (e.g. a shift from a train
to a boat). The number of temporal and spatial shifts per sentence were not correlated
(r¼ 0.03), but as the number of temporal shifts was not related to reading times
(r¼ 0.03), only spatial shift was included for further analyses. Additionally, sentence
position (1¼ top of the page, 10¼ bottom of the page) was added as a control vari-
able as this may influence reading times.
Eye-fixation data
Eye-movement data were recorded using the Tobii TX300 eye tracker (Tobii,
Stockholm, Sweden), sampling at 300Hz from both eyes. This 2300 1920 1080 pixels
widescreen monitor contains an eye-tracking camera and infrared LEDs mounted on
the monitor bezel. During the reading of the text, raw gaze data were recorded and
transformed into fixations using the Tobii Fixation Filter (velocity threshold of 35 pix-
els/window). The Tobii Fixation Filter is an implementation of a classification algorithm
proposed by Olsson (2007) and is currently used as the default fixation algorithm in
Tobii’s analysis software. Each sentence of the text – presented without line breaks –
was defined as an area of interest (AOI). Because the resource allocation methodology
requires sentence reading times (i.e. total time spent on reading a sentence), the Total
Visit Duration (TVD) was calculated for each of the 30 AOIs (i.e. sentences), based on
the fixations identified by the fixation filter. The TVD is a metric that is used to indi-
cate the total time that a reader has spent fixating on an AOI. It contains all visits and
revisits and is calculated as the sum of all visit durations (Holmqvist et al., 2011). The
fixation on the title AOI was removed for further analyses (only the pictorial-support
group saw the title of the story on the cover, and both groups saw it at the start of
the text). Tobii Studio 3.3.0 software was used for text presentation, eye calibration,
data recording, and analyses of fixation data.
Procedure
Participants were tested in a university laboratory. They were seated with approxi-
mately 70 cm distance between their eyes and the computer screen. At the start of
the experiment, the eye tracker was adjusted and calibrated using a five-point calibra-
tion grid presented on the screen. If calibration was non-optimal, the process was
repeated. After calibration, participants read instructions stating that they were sup-
posed to sit as still as possible and to use the spacebar to move on to the next
screen. They were further instructed to silently read a text on which they would be
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tested for their comprehension afterward. Only in the pictorial-support condition, par-
ticipants were additionally instructed to look at the presented cover (presented for
seven seconds) before the text was presented and use this to help them comprehend
the text. In the no-picture condition, the text followed the instructions immediately.
The text was divided over three pages. Each page (containing 10 sentences) was pre-
sented statically on the computer screen in order to measure eye fixations on the dif-
ferent sentences (i.e. TVDs). Participants went to the next page by pressing the space
bar; once on the next page, it was not possible to go back to a previous page. Finally,
participants answered the eight comprehension questions that were presented on the
screen by typing their answer in a text box. During the experiment, the researcher
was always present in the room. The experiment lasted approximately 20minutes.
Resource allocation analysis
First, two overall regression analyses were conducted to investigate to what extent
the chosen text variables affect TVD. This was done separately for the pictorial-support
and no-picture condition, as the TVD may be differentially influenced in the two con-
ditions. Second, individual regression analyses were conducted for every participant
separately to investigate how text variables affect their individual TVD, and subse-
quently to create three new variables consisting of the resulting standardised regres-
sion coefficients – one for each representational level. In other words, resource
allocation to surface, textbase, and situation-model processing is operationalised as
changes in reading time as a function of the associated text variables. Finally, these
standardised regression coefficients were used as a dependent variable to conduct a
mixed analysis of variance to investigate the effect of pictorial support on
resource allocation.
Results
Resource allocation
Overall effects of text variables on TVD
Two regression analyses (for the two conditions separately) were run with TVD per
participant per sentence as dependent variable and the text variables syllables, aver-
age log word frequency, new concepts, spatial discontinuities, and sentence position
as predictors. All variables were significantly correlated with TVD. Correlations between
text variables ranged from r< 0.001 to r¼ 0.42, which did not cause multicollinearity
problems. Table 2 shows the standardised regression coefficients separately for the
no-picture and pictorial-support conditions. Together, the five text variables signifi-
cantly predicted variance in TVDs in both the no-picture condition (R2¼ 0.22, p<.001)
and the pictorial-support condition (R2¼ 0.19, p<.001). As can be seen in Table 2,
however, the relative contributions of the text variables differed per condition.
Although participants in both conditions allocated a similar amount of resources to
text decoding (i.e. the number of syllables), the two conditions differed in the extent
to which resources were allocated to the textbase and situation-model representa-
tions. The number of new concepts was a stronger predictor of TVD in the no-picture
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condition than in the pictorial-support condition. Moreover, the number of spatial dis-
continuities was a significant predictor in the pictorial-support condition, but not in
the no-picture condition. Average log word frequency and sentence position did not
predict a significant amount of variance in TVDs and were therefore removed from fur-
ther analyses.
Relative resource allocation per participant
Individual regression analyses (i.e. for every participant separately) were performed
with TVD per sentence as dependent variable and the three text variables syllables,
new concepts, and spatial discontinuities as predictors (see also Radvansky et al.,
2001; Stine-Morrow et al., 2001, 2004; van der Schoot et al., 2010; Zwaan, Magliano,
et al., 1995). The output provided an individual regression coefficient for each repre-
sentation level for each participant, which reflects the relative resource allocation to
surface, textbase, and situation-model level processing. Previous research has indicated
that such coefficient patterns show significant inter-individual variability and reliability
over time (Stine-Morrow et al., 2001). Including the number of syllables in the regres-
sion analyses was necessary to control for individual differences in surface-level read-
ing and calculate the unique contributions of textbase and situation-model processing
over and above surface-level reading. However, no differences were expected in sur-
face-level reading times between the two conditions because it is independent of
comprehension (i.e. processing more syllables requires more time simply because the
sentence is longer). Therefore, the number of syllables was excluded from further anal-
yses that focus on differences in resource allocation to lower (i.e. textbase) and
higher-level (i.e. situation model) sense-making processes.
Effect of pictorial support
To investigate the differences in contributions of the two highest levels (i.e. new con-
cepts and spatial discontinuities) to TDVs between conditions, we conducted a 2 2
mixed analysis of variance (ANOVA) on the standardised beta coefficients with
Representation level as within-subject factor (textbase vs. situation model) and Picture
(pictorial support vs. no picture) as between-subject variable. The significant main
effect of Representation level, F(1, 28)¼ 5.03, p¼ .033, p2¼ 0.15, indicates that partici-
pants generally allocated more resources to textbase processes (i.e. new concepts;
M¼ .23, SD¼ .21) than to situation-model processes (i.e. spatial discontinuities;
Table 2. Standardised regression coefficients for the text variables per condition.
No picture Pictorial support
b t b t
Syllables 0.30 5.91 0.25 5.15
New concepts 0.21 3.70 0.14 2.73
Spatial discontinuities 0.05 1.02 0.16 3.35
Sentence position 0.02 0.45 0.04 0.95
Mean word frequency –0.08 –1.78 –0.04 –0.77
p< .01,p< .001.
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M¼ 0.10, SD¼ 0.21). Overall beta coefficients (across Representation level) did not dif-
fer as a function of Picture (F< 1). More importantly, however, there was a significant
interaction between Representation level and Picture, F(1, 28)¼ 4.50, p¼ .043,
p2¼ 0.14. As can be seen in Figure 2, in the pictorial-support condition there was a
shift in attentional processing such that more resources were allocated to processing
situation-model features in the text and less to processing textbase features as com-
pared to the no-picture condition. Follow-up tests confirmed that the pictorial-support
group allocated significantly more resources to the situation-model level than the no-
picture group, t(28)¼ -2.10, p¼ .045, Cohen’s d¼ 0.80. Within the pictorial-support
condition, the amount of processing resources allocated to situation-model features
(M¼ 0.17, SD¼ 0.19) was comparable to that of textbase features (M¼ 0.18,
SD¼ 0.17), t(15)¼ 0.10, p¼ .923, Cohen’s d¼ 0.06, indicating that processing resources
were approximately equally distributed over textbase and situation-model features in
the text after having inspected a picture before reading. The no-picture group instead
allocated significantly more resources to textbase processing (M¼ 0.29, SD¼ 0.25)
than to situation-model processing (M¼ 0.02, SD¼ 0.19), t(13)¼ 2.71, p¼ .018,
Cohen’s d¼ 1.22. The allocation of resources to textbase processing was statistically
similar across the two conditions, t(28)¼ 1.41, p¼ .169, Cohen’s d¼ 0.53.
Comprehension questions
The overall proportion correct for the comprehension questions was 0.69 (SD¼ 0.15).
The accuracy scores on the comprehension questions (shown in Figure 3) were sub-
mitted to a 2 2 mixed ANOVA with Representation level (textbase vs. situation
model) as within-subject factor and Picture (pictorial support vs. no picture) as
between-subject variable. As can be seen in Figure 3, comprehension was higher for
literal (i.e. textbase level) questions (M¼ 0.78, SD¼ .21) than for inference (i.e. situ-
ation-model level) questions (M¼ 0.61, SD¼ 0.20), which was reflected by a significant
main effect of Representation level, F(1, 28)¼ 9.71, p¼ .004, p2¼ 0.26. More import-
antly, the results showed that providing a picture did not affect the proportion of cor-
rect answers either for literal or for inference questions, as was evidenced by the
absence of a significant main effect of Picture, F(1, 28)¼ 1.13, p¼ .297, p2¼ 0.04, and
.00
.10
.20
.30
.40
Textbase Situation model
Be
ta
 
C
o
ef
fic
ie
n
ts
 
(T
VD
s)
No picture
Pictorial support
Figure 2. Resource allocation (error bars depict standard errors from the mean) as a function of
Representation level and Picture.
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Picture by Representation level interaction, F(1, 28)¼ 0.04, p¼ .837, p2<0.01. This
indicates that the shift in online resource allocation due to a picture (i.e. from textbase
to situation-model level) did not translate into improved inference-related comprehen-
sion scores.
Discussion
The present study investigated the effects of pictorial support before reading a narra-
tive text on situation-model processing. This was examined on both process-oriented
and product-oriented measures. Reading times were calculated using eye-tracking and
analysed as a function of specific text variables associated with the online surface,
textbase, and situation-model processing. Reading comprehension questions on both
textbase and situation-model level were used as product measures.
The results showed that participants who were instructed to look at a picture
depicting the start situation of a story before reading allocated significantly more
resources to situation-model processes than participants who did not receive such pic-
torial support. As expected, presenting a picture before reading led to a redistribution
of online processing resources, causing a shift in attention from the textbase to a situ-
ation-model representation. This is in line with expectations based on previous
research showing that instruction can influence online resource allocation (e.g. Millis
et al., 1998; Stine-Morrow et al., 2004; van der Schoot et al., 2010; Zwaan, Magliano,
et al., 1995) and that providing pictures before or during reading can support infer-
ence generation, recall, and reading comprehension for expository texts (e.g. Eitel
et al., 2013; Eitel & Scheiter, 2015; Newton, 1994; Pike et al., 2010). This study extends
these results by showing that briefly looking at a picture pre-reading can cause a
redistribution of online processing resources in a narrative text. Moreover, the present
findings show that situation-model-focused instructions not only influence attentional
processing in children who are poor comprehenders (cf. van der Schoot et al., 2010)
but also work for an adult sample consisting of readers who are assumed to be skilled
in reading.
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Figure 3. Comprehension scores (error bars depict standard errors from the mean) as a function of
Representation Level and Picture.
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Contrary to expectations, the attentional shift to situation-model processing due to
the offered pictorial support did not result in corresponding improvements in reading
comprehension scores. Irrespective of whether or not readers looked at a picture
before reading, their accuracy on both textbase and situation-model level comprehen-
sion questions was comparable. These findings align with other studies outside of a
reading comprehension context where the disconnect between online attentional
processing and cognitive outcomes is reported. In the field of learning from instruc-
tional visualisations for example, de Koning, Tabbers, Rikers, and Paas (2010) showed
that attentional cues designed to guide attention to task-relevant information in the
visualisation helped learners to focus their attention on the relevant content, but this
did not lead to better learning outcomes on a subsequent test than when having
studied the visualisation without attention-directing cues. Similarly, in the field of
multimedia learning, Pouw, Rop, de Koning, and Paas (2019) observed less integrative
eye movements during learning of text-picture instructions when the spatial distance
between text and picture was increased even though learning outcomes remained
similar in the large and small spatial-distance conditions. The results of this study dem-
onstrate that such effects also exist when processing narrative text after having
inspected a picture. However, this conclusion needs to be interpreted with caution
given that the present comprehension measure contained a relatively small number of
items, the study involved a limited number of participants, and we used only one text
(with the picture presented before it) in our experiment. This may have reduced the
chance to detect an effect on comprehension. Furthermore, even though the narrative
(appropriate for young adolescents) should be relatively easy to read for adults, due
to the between-subject design we cannot exclude the possibility that individual differ-
ences in reading and comprehension skills have impacted our results.
The fact that we found a redistribution of resources in online processing but no dif-
ferences in outcome measures could indicate that the manipulation (showing a pic-
ture) provided too subtle guidance and did not explicitly encourage readers to
process the text at an appropriate (deeper) level that is necessary to perform better
on the inference-related questions. Alternatively, it is possible that even with minimal
processing effort directed to a situation-model representation, participants could per-
form relatively well on the comprehension test, for example because the difficulty
level of the comprehension questions was rather low for this participant population
(i.e. adults reading a narrative on adolescents’ level). In fact, in both conditions partici-
pants provided a suitable answer on at least 50% of the comprehension questions.
Another possibility is that the comprehension test provided a learning moment in and
of itself where learners engaged in deeper processing of the just-read text after
instead of during reading. That is, by reading the questions, the participants may have
been challenged to deeply process the text and draw inferences. In line with this, it
has been shown before that asking inference questions about a text encourages read-
ers to construct a situation model and learn new information (e.g. Roscoe & Chi,
2008). Under this scenario, any differences in text comprehension that might have
shown up during reading (and were reflected in the associated visual processing
measures) were washed out during the test phase when answering the comprehen-
sion questions.
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Finally, the absence of an effect on reading comprehension scores may also be
explained by the fact that the text and picture were in third-person perspective.
Spatial perspective taking is crucial in understanding the viewpoint and perceptions of
the protagonist (e.g. Rall & Harris, 2000). Moreover, text information is more readily
available in the reader’s mental representation when it is spatially close to the protag-
onist than when it is spatially separated from the protagonist (Morrow, Bower, &
Greenspan, 1990). Both the present narrative text and the picture, however, were pre-
sented in a third-person perspective. This may have encouraged participants to adopt
a similar perspective, rather than a first-person perspective (Salem, Weskott, & Holler,
2017). The participants in our study may have used the third-person perspective pic-
ture as a starting point for their situation model, resulting in more resources allocated
to situation-model processes, but the discrepancy between their perspective and the
protagonist’s perspective could have impeded their reading comprehension perform-
ance. More research is needed to explore whether additional support (e.g. combining
verbal instruction with one or multiple pictures) increases reading comprehension out-
comes and to confirm the hypothesis that pictorial support that specifically encour-
ages adopting a first-person perspective affects both process- and product-oriented
measures of reading comprehension in a positive way.
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Appendix
Original version of the story (English translation below):
De reis van de muis
In de stad Weesp woonde een muis die op een maandagavond in de trein sprong.
Hij wilde zijn nicht bezoeken.
De muis reed mee tot Baarn en kroop in de jas van een man, die in de bus stapte.
De bus ging naar De Bilt en daar sprong de muis op een auto.
Maar die reed zo hard dat hij eraf woei door de wind, juist op een brug waar een boot
onderdoor voer.
De muis viel in de boot en kwam de volgende ochtend aan in Tiel.
Daar woonde zijn nicht, in het huis van de dokter.
Nadat hij aangeklopt had bij haar holletje deed zij de deur open.
Zijn nicht was verbaasd hem te zien en vroeg hoe hij hier gekomen was.
De muis vertelde dat hij met de trein en de bus en de auto en de boot had gereisd.
Hij bleef twee dagen logeren bij zijn nicht.
Wanneer het dag was, aten ze van de kaas in de keuken van de dokter.
En in de nacht dansten ze op de tafel die gedekt was.
Hup-twee hup-twee langs de pot met jam en de pot met stroop en de pot met honing.
Daarna sliepen ze in het servet van de dokter als in een bed met witte lakens.
Donderdagochtend moest de muis weer naar huis.
Zijn nicht was benieuwd hoe hij nu weer in Weesp zou komen.
De muis dacht even na en zei toen dat hij het zou proberen met de post.
Hij gaf haar een kus en sprong in een doos, die klaar lag om te worden gepost.
De doos ging naar Den Haag, maar in de trein kroop de muis eruit en zocht een pak
voor Weesp.
Hij sprong in het vak met een W erop.
Daar lag een pak voor Weert, voor Wijk en voor Wilp, maar geen voor Weesp.
Dan maar naar Baarn, dacht de muis.
Maar in het vak met de B lag alleen maar een pak voor Bussum.
Dat is ook goed, dacht de muis, want Bussum ligt in de buurt van Weesp.
Hij beet een gat in het pak en kroop erin.
In Bussum sprong hij uit de trein en liep door naar de sloot, daar lag een klomp.
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Hij maakte een zeil van een krant en voer in een middag naar Weesp.
Thuis zette hij een nieuw naambordje op de deur van zijn hol: J. Muis, ontdekkingsreiziger.
English translation:
The journey of the mouse
In the city of Weesp there lived a mouse who jumped on a train on Monday evening.
He wanted to visit his cousin.
The mouse rode along until Baarn and crawled inside a man’s jacket, who then got on a bus.
The bus went to De Bilt, and there, the mouse jumped onto a car.
But it went so fast that he was blown off by the wind onto a bridge, while a boat was sail-
ing underneath.
The mouse fell into the boat and arrived in Tiel the next morning.
His cousin lived there, in the doctor’s house.
After he knocked at her mousehole, she opened the door.
His cousin was surprised to see him and asked him how he had got here.
The mouse said that he had traveled on the train, the bus, the car, and the boat.
He stayed at his cousin’s for two days.
During the day, they ate cheese in the doctor’s kitchen.
And during the night, they danced on the table that was set.
Hop-two hop-two, along the jam jar, and the syrup jar, and the honey jar.
Afterwards, they slept using the doctor’s napkin as a bed with white sheets.
On Thursday morning, the mouse had to go back home.
His cousin was curious about how he would get back to Weesp.
The mouse thought for a moment and said that he would try to do it by mail.
He gave her a kiss and jumped into a box that was waiting to be posted.
The box was going to Den Haag, so on the train, the mouse crawled out and looked for a
package to Weesp.
He jumped into the box that had a W on it.
There was a package for Weert, for Wijk, and for Wilp, but none for Weesp.
Then let’s go to Baarn, the mouse thought.
But in the box with a B there was only a package for Bussum.
That’s also fine, the mouse thought, because Bussum is close to Weesp.
He bit a hole in the package and crawled inside.
In Bussum, he jumped off the train and walked to a ditch where there was a clog.
He made a sail from a newspaper and sailed to Weesp in an afternoon.
Back home, he put a nameplate on the door of his mousehole: J. Mouse, the explorer.
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