This paper presents an accurate highly efficient method for solving the bound states in the one-dimensional Schrödinger equation with an arbitrary potential. We show that the bound state energies of a general potential well can be obtained from the scattering matrices of two associated scattering potentials. Such scattering matrices can be determined with high efficiency and accuracy, leading us to a new method to find the bound state energies. Moreover, it allows us to find the associated wavefunctions, their norm, and expected values. The method is validated by comparing solutions of the harmonic oscillator and the hydrogen atom with their analytical counterparts. The energies and eigenfunctions of Lennard-Jones potential are also computed and compared to others reported in the literature. This method is highly parallelizable and produces results that reach machine precision with low computational effort. A parallel implementation of this method written in FORTRAN is included in the Supplemental material to solve eigenstates of the Lennard-Jones potential.
Introduction
The physics of the one-dimensional systems has attracted the attention of the scientist in the last years because of the great number of applications in electronics and optoelectronics.
One-dimensional devices, such as FETs, diodes, photo-detectors, LEDs, etc, are of great importance in the development of technology and renewable energy. 1) Solutions of the one-dimensional Schrödinger equation (1DSE) are also relevant to describe vibrational states in diatomic molecules within the Born-Oppenheimer approximation, where interatomic effective potentials are frequently modeled by Lennard-Jones, Morse, Morse/Long-range and other potentials. [2] [3] [4] [5] On the other hand, solution of the radial equation of Yukawa potential is useful to describe the interaction between a pair of nucleons, particles immersed in plasma, colloidal particles in electrolytes, or charged particles in a sea of conduction bands. 6, 7) Most of these potentials have not analytical solution.
The bound states of the potential well have been studied by means of Airy functions 8) and
Monte Carlo methods 9) leading to analytical solutions of specific potentials. On the other hand, the transfer matrix has been used to locally solve periodic potentials for different kind of waves. 10, 11) Bound states can be solved in terms of a tunneling problem, by adding a barrier on both sides of the quantum well. 12) Other methods for solving arbitrary potentials use the transfer matrix where the potential well is divided into flat barriers 13, 14) which leads us to better results than those given by the WKB approximation and variational calculations. 15) Such methods are also used to find recursive solutions of the 1DSE. 16) On the other hand, the scattering matrix (S-Matrix) method has been used to study the time dependent scattering of wave packets to obtain the bound states in 1DSE. These include the step and two delta-function potentials, 17) the square well potential 18) and those that use graphic constructions 19) on the bases of the Pitkanen method. 20) Approximate analytic expression of the ground state energy and its wavefunction has been developed by converting the 1DSE into the non-linear Ricatti equation. 21) A method for solving the 1DSE eigenvalue problem for the anharmonic oscillator using a Liouville transformation has also been proposed, finding uniform convergence in a problem where perturbation theory fails. 22) In a recent work, 23) we propose a method to find the scattering states of an arbitrary potential in one dimension. In this method, the scattering region is divided into N smaller slices. In each slice the potential is approximated by its truncated Taylor series. This method is highly accurate, numerically stable and requires low computational effort. In this work, we propose a new algorithm to exploit these advantages during calculations of S-matrices and find the bound states of an arbitrary potential.
The article is organized in the following form. Section 2 describes the algorithm employed to find the bound states of a general potential well in terms of the S-matrix of two associated potentials. In §3, we validate this method by comparing results of the quantum harmonic oscillator and the hydrogen atom. Finally, in §4 we use this method to obtain the energies and normalized eigenfunctions of the Lennard-Jones potential. The Supplemental material contains a FORTRAN implementation of this method to solve the Lennard-Jones potential. 28)
The method
Let us start with a general one-dimensional potential well   V x , as schematically shown in Fig. 1(a) , with bound state energies n E and wavefunctions
 
 n x . Let us define the following associated potentials
and
with 0  V E , as respectively illustrated in Fig. 1(b) , 1(c) and 1(d).
Wavefunctions of potentials (1) to (3) are scattering states that can be written as
respectively, where
, and
are related by their corresponding S-matrices as follows
, 21 22
Hereinafter, definitions of potentials, wavefunctions of scattering states, amplitude coefficients, and S-matrices will follow the notation given in eqs.
(1) to (9) .
Notice that by setting  n E E and
continuity of wavefunction and its derivative imply        n x x in eqs. (4) and (5). In other words, scattering states of potentials (1) and (2) can be employed to describe bound
Since wavefunctions
 n x are bound states, they must have an evanescent behavior if
. In consequence, they are represented by total reflection states in eqs. (4) and (5) 
S S
and discarding those with
. This can be done very efficiently by using secant or regula falsi methods. 
 
 n x for arbitrary potentials.
Phase factors
Let us divide potential
By using the method in Ref. 23 , we can calculate the S-matrix
S is known, then by taking
, , 22 1
There are several potentials for which 1 , x R S can be exactly calculated, (a) the infinite potential barrier, (b) the step potential and (c) the semi-infinite periodic potential, illustrated in Fig. 2 . The first two can be determined analytically to be respectively
and 1 , step
where
On the other hand, the S-matrix for the semi-infinite periodic potential can be calculated from the S-matrix of its unit cell. 24 
is not known, notice that for 1 x big enough, the evanescent behavior of the wavefunction imply that
, and then S .
An analogous procedure may be followed to determine
Wavefunctions
Given an eigenenergy n E of potential   Scattering wavefunctions of the 1DSE with potential
  , and other coefficients
In eq. (18), n v are coefficients of the Taylor's expansion
which may be exactly calculated by using automatic differentiation. 25) Even though      , because 1 
, finite values of  and  are enough to reach machine precision during evaluation of wavefunctions.
On the other hand, by using eq. (8) we have
where A is a constant. From eq. 
and 21 22
Moreover, by using continuity of wavefunction and its derivative at    x x , we have
Hence, solving eq. (23), by using eqs. (17), (21) and (22), and substituting into eq. (16) 
with  greater than machine precision. Otherwise, eq. . (25) It is worth mentioning that in such zeroes,
Symmetric potentials
Re R S is equal to 1 or 1  , which correspond to bound states with even or odd wavefunctions, respectively.
Method validation
The one-dimensional harmonic oscillator and the hydrogen atom are two well-known potentials with analytical energies and eigenfunctions. 26, 27) We use these potentials to obtain energies and eigenfunctions by using the method in §2 and compare them with their analytical counterparts.
Harmonic Oscillator
The harmonic oscillator, with Hamiltonian 
has a symmetric potential. zeroes. This fact allows us to find accurate approximations of energies, n E , in a few iterations of secant or regula falsi methods. Fig. 3(b) illustrates the computational time and relative error obtained during calculations of 9 , E exact 9 9 exact 9
Relative Error
by applying the secant method, starting with initial seeds at 9.3  and 9.6  , and taking
, and different values of  and  . These calculations were done using quadruple precision arithmetic, which gives roughly 34 significant figures. Observe that precision is improved by increasing  or decreasing  , approaching rapidly machine precision when  is increased. On the other hand, Fig. 3(c) shows the normalized wavefunctions calculated by using the method in §2.2 with energies 0 E , 3 E , 6 E and 9 E (red solid lines), and the relative error (blue dots) when we compare them to the exact ones. 
Hydrogen atom
The hydrogen atom has a central potential, and its wavefunctions can be written as
The radial eigenfunction 
Discussion and conclusions
In this work we have presented a novel method to solve eigenpairs of the 1DSE with an arbitrary potential well based on accurate calculations of S-matrices of its subsystems.
The method starts by dividing a general potential well in two independent scattering problems, represented by the left and right associated potentials in Fig. 1 . The S-matrices of these potentials are phase changes. We show that there is a bound state energy of the potential well when the product of S-matrices of these associated systems, precision results may also be used as seeds on extended precision calculations.
We also propose a method to find wavefunctions given as piecewise Taylor series, allowing a direct computation of its norm and expected values. Since eq. can be easily done using automatic differentiation. 25) Notice that during calculations, all information of the system is contained in 1 1  or 2 2  S-matrices, making the method highly efficient in terms of computational memory.
On the other hand, this method is not perturbative, allowing us to solve eigenstates in cases where perturbation theory fails. We believe that this method can be extended to two-and three-dimensional systems by using the tight-binding approximation, which is currently under development.
In summary, the proposed method to solve energies and wavefunctions of the
