We have investigated statistical list-mode reconstruction applicable to a depthencoding high resolution research tomograph. An image non-negativity constraint has been employed in the reconstructions and is shown to effectively remove the overestimation bias introduced by the sinogram nonnegativity constraint. We have furthermore implemented a convergent subsetized (CS) list-mode reconstruction algorithm, based on previous work ( We have demonstrated that the first step of the convergent algorithm is exactly equivalent (unlike the histogram-mode case) to the regular subsetized list-mode EM algorithm, while the second and final step takes the form of additive updates in image space. We have shown that in terms of contrast, noise as well as FWHM width behaviour, the CS algorithm is robust and does not result in limit cycles. A hybrid algorithm based on the ordinary and the convergent algorithms is also proposed, and is shown to combine the advantages of the two algorithms (i.e. it is able to reach a higher image quality in fewer iterations while maintaining the convergent behaviour), making the hybrid approach a good alternative to the ordinary subsetized list-mode EM algorithm.
Introduction
In positron emission tomography (PET) systems, there is a continuous effort to increase sensitivity and to improve spatial resolution. This, in turn, brings about the need for different approaches to data collection and image reconstruction in order to make use of the high sampling capabilities of such systems. Conventional tomographs inherently bin the collected data into sinogram bins. In the case of high resolution tomographs with list-mode acquisition capability, such as the new high resolution research tomograph (HRRT) (Wienhard et al 2002) , it is worthwhile to investigate the applicability of list-mode reconstruction schemes. For instance, in dynamic PET studies in which multiple low-statistics 3D PET scans are acquired, list-mode reconstruction can in principle be performed more quickly and efficiently than histogram-mode reconstruction: when the reconstruction of short time frames is required, the number of events acquired may in fact be less than the number of lines of response (LORs) in a full sinogram set.
Furthermore, when histogram-mode reconstruction methods are used, the data are often compressed in the axial or radial directions in order to accelerate the reconstruction tasks. This is sometimes referred to as data mashing by which it is meant that certain 'nearby' LORs are histogrammed into the same sinogram bin in order to reduce the size of the sinogram data. For instance, in the case of the HRRT, with no data compression, the sinogram size is 1.5 Gbytes. Application of axial/radial compression schemes, however, has been shown to adversely affect axial/transaxial resolution of images reconstructed using 3D-OSEM, especially as one moves away from the centre of the field-of-view (FOV) (Wienhard et al 2002) . In the case of listmode reconstruction, since events are considered one by one, sinogram data compression is in principle not needed, thus resulting in better image resolution and uniformity at no extra cost in terms of time and data size.
An additional advantage of list-mode reconstruction is the increased accuracy with which motion correction can be implemented into the reconstruction procedure . This is the case since in histogram-mode reconstruction, a motion-corrected LOR will not typically correspond exactly to the centre of a sinogram bin, and therefore an interpolation needs to be performed upon histogramming the event into motion-corrected sinograms. In contrast, motion-corrected list-mode event coordinates can be maintained as continuous variables in list-mode reconstruction, thus potentially preserving a higher degree of accuracy in the reconstruction task resulting directly from better sampling of the measurement.
A further potentially significant advantage of list-mode reconstruction may be mentioned. With the continuous improvements in the technology of PET imaging, development of PET scanners capable of encoding time-of-flight (TOF) information, known since the 1980s to potentially reduce the statistical noise variance in PET reconstruction (Snyder and Politte 1983) , is being reconsidered. Data generated from such scanners may only be reconstructed using the list-mode approach if the TOF information is to be made full use of. This approach, especially in the case of PET scans with high random fractions, is expected to considerably improve image noise behaviour compared to conventional schemes in which TOF information is not incorporated (Kimdon et al 2003) .
In this work, we are interested in implementing practical list-mode reconstruction algorithms capable of coping with the considerable size of list-mode data (∼250-350 GB/ week) expected to be generated from the HRRT once in fully operational mode. The issue of computation efficiency is therefore a very important one. Accelerated variations of statistical list-mode reconstruction have been investigated, with the aim of reaching and exceeding processing rates of 1.5-2.0 GB h −1 , to enable round-the-clock reconstruction of the data expected to be generated by the HRRT. Section 2 introduces the list-mode expectation maximization reconstruction algorithm. Several accelerated versions of the list-mode algorithm (i.e. subsetized, convergent-subsetized and hybrid) are elaborated in section 3. Contributions of and correction for random (and scatter) events to the reconstruction task will be discussed in section 4, followed by experimental methods and results presented in sections 5 and 6.
List-mode expectation maximization reconstruction algorithm
The list-mode expectation maximization (LMEM) reconstruction algorithm can be formulated from first principles (Parra and Barrett 1998) , as well as derived from an expression for the likelihood function for statistically independent, Poisson-distributed sinogram data, where the sum over sinogram bins is converted to a summation over events (Huesman et al 2000) . Denoting λ m j as the image intensity in voxel j (j = 1, . . . , J ) at the mth iteration and p ij as the probability of an emission from voxel j being detected along LOR i (often referred to as the 'system matrix'), the resulting LMEM algorithm is given by
where i k refers to the LOR along which the kth list-mode event is detected and N is the number of measured events. The sensitivity correction factor s j = I i=1 p ij is a summation over all possible measurable LORs (i = 1, . . . , I ) and calculates the probability of an emission from voxel j being detected anywhere (constructive summation is performed over those LORs for which p ij = 0).
Initially, EM algorithms were applied to measured data pre-corrected by normalization and attenuation measurements. However, similar to histogram-mode reconstruction schemes, for more appropriate modelling of the measurement process, normalization and attenuation can be incorporated into the LMEM algorithm. Since the probability of attenuation for all points along an LOR is independent of the point of origin along the path for PET, the LMEM algorithm may be properly weighted by simply scaling all elements in a row of the system matrix P = (p ij ) I ×J by the same factor as calculated by the attenuation and normalization scans. This operation is mathematically equivalent to multiplying P by a diagonal 6 matrix W = (w ii ) I ×I which allows a weight to be assigned to each LOR, to account for sensitivity variations due to attenuation and normalization.
Such matrix factorization results in the emergence of a cancellation in the algorithm
The cancellation of w ii everywhere, except in the sensitivity factor, which is calculated only once, considerably eases the direct inclusion of normalization and/or attenuation correction. In the case of histogram-mode EM, it has been observed (Michel et al 1998) that appropriate modelling of normalization and attenuation as such, results in better image quality when compared to the unweighted case, in which the emission scan is simply pre-corrected by these factors.
Accelerated reconstruction algorithms
Since the introduction of the ordered subset expectation maximization (OSEM) algorithm for histogram-mode emission tomography by Hudson and Larkin (1994) , there has been considerable interest in accelerated image reconstruction techniques. In the OSEM approach, the data are divided into LOR-based subsets, and the image estimate is updated every time the algorithm passes through a data subset.
Ordinary subsetized list-mode EM algorithm
The histogram-mode data-subset approach can be conceptually applied to list-mode reconstruction as well (Reader et al 1998 . One may consider event-based (instead of LOR-based) subsets, obtained by sub-dividing the list-mode data into segments that span a fraction of the total duration of the data 7 . Dividing the data space into L subsets, we use S l to denote the lth list-mode subset (l = 1, . . . , L). We shall maintain the use of m (m = 1, 2, . . .) as the iteration number which is only completed after a thorough loop through all the L subsets in the data. We also use λ m,l j to denote the image estimate at the mth iteration and lth subset. The subsetized list-mode expectation maximization algorithm (which we shall refer to as the S-LMEM algorithm) is then given by
One must additionally note here that list-mode subsets exhibit a fundamental difference in comparison to sinogram-based subsets. This is because each list-mode subset can be thought of as a lower-statistics scan in its own right. This observation may point to another advantage of list-mode reconstruction. It has been shown (Takahashi and Ogawa 1997) that the way in which sinogram-data subsets are chosen and ordered has an effect on the resulting reconstructions. The requirement of maximum variation between the data subsets is inherently fulfilled with list-mode subsets. The aforementioned subsetized algorithm, however, is not a convergent algorithm, and instead results in limit cycles: oscillatory alternations in image likelihood as well as figures of merit (e.g. contrast, resolution) with further subsets and iterations into the data. Starting from first principles and using the complete data approach as in Hsiao et al (2002a Hsiao et al ( , 2002b , Khurd and Gindi (2003) have been able to derive a convergent list-mode EM reconstruction algorithm. The authors have subsequently tested the convergence and speed-up achieved by the algorithm using simulated SPECT data.
In what follows, we show in detail a derivation of the same algorithm using an approach based on re-visiting the histogram-mode technique. We go on to present an intuitive picture of how the algorithm proceeds using additive updates in image space. Furthermore, we propose a hybrid algorithm employing both the regular and convergent list-mode algorithms. Results of implementing the regular, convergent and hybrid algorithms applied to experimental PET data are subsequently presented in section 6. We first discuss issue of convergence as observed and tackled in histogram-mode reconstruction. 7 For dynamic list-mode image reconstruction, each single frame being reconstructed should in principle be static. With a continually changing object, issues of scanner sensitivity and time resolution limit how short-in-duration a single frame may be in order to obtain sufficient counts. Consequently, in practice, one is likely to encounter a non-static object for a given frame. To deal with this, therefore, it is best (as we have done in our implementation), to have each list-mode subset contain portions of data obtained at various intervals throughout the frame, such that all list-mode subsets represent nearly the same object.
Convergent OSEM reconstruction
In the histogram-mode approach, Hudson and Larkin (1994) were able to prove convergence of the OSEM algorithm only for an impractical special case, in which the subsets chosen corresponded to a restrictive 'subset balance' condition in the matrix. In practice, while the algorithm is seen to perform considerably faster than the regular EM algorithm, it is often seen not to converge to a fixed point and instead results in limit cycles. In other words, the OSEM algorithm in itself does not maximize likelihood.
Subsequently, there has been interest in deriving provably convergent versions of the fast OS methods. In Browne and De Pierro (1996) , an alternate algorithm termed row-action maximum likelihood algorithm (RAMLA) was proposed along with a convergence proof. The authors have also extended their approach to the case of maximum a posteriori (MAP) reconstruction (De Pierro and Yamagishi 2001) . Another approach, termed as ordered-subset separable-paraboloidal-surrogate (OS-SPS) algorithm, was also presented in Ahn and Fessler (2003a) . One problem with these formulations is that they are controlled by a relaxation schedule to ensure convergence and that there is no easy way to determine these schedules such that they lead to fast algorithms while simultaneously satisfying theoretical criteria to ensure convergence. Hsiao et al (2002a Hsiao et al ( , 2002b ) derived a new convergent complete data ordered subsets algorithm for histogram-mode EM reconstruction (C-OSEM). They have shown that the proposed algorithm monotonically decreases the complete data objective function, and furthermore demonstrated that while increase in log likelihood with the iterations is not guaranteed to be monotonic (though the authors have always seen this to be the case); nevertheless, the solution does converge to the maximum of the log-likelihood objective function.
We begin by defining C ij as the complete data, as used in statistical derivations of ML-EM, representing the number of counts detected along an LOR i (i = 1, . . . , I ) that have originated from voxel j (j = 1, . . . , J ). However, one only measures and has knowledge of the incomplete data n i : total number of counts detected along a given LOR i (regardless of the voxel(s) from which the events have originated), i.e.
Dividing the data space into L LOR-based subsets, S l is used to denote the lth histogram-mode subset (l = 1, . . . , L). We shall use m (m = 1, 2, . . .) as the iteration number which is only completed after a thorough loop through all the L subsets in the data. We also use λ m,l j to denote the image estimate at the mth iteration and lth subset, while as before p ij is the probability of an emission from voxel j (being detected along LOR i).
In Hsiao et al (2002a Hsiao et al ( , 2002b , the provably convergent ordered subset EM (namely C-OSEM) algorithm is given by the following update equations:
where in the first iteration (i.e. m = 1), the above update equation uses the initialization C m−1,s ij = 0, while the very first image estimate λ 1,0 j also needs to be initialized (e.g. all 1s).
In place of the update equation (6), the ordinary OSEM algorithm performs the following:
Thus, we see that the C-OSEM algorithm is different from the ordinary OSEM in that the calculation of image updates at every subset (numerator of equation (6)) is not limited to the C ij values for LORs in that subset only. Meanwhile, at any subset l, values of C ij (i ∈ S l ) are updated only for LORs: this explains why the update image at each subset can be computed nearly as fast as that of regular OSEM.
Convergent subsetized list-mode EM algorithm
Similar issues, as in the OSEM algorithm, are present in subsetized list-mode reconstruction, and the proposed S-LMEM algorithm results in non-converging (e.g. limit cycles) behaviour, as reported in section 6. Using transformations as in Reader et al (1998) , one may extend the histogram-mode formulation presented in section 3.2 into list-mode reconstruction. By defining list-mode subsets as event-based subsets, as compared to LOR-based subsets in histogram-mode reconstruction, and replacing the summations over the LORs by summations over the events, while replacing n i in equation (5) by the numeral 1, it can be shown that one arrives at the following list-mode reconstruction update equations: j is initialized to all ones. One may readily note here that the first step of the convergent approach is similar to the regular subsetized list-mode (S-LMEM) algorithm equation (3). That is, if step 2 of the above approach is replaced by λ m,l j =λ m,s j , one arrives at the S-LMEM algorithm. This is not the case in the histogram-mode approach, as used by others, since in the OSEM algorithm, at each subset of the data, the sensitivity correction factors depend on the particular subset (given by i∈S l w ii p ij ), whereas this term does not appear in the update equation (6). On the other hand, since the list-mode data subsets are event-based and not LOR-based, the sensitivity correction factors are always given by
As shown in equation (9), the algorithm takes the form of additive updates in image space, in that upon arriving at any subset l, the intermediate image updates which have been previously calculated for other subsets {∀s|s = l} are added to the updateλ m,l j calculated for the current subset l. We shall refer to this approach as the convergent subsetized list-mode EM (CS-LMEM) algorithm. We also note that it is easy to show that can be recursively updated according to the above relation. This makes the calculation of image updates using the CS-LMEM algorithm nearly as fast as the regular S-LMEM algorithm.
Nevertheless, as we demonstrate in section 6, improvements in image quality achieved by the CS-LMEM algorithm are slower than those obtained using S-LMEM. This has encouraged us to propose and investigate a hybrid algorithm, as we discuss below.
Hybrid S/CS list-mode EM algorithm
We have found it very useful to investigate the possibility of combining the advantages of the S-LMEM and CS-LMEM algorithms into a hybrid algorithm. Namely, one typically notices, as also shown in section 6, that the regular S-LMEM algorithm, in the first few subsets, is able to produce images of higher quality (e.g. contrast, resolution) relative to the CS-LMEM algorithm, whereas the latter is able to exhibit convergent resolution and contrast behaviour as the iterations proceed. The hybrid approach we have taken uses S-LMEM for the entire or part of the first iteration, followed by CS-LMEM in the rest of the calculation.
Random correction in list-mode reconstruction
The contribution of random coincidences to the measurement process has in the past been estimated and taken into account in a number of different approaches depending on the capabilities of the PET scanners being used. Such methods include direct use of the emission data for random correction, an instance of which is the image-based convolution-subtraction technique (Reader et al 2001) , which estimates the randoms in the object by fitting a function to the random tail outside the object. Work is also currently in progress to incorporate randoms into the system matrix of the EM algorithm by the estimation of the spatial distribution of randoms contribution .
For PET systems in which singles rates can be measured during the coincidence measurement process, the singles count rate at the detectors can be used to estimate the randoms distribution (Rokitta et al 2000) , as we discuss later. Alternatively, a technique to correct for random coincidences is to acquire events arriving within a delayed coincidence window, delayed such that the probability of a true coincidence is zero. In the case of such systems with the delayed-coincidence measurement capability, distribution of random counts can thus be directly measured along with the prompts. In most PET scanners, the prompt data are precorrected for the detection of randoms by real-time subtraction of the delayed coincidences, intended to minimize data transfer and processing times.
However, the subtraction can be a source of potential problems: first, the randomsprecorrected data do not follow Poisson statistics. This is because subtraction of delayed coincidences from measured prompts compensates for the coincidence events in terms of the mean but increases the variance. Second, it can result in negative histogram bins, which can be a source of potential problems. The first issue has been tackled by means of practical approximations, such as the shifted Poisson model (Yavuz and Fessler 1996, Qi et al 1996) , while the second issue has typically been dealt with by zeroing negative sinogram values 8 . The latter can in turn result in positive bias in the final reconstructed image, as reported and discussed later in this paper.
Ordinary Poisson EM reconstruction
Separate storage of prompt and delayed events can result in a more accurate reconstruction of the true image activity. The HRRT is an instance of modern PET scanners capable of such measurements. Definingr i ands i as the expected randoms and scattered events contributions along any LOR i, one notes that since the prompt events are Poisson by nature, one can consider the log-likelihood function
where n p i is the number of measured prompt events along an LOR i, andn i is the expected number of prompts along the LOR, given bȳ
Application of expectation maximization to the likelihood functions then yields the following 'ordinary Poisson' EM algorithm (Politte and Snyder 1991) :
This algorithm poses computational difficulties which need to be addressed. First, we note that a cancellation of w ii in the forward-and back-projection steps is no longer valid, requiring constant look-up of attenuation and normalization factors for LORs along which the events are being read. Furthermore, it must be noted thatr i in equation (13) is an expected value which cannot be appropriately replaced by the measured delayed coincidences, rather estimates of mean random counts along the LORs must be used.
To address the latter, two approaches are possible: (i) using singles measurements at the detectors (Rokitta et al 2000) to calculate the expected randoms contribution, or (ii) variance reduction (smoothing) for the measured delayed events (Casey and Hoffman 1986 , Badawi et al 1999 . The first approach has the advantage of utilizing high statistics singles measurements. At the same time, it increases the 'bandwidth' of the scanner, since delayed time windows need not be imposed for delayed coincidence measurements, and less saturation of counts would occur especially for studies involving high count rates.
There are certain difficulties that render the application of either of the aforementioned approaches difficult. Both approaches do require constant look-up of calculated sinograms for the expected random events along the LORs, and as such will introduce additional time-costs to the reconstruction task. As for the first approach, in the HRRT, the singles rates can only be measured for the crystal block and not the individual crystals. This can result in a relatively coarse estimation of random rates at the individual crystals. This effect is further amplified by noting that while singles are only available for the crystal blocks, each crystal has a different efficiency due to intrinsic as well as object-dependent factors. This is because the contributions of singles events along the various lines passing through a particular crystal depend on the size and shape of the patient. Therefore, one cannot correctly use the trues normalization to compensate for variations in singles rate.
In PET brain imaging, compared to other PET modalities, in which a less, though still existent, degree of object variation across the studies is encountered, an approximate technique has been suggested in Rokitta et al (2000) . It consists of scanning a reference phantom (e.g. a homogeneous cylindrical phantom) and measuring the singles as well as delayed-coincidence rates, using which the singles rate calibration factors are measured and applied to subsequent patient scans, in which only the singles rates will be measured. This is clearly an approximate technique and remains to be tested and improved further.
Finally, we note that singles measurements need to be corrected for the scatter fraction contained in them. This scatter component also depends on the size and shape of the patient. The above considerations make the application of the single approach difficult, conceptually and computation-wise, and the possibilities and advantages of this technique remain to be fully explored and addressed
The second approach (random smoothing) is currently quite difficult to implement on the HRRT. Due to the non-cylindrical shape of the HRRT as well as the depth-of-interaction measurement capability, the relation between the detector pairs and allocated sinogram bins for the LORs is not 1-to-1, i.e. some projection bins correspond to more than one physical LORs. This problem renders application of variation reduction (smoothing) difficult. In addition, this approach is computationally intensive. The HRRT contains 936 (8 × 8 dual-crystal) blocks, corresponding to nearly 120k crystals. With no data compression (i.e. mashing), this corresponds to about 3 GB of (floating) random sinograms which need to be processed for each frame if this approach is to be taken. Alternatively, it is possible to take a non-analytic approach to improve variance on randoms measurement; namely, one may acquire them with a noticeably wider time window, but this technique will correspond to a potentially considerable increase in resource allocation and 'bandwidth' consumption, and will result in saturation effects for higher count-rate studies.
Delayed events subtraction technique
Due to the aforementioned issues as well as the computational difficulties they pose, we have alternatively considered the delayed events subtraction method, as elaborated below, as a practical random correction technique in the implementation of a feasible list-mode reconstruction algorithm applicable to the expected workload of the HRRT. Our approach will involve passing only through the list-mode data and does not require access to histogrammed data nor processing of them. Furthermore, as shown in section 6, the algorithm does not exhibit the intrinsic bias observed in OSEM when zero-thresholding is applied to negative sinogram bins. Due to its practical implementation, using ∼16 processors we have been able to achieve a processing rate of ∼1.5 GB h −1 , just reaching our feasibility criteria as discussed at the end of section 1.
Scatter correction is yet to be incorporated into the proposed algorithms in this paper. We are currently evaluating different schemes. One possible approach has already been developed for the HRRT, namely the Watson scatter correction technique (Watson 2000) . The algorithm is image-based (i.e. computes the scatter contribution using the reconstructed image) and therefore has the practical advantage of being directly applicable to images generated using our proposed methods.
Sinogram versus image non-negativity constraints
In this work, as explained later, we have imposed an image non-negativity constraint in the list-mode reconstruction algorithms. To understand the constraint better, we have performed studies of whether its incorporation into the reconstruction tasks can improve the overestimation bias that is likely to arise from the sinogram non-negativity constraint often used in histogram-mode reconstructions, as we describe below.
We first consider the histogram-mode delayed coincidence subtraction technique:
with n trues i = n p i − n d i where the measured delayed coincidences are subtracted from the measured prompts. Due to the Poisson nature of prompts and delayed coincidences, it is possible for any bin i to record more randoms than prompts. The constraint n i 0 has normally been imposed on the data in previous works (Michel et al 1998 (Michel et al , 1999 , such that the value of n i is set to zero for any LOR along which a negative value is obtained (i.e. the sinogram non-negativity constraint).
Nevertheless, in low-statistics scans, especially those with large random fractions, it is commonly observed that a noticeable number of sinogram bins exhibit negative trues counts after random correction. Imposing the sinogram non-negativity constraint would in turn introduce an overestimation bias in the reconstructed images. In this regard, we have instead considered using a weaker condition, namely the image non-negativity constraint, such that if upon processing a data subset, the correction to an image voxel is calculated to be negative (due to presence of considerable contribution from negative sinogram bins), the image voxel is not updated for that particular subset 9 . From equation (14), one makes the intuitive observation that by replacing the summation over the LORs with a summation over the number N of measured data (i.e. effectively reading the sinogram counts one by one), and setting n i to 1, if the histogrammed event was a prompt event, and to −1, if it was a delayed-coincidence event, one arrives at the list-mode reconstruction algorithm:
where
In this study, we implemented the statistical list-mode reconstruction scheme described by equations (15) and (16) for the HRRT. We note that unlike truly EM algorithms such as equation (13) for which there is never any 'divide by zero' error, it is possible in the above delayed events subtraction technique that the denominator of equation (15) would be zero (i.e. foreward projection of the current image estimate along the LOR coordinates of a measured event is zero). In such cases, our algorithm neglects the particular events for which this occurs.
The algorithm was accelerated using the three schemes presented in section 3, namely, the S-LMEM, CS-LMEM and hybrid S/CS-LMEM variations. The image non-negativity constraint, described earlier, was also imposed. Forward and backward projections were performed using the Siddon projection algorithm (Siddon 1985) for both histogram-mode and list-mode reconstructions to allow for direct comparison. We also investigated the parallelization of the list-mode reconstruction code on a Linux cluster.
The algorithms were tested with point source measurements as well as data sets spanning a wide range of count rates in order to investigate resolution, bias, contrast and noise properties for different data acquisition conditions. Convergence properties of the various schemes were also compared in contrast as well as resolution studies.
Methods

Tomograph
Data were acquired on the second generation of the high resolution research tomographs (HRRT) (Wienhard et al 2002) . This HRRT scanner has an octagonal design, with the detector heads consisting of a double 10 mm layer of LSO/LYSO for a total of 119 808 detector crystals (crystal size 2.1 × 2.1 × 10 mm 3 ). The total number of possible LORs is 4.486 × 10 9 .
Phantoms used and measurements performed
On the HRRT, the data can be axially spanned in various modes. In list-mode reconstruction, however, as discussed in section 1, since the individual LORs are being read one by one, rate of processing the emission data in list-mode is independent of the axial span. One would thus be motivated to explore use of no spanning at all (i.e. span 0). However, performing the normalization measurement in span 0 is extremely time-consuming (as sufficient counts are needed in the LORs), has not yet been implemented on the HRRT and remains to be studied. Therefore, we have instead investigated the effect of switching in-between axial spans of 3 and 9. In histogram-mode reconstruction, processing the data with an axial span of 3 is more expensive than a span of 9 (by nearly three times), whereas this is not the case in list-mode reconstruction.
Two separate experiments were performed as we outline below. In order to allow direct comparison between the various algorithms, consistent axial spans (9 for the first experiment and 3 for the second experiment) were imposed, while a maximum ring difference of 67 was also used. In the second experiment, which involved resolution measurements, the effect of resolution degradation by switching from a span of 3 to a span of 9 was also investigated. In all the reconstructions, 16 subsets were used for the accelerated algorithms. The hybrid S/CS-LMEM algorithm consisted of having the first eight subsets being iterated using the S-LMEM approach and subsequently switching to the CS-LMEM counterpart 10 . The following experiments and analyses were performed: (a) Experiment 1. A 20 cm long, 10 cm radius phantom was used. The phantom had three 5 cm diameter cylindrical inserts: one was solid plastic, one was filled with water (cold insert) and one was filled with a 18 F radioactivity concentration of 3.39 µCi ml −1
(hot insert). The phantom itself was filled with a 18 F concentration of 0.622 µCi ml −1
('background'), yielding a hot insert to background ratio of 5.45. The total amount of radioactivity in the scanner field of view (FOV) at the beginning of the scanning procedure was 4.16 mCi. A series of 16 20 min long scans was acquired in list-mode, 1 h apart. The measurement thus covered 8.7 radioisotope half-lives, yielding a final amount of radioactivity in the FOV of 0.009 72 mCi. The subset of the scans listed in table 1 was used in the analysis. The listed scans were chosen for analysis so as to cover a random fraction (randoms/trues) range between 8% and 71%, which covers most clinically encountered situations. The following figures of merit were used in evaluating the reconstruction and random correction methods: (1) Quantitative accuracy of the random correction. Reconstructed images were compared with those obtained using the FORE+2D-FBP scheme, since the latter exhibits linearity with measured counts and can be used as a standard for quantitative accuracy. ROIs were selected on the hot and cold as well as the background regions of the reconstructed images for each of the studies frames. Five transaxial planes were selected for the calculation of mean and standard deviation of total counts in the ROIs. Tests of quantitative accuracy were performed for the 3D-OSEM algorithm (with (a) no random correction, (b) the sinogram non-negativity constraint and (c) the image non-negativity constraint) as well as the S-LMEM algorithm. (2) Image random fractions. For each list-mode reconstructed frame from table 1), an image random fraction (RF = randoms/trues) was measured using
where λ rc j and λ nrc j are reconstructed image intensities at a voxel j with/without random correction being performed, respectively. As such, the image random fractions were calculated and compared for images reconstructed using the S-LMEM algorithm. Image RF values are not expected to be numerically equivalent to the random fraction in the acquired data: the true and the random events have a different spatial distribution and will therefore be differently affected by attenuation and sensitivity corrections. However, the ratio between the image RF and the acquired events RF must not vary as a function of acquisition condition if no count rate or number of counts dependent bias is introduced in the data by the random corrections. (3) Contrast versus noise comparisons. Contrast versus noise studies were performed for images reconstructed up to three iterations using the 3D-OSEM, S-LMEM, CS-LMEM and hybrid S/CS-LMEM algorithms. The contrast and the noise were estimated following approximately the NEMA NU 2001 protocol. For any given axial plane, the per cent contrast Q H for the hot cylinder was calculated by
where C H and C B are the average counts in regions of interest (ROIs) placed on the reconstructed images of the hot insert and the background region, respectively, and A H /A B is the actual concentration ratio between the two regions (measured to be 5.45). The percentage noise (standard deviation/mean) was calculated by placing eight ROIs on different parts of the background image and averaging their values to yield a background mean value and its standard deviation.
(b) Experiment 2. Using a technique that allows printing of radioactive point sources using a modified standard ink-jet printer, we imaged radioactive ( 18 F) point sources of size 0.7 mm placed at X = 0, 1, 2, 3, 4, 5 and 6 cm radially away from the centre of the FOV. In order to study improvements in resolution with further iterations of the data, plots of the measured FWHM versus iteration (for two selected point sources 1 and 5 cm away from the centre of the FOV) were calculated and shown for three iterations of Figure 1 . Calculated ratios between total counts for images reconstructed using 3D-OSEM and those obtained using FORE-2D-FBP, for the hot (top), background (middle) and cold (bottom) regions of the phantom. For better visibility, the plots have been shifted by ten units with respect to one another. The case of reading 10m counts is shown, and qualitatively similar results have been observed in the 40m and 80m cases. The error bars indicate statistical variation for the five transaxial planes selected.
the 3D-OSEM, S-LMEM, CS-LMEM and hybrid S/CS-LMEM reconstruction schemes. Plots of the measured FWHM versus radial position were also depicted for these four schemes to compare the final reconstructed FWHM values across the FOV. The overall FWHM for any given point was measured by calculation of the root mean squared value of the measured point widths in the the transaxial (X, Y ) and axial (Z) directions.
We have also studied effects of degradation in resolution as one switches from (axial) span 3 reconstruction to span 9. The latter is expected to result in poorer FWHM values along the axial (Z) direction and is expected to degrade further with increasing distances from the centre of the FOV. Values of overall FWHM versus iteration were plotted for two point sources at X = 3 cm and 5 cm from the centre of the FOV. The measured degradation in FWHM (along the Z direction) versus radial position were also depicted for the S-LMEM, CS-LMEM and hybrid S/CS-LMEM reconstruction schemes.
Code parallelization
The code parallelization was implemented on the University of British Columbia Department of Meteorology Linux Monster Cluster 11 : a 128 × IBM eServers × 330 with dual Pentium III: 1 GHz, 1 GB RAM, 256 KB cache system. The message passing interface (MPI) software was utilized to parallelize the list-mode reconstruction code. The algorithm essentially consists of having several slave nodes to perform the actual forward and backward projections, results of which are passed to the master node for updating the current image estimate after every subset. Figure 1 shows plots of ratios between ROI counts in images reconstructed using 3D-OSEM and those obtained using FORE+2D-FBP. In each figure, three plots are shown corresponding to ROIs in the hot, background and cold regions. Figures 1(a) -(c) correspond to cases where 3D-OSEM was performed: (a) without any random correction, (b) with the sinogram nonnegativity constraint and (c) with the image non-negativity constraint. The data reconstructed contained 10m counts. The reason this comparison was performed for the 3D-OSEM algorithm was because a similar comparison is not possible in list-mode reconstruction, for which the sinogram non-negativity constraint cannot be imposed.
Results
Experiment 1: contrast phantom
In figure 1(c) , the values are seen to be consistent (within statistical error) for a wide range of event random fractions (8-71%). This is seen not to be the case in the former two schemes, especially for the background and cold regions, which contain less trues and therefore are more sensitive to insufficient random correction. One is therefore clearly able to verify that, as predicted, imposing the sinogram non-negativity constraint can introduce an overestimation bias in the reconstructed images, especially for low-statistic scans. Table 2 shows percentage increase in ROI counts density for 3D-OSEM reconstructed images of frames 1 and 5 (71% and 8% random fractions) when reconstructed using schemes (a) and (b), when measured in comparison to the case of reconstructing with the image non-negativity constraint only. Schemes (a) and (b) are seen to exhibit close values for overestimation bias percentages in each of the hot, background and cold regions, which can be explained by the low-statistic nature of the scans (10m counts) resulting in a notable fraction of histogram bins to measure more randoms than prompts, which are subsequently neglected in scheme (b). Similar qualitative patterns have also been observed in the cases of having 40m and 80m counts, with the difference that bias is seen to become less significant in scheme (b) (e.g. 54% for 40m counts and 35% for 80m counts, in cold region).
Testing quantitative accuracy for the list-mode algorithm, figure 2 shows similar plots of ratios between images reconstructed using S-LMEM and FORE+2D-FBP. The plots are also seen to be consistent (within statistical error) for the hot, cold and background regions. Consequently, the S-LMEM algorithm is seen to preserve reconstructed counts in various parts in the image for a wide range of random fractions.
Ratios of random fractions. Image random fractions, calculated as described in the previous section, along with random fraction of the acquired events are shown in table 3. The two values are not expected to be equal, as explained in the methods section, but for an accurate list-mode random correction technique, they are expected to have same ratios independent of particular frame. As can be seen from the table, there is only a very small change in the ratios over a wide range of random fractions.
Contrast versus noise comparison. Monitoring progression of image quality with iteration, figure 3 shows contrast versus noise plots for three iterations (16 subsets with results after every four subsets shown) of S-LMEM as well as 3D-OSEM on frame 4 (with random fraction of 16%). We have verified, for the wide range of random fractions and total counts considered, that the S-LMEM algorithm performs at least as effectively (in terms of contrast versus noise) as 3D-OSEM. We have also seen, as shown in figure 3 , that both algorithms exhibit limit cycles, commonly reported in the literature to arise from subsetization of the measured data. Figures 4(a) , (b) show plots of contrast versus noise for images reconstructed using three iterations of the S-LMEM, CS-LMEM and hybrid S/CS-LMEM algorithms. One is able to clearly observe limit cycles in the ordinary S-LMEM approach, especially with lower statistics. The CS-LMEM approach, on the other hand, is able to eliminate the observed limit cycles. Using the hybrid technique, in order to combining the advantages of the S-LMEM and CS-LMEM algorithms (as explained in section 3.4), the plots show that one is able to attain higher contrast values in a lower number of iterations, and yet maintain the non-cyclical behaviour as the reconstruction proceeds.
Experiment 2: printed point sources
Figures 5(a), (b) show plots of reconstructed FWHM width versus iteration for point sources located at X = 1 cm and 5 cm from the centre of FOV, with the data reconstructed using the 3D-OSEM, S-LMEM, CS-LMEM and hybrid S/CS-LMEM algorithms. The values of FWHM resolution are seen to change in a cyclical manner for the 3D-OSEM and S-LMEM algorithms. In figure 5(a) , for instance, the FWHM width reconstructed using the S-LMEM approach is seen to oscillate between a low of 3.17 mm and a high of 3.23 mm. Nevertheless, one clearly observes that in the CS-LMEM approach, due to its converging behaviour, the FWHM widths improve with further iterations in a systematic and predictable manner. One is also able to observe that the hybrid approach results in a faster decrease in reconstructed FWHM width with less iterations while maintaining the non-cyclical behaviour.
Figure 5(c) shows plots of measured FWHM values after four iterations for all the seven points located at X = 0, 1, 2, 3, 4, 5, 6 cm from the centre of FOV. We note from the plots that the histogram-mode and list-mode algorithms are able to achieve nearly similar FWHM values for a given point. One is also able to observe space-variance of the point spread function, manifesting itself as a degradation in resolution as one moves away from the centre of the FOV (seen in all the reconstruction tasks). This effect occurs due to a higher probability of inter-crystal penetration with higher angles of radiation incident on crystal fronts. Depth-ofinteraction (DOI) encoding is known to improve this problem, but has not reached complete space-invariance. An attempt has been made in to model the spacevariance and anisotropicity of the point-spread function into the system matrix of the EM algorithm for the HRRT.
Plots of FWHM versus iteration for point sources at X = 3 cm and 5 cm from the centre of the FOV are shown in figure 6(a) . The image has been reconstructed using the hybrid algorithm with axial spans of 3 and 9. It is seen, as expected, that the effect of axial spanning is more significant for the point source more distant from the centre of the FOV. To see this more clearly, figure 6(b) shows plots of final FWHM values (along the Z-direction) for the various point sources reconstructed using the S-LMEM, CS-LMEM and hybrid algorithms. The resolution along the Z-direction is seen to degrade further as one moves away from the centre of the FOV for the various schemes. We have also checked the resolution along the transaxial direction and have observed no change to occur upon switching in-between the axial spans, as expected, since this is only expected to affect the resolution in the Z-direction. Parallelization of the reconstruction task. Parallelization was successfully implemented using MPI for the list-mode algorithms. It was found that having the slave nodes indirectly accessing list-mode data did improve the efficiency compared to the case of the master node distributing the actual workload to all the processor. This required multiple read access to a single file as supported by the cluster. An instance of parallelization performance using the scheme described is shown in figure 7 , where a frame with 40m total counts was reconstructed. By direct fitting (as explained in the figure), it was found that by dividing the 40m frame into 1, 8, 16, 32 and 64 subsets, 99%, 98%, 97%, 94% and 88% of the workload were parallelized, respectively. With this data on the cluster, using 16 subsets and 16 processor, we are able to reach a processing rate of 1.5 GB h −1 . This figure is very preliminary and is expected to only improve in the near future with increased processing power as well as reconstruction software optimization.
Conclusion
Practical statistical list-mode reconstruction algorithms were developed for the high-resolution research tomograph (HRRT). Various random correction schemes applicable to the HRRT were discussed, and the list-mode delayed events subtraction method was implemented as a practical random correction technique. An image non-negativity constraint was employed in the algorithm. This constraint was shown, using comparisons in histogram-mode 3D-OSEM reconstruction, to effectively remove the overestimation bias typically encountered when a sinogram non-negativity constraint is used. Quantitative accuracy of the random-corrected images for a wide range of random fractions was demonstrated in different regions of listmode reconstructed images. Results also indicated that images were comparable in terms of statistical properties, contrast versus noise as well as resolution with images generated by 3D-OSEM.
Using regular subsetized list-mode reconstruction, we were able to observe limit cycles: oscillatory alternations in image quality parameters (such as contrast and resolution) with further subsets and iterations into the data, similar to what is commonly encountered in ordered subset histogram-mode reconstruction. To address this issue, we implemented a convergent list-mode EM reconstruction algorithm, based on an extension of previous work by Hsiao et al (2002a Hsiao et al ( , 2002b in histogram-mode reconstruction, and investigated its properties using experimental PET data. It was demonstrated that the algorithm is robust and does not result in limit cycles.
A hybrid algorithm combining the advantages of the ordinary and the convergent listmode algorithms was also proposed, and was shown to combine the advantages of the two methods (i.e. it was able to reach a higher image quality in a lower number of iterations while maintaining a convergent behaviour), making it a good alternative to the ordinary subsetized list-mode EM algorithm.
