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ABSTRACT
This dissertation consists of three essays studying the measurement and behavior of
real consumption. The rst two essays highlight the importance of accounting for geo-
graphic dierences in new product entry to accurately measure real consumption using
household-level spending data and a model to construct cost-of-living-adjusted price in-
dices. The third essay uses a model of a household’s consumption-savings decision and
GMM estimation to examine changes in real consumption’s behavior during a period of
signicant economic transformation in Japan.
The rst essay estimates real consumption’s growth rate and volatility in light of three
new facts documenting geographic dierences in consumption: (1) consumers in separate
markets buy dierent products, (2) a product’s market share varies geographically condi-
tional on relative price, and (3) product variety growth and its cyclicality varies geograph-
ically. These facts suggest that existing methods to account for product variety changes
overstate the benets to consumers by overlooking geographic diversity in consumption
baskets. Quantitatively, focusing on aggregate product variety changes overstates real
consumption growth by 2.75 percentage points primarily by assuming that local prod-
uct entry benets all consumers nationally. Nonetheless, accounting for product variety
changes is important. Our real consumption series grows 3 percentage points faster than
v
a statistical agency benchmark and has twice the volatility due to product variety’s pro-
cyclicality.
The second essay examines how accounting for local product variety changes alters
aggregate welfare estimates and our understanding of regional heterogeneity. Concen-
trating on in-home product spending from 2004-2014, aggregate quarterly consumption-
equivalent welfare was 16.20 percent higher than a statistical agency benchmark indicates.
However, focusing on aggregate statistics masks large geographic dierences that statis-
tical agency methods understate, implying greater real consumption growth inequality
across regions than previously believed.
The third essay studies the dynamics of consumption, the real interest rate, and mea-
sures of labor input in Japan. We identify structural breaks in macroeconomic aggregates
during the 1990s and associate them with the Bank of Japan’s zero interest rate policy and
the increase in the consumption tax rate in April 1997. GMM estimation shows that the
mid-1990s are characterized by breaks in the structural parameters governing household
consumption and labor supply decisions.
vi
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Chapter 1
Geographic Aggregation and the
Measurement of Real Consumption Growth
and Volatility
Coauthored with Arthur V. Smith (Boston University)
1.1 Introduction
We show that accounting for dierences in consumption baskets across space is crucial
for accurately measuring the growth rate and volatility of real consumption per capita.1
Previous studies have shown that ocial statistics overstate ination, and in turn under-
state real consumption growth, by largely missing the gains to consumers from product
entry, quality improvements and expansions in choice (i.e., product variety changes).2
In this paper, we argue that existing solutions to account for changes in product vari-
ety overstate the resulting benets to consumers by overlooking geographic dierences
1All of the calculations in this chapter are calculated (or derived) based on data from The Nielsen Com-
pany (US), LLC and marketing databases provided by the Kilts Center for Marketing Data Center at The
University of Chicago Booth School of Business. The conclusions drawn from the Nielsen data are those of
the researchers and do not reect the views of Nielsen. Nielsen is not responsible for, had no role in, and
was not involved in analyzing and preparing the results reported herein. Further information can be found
at research.chicagobooth.edu/nielsen.
2Boskin et al. (1996), Boskin et al. (1998), Gordon (2006), Bils (2009), Groshen et al. (2017), Feldstein
(2017), Sacerdote (2017), and Aghion et al. (2017) document the biases in ocial ination statistics due to
quality changes, product turnover and substitution. Konüs (1939), Diewert (1976), Sato (1976), Vartia (1976),
Feenstra (1994), and Broda and Weinstein (2010) measure ination taking into account product turnover,
breadth of choice changes, and substitution at the aggregate level, while Redding and Weinstein (2017) also
includes taste and quality innovations.
1
2in consumption baskets.3 Our analysis informs a range of macroeconomic studies given
consumption’s size at roughly two-thirds of GDP and its use in welfare calculations.
In the rst part of this paper, we document three new facts from Nielsen microdata
on household purchases between 2004 and 2014 highlighting geographic diversity in con-
sumption baskets: (1) consumers in separate markets buy dierent products, (2) a prod-
uct’s market share varies geographically conditional on relative price, and (3) product va-
riety growth and its cyclicality varies geographically. Facts (1)–(3) indicate that measuring
the impact on consumers from product variety changes at the national level will under-
estimate cost of living changes, which in turn overstates real consumption growth. To
quantify the impact of geographic diversity on aggregate measures, in the second part of
this paper we extend the structural model of Redding and Weinstein (2017) to incorporate
Facts (1)–(3). Accounting for product variety changes in the aggregate and overlooking
geographic dierences in what consumers purchase overstates real consumption growth
by 2.75 percentage points relative to a market-based approach. Intuitively, assuming a
national consumption basket biases cost of living measures downward by: (1) overvalu-
ing the gains from entry since most products are available in only a few markets, and
(2) undervaluing the costs from exit since a product can leave one market but remain in
the national basket. We also compare our market-based measure with a statistical agency
benchmark that omits both geography and product variety changes. Accounting for the
benet to consumers from new, higher quality products and more choices at the market
level raises growth estimates by three percentage points relative to a statistical agency
benchmark. Additionally, product variety’s procyclicality nearly doubles real consump-
tion volatility as periods of low (high) spending coincide with choice and entry decreases
3Hobijn et al. (2009), Flower and Wales (2014), Jaravel (2017), and Kaplan (2017) document large ination
rate dierences across households. We build on these studies by producing an aggregate measure that
accounts for these dierences. In the process, we show that location explains a portion of across-household
inequality by documenting geographic dierences in rates of ination and thus consumption growth.
3(increases). Thus, while existing models overvalue the gains to consumers from variety
changes, conventional methods meaningfully understate real consumption growth even
when incorporating geography.
We now discuss in more detail the three facts from Nielsen microdata on household
purchases we uncover documenting geographic dierences in what consumers buy.
Fact (1): Consumers in separate markets buy dierent products.
A new Mission Bicycle Company design, a release of the rare beer Pliny the Younger,
and a novel It’s-It ice cream sandwich benet consumers in San Francisco, but not Boston.
Meanwhile, the distinctly New England products re cider, marshmallow u, and lobster
fertilizer serve Bostonians but not San Franciscans. Drawing on our household purchasing
data, in Figure 1·1’s top panel we bin unique goods, or Universal Product Codes (UPCs), by
the number of markets buying them as a share of all goods in the average year-quarter.
Figure 1·1’s bottom panel provides the corresponding spending shares.4 Over 70% of
unique goods in our data are bought in three or fewer markets, while less than 3% are
purchased in at least 21 of the 23 markets we observe. Moreover, goods bought in less than
21 markets receive roughly two-thirds of spending. Fact (1) indicates that consumption
baskets are local in nature.
Fact (2): A product’s market share varies geographically conditional on relative price.
In Figure 1·2, we plot the geographic distribution of product-level market shares for a
segment of household spending within a year-quarter, controlling for relative price. Fig-
ure 1·2’s interquartile range of -1.33 to 1.29 log-points implies that 50% of products have
a market share in one place that stands either 74% below or 263% above its average share
across all markets. Three examples illustrate the disparities we uncover, each controlling
for relative price: a bottle of avored diet soda’s market share is 3.3 log-points larger in
Columbus than in Boston during 2004.q3; a chocolate bar made in San Fransisco has a 4.1
4Nielsen denes markets most comparably to a Combined Statistical Area in the U.S. Census.
4Figure 1·1: Consumers in separate markets buy dierent products
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Note: Figure 1·1’s top panel bins unique goods by the number of markets purchasing
them as a share of all goods among the 23 markets for which we have data. For
example, the rst bar on the left in the top panel signals that roughly 45% of all
products are purchased in one market in the average year-quarter between 2004.q1
and 2014.q4. The bottom panel contains the share of overall spending on products
purchased in each number of markets. A UPC identies a unique product.
log-point greater market share locally than in Chicago in 2014.q2; the market share of a
pack of 9-volt batteries is 5.1 log-points higher in Denver than Los Angeles in 2012.q1.
Not only are a large portion of goods local as Fact (1) points out, but Fact (2) suggests that
even when a good is sold in multiple markets each may value the same good dierently.
Fact (3): Product variety growth and its cyclicality varies geographically.
From our household microdata, Figure 1·3 plots estimates of the number of unique
goods purchased in select markets. Product variety grows in the long run and varies pro-
cyclically in the average market.5 However, big dierences exist across markets. Product
variety grew by 9.8% in Boston and 8.8% in Minneapolis from 2004 through 2014 com-
pared to declines of -1.4% in Detroit and -0.4% in Atlanta. Meanwhile, short-run uctua-
tions in product variety during the Great Recession diered across markets. Variety fell by
5Broda and Weinstein (2010) nd procyclical net product creation in the aggregate, but miss geographic
dierences.
5Figure 1·2: A product’s market share varies geographically conditional on relative price
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Note: Figure 1·2 plots the across-market spread in product-level year-quarter
market shares in logs controlling for relative price. We dene a good’s market share
and relative price in terms of similarly grouped products (i.e. coee, cosmetics,
tools). Specically, Figure 1·2 plots the residuals from regressing a good’s log
market share on its log relative price and a product-year-quarter xed eect. UPCs
identify unique goods. We include only goods available in > 1 market in a quarter
and trim the top and bottom 0.1%. The IQR is -1.33 to 1.29 log-points.
-6.6% in Phoenix compared to -2.3% in Minneapolis between 2007 and 2010. Then, from
2010 through 2014, variety grew 14.4% in Phoenix versus 6.8% in Minneapolis. Across
all 23 markets, the interquartile range of overall growth from 2004 through 2014 spanned
3.1% to 6.5%. The interquartile range of around-trend variances was 0.13% to 0.33% at
annualized rates. Fact (3) indicates that the gains from product entry and choice expansion
vary geographically and change with the business cycle.
Facts (1)–(3) highlight the need to account for geographic diversity in what consumers
purchase to properly measure the impact of choice growth and new product entry on real
consumption. Fact (1) suggests that ignoring geography imparts two sources of downward
bias into aggregate-level cost of living measures, which both result in an overestimate of
real consumption growth. First, an aggregate approach overstates the gains new goods
bring, since most goods are local and becoming part of the national basket requires en-
6Figure 1·3: Product variety growth & its cyclicality varies geographically
Note: Figure 1·3 plots, as annual indices, the average number of unique goods purchased
in the Atlanta, Boston, Detroit, Minneapolis, and Phoenix markets from the Nielsen
Homescan Data. Number of Products estimates the total number of unique goods, or
UPCs, purchased in a market. Section 1.3 describes the estimation procedure.
tering only one market.6 Second, missing cases where a good leaves one market but stays
in another causes an aggregate approach to understate the costs of local exits.7 Addi-
tionally, Facts (2) and (3) suggest that assuming a national basket misstates the consumer
experience by overstating variety gains in some markets while understating them in oth-
ers. Overall, correctly accounting for changes in product variety requires allowing for
geographically diverse consumption baskets.
Moreover, Facts (1) and (3) suggest that properly measuring real consumption volatil-
ity requires allowing for market-specic changes in product variety. Estimates of real
consumption that incorporate procyclical variation in product variety make recessions
look worse and booms look better than when overlooked altogether.8 However, ignor-
ing geographic diversity in consumption baskets mismeasures aggregate volatility by: (1)
6For example, suppose dierent new goods enter markets A and B. The national consumption basket
(i.e., A∪B) will expand by 2, even though variety in each market grows by only one.
7For example, suppose a good previously available in markets A and B exits A. The national consumption
basket (i.e., A∪B) remains unchanged, even though variety shrank in A.
8For example, accounting for variety changes amplies declines in real consumption estimates during
recessions as contractions in spending occur alongside declines in new product entry and choice.
7overstating booms by overvaluing local product entry; and (2) downplaying busts by miss-
ing many local exits. Thus, accurately measuring real consumption volatility requires not
only incorporating product variety changes in the aggregate, but also accounting for the
underlying geographic dierences.
Using Facts (1)–(3) as motivation, we turn to quantitatively assessing the impact of ge-
ographic dierences in product variety changes on estimates of aggregate real consump-
tion. Specically, we use the Nielsen microdata and extend the Redding and Weinstein
(2017) model for measuring cost of living, allowing consumption baskets to vary over
space and time to construct a national price index from 2004 to 2014. We use the result-
ing price index to estimate national real consumption by combining it with an aggregate
nominal consumption series from the same data. Facts (1)–(3) guide the extensions we
introduce. Consistent with Fact (1), we let consumption baskets dier by market. In line
with Fact (2), we allow markets to have their own time-varying taste for each good. Fol-
lowing Fact (3), we accommodate product turnover and consumption basket size changes
at the market level. We also allow for market-specic price and spending changes, and
across-product substitution among continuing goods. We construct two alternative real
consumption series to compare with our market-based approach, each using the same data
and nominal consumption series. First, we assume a single national market and perform
the same cost of living adjustments only at the aggregate level. This provides a bench-
mark for comparing our market-based approach with an aggregate-level method from the
literature that focuses on a national consumption basket. Second, we use a Fisher formula
from Fisher (1922) to construct a price index based on conventional methods statistical
agencies such as the Bureau of Economic Analysis (BEA), Bureau Labor Statistics (BLS),
and Statistics Canada use.9 The Fisher compares nationwide price and spending changes
9The BEA constructs the Personal Consumption Expenditure price index using the Fisher, the Federal
Reserve’s favored measure for ination targeting. Statistics Canada’s Income and Expenditure Accounts and
the BEA’s U.S. National Income and Product Accounts also use an the Fisher formula. The BLS’ Chained CPI-
8on goods continually available anywhere in the country, diering in method and level of
implementation from our measure.
The intuitive sources of bias that Facts (1)–(3) suggest are present in an aggregate
approach have large quantitative impacts. Our market-based approach to incorporating
the eect of product variety changes on real consumption nds 2.99% annual growth
between 2004 and 2014. Alternatively, performing the same adjustments only at the ag-
gregate level suggests 5.73% annual real consumption growth, an overstatement of 92%.
Real consumption’s around-trend variance also rises by 0.10 percentage points, or 21%,
relative to the 0.47% our method nds. These disparities show that aggregate-level cost
of living adjustments ignoring geographic dierences in consumption baskets overstate
real consumption’s growth and volatility.
Nonetheless, our ndings indicate that real consumption measures cannot safely over-
look product variety changes. When compared to a conventional, statistical agency bench-
mark, our market-based approach raises real consumption growth and volatility estimates.
A conventional method suggests that real consumption remained essentially at between
2004 and 2014, growing 3 percentage points slower than our approach indicates. Two
factors contribute to the faster growth we capture: (1) new goods introduced in 2014 had
a 23.38% higher quality than new goods in 2005; and (2) the average market consumed a
4.69% wider variety of goods in 2014 than in 2004. We also nd that real consumption’s
around-trend variance to be nearly twice the 0.25% a conventional method implies.10
Volatility rises once one accounts for the impact on consumers from more goods exiting
and fewer entering during recessions, and vice versa during expansions.11 Our market-
U uses a Törnqvist price index from Törnqvist (1939), which Diewert (1978) shows the Fisher approximates
to a second order.
10Groshen et al. (2017) reports that the Bureau of Labor Statistics (BLS) is investigating methods for
measuring cost-of-living-adjusted ination. Our results suggest that accounting for geographic dierences
in what consumers purchase is crucial to avoid overstating real consumption growth and volatility.
11Broda and Weinstein (2010) show that product turnover caused the CPI to overstate ination more
during the 2002 expansion than at the bottom of the 2001 recession, suggesting that accounting for product
9based approach diers from conventional methods by accounting for both variety changes
and geography. We nd that introducing only geography into a conventional Fisher price
index, by letting price and spending changes on continuing goods vary across markets,
leaves it essentially unchanged. Thus, accurately measuring real consumption requires
incorporating both product variety changes and geography.
The remainder of this chapter proceeds as follows. Section 1.2 describes our primary
data source. We then present three facts from Nielsen data in Section 1.3. Section 1.4
details our market-based approach to measuring real consumption. Section 1.5 compares
our measure of real consumption against alternative methods. Section 1.6 discusses the
importance of geography and Section 1.7 concludes.
1.2 Nielsen Homescan Database
We use data from the Nielsen Homescan Database (HMS). The HMS covers a demograph-
ically balanced panel of households from across the country between 2004 and 2014. Each
household tracks the price and quantity of every item they purchase intended for per-
sonal, in-home use with UPC or bar-code scanners. Households report purchases from
any outlet including not-in-person sources (i.e., Internet, mail order, and TV shopping).
Appendix A.1.3 examines the role of not-in-person purchases. We use a quarterly time
frequency, although the choice is not quantitatively important for our results.
A few features make the HMS an attractive data source for measuring real consump-
tion. First, Nielsen provides a well-dened and widely-used concept of a unique product,
namely a UPC. An example of a UPC is a 16oz bag of organic walnut halves with an associ-
ated brand name.12 Second, the HMS covers a large and important segment of household
turnover raises real consumption’s variance at least 10%. We nd 86% higher real consumption volatility.
12A UPC, or barcode, is the standard unique product identier in studies using household or retail scanner
data (ex. Broda and Weinstein, 2010; Handbury and Weinstein, 2015; Kaplan and Menzio, 2015; Redding and
Weinstein, 2017; Kaplan, 2017; Jaravel, 2017). UPC’s inexpensiveness and the advantages of a one-to-one
product-to-UPC mapping for inventory management, point of sale accuracy and regulatory compliance give
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spending, which Section 1.2.1 discusses. Third, the sample size is large. The HMS tracks
around 31,000 households a year, resulting in a sample with nearly 545 million household-
UPC observations. In comparison, the BLS bases the CPI’s basket on a 7,000 household
sample for most goods and 14,000 for some. Lastly, Nielsen’s demographically-balanced
sampling procedure makes extrapolating to nominal consumption per capita series pos-
sible for 23 markets, collectively and separately, between 2004 and 2014. Nielsen denes
markets most comparably to a Combined Statistical Area in the U.S. Census. For example,
the Los Angeles market includes Los Angeles, San Bernardino, Orange, Riverside, and
Ventura counties.13
Nielsen categorizes similar goods into product groups (PGs). Examples of PGs in-
clude Bread/Baked Goods, Cheese, Pet Food, Disposable Diapers, Floral/Gardening, Hard-
ware/Tools, Canned Fruit, Stationary/School Supplies, Eggs, Milk, and Vitamins. To en-
sure that quality remains constant within a UPC-year-quarter and that we compare the
same consumption categories over time, we focus on 98 PGs tracked continually through-
out the sample.14
1.2.1 Representativeness of HMS Spending
The HMS covers an important component of consumer spending; namely, purchases of
products for in-home use. Nominal spending on the PGs and markets we focus on totals
$227 billion in 2014. In per capita terms, our sample amounts to $3, 685 in 2014 nominal
spending, or 7% of per capita consumption in the Consumer Expenditure Survey (CEX).
manufactures incentives to assign unique UPCs to each distinct product.
13Appendix A.1.4 lists the markets and their sample sizes.
14Appendices A.1.1 and A.1.2 provide further details on data cleaning procedures and the restrictions we
impose. Four PGs contain in-home durable goods, which we do not treat separately in our baseline analysis.
Appendix A.4.3 shows that restricting to the 94 nondurable PGs does not appreciably change our results.
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Table 1.1: HMS resembles CPI-U & CEX in-home spending distributions
Spending Distribution
by Data Source (in %)
Select CPI-U Expenditure Categories CPI-U CEX HMS
Food & all beverages 14.65 13.50 65.85
Food & nonalcoholic beverages 13.70 12.63 62.14
Food at home 7.90 7.42 55.68
Cereals & bakery products 1.07 0.97 10.10
Meats, poultry, sh & eggs 1.74 1.67 5.62
Diary & related products 0.82 0.79 9.56
Fruits & vegetables 1.34 1.41 3.81
Nonalcoholic beverages, beverage materials 0.95 0.70 8.52
Other food at home 1.99 1.79 18.07
Food away from home 5.80 5.21 6.46
Alcoholic beverages 0.95 0.87 3.71
Housing 42.63 33.27 10.70
Shelter 33.65 19.61 -
Fuels & utilities 4.95 7.33 -
Household furnishing & operations 4.03 6.33 10.70
Windows & oor coverings & other linens 0.25 0.21 -
Furniture & bedding 0.76 0.72 -
Appliances 0.18 0.63 1.26
Other household equipment & furnishings 0.45 0.20 0.73
Tools, hardware, outdoor equipment & supplies 0.68 1.38 1.09
Housekeeping supplies 0.86 1.18 7.61
Household operations 0.86 2.19 -
Apparel 3.03 3.34 -
Transportation 15.32 16.96 0.26
Private transportation 14.23 15.87 0.23
Public transportation 1.09 1.09 -
Medical care 8.54 8.02 7.52
Recreation 5.66 5.29 5.61
Video & audio 1.85 1.96 0.94
Sporting goods, pets, pet products & services 1.39 1.19 4.67
Recreational reading materials 0.15 0.19 -
Photography & other recreational goods & services 2.28 0.76 -
Education & communication 6.98 5.57 1.27
Other goods & services 3.18 3.27 8.80
Tobacco & smoking products 0.67 0.60 2.03
Personal care 2.51 1.21 4.98
Note: Table 1.1 contains the across category spending distributions of the 2014 HMS, CPI-U and CEX, stated in
percentage terms. Table 1.1 does not display all of the possible subcategories; thus, subcategories need not add up to
higher-level categories. This table is constructed in a manner similar to Kaplan and Schulhofer-Wohl (2016). We use
the 2013-2014 weights for the CPI-U (Source: BLS, https://www.bls.gov/cpi/cpiri_2016.pdf) and convert HMS
based product groups into CPI-U categories using: https://www.bls.gov/cpi/cpi_dr.htm#2014. We take the CEX
data from the average annual expenditure tables (Source: BLS, https://www.bls.gov/cex/tables.htm#avgexp).
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The HMS spending distribution approximates the in-home consumption portion of the
CPI for urban consumers (CPI-U) and CEX well. In Table 1.1, we compare the distribution
of HMS spending across select categories to CEX spending and the CPI-U value weights in
2014. Shelter represents the most notable omission from the HMS compared to the CPI-U
and CEX, then fuel/utilities, automobiles, and services.
The HMS tracks CEX nominal spending per capita well in the long run, with a cor-
relation in levels of 0.817 over the full 2004–2014 sample. Figure 1·4 shows that the two
series grew within 0.3 percentage points of each other from 2005 to 2014. The HMS series
was less volatile than the CEX around the Great Recession, suggesting our results may
understate volatility.
Figure 1·4: HMS spending per capita tracks the CEX over the long run
Note: Figure 1·4 plots nominal spending per capita indices in the Nielsen
Homescan (HMS) and Consumer Expenditure Survey (CEX) between 2004 and
2014. The CEX data uses the BLS’ average annual expenditure tables. The two
series have a correlation of 0.817 in levels and 0.271 in rst dierences.
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1.2.2 Conventionally Measured Ination in the HMS
We next use the HMS to build an ination series following conventional methods statis-
tical agencies use. Specically, we build an aggregate chained Fisher price index (aFPI)
from the HMS. The aFPI tracks economy-wide price and spending changes among goods
continuously available anywhere in the country, while approximating substitution pat-
terns. Appendix A.2.1 denes the aFPI explicitly. The Fisher formula’s common use by
statistical agencies makes the aFPI a natural representation of conventional methods ap-
plied in the most straightforward manner. For example, the BEA’s Personal Consumption
Expenditure price index, the Federal Reserve’s favored measure for ination targeting,
uses the Fisher formula.15 In Figure 1·5, we plot aFPI-based ination in the HMS against
the BLS’ CPI-U and CPI-U – Food and Beverage (CPI-U F&B) series. From 2005 to 2014,
the correlation of aFPI and CPI-U ination is 0.505, while aFPI and CPI-U F&B ination
have a correlation of 0.965. Overall, HMS and CPI-U ination are similar.
To recap, the HMS covers a meaningful portion of consumption. While the HMS tracks
long-run trends in household spending well, it likely understates volatility. Lastly, the
HMS-based aFPI closely follows the CPI-U F&B and CPI-U. Thus, we believe that the HMS
is a good proxy for consumption broadly. We next present three facts from the data.
1.3 Facts on Consumption, Geography and Fluctuations
In the introduction, we presented three facts suggesting that geography matters for mea-
suring real consumption. This section describes Facts (1)–(3) in depth and discusses their
impact on measurement. Recalling our three facts: (1) consumers in separate markets
buy dierent products; (2) a product’s market share varies geographically conditional on
relative price; and (3) product variety growth and its cyclicality varies geographically.
15The BLS’ Chained CPI-U uses a Fisher price index formula, as do the Statistics Canada’s Income and
Expenditure Accounts and the BEA’s U.S. National Income and Product Accounts.
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Figure 1·5: HMS ination tracks the CPI-U well
Note: Figure 1·5 plots two CPI measures of annual ination (Source: FRED,
Federal Reserve Bank of St. Louis) against continuing goods ination in the
HMS using the aFPI. The CPI-U denotes the Consumer Price Index for all urban
consumers. The aFPI’s correlation with the CPI-U and CPI-U – Food & Beverage
series are 0.505 and 0.965, respectively.
Fact (1): Consumers in separate markets buy dierent products.
In Figure 1·1, we bin unique products in the HMS by the number of markets in which
they are purchased. Figure 1·1’s top panel reports unique product counts as a share of all
products, while the bottom panel provides the corresponding expenditure shares. More
than 70% of unique products in the HMS are purchased in at most three markets, while
less than 3% are bought in at least 21 out of 23 markets. Goods purchased in 20 or fewer
markets account for roughly two-thirds of total spending. Although Figure 1·1 only di-
rectly covers HMS tracked goods, geographic dierences in the non-tradable component
of the consumption basket, such as local services, would meaningfully increase the size
and scope of location-specic consumption. Overall, these numbers indicate that most
goods and spending are local in nature.
Fact (1) suggests that assuming a national consumption basket will bias aggregate real
consumption measures that account for product variety changes upward. For example, a
national basket implies that once a product enters even one market it becomes available
nationally, which overvalues the benets from product entry. The resulting overstatement
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of variety gains are potentially large, since Fact (1) indicates that a meaningful portion of
products are local. A national basket also understates the costs from product exit. In
particular, a product can exit one market and restrict choice locally while remaining in
the national basket and have no impact on choice at the aggregate level. We discuss how
assuming a national basket impacts measurement in more detail in Section 1.6.
Fact (2): A product’s market share varies geographically conditional on relative price.
We next examine how the market share of products purchased in multiple markets
varies geographically. In Figure 1·2, we plot the across-market spread in product-level
spending shares among goods in the same market, PG, and year-quarter conditional on
relative price.
Products consumed in multiple markets have substantially dierent market shares.
Figure 1·2 indicates that half of goods have a market share in one location that is either
74% below or 263% above its average share across all markets. In other words, consumers
in dierent locations spend varying amounts on the same product.
Geographic dierences in an individual product’s market shares suggests that tastes
are local in nature. Thus, assuming a national taste for a product will likely misrepresent
how much most consumers value a product. The cost of living index we later present uses
information on product-level market shares to inform consumer’s tastes.
Fact (3): Product variety growth and its cyclicality varies geographically.
We now extend Fact (1) from the cross-section to examine geographic dierences in
product variety growth and cyclicality over time. In Figure 1·3, we plot estimates of the
number of unique goods purchased in ve example HMS markets.16 Between 2004 and
2014, the interquartile range of annual product variety growth was 0.04% to 0.58%, in-
16We estimate the number of products in a market, m, by averaging the number of goods purchased
there in each year-quarter across a random 1,000 household sample. Eachm’s sample size equals the fewest
households observed in any year-quarter inmminus one to ensure unbiasedness, following Rao et al. (1992).
16
dicating wide across-market disparities in long-run growth.17 Figure 1·3 also shows that
the strength of product variety’s procyclicality varies geographically. Between the start
of the sample in 2004 and the point of furthest decline in 2010, product variety shrank by
8% in Phoenix and Atlanta; over the same period, variety grew 1% in Boston and 2% in
Minneapolis. The strength of recovery post-2010 also diered across markets. Between
2010 and 2014, variety grew 14% in Phoenix, 8% in Atlanta, and 4% in Detroit. The in-
terquartile range of around-trend variances was 0.13% to 0.33% at annualized rates over
the full, 2004–2014 sample. The uctuations we observe indicate that gains from product
entry and choice expansion vary geographically and change with the business cycle.
Facts (3) highlights that properly measuring real consumption volatility requires ac-
counting for changes in product variety at the market level. Incorporating product variety
changes into measures of ination generally raise real consumption volatility by making
recessions look worse and booms look better. For example, the coincidence of drops in
variety and product entry with declines in spending during recessions amplies contrac-
tions in real consumption. However, overlooking geographic dierences in consumption
baskets mismeasures volatility at the national level by: (1) overstating expansions by over-
valuing local product entry; and (2) downplaying recessions by missing many local exits.
While focusing on aggregate product variety changes does not bias real consumption
volatility measures in a particular direction, the resulting estimate is not representative.
We quantify the impact in Section 1.6.
The next section outlines the theoretical framework we use to track cost of living
changes taking into account Facts (1)–(3).
17For example, product variety grew 0.81% and 0.75% a year in Boston and Minneapolis over 2004–2014,
respectively, while Detroit and Atlanta experienced annual declines of -0.40% and -0.17%, respectively.
17
1.4 A Market-Based Variable Goods Price Index
The three facts we uncover highlight the need to measure cost of living using a gener-
alized framework that exibly accounts for dierences in consumption baskets and how
consumers value products across geography and time. Beginning with Konüs (1939), the
preferred approach to measuring cost of living has been to track the price of utility over
time.18 Such an approach requires a model. In this section, we extend the structural
model of Redding and Weinstein (2017), henceforth RW, to allow for market-specic con-
sumption. In particular, we let prices and spending, along with consumption baskets and
tastes for products to dier across both markets and time. We call the cost-of-living-
adjusted price index resulting from aggregation the market-based variable goods price
index (mVPI).
We assume the aggregate economy has M distinct markets. A representative agent
inhabits each marketm∈M . A Utilitarian social welfare function denes time t aggregate
utility, where Cmt is consumption in market m at time t:19
Ut =
M∏
m=1
Cαmmt ,
M∑
m=1
αm = 1. (1.1)
We use year-quarter time intervals with q denoting a quarter. Cmt is a CES aggregate of
product group (PG) consumption indexed by k:
Cmt =
[ ∑
k∈Ωm
(
ϕkmtC
k
mt
)σq−1
σq
] σq
σq−1
, σq > 1, ϕ
k
mt > 0 ∀k, (1.2)
with Ckmt denoting market m consumption of PG k at time t and Ωm is the set of PGs
18Other seminal “economics approaches" to ination measurement include Diewert (1976), Sato (1976),
Vartia (1976), Feenstra (1994), Broda and Weinstein (2010), and Redding and Weinstein (2017).
19An Utilitarian social welfare function is just one way to aggregate market-level consumption, chosen
because the resulting cost of living measure takes an appealing weighted geometric average form.
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in m. The demand parameter ϕkmt augments Ckmt to allow for tastes for PG k to vary
over markets and time. The across-PG elasticity of substitution, σq, varies by quarter to
account for seasonality.20 Ckmt is itself a CES aggregate of consumption of individual goods
or UPCs, which ` index:
Cmkt =
[ ∑
`∈Ωkmt
(
ϕkm`tc
k
m`t
)σkq−1
σkq
] σkq
σkq−1
, σkq > 1, ϕ
k
m`t > 0 ∀`, (1.3)
where ckm`t is consumption of good ` from PG k in market m at time t and ϕkm`t is the
associated demand parameter. Let Ωkmt be the set of goods in PG k consumed in marketm
at time t and σkq be the elasticity of substitution across goods within PG k, which varies
by PG and quarter.
The prices indices associated with Equations (1.1)–(1.3) are naturally nested. An ag-
gregate endowment is rst allocated across markets, then PGs, and lastly goods. We let
pkm`t denote good `’s price in market m at time t. Utility maximization over consump-
tion within PG k implies that Equation (1.3)’s associated unit expenditure function is
Pkmt =
[∑
`∈Ωkmt
(
pkm`t/ϕ
k
m`t
)1−σkq ]1/(1−σkq ). Pkmt represents the price of acquiring one unit
of utility from consuming PG k goods in market m at time t. In turn, market-level util-
ity maximization over PG consumption implies that Equation (1.2)’s corresponding unit
expenditure function is Pmt =
[∑
`∈Ωmt
(
Pkmt/ϕkmt
)1−σq]1/(1−σq). Lastly, aggregate utility
maximization over market-level consumption implies that the unit expenditure function
associated with Equation (1.1) is Pt =
∏M
m=1
(
Pmt/αm
)αm .
In a setting where consumption baskets and consumer tastes change over time, simply
comparing the prices of goods available in two periods provides an incomplete picture of
cost of living changes. Instead, the standard approach is to measure cost of living changes
20We assume that elasticities do not vary over years to ensure that the cost of living changes we later
measure arise only from price and spending changes, and not innovations in parameters (i.e., money metric).
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by tracking utility’s varying cost over time using the ratio of current and four-quarters
prior unit expenditure functions to account for seasonality. Our model measures cost of
living changes at the PG-market level using:
Ψkmt-4,t ≡
Pkmt
Pkmt-4
=
[ ∑
`∈Ωkmt
(
pkm`t/ϕ
k
m`t
)1−σkq∑
`∈Ωkmt-4
(
pkm`t-4/ϕ
k
m`t-4
)1−σkq
] 1
1−σkq
.
(1.4)
We measure changes in market m’s cost of living using:
Ψmt-4,t ≡ PmtPmt-4 =
[ ∑
`∈Ωmt
(
Pkmt/ϕkmt
)1−σq∑
`∈Ωmt-4
(
Pkmt-4/ϕkmt
)1−σq
] 1
1−σq
.
(1.5)
Lastly, aggregate cost of living changes are given by:
Ψt-4,t ≡ PtPt-4 =
M∏
m=1
(Ψmt-4,t)
αm ,
M∑
m=1
αm = 1. (1.6)
The framework we have laid out entails the minimum structure needed to incorporate
the three facts we document into existing methods for tracking cost of living. First, we
allow baskets to vary across markets consistent with Fact (1), by indexing Ωkmt by market
with m. Second, letting tastes for individual products dier across markets by indexing
ϕkm`t and ϕkmt by market incorporates Fact (2)’s observation that a product’s market share
varies geographically. We later revisit how market shares relate to tastes. Third, indexing
Ωkmt by time with t allows a market’s basket to vary over time following Fact (3).
Three steps must be taken to convert Equations (1.4)–(1.6) into a estimatable form for
Ψt-4,t. We merely provide an overview of these steps here as previous literature has ad-
dressed these challenges.21 First, we describe how to convert the unobservable demand
parameters into an observable form. Second, we address the dierences in the consump-
tion baskets at t-4 and t. Third, we detail how to estimate elasticities of substitution. We
21See Redding and Weinstein (2017) or Appendix A.2.2 for explicit technical details.
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focus on the PG-level measure, Ψkmt-4,t, in discussing these steps given our nested struc-
ture, but the same principles apply to the market-level measure, Ψmt-4,t.
The rst step amounts to reexpressing the price index formulas without the unob-
servable demand parameters, ϕkm`t and ϕkmt. The rst-order conditions from utility maxi-
mization and Sheppard’s Lemma allow us to rewrite good `’s demand-parameter-adjusted
price as its observable share of PG k spending at time t in market m, which we call Skm`t:
Skm`t ≡
pkm`tc
k
m`t∑
j∈Ωkmt p
k
mjtc
k
mjt
=
(
pkm`t/ϕ
k
m`t
)1−σkq∑
j∈Ωkmt
(
pkmjt/ϕ
k
mjt
)1−σkq . (1.7)
Following RW, we assume that the log of demand parameter changes between times t-
4 and t within a market and PG equal zero on average.22 This assumption ensures that
shifts in consumer preferences do not drive cost of living changes, while allowing each
product’s quality and local taste to vary across markets and time.
The fact that the baskets in times t-4 and t contain dierent goods makes a second step
necessary. Feenstra (1994) points out that decomposing Ψkmt-4,t into two components cir-
cumvents this problem. First, a continuing goods term tracks price and spending changes
on goods available at both t-4 and t (i.e., continuing goods). The second infers the value of
new compared to exiting products based on spending on entering goods at time t relative
to the t-4 spending on goods that leave, which we call the basket adjustment term.
Additional notation is necessary prior to separating Ψkmt-4,t into continuing goods and
basket adjustment terms. Let λkmt,t-4 ≡
∑
`∈Ωkmt-4,t Sm`t represent the collective share of
PG k spending in market m at time t on goods that continued from t-4 into t, where
Ωkmt-4,t denotes the set of continuing goods in PG k, market m. We can also interpret
λkmt,t-4 as one minus the share of spending on new goods at time t. Analogously, λkmt-4,t ≡
22This assumption is consistent with a constant meaned, probability distribution generating random con-
sumer preference innovations. It allows the market-specic taste for an individual product to exibly vary
over time, while ensuring that the utility function is money-metric.
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∑
`∈Ωkmt-4,t Sm`t-4 represents the share of PG k spending at time t-4 on goods that remain
available at time t in marketm. λkmt-4,t equals one minus the time t-4 expenditure share on
goods that left the market at time t. Let S˜k∗mt denote the geometric average of expenditure
shares among all continuing goods in PG k and marketm at time t.23 Lastly, p˜k∗mt represents
the geometric average of the prices of all continuing goods from PG k in market m at
time t. We relegate to Appendix A.2.2 the details for converting the theoretical denition
of Ψkmt-4,t in Equation (1.4) into an operational form without demand parameters that
distinguishes the continuing goods and basket adjustment terms. Skipping to the end
product, we can express Ψkmt-4,t as:24
Ψkmt-4,t =
[(
p˜k
∗
mt
p˜k
∗
mt-4
)(
S˜k
∗
mt
S˜k
∗
mt-4
) 1
σk−1
]
︸ ︷︷ ︸
Continuing Goods Term
(
λkmt,t-4
λkmt-4,t
) 1
σk−1
︸ ︷︷ ︸
Basket Adjustment Term
(1.8)
Equation (1.8) provides an operational form of Ψkmt-4,t given an elasticity of substitution,
σkq . Equation (1.8)’s continuing goods term tracks price and spending changes on PG k,
market m goods allowing for substitution across continuing goods. A rise in the market
share dispersion among continuing goods between time t-4 and t reduces S˜k∗mt/S˜k
∗
mt-4, in
turn lowering Ψkmt-4,t.25 Similarly, a greater variation in price change among continuing
goods between time t-4 and t lowers p˜k∗mt/p˜k
∗
mt-4, thus lowering Ψkmt-4,t.
The basket adjustment term in Equation (1.8) infers the value consumers place on
entering relative to exiting products based on their relative shares of spending at times
t-4 and t. In particular, a higher share of spending on new goods decreases λkmt,t-4, while
λkmt-4,t increases the less spending was at time t-4 on goods exiting by t. Both eects
23Specically, S˜k∗mt ≡
∏
`∈Ωkmt-4,t
( pkm`tCkm`t∑
j∈Ωkmt-4,t
pkmjtC
k
mjt
)1/Nmt-4,t
,
where Nmt-4,t = |Ωkmt-4,t|.
24Equation (1.8) represents a PG-market-level version of RW’s Unied Price Index.
25An example provides insights into how market share dispersion in continuing goods lowers S˜k∗mt/S˜k
∗
mt-4.
Suppose at time t-4 there are two goods each with market shares of 2/4, implying that S˜k∗mt-4 =
√
.5 ∗ .5 = .5.
Then at time t their shares become 1/4 and 3/4, such that S˜k∗mt =
√
.25 ∗ .75 = .43. Thus, S˜k∗mt/S˜k
∗
mt-4 < 1.
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decrease Ψkmt-4,t, lowering the cost of living measure Ψt-4,t. In Section 1.6, we discuss in
detail how assuming one national market (i.e., M = 1) biases Ψkmt-4,t in Equation (1.8)
relative to a market-based approach with M>1.
Lastly, we estimate each elasticity of substitution following RW. The premise that
cost of living changes should reect only prices and spending changes not preference
shifts, also known as the money-metric property, underlies the estimation. Forward- and
backward-in-time ratios of aggregate cost of living indices (i.e., Pkt /Pkt-4 and Pkt-4/Pkt ) yield
price change measures that are functions of σkq , but with dierent demand parameter or-
derings. We use the Generalized Method of Moments (GMM, see Hall, 2005) to estimate
the elasticity that minimizes the error between Pkt /Pkt-4 and Pkt-4/Pkt jointly holding given
their dierent demand parameter orderings.26 We provide full details on the estimation
procedure and the resulting values in Appendix A.3. In the presence of correlation be-
tween price and demand innovations we bound each true elasticity of substitution from
above and below.27 We use the midpoint of the upper and lower bounds as our baseline es-
timates. Among within-PG elasticities (i.e., σkq ), the average upper bound lies 16.6% above
the average lower bound. Our median σkq of 3.9 falls within the range found and used in
macro and micro studies.28 Our message holds when we perform robustness checks using
the lower, upper, and 10% above the upper bounds in Appendix A.4.
The steps taken to account for the unobservable demand parameters, changing baskets
and estimating elasticities of substitution yields an observable form of Ψkmt-4,t via Equation
(1.8). After computing Ψkmt-4,t for each market m and PG k, a market-level version of
26Stated alternatively, we use GMM to estimate the value of σkq that simultaneously minimizes the average
annual disparity between Pkt /Pkt-4 and Pkt-4/Pkt resulting from using demand parameters from either time t,
t-4 or each period’s respective values over the full sample.
27When demand innovations are independent and identically distributed the bounds collapse, meaning
that RW’s Reverse-Weighting and Double-Reverse-Weighting estimators become consistent.
28Aghion et al. (2017) use an elasticity of substitution of 4 in an economy-wide study. Hottman et al.
(2016) nd median values of 3.9 across rms and 6.9 within rms using a dierent nesting structure and
estimation method. RW report a median elasticity in quarter four of 5.4, above our estimate of 4.1. With
regards to micro studies, our average cereal PG value of 3.6 lies within Nevo (2000)’s (3.2, 5.2) range.
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Equation (1.8) yields Ψmt-4,t. We then estimate across-PG elasticities, σq, which requires
every Ψkmt-4,t. Lastly, plugging Ψmt-4,t for each marketm into Equation (1.6) and lettingαm
equal market m’s average share of total population yields Ψt-4,t for a given year-quarter.
Replicating the procedure from a Ψkmt-4,t for each market m and PG k to one Ψt-4,t for
each time t between 2005.q1 and 2014.q4 produces quarterly cost-of-living-adjusted price
indices relative to the 2004 base year. We are now done constructing the cost-of-living-
adjusted price index we call the mVPI.
The mVPI’s features exactly reect Facts (1)–(3) from Section 1.3. Consistent with Fact
(1), we allow consumption baskets in the mVPI to vary geographically, which produces
the market-specic ination measures (i.e., Ψmt-4,t) that underly the mVPI. We let demand
parameters vary across markets in line with Fact (2). Rearranging Equation (1.7) allows
us to back out ϕkm`t:
ln(ϕkm`t) = (σ
k
q − 1)−1ln(Skm`t) + ln(pkm`t)− ln(Pkmt). (1.9)
where ln(pkm`t)− ln(Pkmt) represents `’s price relative to other PG k goods in marketm at
time t. Equation (1.9) lets us to compare the distribution of taste parameters in the model
with the raw market shares underlying Fact (2). In Figure 1·6, we plot the across-market
spread in ln(ϕkm`t) controlling for average quality and taste within a year-quarter with a
UPC-year-quarter xed eect. The geographic dispersion in product-level tastes relates to
the dispersion in market shares in Figure 1·2. Lastly, we allow each market’s consumption
basket to vary through time consistent with Fact (3), which Equation (1.8) incorporates
via the basket adjustment term.
We next combine the mVPI with nominal consumption and compare the resulting real
consumption series with alternative methods.
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Figure 1·6: Tastes for the same good varies geographically
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Note: Figure 1·6 plots the across-market spread in consumer’s taste for the
same product in the same year-quarter in logs. Specically, Figure 1·6 plots
the residuals from a regression of ϕkm`t, from Equation (1.9), on product-year-
quarter xed eects. We trim the top and bottom 0.1% resulting in a sample
size of 56, 579, 289. Figure 1·6’s IQR spans -0.32 to 0.33 log-points.
1.5 Comparing Real Consumption Estimates
We now examine how ination and real consumption per capita constructed with our
market-based mVPI compares to alternative methods. The mVPI varies from a conven-
tional method in both its treatment of geography and product variety changes. We rst
consider geography’s role when accounting for product variety changes by following the
standard approach in the literature and focusing on variety changes at the national level
using an aggregate variable goods price index (aVPI).29 We construct the aVPI by assum-
ing one national market and setting M = 1 in the mVPI model from Section 1.4. Sec-
ond, we compare the mVPI against the conventional aFPI from Section 1.2.2. The aFPI
tracks economy-wide price and spending changes among goods continuously-available
anywhere in the country, overlooking geography and variety changes. Lastly, we con-
struct a market-based chained Fisher price index (mFPI) that incorporates geography by
29Notable papers include Feenstra (1994), Broda and Weinstein (2010), Aghion et al. (2017) and Redding
and Weinstein (2017).
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allowing price and spending changes on continuing goods to vary across markets, but not
variety changes.30 The mFPI informs the role of geography in conventional price indices.
We start by comparing ination under each method.
Aggregate approaches to accounting for product variety changes that overlook geo-
graphic diversity in consumption baskets understate ination; nonetheless, incorporating
variety changes is important. In Figure 1·7, we plot four-quarter ination rates between
2005 and 2014 from our market-based mVPI and the aggregate aVPI, along with the con-
ventional aFPI and mFPI that also allows for geography. Our mVPI captures average an-
nual cost of living decreases of -1.18%. Overlooking geography causes the aVPI to over-
state declines by -2.67%-points a year relative to the mVPI. Section 1.6 explores the aVPI
and mVPI’s disparities in more detail. On the other hand, omitting variety changes alto-
gether leads to an overstatement of ination. The conventional aFPI nds that ination
averaged 1.63% a year. MVPI ination is also twice as volatile as the aFPI and counter-
cyclical, whereas the aFPI is slightly procyclical. Lastly, the similarity between the mFPI
and aFPI indicate that geography plays a limited role when overlooking variety changes.
Ignoring geographic dierences in what consumers purchase cause aggregate approaches
to accounting for product variety changes to overestimate real consumption growth. In
Figure 2·1, we plot quarterly real consumption per capita using each price index from Fig-
ure 1·7 paired with the same nominal consumption series from the HMS. The disparities
in average ination the various methods imply produce stark dierences in trend growth.
Our market-based mVPI nds average annual real consumption growth of 2.99% between
2004 and 2014. In comparison, the aggregate-level aVPI estimates 5.73% a year growth, a
92% overstatement. Using the conventional aFPI and ignoring variety changes altogether
suggests slight declines of -0.04% annually. Our baseline results are robust to numerous
30Specically, we create separate Fisher price indices for each market between 2004 and 2014, then ag-
gregate to a national series to construct the mFPI.
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Figure 1·7: mVPI captures lower & more variable ination than the aFPI
Note: Figure 1·7 plots four-quarter ination rates from the Aggregate Fisher PI (mean=1.63%,
variance=2.34%), Aggregate VPI (mean=-3.85%, variance=3.19%), Market-Based Fisher PI
(mean=1.91%, variance=3.00%), and Market-Based VPI (mean=-1.18%, variance=4.79%).
alternative specications ranging from restricting the set of consumption to varying the
elasticities of substitution (see Appendix A.4). Overall, accurately measuring the gains
to consumers from new products and choice expansion requires correctly specifying the
markets that benet from them.
Including more local products and services (i.e., restaurants, hospitals, housing, schools,
etc.) in our household spending data would likely increase the disparity in real consump-
tion growth between our market-based mVPI and the aggregate aVPI; conversely, includ-
ing more national products would probably shirk the gap. The real consumption growth
rates we present are only directly representative of the segment of household spending
the HMS covers, specically on in-home consumer goods. However, two simple thought
experiments shed light on how adding additional spending categories might shape our re-
sults. First, adding more local products and services spending would make consumption
baskets look even more dierent geographically. The smaller the overlap in baskets across
regions, the more ignoring geography and focusing on an aggregate basket overstates the
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choices available to consumers. Thus, broadened our data to include more inherently local
categories of spending will likely result in a greater overstatement of real consumption
growth by the aVPI method relative to our market-based mVPI than the 2.75 percentage
points we nd in the HMS. Second, following similar logic, adding more national goods
to our dataset will make consumption baskets look more homogeneous across markets.
The less unique baskets are geographically, the smaller the overstatement in choice from
focusing on an aggregate basket. Thus, using a dataset with more national goods would
likely shrink the disparity between the aVPI and our mVPI found using the HMS. How-
ever, the exact impact on our results from a broader dataset is uncertain.
We nd evidence in the data that innovations in product quality and choice drive part
of the faster real consumption growth the market-based mVPI captures that the conven-
tional aFPI misses. First, new products introduced in 2014 had a 23.38% higher quality
than new goods in 2005 (see Appendix A.7 for details). Second, the average market con-
sumed a 4.69% wider variety of products in 2014 than in 2004. Overlooking the benets to
consumers from quality and choice improvements cause conventional methods to under-
state real consumption growth. Moreover, the small dierence between the conventional
and market-based mFPI and aFPI indicates that geography becomes important once one
takes variety changes into account.
Accurately measuring real consumption volatility requires accounting for the pro-
cyclicality of product variety changes at the market level. Our market-based mVPI nds
that around-trend variance was 0.47%, nearly double the 0.25% the conventional aFPI
suggests. Volatility rises because within-market procyclicality in variety makes reces-
sions look worse and booms look better than when overlooking product variety changes
altogether.31 However, ignoring geographic diversity in consumption baskets impacts real
31For example, the coincidence of declines in variety and product entry with decreases in spending during
a recession amplies the contraction in real consumption while the opposite occurs during an expansion.
28
consumption dierently during booms than in busts, by overvaluing local entry but un-
dervaluing local exit. Quantitatively, the aVPI suggests that around-trend variance was
0.57%, or 21% higher than our mVPI indicates. Thus, correctly measuring real con-
sumption volatility, just as with growth, necessitates incorporating both product variety
changes and geography dierences.
Figure 1·8: Cost of living adjustments omitting geography overstate growth
Note: Figure 2·1 plots quarterly real consumption per capita time series as indices with a base
year of 2004 constructed using the Aggregate Fisher PI (aFPI), Market-Based Fisher PI (mFPI),
Market-Based VPI (mVPI), and Aggregate VPI (aVPI). We also plot each series’ log-linear tted
trend. All series use the same nominal consumption per capita measure, diering only in their
price indices. The graph begins at 2004.q4 as each quarter in 2004 provides separate base periods
for the price indices, which we construct from four-quarter changes.
We also consider grouping households by educational attainment instead of markets
and construct an analogous version of our market-based mVPI in Appendix A.4.4 to test
whether markets are the correct type of disaggregation. We would expect the house-
hold characteristics that most accurately reect the set of purchased products to report
the slowest relative real consumption growth under our disaggregated VPI method. An
education-based household grouping suers from an aggregation bias similar to the aVPI.
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Grouping households jointly by education and Census region nearly recovers the mVPI-
based real consumption series, instilling condence that market-based groupings provide
the correct type of disaggregation.32
This section’s results indicate that accounting for product variety at the market level
is crucial to avoid overstating real consumption growth and volatility. We next analyze
the sources of bias an aggregate approach introduces into cost of living measures.
1.6 Geography’s Role in Accounting for Product Variety Changes
While correctly measuring cost of living requires taking product variety uctuations into
account, geographic diversity in what consumers purchase necessitates a market-based
approach. Assuming a national consumption basket imparts two sources of downward
bias into cost of living measures. First, focusing on the aggregate overvalues the gains
from local product entry. Second, assuming a national basket understates the costs of
many local exits. This section builds intuition using simple examples, then quantitatively
evaluates the sources of bias.
We refer back to the model from Section 1.4 in order to understand the aggregate
aVPI’s sources of understatement relative to the market-based mVPI. Recall that the same
model underlies the mVPI and aVPI with M=23 in the mVPI and M=1 in the aVPI. We
focus on the PG-level measure Ψkmt-4,t from Equation (1.8), the model’s foundation. Let
Ψ
k
t-4,t denote the population-weighted geometric average of Ψkmt-4,t across each market m
for a PG k:33
Ψ
k
t-4,t ≡
M∏
m=1
(Ψkmt-4,t)
αm =
M∏
m=1
(
p˜k
∗
mt
p˜k
∗
mt-4
)αm M∏
m=1
(
S˜k
∗
mt
S˜k
∗
mt-4
) αm
σk−1 M∏
m=1
(
λkmt,t-4
λkmt-4,t
) αm
σk−1
, (1.10)
32We use Census regions to ensure that each bin has a sucient sample size.
33The actual mVPI has an additional market level consumption of PGs level within each market prior to
aggregating across markets. We omit the middle layer in the discussion here for simplicity.
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where the weights αm are population shares with
∑M
m=1 αm = 1.34 Next, let Ψkt-4,t repre-
sent an aggregate-level version of the PG-level cost of living measure from Equation (1.8)
that underlies the aVPI:
Ψkt-4,t =
(
p˜k
∗
t
p˜k
∗
t-4
)(
S˜k
∗
t
S˜k
∗
t-4
) 1
σk−1
(
λkt,t-4
λkt-4,t
) 1
σk−1
.
(1.11)
Overvaluing local product entry downwardly biases aggregate-level cost of living es-
timates. Local entry eects the cost of living measures Ψkt-4,t and Ψkt-4,t in two ways. First,
an aggregate approach mismeasures the share of spending on new goods. Recalling that
λkt,t-4 equals one minus the share of spending on new goods, consider the impact of a
new good entering marketm on the market-based relative to the aggregate measure. The
market-based approach limits the benets of local entry to the share of the population,
αm, with access to the good, which lowers Ψ
k
t-4,t by decreasing (λkmt,t-4)αm . Alternatively,
the aggregate approach spreads the benet across all consumers regardless of whether
the product entered their market by reducing λkt,t-4 which drops Ψkt-4,t.
A simple example provides intuition for how overvaluing local entry biases an aggre-
gate approach via λkt,t-4. Suppose there are two markets: A with αA = 1/23 and B with
αB = 22/23. Market A spends $10 at time t-4 on good ` and $5 at time t, while B spends
$100 in both periods. Good `’s price remains constant. A new good `′ enters only A at
time t and attracts $5 in spending. The aggregate approach overstates the decrease in cost
of living by 2 percentage points, since Ψkt-4,t = 0.95 and Ψ
k
t-4,t = 0.97.
Overstating local entry also causes an aggregate approach to distort spending disper-
sion among continuing goods, which mismeasures S˜k∗t . Intuitively, when a product pre-
34Recall that λkmt,t-4 is the collective share of PG k spending in marketm at time t on goods that continued
from t-4 into t, or one minus the spending share on new goods at time t. Analogously, λkmt-4,t represents
the share of PG k spending at t-4 on goods that remain available at time t in market m, or one minus the
time t-4 expenditure share on goods that left the market at time t. Also, S˜k∗mt denotes the geometric average
of expenditure shares among all continuing goods in PG k and market m at time t.
31
viously available in market m enters a new market m′, the market-based method views
this as a new product for m′; however, the aggregate version treats this as a spending
dispersion change among continuing goods nationally.35 The overall impact is uncertain
since assuming a national basket misstates both S˜k∗t and λkt,t-4, but quantitatively we nd
both terms to be downwardly bias.
Undervaluing the costs of many local exits introduces a downward bias into aggre-
gate approaches to measuring costs of living. The bias arises because a product can exit
one market, but remain in the national basket as long as its available in another market.
Thus, the market-based approach captures the resulting reduction in local choice, while
the aggregate approach picks up no change in choice. A simple example illustrates how
local exits inuence the market-based versus the aggregate measure, Ψkt-4,t and Ψkt-4,t, re-
spectively. Suppose that a good ` leaves market m between times t-4 and t. The local exit
raises Ψkt-4,t by increasing (1/λkmt-4,t)αm , where λkmt-4,t is one minus the share of time t-4
spending on goods that exited in t. If good ` remains present in another market, keeping
it in the national consumption basket, then Ψkt-4,t will be unambiguously less than Ψ
k
t-4,t,
since (1/λkt-4,t) = 1 and (1/λkmt-4,t)αm < 1. Alternatively, if good ` is not present elsewhere
at time t, meaning that ` leaves the national basket, then the impact on Ψkt-4,t relative to
Ψkt-4,t depends upon expenditure shares and the population in market m.
The intuitive sources of bias we have discussed suggest that taking variety changes
into account at the aggregate level likely overstates cost of living declines, but the mag-
nitude is uncertain. We now turn to comparing the individual components of Ψkt-4,t and
Ψkt-4,t in Equations (1.10) and (1.11), respectively, quantitatively.
35A simple example illustrates the resulting eect in practice. Suppose goods ` and `′ remain in market
A at time t+4 and good `′ enters marketB. Good `′ looks like a continuing good when assuming a national
basket, but a new good to market B under the market-based approach.
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Figure 1·9: Ignoring geography biases each price index component down
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Note: Figure 1·9 compares each component of Ψkt-4,t in Equation (1.11) relative to
the corresponding term in Ψkt-4,t from Equation (1.10). Specically, the top panel plots
(p˜k
∗
t /p˜
k∗
t-4)/
∏M
m=1(p˜
k∗
mt/p˜
k∗
mt-4)
αm for all 3, 920 combinations of PGs k and times t. The
average and median values are 0.995 and 0.996 with a standard deviation of 0.011. The middle
panel plots (S˜k∗t /S˜k
∗
t-4)
1/σk−1/
∏M
m=1(S˜
k∗
mt/S˜
k∗
mt-4)
αm/σ
k−1 ∀k, t. The average and me-
dian values are 0.990 and 0.990 with a standard deviation of 0.021. The bottom panel plots
(λkt,t-4/λ
k
t-4,t)
1/σk−1/
∏M
m=1(λ
k
mt,t-4/λ
k
mt-4,t)
αm/σ
k−1 ∀k, t. The average and median values are
0.989 and 0.993 with a standard deviation of 0.021.
An aggregate approach downwardly biases each component of the PG-level cost of
living measure. In Figure 1·9, we compare each term comprising Ψkt-4,t in Equation (1.11)
relative to the corresponding term in Ψkt-4,t from Equation (1.10). On average across all
PGs and time periods, the aggregate measure of (p˜k∗t /p˜k
∗
t-4) is 0.52 percentage points less
than the market-based version. The disparity arises from dierences in weighting and
the across-market dispersion in price changes for the same good, which we plot in Figure
1·10. The aggregate versions of (S˜k∗t /S˜k∗t-4)1/σk−1 and (λkt,t-4/λkt-4,t)1/σk−1 are roughly 1.02
and 1.07 percentage points below the market-based versions on average. The combined
understatements among the three components in the aggregate approach make Ψkt-4,t
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Figure 1·10: Price changes for individual goods vary geographically
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Note: Figure 1·10 plots the across-market dispersion in product-level,
four-quarter price changes in log units using the residuals from
ln(pkm`t/p
k
m`t-4) = α
k
`t + 
k
m`t. After trimming the top and bottom 0.5%,
the sample size is 24, 881, 718.
roughly 2.59 percentage points less than the market-based estimate Ψkt-4,t.36 The down-
ward bias in the aggregate approach at the PG-level accounts for nearly all of the 2.67
percentage points a year lower ination under the aggregate aVPI than the market-based
mVPI.37 The downward bias an aggregate-level analysis imparts into (S˜k∗t /S˜k
∗
t-4)
1/σk−1 and
(λkt,t-4/λ
k
t-4,t)
1/σk−1 quantitatively is largely consistent with the two intuitive sources of
bias discussed earlier in the section. Namely, accounting for product variety changes in
the aggregate: (1) overvalues the gains from local entry, which impacts both S˜k∗t and λkt,t-4;
and (2) undervalues the costs of most local exits, which inuences S˜k∗t-4 and λkt-4,t.
1.7 Conclusion
We show that accounting for geographic diversity is critical to avoid overstating the gains
to consumers from product variety changes over time. Three new facts we uncover from
Nielsen microdata on household purchases document meaningful geographic diversity
36This approximation uses the average relative values of Ψkt-4,t and Ψ
k
t-4,t’s components from Figure 1·9.
37The second tier of market-level consumption of PGs makes up the rest of the ination rate dierence.
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in consumption baskets: (1) consumers in separate markets buy dierent products, (2) a
product’s market share varies geographically conditional on relative price, and (3) product
variety growth and its cyclicality varies geographically.
Facts (1)–(3) highlight two reasons that measuring the impact on consumers from
product variety changes at the aggregate level would understate changes in cost of living,
in turn overestimating real consumption growth. First, an aggregate approach overvalues
the gains from entry, since entering just one market makes a good part of the national
basket. Second, an aggregate approach undervalues the costs of local exits, since a good
can leave one market but remain in the national basket. Overall, accurately capturing the
eects on consumers from choice growth, product entry and exit requires allowing for
geographic diversity in consumption baskets.
Facts (1) and (3) suggest the need to account for changes in product variety at the
market level to properly measure real consumption volatility. Product variety’s procycli-
cality makes recessions look worse and booms look better than when overlooking vari-
ety changes altogether. However, ignoring across-market dierences in what consumer
purchase mismeasures aggregate volatility by: (1) overstating expansions by overvaluing
local product entry; and (2) downplaying recessions by missing many local exits. Thus,
accurately capturing volatility requires accounting for both product variety changes and
geographic diversity.
Consistent with the intuition from Facts (1)–(3), incorporating product variety changes
in the aggregate meaningfully underestimates cost of living changes, which in turn over-
states real consumption growth. We use the Nielsen microdata and extend the structural
model of Redding and Weinstein (2017) to accommodate Facts (1)–(3) in order to quantify
the impact of geographically diverse product variety changes on aggregate real consump-
tion measures. Incorporating variety changes at the national level overstates real con-
sumption growth by 2.75 percentage points relative to a market-based approach between
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2004 and 2014. An aggregate approach also overstates around-trend variance by 21%.
Nonetheless, our ndings show that real consumption measures must take product
variety changes into account. Compared to a benchmark statistical agency method that
overlooks geography and variety changes, our market-based approach raises estimates
of real consumption growth and volatility. We nd that real consumption grew 2.99% a
year between 2004 and 2014 with an around-trend variance of 0.47%. In comparison, a sta-
tistical agency method creates the misconception that real consumption declined slightly
albeit stably, with an annual growth rate and around-trend variance of -0.04% and 0.25%,
respectively. Growth rises in part because the average market’s consumption basket in-
cluded 4.69% more products in 2014 than 2004, and new goods introduced in 2014 had
a 23.38% higher quality than in 2004. Variance rises because the breadth of goods con-
sumed in a market varies 2.4-times more than the real amount spent and periods of low
consumption coincide with contractions in variety.
In closing, our ndings provide further evidence that taking product variety changes
into account is necessary to accurately measure real consumption growth and volatil-
ity. However, we go further and show that allowing for geographic diversity becomes
essential once one incorporates changes in variety. Failing to integrate geography may
dramatically overstate real consumption estimates.
Chapter 2
Product Variety Changes, Geography, and
Consumer Welfare
Coauthored with Arthur V. Smith (Boston University)
2.1 Introduction
We show that taking local product variety changes into account is critical both to ac-
curately estimating aggregate consumer welfare and capturing geographic dierences in
real consumption’s behavior.1 Chapter 1 demonstrated that correctly measuring real con-
sumption per capita’s growth rate and volatility requires accounting for geographic and
temporal dierences in consumption baskets. We build on results from Chapter 1 with two
key ndings. First, by mismeasuring real consumption, conventional methods misrepre-
sent consumer welfare. Second, conventional methods understate the large geographic
dierences in real consumption’s behavior that underly aggregate statistics.
The existence of geographically diverse consumption baskets that change over time, as
evidenced by Facts (1)–(3) in Chapter 1, highlight the need to measure consumer welfare
accounting for product entry, exit and quality (i.e., product variety) changes at the market
1All of the calculations in this chapter are calculated (or derived) based on data from The Nielsen Com-
pany (US), LLC and marketing databases provided by the Kilts Center for Marketing Data Center at The
University of Chicago Booth School of Business. The conclusions drawn from the Nielsen data are those of
the researchers and do not reect the views of Nielsen. Nielsen is not responsible for, had no role in, and
was not involved in analyzing and preparing the results reported herein. Further information can be found
at research.chicagobooth.edu/nielsen.
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level. Welfare estimates require measures of real consumption per capita. To this end, we
use Nielsen microdata, which tracks household’s spending on in-home goods from 2004
to 2014 in 23 U.S. markets, and a framework for measuring cost of living accounting for
within-market product variety changes to construct aggregate and market-level price in-
dices. Pairing each price index with nominal spending data from the Nielsen data yields
aggregate and market-specic real consumption per capita series, accounting for local va-
riety, price, and spending changes in each series. We benchmark our welfare estimates
against various alternative methods for measuring aggregate and market-specic costs of
living. To compare with our aggregate estimate, we follow previous approaches in the
literature and construct a price index that incorporates product variety changes ignor-
ing geography.2 We also build a conventional Fisher price index modeled after statistical
agency’s methods.3 We pair these two price indices with the same nominal consump-
tion series as our market-based approach to construct alternative real consumption per
capita series, allowing us to contrast their welfare implications. Next, we build a con-
ventional price index for each market separately using the Fisher formula. Pairing each
market’s price index with nominal spending data from Nielsen yields market-specic real
consumption series for welfare comparisons with our approach.
By omitting product variety changes, conventional methods understate real consump-
tion growth, leading to an undervaluing of consumer well-being. Our aggregate real con-
sumption series grows three percentage points faster than a conventional estimate with
twice the volatility. We compute consumption-equivalent variations (EVs) to compare
welfare under alternative real consumption streams. Between 2004 and 2014, consumer
2Konüs (1939), Diewert (1976), Sato (1976), Vartia (1976), Feenstra (1994), and Broda and Weinstein (2010)
measure ination taking into account product turnover, breadth of choice changes, and substitution at the
aggregate level, while Redding and Weinstein (2017) also includes taste and quality innovations.
3The Fisher formula (Fisher, 1922) compares price and spending changes on goods continually available
anywhere in the region being considered, diering in method and implementation level from our measure.
The Bureau of Economic Analysis, Bureau Labor Statistics, and Statistics Canada use the Fisher formula.
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welfare from in-home goods consumption was 16.20% higher in consumption-equivalent
terms than a conventional method indicates. Most of the welfare disparity comes from
dierences in growth rates. Comparing growth rate dierences alone absent uctua-
tions, welfare under our approach is 16.12% higher in consumption-equivalent terms
than a conventional method suggests. Thus, meaningfully understating real consump-
tion growth causes conventional methods to underestimate consumer welfare.
Ignoring geographic dierences and focusing on aggregate product variety changes
overstates gains from product entry and in-turn consumer well-being. Previous literature
has overlooked geographic dierences, focusing instead on accounting for product vari-
ety changes at the aggregate level. Compared to our market-based approach, overlooking
geography results in an overstatement of real consumption growth by 2.75 percentage
points. Overestimating real consumption’s growth rate exaggerates consumer well-being.
Moreover, overlooking geographic dierences in product variety changes overstates wel-
fare from spending on in-home goods by 74% over the 2004–2014 sample period.
Accounting for product variety changes raises the gain from removing consumption
volatility;4 although, ignoring geographic dierences overstates the benet. We use EVs
to isolate the welfare gain from removing consumption uctuations absent the conating
role of growth. Our market-based approach nds that eliminating volatility benets con-
sumers as much as a 0.12% rise in quarterly real spending, or 86% greater than conven-
tional methods suggest. Alternatively, overlooking geographic dierences overestimates
the gain from eliminating uctuations by 44% due to an overstatement of volatility.
Large geographic dierences in real consumption’s behavior exist that aggregate statis-
tics mask and conventional methods both understate and mischaracterize. Twenty-three
distinct markets underly the aggregate series that attract most attention. Conventionally
4Research on the welfare costs of consumption uctuations began with Lucas (1987) and continued by
Obstfeld (1994), Lucas (2003), Barlevy (2004a), Barlevy (2004b), and Imrohoroğlu (2008), among others.
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measured real consumption’s across-market range of annualized growth rates spanned
from -1.05% (Charlotte) to 0.35% (Tampa), and for around-trend variances from 0.27%
(Tampa) to 0.78% (San Antonio). Accounting for product variety changes within each
market raises the range of growth rates by 50% – from 1.56% (Minneapolis) to 3.65%
(Philadelphia) – and around-trend variances by 279% – from 0.42% (Tampa) to 1.83%
(Phoenix). Additionally, taking local product variety into account produces a dierent
across-market ranking of real consumption growth rates. For example, growth of con-
ventionally measured real consumption in Atlanta and Dallas ranked second and tenth
among the 23 markets, respectively; however, after taking local product variety changes
into account, Dallas and Atlanta’s rankings ip. Showing that the range of real consump-
tion growth rates and volatilities are wider and their across-market ranking is dierent
than previously thought builds on prior research, suggesting location can be an important
determinant of household well-being.5
Chapter 2’s results build directly on Chapter 1. In Chapter 1, we demonstrated that ac-
curately measuring real consumption necessitates accounting for product variety changes
within each market separately. Chapter 2 goes further by showing that correctly measur-
ing consumer well-being also requires accounting for product variety changes. Addition-
ally, drilling below the aggregate statistics presented in Chapter 1 reveals wide geographic
dierences in real consumption’s behavior. We contribute to work on inequality by show-
ing that conventional methods understate regional inequality in consumption growth.
The rest of this chapter proceeds as follows. Section 2.2 presents our primary data
source and real consumption estimates. We then compare aggregate welfare under alter-
native price index methods in Section 2.3. Section 2.4 examines geographic dierences in
consumption’s behavior and Section 2.5 concludes.
5Hobijn et al. (2009), Handbury (2013), Flower and Wales (2014), Jaravel (2017), and Kaplan (2017) docu-
ment ination dierences across households, showing that location explains a portion of the ination rate
and real consumption disparities across households builds on these studies.
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2.2 Estimating Real Consumption: Data and Price Indices
We create location-specic and aggregate real consumption series using data from the
Nielsen Homescan Database (HMS).6 The HMS covers a demographically-balanced panel
of households from across the country between 2004 and 2014. Each household tracks
the price and quantity of every item they purchase from any outlet, including not-in-
person sources, intended for personal, in-home use with UPC or bar-code scanners. The
HMS tracks roughly 31,000 households a year, resulting in a sample size of roughly 545
million household-UPC observations. By comparison, the BLS bases the CPI’s basket
on a 7,000 household sample for most goods and 14,000 for others. Lastly, Nielsen’s
demographically-balanced sampling procedure makes extrapolating to nominal consump-
tion per capita series possible for 23 U.S. markets, collectively and separately, from 2004
through 2014. Nielsen denes markets most comparably to a Combined Statistical Area
in the U.S. Census. For example, the Los Angeles market includes Los Angeles, San
Bernardino, Orange, Riverside, and Ventura counties. We use a quarterly time frequency,
although the choice is not quantitatively important for our results.
We explore the importance for real consumption estimates of accounting for product
variety changes at the local level by combining nominal consumption per capita series
from the HMS with alternative price index methodologies. The three facts presented in
Section 1.3 document wide geographic dierences in the products consumers purchase
that change over time. These facts highlight the need to measure cost of living accounting
for dierences in consumption baskets and how consumers value products across geog-
raphy and time. Thus, we extend the structural model of Redding and Weinstein (2017)
to allow for market-specic consumption. In particular, we let prices and spending, along
with consumption baskets and tastes for products dier across both markets and time
6See Section 1.2 for more details on the HMS.
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(See Section 1.3 for further details). The model infers the benet (cost) to consumers from
new (exiting) products within their geographic location, in terms of lower (higher) cost of
living, based upon the local market share of entering (leaving) products. We call the cost-
of-living-adjusted price index resulting from aggregation across the individual markets
the market-based variable goods price index (mVPI).
We construct other ination and real consumption series to see how our market-based
mVPI compares to alternative methods. We rst consider geography’s role when account-
ing for product variety changes by following the standard approach in the literature and
focusing on variety changes at the national level using an aggregate variable goods price
index (aVPI).7 We construct the aVPI by using the same model that underlies the mVPI,
but instead assume one national market and account for product variety at the aggre-
gate level. Second, we compare the mVPI against a conventional method, specically
an aggregate chained Fisher price index (aFPI), originating from Fisher (1922). The aFPI
tracks economy-wide price and spending changes among goods continuously available
anywhere in the country, overlooking geography and variety changes; thus, our mVPI
varies from a conventional aFPI in both its treatment of geography and product variety
changes. The aFPI’s common use by statistical agencies, such as the Bureau of Economic
Analysis and Bureau of Labor Statistics, makes it a natural representation of conventional
methods. Lastly, we construct a market-based chained Fisher price index (mFPI) that in-
corporates geography by allowing price and spending changes on continuing goods to
vary across markets, but not variety changes.8 The mFPI informs the role of geography in
conventional price indices. We pair each price index with the same nominal consumption
series from the HMS to construct four measures of aggregate real consumption per capita.
7Notable papers include Feenstra (1994), Broda and Weinstein (2010), and Redding and Weinstein (2017).
8Specically, we create separate Fisher price indices for each market between 2004 and 2014, then ag-
gregate to a national series to construct the mFPI.
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Figure 2·1: Cost of living adjustments omitting geography overstate growth
Note: Figure 2·1 plots quarterly real consumption per capita time series as indices with a base
year of 2004 constructed using the Aggregate Fisher PI (aFPI), Market-Based Fisher PI (mFPI),
Market-Based VPI (mVPI), and Aggregate VPI (aVPI). We also plot each series’ log-linear tted
trend. All series use the same nominal consumption per capita measure, diering only in their
price indices. The graph begins at 2004.q4 because each quarter in 2004 equals 100 as they provide
separate base periods for the price indices, which we construct from four-quarter changes.
Ignoring geographic dierences in what consumers purchase causes aggregate ap-
proaches to accounting for product variety changes to overestimate real consumption
growth; alternatively, ignoring product variety changes results in understatements of real
consumption growth. We pair the aVPI, mVPI, aFPI, and mFPI with the same nominal
consumption series to construct quarterly real consumption per capita, which we plot
in Figure 2·1. The disparities between the series arise entirely from ination dierences
under the various methods. Our market-based mVPI nds average annual real consump-
tion growth of 2.99% between 2004 and 2014. In comparison, the aggregate-level aVPI
estimates 5.73% growth a year, a 92% overstatement. Using the conventional aFPI and
ignoring variety changes altogether suggests slight declines of -0.04% annually. Our base-
line results are robust to numerous alternative specications ranging from restricting the
set of consumption to varying the elasticities of substitution (see Appendix A.4). Overall,
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accurately measuring the gains to consumers from new products and choice expansion
requires correctly specifying the markets that benet from them.
The large dierences in real consumption’s behavior the various price index methods
potentially translate into disparities in consumer welfare. The next section converts the
real consumption series presented above into welfare terms to analyze the dierences in
aggregate welfare various methods imply for the subset of spending covered in the HMS.
2.3 Aggregate Welfare Implications
While our market-based mVPI paints an improved picture of consumer well-being rela-
tive to the conventional aFPI, accounting for geography is necessary to avoid overstat-
ing welfare gains.9 Over the course of 2004 through 2014, welfare under our mVPI was
16.20% higher in consumption-equivalent terms than the conventional aFPI suggests.
Overlooking geography and using the aggregate-level aVPI overstates welfare by 74% in
consumption-equivalent terms relative to our mVPI over the same period. While growth
rate disparities drive most of the dierences in well-being we nd, removing consumption
volatility under our mVPI increases welfare nearly twice as much as the aFPI indicates.10
Consumption-equivalent variations (EVs) provide a gauge of welfare mismeasurement
when comparing two consumption streams.11 The rst EV we consider represents the
percentage rise in quarterly real consumption needed to induce indierence between the
aFPI- and mVPI-based series from 2004.q1 through 2014.q4. LetCX denote the price index
method X ∈ {aFPI,mV PI} based real consumption series and CX,t represent the as-
sociated value at year-quarter t. We assume that Constant Relative Risk Aversion (CRRA)
9Other papers studying the importance of accounting for regional dierences to understanding aggre-
gate eects include Beraja et al. (2016) and Beraja et al. (2017).
10Notable papers examining the aggregate welfare costs of consumption uctuations include Lucas (1987,
2003), Obstfeld (1994), Barlevy (2004a, 2004b), Imrohoroğlu (1989, 2008), and Cho et al. (2014).
11Related literature, such as Lucas (2003), commonly uses EVs for the same purpose.
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preferences with relative risk aversion parameter γ convert CX into utility:
U(CX) = E0
[
T∑
t=0
βt
C1−γX,t
1− γ
]
, 0 < β < 1, γ ≥ 0 , γ 6= 1. (2.1)
Solving U
(
CmV PI
)
= U
(
CaFPI(1 + ∆aFPI,mV PI)
)
for ∆aFPI,mV PI provides the EV for
switching from the aFPI- to the mVPI-based real consumption series:
∆aFPI,mV PI =
[
U(CmV PI)
U(CaFPI)
] 1
1−γ
− 1. (2.2)
Consumers faired better than a statistical agency benchmark method suggests. Specif-
ically, we nd ∆aFPI,mV PI = 16.20%, indicating that welfare from consumption of in-
home goods was a sixth higher in consumption-equivalent terms than the aFPI method
suggests.12 Extrapolating to all nominal household spending, nominal consumption per
capita in 2014 was as much as $8, 666 higher than a conventional approach implies.13 We
perform numerous robustness checks in Appendix A.4, including varying parameters, re-
stricting the consumption sample, and using alternative time frequencies. The values of
∆aFPI,mV PI remain largely unchanged. The conventional aFPI and market-based mVPI
method’s welfare dierences suggest that improvements in product quality and choice
drove increases in consumer well-being between 2004 and 2014.
Failing to account for geography overstates consumer well-being over the same pe-
riod. We can use Equation (2.2) to solve for ∆aFPI,aV PI , the EV for switching from the
real consumption series based on the conventional aFPI to the aggregate-level aVPI. We
nd ∆aFPI,aV PI = 28.21%, or 74% above ∆aFPI,mV PI from our mVPI. The gap between
the two EVs indicates that aggregate approaches to measuring cost of living taking variety
changes into account overstates welfare.
12We set β = (1/1.04)1/4 and choose γ = 2 as a baseline, following Hall (2009, 2017) and others.
13This extrapolation uses average nominal spending per capita in the 2014 CEX of $53, 495.
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Motivated by Lucas (1987, 2003), we next decompose the relative importance of the
growth and volatility components in ∆aFPI,aV PI and ∆aFPI,mV PI . To isolate the role
of growth, let ∆nvaFPI,mV PI denote the EV for switching from a deterministic real con-
sumption stream with the conventional aFPI-based growth rate to our mVPI-based rate
of growth also absent uctuations. We dene ∆nvaFPI,aV PI analogously and compute each
using a form of Equation (2.2). Next, we distinguish the welfare impact of consumption
volatility by computing the expected welfare benet from removing uctuations. Let C˜X
denote deviations ofCX from a log-linear trend and C˜X,t represent the series’ value at time
t. An i.i.d. log-normal process generates the random variable C˜X , where C˜X,t ≡ exp(X,t)
and X,t
iid∼ N(−σ2X
2
, σ2X
)
. We estimate σ2X using the around-trend variance of price index
X-based real consumption, which σ̂2X represents. Appendix A.5 shows that the expected
utility from consuming C˜X with CRRA preferences for T periods is:14
U
(
C˜X
)
=
1
1− γ exp
[
γ(γ − 1)σ̂2X
2
]
1− βT
1− β . (2.3)
Let U
(
C
)
denote the expected utility of consuming a constant amount (i.e., σ̂2X = 0).
Using ∆rfX to represent the EV for removing price index X-based real consumption uc-
tuations, Equation (2.3) implies:15
∆rfX =
[
U
(
C
)
U
(
C˜X
)] 11−γ − 1 = exp[γσ̂2X
2
]
− 1. (2.4)
Growth rate dierence drive most of the welfare disparities between price index meth-
ods. While removing consumption uctuations increases consumer welfare by nearly
twice as much as a conventional method suggests, overlooking geography overstates the
gain. In the left side of Table 2.1, we provide the EVs for going from the conventional aFPI-
14Cho et al. (2014) provide an innite horizon version of this expression under an analogous structure,
which is itself ultimately based on Lucas (1987).
15Taking a log-linear approximation reduces Equation (2.3) to the familiar form in Lucas (1987, 2003).
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based series’ rate of growth to the rates our market-based mVPI and the aggregate-level
aVPI imply. The small gap between ∆aFPI,mV PI = 16.20% and ∆aFPI,aV PI = 28.21%
and their corresponding ∆nv values indicates that the higher well-being the mVPI and
aVPI methods imply comes mostly from faster growth rates. Both the higher growth and
volatility we capture shape consumer welfare calculations, but work in opposite direc-
tions. Table 2.1’s right side contains the welfare gain solely from removing uctuations
according to each price index absent the conating role of growth present when compar-
ing ∆ and ∆nv. The welfare benet from removing consumption uctuations is around
86% higher in consumption-equivalent terms than the aFPI suggests. However, by over-
stating consumption uctuations, failing to account for geography overstates the benet
from removing them. Specically, the aVPI implies 124% larger gains from eliminating
volatility than the conventional aFPI.
Table 2.1: Conventional methods understate volatility’s cost
Welfare Gain from Growth Alone Welfare Gain from Removing Fluctuations
Relative to aFPI Under Each Price Index
∆nvaFPI,mV PI ∆
nv
aFPI,aV PI ∆
rf
aFPI ∆
rf
mV PI ∆
rf
aV PI
16.12% 29.38% 0.063% 0.117% 0.141%
Note: Table 2.1’s left side provides the EVs for raising growth from the rate the aFPI implies to the mVPI and aVPI rate,
respectively. Specically, ∆nvaFPI,X denotes the EV for switching from a deterministic real consumption series with the
aFPI-based growth rate to the price index X-based rate of growth also absent uctuations. Table 2.1’s right side contains
EVs for removing consumption volatility using the aFPI-, mVPI- and aVPI-based real consumption per capita quarterly series
spanning 2004.q1-2014.q4, given in order by ∆rfaFPI , ∆
rf
mV PI , and ∆
rf
aV PI . We compute each EV using Equation (2.4).
Our market-based method shows that welfare was a sixth higher in consumption-
equivalent terms than the conventional aFPI indicates. The disparity comes mostly from
the faster growth our method implies. We also nd that removing consumption uctua-
tions increase welfare nearly twice as much as a conventional method suggests. Account-
ing for geographic diversity in consumption baskets proves important in each calculation.
Twenty-three distinct markets underly the aggregate series discussed thus far. The
next section compares real consumption’s behavior across markets.
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2.4 Geographic Heterogeneity
This section examines dierences in real consumption’s behavior underling the aggre-
gate measures discussed in Section 2.3. Three ndings stand out.16 First, meaningful
geographic heterogeneity exists in real consumption growth and volatility. Second, con-
ventional methods understate the degree of heterogeneity. Third, taking local product
variety into account reorders the ranking of market-level growth rates. Revealing that
greater regional imbalances exist and across-market growth rate rankings are dierent
than ocial statistics imply has relevance for policymakers allocating resources across
regions. Our ndings are also pertinent for researchers studying inequality across house-
holds as location can be an important determinant of household well-being.
Large across-market dierences in real consumption’s behavior underly aggregate
measures, which conventional methods understate. Constructing market-specic FPI-
and VPI-based real consumption series from 2004.q1 to 2014.q4 creates across-market dis-
tributions for each measure and quarter. Figure 2·2 summarizes these distributions by
plotting the population-weighted average of the market-specic FPI- and VPI-based real
consumption series separately across all markets along with the 10th and 90th percentile
markets computed in each quarter. Comparing the 10th and 90th percentile markets with
the across-market average under each method indicates that wide geographic dierences
in real consumption’s behavior exist. Additionally, Figure 2·2 demonstrates that taking
product variety changes into account within each market increases the across-market
dispersion in real consumption compared to what a conventional method suggests.
Geographic diversity in real consumption’s behavior translates into wide disparities in
market-level growth and volatilities, the extent of which conventional methods mask. In
16These ndings relate to two strands of literature. The rst studies geographic heterogeneity within the
U.S. headlined by Blanchard and Katz (1992). The second studies price level and ination rate dierences
across groups and households. For example, Hobijn et al. (2009), Handbury (2013), Flower and Wales (2014),
Handbury and Weinstein (2015), Jaravel (2017), and Kaplan (2017).
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Figure 2·2: More geographic diversity than conventional methods indicate
Note: Figure 2·2 separately plots the population-weighted geometric average of the Fisher-
and VPI-based real consumption series across the 23 markets in the Nielsen Homescan
Database. The 10th and 90th percentile markets according to the Fisher- and VPI-based real
consumption measures, computed quarterly, accompany each series.
Figure 2·3, we provide histograms of real consumption’s growth rates in the 23 U.S. mar-
kets in the top panels and around-trend variances in the bottom panels. The left panels
uses the market-specic FPI that underlies the mFPI and the right uses the market-level
ination measure that provides the mVPI’s foundation. The conventional, market-specic
FPI nds a range of growth rates across markets of -1.05% (Charlotte) and 0.35% (Tampa),
while our approach reveals a 50% wider range of 1.56% (Minneapolis) to 3.65% (Philadel-
phia). Similarly for volatility, our method nds that market-level variances span from
0.42% (Tampa) to 1.83% (Phoenix), standing 279% wider than the market-specic FPI’s
range of 0.27% (Tampa) to 0.78% (San Antonio).17 A variance ratio test shows that the
across-market ranges of growth rates and variances under our method are statistically
larger than an FPI-based approach (see Appendix A.6.2 for details).
17Appendix A.6.1 gives growth rates and variances for each market. Phoenix’s experience encapsulates
our broadened measure. Phoenix’s nominal spending and Fisher-based ination varied at the across-market
average rate; however, Phoenix’s 10% drop in variety from 2005 to 2010, then 15% rise through 2014 raises
volatility under our measure, but not conventional methods. Appendix A.6.3 further discusses Phoenix.
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Accounting for local product variety alters the ranking of market-level growth rates.
For example, according to the conventional Fisher-based measure, real consumption growth
in Atlanta and Dallas ranked second and tenth among the 23 markets, respectively; how-
ever, once local product variety changes are taken into account Atlanta and Dallas switch
places with Atlanta dropping to tenth and Dallas jumping to second. The nding that
accounting for variety changes reorders market-level growth rates compared to what a
conventional method suggests is informative for policymakers deciding how to eciently
allocate resources across regions.
Figure 2·3: Conventional methods downplay real consumption’s geographic variability
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Note: Figure 2·3’s top panel gives histograms of real consumption’s trend growth rates in annualized
percentage units for 23 U.S. markets from 2004 to 2014 constructed using a market-level Fisher PI on
the left and the market-level VPI ination measure on the right. We separately regress quarterly real
consumption series for each market and method in logs on a quarterly time trend to estimate growth
rates. Figure 2·3’s bottom panel takes the residuals after removing log-linear trends and computes their
variance to measure around-trend variance for each market and price index. San Antonio and Phoenix
have the largest Fisher- and VPI-based variances respectively.
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Figures 2·2 and 2·3 provide evidence of wide disparities in real consumption’s behav-
ior across markets that conventional methods largely understate. The nding that real
consumption’s behavior varies more geographically than conventional methods suggest
is informative for policy-makers desiring to eciently allocate resources across regions
to help spur long-run growth or aid in the recovery from a recession. Additionally, un-
derstanding geographic dierences in real consumption growth can help explain a com-
ponent of inequality across households.
2.5 Conclusion
We show that correctly measuring consumer welfare from in-home goods consumption
requires taking into account product variety changes at the local level. Conventional
methods for constructing real consumption understate consumer well-being by overlook-
ing the benets new products bring; alternatively, ignoring geographic dierences in the
goods consumers purchase overstates the gains from product entry resulting in an over-
estimation of consumer well-being. Additionally, meaningful geographic heterogeneity
underlies aggregate measures of in-home consumption’s behavior, which conventional
methods understate and misrepresent.
Missing the benets to consumers from new product entry causes conventional meth-
ods statistical agencies use to underestimate real consumption growth, resulting an un-
derstatement of consumer well-being. We use Nielsen microdata covering spending on in-
home consumer goods at the household-level and extend the structural model of Redding
and Weinstein (2017) to construct a measure of real consumption per capita accounting for
product entry and exit at the market level between 2004 and 2014. Our series grows 3 per-
centage points faster than a statistical agency benchmark with nearly twice the volatility.
Computing aggregate quarterly consumption-equivalent variations indicates that ex ante
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consumer welfare was 16.20% higher than a statistical agency method suggests, mostly
from faster growth. The higher degree of consumption volatility our method captures
raises the welfare gain from removing uctuations by 86% in consumption-equivalent
terms compared to a statistical agency method.
Accounting for product variety changes in the aggregate overvalues the gains from
new products and overstates consumer welfare. Comparing our real consumption se-
ries with a method for accounting for product variety changes from the literature that
overlooks geographic dierences in consumption baskets nds that such an approach
overstates real consumption growth by 2.75 percentage points. Converted into welfare
terms, ignoring geographic dierences in product variety changes overstates consumer
well-being from spending on in-home goods by 74% between 2004 and 2014, primarily
by exaggerating growth.
Focusing on aggregate statistics masks large across-market dierences in real con-
sumption’s behavior and consumer well-being, which conventional methods that statis-
tical agencies use understate. Incorporating product variety changes at the market level
raises the range of growth rates and around-trend variances across markets compared to a
conventional approach by 50% and 279%, respectively. Additionally, accounting for local
product variety reorders the ranking of market-level growth rates. For example, a con-
ventional method ranks Atlanta’s real consumption growth second among all markets;
however, after taking product variety changes into account Atlanta falls to tenth. Con-
versely, Dallas jumps from tenth to second after accounting for product variety changes.
Our ndings build on Chapter 1 by showing that taking product variety changes into
account at the market-level is crucial not only for measuring real consumption growth,
but also understanding changes in consumer well-being over time. Additionally, showing
that greater geographic heterogeneity exists than conventional methods indicate is infor-
mative for policy-makers allocating resources across regions and inequality researchers.

53
choice model whereby Japanese households formed stronger habit preferences towards
their purchases and exhibited greater sensitivity to real interest rate movements following
the policy changes.
The economy of Japan is a congenial environment to study the behavior of aggregate
consumption. The period from the mid-1980s through early-2010s in Japan can be tersely
described as a boom, then bust, followed by a multi-decade period of primarily stagnation
and intermittent deation. Marked changes in multiple facets of governmental policy
occurred throughout this period. With regards to monetary policy, the BoJ lowered its
policy rate to hitherto historic lows in 1995, only to eventually go further in 1999 by
introducing the zero interest rate policy (ZIRP). The BoJ’s policy rate has not deviated very
far from zero ever since. On the scal policy side, numerous rounds of scal stimulus were
passed beginning in 1992, labor laws on temporary employment were relaxed in 1998, and
a tax on consumption was initially introduced in 1989, then subsequently raised in 1997.
We rst assess whether key macroeconomic time series exhibit changes in their be-
havior over the period from 1985 through 2013. In particular, we consider measures of
consumption, the real interest rate, and the extensive and intensive margins of employ-
ment. A simple ocular inspection of the data suggests that they do, as both consumption
growth and the real rate of interest appear to begin behaving dierently in the mid-1990s.
Using a bevy of structural break tests, we identify the second quarter of 1995 as a break
in the real interest rate series, which coincides with the onset of a period when the BoJ
held the policy rate xed at 50 basis points. We also nd a break in consumption growth
in the second quarter of 1997, coinciding with the hike in the consumption tax rate that
is often regarded as the starting point of the lost decade. Moreover, we nd evidence of
a structural break in the behavior of employment and hours worked that started earlier
in the 1990s. The picture that emerges of Japan’s economy during the 1990s is one of
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considerable change in the macroeconomic environment.3
Given the dramatic changes in the economic and policy environments during this
time, we ask whether the standard consumption Euler-equation is a good and consistent
descriptor of consumption growth throughout such a period. Economic theory suggests
that the key explanatory variable for consumption growth is the real rate of interest. A
convenient way of thinking about this relationship can be found in the optimal savings
decisions of households. More specically, we consider the canonical consumption Euler-
equation arising from constant relative risk aversion (CRRA) preferences with risk aver-
sion parameter σ.4 It describes how consumption Ct, a (gross) nominal interest rate Rt,
and (gross) ination pit are related to each other:
C−σt = βRtEtC
−σ
t+1
1
pit+1
, σ > 0. (3.1)
β is a parameter that discounts future consumption and Et is a rational expectations op-
erator. This relationship can also be expressed in a more compact form by rewriting it in
terms of a log-linear approximation:
Et∆C˜t+1 =
1
σ
(
R˜t − Etpit+1
)
=
1
σ
r˜t, (3.2)
where tilde ‘~’ denotes logarithmic deviations from the steady state. The real interest rate,
r˜t, is dened as the log-dierence of the nominal rate and expected ination.
The Euler-equation (3.2), and its variants discussed below, provide testable implica-
tions for how consumption and real rates comove under the assumption of underlying op-
timizing behavior.5 This relationship also implies that the degree of risk aversion dictates
3Maki (2006) studies changes in consumption and savings behavior among Japanese households in the
1980s and 1990s using micro-data on nely-dened categories. We instead study breaks in macroeconomic
time-series from the mid-1980s through the early 2010s.
4The inverse of σ (i.e., 1/σ) gives the elasticity of intertemporal substitution.
5A rise in the real rate increases current savings and thus lowers current consumption. Consumption
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the strength of the responsiveness of consumption growth to real interest rate changes.6
However, underlying this time-series relationship is the assumption of structural stability
which requires that both σ and the theoretical framework that gave rise to this conjec-
tured relationship remain constant over the period considered. The statistical tests on the
Japanese macroeconomic time series described above give us strong reason to believe that
the assumption of structural stability is violated during this period.
We therefore develop a baseline specication that generalizes the basic relationship
conjectured in Equation (3.2) to incorporate external habit formation. Using GMM to es-
timate this relationship, we nd that a standard specication with habits in consumption
ts the data over the full sample reasonably well with structural parameter estimates in
line with previous results in the literature. We cannot, however, accept the null hypothe-
sis of structural stability of the estimating equation, leading us to consider sub-samples.
Our estimation provides evidence suggesting that the 1997 consumption tax rate hike
coincided with a change in the nature of consumer behavior. In particular, following
the tax increase, we nd that consumers responded more strongly to real interest rate
movements, while exhibiting stronger habit preferences. Additionally, we test alterna-
tive specications incorporating the extensive and intensive margins of employment. We
conclude that the inclusion of employment in the utility function is not necessary for
capturing consumption dynamics in Japan. This is similar to ndings reported by Kiley
(2010) who, for the US during 1960.q1–2004.q4, also nds evidence for habit persistence
but against non-separability in consumption and leisure. Overall, we provide evidence
supporting the predictive power and structural stability of the habits-based estimating
is therefore expected to increase from the current period to the next, which induces positive comovement
between the two variables. In the data, this simple relationship is violated since it leaves out additional
conditioning variables as we document in the main part of the paper.
6For example, increased risk aversion, signied by an increase in σ, implies that increases in the real
rate result in a weaker rise in consumption.
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equation, although not in its constituent parameters.7
The plan for our investigation is as follows. In the next section, we provide an overview
of the macroeconomic and monetary history of Japan with a focus of the period since the
mid-1980s as a background for the formal empirical analysis. We derive the consumption
Euler-equation we intend to estimate in Section 3, discussing the general specication and
highlighting specic and nested parameterizations. Section 4 presents our main results,
while section 5 considers alternative approaches and robustness. Section 6 concludes.
3.2 A ShortMacroeconomicHistory of Japanover the LostDecades
In this section, we provide some background on the development of the Japanese econ-
omy from the beginning of our sample period in the mid-1980s through the lost decades
of the 1990s and 2000s. Fast growth and a run-up in asset prices characterizes the rst half
of our sample, whereas the latter half saw a dramatic decline of the economy, followed
by a sluggish and incomplete recovery that has often been referred to as stagnation. As
background for our empirical analysis, which focuses on the relationship between aggre-
gate consumption and the real interest rate, we start out with a brief narrative of the key
episodes over this period. A more detailed statistical analysis with the aim of establishing
some key facts follows.
3.2.1 A Brief Narrative
This section provides a brief history of the Japanese economy from the early-1980s through
the late-2000s, drawing heavily from Hetzel (1999), Ono and Rebick (2003), Ito and Mishkin
(2004), and Fortin and Sicsic (2009).
7Our nding of structural change in Japan during this period relates to Ogura (2011), who nds evidence
of a structural break in post-bubble era Japan in an Almost Ideal Demand System framework with ve
commodity categories. Our study diers by focusing on macroeconomic time-series and studying structural
change through the lens of a consumption Euler-equation.
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The 1980s were a period of relative calm in the Japanese economy as it emerged from
the decades-long rebuilding process after the end of World War II. The mid-to-late 1980s
were a time of especially strong growth, as GDP growth rose from 3.3% on average over
1980.q1–1987.q2 to 5.7% in 1987.q3–1990.q2. Simultaneously, aggregate prices remained
relative stable with ination staying between 0 and 3% from 1982 to 1989. However, pri-
mary stock and land price indices rose 300% in 1983–1989. This era has come to be known
as the bubble period that laid the foundation for Japan’s lost decades. In hindsight, there
were many events potentially contributing to this boom-bust cycle. The signicant appre-
ciation in the Yen during this period induced the BoJ to lower the three-month Gensaki
rate from 7% to 3.75% in 1985.q4–1987.q3.8,9 Substantial money growth ensued, with
broad money growing at greater than 9% annually between 1986–1988 and peaking at
11% in 1989. The higher money growth rate initially stimulated real variables and asset
prices, as the Japanese public had come to expect price stability.
Eventually, as ination picked up – from 1% in 1985.q1–1989.q1 to 2.8% in 1989.q2–
1991.q4 – and asset prices reached staggering heights, the BoJ responded by pushing in-
terest rates sharply higher: the Gensaki three-month rate rose from 4.3% to 7.6% between
1989.q2 and 1990.q4. During this same period, a 3% consumption tax, the rst of its kind
in Japan, was enacted in April 1989. In response to these contractionary policies, real
GDP barely grew over 1992.q2–1995.q1 despite the passing of an initial round of scal
stimulus in 1992. At the same time, asset prices in general began to fall, punctuated by an
approximately 60% drop in the Nikkei stock index between 1990 and 1992. Land prices
also exhibited a marked decline beginning in 1991 and continuing into the 2000s. The as-
set price collapse and prevalence of non-performing loans resulted in a largely insolvent
nancial sector and the failure of many smaller institutions, primarily between 1992 and
8From February 1985 to November 1985 alone, the dollar fell by 20% against the Yen.
9The Gensaki rate pertains to bond repurchase agreements. The one- and three-month Gensaki rates
were the relevant policy rates at this time, as short-term government bonds were rst available in 1986.
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1995.10 Commensurate with these events, broad money growth slowed to 3.8% annually.
The BoJ responded to the sharp economic downtown by progressively lowering the
overnight rate, eventually hitting a hitherto historical low of 0.5% in September 1995.
After the BoJ was granted formal independence in April 1998, the rate was further lowered
to 25 basis points in September 1998. It was over this period that ination began its
inexorable decline towards deationary territory. In line with the overall drop in asset
prices and money growth, the GDP deator began falling in 1991 from 2.6% annually
to -0.7% in 1995 and -0.6% in 1996. At the same time, GDP growth stabilized at a low,
but positive level, despite numerous adverse factors: real wages continued to rise in the
1990s, depressing employment growth; and the Yen nearly doubled in value relative to
the Dollar between 1990 and 1995. Coinciding with the economic slowdown in the 1990s,
the weakening of the social compact of lifelong employment began to occur. A fall in the
share of employed workers considered regular-employees from 80% in 1994 to 66% in
2008 along with a decline in the likelihood of being employed by the same employer for
at least a decade from 63% in 1992 to 49% in 2002 provides evidence of the weakening.11
Arguably the most consequential policy change was initiated in November 1994, when
the Diet passed a bill to raise the consumption tax rate from 3% to 5%, eective in April
1997. The anticipated rise in the consumption tax rate contributed positively to a eeting
recovery via the acceleration of big-ticket purchases. However, the decline soon after was
sharp: GDP fell by an annualized rate of 3.9% in 1997.q2; consumption growth dropped
to an annualized -10% between 1997.q1 and 1997.q2. The eects were also protracted:
despite a brief uptick in the CPI to 2.5% annual growth in the middle of 1998, by 2003
it was 3 percentage points below its 1997 level. Nominal GDP fell by 4% between 1997
10In order to stem this tide of failing nancial institutions, the Japanese government switched from guar-
anteeing individual deposits up to U10 million to a complete guarantee.
11A 1998 revision to the Labor Standard Law is often cited as a key contributing factor in this change. The
revision raised the maximum length of xed-term contracts from one to three, then eventually ve years.
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and 2002. To add to the economic headwinds fomented by the consumption tax rise, 1997
coincided with the expiration of temporary income tax cuts and the onset of the Asian
Financial Crisis. While very far from a causal relationship, as numerous other events were
occurring contemporaneously, both the 1989 and 1997 consumption tax raises were soon
followed by abrupt economic slowdowns.
The BoJ initiated the original near-ZIRP in February 1999, under the promise of main-
taining it until deationary concerns were dispelled. By 1999.q4, house and stock prices
neared their early 1980s levels. Although amid deation, an eectively contractionary
monetary policy,12 and governmental pressure, the BoJ abandoned the ZIRP in August
2000 by raising its target rate to 25 basis points. This decision would come to be seen as
a policy mistake with negative growth subsequently returning. Amid an economic slow-
down and continued deation, March 2001 brought a reinstatement of the ZIRP coupled
with the promise of being instituted until the ination rate remains steadily above zero.
In addition to returning to the ZIRP, the BoJ simultaneously instituted a two-fold “quan-
titative easing policy:”rst, it switched the policy target from short-term interest rates to
the BoJ’s net current account position; and second its started a program of purchasing
long-term government bonds. The scope of these policies, along with the institution of
further measures,13 continued to expand markedly through March 2003. Despite these
eorts, economic growth was muted and deation remained present through the 2000s.
Real GDP per capita rose by only 2.1% and the GDP deator fell 10.4% from 2000 to 2009.
12Hetzel (1999) argues, “[t]he combination of zero, or negative, expected ination with an equilibrium
real rate near zero means that even the low market rates currently observed in Japan are consistent with
contractionary monetary policy.”
13In the fall of 2002, the BoJ began buying stocks from banks. Additionally, over the course of 2003, the
BoJ adds bank bills and commercial paper, along with asset-backed securities and commercial papers to its
portfolio. The goal of these policies was to remove risky assets from bank’s balance sheets.
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3.2.2 Data, Preliminary Results and Some Stylized Facts
We next establish some stylized facts to inform the empirical analysis we conduct later.
We focus on the period shortly before the asset price run-up in the mid-1980s through
the Great Recession and its aftermath. To this end, we collect quarterly data from 1985.q3
through 2013.q4, published by the Statistics Division of the Cabinet Oce of Japan and
available via the Haver database. We normalize all quantity variables by total population
and use seasonally-adjusted series. We compute annualized growth rates as 400 times
the quarter-over-quarter log-dierence. We follow Kiley (2010) and measure consump-
tion as nondurable goods and services per capita, which we convert into real values using
the consumer price index (CPI) with 2010 as the base year. We compute the real interest
rate as the dierence between a short-term nominal interest rate and a measure of ex-
pected ination. For the former, we choose the uncollateralized overnight call rate, which
is the BoJ’s policy rate. We measure it as the eective, end of period, annual rate. We
approximate expected ination with the annualized growth rate of the CPI between the
subsequent and the current quarters. Our maintained assumption is that the realized one-
period ahead ination rate is a good proxy for its one-step ahead forecast. Similarly, we
compute current ination as the annualized growth rate in the CPI between the current
and previous quarter. We use two measures of labor supply, capturing the extensive mar-
gin of labor adjustment with total employment from the Japanese Labor Force Survey and
the intensive margin with aggregate weekly hours worked in non-agricultural industries.
Figure 3·1 illustrates the primary relationship we investigate in our empirical exercise.
We plot the growth rate of nondurables consumption per capita, ∆C , against the nominal,
iNominal, and the real rate of interest, iReal, constructing each series as described above.
The graph conveys the impression that there are three distinct episodes of post-1985
Japanese macroeconomic history. High consumption volatility characterizes the period
61
from the start of our sample through the mid-1990s with highs of consumption growth
close to 15% accompanying lows of nearly -10%. Over the course of this period the nom-
inal rate declines from 8.5% in the early 1990s to a level of just above zero in 1998. This
trend behavior of the nominal rate is matched by the real rate, although the latter appears
more volatile.14 The policy rate hits zero in early 1999, coinciding with the second episode
we can identify in Figure 3·1. From then on, consumption growth is less volatile and re-
mains at a lower level, as does the real rate of interest. Since the nominal rate is at the
zero lower bound, any movement in the real rate must be driven by changes in expected
ination given we constructed the real rate. The picture changes again with the onset
of the Great Recession when consumption and real rate volatility rise again, whereas the
nominal rate remains at zero. This sequence of episodes indicates that the relationship
between consumption growth and the real rate may have undergone changes that are re-
lated to the zero lower bound on nominal interest rates. This is one of the questions we
take up in our paper.
In order to establish a baseline for the changes in these relationships, we report sim-
ple correlations in Table 3.1. We split the sample in 1997.q2, which we visually identify
as a likely break date. Using more sophisticated statistical methods, we conrm below
that this date is, in fact, consistent with a break in the consumption series. Over the full
sample period, consumption and the real rate are positively correlated with a correlation
coecient of 0.39. This correlation declines between the two sub-samples from a value
of 0.38 to 0.25. We provide further evidence of the changing nature of this relationship in
Figure 3·2, where we report ve-year rolling window correlations between consumption
growth and the real rate. While the correlation is positive over the full sample and the
14It is, of course, a central empirical question which direction the cause-and-eect relationship runs. Does
the policy rate follow the real rate down in the worldwide decline of interest rates? Or is policy such that
it is accommodative and working through an expected ination channel. More discussion and some recent
evidence is provided by Laubach and Williams (2015) and Lubik and Matthes (2015a).
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Figure 3·1: Consumption growth & interest rates vary markedly over time
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Note: Figure 3·1 plots the growth rate of non-durables consumption per capita, ∆C , against
the nominal, iNominal, and the real rate of interest, iReal from 1985.q4 to 2013.q4.
sub-samples, the size of the correlation varies in line with the three episodes we identied
in the previous paragraph. The rst period exhibits a correlation of around 0.35, which
at the onset of the zero interest rate policy rises to well above 0.5. The correlation comes
down sharply in 2008 when the rolling window starts to include data points from the
Great Recession. Throughout this period the correlation remains below 0.3 and is thus
lower than the correlation at the beginning of our sample.15
15Lubik and Matthes (2015b) highlight the importance of modeling time variation explicitly in aggregate
time series. They advocate the use of time-varying parameter VARs with stochastic volatility to delineate
dierent sources of time variation and apparent breaks in data. Applying this methodology to our question
at hand goes beyond the scope of the paper, but remains a topic for future research.
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Figure 3·2: Consumption growth & real rate correlations vary over time
0
.2
5
.5
.7
5
5-
Y
ea
r R
ol
lin
g 
C
or
re
la
tio
n
1990q1 1994q1 1998q1 2002q1 2006q1 2010q1 2014q1
Year-Quarter
Note: Figure 3·2 plots the ve-year rolling correlation between consumption growth
and the real interest rate from 1990.q3 through 2014.q4. We measure consumption
as the growth rate of non-durables goods and services per capita and the real
interest rate as the overnight call rate less the one-step-ahead CPI ination rate.
Table 3.1: Correlations dier across sub-samples
Correlation Coecients: 1985.q3–1997.q1
Consumption Employment Real Rate
Consumption - -0.0309 0.3783
Employment -0.0309 - 0.0780
Real Rate 0.3783 0.0780 -
Correlation Coecients: 1997.q2–2013.q4
Consumption Employment Real Rate
Consumption - -0.1350 0.2481
Employment -0.1350 - -0.1600
Real Rate 0.2481 -0.1600 -
Correlation Coecients: 1985.q3–2013.q4 (Full Sample)
Consumption Employment Real Rate
Consumption - -0.0368 0.3944
Employment -0.0368 - -0.2601
Real Rate 0.3944 -0.2601 -
Note: We report contemporaneous sample correlations for the 1985.q3–2013.q4 period and
two sub-samples. We measure consumption as the growth rate of non-durables goods and
services per capita and the real interest rate as the overnight call rate less the one-step-
ahead CPI ination rate.
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We also examine the behavior of labor input measures. As shown below, economic
theory allows us to link the behavior of consumption growth and the real rate to changes
in employment via the intertemporal Euler-equation. Focusing only on the consumption-
real rate relationship may yield an omitted variable bias in the determination of consump-
tion growth. For a rst assessment of labor’s potential importance, we plot the growth rate
of total employment, ∆N , our extensive margin measure, against consumption growth
and the real rate in Figure 3·3. Employment is noticeably less volatile than the other
two series. Moreover, the contemporaneous correlation coecients in Table 3.1 suggest
that employment growth is at best weakly correlated with consumption and only mildly
stronger with the real rate. Noticeably, the correlation is strongest in the second half of
the sample, albeit negative with respect to both consumption and the interest rate. While
the latter may not be surprising since higher rates tend to be contractionary and thereby
reduce employment, the former fact may be unexpected. We assess this nding more for-
mally when we estimate a theoretical relationship between these variables below. Finally,
Figure 3·4 depicts ve-year rolling-window correlations. The relationship between con-
sumption and employment does not appear to change as markedly as that with the real
rate. Toward the end of the sample, the relationship turns decidedly negative, while there
is a period in the mid-1990s in which this relationship is noticeably positive.
In the next step, we assess the possibility of breaks in the time series of interest more
formally. In Table 3.2, we report results from various structural break tests on the series for
non-durable goods and services consumption, the real interest rate, and two labor market
variables: total employment and average hours worked. Overall, the results conrm what
the more casual eyeballing tests above suggested. We nd robust evidence of structural
breaks in all variables throughout the 1990s and around the onset of the BoJ’s zero interest
rate policy. There are, however, some interesting dierences among the series.
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Figure 3·3: Employment volatility is relatively low
-1
0
-6
-2
2
6
10
14
S
ea
so
na
lly
 A
dj
us
te
d 
A
nn
ua
liz
ed
 %
 R
at
e
1986q1 1990q1 1994q1 1998q1 2002q1 2006q1 2010q1 2014q1
Year-Quarter
∆C iReal ∆N
Note: Figure 3·3 plots the growth rate of non-durables consumption, ∆C , along with the
nominal interest rate, iNominal, and the growth rate of total employment, ∆N .
Table 3.2: Structural breaks occurred in the mid-1990s
Break Tests Consumption Real Rate Employment Hours
Date 1997.q2 1995.q2 1992.q2 1990.q1
Bai-Perron
0 vs. 1 break 16.95* 68.37** 57.72** 8.87*
1 vs. 2 break 5.19 0.74 5.19 0.48
Andrews
Max LR 7.78 (0.07) 124.10 (0.00) 41.24 (0.00) 2.03 (0.78)
Exp LR 2.32 (0.04) 58.15 (0.00) 16.98 (0.00) 0.31 (0.63)
Ave LR 3.94 (0.02) 48.89 (0.00) 16.35 (0.00) 0.55 (0.60)
Chow
7.78 (0.01) 41.24 (0.00) 2.03 (0.16)
Note: We report structural break tests for the sample period 1985.q3–2013.q4. For unknown break dates, we
trim the data equally by 15%. The eective sample period is thus 1990.q1–2009.q4. Consumption is measured
as the growth rate of non-durables goods and services per capita; the real rate is measured as the overnight call
rate less the one-step-ahead CPI ination rate; employment and hours worked are in growth rates. The table
reports F-Statistics and, where appropriate, p-values. Bai and Perron (2003) sequentially tests the null hypothesis
of L against L + 1 breaks. We choose Lmax = 5, and trim the sample by 15%. The 5% critical value is 8.58.
Andrews (1993) tests the null hypothesis of no break against the general alternative. We report several versions
of the likelihood-ratio test. The Chow-test tests the null hypothesis of no break at a given date.
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Figure 3·4: Consumption & employment’s correlation remains stable
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Note: Figure 3·4 plots pairwise ve-year rolling correlations between non-durables consump-
tion, the nominal interest rate, and the growth rate of total employment denoted by ∆C ,
iNominal, and ∆N , respectively.
The tests clearly identify 1997.q2 as the break period in our consumption series. The
date of this break aligns ominously with the April, 1997 consumption tax hike, suggest-
ing the possibility that a policy change coincided with or induced the break. Turning to
specic test results, the sequential Bai and Perron (2003) test for the number of breaks in
a series indicates a single break over the full sample period. Interestingly, the onset of the
Great Recession seems not to line up with a break, as none of the tests indicate a break
around the 2007–2008 period.16 We take this as supporting our focus on changes in the
policy environment, be it a shift in the BoJ’s policy stance or changes in consumption-
relevant tax rates as reshapers of the macroeconomic environment. Continuing with the
evidence for consumption, the Andrews (1993) test for a single unknown breakpoint also
picks 1997.q2. To assess this nding’s robustness, we perform standard Chow-tests for a
range of known break dates around this period. Again, 1997.q2 emerges as a break date.
16We should note, however, that the length of the Great Recession sub-sample is short enough to raise
small-sample concerns for these break tests, especially since the onset of the Great Recession is close to the
15% trimming of the overall sample as recommended in the literature. Nevertheless, we will take a separate
look at the Great Recession period in our robustness section.
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Although, some uncertainty over the exact break date exists, as we can reject the null
hypothesis of no break in the period 1996.q2–1997.q4 for typical signicance levels.
This uncertainty over the break date is echoed in our results for the real interest rate.17
We nd strong evidence for the existence of a single break in 1995.q2. As before, a simple
Chow test indicates that we can reject the null of no break for a wide range of dates around
this time. We note that the second quarter of 1995 coincides with the date when the call
rate settled at 50 basis points for an extended period after coming down precipitously in
the wake of the asset price bubble collapse. This date also coincides with a noticeable
change in the correlation between consumption growth and the real rate.
A key hypothesis we investigate in our paper is whether the behavior of consumption
growth is partially explained by the behavior of employment due to non-separabilities in
the utility function. We consider total employment as a measure of the extensive margin
of labor input and average hours worked for the intensive margin. While the Bai-Perron
test and the Andrews test for an unknown break both point to 1992.q2 for the total em-
ployment series, a break in average hours worked can be rejected.18 This suggests that
the economic upheaval in the 1990s that culminated in the ZIRP and a lost decade started
with a structural break in the behavior of the extensive margin of employment. The obvi-
ous corollary is that the Japanese model of lifetime employment suered its demise with
a downward adjustment in employment growth.
We summarize our preliminary empirical ndings as follows. We nd substantial ev-
idence of a structural break in the behavior of several aggregate time series in the 1990s.
The behavior of employment, particularly along the extensive margin, changed in the
17We choose to focus on the real rate since it is the key variable for understanding consumption growth.
Moreover, the fact that the nominal rate was subject to the zero lower bound can be considered as indepen-
dent evidence of a break in the nominal rate as the economy changes its underlying dynamics in this case.
The question thus remains whether a commensurate break in the behavior of expected ination osets the
break in the nominal rate or not.
18The Bai-Perron test suggests a break in 1990.q1 that is nearly signicant at the 5% level and close to
the 15% trimming range’s start-point. We discount this nding given the evidence from the other tests.
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early 1990s. Interestingly, this timing roughly coincides with the loosening of the “job for
life” model that is considered to have begun in the mid-1990s (See Fortin and Sicsic, 2009).
This was followed by a break in the behavior of the real rate around 1995 when the BoJ
began a policy of very low interest rates reaching zero in 1998. Lastly, the consumption
growth series experienced a structural break in 1997.q2. This date is ominous because
of the change in the consumption tax from 3% to 5% on April 1, 1997, which is widely
credited as the starting point for deation in Japan and pushing the economy into a long
recession. We next analyze the behavior of consumption growth and its determinants
through the lens of the consumption Euler-equation.
3.3 A Consumption Euler-Equation: Theory and Empirics
The key theoretical building block for our analysis is the consumption Euler-equation,
derivable from a household’s utility-maximization problem. Assuming risk aversion, a
household and its members desire to smooth consumption over time. This can be accom-
plished, for instance, by holding and investing in interest-bearing assets, such as nominal
bonds. These assets deliver payos to sustain consumption when other sources of income
decline; they provide a vehicle for saving and transferring income over time when there
is a temporary windfall. The optimal intertemporal consumption choice depends on the
eective real rate of return of the asset portfolio. As is well known, the generic optimality
condition for such an optimization problem is:
λt = βEtλt+1Rt/pit+1, (3.3)
where λt is the marginal utility of wealth, Rt denotes the (gross) nominal return, and
0 < β < 1 is the household’s discount factor. pit = Pt/Pt−1 represents the (gross) ination
rate with Pt denoting an aggregate price index.
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However, the marginal utility of wealth λt is generally unobservable. In order to de-
rive testable implications from this relationship requires linking it to observable variables.
Since λt is also the Lagrange-multiplier on the household’s budget constraint we can con-
nect it to the marginal utility of consumption: λt = MUt (·). Depending on the specica-
tion of the utility function, namely its parametric form and the type of its arguments, we
can estimate the resulting Euler-equation using limited-information methods. We follow
Kiley (2010) in choosing a broad set of specications for the utility function.
Our rst specication, which we use to establish a baseline for the parameter es-
timates, allows for habit formation in consumption. Habit formation assumes that a
household’s utility depends on current consumption as well as the previous period’s con-
sumption level. Formally, the utility function U (Ct) = C
1−σ
t
1−σ captures this notion, where
Ct = Ct − θCt−1 represents eective consumption under habit formation, and 0 ≤ θ < 1
is the habit parameter. Furthermore, we allow for curvature in the utility function, where
σ > 0 is the coecient of relative risk aversion. Assuming that agents have external
habits,19 that is, that they do not take into account that today’s consumption choice af-
fects tomorrow’s habit stock, the optimality condition is:
λt = (Ct − θCt−1)−σ . (3.4)
Substituting into Equation (3.3) and computing a log-linear approximation yields:
Et∆C˜t+1 = θ∆C˜t +
1− θ
σ
(
R˜t − Etpit+1
)
. (3.5)
Equation (3.5) reduces to the standard case without habits as in Equation (3.2) when θ = 0.
Habit formation simply redistributes the consumption adjustment mechanism away from
rapid real interest rate movements and toward slower intrinsic consumption movements.
19With internal habits, agents do internalize this feedback eect. This makes the analytics more cumber-
some, since it introduces additional leads and lags in the consumption Euler-equation.
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Conditional on the current rate of consumption growth, increases in the real rate imply
higher expected consumption growth. However, depending on the underlying factors, the
relationship could turn on its head such that real rate increases are associated with lower
expected consumption growth, requiring lower current consumption growth in turn.
The second specication we consider allows for an additional variable in marginal
utility, namely a labor input Nt. We assume the preference formulation, U (Ct, 1−Nt) =
1
1−σC1−σt v(1 − Nt), where Ct = Ct − θCt−1 is eective consumption and v(·) represents
utility derived from leisure, 1−Nt. This specication implies the Euler-equation:
Et∆C˜t+1 = θ∆C˜t + η
1− θ
σ
N
1−NEt∆N˜t+1 +
1− θ
σ
(
R˜t − Etpit+1
)
, (3.6)
where η = −v′(·)(1 − N)/v(·) > 0 is the labor supply elasticity and N is the steady-
state value of the labor input. Equation (3.6) reduces to the non-habits case when θ = 0,
while still allowing for expected employment growth to enter the Euler-equation. This
specication does not alter how current consumption growth and the real rate aect ex-
pected consumption; that is, the respective coecients on these terms remain the same. In
that sense, expected employment growth simply enters as an additional regressor. How-
ever, the coecients on these variables are connected via cross-coecient restrictions
imposed by theory (and the specic form of the utility function). This specic functional
form allows us to separately identify the parameters of interest. The habit parameter θ is
identied o of Equation (3.6)’s rst term, while σ can be identied o the last term from
the movements of the real rate. Given a calibrated level of long-run employment, we can
then identify the labor supply elasticity η from the movements of the labor variable.
We estimate the Euler-equations detailed above using the generalized methods of mo-
ments (GMM). It is well known that a GMM approach is quite sensitive to the instrument
set being used and the method utilized to compute the weighting matrix in small samples,
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especially with respect to the heteroskedasticity and autocorrelation (HAC) robust esti-
mation of the variance-covariance matrix. Moreover, we are mindful of weak instrument
problems which we address separately in our robustness section. In order to maintain con-
sistency across the dierent specications, we use the Newey-West HAC estimator with
xed bandwidth as our baseline method. We evaluate the estimator in a feasible man-
ner by iterating to convergence. Experimenting with dierent specications, we found
that this baseline method provides quite satisfactory results overall. We will point out
deviations from this baseline using dierent methods where appropriate.20
3.4 Empirical Results
We present the key results in two steps. We rst estimate a baseline specication with
habit formation, which we then extend to include employment.
3.4.1 A Baseline Consumption Euler-Equation
We rst estimate a specication including only habits in consumption, namely Equation
(3.5), establishing a baseline for the extended version of the Euler-equation. Equation
(3.5) represents a standard specication in the empirical consumption-based asset pricing
literature and in macroeconomic models, which has proved to deliver reasonable perfor-
mance. Importantly, habit formation introduces a lagged term in the estimating equation,
which is designed to capture the serial correlation in consumption growth data. We report
results from the estimation of the two structural parameters, σ and θ, in Table 3.3.
20Hall (2005) has an extensive discussion of the care necessary when interpreting the results from dierent
empirical GMM methods when the underlying theoretical model is misspecied.
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Table 3.3: GMM estimation benchmark
Habits Specication
J-Stat P-Value σ S.E. θ S.E. (1− σ)/θ
Full Sample 9.46 0.58 1.44 0.26 0.17 0.16 0.58
1986.q4-2013.q4
Sub-Sample 1 8.65 0.65 2.00 0.43 0.00 0.11 0.55
1986.q4-1997.q1
Sub-Sample 2 8.20 0.70 0.42 0.17 0.52 0.12 1.14
1997.q2-2013.q4
Habits & Labor Specication
J-Stat P-Value σ S.E. θ S.E. η S.E. (1− σ)/θ
Full Sample 6.80 0.74 0.90 0.33 0.53 0.22 0.00 0.24 0.52
1986.q4-2013.q4
Sub-Sample 1 7.44 0.68 1.71 0.36 0.00 0.10 0.81 0.41 0.65
1986.q4-1997.q1
Sub-Sample 2 7.15 0.71 0.35 0.13 0.53 0.12 0.11 0.13 1.34
1997.q2-2013.q4
Note: We report results for GMM estimation of Equations (3.5) and (3.6) in the top and bottom panels. The top panel’s
baseline instrument set includes the second through fth lags of non-durables and services consumption growth, CPI
ination, and the overnight call rate. The bottom panel uses a baseline instrument set of the third through fth lags of
non-durables and services consumption growth, total employment growth, CPI ination, and the overnight call rate.
We rst consider estimates from a baseline instrument set containing the second through
fth lags of non-durables and services expenditures growth, CPI ination and the overnight
call rate. The results from the full sample estimation, from 1986.q4–2013.q4, are represen-
tative of the literature and in line with our prior expectations.
We estimate a value of 1.44 for σ with a standard error of 0.26, while the estimate of
the habit parameter θ at 0.17 is not signicantly dierent from zero. The J-statistic for a
test of the overidentifying restrictions indicates that the moment conditions are valid at a
p-value of 0.58, which is par for the course in consumption Euler-estimations. Alternative
empirical specications, including varying the number of lags and alternative weighting
matrix estimators, produce parameter estimates in the same ballpark. In particular, a
statistically signicant substitution elasticity ranging between 1 and slightly larger than
2, and a small habit coecient that is often not statistically distinguishable from zero.21
21For example, using the second through fourth lags of non-durables and services expenditures growth,
CPI ination and the overnight call rate as instruments yields estimates of σ = 2.12 and θ = 0.13 with
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However, closer inspection of the empirical results reveals what may have been apparent
from the discussion of the raw data above. The behavior of Japanese aggregate time series
has changed in the mid-to-late 1990s as the BoJ entered its period of pursuing the ZIRP.
Plotting the residuals from the baseline consumption-Euler specication (see Figure 3·5)
reveals a sizable drop in their volatility around 1997 and an increase in volatility, albeit
less pronounced, around 2007, the start of the Great Recession. This clearly suggests that
the baseline specication misses out on key aspects of the data.
Figure 3·5: High variation in the residuals before 1997
Note: Figure 3·5 plots the residuals from the baseline consumption Euler-equation speci-
cation with habit, namely Equation (3.5).
In the next step, we estimate the consumption Euler-equation over sub-periods. As
our analysis of the raw data has shown, a break in the real interest rate likely occurred in
1995.q2. This coincided with the nominal rate reaching a level of 50 basis points for an
extended period, before being lowered further. We also identied a break in consumption
growth in 1997.q2, the timing of which corresponded with a hike in the consumption
tax. Visual inspection of the graph of residuals in Figure 3·5 shows that the break seems
closer to the middle of 1997. Formally, we can assess whether the sample period has
standard errors of 0.56 and 0.16, respectively.
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experienced a structural break in terms of the consumption Euler-equation by performing
the Andrews-Fair Wald test for the null hypothesis of structural stability.22 Evidence for a
range of candidate break dates exists. Specically, we nd Wald-statistics greater than 20
in 1997.q2–1998.q2, reaching nearly 30 in 1997.q4. Given our evidence from the raw data
and noting the challenges of identifying an exact break date in this context, we decide to
split the sample into two, starting the second period from 1997.q2 onwards.23,24
We report the results from the sub-sample estimation using the same instrument set
as before in Table 3.3. In the rst sample period, σ rises to 2, whereas the estimate of θ is
negative and insignicant.25 The p-value of this specication is 0.65. The results for the
second sub-sample are quite dierent, however. With a p-value of 0.70, σ now falls to a
(still signicant) 0.42, whereas the estimate of θ is 0.52 with a standard error of 0.12. This
pattern persists across various alternative empirical specications and weighting matrix
choices. Specically, the full sample parameter values are an “average” of the sub-sample
estimates, whereby Japanese consumers became less risk averse, but allowed for more
habits in consumption at the turn of the ZIRP period.
We can also interpret these ndings in terms of the properties of the data. As the Euler-
equation (3.5) indicates, the introduction of habits adds lagged consumption growth to the
specication. The habit parameter θ is therefore identied from the degree of persistence
in consumption. In the rst sub-sample, this parameter is indistinguishable from zero,
while in the second sample period it rises to around 0.5. In other words, the ZIRP and the
consumption tax hike coincided with greater persistence in consumption growth when
22We include the Great Recession period as part of the second sample since the zero-lower bound issue
was present during that time span as well. Moreover, the shorter sample period for this episode raises
concerns about the power of these tests.
23In our subsequent analysis, we test a range of possible start dates for the second period, nding the
exact date chosen to have a minimal impact on our parameter estimates.
24Following the recommendation of Hall and Sen (1999) to identify the source of instability, we also
perform their O-test. Since the Wald test indicates structural instability, this can stem from parameter
instability or instability in the instrument set. We nd that the O-test statistic is highly insignicant with
p-values greater than 0.75 for a wide range of possible break dates. This suggests a broader source of
instability than just changes in the parameters. One likely candidate is explicit stochastic volatility, which
also seems indicated by the behavior of the residuals in the baseline regression. However, analyzing this
aspect further goes beyond the scope of our paper.
25The results remain similar when we x θ = 0 for this period.
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compared to the preceding period.26 Given θ, the responsiveness of consumption growth
to real rate movements identies σ. The degree of responsiveness, (1− θ)/σ, equals 0.55
in the rst period, then rises to 1.14 in the ZIRP period. Less volatile real rate movements
– which stem almost exclusively from changes in expected ination during this period –,
now have a larger eect on consumption growth.
The ndings from the baseline structural estimation therefore lend support to the view
that the rise in the consumption tax rate coincided with a change in the nature of Japanese
consumer behavior, in that both attitudes towards risk and assessment of relative con-
sumption choices were aected. An alternative interpretation, however, is that the base-
line model is misspecied due to the omission of an explanatory variable. That is, what
appears as a structural break in the estimating equation simply reects the changing na-
ture of an omitted variable. We now assess this hypothesis by turning to an alternative
specication of the consumption Euler-equation.
3.4.2 An Euler-Equation with Employment
Intertemporal consumer choice implies that real interest rate movements drive changes in
the marginal utility of consumption. In the simple model, where utility depends on con-
sumption only, this translates into a direct relationship between consumption growth and
the real rate. However, the macroeconomic literature abounds with alternative specica-
tions for consumer utility that allow for additional arguments interacting with consump-
tion choice. The margin we consider is the labor-leisure trade-o as derived in Section 3.3.
We therefore estimate Equation (3.6) with GMM as an alternative to the benchmark speci-
cation. This leaves us with an additional parameter to estimate, namely the labor supply
elasticity η ≥ 0. Moreover, the derivation of Equation (3.6) shows that the coecient
on expected employment growth also depends on the steady-state value of employment.
26There is a potential fallacy here in that it is well known that it is dicult to disentangle intrinsic (via
habits) from extrinsic (via exogenous shocks) sources of persistence in rational expectations models (see
Nason and Smith (2008), for further discussion and examples). That is, the source of increased persistence
in consumption growth is not an increase in habit formation, but via a more persistent real rate. The use of
a structural model and the embedded cross-coecient restrictions only guards partially against this.
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We set N = 2/3 in all of our estimation exercises based on the sample mean in the total
employment series when normalized by population. One aspect of the exercise that we
focus on is to what extent the additional variable can capture the unexplained residual-
ity in the baseline, and more specically, whether there are still apparent breaks in the
residual series. In this section, we use total employment, that is, the extensive margin of
labor adjustment, as our observable variable for labor input. We present results for the
intensive margin, namely hours worked, as a robustness check in the following section.
We report estimation results in Table 3.3.
The estimates of the structural parameters go qualitatively in the same direction as
those for the specication with only habits. For the full sample period from 1986.q4–
2013.q4, the estimated value of σ = 0.90 falls halfway between the two sub-sample esti-
mates of 1.71 and 0.35. We also note that the sub-sample estimates are very close to those
of the habits-only specication, whereas the full-sample estimates dier signicantly. The
habit parameter θ rises from zero to 0.53 over the sub-sample, which is the same estimate
as in the baseline. Interestingly, the full sample estimate is θ = 0.53 and therefore identi-
cal to the second sub-sample estimate, albeit with a higher standard error. These results
conrm our previous ndings: the tax hike coincides with a break in household prefer-
ences. As in the benchmark specication, a higher degree of habit formation may pick up
stronger serial correlation in consumption growth.
The specication with employment allows us to estimate the aggregate labor supply
elasticity, η, in addition to the other preference parameters. For the full sample, we nd
that η = −0.31 (with a standard error of 0.24), which is an inadmissible value given the
specication of utility. However, the p-value of this specication is considerably higher
than that of the baseline specication, which suggests that the estimation algorithm at-
tempts to compensate for underlying behavior in the time series that a theoretically con-
sistent specication over the full sample cannot fully accommodate. When we restrict
estimates of η to be non-negative, the estimated value is zero (reported in Table 3.3). For
the two sub-samples the estimates of η are 0.81 and 0.11, respectively, whereby the latter
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is not statistically signicant at conventional values. Moreover, the p-values are essen-
tially the same as in the habits-only specication.
In Figure 3·6, we plot the time series of the estimated residuals from this specication,
nding a more or less identical pattern as in the benchmark. Prior to the break in 1997.q2,
the residuals are considerably more volatile than in the second half of the sample, but the
overall degree of variation in the residuals appears very similar to those in the benchmark
without employment in the regression. Finally, we also perform structural break tests on
the GMM estimating Equation (3.6). The Andrews-Fair Wald test’s null hypothesis that
no structural breaks exist in Equation (3.6)’s parameter is easily rejected for a range of
dates in the middle of our sample. We nd the largest Wald-statistic of 30.71 in 1997.q2,
consistent with our baseline specication.
Figure 3·6: Including employment does not improve model t
Note: Figure 3·6 plots the residuals from the consumption Euler-equation specication
including habits and a labor-leisure choice, namely Equation (3.6).
Our ndings indicate that allowing for substitutability between consumption and la-
bor, as measured by total employment, is not necessary for capturing consumption dy-
namics in Japan. Four observations in particular lead us to this conclusion. First, including
employment does not substantively alter our estimates of θ and σ compared to the baseline
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specication with habits only. Second, we have to restrict the estimate of the labor supply
elasticity, η, in order to obtain valid results. Third, the residuals from estimating Equation
(3.6) closely resembles those from Equation (3.5). Fourth, the GMM estimating equation
with and without employment exhibits the same break date. Overall, the dominant factor
throughout our analysis appears to be the break in the consumption series.
3.5 Robustness and Further Empirical Results
We consider a few additional empirical exercises to further substantiate our ndings for
the benchmark specication. First, we re-estimate the Euler-equation with labor input
using data on hours worked to assess whether changes in the behavior of the intensive
margin are important. Second, we look at the issue of the robustness of the estimates
given that GMM often has to contend with problems of weak or invalid instruments. In
the third exercise, we consider the behavior of our variables of interest before and after
the Great Recession, which is arguably another period of potential structural change.
3.5.1 The Intensive Margin of Labor Adjustment
The specication of the Euler-equation (3.6) includes a term for labor input, but is in prin-
ciple silent on what the variable N measures. In the benchmark, we used total employ-
ment as the observable series. An arguably more relevant series is the number of hours
worked, which is a broader measure of labor input since it also captures the intensive
margin. In order to assess the robustness of our benchmark results, we re-do the previous
analysis with this alternative labor supply measure. The standard break tests conducted
on the raw data in Table 3.2 suggest that we can date one structural break in 1990.q1.
However, the evidence is less statistically robust than for the other series, especially since
the break date is close to the start of the eective sample period. In economic terms, it
may very well be that Japanese employers adapted to a break in total employment caused,
for instance, by changes in employment or retirement law, by adjusting on the intensive
margin. As a result, the path of overall labor input would remain largely unaected.
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When we re-estimate the Euler-equation (3.6) with the alternative series we nd that
the results hew closely to those for the benchmark (see Table 3.4). Overall, using hours
worked data results in a less elastic labor supply than with total employment. Although,
the two data series share the nding of an inadmissible negative value for η over the full
sample and a smaller value for η post-1997.q2 compared to the prior period. As before, the
second sub-sample implies a much higher estimate for the habit parameter, which picks
up the higher degree of serial correlation in consumption growth following the sales-tax
hike in early 1997. Moreover, the residuals from this regression depict the same pattern
as evident before (not reported). We also nd very strong evidence of a parameter break,
nding the largest Wald-statistic of 43.7 in 1997.q3. We therefore conclude that our initial
ndings are robust to the use of alternative labor supply data, specically with respect to
the importance of habit persistence after the tax hike and the relative unimportance of
the labor-leisure trade-o in explaining consumption growth.
Table 3.4: GMM estimation robustness
Alternative Labor Data: Hours Worked
J-Stat P-Value σ S.E. θ S.E. η S.E. (1− σ)/θ
Full Sample 2.41 0.99 0.99 0.15 0.61 0.07 0.00 0.06 0.40
1986.q4-2013.q4
Sub-Sample 1 8.91 0.54 1.65 0.35 0.00 0.14 0.31 0.17 0.68
1986.q4-1997.q1
Sub-Sample 2 4.41 0.93 0.49 0.38 0.62 0.22 0.09 0.06 0.77
1997.q2-2013.q4
Note: We report results for GMM estimation of Equation (3.6) measuring employment by hours worked using the
second through fourth lags of non-durables and services spending growth, hours worked growth, CPI ination,
and the call rate as instruments. Estimation uses the Newer-West automatic method for bandwidth choice.
3.5.2 Weak Instruments
A general concern in GMM estimation is that the instruments may be weak in the sense of
not being correlated strongly enough with the endogenous variable or that the correlation
patterns among the instruments are such that the parameter estimates and their standard
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errors are unreliable. In this case, any hypothesis tests based on a specic instrument set
should be regarded with caution. To assess this possibility for our benchmark specica-
tion, we conduct two sets of weak instrument diagnostics. First, we perform the Cragg
and Donald (2003) test which is the multivariate analog of a standard F-test.27 We perform
the test for our baseline instrument set which includes lags of consumption growth, CPI
ination, and the overnight call rate, but also for variations of the instrument set in terms
of additional variables and combinations of various lags. We apply this test for the habits-
only model and also for the extended specication with employment. We nd across the
board that we cannot reject the null hypothesis of the presence of weak instruments, leav-
ing us with the impression that the results above should be interpreted with caution as
they possibly reect distortions to inference from weak instruments. However, since the
results of the various specications point in the same direction, these concerns should
also not be over-interpreted.
3.5.3 The Great Recession
In the nal exercise, we look specically at the behavior of aggregate consumption during
the Great Recession. A priori, we might expect that the Great Recession’s onset in 2008–
2009 could possibly change the consumption equation’s behavior. This seems not to be the
case. When we estimate the Euler-equation in its various forms over the Great Recession
sample we do not nd signicant dierences from the second sub-sample period estimates,
which began in 1997.q2. This is also evident when we look at the pattern of residuals in
Figure 3·5, where the recession is noticeable, but not to the same degree as in the rst
sub-sample. More formally, we conduct our usual set of break tests, nding support for a
break around 2009. Re-estimating our habits-only specication over the 2009.q4–2013.q4
period yields estimates of σ = 0.44 with a standard error of 0.02 along with θ = 0.63
with a standard error of 0.01. These results lead us to conclude that the ndings from our
benchmark specications are robust.
27The Cragg-Donald test cannot be performed on a non-linear equation. We therefore replaced all com-
posite non-linear parameters with new coecients, following the same procedure as Kiley (2010).
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3.6 Conclusion
We combine narrative and time series analysis to identify a puzzle in Japanese macroe-
conomic dynamics: the behavior of aggregate consumption and its relationship with real
interest rates changed in early 1997. Plotting consumption growth and ex post real interest
rates reveals evidence of changes in both series in the mid-to-late 1990s, while ve-year
rolling correlations show changes in their relationship over time. The timing of these
shifts coincide with two major policy changes: (1) the BoJ’s implementation of a highly
accommodative low-interest policy in mid-to-late 1995; and (2) a 2 percentage point con-
sumption tax increase by the Japanese government. Formal testing indicates structural
breaks in consumption growth and real interest rates in 1997.q2 and 1995.q2, respectively.
We nd evidence associating policy changes in the mid-1990s with an increased sen-
sitivity of consumption growth to real interest rate movements and stronger habit for-
mation. A rise in the auto-correlation of consumption following the 1997.q2 break date
suggests an increased role for habit formation in consumption. We use GMM to estimate
Japan’s consumption Euler-equation to investigate changes in the role of habit formation
over time. We nd little evidence of habit formation for the period 1986.q4–1997.q1; how-
ever, starting in 1997.q2, strong evidence exists in favor of a prominent role for habit for-
mation. Additionally, we nd evidence of a greater responsiveness of consumption growth
to real interest rate uctuations beginning in 1997.q2, arising largely from a shift in risk
aversion, or equivalently the elasticity of intertemporal substitution. Our framework’s
generality allows us to incorporate non-separable consumption and leisure. Instability
of the results and dependence upon the use of either intensive or extensive measures of
employment lead us to conclude that allowing for substitutability between consumption
and labor is unnecessary for capturing consumption dynamics in Japan.
Two recent consumption tax increases in Japan beget further research in light of our
ndings. In April 2014 and 2017, the Japanese government raised the consumption tax
from 5% to 8% and then 10%, respectively. The timing of the structural break in con-
sumption we document coincides well with the April 1997 tax increase from 3% to 5%.
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The imposition of new tax hikes, upon the backdrop of our results, argues for further
study into the relationship between tax policy and aggregate consumption dynamics.
Additional extensions to our work remain possible in several directions. First, con-
cerns remain about the validity of the results because of the low power of structural break
tests and the presence of weak instruments. Second, the analysis should be broadened to
consider alternative specications of the Euler-equation, especially in regards to prefer-
ences. Third, and assuming that the results hold true, the analysis should be expanded to
include other intertemporal relationships such as asset pricing or investment equations.
Lastly, this analysis could also be utilized to inform models that explicitly model structural
breaks as an equilibrium phenomenon.
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Appendix A
Appendix
A.1 Nielsen Homescan Data Appendix
This appendix provides additional details on the Nielsen Homescan Database (HMS) used
in Chapters 1 and 2 along with data cleaning procedures.1
A.1.1 Data Cleaning
To alleviate concerns of purchase information misreporting, we follow Redding and We-
instein (2017)’s data cleaning procedures. Specically, we exclude UPC-quarter observa-
tions based upon three conditions: (1) the reported unit price must lie between≥ 1/3 and
≤ 3-times the corresponding median in the aggregate data; (2) the reported price must be
greater than zero; and (3) conditional on a purchase, a household cannot report buying
> 25-times the median quantity. Lastly, we trim market-UPC-quarter observations with
a price or market share change in the bottom or top 1% of their market-quarter relative to
the previous year. We aggregate a UPC’s quarterly unit price to the market or aggregate
level by taking the sampling weight-by-quantity weighted unit price across all purchases
within the corresponding group-quarter.
1All of the calculations in Chapters 1 and 2, and this Appendix are calculated (or derived) based on data
from The Nielsen Company (US), LLC and marketing databases provided by the Kilts Center for Marketing
Data Center at The University of Chicago Booth School of Business. The conclusions drawn from the
Nielsen data are those of the researchers and do not reect the views of Nielsen. Nielsen is not responsible
for, had no role in, and was not involved in analyzing and preparing the results reported herein. Further
information can be found at research.chicagobooth.edu/nielsen.
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A.1.2 Product Group Restrictions
We impose four restrictions limiting the set of HMS product groups (PGs) we consider.
First, we include only packaged goods to help ensure that product quality is constant
within a UPC-quarter. Second, a PG must be continually covered throughout the sample
(e.g. Toys & Sporting Goods and Magazines were both rst covered in 2010), in order
to ensure that articial expansions in variety and consumption do not drive our results.
Third, no Nielsen administered data management reclassications can occur. Nielsen pe-
riodically reclassies UPCs to dierent PGs. In order to ensure that such data features
do not impact our results, we manually reassign large product Nielsen reclassications
so that PGs remain generally consistent over time. Lastly, we drop PGs with estimated
annual price changes greater than 50%, assuming that such drastic jumps likely result
from some feature of the data construction.
A.1.3 Not-in-Person Shopping
Not-in-person purchases represent a minor portion of both spending and unique products
purchased in the HMS.2 Figure A·1 plots the within-market percentage of UPCs only ob-
served via not-in-person shopping and the corresponding expenditure share. Both series
remain well below 1% of the corresponding total throughout our sample. Thus, not-in-
person shopping likely has a minimal role in our results.
2Not-in-person purchases include online, mail order/catalog, or TV shopping.
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Figure A·1: Not-in-person purchases play a minor role
Note: Figure A·1 plots the average within market share of spending and the number of unique
products observed only via not-in-person purchases in the HMS. We rst construct each series at the
market-year-quarter frequency, then plot the annual tted values from a within market regression.
A.1.4 Market Sample Sizes
Nielsen provides the market denitions for the 23 markets we use. A market generally
represent an area well beyond the boundaries of the cities whose names they possess
and are most closely akin to Combined Statistical Areas in the U.S. Census. The cov-
ered markets are New York City, Boston, Minneapolis, Phoenix, Tampa, Los Angeles,
Philadelphia, Denver, Chicago, Houston, Seattle, Miami, Atlanta, St. Louis, San Francisco,
Bualo-Rochester, Detroit, Charlotte, Sacramento, Columbus, San Antonio, Dallas, and
Baltimore-DC. We group Bualo and Rochester as well as Baltimore and DC together in
order to ensure a representative sample in each, per a Nielsen directive. Table A.1 reports
each market’s sample size for select years. In terms of numbers of goods covered in the
HMS relative to the CPI, in 2014.q3 the average market in the HMS purchased roughly
66,000 UPCs versus 80,000 items spread across the country in the CPI’s monthly sample.
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TableA.1: Sample includes≈ 31,000 households annually from 23 markets
Year
Market 2004 2007 2010 2013
New York City 1,558 2,315 2,545 2,773
Boston 1,280 1,621 1,615 1,654
Minneapolis 1,272 1,476 1,250 1,250
Phoenix 1,296 1,542 1,383 1,420
Tampa 1,234 1,517 1502 1,510
Los Angeles 1,237 1,808 1,991 2,131
Philadelphia 1,106 1,627 1,805 1,837
Denver 1,137 1,424 1,198 1,122
Chicago 1,148 1,709 1,921 1,916
Houston 1,143 1,294 1,133 1,181
Seattle 1,241 1,323 1,117 1,067
Miami 1,132 1,277 1,296 1,276
Atlanta 1,018 1,243 1,252 1,241
St. Louis 1,252 1,377 1,198 1,058
San Francisco 1,018 1,179 1,142 1,158
Bualo-Rochester 1,238 1,416 1,291 1,074
Detroit 927 1,421 1,449 1,419
Charlotte 1,178 1,278 1,029 924
Sacramento 1,107 1,167 992 894
Columbus 1,145 1,324 1,021 904
San Antonio 832 1,039 937 913
Dallas 765 1,312 1,224 1,257
Baltimore-DC 1,076 1,659 1,882 2,049
Mean 1,145 1,450 1,399 1,393
Median 1,145 1,416 1,252 1,250
Total 26,340 33,348 32,173 32,028
Note: Table A.1 provides household sample sizes for select years in each of the 23 Nielsen
dened markets we consider.
A.2 Price Index Formulas and Theory
A.2.1 Dening the aFPI
The aggregate chained Fisher price index (aFPI) is by denition the geometric mean of the
Laspeyres and Paasche price index formulas. Let Ωt-4,t denote the set of goods bought in
any location at both times t-4 and t, p`t represent `’s unit price at time t, C`t total spend-
ing on ` at t, and ΨFt-4,t denote the aFPI. The Laspeyres and Paasche formulas are ΨLt-4,t ≡
(
∑
`∈Ωt-4,t p`tC`t-4)/(
∑
`∈Ωt-4,t p`t-4C`t-4) and Ψ
P
t-4,t ≡ (
∑
`∈Ωt-4,t p`tC`t)/(
∑
`∈Ωt-4,t p`t-4C`t),
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respectively; thus, ΨFt-4,t ≡
√
ΨLt-4,tΨ
P
t-4,t. The aFPI measures only price and spending
changes among goods available in t-4 and t by construction. However, the aFPI is a ex-
ible functional form that approximates substitution across goods between times t-4 and
t. The aFPI does not to account for new products, innovations in quality, changes in the
breadth of goods purchased, or adjustments in consumers tastes over time, in addition to
geographic dierences.
A.2.2 Deriving the mVPI
In this section, we detail the process for converting the theoretical version of Ψkmt-4,t in
Equation (1.4) into the operationalized form in Equation (1.8), following Redding and We-
instein (2017).3 We rst specify a few useful terms. An application of Shepard’s Lemma
to the unit expenditure function Pkmt converts the unobservable relative quality adjusted
price of continuing good ` into `’s observable share of PG k spending at t in m:
Skm`t ≡
pkm`tC
k
m`t∑
j∈Ωkmt p
k
mjtC
k
mjt
=
(
pkm`t/ϕ
k
mjt
)1−σk∑
j∈Ωkmt
(
pkm`t/ϕ
k
m`t
)1−σk . (A.1)
We let λkmt,t-4 represent the collective share of k spending at t on products that contin-
ued from time t-4 into t. A summation of Skm`t over all ` ∈ Ωkmt-4,t yields λkmt,t-4 (i.e.
λkmt,t-4 ≡
∑
`∈Ωkmt-4,t Sm`t). Analogously, λ
k
mt-4,t ≡
∑
`∈Ωkmt,t-4 Sm`t-4 represents the share
of k spending at time t-4 on goods that remain available in t. Notice that λkmt,t-4 decreases
with a higher expenditure share of new goods, while λkmt-4,t increases with the proportion
of time t-4 spending on continuing goods. The share of a continuing good `’s expenditure
among all products available in times t-4 and t, which Sk∗m`t denotes, will also prove useful:
Sk
∗
m`t ≡
pkm`tC
k
m`t∑
j∈Ωkmt-4,t p
k
mjtC
k
mjt
=
(
pkm`t/ϕ
k
m`t
)1−σk
(Pk∗mt)1−σ
k
. (A.2)
3Equation (1.8) represents a PG-market-level version of RW’s Unied Price Index.
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where Pk∗mt =
[∑
`∈Ωkmt-4,t
(
pkm`t/ϕ
k
m`t
)1−σk]1/(1−σk) denotes the CES price index dened
over continuing goods in k.
We now proceed with converting Ψkmt-4,t from its form in Equation (1.4) into the Equa-
tion (1.8) version. Substituting λkmt,t-4, λkmt-4,t, and Pk
∗
mt into Equation (1.4) yields:
Ψkmt-4,t =
Pk∗mt
Pk∗mt-4
[
λkmt,t-4
λkmt-4,t
] 1
σk−1
. (A.3)
Equation (A.3) represents the initial decomposition of Ψkmt-4,t, distinguishing price index
changes arising solely from goods present in both periods (i.e., Pk∗mt/Pk
∗
mt-4) from those
due to product turnover, quality innovations, taste changes, and choice expansions (i.e.,
λkmt,t-4/λ
k
mt-4,t). Next, substituting Equations (A.1) and (A.2) into (A.3) and taking logs
yields:4
ln(Ψkmt-4,t) =
1
Nkmt-4,t
∑
`∈Ωkmt-4,t
ln
(
pkm`t
pkm`t-4
)
+
1
σk − 1
1
Nkmt-4,t
∑
`∈Ωkmt-4,t
ln
(
Sk
∗
m`t
Sk
∗
m`t-4
)
+
1
σk − 1 ln
(
λkmt,t-4
λkmt-4,t
)
+
1
Nkmt-4,t
∑
`∈Ωkmt-4,t
ln
(
ϕkm`t
ϕkm`t-4
)
.
(A.4)
Since we cannot observe the demand parameters, ϕ, taking Equation (1.4) to data re-
quires an additional assumption. Following Redding and Weinstein (2017), we assume
that the geometric mean of demand parameter innovations among all continuing goods
equals zero within each market m, PG k, and time t:
Nk
−1
mt-4,t
∑
`∈Ωkmt-4,t
[
ln(ϕkm`t)− ln(ϕkm`t-4)
]
= 0 , ∀m, k, t (A)
where Nkmt-4,t represents the number of continuing products in m’s consumption basket,
Ωkmt,t-4. Assumption (A) is much weaker than the version normally imposed, which as-
sumes that each individual product’s demand parameter remains constant over time. As-
sumption (A) allows each product’s quality and local taste to vary across markets and time,
4The derivation uses: Pk
∗
mt =
∑
`∈Ωkmt-4,t S
k∗
m`t
−1
(p˜km`t)
1−σk .
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while ensuring that cost of living changes reect only price and spending innovations.
After imposing Assumption (A), Equation (A.4) provides an operationalized denition of
Ψkmt-4,t that corresponds to a market-level version of Redding and Weinstein (2017)’s Uni-
ed Price Index. However, a further simplication than Equation (A.4) remains possible
that better illuminates estimates of Ψkmt-4,t. First, regrouping Equation (A.4)’s terms after
imposing Assumption (A) yields:
ln(Ψkmt-4,t) =
1
σk − 1
[
ln
(
λkmt,t-4
λkmt-4,t
)
+
1
Nkmt-4,t
∑
`∈Ωkmt-4,t
ln
(
Sk
∗
m`t
Sk
∗
m`t-4
)]
+
1
Nkmt-4,t
∑
`∈Ωkmt-4,t
ln
(
pkm`t
pkm`t-4
)
. (A.5)
which is the version of Ψkmt-4,t in Equation (1.8) presented in logs.
A.2.3 Mapping the mVPI to the aFPI
In this section, we discuss the process for mapping the mVPI to the aFPI. We start by con-
sider two measures of price changes between times t-4 and t. First, the forward dierence
of the market level CES price index, Ψmt-4,t, tracks changes from time t-4 to t:
ΨFRmt-4,t =
P∗mt
P∗mt-4
[
λmt,t-4
λmt-4,t
] 1
σ−1
,
which corresponds to a market level version of Equation (1.4). The other measure, called
the backward dierence, tracks changes going back in time from t to t-4 and equals the
inverse of the forward dierence:
ΨBKmt-4,t =
P∗mt-4
P∗mt
[
λmt-4,t
λmt,t-4
] 1
σ−1
.
In the context of m corresponding to a single, national market, Redding and Weinstein
(2017) demonstrates that Ψmt-4,t is time reversible (i.e. Ψmt-4,t = ΨFRmt-4,t = ΨBKmt-4,t).
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Diewert (1976) shows how to write the geometric average of ΨFRmt-4,t and ΨBKmt-4,t as:
√
ΨFRmt-4,tΨ
BK
mt-4,t =
[
λmt,t-4
λmt-4,t
] 1
σ−1
[ ∑
`∈Ωmt-4,t S
∗
m`t-4
(
p˜m`t
p˜m`t-4
)1−σ∑
`∈Ωmt-4,t S
∗
m`t
(
p˜m`t
p˜m`t-4
)−(1−σ)
] 1
2(1−σ)
. (A.6)
To derive the aFPI, we impose the following initial set of assumptions on Equation (A.6):
(1) σ = 0 (i.e. no across-product substitution); (2) (λmt,t-4/λmt-4,t) = 1 (i.e. no product
entry or exit); (3) ln(ϕm`t/ϕm`t-1) = 0 (i.e. no product-level taste innovations). Imposing
assumptions (1)–(3) and using that Ψmt-4,t =
√
ΨFRmt-4,tΨ
BK
mt-4,t, due to the time reversibility
of Ψmt-4,t, Equation (A.6) simplies to (Redding and Weinstein, 2017):
Ψmt-4,t =
[ ∑
`∈Ωmt-4,t S
∗
m`t-4
pm`t
pm`t-4∑
`∈Ωmt-4,t S
∗
m`t
(
pm`t
pm`t-4
)−1
] 1
2
(A.7)
In order to convert Equation (A.7) to the aggregate level, in-line with standard national
price indices, a fourth assumption must be made. Specically, we assume that one national
market exists. Thus, we only consider the aggregate price and expenditures shares of each
good, as well as the aggregate product set.5 Assumption (1)–(4) collectively imply that
Ψmt-4,t = Ψt-4,t, or across market symmetry in price changes.
Before simplifying Equation (A.7) further, notice that we can rewrite the Paasche and
Laspeyres price index formulas, which ΨPt-4,t and ΨLt-4,t denote respectively, as:
ΨPt-4,t ≡
∑
`∈Ωt-4,t p`tC`t∑
`∈Ωt-4,t p`t-4C`t
=
[ ∑
`∈Ωt-4,t
S∗`t
(
p`t
p`t-4
)−1]−1
ΨLt-4,t ≡
∑
`∈Ωt-4,t p`tC`t-4∑
`∈Ωt-4,t p`t-4C`t-4
=
∑
`∈Ωt-4,t
S∗`t-4
p`t
p`t-4
Using Ψmt-4,t = Ψt-4,t along with the alternative expressions for ΨPt-4,t and ΨLt-4,t, Equa-
5The aggregate product set represents the union of the market-level product sets.
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tion (A.7) becomes, with ΨFt-4,t denoting the aFPI:
ΨFt-4,t =
√
ΨLt-4,tΨ
P
t-4,t .
A.3 Elasticities of Substitution
A.3.1 Estimating the Elasticities of Substitution
This section outlines the procedure for estimating the elasticities of substitution at the
within-PG level (i.e., σkq ∀k, q) and at the across-PG level (i.e., σq ∀q). We use the Reverse-
weighting estimator (RWE) and Double-reverse-weighting estimator (DRWE) developed
by Redding and Weinstein (2017) to bound the true elasticities from above and below.
In short, the method amounts to minimizing the sum of squared deviations of equiva-
lent expressions of CES-based price indices from the money-metric property.6 We merely
highlight the procedure here that Redding and Weinstein (2017) more thorough describes.
We x elasticities across markets to make the comparison between our market-based ap-
proach and an aggregate-level method clearer. Thus, we drop the market subscripts, m,
and use aggregate HMS data in the estimation. Additionally, in order to ensure consis-
tency with the time period of four-quarter changes used throughout this paper, we allow
each elasticity to vary across quarters. We suppress the quarterly subscript for simplicity.
Two moment conditions provide the basis of the RWE for PG k at time t:
mk1t(σ
k)
RWE
=

∑
l∈Ωkt-4,t S
k∗
`t-4
(
pk`t
pk`t-4
)1−σk (
ϕk`t
ϕk`t-4
)σk−1
∑
l∈Ωkt-4,t S
k∗
`t-4
(
pk`t
pk`t-4
)1−σk

1
1−σk
− 1,
mk2t(σ
k)
RWE
=

∑
l∈Ωkt-4,t S
k∗
`t
(
pk`t
pk`t-4
)σk−1 (
ϕk`t
ϕk`t-4
)1−σk
∑
l∈Ωkt-4,t S
k∗
`t
(
pk`t
pk`t-4
)σk−1

1
σk−1
− 1
6The money-metric property implies that price index changes will be the same regardless of the timing
of demand parameters used, and reecting only price and expenditure changes.
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Condition mk1t(σk)
RWE amounts to evaluating the changing cost of acquiring a unit of
utility over time using time t-4 expenditure shares, while mk2t(σk)
RWE uses time t shares.
We express the two conditions jointly as mkt (σk)
RWE ≡
〈
mk1t
(
σk
)RWE
,mk2t
(
σk
)RWE〉′.
The requirement that mkt (σk) equals zero on average over all t ∈ T creates a sample
moment condition:
Mk(σk)
RWE ≡ 1
T
T∑
t=1
mkt (σ
k)
RWE
= 〈0, 0〉′ .
Mk(σk)
RWE contains two expressions and one unknown. We use the Generalized Method
of Moments (GMM) to estimate a value for σk in the overidentied system. Accordingly,
the value that solves the following expression denes the RWE, σkRWE , for k:
σ̂kRWE = arg min
{
Mk(σk)′
RWE × I2 ×Mk(σk)RWE
}
.
When demand and price shocks are positively (negatively) correlated, σ̂kRWE provides
a lower (upper) bound to the true elasticity (see Redding and Weinstein, 2017). The DRWE
bounds the true elasticity on the opposite side from the RWE. The DRWE, σkDRW , uses mo-
ment conditions and an estimation procedure similar to the RWE except for an inversion
of the demand parameter ratios, so that:
mk1t(σ
k)
DRWE
=

∑
l∈Ωkt-4,t S
k∗
`t-4
(
pk`t
pk`t-4
)1−σk (
ϕk`t
ϕk`t-4
)1−σk
∑
l∈Ωkt-4,t S
k∗
`t-4
(
pk`t
pk`t-4
)1−σk

1
1−σk
− 1,
mk2t(σ
k)
DRWE
=

∑
l∈Ωkt-4,t S
k∗
`t
(
pk`t
pk`t-4
)σk−1 (
ϕk`t
ϕk`t-4
)σk−1
∑
l∈Ωkt-4,t S
k∗
`t
(
pk`t
pk`t-4
)σk−1

1
σk−1
− 1
Since σkDRWE provides the opposite bound from σkRWE on the true elasticity, regard-
less of the correlation structure between demand and price shocks min{σkDRWE, σkRWE}
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provides a lower bound, while max{σkDRWE, σkRWE} yields an upper bound.
In order to estimate σkRWE and σkDRWE , we need to express ϕk`t/ϕk`t-4 in terms of σk
and data. To this end, recall an aggregate version of Equation (A.2) from the main text:
Sk
∗
`t ≡
pk`tC
k
`t∑
j∈Ωkt-4,t p
k
jtC
k
jt
=
(
pk`t/ϕ
k
`t
)1−σk∑
j∈Ωkt-4,t
(
pkjtϕ
k
`t
)1−σk ,
which, after some rearranging, yields:
ϕk`t =
( ∑
j∈Ωkt-4,t
(
pkjtϕ
k
`t
)1−σk) 1σk−1 (
Sk
∗
`t
) 1
σk−1 pk`t . (A.8)
Let a bar over a variable with a star denote the geometric over continuing goods, for
example pk∗t =
(∏
j∈Ωkt-4,t p
k
jt
)1/Nt-4,t
.
Dividing Equation (A.8) by its geometric mean and
imposing ϕkt = ϕk
(
equivalent to assuming Nk−1mt-4,t
∑
`∈Ωkmt-4,t
[
ln(ϕkm`t) − ln(ϕkm`t-4)
]
=
0, ∀m, k, t), yields:
ϕk`t = ϕ
k
(
Sk
∗
`t
S
k∗
t
) 1
σk−1 pk`t
pk
∗
t
, ∀ ` ∈ Ωkt-4,t. (A.9)
Equation (A.9) proves useful for writing the ratio of demand parameters, ϕk`t/ϕk`t-4, in
terms of data and σk, where xk∗t-4,t =
(∏
j∈Ωkt,t-4
xkt-4
xkt
) 1
Nt-4,t :
ϕk`t
ϕk`t-4
=
pk`t
pk`t-4
(
Sk
∗
`t
Sk
∗
`t-4
) 1
σk−1
pk
∗
t-4,t
(
S
k∗
t-4,t
) 1
σk−1
,
∀ ` ∈ Ωkt-4,t.
After estimating σkRWE and σkDRWE for every k, we take their respective midpoints as
our baseline values, then use them to construct PG-level prices and expenditure shares.
We employ an identical procedure using PG-level data to estimate σURWE and σUDRWE , the
bounds on the true across PG substitution elasticity. The midpoint of across-PG bounds
provides the baseline across-PG elasticity.
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A.3.2 Elasticity of Substitution Estimates
The RWE and DRWE provide tight bounds on the true elasticities of substitution. We
report in Table A.2 quarterly elasticity of substitution estimate summary statistics for
the midpoint (used as our baseline), as well as the minimum and maximum of the two
estimates (each used in robustness checks to our baseline results). We report results using
the baseline set of 98 PGs. On average, the upper bound is 16.6% above the lower bound.
Table A.2: The RWE & DRWE tightly bound the elasticities of substitution
Quarter
1 2 3 4
Mean{σ̂kRWE , σ̂kDRWE}
Median 3.74 3.77 3.79 4.07
Mean 3.79 3.75 3.80 4.07
Standard Deviation 0.37 0.35 0.39 0.38
Min 3.07 2.98 2.92 3.27
Max 4.95 4.95 5.22 5.52
Min{σ̂kRWE , σ̂kDRWE}
Median 3.48 3.51 3.50 3.68
Mean 3.45 3.44 3.46 3.65
Standard Deviation 0.42 0.43 0.40 0.36
Min 2.07 2.22 2.24 2.47
Max 4.45 4.51 4.47 4.60
Max{σ̂kRWE , σ̂kDRWE}
Median 4.05 3.99 4.10 4.39
Mean 4.13 4.07 4.15 4.48
Standard Deviation 0.49 0.45 0.53 0.59
Min 3.29 3.34 3.32 3.50
Max 5.83 5.73 5.97 6.62
Mean{σ̂URWE , σ̂UDRWE} 3.08 3.23 3.16 2.54
σ̂URWE 3.52 3.72 3.65 2.69
σ̂UDRWE 2.65 2.74 2.67 2.40
Note: Table A.2 reports the summary statistics on the baseline elasticity of substitution parameters for each quar-
ter. Section A.3.1 describes the RWE and DRWE, following Redding and Weinstein (2017), used to estimate each
elasticity’s upper and lower bounds. Our baseline elasticities use the midpoint of these bounds.
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A.4 Robustness
Table A.3 provides robustness checks to our baseline results. Our primary results prove
robust to numerous alternative specications, including varying the elasticities of substi-
tution, restricting the set of product groups, altering the time frequency, using alternative
household groupings, and changing the parameters used to compute equivalent variation.
Table A.3: Baseline results are robust to alternative specications
Growth Rates Equivalent
Specication Aggregate FPI Market-Based VPI Variations
Baseline -0.04% 2.99% 16.20%
Changing Parameters
γ = 4 -0.04% 2.99% 15.12%
β =
(
1/1.05
)0.25 -0.04% 2.99% 15.86%
Varying Elasticities
Lower Bounds -0.04% 3.57% 19.34%
Upper Bounds -0.04% 2.62% 14.23%
Upper Bounds + 10% -0.04% 2.30% 12.46%
Sample Restrictions
Excluding Durables -0.28% 2.61% 15.78%
Excluding in-Home Food 0.47% 4.43% 21.31%
Altering Time Frequency
Annual 0.17% 3.23% 15.23%
Monthly -0.13% 2.51% 15.13%
Alternative Data Groupings
Market-Based FPI -0.31% 2.99% 17.78%
Aggregate VPI -0.04% 5.73% 28.21%
Region VPI -0.04% 3.74% 19.17%
Education VPI -0.04% 4.79% 23.60%
Education-by-Region VPI -0.04% 3.06% 15.65%
Note: Table A.3 gives annual per capita real consumption growth rates in annualized percentage point units and
consumption-equivalent variations (EVs) using alternative specications. EVs state the percentage rise in quar-
terly aFPI-based real consumption needed to make a representative consumer indierent between the aFPI- and
mVPI-based streams in 2004.q1–2014.q4 (see Section 2.3 for details). Our baseline uses CRRA preferences with
risk aversion parameter γ = 2 and β = (1/1.04)1/4. The Varying Elasticities section computes the mVPI using
the upper or lower bounds to the true elasticities of substitution (see Appendices A.3 and A.4.1 for details). The
Restricting the Sample section uses nominal consumption and price indices from the corresponding subset of the
HMS data with reestimated elasticities. We also reestimate elasticity parameters for the Altering Time Frequency
section. The Alternative Data Groupings section replaces the Market-Based VPI results with the listed VPI version,
except the Market-Based FPI which replaces the Aggregate FPI.
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Restricting the sample to exclude in-home food increases the dierence between growth
rates and consumer welfare the mVPI method implies relative to the statistical agency
benchmark aFPI. We show in Section 1.2.1 that 66% of spending in the HMS is on in-
home food compared to 13.5% in the CEX. The observation that the disparities between
the mVPI and aFPI rise when we exclude in-home food suggest that the dierences be-
tween the two methods might rise with a broader dataset.
The rest of Appendix A.4 provides further details on select robustness checks. Ap-
pendix A.4.1 focuses on varying the elasticity parameters. Appendix A.4.2 excludes in-
home food while Appendix A.4.3 excludes household durable goods. Appendix A.4.4 con-
siders grouping households by education and location.
A.4.1 Using Each Elasticity of Substitution’s Upper or Lower Bounds
Using of the midpoint of each true elasticity of substitution’s bounds does not drive our
results. Table A.4 compares mVPI-based real consumption growth and around-trend vari-
ance estimates using the upper and lower bounds of each elasticity of substitution, along
with our baseline (the median between the bounds) and the aFPI version. The upper
bounds yield the minimum growth and variance estimates using the mVPI since greater
substitutability between goods implies that entry or exit of any single product aects cost
of living changes less. Using the upper bounds decreases growth and around-trend vari-
ance estimates relative to our baseline by 12.4% and 9.6%, respectively.
Table A.4: Varying elasticities of substitution preserves the aFPI & mVPI’s disparities
Market-Based VPI Varying Elasticities
Aggregate FPI Upper Bounds Baseline Lower Bounds
Growth Rate -0.04% 2.62% 2.99% 3.57%
Variance 0.25% 0.42% 0.47% 0.55%
Note: Table A.4 reports the growth rate and around-trend variance of aggregate FPI (aFPI)-, and market-based VPI
(mVPI)-based real consumption per capita using our baseline elasticity of substitution estimates along with their
upper and lower bounds. Our baseline uses the median of the upper and lower bounds of each elasticity. We report
estimates in annualized percentage point units. The upper (lower) bound mVPI-based estimates use the maximum
(minimum) of the RWE and DRWE, following Redding and Weinstein (2017). See Appendix A.3.1 for details.
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A.4.2 Excluding In-Home Food Products
The dierence between the mVPI- and aFPI-based real consumption growth rate and
volatility estimates increase when we exclude in-home food consumption. We provide
results in Table A.5 comparing the aFPI- and mVPI-based real consumption growth and
around-trend variance estimates using the full dataset and excluding in-home food PGs.7
Interestingly, all growth rate and variance estimates become higher in the restricted sam-
ple, implying that in-home food consumption grew slower and less variably than the rest
of the HMS. Figure A·2 makes clear the dierence in trend growth in the mVPI-based
series with and without in-home food; otherwise, the series do not appear markedly dis-
similar. Two earlier observations are relevant: (1) in-home food comprises roughly 55%
of HMS spending, see Table 1.1; (2) nominal consumption per capita grew slightly faster
than the HMS (see Figure 1·4).
The ndings in Table A.5 and observations (1) and (2) suggest that our primary re-
sults potentially underestimate the growth rate and volatility disparity between the mVPI
and aFPI methods. Since non-in-home food comprises a much larger share of household
spending than in our data and restricting to non-in-home food raises the gap between
mVPI and aFPI growth rates, if our data included more non-in-home food consumption
then the baseline disparity between the mVPI and aFPI methods would potentially grow.
Table A.5: Excluding in-home food preserves the aFPI & mVPI disparity
Excluding In-Home Food All Goods
Aggregate FPI Market-Based VPI Aggregate FPI Market-Based VPI
Growth Rate 0.47% 4.43% -0.04% 2.99%
Variance 0.43% 0.82% 0.25% 0.47%
Note: Table A.5 provides aFPI- and mVPI-based real consumption per capita growth rates and around-trend variances in
annualized percentage points when we exclude in-home food product groups (PGs) along with our full baseline results.
We estimate growth rates using log-linear trends and variances from the corresponding residual series. The All Goods
columns represent our baseline results. The Excluding In-Home Food columns exclude the in-home food PGs.
7We remove in-home food products from the nominal consumption and price index used to construct
each real consumption series and reestimate the corresponding elasticities of substitution parameters.
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Figure A·2: In-home food consumption grew less than the full series
Note: Figure A·2 plots aFPI- and mVPI-based real consumption per capita
indices with and without in-home food product groups. The Ex. In-Home
Food series exclude all in-home food products from the constituent nominal
consumption and price index measures. We plot each series using the annual
tted values from the regression: cXyq = α +
∑2014
y=2004 β
X
y 1y + 
X
yq , where
cXyq denotes price index X ∈ {aFPI,mV PI} based log real consumption per
capita at yq.
A.4.3 Excluding Household Durable Goods
Excluding household durables goods from the sample does not change the gap in real con-
sumption growth between the aFPI and mVPI methods imply. In Table A.6, we provide
the aFPI- and mVPI-based real consumption growth around-trend variance estimates us-
ing the full dataset and when use only the 94 non-durable PGs. We reestimate elasticities
for the restricted sample. A comparable decrease in real consumption growth according to
each method occurs, which suggests that dierences in the nominal growth rate account
for much of the disparity between the estimates with and without household durables.
We can also infer that consumption of household durables grew faster and was slightly
less volatile than that of nondurables according to both measures.
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Table A.6: Excluding household durables preserves aFPI & mVPI disparity
Excluding Durable PGs All PGs
Aggregate FPI Market-Based VPI Aggregate FPI Market-Based VPI
Growth Rate -0.28% 2.61% -0.04% 2.99%
Variance 0.20% 0.35% 0.25% 0.47%
Note: Table A.6 provides aFPI- and mVPI-based real consumption growth rates and variances when we exclude durable
goods product groups (PGs) along with our baseline results. We estimate growth rates using log-linear trends and around-
trend variances from corresponding residual series, reporting results in annualized percentage point units. The All Goods
columns represent our baseline results using all goods covered in the HMS. The Excluding Durable PGs columns exclude
the durable goods PG.
A.4.4 Grouping Households by Location and Educational Attainment
This section examines whether other demographic characteristics provide a more accurate
grouping of households and whether our location-based results merely reect these dier-
ences. To this end, we consider segmenting households based on educational attainment
alone then jointly with location. Education also proxies for other demographic variables
and the HMS’ sampling procedure allows for projections to education-based household
groupings. Specically, we group households into two categories, following Nielsen’s
sample representativeness guidelines, based on the maximal education any members at-
tain: at most a high school degree and at least some college. In Figure A·3, we plot ed-
ucation and education-by-region versions of VPI-based real consumption alongside the
mVPI- and aFPI-based measures. Each real consumption uses the same nominal con-
sumption series. The VPI measures dier only in how they group households. We group
households into the nine Census regions, as sample size considerations prohibit grouping
households at the education-by-market level.8
8Ideally, we would progressively cut the aggregate data into increasing ner segments comparing each
level to the mVPI along the way to establish whether or not markets represent the correct grouping; how-
ever, the need for each bin to contain a sucient number of households to provide reliable results limits
such a progression.
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Figure A·3: Education-by-region- & market-based household groupings
yield similar real consumption series
Note: Figure A·3 plots Aggregate FPI (aFPI)-, Market Level VPI (mVPI)-, edu-
cation VPI-, and education-by-region VPI-based real consumption per capita
indices. The series involving education bin households into two groups by the
maximumal education level attained within them: at most a high school degree
and at least some college. Regions correspond to the nine Census regions. We
plot each series using the annual tted values, as indices, from the regression:
cXyq = α +
∑2014
y=2004 β
X
y 1y + 
X
yq , where cXyq denotes price index X-based
log-real consumption per capita at yq.
Figure A·3 provides evidence that location-based household groupings provide the
correct level of aggregation for performing cost of living adjustments. In particular, we
would expect the household characteristics that most accurately reects the set of prod-
ucts they purchase to report the slowest VPI-based real consumption growth.9 Figure A·3
shows that the education-based and aggregate household groupings suer from a simi-
lar aggregation bias; meanwhile, the joint education-by-region binning nearly recovers
the market-based version. Two implications results. First, education-based household
groups eectively aggregate geographic dierences. Second, the fact that the education-
by-region VPI does not further rene the mVPI suggests that location best denes a con-
sumer’s product set; likewise, the benets from new products and innovations go as much
to all of the households in a location as they do to constituent subgroups. Our ndings
instill condence that market-based groupings provide the correct level of aggregation.
9We would expect the slowest growth because new product and quality improvement benets would
get diminished for each subgroup relative to higher levels of segmentation that aggregated these gains,
resulting in a lower growth rate overall.
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A.5 Expect Utility Derivation
This section provides the derivation of expression for the expected utility of the process
C˜X over the 2004.q1–2014.q4 sample period, which U
(
C˜X
)
represents. In line with Lucas
(1987) and Cho et al. (2014), we assume an i.i.d. log-normal process generates the random
variable C˜X , where C˜X,t ≡ exp(X,t) and X,t iid∼ N
(−σ2X
2
, σ2X
)
.
Providing a solution for a general form will prove useful. Suppose that x iid∼ N(m, s)
and ρ is a scalar. We show that E
[
exp
(
ρx
)]
= exp
[
ρρs+2m
2
]
:
E
[
exp
(
ρx
)]
=
1√
2pis
∞∫
−∞
exp
(
ρx
)
exp
[−(x−m)2
2s
]
dx
=
1√
2pis
∞∫
−∞
exp
[−1
2s
(
x2 − 2(ρs+m)x+m2)]dx
= exp
[
(ρs+m)2 −m2
2s
]
1√
2pis
∞∫
−∞
exp
[−(x− (ρs+m))2
2s
]
dx
= exp
[
ρ
ρs+ 2m
2
]
. (A.10)
Equation (A.10) uses that 1√
2pis
∫∞
−∞ exp
[
−(x−(ρs+m))2
2s
]
= 1, as the left side of the equality
represents the pdf of a N
(
ρs+m, s
)
. Now, we solve for U
(
C˜X
)
:
U
(
C˜X
)
= E
[
43∑
t=0
βt
C˜1−γX,t
1− γ
]
=
1
1− γ
43∑
t=0
βtE
[
exp
(
(1− γ)X,t
)]
=
1
1− γ
43∑
t=0
βtexp
[
(1− γ)(1− γ)σ̂
2
X − σ̂2X
2
]
=
1
1− γ exp
[
γ(γ − 1)σ̂2X
2
]
1− β44
1− β ,
using that E
[
exp
(
(1 − γ)X,t
)]
= exp
[
(1 − γ) (1−γ)σ̂2X−σ̂2X
2
]
from Equation (A.10). The
expressionU
(
C˜X
)
= 1
1−γ exp
[
γ(γ−1)σ̂2X
2
]
1−β44
1−β is the nite horizon analogue to the innite
horizon version Cho et al. (2014) provides, which is itself based on Lucas (1987).
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A.6 Examining Market-Level Estimates
A.6.1 Market-Level Growth Rates and Around-Trend Variances
Table A.7 gives market-level growth rates and around-trend variances.
Table A.7: Growth rates & variances dier across markets & concepts
Growth Rates (in %) Around-Trend Variances (in %)
Market VPI-Based Fisher-Based VPI-Based Fisher-Based
Philadelphia 3.65 0.05 0.68 0.48
Dallas 3.43 -0.21 0.74 0.50
New York City 3.42 -0.19 0.58 0.33
Tampa 3.41 0.35 0.42 0.27
Columbus 3.39 -0.02 0.80 0.60
Los Angeles 3.39 -0.15 1.09 0.30
Baltimore-DC 3.19 -0.22 0.63 0.41
Bualo-Rochester 3.17 -0.68 0.46 0.30
San Antonio 3.10 -0.60 1.03 0.78
Atlanta 3.07 0.07 0.66 0.37
Boston 2.97 -0.15 0.82 0.48
Sacramento 2.95 -0.30 0.68 0.55
Phoenix 2.94 -0.60 1.83 0.42
Chicago 2.89 -0.67 0.61 0.43
Denver 2.82 -0.08 1.17 0.53
Seattle 2.67 -0.02 0.91 0.53
St. Louis 2.66 -0.78 1.02 0.52
Houston 2.62 -0.49 0.91 0.61
Detroit 2.32 -0.34 0.98 0.63
Miami 2.25 -0.65 0.71 0.44
San Francisco 2.22 -0.70 0.70 0.44
Charlotte 2.12 -1.05 0.81 0.55
Minneapolis 1.56 -1.00 1.02 0.44
Pop.-Weighted Average 2.99 -0.31 0.82 0.44
Note: Table A.7 reports growth rates and around-trend variances for 23 U.S. markets using a Fisher price
index or the market-level ination measure underlying the mVPI (i.e., Ψm from Section 1.4) in annualized
percentage point units from 2004 to 2014. Regressing quarterly log real consumption series on a quarterly
time trend yields growth rates and around-trend variances give the log-linearly detrended residuals.
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A.6.2 Variance Ratio Tests
This section provides the results from a variance ratio test showing that the across-market
ranges of growth rates and variances our method nds are statistical larger than a Fisher-
based approach in Table A.8. The disparity between the range of market-level growth
rates the VPI method implies is statistically larger than the Fisher method at the 5.4%
signicance level. The statistical dierence in around-trend variances is even clearer with
a p-value of 0.00%, and 1.1% when we exclude the outlier Phoenix. Thus, by overlooking
dissimilarities in what consumers purchase in dierent markets and their relative prices,
conventional methods meaningfully understate the degree of across-market dierences
that actually exist.
Table A.8: Conventional methods downplay consumption’s geographic variation
Variance Ratio Tests
Market-Level Growth Rates Market-Level Variances
σ2
(
µV PIm
)
0.267 σ2
(
σV PIm
2)
0.086
σ2
(
µFisherm
)
0.133 σ2
(
σFisherm
2)
0.014
σ2
(
µV PIm
)
/σ2
(
µFisherm
)
2.012 σ2
(
σV PIm
2)
/σ2
(
σFisherm
2)
6.097
p-value
(
σ2
(
µV PIm
)
σ2
(
µFisherm
) > 1) 0.054 p-value( σ2(σV PIm 2)
σ2
(
σFisherm
2
) > 1) 0.000
Note: Table A.8 reports variance ratio test results for separate market-level growth rate and variance tests
comparing the across-market variation in each measure constructing using a market-level Fisher price index
or the market-level ination measure underlying our mVPI (i.e., Ψm from Section 1.4). The sample size,
N, equals 23 in both tests. σ2(µV PIm ) stands for the across-market variance of market-level VPI-based real
consumption growth rates, while σ2(µFisherm ) represents the Fisher version. σ2(σV PIm
2
) denotes the across-
market variance of market-level VPI-based real consumption variances, while σ2(σFisherm
2
) represents the
Fisher version. Dropping Phoenix yields a p-value of 0.011 for the market-level variance test.
A.6.3 Further Examining Phoenix’s Volatility
This section examines consumption volatility in Phoenix. Product variety in Phoenix is
2.9-times more variable than the all-market average. Figure A·4 plots times series of real
consumption and product variety in Phoenix and the average across all markets. Figure
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A·4 suggests that the excess volatility in Phoenix results from the sharp drop in the num-
ber of products households consumed during the Great Recession, as well as higher rates
of product turnover.
Phoenix’s higher costs from volatility relative to what conventional methods imply
arises more from changes in what households consume and than in the real value of spend-
ing. Conventional Fisher-based real consumption in Phoenix is roughly as volatile as the
all-markets average. However, the overall number of products purchased in Phoenix is
noticeably more variable than the market average. Our method incorporates Phoenix’s
volatile consumption basket into the measurement of real consumption unlike statistical
agency’s methods.
Figure A·4: Product variety in Phoenix varies by more than average
Note: Figure A·4 compares Fisher-based real consumption and the number
of products purchased in Phoenix to the all-markets average. We use a
population-weighted xed eects regression to nd the All-Markets Average
values for each series. Number of Products estimates the number of goods in the
consumption basket. Section 1.3 details the careful sampling procedure we use.
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A.7 Examining New Product Quality and Taste by Year
This section compares the demand parameters of new products over time to better un-
derstand a potential source of the mVPI method’s relatively high growth.10 We can back
each ϕkm`yq out of the mVPI using Equation (1.9) from Section 1.4, using yq instead of t:
ln(ϕkm`yq) = (σ
k
q − 1)−1ln(Skm`yq) + ln(pkm`yq)− ln(Pkmyq).
Regressing the demand parameters of only new products on year xed eects helps
access the presence of quality and preference match improvements in new products over
time. The annual tted values represent the average demand parameter of new products
for each year in a form that is directly comparable to the rst year of our data. To control
for PG-market level dierences and the potential for composition shifts across the PGs
and locations oering new products, we include PG-market xed eects and exploit vari-
ation within them over time. Regular increases in the average demand parameters of new
product over time indicates continual innovations in product quality and matching with
consumer preferences.
The quality and consumer taste for new products has been consistently rising over
time, contributing to improvements in consumer well-being. In particular, new UPCs
within the same PG-market in 2014 have on average a 23.38% higher ϕkm`yq than in 2005,
after controlling for PG-market prices.11 In Table A.9, we provide the results from the pre-
viously detailed regression, as well as a version controlling for average log mVPI-based
prices in the relevant PG-market-quarter, which P kmyq denotes. Both regressions demon-
strate the existence of consistent improvements in the average ϕkm`yq of new products
over time. Column two demonstrates that ination within a PG-market only partially
contributes to the rises in the average ϕkm`yq of new products through time. Table A.9
indicates the existence of signicant increases in the quality and consumer preference
matching of new products throughout our sample.
10Our analysis of product-level taste parameters in this section loosely relates to work by Fitzgerald et al.
(2017), who examine the revenue, price, and quantity of new products following export market entry.
11Here we have converted Table A.9’s results from log-percentage into standard percentages.
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Table A.9: Demand parameters of new products are increasing over time
ln(ϕkm`yq)
Year (Base: 2005)
2006 3.60∗∗∗ 0.78
(0.39) (0.49)
2007 4.30∗∗∗ 0.71
(0.63) (0.74)
2008 6.85∗∗∗ 3.44∗∗∗
(0.76) (0.88)
2009 10.98∗∗∗ 7.55∗∗∗
(0.82) (1.00)
2010 11.84∗∗∗ 7.72∗∗∗
(1.07) (1.15)
2011 12.08∗∗∗ 6.13∗∗∗
(1.09) (1.14)
2012 17.70∗∗∗ 11.81∗∗∗
(1.05) (1.05)
2013 23.17∗∗∗ 16.56∗∗∗
(1.17) (1.27)
2014 26.69∗∗∗ 21.01∗∗∗
(1.21) (1.25)
P kmyq −49.11∗∗∗
(1.85)
Product Group-Market FEs Yes
Sample Size 7, 026, 797
Clusters 23 (Market Level)
Note: Table A.9 gives the average log-demand parameter of new products entering
in each year between 2005 and 2014. Specically, Table A.9 reports the results from
ln(ϕkm`yq) = α
k
m+
∑2014
y=2004 βy1y+P
k
myq+
k
myq , where1y is a year indicator,
αkm a product group (PG)-market xed eect, and Pkmyq log PG-level mVPI-based
prices. We restrict the sample to new products, use quarter 3 data, and report coef-
cients in log percentage point units. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table A.9’s results inform a portion of the dierence in growth the mVPI and aFPI
methods imply. The mVPI incorporates the quality and taste match improvements new
products bring to consumers when measuring cost of living changes. However, the aFPI
misses innovations from new products entirely, omitting an important channel through
which household buying power has increased over time. Real consumption series using a
price index excluding product quality and taste match improvements will tend to under-
state growth and consumer well-being.
A.8 Lucas-Style Welfare Calculation
We revisit a classic question in macroeconomics in light of our ndings: what long run
welfare costs do uctuations impose and how important are uctuations relative to growth?
We address this question using the canonical Lucas (1987, 2003) and Obstfeld (1994) wel-
fare cost of business cycle calculation framework. Lucas’ original work argued for policies
focused on raising consumption growth over minimizing volatility, due to growth’s higher
potential for welfare improvement.
Let µX denote trend growth in price index X-based real consumption in logs and σ2X
the associated around-trend variance. The Lucas welfare calculation entails nding the
equivalent variation (EV) in consumption that induces indierence between consuming
the streams the parameter sets (µX ′, σ2X
′
) and (µX , σ2X) create, whereX = {mV PI, aFPI}.
Let φX ≡ φX [(µX , σ2X), (µX , σ2X); γ] represent the corresponding proportional change in
initial consumption, where γ stands for the set of utility function parameters. The value
of φX that induces indierence solves:
UX [(1 + φX)C0, µX , σ
2
X ] = U [C0, µX
′, σ2X
′
]. (A.11)
We assume the representative consumer has CRRA preferences with relative risk aversion
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parameter γ to operationalize Equation (A.11). To a rst order log-linear approximation:
φX
[
(µX , σ
2
X), (µX
′, σ2X
′
); γ
]
≈ γ
2
∆σ2X +
βe(1−γ)µX
1− βe(1−γ)µX ∆µX , (A.12)
where ∆σ2X = σ2X − σ2X ′ and ∆µX = µX ′ − µX . For a given value of γ, Equation (A.12)
provides a framework for evaluating the relative welfare impact of permanent changes to
real consumption’s growth rate and volatility.
We can use our mVPI-based real consumption series to reevaluate the welfare im-
provement disparity in favor of raising growth over removing volatility à la Lucas (1987,
2003). Lucas’ work compared the welfare benet from removing all consumption volatility
to that from raising growth by 1%-point using a method for constructing real consump-
tion analogous to the aFPI. By pairing Equation (A.12) with the aFPI-based growth rate
and variance estimates from Section 1.5, we can reproduce Lucas’ welfare numbers in
the context of the HMS data. Additionally, since we want to know how using the mVPI
changes Lucas’ conclusions, we combine Equation (A.12) and the mVPI-based results to
construct alternative welfare change estimates with the corresponding dollar values.
Table A.10: Conventional methods downplay gains from removing volatility
mVPI aFPI Ratio
Raising Growth 1%-pt 13.97% 25.28% 0.55
Removing Volatility 0.47% 0.25% 1.86
Ratio 29.82 100.27
Note: Table A.10 provides Equation (A.12)-based welfare calculations using
mVPI- and aFPI-based real consumption with γ = 2 and β = (1/1.04)(1/4).
Incorrectly measuring real consumption accounts for a portion of the welfare benet
disparity between raising growth and removing volatility found in previous studies. In
Table A.10, we provide EVs based on Equation (A.12) from permanently raising growth
by one percentage point and removing all consumption uctuations using the aFPI- and
mVPI-based real consumption series. The conventional aFPI, modeled after methods sta-
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tistical agencies use, implies that increasing growth provides roughly a 100-times greater
welfare improvement than removing volatility; however, using the mVPI, the relative ben-
et disparity shrinks to 30-times greater.
We nd high welfare costs from uctuations in both absolute terms and relative to
conventional measures. Volatility’s elimination raises consumption equivalent welfare
nearly 0.47%, nearly twice the benet a conventional approach suggests. Additionally,
although the welfare gains from raising growth remain larger even when using the mVPI,
the benet the mVPI implies from growth comes in roughly a half what to the aFPI sug-
gests. The results in Table A.10 follow from the higher growth rate and variance the mVPI
captures. In particular, the higher growth rate the mVPI implies makes raising growth fur-
ther become less benecial. Additionally, the extra degree of consumption variance the
mVPI reects relative to the aFPI makes lowering volatility more welfare improving.
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