Abstract. We consider the Neumann problem in C 2 bounded domains for fully nonlinear second order operators which are elliptic, homogenous with lower order terms. Inspired by [9] , we define the concept of principal eigenvalue and we characterize it through the maximum principle. Moreover, Lipschitz regularity, uniqueness and existence results for solutions of the Neumann problem are given.
Introduction
In this paper we study the maximum principle, principal eigenvalues, regularity and existence for viscosity solutions of the Neumann boundary value problem
where Ω is a bounded domain of class C 2 , − → n (x) is the exterior normal to the domain Ω at x, α > −1, λ ∈ R and b, c, g are continuous functions on Ω. F is a fully nonlinear operator that may be singular at the points where the gradient vanishes. It is defined on Ω × R N \ {0} × S(N), where S(N) denotes the space of symmetric matrices on R N equipped with the usual ordering, and satisfies the following homogeneity and ellipticity conditions (F1) For all t ∈ R * , µ ≥ 0, (x, p, X) ∈ Ω × R N \ {0} × S(N)
F (x, tp, µX) = |t| α µF (x, p, X).
(F2) There exist a, A > 0 such that for x ∈ Ω, p ∈ R N \{0}, M, N ∈ S(N), N ≥ 0
In addition, we will assume on F some Hölder's continuity hypothesis that will be made precise in the next section. In this class of operators one can consider for example The concept of first eigenvalue has been extended to nonlinear operators which are variational, such as the p-Laplacian with Dirichlet or Neumann boundary conditions, through the method of minimization of the Rayleigh quotient, see e.g. [2] and [20] . That method uses heavily the variational structure and cannot be applied to operators which have not this property. An important step in the study of the eigenvalue problem for nonlinear operators in non-divergence form was made by Lions in [18] . In that paper, using probabilistic and analytic methods, he showed the existence of principal eigenvalues for the uniformly elliptic Bellman operator and obtained results for the related Dirichlet problems. Very recently, many authors, inspired by the famous work of Berestycki, Nirenberg and Varadhan [9] , have developed an eigenvalue theory for fully nonlinear operators which are nonvariational. Issues similar to those of this paper have been studied for the Dirichlet problem by Birindelli and Demengel in [8] . They assume slightly less general structure conditions on F , but on the other hand, some of their results can be applied to degenerate elliptic equations. The case α = 0 has been treated by Quaas [23] and Busca, Esteban and Quaas [10] for the Pucci's operators. Their results have been extended to more general fully nonlinear convex uniformly elliptic operators in [24] by Quaas and Sirakov. See also the work of Ishii and Yoshimura [17] for non-convex operators. All these articles treat Dirichlet boundary conditions.
The techniques of this paper, although partly taken by the previous mentioned articles, use ad hoc test functions depending on the distance function from the boundary of the domain which are suitable for the Neumann boundary conditions.
Comparison principles and the existence results for the Neumann problem have been investigated by Ishii in [14] and Barles in [3] and [4] for degenerate elliptic operators G(x, u, Du, D 2 u) modeled on the Isaacs ones or on the stationary operator associated to the Mean Curvature Equation. In all these papers a fundamental assumption is the monotonicity of G(x, r, p, X) with respect to r. For the p-Laplace with the zero order term c(x)|u| p−2 u, c ≤ 0 and c ≡ 0 and the pure Neumann boundary condition, the comparison principle can be showed through variational techniques, like in the Dirichlet case, see e.g. [19] .
We denote G(x, u, Du, D 2 u) := F (x, Du, D 2 u) + b(x) · Du|Du| α + c(x)|u| α u.
It is important to remark that G is homogenous and non-variational. Following the ideas of [9] , we define the principal eigenvalue as λ is well defined since the above set is not empty; indeed, −|c| ∞ belongs to it, being v(x) ≡ 1 a corresponding supersolution. Furthermore it is an interval because if λ belongs to it then so does any λ ′ < λ. One of the scope of this work is to prove that λ is an "eigenvalue" for −G which admits a positive "eigenfunction", in the sense that there exists φ > 0 solution of G(x, φ, Dφ, D 2 φ) + λφ α+1 = 0 in Ω Dφ, − → n (x) = 0 on ∂Ω.
Moreover, λ can be characterized as the supremum of those λ for which the operator G(x, u, Du, D 2 u) + λ|u| α u with the Neumann boundary condition satisfies the maximum principle. In particular λ is the least "eigenvalue" to which there correspond "eigenfunctions" positive somewhere. These results are applied to obtain existence and uniqueness for the boundary value problem (1.1).
The paper is organized as follows. In the next section we give assumptions and define the concept of solution. In Section 3 we establish a Lipschitz regularity result for viscosity solutions of (1.1). The Section 4 is devoted to the study of the maximum principle for subsolutions of (1.1). In Section 4.1 we show that it holds (even for more general boundary conditions) for G(x, u, Du, D 2 u) if c(x) ≤ 0 and c ≡ 0, see Theorem 4.5. One of the main result of the paper is that the maximum principle holds for G(x, u, Du, D 2 u) + λ|u| α u for any λ < λ, as we show in Theorem 4.9 of Section 4.2. In particular it holds for G(x, u, Du, D 2 u) if λ > 0. It is natural to wonder if the result of Theorem 4.9 is stronger than that of Theorem 4.5; indeed if c ≡ 0, one has λ = 0. A positive answer is given in Section 4.3, where we construct an explicit example of a bounded positive viscosity solution of
The existence of such v implies, by definition, λ > 0. Finally, in Section 5 we show some existence and comparison theorems.
For fully nonlinear operators it is possible to define another principal eigenvalue λ := sup{λ ∈ R | ∃ u < 0 bounded viscosity solution of
The classical assumption which guarantees the solvability of the Neumann problem (1.1) is c < 0 in Ω. We show that the right hypothesis for any right-hand side is the positivity of the two principal eigenvalues.
Assumptions and definitions
We assume that the operator F : Ω × R N \ {0} × S(N) → R satisfies the hypothesis (F1) and (F2) given in the introduction and the following Hölder's continuity conditions (F3) There exist C 1 > 0 and θ ∈ (
(F4) There exist C 2 > 0 and ν ∈ (
Here and in what follows we fix the norm X in S(N) by setting X = sup{|Xξ| | ξ ∈ R N , |ξ| ≤ 1} = sup{|λ| : λ is an eigenvalue of X}. The domain Ω is supposed to be bounded and of class C 2 . In particular, it satisfies the interior sphere condition and the uniform exterior sphere condition, i.e., (Ω1) For each x ∈ ∂Ω there exist R > 0 and y ∈ Ω for which |x − y| = R and B(y, R) ⊂ Ω. (Ω2) There exists r > 0 such that B(x + r − → n (x), r) ∩ Ω = ∅ for any x ∈ ∂Ω. From the property (Ω2) it follows that (2.1)
y − x, − → n (x) ≤ 1 2r |y − x| 2 for x ∈ ∂Ω and y ∈ Ω.
Moreover, the C 2 -regularity of Ω implies the existence of a neighborhood of ∂Ω in Ω on which the distance from the boundary d(x) := inf{|x − y|, y ∈ ∂Ω}, x ∈ Ω is of class C 2 . We still denote by d a C 2 extension of the distance function to the whole Ω. Without loss of generality we can assume that |Dd(x)| ≤ 1 in Ω.
As in [8] , here we adopt the notion of viscosity solution for (1.1) adapted to our context. We denote by U SC(Ω) the set of upper semicontinuous functions on Ω and by LSC(Ω) the set of lower semicontinuous functions on Ω. Let g : Ω → R and
Definition 2.1. Any function u ∈ U SC(Ω) (resp., u ∈ LSC(Ω)) is called viscosity subsolution (resp., supersolution) of
if the following conditions hold (i) For every x 0 ∈ Ω, for all ϕ ∈ C 2 (Ω), such that u − ϕ has a local maximum (resp., minimum) on x 0 and Dϕ(x 0 ) = 0, one has
(ii) For every x 0 ∈ ∂Ω, for all ϕ ∈ C 2 (Ω), such that u − ϕ has a local maximum (resp., minimum) on x 0 and Dϕ(x 0 ) = 0, one has
(resp.,
A viscosity solution is a continuous function which is both a subsolution and a supersolution.
For a detailed presentation of the theory of viscosity solutions and of the boundary conditions in the viscosity sense, we refer the reader to [12] .
We call strong viscosity subsolutions (resp., supersolutions) the viscosity subsolutions (resp., supersolutions) that satisfy B(x, u, Du) ≤ (resp., ≥) 0 in the viscosity sense for all x ∈ ∂Ω. If λ → B(x, r, p − λ − → n ) is non-increasing in λ ≥ 0, then classical subsolutions (resp., supersolutions) are strong viscosity subsolutions (resp., supersolutions), see [12] Proposition 7.2.
In the above definition the test functions can be substituted by the elements of the set J 2,+ u(x 0 ) when u is a subsolution and J 2,− u(x 0 ) when u is a supersolution.
For non-singular operators the definitions reduce to the standard ones, see [12] .
3. Lipschitz continuity of viscosity solutions 
The Theorem is an immediate consequence of the next lemma. To prove the lemma we adopt the technique used in Proposition III.1 of [16] for Dirichlet problems, that we modify taking test functions which depend on d(x).
The lemma plays a key role also in the proof of Theorem 4.9 in the next section. 
and v ∈ LSC(Ω) a viscosity supersolution of 
where L is a fixed number greater than 2/(3r) with r the radius in the condition (Ω2) and K and M are two positive constants to be chosen later.
We define
We fix M such that
, and we claim that taking K large enough, one has
In this case (3.1) is proven. To show the last inequality we suppose by contradiction that for some (x, y)
Here we have dropped the dependence of x, y on K for simplicity of notations.
Observe that if v ≥ 0, since from (3.2) Φ(x − y) is non-negative in ∆ K and m ≥ 0, one has u(x) > 0.
Clearly x = y. Moreover the point (x, y) belongs to int(∆ K ) ∩ Ω 2 . Indeed, if
, by (3.3) and (3.2) we have
Since x = y we can compute the derivatives of ϕ in (x, y) obtaining
Observe that for large K
In view of definition of sub and supersolution, we conclude that
Now we want to estimate the matrix on the right-hand side of the last inequality.
We set
Observe that
Here and henceforth C denotes various positive constants independent of K.
For A 2 we have the following estimate
Indeed for ξ, η ∈ R N we compute
Now we consider A 3 . The matrix D 2 (Φ(x − y)) has the form
and the Hessian matrix of Φ(x) is
If we choose
, then we have the following estimates
where I 2N := I 0 0 I . Then using (3.6), (3.7), (3.9) and observing that
from (3.5) we conclude that
where
The last inequality can be rewritten as follows
Now we want to get a good estimate for tr( X − Y ), as in [16] . For that aim let
Since X − Y ≤ 0 and X − Y ≤ 4B, we have
We have to compute tr(P B). From (3.8), observing that the matrix (1/|x|
Then, since trP = 1 and 4K|x − y| ≤ 1, we have
for large K. This gives
The Lemma III.I in [16] ensures the existence of a universal constant C depending only on N such that
Thanks to the above estimates we can conclude that
. Now, using the assumptions (F2), (F3) and (F4) concerning F , the definition of X and Y and the fact that u and v are respectively sub and supersolution we compute
From this inequalities, using (3.4), (3.10) and the fact that θ, ν >
If both u and v are bounded, then the first member in the last inequalities is bounded from below by
Otherwise, if v is non-negative and bounded, then u(x) ≥ 0 and that quantity is greater than
On the other hand, the last member goes to −∞ as K → +∞, hence taking K large enough we obtain a contradiction and this concludes the proof. Since the Lipschitz constant of the solution depends only on its bound, on the bound of g and on the structural constants, an immediate consequence of Theorem 3.1 is the following compactness criterion that will be useful in the last section.
Corollary 3.4. Assume the hypothesis of Theorem 3.1 on Ω, F and b. Suppose that (g n ) n is a sequence of continuous and uniformly bounded functions and (u n ) n is a sequence of uniformly bounded viscosity solutions of
Then the sequence (u n ) n is relatively compact in C(Ω).
The Maximum Principle and the principal eigenvalues
We say that the operator G(x, u, Du, D 2 u) with the Neumann boundary condition satisfies the maximum principle if whenever u ∈ U SC(Ω) is a viscosity subsolution of
We first prove that the maximum principle holds under the classical assumption c ≤ 0, also for domain which are not of class C 2 and with more general boundary conditions. Then we show that the operator G(x, u, Du, D 2 u) + λ|u| α u with the Neumann boundary condition satisfies the maximum principle for any λ < λ. This is the best result that one can expect, indeed, as we will see in the last section, λ admits a positive eigenfunction which provides a counterexample to the maximum principle for λ ≥ λ.
Finally, we give an example of c(x) which changes sign in Ω and such that the associated principal eigenvalue λ is positive.
4.1.
The case c(x) ≤ 0. In this subsection we assume that Ω is of class C 1 and satisfies the interior sphere condition (Ω1). We need the comparison principle between sub and supersolutions of the Dirichlet problem when c < 0 in Ω. This result is proven in [8] under different assumptions on F and b; thanks to the estimate (3.1), see Remark 3.3, we can show it using the same strategy of [8] , if F satisfies the conditions (F2) and (F3) and b is continuous and bounded on Ω. 
in Ω,
For convenience of the reader we postpone the proof of the theorem to the next subsection.
The previous comparison result allows us to establish the strong minimum and maximum principles, for sub and supersolutions of the Neumann problem even with the following more general boundary condition
for some f : ∂Ω × R → R. We do not assume any regularity on f .
Proposition 4.2. Let Ω be a C 1 domain satisfying (Ω1). Assume that (F1)-(F3) hold, that b and c are bounded and continuous on Ω and that
Proof. The assumption (F 2) and the fact that F (x, p, 0) = 0 imply that
where M = M + −M − is the minimal decomposition of M into positive and negative symmetric matrices. It follows, since v is non-negative, that it suffices to prove the proposition when v is a supersolution of the Neumann problem for the equation
Moreover we can assume |c| ∞ > 0. Following the proof of Theorem 2 in [8] it can be showed that v > 0 in Ω. We prove that v cannot vanish on the boundary of Ω. We suppose by contradiction that x 0 is some point in ∂Ω on which v(x 0 ) = 0. For the interior sphere condition (Ω1) there exist R > 0 and y ∈ Ω such that the ball centered in y and of radius R, B(y, R), is contained in Ω and x 0 ∈ ∂B(y, R). Fixed 0 < ρ < R, let us construct a subsolution of (4.2) in the annulus ρ < |x−y| = r < R.
Let us consider the function φ(x) = e −kr − e −kR , where k is a positive constant to be determined. If we compute the derivatives of φ we get
The eigenvalues of D 2 φ(x) are k 2 e −kr of multiplicity 1 and −ke −kr /r of multiplicity N − 1. Then
Take k such that
for some ǫ > 0, then φ is a strict subsolution of the equation (4.2). Now choose m > 0 such that
and define w(x) = m(e −kr − e −kR ). By homogeneity w is still a subsolution of (4.2) in the annulus ρ < |x − y| < R, moreover w = v 1 ≤ v if |x − y| = ρ and w = 0 ≤ v if |x − y| = R. Then by the comparison principle, Theorem 4.1, w ≤ v in the entire annulus.
Now let δ be a positive number smaller than R − ρ. In B(x 0 , δ) ∩ Ω it is again w ≤ v, in fact where |x − y| > R it is w < 0 ≤ v; moreover w(x 0 ) = v(x 0 ) = 0. Then w is a test function for v at x 0 . But
and Proof. The proof is similar to the proof of Proposition 4.2, observing that (F1) and the fact that F (x, p, 0) = 0 imply that Proof. Let u be a subsolution of (4.1) and c ≡ 0. First let us suppose
Now we assume that u is not a constant. We argue by contradiction; suppose that max Ω u = u(x 0 ) > 0, for some x 0 ∈ Ω. Define u(x) := u(x) − u(x 0 ). Since c ≤ 0 and f is non-decreasing, u is a non-positive subsolution of (4.1). Then, from Proposition 4.4, either u ≡ u(x 0 ) or u < u(x 0 ) in Ω. In both cases we get a contradiction.
Let us turn to the case c ≡ 0. Suppose that Ω is a C 2 domain, b(x), − → n (x) > 0, S ≤ 0 and f (x, r) > 0 for any r > 0 and some point x ∈ ∂Ω. We have to prove that u cannot be a positive constant. Suppose by contradiction that u ≡ k. In general, if φ is a C 2 function, x ∈ ∂Ω and S ≤ 0 in x, then (Dφ
for λ > 0 small enough, and
This contradicts the definition of u.
Finally if u is a strong subsolution, f (x, r) > 0 for r > 0 and some x ∈ ∂Ω, u ≡ k > 0, then the boundary condition is not satisfied at x for p = 0.
2 Remark 4.6. Under the same assumptions of Theorem 4.5, but now with f satisfying f (x, 0) ≤ 0 for all x ∈ ∂Ω and with f (x, r) < 0 for any r < 0 and some x ∈ ∂Ω in (i) and (ii), using Proposition 4.2 we can prove the minimum principle, i.e., if u ∈ LSC(Ω) is a viscosity supersolution of (4.1) then u ≥ 0 in Ω. Theorem 4.9 (Maximum Principle for λ < λ). Let λ < λ and let u ∈ U SC(Ω) be a viscosity subsolution of Proof. It suffices to observe that λ, λ ≤ |c| ∞ , since when the zero order coefficient is c(x)+ |c| ∞ the maximum and the minimum principles do not hold. The theorems fail respectively for the positive and negative constants. 2
In the proof of Theorem 4.9 the Lemma 3.2 is one of the main ingredient. Furthermore, we need the following two results. The first one is an adaptation of Lemma 1 of [8] for supersolutions of the Neumann boundary value problem; the second one is a Lemma due to Barles and Ramaswamy, [6] .
Lemma 4.12. Let v ∈ LSC(Ω) be a viscosity supersolution of
for some functions g, β ∈ U SC(Ω). Suppose that x ∈ Ω is a strict local minimum
, where r is the radius in the condition (Ω2) and q > max{2, α+2 α+1 }. Moreover suppose that v is not locally constant around
α+1 } and u is not locally constant around x, it can be proved that
Proof of Theorem 4.9. Let τ ∈]λ, λ[, then by definition there exists v > 0 in Ω bounded viscosity solution of
We argue by contradiction that u has a positive maximum in Ω. As in [8] , we define γ ′ := sup Ω (u/v) > 0 and w = γv, with γ ∈ (0, γ ′ ) to be determined. By homogeneity, w is still a solution of (4.4). Let y ∈ Ω be such that u(y)/v(y) = γ ′ . Since u(y) − w(y) = (γ ′ − γ)v(y) > 0, the supremum of u − w is strictly positive, then by upper semicontinuity there exists x ∈ Ω such that
Fix q > max{2, α+2 α+1 } and k > q/(2r), where r is the radius in the condition (Ω2), and define for j ∈ N the functions φ ∈ C 2 (Ω × Ω) and ψ ∈ U SC(Ω × Ω) by
where C is independent of j. The last relation implies that, up to subsequence, x j and y j converge to some z ∈ Ω as j → +∞. Classical arguments show that
and u(z) − w(z) = m.
Claim 1 For j large enough, there exist x j and y j such that (x j , y j ) is a maximum point of ψ and x j = y j .
Indeed if x j = y j we have
Then x j is a minimum point for
and a maximum point for
We first exclude that x j is both a strict local minimum and a strict local maximum. Indeed in that case, if u and w are not locally constant around x j , by Lemma 4.12
The same result holds if u or w are locally constant by definition of sub and supersolution. The last inequality leads to a contradiction, as we will see at the end of the proof. Hence x j cannot be both a strict local minimum and a strict local maximum. In the first case there exist δ > 0 and R > δ such that
for some y j = x j , so that (x j , y j ) is still a maximum point for ψ. In the other case, similarly, one can replace x j by a point y j = x j such that (y j , x j ) is a maximum for ψ. This concludes the Claim 1. Now computing the derivatives of φ we get
and
Denote p j := D x φ(x j , y j ) and r j := −D y φ(x j , y j ). Since x j = y j , p j and r j are different from 0 for j large enough. Indeed
,
and if y j ∈ ∂Ω then
since k > q/(2r) and x j = y j . In view of definition of sub and supersolution we conclude that
Applying Theorem 3.2 of [12] for any ǫ > 0 there exist X j , Y j ∈ S(N) such that (p j , X j ) ∈ J 2,+ u(x j ), (r j , Y j ) ∈ J 2,− w(y j ) and (4.7)
Claim 2 X j and Y j satisfy
where ζ j = Cj|x j − y j | q−2 , for some positive constant C independent of j and some matrices X j , Y j = O(j|x j − y j | q ). To prove the claim we need to estimate D 2 φ(x j , y j ).
We denote
For A 1 and A 3 we have
Here and henceforth, as usual, the letter C denotes various constants independent of j. Now we consider the quantity A 2 (ξ, η), (ξ, η) for ξ, η ∈ R N . We have
The last inequality can be rewritten equivalently in this way
Finally if we choose
we get the same estimates for the matrix ǫ(D 2 φ(x j , y j )) 2 . In conclusion we have
4.7) implies (4.8) and the Claim 2 is proved.
First we need to know that the quantity j|x j − y j | q−1 is bounded uniformly in j. This is a simple consequence of Lemma 3.2. Indeed, since m > 0 and w is positive and bounded, the estimate (3.1) holds for u and w; then using it in (4.6) and dividing by |x j − y j | = 0 we obtain
Consequently, there exists R > 0 such that for large j
Denote for simplicity Z j := X j − X j and W j := Y j − Y j . By (4.8) and Lemma 4.14 with t = 0, we have
As in the appendix of [5] we use the previous relation, the Cauchy-Schwarz's inequality and the properties of F to get the estimate of the claim
Now consider the first term of the last quantity. Using (4.9) we have
and the last term goes to 0 as j → +∞ since θ > 
. It remains to estimate
then we have
Also the last quantity goes to 0 as j → +∞ since ν > 1 2 and this concludes the Claim 3. Now using the properties of F and the fact that u and w are respectively sub and supersolution we compute
Sending j → +∞ we obtain (4.10)
Indeed o j → 0 as j → +∞ and
and so the difference goes to 0, otherwise
The same result holds for b(y j ) · r j |r j | α . If τ + c(z) > 0, from (4.5) and (4.10) we have
and taking γ sufficiently close to γ ′ in order that
once more a contradiction since λ < τ . 2
Proof of Lemma 4.12. Without loss of generality we can assume that x = 0. Since the minimum is strict there exists a small δ > 0 such that
Since v is not locally constant and q > 1 for any n > δ −1 there exists (t n , z n ) ∈
Consequently, for n > δ −1 the minimum of the function v(
Let y n = t n be some point in B(0, δ)∩Ω on which the minimum is achieved. Passing to the limit as n goes to infinity, t n goes to 0 and, up to subsequence, y n converges to some y ∈ B(0, δ) ∩ Ω. By the lower semicontinuity of v and the fact that 0 is a local minimum of v(x) + C|x| q e −kd(x) we have
and using that v(0) + C|t n | q e −kd(0) ≥ v(y n ) + C|y n − t n | q e −kd(yn) , one has
Since 0 is a strict local minimum of v(x) + C|x| q e −kd(x) , the last equalities imply that y = 0 and v(y n ) goes to v(0) as n → +∞. Then for large n, y n is an interior point of B(0, δ) so that the function
is a test function for v at y n . Moreover, the gradient of ϕ
is different from 0 at x = y n for small δ, indeed |Dϕ(y n )| ≥ C|y n −t n | q−1 e −kd(yn) (q−k|y n −t n |) ≥ C|y n −t n | q−1 e −kd(yn) (q−2kδ) > 0.
Using (2.1), if y n ∈ ∂Ω we have
since k > q/(2r). Then we conclude that
This inequality together with the condition (F2) implies that
Observe that D 2 ϕ(y n ) = |y n − t n | q−2 M, where M is a matrix such that trM + and trM − are bounded by a constant independent of δ and n. Hence, from (4.11) we get
for some constant C 0 , where the exponent α(q − 1) + q − 2 = q(α + 1) − (α + 2) > 0. Passing to the limit, since β and g are upper semicontinuous we get
which is the desired conclusion. 2
We conclude sketching the proof of Theorem 4.1. Proof of Theorem 4.1. Suppose by contradiction that max Ω (u − v) = m > 0. Since u ≤ v on the boundary, the supremum is achieved inside Ω. Let us define for j ∈ N and some q > max{2,
Suppose that (x j , y j ) is a maximum point for ψ in Ω 2 . Then |x j − y j | → 0 as j → +∞ and up to subsequence
Moreover, x is such that u(x) − v(x) = m and we can choose x j = y j . Recalling by Remark 3.3 that the estimate (3.1) holds in Ω, we can proceed as in the proof of Theorem 4.9 to get
This is a contradiction since c(x) < 0. 2
4.3.
The Maximum Principle for c(x) changing sign: an example. In the previous subsections we have proved that G(x, u, Du, D 2 u) with the Neumann boundary condition satisfies the maximum principle if c(x) ≤ 0 or without condition on the sign of c(x) provided λ > 0. In this subsection we want to prove that this two cases don't coincide, i.e., that there exists some c(x) which changes sign in Ω such that the associated principal eigenvalue λ is positive. To prove this, by definition of λ, it suffices to find a function c(x) changing sign for which there exists a bounded positive solution of (4.12)
where m > 0. In the rest of this subsection we will construct an explicit example of such function. For simplicity, let us suppose that b ≡ 0 and Ω is the ball of center 0 and radius R. We will look for c such that:
where 0 < ρ < R − ǫ and ǫ, β 1 , β 2 are positive constants which satisfy a suitable inequality. Remark that in the ball of radius ρ c(x) may assume positive values.
In order to construct a supersolution, we define the function
where D, E, k are positive constants to be chosen later. 
Proof. The proof of (i) is a very simple calculation. For (ii) we observe that v is positive if R−ǫ ≤ |x| ≤ R and |x| ≤ ρ since D, k > 0. In the region {ρ ≤ |x| ≤ R − ǫ} v is positive on the boundary where takes the value D, while in the interior Dv(x) = 2Ex − E(R + ρ − ǫ)
2 . Now we turn to (iii). Let x ∈ Ω be such that | x| = ρ and let (p, X) ∈ J 2,− v( x), then by definition of semi-jet
|b x| is the exterior normal to the sphere of radius ρ at x, then |x| > ρ and dividing (4.15) by t we have
where p n = p · − → n ( x). Letting t → 0 + we get
On the other hand, if we take x = x − t − → n ( x), t > 0, in (4.15) and divide by −t, letting t → 0 + we get
In conclusion
Assuming the hypothesis in (iii) the previous condition cannot never be satisfied, then J 2,− v( x) = ∅. In the same way it can be proved that if x ∈ Ω is such that | x| = R − ρ and (p, X) ∈ J 2,− v( x) then
and clearly also this condition cannot be satisfied, consequently J 2,− v( x) = ∅. Finally it is easy to see that
Proposition 4.16. There exist ǫ, β 1 , β 2 > 0 such that for any c(x) satisfying (4.13) the function v defined in (4.14) is a positive continuous viscosity solution of (4.12).
Proof. Clearly v satisfies the boundary condition. Since the semi-jet J 2,− v(x) is empty if |x| = ρ, |x| = R − ǫ and x = 0, in such points we have nothing to test. In B(0, ρ) \ {0}, B(0, R − ǫ) \ B(0, ρ), B(0, R) \ B(0, R − ǫ) v is of class C 2 , then it suffices to prove that v is a classical solution of (4.12) in these open sets. Case I: R − ǫ < |x| < R.
Since c < 0 and continuous on {R − ǫ ≤ |x| ≤ R}, we have
Hence, by definition v is supersolution. Case II: ρ < |x| < R − ǫ.
In this set
Observe that all the factors in the last member are positive. Using the last computation, the fact that in the minimum points v takes the value D −
(see the proof of Lemma 4.15) and that c ≤ −β 1 , we have
The above quantity is negative if
Case III: 0 < |x| < ρ.
Here we have
The last quantity is negative if (4.20)
Since E must satisfy the condition in (iii) of Lemma 4.15, we choose
With this choice of D, (4.18) is satisfied and v is positive by (ii) of Lemma 4.15. Observe that
as ǫ, ǫ ′ → 0 + . Finally we can write the relation between β 1 and β 2 :
Suppose that (4.23) holds for some k > 0, then we can choose ǫ ′ > ǫ > 0 so small that
where D is defined by (4.22) . Define E as in (4.21), then v is a positive supersolution of (4.12) with m the minimum between the quantity m 1 , m 2 and m 3 defined respectively in (4.16), (4.17) and (4.19) . Observe that the size of ǫ is given by (4.23). Remark 4.18. The construction above can be repeated for any C 2 domain. The assumptions on c and the supersolution v can be rewritten respectively as follows
where 0 < ǫ < δ and d(x) is precisely the distance function, not one of its C 2 extensions. We recall some properties of the distance function:
• We choose δ so small that in Ω δ+δ ′ d is of class C 2 for some small δ ′ > 0. Then, as in previous example, where δ was R − ρ, it can be proved that v is continuous on Ω,
Let K be such that |k i (x)| ≤ K for all i and all x ∈ ∂Ω. Then, if ǫ < d(x) < δ we have the following estimate
. Let x ∈ Ω be such that d(x) > δ and let ψ be a C 2 function such that (v − ψ)(x) ≥ (v − ψ)(x) = 0 for all x in a small neighborhood of x. Then the function φ defined as
According to some of the properties of d recalled before, on such point d is differentiable, Dφ(x) = Dd(x) and D 2 φ(x) ≤ s 0 I. Then it easy to check that for k > s0AN a
We can repeat the argument used before to conclude that v is a positive solution of (4.12) if ǫ is small enough and β 1 and β 2 satisfy the following inequality for some k > s0AN a
Of course the relation between β 1 and β 2 can be bettered if we have more informations about the domain Ω.
Some existence results
This section is devoted to the problem of the existence of a solution of
The first existence result for (5.1) is obtained when λ = 0 and c < 0, via Perron's method. Thanks to it we will be able to prove the existence of a positive solution of (5.1) when g is non-positive and λ < λ, without condition on the sign of c. Then we will prove the existence of a positive principal eigenfunction corresponding to λ, that is a solution of (5.1) when g ≡ 0 and λ = λ. For the last two results we will follow the proof given in [8] for the analogous theorems with the Dirichlet boundary condition. Symmetrical results can be obtained for the eigenvalue λ.
Finally, we will prove that the Neumann problem (5.1) is solvable for any righthand side if λ < min{λ, λ}.
Comparison results guarantee for (5.1) the uniqueness of the solution when c < 0, of the positive solution when λ < λ and g < 0 and of the negative solution when λ < λ and g > 0.
Theorem 5.1. Suppose that c < 0 and g is continuous on Ω. If u ∈ U SC(Ω) and v ∈ LSC(Ω) are respectively viscosity sub and supersolution of Proof. We suppose by contradiction that max Ω (u − v) = m > 0. Repeating the proof of Theorem 4.9 taking v as w, we arrive to the following inequality
where z ∈ Ω is such that u(z) − v(z) = m > 0. This is a contradiction since c(z) < 0. The existence of a solution follows from Perron's method of Ishii [15] and the comparison result just proved, provided there is a bounded subsolution and a bounded supersolution of (5.2). Since c is negative and continuous on Ω, there exists c 0 > 0 such that c(x) ≤ −c 0 for every x ∈ Ω. Then
are respectively a bounded sub and supersolution of (5.2). Put
and ϕ is a subsolution of (5.2) }, then u is a solution of (5.2). We first show that the upper semicontinuous envelope of u defined as u * (x) := lim ρ↓0 sup{u(y) : y ∈ Ω and |y − x| ≤ ρ} is a subsolution of (5.2). Indeed if (p, X) ∈ J 2,+ u(x 0 ) and p = 0 then by the standard arguments of the Perron's method it can be proved that
Now suppose u * ≡ k in a neighborhood of x 0 ∈ Ω. If x 0 ∈ ∂Ω clearly u * is subsolution in x 0 . Assume that x 0 is an interior point of Ω. We may choose a sequence of subsolutions (ϕ n ) n and a sequence of points (x n ) n in Ω such that x n → x 0 and ϕ n (x n ) → k. Suppose that |x n − x 0 | < a n with a n decreasing to 0 as n → +∞. If, up to subsequence, ϕ n is constant in B(x 0 , a n ) for any n, then passing to the limit in the relation c(
Otherwise, suppose that for any n ϕ n is not constant in B(x 0 , a n ). Repeating the argument of Lemma 4.12 we find a sequence {(t n , y n )} n∈N ⊂ Ω 2 and a small δ > 0 such that |t n −x 0 | < a n , |y n −x 0 | ≤ δ, t n = y n , ϕ n (x) − |x − t n | q ≤ ϕ n (y n ) − |y n − t n | q for any x ∈ B(x 0 , δ), with q > max{2, α+2 α+1 } and u * ≡ k in B(x 0 , δ). Up to subsequence y n → y ∈ B(x 0 , δ) as n → +∞. We have
The last inequalities imply that y = x 0 and ϕ n (y n ) → k. Then for large n y n is an interior point of B(x 0 , δ) and φ n (x) := ϕ n (y n ) − |y n − t n | q + |x − t n | q is a test function for ϕ n at y n . Passing to the limit as n → +∞ in the relation
* is a subsolution of (5.2). Since u * ≤ u 2 , it follows from the definition of u that u = u * . Finally the lower semicontinuous envelope of u defined as u * (x) := lim ρ↓0 inf{u(y) : y ∈ Ω and |y − x| ≤ ρ} is a supersolution. Indeed, if it is not, the Perron's method provides a viscosity subsolution of (5.2) greater than u, contradicting the definition of u. If u * ≡ k in a neighborhood of x 0 ∈ Ω and c(x 0 )|k| α k > g(x 0 ) then for small δ and ρ, the subsolution is
Hence u * is a supersolution of (5.2) and then, by comparison, u * = u ≤ u * , showing that u is continuous and is a solution.
The uniqueness of the solution is an immediate consequence of the comparison principle just proved. 2 Theorem 5.2. Suppose g ∈ LSC(Ω), h ∈ U SC(Ω), h ≤ 0, h ≤ g and g(x) > 0 if h(x) = 0. Let u ∈ U SC(Ω) be a viscosity subsolution of (5.1) and v ∈ LSC(Ω) be a bounded positive viscosity supersolution of (5.1) with g replaced by h. Then u ≤ v in Ω.
Remark 5.3. The existence of a such v implies λ ≤ λ.
Proof. It suffices to prove the theorem for h < g. Indeed, for l > 1 the function defined by v l := lv is a supersolution of (5.1) with right-hand side l α+1 h(x). By the assumptions on h and g, l α+1 h < g. If u ≤ lv for any l > 1, passing to the limit as l → 1 + , one obtains u ≤ v as desired. Hence we can assume h < g. By upper semicontinuity max Ω (h − g) = −M < 0. Suppose by contradiction that u > v somewhere in Ω. Then there exists y ∈ Ω such that γ ′ := u(y) v(y) = max x∈Ω u(x) v(x) > 1.
Define w = γv for some 1 ≤ γ < γ ′ . Since h ≤ 0 and γ ≥ 1, γ α+1 h ≤ h and then w is still a supersolution of (5.1) with right-hand side h. The supremum of u − w is strictly positive then, by upper semicontinuity, there exists x ∈ Ω such that u(x) − w(x) = max Ω (u − w) > 0. We have u(x) > w(x) and w(x) ≥ If we choose γ sufficiently close to γ ′ in order that
we get once more a contradiction. Using the argument of Theorem 7 of [8] , thanks to the Theorem 4.9 and Corollary 3.4, it can be proved that (u n ) n is also bounded. Then, letting n go to infinity by the compactness result, the sequence converges uniformly and, since monotone, in its whole to a function u which is a solution. Moreover, the solution is positive in Ω by the strong minimum principle, Proposition 4.2.
If g < 0, the uniqueness of the positive solution follows from Theorem 5.2. Moreover φ is Lipschitz continuous on Ω.
Proof. Let λ n be an increasing sequence which converges to λ. Let u n be the positive solution of (5.1) with λ = λ n and g ≡ −1. By Theorem 5.4 the sequence (u n ) n is well defined. Following the argument of the proof of Theorem 8 of [8] , we can prove that it is unbounded, otherwise one would contradict the definition of λ. Then, up to subsequence |u n | ∞ → +∞ as n → +∞ and defining v n := un |un|∞ one gets that v n satisfies (5.1) with λ = λ n and g ≡ − 2 Remark 5.6. With the same arguments used in the proofs of Theorems 5.2, 5.4 and 5.5 one can prove: the comparison result between u ∈ U SC(Ω) bounded and negative viscosity subsolution of (5.1) and v ∈ LSC(Ω) supersolution of (5.1) with g replaced by h, provided g ≥ 0, h ≤ g and h(x) < 0 if g(x) = 0; the existence of a negative viscosity solution of (5.1), for λ < λ and g ≥ 0, g ≡ 0; the existence of a negative Lipschitz first eigenfunction corresponding to λ, i.e., a solution of (5.1) with λ = λ and g ≡ 0.
Theorem 5.7. Suppose that λ < min{λ, λ} and g is continuous on Ω, then there exists a viscosity solution of (5.1).
Proof. If h ≡ 0, by the maximum and minimum principles the only solution is u ≡ 0. Let us suppose h ≡ 0. Since λ < min{λ, λ} by Theorem 5.4 and Remark 5.6 there exist v 0 positive viscosity solution of (5.1) with right-hand side −|g| ∞ and u 0 negative viscosity solution of (5.1) with right-hand side |g| ∞ . Let us suppose λ + |c| ∞ ≥ 0. Let (u n ) n be the sequence defined in the proof of Theorem 5.4 with u 1 = u 0 , then by comparison Theorem 5.1 we have u 0 = u 1 ≤ u 2 ≤ ... ≤ v 0 . Hence, by the compactness Corollary 3.4 the sequence converges to a continuous function which is the desired solution.
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