Intersection numbers for subspace designs are introduced and q-analogs of the Mendelsohn and Köhler equations are given. As an application, we are able to determine the intersection structure of a putative q-analog of the Fano plane for any prime power q. It is shown that its existence implies the existence of a 2-(7, 3, q 4 ) q subspace design. Furthermore, several simplified or alternative proofs concerning intersection numbers of ordinary block designs are discussed.
1 Introduction and preliminaries
History
The earliest reference for q-analogs of block designs (subspace designs) is [4] . However, the idea is older, since it is stated that "Several people have observed that the concept of a t-design can be generalised [...]". They have also been mentioned in a more general context in [8] . An introduction can be found in [22, Day 4] .
For q = 2, the first nontrivial subspace designwith t = 2 has been constructed in [27] and generalized to arbitrary q in [23, 26] . The first nontrivial subspace design with t = 3 is found in [3] .
In [21, Th. 1.2] it has been shown that for fixed parameters t, v and k and λ sufficiently large, each admissible parameter set t-(v, k, λ) is realizable as a subspace design with possibly repeated blocks. In [9] it has been proven that nontrivial simple subspace designs exist for any value of t.
Quite recently [2] , a 2-analog of the Steiner triple system STS (13) has been found computationally, by applying the Kramer-Mesner method described in [3] . This discovery is a significant breakthrough, since it is the very first nontrivial q-Steiner system with t > 1 and refutes the earlier conjecture that no such q-Steiner system exists.
Gaussian binomial coefficients
We define the q-analog of a non-negative integer n as
and the q-factorial of n as
The notion q-analog stems from the fact that the evaluation for q = 1 gives [n] 1 = n and [n] 1 ! = n!. Using this notation, for k ∈ Z and n ∈ N the Gaussian binomial coefficient is the Z[q]-polynomial
if k ∈ {0, . . . , n}, 0 otherwise.
Its evaluation for q = 1 gives the binomial coefficient n k
. For that reason, the Gaussian binomial coefficient is known as q-analog of the binomial coefficient. Many identities for binomial coefficients have q-analogs for the Gaussian binomial coefficients. As an example, we mention n k = n n − k and n h n − h k = n k n − k h , for n ≥ 1 the q-Pascal triangle identities
Another one is provided in the following
Proof. By the q-Pascal triangle identity,
Remark 1.2 According to [10] , q-analogs of non-negative integers were introduced in [12] and their binomial coefficients in [30] . For a deeper discussion of the Gaussian binomial coefficients, see [19, 10, 11, 5 ].
q-analogs of combinatorial structures
The set of k-element subsets (k-subsets) of a set V will be denoted by
and the set of all k-dimensional subspaces (k-subspaces) of an F q -vector space will be denoted by . There are good reasons to interpret the subspace lattice L(V ) of a v-dimensional vector space V as the q-analog of the subset lattice of a v-element set V , which corresponds to q = 1 [5] .
Many combinatorial areas, like design theory and coding theory, are based on the subset lattice of a v-element set V . Replacing the set-theoretic notions by their vector space counterparts gives rise to the study of their q-analogs, which are based on the subspace lattice of a v-dimensional vector space V . An important part of these theories is the investigation of results in the set-theoretic case for their applicability in the qanalog case. For example, in [14] q-analogs of derived and residual designs are studied. In this article, we will give a q-analog of the theory of intersection numbers of designs.
In the following, q-analogs of several well-known definitions and statements on ordinary block designs are given (Def. 1.3, Fact 1.4, Fact 1.5, Fact 1.7, Def. 2.1, Th. 2.4, Th. 2.6). This means that one gets back the original definition or statement if q is set to 1 and all vector space notions are replaced by their set-theoretic counterparts.
Subspace designs
Definition 1.3 Let q be a prime power, V an F q -vector space of finite dimension v and t, k, λ be non-negative integers. A set D of k-subspaces ( blocks) of V is called a t-(v, k, λ) q (subspace) design if each t-subspace of V is contained in exactly λ blocks of D.
By the above discussion, an ordinary block design can be seen as the case q = 1 of a subspace design. For all t ∈ {0, . . . , k}, the full Graßmannian
Of particular interest is the case λ = 1, where D is called a Steiner system. For t = 1, a 1-(v, k, 1) q Steiner system is the same as a spread of (k − 1)-flats in the projective geometry PG(v − 1, q), which exists if and only if k divides v. The only known nontrivial q-analog of a Steiner system with t ≥ 2 has the parameters 2-(13, 3, 1) 2 [2] .
By the fundamental theorem of projective geometry, the automorphism group of the lattice L(V ) is given by the projective semilinear group PΓL(V ) with its natural action on L(V ). The automorphism group Aut(D) of a subspace design D is defined as the stabilizer of D under the induced action of PΓL(V ) on the power set of L(V ).
The following fact is the q-analog of a well-known property of block designs:
In particular, the number of blocks is given by #D = λ 0 .
As a result, the existence of a t-(v, k, λ) q design implies the integrality conditions λ i ∈ Z for all i ∈ {0, . . . , t}. Without requiring the actual existence of a corresponding design, any parameter set t-(v, k, λ) q fulfilling the integrality conditions will be called admissible.
The following fact describes a refinement of the numbers λ i . with I ∩ J = {0}. The number
is independent of the choice of I and J. They are determined by the recurrence relation
In closed form,
Remark 1.6
(i) Fact 1.5 can also be found in [25, Lemma 2.2 and Lemma 2.6]. However, the exponents of q given there are not correct.
(ii) For ordinary block designs, the numbers λ i,j have been introduced in [20] .
Fixing some non-singular bilinear form β on V , the dual subspace of a subspace W ∈ L(V ) is defined as
Now for a t-(v, k, λ) q subspace design D, its dual subspace design is defined as
Up to equivalence, this definition does not depend on the choice of β. The dual subspace design is the q-analog of the supplementary block design.
is a subspace design with the parameters
2 Intersection numbers
Plain intersection numbers
Definition 2.1 Let D be a t-(v, k, λ) q subspace design. For any subspace S of V and i ∈ {0, . . . , k}, we define the i-th intersection number of S in D as
If the set S is clear from the context, we use the abbreviation α i = α i (S). Furthermore,
The intersection numbers are a q-analog of the intersection numbers defined in [17] for blocks S and independently as "i-Treffer" for general sets S in [18] .
First, we describe the relation to the intersection numbers α
Proof. Part (a) is a direct consequence of the dimension formula. For part (b), note that for all blocks
In the range where the dimension or the codimension of S in V is at most t, the intersection numbers are closely related to the numbers λ i,j :
and i ∈ {0, . . . , k}. The intersection vector α(S) is uniquely determined by
For i ≤ s ≤ t we have
and for
Proof. From Lemma 2.2(a), α i (S) = 0 for i > s or k − i > v − s, in agreement with equation (2). So we may assume i ≤ s and k − i ≤ v − s.
Case 1
We first consider the case s ≤ t. We count the set
There are α i (S) blocks B with dim(B ∩ S) = i, each one uniquely determining I = B ∩ S. This shows that #X equals the left hand side of equation (3).
On the other hand, there are
ways to select the subspace I of S.
Hence B ∩ S = I is equivalent to I ≤ B and J ∩ B = {0}. So the number of blocks intersecting S in I is λ dim(I),dim(J) = λ i,s−i , showing that #X equals the right hand side of equation (3) .
So equation (3) is shown, and replacing λ i,s−i with the formula given in Fact 1.5 yields formula (2).
Case 2 Now assume that v−s ≤ t. By Fact 1.7, the dual design D ⊥ has the parameters
where the first equality is Lemma 2.2(b), and the second equality comes from applying equation (2) (because of dim(S ⊥ ) = s ⊥ ≤ t ⊥ we are in case 1 that we have already shown). Plugging in the above defined expressions, this expression indeed simplifies to the right hand side of (2). Finally equation (4) can be verified using the formula from Fact 1.5. 
Proof. We count the set 
Proof. The Mendelsohn equations (Th. 2.4) can be interpreted as a system of linear equations on the intersection vector of S in D: . . .
This equation system has the form
where
The matrix P q is known as the upper triangular q-Pascal matrix. By equation (1), P q is invertible with the inverse
After left multiplication by P −1 q , equation (6) is equivalent to
Numbering the columns of A with t + 1, . . . , k, the entry in the i-th row and the j-th
where Lemma 1.1 was used in the last step. The i-th entry of P −1
Plugging these expressions into equation (7), its rows evaluate to the Köhler equations.
Remark 2.7 (a) For ordinary block designs, Theorem 2.6 was originally shown in [15] in a lengthy induction proof. The main result of the article [29] was a simplified proof based on the notion of "vectorproduct". In a slightly more general context, another induction proof as well as a proof based on the principle of inclusion and exclusion was given in [28] .
(b) Our proof can be interpreted as transforming the linear system of Mendelsohn equations to row reduced echelon form by Gauss reduction. Since this method is directly applicable also to block designs, it provides a short and systematic proof for the original Köhler equations.
High order intersection numbers
For block designs, "high order" versions of the numbers λ i,j [28] and the intersection numbers α i [17] (see also [28, 1] ) have been introduced. For that matter, some positive integer is fixed, and in the definitions the block B is replaced by the intersection of an -tuple of blocks. The same is possible in our q-analog situation: For a t-(v, k, λ) q subspace design D, non-negative integers i and j with i + j ≤ t and subspaces I ∈ does not depend on the choice of I and J. For S ∈ L(V ) and i ∈ {0, . . . , k} the i-th high order intersection number of S in D is defined as
Clearly, λ i,j = λ Lemma 2.8 Let D be a t-(v, k, λ) q subspace design, S a subspace of V of dimension s = dim(S) and a positive integer. For s ≤ t or s ≥ v − t, the high order intersection vector α ( ) (S) is uniquely determined. In the case s ≤ t,
for all i ∈ {0, . . . , s} and 0 for all i ∈ {s + 1, . . . , k}.
Using the high order Mendelsohn equations, it can be checked that in the range s ≥ v − t, the intersection vector α ( ) i (S) is still unique. However, the formula gets more complicated than in Lemma 2.3. This is indicated by the fact that for k − i > v − s, we don't necessarily get α ( ) i (S) = 0 any more. Since the high order versions complicate the presentation, their benefit is not entirely clear and the proofs only need trivial adjustments, we decided to go with the basic versions in the main part.
Non-existence results for block designs
For ordinary block designs, the Mendelsohn equations have been used to show that certain admissible parameter sets are not realizable. Below, we give three such examples. These results are not new, but the proofs are new alternatives or simplify the previous ones. To show that the parameter set is not realizable, let V = {1, . . . , 11} and assume that there is a design on V of these parameters. The Köhler equations for the intersection vector of a block B are
Since B is a block, α 5 = 1, and because of α 1 ≥ 0, the second equation forces α 4 = 0. So the unique intersection vector is α(B) = (2, 0, 20, 10, 0, 1).
In particular, there are α 0 = 2 blocks contained in V \ B. Because of #(V \ B) = 11 − 5 = 6, those two blocks intersect in exactly 4 points, which contradicts α 4 = 0.
Remark 3.2
(i) For block designs, the considered parameter set 2-(11, 5, 2) is the smallest admissible parameter set (in terms of v) which is not realizable, compare [16, p. 36 ff.] and [13, Table 4 .44].
(ii) Theorem 3.1 is the main result of [7] , where it was shown using the same intersection vector and additionally the classification of 2-(10, 4, 2) designs. Our above proof simplifies this reasoning.
Theorem 3.3 Let n ≥ 5 be an integer such that 4 n. Then the parameters
are admissible, but not realizable.
Proof. We compute
To see that the parameters are admissible, we have to check that the values λ i are integral. This is clear for λ 4 , λ 3 and λ 2 . The integrality of λ 1 follows from checking the three possibilities n ≡ 1, n ≡ 2 and n ≡ 3 (mod 4). For λ 0 we note that n 2 − n is always even, so one of the factors n 2 − n + 2 and n 2 − n + 4 is divisible by 4 and the other one is even.
We consider the Köhler equation with i = 0 for a block B (so s = k = n + 1 and α k = 1). Because of
we get the contradiction Proof. We compute
So the parameters are admissible. We consider the Köhler equation with i = 1 for a block S (so s = k = 4n − 1 and
we get the contradiction
Remark 3.6 Alternatively, Theorem 3.5 can be shown as follows. According to [6, Th. 5.6] , the existence of a 3-(v, k, 1) design implies
. In our case, this yields the contradiction
4 Intersection structure of a q-analog of the Fano plane
It is a notorious open problem if for any prime power q, a q-analog of the Fano plane exists, which is a Steiner system with admissible parameters 2-(7, 3, 1) q . In this section, we compute the intersection vector distribution of such a Steiner system and discuss its implications. Thereby, Φ n ∈ Z[q] will denote the n-th cyclotomic polynomial in q. Since all Gaussian binomial coefficients are a product of cyclotomic polynomials, they often allow a compact representation of the arising polynomials in factorized form. In the following, let D be a 2-(7, 3, 1) q subspace design. We have
As a showcase, for s = 4 the Köhler equations yield
can contain at most 1 block, implying α 3 ∈ {0, 1}. Thus, the two possible intersection vectors are
Let a i (i ∈ {0, 1}) be the number of S ∈ with B < D yields
and thus
For s = 3, the two possible intersection vectors and their frequencies are computed similarly. For each s ∈ {0, 1, 2, 5, 6, 7}, the intersection vector is uniquely determined by Lemma 2.3. The result is shown in Table 1 . For the important special cases q = 2 and q = 3, the evaluated numbers are shown in Table 2 and Table 3 , respectively. For s = 3, we denote the two possible types of subspaces S by 3 0 (those with α 3 (S) = 0) and 3 1 (the blocks with α 3 (S) = 1). Similarly, the two different types of blocks of dimension s = 4 will be denoted by 4 0 and 4 1 . of type 4 0 } forms a 2-(7, 3, q 4 ) q design.
Remark 4.2 The blocks of the original 2-(7, 3, 1) q design are given by the spaces of type 3 1 , and the above proof shows that after dualization, the spaces of type 4 0 form the blocks of a 2-(7, 3, q 4 ) q design. Similarly, the spaces of type 3 0 are the blocks of a 2-(7, 3, q 4 + q 3 + q 2 + q) q design and after dualization, the spaces of type 4 1 are the blocks of a 2-(7, 3, q 3 + q 2 + q + 1) q design. However, these are just the complementary designs of the ones arising from the spaces 3 1 and 4 0 , respectively. 
