We prove that at a finite singular time for the Harmonic Ricci Flow on a surface of positive genus both the energy density of the map component and the curvature of the domain manifold have to blow up simultaneously. As an immediate consequence, we obtain smooth long-time existence for the Harmonic Ricci Flow with large coupling constant.
that α(t) ∈ [ᾱ,ᾱ], where 0 <ᾱ ≤ᾱ < ∞.
Typically, geometric flows can develop finite time singularities. In the case of the Harmonic Ricci Flow, this could be caused either by energy concentration of the map component φ(t) or by a degeneration of the evolving domain metric g(t) -or by both phenomena happening at the same time, as described more precisely in (1.3) below. However, the goal of this article is to prove that in the case where the domain manifold is two-dimensional and the coupling constant α(t) is sufficiently large, such finite time singularities cannot appear at all. Our main result is the following. where K(τ ) denotes the sectional curvature of the target manifold N in direction τ . Then every solution (g, φ) of (1.1) is defined and smooth for all times t ≥ 0.
In [22, Corollary 5.3] , the first author of this article showed that if the coupling constant α(t) is smooth and bounded away from zero, then for a solution (g, φ) of the Harmonic Ricci Flow (in arbitrary dimension), energy concentration of φ(t) cannot happen as long as the curvature of g(t) stays bounded. Here, we show that in the case of a two-dimensional domain, the converse holds as well. That is, it is not possible that the (Gauss) curvature K g(t) of g(t) blows up while the energy density of φ(t) remains bounded. In particular, we have the following theorem. is uniformly bounded (in space and time) in terms of its initial value andᾱ,ᾱ satisfying (1.2). For the unnormalised flow, this was derived in [22, Proposition 5.6] . It is easy to check that a similar argument holds for the normalised flow as well; we will carry this out in the very last section of this article for completeness.
Observe that since M is a surface, we have Ric g = 1 2 R g · g = K g · g, where R g is the scalar and K g the Gauss curvature of g. Consequently, the mean value ffl M tr g (Ric)dµ g = 2(vol(M, g)) −1 ·´M K g dµ g depends only on the genus of the surface and on the volume of (M, g), which is constant along the flow (1.1). Thus, we will always assume that the volume of the initial surface is equal to the one of surfaces of constant Gauss curvaturē
while assuming unit volume in the torus case. That is, we assume that the volume of the initial surface (M, g(0)), and hence any (M, g(t)) is given by vol(M, g) = 4π(γ − 1), if γ ≥ 2, 1, if γ = 1. (1.5) This assumption implies that ffl M tr g (Ric)dµ g =R = 2K. Proving our results only for these initial manifolds constitutes no loss of generality, as the result for initial data of general volume then simply follows by rescaling. More precisely, by rescaling both the metric and the time variable of the map component, we obtain a flow similar to (1.1) but with an additional constant factor in front of the tension field in the second equation. This factor however does not non-trivially influence the arguments that follow and we will therefore not write it for the sake of readability of the arguments.
Let us now give an overview of the proof of Theorem 1.2 and an outline of this paper. The main idea behind our analysis of the flow (1.1) is that, as explained in Section 2, one can always split a flow of metrics on a surface into a conformal part, the pull-back by diffeomorphisms and a horizontal movement. After pulling back with a suitable family of diffeomorphisms, we can thus obtain a new flow (again denoted by (g, φ)), which is constructed in such a way that g(t) is of the form g(t) = e 2u(t) g 0 (t), (1.6) where g 0 (t) moves only in horizontal direction, see Section 2 for details. This new flow solves the evolution equations
where X is the generating vector field of the diffeomorphisms.
As we shall see, the evolution of the horizontal curve g 0 is determined mainly by the tracefree part
• T (φ, g) of the tensor
where we note that
• T (φ, g) = 2α(dφ ⊗ dφ − e(φ, g)g) is a priori bounded in L ∞ under the assumption that the energy density is uniformly bounded, and g 0 can be controlled by methods developed by P. Topping and the second author in [23] [24] [25] [26] . Here and in the following, we use the standard notation for the energy density and total Dirichlet energy of φ, namely e(φ, g) := 
). Conversely, the trace part of T (φ, g) essentially causes only a conformal movement, which we will control by more classical methods, inspired by Struwe's analysis [28] of two-dimensional Ricci Flow.
Since a solution of (1.1) and the corresponding solution of (1.7) differ only by the pull-back by diffeomorphisms, geometric quantities such as the energy density or the curvature agree and we can derive Theorem 1.2 from the following key result. Proposition 1.3. Let (g, φ) be a solution of (1.7) (where the choice of X is explained in Section 2) and assume that on an interval [0, T ), T < ∞, the energy density of φ is uniformly bounded, that is
Then both the curvature and the injectivity radius of g(t) are uniformly bounded,
and thus the solution (g, φ) of (1.7) can be extended smoothly past time T .
The proof of Proposition 1.3 starts in Section 3, where we show that the evolution of the underlying conformal structure, described by the horizontal curve g 0 (t), is well controlled and in particular that the injectivity radius of g 0 (t) is a priori bounded away from zero on any given time interval of finite length. This corresponds to saying that g 0 (t) does not degenerate in Teichmüller space and is trivially true for surfaces of genus γ = 1 as their Teichmüller space is complete with respect to the Weil-Petersson metric and the L 2 -length of t → g 0 (t) is bounded, compare (3.2). In the case of genus at least two, more work is needed. Intuitively, the evolution of g 0 (t) is driven by the horizontal component of the trace-free part of T (φ, g), which is
2 , z ∈ , is the Hopf-differential of φ on the Riemann surface (M, ), and is a complex structure compatible with g (and thus g 0 ). We can thus apply techniques developed for the study of Teichmüller Harmonic Map Flow by Peter Topping and the second author, see [23] [24] [25] [26] [27] .
In Section 4, based on the estimates obtained for g 0 (t), we then analyse the evolution of the conformal factor u(t) in (1.6) following the approach of Struwe [28] . Let us remark that while the Dirichlet energy of the map component is decreasing according to
the Liouville energy which controls the conformal factor u(t) is not monotonically decreasing (unlike in the classical Ricci Flow case). Nevertheless, we can still derive bounds on the Liouville energy and thus on the H 1 -norm of u and then, in a second step, also derive H 2 -bounds on u. All of this is carried out with respect to the evolving metric g 0 (t).
Finally, in Section 5, higher regularity estimates for u are derived via bootstrapping arguments. In view of the Gauss equation 12) these estimates will then yield the desired curvature estimates and hence finish the proof of Proposition 1.3 (and thus also of the Theorems 1.1 and 1.2).
Let us remark that there are initial conditions for which the flow cannot both exist smoothly for all time and converge smoothly as t → ∞. Hence, at time infinity, some singularities must occur for these initial data. As the energy density of the map component stays uniformly bounded, bubbling in the map component cannot happen and hence the domain must develop these singularities. The precise asymptotics will be studied elsewhere.
Remark 1.4. We exclude the case where the domain manifold is a two-sphere from this article as it requires different methods. While the Teichmüller space of a two-sphere consists only of one point and thus there are no horizontal movements to be considered, an additional difficulty arises from the non-compactness of the Möbius group of oriented conformal diffeomorphisms, which in particular prevents the argument in Section 4 from being carried over to this case directly. Moreover, as the Liouville energy is not decreasing, it seems that also Struwe's gauge fixing trick [28] cannot be adapted directly to this situation.
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2 Splitting the flow into its conformal, horizontal and Lie-derivative parts
In this section, we will explain how the two-dimensional Harmonic Ricci Flow -or in fact any flow of Riemannian metrics on a closed surface -can be split into evolutions in conformal, horizontal and Lie-derivative directions.
In the following, we let Sym 2 + (T * M ) denote the space of smooth Riemannian metrics on M and let M c be the subset of metrics with constant Gauss curvatureK = c ∈ {−1, 0}, as in (1.4), which also satisfy the volume constraint (1.5).
Splitting general flows on surfaces of positive genus
Let M be a closed oriented surface of genus γ > 0. Following the approach of Tromba [32] , we first recall how the space of symmetric two-tensors Sym 2 (T * M ) (which is the tangent space to the space of all Riemannian metrics on M ) splits into subspaces that correspond to the evolutions by conformal changes, pull-backs by diffeomorphisms or horizontal curves, respectively, we refer to [32] for details.
By the uniformisation theorem, every metric g on M is conformal to a metricḡ ∈ M c . Note that under the volume constraint (1.5), the constant Gauss curvature metricḡ is unique. We split Sym 2 (T * M ) into the following direct sum:
where C(ḡ) := {̺ ·ḡ | ̺ ∈ C ∞ (M, R)}. In order to split TḡM c further, denote by δḡ the divergence acting on Sym 2 (T * M ) with adjoint δ * g . Recall that since δ * g is overdetermined elliptic, we have the L 2 -orthogonal splitting
is the space of Lie derivatives ofḡ. Moreover, it is well known that the horizontal space ker δḡ ∩ TḡM c =:
consists of the real parts of holomorphic quadratic differentials. Recall also that H(ḡ) is L 2 -orthogonal to C(ḡ), which means that overall we have a splitting
where the last factor splits off L 2 -orthogonally. This last property allows us to obtain the horizontal component (and this component only) by an orthogonal projection, which we denote by P
Remark 2.1. In the case of genus at least two, X → L Xḡ is injective, as there are no Killing fields. Hence the above splitting (2.3) uniquely determines X. For genus one, there is a two-dimensional space of Killing fields, but we can determine X uniquely if we require the normalisation m(X) :=ˆM P x,y (X(x)) dµḡ(x) = 0, (2.4)
where P x,y (X(x)) denotes the parallel transport of X(x) ∈ T x M to the fixed tangent space T y M for any choice of y ∈ M . Viewing a flat torus as parallelogramm P ⊂ R 2 with opposite sides identified this is equivalent to requiring that the integral over P of the corresponding components of the vectorfield is zero.
This splitting of Sym 2 (T * M ) translates to a corresponding splitting of a geometric flow as follows. Let (g(t)) t∈[0,T ) be any smooth curve of metrics satisfying the volume constraint (1.5). Then, by the uniformisation theorem, there exists a unique curve of metrics
The splitting of the tangent space TḡM c = im δ * g ⊕ H(ḡ) described above then yields the following result.
Lemma 2.2. Letḡ be a smooth curve in M c . Then there exists a unique smooth family of diffeomorphisms f t : M → M , generated by a vectorfield satisfying (2.4) in case γ = 1, with f 0 = id and a unique horizontal curve (g 0 (t)) t∈[0,T ) , i.e. a curve of metrics satisfying
such thatḡ(t) = f * t g 0 (t). Proof. Letḡ(t) be a smooth curve in M c . Then by (2.2), there exists a unique vectorfield X(t), in case of a torus additionally normalised by (2.4), and a unique tensor h(t) ∈ H(ḡ(t)) so that
On the other hand, given any family of diffeomorphisms f t generated by some vectorfield X and a curve of metrics g 0 withḡ = f
Now, given f t as in the above lemma, notice thatg(t) as in (2.5) can be rewritten as
Hence, instead of directly considering a solution (g(t),φ(t)) t∈[0,T ) of the original flow equation (1.1), we can instead analyse the pulled-back flow
which has the advantage that the metric component of this flow only moves by conformal changes and horizontal movements. As mentioned in the introduction, if (g,φ) satisfies the flow equation (1.1), then the pulled-back flow (g, φ) satisfies the evolution equation (1.7), where X is the vector field generating the diffeomorphisms f t of Lemma 2.2.
Equations for the components of Harmonic Ricci Flow
From the above discussion, and in particular (1.7), we obtain the evolution equation
or, in the order of (2.3),
where
As we know from the above that H(g 0 ) stands L 2 (M, g 0 )-orthogonal to both the space of all Lie-derivatives and to all conformal directions, we can obtain the velocity ∂ t g 0 of the horizontal curve g 0 as the
or equivalently as the real part of the projection P H g0 of the (weighted) Hopf-differential Φ(φ, g 0 ) to the space of holomorphic quadratic differentials H(M, g 0 ).
Next, we characterise ̺ and X in (2.7). From (2.1), we know that for t ∈ [0, T ), we have
and hence, we know that (DR)(g 0 )(e
whereK ∈ {−1, 0} as in (1.4), we can characterise ̺(t) equivalently as the unique solution of the elliptic PDE
We remark that the condition´M ̺ dµ g0 = 0 is automatically satisfied in the case of genus γ ≥ 2, but is required in the torus case due to our volume constraint. We will see that this characterisation of ̺ not only implies that ̺ is smooth on M × [0, T ), provided that both g and φ are smooth, but it will also allow us to derive estimates on Sobolev norms of ̺ in terms of the appropriate Sobolev norms of the right hand side. Furthermore, thanks to the control on the underlying constant curvature metric g 0 derived in the next section, such estimates will be valid with uniform constants.
Next, using (2.7) and (2.9), and recalling that tensors in H(g 0 ) are divergence-free, we know that the vector field X ∈ Γ(T M ) satisfies e
If (M, g 0 ) has negative curvature, there are no non-trivial Killing-fields and thus X = X(φ, g) is uniquely determined by the above equation. On a torus, this is still true up to normalisation of X as explained in Remark 2.1 above.
We point out that so far, we have never used the precise definition of T (φ, g), but only assumed that it is a diffeomorphism invariant tensor, which is smooth if g and φ are smooth. All in all, we have thus proved the following proposition.
) be a solution of (1.7) on a surface of genus γ ≥ 1 where g 0 is a horizontal curve. Then, the following evolution equations hold:
where ̺ and X are the unique solutions of (2.10) and (2.11), respectively.
In the case of Harmonic Ricci Flow, where T (φ, g) is given by (1.8), and hence, as mentioned before,
where we used the Gauss equation (1.12), we find the following evolution equations.
Corollary 2.4. Let (g(t) = e 2u(t) g 0 (t), φ(t)) be a solution of (1.7) on a surface of genus γ ≥ 1, where T (φ, g) is given by (1.8). Then, the following evolution equations hold:
where ̺ and X are the unique solutions of (2.10) and (2.11), respectively, and A g0 (φ) denotes the second fundamental form of (N, g N ) ֒→ R n at φ, so that τ g0 (φ) = ∆ g0 φ+A g0 (φ)(dφ, dφ).
Estimates for ̺ and X
From elliptic PDE theory, we obtain the following a priori estimates for ̺ and X.
Lemma 2.5. Let (g, φ) be as in Proposition 1.3. Then the solution ̺ of (2.10) satisfies
(2.14)
Similarly, the solution X of (2.11) satisfies 15) and thus in particular
Here and in the following, unless mentioned otherwise, C always denotes a generic constant possibly changing from line to line, which is in particular allowed to depend on the coupling function α, the time T , the initial data (M, g (0)) and φ(0) (and hence in particular the genus γ of M ), as well as the energy density bound in (1.9).
Proof. Let us first remark that we have good control on the operators, thanks to the uniform estimates for g 0 (and in particular the uniform bound on inj(M, g 0 )) that we will derive in the next section (see in particular Remark 3.6 and Lemma 3.7). Hence, the elliptic estimates used below all apply with constants C which are independent of t.
Next, observe that due to the assumption on the energy density, the right hand sides of (2.10) and (2.11) are bounded uniformly in time in the spaces W −2,p (M ) and W −1,p (M ), respectively. The first claim is thus essentially just L p theory applied to uniformly elliptic operators with trivial kernel.
For the H 2 -estimate for X, respectively the H 1 -estimate for ̺, we observe that the divergence of the Hopf-differential is given as δ g0 (
and thus
The corresponding L 2 -bound on the right hand side of (2.11) implies the H 2 -estimate for X, while the resulting W −1,2 -bound on the right hand side of (2.10) leads to the claimed H 1 -bound on ̺.
Evolution in horizontal direction
As we shall see, for solutions of (1.7) satisfying (1.9) the evolution in horizontal direction can be very well controlled using the theory of general horizontal curves developed in the joint work [23] [24] [25] [26] of P. Topping and the second author. As we shall prove later on in this section, in this setting the injectivity radius can be bounded away from zero uniformly on time intervals of bounded length. This allows us to control the metric component using results obtained in [26] and [25] , see also [24] for related estimates. We begin by recalling the relevant results from [26] and [25] , or rather their corollaries for the simpler setting of horizontal curves with controlled injectivity radius, to make the presentation self-contained.
To begin with, we recall that the fact that for holomorphic functions all C k -norms are equivalent to the L 1 -norm has an analogue for the spaces of holomorphic quadratic differentials H(M, g 0 ), g 0 ∈ M c . To be more precise, in the case of bounded injectivity radius, [27, Lemma 2.6] implies in particular the following.
Lemma 3.1. For every ε 0 > 0 and k ∈ N 0 there exists a constant C < ∞ such that for
Here and in the following the
is computed in terms of the Levi-Cività connection on (M, g 0 ) and its extensions to the corresponding bundles.
A useful consequence of this result is the following corollary.
Corollary 3.2. Under the same assumptions as in Lemma 3.1, we have for all quadratic differentials Ψ on (M, g 0 )
This corollary follows from Lemma 3.1 either by a direct argument, which is given below, or (for γ ≥ 2) by combining the lemma with the following more general fact. 
Proof of Corollary 3.2. Let g 0 be as in Lemma 3.1 and select an orthonormal basis (Ω j ) of the finite dimensional space H(M, g 0 ) of holomorphic quadratic differentials. Then
where all norms are computed with respect to g 0 and where we use that vol(M, g 0 ) ≤ C(γ) and thus
In order to apply these results to the analysis of solutions of (1.7), we note the following.
Remark 3.4. Let (g = e 2u g 0 , φ) be a solution of (1.7) whose energy density is bounded,
for a universal constant C.
Combined with Lemma 3.1 and Corollary 3.2, we thus obtain that ∂ t g(t) is bounded uniformly with respect to the C k norm on (M, g(t)). In the following analysis of the conformal factor and the map component it will be important that ∂ t g(t) is not just controlled with respect to this particular norm but that we can control the velocities at different times all with respect to the same norm, cf. also [27] and [24] for related problems. To this end we recall from [26, Lemma 3.3] that the estimate
holds true for any fixed tensor Ω, any smooth curve of metrics (g(t)) t∈[0,T ) on M and all 0 ≤ t 1 < t 2 < T with a constant C that depends only on k and the order of the tensor. Applied to our horizontal curve of metrics g 0 (·) we obtain the following corollary.
Corollary 3.5. Let (g = e 2u g 0 , φ) be a solution of (1.7) on an interval [0, T ), T < ∞, and assume that (3.1) holds true for some K ∈ R as well as that inj(M, g 0 (t)) ≥ ε 0 > 0, t ∈ [0, T ). Then the C k (M, g 0 (t))-norms, t ∈ [0, T ), are uniformly equivalent in the sense that for every k 0 ∈ N 0 there exists a constant C = C(k, ε 0 , T, K, γ) so that
Furthermore, the velocity of g 0 is controlled with respect to every such C k -norm
Proof. Let (g = e 2u(t) g 0 (t), φ(t)) be a solution of (1.7) as in the corollary. Given any k ∈ N 0 and t ∈ [0, T ), we can use Corollary 3.2 to estimate
where we applied Remark 3.4 in the last step and where C depends only on ε 0 , k, K and as always the genus of M .
Applying (3.3) once for t → g(t) and once to t → g(−t), we thus obtain that for any fixed tensor h ∈ Sym
with C = C(k, ε 0 , γ, K), which yields (3.4). The second claim of the corollary is then an immediate consequence of (3.4) and (3.6).
Remark 3.6. Corollary 3.5 implies in particular that in this setting the metrics (g 0 (t)) t∈[0,T ) are uniformly equivalent and so are the corresponding Sobolev norms · W k,p (M,g0(t)) , where t ∈ [0, T ), for any k ∈ N 0 and p ∈ [1, ∞] . This fact will be used several times in the Sections 4 and 5.
The reason why we can apply the above results for solutions of (1.7) satisfying (3.1) is the following control on the injectivity radius which is based on results from [25] that will be recalled in the proof below.
Lemma 3.7. Let (g = e 2u g 0 , φ) be a solution of (1.7) on an interval [0, T ), T < ∞, for which (1.9) is satisfied. Then
where the constant ε 0 > 0 depends only on inj(M, g 0 (0)), T , γ and an upper bound on the energy density e(φ, g).
Proof. Let us first assume that the genus of M is γ ≥ 2 and consequently that the metrics g 0 are hyperbolic.
We recall that for any δ ∈ (0, arsinh(1)) the δ-thin part of a hyperbolic surface (M, g 0 ) is given by the union of so-called collar neighbourhoods Col(ℓ) around the simple closed geodesics of (M, g 0 ) of length ℓ < 2δ and that each such collar Col(ℓ) is isometric to
, where
and
We also recall that along a horizontal curve of metrics, ∂ t g 0 (t) = Re(Ω(t)), with Ω(t) ∈ H(M, g 0 (t)), the evolution of the length ℓ(t) of the central geodesic of such a collar is determined solely in terms of the principal part b 0 dz 2 of the Fourier expansion of Furthermore, if ∂ t g 0 = Re(P H g0 (Ψ(t))) is described as projection of a quadratic differential Ψ(t) onto H(g 0 ) as in our situation, the results obtained in [25] allow us to compute d dt ℓ in terms of Ψ(t). More precisely, Lemma 2.2 of [25] gives that
for ℓ ∈ (0, 2 arsinh(1)).
Since dz 2 L 1 (Col,g0) = 8πY (ℓ) ≤ C ℓ and since the area of (M, g 0 ) is determined in terms of the genus, this implies in particular that
for every closed geodesic of length ℓ ∈ (0, 2 arsinh(1)), in particular for the shortest simple closed geodesic of a hyperbolic surface with injectivity radius inj(M, g) = 1 2 ℓ ≤ arsinh(1).
Applied to solutions of (1.7) satisfying (1.9), we obtain, using in particular also Remark 3.4, that the function t → inj(M, g 0 (t)), which is Lipschitz and thus differentiable almost everywhere, satisfies
for almost every time t with inj(M, g 0 (t)) ≤ arsinh(1). This implies the claim of the lemma for surfaces of genus at least 2.
We finally consider the case that M is a torus. Here it is sufficient to observe that since we project L 2 -orthogonally, we know that
is uniformly bounded. In particular, the curve (g 0 (t)) t∈[0,T ) has finite L 2 -length and thus its projection to Teichmüller space has finite length with respect to the Weil-Petersson metric. But the Teichmüller space of the torus (equipped with the Weil-Petersson metric) is isometric to the hyperbolic plane and so in particular complete, and thus the injectivity radius must remain bounded away from zero as described in the lemma.
Evolution of the conformal factor
For two-dimensional Ricci Flow -which evolves only in conformal directions -regularity of the conformal factor can be proved from a uniform bound on its Liouville energy, see Struwe [28] . Motivated by this, we consider the Liouville energy of the conformal factor u along the Harmonic Ricci Flow,
One of the main differences to the Ricci Flow case is that in our case the background metric g 0 is not fixed but is an evolving horizontal curve of metrics g 0 (t).
As observed in [28] , Jensen's inequality implies that
since the flow preserves the volume. In particular, for surfaces of genus ≥ 1,
For the renormalised Ricci Flow, a short computation yields
2 dµ g (see [28] ). In the case of Harmonic Ricci Flow, we do not obtain such a nice monotone behaviour, but we can still prove that E L is uniformly bounded along the flow. Thus (4.3) yields H 1 -bounds for u from which we can then also derive H 2 -bounds.
In Section 5, the H 2 -bounds obtained here will then be combined with estimates from the two previous sections, yielding higher regularity estimates and in particular the desired curvature bounds claimed in Proposition 1.3.
Evolution of the Liouville energy
We start with an evolution inequality for the Liouville energy defined in (4.1).
Proposition 4.1. Let (g(t) = e 2u(t) g 0 (t), φ(t)) t∈[0,T ) , T < ∞, be a solution of (1.7) for which (1.9) holds. Then there exists a constant C, such that the Liouville energy satisfies
Proof. Using (1.12), (2.12b) and the fact that ∂ t g 0 is trace-free and thus ∂ t dµ g0 = 0, we find that the Liouville energy evolves according to
with an error term R 1 (t) = − 1 2´M ∂ t g 0 , du ⊗ du g0 dµ g0 that according to (3.6) and (4.3) is bounded by
For the second term in (4.4), we use´M e(φ, g) −Ē(t) dµ g = 0 and the assumption that the energy density is bounded, which yields the following estimate
2 dµ g , we thus obtain that
Using (1.12) as well as´M ̺ dµ g0 = 0, we find for the third term in (4.4) that
using Lemma 2.5. Finally, we write
and observe that
again by Lemma 2.5. The remaining integral J 2 (t) is the highest order term and thus requires a more careful estimate making use of its precise structure. For this reason, let (f ε ) be the flow generated by the vectorfield X. Since du(X) = ∂ ε (u • f ε )| ε=0 , we can write
where we use that ∂ ε | ε=0 (|du|
Remark that it is no coincidence that the above expression depends only on the trace-free part and not the trace-part of L X g 0 but rather a consequence of the fact that the Dirichlet energy (here considered of u) is conformally invariant in dimension two. By construction
Thus, by assumption (1.9) and the bound on ∂ t g 0 from (3.6), we obtain that
Plugging everything back into (4.4) completes the proof of the proposition.
H 1 -estimates for u and other corollaries
In view of (1.11), an immediate consequence of Proposition 4.1 is that the Liouville energy is uniformly bounded on [0, T ), e.g. by Grönwall's Lemma. Moreover, it also implies that
2 dµ g and thus also´M K 2 g dµ g is integrable in time. Hence, using also (4.3), we obtain the following corollary of Proposition 4.1.
Corollary 4.2. Let (g, φ) be a solution of (1.7) satisfying (1.9), i.e. with bounded energy density on M × [0, T ). Then
In the remainder of this subsection, following the ideas of Struwe [28] , we prove two further corollaries whose main point it is to show that we can integrate first spatial derivatives of u multiplied with arbitrary powers of the conformal factor. This will be crucial when we prove H 2 -estimates in the next subsection. The following is a consequence of the H 1 -(seminorm-)bound from Corollary 4.2 and the Moser-Trudinger Inequality.
Corollary 4.3. Let (g, φ) be as above. Then
Furthermore, for any number k ∈ R, we have
Proof. We first prove (4.9). By the Moser-Trudinger Inequality, there exists β 0 > 0 such thatˆM e
and this is valid for all t with the same constants β 0 and C, since the metrics g 0 (t) are uniformly equivalent. Since we only have a bound on the H 1 semi-norm of u, we combine this with the Poincaré inequality. More precisely, given any t ∈ [0, T ), we let
Then from the Moser-Trudinger Inequality, setting β = β 0 /c Combining (4.11) with´M e 2u dµ g0 =´M dµ g = V 0 , we obtain
Hence e −2ū is uniformly bounded from above, or equivalentlyū is uniformly bounded from below,ū ≥ −c 1 > −∞. In view of (4.2), we also know thatū ≤ 0, and hence |ū| ≤ c 1 for all t ∈ [0, T ). Finally, using (4.11) once more, we find
2 dµ g0 · e −βc 2 1 or equivalentlyˆM
which yields the bound claimed in (4.9).
Next, to prove the first part of (4.8), we note that by (1.12)
where the last two steps follows from (4.7) and (4.9).
Before we show the second estimate of (4.8), we now derive the bound (4.10) on weighted integrals of du, where in view of Corollary 4.2, we can assume that k = 0. We rewritê
(4.13)
From this formula, applying the estimates (4.9) and (4.12), which we have already proven, we obtain (4.10).
Finally, from the evolution equation (2.12b), we havê
While we have bounded the first term on the right hand side in (4.12), all the other terms are bounded as well, in view of (4.9), (4.10), the bound on the energy density, and the bounds on X and ̺ in Lemma 2.5, so this yields the second estimate of (4.8).
For the next corollary, as well as in several places in the next subsection, we will use the standard interpolation inequality
and variants of it. The inequality (4.14) follows from the Sobolev embedding W 1,1 ֒→ L 2 applied to f 2 . Our last corollary here is the following.
Proof. Using that the Sobolev embeddings
Recall from Corollary 4.2 that´M |du| 2 g0 dµ g0 ≤ C is bounded uniformly, and from Corollary 4.3 that the function f k :=´M |du| 2 g0 e 2ku dµ g0 is integrable in time. Furthermore, we havê
where C comes from the curvature of g 0 (and is thus obviously bounded). Finally, by (4.14), we also find
This concludes the argument.
H 2 -estimates for u
In this subsection, we follow the overall argument of [28] , with the necessary modifications due to the more complicated evolution equations, to derive H 2 -estimates for the conformal factor, making use of the three corollaries of the last subsection. The goal is to prove the following.
Proposition 4.5. Let (g, φ) be a solution of (1.7) satisfying (1.9), i.e. with bounded energy density on M × [0, T ). Then, we have
Proof. As in [28] , we multiply the equation for the conformal factor, in our case
with −∆ g0 u t · e 2u and integrate over (M, g 0 ). Using in particular that ∂ t g 0 is trace-free and thus ∂ t dµ g0 = 0, we first observe that the resulting integral on the left hand side is
On the other hand, multiplying the right hand side of (4.19) with −∆ g0 u t ·e 2u and integrating over (M, g 0 ), we obtain that
2 g0
2 g0 e −2u dµ g0 .
Using that α,K,Ē(t), ∂ t g 0 C 1 , and also´M |du| 2 g0 dµ g0 are uniformly bounded and can thus be absorbed into the constants, we find, by plugging this back into (4.20),
X 2 e 2u dµ g0 .
(4.22)
Similar to [28] , the first term on the right hand side of (4.21) can be treated using the interpolation inequality (4.14). More precisely, using Corollary 4.2 and Corollary 4.3 we obtain that
where here and in the following f (t) denotes a generic function (allowed to change from line to line) that is integrable over [0, T ]. In the particular case above we may actually choose f (t) = C´M |u t | 2 e 2u dµ g0 , compare Corollary 4.3. Note also that we used (4.16) in the last step. Using absorption, the above becomes
The second term on the right hand side of (4.21) can be treated with (4.16), while the next term can be bounded by 
In the following, we will estimate the terms J 1 , J 2 , J 3 , given in (4.22).
Estimate for J 1 (t). Using assumption (1.9) as well as (4.9) we may estimate
We stress that here the tension and the corresponding L 2 integral are to be computed on the constant curvature surface (M, g 0 ) and not on (M, g), so that the above term cannot be controlled by the evolution equation of the energy (1.11). Instead, we estimatê 4.27) and bound the resulting weighted integral of φ t by testing the evolution equation (2.12c) with φ t e 4u . This yieldŝ
which allows us to estimatê
e 4u dµ g0 .
Using that |dφ| 28) which, once combined with (4.26), allows us to conclude that
Estimate for J 2 (t). As ̺ is a solution of (2.10), we can estimatê
where we applied Lemma 2.5 and Corollary 4.4 as well asK ≤ 0. The first term can be absorbed. To treat the second, we recall that
) and use (2.17) to estimatê
where f ∈ L 1 , compare Corollary 4.3. Plugging this back into (4.30) and using also (4.28), we conclude that
for a function f 2 that is integrable in time.
Estimate for J 3 (t). Thanks to the bounds on X from Lemma 2.5, we have
Thus, using absorption as well as the Corollaries 4.3 and 4.4, we deduce
Observe that the first integral contains a different power of the conformal factor and hence needs to be further rewritten and estimated. Using the evolution equation (2.12b) once more, we get that for any ε > 0
e 6u dµ g0 + R(t).
(4.33)
Here, R(t) contains all "lower order" terms resulting from testing (2.12b) with ∆ g0 ue 4u . In particular, R(t) can be estimated by
where we remark that the first term can be absorbed into the left hand side of (4.33). In total, we thus obtain that for every ε > 0 there is a constant C ε so that
Putting everything together. Inserting (4.29), (4.31) and (4.35) into (4.25) and choosing ε > 0 sufficiently small we conclude that t →´M |∆ g0 u| 2 satisfies an estimate of the form
and is thus uniformly bounded on [0, T ) e.g. by Grönwall's Lemma. Combined with the H 1 -estimates we already proved, we thus have uniform bounds on the H 2 -norm of u as claimed, finishing the proof of Proposition 4.5.
Higher regularity and curvature estimates
In this section, we finish the proof of Proposition 1.3, using bootstrapping arguments as well as the following facts from the previous sections.
First, we know from Corollary 3.5 and Remark 3.6 that the metrics g 0 (t) and their C k -and Sobolev-norms are uniformly equivalent for t ∈ [0, T ). We will thus compute all the norms in this section with respect to a fixed metric g 0 (t 0 ), say for example g 0 (0). Moreover, these results also show that t → g 0 (t) is Lipschitz continuous with respect to any C k -norm in space.
Second, we know from Lemma 2.5 that for every 1
Third, by Proposition 4.5,
and finally, by Lemma 3.7, we have
Based on these facts, Proposition 1.3 will now be proved as follows. We first prove Hölder continuity of u on M × [0, T ]. Then, we prove Hölder continuity for φ, dφ, ̺, and X. In a last step, we then use this to obtain higher order (C 2,1;β par ) estimates for u that will imply the curvature bounds claimed in Proposition 1.3. Finally, we note that these curvature bounds together with (5.3) prove the injectivity radius bound claimed in Proposition 1.3
Hölder continuity
Let (g(t) = e 2u(t) g 0 (t), φ(t)) t∈[0,T ) , T < ∞, be a solution of (1.7) for which (1.9) holds. By (5.2) and the Sobolev embedding theorem, for all p ∈ [1, ∞) we have
where -as explained above -we compute the norms with respect to g 0 (0). Combined with Corollary 3.5 and Remark 3.6, (5.4) allows us to view ∂ t − e −2u ∆ g0 as a uniformly parabolic operator with uniformly bounded (even Hölder continuous) coefficients on the fixed Riemannian surface (M, g 0 (0)). This allows us to apply standard parabolic theory.
In a first step, observe that
which follows from (2.12b) and the fact that -as a consequence of (1.9) and (5.4) -we also know that |dφ| = |dφ| g0(0) ≤ C|dφ| g0(t) = Ce u |dφ| g ≤ C is uniformly bounded. Moreover, according to (5.4) and Lemma 2.5, the right hand side is in L p (M × [0, T )) for every p ∈ [1, ∞). Thus for each such p and every δ > 0, we obtain
and as u is smooth on [0, T ) and the metrics g 0 (t) and their Sobolev norms are uniformly equivalent, in particular Next, we note that by (2.12c) and Lemma 2.5 (∂ t − e −2u ∆ g0 )(φ) ≤ C e −2u dφ 2 + X · dφ ≤ C < ∞, so similar to the above, we obtain
Differentiating (2.12c) in space then yields (∂ t − e −2u ∆ g0 )(∇ g0 φ) ≤ C dφ 1 + dφ 2 + ∇ g0 dφ + ∇ g0 X + C X · ∇ g0 dφ + C du dφ 2 + ∇ g0 dφ ≤ C 1 + du 2 + ∇ g0 dφ 2 + ∇ g0 X with a right hand side that is again in L p (M × [0, T )) for every p ∈ [1, ∞) due to (5.4), (5.7), and (5.1). Thus, we also have Based on the improved regularity of u and φ, we can now prove that also ̺ and X, characterised by (2.10) and (2. .7), we obtain that
By standard elliptic theory, we thus have was already obtained in Lemma 2.5. Differentiating (2.10) in time and using once again that ∂ t dµ g0 = 0, we can characterise ∂ t ̺(t) as the unique solution of −(∆ g0 + 2K)(∂ t ̺(t)) = k(t) withˆM (∂ t ̺)dµ g0 = 0, where k(t) = d dε ε=0 ∆ g0(t+ε) ̺(t) + ∂ t δ g0 δ g0 (e −2u • T (φ, g 0 )) .
By elliptic regularity theory, we thus have that for any p ∈ (1, ∞),
and thus that We have thus proved the following result.
Proposition 5.1. Let (g(t) = e 2u(t) g 0 (t), φ(t)) t∈[0,T ) , T < ∞, be a solution of (1.7) for which (1.9) holds and let ̺ and X be characterised by (2.10) and (2.11), respectively. Then u, φ, dφ, ̺, and X are all β-Hölder continuous with respect to the (standard) product metric d = (d 
Curvature bounds and proofs of the main results
By Remark 5.2 above and in view of the fact that t → g 0 (t) is Lipschitz continuous with respect to any C k -norm in space, we can thus view (2.12b) as a linear parabolic equation Proof of Proposition 1.3. Having already deduced the necessary curvature bounds, it remains to prove the injectivity radius bound claimed in Proposition 1.3. It is well known that under a curvature bound, a lower bound on the injectivity radius is equivalent to a lower bound on the volume of (small) balls, see e.g. Proposition 1.35 and Theorem 1.36 of [19] . In view of this fact, we obtain the desired injectivity radius bounds for the metrics g(t) from the corresponding bounds for the metrics g 0 (t) in (5.3), together with the uniform curvature bounds (5.16) and the uniform bound (5.4) on the conformal factor u(t).
By standard arguments, a solution (g, φ) of (1.7) can always be smoothly extended in the presence of uniform bounds on the curvature, the injectivity radius and the energy density, compare with Section 6 of [22] where the corresponding result was proven in detail for the non-renormalised Harmonic Ricci Flow (in arbitrary dimension).
