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We introduce an extension of the notion of R-transform, defined by D. Voiculescu,
to ( free) joint distributions, i.e., normalized linear functionals on algebras of non-
commutative polynomials in several indeterminates. We point out that the R-trans-
form has good behavior with respect to the operations of free product and free
convolution of joint distributions. We prove that the explicit computation of the
inverse-R-transform of a joint distribution is done via a formula of summation over
the lattice of non-crossing partitions, which shows that the R-transform is the
operator-theoretic counterpart of the ``free cumulants'' considered in the com-
binatorial approach of R. Speicher. Moreover, in connection to the equivariance of
the multidimensional R-transform under rotations, we show that a natural free
analogue of a classical result about rotations of independent random variables is
holding.  1996 Academic Press, Inc.
1. Introduction
In [12], [13], D. Voiculescu has introduced the operation of free con-
volution, an analogue of the usual convolution of probability distributions,
in a context where (roughly speaking) ``tensor products are replaced by free
products.'' In the simplified algebraic context that will be adopted here, this
is described as follows. We will be concerned with the case when the
moments of all orders exist, and moreover we will consider moment func-
tionals (i.e. linear functionals on the algebra C(X) of polynomials in X )
rather than measures on the real line. Let +1 , +2 be such functionals, and
assume that they are normalized by +1(1)=+2(1)=1. The usual formula
defining their covolution gets the expression
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(we denote the convolution product by +1 } +2 , because the symbol ``C'' will
be used for free products; the tensor +1+2 in (1.1) is viewed as the linear
functional on the algebra of polynomials in X1 and X2 , which has
(+1+2)(X m1 X m2 )=+1(Xm) +2(Xn), m, n0). The free convolution of the
same +1 , +2 is denoted (following [12], [13]) by +1g+ +2 , and is the nor-
malized moment functional defined by replacing the tensor product +1+2
with the free product +1 C +2 in (1.1),
(+1g+ +2)( f )=(+1 C +2)( f (X1+X2)), f # C(X) . (1.2)
+1 C +2 of (1.2) is a linear functional on the algebra C(X1 , X2) of non-
commuting polynomials in X1 and X2 ; its precise definition will be reviewed
in 2.2 below (see Section 1.5 of [14] for more details).
A crucial fact about free convolution is that it has a linearizing transform,
also introduced in [12], [13], and called the R-transform. The R-trans-
form of a normalized moment functional +: C(X)  C is a formal power





and the mentioned linearization property is simply
R(+1g+ +2)=R(+1)+R(+2), (1.4)
for +1 , +2 as in (1.1), (1.2). The R-transform is thus ``the free analogue of
the logarithm of the Fourier transform'' (since, as it is well-known, we have
log F(+1 } +2)=log F(+1)+log F(+2), (1.5)
for +1 , +2 as in (1.1), (1.2); the parallelism between the R-transform and
log F is certainly deeper than the resemblance of the Equations (1.4) and
(1.5)see [6] for more details). The definition of the R-transform we will
start with is the one given by Voiculescu in [13], which goes in terms of
a certain family of formal Toeplitz operators; this is reviewed in 2.5 below.
An alternative, combinatorial approach to the R-transform was found by
R. Speicher [10], who showed that (in the same notations as in (1.3)), the
nth moment of the functional + can be expressed in terms of the coefficients
:1 , ..., :n of R(+) via a summation formula over the lattice NC(n) of non-
crossing partitions of [1, ..., n] (an object familiar to combinatoristssee for
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1 We have taken the liberty of multiplying by z the series in the original definition of

































































instance [9], and the references therein). The coefficients of R(+) are called
in [10] ``free cumulants'', in order to emphasize that they are providing the
free analogue of the concept of ``cumulant'' from usual convolution theory
(as discussed e.g. in [8], Section II.12.8). It is important to note that the
``free cumulant functions'' discussed in [10] are having several variables;
their examination suggests that the R-transform must naturally exist in a
multidimensional framework, where, moreover, it should be nicely related
not only to free convolution but also to the free product operation itself.
The goal of the present note is to show how the multidimensional R-trans-
form can be defined, as an extension of the original approach of Voiculescu.
Though not self-evident, the definition goes naturally by replacing the ``for-
mal Toeplitz operators'' of [13] with certain formal expressions in a family
of Cuntz isometries.
Once the appropriate framework is set, the nice behavior of the multi-
dimensional R-transform with respect to free products can be exhibited
(and proved) practically without effort, and is roughly described as follows.
Rather than working with +: C(X)  C as the one in (1.3) above, we now
consider a (normalized, linear) functional +: C(X1 , ..., Xd )  C, where d is
a positive integer and C(X1 , ..., Xd ) is the algebra of non-commuting
polynomials in X1 , ..., Xd . The R-transform of such a + will be a formal
power series without a constant term in d non-commuting variables
z1 , ..., zd ,





i 1 , ..., i n=1
:i 1 , ..., in zi1 } } } zin (1.6)
(of course, (1.6) reduces to (1.3) if d=1). Now, if &: C(Y1 , ..., Yh)  C is
another functional of the same kind, we can form the free product
+ C &: C(X1 , ..., Xd , Y1 , ..., Yh)  C, and we can ask what is the relation
between the three formal power series R(+), R(&), and R(+ C &); it turns
out that we simply have
[R(+ C &)](z1 , ..., zd , w1 , ..., wh)=[R(+)](z1 , ..., zd )+[R(&)](w1 , ..., wh).
(1.7)
This is of relevance for, e.g., the study of + C &, since R is invertible, hence
+ C & can be recaptured from R(+ C &).
The definition of the multidimensional R-transform, and the derivation
of (1.7) are given in the Section 3 of the paper. It is also noticed there that
the d-dimensional R-transform linearizes the d-dimensional analogue of the

































































C(X1 , ..., Xd ) , and g+ is defined by the d-dimensional version of Equation
(1.2)).
With a moderate amount of computations, the connection with the
above cited work of Speicher can also be clarified; namely, the explicit rela-
tion between moments of + (on one hand) and the coefficients of R(+) (on
the other hand) is still provided in the multidimensional case by a summa-
tion formula over non-crossing partitions, essentially coinciding to the
basic formula (C) of [10, Section 4]. This will be shown in Section 4 of the
paper.
Finally, in Section 5, we point out that the multidimensional R-trans-
form also behaves well under linear transformations of the coordinates. In
connection to this, we show that one has a nice free analogue of the well-
known fact from classical probability theory, that the property of remain-
ing independent under rotations characterizes Gaussian random variables.
In the free context, the notions of ``independent (respectively Gaussian)
random variables'' are replaced by ``free (respectively semicircular) random
variables'' (the latter notions are reviewed in Section 2 below, see [14] for
more details). So, we have a phenomenon of the following kind: if a1 , a2
are free random variables on some (non-commutative) probability space;
and if there exists an angle t which is not an integer multiple of ?2, such
that (cos t) a1+(sin t) a2 and (&sin t) a1+(cos t) a2 are still free, then a1
and a2 are semicircular of the same variance. (This is a faithful parallel of
the Corollary in Section III.4 of [2], via the mentioned replacements ``free
W independent'' and ``semicircular W Gaussian''.)
2. Preliminaries on Free Non-commuting Random Variables
In this section we summarize, for the reader's convenience, some basic
definitions and facts related to free random variables (for more details, see
for instance the monograph [14]). The concept of freeness will be viewed
in a purely algebraic context, where considerations on positivity andor
measurability aren't necessarily required; therefore, by a non-commutative
probability space we will simply understand here a pair (A, .), where A
is a unital algebra and . is a normalized linear functional on A
(.: A  C, .(1)=1). The name is meant to suggest that we are having in
mind a generalization of the situation when A is a (commutative) algebra
of random variables on a probability space (0, B, P)for instance A=
L(0, B, P), or more generally A=1 p< Lp(0, B, P); and where
.: A  C is given by the integral, .(a)=0 a dP for a # A. The example
in the preceding phrase also shows why, given a non-commutative prob-


































































2.1. Distributions and (Free) Joint Distributions. Let (A, .) be a non-
commutative probability space, and let a # A be a non-commutative ran-
dom variable. The distribution of a with respect to . is by definition the
linear functional
+a : C(X)  C, +a( f )=.( f (a)) for f # C(X). (2.1)
More generally, if (ai )i # I is a family of elements of A (where I is some
index set), then the ( free) joint distribution of (ai ) i # I (with respect to .) is
the linear functional
+: C([Xi]i # I )  C, +( f )=.( f ((ai ) i # I )) for f # C([Xi]i # I ) .
(2.2)
``C([Xi]i # I ) '' appearing in (2.2) is (similarly to the notations used in the
Introduction) the unital algebra of non-commuting polynomials in a family
of indeterminates [Xi]i # I .
2.2. Free Products of Non-commutative Probability Spaces. The free
product for unital algebras is the universal object defined in the usual man-
ner (i.e., it is the direct sum in the category of unital algebras). For the sake
of avoiding some notational complications, we will deal only with free
products involving finitely many unital algebras; the free product of
A1 , ..., Ak will be denoted by C
k
j=1 Aj . We will view A1 , ..., Ak as unital
subalgebras of Ckj=1 Aj , in the usual way. Remark that if I1 , ..., Ik are dis-




C([Xi]i # I j ) =C([Xi ]i # I1 _ } } } _ Ik). (2.3)
Now, let (A1 , .1), ..., (Ak , .k) be non-commutative probability spaces.
For every 1 j k, we denote the kernel of .j by A1 j . It is known (see for









j1{j2 , j2{j3 , ..., j n&1{j n
1j1 , ..., j nk
A1 j1  } } } A1 j n+ , (2.4)
which is canonical (in the sense that A1 j1  } } } A1 j n on the right-hand
side of (2.4) is sent into A1 j 1 } } } A1 j n=[a1 } } } an | a1 # A1 j1 , ..., an # A1 j n]
Ckj=1 Aj , in the obvious manner). We define the free product of the func-

































































onto the first summand C appearing on the right-hand side of (2.4). In
other words, . is the unique functional on Ckj=1 Aj which is normalized
(.(1)=1) and has the following property:
For every n1 and 1 j1 , ..., jnk such that
j1{j2 , ..., jn&1{jn , and for every a1 # Aj1 , ..., an # Aj n
such that .j 1(a1)= } } } =.jn(an)=0, we also have
.(a1 } } } an)=0.
(2.5)
The free product functional described in (2.5) will be denoted by
Ckj=1 .j . The free product of the non-commutative probability spaces
(Aj , .j )1 j k is, by definition, (Ckj=1 Aj , C
k
j=1 .j ).
2.3. Freeness. Let (A, .) be a non-commutative probability space, and
let A1 , ..., Ak be unital subalgebras of A. A1 , ..., Ak are called free (with
respect to .) if condition (2.5) above holds when we put .1=
. | A1 , ..., .k=. | Ak .
More generally, the subsets S1 , ..., Sk of A will be called free if the unital
algebras: A1 generated by S1 , ..., Ak generated by Sk are so.
We will also use the following (immediately verified) equivalent descrip-
tion of freeness, which parallels a basic property of the notion of inde-
pendence from usual probability:
2.4. Proposition. Let (A, .) be a non-commutative probability space,
and let A1 , ..., Ak be unital subalgebras of A. A1 , ..., Ak are free with respect
to . if and only if the following holds: whenever we have families of elements
(ai ) i # I1 in A1 , ..., (ai ) i # Ik in Ak , with I1 , ..., Ik mutually disjoint; and we
denote by +j the free joint distribution of (ai ) i # I j in (Aj , . | Aj ), 1 j k;
and we denote by + the free joint distribution of (ai ) i # I1 _ } } } _ Ik in (A, .),
we get that +=Ckj=1 +j .
2.5. The R-transform. We now recall the definition given in [13] to the
R-transform. Let us make the notations




:nzn | :1 , :2 , :3 , ... # C= . (2.7)
Then the R-transform is a bijection between 7 and 3; it is in fact
R&1: 3  7 which is defined first, and found to be bijective, then R: 7  3

































































Following [13], Section 2 (see also the exposition in [14], Section 3.2)




cm, nl ml Cn
| cm, n # C for m, n0,
| there exists N such that cm, n=0 whenever n>N= ,
(2.8)
where the multiplication is ``governed by the rule l*l=1''. The latter
expression has the following sense: from l*l=1 we infer that, for












The product of two series T, T$ as in (2.8) is obtained by multiplying them
term by term; then by using (2.9); and finally by collecting terms (which
involves only finite sums, due to the condition imposed on the coefficients
(cm, n)m, n in (2.8)).
On E of (2.8) we consider the linear functional |~ sending a formal sum
T as there into its coefficient c0, 0 .
Then we have:
2.5.1. Definition. For %(z)=n=1 :nz
n a formal power series vanish-
ing at zero, R&1(%) is by definition the distribution (in the sense of 2.1
above) of the formal sum
l*+:1+:2 l+:3 l 2+ } } } +:n+1 l n+ } } } # E (2.10)
in the non-commutative probability space (E , |~ ).
One thinks of ``l'' appearing in (2.8)(2.10) as of the unilateral shift on
l2(N); then the sum T appearing in (2.8) can be viewed as a ``formal
operator on l2(N)'', while the particular case involved in (2.10) would be
a ``formal Toeplitz operator''.
2.6. Semicircular Random Variables. We call semicircle law of radius r






P(c+rt) - 1&t 2 dt, P # C(X) . (2.11)
If c # R and r # (0, ), then the change of variable s=c+rt in (2.11) shows

































































the upper semicircle of center c and radius r; (2.11) makes sense, however,
for every c, r # C. Since obviously #c, r=#c, &r (by the change of variable
s=&t in (2.11)) it is convenient to only consider r such that Re r>0 or
Re r=0, Im r0. The mean and variance of #c, r are #c, r(X)=c and respec-
tively #c, r(X2)&(#c, r(X))2=r24 (thus #c, r is determined by them). The
mean and the variance also appear as the coefficients of the R-transform of
the semicircle law, which is a quadratic polynomial: [R(#c, r)](z)=
cz+r2z24 (see [14], Example 3.4.4).
A non-commutative random variable a (in a space (A, .), as in Section
2.1) is called semicircular if its distribution +a is a semicircle law.
Semicircle laws are known to play in many respects the role of the
Gaussian laws, when independence is replaced by freeness (see for instance
[14], Sections 2.6 and 3.5); consequently, semicircular random variables
are in some sense ``the free analogue'' of the Gaussian ones.
3. Multidimensional R-Transforms
We start by introducing the multidimensional analogues of the spaces 7
and 3 and of the algebra E considered in Section 2.5 (Equations (2.6),
(2.7), (2.8), respectively). It turns out to be convenient to state the defini-
tions in terms of an (arbitrary, fixed) set of indices I having as cardinality
the desired dimension.
3.1. Notations. Let I be a set of indices.
1% Let C([Xi ]i # I) be the unital algebra of non-commuting polyno-
mials in a family of indeterminates [Xi]i # I . We denote
7I=(+: C([Xi]i # I)  C | + linear, +(1)=1]; (3.1)
as suggested by 2.1, the functionals in 7I will be called ( free) I-joint dis-
tributions.
2% We denote by 3I the space of formal power series without constant
coefficient in a family of non-commuting variables indexed by I,




i1 , ...i n # I
:i1 , ..., i n zi1 } } } zin | :i 1 , ..., i n # C
for n1, i1 , ..., in # I=; (3.2)
for % # 3I and n1, i1 , ..., in # I, we will use the notation
(%) i1 , ..., i n =

































































3% The |I |-dimensional analogue of the algebra E appearing in equa-





j1 , ..., j n # I
i1 , ..., im # I
ci1 , ..., im ; j 1 , ..., j n li 1 } } } lim l*j i } } } l*j n
| ci1 , ..., im ; j 1 , ..., j n # C for m, n0, i1 , ..., im , j1 , ..., jn # I,
| there is N such that ci1 , ..., im ; j1 , ..., j n=0 whenever n>N= , (3.4)
where the multiplication is governed by the rules li*li=1, i # I, and li*lj=0,
for i{j # I (in the same sense in which the rule l*l=1 was governing the
multiplication on E in 2.5 above). On E I we consider the normalized linear
functional |~ I which sends T of (3.4) into its coefficient c&; & corresponding
to the term with m=n=0 in the sum written there.
Although this is not explicitly used in what follows, it is useful to keep
in mind that, at least when the sum in (3.4) is finite, the corresponding
T # E I can be viewed as an operator on the full Fock space associated to a
Hilbert space of dimension |I | (by viewing the li's, i # I, as creation
operators); moreover, in such a case, one can write |~ I (T )=(T0 | 0) ,
with 0 the vacuum vector (compare for instance to Example 1.5.8 in [14]).
3.2. The Construction of RI . Let I be a set of indices. Similarly to how
things go in the one-dimensional case, it will be the inverse-RI-transform
R&1I : 3I  7I which will be defined first, and then RI will be defined as
(R&1I )
&1. In the notations introduced above, R&1I can be described as follows:
3.2.1. Definition. Let % be in 3I (i.e., % is a formal power series as in





i 1 , ..., i n # I
(%) i1 , ..., i n li n } } } li1 # E I , (3.5)
and we define R&1(%) # 7I to be the free joint distribution of (li*T%) i # I in
the non-commutative probability space (E I , |~ I ).
Note that in the case when the index set I has only one element, the above
definition reduces to the one in 2.5.1 (the family (li*T%)i # I is reduced to one
element, l*T% , which is exactly the one appearing in the Equation (2.10)).
In order to get an idea how the R&1I -transform of 3.2.1 concretely works,
let us fix, for the next few paragraphs: a power series % # 3I , an integer
n1, and some elements i1 , ..., in # I; and let us start evaluating
+(Xi1 } } } Xin), where + =
def R&1I (%) # 7I . By the definition, we have

































































By replacing T% from (3.5) into (l*i 1T%) } } } (l*i n T%) we obtain a formal infinite
sum
(l*i1T%) } } } (l*in T%)= :
jn, 1 , ..., j n, m n # I
m1 , ..., mn0;
j1, 1 , ..., j1 , m 1 # I, ...
(%)j1, 1 } } } j1, m 1 } } } (%)jn, 1 } } } j n, m n(l*i1 lj1 , m1 } } } lj1, 1)
} } } (l*i n ljn, m n } } } ljn, 1). (3.7)
The canonical form (i.e. the expression as a sum like in (3.4)) for
(l*i 1 T%) } } } (l*i n T%) is obtained from (3.7) by a natural process of ``simplifying
6 regrouping'' of the monomials involved. More precisely, by using the
rules li*li=1, i # I, and li*lj=0, for i{j # I, each monomial
(l*i 1 lj1 , m 1 } } } lj1, 1) } } } (l*i n lj n, m n } } } lj n, 1) (3.8)
in (3.7) is found either to be 0, or to have a unique canonical form
lu1 } } } lur l*v 1 } } } l*v s for some r, s0, u1 , ..., ur , v1 , ..., vs # I; after that, it only
remains to group together the monomials (3.8) which have identical
canonical forms.
Since we are only interested in what happens after |~ I is applied in (3.7),
we need in fact to consider from the sum (3.7) only the terms correspond-
ing to the following set of indices:
m1 , ..., mn0;
4i1 , ..., in={*=\j1, 1 , ..., j1, m1 # I, ...+; the monomial (3.8) is equal to 1= . (3.9)jn, 1 , ..., jn, mn # I
More precisely, (3.6), (3.7), and the definition of |~ I clearly imply that
{
+(Xi1 } } } Xin)=:
*
(%) j1 , 1 } } } j1, m 1 } } } (%) jn, 1 } } } j n, m n ,
(3.10)m1 , ..., mn0;
with *=\j1, 1 , ..., j1 , m1 # I, ...+ running in 4i1 , ..., i n .jn, 1 , ..., jn, mn # I
Now, remark that if m1 , ..., mn0 and j1, 1 , ..., j1, m1 # I, ..., jn, 1 , ..., jn, mn # I
have the property that the monomial (3.8) is equal to 1, then in particular we
must have that m1+ } } } +mn=n, and that the n indices j1, 1 , ..., j1, m1 , ...,
jn, 1 , ..., jn, mn # I are a permutation of i1 , ..., in . This can be easily seen as
follows:
(i) note that mn{0 (in the opposite case, the monomial (3.8) would
end in l*i n ; this l*i n would be preserved in the canonical form of the

































































(ii) note that jn, m n=in (otherwise we would get l*i n lj n, m n=0, forcing
the monomial (3.8) to be 0 instead of 1);
(iii) delete the piece l*i n lj n, m n (=1) from the monomial (3.8); in this
way a new monomial (of smaller length) is obtained, the canonical form of
which is also 1;
(iv) repeat the above procedure for the monomial obtained at (iii)
above, and keep doing this until the monomial we started with has shrunk
to 1.
In particular, it is clear that the set 4i 1 , ..., i n of (3.9) is finite (and hence,
that (3.10) is a finite sum). We will give a more explicit form to 4i1 , ..., i n in
the Theorem 4.4 below. For the moment, let us only single out the element
of 4i 1 , ..., i n which has m1= } } } =mn&1=0, mn=n, jn, 1=i1 , ..., jn,n=in ; (this
is indeed in 4i1, ..., in , because the corresponding monomial (3.8) is
l*i1 } } } l*i n li n } } } li1=1). The term in (3.10) corresponding to the singled out
element is (%) i1 , ..., i n . Every element of 4i1 , ..., in , except the one which was
singled out, must have m1 , ..., mn<n (otherwise we would get that mk=n
for some k{n; since we know that m1+ } } } +mn=n, it would follow that
mn=0, contradicting assertion (i) in a previous paragraph). So we can con-
clude that (3.10) is a formula of the type
+(Xi1 } } } Xin)=(%) i1 , ..., i n+: ` (%)j1 , ..., jm , (3.11)
where m appearing in (3.11) is strictly less than n. This is of course not
precise, but is enough for proving that:
3.2.2. Proposition and Definition. R&1I : 3I  7I defined in 3.2.1 is a
bijection. The RI-transform is, by definition, (R&1)&1: 7I  3I .
Proof. From (3.11) it is immediate that, given + # 7I , there exists a
unique % # 3I such that R&1I (%)=+ (the coefficients ((%) i1 , ..., i n # I of % are
constructed by induction on n). Q.E.D.
We next prove the properties of the multidimensional R-transforms
which were announced in the Introduction.
3.3. Theorem. Let I1 , ..., Ik be mutually disjoint sets of indices, and let I
be their union. Let +1 # 7I1 , ..., +k # 7I k be free joint distributions, and let +=
Ckj=1 +j # 7I denote their free product (as in 2.2 above). Consider the multi-
dimensional R-transforms: %1=RI1(+1), ..., %k=RIk(+k), %=RI (+). Then
%((zi ) i # I )= :
k
j=1

































































Proof. Let us denote the right-hand side of (3.12) by % ( # 3I). We have
to show that RI(+)=% ; this is equivalent to the fact that R&1I (% )=+, i.e. to
the fact that R&11 (% ) is the free product of the family (R
&1
I j (%j ))1 j k .
Now let us consider the algebras E I j (1 j k) and E I , defined as in part
3% of 3.1; we have obvious embeddings (treated here as inclusions) E I j / E I ,
1 j k, such that |~ I | E I j=|~ Ij , 1 j k (where |~ I is the normalized linear
functional on E I considered in 3.1, and similarly for |~ Ij on E I j ).
It is easy to see that E I1 , ..., E I k form a free family in (E I , |~ I ) (in the sense
of 2.3 above). This comes to the fact that whenever we have indices
1j1 , ..., jnk such that j1{j2 , j2{j3 , ..., jn&1{jn , and whenever we have
T1 # E I j 1 , ..., Tn # E I j n written as in equation (3.4), but with no constant
terms, then then product T1 } } } Tn # E I also has no constant term. And
indeed this is true, because the conditions j1{j2 , j2{j3 , ..., jn&1{jn and
the non-existence of constant terms leaves no possibility of simplification
when we multiply monomials coming from T1 , ..., Tn , respectively.
Consider next the elements T% j # E I jE I , 1 j k, and T% # E I , which are
used to define R&1I j (%j ), 1 jk, and R
&1
I (% ) (Definition 3.2.1 above). For
every 1 jk, R&1Ij (%j) is the joint distribution of (li*T%j ) i # I j , while R
&1
I (% )
is the joint distribution of (li*T% ) i # I . But from the definition of % it is
obvious that for 1 j k and i # Ij we have li*T% =li*T%j ; so R
&1
I (% ) is
actually the joint distribution of the union kj=1 ((li*T% j ) i # I j ). Finally, the
families ((li*T%j ) i # I j ) are free for 1 j k, since ((li*T%j ) i # Ij) are all in E I j ,
and the algebras E I j , 1 j k are free. Hence the joint distribution of
kj=1 ((li*T%j ) i # I j ) is indeed the free product of the joint distributions of
((li*T%j ) i # I j ), 1 j k (by the Proposition 2.4 above); i.e., R
&1
I (% ) is
indeed the free product of the family (R&1I j (%j ))1 j k . Q.E.D.
3.4. Multidimensional Free Convolution. Let I be a set of indices, and let
+1 , +2 be functionals in the set 7I of (3.1). Paralleling the formula (1.2) of
the Introduction, we define the free convolution of +1 and +2 to be the func-
tional +1g+ +2 # 7I given by
(+1g+ +2)( f )=(+1 C +2)( f ((X(i, 1)+X(i, 2))i # I )), f # C([Xi]i # I);
(3.13)
in (3.13), +1 C +2 is viewed as a linear functional on C([Xh]h # I_[1, 2]) &
C([Xi ]i # I) C C([Xi]i # I) .
In the one-dimensional case, the free convolution +1g+ +2 can be intro-
duced as: the distribution of a1+a2 , where a1 , a2 are free random variables
in some (non-commutative) probability space, such that the distributions
of a1 and a2 are +1 and +2 , respectively (see [14], Definition 3.1.1). This
remains true in the multidimensional case, where now we have to add

































































3.4.1. Lemma. Let (A, .) be a non-commutative probability space, let
A1 , A2 be unital subalgebras of A which are free with respect to ., and let
(a(i, 1)) i # I and (a(i, 2)) i # I be families of elements in A1 and A2 , respectively,
which are indexed by the same set I. If +1 , +2 # 7I denote the free joint dis-
tributions of (a(i, 1)) i # I and (a(i, 2)) i # I in (A, .), then the free joint distribu-
tion of (a(i, 1)+a(i, 2)) i # I is +1g+ +2 .
Proof. We denote the free joint distribution of (a(i, 1)+a(i, 2)) i # I in
(A, .) by +( # 7I). We have, by the definitions,
+(Xi1 } } } Xin)=.((a(i1 , 1)+a(i 1 , 2)) } } } (a(i n , 1)+a(i n , 2))),
(3.14)
(+1g+ +2)(Xi1 } } } Xi n)=(+1 C +2)((X(i1 , 1)+X(i1 , 2)) } } } (X(i n , 1)+X(i n , 2))),
for every n1 and i1 , ..., in # I.
But, by Proposition 2.4 above, +1 C +2 is the free joint distribution of
(a(i, 1)) i # I _ (a(i, 2)) i # I ; hence,
(+1 C +2)((X(i 1 , 1)+X(i 1 , 2)) } } } (X(i n , 1)+X(i n , 2)))
=.((a(i 1 , 1)+a(i1 , 2)) } } } (a(i n , 1)+a(i n , 2))), n1, i1 , ..., in # I.
(3.15)
Equations (3.14) and (3.15) establish together that +1g+ +2=+. QED
3.5. Theorem. Let I be a set of indices, and let +1 , +2 # 7I be free joint
distributions. Then we have
RI (+1g+ +2)=RI (+1)+RI (+2) ( # 3I ). (3.16)
Proof. The argument is a straightforward extension of the one in the
one-dimensional case (see the proof of Theorem 3.2.3 in [14]).
Denote RI (+1) by %1 and RI (+2) by %2 ; then (3.16) comes to
R&1I (%1+%2)=+1g+ +2 .
R&1I (%1+%2) is by definition the joint distribution of (li*T%1+%2) i # I in the
non-commutative probability space (E I , |~ I ) introduced in part 3% of 3.1.
The element T% 1+% 2 # E I is defined by analogy with the Equation (3.5)
above; from the linearity of the coefficients, (%1+%2) i 1 , ..., i n=(%1) i 1 , ..., i n+





i 1 , ..., i n # I





i 1 , ..., i n # I

































































On the other hand let us consider the index set I_[1, 2], the non-com-
mutative probability space (E I_[1, 2] , |~ I_[1, 2]) defined as in part 3% of 3.1,





i 1 , ..., i n # I





i 1 , ..., i n # I
(%2) i1 , ..., i n l(i n , 2) } } } l(i1 , 2) .
By considering (exactly as in the proof of Theorem 3.3) the two embed-
dings of E I into E I_[1, 2] (which send Xi , i # I, into X(i, 1) and X(i, 2) respec-
tively) we have (by Definition 3.2.1) that +1=R&1I (%1) is the joint distribu-
tion of (l*(i, 1)U1) i # I in (E I_[1, 2] , |~ I_[1, 2]), and that +2=R&1I (%2) is the
joint distribution of (l*(i, 2)U2) i # I in the same space.
But the two considered embeddings of E I into E I_[1, 2] have free images
with respect to |~ I_[1, 2] (same argument as in the proof of Theorem 3.3).
Then from the Lemma 3.4.1 it follows that +1g+ +2 is the joint distribution
of (l*(i, 1)U1+l*(i, 2) U2) i # I in (E I_[1, 2] , |~ I_[1, 2]). It is immediate that the
explicit formula of l*(i, 1)U1+l*(i, 2)U2 , i # I, is




i1 , ..., i n # I





i1 , ..., i n # I
(%2) i1 , ..., i n , i l(i n , 2) } } } l(i1 , 2). (3.18)
The needed equality R&1I (%1+%2)=+1g+ +2 is (in view of these arguments)
equivalent to the fact that the families indexed by I which are written explicitly
in (3.17) and (3.18) have the same joint distribution; i.e., to the fact that
|~ I ((l*i1 T%1+%2) } } } (l*i n T% 1+%2))
=|~ I_[1, 2]((l*(i1 , 1) U1+l*(i1 , 2)U2) } } } (l*(i n , 1) U1+l*(i n , 2)U2)), (3.19)
for every n1 and i1 , ..., in # I.
And indeed, (3.19) can be verified to be true without really performing
any computation, but by merely using ``the similar forms'' of the right-hand
sides of the Equations (3.17) and (3.18). More precisely, let us consider in
parallel the expansions of the two sides of (3.19) (obtained by plugging in
the information from (3.17), (3.18) and then doing the products); we take
care that in the expansion of the right-hand side of (3.19), the quantities of
the form ``l*i1+l*i2'' which appear from (3.18) are not separated, but treated
as a whole. Then to each term of the expansion of the right-hand side of

































































side, which has the same scalar coefficient, and where every l*i1+l*i2 is
replaced by l*i , every li1 is replaced by li , and every li2 is replaced by li . It
is also easy to check that the replacements indicated in the preceding
phrase do not affect the value of the vacuum state (|~ I_[1, 2] on the right-
hand side, |~ I on the left-hand side). This remark establishes (3.19), and
concludes the proof. Q.E.D.
3.6. Corollary. Let I be a set of indices. Then g+ makes the space 7I
of free I-joint distributions into an Abelian group. More precisely,
(7I , g+ )& the direct product of a family of copies of C, indexed by
[(n; i1 , ..., in) | n1, i1 , ..., in # I].
Proof. This is because g+ on 7I is obtained from the usual addition on
3I by transporation via the R-transform. Q.E.D.
4. The Connection with the Non-Crossing Partitions
In this section we present the relation with the work of R. Speicher [10],
which was cited in the Introduction. The point is that if we continue the
calculation started following to Definition 3.2.1, and which led to (or, bet-
ter said, was interrupted at) the formula (3.11), then we obtain the moment
+(Xi1 } } } Xin) of + # 7I expressed by a summation formula over non-crossing
partitions.
We have to start by giving the definitions of the combinatorial objects
which will be used in what follows.
4.1. Definitions. 1% Let ? be a partition of the set [1, ..., n] (for some
n1). We write i t? j for the fact that 1i, jn are in the same class
(block) of ?. ? is called ``non-crossing'' (notion introduced in [5]) if: when-
ever 1i< j <k<ln are such that i t? k, j t? l, it necessarily happens
that i t? j t? k t? l. The set of non-crossing partitions of [1, ..., n] will be
denoted by NC(n).
For instance, all the partitions of [1, ..., n] with n3 are non-crossing,
and the only partition of [1, 2, 3, 4] which is not non-crossing is
[[1, 3], [2, 4]]. In general, the number of non-crossing partitions of
[1, ..., n] is the Catalan number (2n)!n!(n+1)! (see [5], Corollary 4.2).
2% We denote by Cn (n1) the set of n-tuples
{==(=1 , ..., =n) | =1 , ..., =n # N _ [&1], :
m
j=1




One thinks of the elements of Cn as of paths in the lattice N_N, by

































































(2, =1+=2), ..., (n, =1+ } } } +=n)=(n, 0). (For the combinatorial enumera-
tion of this and related classes of paths in N_N, see e.g. [3], Chapter 5.)
The sets NC(n) and Cn defined above are known to be related in the
following way:
4.2. Lemma. Let n be a positive integer, and let \n : NC(n)  Cn be the
map which associates to a partition ?=[B1 , ..., Bk] # NC(n) the n-tuple
(=1 , ..., =n) # Cn with
=m={ |Bj |&1,&1,
if m=min Bj for some (uniquely determined) 1 j k,
otherwise.
Then \n is a bijection.
For the proof of 4.2, see [7], Section 1.3. (Note: the information stored
in an n-tuple (=1 , ..., =n) # Cn is viewed in [7] as divided in two parts: a sub-
set E[1, ..., n] encoding the positions m (1mn) with =m{&1, and
a vector of |E | non-negative integers containing the values of the =m's for
m # E.) We also mention that a ``q-version'' of the Lemma 4.2 (containing
it as the case q=0) is shown in [6], Theorem 2.2.
The relevance (for the R-transform) of the combinatorial objects intro-
duced in 4.1 comes from the following remark. During the calculation
made in Section 3.2, the moment +(Xi1 } } } Xi n) of a functional + # 7I was
found to be expressed (in Equation (3.11)) as a sum of monomials in the
coefficients of the R-transform R(+); moreover, the sum in (3.11) was
indexed by a certain set 4i1 , ..., i n defined in Equation (3.9). But now, this
4i 1 , ..., i n will be shown (in the next Lemma) to be in a natural bijection with
Cn of 4.1.2%-hence also with NC(n). The ``change of variable'' provided by
this bijection will turn (3.11) into a summation formula over non-crossing
partitions, as desired.
4.3. Lemma. Let I be a set of indices, let n1 be an integer, and let
i1 , ..., in be elements of I. Consider the sets 4i1 , ..., i n given by the formula (3.9)
of 3.2, and Cn defined in 4.1.2%. Then
m1 , ..., mn0;
4i1 , ..., i n % \ j1, 1 , ..., j1, m 1 # I, ...+ (mn&1, ..., m1&1) # Cn (4.1)jn, 1 , ..., jn, m n # I
is a bijection.
Proof. By induction on n. (I is fixed, and the assertion depending on n
which is proved by induction is that (4.1) makes sense and is a bijection
for every i1 , ..., in # I.) The case n=1 is clear (because both 4i 1 , i1 # I, and

































































n2, and concentrate on the induction step n&1 O n. In fact, we will also
fix for the rest of the proof some indices i1 , ..., in # I. We will denote by H
the map in (4.1) for these i1 , ..., in , and by H8 the similar map which
corresponds to i1 , ..., in&1 ; and assuming that H8 makes sense and is a bijec-
tion, we will show that the same holds for H.
It is useful to remark that we are having a ``forgetting map''
F : 4i 1 , ..., i n  4i1 , ..., i n&1 , which acts exactly in the way described by (i), (ii),
(iii) in the paragraph following to (3.10). It is clear that if the ``top part''
of * # 4i 1 , ..., i n is ``m1 , ..., mn0'', then the top part of F(*) # 4i1 , ..., in&1 is
``m1 , ..., mn&2 , mn&1+mn&10''.
Let us check that H (=the map in (4.1)) makes sense, i.e. that if
* # 4i1 , ..., i n has the top part ``m1 , ..., mn0'', then (mn&1, ..., m1&1) really
is in Cn . This comes to showing that mn1, mn&1+mn2, ..., m2+ } } } +
mnn&1, m1+ } } } +mn=n. The first of these inequalities was observed
in (i) in the first paragraph following to (3.10). The remaining n&1
inequalities are (clearly) equivalent to the fact that (mn&1+mn&2,
mn&2&1, ..., m1&1) # Cn&1; but this is true, because (mn&1+mn&2,
mn&2&1, ..., m1&1)=H8 (F(*)), and by the induction hypothesis.
We next check that the map H is one-to-one. Let
m1 , ..., mn0; m1 , ..., mn0;
*=\j1, 1 , ..., j1, m1 # I, ...+ and *$=\j $1, 1 , ..., j $1, m 1 # I, ...+jn, 1 , ..., jn, mn # I j $n, 1 , ..., j $n, mn # I
be in 4i1 , ..., i n such that H(*)=H(*$); the latter equality is equivalent to the
fact (reflected in the notations) that * and *$ have identical top parts. Since
the top part of * determines the top part of F(*) # 4i 1 , ..., i n&1 (in the way
remarked in the second paragraph of the proof), we see that H(*)=
H(*$) O H8 (F(*))=H8 (F(*$)); this in turn implies F(*)=F(*$), because H8 is
one-to-one by the induction hypothesis. But F(*)=F(*$) clearly means (by
the definition of the forgetting map F ) that ja, b=j $a, b for all the choices of
a, b except the one when a=n, b=mn ; but, as remarked in (ii) in the
paragraph following to (3.10), in the case a=n, b=mn we must have
jn, m n=j $n, m n=in . So we can conclude that *=*$.
It remains to check that H is onto. Let (=1 , ..., =n) be in Cn , arbitrary.
Then (=1+=2 , =3 , ..., =n) is in Cn&1 , and by the induction hypothesis (which
asserts the surjectivity of H8 ), there exists
m1 , ..., mn&10;

































































Recall that the presence of *8 in 4i 1 , ..., i n&1 means, by definition, that the
monomial
l*i1 lj1 , m1 } } } lj1, 1 } } } l*i n&1 ljn&1, m n&1 } } } ljn&1, 1 (4.2)
is equal to 1. We leave it as an easy verification to the reader to check that:
if one counts, from right to left, =1 factors in (4.2), and introduces an l*i n li n
(=1) in front of them, then a new monomial is obtained which
corresponds to a * # 4i1 , ..., i n having H(*)=(=1 , ..., =n). QED
The result of this section can then be stated as follows.
4.4. Theorem. Let I be a set of indices, let % be a formal power series in
the space 3I of Equation (3.2), and let +=R&1I (%) # 7I be the inverse-RI-
transform of %. Then for every n1 and i1 , ..., in # I we have
+(Xi1 } } } Xin)= :





(%) (i 1 , ..., i n) | Bj , (4.3)
where NC(n) is the set of non-crossing partitions of [1, ..., n], as in 4.1.1%.
The notation ``(i1 , ..., in) | Bj'' appearing in (4.3) refers to the |Bj |-tuple of
elements in I obtained from (i1 , ..., in) by deleting all the im's with m  Bj (and
then (%) (i 1 , ..., i n) | B j is the corresponding coefficient of %, according to the
convention made in (3.3)).
Proof. Let n1 and i1 , ..., in # I be as in (4.3) (and fixed). We consider
the map 1 : NC(n)  4i1 , ..., i n which associates to a given non-crossing par-
tition ? # NC(n) the element
m1 , ..., mn0;
*=\j1, 1 , ..., j1, m1 # I, ...+ # 4i1 , ..., i n ,jn, 1 , ..., jn, mn # I
described as follows:
If 1un is not the maximal element of any of the
blocks B1 , ..., Bk of ?, then mu=0 (and there are no
ju, 1 , ..., ju, m u).
If 1un is the maximal element of a (uniquely deter-
mined) block Bj =
def [b1 , ..., bh] of ?, then: mu=|Bj |=h,
and ju, 1 , ju, 2 , ..., ju, mu are exactly ib1 , ib2 , ..., ibh , in this


































































The verification of the fact that (4.4) gives indeed an element in 4i1 , ..., i n
can for instance be done by (an appropriately set) induction on n, in the
following way. For ? # NC(n), let us denote by Merg(?) # NC(n&1) the
partition obtained by merging together the blocks of ? which contain n and
n&1, and then by deleting n. (Merg(?) is still non-crossing, due to the par-
ticular choice of the two blocks which are merged.) The fact that
m1 , ..., mn0;
*=\j1, 1 , ..., j1, m1 # I, ...+jn, 1 , ..., jn, mn # I
described by (4.4) is in 4i1 , ..., i n means, by definition, that
(l*i 1 lj1 , m 1 } } } lj1 , 1) } } } (l*i n lj n, m n } } } ljn, 1)=1 (4.5)
(in the algebra E I of 3.1.3%). From (4.4) it is clear that mn1 and jn, mn=in
(because n is the greatest element in one of the classes of ?); therefore the
monomial in (4.5) contains the piece l*i n lj n, m n=1, and the deletion of this
piece reduces (4.5) to
(l*i 1 lj1 , m 1 } } } lj1, 1) } } } (l*i n&1 ljn&1 , m n&1 } } } lj n&1, 1)(ljn, mn&1 } } } ljn, 1)=1. (4.6)
But the left-hand side of (4.6) is exactly the monomial corresponding to
Merg(?) by the recipe (4.4); hence (4.6) holds by the induction hypothesis
(and this concludes the induction argument).








4i 1 , ..., i n NC(n)
where 1 is the map constructed above, H is the bijection put into evidence
in Lemma 4.3 (Equation (4.1)), \n : NC(n)  Cn is the bijection from
Lemma 4.2, and flip: NC(n)  NC(n) is the map which reflects a partition
in a mirror (if ?2=flip(?1), then i, j # [1, ..., n] are in the same class of ?2
if and only if n+1&i, n+1&j are in the same class of ?1). Since H, \n and


































































Finally, let us look at the formula (3.10) of Section 3.2, which expresses
+(Xi1 } } } Xin). By using the bijection 1 : NC(n)  4i 1 , ..., i n which was just put
into evidence, we can replace the right-hand side of (3.10) with a sum
indexed by NC(n); and from the explicit description of 1 given in (4.4),
it follows immediately that the equality obtained in this manner is
exactly (4.3). Q.E.D.
5. Equivariance of the R-Transform and Rotations of
Free Random Variables
Let d be a positive integer, and let us denote by 7d , 3d , respectively, the
sets 7I and 3I of Notations 3.1, where we choose the index set
I=[1, ..., d]. The d-dimensional R-transform is thus a bijection R: 7d  3d
(defined as in Section 3.2). We have the following
5.1. Theorem. Let A=(xi, j )1i, jd be a complex d_d matrix. Consider
the natural ``changes of coordinates'' determined by A on 7d and 3d , which
are described as follows:
(a) On 7d we take the transpose of the unital endomorphism of
C(X1 , ..., Xd ) which sends Xi into dj=1 xi, jXj , 1id ; that is, for every
+ # 7d , we define the functional A } + # 7d to be the one determined by
(A } +)(Xi 1 } } } Xin)= :
d
j1 , ..., jn=1
xi1 , j1 } } } xi n , j n +(Xj1 } } } Xjn), (5.1)
for n1 and 1i 1 , ..., ind.
(b) Similarly, for every % # 3d , we denote by A } % the series in 3d hav-
ing coefficients
(A } %) (i 1 , ..., i n)= :
d
j1 , ..., j n=1
xi1 , j 1 } } } xin , j n(%) ( j1 , ..., j n) , (5.2)
for n1 and 1i1 , ..., ind (where we use the notation from (3.3)). Equiv-
alently, one can write
(A } %)(z1 , ..., zd )=% \ :
d
j=1
xj, 1zj , ..., :
d
j=1
xj, dzj+ . (5.3)
Then the R-transform is equivariant, i.e.,

































































Proof. We show, equivalently, that R&1(A } %)=A } R&1(%) for every
% # 3d . We fix %, and also n1 and 1i1 , ..., ind about which we want
to prove that [R&1(A } %)](Xi 1 } } } Xin)=[A } R
&1(%)](Xi 1 } } } Xin). We have,
by (4.3),
[R&1(A } %)](Xi1 } } } Xin)= :
?=[B1 , ..., Bk]
? # NC(n)
(A } %) (i1, ..., in) | B1 } } } (A } %) (i1 , ..., in) | Bk .
(5.5)
It is easy to see, by using (5.2), that for a given ?=[B1 , ..., Bk] # NC(n) we
can write
(A } %) (i 1 , ..., i n) | B1 } } } (A } %) (i1 , ..., i n) | B k
= :
d
j1 , ..., j n=1
xi1 , j1 } } } xin , jn(%) ( j1 , ..., j n) | B1 } } } (%) ( j1 , ..., j n) | B k . (5.6)
We plug (5.6) into (5.5) and change the order of summation, which leads
to
[R&1(A } %)](Xi 1 } } } X in)
= :
d
j1 , ..., j n=1
xi1 , j1 } } } xin , jn :
?=[B1 , ..., B k]
? # NC(n)
(%) ( j1 , ..., j n) | B 1 } } } (%) ( j1 , ..., j n) | B k
=(4.3) :
d
j 1 , ..., j n=1
xi 1 , j 1 } } } xin , j n [R
&1(%)](Xj1 } } } Xjn)
=(5.1) [A } R&1(%)](Xi1 } } } Xi n). Q.E.D.
5.2. Remarks. 1% The equivariance of the R-transform can also be
stated in terms of random variables, in the following way: let (A, .) be a
non-commutative probability space, let a1 , ..., ad # A be random variables,
let A=(xi, j )1i, jd be a complex matrix, and put bi=dj=1 xi, jaj for
1id ; then
R(+b 1 , ..., bd )=A } R(+a1 , ..., ad ). (5.7)
Indeed, it is easily checked that +b 1 , ..., bd=A } +a 1 , ..., ad , and (5.7) is obtained
by applying R to this equality (and by using (5.4)).
2% The equivariance of the d-dimensional R-transform under rota-
tions is certainly related to the rotations of the Fock space associated to
Cd. In fact, a proof can be made on this line, by starting with the descrip-

































































Section 3.2), and by using the fact that a change of basis in Cd produces
a rotation of the creation operators on the Fock space (see for instance
[12], Section 2).
As an application, let us prove that the property of remaining free under
rotations characterizes semicircular random variables. (As mentioned in the
Introduction, this is the free analogue of a well-known fact in probability
theory, that the property of remaining independent under rotations charac-
terizes Gaussian random variables-see for instance [2], Section III.4.)
5.3. Theorem. If a1 , a2 are free random variables on some non-com-
mutative probability space (A, .), and if there exists an angle t which
is not an integer multiple of ?2, such that (cos t) a1+(sin t) a2 and
(&sin t) a1+(cos t) a2 are still free, then a1 and a2 are semicircular of the
same variance.
Conversely, if a1 and a2 are free, semicircular, and of the same variance,
then (cos t) a1+(sin t) a2 and (&sin t) a1+(cos t) a2 are free for any value
of t.








3.3, the freeness of a1 and a2 implies that the joint distribution
+a 1 , a2(=+a1 C +a2) of a1 and a2 has the R-transform






:n, 2 zn2 .
Let us assume that we found t  (?2) Z such that b1=
(cos t) a1+(sin t) a2 and b2=(&sin t) a1+(cos t) a2 are still free. By
Theorem 5.1, the joint distribution +b 1 , b2 of b1 and b2 has the R-transform








:n, 2((sin t) z1+(cos t) z2)n. (5.8)
On the other hand, the freeness of b1 and b2 gives +b1 , b2=+b 1 C +b2 ; hence,






;n, 2 zn2 , (5.9)
where n=1 ;n, 1 z
n and n=1 ;n, 2z
n denote the R-transforms of +b1 and

































































By comparing the coefficients in (5.8) and (5.9), one gets immediately
that :n, 1=:n, 2=0 for every n3. (For instance, equating to 0 the coef-




2 in (5.8) leads to :n, 1=(tan t)
n&2 :n, 2 and
respectively :n, 1=&(tan t)n&4 :n, 2 ; hence :n, 1=&(tan t)2 :n, 1 , giving
:n, 1=:n, 2=0.) It is also immediate that we must have :2, 1=:2, 2 .
We can thus conclude that the R-transforms of the random variables a1
and a2 we started with are [R(+a 1)](z)=






n=:1, 2z+r2z2, where we denoted
:2, 1=:2, 2=r2 ; hence (as reviewed in Section 2.6) a1 , a2 are semicircular
with the same variance r2.
The assertion in the second paragraph of Theorem 5.3 comes out
immediately from the considerations in [14], Section 2.6 (which in turn
follow [12], Section 3). QED
It is not difficult to prove a ``d-dimensional version'' of Theorem 5.3,
which we state for the sake of completeness.
5.3.$ Theorem. Let (A, .) be a non-commutative probability space, and
let a1 , ..., ad # A be free with respect to ..
1% If there exists an orthogonal matrix A=(xi, j )1i, jd such that
|xi, j |<1 for every i, j and such that b1=dj=1 x1, jaj , ..., bd=
d
j=1 xd, jaj are
still free with respect to ., then a1 , ..., ad are all semicircular.
2% If in 1% we impose on A the stronger condition that it cannot be
factored as C1( A10
0
A2) C2 with C1 , C2 permutation matrices and A1 , A2
orthogonal matrices of strictly smaller dimensions, then we can also conclude
that a1 , ..., ad have all the same variance.
In connection to 5.3$, let us also make the following:
5.4. Remarks. 1% The conditions imposed on the matrix A in 5.3$ are
obviously necessary. For instance, if the (i, j )-entry of A is \1, then we
have bi=\aj , and [bk | k{i] are obtained by an orthogonal transforma-
tion from [ak | k{j]; it is clear that such a situation can occur with
a1 , ..., ad free, b1 , ..., bd free, and the distribution of aj equaling anything we
want. Similarly, if A factors as in 2%, one can have the situation that
a1 , ..., ad are free and semicircular (and so are b1 , ..., bd ), but can be split
into two groups according to their variance.
2% While rotating d-tuples of free random variables is naturally
related to the d-dimensional R-transform, it is fair to point out that a proof
of Theorem 5.3$ can be obtained by only using the 1-dimensional R-trans-
form, on the line described as follows.
Let aj , 1 j d, and bi=dj=1 xi, j aj , 1id, be as in the Theorem

































































1id. Since b1 , ..., bd (and consequently, any scalar multiples of them)
are free, the property of the R-transform of linearizing free convolution
implies
R(+a i )= :
d
j=1
R(+x j, i bj ), 1id. (5.10)
But now, for every 1i, jd we have xj, ibj=dk=1 xj, ixj, k ak ; hence, by
using now the freeness of a1 , ..., ad ,
R(+x j, i b j )= :
d
k=1
R(+x j, ix j, ka k ). (5.11)
We plug (5.11) into (5.10) and use a homogeneity property of the R-trans-




[R(+ak )](xj, ixj, kz). (5.12)
In other words, if we write explicitly [R(+a i )](z)=

n=1 :n, i z
n, 1id,
(5.12) says that for every n1: :n, 1 , ..., :n, d satisfy the linear system (in








j, k+ uk , 1id. (5.13)
But if A satisfies the assumption in 1% of 5.3$, then for n3 the system
(5.13) has only the trivial solution u1= } } } =ud=0. Indeed, let us assume
that we found a solution (u1 , ..., ud ) such that u0 =
def max( |u1 |, ..., |ud | ) is





|xnj, i | |x
n
j, k | |uk | :
d
j, k=1
|xnj, i | |x
n




|xnj, i | \ :
d
k=1
|xnj, k |+u0 :
d
j=1
|xnj, i |<u0 . (5.14)






j, k=1, which happens because all
|xj, k |'s are in [0, 1], and at least one of them is neither 0 nor 1.) The strict
inequality in (5.14) gives a contradiction (since u0 is from its definition
equal to at least one of the |ui |'s).
The argument in the preceding paragraph proves part 1% of Theorem 5.3$

































































a quadratic polynomial, which is equivalent to the fact that a1 , ..., ad are all
semicircular).
For the part 2% of 5.3$, one has to consider the system (5.13) in the case
n=2, which says that the vector (:2, 1 , ..., :2, d ) of variances of a1 , ..., ad is




j, k)1i, kd . Because of the
orthogonality of A, the matrix B is bistochastic (i.e. it has non-negative
entries, adding up to 1 on lines and columns). We leave it as an exercise
to the reader to supply the elementary argument for the fact that the
hypothesis in 5.3$. 2% implies the irreducibility of B (in the sense discussed,
for instance, in [4], Sections 8.4, 8.7); irreducibility is known (see the same
reference) to imply in turn that the space of vectors fixed by the matrix is
C(1, ..., 1), and this concludes the proof.
3% The argument presented in the previous remark is in some sense
``the free analogue'' of the one used to prove the classical result which the
Theorem 5.3 is paralleling. We mention that another context in which the
same type of argument would work is the one of ``Boolean convolution,''
considered by R. Speicher and R. Woroudi in [11]. The corresponding
result about rotations was already proved in this context in [11], Theorem
4.3, by an argument which relies more on analytic methods.
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