We consider using phase retrieval (PR) to correct phase aberrations in an optical system. Three measurements of the point-spread function (PSF) are collected to estimate an aberration. For each measurement, a different defocus aberration is applied with a deformable mirror (DM). Once the aberration is estimated using a PR algorithm, we apply the aberration correction with the DM, and measure the residual aberration using a Shack-Hartmann wavefront sensor. The extended Nijboer-Zernike theory is used for modelling the PSF. The PR problem is solved using both an algorithm called PhaseLift, which is based on matrix rank minimisation, and another algorithm based on alternating projections. For comparison, we include the results achieved using a classical PR algorithm, which is based on alternating projections and uses the fast Fourier transform.
INTRODUCTION
The phase retrieval (PR) problem consists in determining the unknown phase of a complex-valued function from a set of measurements of the magnitude of its Fourier transform [1] . This inverse problem has a number of applications in crystallography [2] , astronomy [3] , optical imaging [4] , microscopy [5] [6] [7] [8] , single-molecule localisation [9] , ptychography [10] , and adaptive optics [11, 12] to which we restrict ourselves in this paper. In adaptive optics, one is concerned with minimising the phase aberration in the pupil of an optical system using an adaptive element, such as a deformable mirror (DM). To achieve this, an estimate of the aberration must be obtained. One can estimate the aberration by applying a PR algorithm to a set of measurements of the point-spread function (PSF) of the optical system. This is an attractive way to estimate the aberration for some optical systems [13] [14] [15] , due to the experimental simplicity in recording the measurements of the PSF. Further, non-common path errors are avoided and no additional optical components must be included, as required for interferometric methods or Shack-Hartmann wavefront sensing.
Different algorithms have been developed to solve PR problems; for a recent, comprehensive review we refer to [16] . The most widely used algorithms are based on alternating projections (AP), such as the Gerchberg-Saxton algorithm [17] and its variants developed by Fienup [18] . AP algorithms formulate the PR problem into a set theoretic framework, where one seeks the unknown function that lies in the intersection of two or more sets. A set can express the constraint about the magnitude of the Fourier transform of the function, or some additional a priori information, such as knowledge about the support of the function. Successful applications of these algorithms, which are relevant for our case of aberration estimation, have been reported, e.g., in [5, 6, 9, 19] . Here, the authors collect measurements of the PSF at different defocus planes, to improve the convergence of the AP algorithm. This is similar to the practice in the more difficult problem of phase diversity (PD) [11, [20] [21] [22] , which is not considered in this paper, and where both the aberration and the object that is imaged are jointly estimated. In general, AP algorithms are not guaranteed to retrieve the unique solution of the PR problem [23, 24] , provided a unique solution exists up to trivial ambiguities [16, 25, 26] .
More recently, new algorithms based on convex optimisation [27] have been proposed to address the PR problem. The principle is that a solution of the PR problem is obtained if one is able to solve a related matrix rank minimisation problem [28] [29] [30] , which is known to be an NP-hard problem [31] . For this reason, one does not attempt to solve the rank minimisation problem itself, but instead considers a convex relaxation (CR) [32] . In this paper, we employ the CR proposed in [28, 29] , which the authors call PhaseLift. Using semidefinite programming [33] , we can compute the solution of this CR and, as a result, we obtain an approximate solution to the PR problem. As pointed out in [28, 29] , one advantage of PhaseLift is its stability with respect to measurement noise. On the contrary, measurement noise is a serious issue that can lead to inconsistency in AP algorithms, whereby the intersection of the sets that express the constraints becomes empty; see [12, 24] and the references therein.
To the best of our knowledge, we report for the first time experimental results about correcting aberrations using an algorithm based on CR, instead of AP algorithms.
PR algorithms are demanding in terms of computational resources. In implementing such algorithms, one works with the discrete signal obtained by sampling the unknown function over a finite grid, and uses the two-dimensional fast Fourier transform (FFT) to approximate the Fourier transform. If the dimensions of the grid are large, this leads to a significant computational burden for AP algorithms [34] , where each iteration involves computing FFTs. Algorithms based on CR, such as PhaseLift, have a much higher computational complexity than AP algorithms [30] . As a result, it is impractical to use such algorithms within the limited computational and memory resources available on ordinary desktop computers [35] .
In this paper, instead of using the sampling grid, we adopt a modal decomposition of the unknown function to reduce the computational burden. By employing the extended Nijboer-Zernike theory (ENZ) [36, 37] , we can approximate the unknown function using a low number of complex-valued Zernike polynomials [38] , only 21 in our case, and replace the FFTs with matrix-vector products that have small dimensions. In practice, this allows us to use PhaseLift to solve the PR problem using a conventional desktop computer. We also find that, in some situations, using the modal decomposition reduces the computational burden for AP algorithms.
Coupling the modal decomposition with PhaseLift allows one to easily apply regularisation to the PR problem, for example by neglecting the pixels with a poor signal-to-noise ratio (SNR) [39] [40] [41] , thus reducing the detrimental effect caused by the bias of CCD detectors [41] . The modal decomposition is also more commensurate than a sampling grid with both the control and the correction capabilities of membrane DMs [42, 43] .
We perform aberration correction experiments using an optical breadboard that comprises a DM to both introduce and correct aberrations, a CCD detector to measure the PSF, and a Shack-Hartmann wavefront sensor (SHWS) to judge the performance of the correction. We compare three different PR algorithms, one using the modal decomposition and PhaseLift, the second one using the modal decomposition and AP, and the last one being a conventional AP algorithm.
The paper is organised as follows. In Section 2, the PR problem is formulated using the ENZ theory. Section 3 discusses how to solve the PR problem using PhaseLift. In Section 4, we consider how to combine the ENZ formulation with AP algorithms. In Section 5, we report our experimental results. The conclusions are drawn in Section 6.
FORMULATION OF THE PHASE RETRIEVAL PROB-LEM USING THE EXTENDED NIJBOER-ZERNIKE THEORY
For completeness, we briefly recall some necessary results of the ENZ theory, which is discussed in detail elsewhere [36, 37, 44, 45] . The generalised pupil function (GPF) of an aberrated optical system is a complex-valued function which is defined as [46] 
where ρ and θ are the normalised polar coordinates in the exit pupil plane of the optical system, A(ρ, θ) is the amplitude apodisation function, and Φ(ρ, θ) is the phase aberration function. Both A(ρ, θ) and Φ(ρ, θ) are real-valued. We can approximate the GPF using a truncated series of complex-valued Zernike polynomials [38] ,
so thatP(ρ, θ) ≈ P(ρ, θ). In Eq. (2), n and m are, respectively the radial order and the azimuthal frequency of the complexvalued Zernike polynomial N m n (ρ, θ), which is defined in Eq. (27) within Appendix A. The coefficient β m n of N m n (ρ, θ) is a complex number. Eq. (2) is a generalisation for complex-valued functions of the real-valued Zernike series, which is commonly used to analyse Φ(ρ, θ) in adaptive optics literature [38] . When a maximum radial order n M is considered, the summation in Eq. (2) extends over N β = (n M + 1)(n M + 2)/2 addends, and the coefficients can be collected into a vector β ∈ C N β .
The normalised complex PSF corresponding to P(ρ, θ) is given by [36, 37] 
where r and φ are coordinates in the image plane that are normalised by the diffraction unit λ/NA, NA is the image-side numerical aperture of the optical system, and f is the defocus parameter [36, 37] . The authors in [36, 37] show that, by replacing P(ρ, θ) withP(ρ, θ), one has the following approximation for
where the complex terms V m n (r, f ) are defined in Eq. (2.47) in [44] . These terms can be computed using semi-analytic formulas [Eq. (2.48) in [44] ] for the required accuracy [36] . Note that we employ a different normalisation for N m n (ρ, θ) than what is adopted in [36, 37, 44, 45] , which is useful to evaluate the error in approximating P(ρ, θ) withP(ρ, θ) (see Section C and Appendix C).
We can now formulate the PR problem. One can measure the PSF, using a CCD detector with N p = N 2 pixels, at N f different positions along the optical axis, which are denoted by d 1 , . . . , d N f . For convenience, the measured pixel values are sorted using a single index k, and collected into a vector I ∈ R N m , where N m = N p N f . Each element I k of I corresponds to the intensity recorded by the pixel at position (r k , φ k ) in the image plane, and at defocus position f k along the optical axis, where f k takes one of the values from d 1 , . . . , d N f . In practice, one can obtain I by moving the CCD detector with a motorised stage. In this paper, we collected I by applying the necessary defocus with the DM instead of requiring mechanical movement of the CCD detector.
The error between the recorded measurements and the expected PSF is given by a vector ǫ ∈ R N m , where for each element ǫ k of ǫ,
The solution of the PR problem is found by minimising the norm of the error, i.e.,
In [13, 14] , the authors assume a small phase aberration consisting of cosine terms only, and describe a procedure to linearise |Û(r k , φ k , f k , β)| 2 , so that the PR problem can be solved via a linear system of equations. This procedure is not adequate for medium to large aberrations [45] , and was improved in [14] by considering a predictor-corrector method to overcome the linearisation error. In the following section, instead, we formulate a CR of Eq. (6) using PhaseLift. In our case, a general aberration comprising sine and cosine terms can be handled, as in [45] . Nevertheless, contrary to [45] , we do not need to explicitly derive the linearisation of |Û(r k , φ k , f k , β)| 2 , since the task of computing the solution is left to the convex optimisation solver.
SOLUTION OF THE PHASE RETRIEVAL PROBLEM USING PHASELIFT
By defining the complex vectors a k ∈ C N β for k = 1, . . . , N m as
. . .
where · H denotes the conjugate transpose, we can expand Eq. (6) into
where the angle brackets denote the inner product, i.e., β, a k = a H k β. Exploiting the properties of the trace operator tr(·), one can show [28] [29] [30] 
rank(B) = 1.
(9)
The problem in Eq. (9) , is known to be NP-hard [28, 29] , due to the rank constraint. Following [28, 29] , the rank constraint is removed and the cost function is modified from ǫ to ǫ + λ r rank(B), where λ r is a regularisation parameter [28] . A convex relaxation of Eq. (9) is obtained [28, 29] by replacing rank(B) with its convex surrogate [31] tr(B), which results in the following optimisation problem:
The problem in Eq. (10) is a complex semidefinite programme, which can be solved using cvxopt [47] as outlined in Appendix D. Once a solution B has been computed, the estimate of β is obtained by considering the rank-1 approximation of B that has the largest eigenvalue, as done in [28, 29] . We note that, by employing the ENZ theory, one can select a low value for N β , which results in low dimensions for the complex semidefinite constraint B 0. In our case, we select N β = 21, so that B has dimensions 21 × 21. For comparison, consider the case where one formulates the optimisation problem in Eq. (10) by parametrising the GPF using its samples defined over a square grid, instead of using Eq. (2) . In this case, one ends up with a 16 × 16 or a 81 × 81 complex semidefinite constraints when using a 2 × 2 or a 3 × 3 sampling grid, respectively.
The approximation error between Eq. (1) and Eq. (2) is numerically estimated in Section C. In practice, by employing the ENZ formulation, we are able to use an interior-point method [48] to solve Eq. (10), instead of using the first-order methods employed in [28, 29] . Finally, we remark that, as outlined in the introduction, this formulation is robust to measurement noise [28] [29] [30] , since the error ǫ is minimised, as it appears in the cost function of Eq. (10). We denote this algorithm with ENZPL.
SOLUTION OF THE PHASE RETRIEVAL PROBLEM USING ALTERNATING PROJECTIONS
In this section, we describe a modification of conventional AP algorithms [12, 18] , so that they can be applied with the ENZ formulation. For a fixed index j, we define the matrix C j ∈ R N p ×N β and the vector m j ∈ R N p that collect, respectively, all the vectors a k and the square roots of I k corresponding to position d j along the optical axis, i.e.,
where k is such that f k = d j [see the definition of Eq. (7) and I k in Section 2]. The PR problem is formulated as
where the constraint sets M j are defined as
and |C j ω| denotes a vector containing the magnitudes of the elements of C j ω. We now consider finding an approximate projection of β onto M j , and temporarily drop index j to maintain a simple notation. Given a vector m ∈ R N p and a vector w ∈ C N p , the authors in [12] define the single-valued projector [12, 24] of w onto the set M = {v ∈ C N p : |v| = m} as
where Π M (w) ∈ C N p , and (·) i denotes the i-th element of a vector. For conventional AP algorithms, which use the FFT, a projection onto set M is obtained [12, 18, 24] by first applying a two-dimensional FFT, second applying the projector Π M (·), and third applying an inverse two-dimensional FFT. We replace the first and the third operations, respectively, with two matrixvector products, so that an approximate projection of β onto M j is computed using the operator P M j , which is defined as
where C † j denotes the Moore-Penrose pseudoinverse of C j . Note that C † j exists, as all matrices C j were found to have full column rank in Section 5 and N p ≫ N β .
Following [12] , an approximate solution to Eq. (12) is sought in the product space [49] 
The algorithm starts by drawing N f vectors at random, which provide the initial estimate (β 1 , . . . , β N f ). In each iteration, the estimate is updated by sequentially applying operators P A and P B , which are defined as
Once the algorithm terminates, e.g., by reaching a maximum number of iterations, an estimate of β is obtained from one of the elements of (β 1 , . . . , β N f ). We denote this algorithm with ENZAP.
For comparison, we also implemented a conventional AP algorithm [12, 18, 24] which we denote with FFTAP. This algorithm is obtained by replacing β with a matrix G ∈ C N×N , and the matrix multiplications by C j and C † j , respectively, with the two-dimensional FFT and its inverse. A further convex constraint set is added to Eq. (12) . This constraint expresses the known aperture radius, i.e., the non-zero support of G. Conventional AP algorithms and their variations are discussed in great detail elsewhere [12, 18, 24] .
EXPERIMENTAL RESULTS
In this section we report the experimental results of applying the ENZPL, ENZAP, and FFTAP algorithms to correct static aberrations. We implemented an adaptive optics system comprising a DM, a SHWS, and a CCD detector to measure the PSF. A single aberration correction experiment consists in the following three steps. First, the DM applies a static aberration and the corresponding PSF is measured at N f different defocus positions. Second, we obtain an estimate of the static aberration with a PR algorithm which, of course, has no knowledge about the aberration. Third, both the static aberration and the aberration correction are applied simultaneously with the DM, and the SHWS measures the residual aberration. The second and the third steps are repeated for each PR algorithm.
A. Description of the experimental setup
The layout of the experimental setup is depicted in Fig. 1 . The He-Ne laser source (LASER; wavelength 632.8 nm) is spatially filtered using lens L1 (focal length 11 mm) and pinhole P (diameter 35 µm). The resulting diverging beam is collimated by lens L2 (focal length 300 mm) and stopped down with an iris diaphragm (AP) to a 9 mm wide circular section with uniform amplitude. After passing through beam splitter BS1, the beam is reflected by the DM (DM; Okotech, 17-channel micromachined deformable mirror with tip-tilt stage) and then directed towards the sensors by BS1. The DM is reimaged by lenses L3 (focal length 200 mm) and L4 (focal length 100 mm) onto a Shack-Hartmann wavefront sensor (SHWS), which consists of a microlens array (Okotech, hexagonal array with 127 microlenses, 18 mm focal distance, 300 µm pitch) and a CCD detector (Sys-Vistek, svs340, 648 × 492 pixels, 7.4 µm pixel size). A second beam is created with beam splitter BS2, and is focused by lens L5 (focal length 150 mm) onto a CCD detector (CCD; Sys-Vistek, svs340) to measure the PSF.
A desktop PC (Intel, Xeon X5472, 3 GHz) running Linux is used to control the equipment. The voltage for the actuators of the DM is supplied by a high voltage amplifier (Okotech, 20-channel HV unit), which is connected to a 16 bit analogue output card (United Electronic Industries, PD2-AO-96/16A). Each of the two CCD detectors is connected to a framegrabber card (Arvoo, Leonardo CL Full). The hardware is controlled via customised code written in C and in Python.
For the calibration of the SHWS, we temporarily replaced the DM with a flat mirror and recorded a reference image. The control signal of each actuator u k of the DM is quadratically related to the corresponding voltage applied with the high voltage amplifier, so that a linear displacement of the mirror is expected [43] . We operate the DM from a biased reference position so that both positive and negative deflections of the wavefront can be induced [43] , which causes the beam reflected by the DM to be converging. To restore a collimated beam, we move lens L3 along the optical axis until the defocus measured with the SHWS is minimised. The coefficients of the Zernike analysis of the wavefront are estimated by applying a modal-based wavefront reconstruction [50] . Fig. 1 . Illustration of the optical setup. The laser beam is spatially filtered using lens L1 and pinhole P, and collimated by lens L2. A 9 mm wide circular section of the beam is selected with diaphragm AP to illuminate the DM. The DM is reimaged two-to-one using lenses L3 and L4 onto a SHWS. The beam reflected by beam splitter BS2 is focused by lens L5 onto a CCD detector to measure the PSF.
B. Preparation of the experiments
The tip-tilt stage of the DM was initially aligned and then kept disabled throughout all the experiments. The control signals of the N a = 17 actuators, i.e., u 1 , . . . , u N a , are collected into a vector u ∈ R N a . Each control signal u k is normalised so that −1 ≤ u k ≤ 1, where −1 and 1 correspond, respectively, to the minimum and to the maximum voltage that is applicable to the actuator. In our experiments, the SHWS provided estimates of the Zernike coefficients up to the sixth radial order, so that we consider N α = 28 Zernike polynomials to describe the aberration.
Assuming linearity, Φ(ρ, θ) is given by the superposition of the influence functions [43] ψ k (ρ, θ) of each actuator of the DM,
Using the first N α = 28 Zernike polynomials, we have the fol-lowing approximation:
We model the DM with a matrix H ∈ R N α ×N a that approximately maps an actuation vector u to the corresponding vector of Zernike coefficients α, i.e., α ≈ Hu. Note that, in this paper, we always assume α 0 0 = 0 (see also Appendix C). Although we do not make this explicit in the formulas involving H to maintain a simple notation, only the sub-matrix obtained by neglecting the first row of H is used in our computations. We estimate H by collecting input-output measurements with the DM and SHWS, and by solving a least-squares problem.
The random aberrations were generated by drawing 200 random actuation vectors u 1 , . . . , u 200 from a set of normal multivariate distributions. A boxplot of the expected Zernike aberrations, i.e., α 1 , . . . , α 200 , is reported in Fig. 2 . The tops and bottoms of the boxes denote the 25-th and 75-th percentiles, the horizontal lines in the middle denote the medians, the whiskers extend to the furthest measurements not considered as outliers using a 1.5 interquartile range. This description holds for all the boxplots reported in this paper. Since α ≈ Hu, the aberrations α 1 , . . . , α 200 in Fig. 2 are also normally distributed, and they can be accurately applied with our DM, taking into account its mechanical limitations. 
C. Error in approximating the generalised pupil function
We estimate the expected error in approximating the GPF using 21 complex-valued Zernike polynomials. For each vector α k ∈ R N α , we consider the corresponding GPF with uniform unit amplitude, i.e.,
and its approximation obtained with a finite set of Zernike polynomials:P
Since the approximation error (20) . We neglect this error and assume E k ≈ 0 for the rest of this subsection. In the following paragraph, we use the vectors β 1 , . . . , β 200 to estimate the error in approximating the GPF using N β = 21 instead of N β = 136 in Eq. (20) .
Each vector β k can be split into two vectors β l k and β h k , where the first 21 elements of β k are collected into β l k and the remaining elements are collected into β h k . By exploiting the orthogonality properties of the Zernike polynomials and the normalisation employed in Appendix A, we have rms(E k ) ≈ β h k when only 21 Zernike polynomials are used in Eq. (20) . The approximation sign is due to the error in computing the approximate inner products and in considering the first 136 Zernike polynomials instead of an infinite number of polynomials. In Fig. 3 , we report each estimate of rms(E k ) using × symbols, against the corresponding rms of the phase aberration, rms(Φ k ), which is computed as α k (see Appendix C). It can be seen that the error in using 21 Zernike polynomials in Eq. (20) grows for an increasing rms of the phase aberration.
For comparison, we can evaluate the error when one uses the linear approximation of the GPF:
which is widely employed in the literature, e.g., in [13] [14] [15] . To evaluate the error E l k (ρ, θ) = P k (ρ, θ) −P l k (ρ, θ) using the vectors β 1 , . . . , β 200 , we must compute the coefficients γ m n,k ∈ C of the complex Zernike polynomials N m n (ρ, θ) that express the right-hand side of Eq. (21) . We use the following equations:
where the index k is removed for clarity, and we have used the assumptions of unit amplitude and that α 0 0,k = 0. The rms of the error E l k (ρ, θ) is approximately given by β k − γ k , where the first N α elements of vectors γ k ∈ C 136 are given by the corresponding coefficients γ m n,k . The approximation sign here is intended in the same sense as in the previous paragraph, whereas the relations between α m n,k and γ m n,k given in Eq. (22) are exact. We report rms(E l k ) using + symbols in Fig. 3 . Note that, even though in the linear approximation N α = 28 Zernike polynomials are considered, the approximation error is still larger than that of using only 21 Zernike polynomials in Eq. (20) . The error in the linear approximation stems from the fact that the coefficients α k and γ k are non-linearly related [37] by the complex exponential. In addition, Eq. (21) 
is estimated as β k − γ k . Both errors increase as the rms of the phase aberration rms(Φ k ) increases.
D. Aberration correction experiments
We first attempt to remove the non-common path error between the arm with the SHWS and the arm with the CCD by applying all three PR algorithms and selecting the best correction as a reference. The measurements of the residual aberrations reported within this section are referenced to this initial correction, which is denoted with (R). We choose N f = 3, and collect three measurements of the PSF at defocus position d 1 = 0.0, d 2 = −2.77, and d 3 = 3.46. A PSF measurement is a 32 pixels × 32 pixels image.
Each experiment comprises the following steps. First we apply the actuation vector u k , so that the DM produces the aberration α k , and we measure the initial rms with the SHWS. At this point, the three measurements of the PSF are recorded by simultaneously applying with the DM the aberration α k and the corresponding Zernike defocus α 0 2 = d j /(2 √ 3) for j = 1, . . . , 3. Dark frame subtraction [41] is applied to each PSF measurement.
The following step involves computing the correction for each PR algorithm. For ENZPL, we obtain an estimateβ k ∈ C 21 by solving Eq. (10), where λ r = 1. To correct the aberration, the estimateα k of α k must be recovered fromβ k . We replacê β k into Eq. (20) , evaluate the phase arg(P k (ρ, θ)) over a grid, apply a phase unwrapping algorithm [52] , and finally obtain α k using the inner products discussed in Appendix B. The unwrapping is only necessary if arg(P k (ρ, θ)) extends beyond the [−π, π] interval. For ENZAP, we select a vector from the N f vectors computed in the product space (see Section 4). The selected vector represents the estimateβ k ∈ C 21 , from whichα k is computed as already outlined for ENZPL. Similarly, for FF-TAP, we select a matrix G ∈ C N×N from the product space (see Section 4) . In this case, we consider only the elements of the phase arg(G) that lie within the known aperture support, apply the phase unwrapping [52] , and finally obtainα k by solving a least-squares problem [53] . Both the ENZAP and FFTAP algorithms are stopped after 400 iterations, or earlier if the change between two successive estimates in the product space falls below the threshold of 10 −7 . This threshold is the default absolute tolerance for cvxopt and, thus, was also applied to the ENZPL algorithm. We empirically selected the maximum number of iterations for the ENZAP and FFTAP algorithms, and we verified that these stopping criteria were sound via simulation, i.e., by checking that the ENZAP and FFTAP algorithms successfully corrected the aberrations using synthesised pixel data instead of experimental measurements. For the ENZPL algorithm, instead, we used the default settings of cvxopt, which in turn determine the number of iterations and the stopping critera of the interior-point method [48] .
The experiment concludes by evaluating the aberration correction for each PR algorithm, which entails applying both the static aberration α k and the corresponding correction −α k with the DM, and measuring the residual rms with the SHWS.
The authors in [28] [29] [30] report that, provided some assumptions are satisfied [28, 29] , PhaseLift recovers the exact solution of the PR problem. We are not able to verify such assumptions in our case and, therefore, have no guarantees about the exactness of the recovery [28, 29] . In spite of this, our experiments show a consistent aberration correction performance when using ENZPL. In [28] [29] [30] , having a ratio between the measurements and unknowns N m /N β = 5 was sufficient for a successful recovery; see Section 5.4 and Fig. 3 from [30] . We used only the brightest 210 pixel measurements to solve Eq. (10), out of the N m = 3072 measurements available in total, so that we have a conservative ratio of 210/N β = 10. This is advantageous since it allows us to discard the measurements with a poor SNR [39] [40] [41] and to reduce the computational cost. Instead, it is not evident how to discard measurements with a poor SNR when using the ENZAP and FFTAP algorithms. We regard this as a drawback since both algorithms are affected by the signal bias of the CCD, which cannot be exactly removed in practice [41] .
The aberration correction results are summarised in Figs. 4(a)-4(d) , where the 200 experiments are divided into four sets according to the rms of the initial aberration. The boxplot indicators are computed for the initial rms α k (initial), and the final rms α k −α k after the correction with each algorithm. The dotted horizontal line denotes the rms threshold T 0.9 , which corresponds to a Strehl ratio (SR) of 0.9 and is computed from SR ≈ exp (−T 2 0.9 ) [54] . If the final rms is below this threshold, the optical system can be considered diffractionlimited [55] . Both the FFTAP and ENZAP algorithms show a poor performance for small aberrations [ Fig. 4(a) ], whereas the ENZPL algorithm successfully achieves the diffraction limit on average. For larger aberrations [Figs. 4(b) and 4(c) ], all algorithms succeed in reducing the initial aberration. The boxplot analysis reports that the ENZPL algorithm provides the best performance by achieving a lower median and a smaller standard deviation for the residual rms, which is consistent with its stability property with respect to noise [28] [29] [30] . In Fig. 4(d) , all algorithms provide similar performance. In part, this can be explained by the larger error in approximating the GPF, compare Eq. (19) with Eq. (20) in Section C, and consider Fig. 3 . Nevertheless, for aberrations with an rms in the order of 1.5, the PSF often becomes comparable with the signal bias of the CCD, thus disrupting the correction performance [41] ; see also the discussion below for Figure 4(e) shows the maximum pixel value recorded for the PSFs measured throughout the 200 experiments, where 1.0 corresponds to saturation of the CCD. It can be seen that ENZPL provides the most robust performance, since the boxplot analysis reports a higher median for the intensity and a smaller standard deviation, with respect to the other algorithms. Figure 4 (f) shows the computational time spent by each algorithm for the 200 experiments. In this case, it is clear that AP algorithms (i.e., ENZAP and FFTAP) require a much reduced computational effort with respect to ENZPL. In particular, it should be pointed out that solving Eq. (10) with cvxopt requires almost a minute when using all N m = 3072 available pixel measurements. A comparison between the computational costs of the ENZAP and FFTAP algorithms is found in Section E, whereas the computational complexity for PhaseLift has been discussed in [30] . We remark that alternative convex optimisation solvers may be used for PhaseLift instead of cvxopt, and one may achieve a better performance by devising a customised interior-point method [48] .
In Fig. 5 , we report the PSFs recorded in a single correction experiment, where all three algorithms showed comparable performance. The aberrated PSF is shown in d 1 , and the two defocused measurements are reported in d 2 and d 3 . The lower row shows the measurements after the aberration correction with each algorithm. For comparison, we also include the reference PSF in (R), which is obtained after correcting the noncommon path error; see the beginning of this section. Note that the colour scales are different for the upper and lower rows.
After the corrections, the PSFs show a higher intensity and a visible Airy disc, which is comparable with the reference PSF (R). The dominant residual aberration is x-tilt and y-tilt for FF-TAP and ENZPL, and x-tilt and astigmatism for ENZAP. The final rms values are slightly above the diffraction-limited reference of 0.32, which corresponds to a Strehl ratio of 0.9 [55] . As observed earlier for Fig. 4(d) , for aberrations with an rms of 1.5 or larger, the PSF becomes comparable with the signal bias of the CCD [41] . We compute the SNR with respect to the signal bias for each pixel k as 20 log(I k /J k ), where J k is the intensity recorded when the laser is blocked. For the PSF d 2 in Fig. 5 , only one pixel has a SNR larger than 20 dB, compared with at least 20 pixels for the PSFs d 1 and (R) within Fig. 5 . To correct aberrations with an rms of 1.5 or larger, the exposure time of the CCD detector should be adjusted. In our experiments, instead, we used a constant exposure time for which we obtain no saturation; see Fig. 4(e) .
E. Comparison of the computational costs of the ENZAP and FFTAP algorithms
The computational costs of the ENZAP and FFTAP algorithms can be compared easily by considering the dominant operations performed in each iteration. The dominant operations for EN-ZAP are the matrix-vector products in Eq. In Fig. 6 , we report the average times measured for the matrix-vector products and the FFTs when using the standard functions available in Python. As can be seen, the ENZ formulation is advantageous when considering up to 64 pixels × 64 pixels images and up to 21 Zernike polynomials, which includes the case considered in this paper. The FFT outperforms the matrix-vector products in the other cases. When choosing between the ENZ and FFT formulations, one should consider that the ENZ formulation provides an approximation of the GPF (see Fig 3) , which is controlled by N β and may be useful for regularisation [41] . The FFT requires zero-padding [34] and, preferably, even dimensions of the sampling grid. The zero-padding values are used in the computations, but they are dropped when selecting the aperture, see the description for the FFTAP algorithm within Section D. We remark that the timings reported in Fig. 6 depend on the implementation details of the default FFT and linear algebra libraries available in Python. For comparison, when using MATLAB instead of Python, we found an improved performance for the FFT, and a degraded performance for the matrix-vector products. In that case, the ENZ formulation is clearly advantageous only when considering 16 pixels × 16 pixels images.
CONCLUSIONS
In this paper, we consider the problem of correcting phase aberrations in an optical system using phase retrieval (PR) algorithms. To estimate an aberration, we collect three measurements of the point-spread function (PSF) of the optical system, where each measurement is taken at a different position along the optical axis, by applying the appropriate Zernike defocus aberration with a deformable mirror (DM). We formulate the PR problem using the extended Nijboer-Zernike theory (ENZ) [36, 37] and compute the solution using three different PR algorithms, namely ENZPL, ENZAP and FFTAP. The ENZPL algorithm uses PhaseLift, a signal recovery method based on convex optimisation that is robust to additive measurement noise. The ENZAP algorithm is a modification of an alternating projections algorithm that can be used with the ENZ formulation of the PR problem. The FFTAP algorithm is a standard alternating projection algorithm. We compare the performance of these algorithms by performing aberration correction experiments with an optical breadboard, which includes a DM to induce and correct phase aberrations, a CCD detector to measure the PSF, and a Shack-Hartmann wavefront sensor (SHWS) to assess the the aberration correction. Our findings confirm that the ENZPL algorithm is more stable with respect to measurement noise, although the ENZAP and FFTAP algorithms require a much lower computational effort.
A. ZERNIKE POLYNOMIALS FOR THE ANALYSIS OF REAL-AND COMPLEX-VALUED FUNCTIONS
The truncated Zernike analysis of the real-valued phase aberration function Φ(ρ, θ), which is defined over the unit disk, is given byΦ
where indices n ∈ N 0 and m ∈ Z denote the radial order and the azimuthal frequency, respectively, of the Zernike polynomial Z m n , and are such that n − |m| ≥ 0 and even. Terms α m n ∈ R are the coefficients of the real-valued Zernike polynomials Z m n , which are defined [38] by (f) computation time 
The definition of R m n (ρ) can be found in [38, 56, 57] . According to Noll [38] , the coefficients α m n can be ordered using a single index, which is a function of n and m. By considering a maximum radial order of n M and Noll's single index, we can collect the coefficients α m n into the elements of a vector α ∈ R N α , where [57] .
Similarly, we can consider the truncated Zernike analysis of the complex-valued GPF P(ρ, θ), which is given bŷ
where terms β m n ∈ C are the coefficients of the complex-valued Zernike polynomials N m n , which are defined in [44] as
The coefficients β m n ∈ C also can be ordered using Noll's single index and collected into a vector β ∈ C N β , where N β = (n M + 1)(n M + 2)/2 and n M is the maximum radial order considered. Note that, in Eq. (27), we used a different normalisation than [44] . Clearly, the complex-valued Zernike polynomials may also be used to analyse a real-valued function Φ(ρ, θ).
B. NUMERICAL EVALUATION OF THE INNER PROD-UCTS
Each coefficient α m n ∈ R in Eq. (23) can be estimated by evaluating the inner products [38, 57] 
As suggested in [58] , we evaluate Φ(ρ, θ) using a separable cosine sampling in ρ. Define a grid {θ l = 2πl/L, l = 0, . . . , L − 1} × {ρ k = cos((K − k − 1/2)π/(2K), k = 0, . . . , K − 1}. Assuming Φ(ρ, θ) is approximately constant in each neighbourhood of (ρ k , θ l ), we can approximate the right-hand side of Eq. (28) 
where · H denotes complex conjugation. Using the same sampling defined for Eq. (29), we have the following approximation for the right-hand side of Eq. (30)
which allows to estimate β via a matrix-vector product.
C. ROOT-MEAN-SQUARE VALUE OF THE PHASE ABER-RATION AND THE GENERALISED PUPIL FUNC-TIONS
Using the following functional [54, 57] ,
one can define the rms of a real-valued functionΦ(ρ, θ) as [57] rms(Φ) = (
Due to the normalisation coefficient c m n in Eq. (24), we have that [57] rms(Φ) = α . Note that, in this paper, we always assume α 0 0 = 0 when considering the rms of the phase aberration function, since the piston coefficient does not affect the image quality.
The definition of the rms indicator can be extended to the complex field to evaluate the error E(ρ, θ) between two GPFs, when these are expressed using Eq. (26) as done in Section C. We therefore use the following functional:
which is real-valued. Using the definitions of rms in Eq. (33) , and the normalisation in Eq. (27) , we have that rms(E) = β .
D. SOLVING THE CONVEX RELAXATION WITH CVXOPT
Following [59] , we reformulate the complex semidefinite programme in Eq. (10) into a real programme, which can be solved using cvxopt [47] . Let s 0 ∈ R, S 1 ∈ R N β ×N β such that S 1 = S T 1 , S 2 ∈ R N β ×N β such that S 2 = −S T 2 , andû ∈ R N m be the variables of the following real semidefinite programme, min s 0 + λ r tr(S 1 ) s.t.
In Eq. (35), the last equality must hold for k = 1, . . . , N m and u k is an element ofû. Further, we have
, where d k and f k are, respectively, the real and imaginary parts of the complex vector a k , i.e., a k = d k + if k . By solving Eq. (35) and letting B = S 1 + iS 2 , one finds a solution to Eq. (10). In our case, we used the default settings for cvxopt [47] . A more efficient interior-point method could be implemented by exploiting techniques to handle large secondorder cone constraints [48] , as one can expect N m ≫ N β for this application. European Research Council (ERC) (339681).
