Abstract. We unify and consolidate various results about non-signalling games, a subclass of non-local two-player one-round games, by introducing and studying several new families of games and establishing general theorems about them, which extend a number of known facts in a variety of special cases. Among these families are reflexive games, which are characterised as the hardest non-signalling games that can be won using a given set of strategies. We introduce imitation games, in which the players display linked behaviour, and which contains as subclasses the classes of variable assignment games, binary constraint system games, synchronous games, many games based on graphs, and unique games. We associate a C*-algebra C * (G) to any imitation game G, and show that the existence of perfect quantum commuting (resp. quantum, local) strategies of G can be characterised in terms of properties of this C*-algebra, extending known results about synchronous games. We single out a subclass of imitation games, which we call mirror games, and provide a characterisation of their quantum commuting strategies that has an algebraic flavour, showing in addition that their approximately quantum perfect strategies arise from amenable traces on the encoding C*-algebra. We describe the main classes of non-signalling correlations in terms of states on operator system tensor products.
Introduction
The study of correlations between spatially separated and non-signalling parties has been central for Quantum Mechanics since the initiation of the subject. The celebrated Bell Theorem demonstrates that the set C q of quantum correlations, arising from shared finite dimensional entanglement, is strictly larger than the set of classical (or local) correlations, arising from shared randomness. A third natural class of correlations, C qc , arising from Algebraic Quantum Field Theory, corresponds to the commuting model of Quantum Mechanics. According to it, the measurements of the two parties act on a single (infinite dimensional) Hilbert space; this setting was studied in [19] and subsequently in [28] , where the author showed that every correlation from C qc can be approximated by ones from C q if and only if the Connes Embedding Problem in operator algebra theory [8] has an affirmative answer. Deep results about the inequality between those classes of correlations, answering questions left open by Tsirelson (see [39] and [40] ) were recently obtained by Slofstra in [36] and [37] when the number of inputs is large and in [11] similar results are shown for a small number of inputs. The relevance of operator algebraic techniques in the study of correlation sets became also apparent through [13] and, subsequently, [32] , where operator systems and their tensor products were used to describe some correlation classes.
Non-signalling games form a subclass of the class of non-local, or twoplayer one-round games, and have attracted substantial attention in theoretical physics, mathematics and computer science (see e.g. [25] , [35] , [29] and [38] ). Non-local correlations have been successfully used to obtain strategies for such games that outperform the classical ones. A prominent such example is the graph colouring game defined in [4] , where it was demonstrated that the quantum chromatic number of a graph, arising from the set C q , can be strictly smaller than its classical counterpart. In [32] , the authors defined a corresponding commuting version of the chromatic number, using the set C qc of quantum commuting correlations, in addition to other related analogues. The graph homomorphism game was introduced in [24, 26] and subsequently studied [27] as a generalisation of the graph colouring game. An even more general class -that of synchronous games -was considered in [31] , where perfect strategies from the classes C q and C qc were described in terms of traces on a canonical C*-algebra, associated with the input-output sets of the game.
The present paper is a contribution to this area and aims at utilising an operator algebraic approach in order to describe various correlation classes and to formulate, in several distinct settings, necessary and sufficient conditions for the existence of a non-signalling correlation from a given correlation class, that is a perfect strategy of a given non-signalling game. After collecting some necessary preliminary material in Section 2, we describe, in Section 3, the perfect strategies of a general non-signalling game that belong to a given class, in terms of states of operator system tensor products. These descriptions have two advantages as compared to the existing use of C*-algebras, encountered more commonly in the literature: first, the operator systems involved are finite dimensional and hence easier to handle than their infinite dimensional C*-algebraic counterparts and, second, they open a way for the study of generalised probabilistic theories, not allowed by the C*-algebraic formalism [2] .
We further define the new class of reflexive games; a reflexive game can be thought of as the hardest game that can be won using a family of strategies from a given class. We show that the perfect strategies of reflexive games are in a one-to-one correspondence to states on certain operator system quotients. In fact, we introduce, more generally, reflexive covers of games, and exhibit several examples where the reflexive cover of a game can be strictly harder than the original game.
In Sections 4 and 5, we introduce and study the class of imitation games. It includes a number of classes of games that have been extensively studied previously, such as the class of variable assignment games and its subclass of binary constraint system (BCS) games [7] , unique games [35] and synchronous games [31] . With every imitation game G, we associate a canonical C*-algebra C * (G), and provide an explicit description of C * (G) in the case G is a variable assignment game. If G is a linear BCS game, we relate C * (G) to the group C*-algebra of the group of G introduced in [6] . We show that the perfect quantum commuting strategies of an imitation game G correspond to traces on C * (G), while the perfect quantum strategies of G correspond to finite dimensional representations of C * (G). We prove the equality of several classes of correlations, namely the quantum ones, the quantum spatial ones and the maximally entangled quantum ones.
In Section 6, we consider a subclass of the class of imitation games, which we call mirror games, and provide an algebraic, Hilbert-space free, approach, to their perfect strategies. As a result, we give a different representation of their perfect quantum commuting strategies, using traces on canonical input-output C*-algebras. We show that the quantum approximate perfect strategies of these games correspond precisely to amenable traces on these C*-algebras, extending a recent result from [23] .
Preliminaries
We fix finite sets X, Y , A and B. A collection of scalars
If, in addition, p(·, ·|x, y) is a probability distribution for every (x, y) ∈ X × Y , then p is called a non-signalling correlation on (X, Y, A, B). The set C (also denoted C ns ) of all non-signalling correlations is canonically endowed with a compact metrisable topology and a convex structure by regarding it as a subset of R m where m is the cardinality of X × Y × A × B. If p ∈ C, we set p(a|x) (resp. p(b|y)) to be equal to the sum in (1) (resp. (2)), for any choice of y ∈ Y (resp. x ∈ X). We recall the definition of several sets of non-signalling correlations. The set C det of deterministic correlations consists of all correlations p for which there exist functions f : X → A and g : Y → B such that p(a, b|x, y) = 1 if and only if a = f (x) and b = g(y).
The set C loc of local correlations is the convex hull of correlations of the form p (a, b|x, y) = p 1 (a|x) p 2 (b|y) where
In order to define the rest of the classes, known as non-classical, we recall that a positive operator-valued measure (POVM) on a Hilbert space H is a tuple (A 1 , . . . , A n ) of positive operators on H summing up to the identity operator. A projection-valued measure (PVM) is a POVM consisting of projection operators.
In each of the definitions given below, we use PVM's, but results of [16] (see also [32] ) show that the sets of correlations that we obtain are the same if we replace PVM's with POVM's in each definition.
The set C q of quantum correlations consists of the correlations of the form
where H is a finite-dimensional Hilbert space, |ξ ∈ H ⊗ H is a unit vector, and for every x ∈ X and y ∈ Y , (P x,a ) a∈A and (Q y,b ) b∈B are PVM's on H.
Suppose that H is a finite-dimensional Hilbert space with fixed basis |i , i = 1, 2, . . . , d. The maximally entangled vector in H ⊗ H is the unit vector
The set C qm is the convex hull of the quantum correlations of the form p (a, b|x, y) = η|P x,a ⊗ Q b,y |η ,
The set C qs of quantum spatial correlations is defined similarly to the set of quantum correlations, but the restriction that H be finite dimensional is dropped. The set C qa of quantum approximate correlations is defined to be the closure of C q . Finally, the set C qc of quantum commuting correlations consists of the correlations of the form p (a, b|x, y) = ξ|P x,a Q y,b |ξ , where H is a Hilbert space, |ξ ∈ H is a unit vector and (P x,a ) a∈A and (Q y,b ) b∈B , x ∈ X, y ∈ Y are PVMs on H such that P x,a Q y,b = Q y,b P x,a for all x ∈ X, y ∈ Y , a ∈ A and b ∈ B. A separability argument shows that considering separable Hilbert spaces in the definition of the sets C qs and C qc yields equivalent definitions. It is clear from the definition (after observing that C qc is closed) that we have the following inclusions between these sets of correlations
We now recall the connection between non-signalling correlations and perfect strategies for non-signalling games. A non-signalling game is a tuple G = (X, Y, A, B, λ G ), where X, Y, A and B are finite sets and λ G : X × Y × A × B → {0, 1} is a function. We think of X and Y as sets of possible inputs or questions for two players (Alice and Bob) of a two-party single-round game, and of A and B as sets of possible outputs or answers for Alice and Bob, respectively. The function λ G is called the payoff, or rule, function of G, assigning value 1 to (x, y, a, b) if a, b are acceptable answers to the pair (x, y) of questions, and 0 otherwise. When there is no risk of confusion, we write λ = λ G . Notice that in this subclass of non-local games, we do not consider probability distributions on the input sets and we restrict our attention to two players. Correspondingly, we are interested in the perfect strategies for these games, which are automatically winning strategies for any given probability distribution on the direct product of the input sets of the game. More precisely, we call a non-signalling correlation p on (X, Y, A, B) a perfect strategy for G if
We let C (G) (or C(λ), C ns (λ)) be the set of all such correlations.
More specifically, if λ : X × Y × A × B → {0, 1} and p ∈ C ns , write
and
we obtain a corresponding chain
A perfect x-strategy for the game G is an element of C x (λ).
In this paper, we will arrive at characterisations of such sets of correlations in terms of states on operator systems. We refer the reader to [30] for an introduction to the basic notions of non-commutative functional analysis (see also [12, 33] ). Let S be an operator system, that is, a subspace of a unital C*-algebra A such that 1 ∈ S and x ∈ S ⇒ x * ∈ S. Then M n (S) ⊆ M n (A), and we let M n (S) + be the cone of all elements of M n (S) that are positive in the C*-algebra M n (A).
Let S and T be operator systems. Given a linear map φ : S → T , let
The map φ is called positive if φ(S + ) ⊆ T + , and completely positive if φ (n) (M n (S) + ) ⊆ M n (T ) + for every n ∈ N. A state on S is a positive linear map s : S → C with s(1) = 1.
We write S ⊆ c.o.i. T when S ⊆ T and M n (S) + = M n (T ) + ∩ M n (S) for each n ∈ N. We denote by S ⊕ 1 T the coproduct of S and T in the category of operator systems and unital completely positive maps; it is characterised by the following universal property: S ⊕ 1 T is generated as a linear space by S and T , its unit is also the unit of S and of T , and whenever R is an operator system and φ : S → R and ψ : T → R are unital completely positive maps then there exists a unique (unital) completely positive map θ : S ⊕ 1 T → R extending φ and ψ. We refer the reader to [16, Section 3] and [20, Section 8] for further properties of the operator system coproduct. We further let S ⊕ ∞ T be the product of S and T , and define ℓ ∞ (A) to be the product of |A| copies of C indexed by A.
In the sequel, we will make use of the tensor theory of operator systems developed in [21] . If S and T are operator systems, we denote by S ⊗ min T (resp. S ⊗ c T , S ⊗ max T ) the minimal (resp. commuting, maximal) tensor product of S and T introduced therein. We note that, if S ⊆ c.o.i. A and T ⊆ c.o.i. B for C*-algebras A and B, then S ⊗ min T ⊆ c.o.i. A ⊗ min B, where A ⊗ min B is the spatial tensor product of A and B. By their definition, the tensor product S ⊗ c T linearises pairs of unital completely positive maps φ : S → A and ψ : T → A with commuting ranges, while the maximal tensor product S ⊗ max T linearises jointly completely positive maps θ : S × T → A (here A is an arbitrary C*-algebra).
Correlations as perfect strategies
Let X, Y , A and B be finite sets. Following [32] , we let S X,A be the coproduct of |X| copies of ℓ ∞ (A), indexed by X. Let A(X, A) = ℓ ∞ (A) * 1 · · · * 1 ℓ ∞ (A) be the C*-algebra free product, amalgamated over the unit, of |X| copies of ℓ ∞ (A); note that, via Fourier transform, A(X, A) ∼ = C * (F(A, X)), where F(X, A) = Z |A| * · · · * Z |A| is the free product of |X| copies of the cyclic group with |A| elements. Letting (e x,a ) |A| a=1 be the canonical basis of the x-th copy of ℓ ∞ (A), we have that
, where e ′ x,a (x ′ , a ′ ) = 0 if x = x ′ and a = a ′ , and e ′ x,a (x ′ , a ′ ) = 1 otherwise. For conceptual convenience, we will denote the canonical generators of
Clearly, the collection p s is non-signalling. Conversely, given a non-signalling collection of scalars p, let s p ∈ (S X,A ⊗ S Y,B ) d be the (well-defined and unique linear) functional satisfying
It is clear that p → s p is a bijective correspondence between (S X,A ⊗ S Y,B ) d and the set of all non-signalling collections on (X, Y, A, B).
If τ is any of the tensor products max, c or min and J ⊆ S X,A ⊗ S Y,B , let
s is a state with J ⊆ ker(s)}.
Let also
s is a state with J ⊆ ker(s)}. We write P τ = P τ ({0}). 
be a non-signalling collection of scalars. The map p → s p is a continuous affine isomorphism between (i) C ns (λ) and P max (J(λ));
(ii) C qc (λ) and P c (J(λ)); (iii) C qa (λ) and P min (J(λ)); (iv) C loc (λ) and P omin (J(λ)), and a bijection between (v) C det (λ) and the extreme points of the set P omin (J(λ)).
Proof. (i) Set
viewed as an operator subsystem of ℓ ∞ (X × A). By [14, Theorem 5.9] , the dual operator system R d X,A of R X,A , which is again an operator system by finite dimensionality [5, Theorem 4.4] , is completely order isomorphic to S X,A , the duality being given by
By [22, Proposition 6.2] and the fact that
By the injectivity of the minimal tensor product, R X,A ⊗ min R X,A is (completely order isomorphic to) an operator subsystem of ℓ ∞ (X × A × Y × B), and it is straightforward to check that the image of the state space of S X,A ⊗ max S Y,B under this isomorphism is precisely the set of all nonsignalling correlations. Statement (i) is now clear.
( (iii) Here the proof follows the one of [32, Theorem 2.9], using the fact that
(iv) Note that
Suppose that p 1 x = (p 1 (a|x)) a∈A is a probability distribution on A; then p 1
x gives rise to a state s 1
b∈B is a probability distribution on B, y ∈ Y , and s 2 is the associated state on ℓ ∞ (Y × B), then the product state
arises from the families of product distributions
In view of (3), s has an extension, which we denote in the same way, to a state on ℓ ∞ (∆ X,A × ∆ Y,B ). It is thus a convex combination of pure states. On the other hand, if
) of evaluation on t 1 (resp. t 2 ), and it follows that p s is a local correlation. Statement (iv) is now immediate.
(v) Suppose that p ∈ C det (λ). Clearly, p is an extreme point of C loc (λ); by (iv), s p is an extreme point of P omin (J(λ)). Conversely, suppose that s p is an extreme point of P omin (J(λ)). By (iv), p is an extreme point of C loc (λ). Suppose that p = tp 1 + (1 − t)p 2 , where 0 ≤ t ≤ 1 and p 1 , p 2 ∈ C loc . It follows that p 1 (a, b|x, y) = p 2 (a, b|x, y) = 0 whenever λ(x, y, a, b) = 0, and hence p = p 1 = p 2 . Thus, p is an extreme point of C loc and therefore belongs to C det . Thus, p ∈ C det (λ).
We record, in the following two statements, some additional descriptions of the sets of quantum commuting and quantum approximate correlations that will be used in the sequel.
The following statements are equivalent:
Proof. (i)⇒(iii) follows from Theorem 3.1 (ii).
(iii)⇒(ii) follows from Krein's Theorem and the fact that
(ii)⇒(i) is similar to the arguments in the proof of [32, Lemma 2.7] .
Proof. (i)⇒(iii) follows from Theorem 3.1 (iii).
(iii)⇒(ii) follows from Krein's Theorem and the fact that, by the injectivity of the minimal tensor product,
(ii)⇒(i) follows by the arguments in the proof of [32, Theorem 2.9] .
In this rest of this section, we give a more precise description of perfect strategies for a special class of games, which we now introduce. If G 1 = (X, Y, A, B, λ 1 ) and G 2 = (X, Y, A, B, λ 2 ) are games, we write G 1 ≤ G 2 if λ 1 ≤ λ 2 , and in this case say that G 1 is harder (or smaller ) than G 2 .
Let x ∈ {det, loc, qm, q, qs, qa, qc, ns}. For Σ ⊆ C x , let λ Σ : X × Y × A × B → {0, 1} be the function defined by the equality
Clearly, λ Σ is the rule function of the hardest game for which every element of Σ is a perfect strategy.
Let G = (X, Y, A, B, λ) be a game. We set λ x = λ Cx(λ) . Thus,
Note the inequalities
Example 3.4. Consider the graph colouring game for the graph G with vertex set X = {1, 2, 3, 4} and edge set {(1, 2), (2, 3), (3, 4)}. Then every deterministic 2-colouring of G is also a deterministic 2-colouring of the 4-cycle. This shows that the reflexive covers of a game can be strictly harder than the original game.
Proposition 3.5. Let G = (X, Y, A, B, λ) be a game and x ∈ {det, loc, qm, q, qs, qa, qc, ns}. The following hold:
. By the definition of λ x , we have that p(a, b|x, y) = 0. Thus, p ∈ C x (λ x ) and so
(ii) If G is reflexive then we can take Σ = C x (λ). Conversely, suppose that λ = λ Σ for some Σ ⊆ C x . The inclusion N (λ) ⊆ N (λ x ) follows by the definition of λ x . On the other hand, since Σ ⊆ C x (λ), we have
A kernel in an operator system S [22] is a subspace J ⊆ S for which there exist an operator system T and a completely positive map φ : S → T such that J = ker(φ). If J ⊆ S is a kernel, then the quotient linear space S/J can be equipped with a (unique) operator system structure with the property that, whenever T is an operator system and φ : S → T is a completely positive map with J ⊆ ker(φ), the induced mapφ : S/J → T is completely positive. For a fixed game G = (X, Y, A, B, λ) and τ ∈ {max, c, min, omin}, write
in the case τ ∈ {max, c, min}, and in S min X,A ⊗ min S min Y,B in the case τ = omin.
Theorem 3.6. Let G = (X, Y, A, B, λ) be a game. Then
Moreover, the map p → s p defines a one-to-one correspondence between Now suppose that p = p ′ are two perfect non-signaling strategies for Ref ns (G), then because their corresponding states are well-defined on the quotient, we have that for some a, b, x, y,
which shows that the correspondence is one-to-one. The proofs of the correspondence for (ii), (iii), and (iv) are similar to (i).
Finally, to see that λ det = λ loc , let p ∈ C loc . By Theorem 3.1, there exist l ∈ N, p k ∈ C det , and
and hence λ loc = λ det .
In view of Example 3.4, it is natural to consider chromatic non-signalling covers of graphs. Let G be a graph and x ∈ {det, loc, qm, q, qs, qa, qc, ns}. As customary, let χ x (G) be the x-chromatic number of G (see [32] ). The chromatic x-cover Chrom x (G) of G is the largest supergraph that is coloured by every χ x (G)-colouring of G. We write Chrom(G) = Chrom det (G). Example 3.4 shows that Chrom(G) can be strictly larger than χ(G). [24, 26] ) has input sets X = Y = V (G), output sets A = B = V (H), and rule function λ is given by
In other words, the two players are given vertices of G and must respond with vertices of H. If they both receive the same vertex of G, then they must answer with the same vertex of H. If they are given adjacent vertices of G, they must respond with adjacent vertices of H. It is easy to notice that the deterministic strategies for the (G, H)-homomorphism game are in one-to-one correspondence with the homomorphisms from G to H. A walk of length ℓ in a graph G is a sequence u 0 , u 1 , . . . , u ℓ of vertices of G such that u i−1 ∼ u i for all i ∈ {1, . . . , ℓ}. We say that this is a walk from u 0 to u ℓ , and call u 0 and u ℓ the endpoints of the walk. Suppose that ϕ is a homomorphism from G to H. Clearly, if u 0 , . . . , u ℓ is a walk of length ℓ in G, then ϕ(u 0 ), . . . , ϕ(u ℓ ) is a walk of length ℓ in H. Therefore, if u, v ∈ V (G) are the endpoints of a walk of length ℓ in G, then ϕ(u), ϕ(v) ∈ V (H) are the endpoints of a walk of length ℓ in H. It follows that λ loc (x, y, a, b) = 0 when there is a walk of length ℓ with endpoints x, y ∈ V (G), but there is no walk of length ℓ with endpoints a, b ∈ V (H). It follows from this that, for some choices of G and H, the (G, H)-homomorphism game is not loc-reflexive. In fact, a special case of this is given in Example 3.4. There, the graph G is the path on four vertices, and H is the complete graph on two vertices. In G, vertices 1 and 4 have a walk of length 3 between them. In H, there is no walk of length 3 between a vertex and itself, and so vertices 1 and 4 must be mapped to distinct vertices of H. Surprisingly, it was shown in [24] that a similar fact holds even for quantum strategies for the homomorphism game. More precisely, if p ∈ C q , is a perfect correlation for the (G, H)-homomorphism game, and x, y ∈ V (G) are the endpoints of a walk of length ℓ in G, then p(a, b|x, y) = 0 unless a, b ∈ V (H) are the endpoints of a walk of length ℓ in H. Therefore, as in the deterministic/local case, we have that λ q (x, y, a, b) = 0 whenever there is a walk of length ℓ in G with endpoints x, y ∈ V (G), but there is no walk of length ℓ in H with endpoints a, b ∈ V (H). This can be used to show that, for certain graphs G and H, the (G, H)-homomorphism game is not q-reflexive.
Let us consider the special case where x = y and there is a walk of length ℓ beginning and ending at x ∈ V (G) (this is called a closed walk). In this case, if p is a perfect q-strategy, we have that p(a, b|x, x) = 0 unless a = b (this is by definition) and a is contained in a closed walk of length ℓ. Furthermore, since p(a, b|x, x) = 0 whenever b = a, we have that, if p(a|x) is the corresponding marginal probability (given by p(a|x) = b∈V (H) p(a, b|x, x)) then p(a|x) = p(a, a|x, x). Therefore, for any perfect q-strategy p of the (G, H)-homomorphism game, if x ∈ V (G) is contained in a closed walk of length ℓ, then we have that the marginal p(a|x) is equal to zero unless a ∈ V (H) is also contained in a closed walk of length ℓ. Thus, if Alice (or Bob) receive a vertex contained in a closed walk of length ℓ, then they must respond with a vertex contained in a closed walk of length ℓ if they are employing a perfect q-strategy. This implies that λ q (a, b|x, y) = 0 if x ∈ V (G) is contained in a closed walk of length ℓ, but a ∈ V (H) is not, regardless of the values of y and b. This is noteworthy because it is an example where λ q has additional zeros that depend only on the input and output of a single party, even though λ has no such zeros.
The above remarks show that there are many homomorphism games which are not q-reflexive. However, the proof of the above fact about walks that was given for q-strategies in [24] works just as well for qc-strategies. So these homomorphism games will also not be qc-reflexive. Next we will see an example of a game that is not even ns-reflexive.
Example 3.9. The (G, H)-isomorphism game is similar to the homomorphism game described in Example 3.8 but, in it, both adjacency and nonadjacency must be preserved. More precisely, in the (G, H)-isomorphism game, the input and output sets for both players are all equal to V (G) ∪ V (H), where the vertex sets of the two graphs are assumed to be disjoint. If Alice (Bob) receives a vertex from G, she (he) must respond with a vertex from H, and vice versa. If this first condition of the game is met, then Alice either receives as input or sends as output a vertex g A of G. Similarly, Alice sends or receives a vertex h A of H. We can define g B and h B analogously for Bob. The remaining rule of the (G, H)-isomorphism game is that these four vertices must satisfy rel(g A , g B ) = rel(h A , h B ), where rel is a function determining whether two vertices are equal, adjacent, or distinct and nonadjacent. All of these conditions are encoded in the rule function λ for the (G, H)-isomorphism game.
A partition P 1 , . . . , P k of the vertex set V (G) of a graph G is said to be equitable if there exist integers c ij for i, j ∈ {1, . . . , k} such that each vertex in P i is adjacent to precisely c ij vertices in P j . We refer to the numbers c ij as the partition numbers of the partition P 1 , . . . , P k . For example, the trivial partition into singletons is always equitable for any graph. Also, the single element partition is equitable for a graph G if and only if every vertex of G has the same number of neighbors, i.e. if and only of G is regular. In general, given two equitable partitions of a graph G, their join will be an equitable partition of G. It follows that any graph has a unique (up to permutation of the parts) coarsest equitable partition. Suppose that P 1 , . . . , P k and Q 1 , . . . , Q ℓ are the coarsest equitable partitions of G and H with partition numbers c ij for i, j ∈ {1, . . . , k}, and d ij for i, j ∈ {1, . . . , ℓ}, respectively. We say that G and H have common coarsest equitable partitions if k = ℓ, and (up to some permutation of the indices) |P i | = |Q i | for all i = 1, . . . , k, and c ij = d ij for all i, j ∈ {1, . . . , k}. In [1] , it was shown that there exists a perfect ns-strategy for the (G, H)-isomorphism game if and only if the graphs have common coarsest equitable partitions. Now suppose that G and H are graphs with common coarsest equitable partitions P 1 , . . . , P k and Q 1 , . . . , Q k respectively. Though it is not explicitly stated in [1] , it follows from the proof of Lemma 4.2 therein and the proof of [34, Theorem 2.2] , that in any perfect ns-strategy p for the (G, H)-isomorphism game, the marginal probability p(h|g) = p(h, h|g, g) vanishes unless g ∈ P i and h ∈ Q i for some i ∈ {1, . . . , k}. Therefore, we obtain that λ ns (g, g ′ , h ′ , h ′ ) = 0 if g ∈ P i and h ∈ Q j with i = j, regardless of the values of g ′ and h ′ . Thus, if k ≥ 2, then the (G, H)-isomorphism game is not ns-reflexive. This occurs if and only if the graphs G and H are not regular.
Imitation games
In this section, we introduce a new class of games that we call imitation games, give examples, and establish some first properties. Conditions (a) and (b) in Definition 4.1 assert that, in some sense, in a perfect strategy for G, Alice's answers are completely determined by Bob's answers and vice versa.
Given an imitation game G, we define a corresponding C*-algebra C * (G) as follows. Definition 4.2. Let G be an imitation game. The C*-algebra C * (G) of the imitation game G is the universal unital C*-algebra generated by families (p x,a ) x∈X,a∈A and (q y,b ) y∈Y,b∈B of projections satisfying the relations:
For convenience, in Definition 4.2 we consider the zero C*-algebra {0} to be a unital C*-algebra. It is possible that C * (G) = {0}, in which case we say that the C*-algebra of the game is zero.
We now provide examples of several classes of games that are particular instances of imitation games. Example 4.4. Any game G, with X = Y and A = B, harder than the synchronicity game, is called synchronous. It is clear that any synchronous game is an imitation game. In this case, the C*-algebra of the game G as in Definition 4.2 coincides with the C*-algebra of the game as defined in [17] . The class of synchronous games contains in particular the graph coloring games and the graph homomorphism games introduced and studied in [4, 24, 26, 31, 32, 27] . In the case of the graph homomorphism game, the game C*-algebra as in Definition 4.2 recovers the C*-algebra considered in [27, Section 4].
Example 4.5. Suppose that Y is a finite set of variables {v 1 , . . . , v n }. A binary constraint in v 1 , . . . , v n is an expression of the form f ((v j ) j∈V ) = 1 for some V ⊆ {1, 2, . . . , n}, where f : {−1, 1} V → {−1, 1} is a function. A binary constraint system S is a set X of such binary constraints with the property that every variable appears in some constraint. In [7] , a game G S has been associated with a binary constraint system, as follows. The input sets are X and Y as above, while the output sets are B = {+1, −1} and A = (a i ) i∈V : V ⊆ {1, 2, . . . , n} , a i ∈ {+1, −1} . The payoff function is defined by λ x, v j , (a i ) i∈V , b = 1 if and only if x is a constraint of the form f ((v k ) k∈V ) = 1, the tuple (a k ) k∈V satisfies the constraint x, j ∈ V , and b = a j . A particular example of a binary constraint system game is the Mermin-Peres magic square game [18] Example 4.6. Suppose that C is a finite set of possible values for some variables v 1 , . . . , v n . As before, we let X and Y represent the set of possible questions for Alice and Bob, respectively. To each z ∈ X ∪ Y we assigns a subset V z of {1, 2, . . . , n}, in such a way that, for any i ∈ {1, 2, . . . , n}, there exist x ∈ X and y ∈ Y such that i ∈ V x ∩ V y . We let the sets A and B be both equal to the set of tuples (c i ) i∈V for some V ⊆ {1, 2, . . . , n}, which we can think of as a valuation of the variables v i for i ∈ V . A variable assignment game G on (X, Y, A, B) is any game whose payoff function λ G :
It is clear that any binary constraint system game is a variable assignment game.
We show that every variable assignment game is an imitation game. Suppose that x ∈ X and a, a ′ ∈ A with a = a ′ , say a = (a i ) i∈V and a ′ = (a ′ i ) i∈V ′ , where V and V ′ are subsets of {1, . . . , n}. If V = V ′ then either V = V x , in which case choosing an arbitrary y ∈ Y we have that λ(x, y, a, b) = 0 for all b ∈ B, or V ′ = V x , in which case choosing an arbitrary y ∈ Y we have that λ(x, y, a ′ , b) = 0 for all b ∈ B. Suppose that V = V ′ , and choose i ∈ V such that 
Clearly, every mirror game is an imitation game, and the difference between the two classes consists in that, given x ∈ X (resp. y ∈ Y ) and a, a ′ ∈ A (resp. b, b ′ ∈ B) with a = a ′ (resp. b = b ′ ), the element y ∈ Y (resp. x ∈ X) satisfying condition (a) (resp. (b)) in Definition 4.1 depends on a and a ′ (resp. b and b ′ ) for general imitation games, and is independent of them for mirror games. Every unique game is a mirror game; indeed, given x ∈ X, any element y of Y satisfies (a) in Definition 4.1 for any choice of a, a ′ ∈ A with a = a ′ ; the claim follows by symmetry.
Proposition 4.9. Let G = (X, Y, A, B, λ) be a variable assignment game with n variables and set of variable values C. Its game C*-algebra C * (G) is *-isomorphic to the universal C*-algebra generated by a family {e i,c : i = 1, . . . , n, c ∈ C} of projections subject to the relations (a) c∈C e i,c = 1, i = 1, 2, . . . , n; (b) e i,c e j,d = e j,d e i,c for all c, d ∈ C, whenever there exists z ∈ X ∪ Y such that i, j ∈ V z ; (c) the projections i∈Vx e i,a i and j∈Vy e j,b j are orthogonal whenever λ(x, y, (a i ) i∈Vx , (b i ) i∈Vy ) = 0.
Proof. Let U be the universal C*-algebra as in the statement, and fix a faithful *-representation C * (G) ⊆ B (H). By the universal property of C * (G), there exists a canonical *-homomorphism π :
We now define a *-homomorphism ρ : U → C * (G) which is the inverse of π. If x ∈ X, i ∈ V x , and c ∈ C, let
Similarly if y ∈ Y , i ∈ V y , and c ∈ C, let for any x, x ′ ∈ X, i ∈ V x ∩ V x ′ , and c ∈ C. Since (p x,a ) a∈A and (q y,b ) b∈B are PVM's for all x ∈ X and y ∈ Y , the family {g i,c : i = 1, . . . , n, c ∈ C} satisfies condition (b). Condition (c) is straightforward. Therefore the map e i,c → g i,c extends to a *-homomorphism ρ : U → C * (G), which is easily seen to be the inverse of π.
A particular instance of a binary constraint system is a linear binary constraint system as considered in [6] . This is a binary constraint system S where the functions f : {−1, 1} V → {−1, 1} are of the form f (λ i ) i∈V = (−1) ρ i∈V λ i for some ρ ∈ {0, 1}. The solution group Γ (S) associated to such a linear binary constraint system as in [6, 36] is defined to be the group generated by involutions u 1 , . . . , u n , J subject to the following relations: J commutes with u 1 , . . . , u n , and u i , u j commute whenever a constraint of the form (−1) ρ k∈V λ k = 1, with i, j ∈ V , is an element of the input set X, in which case J ρ k∈V u k = 1. We specialise Example 4.6 to the case of a binary constraint system S and describe the canonical non-signalling game G S associated with it. We have that X is the set of all constraints and C = {+1, −1}. For x ∈ X, V x is the set of indices of variables that appear in the constraint x. We set Y = {1, 2, . . . , n} and V y = {y} for y ∈ Y . The payoff function λ is obtained by letting, for x ∈ X and j ∈ V x , where x is the constraint (−1)
if and only if (−1)
ρx i∈Vx a x = 1. We denote by C * (Γ(S)) the full group C*-algebra of the solution group Γ(S) and identify Γ(S) with a subgroup of the unitary group of C * (Γ(S)). A natural question that arises, and is addressed in the next proposition, is what the relation between C * (G S ) and C * (Γ(S)) is. Proposition 4.10. Let S be a linear binary constraint system with a corresponding non-signalling game G S and solution group Γ (S). The game C*-algebra C * (G S ) is *-isomorphic to the quotient of the full group C*-algebra C * (Γ (S)) by the relation J + 1 = 0.
Proof. Let J be the closed two sided ideal of C * (Γ(S)) generated by J + 1 and A = C * (Γ(S))/J. We denote byû 1 , . . . ,û n the images inside A of the canonical generators of Γ (S) under the canonical quotient mapping C * (Γ (S)) → A. We consider the description of C * (G) as in Proposition 4.9. (Recall that a binary constraint system game is, in particular, a variable assignment game in the sense of Example 4.6, and therefore Proposition 4.9 applies.) Consider the assignment u i → e i,+1 − e i,−1 and J → −1. It is easy to verify that this defines a unitary representation of Γ (S), and hence it extends to a *-homomorphism π : C * (Γ (S)) → C * (G). Since such a *-homomorphism maps J to −1, it induces a *-homomorphism A → C * (G). Conversely, the assignment e i,+1 →û 
Perfect strategies for imitation games
In [17] the existence of various types of perfect strategies for synchronous games was given characterisations in terms of types of traces on the game C*-algebra. In this section, we extend those results to imitation games. Given an imitation game G, we characterise the elements of the set C qc (G) of perfect quantum commuting strategies, and of the set C q (G) of perfect quantum strategies, for the game G, in terms of traces on the game C*-algebra C * (G). Y, A, B, λ) be an imitation game and p be a nonsignalling correlation on (X, Y, A, B) . The following statements are equivalent:
(a) p ∈ C qc (G); (b) the C*-algebra of the game C * (G) is nonzero, and there exists a tracial state τ on C * (G) such that p (a, b|x, y) = τ (p x,a q y,b ).
. By Corollary 3.2, there exists a separable Hilbert spaces H, a unit vector |ξ ∈ H ⊗ H, and PVMs (P x,a ) a∈A and (Q y,b ) b∈B on H for x ∈ X and y ∈ Y such that
Let A (resp. B) be the C*-algebra generated by {P x,a : x ∈ X, a ∈ A} (resp. {Q y,b : y ∈ Y, b ∈ B}). Let M (resp. N ) be the WOT-closure of A (resp. B). Observe that M ⊆ N ′ . For x ∈ X, y ∈ Y and b ∈ B, set
Clearly, Π x y,b is a projection in A. We have
is an idempotent, this shows that (11), we obtain
let Ξ x,a ∈ N be the projection onto the intersection of the ranges of Ξ y x,a for y ∈ Y , and show that (13) Ξ x,a |ξ = P x,a |ξ , x ∈ X, a ∈ A.
Let K M (resp. K N ) be the closure of the span of {A |ξ : A ∈ M} (resp. {B |ξ : B ∈ N }). Suppose that x 1 , . . . , x n ∈ X and a 1 , . . . , a n ∈ A. Then
Clearly, K is invariant under the projections P x,a and Q y,b ; after replacing P x,a and Q y,b with their restrictions to K, we can thus assume that K = H.
Fix y ∈ Y and b, b ′ ∈ B with b = b ′ . By assumption, there exists x ∈ X such that a∈A λ (x, y, a, b) λ (x, y, a, b ′ ) = 0. We thus have that
On the other hand, if Z ∈ N then, using (12), we have
Since this is true for every Z ∈ N we conclude that b∈B Π y,b = I.
We show that the vector state τ : A → C, given by τ (A) = ξ|A|ξ , is tracial. Indeed, for x 1 , . . . , x n , x ′ 1 , . . . , x ′ m ∈ X and a 1 , . . . , a n , a ′ 1 , . . . , a ′ m ∈ A, using (13), we have
This shows that τ is a tracial state on A. A similar argument shows that τ is a tracial state on B.
We next show that τ is faithful on A. Suppose that C ∈ A is positive and assume that τ (C) = 0. Then, for every T ∈ A, we have that
Therefore CT |ξ = 0 for every T ∈ A, and hence C = 0. A similar argument shows that τ is faithful on B.
Suppose now that λ (x, y, a, b) = 0. Then
therefore, P x,a Π y,b = 0. This shows that the C*-algebra of the game C * (G) is nonzero, and the assignment p x,a → P x,a , q y,b → Π y,b defines a unital *-homomorphism π :
This concludes the proof of the implication.
(ii)⇒(i) Suppose that there exists a tracial state τ on C * (G) such that
Consider the left regular representation π τ of C * (G) associated with τ , and the right regular representation π op τ of C * (G) op associated with τ ; recall that they act on the Hilbert space H = L 2 (C * (G) , τ ) produced via τ through the GNS construction and are defined by setting π τ (z) |w = |zw and π op τ (z) |w = |wz for z, w ∈ C * (G) (see [3] ). Set P x,a = π (p x,a ) and
Observe that (P x,a ) a∈A and (Q y,b ) b∈B are PVMs and
Corollary 5.2. Suppose that G is an imitation game. The following assertions are equivalent:
(1) G has a perfect quantum commuting strategy; (2) the C*-algebra of the game C * (G) is nonzero, and it has a tracial state.
In view of Proposition 4.10, Corollary 5.2 recovers [6, Theorem 4] as a particular case.
We now turn our attention to other quantum strategies. Given an imitation game G, in the next theorem, we characterise the elements of the set C q (G) in terms of traces on the game C*-algebra in a fashion analogous to Theorem 5.1. 
(iv) the game C*-algebra C * (G) is nonzero, and there exists a finitedimensional C*-algebra F with a tracial state τ and a unital *-homomorphism π :
Proof. (i)⇒(iv) Suppose that p ∈ C qs (G). There exist separable Hilbert spaces H A and H B , a unit vector |ξ ∈ H A ⊗ H B , and PVMs (P x,a ) a∈A (resp. (Q y,b ) b∈B ) on H A (resp. H B ) for x ∈ X (resp. y ∈ Y ), such that
Following the proof of Theorem 5.1, for y ∈ Y, b ∈ B and x ∈ X, set
Similarly, for x ∈ X, a ∈ A and y ∈ Y , set
Clearly, (Π x y,b ) b∈B (resp. (Ξ y x,a ) a∈A ) is a family of projections in B (H A ) (resp. B (H B )). Let Π y,b (resp. Ξ x,a ) be the projection onto the intersection of the ranges of Π x y,b (resp. Ξ y x,a ) for x ∈ X (resp. y ∈ Y ). It follows from the proof of the implication (i)⇒(ii) in Theorem 5.1 that (Π y,b ) b∈B (resp. (Ξ x,a ) a∈A ) is a PVM on H A (resp. H B ), (14) (Π y,b ⊗ I) |ξ = (I ⊗ Q y,b ) |ξ and (15) (I ⊗ Ξ x,a ) |ξ = (P x,a ⊗ I) |ξ .
We now follow the arguments in the proof of [7, Theorem 1] . Consider the Schmidt decomposition
for the unit vector |ξ . By (14) and (15),
Let (µ b ) b∈B be unimodular scalars such that the operators (16) and (17) imply
Fix a Schmidt coefficient α for |ξ and set I α = {i ∈ I : α i = α}. Define K α A := span {|φ i : i ∈ I α } and K α B := span {|ψ i : i ∈ I α }. By the uniqueness of the Schmidt decomposition, (16) and (17), we deduce that
A is Π y,b -invariant and P x,a -invariant for every x ∈ X, y ∈ Y, b ∈ B, a ∈ A. Similarly, K α B is Ξ x,a -invariant and Q y,b -invariant for every x ∈ X, y ∈ Y, b ∈ B, a ∈ A.
Let P α x,a and Π α y,b be the restriction of P x,a and Π y,b , respectively, to K α A , which we views as operators on
and hence P α x,a Π α y,b = 0 by [7, Lemma 2] . This shows that the assignment p x,a → P α x,a and q y,b → Π α y,b defines an unital *-homomorphism π α :
. Define τ α to be the canonical tracial state of B (K α A ), and observe that τ α (T ) = ξ α |T ⊗ I|ξ α for T ∈ B(K α A ). Let (α n ) be an enumeration of the Schmidt coefficients of |ξ . We have
By [9] , we can replace the infinite convex combination above with a finite convex combination. This concludes the proof.
(iv)⇒(iii) Suppose that F is a finite-dimensional C*-algebra, τ is a tracial state on F, and π : C * (G) → F is a unital *-homomorphisms such that p (a, b|x, y) = (τ • π) (p xa q yb ) for (a, b, x, y) ∈ A×B ×X ×Y . After observing that τ is a convex combination of canonical tracial states on matrix algebras, one can proceed as in the proof of (ii)⇒(i) in Theorem 5.1 to show that p ∈ C qm .
(iii)⇒(ii)⇒(i) hold trivially.
Corollary 5.4. Let G be an imitation game. The following assertions are equivalent: (i) G has a perfect spatial quantum strategy; (ii) G has a perfect quantum strategy; (iii) G has a perfect quantum strategy using a maximally entangled vector; (iv) the C*-algebra of the game C * (G) is nonzero, and it has a nondegenerate finite-dimensional representation.
In view of Proposition 4.10, Corollary 5.2 recovers [6, Theorem 5]-see also [7, Section 4] -as a particular case.
We also obtain the following result of [23] .
Corollary 5.5. The set C s q = C q ∩ C s of synchronous quantum correlations is equal to the set C s qs = C qs ∩C s of synchronous quantum spatial correlations, as well as to the convex hull C s qm = C qm ∩ C s of the synchronous quantum correlation defined using a maximally entangled vector.
One can similarly characterise the local perfect strategies for G in terms of traces on C * (G). We omit the proof since it follows closely the ideas in the proof of Theorems 5.1 and 5.3. (i) p ∈ C loc (G); (ii) the C*-algebra of the game C * (G) is nonzero, and there exists a finite-dimensional abelian C*-algebra F with a tracial state τ and a unital *-homomorphism π :
Corollary 5.7. Let G be an imitation game. Then G has a perfect local strategy if and only if there exists a unital *-homomorphism π : C * (G) → C.
Mirror games
In this section, we consider the subclass of mirror games and provide a different kind of representation of their perfect quantum commuting strategies in terms of traces. The approach is Hilbert-space-free and allows us to characterise the perfect quantum approximate strategies for these games as ones arising from amenable traces, extending significantly the corresponding result for synchronous games from [23] .
Let X, Y, A and B be finite sets. Recall that A(X, A) = ℓ ∞ (A) * 1 · · · * 1 ℓ ∞ (A), where the free product is taken |X| times, (e x,a ) |A| a=1 is the canonical basis of x-th copy of ℓ ∞ (A), and S X,A = span{e x,a : x ∈ X, a ∈ A}. The canonical generators of A(Y, B) are denoted by f y,b , and their span is denoted by S Y,B .
Let G = (X, Y, A, B, λ) be a non-signalling game. For x ∈ X, y ∈ Y , a ∈ A and b ∈ B, set E a x,y = {b ∈ B : λ(x, y, a, b) = 1} and E b x,y = {a ∈ A : λ(x, y, a, b) = 1}. Recall that G is a mirror game if there exist functions ξ : X → Y and η : Y → X such that, of every x ∈ X, we have
In the statement of the following theorem, we use the correspondence s → p s between states and non-signalling families highlighted in Section 3.
Theorem 6.1. Let G = (X, Y, A, B, λ) be a mirror game, p ∈ C qc (λ) and s ∈ S(A(X, A) ⊗ max A(Y, B)) be such that p = p s . Then (i) the functional τ : A(X, A) → C given by τ (z) = s(z⊗1), z ∈ A(X, A), is a trace;
(ii) there exists a unital *-homomorphism ρ : A(Y, B) → A(X, A) such that (20) p(a, b|x, y) = τ (e x,a ρ(f y,b )), x ∈ X, y ∈ Y, a ∈ A, b ∈ B, and
Proof. (i) We assume first that If
On the other hand, if a ′ = a then E a ′ x,ξ(x) ∩ E a x,ξ(x) = ∅ and so s(e x,a ′ ⊗ f ξ(x),b ) = 0 whenever b ∈ E a x,ξ(x) , implying
It follows that
Thus, e x,a ⊗ 1 ∼ e x,a ⊗ p x,a ∼ 1 ⊗ p x,a , x ∈ X, a ∈ A. Write h x,a = e x,a ⊗ 1 − 1 ⊗ p x,a . Clearly, h x,a is selfadjoint and h 2 x,a = e x,a ⊗ 1 − e x,a ⊗ p x,a − e x,a ⊗ p x,a + 1 ⊗ p x,a ; thus, h 2 x,a ∼ 0. The Cauchy-Schwarz inequality now implies (23) uh x,a ∼ 0 and h x,a u ∼ 0, x ∈ X, a ∈ A, u ∈ A(X, A) ⊗ max A(Y, B).
In particular, (24) ze x,a ⊗ 1 ∼ z ⊗ p x,a ∼ e x,a z ⊗ 1, x ∈ X, a ∈ A, z ∈ A(X, A).
Similarly, setting h y,b = q y,b ⊗ 1 − 1 ⊗ f y,b , where y ∈ Y and b ∈ B, we obtain h 2 y,b ∼ 0, and therefore (25) zq It is clear that τ is a state on A(X, A). Let z and w be words on the set E := {e x,a : x ∈ X, a ∈ A}. We show by induction on the length |w| of w that (27) zw ⊗ 1 ∼ wz ⊗ 1.
In the case |w| = 1, the claim reduces to (24) . Suppose (27) holds if |w| ≤ n − 1. Let |w| = n and write w = w ′ e, where e ∈ E. Then, using (24), we have zw ⊗ 1 = zw ′ e ⊗ 1 ∼ ezw ′ ⊗ 1 ∼ w ′ ez ⊗ 1 = wz ⊗ 1.
From (27) and the fact that the set of all linear combinations of words on E is dense in A, we conclude that τ is a trace on A(X, A). Now assume that the conditions from (22) are not fulfilled. Choose a 0 ∈ A and b 0 ∈ B, and define p x,a , a = a 0 , q y,b , b = b 0 , as in (22) . Set The proof thereafter proceeds as before.
(ii) By (26), p(a, b|x, y) = s(e x,a ⊗ f y,b ) = s(e x,a q y,b ⊗ 1) = τ (e x,a q y,b ) = τ (e x,a ρ(f y,b )),
for all x ∈ X, y ∈ Y, a ∈ A, b ∈ B. We show (21) by induction on k. If k = 1, the claim follows from (26) . Assuming validity for up to k − 1 terms, using (26) we have
Remark. Theorem 6.1 is a generalisation of [31, Theorem 5.5], which was concerned with synchronous games, in two directions: it specifies concretely the C*-algebra involved in the strategy representation, and it extends this representation to the wider class of mirror games.
Recall that, if A is a C*-algebra, its opposite C*-algebra A op is defined to be the same involutive normed space, whose elements are denoted by a op , a ∈ A, but equipped with the product given by a op b op = (ba) op . The following lemma was established in [23] . Lemma 6.2. There exists a *-isomorphism γ : A(X, A) → A(X, A) op such that γ(e x 1 ,a 1 · · · e x k ,a k ) = (e x k ,a k · · · e x 1 ,a 1 ) op , x i ∈ X, a i ∈ A, i = 1, . . . , k, k ∈ N.
Theorem 6.3. Let G = (X, Y, A, B, λ) be a mirror game and p ∈ C ns (λ).
The following are equivalent: (i) p ∈ C qc (λ);
(ii) there exist a trace τ : A(X, A) → C and a unital *-homomorphism ρ : A(Y, B) → A(X, A) with ρ(S X,A ) ⊆ S Y,B such that p(a, b|x, y) = τ (e x,a ρ(f y,b ) ), x ∈ X, y ∈ Y, a ∈ A, b ∈ B.
Proof. (i)⇒(ii) follows from Theorem 6.1 and its proof, using the fact that the projections q y,b defined therein lie in S X,A .
(ii)⇒(i) Let φ : A(X, A) ⊗ A(X, A) op → C be the bilinear form given by φ(z ⊗ w op ) = τ (zw), z, w ∈ A(X, A).
It is well-known that φ extends to a state on A(X, A) ⊗ max A(X, A) op (this can be seen, for example, by noting that φ is unital and jointly completely positive, and using results from [21] ). Let s : A(X, A) ⊗ max A(Y, B) → C be the linear functional defined by
Then s is a state on A(X, A) ⊗ max A(Y, B), and s(e x,a ⊗ f y,b ) = φ(e x,a ⊗ γ(ρ(f y,b ))) = φ(e x,a ⊗ ρ(f y,b ) op ) = τ (e x,a ρ(f y,b )).
By Corollary 3.2, p ∈ C qc (λ).
For the next theorem, we will need the notion of an amenable trace; we refer the reader to [3] ) for its many equivalent definitions and properties. The definition that we shall use is that a trace τ on a C*-algebra A is amenable if and only if the map on the algebraic tensor product φ : A ⊗ A op → C given by φ(a ⊗ b op ) = τ (ab) is bounded with respect to the minimal C*-tensor norm.
Theorem 6.4. Let G = (X, Y, A, B, λ) be a mirror game and p ∈ C ns (λ). The following are equivalent:
(i) p ∈ C qa (λ); (ii) there exist an amenable trace τ : A(X, A) → C and a unital *-homomorphism ρ : A(Y, B) → A(X, A) with ρ(S X,A ) ⊆ S Y,B such that p(a, b|x, y) = τ (e x,a ρ(f y,b )), x ∈ X, y ∈ Y, a ∈ A, b ∈ B.
Proof. (ii)⇒(i) Let φ : A(X, A) ⊗ A(X, A) op → C be the bilinear form given by φ(z ⊗ w op ) = τ (zw), z, w ∈ A(X, A).
Since τ is amenable, φ extends to a state on A(X, A) ⊗ min A(X, A) op [3, Theorem 6.2.7] . Define a state s on A(X, A) ⊗ min A(Y, B) → C by letting
As in the proof of Theorem 6.3, p(a, b|x, y) = s(e x,a ⊗ f y,b ), x ∈ X, y ∈ Y, a ∈ A, b ∈ B;
by Corollary 3.3, p ∈ C qa (λ).
(i)⇒(ii) Since p ∈ C qa (λ), by Corollary 3.3, there exists a state s on A(X, A) ⊗ min A(Y, B) such that p(a, b|x, y) = s(e x,a ⊗ f y,b ), x ∈ X, y ∈ Y, a ∈ A, b ∈ B.
Arguing as in the proof of Theorem 6.1 and using (24), we may obtain a unital *-homomorphism ρ : A(Y, B) → A(X, A) with ρ(S Y,B ) ⊆ S X,A and a unital *-homomorphism π : A(X, A) → A(Y, B) with π(S X,A ) ⊆ S Y,B such that:
(a) the functional τ : A(X, A) → C, given by τ (z) = s(z ⊗ 1), is a trace; (b) s(z ⊗ π(e x 1 ,a 1 · · · e x k ,a k )) = τ (ze x k ,a k · · · e x 1 ,a 1 ), for z ∈ A(A, X), x i ∈ X, a i ∈ A, i = 1, . . . , k, and (c) p(a, b|x, y) = τ (e x,a ρ(f y,b )), for x ∈ X, y ∈ Y , a ∈ A, b ∈ B. Let φ : A(X, A) ⊗ min A(X, A) op → C be the state defined by letting
Let z ∈ A(X, A) and w = e x 1 ,a 1 · · · e x k ,a k , for some x i ∈ X, a i ∈ A, i = 1, . . . , k. Setw := γ −1 (w op ) = e x k ,a k · · · e x 1 ,a 1 . Thus, using (b) we have φ(z ⊗ w op ) = s(z ⊗ π(w)) = s(z ⊗ π(e x k ,a k · · · e x 1 ,a 1 )) = τ (ze x 1 ,a 1 · · · e x k ,a k ) = τ (zw).
By linearity and continuity, φ(z ⊗ w op ) = τ (zw), z, w ∈ A(X, A).
By [3, Theorem 6.2.7] , τ is amenable.
