vices is a serious outage, often resulting in unacceptable delays, loss of revenue, or temporary disruption. To obviate loss of network services, communication networks should be designed so that they remain operational and maintain as high performance level as feasible, even in presence of network component failure. Clearly, designers need to consider network performance and operability parameters in their designs. Researchers, however, have traditionally taken two distinct approaches based on different measures in designing reliable networks:
Fault Tolerant Packet-Switched Network Design and Its Sensitivity
INTRODUCTION
All enterprises have become dependent upon networks or networked computing applications; thus the loss of network ser-A design approach based only on reliability considerations does not necessarily avoid network performance degradation, even if the network is guaranteed to be connected during network element failure. In approach 2, networks are designed to optimize the performance measure without considering possible network failures. Consequently, the network performance can degrade drastically at an element failure. Neither approach is enough for a reliable network design. This incompleteness comes from the lack of a unified metric for specifying both reliability and performance in the traditional network design methods.
In recent years, efforts have been made to integrate performance and reliability in order to overcome the drawback in the traditional evaluation methods for networks [7-lo] . The network systems are modeled by focusing on a change in performance levels in response to a system state change caused by failures. For this purpose, a new performance metric, performance-related reliability, is defined. It is a weighted sum of the performance in each network state; the weight is the probability of a state occurrence. Although all research efforts are devoted to modeling techniques, little work is done on an application of a performance-related reliability, eg, network design, bottleneck analysis, or sensitivity analysis.
For computer systems, especially multiprocessor systems, a modeling approach to integrate performance and reliability has been discussed in [13] [14] [15] . This approach is based on combining Markov reliability models with existing system performance models. Using this approach, the effect of reliability on performance has been examined [16] , and sensitivity and bottleneck analysis have been performed [17, 18] for multiprocessor systems.
In [ 1 1,121 , a design method for a reliable packet switched network, referred to as a proofing method, uses the performance related reliability modeling approach cited above. The proofing method assigns to each link in advance a redundant capacity with a constraint of suboptimal network cost, so that it can accommodate any traffic detoured from failed links, even in the presence of any network link fadure. Moreover, this method designs standby routes to which no capacity is assigned by a traditional performance-oriented method [6] . The method assures that -an average end-to-end packet delay remains under a designed the probability of successful communication between any pair This paper first presents the proofing method. Then, two heuristic methods (max-average and max-delay-link) for optimizing network cost are described. In order to verify their effectiveness and applicability, some numerical comparisons are made for three network topologies (in [12] they are compared in a simple network topology). Finally, the sensitivity of these two approaches is examined from the following point of view.
Data required as input to a network design, eg, forecast of future demand, are often inaccurate. The design technique should therefore account for the accuracy of available data. Furthermore, network traffic volume and size evolve in response to future customer needs and to changes in networking technology. It is therefore desirable that network performance at the operational stage be relatively insensitive to input data such as future demand forecasts and network evolution. That is, it is desirable that solutions generated by design techniques be relatively insensitive to input data. Following this rationale, the design sensitivity to variation of input data is examined by changing the predicted probability of link failure, and by increasing the network traffic over the predicted value. The resulting analysis shows relative insensitivity of solutions generated by the two design methods to input data.
Section 2 defines a network model and states the assumptions used in this paper. Section 3 details the proofing method. Section 4 shows, by a small network, how network performance degrades as network failures occur -if networks are designed without considering failures. The remaining part of section 4 compares the max-average and max-delay-link methods with respect to network cost for both a small and a large network model. Section 5 discusses a sensitivity analysis to the proposed methods.
value even in case of failures, of nodes is enhanced. 
NETWORK MODEL

Assumptions
1.
A network is constructed with m links and n nodes, and the network topology is given. Only links can fail; the nodes can not fail. If a link fails, then its capacity becomes zero. Link failures are mutually statistically independent. The statistical independence assumption of failure sometimes leads to incorrect results [19] . Thus the effect of statistical dependence will be treated in our future work.
2a. The cost of a link is directly proportional to its capaci-
2b. Since the capacity and flow assignment are considered only for each link, the cost of each node does not influence the optimization problem. Without loss of generality, the cost of all nodes is therefore set to zero.
2c. The network construction cost is the sum of the costs of each link.
3a. The traffic pattern from source node U to destination node v obeys a Poisson process with a mean yuv. The mean total traffic of the network is, therefore, the sum of yuv over all u,v (u,v=l, ..., n ) .
3b. The packet-length distribution is exponential with mean 1 / p .
4. There is a fixed routing scheme, ie, all packets from source node U to destination node v are routed on a fixed path, and another fixed route is selected when a link failure occurs.
5. The probability of link failure is less than 112; this is 6. In procedure P-2, the unreachable traffic is zero, ie, 
Without loss of generality, the S; are reordered in decreasing order with respect to P;, and new state variable is Sj U= 0,. . . ,2" -1 ). So corresponds to S d because pi < 1/2 (from assumption 5 ) .
. PROOFING METHOD
Network Design Goal
The classical capacity and flow assignment problem is formulated as:
Given :
Network topology End-to-end traffic requirement, yuv The maximum network delay, T,,,
Minimize:
Network cost, D
With respect to:
Link capacities, Ci, i = m, m -1 , . . . , 1 Link flow, Xi, i = m, m -1 , ..., 1 Constraint:
0
This problem is solved by the CFA algorithm [4] ; it provides a solution for SO (no failed links). If any links fail, however, the constraint is not always satisfied, because the traffic routed on the failed links goes to the other links, and this can cause congestion. A highly reliable network must operate with low
Proofing Method
P-3.
The link capacity is determined with procedures, P-1 to P-1. Generate Sj, j=O,. .. ,M -1 by using algorithm ORDER [9] . P-2. Obtain CAP (iJ) by applying the CFA algorithm to the network in state Sj, so that the network cost is minimized under the new constraint, T(i) 5 Tmx; see assumption 6 P-3. Calculate the capacity of link i: If all T U ) satisfy the new constraint, then decrease a to a -Aa ( A a is sufficiently small) and go to MA-3.2; else Stop. U
The reason that maximum capacity is assigned to the zerocapacity links in (MA-3.1) is:
The Po is so large (see assumption 5: pi < 1/2) that the other states have little effect in (4). Consequently, if a fixed bias value (independent of state and link number) is chosen for all links, then sufficient capacity for accommodating the detoured traffic is not assigned to the zero-capacity links.
In the MA method, the network cost decreases linearly as a smaller value of a is chosen. Therefore, a* is the minimum a for which the new constraint is satisfied. In order to shorten computation time for the algorithm, the initial value of a should be chosen carefully; amax is the best initial value. 
every link is assigned the capacity which is at least the maximum link capacity among the M possible states. Thus the new constraint is satisfied. The MA method is simple and therefore reduces the computation time. This, however, sacrifices the network-cost optimization, largely because the algorithm does not consider the bias value of each link in a specific state (a state where there is a bottleneck link, see section 3.4). The bias value level can be represented in various ways. Section 3.4 presents an alternative algorithm for considering the bias value.
Mar-Delay-Link Method
From (l), the DT product determines the network delay when the link DT product is much larger than the other DT products and m is small. In such a situation and when the new constraint is not satisfied, the link is a bottleneck (for the network delay). To satisfy the new constraint, the capacity of a bottleneck link should be increased. This MDL method is based on that idea [12] 1. In case of network failure, routes are changed to detour 2. Such routes are determined using the flow-deviation 3. Figure 1 shows the topology of the network. 4. Table 1 shows the end-to-end traffic requirement yuv, 5. Table 2 shows the network state Sj 0' = 0,. . . ,24), the 6 . The mean packet length 1/p is 10 kbit; T , , = 1 sec. unit cost di, and failure probability pi. figure 2 . From tables 2 & 3, the states SO, S1, S4, S, -Slo, S14, S19 can occur (the other states can not occur) in the NA method because no capacity is assigned to links 2 , 3, 5. In figure 2 , the network delay in the states which can occur is shown only for the NA method. In all three methods, the network delay in the states where unreachable traffic exists is plotted with a box mark, "U".
From figure 2, unreachable traffic exists in 5 states ( S1, S7, S9, SI4, S19) in the NA method. The network delay in S, & S9 is smaller than T,,, because total traffic becomes light Figure 3 shows the ratio of [network cost for the MA or MDL method] to [network cost for the NA method]; a is a parameter. The network cost for the MA method decreases linearly as a decreases. When a is smaller than a threshold value (in this example, 1.373, the new constraint is not satisfied; thus the network cost is plotted with a dashed line. For the MA method, a* = 1.375; the minimum network cost is 2.448. Although the network cost for the MDL method also decreases linearly as a decreases, the network cost drastically increases at some value of a. This is because a bottleneck link appears as a decreases, and the maximum capacity is assigned to the bottleneck link. The rate of network-cost decrease slows as a decreases, because the number of links in the marked-link list decreases as a decreases; see MDL-3.1.
Cost Comparison of the MA & MDL Methods
For the small (and large) value regions of a , the networkcost increase by assigning maximum capacity is, therefore, larger (or smaller) than the cost decrease by decreasing the value of a , respectively.
For the MDL method, a* =0.867 which is in [0, amax] ; the minimum network cost is 1.999. figure 5 . Figure   6 illustrates their minimum network cost and their cumulative probability for various values of M . S-2. How does network performance change when the actual end-to-end traffic requirement at the network operational stage is larger than the predicted requirement? This situation can occur when the predicted end-to-end traffic requirement at the network design stage is underestimated or a user require-U Figure 7a shows the network delay change of the example small network for states up to S50; that network is designed for ment increases as time being. 
