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Abstract
Integral representation results are obtained for the relaxation of some classes of energy functionals
depending on two vector fields with different behaviors, which may appear in the context of image
decomposition and thermochemical equilibrium problems.
Keywords: relaxation, convexity-quasiconvexity, functions of bounded variations.
MSC2000 classification: 49J45, 74Q05
1 Introduction
Minimization of energies depending on two independent vector fields have been introduced to model several
phenomena. Namely, when u is a Sobolev function in W 1,q, q > 1, and v is in Lp, the study of these
energies (see (1.1)) was motivated by the analysis of coherent thermochemical equilibria in a multiphase
multicomponent system, with ∇u representing the elastic strain and v the chemical composition of the
material. In the theory of linear magnetostriction, the stored energy depends on the linearized strain and
the direction of magnetization, we refer to [15, 14] and the references therein for more details. Moreover,
when p = q this type of energies is used to model Cosserat theory and bending phenomena in nonlinear
elasticity and also for the description of thin structures, see [20] and [11]. Here v takes into account either
Cosserat vectors or bending moments and∇u is the elastic strain. When u is a function of bounded variation,
functionals similar to (1.1) enter into image decomposition models, i.e., in order to denoise and restore a
given image f , it is required to minimize a functional which is the sum of a ’total variation’ term (i.e. a ‘norm’
of Du) and a penalization term, i.e. a norm in a suitable functional space of f − u− v. Essentially f can be
decomposed into the sum of two components u and v. The first component (cartoon), u, is well structured
and it describes the homogeneous objects which are present in the image, while the second component, v,
contains the oscillating pattern (both textures and noise). We refer to [25, 21, 27, 28, 4] among the extensive
literature in this field.
In order to cover a wide class of applications we start from the functional setting W 1,1 × Lp, with
anisotropic energies with linear growth in the gradient variable ∇u. Indeed, let 1 < p ≤ ∞, for every
(u, v) ∈ W 1,1(Ω;Rd)× Lp(Ω;Rm) define the functional
J(u, v) :=
∫
Ω
f(x, u, v,∇u)dx (1.1)
where f : Ω×Rd×Rm×Rd×N → [0,+∞) is a continuous function satisfying standard coercivity and growth
conditions that will be precised below. We discuss separately the cases 1 < p < ∞ and p = ∞. Thus we
introduce for 1 < p <∞ the functional
Jp(u, v) := inf{lim inf
n→+∞
J(un, vn) : un ∈W
1,1(Ω;Rd), vn ∈ L
p(Ω;Rm), un → u in L
1, vn ⇀ v in L
p}, (1.2)
for any pair (u, v) ∈ BV (Ω;Rd)× Lp(Ω;Rm) and, for p =∞ the functional
J∞(u, v) := inf{lim inf
n→∞
J(un, vn) : un ∈W
1,1(Ω;Rd), vn ∈ L
∞(Ω;Rm), un → u in L
1, vn
∗
⇀ v in L∞}, (1.3)
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for any pair (u, v) ∈ BV (Ω;Rd)× L∞(Ω;Rm).
Since bounded sequences {un} in W 1,1(Ω;Rd) converge in L1 to a BV function u and bounded sequences
{vn} in Lp(Ω;Rm) if 1 < p ≤ ∞, weakly converge to a function v ∈ Lp(Ω;Rm), (weakly ∗ in L∞), the
relaxed functionals Jp and J∞ will be composed by a Lebesgue part, a jump part concentrated on the
jump set of u ∈ BV (Ω;Rd) and a Cantor part, absolutely continuous with respect to the Cantor part of the
distributional gradient Du. On the other hand, as already emphasized in [15], it is crucial to observe that v
is not pointwise defined on the jump and the ‘Cantor’ parts sets of u, thus specific features of the density f
will come into play to ensure a proper integral representation. The one of (1.2) is obtained in Theorem 1.1
below, via the blow-up method introduced in [18], under the following hypotheses:
(H0) f(x, u, ·, ·) is convex-quasiconvex for every (x, u) ∈ Ω× Rd;
(H1)p There exists a positive constant C such that
1
C
(|b|p + |ξ|)− C ≤ f(x, u, b, ξ) ≤ C(1 + |b|p + |ξ|) for every (x, u, b, ξ) ∈ Ω× Rd × Rm × Rd×N ;
(H2)p For every compact set K ⊂ Ω×R
d there exists a continuous function ωK : R→[0,+∞) with ωK(0) = 0
such that
(1) |f(x, u, b, ξ) − f(x′, u′, b, ξ)| ≤ ωK(|x − x′| + |u − u′|)(1 + |b|p + |ξ|) for every (x, u, b, ξ) and
(x′, u′, b, ξ) ∈ K × Rm × Rd×N ;
(2) Moreover, given x0 ∈ Ω and ε > 0 there exists δ > 0 such that if |x− x0| < δ then
f(x, u, b, ξ)− f(x0, u, b, ξ) ≥ −ε(1 + |b|
p + |ξ|), for every (u, b, ξ) ∈ Rd × Rm × Rd×N ;
(H3)p There exist c
′ > 0, L > 0, 0 < τ ≤ 1, such that
t > 0, ξ ∈ Rd×N , with t|ξ|+ t|b|p > L =⇒
∣∣∣∣∣f(x, u, t
1
p b, tξ)
t
− f∞p (x, u, b, ξ)
∣∣∣∣∣ ≤ c′ |b|
(1−τ)p + |ξ|1−τ
tτ
for every (x, u) ∈ Ω×Rd, where f∞p is the (p, 1)− recession function of f defined for every (x, u, b, ξ) ∈
Ω× Rd × Rm × Rd×N as
f∞p (x, u, b, ξ) := lim sup
t→+∞
f(x, u, t
1
p b, tξ)
t
. (1.4)
Theorem 1.1 Let J and Jp be given by (1.1) and (1.2), respectively, with f satisfying (H0), (H1)p− (H3)p
then
Jp(u, v) =
∫
Ω
f(x, u, v,∇u)dx+
∫
Ju
Kp(x, 0, u
+, u−, νu)dH
N−1 +
∫
Ω
f∞p (x, u, 0,
dDu
d|Dcu| )d|D
cu|, (1.5)
for every (u, v) ∈ BV (Ω;Rd)× Lp(Ω;Rm), where Kp : Ω× Rm × Rd × Rd × SN−1 → [0,+∞) is defined as
Kp(x, b, c, d, ν) := inf
{∫
Qν
f∞p (x,w(y), η(y),∇w(y))dy : w ∈ A(c, d, ν), η ∈ L
∞(Qν ;R
m),
∫
Qν
η dy = b
}
,
(1.6)
with
A(c, d, ν) := {w ∈ W 1,1(Qν ;Rd) : w(y) = c if y · ν =
1
2 , w(y) = d if y · ν = −
1
2 ,
w is 1− periodic in ν1, . . . , νN−1 directions}.
(1.7)
In order to provide an integral description of the functional J∞, introduced in (1.3), we prove Theorem
1.2 replacing assumptions (H1)p − (H3)p by the following ones:
(H1)∞ Given M > 0, there exists CM > 0 such that, if |b| ≤M then
1
CM
|ξ| − CM ≤ f(x, u, b, ξ) ≤ CM (1 + |ξ|), for every (x, u, ξ) ∈ Ω× R
d × Rd×N ;
2
(H2)∞ For everyM > 0, and for every compact setK ⊂ Ω×Rd there exists a continuous function ωM,K(0) = 0
such that if |b| ≤M then
|f(x, u, b, ξ)− f(x′, u′, b, ξ)| ≤ ωM,K(|x− x
′|+ |u− u′|)(1 + |ξ|)
for every (x, u, ξ), (x′, u′, ξ) ∈ K ×Rd×N . Moreover, given M > 0, x0 ∈ Ω, and ε > 0 there exists δ > 0
such that if |b| ≤M and |x− x0| ≤ δ then
f(x, u, b, ξ)− f(x0, u, b, ξ) ≥ −ε(1 + |ξ|) for every (u, ξ) ∈ R
d × Rd×N ;
(H3)∞ Given M > 0, there exist c
′
M > 0, L > 0, 0 < τ ≤ 1 such that
|b| ≤M, t > 0, ξ ∈ Rd×N , with t|ξ| > L =⇒
∣∣∣ f(x,u,b,tξ)t − f∞(x, u, b, ξ)∣∣∣ ≤ c′M |ξ|1−τtτ
for every (x, u) ∈ Ω×Rd, where f∞(b, ξ) is the (∞−1)−recession function, i.e. the ‘standard’ recession
function in the last variable, defined for every (x, u, b, ξ) ∈ Ω× Rd × Rm × Rd×N as
f∞(x, u, b, ξ) := lim sup
t→+∞
f(x, u, b, tξ)
t
. (1.8)
Theorem 1.2 Let J and J∞ be given by (1.1) and (1.3), respectively, with f satisfying (H0), (H1)∞−(H3)∞
then
J∞(u, v) =
∫
Ω
f(x, u, v,∇u)dx+
∫
Ju
K∞(x, 0, u
+, u−, νu)dH
N−1 +
∫
Ω
f∞(x, u, 0, dDud|Dcu| )d|D
cu|,
for every (u, v) ∈ BV (Ω;Rd)× Lp(Ω;Rm), where K∞ : Ω× Rm × Rd × Rd × SN−1 → [0,+∞) is defined by
K∞(x, b, c, d, ν) := inf
{∫
Qν
f∞(x,w(y), η(y),∇w(y))dy : w ∈ A(c, d, ν), η ∈ L∞(Qν ;R
m),
∫
Qν
η dy = b
}
,
(1.9)
where A(c, d, ν) is as in (1.7).
It is worth to observe that assumption (H0) can be removed in Theorems 1.1 and 1.2, thus replacing f
by its convex-quasiconvex envelope in the above integral representations, and in (1.4), (1.6), (1.8) and (1.9).
We stress the fact that Theorems 1.1 and 1.2 generalize the result contained in [22, Theorem 1.1] where an
energy density f(x, u, b, ξ) :=W (x, u, ξ)+ϕ(x, u, v) has been considered. On the other hand we observe that
the density Kp (respectively K∞) in the latter case reduces to the density K introduced in [19], appearing
in [18, theorem 2.16], relative to W , and f∞p (respectively f
∞) coincides with W∞, the latter being defined
as W∞(x, u, ξ) := lim supt→+∞
W (x,u,tξ)
t .
It is worth to observe that if f does not depend on u, the energy densities involved in the representations
of Jp and J∞ coincide, see Remark 3.9, (1.4) and (1.8).
The paper is organized as follows. Section 2 is devoted to notations, preliminaries and auxiliary results.
Section 3 contains the properties of the energy densities. The proofs of main theorems are in sections 4 and
5. The Appendix is devoted to remove (H0) in the proof of Theorems 1.1 and 1.2.
2 Notations and auxiliary results
In this section we establish notations and present some preliminary results on measure theory and functions
of bounded variation that will be useful through the paper. An auxiliary lemma, crucial to obtain the lower
bound inequality is also proven.
All over the paper Ω will represent a bounded open set of RN and A(Ω) will be the family of all open
subsets of Ω. We denote by Q := (−1/2, 1/2)N the unit cube in RN and if ν ∈ SN−1 and (ν1, . . . , νN−1, ν)
is an orthonormal basis of RN , Qν denotes the unit cube centered at the origin with its faces parallel to
ν1, . . . , νN−1, ν. If x ∈ RN and ε > 0, we set Q(x, ε) := x+ εQ and Qν(x, ε) := x+ εQν, and B(x0, ε) ⊂ RN
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is the ball centered at x0 with radius ε. By M(Ω) we represent the space of all signed Radon measures
in Ω with bounded total variation. By the Riesz Representation Theorem, M(Ω) can be identified to the
dual of the separable space C0(Ω) of continuous functions on Ω vanishing on the boundary ∂Ω. The N -
dimensional Lebesgue measure in RN is designated as LN , while HN−1 denotes the (N − 1)-dimensional
Hausdorff measure. If µ ∈ M(Ω) and λ ∈ M(Ω) is a nonnegative Radon measure, we denote by dµdλ the
Radon-Nikody´m derivative of µ with respect to λ. By a generalization of the Besicovitch Differentiation
Theorem (see [3, Proposition 2.2]), it can be proved that there exists a Borel set E ⊂ Ω such that λ(E) = 0
and
dµ
dλ
(x) = lim
ε→0+
µ(x+ εC)
λ(x+ εC)
(2.1)
for all x ∈ Suppµ \E and any open convex set C containing the origin. We recall that the exceptional set E
does not depend on C. The theorem below will be exploited in the sequel, besides not explicitly mentioned.
Theorem 2.1 If µ is a nonnegative Radon measure and if f ∈ L1loc(R
N , µ) then
lim
ε→0+
1
µ(x+ εC)
∫
x+εC
|f(y)− f(x)|dµ(y) = 0
for µ− a.e. x ∈ RN and for every bounded, convex, open set C containing the origin.
Definition 2.2 A function u ∈ L1(Ω;Rd) is said to be of bounded variation, and we write u ∈ BV (Ω;Rd),
if all its first distributional derivatives Djui belong to M(Ω) for 1 ≤ i ≤ d and 1 ≤ j ≤ N .
The matrix-valued measure whose entries are Djui is denoted by Du and |Du| stands for its total
variation. We observe that if u ∈ BV (Ω;Rd) then u 7→ |Du|(Ω) is lower semicontinuous in BV (Ω;Rd) with
respect to the L1loc(Ω;R
d) topology. A set E ⊂ Ω has finite perimeter in Ω if Per(E; Ω) := |DχE |(Ω) < +∞,
where χE denotes the characteristic function of E.
We briefly recall some facts about functions of bounded variation and we refer the reader to [5] for details.
Definition 2.3 Given u ∈ BV (Ω;Rd) the approximate upper limit and the approximate lower limit of each
component ui, i = 1, . . . , d, are defined by
(ui)+(x) := inf
{
t ∈ R : lim
ε→0+
LN ({y ∈ Ω ∩Q(x, ε) : ui(y) > t})
εN
= 0
}
and
(ui)−(x) := sup
{
t ∈ R : lim
ε→0+
LN ({y ∈ Ω ∩Q(x, ε) : ui(y) < t})
εN
= 0
}
,
respectively. The jump set of u is given by
Ju :=
d⋃
i=1
{x ∈ Ω : (ui)−(x) < (ui)+(x)}.
Proposition 2.4 If u ∈ BV (Ω;Rd) then
i) for LN−a.e. x0 ∈ Ω, lim
ε→0+
1
ε
{
1
εN
∫
Q(x0,ε)
|u(x)− u(x0)−∇u(x0) · (x− x0)|
N
N−1dx
}N−1
N
= 0;
ii) for HN−1−a.e. x0 ∈ Ju there exist u
+(x0), u
−(x0) ∈ R
d and ν ∈ SN−1 normal to Ju at x0, such that
lim
ε→0+
1
εN
∫
Q+ν (x0,ε)
|u(x)− u+(x0)|dx = 0, lim
ε→0+
1
εN
∫
Q−ν (x0,ε)
|u(x)− u−(x0)|dx = 0, (2.2)
where Q+ν (x0, ε) := {y ∈ Qν(x0, ε) : 〈x−x0, ν〉 > 0} and Q
−
ν (x0, ε) := {x ∈ Qν(x0, ε) : 〈x− x0, ν〉 < 0};
iii) for HN−1−a.e. x0 ∈ Ω\Ju limε→0+
1
εN
∫
Q(x0,ε)
|u(x)− u(x0)|dx = 0.
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The next result, which will be exploited in the proof of the upper bound, can be found in [26, Theorem
1, Chapter 4].
Theorem 2.5 (Whitney’s covering theorem) Let F ⊂ RN be a closed set. Then there exists a countable
family of closed cubes of the form Qi := ai + δQν, such that the following hold:
i) RN \ F = ∪∞i=1Qi;
ii) the cubes Qi have mutually disjoint interiors;
iii) diamQi ≤ dist(Qi, F ) ≤ 4 diamQi.
The proof of the result below can be found in [8, Lemma 3.1]. With the aim of the applications below,
we state it as in [10, Theorem 2.7]
Proposition 2.6 Let E be a subset of Ω such that Per(E; Ω) < +∞. There exists a sequence of polyhedral
sets {Ek} (i.e. Ek are bounded, strongly Lipschitz domains) with ∂Ek = H1 ∪H2 ∪ · · · ∪Hp where each Hi
is a closed subset of a hyperplane {x ∈ RN : x · νi = αi} satisfying the following properties:
i) LN ((Ek ∩ Ω) \ E) ∪ (E \ (Ek ∩Ω)))→ 0 as k → +∞;
ii) Per(Ek; Ω)→ Per(E; Ω) as k → +∞;
iii) HN−1(∂Ek ∩ ∂Ω) = 0;
iv) LN (Ek) = L
N (E).
The following Lemma that will be exploited for the lower bound inequality in Theorem 1.1 is very similar
to [18, Lemma 3.1].
Lemma 2.7 Le f : Rd × Rm × Rd×N → [0,+∞) be a continuous function such that
0 ≤ f(u, b, ξ) ≤ C(1 + |b|p + |ξ|), (2.3)
for some C > 0 and for (x, u, b, ξ) ∈ Ω×Rd×Rm×Rd×N . Let u0(x) :=
{
c if xN > 0
d if xN ≤ 0
, {wn} ⊂W 1,1(Q;Rd)
and {vn} ⊂ Lp(Q;Rm) be such that wn → u0 in L1(Q;Rd) and vn ⇀ v in Lp(Q;Rm), with v ∈ L∞(Q;Rm)
and
∫
Q vdx = b. If ̺ is a mollifier, ̺n(x) := (
1
εn
)N̺( xεn ), and {εn} is a sequence of real numbers such that
εn → 0+, then there exist two sequences of functions {ξn} ⊂ A(c, d, ν) and {v¯n} ⊂ Lp(Q;Rm) such that
ξn = ̺i(n) ∗ u0 on ∂Q, ξn → u0 in L
1(Q;Rd), vn ⇀ v in L
p(Q;Rm),∫
Q
vndx = b, lim inf
n→+∞
∫
Q
f(wn, vn,∇wn)dx ≥ lim sup
n→+∞
∫
Q
f(ξn, v¯n,∇ξn)dx. (2.4)
Proof. Without loss of generality, assume that
lim inf
n→+∞
∫
Q
f(wn, vn,∇wn)dx = lim
n→+∞
∫
Q
f(wn, vn,∇wn)dx < +∞.
Define zn(x) := (̺n ∗ u0)(x) =
∫
B(x,εn)
̺n(x − y)u0(y)dy. Since ̺ is a mollifier, we have zn(x + ei) = zn(x)
for every i = 1, . . . , N − 1,
zn =
{
c if xN > εn,
d if xN ≤ −εn,
‖∇zn‖L∞(Q) = O (εn) , zn ∈ A(c, d, eN ).
For j ∈ N, define Lj :=
{
x ∈ Q : dist(x; ∂Q) < 1j
}
. Take j = 2, and divide L2 into two layers S
1
2 , S
2
2 . It
is clear that for every n ∈ N, there exists S ∈ {S12 , S
2
2} such that
∫
S(|∇wn|+ |vn|
p)dx ≤ C2 , where C is the
constant which uniformly bounds
∫
Q
|∇wn|dx and
∫
Q
|vn|pdx in Q, since wn → u0 in L1(Q;Rd) and vn ⇀ v
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in Lp(Q;Rm). Since there are only two layers and infinitely many indices, we can conclude that one of the
two layers, defined as S2 := {x ∈ Q : α2 < dist(x, ∂Q) < β2}, for 0 < α2 < β2 < 1 satisfies∫
S2
|∇wn2 |+ |vn2 |
pdx ≤
C
2
,
for a subsequence {n2} of {n}. Let η2 be a smooth cut-off function 0 ≤ η2 ≤ 1, such that η2 = 1 in the
complement of {x ∈ Q : dist(x, ∂Q) < β2} and η2 = 0 in {x ∈ Q : dist(x, ∂Q) < α2}, and ‖∇(η2)‖L∞ =
O( 1|S2|). Clearly,
lim
n2→+∞
∫
Q
η2vn2dx =
∫
Q
η2v dx,
since η2 ∈ L∞(Q;Rm) and vn2 ⇀ v in L
p(Q;Rm). Also, for the same sequence {n2}, we have
lim
n2→+∞
∣∣∣∣
∫
Q
(v − η2vn2)dx
∣∣∣∣ =
∣∣∣∣
∫
Q
(1− η2)v dx
∣∣∣∣ ≤ ‖v‖L∞
∣∣∣∣
∫
Q
(1− η2) dx
∣∣∣∣ .
Moreover, we can find a number n(2) ∈ {n2} large enough so that
1
|S2|
∫
S2
|wn(2) − zn(2)|dx <
1
2
,
|
∫
Q
(v − η2vn(2))dx|∣∣∣1− ∫Q η2dx
∣∣∣ < ‖v‖L∞ + 1.
Next we divide L3 into three layers S
1
3 , S
2
3 , S
3
3 . For each n2 there exists S ∈ {S
1
3 , S
2
3 , S
3
3}, such that∫
S
|∇wn2 |+ |vn2 |
pdx ≤ C3 .
Since there are only three layers with infinitely many indices, we conclude that one of the layers S3 ∈
{S13 , S
2
3 , S
3
3} satisfies ∫
S3
|∇wn3 |+ |vn3 |
pdx ≤
C
3
,
for a subsequence {n3} of {n2}. Let η3 be a smooth cut off function, 0 ≤ η3 < 1 , η3 = 1 in the complement
of {x ∈ Q : dist(x, ∂Q) < β3} and η3 = 0 in {x ∈ Q : dist(x, ∂Q) < α3}, and ‖∇η3‖L∞ = O
(
1
|S3|
)
, and
lim
n3→+∞
∣∣∣∣
∫
Q
(v − η3vn3)dx
∣∣∣∣ =
∣∣∣∣
∫
Q
(1− η3)v dx
∣∣∣∣ ≤ ‖v‖L∞
∣∣∣∣
∫
Q
(1− η3) dx
∣∣∣∣ .
The convergence of wn3 → u0 in L
1, allows us to choose n(3) ∈ {n3}, n(3) > n(2) large enough, such that
1
|S3|
∫
S3
|wn(3) − zn(3)|dx ≤
1
3
and
|
∫
Q
(v − η3vn(3))dx|∣∣∣1− ∫Q η3dx
∣∣∣ < ‖v‖L∞ + 1.
Precisely, in this way, we construct the sequence n(j) such that
∫
Sj
|∇wn(j)|+ |vn(j)|
pdx ≤ Cj ,
1
|Sj |
∫
Sj
|wn(j) − zn(j)|dx ≤
1
j , and
|
∫
Q
(v − ηjvn(j))dx|∣∣∣1− ∫Q ηjdx
∣∣∣ < ‖v‖L∞ + 1. (2.5)
Let us define wj(x) := (1− ηj(x))zn(j)(x) + ηj(x)wn(j)(x), and
vj(x) := (1− ηj(x))
∫
Q
(v − ηjvn(j))dx
1−
∫
Q ηjdx
+ ηj(x)vn(j)(x).
Then
1
|Q|
∫
Q
vjdx = b, ‖vj‖Lp(Q) ≤ C, and wj⌊∂Q= wj⌊∂Q= u0.
6
In particular, wj → u0 in L1(Q;Rd) and vj ⇀ b in Lp(Q;Rm). The first convergence is trivial, the second
one can be proven first observing that it is enough to consider test functions ϕ ∈ C0(Q). Then the bounds
in (2.5) entail that
lim
j→+∞
∫
Q
((1− ηj)
∫
Q
(v−ηjvn(j))dx
1−
∫
Q
ηjdx
+ ηjvn(j) − b)ϕdx = lim
j→+∞
∫
Q
(ηjvn(j) − v)ϕdx.
Then
lim
j→+∞
∫
Q
(ηjvn(j) − v)ϕdx = lim
j→+∞
∫
Q
(vn(j) − v)ϕdx+ lim
j→+∞
∫
Q
(−1 + ηj)vn(j)ϕdx = 0,
The first limit in the right hand side is 0 since vn(j) ⇀ v in L
p(Q;Rm) and the second is 0 since vn(j) is
s-equi-integrable for every 1 ≤ s < p and ηj → 1. Hence we have
lim
n→+∞
∫
Q
f(wn, vn,∇wn)dx = lim
j→+∞
∫
Q
f(wj , vj ,∇wj)dx
≥ lim
j→+∞
∫
Q
f(wj , vj ,∇wj)dx − lim sup
j→+∞
∫
{x∈Q:dist(x,∂Q)<αj}
f(wj , vj ,∇wj)dx
− lim sup
j→+∞
∫
Sj
f(wj , vj ,∇wj)dx.
Thus it results
lim
n→+∞
∫
Q
f(wn, vn,∇wn)dx ≥ lim
j→+∞
∫
Q
f(wj , vj ,∇wj)dx − lim sup
j→+∞
∫
Lj
C(1 + ‖v‖L∞)
pdx
− lim sup
j→+∞
∫
Sj
(1 + |∇zn(j)|+ |∇wn(j)|+ |vn(j)|
p + ‖v‖pL∞ +
1
|Sj |
|wn(j) − zn(j)|)dx,
where we have used the fact that ∇zn(j) = 0 in Lj. Observing that, using co-area formula,
∫
Sj
|∇zn(j)|dx→ 0
as j → +∞, we obtain the desired result.
Remark 2.8 i) For every v ∈ Lp(Ω;Rm), under the same assumptions of Lemma 2.7 we can prove (2.4)
without keeping the average.
ii) We observe that the same type of arguments can be exploited to prove a similar result for the BV ×L∞
case. Namely, if f : Rd ×Rm ×Rd×N → [0,+∞) is a continuous function such that for every b ∈ Rm,
with |b| ≤ M there exists a constant CM for which 0 ≤ f(u, b, ξ) ≤ CM (1 + |ξ|), for (u, b, ξ) ∈ Rd ×
R
m×Rd×N , then (2.4) holds considering the sequence {vn} ⊂ L∞(Q;Rm) and finding a correspondent
sequence {vn} ⊂ L∞(Q;Rm) such that vn
∗
⇀ v in L∞(Q;Rm), and
∫
Q
vndx = b The main differences
in the proof are the use of the above growth condition in place of (2.3), and the fact that {vj} and
{vn(j)} are uniformly bounded in L
∞.
Next we recall the definition of Yosida transform that it will be useful in the proof of the upper bound.
Definition 2.9 For any function f : Ω× Rd × Rm × Rd×N −→ R let, for any λ > 0, the Yosida transform
of f be defined as
fλ(x, u, b, ξ) := sup
(x′,u′)∈Ω×Rd
{f(x′, u′, b, ξ)− λC(|x − x′|+ |u− u′|)(1 + |b|+ |ξ|)} ,
for any (x, u, b, ξ) ∈ Ω× Rd × Rm × Rd×N .
The proof of next proposition follows along the lines [6, Proposition 4.6]
Proposition 2.10 . Let f : Ω × Rd × Rm × Rd×N −→ R be such that f(·, ·, b, ξ) is continuous for any
(b, ξ) ∈ Rm × Rd×N . Then the Yosida transform of f satisfies the following properties:
7
i) fλ(x, u, b, ξ) ≥ f(x, u, b, ξ) and fλ(x, u, b, ξ) decreases to f(x, u, b, ξ) as λ→ +∞.
ii) fλ(x, u, b, ξ) ≥ fη(x, u, b, ξ) if λ ≤ η for every (x, u, b, ξ) ∈ Ω× Rd × Rm × Rd×N .
iii) |fλ(x, u, b, ξ) − fλ(x′, u′, b, ξ)| ≤ λ(|x − x′| + |u − u′|)(1 + |ξ| + |b|) for every (x, u, b, ξ), (x′, u′, b, ξ) ∈
Ω× Rd × Rm × Rd×N .
iv) The approximation is uniform on compact sets. Precisely, let K be a compact subset of Ω×Rd and let
δ > 0. There exists λ > 0 such that
f(x, u, b, ξ) ≤ fλ(x, u, b, ξ) ≤ f(x, u, b, ξ) + δ(1 + |b|+ |ξ|), for every (x, u, b, ξ) ∈ K × Rm × Rd×N .
3 Properties of the energy densities
3.1 Convex-quasiconvex functions
We start by recalling the notion of convex-quasiconvex function, presented in [14] (see also [20], [15] and
[13]).
Definition 3.1 A Borel measurable function h : Rm × Rd×N → R is said to be convex-quasiconvex if, for
every (b, ξ) ∈ Rm × Rd×N , there exists a bounded open set D of RN such that
h(b, ξ) ≤
1
|D|
∫
D
h(b+ η(x), ξ +∇ϕ(x)) dx,
for every η ∈ L∞(D;Rm), with
∫
D
η(x) dx = 0, and for every ϕ ∈W 1,∞0 (D;R
d).
Remark 3.2 i) If h is convex-quasiconvex then the inequality above is true for any bounded open set
D ⊂ RN .
ii) A convex-quasiconvex function is separately convex.
iii) Throughout this paper we will work with functions f defined in Ω×Rd×Rm×Rd×N and when saying
that f is convex-quasiconvex, we consider the previous definition with respect to the last two variables
of f.
iv) If f satisfies (H1)p, Proposition 2.11 ii) in [12] entails that f is (p, 1)− Lipschitz continuous, namely
there exists γ > 0 such that
|f(x, u, b, ξ)− f(x, u, b′, ξ′)| ≤ γ(|ξ − ξ′|+ (1 + |b|p−1 + |b′|p−1 + |ξ|
1
p′ + |ξ′|
1
p′ )|b − b′|) (3.1)
for every b, b′ ∈ Rm, ξ, ξ′ ∈ Rd×N and (x, u) ∈ Ω× Rd, where p′ is the conjugate exponent of p.
v) If f satisfies (H1)∞, [23, Proposition 4] guarantees that f is (∞, 1)−Lipschitz continuous, i.e. given
M > 0 there exists a constant β(M) > 0 such that
|f(x, u, b, ξ)− f(x, u, b′, ξ′)| ≤ β(1 + |ξ|+ |ξ′|)|b − b′|+ β|ξ − ξ′| (3.2)
for every b, b′ ∈ Rm, such that |b| ≤ M and |b′| ≤ M, for every ξ, ξ′ ∈ Rd×N and for every
(x, u) ∈ Ω× Rd.
3.2 The recession functions
Let f : Ω × Rd × Rm × Rd×N → [0,+∞[, and let f∞p : Ω × R
d × Rm × Rd×N → [0,+∞[, be its (p, 1)−
recession function, defined in (1.4). We observe that f∞p satisfies the following homogeneity property,
f∞p (x, u, t
1
p b, tξ) = tf∞p (x, u, b, ξ) for every t ∈ R
+, x ∈ Ω, u ∈ Rd, b ∈ Rm, ξ ∈ Rd×N . (3.3)
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Notice that, under growth condition (H1)p on f , we could consider both f
∞
p and f
∞ (i.e. (∞, 1)−
recession function of f as in (1.8)), and the latter one turns out to be independent on b, i.e. f∞(x, u, b, ξ) =
f∞(x, u, 0, ξ) for every (x, u, b, ξ) ∈ Ω × Rd × Rm × Rd×N , provided f is separately convex. Moreover, it
results that in general f∞p (x, u, b, ξ) 6= f
∞(x, u, b, ξ) but the equality holds if b = 0.
The following properties are an easy consequence of the definition of (p, 1)− recession function and of
properties (H0), (H1)p, (H2)p, when 1 < p <∞.
Proposition 3.3 Let f : Ω×Rd ×Rm×Rd×N → [0,+∞[, and let f∞p defined by (1.4), provided f satisfies
(H0), (H1)p, (H2)p, then
i) f∞p is convex-quasiconvex;
ii) there exists C > 0 such that
1
C (|b|
p + |ξ|) ≤ f∞p (x, u, b, ξ) ≤ C(|b|
p + |ξ|); (3.4)
iii) for every K ⊂⊂ Ω× Rd there exists a continuous function ωK with ωK(0) = 0 such that
|f∞p (x, u, b, ξ)− f
∞
p (x
′, u′, b, ξ)| ≤ ωK(|x− x
′|+ |u− u′|)(|b|p + |ξ|) (3.5)
for every (x, u, b, ξ) and (x′, u′, b, ξ) in K × Rm × Rd×N .
Moreover, given x0 ∈ Ω, and ε > 0 there exists δ > 0 such that if |x− x0| < δ then
f∞p (x, u, b, ξ)− f
∞
p (x0, u, b, ξ) ≥ −ε(|b|
p + |ξ|)
for every (u, b, ξ) ∈ Rd × Rm × Rd×N .
iv) In particular, f∞p is continuous.
Proof.
i) The convexity-quasiconvexity of f∞p can be proven exactly as in [15, Lemma 2.1].
ii) By definition (1.4) we may find a subsequence {tk} such that
f∞p (x, u, b, ξ) = lim
k→+∞
f(x, u, t
1
p
k b, tkξ)
tk
.
By (H1)p one has
f∞p (x, u, b, ξ) ≤ lim
k→+∞
C(1 + tk|b|p + tk|ξ|)
tk
= C(|b|p + |ξ|)
and
f∞p (x, u, b, ξ) ≥ lim
k→+∞
1
C (tk|b|
p + tk|ξ|)− C
tk
≥
1
C
(|b|p + |ξ|).
Hence (H1)p holds for f
∞.
iii) Again (1.4) entails that for every (x, u), (x′, u′) ∈ Ω×Rd and (b, ξ) ∈ Rm×Rd×N that, up to a subsequence
not relabeled,
f∞p (x, u, b, ξ)− f
∞
p (x
′, u′, b, ξ) ≤ lim
k→+∞
f(x, u, t
1
p
k b, tkξ)− f(x
′, u′, t
1
p
k b, tkξ)
tk
.
By (H2)p, for every K ⊂ Ω × Rd there exists ωK : R→[0,+∞) continuous with ωK(0) = 0 such that if
(x, u), (x′, u′) ∈ K, for every (b, ξ) ∈ Rm × Rd×N it results
lim
k→+∞
f(x, u, t
1
p
k b, tkξ)− f(x
′, u′, t
1
p
k b, tkξ)
tk
≤ lim
k→+∞
ωK(|x− x′|+ |u− u′|)(1 + tk|b|p + tk|ξ|)
tk
= ωK(|x− x
′|+ |u − u′|)(|b|p + |ξ|).
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Changing the role of f∞p (x, u, b, ξ) with f
∞
p (x
′, u′, b, ξ), (3.5) follows.
For what concerns the second inequality in iii), by (1.4) and (2) of (H2)p and, up to a subsequence not
relabeled, we have for every x, x0 ∈ Ω such that |x− x0| < δ, and every (u, b, ξ) ∈ Rd × Rm × Rd×N
f∞p (x, u, b, ξ)− f
∞
p (x0, u, b, ξ) ≥ lim
k→+∞
f(x, u, t
1
p
k b, tkξ)− f(x0, u, t
1
p
k b, tkξ)
tk
≥ −ε lim
k→+∞
1 + tk|b|
p + |tkξ|
tk
= −ε(|b|p + |ξ|).
iv) The convexity-quasiconvexity and (3.4) guarantee that f∞p is continuous with respect to (b, ξ), in partic-
ular it is (p, 1)− Lipschitz continuous in b and ξ uniformly with respect to (x, u). Thus (3.5), (3.1) and the
triangular inequality entail that
|f∞p (x, u, b, ξ)− f
∞
p (x
′, u′, b′, ξ′)|
≤ ωk(|x− x
′|+ |u− u′|)(|ξ|+ |b|p) + γ|ξ − ξ′|+ γ(1 + |b|p−1 + |b′|p−1 + |ξ|
1
p′ + |ξ′|
1
p′ )|b− b′| ≤ ε
provided that |x− x′|, |u− u′|, |b− b′| and |ξ − ξ′| are small.
Remark 3.4 We emphasize that not all the assumptions on f in Proposition 3.3 are necessary to prove the
items above. In particular, one has that the proof of ii) uses only the fact that f verifies (H1)p. Moreover,
iii) follows from (1.4) and (H2)p i) and ii).
Regarding the recession function for p = ∞ in (1.8), a result analogous to Proposition 3.3 holds, but the
proof is omitted for the sake of brevity.
Proposition 3.5 Let f : Ω × Rd × Rm × Rd×N → [0,+∞[, and let f∞ be defined by (1.8), provided f
satisfies (H0), (H1)∞, (H2)∞, then
i) f∞ is convex-quasiconvex.
ii) For every M > 0, there exists CM > 0 such that
1
CM
|ξ| ≤ f∞(x, u, b, ξ) ≤ CM |ξ|, for every b ∈ R
m
such that |b| ≤M .
iii) For every M > 0, and for every compact set K ⊂ Ω × Rd there exists a continuous function ωM,K :
R→[0,+∞) with ωM,K(0) = 0 such that if |b| ≤M then
|f∞(x, u, b, ξ)− f∞(x′, u′, b, ξ)| ≤ ωM,K(|x− x
′|+ |u− u′|)|ξ|
for every (x, u, ξ), (x′, u′, ξ) ∈ K × Rd×N .
Moreover, given x0 ∈ Ω, and ε > 0 there exists δ > 0 such that if |x− x0| < δ then
f∞(x, u, b, ξ)− f∞(x0, u, b, ξ) ≥ −ε|ξ|
for every (u, b, ξ) ∈ Rd × Rm × Rd×N .
iv) In particular, f∞ is continuous.
3.3 The surface energy densities
For any convex-quasiconvex function f : Ω × Rd × Rm × Rd×N → [0,+∞), and 1 < p ≤ ∞, we define the
following surface energy densities Kp : Ω× R
d × Rd × Rm × SN−1 → [0,+∞) by (1.6) if 1 < p <∞ and by
(1.9) if p =∞.
A density argument guarantees that the family A in formulas (1.7) can be constituted by functions in
W 1,∞, as quoted in [5]. Analogously, in (1.6) the set L∞ can be replaced by Lp.
The following result provides some properties of the density Kp and develops along the lines of Lemma
2.15 in [18].
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Proposition 3.6 Assume f : Ω×Rd×Rm×Rd×N −→ [0,+∞) is a convex-quasiconvex function satisfying
(H1)p, (H2)p and (H3)p. Then
a) there exists a constant C such that
|Kp(x, 0, c, d, ν)−Kp(x, 0, c
′, d′, ν)| ≤ C(|c− c′|+ |d− d′|)
for every (x, c, d, ν) and (x, c′, d′, ν) in Ω× Rd × Rd × SN−1;
b) (x, b, ν) 7→ Kp(x, b, c, d, ν) is upper semicontinuous for every c, d ∈ Rd;
c) Kp(·, ·, ·, 0, ·) is upper semicontinuous in Ω× Rd × Rd × SN−1;
d) there exists a constant C > 0 such that
0 ≤ Kp(x, b, c, d, ν) ≤ C(|c− d|+ |b|
p), ∀ (x, b, c, d, ν) ∈ Ω× Rm × Rd × Rd × SN−1.
e) For all x0 ∈ Ω and for all ε > 0 there exists δ > 0 such that |x− x0| < δ implies
|Kp(x, b, c, d, ν)−Kp(x0, b, c, d, ν)| ≤ εC(1 + |b|
p + |d− c|).
Proof. Condition c) is a consequence of a) and b). To prove a) we construct an admissible field w∗ ∈
A(c′, d′, ν) as in Lemma 2.15 in [18] and we define η∗ ∈ L∞(Q;Rm) with 0 average in Qν as follows
η∗(y) :=
{
2
1
p η(2y) if |y · ν| ≤ 14 ,
0 if 14 ≤ |y · ν| ≤
1
2 .
where η has been extended by periodicity to all RN and still denoted by η. Using conditions (3.3), (3.4) and
the periodicity of w and η one obtains
Kp(x, 0, c
′, d′, ν) ≤
∫
Qν
f∞p (x,w(z), η(z),∇w(z)) dz + C(|c− c
′|+ |d− d′|).
Taking the infimum over all w ∈ A(c, d, ν) and η ∈ L∞(Q;Rm) we conclude that
Kp(x, 0, c
′, d′, ν) ≤ Kp(x, 0, c, d, ν) + C(|c− c
′|+ |d− d′|).
The reverse inequality is obtained by letting w ∈ A(c′, d′, ν) and building w∗ ∈ A(c, d, ν).
To prove b), we start noticing that
Kp(x, b, c, d, ν) := inf
{∫
Q
f∞p (x,w(y), η(y),∇w(y)R
T ) dy : w ∈ A(c, d, eN ), η ∈ L
∞(Q;Rm),
∫
Q
η dy = b
}
,
where R ∈ SO(N) is such that ReN = ν and RQ = Qν . Also, due to the growth conditions, by density
arguments, it suffices to choose smooth functions w.
Let (xn, bn, νn) → (x, b, ν), given ε > 0 let w ∈ A(c, d, eN ) be a smooth function and η ∈ L∞(Q;Rm)
with
∫
Q
η dy = b such that
∣∣∣∣Kp(x, b, c, d, ν)−
∫
Q
f∞p (x,w(y), η(y),∇w(y)R
T ) dy
∣∣∣∣ < ε.
Consider ηn ∈ L∞(Q;Rm) such that
∫
Q
ηn dy = bn and ηn → η in Lp(Q;Rm). For example ηn := η+ bn− b.
Let X be a compact subset of Ω×Rd containing a neighborhood of {(x,w(y)) : y ∈ Q}. By condition (3.5),
there exists a continuous function ωX , with ωX(0) = 0 such that∣∣f∞p (y, u, b, ξ)− f∞p (y′, u′, b, ξ)∣∣ ≤ ωX(|y − y′|+ |u− u′|)(|b|p + |ξ|) (3.6)
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for every (y, u, ξ), (y′, u′, ξ) ∈ X × Rd×N and b ∈ Rm. As already noticed in Proposition 3.3, the recession
function f∞p is convex-quasiconvex and we have the following (p, 1)− Lipschitz condition for f
∞
p :∣∣f∞p (x, u, b, ξ)− f∞p (x, u, b′, ξ′)∣∣ ≤ γ(|ξ − ξ′|+ (1 + |b|p−1 + |b′|p−1 + |ξ| 1p + |ξ′| 1p )|b − b′|), (3.7)
for every (x, u, b, ξ) and (x, u, b′, ξ′) in Ω× Rd × Rm × Rd×N .
As in [18, Lemma 2.15], consider orthogonal transformations Rn such that RneN = νn and Rn → R. By
virtue of the preceding estimates, and standard arguments, for n large enough we have
Kp(x, bn, c, d, νn) ≤ ε+
∫
Q
f∞p (x,w(y), η(y),∇w(y)R
T ) dy ≤ 2ε+Kp(x, b, c, d, ν).
Letting ε→ 0+ we conclude that lim sup
n→+∞
Kp(x, bn, c, d, νn) ≤ Kp(x, b, c, d, ν).
The proof of d) is identical to the proof of [18, Lemma 2.15 d)].
The proof of e) develops along the lines of [10, Proposition 2.9 (ii)].
Proposition 3.7 Let f : Ω× Rd × Rm × Rd×N −→ [0,+∞) be a continuous function, f∞ be its recession
function given by (1.8) and let K∞ be defined as in (1.9). Then K∞(x, ·, c, d, ν) is a constant function for
any fixed (x, c, d, ν) ∈ Ω× Rd × Rd × SN−1.
Proof. Let (x, c, d, ν) be arbitrary in Ω × Rd × Rd × SN−1. Let b, b ∈ Rm such that b 6= b. We claim
that K∞(x, b, c, d, ν) ≤ K∞(x, b, c, d, ν). Let w ∈ A(c, d, ν) and η ∈ L∞(Qν ;Rm) such that
∫
Qν
η dy = b be
arbitrary and extend them by Qν-periodicity to all R
N . Then define in Qν
w(y) :=


c if − 12 ≤ y · ν < −
1
4 ,
w(2y) if |y · ν| ≤ 14 ,
d if 14 < y · ν ≤
1
2 ,
η(y) :=
{
η(2y) if |y · ν| ≤ 14 ,
k if 14 < |y · ν| ≤
1
2 ,
where k is the constant such that
∫
Qν
η dy = b, k = 2b− b. Notice that w ∈ A(c, d, ν), thus
K∞(x, b, c, d, ν) ≤
∫
Qν
f∞(x,w(y), η(y),∇w(y)) dy =
∫
{y∈Qν : |y·ν|≤1/4}
f∞(x,w(2y), η(2y), 2∇w(2y)) dy
=
2
2N
∫
{z∈RN :|z·νi|≤1,i=1,...,N−1,|z·ν|≤1/2}
f∞(x,w(z), η(z),∇w(z)) dz
=
∫
Qν
f∞(x,w(z), η(z),∇w(z)) dz,
where we have used in the second identity the fact that f∞(x, u, b, ·) is a positively 1-homogeneous function
so, in particular, f∞(x, u, b, 0) = 0. The last identity follows from the periodicity of w and η. The claim is
achieved by taking the infimum on w and η on the right hand side.
The reverse inequality follows by interchanging the roles of b and b.
Proposition 3.8 Assume that f : Ω × Rd × Rm × Rd×N −→ [0,+∞) is a convex-quasiconvex function
satisfying (H0), (H1)∞, (H2)∞ and (H3)∞. Then
a) there exists a constant C > 0 such that
|K∞(x, b, c, d, ν) −K∞(x, b
′, c′, d′, ν)| ≤ C(|c− c′|+ |d− d′|)
for every (x, b, c, d, ν) and (x, b′, c′, d′, ν) in Ω× Rm × Rd × Rd × SN−1;
b) (x, b, ν) 7→ K∞(x, b, c, d, ν) is upper semicontinuous for every c, d ∈ Rd;
c) K∞ is upper semicontinuous in Ω× Rm × Rd × Rd × SN−1;
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d) there exists a constant C > 0 such that K∞(x, b, c, d, ν) ≤ C|c− d|, for every (x, b, c, d, ν) ∈ Ω×Rm ×
R
d × Rd × SN−1.
Proof. The proof is very similar to Proposition 3.6. We just emphasize the main differences. To prove
a) we start by noticing that by Proposition 3.7, K∞(x, b, c, d, ν) = K∞(x, 0, c, d, ν) and K∞(x, b
′, c, d′, ν) =
K∞(x, 0, c
′, d′, ν). So we fix w ∈ A(c, d, ν), η ∈ L∞(Qν ;Rm) with
∫
Qν
η dy = 0 and construct w∗ ∈ A(c′, d′, ν)
similarly as in Lemma 2.15 in [18] and let η∗ ∈ L∞(Qν ;Rm) with average 0 in Qν be given by
η∗(y) :=
{
η(2y) if |y · ν| ≤ 14 ,
0 if 14 ≤ |y · ν| ≤
1
2 .
The proof of b) follows directly from Proposition 3.6 (b) using again Proposition 3.7, replacing (3.6) by
|f∞(y, u, b, ξ)− f∞(y′, u′, b, ξ)| ≤ ωX,M (|y − y
′|+ |u− u′|)|ξ|
for every (y, u, ξ), (y′, u′, ξ) ∈ X×Rd×N and b ∈ Rm with |b| ≤M, whereM := ‖η‖L∞. And the p−Lipschitz
continuity (3.7) should be replaced by the condition
|f∞(x, u, b, ξ)− f∞(x, u, b′, ξ′)| ≤ β(M,n,m,N) ((1 + |ξ|+ |ξ′|) |b− b′|+ |ξ − ξ′|) ,
for every (x, u, ξ) and (x, u, ξ′) in Ω× Rd × Rd×N and b, b′ ∈ Rm with |b|, |b′| ≤M .
Remark 3.9 If f does not depend on u, i.e. f ≡ f(x, v,∇u), then Kp and K∞ coincide with the recession
functions f∞p and f
∞, respectively. Namely, for every (x, b, c, d, ν) ∈ Ω× Rd × Rd × Rm × SN−1,
Kp(x, b, c, d, ν) = f
∞
p (x, b, (c− d)⊗ ν),
and
K∞(x, b, c, d, ν) = f
∞(x, b, (c− d)⊗ ν). (3.8)
To obtain the above formulas, we refer to the arguments used to prove [5, formula (5.83)]. From Proposition
3.7, (3.8) becomes
K∞(x, b, c, d, ν) = f
∞(x, b, (c− d)⊗ ν) = f∞(x, 0, (c− d)⊗ ν).
We observe that the latter equality, in the above formula, was already proven in [14].
We underline that, also when f exhibits explicit dependence on u, there is coincidence between Kp and
K∞, for example consider the cases f(x, u, b, ξ) := g(x, u)
√
|b|2p + |ξ|2, with g suitably chosen in order to
satisfy assumptions (H1)p − (H3)p, or f(x, u, b, ξ) :=
√
|b|2p + |(u, ξ)|2.
The following approximation result will be used to prove the upper bound inequality in Theorem 1.2.
Proposition 3.10 Let f : Ω×Rd ×Rm ×Rd×N −→ [0,+∞) be a continuous function, and let f∞ be as in
(1.8). Fix r ≥ 0 and let Kr : Ω× Rm × Rd × Rd × SN−1 −→ [0,+∞) be such that
Kr(x, b, c, d, ν) := inf
{∫
Qν
f∞(x,w(y), η(y),∇w(y)) dy : w ∈ A(c, d, ν), η ∈ L∞(Qν ;R
m),
‖η‖L∞(Qν) ≤ |b|+ r,
∫
Qν
η dy = b
}
.
Then, for each (x, b, c, d, ν),
K∞(x, b, c, d, ν) = lim
r→+∞
Kr(x, b, c, d, ν) = inf
r≥0
Kr(x, b, c, d, ν). (3.9)
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Proof. The fact that, Kr(x, b, c, d, ν) is decreasing in r gives the last identity. Moreover, K∞(x, b, c, d, ν) ≤
Kr(x, b, c, d, ν) for any r, therefore it is enough to find rn such that limn→+∞Krn(x, b, c, d, ν) = K∞(x, b, c, d, ν).
By definition of K∞, given n ∈ N we can get ωn ∈ A(c, d, ν), and ηn ∈ L∞(Qν ;Rm) with
∫
Qν
ηn(y) dy = b
and such that
K∞(x, b, c, d, ν) +
1
n
>
∫
Qν
f∞(x, ωn(y), ηn(y),∇ωn(y)) dy.
Setting rn := ‖ηn‖L∞ − |v| we get
K∞(x, b, c, d, ν) +
1
n
≥ Krn(x, b, c, d, ν) ≥ K∞(x, b, c, d, ν)
which yields the desired condition by letting n→ +∞.
Remark 3.11 Notice that, for all x0 ∈ Ω and all ε > 0 there exists δ > 0 such that |x− x0| < δ implies the
existence of a suitable constant C|b|+r for which
|Kr(x, b, c, d, ν)−Kr(x0, b, c, d, ν)| ≤ εC|b|+r(1 + |d− c|), (3.10)
for every b ∈ Rm, c, d,∈ Rd, ν ∈ SN−1.
We also observe that arguments entirely similar to those in Proposition 3.8 guarantee that
Kr(x, b, c, d, ν) ≤ C|b|+r|c− d|,
for every (x, b, c, d, ν) ∈ Ω× Rm × Rd × Rd × SN−1.
4 Main Results: BV × Lp, 1 < p <∞
In this section we prove Theorem 1.1.
4.1 Lower semicontinuity in BV × Lp
Theorem 4.1 Let f : Ω × Rd × Rm × Rd×N → [0,+∞) be a continuous function satisfying (H0), (H1)p −
(H3)p. Then
lim inf
n→+∞
∫
Ω
f(x, un, vn,∇un)dx ≥
∫
Ω
f(x, u, v,∇u)dx+
∫
Ju
Kp(x, 0, u
+, u−, νu)dH
N−1 (4.1)
+
∫
Ω
f∞p (x, u, 0,
dDcu
d|Dcu| )d|D
cu|
in BV (Ω;Rd)×Lp(Ω;Rm) with respect to the (L1−strong × Lp−weak)−convergence, where Kp is given by
(1.6) and f∞p is the (p, 1)− recession function given by (1.4).
Proof. Using the same arguments as in [1, Theorem II.4] and [17, Proposition 2.4] we may reduce to
un ∈ C∞0 (R
N ;Rd) and vn ∈ C∞0 (R
N ;Rm). Due to (H1)p we may assume, without loss of generality, that
lim inf
n→+∞
∫
Ω
f(x, un, vn,∇un)dx = lim
n→+∞
∫
Ω
f(x, un, vn,∇un)dx < +∞.
Hence, up to a subsequence, µn := f(x, un, vn,∇un)LN
∗
⇀ µ in the sense of measures for some posi-
tive Radon measure µ. By the Radon-Nikody´m theorem we can decompose µ as a sum of four mutually
nonnegative measures, namely, µ = µaL
N + µjH
N−1⌊Ju + µc|D
cu|+ µs.
By Besicovitch derivation theorem
µa(x0) = lim
ε→0+
µ(B(x0, ε))
LN (B(x0, ε))
< +∞, for LN − a.e. x0 ∈ Ω,
µj(x0) = lim
ε→0+
µ(Qν(x0, ε))
HN−1(Qν(x0, ε) ∩ Ju)
< +∞, for HN−1 − a.e. x0 ∈ Ju ∩Ω,
µc(x0) = lim
ε→0+
µ(Q(x0, ε))
|Du|(Q(x0, ε))
< +∞, for |Dcu| − a.e. x0 ∈ Ω.
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We claim that
µa(x0) ≥ f(x0, u(x0), v(x0),∇u(x0)), for L
N − a.e. x0 ∈ Ω, (4.2)
µj(x0) ≥ Kp(x0, 0, u
+(x0), u
−(x0), νu(x0)), for H
N−1 − a.e. x0 ∈ Ju ∩ Ω, (4.3)
µc(x0) ≥ f
∞
p (x0, u(x0), 0,
dDcu
d|Dcu|
(x0)), for |D
cu| − a.e. x0 ∈ Ω. (4.4)
If (4.2)− (4.4) hold then (4.1) follows immediately. Indeed, since µn
∗
⇀ µ in the sense of measures then
lim inf
n→+∞
∫
Ω
f(x, un, vn,∇un)dx ≥ lim inf
n→+∞
µn(Ω) ≥ µ(Ω) ≥
∫
Ω
µadx +
∫
Ju
µjdH
N−1 +
∫
Ω
µcd|D
cu|
≥
∫
Ω
f(x, u, v,∇u)dx+
∫
Ju
Kp(x, 0, u
+, u−, νu)dH
N−1
+
∫
Ω
f∞p
(
x, u, 0,
dDcu
d|Dcu|
)
d|Dcu|,
where we have used the fact that µs is nonnegative.
We prove (4.2)− (4.4) using the blow up method introduced in [17].
Bulk part. Inequality (4.2) is obtained as in [23] Section 3 and [24].
Jump part. Consider x0 ∈ Ju, then there exist u
−(x0), u
+(x0) ∈ R
d and ν := νu(x0) ∈ S
N−1 such that
(2.2) holds,
µj(x0) = lim
ε→0+
µ(Qν(x0, ε))
|u+ − u−|HN−1⌊Ju(Qν(x0, ε))
∈ R
and assume µ(∂Qν(x0, εk)) = 0 for {εk} ց 0+. Moreover, for HN−1⌊Ju− a.e. x0, we may assume
1
|u+(x0)− u−(x0)|
lim
k→+∞
1
εN−1k
∫
Qν(x0+εk)
|v(x)|pdx = 0. (4.5)
Then
µj(x0) = lim
k→+∞
µ(Qν(x0, εk))
|u+ − u−|HN−1⌊Ju(Qν(x0, εk))
≥
1
|u+(x0)− u−(x0)|
lim
k→+∞
lim
n→+∞
1
εN−1k
∫
Qν(x0+εk)
f(x, un(x), vn(x),∇un(x))dx (4.6)
=
1
|u+(x0)− u−(x0)|
lim
k→+∞
lim
n→+∞
∫
Qν
εkf(x0 + εky, un(x0 + εky), vn(x0 + εky),∇un(x0 + εky))dy
=
1
|u+(x0)− u−(x0)|
lim
k→+∞
lim
n→+∞
∫
Qν
εkf(x0 + εky, un,k(y), ε
− 1
p
k vn,k(y),
1
εk
∇un,k(y))dy,
where
un,k(y) := un(x0 + εky), vn,k(y) := ε
1
p
k vn(x0 + εky).
We observe that,
lim
k→+∞
lim
n→+∞
‖un,k(y)− u0‖L1(Q;Rd) = 0, (4.7)
with
u0(y) :=
{
u+(x0) if y · ν > 0,
u−(x0) if y · ν ≤ 0,
(4.8)
and for every ϕ ∈ Lq(Q;Rm),
lim
k→+∞
lim
n→+∞
∫
Q
vn,k(y)ϕ(y)dy = lim
k→+∞
ε
1
p
k
∫
Q
v(x0 + εky)ϕ(y)dy = 0, (4.9)
where the latter equality is obtained from (4.5).
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Using the separability of Lq(Q;Rm), together with a diagonalization argument, from (4.10), (4.7) and
(4.9), we obtain the existence of sequences u¯k := un(k),k and v¯k := vn(k),k such that u¯k → u0 in L
1(Q;Rd),
v¯k ⇀ 0 in L
p(Q;Rm), and we obtain the following estimation for µj in terms of f
∞
p
µj(x0) ≥
1
|u+(x0)− u−(x0)|
lim
k→+∞
{∫
Q
f∞p (x0, u¯k, v¯k,∇u¯k)dy
+
∫
Q
f∞p (x0 + εky, u¯k, v¯k,∇u¯k)− f
∞
p (x0, u¯k, v¯k,∇u¯k)dy (4.10)
+
∫
Q
εkf(x0 + εky, u¯k, ε
− 1
p
k v¯k,
1
εk
∇u¯k)− f
∞
p (x0 + εky, u¯k, v¯k,∇u¯k)dy
}
.
From Proposition 3.3 iii) we get that for any ε > 0, if k is sufficiently large∫
Q
f∞p (x0 + εky, u¯k, v¯k,∇u¯k)− f
∞
p (x0, u¯k, v¯k,∇u¯k)dy
≥ −ε
∫
Q
|v¯k|
p + |∇u¯k|dy = −ε
∫
Q
εk(|vk(x0 + εky)|
p + |∇uk(x0 + εky)|)dy ≥ O(ε).
On the other hand, using (H3)p and Ho¨lder inequality we get∫
Q
εkf(x0 + εky, u¯k, ε
−
1
p
k v¯k,
1
εk
∇u¯k)− f
∞
p (x0 + εky, u¯k, v¯k,∇u¯k)dy
≤ c′
∫
{y∈Q:
|∇u¯k|
εk
+
|v¯k|
p
εk
≥L}
(ετk|v¯k|
(1−τ)p + |∇u¯k|
1−τετk)dy + C
∫
{y∈Q:
|∇u¯k|
εk
+
|v¯k|
p
εk
<L}
(|v¯k|
p + |∇u¯k|)dy
≤ O(ε) + c′ετk
(∫
Q
|∇u¯k|dy
)1−τ
+ c′εk
∫
Q
|vk(x0 + εky)|
(1−τ)pdy +O(ε)
≤ O(ε) + c′ετk
(∫
Q
|∇u¯k|dy
)1−τ
+ c′ετk
(
εk
∫
Q
|vk(x0 + εky)|
pdy
)1−τ
+O(ε) = O(ε),
where we have used in last equality (4.9). Thus we are led to
µj(x0) ≥
1
|u+(x0)− u−(x0)|
lim
k→+∞
∫
Q
f∞p (x0, u¯k, v¯k,∇u¯k)dy +O(ε). (4.11)
Next we apply Lemma 2.7 to f∞p (x0, ·, ·, ·), obtaining
lim
k→+∞
∫
Q
f∞p (x0, u¯k, v¯k,∇u¯k)dy ≥ lim sup
k→+∞
∫
Q
f∞p (x0, ξk, ζk,∇ξk)dy, (4.12)
where ξk → u0 in L1(Q;Rd) and ξk ∈ A(u+(x0), u−(x0), νu(x0)), ζk ⇀ 0 in Lp(Q;Rm) with∫
Q ζk dy = 0. In particular, by (1.6) we have
µj(x0) ≥ Kp(x, 0, u
+(x0), u
−(x0), νu(x0)) for H
N−1 − a.e.x0 ∈ Ju ∩ Ω.
Cantor Part. By definition,
µc(x) = lim
ε→0+
µ(x+ εQ)
|Du|(x+ εQ)
, |Dcu| − a.e. x ∈ Ω. (4.13)
We start recalling that, by Alberti’s rank-one theorem (see [2]), together with (2.1),
lim
ε→0+
Du(x+ εQ)
|Du|(x+ εQ)
= lim
ε→0+
Dcu(x+ εQ)
|Dcu|(x+ εQ)
= A(x), |Dcu| − a.e. x ∈ Ω (4.14)
for some rank-one matrix A(x) with |A(x)| = 1.
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Since |Dcu|(Ju) = 0 and still denoting by u the approximate limit of u, which is defined in Ω \ Ju, we
have (cf. Definition 3.63 in [5])
lim
ε→0+
1
|x+ εQ|
∫
x+εQ
|u(y)− u(x)|dy = 0, |Dcu| − a.e. x ∈ Ω. (4.15)
Finally, by Besicovitch Derivation theorem [5, Theorem 5.52],
lim
ε→0+
|Du|(x+ εQ)
εN−1
= 0, lim
ε→0+
|Du|(x+ εQ)
εN
= +∞, |Dcu| − a.e. x ∈ Ω. (4.16)
Let x0 ∈ Ω be such that (4.13)−(4.16) hold. Notice that, as in Lemma 2.13 in [18], we can also assume that
lim
t→1−
lim inf
ε→0+
|Du|((x0 + εQ) \ (x0 + tεQ))
|Du|(x0 + εQ)
= 0,
so, we can write, for some continuous function ω : [0, 1]→ R with ω(0) = 0,
lim inf
ε→0+
|Du|((x0 + εQ) \ (x0 + tεQ))
|Du|(x0 + εQ)
≤ ω(1− t). (4.17)
In the sequel, without loss of generality, we assume A := A(x0) = a⊗ eN with |a| = 1 and, as in [18], we
divide the proof in several steps.
Step 1. For each 0 < t < 1 and γ ∈ (t, 1) consider εk → 0+ such that
lim
k→+∞
∫
Qk
|v(x)|dx
|Du|(Qk)
= lim
k→+∞
∫
Qk
|v(x)|pdx
|Du|(Qk)
= 0, |Dcu| − a.e., (4.18)
where Qk := x0 + εkQ. We also observe that, from (4.14)
lim
k→+∞
Du(Qk)
|Du|(Qk)
= lim
k→+∞
Dcu(Qk)
|Dcu|(Qk)
= A. (4.19)
Arguing as in [18, Section 4], conditions (4.13) and (4.15) imply the existence of subsequences {u¯k} ⊆
{un}, and {v¯k} ⊆ {vn}, defined in Ω, such that
a) µc(x0) ≥ lim sup
k→+∞
1
|Du|(Qk)
∫
γQk
f(x, u¯k(x), v¯k(x),∇u¯k(x)) dx;
b) lim
k→+∞
1
|Qk|
∫
Qk
|u¯k(x) − u(x0)| dx = 0;
c) lim
k→+∞
1
εk|Du|(Qk)
∫
Qk
∣∣∣∣u¯k(x)− u(x)− 1|Qk|
∫
Qk
(u¯k(z)− u(z)) dz
∣∣∣∣ dx = 0;
d)
(εNk )
1
p v¯k(x0+εk·)
|Dcu|
1
p (Qk)
⇀ 0 in Lp(Q;Rm) as k → +∞, which follows from Ho¨lder inequality and (4.18).
Step 2. In this step we will obtain an estimate for µc(x0) similar to condition a), fixing on f the value of x
and u. Precisely, we prove that there is n0 ∈ N such that, for each n ≥ n0 there exist {u˜k} ⊂ W 1,1(Ω;Rd),
{v˜k} ⊂ Lp(Ω;Rm), and {ak} ⊂ R such that ak → u(x0), v˜k ⇀ v in Lp(Ω;Rm) as k → +∞, ‖u˜k−u(x0)‖L∞ ≤
1/n and
(1 + ωK(
1
n ))µ
c(x0) ≥ lim sup
k→+∞
1
|Du|(Qk)
∫
γQk
f(x0, u(x0), v˜k(y),∇u˜k(y)) dy, (4.20)
where ωK is the function in (H2)p, related to a compact set K ⊂ Ω × R
d containing (x0, u(x0)), and the
estimate does not depend on k. We also prove that
lim
k→+∞
1
εk|Du|(Qk)
∫
Qk
∣∣∣∣u˜k(y)− ak −
(
u(y)−
1
|Qk|
∫
Qk
u(z) dz
)∣∣∣∣ dy = 0. (4.21)
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Observe that by (4.15) and condition b) above, we can assume
1
|Qk|
∫
Qk
|u(y)− u(x0)| dy ≤
1
n2
and
1
|Qk|
∫
Qk
|u¯k(y)− u(x0)| dy ≤
1
n2
.
Then let ak :=
1
|Qk|
∫
Qk
u¯k(y) dy. Clearly, from condition b) above, ak → u(x0). To define u˜k we start by
considering a family of smooth cut-off functions ϕr,s : R→ [0, 1] such that
ϕr,s(t) :=
{
1 if t ≤ r,
0 if t ≥ s,
(4.22)
and ‖ϕ′r,s‖L∞ ≤
c
s−r for
2
n2 ≤ r < s ≤
1
2n . Consider the sequence {τLk(v¯k)} of p-equi-integrable functions
derived from {v¯k}, as in [16, Lemma 8.13]. Then, for every λ ∈ (0,+∞) define two families of sequences
u˜r,s,λk := ak + ϕr,s(|u¯k − ak|+
|τLk (v¯k)−v¯k|
λ )(u¯k − ak),
v˜r,s,λk := τLk(v¯k) + ϕr,s(|u¯k − ak|+
|τLk(v¯k)−v¯k|
λ )(v¯k − τLk(v¯k)).
Notice that, since ak → u(x0), for sufficiently large k and independently of r, s and λ, ‖u˜
r,s
k −u(x0)‖L∞ ≤ 1/n,
vr,s,λk ⇀ v in L
p(Ω;Rm) and satisfies d) as k → +∞. The sequences {u˜k} and {v¯k} will be chosen among
the sequences of the previous family for convenient r, s and λ. In order to make that choice we start doing
some estimates. Using hypothesis (H2)p, for some compact set K containing (x0, u(x0)) and (y, u˜
r,s,λ
k ) for
y ∈ γQk,∫
γQk
f(x0, u(x0), v¯
r,s,λ
k ,∇u˜
r,s,λ
k ) dy
=
∫
γQk
f(x0, u(x0), v˜
r,s,λ
k ,∇u˜
r,s,λ
k )− f(y, u˜
r,s,λ
k , v˜
r,s,λ
k ,∇u˜
r,s,λ
k )dy +
∫
γQk
f(y, u˜r,s,λk , v˜
r,s,λ
k ,∇u˜
r,s,λ
k ) dy
≤
∫
γQk
ω(|y − x0|+ |u˜
r,s,λ
k − u(x0)|)(1 + |∇u˜
r,s,λ
k |+ |v˜
r,s,λ
k |
p) dy +
∫
γQk
f(y, u˜r,s,λk , v˜
r,s,λ
k ,∇u˜
r,s,λ
k ) dy
≤
∫
γQk
ω(γεk + 1/n)(1 + |∇u˜
r,s,λ
k |+ |v˜
r,s,λ
k |
p) dy +
∫
γQk
f(y, u˜r,s,λk , v˜
r,s,λ
k ,∇u˜
r,s,λ
k ) dy. (4.23)
Using hypothesis (H1)p and for sufficiently large n we can get the estimate∫
γQk
(|∇u˜r,s,λk |+ |v˜
r,s,λ
k |
p) dy ≤ c
∫
γQk
f(y, u˜r,s,λk , v˜
r,s,λ
k ,∇u˜
r,s,λ
k ) dy.
Recalling that
εNk
|Du|(Qk)
→ 0 (see (4.16)), to estimate (4.23) we are left with
1
|Du|(Qk)
∫
γQk
f(y, u˜r,s,λk , v˜
r,s,λ
k ,∇u˜
r,s,λ
k ) dy
≤
1
|Du|(Qk)
{∫
γQk
f(y, u¯k, v¯k,∇u¯k) dy +
∫
γQk∩{|u¯k−ak|+
|τLk(v¯k)−v¯k|
λ ≥s}
f(y, ak, τLk(v¯k), 0) dy
+ C
∫
γQk∩{r<|u¯k−ak|+
|τLk(v¯k)−v¯k|
λ <s}
(
1 + 1s−r |u¯k − ak|
∣∣∣∇(|u¯k − ak|+ | τLk (v¯k)−v¯kλ |)∣∣∣) dy
+ C
∫
γQk∩{r<|u¯k−ak|+
|τLk(v¯k)−v¯k|
λ <s}
(|∇(u¯k − ak)||τLk(v¯k)− v¯k|
p + |τLk(v¯k)|
p) dy
}
,
where we have used (H1)p, co-area formula and exploited the fact that v¯k is regular.
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Thus
1
|Du|(Qk)
∫
γQk
f(y, u˜r,s,λk , v˜
r,s,λ
k ,∇u˜
r,s,λ
k ) dy
≤
1
|Du|(Qk)
{∫
γQk
f(y, u¯k, v¯k,∇u¯k) dy + C|γQk|+ C
∫
γQk∩{|u¯k−ak|+
|τLk (v¯k)−v¯k|
λ ≥s}
|τLk(v¯k)|
pdy
+C
s
s− r
∫
γQk∩{r<|u¯k−ak|+
|τLk(v¯k)−v¯k|
λ <s}
∣∣∣∇(|u¯k − ak|+ |τLk (v¯k)−v¯k|λ )∣∣∣+ |∇u¯k|dy
+C
∫
γQk∩{r<|u¯k−ak|+
|τLk(v¯k)−v¯k|
λ <s}
[|τLk(v¯k)− v¯k|
p + |τLk(v¯k)|
p] dy
}
≤
1
|Du|(Qk)
{∫
γQk
f(y, u¯k, v¯k,∇u¯k) dy + C|γQk|+
∫
γQk∩{|u¯k−ak|+
|τLk
(v¯k)−v¯k|
λ
≥s}
|τLk(v¯k)|
pdy
+ C
s
s− r
∫ s
r
HN−1(γQk ∩ {|u¯k − ak|+
|τLk (v¯k)−v¯k|
λ = t}) dt+C
∫
γQk∩{r<|u¯k−ak|+
|τLk
(v¯k)−v¯k|
λ
<s}
|∇u¯k| dy
+C
∫
γQk∩{r<|u¯k−ak|+
|τLk
(v¯k)−v¯k|
λ
<s}
|τLk(v¯k)− v¯k|
p + |τLk(v¯k)|
p, dy
}
By condition a) above
lim sup
k→+∞
1
|Du|(Qk)
∫
γQk
f(y, u¯k, v¯k,∇u¯k) dy ≤ µ
c(x0).
Moreover, for fixed k, for every λ, and for almost every s,
lim
r→s
s
s− r
∫ s
r
HN−1
(
γQk) ∩
{
|u¯k − ak|+
|τLk(v¯k)|
λ = t
})
dt = sHN−1
(
γQk ∩
{
|u¯k − ak|+
|τLk (v¯k)−v¯k|
λ = s
})
and
lim
r→s
∫
γQk∩{r<|u¯k−ak|+
|τLk(v¯k)−v¯k|
λ <s}
|∇u¯k| dy
= lim
r→s
∫
γQk∩{r<|u¯k−ak|+
|τLk(v¯k)−v¯k|
λ <s}
(|τLk(v¯k)− v¯k|
p + |τLk(v¯k)|
p) dy = 0.
Then, for each k, we can choose 2n2 ≤ rk < sk ≤
1
2n such that
1
|Du|(Qk)
∫
γQk∩{rk<|u¯k−ak|+
|τLk (v¯k)−v¯k|
λ <sk}
|∇u¯k| dy ≤
εNk
|Du|(Qk)
,
and we choose λk such that ∫
Q
∇(|τLk(v¯k)−v¯k|)
λk
dy ≤ C (4.24)
for a fixed constant C and, making use of Lemma 2.12 in [18], we observe that
1
|Du|(Qk)
s
s− r
∫ s
r
HN−1(γQk) ∩
{
|u¯k − ak|+
|τLk(v¯k)−v¯k|
λk
= t
}
) dt
≤
1
|Du|(Qk)
c
ln(n)
∫
γQk∩{|u¯k−ak|+
|τLk (v¯k)−v¯k|
λk
≤ 12n }
∇
(
|u¯k|+
|τLk (v¯k)−v¯k|
λk
)
dy.
We can estimate the last expression by (4.24) and arguing as in [18, (4.17)]
1
|Du|(Qk)
c
ln(n)
∫
γQk∩{|u¯k−ak|+
|τLk(v¯k)−v¯k|
λk
≤
1
n}
|∇u¯k| dy
≤
1
|Du|(Qk)
c
ln(n)
∫
γQk∩{|u¯k−ak|+
|τLk (v¯k)−v¯k|
λk
≤
1
n}
f(y, u¯k, v¯k,∇u¯k) dy.
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Moreover, the p-equiintegrability of {τLk(v¯k)} guarantees that∫
γQk∩{|u¯k−ak|+
|τLk(v¯k)−v¯k|
λk
≥sk}
|τLk(v¯k)|
p dy = O
(
1
n
)
.
and from condition a) in Step 1 it follows (4.20) as we claimed.
To achieve Step 2 it remains to prove (4.21). By a change of variables this is equivalent to prove
lim
k→+∞
εN−1k
|Du|(Qk)
∫
Q
∣∣∣∣u˜k(x0 + εkz)− ak −
(
u(x0 + εkz)−
1
|Qk|
∫
Qk
u dy
)∣∣∣∣ dz = 0
which can be written ‖uˆk − w¯k‖L1(Q) → 0 if we introduce the functions
uˆk(z) :=
εN−1k
|Du|(Qk)
[
u(x0 + εkz)−
1
|Qk|
∫
Qk
u(y) dy
]
,
w¯k(z) :=
εN−1
k
|Du|(Qk)
(u˜k(x0 + εkz)− ak) , wk(z) :=
εN−1
k
|Du|(Qk)
(u¯k(x0 + εkz)− ak) . (4.25)
Thus we have
‖uˆk − w¯k‖L1 ≤ ‖uˆk − wk‖L1 +
εN−1
k
|Du|(Qk)
∫
Q
|u¯k(x0 + εkz)− u˜k(x0 + εkz)| dz
= ‖uˆk − wk‖L1 +
εN−1
k
|Du|(Qk)
×
×
∫
Q
∣∣∣u¯k(x0 + εkz)− ak)(1 − ϕk (|u¯k(x0 + εkz)− ak|+ |τLk v¯k(x0+εkz)−v¯k(x0+εkz)|λk
)∣∣∣ dz
≤ ‖uˆk − wk‖L1 +
εN−1k
|Du|(Qk)
×
×
∫
{y∈Q: |u¯k(x0+εky)−ak|+
|τLk◦v¯k(x0+εkz)−v¯k(x0+εkz)|
λk
≥rk}
|u¯k(x0 + εkz)− ak| dz
≤ ‖uˆk − wk‖L1 +
∫
{y∈Q: |u¯k(x0+εky)−ak|+
|τLk◦v¯k(x0+εkz)−v¯k(x0+εkz)|
λk
≥rk}
|wk(z)| dz.
Observe that ‖uˆk−wk‖L1 → 0. Indeed it is exactly condition c) in Step 1, if we make the evident change
of variables.
For the second term, we start by proving that {wk} is equi-integrable. Indeed, by the definition of
total variation of the BV function uˆk, it is clear that |Duˆk|(Q) = 1. Moreover, since
∫
Q uˆk dz = 0, us-
ing Poincare´ inequality (cf. [5, Theorem 3.44]) we deduce that {uˆk} is bounded in L
1. Therefore the
compactness of BV in L1 (cf [5, Theorem 3.23]) implies that {uˆk} is equi-integrable. Then adding the
fact that ‖uˆk − wk‖L1 → 0 as k → +∞, we get that {wk} is equi-integrable as desired. It remains
to prove that
∣∣∣{y ∈ Q : |u¯k(x0 + εky)− ak|+ |τLk◦v¯k(x0+εky)−v¯k(x0+εky)|λk ≥ rk
}∣∣∣ → 0 as k → +∞ to ob-
tain
∫
{y∈Q: |u¯k(x0+εky)−ak|+
|τLk◦v¯k(x0+εky)−v¯k(x0+εky)|
λk
≥rk}
|wk(y)| dy → 0 and thus (4.21). Indeed, since
ak → u(x0), and
|τLk◦v¯k(x0+εky)−v¯k(x0+εky)|
λk
→ 0, for a.e. y ∈ Q for sufficiently large k∣∣∣{y ∈ Q : |u¯k(x0 + εky)− ak|+ |τLk◦v¯k(x0+εky)−v¯k(x0+εky)|λk ≥ rk
}∣∣∣
≤
∣∣∣{y ∈ Q : |u¯k(x0 + εky)− u(x0)|+ |τLk◦v¯k(x0+εky)−v¯k(x0+εky)|λk ≥ 1n2
}∣∣∣
≤
∫
Q
n2|u¯k(x0 + εky)− u(x0)|+
|τLk◦v¯k(x0+εky)−v¯k(x0+εky)|
λk
dy
=
n2
|Qk|
∫
Qk
(
|u¯k(z)− u(x0)|+
|τLk◦v¯k(z)−v¯k(z)|
λk
)
dz,
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the result following from condition b) and the arbitrariness of λk and [16, Lemma 8.13].
Step 3. Notice that, defining
θk :=
|Du|(Qk)
εNk
, (4.26)
and recalling the definition of w¯k, (4.20) can be written as
(
1 + ω
(
1
n
))
µc(x0) ≥ lim sup
k→+∞
1
µk
∫
γQ
f(x0, u(x0), v˜k(x0 + εkz), θk∇w¯k(z)) dz. (4.27)
Let Vk(z) := θ
− 1
p
k v˜k(x0 + εkz). By d) it results that Vk ⇀ 0 in L
p(Q;Rm), and
(
1 + ω
(
1
n
))
µc(x0) ≥ lim sup
k→+∞
1
θk
∫
γQ
f(x0, u(x0), θ
1
p
k Vk(z), θk∇w¯k(z)) dz.
Then, modifying {Vk} and {w¯k}, we get new sequences {V˜k} and {w˜k} in order apply the convexity-
quasiconvexity of f . In fact we will need to work on the boundary of an inner cube τQ, τ ∈ (t, γ), and the
sequences will be modified in a layer τQ \ τ(1 − δ)Q.
To be precise, we claim that it is possible to define V˜k ⇀ 0 in L
p(τQ;Rm),
∫
τQ
V˜kdz = 0, and w˜k(x) =
A+ ϕk(x) for some ϕk ∈W 1,∞per (τQ;R
d) and such that
(
1 + ω
(
1
n
))
µc(x0) ≥ lim
k→+∞
1
θk
∫
τQ
f(x0, u(x0), θ
1
p
k V˜k(z), θk∇w˜k(z)) dz + Λ(1− t),
for some continuous function Λ : [0, 1]→ R with Λ(0) = 0.
We start choosing the function into which w¯k will be modified. We will show that there is a sequence
{ξk} of smooth functions depending only on xN such that
‖ξk − uˆk‖L1 → 0 and ∇ξk(τQ) −Duˆk(τQ)→ 0 a.e. τ ∈ (0, 1) as k → +∞. (4.28)
The procedure is to average uˆk in x1, ..., xN−1 and regularize the function obtained as follows. Let ηk(xN ) :=∫
Q′ uˆk(x
′, xN ) dx
′ where Q′ := (−1/2, 1/2)N−1 and x′ := (x1, ..., xN−1). Define ζk(xN ) := (ηk ∗ ρk)(xN ) for
some mollifying function ρk such that ‖ζk − ηk‖L1((− 12 , 12 )) ≤
1
k and define ξk(x) = ζk(xN ). Then
‖ξk − uˆk‖L1(Q) ≤ ‖ζk − ηk‖L1((− 12 ,
1
2 ))
+ ‖ηk − uˆk‖L1(Q),
where we have identified ηk with its natural extension to Q. By the choice of ζk, limk→+∞ ‖ζk − ηk‖L1 = 0
and for the other term we have, using Poincare´ inequality,
‖ηk − uˆk‖L1((− 12 ,
1
2 ))
≤
∫
Q
∣∣∣∣
∫
Q′
uˆk(x
′, zN) dx
′ − uˆk(z)
∣∣∣∣ dz ≤
∫ 1/2
−1/2
c |Dx′ uˆk(·, zN )| (Q
′) dzN
By definition of uˆk, doing the natural change of variables one get
Duˆk(Q) =
Du(Qk)
|Du|(Qk)
, (4.29)
which, accordingly to (4.19) converges to the matrix A = a ⊗ eN . Thus we are in conditions to apply
Proposition A.1 in [18] and obtain |Duˆk− (Duˆk ·A)A| → 0. In particular, for i = 1, ..., N − 1, |Duˆk ei|(Q) =
|(Duˆk − (Duˆk · A)A)ei + (Duˆk ·A)Aei|(Q)→ 0.
Now we choose the layer where we will change the sequences. Let τ ∈ (t, γ) be such that ∇ξk(τQ) −
Duˆk(τQ)→ 0, choose δ > 0 such that (1− δ)τ > t and
|∇ξk|(τQ \ τ(1 − δ)Q) ≤ |Duˆk|(Q \ tQ) =
|Du|((Qk) \ (tQk))
|Du|(Qk)
. (4.30)
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Notice that ∇w¯k(z) =
1
θk
∇u˜(x0 + εkz). Then, (4.20), (H1)p, and the second limit in (4.16) imply that ∇w¯k
is bounded in L1(γQ). In particular we can say∫
τQ\τ(1−δ)Q
(|Vk|
p + |∇w¯k|) dz ≤ C, ∀ k. (4.31)
Then we use the slicing method as in the proof of Lemma 2.7, replacing the cube Q therein by τQ.
Thus we divide for every j ∈ N, τQ \ τ(1 − δ)Q into j layers, getting recursively a sequence k(j), layers
Sj := {z ∈ τQ \ τ(1 − δ)Q : αj < dist(z, ∂(τQ)) < βj} and cut-off functions ηj on τQ such that
∫
Sj
(|Vk(j)|
p + |∇w¯k(j) |) dz ≤
C
j
,
1
|Sj |
∫
Sj
|w¯k(j) − ξk(j)| dz ≤
1
j
, and
∣∣∣∣ 1|τQ|
∫
τQ
−ηjVk(j) dz
∣∣∣∣∣∣∣∣ 1|τQ|
∫
τQ
(1− ηj) dz
∣∣∣∣
≤ 1.
Now, define
V˜j(z) := (1− ηj(z))
1
|τQ|
∫
τQ
−ηjVk(j) dz
1
|τQ|
∫
τQ
(1− ηj) dx
+ ηj(z)Vk(j)(z)
and
w˜j(z) := (1− ηj(z))ξk(j)(z) + ηj(z)w¯k(j)(z). (4.32)
By (4.27), adding and subtracting f(x0, u(x0), θ
1
p
k(j)V˜j(z), θk(j)∇w˜j(z)) inside the integral, having in mind
the definition of ηj and using (H1)p , we get
(
1 + ω
(
1
n
))
µc(x0) ≥ lim sup
j→+∞
1
θk(j)
∫
τQ
f(x0, u(x0), θ
1
p
k(j)Vk(j)(z), θk(j)∇w¯k(j)(z)) dz
≥ lim sup
j→+∞
1
θk(j)
{∫
τQ
f(x0, u(x0), θ
1
p
k(j)V˜j , θk(j)∇w˜j) dz
−
∫
{x∈τQ:dist(x,∂(τQ))≤βj}
f(x0, u(x0), θ
1
p
k(j)V˜j , θk(j)∇w˜j) dz
}
≥ lim sup
j→+∞
1
θk(j)
∫
τQ
f(x0, u(x0), θ
1
p
k(j)V˜j , θk(j)∇w˜j) dz −
∫
Sj
C(|∇w¯k(j) |+ |∇ηj | |w¯k(j) − ξk(j)|)dz
−
∫
Sj
C + |Vk(j)|
p dz −
∫
τQ\τ(1−δ)Q
c(1 + |∇ξk(j)|) dz
≥ lim sup
j→+∞
1
θk(j)
∫
τQ
f(x0, u(x0), θ
1
p
k(j)V˜j , θk(j)∇w˜j) dz −
c
j
−
∫
τQ\τ(1−δ)Q
c(1 + |∇ξk(j)|) dz.
By (4.30) and (4.17),
∫
τQ\τ(1−δ)Q
c(1 + |∇ξk(j)|) dz ≤ Λ(1 − t) for some continuous Λ : [0, 1] → R with
Λ(0) = 0. Therefore we have
(
1 + ω
(
1
n
))
µc(x0) ≥ lim sup
j→+∞
1
θk(j)
∫
τQ
f(x0, u(x0), θ
1
p
k(j)V˜j(z), θk(j)∇w˜j(z)) dz − Λ(1− t),
which proves our claim up to a relabeling of the sequence.
Step 4. Using the convexity-quasiconvexity of f we will achieve in this step the desired conclusion. Indeed,
as remarked above, the functions V˜k have 0 average in τQ. On the other hand, we can always construct
ξk such that ξk(x) − (
ζk(
τ
2 )−ζk(−
τ
2 )
τ ⊗ eN )x is a τQ-periodic function. This, together with the fact that
w˜j = ξk(j) on ∂(τQ), yields that w˜j ∈ (
ζk(j)(
τ
2 )−ζk(j)(−
τ
2 )
τ ⊗ eN )x+W
1,∞
per (τQ;R
d). Therefore
(
1 + ω
(
1
n
))
µc(x0) ≥ O(1 − t) + lim sup
j→+∞
|τQ|
θk(j)
f
(
x0, u(x0), 0, θk(j)
ζk(
τ
2 )−ζk(−
τ
2 )
τ ⊗ eN
)
.
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If we add and subtract in the previous limit the quantity |τQ|θk(j) f(x0, u(x0), 0,
θk(j)
|τQ|A) we get two terms.
One gives, by definition, the expected value of the f∞p function, i.e.
lim
j→+∞
|τQ|
θk(j)
f
(
x0, u(x0), 0,
θk(j)
|τQ|A
)
= f∞p (x0, u(x0), 0, A).
The other term can be estimated using the Lipschitz continuity of f(x0, u(x0), 0, ·), i.e. (3.1), and (4.29).
After passing to the limit on k, and using (4.28), (4.17) and (4.19), we get(
1 + ω
(
1
n
))
µc(x0) ≥ O(1 − t) + f
∞
p (x0, u(x0), 0, A) + Λ(1− t)
where Λ is a continuous function with Λ(0) = 0. We finally obtain the desired estimate letting n→ +∞ and
t→ 1−.
4.2 Upper bound in BV × Lp
In order to achieve the representation in Theorem 1.1, we localize our functionals. We define for open sets
A ⊂ Ω and for any (u, v) ∈ BV (Ω;Rd)× Lp(Ω;Rm),
Jp(u, v;A) := inf
{
lim inf
n→+∞
J(un, vn;A) : un ∈ BV (Ω;R
d), vn ∈ L
p(Ω;Rm), un → u in L
1, vn ⇀ v in L
p
}
where, with an abuse of notation,
J(u, v;A) :=


∫
A
f(x, u, v,∇u) dx, if (u, v) ∈ W 1,1(Ω;Rd)× Lp(Ω;Rm),
+∞, otherwise.
(4.33)
We start by observing that (H1)p implies that for every u ∈ BV (Ω;Rd) and for every v ∈ Lp(Ω;Rm), it
results
Jp(u, v;A) ≤ C
(
|A|+ |Du|(A) +
∫
A
|v|pdx
)
,
We observe that, arguing as in [12, Lemma 3.5], Jp is a variational functional. This means that the
following conditions hold:
1. Jp is local, that is Jp(u, v;A) = Jp(u′, v′;A), for every A ∈ A(Ω) and every (u, v), (u′, v′) ∈ BV (A;Rd)×
Lp(A;Rm) such that u = u′ and v = v′ a.e. in A;
2. Jp is sequentially lower semicontinuous, that is
Jp(u, v;A) ≤ lim inf
n→+∞
Jp(un, vn;A), ∀ A ⊂ Ω open, un → u in L
1(A;Rd) and vn ⇀ v in L
∞(A;Rm);
3. Jp(u, v; ·) is the trace of a Radon measure restricted to the family A(Ω).
The following result is devoted to prove the upper bound in BV × Lp, 1 < p < +∞.
Theorem 4.2 Let f : Ω × Rd × Rm × Rd×N → [0,+∞) be a continuous function satisfying (H0), (H1)p −
(H3)p, and Jp be defined in (1.2). Then for every (u, v) ∈ BV (Ω;R
d)× Lp(Ω;Rm)
Jp(u, v; Ω) ≤
∫
Ω
f(x, u, v,∇u)dx+
∫
Ju∩Ω
Kp(x, 0, u
+, u−, νu)dH
N−1 +
∫
Ω
f∞p (x, u, 0,
dDcu
d|Dcu| )d|D
cu|. (4.34)
Proof. The representation (4.34) is achieved first for (u, v) ∈ BV (Ω;Rd) ∩ L∞(Ω Rd) × L∞(Ω;Rm), then,
via an approximation argument as in [6], the result will be obtained in BV (Ω;Rd) × L∞(Ω;Rm). Then a
standard truncation argument (see [23, Theorem 14]) leads us to BV (Ω;Rd)× Lp(Ω;Rm).
Part 1. Let (u, v) ∈ BV (Ω;Rd) ∩ L∞(Ω Rd) × L∞(Ω;Rm). Since Jp(u, v) = Jp(u, v; Ω) and Jp(u, v; ·) is
the trace of a Radon measure on the open subsets of Ω, absolutely continuous with respect to |Du|+LN , it
will be enough to prove the following inequalities
dJp(u, v; ·)
dLN
(x) ≤ f(x, u(x), v(x),∇u(x)), LN − a.e. x ∈ Ω, (4.35)
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dJp(u, v; ·)
d|Dcu|
(x) ≤ f∞p
(
x, u(x), 0, dD
cu
d|Dcu| (x)
)
, |Dcu| − a.e.x ∈ Ω. (4.36)
Jp(u, v; Ju ∩ Ω) ≤
∫
Ju∩Ω
Kp(x, 0, u
−(x), u+(x), νu(x))dH
N−1. (4.37)
The proof of these inequalities exploits results proven in [6].
Bulk part. The inequality (4.35) is an immediate consequence of [23, Theorems 12 and 14], observing that
the same arguments therein can be applied when u is a function of bounded variation.
Cantor part. Let u ∈ BV (Ω;Rd) ∩ L∞(Ω;Rd) and v ∈ L∞(Ω;Rm). We follow [18] and [14], identifying u
with its approximate limit defined in Ω \ Ju.
Let un := u ∗ ρn, where ρn be a sequence of mollifiers, then by [18, Lemma 2.5],
un(x)→ u(x), |D
cu| − a.e. x ∈ Ω. (4.38)
Therefore u is |Dcu|−measurable. We write |Du| = |Dcu| + η, where η and |Dcu| are mutually singular
Radon measures. Let x0 ∈ Ω be such that
dJp(u, v; ·)
d|Dcu|
(x0) exists and is finite,
lim
ε→0+
η(B(x0, ε))
|Dcu|(B(x0, ε))
= 0, lim
ε→0+
|Du|(B(x0, ε))
|Dcu|(B(x0, ε))
exists and is finite, (4.39)
lim
ε→0+
εN
|Dcu|(B(x0, ε))
= 0, (4.40)
lim
ε→0+
1
|Dcu|(B(x0, ε))
∫
B(x0,ε)
|v(x)| dx = 0, lim
ε→0+
1
|Dcu|(B(x0, ε))
∫
B(x0,ε)
|v(x)|p dx = 0, (4.41)
A(x0) = lim
ε→0
Dcu(B(x0, ε))
|Dcu|(B(x0, ε))
exists and is a rank one matrix of norm one, (4.42)
lim
ε→0
1
|Dcu|(B(x0, ε))
∫
B(x0,ε)
f∞p (x0, u(x0), 0, A(x))d|D
cu| = f∞p (x0, u(x0), 0, A(x0)). (4.43)
Fix δ > 0. Using the Yosida transform of f introduced in Definition 2.9 and the properties in Proposition
2.10, we get
Jp(u, v;B(x0, ε)) ≤ lim inf
n→+∞
∫
B(x0,ε)
f(x, un, v,∇un) dx ≤ lim inf
n→+∞
{∫
B(x0,ε)
f(x0, u(x0), v,∇un) dx
+
∫
B(x0,ε)
δ(1 + |v|+ |∇un|) + λ(ε+ |un − u(x0)|)(1 + |v|+ |∇un|) dx
}
≤ lim inf
n→+∞
{∫
B(x0,ε)
f (x0, u(x0), v, (Du ∗ ρn)) dx+ (δ + λε)(1 + ‖v‖L∞)|B(x0, ε)|
+(λε+ δ)
∫
B(x0,ε)
|∇un| dx) + λC
∫
B(x0,ε)
|un − u(x0)|(1 + ‖v‖L∞|∇un|) dx
}
An argument entirely similar to [18, Section 5, steps 1 and 2 (page 37)], allows us to write
Jp(u, v;B(x0, ε)) ≤ lim inf
ε→0+
lim inf
n→+∞
1
|Dcu|(B(x0, ε))
∫
B(x0,ε)
f(x0, u(x0), v,Du ∗ ̺n)dx+O(δ).
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Let h : Rm×Rd×N → [0,∞) given by h(b, ξ) := supt≥0
f(x0,u(x0),t
1
p b,tξ)−f(x0,u(x0),0,0)
t . Then, h is positively
homogeneous of degree (p, 1) and satisfies (3.1). The convexity of f∞p (x0, u(x0), ·, ·) when ξ is at most a rank-
one matrix entails f∞p (x0, u(x0), b, ξ) = h(b, ξ), for every (b, ξ) ∈ R
m × Rd×N , with rankξ ≤ 1. Thus,
dJp(u, v;B(x0, ε))
d|Dcu|(B(x0, ε))
= lim inf
ε→0+
lim inf
n→+∞
1
|Dcu|(B(x0, ε))
∫
B(x0,ε)
h(v,Du ∗ ̺n)dx (4.44)
+ lim sup
ε→0+
1
|Dcu|(B(x0, ε))
∫
B(x0,ε)
f(x0, u(x0), 0, 0)dx+O(δ).
Observe that, (3.1) gives
lim inf
ε→0+
lim inf
n→+∞
∫
B(x0,ε)
h
(
v
(|Dcu|(B(x0, ε)))
1
p
,
Du ∗ ̺n
|Dcu|(B(x0, ε))
)
dx
≤ lim sup
ε→0+
lim sup
n→+∞
∫
B(x0,ε)
h
(
0, Du∗̺n|Dcu|(B(x0,ε))
)
dx+ lim
ε→0+
∫
B(x0,ε)
|v|p
|Dcu|(B(x0,ε))
dx
+ lim
ε→0+
lim
n→+∞
∫
B(x0,ε)
∣∣∣∣ v
(|Dcu|(B(x0,ε)))
1
p
∣∣∣∣ ∣∣∣ Du∗̺n|Dcu|(B(x0,ε))
∣∣∣ 1p′ .
and (4.41) guarantees that the second limit from below is 0. The last term can be estimated via Ho¨lder
inequality, leading to
lim
ε→0+
lim
n→+∞
(∫
B(x0,ε)
|v|p
|Dcu|(B(x0, ε))
dx
) 1
p
(∫
B(x0,ε)
|Du ∗ ̺n|
|Dcu|(B(x0, ε))
dx
) 1
p′
.
The first term of the above product is null by (4.41), while the latter, exploiting [6, Lemma 4.5] (see also
[18, Lemma 2.5]) becomes (
lim
ε→0+
∫
B(x0,ε)
|Du|
|Dcu|(B(x0, ε))
) 1
p′
which is finite by (4.39). Thus, from, (4.44) we can conclude that
dJp(u, v;B(x0, ε))
d|Dcu|(B(x0, ε))
≤ lim sup
ε→0+
lim sup
n→+∞
1
|Dcu|(B(x0, ε))
∫
B(x0,ε)
h(0, Du ∗ ̺n)dx +O(δ).
Then the thesis is achieved via the same arguments in [18], (4.43) and letting δ → 0+.
Jump part. We show that
Jp(u, v; Ju ∩ Ω) ≤
∫
Ju∩Ω
Kp(x, 0, u
−, u+, νu))dH
N−1, (4.45)
for every u ∈ BV (Ω;Rd) ∩ L∞(Ω;Rd)× L∞(Ω;Rm).
The proof of (4.45) develops exploiting the arguments in [6, Proposition 4.8], [19, Lemma 4.2] and [10,
Proposition 4.1] and it is divided into three parts according to the limit function u.
Case 1. u(x) = cχE + d(1 − χE) with Per(E; Ω) <∞.
Case 2. u(x) =
∑
ciχEi(x), where {Ei}
∞
i=1 forms a partitions of Ω into sets of finite perimeter.
Case 3. u ∈ BV (Ω;Rd) ∩ L∞(Ω;Rd).
Proof of Case 1. We start to consider u := cχE + d(1− χE), with PerΩ(E) < +∞, and v ∈ L
∞(Ω;Rm) and
we aim to prove that
Jp(u, v;A) ≤
∫
A
f(x, u, v, 0)dx+
∫
Ju∩A
Kp(x, 0, c, d, νu)dH
N−1, for everyA ∈ A(Ω). (4.46)
This proof is divided into several steps.
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Step 1. First we assume that u has a planar interface, i.e. let ν ∈ SN−1, a0 ∈ RN , consider A = a0 + λQν ,
an open cube centered at a0, with two faces orthogonal to ν, with side length λ, and let
u(x) :=
{
c if (x− a0) · ν > 0,
d if (x− a0) · ν ≤ 0.
We start to consider the case where f does not depend on x and we claim that there exist a sequence
{un} ⊂W
1,1(a0 + λQν ;R
d) such that
un =
{
c if x · ν = −λ2 ,
d if x · ν = λ2 ,
un(x) = un(x + kλνi), i = 1, . . .N − 1, k ∈ Z, where {ν1, . . . , νN−1, ν} is an orthonormal basis of RN , and
a sequence {vn} ⊂ Lp(a0 + λQν ;Rm), such that vn(x) = v(x) if |(x − a0) · ν| >
λ
2(2n+1) , with un → u in
L1(a0 + λQν ;R
d), vn ⇀ v in L
p(a0 + λQν ;R
m) and
lim
n→+∞
∫
a0+λQν
f(un, vn,∇un)dx =
∫
a0+λQν
f(u, v, 0)dx+ λN−1Kp(0, c, d, ν). (4.47)
Step 1 a). We first consider the case a0 = 0 and λ = 1 and without loss of generality we assume that
ν = eN . We claim that for all ξ ∈ A(c, d, eN ) and for all ϕ ∈ Lp(Q;Rm),with
∫
Q
ϕdx = 0, there exists
ξn ∈ A(c, d, eN ) and vn ∈ Lp(Q;Rm) such that vn(x) = v(x) if |xN | >
1
2(2n+1)
‖ξn − u‖L1(Q;Rd) → 0, vn ⇀ v in L
p(Q;Rm) as n→ +∞, (4.48)
and
lim
n→+∞
∫
Q
f(ξn, vn,∇ξn)dx =
∫
Q
f(u, v, 0)dx+
∫
Q
f∞p (ξ, ϕ,∇ξ)dx. (4.49)
Let Σ := {x ∈ Q : xN = 0}. For k ∈ N, we label the elements of (Z ∩ [−k, k]N) × {0} by {ai}
2k+1N−1
i=1 and
we observe
(2k + 1)Σ =
(2k+1)N−1⋃
i=1
(ai +Σ),
with (ai +Σ) ∩ (aj + Σ) = ∅ if i 6= j. Extending ξ(·, xN )→ RN−1 by periodicity we define
ξ2k+1(x) :=


c if xN >
1
2(2k+1) ,
ξ((2k + 1)x) if |xN | ≤
1
2(2k+1) ,
d if xN < −
1
2(2k+1) .
(4.50)
Clearly ξ2k+1 ∈ A(c, d, eN ) and ‖ξ2k+1 − u‖L1(Q;Rd) → 0 as k → +∞ (see proof of [18, Lemma 4.2]).
Extending ϕ(·, xN ) to R
N−1 by periodicity define
v2k+1(x) :=
{
v(x) if |xN | >
1
2(2k+1) ,
(2k + 1)
1
pϕ((2k + 1)x) if |xN | ≤
1
2(2k+1) .
We observe that v2k+1 ⇀ v in L
p(Q;Rm). Indeed, there exists C > 0 such that for every k ∈ N,∫
Q
|v2k+1|
pdx ≤
∫
Σ
∫
|xN |≥
1
2(2k+1)
|v|pdx +
∫
Σ
∫
|xN |≤
1
2(2k+1)
(2k + 1)|ϕ((2k + 1)x)|pdx
≤ C +
∫
Σ
∫ 1
2
− 12
|ϕ((2k + 1)x′, xN )|
pdx = C +
∫
Σ
∫ 1
2
− 12
|ϕ(x′, xN )|
pdx ≤ C,
where the periodicity of ϕ has been exploited. In order to achieve the weak convergence of {v2k+1} to v it
is enough to prove that limk→+∞
∫
E v2k+1dx =
∫
E vdx for every E ⊆ Q (see [16, Corollary 2.49]). In fact,∫
E
(v2k+1 − v)dx = −
∫
{x∈E:|xN |<
1
2(2k+1)
}
v dx+
∫
{x∈E:|xN |<
1
2(2k+1)
}
(2k + 1)
1
pϕ((2k + 1)x)dx.
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The first integral trivially converges to 0 as k → +∞, while, concerning the second one,∣∣∣∣∣
∫
{x∈E:|xN |<
1
2(2k+1)
}
(2k + 1)
1
pϕ((2k + 1)x)dx
∣∣∣∣∣ ≤ (2k + 1)
1
p
2k + 1
∫
Σ
∫ 1
2
− 12
|ϕ(x′, xN )|dx,
which, using periodicity of ϕ and letting k → +∞ converges to 0.
Consider ∫
Q
f(ξ2k+1, v2k+1,∇ξ2k+1)dx =
∫
Σ
∫ − 1
2(2k+1)
− 12
f(c, v(x), 0)dx+
∫
Σ
∫ 1
2
1
2(2k+1)
f(d, v(x), 0)dx
+
∫
Σ
∫
|xN |<
1
2(2k+1)
f(ξ((2k + 1)x), (2k + 1)
1
pϕ((2k + 1)x), (2k + 1)∇ξ((2k + 1)x)dx.
The first two integrals in the right hand side, converge as k → +∞, to
∫
Q f(u(x), v(x), 0)dx.
The latter integral, after a change of variables becomes∫
Σ
∫
|xN |<
1
2(2k+1)
f(ξ((2k + 1)x), (2k + 1)
1
pϕ((2k + 1)x), (2k + 1)∇ξ((2k + 1)x))dx
=
1
2k + 1
∫
Q
f(ξ(y), (2k + 1)
1
pϕ(y), (2k + 1)∇ξ(y))dy →
∫
Q
f∞p (ξ(y), ϕ(y),∇ξ(y))dy
as k → +∞. Putting together the last to limits we obtain (4.49).
Step 1 b). Let {(ηn, ϕn)} ⊂ A(c, d, eN ) × Lp(Q;Rm) with
∫
Q ϕndy = 0 be a minimizing sequence for
Kp(0, c, d, εN).
Observe that sinceKp(0, c, d, eN) is finite and f
∞
p satisfies (3.4), then we can assume that {ϕn} is bounded
in Lp(Q;Rm).
By (4.49), for every n ∈ N we can find kn ∈ N , un ∈ A(c, d, eN ) and vn ∈ Lp(Q;Rm) such that
‖un − u‖L1(Q;Rd) <
1
n ,
∣∣∣∫Q(vn − v)ψldx
∣∣∣ < 1n , (for l = 1, . . . , n) and {ψl} a dense sequence of functions in
Lq(Q;Rm), with
vn(x) :=
{
v(x) if |xN | >
1
2(2kn+1)
,
(2kn + 1)
1
pϕn((2kn + 1)x)) if |xN | ≤
1
2(2kn+1)
,
and ∣∣∣∣
∫
Q
f(un, vn,∇un)dx −
∫
Q
f(u(x), v(x), 0)dx −
∫
Q
f∞p (ηn, ϕn,∇ηn)dx
∣∣∣∣ < 1n.
By the lower bound inequality and the last estimate we have (4.47), up to a relabeling of the sequences {un}
and {vn} with the same indices kn, when λ = 1 and a0 = 0.
Now we consider the case of A := λQ, for λ > 0. Define
fλ(u, v, ξ) := f
(
u, v, ξλ
)
, u0 :=
{
c if xN > 0,
d if xN ≤ 0,
and v0(x) := v(λx) for every x ∈ Q. (4.51)
By (4.47) when a0 = 0 and λ = 1, there exists (un, vn) ∈ A(c, d, eN ) × Lp(Q;Rm) such that un → u0 in
L1(Q;Rd), vn ⇀ v0 in L
p(Q;Rm) and∫
Q
fλ(un, vn,∇un)dx→
∫
Q
fλ(u0(x), v0(x), 0)dx + (Kp)λ(0, c, d, eN), (4.52)
where (Kp)λ is the function defined in (1.6), with f replaced by fλ above. Consider any a0 ∈ R
N and set
u¯n(x) := un
(
x−a0
λ
)
, v¯n(x) := vn
(
x−a0
λ
)
, x ∈ a0 + λQ. (4.53)
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Clearly {u¯n} meets the boundary conditions, and is periodic in the e1, . . . , eN−1 directions with period λ.
Moreover, ‖u¯n − u‖L1(a0+λQ) → 0 and v¯n ⇀ v in L
p(a0 + λQ;R
m) and∫
a0+λQ
f(u¯n, v¯n,∇u¯n)dx =
∫
a0+λQ
f(un
(
x−a0
λ
)
, vn
(
x−a0
λ
)
, 1λ∇un
(
x−a0
λ
)
)dx
= λN
∫
Q
fλ(un(y), vn(y),∇un(y))dy → λ
N
∫
Q
fλ(u0(y), v0(y), 0)dy + λ
N (Kp)λ(0, c, d, eN),
(4.54)
as n→ +∞. Moreover,
λN
∫
Q
fλ(u0(y), v0(y), 0)dy =
∫
a0+λQ
f(u(x), v(x), 0)dx, and (Kp)λ(0, c, d, eN ) =
1
λ
Kp(0, c, d, eN). (4.55)
Hence we obtain (4.47). Step 1 c). We allow f to have explicit x-dependence. Let A be an on open subset
of Ω and A∗ := α + λQν ⊂⊂ A for some α ∈ R
N , λ > 0. Without loss of generality, we may assume that
a0 = 0 and ν = eN . We denote Qν by Q and we let A
′ := {x ∈ A∗ : xN = 0} and Q′ := {x ∈ Q : xN = 0}.
Since A∗ is compactly included in A, fixing ε > 0 it is possible to find δ > 0 such that (H2)p and Proposition
3.6 (e) hold uniformly in A∗, i.e.
x, y ∈ A∗, |x− y| < δ ⇒ |f(x, u, b, ξ)− f(y, u, b, ξ)| ≤ εC(1 + |ξ|+ |b|p) (4.56)
and
x, y ∈ A∗, |x− y| < δ ⇒ |Kp(x, b, c, d, ν)−Kp(y, b, c, d, ν)| ≤ εC(1 + |d− c|+ |b|
p). (4.57)
Let h ∈ N be such that
η :=
λ
h
< δ (4.58)
and partition A′ into hN−1 (N − 1)-dimensional cubes, aligned according to the coordinate axes and with
mutually disjoint interiors. Namely,
A′ =
hN−1⋃
i=1
(ai + ηQ
′
). (4.59)
Denoting Q′i := ai + ηQ
′ and Qi := ai + ηQ, we claim that there exist {uk} ⊂ W 1,1(A∗;Rd) and {vk} ⊂
Lp(A∗;Rm) such that uk → u in L1(A;Rd), vk ⇀ v in Lp(A;Rm) and
lim
k→+∞
∫
A∗
f(x, uk, vk,∇uk)dx =
∫
Ju∩A∗
Kp(x, 0, c, d, eN )dH
N−1 +
∫
A∗
f(x, u(x), v(x), 0)dx. (4.60)
By Step 1 b), there exist sequences {u
(1)
k } ⊂ A(c, d, eN ), related to the cube Q1 and {v
(1)
k } ⊂ L
p(Q1;R
m),
such that
lim
k→+∞
∫
Q1
f(a1, u
(1)
k , v
(1)
k ,∇u
(1)
k )dx = η
N−1Kp(a1, 0, c, d, eN) +
∫
Q1
f(a1, u(x), v(x), 0)dx.
By Remark 2.8 i), there exist subsequences, not relabeled, {ξ
(1)
k } ⊂W
1,1(Q1;R
d) and {v
(1)
k } ⊂ L
p(Q1;R
m)
such that ξ
(1)
k → u in L
1(Q1;R
d), with ξ
(1)
k (x) = U
(1)
k ((x − a1)/η) on ∂Q1, (U
(1)
k is a mollification of u),
v
(1)
k ⇀ v in L
p(Q1;R
m) and
lim sup
k→+∞
∫
Q1
f(a1, ξ
(1)
k , v
(1)
k ,∇ξ
(1)
k )dx ≤ lim infk→+∞
∫
Q1
f(a1, u
(1)
k , v
(1)
k ,∇u
(1)
k )dx
= ηN−1Kp(a1, 0, c, d, eN) +
∫
Q1
f(a1, u(x), v(x), 0)dx.
By the lower bound inequality proved in the previous section and the above estimate we have
lim
k→+∞
∫
Q1
f(a1, ξ
(1)
k , v
(1)
k ,∇ξ
(1)
k )dx = η
N−1Kp(a1, 0, c, d, eN) +
∫
Q1
f(a1, u(x), v(x), 0)dx.
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By induction we can repeat the same argument, obtaining hN−1 further subsequences {k} and corresponding
sequences {ξ
(j)
k } ⊂ A(c, d, eN ) related to the cube Qj , with ξ
(j)
k → u in L
1(Qj ;R
d), ξ
(j)
k = U
(j)
k on ∂Qj and
{v
(j)
k } ⊂ L
p(Qj ;R
m), with v
(j)
k ⇀ v in L
p(Qj;R
m) and for every j = 1, . . . , hN−1,
lim
k→+∞
∫
Qj
f(aj , ξ
(j)
k , v
(j)
k ,∇ξ
(j)
k )dx = η
N−1Kp(aj , 0, c, d, eN) +
∫
Qj
f(aj, u(x), v(x), 0)dx.
Next we take the hN−1 subsequence and for all j = 1, . . . , hN−1 we consider sequences {ζk} and {v˜k}, defined
in ∪h
N−1
j=1 Qj with ζk = ξ
(j)
k , v˜k = v
(j)
k on Qj, such that for every j = 1, . . . , h
N−1.
lim
k→+∞
∫
Qj
f(aj , ζk, v˜k,∇ζk)dx = η
N−1Kp(aj , 0, c, d, eN) +
∫
Qj
f(aj , u, v, 0)dx. (4.61)
Define the sequences {uk,ε} and {vk,ε} almost everywhere on A∗, as follows
uk,ε(x) :=


ζk(x) if x ∈ ∪h
N−1
j=1 Qj,
d if xN > η/2,
c if xN < −η/2,
vk,ε(x) :=
{
v˜k(x) if x ∈ ∪
hN−1
j=1 Qj,
v(x) if |xN | > η/2.
(4.62)
Clearly, since ζk = U
(j)
k on ∂Qj and U
(j)
k (x) = d (respectively c) for xN = η/2 (respectively for xN = −η/2),
uk,ε ∈W 1,1(A∗;Rd). Also v˜k ∈ Lp(A∗;Rm) and moreover it coincides with v(x) if |xN | > η/2. Furthermore,
we have
lim
ε→0+
lim
k→+∞
‖uk,ε − u‖L1(A∗;Rd) = 0 (4.63)
and vk,ε ⇀ v in L
p(A∗;Rm) as k → +∞ and as ε→ 0. Also,
∫
A
f(x, uk,ε, vk,ε,∇uk,ε)dx =
hN−1∑
i=1
∫
Qi
f(ai, ζk, v˜k,∇ζk)dx+
hN−1∑
i=1
∫
Qi
(f(x, ζk, v˜k,∇ζk)− f(ai, ζk, v˜k,∇ζk))dx
+
∫
A∗∩{xN>η/2}
f(x, d, v(x), 0)dx +
∫
A∗∩{xN<−η/2}
f(x, c, v(x), 0)dx =: I1 + I2 + I3 + I4. (4.64)
Then it is easily seen that by (4.61), we have
lim
k→+∞
I1 =
hN−1∑
i=1
(
ηN−1Kp(ai, 0, c, d, eN) +
∫
Qi
f(ai, u(x), v(x), 0)dx
)
.
Moreover,
lim
k→+∞
(I3 + I4) =
∫
A∗∩{xN>η/2}
f(x, d, v(x), 0)dx +
∫
A∗∩{xN<−η/2}
f(x, c, v(x), 0)dx. (4.65)
Regarding I2, by (4.56), (H1)p and since, by construction, the sequences {v˜k} and {ζk} are bounded in
Lp(∪h
N−1
i=1 Qi;R
m) and in W 1,1(∪h
N−1
i=1 Qi;R
d) respectively, we have
lim sup
k→∞
I2 ≤ lim sup
k→+∞
hN−1∑
i=1
∫
Qi
εC(1 + |v˜k|
p + |∇ζk|)dx = O(ε),
By (4.57) we have ∣∣∣∣∣∣
∫
A∗∩Ju
Kp(x, 0, c, d, eN)dH
N−1 − ηN−1
hN−1∑
i=1
Kp(ai, 0, c, d, eN)
∣∣∣∣∣∣
≤
hN−1∑
i=1
∫
Qi
|Kp(x, 0, c, d, eN )−Kp(ai, 0, c, d, eN)| dH
N−1 = O(ε).
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Finally, putting together, this estimate, the limits of I2, I3, I4 and estimating
∑hN−1
i=1
∫
Qi
f(ai, u, v, 0)dx in
I1 via (4.56), we obtain the desired approximating sequence, just letting ε→ 0
+ and using a diagonalization
procedure. Thus we have proved (4.46) when u has a planar interface and A∗ is a cube.
Step 1 d). Now let A∗ be an open subset of Ω such that
lim
j→+∞
lim
ε→0+
1
ε
LN
({
x ∈ A∗ : dist(x, ∂∗E ∩ A∗) < ε, dist(x, ∂A∗) < 1j
})
= 0. (4.66)
With u defined as in Step 1 c), we claim that, given any sequence εn → 0+, there exists a subsequence
{εnk}, a sequence {uk} ⊂W
1,1(A∗;Rd) and {vk} ⊂ L
p(A∗;Rm) such that uk → u in L
1(A∗;Rm) and vk ⇀ v
in Lp(A∗;Rm) and
lim
k→+∞
∫
A∗
f(x, uk, vk,∇uk)dx =
∫
A∗
f(x, u(x), v(x), 0)dx +
∫
∂∗E∩A∗
Kp(x, 0, c, d, eN )dH
N−1.
By Whitney covering theorem we may write
A∗ =
∞⋃
i=1
(ai + δiQ) =:
∞⋃
i=1
Qi,
where δi, diamQi, dist(Qi, ∂A
∗) , dist(ai, ∂A
∗) satisfy [10, (4.11) and (4.12)]. We choose L > 0 as in [10,
page 552] and introduce
Ωj :=
{
x ∈ A∗ : dist(x, ∂A∗) ≥ 1j
}
, Gj :=
{
Qi : dist(ai, ∂A
∗) < 1Lj
}
, Fj :=
{
Qi : dist(ai, ∂A
∗) ≥ 1Lj
}
.
For every j, Fj is a finite family of cubes, the choice of L, provides that if Qi ∈ Gj then Qi ∩ Ωj = ∅, so
that Ωj ⊂ ∪Fj and thus Ωj is covered by a finite number of cubes Qi (see [10] for details).
By Step 1 c) given the sequence εn → 0+, there exists a subsequence {ε
(1)
k } and sequences {u
(1)
k } in
W 1,1(Q1;R
d) and {v
(1)
k } in L
p(Q1;R
m) such that u
(1)
k → u in L
1(Q1 : R
d), v
(1)
k ⇀ v in L
p(Q1;R
m) and
lim
k→+∞
∫
Q1
f(x, u
(1)
k , v
(1)
k ,∇u
(1)
k )dx =
∫
∂∗E∩Q1
Kp(x, 0, c, d, eN )dH
N−1 +
∫
Q1
f(x, u(x), v(x), 0)dx.
By i) in Remark 2.8 there exists a subsequence, still denoted by k, {w
(1)
k } ⊂ W
1,1(Q1,R
d), and {v˜
(1)
k } ⊂
Lp(Q1;R
m), such that w
(1)
k → u in L
1(Q1;R
d) and w
(1)
k (x) = U
(1)
k ((x − a1)/δ1) for every x ∈ ∂Q1, where
the latter functions are mollifications of u, with v˜
(1)
k ⇀ u in L
p(Q1;R
m) and
lim sup
k→+∞
∫
Q1
f(x,w
(1)
k , v˜
(1)
k ,∇w
(1)
k )dx ≤lim infk→+∞
∫
Q1
f(x, u
(1)
k , v
(1)
k ,∇u
(1)
k )dx
=
∫
∂∗E∩Q1
Kp(x, 0, c, d, eN )dH
N−1 +
∫
Q1
f(x, u(x), v(x), 0)dx.
This together with the lower bound inequality proved in the previous subsection gives
lim sup
k→+∞
∫
Q1
f(x,w
(1)
k , v˜
(1)
k ,∇w
(1)
k )dx =
∫
∂∗E∩Q1
Kp(x, 0, c, d, eN)dH
N−1 +
∫
Q1
f(x, u(x), v(x), 0)dx.
By repeatedly taking subsequences and applying Step 1 c) and (i) in Remark 2.8, following the same ar-
guments as above, since in Fj there are only finitely many cubes, it is possible to obtain a sequence {εk}
of {εn} and sequences {ξ
(i)
k } ⊂ W
1,1(Qi;R
d) and in A(c, d, eN ) relative to the cube Qi, such that ξ
(i)
k → u
in L1(Qi;R
d) and ξ
(i)
k (x) = Uεk((x − ai)/δi) for x ∈ ∂Qi, and {v
(i)
k } ⊂ L
p(Qi;R
m), such that v
(i)
k ⇀ v in
Lp(Qi;R
m) such that
lim
k→+∞
∫
Qi
f(x, ξ
(i)
k , v
(i)
k ,∇ξ
(i)
k )dx =
∫
∂∗E∩Qi
Kp(x, 0, c, d, eN )dH
N−1 +
∫
Qi
f(x, u(x), v(x), 0)dx, (4.67)
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for every Qi in Fj . Denote by {ζk} and {v˜k} the sequences defined in ∪{i:Qi∈Fj}Qi, such that ζk := ξ
(i)
k and
v˜k := v
(i)
k in Qi. Next we define the sequences
uk(x) :=
{
ζk(x) if x ∈ ∪{i:Qi∈Fj}Qi,
Uεk(x) otherwise,
and vk(x) :=
{
v˜k(x) if x ∈ ∪{i:Qi∈Fj}Qi,
v(x) otherwise.
Clearly, uk → u in L1(A∗;Rd) and vk ⇀ v in Lp(A∗;Rm). Moreover, recalling that v ∈ L∞(Ω;Rm),
‖Uεk‖L∞ ≤ C, ‖∇Uεk‖L∞ = O(1/εnk) and since x ∈ A
∗ \ {Qi : Qi ∈ Fj} implies that dist(x, ∂A∗) <
1
j , we
have, by (4.67) and (H1)p,
lim sup
k→+∞
∫
A∗
f(x, uk, vk,∇uk)dx ≤ C lim sup
k→+∞
(
1
εk
+ 1
)
LN ({x ∈ A∗ : |xN | < εk, dist(x, ∂A
∗) < 1j })
+
∑
Qi∈Fj
(∫
∂E∗∩Qi
Kp(x, 0, c, d, eN )dH
N−1 +
∫
Qi
f(x, u(x), v(x), 0)dx
)
≤ C lim sup
k→+∞
(
1
εk
+ 1
)
LN
({
x ∈ A∗ : |xN | < εk, dist(x, ∂A
∗) < 1j
})
+
∫
∂E∗∩A∗
Kp(x, 0, c, d, eN )dH
N−1 +
∫
A∗
f(x, u(x), v(x), 0)dx.
Thus taking the limit as j → +∞ by (4.66) and the lower bound inequality we conclude that
lim sup
k→+∞
∫
A∗
f(x, uk, vk,∇uk)dx ≤
∫
∂E∗∩A∗
Kp(x, 0, c, d, eN )dx+
∫
A∗
f(x, u, v, 0)dx.
Step 2. Now we assume that u has a polygonal interface, i.e. u := χEc+ (1− χE)d, where E ⊂ Ω is of the
form E = E′ ∩ Ω, ∂∗E ∩ Ω = ∂∗E′ ∩ Ω, with E′ a polyhedral set.
As in Step 1 d), let A∗ be an open subset of Ω such that (4.66) holds. We claim that there exists a
sequence {uk} in W 1,1(A∗;Rd) and a sequence {vk} in Lp(A∗;Rm) such that uk → u in L1(A∗;Rd), vk ⇀ v
in Lp(A∗;Rm) and
lim
k→+∞
∫
A∗
f(x, uk, vk,∇uk)dx =
∫
A∗
f(x, u, v, 0)dx+
∫
∂E∗∩A∗
Kp(x, 0, c, d, ν)dH
N−1.
The claim is achieved following a proof entirely similar to [18, Section 5, Step 3]. It relies on an induction
argument and on the application of Step 1 c) and on a slicing procedure similar to Lemma 2.7 in order to
connect recovery sequences between two domains for the u and the v.
Step 3. Finally, let A be a Lipschitz subdomain of Ω and consider an arbitrary u := χEc+ (1− χE)d with
Per(E;A) < +∞. Since ∂E is Lipschitz, by Theorem 2.6 there exist polyhedral sets Ek such that χEk → χE
in L1(A), Per(Ek;A)→ Per(E;A), L
N (Ek) = LN (E) and HN−1(∂∗Ek ∩ ∂Ω) = 0 so that
lim
j→+∞
lim
ε→0+
1
ε
LN ({x ∈ A : dist(x, ∂∗Ek ∩ A) < ε, dist(x, ∂A) < 1/j}) = 0.
By Step 2, for every k there exist {u
(k)
n } ⊂ L1(A;Rd), such that u
(k)
n → χEkc+ (1 − χEk)d in L
1(A;Rd) as
n→ +∞, and {v
(k)
n } ⊂ Lp(A;Rm) such that v
(k)
n ⇀ v in Lp(A;Rm) and
lim
n→+∞
∫
A
f(x, u(k)n , v
(k)
n ,∇u
(k)
n )dx ≤
∫
A
f(x, u, v, 0)dx+
∫
∂∗Ek∩A
Kp(x, 0, c, d, νk)dH
N−1,
where νk is the measure theoretic unit normal to ∂
∗Ek at x.
Regarding the weak convergence of v
(k)
n to v, observe that Lp
′
(A;Rm) is separable, hence we can take
a dense sequence of functions {ψl} ⊂ L
p′(Ω;Rm) such that limn→+∞
∫
A(v
k
n − v)ψldx = 0 for every l ∈ N
Consider an increasing sequence {k} such that
‖u
(k)
n(k) − χEkc+ (1− χEk)d‖L1(A;Rd) <
1
k
, and
∣∣∣∣
∫
A
(v
(k)
n(k) − v)ψldx
∣∣∣∣ < 1k for every l = 1, . . . , k,
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and
∣∣∣∣
∫
∂∗Ek∩A
Kp(x, 0, c, d, νk)dH
N−1 −
(∫
A
f(x, u, v, 0)dx+
∫
A
f(x, u
(k)
n(k), v
(k)
n(k),∇u
(k)
n(k))dx
)∣∣∣∣ < 1k .
Set uk = u
(k)
n(k) and vk = v
(k)
n(k), then uk → χEc+(1−χE)d in L
1(A;Rd). Moreover, by the growth condition
on f and the bounds onKp it results that ‖vk‖Lp(A;Rm) ≤
1
k+C and the density of {ψl} in L
p′(A;Rm) ensures
that vk ⇀ v in L
p(A;Rm). Furthermore, recall that for every continuous function g : A× Rd → [0,+∞) we
have (see [5]) ∫
∂∗Ek∩A
g(x, νk(x))dH
N−1 →
∫
∂∗E∩A
g(x, ν(x))dHN−1.
Since by (b) in Proposition 3.6 Kp(·, 0, c, d, ·) is upper semicontinuous, there exist continuous functions
gm : A× RN → [0,+∞) such that
Kp(x, 0, c, d, ξ) ≤ gm(x, ξ) ≤ C|ξ| and Kp(x, 0, c, d, ξ) = inf
m
gm(x, ξ)
for every (x, ξ) ∈ A×RN , where Kp(x, 0, c, d, ·) has been extended as a positively one homogeneous function
to RN . Thus for all m ∈ N, it results
lim sup
k→+∞
∫
A
f(x, uk, vk,∇uk)dx≤
∫
A
f(x, u, v, 0)dx+
∫
∂∗E∩Ω
gm(x, ν(x))dH
N−1.
Taking the limit when m → +∞, using Lebesgue’s monotone convergence theorem and the lower bound
inequality we obtain
lim
k→+∞
∫
Ω
f(x, uk, vk,∇uk)dx =
∫
A
f(x, u, v, 0)dx+
∫
∂∗E∩A
Kp(x, 0, c, d, ν)dH
N−1.
Step 4. Let A be any domain in Ω. For any K compact subset of A we can find a Lipschitz domain A′ such
that K ⊂ A′ ⊂ A, (see [9, Remark 5.5] and [26, Chapter 6]) and
Jp(u, v;K) ≤ Jp(u, v, A
′) ≤
∫
A′
f(x, u, v, 0)dx+
∫
A′∩∂∗E
Kp(x, 0, c, d, ν)dH
N−1
≤
∫
A
f(x, u, v, 0)dx+
∫
A∩∂∗E
Kp(x, 0, c, d, ν)dH
N−1.
By the inner regularity of Jp(u, v; ·), it results
Jp(u, v;A) = sup {Jp(u, v,K) : K ⊂ A,K compact} ≤
∫
A
f(x, u, v, 0)dx+
∫
A∩∂∗E
Kp(x, 0, c, d, ν)dH
N−1.
The additivity of Jp(u, v; ·) allows us to consider any open subset of Ω, not necessarily connected. The lower
bound inequality provides
Jp(u, v;A) =
∫
A
f(x, u, v, 0)dx+
∫
∂∗E∩A
Kp(x, 0, c, d, ν)dH
N−1.
Moreover,
Jp(u, v;E) ≤ inf{Jp(u, v;A) : A ⊂ Ω is open, E ⊂ A}
≤ inf
{∫
A
f(x, u, v, 0)dx+
∫
∂∗E∩A
Kp(x, 0, c, d, ν)dH
N−1 : A ⊂ Ω is open, E ⊂ A
}
=
∫
E
Kp(x, 0, c, d, ν)dH
N−1,
where ν is the normal to E.
Case 2. Consider u :=
∑
ciχEi , where {Ei}
∞
i=1 forms a partitions of Ω into sets of finite perimeter. The
proof follows along the lines of [6, Proposition 4.8, Step 1], since the representation for the surface term is
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independent on the the target function v. Thus (4.34) follows for every u ∈ BV (Ω;T ) with T a finite subset
of Rd and v ∈ L∞(Ω;Rm).
Case 3. Let u ∈ BV (Ω;Rd) ∩L∞(Ω;Rd). As in Case 2 the fact that the integral representation is in terms
of Kp evaluated at v = 0, allows us to follow the same arguments in [6, Proposition 4.8, Step 2], exploiting
property (c) in Proposition 3.6. Hence, by (4.35) and (4.36), (1.5) holds.
Part 2. Let u ∈ BV (Ω;Rd) and v ∈ L∞(Ω;Rm). As in [18, Section 5, Step 4], the lower semicontinuity of
Jp and the result achieved in Part 1 provides
Jp(u, v; Ω) ≤ lim inf
i→+∞
Jp(φi(u), v; Ω) = lim inf
i→+∞
{∫
Ω
f(x, (φi(u)), v, (∇φi(u)))dx
+
∫
Jφi(u)
Kp(x, 0, (φi(u))
+, (φi(u))
−, νφi)dH
N−1 +
∫
Ω
f∞p
(
x, φi(u), 0,
dDcφi(u)
d|Dcφi(u)|
)
dx
}
.
where φi ∈ W
1,∞
0 (R
d;Rd) such that φi(ξ) =
{
x, |ξ| < ai,
0, |ξ| ≥ ai,
with the sequence {ai} ⊂ R+ such that
ai → +∞ as i→ +∞, and ‖∇φi‖∞ ≤ 1. Then (1.5) holds for every u ∈ BV (Ω;R
d), passing to the limit as
i→ +∞, exploiting (c) in Proposition 3.6, (H1)p, (3.4), and the lower bound inequality.
Part 3. Concerning the case BV (Ω;Rd) × Lp(Ω;Rm) we follow a standard truncation argument, defining
for every positive real number L, τL : [0,+∞) → [0,+∞), as τL(t) :=
{
t if 0 ≤ t < L,
0 if t ≥ L.
For every
v ∈ Lp(Ω;Rm), define vL := τL(|v|)v, thus vL ∈ L∞(Ω;Rm),
∫
Ω
|vL|pdx ≤
∫
Ω
|v|pdx and vL → v in
Lp(Ω;Rm), as L→ +∞. By the lower semicontinuity of Jp and Part 2, we have that
Jp(u, v) ≤ lim inf
L→+∞
(∫
Ω
f(x, u, vL,∇u)dx+
∫
Ju
Kp(x, 0, u
+, u−, νu)dH
N−1 +
∫
Ω
f∞
(
x, u, 0, dD
cu
d|Dcu|
)
d|Dcu|
)
.
Lebesgue’s dominated convergence Theorem provides (4.34) for every (u, v) ∈ BV (Ω;Rd)× Lp(Ω;Rm).
Proof of Theorem 1.1. The proof follows by Theorems 4.1 and 4.2.
Remark 4.3 It is worth to observe that in the upper bound for the jump term, the proof of Case 1, Steps 1
d), 2, 3, and 4, could be replaced by arguments more similar to the ones in [14, Proposition 4.1], i.e adopt
a covering {Qi} of the type [14, (4.5)], placing together with the sequences {ξ
(i)
n } in [14, (4.6)], sequences
{v
(i)
n }, coinciding with v(x) in a layer (depending on n and (i)) of the sets {x ∈ Qi : (x − ai) · eN = −
η
2}
and {x ∈ Qi : (x− ai) · eN =
η
2}, and then exploiting diagonal arguments and the reasonings in [18].
5 Main Results: BV × L∞
This section is devoted to the proof of Theorem 1.2 and it is divided in two subsections. The first for the
lower bound and the second for the upper bound.
5.1 Lower semicontinuity in BV × L∞
Theorem 5.1 Let f : Ω×Rd × Rm ×Rd×N → [0,+∞) be a continuous function satisfying (H0), (H1)∞ −
(H3)∞. Then
lim inf
n→+∞
∫
Ω
f(x, un, vn,∇un)dx ≥
∫
Ω
f(x, u, v,∇u)dx+
∫
Ju∩Ω
K∞(x, 0, u
+, u−, νu)dH
N−1
+
∫
Ω
f∞(x, u, 0, dD
cu
d|Dcu|)d|D
cu|.
in BV (Ω;Rd)×L∞(Ω;Rm) with respect to the (L1−strong × Lp−weak)-convergence, where K∞ is defined
in (1.9) and f∞ is the (∞, 1)− recession function defined in (1.8).
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Proof. Up to a subsequence, denote by µ the weak ∗ limit of the measures µn := f(x, un, vn,∇un)LN ,
where {un} and {vn} can be assumed in C∞0 . Via Besicovitch derivation theorem it is enough to prove the
equivalent of (4.2)−(4.4) with f∞p and Kp replaced by f
∞ and K∞, respectively. To achieve this, we apply
the blow up method.
Bulk part. The proof can be found in [23], with the obvious adaptations to the BV case.
Jump part. We just emphasize the main differences from the BV × Lp case. Let x0 ∈ Ju, be as in the
jump part of Theorem 4.1. Then the equivalent of (4.6) becomes
µj(x0) ≥
1
|u+(x0)− u−(x0)|
lim
k→+∞
lim
n→+∞
∫
Q
εkf(x0 + εky, un,k(y), vn,k(y),
1
εk
∇un,k(y))dy, (5.1)
where un,k(y) := un,k(x0 + εky) and vn,k(y) := vn(x0 + εky). Moreover, (4.7) holds, with u0 defined as in
(4.8). Using the separability of L1(Q;Rm), together with a diagonalization argument, from (5.1), (4.7) and
(4.9), we obtain the existence of sequences u¯k := un(k),k and v¯k := vn(k),k such that u¯k → u0 in L
1(Q;Rd),
v¯k
∗
⇀ α in L∞(Q;Rm), where α is a function whose average in Q is y0, which in turn is the limit, up to a
subsequence, of 1
εN
∫
Q(x0,ε)
v(y)dy.
We obtain an estimation for µj as in (4.10) replacing f
∞
p therein by f
∞.
Using Proposition 3.5 iii) we get that for any ε > 0, if k is sufficiently large∫
Q
f∞(x0 + εky, u¯k, v¯k,∇u¯k)− f
∞(x0, u¯k, v¯k,∇u¯k)dy ≥ −εC
∫
Q
|∇u¯k|dy ≥ O(ε).
On the other hand, by (H3)∞ and Ho¨lder inequality we conclude∫
Q
εk(f(x0 + εky, u¯k, v¯k,
1
εk
∇u¯k)− f
∞(x0 + εky, u¯k, v¯k,∇u¯k))dy
≤ CM
∫
{y∈Q:
|∇u¯k|
εk
≥L}
(|∇u¯k|
1−τετk)dy + CM
∫
{y∈Q:
|∇u¯k|
εk
<L}
|∇u¯k|dy
≤ O(ε) + CMε
τ
k
(∫
Q
|∇u¯k|dy
)1−τ
= O(ε),
where the constants CM vary from line to line but are all related to the L
∞ uniform bound on {vk}, M .
Arguing as in [18] we are led to the existence of two, not relabeled, subsequences {uk} and {vk} converging
strongly to u0 in L
1 and weakly ∗ in L∞ to α, respectively and such that (4.11) holds with f∞p replaced by
f∞.
Next we apply Remark 2.8 ii) to f∞(x0, ·, ·, ·), obtaining (4.12) with the obvious adaptations, where
ξk → u0 in L1(Q;Rd) and ξk ∈ A(u+(x0), u−(x0), νu(x0)), ζk ∈ L∞(Q;Rm), converging weakly ∗ to α in
L∞(Q;Rm) with
∫
Q ζkdy = y0. In particular, by (1.9) we have
µj(x0) ≥ K∞(x0, y0, u
+(x0), u
−(x0), νu(x0)) for H
N−1 − a.e. x0 ∈ Ju ∩ Ω,
and this, together with Proposition 3.7 concludes the proof of the lower bound inequality for the jump part.
Cantor part. We divide the proof into several steps, just emphasizing the main differences with the BV ×Lp
case. Recall that (4.13)− (4.17) hold.
Step 1. It suffices to observe that (4.18) holds for every 1 < p <∞, in particular there exist two sequences
{u¯k} and {v¯k} such that Step 1 a) in the BV × Lp case holds.
Step 2. With easier estimates than those of the BV ×Lp case, we obtain (4.20), where the sequences {v˜k}
and {u˜k} are obtained through a diagonalization argument from {v¯k} and {u˜
r,s
k }, where this latter sequence
is defined by
u˜r,sk := ak + ϕr,s (|u¯k − ak)|) (u¯k − ak),
with ak :=
1
|Qk|
∫
x0+εQ
u¯k dx, and ϕr,s is as in (4.22).
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Step 3. Notice that, if we consider {w¯k} and {θk} as in (4.25) and (4.26), respectively, then condition (4.20)
can be written as
(
1 + ωM,K
(
1
n
))
µc(x0) ≥ lim sup
k→+∞
1
θk
∫
γQ
f(x0, u(x0), v¯k(x0 + εkz), θk∇w¯k(z)) dz. (5.2)
Then, modifying {v¯k(x0 + εk·)} and {w¯k} near the boundary of γQ new sequences {v˜k} and {w˜k} are
obtained in order to apply the convexity-quasiconvexity of f . We consider an inner cube τQ, τ ∈ (t, γ),
and we modify the sequences in a layer τQ \ τ(1 − δ)Q. Indeed we construct v˜k
∗
⇀ α in L∞(τQ;Rm),∫
τQ
v˜kdx =
∫
τQ
αdx =: y0(τ), and w˜k(x) = ξ0(x) + ϕ(x) for some ϕ ∈W 1,∞per (τQ;R
d) and such that
(
1 + ωM,K
(
1
n
))
µc(x0) ≥ lim
k→+∞
1
θk
∫
τQ
f(x0, u(x0), v˜k(z), θk∇w˜k(z)) dz + Λ(1− t), (5.3)
for some continuous function Λ : [0, 1]→ R with Λ(0) = 0. Observe that, as in Step 3 (lower bound) of the
BV ×Lp case, (4.28)− (4.30) hold. More precisely, we can apply the slicing method as in the proof of Step 3
(lower bound) for the case BV ×Lp, observing that (4.31) holds, with obvious adaptations. For the reader’s
convenience, we observe that the construction of the fields vk is different from the L
p case, here it is identical
to the proof of Lemma 2.7. We briefly recall that, for every j ∈ N, we can divide τQ\ τ(1− δ)Q into j layers
thus we getting a sequence {k(j)}, layers Sj := {z ∈ τQ \ τ(1− δ)Q : αj < dist(z, ∂(τQ)) < βj} and cut-off
functions ηj on τQ such that estimates analogous to (2.5) hold with obvious adaptations. Then, define w˜j
as in (4.32), and
v˜j(z) := (1− ηj(z))
1
|τQ|
∫
τQ
α(x) − ηj(x)v¯k(j)(x0 + εk(j)x) dx
1
|τQ|
∫
τQ
(1 − ηj(x)) dx
+ ηj(z)v¯k(j)(x0 + εk(j)z).
Remark that ‖v˜j‖L∞ ≤ ‖α‖L∞+1+‖v¯k(j)‖L∞ ≤ 2M+1,
1
|τQ|
∫
τQ v˜j(z) dz =
1
|τQ|
∫
τQ α(z) dz := y0(τ), for all j.
By (5.2), summing and subtracting f(x0, u(x0), v˜j(z), θk(j)∇w˜j(z)) inside the integral, having in mind the
definition of ηj and using (H1)∞, we get
(1 + ω( 1n ))µ
c(x0) ≥ lim sup
j→+∞
1
θk(j)
∫
τQ
f(x0, u(x0), v¯k(j)(x0 + εk(j)z), θk(j)∇w¯k(j)) dz
≥ lim sup
j→+∞
1
θk(j)
{∫
τQ
f(x0, u(x0), v˜j , θk(j)∇w˜j) dz −
∫
x∈τQ:dist(x,∂(τQ))≤βj
f(x0, u(x0), v˜j , θk(j)∇w˜j) dz
}
≥ lim sup
j→+∞
1
θk(j)
{∫
τQ
f(x0, u(x0), v˜j , θk(j)∇w˜j) dz −
∫
Sj
c(|∇w¯k(j) |+ |∇ηj | |w¯k(j) − ξk(j)|) dz
−
∫
τQ\τ(1−δ)Q
c(1 + |∇ξk(j)|) dz
}
≥ lim sup
j→+∞
1
θk(j)
{∫
τQ
f(x0, u(x0), v˜j , θk(j)∇w˜j) dz −
c
j
−
∫
τQ\τ(1−δ)Q
c(1 + |∇ξk(j)|) dz
}
.
By (4.30) and (4.17),
∫
τQ\τ(1−δ)Q c(1 + |∇ξk(j)|) dz ≤ Λ(1 − t) for some continuous Λ : [0, 1] → R with
Λ(0) = 0. Therefore we have (5.3), up to a relabelling of the sequences.
Step 4. Analogously to Step 4 for the BV × Lp case, the functions v˜k have constant average in τQ, given
by y0(τ) and the functions ξk satisfies the same periodicity properties.
This, together with the fact that w˜j = ξk(j) on ∂(τQ), yields that w˜j ∈ (
ζk(j)(
τ
2 )−ζk(j)(−
τ
2 )
τ ⊗ eN )x +
W 1,∞per (τQ;R
d). Therefore
(1 + ω( 1n ))µ
c(x0) ≥ O(1 − t) + lim sup
j→+∞
|τQ|
θk(j)
f(x0, u(x0), y0(τ),
ζk(
τ
2 )−ζk(−
τ
2 )
τ ⊗ eN).
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If we add and subtract in the previous limit the quantity |τQ|θk(j) f(x0, u(x0), y0(τ),
θk(j)
|τQ|A) we get two terms.
One will raise the expected value of the f∞ function, namely
lim
k→+∞
|τQ|
θk(j)
f(x0, u(x0), y0(τ),
θk(j)
|τQ|A) = f
∞(x0, u(x0), y0(τ), A) = f
∞(x0, u(x0), 0, A),
the last identity following from Lemma 2.2 in [14] and recalling that A is a rank-one matrix. The other term
can be estimated using the Lipschitz continuity of f(x0, u(x0), 0, ·), i.e. (3.2) and (4.29).
Then, passing to the limit on k, and using (4.28), (4.17) and (4.19), we get
(1 + ω( 1n ))µ
c(x0) ≥ O(1 − t) + f
∞(x0, u(x0), 0, A) +O(1 − t).
Finally the desired estimate is obtained letting ε→ 0+ and t→ 1−.
5.2 Upper bound in BV × L∞
Let
J∞(u, v;A) := inf
{
lim inf
n→+∞
J(un, vn;A) : un ∈ BV (Ω;R
d), vn ∈ L
∞(Ω;Rm), un → u in L
1, vn
∗
⇀ v in L∞
}
for open sets A ⊂ Ω and for any (u, v) ∈ BV (Ω;Rd)× L∞(Ω;Rm), where, J(u, v;A) is as in (4.33) with Lp
replaced by L∞.We observe that (H1)∞ implies that for every u ∈ BV (Ω;Rd) and for every v ∈ L∞(Ω;Rm),
with ‖v‖L∞ ≤ M there exists CM > 0 such that J∞(u, v;A) ≤ CM (|A|+ |Du|(A)) . Moreover, J∞ is a
variational functional.
Theorem 5.2 Let f : Ω×Rd × Rm ×Rd×N → [0,+∞) be a continuous function satisfying (H0), (H1)∞ −
(H3)∞, and J∞ be defined in (1.2). Then for every (u, v) ∈ BV (Ω;Rd)× L∞(Ω;Rm):
J∞(u, v; Ω) ≤
∫
Ω
f(x, u, v,∇u)dx+
∫
Ju∩Ω
K∞(x, 0, u
+, u−, νu)dH
N−1 +
∫
Ω
f∞(x, u, 0, dD
cu
d|Dcu| )d|D
cu|.
(5.4)
Proof. The representation (5.4) is achieved first for u ∈ BV (Ω;Rd)∩L∞(Ω;Rd), then, via an approximation
argument as in [6], the result will be obtained in the whole space.
Part 1. Let u ∈ BV (Ω;Rd) ∩ L∞(Ω;Rd). As in Part 1 of Theorem 4.2 it suffices to prove the equivalent of
(4.35)−(4.37) with Kp and f∞p replaced by K∞ and f
∞, respectively.
Bulk part. It follows from [23, Theorem 12].
Cantor part. We consider u ∈ BV (Ω;Rd)∩L∞(Ω;Rd) and v ∈ L∞(Ω;Rm). Again we follow [18] and [14].
As usual we identify u with its approximate limit defined in Ω \ Ju. Considering un := u ∗ ̺n, where {̺n}
is a sequence of mollifiers, one has (4.38). Recalling that u is |Dcu|−measurable, |Du| = |Dcu|+ η, where η
and |Dcu| are mutually singular Radon measures, we consider x0 ∈ Ω such that
dJ∞(u,v;·)
d|Dcu| (x0) exists and is
finite, (4.39)− (4.41) hold, for every 1 < p <∞,
lim
ε→0
1
|Dcu|(B(x0, ε))
∫
B(x0,ε)
f∞(x0, u(x0), 0, A(x))d|D
cu| = f∞(x0, u(x0), 0, A(x0)),
and (4.42) hold. Fixing δ > 0 and arguing as in the Cantor part of Theorem 4.2 we obtain
J∞(u, v;B(x0, ε)) ≤ lim inf
ε→0+
lim inf
n→+∞
1
|Dcu|(B(x0, ε))
∫
B(x0,ε)
f(x0, u(x0), v,Du ∗ ̺n)dx+O(δ).
Then the Cantor upper bound inequality is achieved as in the proof of [14, (6.6)].
Jump part. We claim that
J∞(u, v; Ju ∩ Ω) ≤
∫
Ju∩Ω
K∞(x, 0, u
−, u+, νu)dH
N−1,
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for every (u, v) ∈ BV (Ω;Rd) ∩ L∞(Ω;Rd) × L∞(Ω;Rm). The proof develops exploiting the arguments in
[18, Step 3 of Section 5], being divided into Cases 1, 2 and 3 as in the BV × Lp case. Here we just present
Case 1, since the others are entirely similar to the ones in Theorem 4.2.
Case 1. We start to consider u := cχE + d(1 − χE), with Per(E; Ω) < +∞, and v ∈ L∞(Ω;Rm) and we
aim to prove that
J∞(u, v;A) ≤
∫
A
f(x, u, v, 0)dx+
∫
Ju∩A
K∞(x, 0, c, d, ν)dH
N−1, for every A ∈ A(Ω). (5.5)
This inequality is achieved in several steps, and we present just the main differences with the case BV ×Lp.
Step 1. First we assume that u has a planar interface and we keep the same notations as in Step 1 of
(4.37). Suppose that f does not depend on x, and we claim that there exist {un} as in the proof of (4.37)
and a sequence {vn} ⊂ L∞(a0 + λQν ;Rm), such that vn(x) = v(x) if |(x − a0) · ν| >
λ
2(2n+1) , with un → u
in L1(a0 + λQν ;R
d), vn
∗
⇀ v in L∞(a0 + λQν ;R
m) and
lim
n→+∞
∫
a0+λQν
f(un, vn,∇un)dx =
∫
a0+λQν
f(u, v, 0)dx+ λN−1K∞(0, c, d, ν). (5.6)
Step 1 a). As in the proof of Theorem 4.2 we claim that for all ξ ∈ A(c, d, eN ) and for all ϕ ∈ L∞(Q;Rm),
with
∫
Q
ϕdx = 0, there exists ξn ∈ A(c, d, eN ) and vn ∈ L∞(Q;Rm) such that vn(x) = v(x) if |xN | >
1
2(2n+1)
and (4.48) hold replacing ⇀ in Lp by
∗
⇀ in L∞ and (4.49) hold with f∞p replaced by f
∞.
Let Σ be as in the proof of (4.49). For k ∈ N, we label the elements of (Z∩[−k, k]N)×{0} by {ai}
(2k+1)N−1
i=1
and we recall that (2k+1)Σ =
⋃(2k+1)N−1
i=1 (ai+Σ), with (ai+Σ)∩ (aj+Σ) = if i 6= j. We extend ξ(·, xN ) to
R
N−1 by periodicity and define {ξ2k+1} as in (4.50). Clearly ξ2k+1 ∈ A(c, d, eN ) and ‖ξ2k+1−u‖L1(Q;Rd) → 0
as k → +∞. Extending ϕ(·, xN ) to RN−1 by periodicity define
v2k+1(x) :=
{
v(x) if |xN | >
1
2(2k+1) ,
ϕ((2k + 1)x) if |xN | ≤
1
2(2k+1) .
As in Step 1 a) of Theorem 4.2 we observe that v2k+1
∗
⇀ v in L∞(Q;Rm).
We can argue as in the BV × Lp case, exploiting the periodicity of ϕ.
∫
Q
f(ξ2k+1, v2k+1,∇ξ2k+1)dx =
∫
Σ
∫ − 1
2(2k+1)
− 12
f(c, v(x), 0)dx+
∫
Σ
∫ 1
2
1
2(2k+1)
f(d, v(x), 0)dx
+
∫
Σ
∫
|xN |<
1
2(2k+1)
f(ξ((2k + 1)x), ϕ((2k + 1)x), (2k + 1)∇ξ((2k + 1)x)dx.
The first two integrals in the right hand side, converge as k → +∞, to
∫
Q
f(u(x), v(x), 0)dx. The latter
integral, after a change of variables becomes∫
Σ
∫
|xN |<
1
2(2k+1)
f(ξ((2k + 1)x), ϕ((2k + 1)x), (2k + 1)∇ξ((2k + 1)x))dx
=
1
2k + 1
∫
Q
f(ξ(y), ϕ(y), (2k + 1)∇ξ(y))dy →
k→+∞
∫
Q
f∞(ξ(y), ϕ(y),∇ξ(y))dy.
From the last two convergence we obtain the desired limit.
Step 1 b). To prove (5.6), let {(ηn, ϕn)} ⊂ A(c, d, eN ) × L∞(Q;Rm) with
∫
Q
ϕndy = 0 be a minimizing
sequence for K∞(c, d, 0, εN).
By Step 1 a), for every n ∈ N we can find kn ∈ N and choose un ∈ A(c, d, eN ) and vn ∈ L∞(Q;Rm) such
that ‖un − u‖L1(Q;Rd) ≤
1
n ,
∣∣∣∫Q(vn − v)ψldx
∣∣∣ < 1n , (for l = 1, . . . , n with {ψl} a dense sequence of functions
in L1(Q;Rm)), with vn defined as
vn(x) :=
{
v(x) if |xN | >
1
2(2kn+1)
,
ϕn((2kn + 1)x) if |xN | ≤
1
2(2kn+1)
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and ∣∣∣∣
∫
Q
f(un, vn,∇un)dx −
∫
Q
f(u, v, 0)dx−
∫
Q
f∞(ηn, ϕn,∇ηn)dx
∣∣∣∣ < 1n.
By the lower bound inequality we have that∫
Q
f(u, v, 0)dx+K∞(0, c, d, eN) ≤ lim inf
n→+∞
∫
Q
f(un, vn,∇un)dx ≤ lim sup
n→+∞
∫
Q
f(un, vn,∇un)dx
≤ lim
n→+∞
{∫
Q
f(u, v, 0)dx+
∫
Q
f∞(ηn, ϕn,∇ηn)dx +
1
n
}
=
∫
Q
f(u, v, 0)dx+K∞(0, c, d, eN),
(5.7)
which proves (5.6), up to relabeling {un} and {vn} with the same indices kn, when λ = 1 and a0 = 0.
Considering the case of A := λQ, for λ > 0, we define fλ, u0 and v0 as in (4.51). By (5.7) there exists
(un, vn) ∈ A(c, d, eN )×L
∞(Q;Rm) such that un → u0 in L
1(Q;Rd), vn
∗
⇀ v0 in L
∞(Q;Rm) and (4.52) with
(Kp)λ replaced by (K∞)λ, where (K∞)λ is the function defined in (1.9), with f replaced by fλ. Consider
any a0 ∈ RN and set u¯n and v¯n as in (4.53).
Clearly {u¯n} satisfies all the properties stated in the proof of Theorem 4.2, Step 1 b), v¯n
∗
⇀ v in
L∞(a0 + λQ) and (4.54) holds with (Kp)λ replaced by (K∞)λ. Moroever, (4.55) holds with the obvious
adaptation (K∞)λ =
1
λK∞. Hence we conclude that (5.10) holds.
Step 1 c). We allow f to have explicit x-dependence and, given r ≥ 0, we prove (5.5) with K∞ replaced
by Kr as in Proposition 3.10.
Let A,A∗, Qν , A
′ and Q′ as in Theorem 4.2, Step 1 c). Since A∗ is a compactly included in Ω, fixing
ε > 0, it is possible to find a δ > 0 such that (H2)∞ and (3.10) hold uniformly in A
∗, i.e.
x, y ∈ A∗, |x− y| < δ ⇒ |f(x, u, b, ξ)− f(y, u, b, ξ)| ≤ εCM (1 + |ξ|), (5.8)
for any b ∈ Rm, and
x, y ∈ A∗, |x− y| < δ ⇒ |Kr(x, b, c, d, ν)−Kr(y, b, c, d, ν)| ≤ εC
′
|b|+r(1 + |d− c|). (5.9)
Let h ∈ N be as in (4.58), partition Ω′ according to (4.59) and denote Q′i := ai + ηQ
′ and Qi := ai + ηQ.
We claim that there exists {uk} ⊂ W 1,1(A∗;Rd) and a sequence {vk} ⊂ L∞(A∗;Rm) such that uk → u
in L1(A;Rd), vk
∗
⇀ v in L∞(A;Rm) and
lim
k→+∞
∫
A∗
f(x, uk, vk,∇uk)dx ≤
∫
Ju∩A∗
Kr(x, 0, c, d, eN)dH
N−1 +
∫
A∗
f(x, u, v, 0)dx.
By Step 1 b), there exist sequences {u
(1)
k } ⊂ A(c, d, eN ), related to the cube Q1 and {v
(1)
k } ∈ L
∞(Q1;R
m),
such that (4.60) holds with Kp replaced by K∞, thus, by (3.9)
lim
k→+∞
∫
Q1
f(a1, u
(1)
k , v
(1)
k ,∇u
(1)
k )dx ≤ η
N−1Kr(a1, 0, c, d, eN) +
∫
Q1
f(a1, u, v, 0)dx.
By iii) in Remark 2.8 there exists {ξ
(1)
k } ⊂ W
1,1(Q1;R
d) and a sequence {v
(1)
k } ⊂ L
∞(Q1;R
m) such that
ξ
(1)
k → u in L
1(Q1;R
d), with ξ
(1)
k (x) = U
(1)
k ((x − a1)/η) on ∂Q1, (U
(1)
k is a mollification of u) and v
(1)
k
∗
⇀ v
in L∞(Q1;R
m), and
lim sup
k→+∞
∫
Q1
f(a1, ξ
(1)
k , v
(1)
k ,∇ξ
(1)
k )dx ≤ lim infk→+∞
∫
Q1
f(a1, u
(1)
k , v
(1)
k ,∇u
(1)
k )dx
≤ ηN−1Kr(a1, 0, c, d, eN) +
∫
Q1
f(a1, u, v, 0)dx.
We can repeat the same induction argument as in Step 1 c) in Theorem 4.2, obtaining hN−1 sequences
{ξ
(j)
k } ⊂ A(c, d, eN ) related to the cube Qj , with ξ
(j)
k → u in L
1(Qj ;R
d), ξ
(j)
k = U
(j)
k on ∂Qj and {v
(j)
k } ⊂
L∞(Qj ;R
m), with v
(j)
k
∗
⇀ v in L∞(Qj ;R
m) and
ηN−1Kr(aj , 0, c, d, eN) +
∫
Qj
f(aj, u, v, 0)dx ≥ lim
k→+∞
∫
Qj
f(aj , ξ
(j)
k , v
(j)
k ,∇ξ
(j)
k )dx
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for every j = 1, . . . , hN−1.
Next for all j = 1, . . . , hN−1 we consider the subsequences {ζk}, with ζk := ξ
(j)
k and {v˜k}, with v˜k := v
(j)
k ,
denoted by the same index k such that
lim
k→+∞
∫
Qj
f(aj , ζk, v˜k,∇ζk)dx ≤ η
N−1Kr(aj , 0, c, d, eN) +
∫
Qj
f(aj , u, v, 0)dx. (5.10)
Define the sequences {uk,ε} and {vk,ε} almost everywhere on A∗, as in (4.62), thus (4.63) holds.
Since {v˜k} ⊂ L∞(A∗;Rm) and coincides with v(x) if |xN | > η/2, vk,ε
∗
⇀ v in L∞(A∗;Rm) as k → +∞
and as ε→ 0+. Moreover, we can write, as in (4.64)∫
Ω
f(x, uk,ε, vk,ε,∇uk,ε)dx =: I1 + I2 + I3 + I4.
Then it is easily seen that by (5.10), we have
lim sup
k→+∞
I1 ≤
hN−1∑
i=1
(
ηN−1Kr(ai, 0, c, d, eN) +
∫
Qi
f(ai, u, v, 0)dx
)
.
On the other hand, the asymptotic behaviour of I3 + I4 is given by (4.65). Regarding I2 we can observe
that, by Remark 3.11 and (5.8),
lim sup
k→∞
I2 ≤ lim sup
k→+∞
hN−1∑
i=1
∫
Qi
εC|b|+r(1 + |∇ζk|)dx = O(ε),
since, by construction and (H1)∞, {v˜
(i)
k } and {ζ
(i)
k } are bounded in L
∞(Qi;R
m) and W 1,1(Qi;R
d), respec-
tively. By Remark 3.11 and (5.9),∣∣∣∣∣∣
∫
A∗∩Ju
Kr(x, 0, c, d, eN )dH
N−1 − ηN−1
hN−1∑
i=1
Kr(ai, 0, c, d, eN)
∣∣∣∣∣∣
=
hN−1∑
i=1
∫
Qi
|Kr(x, 0, c, d, eN)−Kr(ai, 0, c, d, eN)| dH
N−1 = O(ε).
Finally, putting together this estimate, the limits of I2, I3, I4 and estimating
∑hN−1
i=1
∫
Qi
f(ai, u, v, 0)dx in I1
via (5.8), we obtain the desired approximating sequence, just letting ε → 0+ and using a diagonalization
procedure. In fact, we can say that there exist {ζk} ⊂ L
1(A∗;Rd) and {vk} ⊂ L∞(A∗;Rm), converging to u
in L1 and weakly ∗ in L∞ to v, respectively, such that
lim
k→+∞
∫
A∗
f(x, ζk, vk,∇ζk)dx ≤
∫
Ju∩A∗
Kr(x, 0, c, d, ν)dH
N−1 +
∫
A∗
f(x, u(x), v(x), 0)dx.
Hence (5.5) follows by (3.9) sending r → +∞. From the lower bound, the equality is achieved.
Step 1 d). In order to consider A∗ any open subset of Ω such that (4.66) holds, it suffices to argue exactly
as in Theorem 4.2, Step 1 d), replacing Kp by K∞, weak convergence in L
p by weak ∗ convergence in L∞
and invoking iii) in Remark 2.8.
Step 2. In order to obtain the representation
J∞(u, v;E) =
∫
E
K∞(x, 0, c, d, ν)dx,
when u := cχE + d(1 − χE), E being a set of finite perimeter with unit normal ν, we can argue as in Steps
2, 3 and 4 of Theorem 4.2, replacing the densities f∞p and Kp by f
∞ and K∞, respectively, and hypotheses
(H1)p − (H3)p by (H1)∞ − (H3)∞.
Part 2. If (u, v) ∈ BV × L∞ the proof is identical to the one of Part 2 in Theorem 4.2. It is enough to
replace Kp and f
∞
p therein by K∞ and f
∞, respectively, and invoking the correspondent properties.
Proof of Theorem 1.2. The proof follows by Theorems 5.1 and 5.2.
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6 Appendix
The following theorem is devoted to remove assumption (H0) in Theorem 1.1.
Theorem 6.1 Let J be given by (1.1), with f verifying (H1)p − (H3)p, 1 < p <∞, and let Jp be given by
(1.2) then
Jp(u, v) =
∫
Ω
CQf(x, u, v,∇u)dx +
∫
Ju
Kp(x, 0, u
+, u−, νu)dH
N−1 +
∫
Ω
CQf∞p
(
x, u, 0, dD
cu
d|Dcu|
)
d|Dcu|,
(6.1)
for every (u, v) ∈ BV (Ω;Rd) × Lp(Ω;Rm), where CQf denotes the convex-quasiconvex envelope of f , given
by
CQf(x, u, b, ξ) := inf
{
1
|D|
∫
D
f(x, u, b+ η, ξ +∇ϕ) dy : η ∈ L∞(D;Rm),
∫
D
ηdy = 0, ϕ ∈ W 1,∞0 (D;R
d)
}
,
and Kp is given by (1.6) with f
∞
p replaced by CQf
∞
p , where
CQf∞p (x, u, b, ξ) := lim sup
t→+∞
CQf(x, u, t
1
p b, tξ)
t
.
Proof. First we recall that the convex-quasiconvex envelope CQf(x, u, ·, ·) of a function f(x, u, ·, ·) is the
largest convex-quasiconvex function below f .
In analogy with (1.1) and (1.2) we define, for every (u, v) ∈W 1,1(Ω;Rd)× Lp(Ω;Rm), the functional
JCQf (u, v) :=
∫
Ω
CQf(x, u(x), v(x),∇u(x)dx,
and for every (u, v) ∈ BV (Ω;Rd)× Lp(Ω;Rm), the functional
JCQfp(u, v) := inf{lim infn→+∞
JCQf (un, vn) : un ∈ W
1,1(Ω;Rd), vn ∈ L
p(Ω;Rm), un → u in L
1, vn ⇀ v in L
p},
Clearly, it results that for every (u, v) ∈ BV (Ω;Rd)× Lp(Ω;Rm), and for every 1 < p <∞,
JCQf p(u, v) ≤ Jp(u, v).
It remains to prove the opposite inequality. First we observe that CQf satisfies (H1)p − (H3)p. Regarding
(H1)p and (H2)p it is enough to argue as in [22, Proposition 2.2]. For what concerns (H3)p we observe that
it is equivalent to say that there exist 0 < τ < 1 such that
|f∞p (x, u, b, ξ)− f(x, u, b, ξ)| ≤ C(1 + |b|
(1−τ)p + |ξ|1−τ )
for every (x, u, b, ξ) ∈ Ω × Rd × Rm × Rd×N , then, arguing as in [22, Proposition 2.3] one can prove that
CQf∞p inherits the same property. Thus, applying the same arguments as in [23, Lemma 8 and Remark 9],
the proof is concluded.
We also observe that an argument entirely similar to [7, Proposition 3.4], guarantees that there is no
ambiguity in (6.1) when omitting the parentheses in CQ(f∞p ), since (CQf)
∞
p = CQ(f
∞
p ). When p = ∞
removing (H0), arguing as above, one can prove the following result.
Theorem 6.2 Let J be given by (1.1), with f and CQf satisfying (H1)∞ − (H3)∞, and let J∞ be given by
(1.3) then
J∞(u, v) =
∫
Ω
CQf(x, u, v,∇u)dx+
∫
Ju
K∞(x, 0, u
+, u−, νu)dH
N−1+
∫
Ω
(CQf)∞
(
x, u, 0, dD
cu
d|Dcu|
)
d|Dcu|,
where K∞ is given by (1.9) with f
∞ replaced by (CQf)∞.
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Remark 6.3 Let α : [0,+∞) → [0,+∞) be a convex and increasing function, with α(0) = 0 such that the
following assumptions hold:
(H1)α There exists a constant C > 0 such that
1
C
(α(|b|) + |ξ|)− C ≤ f(x, u, b, ξ) ≤ C(1 + α(|b|) + |ξ|)
for a.e. (x, u) ∈ Ω× Rd and for every (b, ξ) ∈ Rm × Rd×N .
(H2)α For every compact set K ⊂ Ω × R
d there exists a continuous function ω′K : R → [0,+∞) such that
ω′K(0) = 0 and
|f(x, u, b, ξ)− f(x′, u′, b, ξ)| ≤ ω′K(|x− x
′|+ |u− u′|)(1 + α(|b|) + |ξ|),
for every (x, u), (x′, u′) ∈ K, ∀ (b, ξ) ∈ Rm × Rd×N .
For each x0 ∈ Ω and ε > 0, there exists δ > 0 such that
|x− x0| ≤ δ ⇒ f(x, u, b, ξ)− f(x0, u, b, ξ) ≥ −ε(1 + α(|b|) + |ξ|),
for every (u, b, ξ) ∈ Rd × Rm × Rd×N .
(H3)α There exist C > 0 and 0 < τ < 1 such that
|f(x, u, b, ξ)− f∞(x, u, b, ξ)| ≤ C(1 + α1−τ (|b|) + |ξ|1−τ ),
for every (x, u, b, ξ) ∈ Ω× Rd × Rm × Rd×N .
We observe that if one replaces (H1)∞ − (H3)∞ by (H1)α − (H3)α then, arguing as in [22, Propositions
2.1, 2.2 and 2.3]
CQ(f∞)(x, u, b, ξ) = (CQf)∞(x, u, b, ξ),
for every (x, u, b, ξ) ∈ Ω× Rd × Rm × Rd×N , and CQf satisfies (H1)α − (H3)α.
Thus an analogous of Theorem 6.2 holds with obvious modifications just imposing (H1)α − (H3)α on f .
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