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Abstract 
 
 
 
 
 
In this dissertation, a detailed investigation is given discussing three plasma-based flow control 
methods. These methods included plasma generated by laser energy, microwaves, and electric arc.  The 
plasma generated by laser energy was also applied to a sonic transverse jet in a supersonic cross flow.  
Lastly, the particle image velocimetry diagnostic was considered and a technique developed to evaluate 
measurement uncertainty and using experimental velocity data to solve for density from the continuity 
equation.  
In the laser-spark system, the effect of ambient pressure in the range of 0.1 to 1.0 atm and wavelength 
(266 nm and 532 nm) on the size, temperature, electron number density, and fraction of laser energy 
absorbed in a laser-induced plasma in air has been conducted.  The plasma was generated by using optics to 
focus the laser energy.  The focused laser pulse resulted in the induced optical breakdown of air, creating a 
plasma to perturb the flow field.  As pressure or wavelength are reduced, the size of the plasma, its electron 
number density, and the fraction of incident laser energy that is absorbed are all found to decrease 
significantly. 
For the plasma generated by microwaves, the feasibility of using the system for flow control was 
demonstrated at pressures ranging from 0.05 atm to 1 atm and for pulsing frequencies between 400 Hz to 
10 kHz. The setup was based on a quarter-wave coaxial resonator being operated with a microwave 
frequency of 2.45 GHz. Analysis of reflected power measurements suggested that the microwave energy 
could be best coupled into the resonator by using a small inductive loop, where the geometry can be 
experimentally optimized. The plasma was first characterized by recording images of the emission and 
taking temporal emission waveform profiles. Tests were conducted in quiescent air and analyzed with 
schlieren photography to determine the effectiveness of a plasma pulse to produce an instantaneous flow 
perturbation. Examination of phase averaged schlieren images revealed that a blast was produced by the 
emission and could be used to alter a flow field. The emission was also thermally characterized through 
emission spectroscopy measurements where the vibrational and rotational temperatures of the plasma were 
determined. 
The last system considered was a localized arc filament plasma actuator, or LAFPA-type device.  The 
system creates electric arcs by generating electric fields in the range of 20 kV/cm between two pin-type 
electrodes.  The potential of the actuator to influence surrounding quiescent flow was investigated using 
emission imaging, schlieren imaging, current and voltage probes, particle image velocimetry (PIV), and 
emission spectroscopy.  The schlieren imaging revealed a potential to cause blast “Mach” waves and a 
synthetic jet with controllable directionality dependent on cavity orientation.  The electric measurements 
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revealed that, in order to increase the power discharged by the plasma, the electrode separation will only 
aid mildly and that an optimum plasma current exists (between 300-400 mA for the tested parameter 
space).  The PIV data were acquired for various actuation frequencies and showed a trend between 
discharge frequency and maximum induced jet velocity.  Finally, the emission spectroscopy data were 
acquired for four different cases: two electrode separations and two plasma currents.  For each of the four 
conditions tested, the spectrum fit very well to a thermal distribution for early times in the emission.  
However, at later times in the emission, the spectrum no longer matched that of the second positive system 
under optically thick conditions for any combination of rotational and vibrational temperatures.   
Using the plasma generated by laser energy, an experimental investigation of flow control on a sonic 
underexpanded jet injected normally into a Mach 2.45 crossflow is reported.  The jet exit geometry was 
circular and was operated at a jet-to-crossflow momentum flux ratio of 1.7.  The unperturbed flow field was 
analyzed with schlieren imaging, PIV velocity data, surface oil flow visualizations, and pressure sensitive 
paint measurements.  As a means of excitation to the flow field, the plasma energy was focused in the 
center of the jet exit at three different vertical locations.  The perturbed resulting flow field was analyzed 
with schlieren photography and particle image velocimetry.  Analysis of phase averaged schlieren images 
suggested that the resulting blast wave from the laser pulse disrupted the structure of the barrel shock and 
Mach disk.  The two-component velocity field data revealed that the excitation pulse also caused a 
perturbation to the jet shear layer and induced the formation of vortices that convect downstream. 
Finally, additional techniques were developed for the PIV diagnostics.  First, while PIV is an 
established experimental technique for determining a velocity field, quantifying the uncertainty related with 
this method remains a challenging task.  To this end, four sources of uncertainty are assessed: equipment, 
particle lag, sampling size, and processing algorithm. An example uncertainty analysis is conducted for a 
transverse sonic jet injected into a supersonic crossflow.  However, the analysis is not specific to the 
example flow field and may be generally applied to any mean velocity field.  Secondly, using the velocity 
data from PIV, a technique was developed to solve for density from the continuity equation over the entire 
flow field.  The technique is validated using data from CFD simulations and demonstrated for experimental 
data for two flow fields. 
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To F.S.H., my beginning and my end, it is only in You that I find comfort. 
It is to You alone that I offer this work.  However, it is not the work in itself that I believe pleases you, 
but rather the effort that I have put forth with You in mind.  Only You know the many nights that I have 
worked, often alone and disinterested, but with only an occasional glance at an image of You to help me 
persevere, connecting the difficulties of my life to You.  Only You know how strongly I have disliked my 
work and how deeply I have desired and have tried to be free of it.  Nevertheless, out of some sense of 
human obligation I have remained in it.  I have become an expert in what I have a deep aversion to and 
have acquired knowledge of which I have no desire to ever use.   I know to others my words seem foolish; 
it is not to them that I write, but rather only to You.  For You have said, “homo enim videt ea quae parent, 
Dominus autem intuetur cor.”  It is in these words that I find confidence as you alone know the sorrow I 
have experienced for having allowed the gifts entrusted to me to be used serve the ambition of others and 
not for the path that I wish to follow for You. 
However, it is in joy and peace that I live, for one of Yours has said, “scimus autem quoniam 
diligentibus Deum omnia cooperantur in bonum, his, qui secundum propositum vocati sunt.”  I now find 
comfort in these words and I have already begun to experience the benefits of Your promise, as I have 
learned how to remain cheerful in the midst of an unpleasant situation, to conquer disappointment with 
hope, frustration with understanding, ambition with temperance, and confusion with an unwavering trust in 
You.  I have learned how to restrain my goals for Yours and for the sake of helping others out of care for 
them.  I have learned about Your first and Your second instructions, and the personal cost to fulfill them, 
but You know that it is not my success that I am speaking of, but rather my failure.  For I have learned that 
perseverance in the human effort towards You leads to failure, but through You failure leads to success.  
For the work that I so strongly disliked I have completed for You, offering my struggles and 
disappointments to You, and in hope that You will give purpose to these years.  What has made this so 
difficult is the potential I thought I had during my undergraduate studies. I thought my hard work then 
would have opened doors for my future that I had wanted to walk through.  You know how I desired to 
serve the world in such a different way, but as one of Yours has said and I say now, “Dominus dedit, 
Dominus abstulit; sicut Domino placuit, ita factum est: sit nomen Domini benedictum.”  So my heart leaves 
here disappointed, but full of gratitude; sorrowful, but full of joy; and with an unshakable feeling that all is 
lost, but with complete trust in You.  Deus meus, amo te cum omnibus Ego semper amabo, ádjuva me 
semper amabo te 
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Chapter 1  
 
 
Introduction 
 
 
 
 
 
1.1 Opening Remarks 
 Since the advent of powered human flight in 1903, aircraft technology has advanced 
considerably.  Flight speeds have increased from a modest 6.8 mph for the Wright 
brothers’ first successful attempt to almost 600 mph for the Boeing 777 developed some 
100 years later. Speeds nearly triple this value have also been achieved for military 
aircraft (e.g., SR-71).  The boundary has even been pushed further by experimental 
unmanned hypersonic vehicles, such as the National Aeronautics and Space 
Administration (NASA) X-43 or the HyShot vehicles developed at the University of 
Queensland, Centre for Hypersonics. However, despite these technological feats, and 
while military aircraft regularly operate under supersonic conditions, engineering and 
economic challenges have restricted the commercial aviation industry to (primarily) 
operate in the transonic domain.  An illustration comparing the maximum cruising speed 
of civilian and military aircraft developed over a 100 year period is shown in Fig. 1.1.  
While the data in Fig. 1.1 is not a complete survey of the (endless) number of airplanes 
developed over the last century it captures the general trends.  Initially, the lines were 
quite blurred; aircraft development was limited mostly by ingenuity so while military and 
civilian airplanes may have had a different look, neither could claim ultimate dominion of 
the skies.  However, as budgets increased and the framework for passenger safety 
regulations took shape, the two sectors began to deviate. The most noticeable shift 
followed after the flight of the Bell X-1 in 1947, the first aircraft to exceed the speed of 
sound.  Following this landmark achievement while military aircraft regularly operated in  
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Fig. 1.1. Comparison of maximum cruising speed for civilian and military aircraft 
 
the supersonic domain the civilian sector remained stagnant at transonic speeds.  The 
only attempt to break this “status quo” was by the introduction of the Concorde in 1976.  
This is shown in Fig. 1.1 as an unfilled data point since noise regulations restricted its 
flight destinations and combined with its high ticket prices, it did not serve well as a 
viable high-speed travel option for the public.  While this limitation has been comfortably 
accepted in the past, as society continues to become more globally integrated and the use 
of resources ever more scrutinized, the development of efficient high-speed aircraft has 
emerged as an engineering challenge of considerable importance.   
 In a report published in 2001 by the National Research Council [2] three types of 
supersonic aircraft were selected to represent the different air-vehicles which are likely to 
be developed in the near future.  These included a supersonic business jet, an overland 
supersonic commercial transport, and a high speed civil transport vehicle.  The purpose 
of developing these types of vehicles is that affordable, reliable, and safe air 
transportation is important to quality of life and economic growth.  Aviation has become 
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the essential mode of transportation nationally and globally, and a long-term perspective 
is needed to channel adequate resources into research and technology development to 
meet the ever increasing demands of future generations.  This goal is also one of the 
legislatively established objectives of NASA.   However, the task will not be achieved 
without a focused aeronautics program on the development of advanced aircraft systems, 
including those related to supersonic and even hypersonic aircraft.  Along these same 
lines, NASA’s Aerospace Technology Enterprise has established 10 technology goals for 
the aerospace sector, one of which is to cut in half the time it takes to travel from the 
United States to the Far East and Europe. In achieving this objective, new technology is 
needed to improve the performance and affordability of supersonic aircraft while meeting 
public expectations related to safety, noise, emissions, and fuel efficiency.  Advanced 
research and technology are also needed to establish the feasibility of reducing sonic 
boom sufficiently to allow sustained supersonic commercial flight over land [2].  It is the 
hope of the author that the work presented here may in some small way contribute to 
addressing these challenges.   
1.2 Motivation of Flow Control Research  
 The present research will be primary focused on flow control techniques, which are of 
paramount importance and applicable to several areas of design of supersonic aircraft and 
other related high-speed transport systems.  A detailed background on the history and 
science of flow control will be given at the end of this chapter, but the topic will be first 
introduced by discussing several areas of application that may all mutually benefit from 
this research.  However, it should be noted that the different areas discussed below were 
not the main focus for the research for this dissertation, but rather are presented as a 
survey of areas related to plasma physics and flow control technology.  
1.2.1 Normal Shock-Wave and Boundary Layer Interaction 
 Among these are the control of the interactions of a normal shock-wave and its 
corresponding boundary layer.  The interaction between a normal shock and boundary 
layer remains an important problem in compressible aerodynamics.   The relevance of the 
flow field is related to supersonic inlets.  In such devices, air is decelerated through a 
system of shocks, which typically terminates in a normal shock causing an adverse 
pressure gradient.  This adverse pressure gradient can trigger large-scale separation, 
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resulting in significant total pressure loss and flow distortion.  The unsteady aspects of 
the separated shock-wave/boundary-layer interaction can also cause large structural loads 
and possibly lead to inlet unstart [3].  Conventional flow control approaches to addressing 
this challenge have involved boundary-layer bleed systems that extract internal low-
momentum fluid to improve boundary layer health.[4]  While this method has been 
demonstrated to be effective, it reduces the amount of air flow captured by the engine and 
necessarily requires aircraft designers to use an increased inlet size to achieve a given 
mass flow.  The increased inlet size results in several performance disadvantages such as 
an additional ram air drag penalty, higher engine weight, and increased structural 
complexity.[3]  As a means of circumventing the problems associated with bleed 
systems, the effect of other, more efficient flow control systems on shock/boundary layer 
interaction needs to be investigated and could provide a more advantageous option, 
thereby improving the overall efficiency of aircraft engine design. 
 A recent study in this area was conducted by Herges et al. [5].  In their research the 
use of an array of microramp sub-boundary layer vortex generators was investigated for 
flow control in supersonic engine inlets. Their study focused on the ability of the 
microramp devices to advantageously affect nomral shock-wave/boundary layer 
interaction.  The array included three microramps, for which the height was scaled to 
36% of the incoming boundary-layer thickness, was placed ahead of the normal shock 
interaction.  Experiments were conducted at Mach 1.4 and the flow field was analyzed 
using schlieren photography, surface oil flow visualizations, pressure-sensitive paint, and 
particle image velocimetry.  The different diagnostics showed that the microramps 
entrained higher-momentum fluid into the boundary layer that beneficially affected the 
boundary-layer health. Specifically, the incompressible displacement thickness, 
momentum thickness, and shape factor were decreased, and the skin friction coefficient 
was increased, for the shock wave/boundary-layer interaction with the microramp array 
relative to the no-array case. 
 A similar study was conducted by Babinsky et al [3] involving the use of microramp 
devices to advantageously affect oblique shock-wave / boundary-layer interactions.  
Their experiments were conducted at Mach 2.5 with a focus to better characterize the 
nature of flow controlled by microramps and to investigate their ability to delay 
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separation in a reflected shock interaction.  Microramp heights ranging between 30 – 
90% of the boundary-layer thickness were considered and details of the vertical flow 
generated by the devices were identified.  Results of their study suggested that general 
flow field features scaled with the height of the microramps and that smaller devices 
needed to be placed closer to the expected adverse pressure gradients.  More specifically, 
the use of microramps applied to a separated oblique shock-wave/boundary-layer 
interaction generated with a 7 degree wedge were not able to completely eliminate flow 
separation, although they were shown to break up separated regions.  Moreover, other 
performance characteristics across the shock-wave/boundary-layer interaction were also 
improved through the application of the devices.   
While microramps have not been specifically investigated as a focus of this research, 
the use of these devices demonstrates the need and capability for flow control 
technologies for current and future aerospace applications.  To this end, studies such as 
these by Herges et al. [5] and Babinsky et al. [3] highlight the importance for scientist to 
continue to pursue this field of study.  The effort in developing novel flow control 
approaches will lead to developing aeronautical vehicles that can travel at higher speeds, 
with greater reliability, and improved efficiency.  
1.2.2 Aerodynamic Sound Control 
 Another application of flow control related to supersonic aircraft design is noise 
suppression.  Although the sounds generated by an aircraft find their acoustic power from 
a number of different sources, amongst the most prevalent and complex is jet noise.  
Rooted in the randomness of a turbulent flow field in the free shear layer of the jet 
exhaust and displaying its full strength during take-off, the understanding and need for 
suppression of jet noise has become a fundamental obstacle for the advancement of the 
aviation industry.  However, as the demands for greater flexibility in air travel and shorter 
transit times increase, the topic is being revisited with a greater sense of fervor.  
 According to a marketing outlook report published by Boeing in 2006 [6], the demand 
for airplanes is expected to surge between 2006 and 2026.  They estimated that an 
astounding 17,630 new vehicles will be added to the current passenger and cargo fleet, 
bringing the total world fleet to a projected 35,970 by 2026.  However, impeding this 
$2.6 trillion market potential is the noise generated by these vehicles, specifically their jet 
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noise.  Even with the current state of air traffic, the FAA and ICAO have continued to 
implement an increasing number of stringent noise certification requirements to appease 
public unrest.  In addition, local airports have independently introduced highly restrictive 
regulations, such as defining new flight paths over non-populated areas, procedures for 
flap retraction and engine power, curfews for nosier planes, and quotas for air traffic 
during the night.  These regulations have often resulted in less flexibility in travel times, 
excess fuel burn, and an increased workload for airlines [7]. To counteract this escalating 
problem, a number of recent studies have begun to further investigate sound generation 
and control techniques for its suppression. 
 In general, aircraft noise can be separated into two components: airframe noise and 
engine noise.  Engine noise can then be further broken down into a number of 
subcomponents: core noise, turbine noise, fan noise, and jet noise.  Although all of these 
sources are significant, jet noise dominates during full power takeoffs and is often the 
cause of many community related complaints.[7]  The first attempt at understanding the 
underlying mechanisms of jet noise was undertaken by Sir M. J. Lighthill in 1952, with 
the publication of his pioneering work “On Sound Generated Aerodynamically” [8, 9]  
Lighthill started with the full continuity and Navier-Stokes equations and then rearranged 
them to force the appearance of the wave operator, which is fundamental to the 
propagation of sound and other related physical phenomena.  Then, with the application 
of Green’s Theorem and dimensional analysis the development of Lighthill’s Power Law 
resulted, which states that the radiated acoustic intensity is proportional to the 8
th
 power 
of the exit velocity and the squared value of the jet diameter for the subsonic case; under 
supersonic conditions the dependence changes to the 3
rd
 power of the exit velocity while 
the jet diameter still remains at its value squared [10].  At this point, the strategy should 
seem simple: decrease exit velocity and increase diameter to maintain thrust.  To a large 
extent (for subsonic conditions) this simple solution has been applied.  Current jet 
engines are utilizing larger bypass ratios and the effective velocity of the exhaust is being 
significantly reduced, ultimately resulting in a reduction of noise levels [11].  However, 
this solution is reaching its upper limits.  In the case of the newly released Airbus A380, 
its accompanying Rolls-Royce Trent 900 engines have a bypass ratio of 8.5 – 8.7 and a 
fan diameter of approximately 9.5 ft. [12].  At this point, the exhaust velocities cannot be 
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lowered much further, and consideration also needs to be given for the weight and drag 
penalties of using such massive engines [11].   As for the supersonic case, the scenario 
worsens, as using “extra wide” engines would result in generating unacceptable 
shockwave drag as well as sonic boom emissions [13].  Consequently, although 
Lighthill’s power law has served as the foundation of aeroacoustics, the technological 
state of the aviation industry requires the development of more advanced concepts. 
The noise generated by the turbulent exhaust gases of a jet engine, traditionally, has 
been thought of to have two fundamental components: those associated with large-scale 
structures, which radiate preferentially in the downstream direction and those associated 
with small-scale structures that radiate in all directions.  Although the exact nature of the 
mechanisms for the two components are not fully understood, their differences become 
apparent in the analysis of sound spectra from various measurement angles [11].  Further, 
it is generally agreed upon that their relative importance in noise production is dependent 
upon the jet Mach number and fluid temperature.  In the case of a cold (ambient 
conditions) subsonic jet, the noise generation has been primarily attributed to small-scale 
structures; unless the jet is hot, large-scale structures are thought to be ineffective noise 
generators. However, under supersonic conditions, the situation reverses, and large-scale 
structures become the dominant mechanism.  The reversal is a consequence of supersonic 
eddies, which are capable of producing intense Mach wave radiation and easily 
predominate over the noise produced by small-scale structures.  These eddies result in a 
broadband sound called turbulent mixing noise and as stated earlier, will propagate in the 
downstream direction.  Additionally, since most supersonic jets are imperfectly 
expanded, a shock-cell pattern consisting of the reflections of oblique shocks and 
expansion fans will form in jet exhaust plume.  The shock-cell pattern leads to two 
additional mechanisms for supersonic noise generation: broadband shock noise and 
discrete screech tones [13]. 
Although their underlying mechanisms are fundamentally different, broadband shock 
noise and discrete screech tones are both a consequence of the passage of large-scale 
structures through the shock-cell pattern.  Additionally, in contrast to turbulent mixing 
noise, both shock-associated noises have a significant upstream propagation component.  
In the case of broadband shock noise, the sound is generated as a result of constructive 
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scattering (or vortex pairing) of large-scale structures in the shock-cells [11, 13].  The 
broadband shock noise is believed to consist of acoustic waves generated by 
supersonically convecting, coherent, wavelike disturbances [14].  Screech is thought to be 
generated and sustained by a resonant feedback loop.  Here, acoustic disturbances 
impinge on the jet nozzle lip, where the free shear layer is thin and receptive to external 
disturbances.  Consequently, intrinsic instability modes of the jet are excited, which 
results in waves that propagate in the downstream direction, intensify, and then interact 
with the shock-cell pattern in the exhaust plume. The interaction produces acoustic 
waves, which then propagate back upstream and at the jet lip close the feedback loop. 
Consequently, this results in intense sound production at a particular fundamental 
frequency, which is capable of causing damage to the engine nozzle structure [13, 14].  
In addressing aircraft problems related to jet noise there are a range of flow control 
approaches.  Several applied examples are discussed by Laurendeau et al. [15].  
Following their discussion, there have been a large number of investigations on flow-
control devices for the reduction of subsonic jet noise.  Results by Arakeri et al. [16], 
Castelainet [17], Greska et al. [18, 19], and Krothapalli et al. [20] have shown that by 
manipulating the initial development region of the mixing layer, an acoustic benefit can 
be achieved in the far field.  Two devices for accomplishing this effect include the 
nonconverging control jet (conﬁguration comprising penetration angle only) and the 
chevron.  While both devices reduce far field noise levels, the flow modifications 
produced in each case are quite different.  However, despite successful studies such as 
these, flow control technologies for noise suppression are not yet developed for actual 
practical use.  Moreover, to meet the technological demands of the future it is also clear 
that more advanced noise-reduction control strategies are needed.  
1.2.3 Thermal Protection Systems 
 In addition to benefits of improved design and performance in high-speed gas turbines, 
flow control strategies are also relevant to other applications, such as thermal protection 
systems for space transport vehicles during re-entry into earth.  Following the discussion 
by Yoshino et al. [21], as space transport vehicles approach the earth or other planets they 
enter an atmosphere at a high velocity before they land.  To this end, a strong bow shock 
wave creates a compressed high-temperature region between the bow shock wave and the 
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space vehicle, which is called the shock layer. The fluid in the shock layer is dissociated 
and ionized and turns into a weakly ionized plasma state.  As an example, for an earth re-
entry flight from a low-earth orbit (such as routinely flown by the US space shuttle), the 
flight speed reaches over 7 km/s.  Within the shock layer, the plasma temperature rises to 
over 10,000 K and the convective heat flux to the vehicle surface reaches several hundred 
kW/m
2
 [22]. The conditions are even more severe for re-entry from the moon to the earth.  
For the US Apollo or the Japanese Hayabusa spaceships, the flight speeds reach 12 km/s 
and the plasma temperature in the shock layer increases to over 40,000 K, leading to a 
convective heat flux to the space vehicle of around 10 MW/m
2
 [22-25].    
 To protect a vehicle from these high temperatures, different types of thermal 
protection systems have been developed.  In general these are of two types, passive and 
active systems.   A passive thermal protection system was used in the US space shuttle 
and will be most familiar to many readers.  The US space shuttle utilized tiles constructed 
with a heat-resistant material that essentially covered the entire orbiter surface.  While 
this system was effective it was not efficient, as a few tens of thousands of tiles needed to 
be repaired or replaced for every flight.  The Apollo [22, 23] and Hayabusa [22, 24] 
spaceships also used a passive thermal protection system, but used the process of ablation 
to protect the vehicle.  For the design of these systems, the space vehicle was covered 
with a non-reusable material (called an ablator), which protects the vehicle from 
aerodynamic heating by a phase-change.   
 Active thermal protection systems have attracted significant attention for next-
generation space vehicles.  These systems act to control the flow of heat around a space 
vehicle (as opposed to passively protecting against it) and have a greater possibility to be 
designed with improved safety, controllability, and reusability.  Examples of early 
research of reusable active thermal protection systems date back to the 1950’s [26-28].  
These studies focused on flow control with electromagnetic force, commonly called 
magnetohydrodynamic (MHD) flow control. In such systems, a magnet is installed in the 
vehicle and when a magnetic field is applied to the weakly ionized plasma, an electrical 
current is produced in the shock layer.  A Lorentz force is then generated in the shock 
layer by the interaction between the induced electric current and the applied magnetic 
field.  The presence of the force leads to changes in the structure of the MHD flow, which 
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can be controlled (or altered) by different magnetic field distributions and the strength of 
the magnetic field. Despite investigations such as this, active thermal protection systems 
have not been put into practical use, as there are a number of design challenges that 
remain. 
1.2.4 High-Speed Propulsion Systems 
 Another application of flow control, and of particular relevance to this study, is related 
to future high-speed airbreathing propulsion systems.  The development of such 
propulsion systems that operate within the atmosphere has applicability in a number of 
aerospace fields such as transport, defense, and space access [29-31]. The topics of 
transport and defense were introduced above.  For space access, rockets are typically 
used, even for the portions of flight that operate wholly within the atmosphere.  This need 
to carry oxidizer leads to a mission design tradeoff between range and payload mass.  The 
use of airbreathing propulsion systems for this application would eliminate this 
restriction.  Of course, after leaving the atmosphere traditional rockets would again be 
needed [31]. 
 However, their success is largely dependent on designing for efficient injection, 
mixing, and combustion processes inside the supersonic (or hypersonic) combustion 
chamber.  Since this application is of specific focus for this research the discussion of the 
topic will be delayed until further in the manuscript.   
1.3 Problem Statement 
The primary objective of this dissertation is to investigate different mechanisms for 
generating plasma for use as a flow control device and to evaluate the near-field fluid 
dynamic influence of the emission on a surrounding medium.  As part of the investigation 
advanced non-intrusive flow diagnostics were applied, such as particle image velocimetry 
(PIV) and emission spectroscopy.  The experiments conducted and results presented 
reveal unique observations that were not available in previous studies and will be useful 
to future investigators.  The dissertation consists of several elements: 
1. Plasma Initiation: The first phase is focused on contributing to the fundamental 
characterization of plasma actuator systems that could be used as flow control 
devices in a wide-array of aerospace systems.  As discussed above, while past 
studies have shown plasma flow control methods to be beneficial in laboratory 
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tests, the incorporation of such systems in real-world applications is not 
straightforward.  For the realization of these devices to occur, extensive testing is 
needed to first gain understanding of the underlying physics that govern the 
processes.  It is only at this point that such devices can be safely and efficiently 
incorporated in the aerospace systems. To this end, in present the work, plasma 
initiated by three different mechanisms has been selected for testing for its flow 
control capabilities.  Among these are plasma initiated by microwaves, laser-
induced optical breakdown, and electric discharge.  In each case, tests were 
designed to experimentally investigate the thermodynamic properties of the 
plasma emission and the fluid dynamic effects on a surrounding flow field.  The 
work completed in this investigation should provide future research with a more 
complete understanding of plasmas and their use as a flow control strategy.  The 
equipment used and experimental setup for the different systems evaluated is 
discussed in Chapters 2 and 3 and results are given in Chapter 4.  Additionally, 
results from this investigation can also more broadly improve understanding of 
plasma technologies in general, which involve a wide range of industries.  
Applications involving the broader impacts of this research include the use and 
accurate control of plasmas for hydrogen production from water, plasma 
stabilization of flames, plasma light sources, thermal plasma deposition of 
protective coatings, plasma cleaning of exhaust gases, plasma sterilization of 
water, as so on.  All these plasma technologies are practically interesting, 
commercially viable for the near future, and generally will make a small 
contribution in improving life for our society and future generations [32].   
2. Flow Field Testing: In the second phase of the research, one of the methods 
(laser-induced optical breakdown) was selected and applied to a supersonic flow 
problem to assess its effectiveness as a high-speed flow control device.  The flow 
field selected for testing was a sonic jet being normally injected into a supersonic 
crossflow.  The outstanding questions that were investigated with this 
configuration are: Can plasma actuators be used for high-speed flow control?  Can 
the actuators be used to induce the formation of jet shear layer vortices for 
improved mixing?  How does the placement of the actuators in the flow field 
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influence the effectiveness of the plasma to control the jet shear layer?  The 
relevance of this flow field is related to the development of scramjet engine 
technology.  Because of the high velocities in these scramjet systems, challenges 
arise in the fuel injection method which must provide sufficient fuel-air mixing in 
an environment with limited flow residence time in the combustor [33].  As a 
means of addressing this problem, past studies have investigated the arrangement 
of the transverse injection of fuel from a wall orifice to evaluate near-field mixing 
and methods of enhancing it [34].  In an attempt to also contribute to this effort 
while still characterizing the fluid dynamic interaction of plasma in a high-speed 
flow environment, the influence of a plasma actuator system on the mixing 
characteristics of a transverse sonic jet in a supersonic crossflow is investigated in 
detail.  The equipment used and experimental setup is again described in Chapters 
2 and 3 and results are presented in Chapter 5.  
3. Diagnostic Development: The final contribution of this research to the scientific 
community was unexpected, but yet perhaps unavoidable.  As mentioned above, a 
number of advanced non-intrusive flow diagnostics were used in this 
investigation.  However, due to the types of environments in which the 
measurements were made  (e.g. severe electromagnetic noise, large flow field 
gradients, etc.), several new diagnostic methods were developed.  Among these 
are long-throw PIV, PIV uncertainty analysis, and computational-combined PIV 
(ccPIV).  Long-throw PIV enables a researcher to obtain very high magnification 
velocity measurements while keeping a long distance away from the test section.  
This diagnostic was developed to reduce measurement interference from 
electromagnetic noise and is discussed in Chapter 3.  An extensive PIV 
uncertainty analysis is offered in Chapter 6, which will provide researchers with a 
quick and practical method to quantify the errors associated with a velocity 
measurement. Lastly, ccPIV combines experimental velocity measurements 
obtained from PIV and numerically schemes to back out density, pressure, and 
temperature measurements from the conservation equations; the techniuqe is 
discussed also in Chapter 6.   
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1.4  Flow Control Science 
 Although the prospect of controlling the characteristics of a flow field has been a 
subject of interest since the turn of the twentieth century, the full development of the 
technology and understanding of the underlying physics have remained incomplete.  
While the objectives of flow control devices are far-reaching, current active areas of 
investigation include: drag reduction, separation control, turbulence augmentation, 
enhanced mixing, and noise suppression. Given this wide range of tangible applications 
continued research in this area is of immense importance for achieving more 
environmentally sound and economically competitive processes involving fluid flows 
[13]. 
Historically, the science of flow control was first pioneered by Prandtl (1904) who 
demonstrated the use of suction to delay boundary layer separation from the surface of a 
cylinder [35].  Later, with the advent of World War II and the Cold War that followed, 
development of flow control methods received accelerated growth as new fluid dynamic 
techniques were sought after to meet military needs in developing aeronautically superior 
vehicles and weaponry. Flow control research remained primarily an interest of the 
military until the l970s, when energy crises forced a noticeable shift of concentration to 
the civilian sector. During this period government agencies and private corporations 
invested extensive resources in search of methods to conserve energy for civilian air, sea, 
and land vehicles; similar efforts were also pursued for industrial applications (e.g. drag 
reduction in pipelines). Following this era and beyond, more complex control devices 
have been researched and developed, specifically geared toward manipulating the 
coherent structures in transitional and turbulent shear flows [13, 36]. 
Although several schemes for classifying flow control methods exist, a commonly 
used distinction is to consider the energy expenditure and the control loop involved. 
Under this classification two main categories of flow control devices emerge: passive and 
active control. Passive control methods require no auxiliary power or control loop [13].  
Methods of this category are typically inexpensive, simple, and can be employed through 
a variety of mounted devices in a flow field (e.g. vortex generators and spoilers) [37]. 
While many studies have demonstrated the effectiveness of passive control methods (e.g. 
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Bechert and Bartenwerfer [38]), these techniques are inherently limited as they typically 
can only be designed for a small range of flow conditions [39].   
In contrast, active flow control methods utilize an energy expenditure which provides 
the application of a steady or unsteady input into a flow field [13].  Broadly speaking, 
primary active flow control methods include: acoustic excitation, continuous or pulsed 
suction, synthetic jets, and microelectromechanical systems (MEMS) [40]. In recent 
years, however, there has also been an increasing interest in the use of direct energy 
deposition for high-speed flow control, which is the basis of the research presented in this 
dissertation [41]. 
Because active control methods can vary their input, they also have the capability 
to exploit the inherent instability mechanisms of a flow field, thereby amplifying a small 
control input to achieve a larger global effect [36]. Active control methods also require a 
control loop that is further divided into predetermined and reactive categories. For 
predetermined control, no sensed information is recorded and the modifying input is 
applied without regard to the particular state of the flow field; techniques utilizing this 
design use an open-loop control and no flow monitoring sensors are required. 
Conversely, reactive (or closed-loop) control is a class of active control in which the 
modifying input is continuously adjusted based on flow field quantities which are directly 
measured or estimated [13]. Therefore, while there is typically an increased complexity in 
involving a feedback response, the added versatility allows a control device to be 
effective over a wider range of flow conditions and Mach numbers. As a result, this type 
of active flow control is often advantageous for most applications. A more detailed 
overview of flow control methods is available in Gad-el-Hak [13].  
1.5 Plasma Flow Control 
1.5.1 Plasma Background 
While plasma is often thought of as the fourth state of matter that exists when atoms 
are thermally energized beyond the gaseous state, it is more appropriately defined as any 
gas in which the atoms and/or molecules have been ionized to a significant degree.  
However, it is both the thermal properties and the particle ionization that allow plasmas 
to be useful for flow control.  While the concept of using plasma actuators as a method of 
aerodynamic flow control is not entirely new, recent technological advances have 
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allowed sufficient quantities of plasma to be produced efficiently at atmospheric 
conditions, thereby allowing high performance and low cost flow control devices 
utilizing this technology to be developed.  The use of plasma for flow control can be 
accomplished through several different approaches.  Some different types of plasma 
actuator systems include, laser-induced optical breakdown, localized arc filament plasma 
actuators (LAFPAs [42]), dielectric barrier discharges (DBDs), pulsed plasma jet (i.e. 
SparkJets), etc.  However, before discussing details of different plasma actuator systems, 
important properties of plasma will first be described.  
Following the discussion of Huffman [43], the plasmas of interest in the current 
investigation are those that can be produced in a laboratory and are generally considered 
quasi-neutral.  The term quasi-neutral is used because in the region of interest there is a 
relative balance in charge between free electrons and ions.  However, it should be noted 
that since the plasma state does contain free electrons and ions it is electrically 
conductive and is able to create an electrical circuit and is influenced by electric and/or 
magnetic fields.  In some cases the electrical conductance can reach values higher than 
gold, which (among many other reasons) make it a particularly attractive substance for a 
wide-range of engineering applications.  
The control mechanism of plasma on high-speed flows is to create free-electrons.  
Although the free electrons can be used in several ways, they are generally used as an 
energy pump, which transfers energy into the vibrational modes of surrounding diatomic 
molecules.  An example of a different technique is to allow neutral species to be 
manipulated by an electric or magnetic field. Using this method results in Lorentzian 
collisions, transferring momentum to the neutral gas via the charged particles in the 
plasma, thus affecting the flow around an aerodynamic surface [44].  Returning to the 
former mechanism, the rotational and translational energy of surrounding diatomic 
molecules remains in equilibrium and the flows are considered “cold,” as the temperature 
which defines the random translational motion of the molecules is relatively constant.  
1.5.1.1 Thermal Equilibrium  
The next property of plasma to be discussed is the concept of thermal equilibrium.  A 
thermal plasma (i.e. a plasma in thermal equilibrium) is typically marked by an 
environment of high pressure and high temperature.  Examples of thermal plasmas in 
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nature include lightning and solar plasma [32].  In contrast to thermal equilibrium, when 
the number of (energy distributing) collisions become less frequent, a difference between 
the temperature of free electrons and a neutral gas occurs.  This temperature difference is 
referred to as a state of thermal non-equilibrium.  An example of a man-made non-
equilibrium plasma is a fluorescent light bulb.  Molecules in non-equilibrium can be 
divided further by considering their translational, rotational, vibrational, and electrical 
energy modes.  A further discussion of non-equilibrium plasmas will be given in the next 
section. Energy can be exchanged between the different modes through collisions or 
interaction of Coulomb forces.  The particle collisions can be of three different types: 
elastic, inelastic, or super-elastic.  Elastic collisions result in the transfer of kinetic energy 
between collision particles.  These collisions involve only a transfer of translational 
energy between the particles.  Inelastic collisions involve transfer of kinetic energy into 
internal energy.  This type of interaction involves additional transfers of energy into the 
electric, rotational or vibrational energy state and translational momentum is not 
conserved.  In general, it is typically assumed that that translational and rotational energy 
are in equilibrium in many plasmas, and the gas temperature represents both of these 
particle motions.   
For an equilibrium plasma, the gas temperature (T0) is near the electron temperature 
(Te).  For many plasmas Te ≈ 1eV is used as an estimation.  For a plasma in non-
equilibrium the ratio of Te/T0 can be as high as 100. For the case of a plasma in a low-
pressure environment, the neutral gas loses heat to the chamber walls at a rate greater 
than the electron gas can transfer heat into it. Gas pressures below ~ 30 torr are needed to 
provide enough conductive heat losses for static gas plasmas.  For pressures above ~30 
torr, a non-equilibrium plasma can be maintained by adjusting the fluid velocity to 
increase the conductive heat transfer and lower the residence time of the gas in the 
plasma field.  
Before continuing to additional statistical and thermodynamic properties of plasma 
systems a clear understanding and distinction needs to be made between the concepts of 
complete thermodynamic equilibrium and local thermodynamic equilibrium.  Complete 
thermodynamic equilibrium describes a uniform plasma where the chemical equilibrium 
and all plasma properties are explicit functions of temperature. More specifically, the 
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temperature is supposed to be homogeneous and the same for all degrees of freedom, all 
components, and all possible reactions.  Under such conditions, the following five 
equilibrium statistical distributions will take place for the same temperature, T: 
1. The Maxwell-Boltzman velocity or translational energy distributions are used for 
all neutral and charged species that exist in the plasma, Eqn.  (1.1): 
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where f(ε) is the probability density for an electron to have energy ε and k is the 
Boltzmann constant.  
2. The population of excited states for all plasma components is given by the 
Boltzmann distribution, Eqn. (1.2): 
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where Nj and N0 are the number densities of particles in j states with ground state 
(o);  gj  and g0 are their statistical weights; and E is the energy associated with a 
particular state j. 
3. The Saha equation applies to ionization equilibrium to relate the number densities 
of electrons, ions, and neutral species, Eqn (1.3): 
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In this relation, I  is the  is the ionization potential, ga, gi, and ge are the statistical 
weights of atoms, ions, and electrons; Na, Ni, and Ne are their number densities; m 
is the electron mass; and h is Planck’s constant.    
4. A Dissociation balance, and other thermodynamic relations of chemical 
equilibrium (see Ref. [32] for additional details).  
5. The Planck distribution and Planck formula are satisfied for spectral density of 
electromagnetic radiation. (see Ref. [45] for additional details). 
1.5.1.2 Quasi-Neutrality  
Another qualitative description of a plasma is its quasi-neutrality, as briefly introduced 
above. If a localized area of a plasma is considered, its ions and free electron charges are 
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in balance.  However, when a plasma interacts with its boundaries the charge balance is 
no longer quasi-neutral and the fluid is not considered a plasma.   An example can be 
imagined by considering a plasma that is brought in contact with a grounded (floating 
potential) surface.  In such a situation the free electrons go to the ground and leave the 
remaining positively charged ions in the fluid.  The ions are left behind due to relatively 
high electron thermal velocity (roughly 1000 times higher than the ion thermal velocity).  
The presence of the ions creates a positively charge portion of the fluid and is called a 
plasma sheath.  The thickness of the sheath is typically on the order of three Debye radii.  
The sheath can only exist if there are ions which have energy equivalent to the electron 
temperature.  The Bohm sheath criterion expresses this condition mathematically as 
/i B eu u T M , where uB is the critical velocity (defined as the Bohm velocity) and M is 
the ion mass.   
The Debye radius (rD) is defined as the characteristic length of plasma quasi-
neutrality.  For example, if a large value of the Debye radius exists (rD >> R, where R is 
the characteristic length of change of electron concentration) a large separation between 
electrons and ions exist and the quasi-neutral assumption breaks down.  Related to Debye 
radius is a characteristic time scale of the plasma, which is determined by the Langmuir 
frequency.  The Langmuir frequency is defined as the time required for an electron to 
travel one Debye radius at the thermal electron velocity to provide charge screening to a 
perturbation in the external electric field.  
1.5.1.3 Electrostatically Ideal Plasma 
Another type of plasma is an electrostatic ideal plasma.  For two electrostatically 
neutral particles the particle motion is governed by intermolecular collisions (forces 
which are important only when particles are in close proximity to each other).  For 
charged particles, the interaction is governed by Coulomb’s law, and the effects on 
particle motion occur over much longer distances than neutral particle collisions. Plasmas 
that are considered electrostatically ideal are defined as one in which free electrons and 
ions travel in straight lines.  This motion suggests that the kinetic energy of the particles 
is much higher that the interparticle potential energy and is neglected.  Non-ideal 
conditions can only develop with very extreme ionized particle densities.   
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1.5.1.4 Breakdown Mechanisms 
Beginning with a non-charged gas, a plasma is first initiated by energizing atoms or 
molecules into quantum levels high enough to free an electron.  More electrons are then 
released through the collision of this highly energized free electron and another molecule 
(or atom) in a moderately elevated quantum energy state.  Under the right conditions, this 
process continues through an “electron cascade,” creating plasma. There are two models 
available to further describe the breakdown process, the Townsend mechanism and the 
spark mechanism. Both models are relevant to the present study. 
The Townsend model (also known as a Townsend discharge or Townsend Avalanche) 
offers a description in which a non-charged (i.e. non-conducting) fluid breaks down 
between two electrodes by increasing the voltage potential across the gap.  The model 
first considers a planar gap with a cathode and anode pair.  Across the electrodes exists a 
uniform DC voltage potential (E) described by E = V/d, where V is voltage and d is the 
gap distance.  Near the cathode, a small amount of free electrons will be accelerated by 
the electric field and travel towards the anode.  Along their path of travel, these free 
electrons will collide with other molecules and/or atoms.  If the electric field is 
sufficiently strong these collisions will liberate more free electrons, which in turn will be 
accelerated and lead to another collision.  This chain reaction leads to a breakdown and 
an arc is established from the cascade of released electrons. As the electrons move to the 
anode, in a similar way, positive ions also migrate toward the cathode.  The ions which 
collide with the cathode (depending on the cathode material) can liberate additional 
electrons producing a secondary electron emission which sustains the plasma.  
Eventually, the electric field is increased, the electron avalanche is self-sustaining, and 
the gas undergoes breakdown.  
In contrast to the Townsend discharge which fills an entire field, the spark breakdown 
model is a very localized.  Additionally, spark breakdowns occur at higher gap distances 
and higher gas pressures in comparison to a Townsend discharge. For the spark 
breakdown model the voltage across the electrodes increases faster than the ions can 
migrate to the cathode.  This situation creates an overvoltage.  Consequently, the 
secondary electron emission effects can be neglected and the cathode material is 
irrelevant. In this model, the breakdown initializes with a streamer, which is a channel of 
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positive ions created in the wake of an electron avalanche caused by the overvoltage.  
This initial electron avalanche is strong enough to stimulate photon radiation which then 
initiates additional electron avalanches nearby. To this end, the channel of positive ions 
grows, and creates its own electric field, electrically attracting nearby electron avalanches 
into it. As the channel grows it quickly connects the electrodes and passes high currents 
to eliminate the overpotential. 
As an aside, as mentioned above when a neutral atom or molecule becomes excited 
enough a highly energized electron will be dislodged.  Consequently, this explains the 
high concentrations of free electrons and positively charged ions.  However, it is worth 
mentioning to the reader that in the presence of gas elements the initiation process for 
plasma is significantly affected.   For a molecule such as oxygen, its high electron affinity 
will attract free electrons and become negatively charged ions.  In a situation such as this, 
the ionization process of a gas is enhanced.  The negatively charged ion will have a 
considerably higher collision potential, relative to the free electrons, and the reaction rate 
for the plasma formation and sustainment are increased.   
1.5.2 Plasma Flow Control Methods 
  First investigations into the use of plasmas as aerodynamic flow control reach 
back to the 1980s and were conducted by Klimov et al. [46] who reported on an observed 
decrease in the strength of a propagating normal shock in the presence of a weakly 
ionized flow.  More recent efforts have expanded to include nearly all areas of aerospace 
research (e.g. lift enhancement, drag reduction, noise control, etc.).  The effect of plasmas 
on high-speed flow systems can be facilitated through several approaches.  An example 
of these includes inducing the motion of a plasma field through magneto-hydrodynamics.  
In such cases, the plasma particles are accelerated by a magnetic field, and the mean 
motion of the charged particles entrains the surrounding neutral gas and can be used to 
produce a significant flow effect that can be directed.    The thermal characteristics of the 
plasma can also be used by introducing it on a fluid surface-interface, which heats the 
flow locally to form a low-density pocket.  The low-density pocket resembles a 
separation bubble and can generate vortices which alter the surrounding fluid. Another 
mechanism involves pulsed plasma generation schemes in which the thermal 
characteristics of the plasma are used to expand a pocket of nearby flow to produce a 
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frequency controlled forcing of the flow locally. [43] Although mechanical devices are 
perhaps effective in producing similar fluid dynamic effects, there are several 
disadvantages that afflict these traditionally functioning control methods. In particular, 
typical mechanical devices are a major source of unwanted vibration and noise. Also for 
devices such as piezoelectric actuators and blowing/suction jets, there are inherent 
challenges with installation and concerns with reliability and performance under extreme 
conditions such as icing or trapped debris. [44]  Furthermore, the controls systems for 
mechanical devices can  significantly contribute to the weight of an aircraft which can 
lead to higher costs for manufacturing and operation.[47] Consequently, the research and 
development into plasma actuators for flow control are now growing rapidly as the 
technology does not exhibit the same constraints. In addition, plasma actuators can 
operate with a very short response time and can affect real-time control at high 
frequency.[48]  The short response times are especially attractive for high-speed flow 
applications.  However, despite the potential to significantly impact the design and 
function of many aerodynamic applications, evaluation of plasma flow control devices at 
a system level is difficult due to a large number of interdependencies between weight and 
volume needs, power generation requirements, and performance related to flow field 
improvements. These interdependencies lead to a requirement for detailed system studies 
to more thoroughly understand the true potential of this technology. [49] A relatively 
recent plasma/high-speed flow control survey of both experimental and numerical 
research was presented by Shang, et al. [50]  
1.6 Scramjet Engine Technology 
1.6.1 Burner Entry Conditions 
At flight speeds beyond Mach 6, air entering the combustor must remain supersonic to 
avoid excessive dissociation of both nitrogen and oxygen gases.  This restriction leads to 
a maximum allowable compression temperature in the range of 1440-1670 K.[51, 52]  If 
adiabatic compression is assumed, the flight Mach number (M0) and the entry burner 
Mach number (M1) can be computed based on atmosphere temperature ratios (T1/T0) and 
is shown in Eqn. (1.1): 
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where γ is the specific heat ratio.  A plot of Eqn. (1.1) is shown in Fig. 1.2, which 
illustrates that for flight speeds beyond Mach 6 a supersonic combustion ramjet (i.e. 
scramjet) is needed if the compression temperature is to stay within acceptable levels. 
This limitation creates a challenging engineering problem since at such high speeds the 
time available for the fuel to be injected, mixed with an external freestream fluid, and the 
combustion process to occur will be very short, of the order of 1 ms.[53]  Moreover, 
although this is caused by the limited flow residence time inside the combustor and the 
compressibility effect that adversely influences the rate of mixing, a short combustor 
length is desirable because the thrust-to-drag ratio of an engine is roughly proportional to 
the ratio between the combustor diameter and length.[54]  One of the simplest approaches  
 
 
Fig. 1.2. Scramjet burner entry Mach number (M0) as a function of flight Mach number (M1) for 
different temperature ratios. 
 
23 
 
to efficient performance of very high-speed combustors is the transverse (normal) 
injection of fuel from a wall orifice.[51]  In such an arrangement, fuel is sonic at the jet 
exit and interacts with the supersonic crossflow to generate a complicated flow field.   
1.6.2 Flow Field Features of Jets in Supersonic Crossflows 
The transverse (normal) injection of a gaseous jet into a supersonic freestream is a fluid 
dynamic configuration that has been studied extensively due to its widespread use in a 
variety of technological applications.[55]  Early investigations in the area were motivated 
by the aerodynamic control of supersonic vehicles at high altitude, forming initial 
qualitative descriptions for the structure of the resulting flow field.[56, 57]
 
 Of particular 
relevance to the current study is the use of this flow field in high-speed propulsion 
systems.  Because of the high velocities in these systems, challenges arise in the fuel 
injection method which must provide sufficient fuel-air mixing in an environment with 
limited flow residence time in the combustor.[33]  As a means of addressing this problem, 
past studies have investigated the arrangement of the transverse injection of fuel from a 
wall orifice to evaluate near-field mixing and methods of enhancing it.[34] 
  A jet injected normally from a wall into a crossflow involves two fundamental 
flows: a perpendicular free jet and a boundary-layer driven by uniform flow far above the 
injection wall.  However, the characteristics of the transverse jet are far more complex 
than those present in these basic canonical flows [58].  Fig. 1.3 (Refs. [34, 59]) illustrates 
the typical flow field characteristics of an underexpanded transverse sonic jet injected into 
a supersonic crossflow.  The displacement of the crossflow by the jet induces a three-
dimensional bow shock, due to the partial blockage of the flow.[60]  The bow shock 
causes the upstream wall boundary layer to separate creating a region where the boundary 
layer and jet fluids mix at subsonic speeds, upstream of the jet exit.  This region, confined 
by the separation shock wave formed in front of it, is important in transverse injection 
flow fields owing to its flame-holding capability in combusting situations.[59]   
Turning to the internal structure of the jet, after leaving the wall orifice the 
underexpanded jet initially expands through a Prandtl–Meyer expansion fan centered at 
the nozzle lip.[60]  In the case of circular injector ports, this expansion terminates in a 
 
 
24 
 
(a) 
 
 
(b) 
 
Fig. 1.3. Illustration of an underexpanded transverse injection into a supersonic crossflow for (a) 
instantaneous side view and (b) 3D perspective of averaged features (images from Refs [34, 59]).  
 
barrel shaped shock and a Mach disk.  The upstream separation region creates a horseshoe 
shaped vortex that wraps around the injector exit along the wall.[61]  The majority of the 
jet fluid passes through the oblique shocks that define the sides of the barrel shock and 
forms an annular shear layer between the jet plume and the crossflow.  Recirculation 
regions are located just upstream and downstream of the jet orifice near the wall. The 
velocity field within the jet plume downstream of the barrel shock is dominated by two 
streamwise-oriented, counter-rotating vortices.[60]   
Mixing properties of normal injection into supersonic flow are controlled by jet 
vortical structures.[34]  Following the work of Ben-Yakar et al.,[34]
 
 experimental studies 
by Fric and Roshko [62] of a transverse jet injected into a low-speed crossflow have given 
insight into the characterization of these flow field features.  In particular, four types of 
coherent structures were discerned: (i) near-field jet shear layer vortices; (ii) the 
horseshoe vortex which wraps around the jet column; (iii) the far-field counter-rotating 
vortex pair; (iv) downstream wake vortices originating from the horseshoe vortex.  An 
illustration of the presumed structure for a transverse jet in a supersonic crossflow is 
shown in Fig. 1.3.  Fig. 1.3 was taken after Ben-Yakar et al. [34], where the vortical 
structures were partially observed by numerous studies.[37, 63, 64] 
The near-field mixing of transverse jets is predominantly controlled by an 
“entrainment-stretching-mixing process,” which is driven by large-scale jet-shear layer 
vortices.  Near the jet exit, the injected fluid moves with a higher velocity tangent to the 
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interface than the freestream fluid.  This effect leads to the periodic formation of large-
scale vortices which engulf large quantities of freestream fluid and draw it into the jet 
shear layer.  These vortices also act to stretch the interface between the unmixed fluids.  
More specifically, stretching increases the interfacial area and steepens the local 
concentration gradient along the entire surface while enhancing the diffusive 
micromixing.  Work by Ben-Yakar and Hanson [65] have shown that the far-field eddies 
reach velocities near the freestream velocity as they fully align with the freestream flow.  
This result was also previously shown by Gruber et al.[64]  For high-speed freestream 
conditions, the large-scale coherent structures, where the fuel and air are mixed by slow 
molecular diffusion, will also convect at high speeds, suggesting that the combustion 
process will be mixing controlled.[34]  Accordingly, understanding of the mixing process 
and its enhancement presents a critical component in the development of air-breathing 
propulsion systems for use in hypersonic flight.   
In addition to the mixing characteristics of the flow field, simultaneous penetration of 
the fuel jet into the high-speed crossflow must also be achieved to ensure efficient 
combustion.[66]  Penetration has been shown to be dependent primarily on the jet-to-
freestream momentum flux ratio (J), which is expressed by: 
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where the subscripts j corresponds to the jet exit conditions and ∞ to the freestream 
conditions upstream of the bow shock.  In Eqn. (1.2), γ is the specific heat ratio, P is the 
pressure, and M the Mach number.  Work conducted by Billig et al.[67] has identified the 
jet-to-freestream momentum flux ratio as the most important parameter that determines 
jet penetration.  However, exceptions under different conditions/configurations may exist 
[34].  
 In an effort to further understand the mechanisms of mixing in a jet-in-crossflow, 
as well as to gain further insight into the physics of the flow field, there have been a vast 
number of experimental and computational investigations.  In a recent numerical study by 
Kawai and Lele,[68] an underexpanded sonic jet injection into a supersonic crossflow was 
considered using high-order compact differencing/filtering schemes coupled with recently 
developed localized artificial diffusivity methodology in the context of large-eddy 
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simulation.  For their study, flow conditions from the experiment by Santiago and 
Dutton[69] were selected (M∞ = 1.6).  To that end, the simulation by Kawai and Lele [68] 
qualitatively reproduced the unsteady dynamics of the barrel shock and bow shock as 
observed in the experiment.  With regard to the processes controlling the jet mixing, two 
regions of vortex formation that create hairpin-like structures were identified in the 
windward and leeward jet boundaries, and that these vortices play an important role in 
determining the behavior of jet fluid stirring and subsequent mixing.    
In a another numerical study conducted by Srinivasan and Bowersox,[61] simulations 
were conducted for a sonic transverse jet in a Mach 2 and Mach 5 crossflow using 
diamond-shaped orifices.  The authors report that two new vortex features were observed 
in the vicinity of the injector port when compared with circular injector ports.  First, a pair 
of vortices was seen to form near the leading edge of the injector due to the corner 
vortices in the injector port and the interaction between the freesteam and injector fluids.  
Of particular interest is the potential for these structures to serve as a mixing enhancement 
mechanism.  Second, their investigation found that the shape of the barrel shock 
generated by the diamond-shaped injector influenced the flow around the injector port, 
leading to the formation of a vortex pair downstream of the injector port.  They report that 
this induced flow structure can act as a flameholding device. 
 In other related experimental work, a study conducted by VanLerberghe et al.[60]  
investigated a sonic jet injected normally into a Mach 1.6 crossflow.  Shawdowgraph 
photography and planar laser-induced fluorescence from acetone were used to obtain 
temporally resolved flowfield visualization of a side-view of the barrel shock region, a 
side-view of the downstream plume, and an end-view cross section of the plume.  The 
mixing produced by large-scale turbulent structures was analyzed by instantaneous 
images, mean and standard deviation images, and image-intensity probability density 
functions.  Comparisons of the instantaneous images and probability density functions 
illustrated the role of large-scale rolling structures and jet-like plumes in transporting 
coherent packets of fluid across the three-dimensional shear layer formed between the jet 
and crossflow.  Significant instantaneous mixing in the flow field occurred in the wake 
region downstream of the barrel shock region and below the jet centerline.  The authors 
also report that the counter-rotating streamwise vortex pair in the jet plume plays an 
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important role in the scalar mixing processes, as it transports jet fluid down toward the 
wake and entrains crossflow fluid from below up into the jet.   
In another experimental study by Ben-Yakar et al.,[34] the temporal evolution, the 
penetration, and the convection characteristics of hydrogen and ethylene sonic jets in a 
Mach 3.38 crossflow were investigated.  These conditions were selected to simulate a 
supersonic combustor environment associated with a hypersonic airbreathing engine 
flying at Mach 10.  The experiment was conducted with ultra-fast schlieren framing and 
performed for a similar jet-to-freestream momentum flux ratio between the two gases 
(hydrogen and ethylene).  Observations made in their study illustrated distinct differences 
in the jet structure when the jet densities are relatively different.  While previously the 
momentum flux ratio was considered to be the main controlling parameter in the jet 
penetration, their work suggested a significant result by demonstrating the existence of an 
additional mechanism that altered the penetration; vortical structures and mixing 
properties of the jet shear layer were also shown to be affected.  An increased penetration 
depth of nearly 50% was seen when ethylene was used at the injectant instead of 
hydrogen, even with the same momentum flux ratio and same crossflow Mach number.  
Contrasts in the jet structure could be due to the large differences in the jet exit velocity 
(between ethylene and hydrogen) to accomplish the same J values.  An alternative 
explanation could be due to the large differences in jet densities.   
As part of the work by Ben-Yakar et al,[34] the authors suggested that there would be 
value in identifying other mechanisms or controlling parameters, other than the jet-to-
freestream momentum flux, which may alter the large eddy characteristics of the jet shear 
layer and therefore affect near field mixing in realistic conditions.  In an attempt to also 
contribute to this effort, we report an experimental study on the influence of pulsed 
energy deposition through laser induced optical breakdown on the characteristics of a 
transverse sonic jet in a supersonic crossflow. 
1.6.3 Compressible Shear Layers 
 Extensive investigations of transverse jet shear layers have been conducted 
experimentally and computationally during the last several decades [1, 70, 71].  
Compressible shear layers have also been studied independent of the transverse jet flow 
field for many years [72], but serve as an important feature of the flow field particularly 
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when considering mixing with the free stream.  Nevertheless, in all cases the science is 
mutually applicable.  The fundamental interest in this phenomenon of compressible shear 
layers was originally motivated by an observed decrease in the growth rate of the shear 
layer with increasing compressibility [73].  Early experiments noting this effect are 
surveyed by Birch and Eggers [74].  The reduction in growth rate is believed to be related 
to energy loss from flow turbulence through radiated sound and energy dissipation in 
shocklets (see Ref.[75]) [76].  
 The first attempt at explaining this effect was by Brown and Roshko [77] who initially 
investigated the effect of density changes by experimentally varying the density ratio 
across a subsonic shear layer through using two streams of different gases.  As a result, 
they observed a first-order reduction in the growth rate of the shear layer [75].  In relation 
to high-speed flow conditions, the Mach number difference across the shear layer 
develops a similar density variation and the compressibility effects directly account for a 
growth rate that is less than accounted for by the density variation alone.  The 
investigation by Brown and Roshko [77]  also clearly revealed the presence of coherent 
large-scale structures that develop in an incompressible shear layer.  Consequently, they 
are often referred to as “Brown and Roshko” structures; they are also commonly called 
roller-type structures.  Hussain [78] has defined such structures in a turbulent flow as a 
“connected turbulent fluid mass with instantaneously phase-correlated vorticity over it 
spatial extent,” or as by Elliott et al. [79] “a region of large-scale vorticity distinct from the 
surrounding turbulence.” 
 These two-dimensional structures that were observed by Brown and Roshko [77] have 
been established to play an important role in mixing processes in incompressible shear 
layers.  Their formation has been related to Kelvin-Helmholtz instability waves starting 
from the tip of a splitter plate and governed by Rayleigh’s equation for inviscid flows 
[79, 80].  Following the discussion of Elliott et al. [79] the instability waves are typically 
associated with upstream disturbances that are amplified at the most unstable 
wavelengths, as derived from linear stability theory.  The initiation of roller-type 
structures has been described by Winant and Browand [81] as from a constant vorticity 
layer between two parallel streams.  Transverse velocities are induced in the layer due to 
perturbations from the initial small amplitude wave, causing the vorticity containing 
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region to become periodically wider and thinner.  Eventually, the vorticity regions are 
pinched off and form coherent roller-type structures.  As the structures convect 
downstream, they undergo significant evolution processes.  As reported by Hussain [78], 
three of such evolution processes are entrainment, pairing, and tearing.  For entrainment, 
the rotation of the structures gives rise to the engulfment of freestream fluid.  This added 
fluid then results in an enlargement of the entraining structure.  The pairing process, 
which suggests amalgamation of two structures, has been discussed in depth by Winant 
and Browand [81]. Pairing occurs when two vortices approach each other and begin to 
rotate around a common origin, eventually becoming entangled to form a single large-
scale structure with approximately twice the spacing of the former vortices [81, 82].  
During this process, new irrotational fluid may or may not be entrained in forming the 
new structure [82]. In addition to complete pairing, there can be fractional pairing or 
partial pairing [78].  In the last mechanism, tearing occurs when a structure is broken up 
into two or more parts that become independent structures [79].  
 In general, large-scale structures are favorable for the enhancement of bulk mixing, 
but they inhibit fine-scale or molecular mixing, which is necessary, for example, in 
reacting flows such as a gas turbine combustor.  However, through excitation of a 
combination of unstable modes, enhancement of both large- and small-scale mixing can 
be achieved [80].  For supersonic shear layers, mixing is critically dependent upon the 
compressibility effects in addition to the velocity and density ratios across the shear layer.  
The level of compressibility is best described by a parameter called the convective Mach 
number (Mc).  Given a relatively low convective Mach number (Mc ~< 0.5), flow 
visualization experiments indicate that supersonic shear flows exhibit characteristics 
similar to an incompressible shear layer with two-dimensional organized structures.  For 
example, Elliott et al. [79] report of structural evolution processes similar to those seen in 
incompressible shear layers, including vortex pairing, for a convective Mach number of 
Mc = 0.51, but not at Mc = 0.86.  The ratio of the compressible to incompressible growth 
rates of the shear layer has also been described as a function of the convective Mach 
number. 
 In developing a relation of the convective Mach number, through the discovery of 
the roller-type structures and realization that they are related to the instability of the shear 
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layer, the idea of developing a coordinate system based on the motion of large-scale 
structures was later introduced by Papamoschou and Roshko [83].  Specifically, the 
coordinate system relates to a reference frame moving with a convective velocity (Uc), 
defined as the velocity of dominant coherent structures.  Within this convective frame of 
reference moving with a respective convective velocity, Papamoschou and Roshko [83] 
characterized a large-scale structure in the shear layer as consisting of a common 
stagnation point between the high and low speed streams.  By then considering the two 
streamlines from each freestream, this led to the formulation of a pressure boundary 
condition (given by Bogdanoff [84]), allowing the convective velocity to be calculated 
and a convective Mach number to be defined.  The convective Mach (Mc) number 
defined by Papamoschou and Roshko [83] for two freestreams with the same specific 
heat ratio is then defined as: 
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and the convective velocity (Uc) is given by: 
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where U1 and U2 are the velocities of the high-speed and low-speed streams, and a1 and 
a2 are each of the streams’ corresponding sound speeds.  However, it should be noted that 
modified forms of the convective Mach number have been developed to account for 
recompression shocks that may be present in the shear layer under high-compressibility 
conditions [73].  Also, as reported by Poggie and Smits [76], experimental data has 
shown that the convective Mach number and convective velocity are not necessarily 
constant across a shear layer and the measured values may differ from those given by 
Eqs. (1.3) and (1.4). 
1.7 Summary 
 In closing, this chapter has served to establish the foundation for much of the research 
that will be presented in the chapters to follow.  For the discussion given, it was assumed 
that the reader had some prior knowledge of plasma physics, flow control methods, and 
fluid dynamics.  The chapter opened with an overview of aeronautical history and 
establishing future trends in the aerospace industry, which are towards developing 
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vehicles that can travel at higher velocities, in both supersonic and hypersonic flow 
regimes, and also with increased efficiency.  However, the need for advanced flow 
control technology remains an integral part of this goal.  While mechanical devices have 
been proven to be successful for flow control, a new era of plasma-based methods is 
emerging within the aerospace community.  Plasma-based flow control methods have a 
number of potential advantages over mechanical devices, including improvements to 
efficiency, reliability, and response times.  Finally, the chapter ends with a review of 
scramjet engines and how plasma-based flow control methods can be used to enhance 
these propulsion systems.  
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Chapter 2  
 
 
Experimental Aspects 
 
 
 
 
 
 In this chapter equipment and the setup used for experiments conducted in this 
manuscript will be described.  A detailed description for the three flow control methods 
(laser-induced plasma, microwave co-axial resonator system, and localized arc filament 
plasma actuators) and the sonic transverse jet in a supersonic cross flow assembly will be 
given.  A description of the experimental equipment and setup for the thermodynamic 
and flow field diagnostics will be given in the chapter to follow.  From the information 
given in this chapter, it is the hope of the author that the reader will be able to reproduce 
the experiments conducted here in entirety.  
2.1 Laser-Induced Plasma 
A pressure and multiple wavelength laser-induced optical breakdown study were 
conducted for pressures ranging from 0.1 – 1 atm and for two different wavelengths (266 
nm and 532 nm).  The thermodynamic properties of the generated plasma were 
investigated using several diagnostics.  These included recording the waveforms through 
a photodiode, spectroscopic analysis, plasma emission imaging, and measurements of the 
laser energy absorbed by the plasma.  Again, details regarding the diagnostics will be 
given in the subsequent chapter and the experimental setup for the laser-induced plasma 
will be described here. For the four diagnostics conducted, two experimental setups were 
used.  An illustration of both experimental setups is shown in schematic in Fig. 2.1.  For 
both experimental setups, the lenses for the 532 nm case were made of the material N-
BK7 and had an anti-reflective coating on the lens exterior; for the 266 nm wavelength 
case uncoated UV fused silica was used.   
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The experimental setup in Fig. 2.1 (a) was used for plasma emission imaging and for 
spectroscopic analysis.  For this setup, the laser power was adjusted to 400 mJ for the 
wavelength of 532 nm and 75 mJ for the 266 nm.  Also, in both cases the laser was 
operated at a pulsing frequency of 10 Hz.  In the experiments for Fig. 2.1 (a) the beam 
was first expanded to two inches in diameter using a plano-concave lens (lens 1), which 
had a negative focal length to diverge the collimated beam. The focal length of the plano-
concave lens was -30 mm and had a diameter of one inch.  After expanding the beam 
diameter, a spherical lens (lens 2) with a focal length of 300 mm was used to keep the 
beam collimated at a diameter of two inches. A spherical lens (lens 3) with a focal length 
of 500 mm was then used to focus the two inch beam to a point inside a sealed chamber 
with optical access windows on each side of it, allowing entry and exit of the laser 
radiation.  The chamber was constructed out of aluminum and the windows were 2-inches 
in diameter and of quartz material.  The chamber allowed the pressure to be controlled in 
the environment that the plasma was formed and was controlled with an external vacuum 
pump.   
The experimental setup used for light emission traces and energy absorption 
measurements is shown in Fig. 2.1 (b).  The setup shown in Fig. 2.1 (b) is identical to that 
Fig. 2.1 (a) except that the beam diameter is not expanded before being focused to a point 
inside the pressure chamber.  To this end, a single spherical lens (lens 1) with a diameter 
of two inches and focal length of 250 mm was used to focus the laser beam to a point 
inside the pressure chamber.  Also, the laser energy was provided by a different laser 
system than in Fig. 2.1 (a).  A different laser system was used for the setup in Fig. 2.1 (b) 
to provide laser energy at a more constant power than was being provided by the laser 
system in Fig. 2.1 (a).  To this end, the laser energy for the 532 nm case was fixed at 150 
mJ and for the 266 nm case at an energy level of 40 mJ.   However, similar to the setup in 
Fig. 2.1 (a) the laser was operated at a pulsing frequency of 10 Hz.  A summary of the 
lens diameters, focal lengths, and material is summarized in Table 2.1.  
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(a)  
 
(b)  
Fig. 2.1. Schematic of laser spark setup for (a) spectroscopic analysis and plasma emission 
imaging and (b) light emission traces and energy absorption measurements.  
 
 
 
Table 2.1. Summary of Lenses used in Fig. 2.1 
Setup Lens # Type 
Focal Length 
[mm] 
Diameter 
[in] 
Fig. 2.1 (a)  1 Plano-Concave -30 1 
 2 Plano-Convex 300 2 
 3 Plano-Convex 500 2 
Fig. 2.1 (b) 1 Plano-Convex 250 2 
 
 
2.2 Microwave Coaxial Resonator (MCAR) System 
In the current experimental study, microwave-excited plasma was generated for 
investigation using a quarter-wave coaxial resonator.  The microwave power system 
included a 1.8 kW magnetron head which delivered an output at a frequency of 2.45 GHz 
(a band reserved for industrial, scientific, and medical applications).  The accompanying 
power supply was capable of delivering a continuous or pulsed input signal.  In 
continuous mode, the power of the magnetron was able to be adjusted over the range of 
160 W up to 1.6 kW, where the output level being used was controlled at an interface on 
the power supply (or magnetron) and expressed as a percentage of the maximum system 
power (1.8 kW).  In pulsed mode, the magnetron produced a peak power of 8 kW and 
allowed for pulsing frequencies ranging from 400 Hz to 10 kHz and pulse on-times from 
20 µs to 500 µs. The capabilities of pulsing frequency and pulse on-times resulted in a 
duty factor ranging 0.8 % to 20 %, and a corresponding maximum average power of 1.6 
kW.  Similar to the operation in continuous mode, the power output level being used was 
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controlled and expressed as a percentage of the maximum average power level of the 
system (1.6 kW).  A schematic and image of the experimental setup are shown in Fig. 
2.2.  The design and construction of the system shown in Fig. 2.2 were provided by 
Gerling Applied Engineering.    
In Fig. 2.2, first the microwaves are generated by the power supply and magnetron.  
The microwaves then pass through a circulator, which is used to protect the magnetron 
from any damaging reflected waves.  These reflected waves are diverted and absorbed by 
a dummy load.  A standard analog power meter is used to monitor how much power is 
reflected and transmitted.  A three-stud tuner was used to match the impedance of the 
process load to that of the microwave source, in order to achieve maximum microwave 
transmission.  After this point, the microwaves  
 
  
Fig. 2.2.  (a) Schematic and (b) photographic image of experimental setup for producing 
microwave generated plasma. 
 
travel through a coaxial cable, where they are delivered to the quarter-wave resonator 
which is contained in a vacuum chamber. 
Connected to the vacuum chamber, a vacuum pump and throttle valve allowed 
investigation of the plasma in the chamber at pressures of air ranging from 0.05 atm to 1 
atm.  The vacuum chamber was also fitted with two 50 mm and one 25 mm ports to allow 
for optical access.  The length and diameter of the optical access ports were chosen to 
facilitate observation of the discharge inside the vacuum chamber, but also to ensure the 
safety against electromagnetic wave leakage.  The quarter-wave coaxial resonator was 
fabricated completely out of copper; relevant dimensions have also been summarized in 
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Table 2.2 and an illustration is shown in Fig. 2.3.  Symbols for the dimensions have been 
included in Table 2.2 and will be used again in chapter 4; however, they will again be 
reintroduced there as well.  Also, in Table 2.2, the coupling height refers to the distance 
from the center of the coaxial cable connector to the top of the resonator.  Lastly, 
selection for the values of the parameters listed in Table 2.2 will be further discussed in 
the results section.  
 
Table 2.2. Mechanical dimensions of resonator 
Property Symbol Value [mm] 
Outer Conductor Diameter D 8.4 
Inner Conductor Diameter d 2.3 
Resonator Length L 29.6 
Coupling height h 1.7 
 
 
(a)  
 
(b)  
Fig. 2.3. (a) Full and (b) split view of quarter-wave coaxial resonator 
 
Considering Fig. 2.3, one of the most difficult aspects of the assembly was to establish 
good contact between the connector center conductor [i.e. electrode, item (4)] and the 
backwall plug [i.e. top-half of the resonator, item (3)].  If this issue is not addressed the 
unit will have performance problems due to arcing at this point of contact.  Since 
coaxial cable 
connector 
(1) 
(4) 
(2) 
(3) 
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soldering is not practical (or even possible) with this design, it is necessary to adjust the 
plug position and center conductor length such that good contact is made and the cavity 
length is resonant at or near 2.45 GHz.  As a recommendation to the reader, precise 
machining and using standard commercially available silver conductive paste and can 
reduce the likelihood of any arcing at this point.   
A second difficult aspect in the assembly of the unit was related to connecting the 
coaxial cable connector, item (1), to the resonator.  For this connection, the resonator 
block and coaxial cable were properly fluxed and brought above the melting temperature 
of the solder to avoid an unreliable “cold solder joint.”  Standard general purpose solder 
(i.e. 60/40 tin/lead) was used and the resonator block was heated with a propane torch 
due to the size of the resonator and its ability to dissipate heat.   
For additional clarity, a photograph of the coaxial cable and coaxial cable connector 
are shown in Fig. 2.4.  The coaxial cable, Fig. 2.4 (a), was a Themax type RGS-393 and 
consisted of stranded silver plated conductors insulated with extruded 
polytetrafluoroethylene (PTFE) dielectric.  The exceptional electrical and mechanical 
properties of PTFE over a broad range of temperatures and frequencies make this type of 
cable a good selection for any future investigations.  The two coaxial cable connectors 
are shown in Fig. 2.4 (b) and Fig. 2.4 (c).  The connectors are 50 Ohm N female panel 
mount adapters from Pasternack Enterprises.  Additional details on the selection of the 
coaxial cable connectors will be given in chapter 4.  
 
   
(a)  (b)  (c)  
Fig. 2.4. Photographs of (a) coaxial cable, (b), (c) coaxial cable connectors 
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Finally, since microwaves present a unique hazard, details regarding safety are briefly 
discussed.  The short answer to this question is that no health concerns are believed to 
exist as long as microwave leakage levels remain below 10 mW/cm
2
.  For additional 
discussions on safety, the reader is referred to Ref. [85], which is only summarized here.  
In regards to health and safety issues involved with microwaves, the most important 
topics relate to a) known health effects, b) established regulatory standards and guidelines 
for safety equipment use, c) design practices to ensure adherence to safety standards, and 
d) recommended procedures for safe operation.  The following discussion here provides a 
brief overview of these topics. 
Of particular interest to the work presented here are studies involving the “non-
ionizing” microwave frequencies, generally defined as ranging from 3 kHz to 300 GHz.  
This type of radiation is defined as non-ionizing as the energy levels are an extremely 
small fraction of that required to ionize tissue and disrupt cellular DNA.  Consequently, 
the primary (and as yet, only definite, proven) effect in biological materials of microwave 
radiation exposure is thermal heating, which presents a potential health risk to humans 
due to overheating.  With this said, much of the public concern for microwave radiation 
has been focused on whether athermal effects exist and pose a health risk.  This topic will 
not be discussed here as numerous clinical and epidemiological studies [86, 87] have not 
(as of yet) shown any consistent and widely-accepted health concerns.  Injury due to 
thermal heating is a time-temperature phenomenon whereby the rate of tissue cell protein 
destruction exceeds its rate of self-repair for an amount of time sufficient to terminate cell 
metabolism [88].  The rate at which a given volume of tissue is heated by microwave 
energy varies according to frequency and power density.  The Occupational Safety and 
Health Administration (OSHA) has specified a standard applicable to frequencies from 
10 MHz to 100 GHz whereby exposure is limited to no more than 10 mW/cm
2
 measured 
at 5 cm from the emission source and averaged over a 0.1 hour period. For the current 
experimental setup a microwave radiation detector was used at each system startup and 
the maximum leakage was at 2 mW/cm
2
 measured while touching the emission source 
(i.e. 0 cm) and averaged over a 0.1 hour period.  To give additional perspective to these 
numbers, a current (i.e. in use) microwave oven was tested and seen to leak similar levels 
of microwave radiation around the doors and seals.   
39 
 
The only athermal hazard that is known to the author is related to electrical 
interference.  Many electronic devices can be subject to faulty operation if not properly 
shielded from electromagnetic interference (EMI).  While some very early pacemakers 
were designed without EMI shielding, most or all pacemakers manufactured since the 
mid-1970’s include such protection.   More specifically, a series of studies conducted to 
determine the maximum threshold of interference for safe operation suggested that more 
recently manufactured pacemakers (as reported in 1981) could withstand EMI levels well 
above 1 mW/cm
2
 [89]. 
A last topic of discussion is related to the containment of high power microwave 
energy in order to comply with regulatory standards for safety and interference.  For the 
containment of microwave energy the term “Faraday cage” (from British physicist 
Michael Faraday, 1791 – 1867) is often used to describe a typical microwave cavity as it 
is an enclosure that is capable of blocking entry and exit of electromagnetic waves.  An 
ideal Faraday cage is a metallic enclosure without any opening of any kind (i.e. no holes 
or broken seems).  However, for obvious and practical purposes the microwave system 
used could not be a continuous metallic enclosure, and had to consist of openings suitable 
for assembly, viewing, and ventilation.  In designing the openings for the microwave 
system, careful consideration of the hole diameter and length is needed.  For the viewing 
ports, each hole has to act as a high-pass filter that effectively blocks the transmission of 
electromagnetic energy at microwave frequencies yet still allows the transmission of 
visible light. Other openings in the system can be designed in a similar manner.  To this 
end, as microwave energy propagates through a restricted path, it is attenuated 
exponentially as a function of wavelength and the length of the path according to the 
following expression: 
2
1 0
xP P e  ,       (2.1) 
where P1 and P0 are the power densities at the path exit and extrance, x is the path length, 
and α is the rate of attenuation in dB/unit-length as energy propagates along the path [90].  
Fig. 2.5 shows the rates of attenuation through a circular waveguide as functions of the 
inside diameter for various ISM (industrial, scientific, and medical) frequencies.  The 
diameter at which the attenuation rate approaches zero is defined as the “cut-off” 
diameter for a respective frequency, and circular waveguides with a diameter smaller 
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than this value are said to be below or beyond cut-off.  Eqn. (2.1) and the curves shown 
in Fig. 2.5 are used to design hole lengths and diameters that provide the necessary total 
attenuation.   
 
 
 
Fig. 2.5. Attenuation curves for circular waveguide at three ISM frequencies [85]. 
 
2.3 Localized Arc Filament Plasma Actuators (LAFPA) 
The localized arc filament plasma actuators LAFPA under consideration in this study 
were adapted here from the system under continued development at The Ohio State 
University OSU by Professor M. Samimy and colleagues.  Following the work of 
DeBlauw et al. [91], the LAPFA system designed for this work uses high-frequency local 
arcs created between two electrodes.  The generated arc between the electrodes was 
controlled by a system similar to Samimy et al.[92] and decribed in detail by Utkin et 
al.[42] Fig. 2.6 shows a schematic of the plasma actuator electronics for eight actuators 
and also a photograph of the actual system. It incorporates  
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Fig. 2.6. Electric arc plasma actuator (left) schematic with base setup and (right) system photograph. 
 
a Glassman High Voltage, Inc. 10 kV, 1-Amp DC power supply. Following the power 
supply, there are eight liquid-cooled high-voltage Behlke MOSFET switches.  Each 
switch corresponds to an electrode pair so that a total of eight actuators can be 
independently controlled.  The load on the power supply for each of the eight actuators is 
regulated by two high-power solid-body 15 kΩ ballast resistors placed in series on both 
sides of each switch.  The initial system design included four actuators per power supply 
so that each actuator could be supplied with up to 0.25 A.  However, the system can be 
easily modified for different configurations, producing various currents, as long as the 
(maximum) current draw stays below 1 A.  To this end, the system can still be configured 
for multiple 1 A discharges as long as they are slightly out of phase.  The DC power 
supply is buffered by a ceramic capacitor (15kV, 1 nF, TDK Electronics FD-12AU); this 
capacitor also assists in providing peak currents above 1 A for short time durations.  The 
high-voltage switches are controlled by an optically isolated pulse generator with 
controllable TTL outputs.  By using this setup, the system allows for repetition rates 
ranging from 0 to 200 kHz and for pulse widths as short as 0.1 μs.  Alternatively, the 
system can also be managed by a data acquisition board with analog outputs so that the 
whole system can be controlled via a personal computer (using software such as 
LabVIEW).  The entire system then generates a pulsed plasma arc that has a variable 
discharge time in the range of 1 microsecond to hundreds of microseconds. The flow 
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control effects of the actuator are evaluated through digital imaging, Schlieren imaging, 
particle image velocimetry (PIV), and emission spectroscopy. This array of measurement 
techniques is not only valuable to quantify characteristics of the flow field altered by the 
plasma, such as induced fluid motion and the presence of vortical structures in the flow, 
but could also provide valuable quantitative information for comparison with present and 
future computational modeling efforts. 
The electrodes used were made of tungsten material.  A diamond-bladed grinder was 
then used to shape the electrode tips down to a truncated cone; the half angle of the cone 
was 20-degrees.  The electrodes were mounted inside a recessed cavity that was 
fabricated out of boron nitride material.  Boron nitride (version AX05 from Saint-
Gobain) was selected as it can withstand very high temperatures and has high insulating 
properties.  It also has the advantage of having high thermal conductivity so it can 
conduct some of the heat away from the electrodes, reducing charring and allowing them 
to operate with higher performance for a longer period of time.  Lastly, it can be 
machined easily.  The recessed cavity had dimensions of 4 mm x 2 mm x 2 mm (length x 
width x depth) and an illustration is shown in Fig. 2.7.   
 
 
Fig. 2.7. Top and split side view of electrode configuration 
 
2.4 Transverse Jet Flow 
2.4.1 Wind Tunnel 
The wind tunnel used for experimentation was initially installed in 2006 in the 
Mechanical Engineering Laboratory building.  The design, construction, and calibration 
of the tunnel were completed as part of a Master’s thesis. [93]  The wind tunnel is of the 
blow down type and it was constructed of Al 7075.  Although it was initially designed to 
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be operated at Mach 1.5, a different nozzle was installed in it, and it was able to be run at 
a Mach number of 2.45 with good flow quality (i.e. in absence of strong compression or 
expansion waves in the test section).  A schematic showing an overview of the entire 
wind tunnel system is shown in Fig. 2.8.  Components in Fig. 2.8 are not drawn to scale, 
but to give the reader an overview of the setup. 
 
 
Fig. 2.8. Schematic of supersonic wind tunnel system 
 
 Following the illustration in Fig. 2.8, air was initially supplied system through an 
Ingersoll-Rand compressor with a volumetric flow rate of 34 m
3
/min and at a pressure of 
1000 kPa.  The flow from the compressor was filtered, dried, and cooled, and traveled to 
a 140 m
3
 tank farm.  From this point, the air travels through a pipe to a pneumatic valve 
controlled by a Fisher TL 101 Process Controller and a manual gate valve prior to 
entering the wind tunnel.  Before reaching the test section, the flow passes through a 
conventionally arranged settling chamber with a honeycomb filter and subsequent screens 
to reduce the scale of the incoming turbulence and to straighten and make the flow 
uniform.  After leaving the test section, the flow enters the diffuser which was 
approximately 91.4 cm long and sloped at 2.5°.  This diffuser exhausts through a bent 
pipe wrapped in sound insulation and then a silencer to the atmosphere.[93]   A geometric 
profile of the nozzle and diffuser is shown in Fig. 2.9. 
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Fig. 2.9. Geometric Profile of Nozzle and Diffuser (vertical and horizontal scales are 
different) 
 
 The wind tunnel test section has a square geometry measuring 63.5 mm on each side.  
A photograph of the wind tunnel and test section are shown in Fig. 2.10.  On each side of 
the test  
 
 
(a)  
 
(b)  
Fig. 2.10. Photograph of (a) text section and (b) wind tunnel [93]. 
 
section there are large windows to allow flow visualization studies to be conducted and a 
smaller window on the bottom to provide access for energy deposition into the flow field.  
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The dimensions (height x length x thickness) of the side windows were 119.1 mm x 
239.7 mm x 25.4 mm and 36.5 mm x 163.5 mm x 19.1 mm for the bottom window.  Each 
of the windows was fabricated from  BK-7 grade A glass to give high optical quality
 
[93].
 
 
Detailed dimensions of the wind tunnel can be found in Ref. [93]  
2.4.2 Flow Conditions 
 The study was conducted with a Mach 2.45 crossflow and a sonic jet being injected 
from the wall surface.  The crossflow Mach number was calculated by two different 
methods.  First, the stagnation and static pressures were measured and the Mach number 
calculated through isentropic relations.  Using this method, the crossflow Mach number 
was calculated to be 2.25.  For the second method, the angle of Mach waves was 
measured from schlieren images.  The Mach waves were formed off of minor surface 
flaws on the test section surfaces and typical in most (if not all) wind tunnel assemblies. 
A sample schlieren image with the angles of Mach waves is shown in Fig. 2.11.  In 
calculating the crossflow Mach number, the angle of Mach waves was calculated and 
averaged.   
 
 
 
Fig. 2.11. Schlieren image with oblique shock angles 
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The jet-to-freestream momentum flux ratio was calculated to be J = 1.7 and was 
calculated from Eqn. (1.2) in chapter 1.  Relevant parameters to the study have been 
summarized in Table 2.3.   
 
Table 2.3.  Summary of Experiment Test Conditions 
Property Symbol Value 
Freestream Stagnation Pressure  P0 276 ± 3 kPa 
Freesteam Boundary Layer Thickness δ99 3.05 ± 0.13 mm 
Freesteam Mach Number M∞ 2.45 
Jet Stagnation Pressure P0,jet 378 ± 13 kPa 
Jet-to-Freestream Momentum Flux Ratio J 1.7 
Jet Exit Mach Number Mjet 1 
Jet Exit Diameter D 4.8 ± 0.05 mm 
 
For measurement of the incoming boundary layer thickness in Table 2.3, the test 
section model was replaced with a smooth top-wall assembly not containing the 
transverse jet orifice. Also, in constructing the boundary layer thickness, an ensemble 
average of 1344 PIV image pairs was used.  A detailed discussion of the PIV setup will be 
given in Chapter 3.  The PIV velocity data results are presented as color contours for the 
average streamwise velocity component shown in Fig. 2. 12 (a).  In Fig. 2. 12 (a) the 
streamwise and transverse axes have been nondimensionalized by the jet exit diameter.  
Also, the jet exit is located at the origin of the image, or the coordinates (x/D, y/D) = (0, 
0).  From this velocity data, a boundary layer profile was constructed and is illustrated in 
Fig. 2. 12 (b).  In Fig. 2. 12 (b) although velocities only as low as 70% of the freestream 
velocity were measured, the transition from slower velocities near the wall to freestream 
conditions was resolved.  Using the velocity contours a boundary layer thickness (δ99) was 
calculated based on the position of 99% of the freestream velocity.  Under this approach, 
the boundary layer thickness was determined to be approximately δ99 = 3.05 mm (±0.13 
mm, based on measurement resolution), where the current experimental arrangement was 
capable of resolving velocity vectors within 200 μm of the surface.   
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(a)  (b)  
Fig. 2. 12. Boundary layer illustrations using (a) color contours of the average streamwise velocity and 
(b) a spatially averaged profile. 
 
2.4.3 Transverse Jet Injection System 
 The injection system consisted of the fabrication of a custom insert that replaced a 
portion of the top wall of the wind tunnel test section.  The insert was constructed of a 
polycarbonate resin thermoplastic (LEXAN), in which a circular round jet was installed 
with an exit diameter (D) of 4.8 mm.  As will be discussed later, the LEXAN material 
was selected for its optical properties that allowed good transmission of laser light, 
reducing reflection at the jet surface.  Allowing the laser light to pass through the surface 
was especially helpful in obtaining laser-based flow field measurements close to the 
surface. 
 The jet exit was positioned at a streamwise location of 40.23 cm from the wind tunnel 
throat and at the center of the top of the test section. An illustration of the injection 
system insert and its dimensions is shown in Fig. 2. 13.  The dimensions in Fig. 2. 13 were 
based on a balance of manufacturing capabilities, geometric constraints imposed by the 
wind tunnel, and the area-Mach number relation to achieve the desired flow conditions at 
the jet exit (i.e. sonic conditions).  Air was supplied to the jet from through two intake 
ports on the sides of the jet assembly and the pressure was monitored with a digital 
pressure gauge.  Lastly, the jet was operated in an underexpanded condition even though 
it was sonic at the exit.   
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Fig. 2. 13. Illustration of jet injection system setup 
2.4.4 Energy Deposition 
    As a means of applying excitation to the flowfield, pulsed energy deposition from a Q-
switched Nd:YAG laser was used.  The laser energy was provided from a commercially 
available Quantel laser, Brilliant B series.  The laser was operated at a wavelength of 532 
nm, delivering approximately 200 mJ per pulse at a frequency of 10 Hz.  The energy 
generated from the laser pulse was manipulated using a series of three lenses and brought 
through the center of the jet where it was focused to a point; the final distance from the 
last lens to the jet exit was approximately 70 mm.   Each of the three lenses used was 
constructed of N-BK7 glass, had a diameter of 25.4 mm, and had an anti-reflective 
coating for the wavelength range of 350-700 nm. The lenses were obtained from 
Thorlabs. The first lens used was bi-concave and had a focal length of -50 mm.  This lens 
was used to expand the beam size of the laser and to fill the diameter of the second lens 
(i.e. 25.4 mm).  The purpose of expanding the beam was to reduce the size of the focal 
point region, creating a smaller plasma. The laser then travelled through 150 mm and 500 
mm plano-convex lenses, which focused the beam.  This optical arrangement resulted in 
the induced optical breakdown of air, providing a single burst of excitation by ionizing 
the flow and creating plasma.  The excitation was applied at three vertical positions 
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(relative to the jet exit) within the flow field. These included vertical distances of 0, 1.5, 
and 3 jet diameters from the jet exit, and in each case along the jet centerline.  An 
illustration of the setup is shown in Fig. 2.14.  
 
  
(a)  (b)  
Fig. 2.14. Illustration of energy deposition setup for (a) wind tunnel assembly and (b) optical 
arrangement 
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Chapter 3  
 
 
Flow Diagnostic Techniques 
 
 
 
 
 
 Nearly all of our basic understanding of thermodynamic and fluid dynamic behavior 
of flow systems has come in part from experimental measurements.  Research typically 
involves a combination of analytical, computational, and experimental work.  The 
theoretician uses analytical models, based on established fundamental principles, to 
explain or predict the results of experiments.  When experimental data and physical 
theories are in disagreement, doubt is usually cast first at the experimental measurements 
and then at appropriate theories.  In some situations theories are revised to take into 
account new experimental results, and in other cases the analytical (or computational) 
modes help in identifying erroneous experimental data.  Regardless of the outcome, all 
physical theories must eventually rely upon experimental data for verification. [94, 95]   
 Several advanced diagnostics were used in this study to investigate thermal and fluid 
dynamic properties.   The diagnostics considered here include: schlieren imaging, particle 
image velocimetry (PIV), pressure sensitive paint measurements (PSP), flow surface 
visualizations, and spectroscopy.  In this chapter a brief background for each diagnostic 
will be given, along with details on the experimental setup.  The chapter is organized by 
first giving a short introduction to the diagnostic, discussing fundamental principles to 
provide the reader with a basic understanding of the physics involved in the methods 
used.  Following the short introduction, details are given for different experimental setups 
using the diagnostic.   
 Finally, the reader should take note that there are also several other minor diagnostics 
that were used in the research presented in this manuscript (e.g. photodiode traces, laser 
power measurements, etc.).  However, because of the simplicity of the setup for these 
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diagnostics they will be presented in the context of the results, which will follow in 
chapters four and five.  
3.1 Schlieren Photography 
3.1.1 Fundamental Principles 
 While light propagates uniformly through homogeneous media, flow disturbances in 
most fluid dynamic systems change the density of the medium being investigated on a 
broad range of scales, and with it the refractive index.  For air and other gases the 
relationship between the refractive index (n) and the gas density (ρ) can be expressed as: 
1n k  .    (Eqn. 3.1) 
In Eqn. (3.1) k is the Gladstone-Dale coefficient and is approximately 0.23 cm
3
/g for air 
at standard conditions and for light within the visible range [96]. 
 To correlate Eqn. 3.1 to a practical schlieren system, a simplistic model involving 
geometric optics is considered.  The problem is first setup by considering a right-handed 
(x, y, z) Cartesian coordinate system  and letting the positive z-axis as the direction of 
propagation of undisturbed light rays approaching a region of inhomogeneities.  
Therefore the x- and y-planes represent two-dimensional surfaces perpendicular to the z-
direction.  Optical inhomogeneities will then refract or bend light rays in proportion to 
their gradients of refractive index in an x,y plane according to the following equations: 
2 2
2 2
1 1
,  
x n y n
z n x z n y
   
 
   
   (3.3) 
By integrating Eqns. (3.3) once the angular ray deflection (ε) in the x- and y- directions 
are given by: 
1 1
,  x y
n n
z z
n x n y
 
 
   
  
      (3.4) 
Eqns. (3.4) represents the mathematical expressions that relate angular ray deflection to 
the density of the surrounding medium.  A more detailed derivation of these equations 
can be found in Ref. [96]. 
An illustration of a simple schlieren system is shown in Fig. 3.1.  In Fig. 3.1 light 
from a point source is collimated by a lens, passes through a test area, and then a second 
lens refocuses the beam to an image of the point source.  The beam is then projected to a 
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Fig. 3.1. Illustration of a simple schlieren system with a point light source (adapted from [96]) 
 
viewing screen where the test area is formed as a real inverted image.  At this point, the 
system can be thought of as a simple projector; it images opaque objects in the test area 
as silhouettes on the screen.  Schlieren images are formed once a knife edge (which in 
this study and in general is an ordinary razor blade) is added at the focal point of the 
second lens.  Two example light rays from the test area are shown in Fig. 3.1, one bent 
upward, the other downward.  Both refracted rays miss the knife edge (or focal point of 
the second lens).  The upward-bent beam hits the knife edge, but the downward-bent 
beam brightens a point on the screen.  In this manner, a difference in constant 
illumination (light and dark) is formed by a density gradient in the test area, making the 
invisible visible [96].  The knife edge can also be oriented in a horizontal (as in this 
study) or vertical orientation depending on which density gradients it is desired to 
visualize.  
In the current study, image processing to the recorded schlieren images was performed 
using the software packages Matlab and ImageJ.  A flow map of the image processing 
algorithm is shown in Fig. 3.2.   Background (flow and light source off) and flat (flow 
off) images were acquired just prior to each test and processed with each schlieren image 
to eliminate speckle and imperfections from the test section windows. After processing 
the images normalization of the intensity levels was adjusted to improve image contrast 
[51].   
3.1.2 Microwave Coaxial Resonator System 
 Schlieren imaging is a powerful optical diagnostic technique used for both 
qualitative and quantitative flow visualization in a wide range of flow systems.   The  
technique is commonly implemented using a pulsed light source; these sources include 
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Fig. 3.2. Flow map of schlieren image processing algorithm 
 
arc lamps, incandescent bulbs, flash tubes, spark gaps, and light-emitting diodes [97].  
However, in the current study, the MCAR system was evaluated in low-pressure and 
standard temperature (i.e. low density) environments making it difficult to maintain good 
contrast in the flow field.  Therefore, a laser-induced spark schlieren imaging technique 
was used that provided a very high-intensity light with a short time duration.  An 
illustration of the experimental setup is shown in Fig. 3. 3.  A similar system has been 
used by past investigators [97, 98].  In Ref. [97] a detailed discussion for the development 
for the laser-spark schlieren light source is given and the experimental setup is nearly 
identical to the one used in the present study.  
 Referring to Fig. 3. 3, a Quantel Brilliant B – Series 10 Nd:YAG laser operating at a 
frequency of 532 nm and 250 mJ per pulse was focused using a 50 mm focal length lens.  
The focusing lens also had a 532 nm anti-reflective coating to maximize transmitted laser 
energy. The spark was then formed inside a chamber having two intersecting cylindrical 
paths, one for the laser beam and the other for the spot-imaging lens.  The optical ports in 
the arcing chamber were left open to the environment to avoid any internal reflections 
from windows or damage to optical components in close proximity to the spark 
discharge. Air was purged from the chamber by a continuous feed of Argon gas; the flow  
rate was approximately 4 liters per minute.  Argon gas was used because of its lower 
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Fig. 3. 3. Illustration of schlieren setup used for MCAR systems (Adapted from [51] and [97]). 
 
ionization threshold than nitrogen, allowing the breakdown process to occur with less 
energy in comparison with air.  At a pressure of one atmosphere the threshold laser power 
to ionize argon is reported to be 400 kW, compared to 1200 kW for nitrogen at the same 
conditions [97, 99].  As a consequence, the light source has approximately 450% higher 
intensity than a similar discharge in air, providing improved contrast [97].  At the point 
inside the chamber where the beam was focused a one mm diameter thoriated-tungsten 
rod was inserted, which served as a beam block.  The light from the laser spark was 
collimated by a parabolic mirror which travels through the test area. The second parabolic 
mirror then refocuses the beam to an image of the point source.  From here, the beam 
enters the camera lens as a real inverted image of the test area.  Inside the camera lens, a 
532 nm notch filter was used to attenuate any laser light to very low levels, but allow 
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light from the breakdown to pass unaltered. The knife edge is inserted at the inversion 
point (i.e. focal point) of the beam in the horizontal orientation cutting off a portion of the 
light entering the camera.  As discussed earlier, a deflection of the beam to the right then 
brightens a point on the images and leftward deflection causes additional light rays to be 
blocked by the knife edge, causing a dark spot.   
The schlieren images were captured by a Cooke series PCO.1600 CCD camera.  The 
resolution of the camera was 1600 x 1200 pixels.  The image data were transferred and 
stored in a computer via USB 2.0.  While the camera exposure time was set at 1 µs, it 
was effectively imposed by the duration of the laser-spark.  In the study by Elliott et al. 
[97], the temporal duration of the discharge formed in argon for their experimental setup 
was measured to be 148±2 ns (full-width half-maximum).  To this end, from the 
similarities in the experimental setup between those of Elliott et al. [97] and the current, 
the duration of the laser-spark is estimated here to be on the order of 150 ns.  
3.1.3 Transverse Jet in a Supersonic Crossflow 
 An illustration of the schlieren setup used in the transverse jet study is shown in Fig. 3. 
4.  The setup is similar to that in Fig. 3. 3 and uses a Z-type schlieren system.  However, 
since the experiments were done at higher pressures a standard pulsed point  
light source was used instead of the laser spark illumination system.  The light source was 
provided by a Xenon spark lamp, providing high luminance and emitting broadband light.  
The duration of each flash for the spark lamp was on the order of 20 ns, which resulted in 
conditions short enough to freeze most of the turbulent structures and produce 
instantaneous images of the flow [100]. Consequently, again while the exposure time of 
the CCD camera was set to 500 ns, the effective exposure time was set by the flash lamp 
at 20 ns. Other than the point light source, the experimental setup and equipment were 
identical to that in Fig. 3. 3.  The CCD camera used is as described in section 3.1.2 above.  
Since spatial characteristics of the flow field were investigated for the transverse jet 
in a supersonic crossflow, resolution of the schlieren images are also briefly discussed 
here. Consideration of gating and exposure time is important to generate schlieren images 
without blurring from the flow velocity. To this end, characteristic length scales and  
velocities of the flow field are needed or a trial-and-error approach must be taken to 
 
56 
 
 
Fig. 3. 4. Illustration of schlieren setup used in current study (adapted from [51]) 
 
produce high-quality images.  In the current study the time evolution of a sonic wall jet 
from a 4.8 mm orifice into a supersonic freestream (570 m/s) is considered.  Since the 
focus of this study is in using energy deposition as an active flow control approach to 
improve mixing characteristics, convection characteristics of jet shear layer large-scale 
structures in the near-jet region will set the limiting resolution criteria.  These convection 
speeds are assumed to be within that of the jet at the injector port and the freestream flow 
310 – 570 m/s (~ 0.3 – 0.6 µm/ns).  For this setup, the 1600 x 1200 pixel array for the 
CCD camera resulted in a resolution of 92.4 x 92.4 µm size pixels.  Therefore to achieve 
1 pixel spatial resolution the exposure time of the camera must be within in the range of 
154 – 308 ns.  In the current experimental setup the camera exposure time was set at 1 µs, 
but the spark lamp had a flash duration of only 20 ns.  The short duration of the flash 
lamp resulted in an effective camera exposure time then of 20 ns giving subpixel 
resolution (in the range of 0.06 – 0.13 pixels) [51]. 
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3.2 Particle Image Velocimetry 
3.2.1 Fundamental Principles 
Particle image velocimetry (PIV) is an established optical diagnostic technique that 
effectively samples the velocity of a given fluid within a flow field.  Two early 
manusccipts on the PIV diagnostic are given by Adrian [101] and Keane [102].  A more 
comprehensive resource for the scientific and technical aspects required to set up a PIV 
system is given by Raffel et al. [103].  For the basic single camera PIV arrangement, the 
method returns to the fundamental definition of velocity and estimates two components 
of the velocity         from: 
(x,y, t) (x,y, t)
u(x,y, t) =             v(x,y, t) =
x y
t t
 
    
     (3.5) 
where ∆x and ∆y is the displacement of a marker located at (x, y) at a time t, over a time 
interval ∆t [101]. Broadly speaking, small tracking particles are introduced into a flow 
and used to mark regions of a fluid.  The particles are usually solids suspended in gases 
or liquids, but can also be gaseous bubbles in liquids or liquid droplets in gases or 
immiscible liquids [101].  The particles are illuminated by a pulsed sheet of light, and 
images are formed by collecting the scattered light (Mie or Raleigh regimes) with a CCD 
detector at two selected times. The images are then subsequently transferred to a 
computer for analysis.  An illustration of a typical planar PIV system and associated 
image analysis is shown in Fig. 3.5. 
 
 
Fig. 3.5. Flow map of PIV technique (modified from [104]). 
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 In analyzing the PIV image pairs the correlation software works under the assumption 
that a particle found in the first image (image 1) can be found in the pairing image (image 
2).  With this assumption in mind, the PIV image pairs are first segmented into separate 
regions of interrogation.   For each interrogation region (of size M x N) the images are 
represented as a function of intensity, I1(i, j) for image 1 and I2(i + k, j + l) for image 2, 
where i and j are pixel indices corresponding to the horizontal and vertical directions and 
image 2 is shifted by pixels (k, l) with respect to the first image.  Then, the cross-
correlation function R1,2(k, l) is a summation of the multiplied intensities at each pixel of 
the two images being compared. [43], 
12 1 2
1 1
1
( , ) ( , )
M N
i j
R I i j I i k j l
MN  
        (3.6) 
The alternative to calculating the cross-correlation directly using Eqn. (3.1) is to 
implement the correlation theorem, which states that the cross-correlation of two 
functions is equivalent to a complex conjugate multiplication of their Fourier transforms.  
*
12 1 2
ˆ ˆ( , ) ( , )R I i j I i k j l               (3.7) 
where 1Iˆ  and 2Iˆ  in Eqn. (3.2) are the Fourier transforms of I1 and I2 and 
*
 denotes the 
hermitian operator. If it is assumed that M = N, then the two dimensional correlation 
process of Eqn. (3.6) is reduced to computing two two-dimensional  FFT’s on equal sized 
samples of the image followed by a complex-conjugate multiplication of the resulting 
Fourier coefficients.  These are then inversely multiplied Fourier transformed to produce 
the actual cross-correlation plane which has the same spatial dimensions (N x N) as the 
integration region size. Using this process, the number of computations is reduced from 
O(N
4
) using Eqn. (3.6) to O(N
2
log2N) using Eqn. (3.7). [103] Since the PIV images 
consist of discrete pixels, the Fast Fourier Transform (FFT) is used to calculate the 
discrete Fourier transform of the image.  However, it should be noted that an FFT 
assumes a periodicity to the data. Therefore, the Nyquist sampling theorem mandates that 
data aliasing will occur if the particles in the images travel more than half of the 
integration region in the time separating images 1 and 2. To this end, the image 
separation time of the size of the interrogation region needs to be adjusted to avoid this 
problem [43]. 
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Once the cross-correlation function is calculated its maximum value determines the 
most likely pixel displacement between the two images (k, l).  This limits the accuracy of 
the displacement to  1/2 a pixel and therefore the displacement will be denoted as (kmax, 
lmax).  Sub-pixel accuracy (ksub, lsub) can be achieved by using a Gaussian curve fit and 
interpolating the true peak of the cross-correlation function, R12(kmax, lmax).  This is 
typically implemented using a three-point estimator, where [kmax − 1, kmax, kmax + 1] and 
[lmax − 1, lmax, lmax + 1] are considered to determine the actual peak to sub-pixel accuracy 
(ksub, lsub). 
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One method to improve the results of this algorithm is the Gaussian interpolation 
technique, which assumes that the particle illumination is Gaussian.  However, if the 
particle is on the border of a sub-region the particle is truncated; if peak displacement 
occurs near this region the resulting interpolation cannot work.  For these situations a 
technique called correlation multiplication is used. The correlation multiplication method 
is a re-normalization technique where the cross-correlation function is weighted by 
overlapping windows; the purpose of this is to provide the correct peak location in 
situations of image truncation.  Another method to improve the algorithm is an iterative 
sub-imaging technique.  This technique utilizes the displacement vector field calculated 
previously to cut the interrogation region in half and recalculate the cross-correlation 
function, giving new displacement vectors with twice the resolution.  While this 
technique can be applied multiple times the processing time will increase exponentially 
[43]. 
 To eliminate erroneous vectors found by the cross-correlation algorithm there are 
different filters that can be used.  In one method a maximum pixel displacement threshold 
is set (based on an estimated maximum velocity expected in the flow field) and vectors 
with a magnitude longer than this value are eliminated from the analysis.  In another filter 
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vectors which deviate more than two standard deviations from their neighbors are 
eliminated. 
3.2.2 Transverse Jet in a Supersonic Crossflow 
Two-dimensional particle image velocimetry (PIV) measurements were conducted to 
obtain quantitative velocity fluctuation data.  The crossflow and jet were individually 
seeded with Di-Ethyl-Hexyl Sebacate (DEHS) though the use of separate Laskin nozzles 
that generated particles with a diameter less than 1 μm [105]. For both flows, seeding was 
introduced approximately 3.5 m upstream of the test section which resulted in a sufficient 
dispersion of the particles.  The particles were illuminated by a thin (on the order of 0.1 
mm) light sheet.  The light sheet was created by a dual-head New Wave Nd:YAG laser in 
conjunction with spherical and cylindrical lenses.  The cylindrical lens was used to spread 
the beam in a single direction, creating the laser sheet, and the spherical lens to reduce the 
thickness of the laser sheet.  The focal lengths of the cylindrical and spherical lenses are 
not specific to the investigation and a near-endless combination of focal lengths can be 
used.  The light sheet was brought in through the bottom access window and exited 
through the test section top piece, which was constructed of LEXAN.  This design 
allowed particles near the surface to the recorded without saturating the CCD camera.  
The CCD camera is as described in section 3.1.2.  An illustration of the setup is shown in 
image (a) of Fig. 3. 6.  The surface of the test section top piece was also painted with hi- 
temperature flat black paint, except for a thin (~11 mm wide) strip to allow passage of  
 
  
(a) (b) 
Fig. 3. 6. Schematic of (a) PIV setup and (b) illustration of jet exit surface. 
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the laser light sheet, but reduce internal reflections.  An illustration is shown in image (b) 
of Fig. 3. 6.  The PIV laser was operated at a wavelength of 532 nm, with each pulse 
delivering approximately 50 mJ of energy.  The time separation between the laser pulses 
to illuminate the DEHS particles was adjusted according to the flow velocity and camera 
magnification.  For the results shown in the present, a separation time of approximately 
600 ns was used.  Finally, the results presented are based on 510 (for the unpertubed 
flow) to 850 (for the flow with excitation) recorded images.  
3.2.3 Localized Arc Filament Plasma Actuators 
Two-dimensional PIV measurements were conducted to obtain quantitative planar 
velocity field data for the electric arc actuators.  The flow field was seeded with a mineral 
oil based smoke generator that produced particles with an average diameter of ~0.3 μm. 
The particles were illuminated by a thin (on the order of 0.1 mm) light sheet. Similar to 
the above discussion, the light sheet was created by a dual-head New Wave Nd:YAG 
laser in conjunction with spherical and cylindrical lenses. The PIV laser was operated at a 
wavelength of 532 nm, with each pulse delivering approximately 85 mJ of energy. The 
time separation between the laser pulses to illuminate the particles was adjusted 
according to the flow velocity and camera magnification to achieve a particle pixel 
displacement of 5 – 12 pixels.  Consequently, the time separation varied throughout the 
experiment and specifics will be given in the results section in chapter 4.  The CCD 
camera used was made by Cooke Corporation, series pco.2000.  The camera resolution 
was 2048 x 2048 pixels.  The number of images recorded also varied from 573 – 1337 
image pairs and again, specifics will be given in the results section of chapter 4.   
Unique to this experimental setup, due to the high levels of electromagnetic noise 
produced by the plasma actuator system, the CCD camera had to be kept some distance 
away from the plasma emission.  In an ad hoc approach, the minimum separation distance 
between the CCD camera and plasma emission was determined to be ~1.5 m.  A 
schematic of the PIV setup is shown Fig. 3. 7.  As shown in Fig. 3. 7 a nonconventional 
PIV setup was used to obtain high-fidelity velocity measurements in the near-field of the 
plasma emission. To obtain high-resolution velocity data while keeping ~1.5 m away 
from the plamsa, am 85 mm lens was mounted backwards at a distance of 25 mm away  
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Fig. 3. 7. Side-view of PIV setup. 
 
 
from the emission and with the focal length set at ∞. The setup collimated the scattered 
light from the particles in the light sheet which was directed into a camera with a 50 mm 
telephoto zoom lens located 2 m away. This allowed velocity measurements at the 
emission surface to be obtained with a resolution of 110 pixels/mm.   
3.3 Surface Flow Visualization 
3.3.1 Fundamental Principles 
The use of the surface oil film technique in wind tunnel practice has been established 
as a standard diagnostic technique for many years. The method is used for visualizing the 
flow pattern close to a surface of a solid body exposed to an air flow.  The experimental 
setup is quite simple.  A solid surface is coated with a specially prepared paint consisting 
of a selected oil and a finely powdered pigment.  As air flows over the surface, frictional 
force from the air stream carries the oil with it, leaving a streaky deposit of pigment that 
reveals information on the direction of the flow.  Some researchers have also contended 
that the observed streak pattern can also indicate the positions of transition from laminar 
to turbulent flow in a wall boundary layer, as well as the positions of flow separation and 
reattachment.  The challenges with this technique are then related to the interpretation 
and reliability of the observations, since the presence of the oil film will undoubtedly 
affect the wall boundary conditions. An analysis of the oil flow pattern (perhaps the only 
available one) was developed by Squire [106].  However, for the current study this 
diagnostic was only used to visually observe the features of the flow field near the 
surface in the near jet region.  Consequently, the level of analysis provided by Squire 
[107] was not needed.  
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3.3.2 Experimental Setup  
 Surface oil flow visualizations were performed by using a surface tracer mixture 
consisting of Oleic acid, titanium dioxide, and silicon oil for the transverse jet.  The 
mixture was applied with a standard foam brush covering the entire surface far (~30 jet 
diameters) upstream and downstream of the jet exit.  The brush lines were oriented in the 
streamwise direction (i.e. parallel to the flow direction) and were clearly visible.  This 
method revealed the most information about the direction of the surface streaklines and 
precise locations of several structures including the relative positions of separation lines.  
In this experiment, only the top wall of the test section (containing the jet orifice) was 
coated with the flow tracer.  The wind tunnel crossflow was turned on first and followed 
by the jet stream.  Steady state conditions were achieved in about 10 seconds for the wind 
tunnel and less than two seconds for the jet.  Images of the surface were then recorded 
with a CCD (as described in section 3.1.2) and in ambient light at a rate of 10 Hz.  An 
illustration of the surface flow visualization setup is shown in Fig. 3. 8.    
 
 
 
Fig. 3. 8. Schematic of flow surface visualization setup. 
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3.4 Pressure Sensitive Paint (PSP) Measurements 
3.4.1 Fundamental Principles 
Early methods for acquiring surface pressure distributions on a surface required 
embedded arrays of pressure taps.  This method, however, required extensive fabrication 
time and costs, and also limited spatial resolution due to machining constraints.  Pressure 
measurements using PSP is a relatively new optical approach that is non-intrusive and 
provides high spatial resolution.  The effectiveness of PSP has been demonstrated in a 
number of challenging flows, such as the surface of a compressor blade [108] and an 
aircraft wing [109] in flight [110]. 
PSP measurements operate on the principle of oxygen quenching luminescence from 
the paint.  To this end, the light intensity emitted by the paint is measured with a photo-
detector and is mathematically inversely related to the local air pressure. PSP in itself is 
typically formulated with a luminescent molecule (luminophore) and a binder that 
physically adheres the luminophore to the model surface.  The binding material is 
typically a polymer.  However, the binder also somewhat inhibits interaction of oxygen 
with the embedded luminophore molecule.  The inhibition results in characteristically 
slow response times of conventional PSPs that are primarily governed by the diffusion 
rate of a gas within the binder.  Polymer-based PSP formulations can have response times 
as slow as tens of seconds, an effective “human lifetime” in a supersonic environment.  
The response time of PSP is given by: 
2
PSP
B
h
D
  ,    (3.9)  
where in Eqn. (3.9) (h) is the paint thickness and (DB) is the diffusion coefficient of the 
binder material. In an effort to improve the response time of PSP, some researchers have 
focused on decreasing the thickness of the paint layer while others on increasing the 
diffusivity coefficient.  In the current study, the time response of the PSP ~0.3 seconds, 
which while unsuitable for unsteady flow fields, worked well within the focus of the 
work, which was time-averaged values [111]. 
An illustration of a simple PSP system is shown in Fig. 3.9.  The sample is  
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Fig. 3. 9. Illustration of a simple PSP system [110]. 
 
 
illuminated with light source typically towards the ultraviolet-end of the electromagnetic 
spectrum.  The luminescence from the sample is then collected through a long-pass filter 
into a CCD camera. In order to convert recorded intensities to pressures a calibration 
curve is obtained by recording the luminescence of the sample at several reference 
pressures (typically using pressure taps).  The calibration curve relating intensities to 
known pressure can then be applied to the model to obtain a surface pressure distribution. 
3.4.2 Experimental Setup  
For the current study, pressure sensitive paint (PSP) measurements were conducted to 
investigate the static pressure distribution on the surface in the near jet region for the 
transverse jet flow.  For this diagnostic, the surface surrounding the jet exit was coated in 
a paint consisting of organic luminophores suspended in polymeric binders.  The paint 
type was Uni-FIB and provided by the manufacturer Innovative Science Solutions, Inc. 
The time response of the PSP was ~ 0.3 seconds, which while unsuitable for unsteady 
flow fields, worked well within the focus of this work, which was long-exposure values. 
The luminophores in the paint were excited using a blue LED lamp as an illumination 
source.  The LED lamp was fitted with a low-pass filter (in the wavelength range of 610 
nm) so that the incident light in the range of the luminescent signal wavelength was 
mostly filtered.  The intensity of the fluorescence from the PSP was captured with a CCD 
camera (as described in section 3.1.2) equipped with a 50 mm lens and a 610 nm high-
pass filter to separate the fluorescent signal from the paint from that of the light source.  
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The spatial resolution of the PSP surface measurements was calculated to be 59.9 
µm/pixel or approximately 278 pressure measurements per square millimeter.  50 run 
images and 50 reference images were acquired for the results presented. Each sequence 
was ensemble-averaged and the background noise subtracted to provide a single run 
image.  Following the experiment, pressure tap measurements were taken at five selected 
locations using transducers and correlated to the corresponding PSP intensity values to 
form a calibration curve.  The location of the tap sites was selected to include a wide 
range pressures (approximately 1 – 8 PSIA), thereby minimizing errors introduced 
through extrapolation.  The resulting calibration curve was constructed with a second-
order polynomial and had a correlation coefficient of R
2
 = 0.999.  The maximum 
deviation of the pressures at the tap sites to the calibration curve was approximately 0.12 
PSIA.  An illustration of the experimental setup is shown in Fig. 3.10 and the calibration 
curve in Fig. 3.11.  In Fig. 3.10 the CCD camera is as described in section 3.1.2.  Also, in 
Fig. 3.11, the experimental data was fit with a 2
nd
-order polynomial using the familiar 
method of ordinary least squares regression.  
 
 
 
Fig. 3.10. Schematic of PSP setup. 
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Fig. 3.11. Calibration Curve used for PSP experiment relating surface pressure (P) to signal intensity 
(I).  Experimental data shown at points and a best fit 2
nd
-order polynomial as a line (P = 0.42I
2
 + 
0.05I + 0.7). 
 
3.5 Emission Spectroscopy 
3.5.1 Fundamental Principles 
The scientific foundation of spectroscopic theory perhaps finds its beginnings with 
the series of experiments published in 1672 by Sir Isaac Newton (1642 – 1727).  By 
refracting sunlight with a prism, Newton was able to resolve it into its component colors: 
red, orange, yellow, blue, and violet.  Later, in 1802 William Wollaston (1659 – 1724) 
observed several dark lines in the prismatic spectra of light from the sun and other 
terrestrial light sources.  Wollaston thought the lines represented natural divisions 
between the colors and several other scientists later followed up on his work in the first 
quarter of the nineteenth century [95].  Joseph Von Fraunhofer (1787 – 1826) was one of 
these scientists who mapped the dark lines in the solar spectrum.  John Herschel (1792 – 
1871) and David Brewster (1781 – 1868) independently investigated the spectra of 
several colored flames; both Herschel and Brewster (like Fraunhofer) were seeking a 
reliable source of monochromatic light for optical experiments [95].  Finally, in 1826 
William Fox Talbot (1800 – 1877) found that the distinctive lines in a spectrum could be 
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used in chemical analysis.  The diagnostic was developed further over the years and it is 
the topic of emission spectroscopy that is of interest to the current discussion.   
Emission spectroscopy is the study of radiation emitted by electronically excited 
chemical species.  When these species relax to the ground state, it often results in the 
emission of light producing line spectra in the visible and UV regions of the 
electromagnetic spectrum.  The line spectra are recorded through an instrument called a 
spectrograph.  A spectrograph is an instrument used to separate and measure the 
wavelengths present in electromagnetic radiation and to measure the relative intensity 
(i.e. number of photons) at each wavelength.  More specifically, light from a source enter 
the spectrograph, which then splits (or disperses) the light into its component 
wavelengths so it can be recorded and then analyzed.  Light entering the spectrograph is 
split into a spectrum by using either a prism (as Newton did in the 1660s) or for more 
modern spectrographs, a diffraction grating. [112] 
A main component of the spectrograph is the diffraction grating, which is an optical 
component that disperses polychromatic light into its constituent wavelengths (i.e. colors) 
[113].  Simply speaking, a diffraction grating is ruled with very closely-spaced fine 
parallel grooves that produce interference patterns in way that separates all the 
components (i.e. wavelengths) of the incoming light [114].  Typically, the number of 
grooves on a grating is on the order of several thousand per centimeter.  The diffraction 
pattern that is produced by a grating is described by the expression: 
 sinn d  ,    (3.10)  
where n is the order number (a positive integer, n = 1, 2 3, …), λ is a selected 
wavelength, d is the spacing of the grooves (i.e. the distance between slits), and θ is the 
angle of incidence of light.   
There are two types of diffraction gratings, transmission or reflection, according to 
whether it is transparent or mirrored.  A transmission grating has grooves ruled onto a 
transparent material, such as glass or Perspex (a transparent thermoplastic).  In a 
transmission grating, a beam of light that passes through the grating is partly split into 
sets, or orders, with spectra on either side of it; the blue light is diffracted the least and 
the red light the most in each order. In contrast, a reflection grating has grooves ruled 
onto a reflective coating on a surface that may be plane or concave, the latter being able 
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to focus light. An advantage of a reflection grating over a transmission grating is that it 
produces a spectrum extending from ultraviolet to infrared, since the light doesn't pass 
through the grating material.  In the current experiments, a planar reflection diffraction 
grating was used.   
In the current experiments, spectral lines produced by the spectrograph were recorded 
with an intensified CCD (ICCD) camera.  Rotational and vibrational temperatures and 
electron number density can then be computed by analysis of features within the line 
spectra.  For a general discussion on the analysis of the features within the line spectra 
the reader is referred to Ref. [115].  In the present, recorded line spectra measurements 
were processed to yield a single temperature and electron number density.  The 
methodology for this process will be briefly described in the discussion to follow below.  
3.5.2 Laser-Induced Plasma 
As mentioned above, spectroscopic measurements were recorded and analyzed to 
determine a single temperature and electron number density for the plasma.  The 
spectroscopic measurements were similar to the setup by Glumac and Elliott [45], and 
will be summarized here.  An illustration of the experimental setup is shown in Fig. 3.12.  
From Fig. 3.12, the plasma was contained inside a pressure chamber that was fitted with 
air ports and optical access windows.  The setup shown in Fig. 3.12 allowed light to be 
collected perpendicular to the axis of the laser beam. The pressure in the chamber was 
continuously monitored and held to a constant value of ± 0.01 atm during each 
measurement.  The spectroscopic measurements were recorded by imaging the laser 
spark onto the slit of an f/4 270 mm focal length imaging spectrometer using a 30 µm 
inlet slit and a 1200 gr/mm diffraction grating to obtain 2.7 nm/mm dispersion and 0.15 
nm resolution at the exit plane.  [45] 
The imaging detector used to record the spectra was a Roper PI-MAX ICCD camera 
with a fiber-coupled 512 x 512 pixel array of effectively 23 µm pixels. The ICCD camera 
could be gated to 4 ns.  For the measurements presented in this manuscript, the spectrum 
was obtained by binning over the signal from the entire laser spark emission.  As pointed 
out by Glumac and Elliott [45], Yalcin et al. [116] have previously reported that there are 
very small axial spatial gradients over the center few mm of laser sparks at  
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Fig. 3.12. Schematic of laser spark experimental setup 
 
 
atmospheric pressure.  Neon lines were used to calibrate the wavelength of the spectra 
and signal intensity was calibrated with a tungsten calibration lamp.  For each spectrum 
presented, two hundred instantaneous images were recorded at each delay time and 
averaged together.  Finally, the light was collected with a 50mm f1.2 Nikor lens with 
extension rings placed between the lens and ICCD 
The approach for the spectroscopic analysis is described in [117].  However, in brief, 
the spectral region where only N II lines are present and which has a spectrum that is 
very sensitive to temperature over the 10,000–60,000K region were monitored.  For the 
resulting spectra, a model was used which assumes an equilibrium distribution of 
population in electronic states corresponding to a single temperature.  The linewidth is 
assumed to be a convolution of Doppler and Stark broadening due to a single electron 
number density.  Experimental broadening factors from published studies are used for the 
N II lines, and a linear dependence of Stark width and shift with electron number density 
are assumed [118].  A spectral model fits each spectrum to a single temperature, electron 
number density, and optical depth.  A global scaling parameter and two parameters 
associated with the (assumed linear) background are also determined in the fit.   
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3.5.3 Microwave Coaxial Resonator System 
 Emission spectra were recorded to obtain rotational and vibrational temperatures 
of the plasma emission from the microwave system.  The experimental setup and 
equipment used closely follow the description described in the above section (section 
3.5.2).   Spectra were taken with a 270 mm SPEX imaging spectrometer with a  3600 
gr/mm grating using a 512 x 512 pixel Roper Scientific Super-Blue PI-Max intensified 
camera detector, yielding a resolution of approximately 0.05 nm over the range of 375 
nm to 381 nm.  An illustration of the experimental setup is shown in Fig. 3.13. 
 
 
 
Fig. 3.13. Schematic of microwave plasma setup 
 
For application of this diagnostic and fitting of a spectroscopic model, it was assumed 
that the plasma emission was optically thin (i.e. the emission was not self absorbing). The 
entire (0, 2) band of the N2 second positive system was captured along with the band 
head of the (1, 3) band. From this region, rotational temperatures can be accurately 
determined, and a vibrational temperature can also be assigned based on the two bands. 
However, it is important to note that the vibrational population distribution is non-
thermal, and so the vibrational “temperature” assigned to this plasma is of limited utility. 
While spectroscopy measurements were conducted for the full range of pressures, as well 
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as for various pulsing frequencies and system power levels, selected spatially and 
temporally averaged data is presented in this section to identify characteristics of the 
plasma that were observed. 
3.5.4 Localized Arc Filament Plasma Actuators 
Again, emission spectra were recorded to obtain rotational and vibrational 
temperatures of the plasma.  Also, similar to the above section, much of the equipment 
used here was identical to that described in section 3.5.2.   Spectra were taken with a 270 
mm SPEX imaging spectrometer with a 2400 gr/mm grating using a 512 x 512 pixel 
Roper Scientific Super-Blue PI-Max intensified camera detector, yielding resolution of 
approximately 0.1 nm over the range of 344 nm to 360 nm. An illustration of the setup is 
shown in Fig. 3.14.  
 However, unlike the previous two spectroscopic setups, due to the high levels of 
electromagnetic noise produced by the plasma actuator system, problems with electronic 
interference required the camera to be kept a distance away from the plasma emission.  
To this end, a 50 mm spherical lens with a 200 mm focal length was placed 200 mm from 
the emission.  The collected light was then manipulated through a series of lenses and 
mirrors and directed into the spectrometer and camera located 9 m away.  The focal 
lengths of the lenses and their approximate positions have been labeled in Fig. 3.14.  
For the spectroscopic analysis, emission from the second positive system of N2 was 
the major emitting system in the visible and ultraviolet.  These experiments focused on 
the ∆v=-2 band sequence, in which the (0-1), (1-2), and (2-3) bands were resolved.  In 
fitting the spectra with a spectroscopic model, it was assumed that the plasma emission 
was optically thin (i.e., the emission was not self absorbing), and in this manner, 
rotational and vibrational temperatures can be estimated.  With this said, unlike the 
previous two systems (laser spark and microwave), there were features observed in the 
recorded spectra for the electric arc actuator system that were not accounted for by the 
spectroscopic model.  These spectral features suggested a possibility of a non-equilibrium 
state distribution or optical depth effects; the source of the variations still remains 
unclear.  Consequently, additional details for the spectroscopic model will be delayed 
until the results section of chapter 4.  
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Fig. 3.14. Schematic of Spectroscopic Setup. 
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Chapter 4  
 
 
Plasma Flow Control 
 
 
 
 
 
 In this chapter a detailed investigation of three different techniques for generating 
plasma are discussed.  These techniques include plasma generated by laser energy, 
microwaves, and electrical arc.  For clarity, a simplistic illustration of the three methods 
is shown in Fig. 4.1.  In Fig. 4.1 (a) laser energy is focused to a point using optics; in  
 
   
(a)  (b)  (c)  
Fig. 4.1.  Illustration of plasma generated by (a) laser energy, (b) microwaves), and (c) electric arc 
 
Fig. 4.1 (b) microwave energy is coupled to a quarter-wave coaxial resonator; in Fig. 4.1 
(c) a high voltage is imposed between two electrodes.  The plasmas generated by the 
three techniques were investigated through different diagnostics with a goal of obtaining 
a wide-range of information on the plasma, including: emission size, temperature, 
electron number density, energy absorbed, and induced velocity of the fluid in the near-
emission region.  In addition, the effect of ambient pressure, emission pulsing frequency, 
and emission duration were also considered.  While the diagnostics varied between the 
three plasma generating techniques, in each case they were carefully selected to 
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characterize the plasmas and resulting flow field for flow control applications and 
provide information to help researchers develop better computational models and 
understand how to apply them as flow control devices successfully.  
4.1 Laser-Induced Plasma 
As discussed above, plasmas have a wide-range of potential application for high-speed 
flow control due to their fast response times.  Laser-induced plasmas are of particular 
interest as a generating technique for several reasons.  First, since the plasma is created 
by optical means, it has the ability to generate a flow perturbation at a relatively long 
distance from the source [45].  Secondly, plasma generated by laser-energy is relatively 
easily managed within a laboratory.  High-powered lasers are regularly commercially 
available and only limited optics are needed to focus the energy of a laser beam, causing 
the breakdown of a gas. Due to the commercial availability of equipment, laser-induced 
plasmas have a high-degree of manageability within a laboratory and allow 
experimentation to be undertaken easily and safely. Therefore, while other methods for 
generating plasma may be more beneficial for certain applications, laser methods provide 
an excellent method for studying plasmas and their effects on the fluid dynamics of the 
flow field studied.  
4.1.1 Laser-Spark Geometry 
Images of the laser spark emission measured over a range of delay times from the 
initiating laser spark are shown in Fig. 4.2 and Fig. 4.3.  The emission images in Fig. 4.2 
were generated at a wavelength of 532 nm and at a wavelength of 266 nm in Fig. 4.3.  
The physical dimensions of the imaging region in Fig. 4.2 and Fig. 4.3 are 9 mm 
horizontally and 4.5 mm vertically. Also, the center-time increases down each row and 
the pressure increases across each column.  In this manuscript center-time is defined as 
the delay time from the initiating spark plus one-half of the exposure time. For each 
image in Fig. 4.2 and Fig. 4.3 the intensity has been normalized according to the peak 
intensity so that the shape over the spark is displayed.  To this end, emission intensity 
information can be compared within each image, but not across images. Lastly, in Fig. 
4.3 for center-times of 400 ns and 800 ns the spark emission intensity was too low to be 
imaged for a wavelength of 266 nm and at a pressure of 0.2 atm.  
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 0.2 atm 0.6 atm 1 atm 
50 ns 
 
 
  
100 ns 
 
 
  
 
200 ns 
 
 
 
 
 
400 ns 
   
 
800 ns 
   
Fig. 4.2. Image of laser-spark emission from a 532 nm laser and for center-times of 50 – 800 
ns and at pressures of 0.2 – 1 atm.  
 
 
First, it is observed that for both wavelengths and all chamber pressures the spark 
geometry has a thin wire like appearance.  This is in contrast to a similar laser-spark 
emission study completed by Glumac and Elliott [45], where the geometry had a bi-
modal appearance (i.e. the shape of a figure eight pattern) for center-times higher than 
100 ns.  The difference in appearance is likely due to the longer focal length lenses used, 
which increased the spot size of the focal point, or the breakdown region.   
There are also several other visual observations that can be made by comparing the 
images in Fig. 4.2 and Fig. 4.3. For all chamber pressures and both wavelengths the spark 
size increases with increasing center-time.  The size of the spark also appears to be 
primarily constant for pressures of 0.6 atm and 1 atm, but then decreases for 0.2 atm.  
This observation is consistent with the results presented by Glumac and Elliott [45].   
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 0.2 atm 0.6 atm 1 atm 
50 ns 
 
 
  
100 ns 
  
 
 
200 ns 
  
 
 
400 ns 
 
  
 
800 ns 
 
  
Fig. 4.3 Image of laser-spark emission from a 266 nm laser and for center-times of 50 – 800 
ns and at pressures of 0.2 – 1 atm 
 
 
Lastly, by collectively comparing the images in Fig. 4.2 and Fig. 4.3the spot size 
decreases significantly with decreasing wavelength.  This change in the spark geometry is 
consistent with theoretical equations for the decrease in spot size at the focus with 
decreasing wavelength.  The minimum theoretical diameter, defined by the symbol df, to 
which a laser beam of original diameter, dB, can be focused is: 
4
f
B
f
d
d


         (4.1) 
where f is the focal length of the optics used and λ is the wavelength.  
In order to quantify these observations, the spark geometry has been computed by 
measuring the maximum width and length of the plasma emission.  The emission 
perimeter was identified by searching for locations with local intensities greater than 20% 
of the peak intensity.  The 20% threshold was selected from the work of Glumac and 
Elliott [45], so that the values presented here can be compared with those from their 
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study. The maximum width and length of the emission are shown in Fig. 4.4 for the three 
pressures tested as a function of center-time. In Fig. 4.4, the filled data points are for the 
laser spark generated with 532 nm laser light and the unfilled points with 266 nm. The 
uncertainties of the length and width measurements are estimated to be ± 0.08 mm (2 
pixels).  
 
  
(a)  (b)  
Fig. 4.4. (a) Maximum length and (b) maximum width of laser spark emission.  Filled data points are 
for 532 nm wavelength and unfilled are for 266 nm.  
 
 
 
As seen by Fig. 4.4, for all conditions the maximum length and maximum width of 
the emission increases with center-time.  Also, as suggested by Eqn. (4.1) and shown in 
Fig. 4.2 and Fig. 4.3, the size of the emission is significantly smaller at a wavelength of 
266 nm in comparison to 532 nm.  Beginning with Fig. 4.4 (a), the maximum length of 
the emission appears to increase with increasing pressure for both wavelengths.  The 
pressure dependence, however, does not appear to be linear but increases with decreasing 
pressure.  For the wavelength of 532 nm, Glumac and Elliott [45] report a similar result.  
The maximum width of the plasma emission is shown in Fig. 4.4 (b).  Unlike the 
relationship between maximum length and pressure as shown in Fig. 4.4 (a), at a 
wavelength of 532 nm, Fig. 4.4 (b) shows a decrease in the maximum width of the 
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emission with increasing pressure.  The trend for emission generated at 266 nm is more 
difficult to establish due to the small values and uncertainties in the measurements.  
4.1.2 Laser Spark Photometry 
Photometry measurements of the laser spark were collected through a photodiode that 
recorded optical intensity information from the emission at 90° to the laser propagation 
direction. From these experiments, the emission intensity and decay rate were calculated 
as a function of air pressure from 0.1 – 1 atm. Fig. 4.5 and Fig. 4.6 give traces of the  
 
 
Fig. 4.5. Photodiode time trace of the emission over a range of chamber pressures at 532 nm. 
 
 
 
initiation and decay of the emission from 0 – 150 ns as recorded through the photodiode. 
Based on these traces, the peak intensity and decay time (defined as the time for the 
signal to reach 1/e of the peak intensity) are given as a function of pressure in Fig. 4.7. In 
Fig. 4.7 (a) it is shown that for both wavelengths tested the peak intensity continuously 
increases with pressure.  In the study by Glumac and Elliott [45], for the 532 nm case, the 
peak intensity was relatively constant as the pressure decreased from 1 to 0.75, after 
which it decreased rapidly.   
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Fig. 4.6. Photodiode time trace of the emission over a range of chamber pressures at 266 nm. 
 
 
  
 
  
(a) (b) 
Fig. 4.7. (a) Peak photodiode signal of the emission from the laser spark and (b) time for the 
emission from the laser spark to decay to the level of 1/e of the peak intensity 
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The decay rates of the emission traces are shown in Fig. 4.7 (b).  The decay rate was 
quantified by the time from the initiation of the spark for the trace to reach 1/e of the peak 
intensity.  Beginning with the 532 nm case, the decay rate was observed to decrease with 
the decreasing pressure.  Similar to the Glumac and Elliott [45], the decrease was fit to a 
second-order polynomial, although with different coefficients: 
2
1/ = 47.6  87.5P 0.5e ch chP        (4.2) 
where τ1/e is the 1/e decay time in ns and Pch is the chamber pressure in atm.  For the 266 
nm case a third-order polynomial was used to fit the slight increase in the decay time at 
the lowest pressure tested. The third order polynomial is given by: 
3 2
1/ = 39.4  78.7P 30.6P 14.2e ch ch chP         (4.3) 
4.1.3 Energy Absorbed 
The fraction of laser light absorbed by the plasma emission is shown in Fig. 4.8 for 
wavelengths of 532 nm and 266 nm. For a wavelength of 532 nm the laser light was at a 
fixed input power of 150 mJ and for a wavelength of 266 nm, at a fixed input power of 40  
 
 
Fig. 4.8. Percent of absorbed and scattered laser light as a function of pressure for a laser spark 
in air using 532 nm and 266 nm laser light.  
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mJ.  The peak absorbed fraction of light was around 75% for 1 atm at 532 nm, while at 
around 20% at 0.1 atm.  This is in contrast to the results reported by Glumac and Elliott 
[45] which reported a peak absorbed fraction around 90%, while less than 5% at 0.1 atm.  
The differences may be due to the different focal length lenses used in the experimental 
setup. Fig. 4.8 also shows that for pressures above 0.6 atm, the fraction of absorbed light 
changes by less than a few percent, while below this pressure the levels drop off more 
rapidly.  At a wavelength of 266 nm, the fraction of absorbed laser light is lower than at 
532 nm, ranging from around 2 – 60 % over the pressure range of 0.1 – 1 atm.  Also, at a 
wavelength of 266 nm the relationship between pressure and absorbed light increases 
nearly linearly for all pressures 
4.1.4 Emission Spectra-Based Measurements 
Spectra were recorded at three different pressures over a range of center-times and for 
the two different wavelengths, 532 nm and 266 nm.  Results are shown in Fig. 4.9 and 
Fig. 4.10 for center-times from 50 – 300 ns and pressures from 0.2 – 1 atm.  It can be 
seen in Fig. 4.9 and Fig. 4.10 that for all pressures and center-times, the fits are generally 
good.  The agreement between the experimental data and spectroscopic modeling 
suggests that there is no extremely large departure from a Boltzman distribution [45].  It 
should also be noted that for comparison between conditions, the signal level has been 
normalized for all spectra in Fig. 4.9 and Fig. 4.10.  
 While the spectra in both Fig. 4.9 and Fig. 4.10 showed the same set of spectral lines, 
significant differences were identified.  The observed differences in the spectra included 
dependences on wavelength, pressure, and time.  More specifically, for the wavelengths 
of 532 nm and 266 nm, at a center-time of roughly 50 ns, N II peaks emerge from the 
continuum and can be fit to a temperature.  Considering wavelength, pressure, and center-
time, each of these parameters was seen to affect linewidths of the spectra.  More 
specifically, the linewidths are affected as follows: 1) Linewidths decreased as 
wavelength was reduced from 532 nm to 266 nm.  However, for 266 nm a lower power 
level was used and the effect of this was not quantified. 2) For all conditions tested, the 
linewidths increase with increasing pressure.  3) As center-time increases, the linewidths 
decrease. 
 
83 
 
P = 0.2 atm 
 
P = 0.6 atm 
 
P = 1 atm 
 
 
(a) 50 ns 
 
 
(b) 50 ns 
 
 
(c) 50 ns 
 
 
(d) 75 ns 
 
 
(e) 75 ns 
 
 
(f) 75 ns 
 
 
(g) 100 ns 
 
 
(h) 100 ns 
 
 
(i) 100 ns 
 
 
(j) 150 ns 
 
(k) 150 ns 
 
 
(l) 150 ns 
 
 
(m) 200 ns 
 
 
(n) 200 ns 
 
 
(o) 200 ns 
 
 
(p) 300 ns 
 
 
(q) 300 ns 
 
 
(r) 300 ns 
 
Fig. 4.9. Spectra and fits from three ambient pressures (0.2 atm – left, 0.6 atm – middle, and 1 atm – 
right), at selected center-times of  (50 ns – row 1, 75 ns – row 2, 100 ns – row 3, 150 ns – row 4, 200 
ns – row 5, 300 ns – row 6), and for a wavelength of 532 nm.  
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P = 0.2 atm 
 
P = 0.6 atm 
 
P = 1 atm 
 
 
(a) 50 ns 
 
 
(b) 50 ns 
 
 
(c) 50 ns 
 
 
(d) 75 ns 
 
 
(e) 75 ns 
 
 
(f) 75 ns 
 
 
(g) 100 ns 
 
 
(h) 100 ns 
 
 
(i) 100 ns 
 
 
 
(j) 150 ns 
 
 
(k) 150 ns 
 
 
 
(l) 200 ns 
 
 
(m) 200 ns 
 
 
 
(n) 300 ns 
 
 
(o) 300 ns 
 
Fig. 4.10. Spectra and fits from three ambient pressures (0.2 atm – left, 0.6 atm – middle, and 1 atm 
– right), at selected center-times of  (50 ns – row 1, 75 ns – row 2, 100 ns – row 3, 150 ns – row 4, 200 
ns – row 5, 300 ns – row 6), and for a wavelength of 266 nm.  
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 From the spectra in Fig. 4.9 and Fig. 4.10 quantitative values of the temperature and 
electron number density have been extracted and are shown in Fig. 4.11 and Fig. 4.12. 
Fig. 4.11 shows the temperature of the plasma for center-times of 50 – 800 ns from the 
laser pulse.  Assuming a 10% uncertainty, the temperatures for each of the three 
 
  
(a)  (b)  
Fig. 4.11.  Spectral fit temperature versus center-time for wavelengths of (a) 532 nm and (b) 266 nm 
. 
 
 
  
(a)  (b)  
Fig. 4.12. Electron number density versus center-time for wavelengths of (a) 532 nm and (b) 266 nm. 
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pressures agree very well for the wavelength of 532 nm, Fig. 4.11 (a).  However, for the 
wavelength of 266 nm, Fig. 4.11 (b), the temperature increases with pressure.  The 
temperature increase with pressure can be especially seen early in the emission, where for 
a center-time of 50 ns the temperature decreases from 43,000 K to 35000 K as pressure is 
reduced from 1 atm to 0.2 atm. For higher center-times the temperatures for pressures of 
1 atm and 0.6 atm come into good agreement, but the temperatures for 0.2 atm continues 
to remain lower. It is possible that the temperature may also have a pressure dependence 
for the emission generated with 532 nm laser light, but 10% error bars do not allow the 
relationship to be quantified.   
Glumac and Elliott [45] also reported a slight increase in temperature with pressure 
between center-times of 50 – 150 ns using 532 nm laser light, but in their study as well 
the error bars overlapped. Also, as noted in their study, optical depth effects are strongest 
for times earlier that 150 ns, and when these effects are present they tend to result in a 
higher temperature fit.  Similar to the work by Glumac and Elliott [45], the model fits in 
the present work fit the spectra to optical depth.  However, the uncertainty in the fit 
parameter for optical depth is relatively high. To this end, if the correction is not strong 
enough, then the fit temperature will be too high.  Furthermore, as pressure is reduced, 
optical depth effects become less significant and the correction has less of an impact on 
the fit temperatures. Therefore, optical depth issues should be taken into consideration as 
a possible source (or at least partial source) of the discrepancy in temperatures [45].   
Electron number density versus center-time plots for the three pressures and two 
wavelengths are shown in Fig. 4.12.  In all cases, the electron number density decreases 
with pressure. In comparing the highest and lowest pressures, Ne is nearly a full order of 
magnitude lower from 1 atm to 0.2 atm.  Moreover, as pressure decreases the electron 
number density decays slower with time.  The decay curves in Fig. 4.12 can be fit to an 
expression of the form: 
n
eN At      (4.3) 
where A and n are constants. A list of the constants A and n are shown in Table 4.1.  
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Table. 4.1. Fit Constants for Eqn. 4.3 
 
532 nm 266 nm 
 A n A n 
1 atm 3e20 -0.89 9e19 -0.78 
0.6 atm 2e20 -0.87 5e19 -0.75 
0.2 atm 4e19 -0.73 1e19 -0.68 
 
 
Modeling the plasma process as a simple electron-ion recombination at constant 
temperature would suggest an exponent of n = -1 [45].  For laser light at 532 nm and 266 
nm, as pressure is reduced the exponent, n, decreases, suggesting relatively slower 
recombination of electrons [45].   
4.2 Microwave Co-axial Resonator System 
 As discussed earlier, there are a variety of methods that have been shown to be 
effective in generating pulsed plasmas for electromagnetic flow control (i.e. barrier 
discharges, electric arcs, laser discharges); each have their own inherent advantages and 
disadvantages.  In this section work on a microwave based system utilizing a quarter-
wave microwave co-axial resonator is discussed.  
 In principle the MCAR system can support plasma generation through three 
different processes.  These include: electrons being emitted through field emission, 
electrons being generated via thermal emission, or secondary electron generation from 
incident electrons, photons, and ions [119]. While the investigation of these phenomena 
was not a direct objective of the current study, Linkenheil et al. [119] offer a brief 
discussion on the topic using a nearly identical system.  In their findings they report that 
the material of the inner conductor (copper) can typically be fabricated with a low surface 
roughness.  Therefore, assuming a normal machined surface quality, full support of the 
plasma solely through field emission is unlikely, though there may be a slightly positive 
effect in some cases.  In their investigation the field strengths obtained were 
approximately three orders of magnitude lower than the level at which significant field 
emissions would be expected (3 x 10
9
 V/m). Additionally, in their study, thermal 
emission was also assumed to be unlikely, as the pulsed system was examined with a 
rather small duty cycle.  Therefore, it was concluded that the most likely cause was the 
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additional production of secondary electrons due to incident electrons, ions, and photons, 
summarized in the Townsend coefficient.  A strong influence with this mechanism is 
especially possible since the plasma is in the direct vicinity of the inner conductor [119].  
For the current study, although a wide range of conditions were tested, sustainable 
plasma generation was able to be achieved at relatively low system power levels and 
pulsing frequencies, which suggests a similar primary mechanism.  However, as will be 
discussed in the sections to follow, variations in the characteristics of the plasma were 
observed with changes in pressure and frequency, which also indicate that different 
mechanisms may become more dominant as the conditions are varied.  
4.2.1 System Design 
 In general, a quarter-wave MCAR system 
consists of outer and inner conductors which are 
short circuited at one end and left open circuited at 
the opposing end.  Additionally, an equivalent 
electrical circuit of such a device can be developed 
with capacitive (Co) and inductive (Lo) elements 
that determine the resonant frequency and a 
resistive (Ro) element to incorporate losses (see 
Fig. 4.13) [120].  This configuration allows for 
coupling of the microwave energy into the 
resonator, which at steady state produces a standing wave that has a voltage node at the 
short circuited end and a voltage maximum at the open circuited end.  Accordingly, a 
large microwave electric field exists at the open circuited end and due to the coaxial 
structure of the resonator, has its highest values at the inner conductor [121].  The 
behavior of the electric current is vice versa. Due to the coaxial structure of the 
resonaotor, the highest electrical field occurs at the inner conductor.  Consequently, the 
plasma is excited at the upper end of the inner conductor, which yields a symmetrical and 
free-standing plasma flame [119].   
 In designing a such a resonator, there are several factors to consider.  For the diameter 
of the resonator, loss mechanisms and a calculation of the maximum electric field of the 
inner conductor at the open circuited end (Er,max) need to be considered.  Following the 
 
Fig. 4.13. Equivalent circuit of 
quarter wavelength resonator.  
89 
 
work presented by Linkenheil et al. [119] the measure representing the losses of the 
resonator is the quality factor (Q).  This parameter is defined as the ratio of maximum 
reactive power (PB,max) to the input power (Pw) consumed:  
,maxB
w
P
Q
P
      (4.4) 
The dominant loss mechanism is the loss in the resonator walls (along z-axis), which can 
be calculated through: 
2
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              (4.5) 
where D and d represent the diameters of the outer and inner conductors of the resonator, 
and Rs (surface resistance), ZFO (free-space characteristic impedance), and U(z) (voltage 
along the resonator) are given by: 
2
o
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        (4.8) 
In Eqs. (4.6) and (4.7) μo is the permeability of free space, ω, the angular frequency, κ, 
the conductivity of the material, and, εo, the permittivity of free space. Integration of Eqn. 
(4.5) along the resonator axis gives: 
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where c is the speed of light.  The reactive power has its maximum value in case of 
resonance and can be calculated through: 
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where BRes is the susceptance in case of resonance and ZL is the characteristic impedance 
of the resonator given by: 
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Substituting Eqns. (4.9) through (4.12) into Eqn. (4.4), the quality factor is given by: 
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Considering Eqn. (4.13), the quality factor maximizes for D/d = 3.6, whereas the absolute 
value of this maximum depends upon the diameter of the outer conductor.  This ratio is 
also consistent with the value at which conventional coaxial transmission line has 
minimum losses [121].  Neglecting fringing effects, the maximum electric field (which 
occurs at the open circuited end of the inner conductor) is given by: 
max
,max
1
ln
2
r
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d D
d
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 
          (4.14) 
Combining Eqns. (4.10) through (4.14) with Eq. (4.4), the input power as a function of 
the maximum electric field is described by: 
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In contrast to the quality factor given in Eqn. (4.13) no exact value for the D/d ratio exists 
to minimize the input power for a given Er,max and D.  Furthermore, from Eqn. (4.15), if 
Er,max and D are held constant, it can be seen that the required power is directly 
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proportional to the diameter of the inner conductor.  Accordingly, the dimensions of the 
outer and inner conductors of the MCAR design require a balance between minimum 
losses and a maximum electric field.  Hence, no optimal values exist. This point is further 
illustrated in Fig. 4.14 (a) and (b), which plots the quality factor from Eqn. (4.13) and the 
input power from Eqn. (4.15).  
 
  
(a)  (b)  
Fig. 4.14.  Plot of (a) Eqn. 4.13 and (b) Eqn. 4.15 
 
 A final parameter to consider in the design of the resonator is the coupling height h. 
This parameter characterizes the distance from the short circuited end of the resonator to 
the point where the coaxial feeding line is located and determines the input impedance 
[121].  For a 50 Ω system, Linkenheil et al. [119] report that a coupling height of 1 mm 
will minimize the reflected power of a similar system.   For the design of the MCAR in 
the current study, to allow for testing of different connection configurations between the 
feeding line and resonator, a slightly larger coupling height of 1.7 mm was used. 
 In assessing the ability of the MCAR system to be used as a flow control device, a 
critical issue addressed was the transition between the coaxial feeding line and the 
resonator (i.e. getting the microwave energy into the resonator without destroying its 
resonant nature).  The importance of the topic is realized in the minimization of the 
reflected input power. The method used for coupling the energy into the resonator was 
through a small inductive loop with its magnetic field coupling to the one of the resonator 
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[120]. The optimized position (or radius) of the loop depends on the geometrical 
dimensions of the resonator, and, in our study, the loop configuration was investigated 
experimentally.  With this effort, three configurations for the transition were constructed.  
In each of the three configurations 50 Ω connectors were used; however, the diameter of 
the inner contact was varied to allow additional positions within the resonator to be 
tested.  Physical specifications of the connectors used have been summarized in Table 4.2 
and an illustration of each configuration is shown in Fig. 4.15. 
 
Table 4.2. Connector Specifications 
    
Reference Type 
Contact Dielectric 
Diameter [in] Material Diameter [in] Material 
Fig. 4.15 (a) 50 Ω N-Female 0.12 Gold plated 0.384 PTFE 
Fig. 4.15 (b, c) 50 Ω N-Female 0.05 Silver plated 0.162 PTFE 
 
 
   
(a)  (b)  (c)  
Fig. 4.15. Connection configurations between coaxial cable connector and resonator using connectors 
with an inner contact diameter of: (a) 0.12 in. (large diameter), (b) 0.05 in. (small diameter), and (c) 
0.05 in. (small diameter w/extended length).  See Table 4.2 for full connector specifications.   
 
 In all cases the connectors were soldered into position. For the configuration utilizing 
the smaller diameter connector, Fig. 4.15 (b) and Fig. 4.15 (c), the contact was first 
inserted into a small hole drilled into the resonator surface before being soldered.  This 
was done to help fix the geometry of the inductive loop and improve the connection 
between the inner contact of the connector and the resonator material.  The first 
configuration tested is shown in Fig. 4.15 (a).  In Fig. 4.15 (a), the connector with the 
largest diameter is used.  The contact is brought straight into the resonator and given a 
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slight bend to position it firmly against the surface of the resonator.  In Fig. 4.15 (b) and 
Fig. 4.15 (c) a smaller diameter connector was used to allow a greater bending of the 
contact and provide a more significant inductive loop in the transition.  In Fig. 4.15 (b), 
the contact is brought directly into the resonator and then given a 90° bend.  In Fig. 4.15 
(c) the length of the contact was extended to allow it to be bent to the side of the 
resonator first before making the 90° bend.  As shown in Fig. 4.15, for all of the 
configurations the dielectric surrounding the inner contact was removed once inside of 
the resonator area.  In the discussion to follow, each of these configurations will be 
evaluated in efficiency and plasma production.   
4.2.2 Emission Imaging 
As a means of characterizing the physical attributes of the plasma generated, imaging 
of the plasma emission was recorded using the configuration shown in Fig. 4.15 (a). To 
summarize the results obtained, selected images are presented in Fig. 4.16 of the plasma 
 
 
 
 
(a)  
 
(b)  
 
(c)  
 
(d)  
 
(e)  
 
(f)  
 
(g)  
 
(h)  
 
(i)  
 
(j)  
 
(k)  
 
(l)  
Fig. 4.16. Images of plasma emission at 40% power for frequencies (from left to right) of: 400 Hz, 
667Hz, 1.3 kHz, and 10 kHz and at pressure (from top to bottom) of: 0.05 atm, 0.5 atm, and 1 atm. 
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emission at a power level of 40%; for different power levels only a variation in the 
intensity of the emission was observed, while the general physical structure of the 
discharge remained primarily unchanged.  For each of the images shown in Fig. 4.16 the 
exposure time of the CCD camera was adjusted with the pulsing frequency of the plasma 
to ensure equal amounts of the emission were collected.  While it was attempted to 
investigate the temporal behavior of a single plasma pulse (as opposed to an average 
appearance over multiple pulses), sufficient signal strength was unable to be obtained 
using a standard CCD camera.  The low signal levels may have been a result of the long 
diagnostic ports (used to prevent microwaves leakage) fitted to the vacuum chamber.  
These ports restricted optical access to the plasma emission and reduced the amount of 
light that could be collected.  However, for the images shown in Fig. 4.16 there are 
several trends that can be identified for the physical attributes of the plasma emission 
with changes in pressure and pulsing frequency.   
In Fig. 4.16 the images have been organized such that pressure increases down a given 
column and the frequency across a given row.  Accordingly, pressure dependencies can 
be identified by individually comparing the three images for each of the four columns.  
Taking the first column, images (a), (e) and (i), the most noticeable characteristic is that 
the size of the plasma emission decreases with increasing pressure.  The influence 
appeared to be strongest as the pressure transitioned from 0.05 atm to 0.5 atm, and then a 
reduced effect for the increase up to 1 atm.  A more subtle observation was that for higher 
pressures the plasma is concentrated more towards the tip of the inner conductor.  For 
image (e), this concentration appears to be forcing the emission to significantly detach 
from the inner conductor.  In image (i), the detachment is still able to be observed, 
however, the reduction in the size of the plasma appears to be suppressing the effect.  
Both of these observed characteristics are further validated by comparing the images in 
the remaining three columns, specifically, images [(b), (f), (j)], [(c), (g), (k)], and [(d), 
(h), (l)]. 
Following a similar methodology for identifying frequency dependencies, 
characteristic trends can be identified by individually comparing the four images across a 
given row.  Beginning with images (a), (b), (c), and (d), as the pulsing frequency 
increases, from 400 Hz [image (a)] to 10 kHz [image (d)], the amount of plasma 
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generated appears to be decreasing.  While this behavior was also observed with 
increasing pressure, the influence of increasing frequency does not appear to be as strong 
for this effect.  Furthermore, in contrast to increasing pressure, this reduction in size 
results in a more symmetric distribution of the plasma around the inner conductor, as 
opposed to a concentration at the tip.  These results suggest changes in the mechanisms 
supporting plasma generation as the external conditions are varied.   
4.2.3 Emission Photometry 
 As the counterpart to the photographic images of the plasma, the respective emission 
waveforms for the identical set of experimental conditions is presented in Fig. 4.17. It 
should be noted that the relative intensity of the waveforms in Fig. 4.17 does not reveal 
any attributes of the plasma emission in comparing different photodiode traces, as this 
value was influenced by the gain of the photomultiplier tube used.  With this said, in Fig. 
4.17 there are several characteristics that can be identified related to pressure and the 
pulsing frequency.   
 Beginning with Fig. 4.17 (a), it can be seen that there is an isolated spike in the 
emission profile at startup.  By comparing the three waveforms in image (a), the 
amplitude of the observed spike increases with decreasing pressure.  This result is also 
clearly illustrated in image (b); however, the amplitude has decreased with the increase in 
frequency, from 400 Hz to 667 Hz.  In images (c) and (d), the amplitude of the spike 
continues to decrease with increasing frequency and begins to merge with the rest of the 
profile.  Although not shown in Fig. 4.17, analysis of instantaneous waveforms revealed 
that this spike exhibited transient behavior as well and, while it was observed on average, 
it did not exist in every pulse.  The cause of the observed temporal characteristics is 
unknown, but it is likely due to the differences in which the plasma breaks down with 
each pulse. 
 In addition to the startup characteristics, the waveform data also collectively shows 
that the emission profile is more evenly distributed at lower pressures, giving the 
intensity profile a squarer waveform.  Otherwise stated, as pressure is increased the 
waveform traces decay faster and to a greater extent from the peak level observed over 
the entire trace.  In Fig. 4.17 (a), which is for a pulsing frequency of 400 Hz, the emission 
trace reduces only 70% of its peak level for a pressure of 0.05 atm and decreases to 39% 
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at a pressure of 1 atm. Similar behavior is seen in Fig. 4.17 (b) – (d).   However, as 
pulsing frequency increases, the profiles appear to be gradually collapsing upon one 
another and waveforms have less of a pressure dependence.  
 
  
(a)  (b)  
 
  
(c)  (d)  
Fig. 4.17. Emission waveforms at 40% power and for pressures of 0.05 atm, 0.5 atm, and 1 atm and at 
pulsing frequencies of: (a) 400 Hz, (b) 667 Hz, (c) 1.3 kHz, and (d) 10 kHz. 
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4.2.4 Transmitted Power 
 As discussed earlier, a critical component of the microwave system used is the 
transition between the coaxial feeding line and the resonator.  Since the objective of the 
current investigation was to evaluate the potential of the system to be used as an efficient 
flow control device, three configurations for this task (see Fig. 4.15) were tried in an 
attempt to minimize the reflected power.  To investigate the efficiency of each of the 
three configurations, forward and reverse power measurements were recorded over a 
range of system power levels.  The measurements were recorded with a standard analog 
power meter and the forward power (Pfwd) should be considered as transmitted power to 
the emission and the reverse power (Pfwd) as reflected microwaves that were transferred 
to the dummy load, and ultimately wasted.  The results are shown in Fig. 4.18.   
 In Fig. 4.18 it can be seen that for the large diameter configuration, Fig. 4.15 (a), the 
ratio of transmitted to reflected power was less than three.  Therefore, for a given input  
 
 
Fig. 4.18. Ratio of transmitted to reflected over measurements for the three configurations shown in Fig. 4.15 
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power roughly 71% of the microwave energy was being coupled into the resonator.  As a 
means of improving the efficiency of the system, a second configuration utilizing a small 
inductive loop was used, as shown in Fig. 4.15 (b).  The transmitted to reflected power 
ratio for this setup are shown also shown in Fig. 4.18, where the ratio of transmitted to 
reflected power was increased to nearly a value of four.  Consequently, this configuration 
increased the transmitted power to the plasma from 71% to 76%, thereby improving the 
overall efficiency of the system.  To further validate the influence of using an inductive 
loop for the transition, as well as improve the performance of the system, a third 
configuration was used where the length of the contact was extended to allow the 
evaluation of an inductive loop utilizing two bends, as shown in Fig. 4.15 (c).  From Fig. 
4.18 the ratio of transmitted to reflected power was increased to a value of approximately 
8.5, increasing the transmitted power to the plasma to almost 90%.  While the 
configuration in Fig. 4.15 (c) currently represents the best input match achieved, these 
results suggest that the reflected power can be further minimized by geometrically 
varying the position of the inductive loop.  This conclusion is also supported by previous 
studies that have used a similar setup [119, 120]. 
4.2.5 Schlieren Imaging 
 As a means of quantifying the effectiveness of the system to be used as a flow control 
device, visualization diagnostics were conducted in quiescent air to determine the 
instantaneous flow perturbation by the presence of pulsed plasma generation.  To this 
end, instantaneous schlieren images were obtained to investigate the distribution of 
density gradients within the resulting flow field before and after excitation.  The 
experimental study was conducted at incremental times (ranging from 5 s to 100 s) 
from the plasma energy input at the tip of the inner conductor of the resonator.  This 
diagnostic was carried out for a pulse on-time of 20 s and for each of the three 
connection configurations shown in Fig. 4.15.  However, only the configuration in Fig. 
4.15 (c) is considered here and this arrangement allowed the highest level of microwave 
energy to be coupled into the resonator. Testing conditions included the full range of 
experimental pressures (0.05 atm, 0.5 atm, and 1 atm), all available system pulsing 
frequencies (400 Hz to 10 kHz), and for system power levels of 40 % and 80 %.  For all 
images recorded, the knife edge was oriented horizontally.  Selected images for different 
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power levels and pulsing frequencies are presented in Fig. 4.19 to demonstrate the ability 
of the system to produce a disturbance in the flow field and to be used as a local flow 
control device.   
 For all the images presented, a 20 s delay existed between excitation and 
visualization.  In image (a) of Fig. 4.19, the resulting flow field is shown for a pulsing 
frequency of 400 Hz and a pressure of 0.5 atm.  While schlieren images were also 
recorded for the lower pressure case of 0.05 atm, the decreased density of the surrounding 
air coupled with the strength of the generated disturbance did not allow a density 
variation from the plasma pulse to be detected. In image (a) the formation of two blast 
waves can be seen, where the trailing disturbance (i.e. blast wave closest to the plasma) 
was determined to be a reflected wave that came from within the resonator.  In image (b), 
all experimental conditions were held constant to Fig. 4.19 (a) except for the system 
power level which was decreased from 80 % to 40 %.  As anticipated, this change 
resulted in a decrease of the strength of the blast wave produced by the plasma pulse.  For 
delay times greater than 20 s, the blast wave was seen to grow and decay as it moved 
throughout the flow field, where the density variation could no longer be detected at 
approximately 100 s.  In images (c) and (d) the pressure remained at 0.5 atm, and the  
 
 
(a) 400 Hz, 80% 
 
(c) 667 Hz, 80% 
 
(e) 1.3 kHz, 80% 
 
(g) 10 kHz, 80% 
 
 
(b) 400 Hz, 40% 
 
(d) 667 Hz, 40% 
 
(f) 1.3 kHz, 40% 
 
(h) 10 kHz, 40% 
 
Fig. 4.19. Schlieren images at 0.5 atm for frequencies/power levels of 40% - top row and 80% - bottom 
row, and at pulsing frequencies (from left to right) of 400 Hz, 667 Hz, 1.3 kHz, and 10 kHz.  
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pulsing frequency was increased to 667 Hz.  Under these conditions, the images revealed 
that while the structure of the blast wave remained consistent with images (a) and (b), 
there was a slight decrease in the observed strength.  This result is more clearly seen by 
also observing images (e) and (f), where the pulsing frequency was further increased to 
1.3 kHz. In images (e) and (f) the strength of the blast wave was decreased so 
significantly that the trailing wave could no longer be detected.  It is speculated that 
under high frequency pulsing the quiescent air conditions have allowed the air in the 
vacuum chamber to heat up substantially enough that the thermal properties of the plasma 
pulse were no longer able to produce a blast wave.  This result in no way inhibits the 
ability of this system to be used as a flow control device since for aerodynamic 
applications quiescent air conditions are not realized.  Furthermore, by comparing images 
(e) and (f), the strength of the resulting blast wave appeared to remain constant (if not 
slightly increased) with decreasing power.  This observation further suggests that the 
temperature rise of the surrounding air in the vicinity of the inner conductor was causing 
the observed decrease in the strength of the resulting blast wave.  However, further 
studies may be warranted to further investigate this result.  In images (g) and (h) the 
pulsing frequency was increased to 10 kHz, and consistent with the findings in images (a) 
through (f), the front and trailing blast wave can no longer be identified in either image.   
 Considering Fig. 4.19 (a), for a pulsing frequency of 400 Hz, system power level of 
80%, a pressure of 0.5 atm, additional schlieren images were taken over a range of delay 
time from the plasma initiation. Schlieren images over delay times form 0 – 80 µs are 
shown in Fig. 4.20.  In Fig. 4.20 the front and trailing blast waves can be seen originating 
from the resonator and propagating radially outward.  The trailing blast wave originates 
at a delay time of 5 µs and appears to propagate at the same speed as the front blast wave, 
as the distance between the two waves remains constant in time.  By tracking the vertical 
position of the blast wave with delay time, a propagation speed of the blast wave can be 
calculated.  As noted in Fig. 4.20, the dimensions of each image are 52 mm x 42 mm.  
With this information the vertical position of the blast wave was tracked relative to the 
top edge of each image.  The results are shown in Fig. 4.21 and a least squares line was 
fit to the data, where the slope gives the propagation speed of the blast wave.  The 
propagation speed of the blast wave was calculated to 454 m/s.  
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(a) 0 µs 
 
(b) 5 µs 
 
(c) 10 µs 
 
(d) 15 µs 
 
 
(e) 25 µs 
 
(f) 40 µs 
 
(g) 60 µs 
 
(h) 80 µs 
 
Fig. 4.20. Schlieren images for a pulsing frequency of 400 Hz, system power level of 80%, a pressure of  
0.5 atm, and for delay times form the plasma initiation of 0 – 80 µs 
 
 
 
Fig. 4.21. Vertical Position of front blast wave in Fig. 4.20 measured from the top of the image and a 
function of delay time from the plasma initiation 
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 Lastly, averaged schlieren images were compared to their instantaneous counterparts 
to gain insight into the temporal behavior of the MCAR system.  Results are shown in 
Fig. 4.22 which compares the averaged schlieren images (based on 200 instantaneous 
images) with their instantaneous counterpart for four pulsing frequencies, a system power 
level of 80%, and at a pressure of 0.5 atm.  As shown by the images in Fig. 4.22, the 
instantaneous images suggest that under high frequency pulsing, a more diffuse plasma 
may be forming inside the resonator and/or the surrounding air may be heating up 
substantially weakening the blast wave.  
 
 
 
(a) 400 Hz 
 
(b) 667 Hz 
 
(c) 1.3 k Hz 
 
(d) 10 k Hz 
 
 
(e) 400 Hz 
 
(f) 667 Hz 
 
(g) 1.3 kHz 
 
(h) 10 kHz 
 
Fig. 4.22. Averaged (top row) and instantaneous (bottom ro) schlieren images for a pulsing frequency 
of 400 Hz – 10 kHz, system power level of 80%, a pressure of  0.5 atm, and at a delay time of 20 µs. 
4.2.6 Spectroscopic Measurements 
 As a final investigation, emission spectra were taken to obtain quantitative 
measurements of relevant temperatures of the plasma.  For application of this diagnostic 
and fitting of a spectroscopic model it was assumed that the plasma emission was 
optically thin (i.e. the emission was not self-absorbing).  The entire (0, 2) band of the N2 
second positive system was captured along with the band head of the (1, 3) band.  From 
this region, rotational temperatures can be accurately determined, and a vibrational 
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temperature can also be assigned based on the two bands.  However, it is important to 
note that the vibrational population distribution is non-thermal, and so the vibrational 
“temperature” assigned to this plasma is of limited utility.  While spectroscopy 
measurements were conducted for the full range of pressures, as well as for various 
pulsing frequencies and system power levels, selected spatially and temporally averaged 
data is presented in this section to identify characteristics of the plasma that were 
observed.  For clarity, the vibrational and rotational temperatures for each of the cases to 
be presented have been summarized in Table 4.3.  It should be noted in Table 4.3, that for 
cases that appear identical (rows 4 – 6 and rows 7 – 8) the differences are due to different 
spatial and temporal averaging.  This point will be become more clear as each case will 
again be individually introduced and a discussion given to follow.  
 
Table 4.3 Vibrational and rotational temperatures of plasma emission 
Reference Pressure [atm] Frequency [Hz] Power [%] Tvib [k] Trot [k] 
Fig. 4.23 (a) 0.05 667 80 3329 371 
Fig. 4.23 (b) 0.05 1,333 80 3322 412 
Fig. 4.23 (c) 1 667 80 3293 545 
Fig. 4.23 (d) 1 1,333 80 3134 1063 
Fig. 4.24 (a) 1 1,333 80 3721 975 
 Fig. 4.24 (b) 1 1,333 80 2389 788 
Fig. 4.25 (a) 0.5 400 40 3679 446 
 Fig. 4.25 (b) 0.5 400 40 4164 631 
 
 In Fig. 4.23, spatially averaged spectra over the entire plasma emission are presented 
for a system power level of 80%, at pressures of 0.05 atm and 1 atm, and for pulsing 
frequencies 667 Hz and 1.3 kHz.  As seen in images (a) through (d), the spectroscopic 
model was able to reproduce the line positions and intensities of the experimental spectra.  
As expected, vibrational and rotational modes were not in equilibrium.  In local 
thermodynamic equilibrium (LTE) plasmas, a single temperature characterizes all of the 
internal energy modes (i.e. vibrational, rotational, and electronic).  In determining this  
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(a) Tvib = 3329 K, Trot = 371 K 
 
 
(b) Tvib = 3322 K, Trot = 412 K 
 
 
(c) Tvib = 3293 K, Trot = 545 K 
 
 
(d) Tvib = 3134 K, Trot = 1063 K 
 
Fig. 4.23. Spatially averaged spectra over entire plasma emission at 80% system power level and for 
pressure/frequency conditions of: (a) 0.05 atm/667 Hz, (b) 0.05 atm/1.3 kHz, (c) 1 atm/667 Hz, and (d) 
1 atm/1.3 kHz 
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temperature the absolute intensity of any atomic or molecular feature, or Boltzmann plots 
of vibrational or rotational population distributions can be used [122].  Therefore, it was 
concluded that the plasma was not close to LTE for any of the conditions tested.   For 
image (d) of Fig. 4.23 spatial averaging was also conducted for the top half (closest to the 
inner conductor) and bottom half of the emission region; the results are presented in Fig. 
4.24.  As shown by images (a) and (b), the rotational and vibrational temperatures for the 
top half of the plasma were significantly higher than for the bottom half.  Similar results 
were also obtained for the additional cases presented in Fig. 4.23. 
 
 
(a) Tvib = 3721 K, Trot = 975 K 
 
 
(b) Tvib = 2389 K, Trot = 788 K 
 
Fig. 4.24. Spatially averaged spectra over (a) top half and (b) bottom half of emission at 80% power, 
1atm, and a pulsing frequency of 1.3 kHz 
 
 Temporal characteristics of the plasma emission were also investigated by collecting 
spectra of different sections of the 20 μs plasma pulse generated.  Selected results for a 
pulsing frequency of 400 Hz, pressure of 0.5 atm, and system power level of 40% are 
presented in Fig. 4.25.  While higher pulsing frequencies were investigated, the signal-to-
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noise ratio significantly decreased with an increase in this parameter.  This observation 
may have been a result of the change in the physical characteristics of the plasma with 
increasing frequency as shown by the images in Fig. 4.16.  However, in image (a) of Fig. 
4.25 the vibrational and rotational temperatures for the front section of the plasma pulse 
were determined to be 3,679 K and 446 K, respectively.  These values were considerably 
lower than the temperatures determined for the middle section of the plasma as shown in 
image (b) and summarized in Table 4.3. 
 
 
(a) Tvib = 3679 K, Trot = 446 K 
 
 
(b) Tvib = 4164 K, Trot = 631 K 
 
Fig. 4.25. Spatially averaged spectra over the entire plasma emission for the temporal (a) front (b) 
middle sections of a 20 μs plasma pulse at 40 % power, a frequency of 400 Hz, and a pressure of 0.5 
atm. 
 
4.3 Localized Arc Filament Plasma Actuators (LAFPA) 
The work presented in this section was part of a collaborative effort by several 
investigators.  The discussion will closely follow the manuscript in Ref. [91].  To this 
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end, work that was not conducted by the author will necessarily be presented; however, it 
will be cited as work as part of [91]. 
4.3.1 Emission Imaging 
As a means of quantifying the characteristics of the plasma generated using the 
LAFPA system, emission photographs, schlieren images, particle image velocimetry 
(PIV), emission spectra, and waveforms of the voltage and current have been acquired.  
Using this wide array of measurement techniques the results are not only valuable to 
quantify characteristics of the flow field altered by the plasma, such as induced fluid 
motion for flow control, but could also provide valuable quantitative information for 
comparison with present and future computational modeling efforts. 
As a first diagnostic, an image of the plasma was obtained for two opposing 1.6 mm 
(1/16”) diameter electrodes that were positioned in free space within a few millimeters of 
each other.  The work was part of the efforts from the co-authors in [91]. The plasma was 
photographed with forty-three images obtained of the emission only using a neutral 
density filter.  Then the image of the plasma was superimposed to an image of the 
electrodes and background.  Lastly, these images were ensemble-averaged to produce 
Fig. 4.26.  In general, the arc was seen to have formed along the same spatial path 
between the two electrode tips with extra bulbous regions near the cathode.  However, 
striations or filaments occasionally formed out of the direct path between the two 
electrodes as can be seen just above and below the arc near the middle of its length.  
  
 
Fig. 4.26. Averaged emission image of the electric arc plasma discharge between two 1.6 mm (1/16”) 
electrodes supported in free space with no external flow [91]. 
Electrodes (1mm Dia.) 
Plasma 
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4.3.2 Schlieren Imaging 
Again from the work of the co-authors in [91], schlieren imaging of the near-field of 
the plasma actuator has also been acquired as in Fig. 4.27.  However, in this case the 
electrodes in Fig. 4.27 were mounted in a piece of boron nitride.  The boron nitride piece 
was fabricated with two configurations.  The first has a normal or 90-degree cavity that is 
recessed about 3 mm into the boron nitide, and the second has a 45-degree inclined cavity 
of a similar depth.  In both cases, the electrodes come together and are held with a gap 
between them (0.5 – 2 mm) and the electrode tips stay recessed into the cavity.  
Instantaneous schlieren images for both configurations are shown in Fig. 4.27.  For both 
configurations the blast wave produced by the arc can be seen in the far field and has 
been determined (by phase-delayed images) to be moving at approximately 360 m/s, or 
roughly Mach 1.  A plume from several successive discharges can also be seen coming 
from the cavity.  This plume and its corresponding velocity field were investigated by 
PIV and will be discussed later.  It has been determined that the plume is highly 
controllable with its direction being controlled by the inclination (or geometry) of the 
cavity.  The plume direction is unaffected by electrode orientation, but if appears 
necessary that the electrodes be adequately contained within the cavity in order for the 
cavity to have a directional effect.  
 
            
(a)     
(b)  
Fig. 4.27. Instantaneous schlieren images of the electric arc plasma discharge in quiescent air while 
mounted in a recessed cavity in a piece of boron nitride at (a) 90-degrees [normal] and (b) 45-degrees 
inclination [91]. 
Electrodes 
Boron Nitride 
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4.3.3 Emission Spectroscopy 
Using an Ocean Optics Jaz series spectrometer, the spectra from the plasma emission 
was first recorded at low resolution (0.38 nm), Fig. 4.28.  The spectrum was recorded 
over the wavelength range of 177 – 880 nm. From this spectrum, a band sequence was 
selected (between 345 – 360 nm) to be analyzed with higher resolution spectroscopy.  
 
 
Fig. 4.28.  Spectra of plasma emission 
 
Emission spectra were taken to obtain quantitative measurements of the discharge 
temperatures of the plasma actuators. Measurements were obtained for the actuator 
system operating under four different configurations varying electrode separation 
distance at 1 mm and 2 mm, and at electrical currents of 0.25 A and 1 A.  Spectra were 
recorded for the four configurations for center times (the delay time from the breakdown 
start plus one-half the camera exposure) ranging from 50 ns to 14.25 µs.  Temporal and 
spatial characteristics of the emission were investigated; however, the plasma did not 
appear to vary significantly in the spatial dimensions, and only temporal results are 
discussed, herein. 
         Fig. 4.29 displays the spatially averaged spectra over the entire emission event 
for the four configurations tested.  The (0-1) and (1-2) bands are prominent in all four 
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conditions  
 
 
tested.  For the 1 A current configurations (1 mm and 2 mm electrode separation), the (2-
3) band is also resolved.  The spectra are observed to be most sensitive to system 
amperage and are minimally affected by changing the separation distance between the 
electrodes. 
Specra for the four configurations as function of center-time are shown in Fig. 4.30 – 
Fig. 4.33.  Experimental data is shown by the plot line in black and the fit in red. 
Considering the configuration for 1 A, 2 mm electrode separation, Fig. 4.33 shows the 
spectra as a function of time from the beginning of the pulse.  At early times (< 125ns), 
there is a strong initial spike in emission, and signal levels are very high.   In these 
spectra, the emission spectrum fits very well to a thermal distribution.  For the remainder 
of the pulse the spectrum no longer matches that of the second positive system under 
optically thick conditions for any combination of rotational and vibrational temperatures.  
 
         Fig. 4.29. Spatially averaged spectra for entire emission. 
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Additional peaks occur in the vicinity of the (0-1) band, and the head of the (1-2) band 
becomes less prominent, while emission features appear in regions of the (1-2) and (2-3)  
 
(a) 1.6 µs 
 
(b) 1.9 µs 
 
(c) 2.5 µs 
 
(d) 3 µs 
 
(e) 9.3 µs 
 
(f) 17.5 µs 
Fig. 4.30. Spectra at selected center-times from the plasma initiation for 0.25A, 1mm configuration. 
Experimental data is represented by the black plot line and the fit in red. 
 
 
 
(a) 1.6 µs 
 
(b) 1.9 µs 
 
(c) 2.5 µs 
 
(d) 3 µs 
 
(e) 9.3 µs 
 
(f) 17.5 µs 
Fig. 4.31. Spectra at selected center-times from the plasma initiation for 0.25A, 2mm configuration. 
Experimental data is represented by the black plot line and the fit in red. 
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(a) 0.6 µs 
 
(b) 2.1 µs 
 
(c) 4.4 µs 
 
(d) 8.5 µs 
 
(e) 9.5 µs 
 
(f) 15 µs 
Fig. 4.32. Spectra at selected center-times from the plasma initiation for 1A, 1mm configuration. 
Experimental data is represented by the black plot line and the fit in red. 
 
 
 
 
0.6 µs 
 
2.1 µs 
 
2.5 µs 
 
8.5 µs 
 
9.5 µs 
 
10.5 µs 
Fig. 4.33. Spectra at selected center-times from the plasma initiation for 1A, 2mm configuration. 
Experimental data is represented by the black plot line and the fit in red. 
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bands that would seemingly correspond to non-equilibrium rotational energy 
distributions.   The source of these spectra variations remains unclear.  In some aspects – 
e.g. the (1-2) band – the features appear to be similar to those expected by optical depth 
effects.   However, the underlying structure of the most prominent (0-1) band, which 
would be most strongly affected by optical depth, appears unchanged, and the band head 
remains sharp.  The appearance of new peaks around the (0-1) band suggests a spectral 
interference, but none of the expected potential emitters (e.g., NO, N2
+
, N, O, etc.) have 
matching bands in this spectral region or showed significant emission in any UV-Vis 
region in broadband scans.   The source of these observed spectral variations cannot be 
definitively isolated or attributed to a non-equilibrium state distribution until further high 
resolution scans are completed and potential noise sources fully quantified.  Similar 
trends are observed for the other three configurations.  
Despite significant uncertainties in the above cases, many spectra fit well to thermal 
vibrational and rotational temperatures, and the results of such fits are plotted in Fig. 4. 34 
and Fig. 4.35.  In both figures, the unfilled data points are temperatures fitted for the 
spectra with the as-of-yet unknown variations discussed above.  The most useful data are 
obtained from the early time spectra which fit well to the thermal, optically thin model.    
 
 
Fig. 4. 34. Vibrational temperatures as a function of center-time. 
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Fig. 4.35. Rotational temperatures as a function of center-time. 
 
Such measurements suggest that rotation and vibration are not in equilibrium, with 
vibration slightly more excited at roughly 1500 K, while rotational temperatures are in 
the 600 K – 800 K range.  Estimating the evolution of these temperatures is strongly 
hindered by the poor spectral fits.  The trends of a slight rise in rotational temperature and 
relatively flat vibrational temperature are well within the added uncertainties of these fits. 
4.3.4 Particle Image Velocimetry 
PIV measurements were conducted to determine the two-component velocity field 
induced by the arc.  Measurements were obtained for pulsing frequencies ranging from 1 
Hz – 5 kHz.  The frequency range tested was sufficient to investigate how velocities 
induced by the actuators are affected by the emission from the previous pulse.  The initial 
investigation for the velocity field was for the two frequencies of 500 Hz and 5 kHz. 
Results are shown in Fig. 4. 36 as color contours for the average speed with velocity 
vectors superimposed.  The center of the cavity surface is located at the axes origin.  
Also, since the PIV light sheet was oriented parallel to the cavity length, the inner edge of 
the two electrodes was located at the coordinates (-1, 0) and (1, 0), with the plasma 
emission between them approximately 2 mm in length.  In Fig. 4. 36, the time delay from  
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(a) 2.5µs / 5µs 
 
 
(b) 2.5µs / 5µs 
 
(c) 7.5µs / 5µs 
 
 
(d) 7.5µs / 5µs 
 
(e) 12.5µs / 5µs 
 
 
(f) 12.5µs / 5µs 
 
 
(g) 17.5µs / 5µs 
 
 
(h) 17.5µs / 5µs 
Fig. 4. 36. Averaged velocity field contours for pulsing frequencies of 500 Hz (left) and 5 kHz (right) 
for center times of 2.5 µs – 17.5 µs (cont. on next page).  
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(i) 30µs / 20µs 
 
 
(j) 30µs / 20µs 
 
(k) 60µs / 40µs 
 
 
(l) 60µs / 40µs 
 
(m) 100µs / 40µs 
 
 
(n) 100µs / 40µs 
 
(o) 180µs / 40µs 
 
 
(p) 180µs / 40µs 
Fig. 4. 36 -cont’d. Averaged velocity field contours for pulsing frequencies of 500 Hz (left) and 5 kHz 
(right) for center times of 30 µs – 180 µs. 
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the emission and measurement temporal resolution are listed below the image.  The first 
number listed corresponds to the measurement center-time, which is the delay time from 
the breakdown start plus one-half of the separation time between the PIV laser pulses; the 
second number is the laser pulse separation time which was adjusted to achieve a pixel 
displacement within the range discussed above.  Thus, the laser pulse separation time is 
also the time duration over which the velocity measurements are averaged.   
In Fig. 4. 36 the left column is for 500 Hz and the right column for 5 kHz for identical 
center times and resolutions ranging from 2.5 µs – 180 µs.  Beginning with Fig. 4. 36 
images (a) – (f), in these illustrations the center times are for when the plasma actuator is 
active (i.e., center-times less that 20 µs) and are all shown with 5 µs resolution.  In 
images (a) and (b), the velocity field is shown for a center-time of 2.5 µs, and the early 
stages of the velocity field induced by the actuator can be seen.  For the 500 Hz case, 
image (a), the fluid region affected by the actuator has a well-defined boundary marked 
by a sharp increase in velocity.  The boundary perimeter is an expected semicircle, with 
velocity vectors in the region it contains pointing radially outward from the origin.  For 
the higher center times while the actuator is still active, the region expands and stays 
approximately circularly symmetric, reaching a peak speed of ~15 m/s at a center-time of 
12.5 µs.  Returning to image (b), for the 5 kHz pulsing frequency the region affected by 
the actuator is smaller and with considerably lower peak velocities in comparison to 
image (a) for 500 Hz.  However, at a center-time of 7.5 µs, image (d), the size of the 
region becomes comparable with the 500 Hz frequency.  The region expands for higher 
center times, but develops asymmetrically and is elongated in the vertical direction.  
Also, the peak speed induced by actuator reaches only ~5.5 m/s, about one-third of the 
value for the 500 Hz pulsing frequency.  This difference may be due to the limited re-
filling time of the higher frequency, higher wall temperatures (and thus lower gas 
densities) in this case or other factors that are under current investigation, such as the 
effects of acoustic streaming (the flow of fluid induced by a sound field) or 
thermophoresis (fluid particles experience a force in a direction opposite to that a 
temperature gradient). 
Images (i) – (p) of Fig. 4. 36 show speed contours after the actuator is turned off.  For 
both frequencies, the peak speeds reduce to ~1.8 m/s at a center-time of 30 µs as shown 
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in images (i) and (j).  However, for the 500 Hz pulsing frequency the highest velocities 
remain close to the cavity surface, while under 5 kHz conditions the region extends 
several millimeters vertically.  In images (i) and (j), the velocity vectors to the right and 
left of the cavity are also pointing inwardly suggesting that the cavity is refilling. The 
peak velocities continue to decrease for higher center- times.  A plot of the maximum 
speed as a function of center-time is shown in Fig. 4. 37. It can be seen that once the 
plasma is turned off, the peak velocity in the field quickly drops below 2 m/s for both 
pulsing frequencies. 
 
 
 
Fig. 4. 37. Maximum speeds observed in Fig. 4. 36 as a function of center time. 
 
In comparing different pulsing frequencies, average speed contours for a center-time 
of 12.5 µs were recorded.  Pulsing frequencies investigated included the range of 1 Hz – 
5 kHz.  The results are shown in Fig. 4.38.  In comparing the image in Fig. 4.38 there are 
several trends that can be identified.  Most obvious is that the shape of the induced 
velocity plume changes with pulsing frequency.  At a frequency of 1 Hz, Fig. 4.38 (a), 
the plume is symmetrical and in the shape of a semi-circle.  However, as pulsing  
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(a) 1Hz 
 
(b) 10 Hz 
 
 
(c) 100 Hz 
 
(d) 400 Hz 
 
 
(e) 500 Hz 
 
(f) 1000 Hz 
Fig. 4.38. Averaged velocity field contours for pulsing frequencies of 1 Hz – 1000 Hz for a center-time 
of 12.5 µs – cont. on next page. 
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(g) 1600 Hz 
 
 
(h) 2000 Hz 
 
(i) 2500 Hz 
 
 
(j) 3125 Hz 
 
(k) 4000 Hz 
 
(l) 5000 Hz 
Fig. 4.38. cont. Averaged velocity field contours for pulsing frequencies of 1600 Hz – 5000 Hz for a 
center-time of 12.5 µs  
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frequency increases the plume elongates vertically. The plume elongating vertically is 
most clearly observed by comparing image (a), for 1Hz, and image (l), for 5000 Hz, in 
Fig. 4.38.  Secondly, it can also be observed in Fig. 4.38 that as pulsing frequency 
increases the maximum speed decreases. However, this characteristic will be discussed 
more quantitatively later. 
Lastly, although time averaged velocity data were presented in Fig. 4. 36 and Fig. 
4.38, analysis of instantaneous PIV images pairs showed two temporal characteristics in 
the velocity field induced by the actuators.  The first of these is the behavior of two 
distinct modes (hi-mode and low-mode) in the induced velocity field.  In the hi-mode 
maximum speeds of nearly 30 m/s were observed while in the low mode the entire flow 
field was near quiescent conditions.  To this end, the results presented in Fig. 4. 36 and 
Fig. 4.38 are an average of both modes.  In describing this behavior quantitatively, the 
velocity data in Fig. 4.38 was sorted based on its modal behavior.  The method selected 
to sort between hi-mode and low-mode behavior was an ad hoc approach.  More 
specifically, for each image in Fig. 4.38, the velocities were sorted from lowest to highest 
velocities and then an average of the velocities within the 80 – 90 % range was 
calculated.  Thus, the sorting method is not an average of 80 – 90% of the peak velocity, 
but rather an average of velocities that are in the 80 – 90 percentile range. This method 
was selected to avoid any spurious vectors in the PIV data that could affect the average 
and also to not include too many background velocity points.  While there are an endless 
number of different sorting methods that could be used, the overall trends will all be 
similar.  To this end the results using the sorting method aforementioned are shown in 
Fig. 4.39, where χ represents the 80 – 90% average velocity.  In collectively comparing 
the images in Fig. 4.39 it can be seen that for pulsing frequencies above 400 Hz the bi-
modal behavior can be observed.  However, there are no clear trends for the pulsing 
frequency and the number of data points within the high-mode and low-mode.  Also, the 
exact cause of the bi-modal behavior is uncertain and is left for future researchers to 
investigate.  With this said, the bi-modal behavior is likely related to the induced velocity 
from the plasma actuators evacuating the air within the cavity.  Consequently, a finite 
amount of time is needed between plasma actuator pulses for the cavity to refill.  As  
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(a) 1 Hz 
 
(b) 10 Hz 
 
(c) 100 Hz 
 
(d) 400 Hz 
 
(e) 500 Hz 
 
(f) 1000 Hz 
 
(g) 1600 Hz 
 
(h) 2000 Hz 
Fig. 4.39. Average of 80 – 90% velocities (χ) for pulsing frequencies of 1 – 2000 Hz and a center time of 
12.5 µs. 
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pulsing frequency is increased, the cavity does not have enough time to refill and is not 
able to induce a velocity.  Alternatively, the bi-modal behavior could simply be due to 
erratic behavior of the discharge electronics and wiring.  
A second temporal characteristic observed from Fig. 4.39 is that the velocities appear 
to be increasing in time.  This increase is believed to be a “warm-up” period for either the 
plasma, the electrodes, or the boron nitride block.  An attempt was made by the author to 
investigate this behavior and in Fig. 4.40 a 21.5 min continuous stream of PIV data is 
shown as the average 80 – 90% velocity for a pulsing frequency of 500 Hz and a center-
time of 12.5 µs. However, as shown in Fig. 4.40, even after 21.5 min the velocities are 
increasing.  In the hi-mode, from 0 min to 21.5 min, χ increases from 2 m/s to nearly 6 
m/s.  To this end, future researchers are cautioned when using a system of this type in 
assuming that it generated a steady flow field.  Hence, it may not be appropriate to 
 
 
 
(i) 2500 Hz 
 
(j) 3125 Hz 
 
(k) 4000 Hz 
 
(l) 5000 Hz 
Fig. 4.39. Average of 80 – 90% velocities (χ) for pulsing frequencies of 2500 – 5000 Hz and a center 
time of 12.5 µs. 
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Fig. 4.40. Average of 80 – 90% velocities (χ) for pulsing frequencies of 500 Hz and a center time of 12.5 
µs. 
 
time-average velocity data for certain investigations when such large temporal 
differences exist.    
Lastly, the maximum speed generated by the plasma actuators was investigated as 
a function of pulsing frequency.  The results are shown in Fig. 4.41.  For this study, PIV  
 
 
Fig. 4.41. Maximum speed as a function of pulsing frequency for a center-time of 12.5 µs. 
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data was sorted and only high-mode image pairs were considered.  The high-mode image 
pairs were then time-averaged (i.e. the warm up period was not considered) and the peak 
velocity calculated.  From Fig. 4.41, it can be seen that the speed peaks at a pulsing 
frequency of 100 Hz and for a speed of roughly 20 m/s.  However, it should be noted that 
while low-mode PIV image pairs were neglected, the bi-modal behavior was not 
observed for frequencies below 400 Hz, and it is unclear how this may have affected the 
data in Fig. 4.41. 
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Chapter 5  
 
 
Flow Control of  a Transverse Jet 
 
 
 
 
 
 In this part of the investigation the flow field characteristics of a sonic air jet injected 
into a supersonic crossflow are reported.  The freestream crossflow was adjusted to 
replicate a supersonic combustor environment associated with a hypersonic air-breathing 
engine at a flight Mach number range of 7 – 8. The mixing characteristics of the jet are 
analyzed with and without flow control applied.  For convenience, we summarize here 
the experimental flow conditions that were detailed in chapter 2.  For completeness, 
Table 5.1 gives a summary of the experimental test conditions and the reader is referred 
to chapter 2 for the experimental setup.   
 
 
Table 5.1. Summary of Experiment Test Conditions 
Property Symbol Value 
Freestream Stagnation Pressure  P0 276 ± 3 kPa 
Freesteam Boundary Layer Thickness δ99 3.05 ± 0.13 mm 
Freesteam Mach Number M∞ 2.25 
Jet Stagnation Pressure P0,jet 378 ± 13 kPa 
Jet-to-Freestream Momentum Flux Ratio J 1.7 
Jet Exit Mach Number Mjet 1 
Jet Exit Diameter D 4.8 ± 0.05 mm 
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5.1 Introduction 
 Following the discussion of Ben Yakar [51], early studies in transverse jet studies 
suggested that the jet-to-free-stream momentum flux ratio (J) is the dominant parameter 
which controls the penetration of the jet into the crossflow, while the mechanism for 
mixing is controlled primarily by the counter-rotating vortex pair.  To this end, large-
scale structures are also present in the jet shear layer and their structural evolution could 
affect the mixing in the jet near-field. In pioneering work by Brown and Roshko [77] in 
the study of mixing layers of two parallel streams, the mixing process was found to be 
controlled by large-scale vortical structures.  This study builds on understanding how 
these structures and their growth rates evolve and the use of flow control in inducing their 
formation (an additional discussion on large-scale structures was given in chapter 1) 
5.2 Surface Oil Flow Visualization 
Surface flow visualization experiments were performed as a means of 
investigation of the streak lines surrounding the jet exit. Using this technique, 
instantaneous images of the surface for the unperturbed flow field were recorded.  This 
diagnostic was not applied to the flow field with excitation due to the fact that the oil 
would not have a sufficient response time to capture changes due to the excitation.  A 
selected image is shown in Fig. 5.1, for which the tunnel was operated long enough for 
steady-state surface flow patterns to develop (~45 seconds). In Fig. 5.1, the streamwise 
and transverse positional coordinates (X, Y) have been nondimensionalized by the jet 
diameter. The jet exit is located at the positional coordinates of (0; 0). As shown by Fig. 
5.1, the surface flow pattern displays expected symmetry about the tunnel midline and 
also indicates that the near-jet region was not affected by the influence of the wind-tunnel 
side walls. There are several separation lines that can be identified in Fig. 5.1and have 
been labeled 1–4. Following the work of Everett et al. [123], lines 1 and 2 can be seen to 
wrap around the injector port. The distinctive shape of these lines has led investigators to 
commonly refer to the vortex system resulting from the flow separation in this region as 
the horseshoe vortex. Consistent with the work by Everett et al. [123], the oil between 
lines 1 and 2 was observed to move outward and around the jet and not penetrate the 
boundary of either line. By comparison with the velocity data taken from the present 
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work, lines 1 and 2 appear to correspond to the approximate position of the lambda shock 
and bow shock, and line 3 corresponds to the barrel shock. Also shown in Fig. 5.1, 
immediately downstream of the jet exit, a point was observed where oil accumulated, and 
then two separation lines emerged. These lines are labeled as 4 in Fig. 5.1. Again, similar 
to the work by Everett et al. [123], these lines appeared to represent a boundary between 
the reattaching flow downstream of the jet exit and the fluid upstream of the exit that 
moved around the jet. The lines initially diverge with increasing downstream position, 
until reaching a location of approximately x/D = 5, after which they were observed to 
converge slightly. 
 
 
Fig. 5.1. Surface flow oil visualization of a transverse sonic jet in a supersonic crossflow, where labels 
1 – 4 mark separation lines.  
 
 
5.3 Pressure Sensitive Paint 
PSP was applied to the near-jet region to obtain qualitative information for the 
surface pressure distribution generated by the transverse jet flow field.  Similar to the 
surface oil visualizations, PSP measurements were only obtained for the flow field 
without excitation.  Again, this was due to the fact that the PSP would not have a 
sufficient response time to capture the effects due to the excitation.  A color contour plot  
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Fig. 5.2. Surface pressure distribution in the near-jet region, where labels 1, 2, and 4 mark pressures 
that correspond to the separation lines in Fig. 5.1 
 
of the resulting distribution of the absolute surface pressure is shown in Fig. 5.2. In Fig. 
5.2, the flow direction is from left to right, where the jet exit is represented by the dark 
circular feature located at the image origin. Each of the lines described in Fig. 5.1 can 
also be identified in Fig. 5.2 as a boundary to a distinctive pressure region. For clarity, 
these pressure regions have been labeled to correspond to the labels of the separation 
lines in Fig. 5.1. Starting upstream of the jet exit, the lambda shock and bow shock are 
represented as two curved bands of high pressure that wrap around the injector port. The 
high-pressure region 1 is caused by the lambda shock and is (spatially) the larger of the 
two. The foot of the curved bow shock is located between the high-pressure regions 1 and 
2. The bow shock causes a significant increase in pressure in region 2 and extends to the 
front lip of the jet exit [123]. Behind the jet exit, a low-pressure region 4 exists that 
extends approximately 3.5 jet diameters downstream (along the tunnel centerline). 
However, low-pressure region 4 extends slightly further downstream for off-centerline 
axis locations, giving the region a wing-like shape. This characteristic has also been 
reported by other investigators [123].  Pressure data points from PSP along the jet 
centerline are shown in Fig. 5.3.   
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Fig. 5.3. Pressure along jet centerline. 
 
5.4 Schlieren Imaging 
Instantaneous schlieren images were obtained to investigate the distribution of 
density gradients within the flow field of a transverse jet. For this study, 200 
instantaneous images were collected and phase-averaged. Although the flow field was 
investigated with the knife edge in the horizontal and vertical arrangements, only images 
in the vertical orientation are presented. The images in the vertical arrangement were 
selected because of the suppression of the vertical density gradients due to the boundary 
layer, allowing key features of the flow field to be more easily visualized [73]. The 
resulting images (instantaneous and phase-averaged) for the unperturbed flow are shown 
in Fig. 5.4.  The flow is from left to right, and the incoming boundary layer is identified 
in Fig. 5.4 (a). Several weak waves can also be identified in Fig. 5.4. These weak waves 
were formed from minor surface discontinuities in the test section walls and are common 
in most supersonic wind-tunnel facilities. Their presence did not appear to influence the 
results presented in any significant manner. In Fig. 5.4 (b), distinct flow field features in 
the near-jet region have also been labeled; specifically, the lambda shock, the barrel 
shock, the bow shock, and the Mach disk. 
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(a) 
 
(b) 
Fig. 5.4. Schlieren images of a sonic transverse jet in a supersonic crossflow: a) instantaneous and b) 
time-averaged. 
 
The experimental study for the flow field following the excitation pulse was 
conducted for incremental delay times ranging from 5–120 µs from the laser energy input 
at the jet exit. Phase-averaged schlieren images are illustrated in Fig. 5.5 for selected 
delay times (listed below the image) from the excitation pulse. Also, for the images in 
Fig. 5.5, the excitation pulse was located at a transverse position of 0D from the jet exit 
(i.e., directly at the jet exit). Schlieren imaging was also conducted for the remaining two 
vertical positions of the excitation pulse (1.5D and 3D) and discussed later.   
Apparent in all the images, the flow field features as described for Fig. 5.4 can be 
identified. Fig. 5.5 (a) corresponds to a 5 µs delay from the excitation pulse. In this 
image, the blast wave from the laser pulse originates at the jet exit and is distorted by the 
relative velocity internal and external to the jet. At this point, the disturbance has not 
significantly propagated through the flow. In Fig. 5.5 (b) – (f), the delay time between 
excitation and imaging was increased to span the range of 7.5 – 20 µs. At these increased 
times, the disturbance from the laser pulse, which first appeared as a single thermal spot, 
has traversed through the flow field, altering some of the characteristics seen in the 
unperturbed flow. More specifically, the propagation of the blast wave through the flow  
field has disrupted the structure of the barrel shock and the Mach disk and can be seen 
reforming in Fig. 5.5 (g) – (k).  The flow field characteristics of the blast wave were 
quantitatively investigated by tracking the downstream boundary edge using the schlieren 
images in Fig. 5.5 (a) – (l).  The results are shown in Fig. 5.6, where the slope of the 
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curve gives the propagation speed, which was determined to be 934 m/s.  Using the static 
freestream temperature, this translates to approximately Mach 4. 
 
 
 
(a) 5 µs 
 
(b) 7.5 µs 
 
 
(c) 10 µs 
 
(d) 12.5 µs 
 
 
(e) 15 µs 
 
(f) 20 µs 
 
Fig. 5.5. Phase-averaged schlieren images at selected delay times from a 200 mJ energy input at a 0D 
vertical location (cont. on next page). 
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(g) 25 µs 
 
 
 
 
(h) 30 µs 
 
 
(i) 35 µs 
 
(j) 40 µs 
 
 
(k) 50 µs 
 
(l) 60 µs 
 
Fig. 5.5. Phase-averaged schlieren images at selected delay times from a 200 mJ energy input at a 0D 
vertical location (cont. on next page). 
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(m) 70 µs 
 
 
 
 
 
(n) 80 µs 
 
 
(o) 90 µs 
 
(p) 100 µs 
 
 
(q) 110 µs 
 
(r) 120 µs 
(s)  
Fig. 5.5. Phase-averaged schlieren images at selected delay times from a 200 mJ energy input at a 0D 
vertical location (cont. on next page). 
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Fig. 5.6. Streamwise position of outer boundary blast wave as a function of delay time. 
 
 
Schlieren images for the excitation pulse applied at transverse locations of 1.5D and 
3D are shown in Fig. 5.7.  However, images were only recorded at selected delay times 
(20 µs, 40 µs, 60 µs, and 80 µs) based on the schlieren images taken for the 0D case in 
Fig. 5.6.  The images in Fig. 5.7 are shown primarily for a visual comparison.  For both 
vertical configurations the blast wave can be seen propagating downstream.  As expected, 
the propagation speed of the disturbance is close to the calculated values for the 0D 
configuration (~934 m/s).  In the wake of the blast wave several dark structures can be 
seen.  However, it remained unclear from the density contours if these dark structures are 
large-scale structures or other flow field features.  
 
 
(a) 1.5D, 20 µs 
 
(b) 3D, 20 µs 
 
Fig. 5.7. Phase-averaged schlieren images at selected delay times from a 200 mJ energy input at 1.5D 
(left column) and 3D (right column) vertical locations (cont. on next page). 
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(c) 1.5D, 40 µs 
 
(d) 3D, 40 µs 
 
 
(e) 1.5D, 60 µs 
 
 
(f) 3D, 60 µs 
 
 
(g) 1.5D, 80 µs 
 
 
(h) 3D, 80 µs 
Fig. 5.7 cont. Phase-averaged schlieren images at selected delay times from a 200 mJ energy input at 
1.5D (left column) and 3D (right column) vertical locations. 
 
 
5.5 Planar Imaging  
Another flow field characteristic of interest was the boundary of the jet penetration 
into the crossflow.  Early studies conducted for the transverse injection of a gas into a 
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supersonic freestream have used the height of the Mach disk as a measure of penetration 
depth.[124, 125]  In the present work, the penetration boundary was obtained by 
manually tracking the outer edge in instantaneous images generated by Mie scattering of 
condensed ethanol particles that were seeded into the jet.  The outer edge was defined as 
the boundary in which recorded intensity dropped to less than 10% of the maximum seen 
in the freestream flow. A similar technique has been used by past investigators in 
visualizing the penetration profile.[59]  The results are shown in Fig. 5.8 as a scatter plot 
of points collected on the boundary for 10 instantaneous images.  Ben-Yakar and Hanson 
[65] discuss a similar method and present a similar plot in their work.  However, their 
penetration profile was obtained by tracking the outer edge from schlieren images.  In 
image 5 (a), the penetration band reaches a maximum height of approximately 22 mm at 
a location of 6 jet diameters downstream of the injector port.  At this location the 
thickness of the penetration band (i.e. degree of point scatter) is approximately 2 jet 
diameters.  Ben-Yakar and Hanson [65] report an estimated penetration band thickness of 
3 jet diameters for J = 1.4 and a hydrogen jet injected into a supersonic crossflow. For 
comparison with previous studies, past work has shown a high degree of collapse in the 
jet penetration profile when coordinate axes are scaled by J 
-1 
[126]. To this end,  
 
 
Fig. 5.8. Mie scattering images from an ethanol seeded jet showing the a) penetration profile boundary 
plotted against previous empirical relation by Gruber and Rothstein 
a
) 
b
) 
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empirical correlations given by Gruber et al. [59] and Rothstein [127] have also been 
plotted and are shown in  Fig. 5.8.  The results in Fig. 5.8 show good agreement with 
other investigations and suggest validity in the current method for determining the jet 
penetration profile at this value of J.   
An averaged intensity image of the jet being seeded with ethanol is also shown Fig. 
5.9 (a). This image corresponds to a baseline flow field without any forcing applied.  By 
comparing Fig. 5.9 (a) with the schlieren images above several of the characteristic 
features of a transverse jet flow can be identified.  However, the precise locations of the 
features are difficult to infer from the image and thus, have not been labeled.  The reader 
should also not mistake the jet penetration boundary with the bow shock discussed 
earlier.  
 In addition to the baseline image, imaging of the flow field with excitation applied is 
also shown for three selected delay times in Fig. 5.9.  The images in Fig. 5.9 are for the 
1.5D configuration.  In Fig. 5.9 (b) 10 μs have elapsed from the introduction of the 
plasma pulse into the flow field. In this image a large dark feature can be seen which is 
boxed in a dashed red line. As will be shown later, the location of this dark feature 
correlates well with the position of large-scale structures visualized with the PIV data.  
Fig. 5.9 (b) also suggests that the structures are pulling warmer fluid from the crossflow 
and mixing it with the fluid injected from the jet.  The entrainment of warmer fluid from 
the crossflow by the structures is indicated by noting that this technique relies on the 
ethanol droplets undergoing a phase change from gas to liquid, allowing scattered light 
from the liquid particles to be collected. The dark feature in the image shows that a 
reverse phase change is occurring (i.e. liquid to gas).   
 The temporal evolution of the structures is shown in Fig. 5.9 (a) and Fig. 5.9 (b), 
which correspond to a delay time of 20 μs and 40 μs.  This diagnostic was not used for 
any additional configurations or delay times since only limited flow field information 
could be extracted.  More specifically, since the technique relies on ethanol particles 
undergoing a phase change from gas to liquid, as warmer fluid is entrained from the 
freestream the ethanol particles change back into a gas and no longer scatter light.    
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(a) Baseline 
 
(b) 10 µs 
 
 
(c) 20  µs 
 
(d) 40 µs 
Fig. 5.9. Time averaged Mie scattering images for a delay time from the excitation pulse of: (a) 0 µs, (b) 10 
µs, (c) 20 µs, and (d) 30 µs. 
5.6 Particle Image Velocimetry 
Although the schlieren and Mie scattering techniques provided some information on 
the effectiveness of the laser excitation, more quanitative flow field information was 
obtained with PIV.  In the analysis of PIV for the unperturbed flow, ensemble averages of 
640 image pairs were used.  The results are presented Fig. 5.10 as color contours for the 
average streamwise and transverse velocity along with their root-mean-square (RMS) 
components.  In Fig. 5.10, the flow direction is from left to to right.  Also, the velocities 
have been nondimensionalized by the freestream velocity. As can be seen in the images in 
Fig. 5.10, the PIV system was capable of resolving several of the features seen in the 
schlieren images and that are typical of a transverse jet flow field.  Among these are the 
lambda shock, bow shock, barrel shock, and Mach disk.   Each of these has been labeled 
in Fig. 5.10.  However, for the last two features, because of the scarcity of flow tracking  
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(a)  
 
(b)  
 
(c)  
 
(d)  
Fig. 5.10.  (a) Average streamwise velocity, (b) average transverse velocity, (c) streamwise root mean 
square velocity, and (d) transverse root mean square velocity for a sonic transverse jet in a supersonic 
crossflow. 
 
 
particles in the near-jet region (due to the flow field dynamics) and the resolution of the 
subregions used to calculate the PIV vectors, the barrel shock and Mach disk were imaged 
with limited detail.  Also, it is important to note that the particles utilized for PIV, 
although small, still have a slight lag time in tracking the fluid.  The particle lag is 
particularly evident across the sharp velocity gradients found through shock waves.  To 
this end, only the relative position and size of these features can be inferred from the 
velocity images with little information on their internal structures. 
For the jet flow field following the disturbance from the excitation pulse, two-
component contour plots were generated for the vorticity field.  However, in contrast to 
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the images in Fig. 5.10, the view was shifted almost three jet diameters downstream of the 
spot where the forcing was introduced to protect the CCD camera from the intense laser 
light in that area.  As a means of comparison, vorticity field images of the unperturbed 
flow, for both, the full and shifted field of view, are shown in Fig. 5.11.  For the 
remainder of this section voticity contours will be used instead of velocities for clarity in 
identifying and characterizing large-scale structures.  For completeness, velocity images 
will be shown at the end of the section, but with limited discussion. For both images 
shown in Fig. 5.11, the vorticity values have been nondimensionalized by the freestream 
velocity and the jet exit diameter.  In Fig. 5.11 (a), the full view of the transverse jet flow 
field is shown in which it can be seen that the highest values of vorticity are within a 
region of 1 – 2 jet diameters of the jet exit.  A layer of increased vorticity, however, does 
persist further downstream of the jet exit, but with decreasing intensity.   In image Fig. 
5.11 (b), a shifted (and slightly zoomed in) view of the vorticity field is shown.  The 
streamlines for several coherent structures detected in the unperturbed flow field have 
also superimposed onto image Fig. 5.11 (b) to serve as a baseline for the flow field with 
forcing applied.   
 
 
 
(a)  
 
(b)  
Fig. 5.11. Vorticity contour plots for the (a) full and (b) shifted fields of view for the unperturbed flow 
field. 
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 In identifying large-scale structures, taking after Adrian et al.,[128] the definition of a 
vortex offered by Kline and Robinson [129] was used: “A vortex exists when 
instantaneous streamlines mapped onto a plane normal to the core exhibit a roughly 
circular or spiral pattern, when viewed in a reference frame moving with the center of the 
vortex core.”  Accordingly, two necessary conditions are that the velocity field must be 
viewed in a convective reference frame and that the vorticity must be concentrated in the 
“core” of the structure.  However, vorticity not only identifies vortex cores, but also 
shearing motions that may be also present in a flow.[129]  Again, taking after Adrian et 
al.,[128] a number of methods have been developed for identifying locations of vortices 
and calculating vortex statistics from critical-point analysis of the local velocity gradient 
and its corresponding eigenvalues.  In view of a three-dimensional field, the local 
velocity gradient tensor will have one real eigenvalue (λr) and a pair of complex 
conjugate eigenvalues (λcr ± iλci), when the discriminant of its characteristic equation is 
positive.  As discussed by Chong et al.[130], when this condition holds, the particle 
trajectories about the eigenvector corresponding to the eigenvalue λr exhibit a swirling, 
spiral motion, where the quantity (λci)
-1 
represents the period for a particle to swirl once 
about the λr-axis.  Zhou et al. [131, 132] have further shown that λci quantifies the 
strength of any swirling motion and hence, they defined λci as the swirling strength of a 
vortex.  For a two-dimensional PIV field, an equivalent form of the three-dimensional 
local velocity gradient tensor can be computed in the plane in which the PIV data lie from 
the following equation:  
1 1
1 22
2 2
1 2
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u u
x x
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x x
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(5.1) 
where (x1, x1) are the streamwise and transverse coordinates and (u1, u2) the 
corresponding velocities.  Eqn. (5.2) will have either two real eigenvalues or a pair of 
complex conjugate eigenvalues.  Regions in which vortices exist can then be identified by 
plotting iso-regions of λci > 0.  Moreover, the swirling motion in these regions can be 
observed by performing a local Galilean decomposition in the immediate vicinity of 
peaks in swirling strength.[124]  For the present work, Eqn. (5.1) was computed using a 
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second-order, central-difference scheme for interior points, and second-order forward-
differencing and backward-differencing schemes for the boundary points.  Iso-regions for 
which λci > 0 were then identified and plotted in a convective reference frame.   The 
convective velocity was determined by the corresponding velocity at the location of peak 
swirling strength for a given iso-region.  Additional details on vortex detection and 
visualization can be found in Ref. [128].   
For the flow field including the excitation pulse, based on the results shown by the 
schlieren images, four delay times from the laser energy input at the jet exit were selected 
for investigation with PIV.  The range of delay times was: 20 µs, 40 µs, 60 µs, and 80 µs, 
respectively.  Velocity field data from PIV were also obtained at these delay times for 
each of the three excitation positions relative to the jet exit.  Again, the three excitation 
positions were at vertical distances of the excitation pulse from the jet exit of 0, 1.5, and 3 
jet diameters and in each case, centered along the exit centerline.  Vorticity plots for the 
three cases are shown in Fig. 5.12.   As for the unperturbed case in Fig. 5.11 streamlines 
for coherent structures within the flow field were calculated and superimposed onto the 
images.  The method described above for visualizing vortices was again used; however, 
only vortices that were not observed in the baseflow were considered.  Furthermore,  
vortices with a peak swirling strength of less than 25% of the maximum swirling strength 
seen in the unperturbed flow field were ignored.  The threshold value was selected a 
priori to capture only the dominant structures induced into the flow through the excitation 
pulse.  This approach also helped to eliminate any remnants of instantaneous features of 
the flow field that were not completely removed by averaging image pairs.   
Beginning with 0D case, in Fig. 5.12 (a) a single vortex was visualized in the flow 
field at 20 µs; this vortex has been labeled as I0D.  A circular region of increased positive 
vorticity can also be observed entering the field of view at the approximate coordinates of 
(x/D, y/D) = (2, 2).  Both of these features occurred in the wake of the blast wave from 
the excitation pulse, whose location is depicted as a curved black line in Fig. 5.12 (a).  By 
40 µs, image 11(b), five additional vortices developed in the flow field; however, only 
one of these vortices (labeled IIOD) remained coherent and persisted in the flow for 
increased delay times.  The formation and evolution of the induced structures can be 
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Fig. 5.12. Vorticity contour plots for a 200 mJ laser excitation pulse at locations of 0D (column 1), 1.5D 
(column 2), and 3D (column 3) and at delay times of 20µs (row 1), 40µs (row 2), 60µs (row 3), 80µs 
(row 4).   
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seen in Fig. 5.12 (c) and Fig. 5.12 (d) for the increased delay time of 60 µs and 80 µs.  
The dark circular region of increased positive vorticity in Fig. 5.12 (a) can also be 
identified in Fig. 5.12 (b), separating vortices IOD and IIOD. 
Vorticity contour plots for the excitation location of 1.5D are shown in Fig. 5.12 (e)-
(h). The four selected delay times (20 µs, 40 µs, 60 µs, and 80 µs) are again considered, 
where the Fig. 5.12 (e) corresponds to the flow field at 20 µs after the excitation pulse.  In 
contrast to the 0D case, two vortices (labeled I1.5D and II1.5D) were identified at this delay 
time and the front edge of the blast wave was positioned at a slightly further downstream 
location.  The dark circular region of increased positive vorticity seen in Fig. 5.12 (a) is 
also apparent in Fig. 5.12 (e), but with less intensity.   It was not clear if this was due to 
its slightly further downstream position in the flow field or through a different 
mechanism.  At 40 µs, a relatively large gap (in comparison to the 0D case) develops 
between vortices I1.5D and II1.5D. While at this delay time the position of II1.5D correlates 
well with II0D, the center of vortex I1.5D is located almost one jet diameter upstream of I0D.  
Vortices I1.5D and II1.5D both persist in the flow for increased delay times, Fig. 5.12 (g) 
and Fig. 5.12 (h), and their locations continue to be slightly downstream of those 
observed for the 0D case.  
Lastly, vorticity contour plots for the vertical location of 3D are shown in Fig. 5.12 (i) 
– (l).   From Fig. 5.12 (i), two vortices (labeled I3D and II3D) formed in the flow field at a 
20 µs delay time.  Consistent with the trends from the 1.5D case, lowering the position of 
the excitation pulse into the flow field resulted in the center of both vortices and the 
location of the blast wave having a slightly more downstream position.  The circular 
region of increased positive vorticity seen in the 0D and 1.5D case, however, was not 
observed for the 3D case.  This region first appeared in Fig. 5.12 (j), separating the two 
vortices.  In Fig. 5.12 (j), both vortices appear with a further downstream position (in 
comparison to the previous two cases), but with less of a separation gap than in the 1.5D 
case.  Vortices I3D and II3D continue to convect downstream in Fig. 5.12 (k) and Fig. 5.12 
(l) with increasing delay time.   
 As a means of further quantifying the behavior of the vortices seen in Fig. 5.12 as well 
as their relative strength, plots of the streamwise position and period required for a 
particle to swirl once about the λr-axis are given in Fig. 5.13.  In Fig. 5.13, only vortices 
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I0D, 1.5D, 3D (vortex I) and II0D, 1.5D, 3D (vortex II) are considered, and at delay times which 
they can be compared for the three vertical excitation positions.  The streamwise 
positions (nondimensionalized by the jet exit diameter) of the vortices are shown as a 
function of delay time in Fig. 5.13 (a).  This plot confirms the observations made from 
vorticity contour plots in Fig. 5.12; specifically, as the excitation pulse is introduced at 
lower  positions below the jet exit the vortices are either forming earlier or convecting 
through the flow field at an increased rate.  While the data suggest the former for vortex I 
and the latter vortex II, it is difficult to infer any trends since only three points are being 
compared.  However, while the mechanism is not completely clear the results in Fig. 5.13 
(a) do illustrate that the induced structures are being shifted downstream as the plasma 
pulse is introduced at positions further below the jet exit.  
  The period required for a particle to swirl once about the λr-axis for both vortices are 
similarly shown as a function of delay time in Fig. 5.13 (b).  The values in Fig. 5.13 (b) 
have been nondimensionalized by the vortex with the shortest period (or highest swirling 
strength) seen in the unperturbed flow field shown in Fig. 5.11 (b).  The shortest period 
calculated from the unperturbed flow field in Fig. 5.11 (b) was approximately (λci, 
unperturbed)
-1 
= 12.47 ms
-1
.  In image Fig. 5.13 (b), similar trends can be observed for the 
 
 
Fig. 5.13. (a) Streamwise position and (b) period required for a particle to swirl once about the λr-axis 
for vortices I0D, 1.5D, 3D (Vortex I) and II0D, 1.5D, 3D (Vortex II). 
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vortices induced with the excitation pulse located at vertical positions of 0D and 1.5D.  
For these two cases, while for vortex II the period is decreasing in time, opposite 
behavior is seen for vortex I.  Then for the case of the excitation pulse located at vertical 
positions of 3D, the period increases in time for both, vortices I and II.  The increase in 
the period suggests that the swirling strength of the induced vortices are dependent upon 
its relative position of the excitation pulse to the jet exit.   
5.7 Summary 
In this chapter, the effect of laser energy deposition as flow control was investigated 
for a sonic transverse jet in a supersonic crossflow. Flow control was applied at three 
different positions within the flow field and analyzed with several diagnostics.  Both 
schlieren photography and PIV velocity data showed that the flow control forced a pair of 
two vortices to form.  The vortex pair appeared to entrain fluid from the freestream and 
enhance mixing of the fluids from the jet and crossflow.  For future studies, it is 
suggested to researchers to consider investigate this flow field with modified forms of the 
flow control presented here.  Specifically, multi-pulse laser energy deposition or applying 
the excitation at different pulsing frequencies may optimize the flow further for different 
aerospace applications.  
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Chapter 6  
 
 
Particle Image Velocimetry:  
Global Uncertainty and Extended Property Measurements 
 
 
 
 
 
Particle image velocimetry (PIV) is an established optical diagnostic technique that 
effectively samples the velocity of a given fluid within a flow field.  For the basic single 
camera PIV arrangement, the method returns to the fundamental definition of velocity 
and estimates two components of the velocity         from: 
(x, y, t) (x, y, t)
u(x, y, t) = ,            v(x, y, t) =
x y
t t
 
   
     (6.1) 
where ∆x and ∆y is the displacement of a marker located at (x, y) at a time t, over a time 
interval ∆t [101].  Broadly speaking, small tracking particles are introduced into a flow 
and used to mark regions of a fluid.  The particles are usually solids suspended in gases 
or liquids, but can also be gaseous bubbles in liquids or liquid droplets in gases or 
immiscible liquids.  The particles are illuminated by a pulsed sheet of light, and images 
are formed by collecting the scattered light with a CCD detector at two selected times. 
The images are then subsequently 
transferred to a computer for 
analysis.  An illustration of a 
typical planar PIV system and 
associated image analysis is shown 
in Fig. 6.1.  The principal objective 
of this chapter is to first provide a 
methodology to evaluate the 
uncertainty in PIV globally, and  
Fig. 6.1. A PIV system with imaging analysis [1]. 
149 
 
second, to explore a technique to extract additional flow properties from PIV velocity 
data using a computational approach. 
6.1 PIV Uncertainty Analysis 
While many PIV techniques and systems have been developed, there has only been a 
limited effort in establishing a standard tool for evaluating the associated uncertainty 
[71].  The accuracy of velocity measurements obtained from PIV data is a composite of 
the ability of the seed particles to follow the flow and for the imaging system and analysis 
procedure to record and process a field of particle images [133].  In quantifying the 
accuracy, a number of factors should be considered, such as the number of samples 
obtained, turbulence intensity of the flow, processing algorithm, reliability of equipment 
used, and tracking particle size [100].  To this end, a procedure will be outlined in this 
section to describe a practical method for global uncertainty analysis of velocity 
measurements obtained by PIV.  It is intended that the steps detailed here will provide a 
set of tools to quickly evaluate the accuracy of PIV measurements.  However, while this 
error/uncertainty analysis should be sufficient for most investigations, it may fall short of 
being complete in some applications, and additional sources of uncertainty may need to 
be evaluated.  Finally, the uncertainty analysis described in this article will be applied to 
a sample flow field containing a variety of fluid dynamic phenomena (shear layers, strong 
shocks and expansions, wall bounded flow, etc.).   
The approach to the uncertainty analysis of a PIV measurement is a combination of a 
variety of aspects ranging from the imaging process to the method of image analysis. In 
evaluating the absolute measurement uncertainty, the PIV measurement will be 
considered to consist of several uncertainty components.  The uncertainty generated from 
each of these components will be considered individually as well as an overall evaluation 
of the measurement uncertainty given by the coupling of the components.  The PIV 
uncertainties considered here will be limited to: equipment, particle dynamics, sampling, 
and processing algorithm of the image pairs.  Although much of this information is 
provided in a variety of other sources (e.g. [134-136], the goal of this section is to 
provide the information in a single source and develop a routine to easily evaluate 
uncertainty spatially in the flow. 
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Mathematically, the uncertainty in a measurement can be estimated on the basis of the 
uncertainties of the variables that make up the measurement.  In the case of PIV, these 
variables are the components used to construct and evaluate the particle images.  
Following a typical uncertainty analysis, a measurement (V) can be expressed as a 
function of the independent variables y1, y2, y3,……. yn: 
 1 2 3, , ,....., nV V y y y y          (6.2) 
Let wV be the uncertainty in the measurement (V) and w1, w2,……,wn be the 
uncertainties in the independent variables (yi).  Assuming that the uncertainties in the 
independent variables are each given with the same probability, then the uncertainty in 
the measurement is expressed as [94]:  
22 2
1 2
1 2
...v n
n
V V V
w w w w
y y y
      
        
       
.      (6.3) 
Equation (6.3) can then be used to link together the uncertainties generated from several 
sources and to provide an estimate for the overall measurement uncertainty.    
 In providing a sample uncertainty analysis, PIV data were used for a transverse sonic 
jet injected into a supersonic crossflow.  The flow field was been previously reported on 
in Ref. [137] and was discussed in detail in chapters one and six.    For completeness, in 
Fig. 6.2 (Refs. [34] and [59]) typical flow field characteristics of an underexpanded  
 
  
(a)  (b)  
Fig. 6.2.  Illustration of an underexpanded transverse injection into a supersonic crossflow for (a) 
instantaneous side view and (b) 3D perspective of averaged features [34, 59]. 
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transverse sonic jet injected into a supersonic crossflow are again shown.  
Also, aspects concerning the experimental setup for the PIV data are given in chapters 
three and four and will only be summarized here.  In generating sample PIV images, the 
transverse jet flow field was investigated utilizing a supersonic blow down wind tunnel 
with a crossflow Mach number of 2.45.  The freestream velocity was calculated to be 
approximately 579 m/s.  The exit diameter of the jet (D) was 4.8 mm, and the jet operated 
with air as the working fluid.    The PIV velocity data were recorded with a scientific-
grade 1600 x 1200 pixel CCD camera.  The time separation between the laser pulses to 
illuminate the PIV tracer particles was adjusted according to the flow velocity and 
camera magnification, and a value of approximately 600 ns was used.   
6.1.1  Equipment Errors 
Since the flow speed measurements from a PIV system are obtained by the imaging 
of tracking particles over a time interval of successive images, consideration of 
uncertainties introduced from the recording process needs to be addressed.  While there 
are many possible sources of equipment error, if the experimental conditions are well 
controlled, only several need to be considered to form a sufficient uncertainty estimate.  
Amongst these are the calibration of scaling magnification and the timing accuracy.  The 
scaling magnification factor relates physical length units to pixel units, and timing 
accuracy refers to measuring the separation time between PIV image pairs. Since a PIV 
system records particle images in a time-sequenced pixel reference frame, both of these 
components are directly needed to convert to a velocity reference frame. 
To calculate the scaling magnification a calibration scale of known length is placed at 
the same location as the laser light sheet.  An image of the calibration scale is obtained, 
and conversion from pixels to length is calculated. The length of the calibration scale is 
denoted as l and its length on the image plane as L.  More specifically, l is a distance on 
the calibration scale in length units and L is the same distance on the calibration scale 
expressed in pixel units from the recorded image.  The scaling magnification factor (ψ) 
can then be computed: 
l
L f

                 (6.4) 
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In Eqn. (6.4), ψ is alternatively expressed in terms of the (λ) distance from the 
calibration scale to the lens and (f) the lens focal length.  For the sample PIV setup 
described above, a one-inch calibration scale (l = 25.4 mm) was used, which measured 
890 pixels on the image plane (L = 890 pixels).  The calibration scale was also placed a 
distance of 1.2 m away from the camera lens (λ = 1.2 m).  From Eqn. (6.4), this results in 
a scaling magnification factor of ψ = 0.0285 mm/pixel.  To determine the uncertainty 
associated with the scaling magnification factor, Eqn. (6.3) is used with several sources 
of error considered.  The distance on the calibration scale was assumed to be accurate to 
within 10 µm (wl = 10 µm).  For the distance of the calibration scale on the image plane 
(L), two sources of error are considered.  First, if the distance on the image plane is 
computed from two points on the image, the uncertainty band for each point will be 0.5 
pixels (wL1 = 1 pixel).  Secondly, due to the image distortions by lens aberrations, the 
length of the calibration scale on the image plane could be incorrect.  The amount of 
image distortion is approximated at 0.5% of the total length of the calibration scale.  This 
is a conservative estimate based on comparing scaling magnification factors formed with 
different calibration scale lengths for the optics used in the present work and should be 
applicable to most PIV setups.  Since L = 890 pixels for the current sample PIV analysis, 
the image distortion by the lens is set at 4.45 pixels (wL2 = 4.45 pixels).  Therefore, wL1 
and wL2 both represent uncertainty in the independent variable L.  Lastly, for the scaling 
magnification factor to be accurate, the calibration scale must be placed exactly along the 
laser light sheet.  The possible error in positioning of the calibration scale is estimated at 
wλ = 0.5 mm.   
The accuracy in the timing of the PIV system is controlled by a number of factors. 
However, since the width of the laser pulses is much less than the camera exposure, it is 
only the time duration between the two laser pulses that is significant.  For the current 
PIV setup, a separation time (t) of 600 ns was used between successive laser pulses.  
Unlike the scaling magnification factor [Eqn. (6.4)], the laser pulse separation time is not 
a function of any other independent variables.  In assessing the error associated with the 
separation time, two sources of uncertainty were considered.  First, all lasers have some 
uncertainty in the pulse timing (i.e., jitter), values of which can be found in a user 
manual.  For the current PIV setup, a New Wave Solo XT PIV laser was used.  From the 
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manufacturer’s specifications, the jitter in the pulse timing is reported at 1 ns (wt1 = 1 ns).  
The PIV laser and camera were controlled externally by a Quantum Composers delay 
generator.  The uncertainty of the delay generator reported by the manufacturer is 1.5 ns 
(wt2 = 1.5 ns).  Both, wt1 and wt2 correspond to the uncertainty in ∆t, the laser separation 
time measurement.  
In combining the uncertainty due to the scaling magnification factor and timing 
accuracy for a PIV velocity measurement, the velocity components for a two-dimensional 
system are considered independently.  Therefore, beginning in the x-direction, the 
streamwise velocity component (u) can be expressed as follows: 
    , , ( , ) , ,
x
u l L u x t l L
t
   

 

,       (6.5) 
where ũ is the PIV velocity measurement in a pixel-time reference frame, Δx the pixel 
displacement between PIV image pairs, and ψ and Δt are as defined previously (the 
scaling magnification factor and laser pulse time separation).  The uncertainty in Δx is not 
considered here and is assumed accurate in this section.  Measurement uncertainty due to 
detecting pixel displacements are addressed in detail in Ref. [1].  Substituting Eqn. (6.5) 
into Eqn. (6.48), the uncertainty of a PIV velocity measurement due to equipment errors 
can be expressed as follows: 
2 2 2 2 2 2
1 2 1 2u l L L t t
u u u u u u
w w w w w w w
l L L t t


                
                
                
(6.6) 
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

            
                             
(6.7)                                                     
Relevant values for the uncertainties in Eqn. (6.7) are summarized in Table 6.1.   
 
Table 6.1. Summary of equipment uncertainty parameters. 
Category Parameter Description yi wi 
Calibration l Calibration scale physical length 25.4 mm 10 µm 
 L1 Calibration scale image plane length 890 pixels 1 pixel 
 L2 Image distortion due to aberrations 890 pixels 4.45 pixels 
 λ Distance from calibration scale to lens 1.2 m 0.5 mm 
Timing t1 Laser pulse timing 600 ns 1 ns 
 t2 Accuracy of delay generator 600 ns 1.5 ns 
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Equation (6.7) can also be extended to the velocity component in the y-direction by 
identical analysis.  The root-mean-square method can then be used to combine the 
uncertainties from the two directions.  In solving for the equipment errors in the sample 
PIV case, both the streamwise and transverse directions are considered.  The results of 
solving Eqn. (6.7) combined with the values given in Table 6.1 are shown in Fig. 6.3 for 
the transverse jet flow.  For the images in Fig. 6.3 and subsequent figures, the streamwise 
and transverse coordinate axes have been non-dimensionalized by the jet exit diameter.  
The images in Fig. 6.3 illustrate that the uncertainty in the velocity measurements due to 
equipment errors reaches as high as approximately 0.5% of the freestream velocity, for 
both the streamwise and transverse directions. If Eqn. (6.7) is divided by the local 
velocity, the uncertainty due to equipment errors can also be expressed as a fraction of 
the local velocity.  In this case, uncertainty was a constant of approximately 0.5% of the 
local velocity value.  
 
  
    (a) 
 
   (b) 
Fig. 6.3. PIV uncertainty errors for equipment in the (a) streamwise and (b) transverse directions. 
 
6.1.2 Particle Lag 
An implied assumption in the PIV technique is that tracked particle velocities match 
those of the corresponding flow field being investigated.  However, this assumption is 
always to some degree invalid, and can be inappropriate, when large external forces 
cause particle motions to differ significantly from that of the intended flow field being 
measured.  To this end, consideration of seed-particle dynamics is important for all flow 
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types, but especially those with large velocity gradients present, which are typically 
found in many compressible flow investigations.  In these cases the flow-following 
capability of all but the smallest particles is challenged, and spatial variations in density 
make it difficult to establish uniformly satisfactory seeding levels [133].  Most treatments 
of the behavior of particle dynamics are addressed by considering the forces acting on a 
spherical tracer particle in a flow field [138-140]  The forces considered here are: Stokes 
drag force (FSD), gravity force (Fg), buoyancy force (Fb), pressure gradient force (FP), 
virtual mass force (FVM), Bassett force (FB), Magnus force (FMa), Saffman force (FS), and 
the thermophoretic force (FTH).  The resulting equation is given below by Eqn. (6.8). 
SD g b p vm B Ma S THF F F F F F F F F F                (6.8) 
Descriptions of the different forces in Eqn. (6.8) are outside the focus of this paper, but 
the reader is referred to Ref. [141] for additional details.  While solving Eqn. (6.8) 
requires extensive mathematical manipulation, for tracer particles related to common PIV 
systems, a number of simplifications can be made.  These simplifications are primarily a 
consequence of typical seed particle densities being several orders of magnitude higher 
than the fluid density being measured (i.e., ρp/ρf >> 1), where ρ is density and the 
subscripts p and f refer to the particle and fluid, respectively.   
In Eqn. (6.8), the gravitational force is neglected since that acceleration is ~ 10 m/s
2
, 
which (as confirmed by the present work) is typically much lower than the accelerations 
generated by many flow field features.  The thermophoretic force is also ignored since it 
is only significant when particles travel through high-temperature-gradient regions, which 
are not considered here.  For such cases, the reader is referred to work by Bergthorson 
and Dimotakis [58].  In a study by Vojir and Michaelides [138] on the motion of a rigid 
sphere in a viscous fluid, it was found that the Bassett force could be neglected in the 
following cases: (a) random fluid velocity field, if one is interested in time-average 
results or integral quantities; (b) ρp/ρf >> 500, which corresponds to most PIV systems; 
and (c) the dimensionless frequency of velocity fluctuation is < 0.5.  In a work by Maxey 
and Riley [140] for the forces on a small rigid sphere in a non-uniform flow, they also 
note that while exceptions do exist, it is often the case that when the particle-to-fluid 
density is much greater than unity, the forces in the particle equation of motion often 
reduce to the Stokes drag force.  Relationships for the comparisons of the magnitudes for 
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many of the forces in Eqn. (6.8) relative to the Stokes drag force are given by Fan and 
Zhu [141]. 
In developing a basic model for particle dynamics in a PIV system, several 
simplifications are applied to Eqn. (6.8), which combined with Newton’s second law, 
reduce to: 
SD p pF F m a  ,        (6.9) 
where m is mass and a is acceleration. Substituting in for the Stokes drag force and 
particle mass, Eqn. (6.9) becomes: 
 
2
f
D f p f p p pC A u u u u m a

    .                           (6.10) 
In Eqn. (6.10), CD and A are the drag coefficient and frontal surface area of the particle; u 
represents a velocity component for the particle and fluid in the either the streamwise or 
transverse direction, and could also be the velocity magnitude.  Defining the particle 
Reynolds number (Rep) and rearranging, Eqn. (6.10) becomes: 
2
4
3 Re
p p
f p p
f D p
d
u u a
C


                        (6.11) 
where 
Re
f p f p
p
f
d u u


         (6.12) 
and dp represents the particle diameter and µf the fluid viscosity.  For a two-dimensional 
time-averaged flow field, the particle acceleration can be rewritten as: 
p p p p p
p
p p
du u dx u dy
a
dt x dt y dt
 
  
 
.               (6.13) 
With Eqn. (6.13), the particle acceleration can be solved for using finite-difference 
approximations.  There are a number of formulas available to predict the drag coefficient 
for a sphere at various Rep.  Several are available in comparisons with experimental data 
in White [142] and Schlichting and Gersten [143].  Since tracer particle diameters are 
typically on the order of a micron or less, a low Reynolds number is anticipated.   Also, 
in an effort to remove the particle Reynolds number dependence in Eqn. (6.11), the 
relation offered by Stokes [144] is used: 
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24
Re
D
p
C      ](6.14) 
In comparison with experimental data, Eqn. (6.14) holds well (within 10%) for Rep < 1 
but progressively deviates with increasing particle Reynolds number.  While a more 
accurate relation for the drag coefficient would be preferred, it would require prior 
knowledge of the particle Reynolds number over an entire flow field.  Combining Eqns. 
(6.13) and (6.14) with Eqn. (6.11): 
2
1
18
p p p p p p
f p
f p p
d u dx u dy
u u
x dt y dt


  
      
.          (6.15) 
 
In Eqn. (6.15), the fluid viscosity is solved for from the adiabatic energy equation for the 
essentially isoenergetic flow of the current transverse jet example.  Combining the 
adiabatic energy equation with Sutherland’s Law gives: 
3
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(6.16) 
where µ is viscosity, T temperature, M Mach number, Vf speed based on fluid velocity, γ 
specific heat ratio, Cp specific heat at constant pressure, and S Sutherland’s constant.  In 
Eqn. (6.16), the fluid velocity is approximated with the particle velocities from PIV data, 
which is nearly equivalent in most regions.  Also, the subscript ∞ again denotes 
freestream conditions, and o is a reference condition which was taken to be standard 
atmospheric conditions.  Using Eqns. (6.15) and (6.16), the slip velocity (uslip = uf  – up) 
can be solved for over the entire flow field.  These equations were applied to the sample 
flow field described above and computed for both the streamwise and transverse 
directions.  The derivatives in Eqn. (6.15) were solved for using the second-order central 
differencing method.  The results are shown in Fig. 6.4 (b) and (d) as color contours for 
representations of the streamwise and transverse slip velocities.  Also, for comparison, the 
streamwise and transverse velocities from the PIV data are shown in Fig. 6.4 (a) and (c).  
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For all images in Fig. 6.4, the jet exit is also located at the origin of the image, or the 
coordinates (x/D, y/D) = (0, 0), and the average slip velocity in the freestream was on the 
order of 0.5 m/s.  Furthermore, shown in images (b) and (d) of Fig. 6.4, the flow field 
features identified in images (a) and (c) are apparent with greater detail.   In particular, 
computation of the slip velocity allows for the position and boundaries of the Mach disk 
and barrel shock to be easily located.  This is especially apparent in image (b) of the 
streamwise slip velocity.  The highest slip velocities in the entire flow field were also 
computed in the regions of the Mach disk and barrel shock, reaching magnitudes on the 
order of 100 m/s in the streamwise direction and slightly higher  in the transverse 
  
(a)  (b)  
    (c)  
    
      (d) 
Fig. 6.4. Velocity color contours for the (a) average streamwise velocity, (b) average streamwise slip 
velocity, (c) average transverse velocity, and (d) average transverse slip velocity.  
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direction.  Images (b) and (d) of Fig. 6.4 additionally show the regions related to the bow 
shock and lambda shock that are most affected by particle lag.  Since the particle lag is 
proportional to the velocity gradients, the slip velocity contours give a means of 
comparing the relative strength (i.e., acceleration) of these features for the regions over 
which they extend.  By comparison of the images (b) and (d), the slip velocities in the 
bow shock reach magnitudes between 5 – 10 times higher than those in the lambda shock.  
In addition to the flow field features shown in Fig. 6.4, the particle lag was also 
computed for a different region of the flow that contained a large-scale structure.  Images 
of this region are shown in Fig. 6.5, where the field of view is shifted three jet diameters 
downstream of the jet exit and is slightly zoomed in.  The large-scale structure in this 
region was induced by laser excitation; more detail on the experimental setup can be 
found in Ref. [137].  For all the images presented in Fig. 6.5, an ensemble average of 320 
images pairs was used.  Images (a), (c), and (e) of Fig. 6.5 show the mean streamwise 
velocity, mean transverse velocity, and mean speed where streamlines of the larg-scale 
structure have been superimposed on to the color contours.  The structure shown in these 
images was identified by calculating vortex statistics from critical-point analysis of the 
local velocity gradient and its corresponding eigenvalues.  Additional details of this 
method can be found Ref. [128].  As shown in images (a), (c), and (e) of Fig. 6.5, the 
position of the large-scale structure does not correlate to any easily identifiable velocity 
regions marked by its presence. The corresponding streamwise and transverse slip 
velocities and slip speed are shown in images (b), (d), and (f).  Again, streamlines for the 
large-scale structure have been superimposed on the images.  In images (b), (d), and (f) of 
Fig. 6.5 the largest slip velocities computed correlate to the core of the large-scale 
structure.  This was an anticipated result because of the “centrifuging” effect in the 
structure core.  The maximum streamwise and transverse slip velocities related to the 
structure correspond to approximately 10 – 15% of the freestream velocity.   
The results shown in this section suggest two conclusions.  First, and in line with the 
focus of this section, Eqns. (6.15) and (6.16) offer a closed-form approach to obtain  
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(a)  
 
(b)  
  
(c)  
 
(d)  
  
(e)  
 
(f)  
Fig. 6.5. Velocity color contours for the (a) average streamwise velocity, (b) average streamwise slip 
velocity, (c) average transverse velocity, (d) average transverse slip velocity, e) average speed, and d) 
average slip speed. 
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quantitative information on the particle lag associated with an entire flow field.  Although 
the use of the simplified drag relation [Eqn. (6.14)] does bring some degree of 
approximation into the approach, the equations still give a researcher some means of 
estimating the uncertainty associated with particle lag.  Furthermore, efforts are being 
undertaken by the current author to back out pressure, density, and temperature values by 
combining PIV velocity measurements with the conservation equations, which would 
allow the slip velocities to be more accurately computed over the entire flow field.  In 
addition to estimating the particle lag, the images in Figs. 6.4 – 6.5 also illustrate the use 
of slip velocity as a means of identifying flow field features. 
6.1.3 Combined Uncertainty 
The resultant formula for the net, or total, uncertainty    from the four dominant 
sources discussed is thus acquired by processing their individual components in the root-
mean-square equation. 
    √  
    
    
    
  (6.17) 
The subscripts E, L, S, and P stand for equipment, lag (particle), sampling, and 
processing, respectively.  Error (or uncertainty) related to sampling and image processing 
is not discussed here and only the results are presented.  The work regarding these two 
sources was conducted by the coauthors of Lazar et al. [1], and the reader is referred to 
this manuscript for additional details.  The uncertainties are processed using this Eqn. 
(6.17) and are shown in Fig. 5.  For this flow and PIV acquisition setup, the largest 
contributor to uncertainty in the freestream and in areas of low velocity gradients is the 
equipment.  This is a result of the equipment uncertainty being a function of the local 
velocity rather than being primarily influenced by gradients or velocity fluctuations like 
the other sources of uncertainty.  The higher background uncertainties are especially 
noticeable for the streamwise velocity component, as can be seen for the streamwise 
component in Fig. 6.6.  Fig. 6.7 shows two histograms that display the percent of total 
uncertainty magnitudes that fall within 0.1% intervals between zero to three percent 
uncertainty [1].  The figure shows these histograms for the four primary sources of 
uncertainty along with the total uncertainty.  The histograms further illustrate the higher  
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(a)  (b)  
Fig. 6.6. Total uncertainty for equipment, particle lag, sampling, and processing uncertainties 
combined for (a) streamwise and (b) transverse velocity components expressed as a percent of the 
freestream velocity.  
 
 
  
(a)  (b)  
Fig. 6.7. Histograms of the four independent sources of uncertainty shown with total percent 
uncertainty (relative to the freestream velocity) for the (a) streamwise and (b) transverse velocity 
components for the jet in a crossflow velocity field. 
 
 
background uncertainty present in the mean streamwise component that is caused by the 
equipment error.  The highest total uncertainty for the streamwise component is centered 
near 0.6%, while the transverse component peak is closer to 0.1% because of the lower 
local velocities on average in the transverse direction in comparison to the streamwise 
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direction.  Both peaks rise to approximately a quarter of the total values.  In this way, the 
histograms show that the vast majority of uncertainty values lie below 2%.  The source of 
uncertainty that contributed the highest values of velocity error is particle lag, with peak 
values nearly 20-30% freestream velocity, followed by processing technique in the 10-
20% range.  The percent of total uncertainty values over 15% of the freestream is only 
0.26% and 0.55% for both the U and V components, and the absolute maximum for both 
quantities over the entire flow field is approximately 24% and 40%, respectively. The 
percent of values over 15% is just 0.06% and 0.11% more than the percentage over 15% 
for particle lag alone, and the maximum uncertainties are only 2% higher for the total 
uncertainty than for the particle lag by itself.  In considering the distribution of 
uncertainty percentages, this shows how particle lag still be a primary point of concern in 
regions of high velocity gradients, especially given recent advances in processing 
techniques.   
In Fig. 6.8, the percent uncertainty for the streamwise and transverse velocities have 
also been plotted individually for the four sources considered for a horizontal line 
extending through the center of the Mach disk (Y/D = 1.32 in Fig. 6.6).  The position of 
the center of the Mach disk was chosen to sample uncertainty values in the different  
 
 
(a)  (b)  
Fig. 6.8. Contributions to percent uncertainty for (a) streamwise and (b) transverse velocities from 
particle lag, equipment, image analysis, and sampling for a horizontal line extending through the 
Mach disk. 
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features identified in the transverse jet flow field (freestream, bow shock, Mach disk, 
barrel shock, and lambda shock).  By comparing the contributions from the four sources 
in Fig. 6.8 various trends can be observed.  Uncertainty due to particle lag and image 
analysis correlate well with each other and local maxima/minima are observed in regions 
of high acceleration.  While sampling uncertainty remains consistently low across the 
flow field, slight increases can be observed in regions of high velocity fluctuation.  The 
unsteadiness in these regions adds to the uncertainty in obtaining mean quantities.  
Lastly, equipment uncertainty is highest in regions in the freestream and inner jet region, 
where the local velocity is the highest. 
6.2 Computational Combined PIV (ccPIV) 
In computational studies researchers begin without any measured values and are able 
to obtain information for nearly all flow field variables.  As numerical studies are able to 
extract all flow field information, this then leads to the question, or possibility, of using 
experimental velocities from PIV to extract other flow field information. In this section, a 
numerical scheme is developed to combine PIV velocity data with the continuity equation 
to solve for the fluid density over the entire flow field.  For the flows considered in this 
section it was assumed that the flow field was adiabatic when computing necessary 
boundary conditions or calculating pressure from the ideal gas law.  However, for future 
studies, the code developed in this section can be adapted to the solving energy equation 
and removing the adiabatic assumption.   
Two methods are offered in this section to solve the continuity equation: 
  0V
t



 

    (6.18) 
where ρ and v  are the familiar symbols for density and velocity.  In solving Eqn. (6.18) 
with PIV velocity data, both methods are conventional flux-splitting schemes and are of 
1
st
-order and 5
th
-order accuracy.  An additional discussion on flux-splitting methods can 
be found in most introductory text books on computational fluid mechanics [145] and 
other publications [146].  Also, although time-averaged PIV velocity data are used, the 
numerical approach selected uses the unsteady form of the continuity equation and then is 
iterated on until a steady state criterion is achieved.  Additionally, as with any numerical 
scheme, boundary conditions must be treated with special consideration.  For the present 
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work, values on the boundary are computed by linear extrapolation from interior points.  
However, in the case of a supersonic flow field (as with the present) the restriction on the 
direction of information propagation does not allow extrapolation in an upstream 
direction.  In this case, measured values on some boundaries are needed (through point 
measurements, PSP techniques, etc.).  This topic will be expanded on in the discussion to 
follow.  
 Initially, the first-order scheme was used as a means of debugging the code; however, 
it has since been used to provide an “improved guess” for the higher-order scheme, 
reducing computational time.  As such, both methods will be described.  Before giving 
the description of the 1
st
-order and 5
th
-order schemes, other details necessary to solving 
the Eqn. (6.18) with PIV velocity data will first be given. Lastly, while the relations 
developed will be for a two-dimensional flow field, they can be easily adjusted to three-
dimensional flows. 
6.2.1 Computational Parameters 
As stated above, the flow field was assumed to be adiabatic and the following relation, 
the adiabatic energy equation, was used to compute the temperature throughout the flow 
field: 
 2 2 2 21 0.5*( 1)*
2 p
M u v w
T T
c T
 


    
   (6.19) 
where T, γ, cp, M, u, v, and w are temperature, specific heat ratio, specific heat at constant 
pressure, Mach number, x-velocity, y-velocity, and z-velocity.  Also, the ∞ symbol 
denotes freestream conditions.  
Eigenvalues are defined as [147]: 
,     u uc c u c c u
          (6.20) 
,     v vc c v c c v
          (6.21) 
,     w wc c w c c w
          (6.22) 
where c is the speed of sound calculated from the familiar relation: 
c RT       (6.23) 
and R is the specific gas constant.  From Eqns. (6.20) – (6.22) a maximum eigenvalue is 
defined as follows for the x-, y-, and z-direction: 
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max( ,  ,  )u u uc c c
          (6.24) 
max( ,  ,  )v v vc c c
          (6.25) 
max( ,  ,  )w w wc c c
                     (6.26) 
A time-stepping stability criterion is introduced: 
max
max max max
1
t  = 
c c c
x y z

 
  
                      (6.27) 
where cmax is the maximum speed of sound in a flow field calculated with Eqn. (6.23) and 
∆x, ∆y, and ∆z represent the spatial resolution of the PIV velocity data.  However, Eqn. 
(6.27) should serve only as a baseline for the maximum time step.  Depending on the 
quality of the PIV data, a smaller step size may need to be used.  For the present work, a 
time step size between 5 – 25% of the value given by Eqn. (6.27) was used.  
A computational grid is established to serve as a map for the description of both 
numerical schemes to follow. In Fig. 6.9 j represent the x-direction and i the y-direction, 
and k the z-direction (not shown). Also, i = 1, j = 1 correspond to x = 0 and y = 0.  
 
 
Fig. 6.9. Computational Stencil 
 
Lastly, the L2–norm is used as a convergence criterion: 
 
max 2
1
, ,
1 1
2
naxi j
r r
i j i j
i j
L norm  
 
      (6.28) 
where the superscript r+1 denotes time at t = t + ∆t and r at time t.  In some cases it was 
seen more beneficial to monitor the magnitude of the L2–norm, while in others how the 
167 
 
L2–norm was changing with each time step.  How to use the L2–norm as a convergence 
criterion will become clearer in the discussion to follow.  
6.2.2 1st-order Scheme 
Using the equations in section 6.2.1 fluxes are calculated for the x-, y-, and z-
direction using the maximum eigenvalues given by Eqns. (6.8) – (6.9).  By using the 
maximum eigenvalues in calculating the fluxes (F) the numerical scheme is ensured to be 
upwinding, which is necessary for stability for a supersonic flow where information 
cannot propagate upstream.   The fluxes for a 3-dimensional flow field are given as: 
 
1
2u
uF u 
       (6.29) 
 
1
2u
uF u 
       (6.30) 
 
1
2v
vF v 
       (6.31) 
 
1
2
v vF v 
       (6.32) 
 
1
2w
wF w 
       (6.33) 
 
1
2w
wF w 
       (6.34) 
where in Eqns. (6.29) – (6.34) the subscripts denote the velocity with which the flux is 
calculated and the superscript whether the flux is positive or negative (i.e. whether mass 
is flowing in or out of a cell).  In initially calculating the fluxes all values should be 
known except the density, which is the parameter being solved for; u, v, and w should be 
taken from time-averaged PIV velocity data.  To this end, a guess for the density should 
be used.  In work conducted in the present case freestream density was used to initialize 
Eqns. (6.29) – (6.34).  Using Eqns. (6.29) – (6.34) the flux derivatives are calculated 
(first-order): 
( , , ) ( , 1, )
( , , ) ( , 1, )
u uu
F i j k F i j kF
x x i j k x i j k
   

  
      (6.35) 
  
( , , ) ( , 1, )
( , , ) ( , 1, )
u uu
F i j k F i j kF
x x i j k x i j k
   

  
      (6.36) 
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( , , ) ( 1, , )
( , , ) ( 1, , )
vvv
F i j k F i j kF
y y i j k y i j k
   

  
     (6.37) 
  
( , , ) ( 1, , )
( , , ) ( 1, , )
v vv
F i j k F i j kF
y y i j k y i j k
   

  
     (6.38) 
( , , ) ( , , 1)
( , , ) ( , , 1)
w ww
F i j k F i j wF
z z i j k z i j k
   

  
     (6.39) 
( , , ) ( , , 1)
( , , ) ( , , 1)
w ww
F i j k F i j wF
z z i j k z i j k
   

  
     (6.40) 
The density at time t+∆t can then be solved for: 
1 u ur r v v w w
F F F F F F
t
x x y y z z
 
     

      
        
       
           (6.41) 
where ρr is the density at time t and ρr+1 is the density at t +  ∆t.  Eqn. (6.41) can be 
iterated on, each time updating ρr with ρr+1.  The reader should note that after updating 
the density, the fluxes, Eqns. (6.29) – (6.34), and flux derivitives, Eqns. (6.35) – (6.40), 
must be recalculated before iterating to the next time-step. Moreover, from Eqns. (6.35) – 
(6.40), only interior nodes can be computed since on the boundaries the equations require 
one cell outside of the domain.  Although not investigated specifically, for some flow 
fields, charactersitic boundary conditons may not be needed and all boundary values can 
be solved by applying zero-gradient boundary conditions.  The zero-gradient boundary 
conditions can be applied quite often as an approximation if, presumably, flow field 
boundaries are “far” enough away.  However, in the present work, free stream and 
surface boundaries may need to be obtained through other methods.  To this end, the 
upstream boundary was approximated by solving for density with experimentally 
measured freestream pressure, temperature calculated by Eqn. (6.19), and the ideal gas 
law.  Density was similarly solved on the surface boundary, but with pressure calculated 
from PSP measurements. The boundary conditions are summarized in Fig. 6.10.  
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Fig. 6.10.  Summary of boundary conditions for ccPIV. 
 
 
6.2.3 5th-order Scheme 
For the 5
th
-order scheme the fluxes are first calculated from Eqns. (6.29) – (6.34).  
The fluxes are then reconstructed at nodal values of i+1/2, j+1/2, and k+1/2 (i.e. a 
staggered mesh is created) using a 5
th
-order weighted essentially non-oscillatory 
(WENO) scheme. The formulation of the WENO scheme has been discussed in detail in 
many papers [148-150].  From Zhang and Jackson [150], relevant equations to the 
present work will be summarized following their discussion.  
For clarity, let f be the flux component in the x-, y-, or z-directions, Eqns. (6.29) and 
(6.34).  The reconstruction of f in a single spatial direction based on the 5
th
-order WENO 
scheme can be expressed as: 
3
1/2 1/2
1
ˆ ˆ k
j k j
k
f f 

 ,    (6.42) 
where 1/2
ˆ k
jf  is a 2
nd
-order polynomial reconstruction of f on the k
th
 set of stencils and the 
nonlinear weights ɷk are: 
 
3 2
1
,    k lk l
l
l
l
 
 
 

 

.   (6.43) 
In the case of positive flux, Eqns. (6.29), (6.31), and (6.33), we have γ1 = 0.3, γ2 = 0.6, γ3 
= 0.1 and 1/2
ˆ k
jf   can be computed as: 
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1
1/2 1 2
1 5 1ˆ
3 6 6
j j j jf f f f     ,   (6.44) 
2
1/2 1 1
1 5 1ˆ
6 6 3
j j j jf f f f      ,   (6.45) 
3
1/2 2 1
1 7 11ˆ
3 6 6
j j j jf f f f     ,   (6.46) 
with the smoothness indicators βl given by: 
   
2 2
1 1 2 1 2
13 1
2 3 4
12 4
j j j j j jf f f f f f          ,       (6.47) 
   
2 2
2 1 1 1 1
13 1
2
12 4
j j j j jf f f f f         ,             (6.48) 
   
2 2
3 2 1 2 1
13 1
2 4 3
12 4
j j j j j jf f f f f f          .             (6.49) 
For negative flux, Eqns. (6.30), (6.32), and (6.34), we have γ1 = 0.1, γ2 = 0.6, γ3 = 0.3 and 
the formulations for 1/2
ˆ k
jf   and the smoothness indicators become: 
1
1/2 1 2 3
11 7 1ˆ
6 6 3
j j j jf f f f      ,     (6.50) 
2
1/2 1 2
1 5 1ˆ
3 6 6
j j j jf f f f     ,     (6.51) 
3
1/2 1 1
1 5 1ˆ
6 6 3
j j j jf f f f      ,      (6.52) 
and the smoothness indicators are: 
   
2 2
1 1 2 3 1 2 3
13 1
2 3 4
12 4
j j j j j jf f f f f f            ,            (6.53) 
   
2 2
2 1 2 2
13 1
2
12 4
j j j j jf f f f f        ,            (6.54) 
   
2 2
3 1 1 1 1
13 1
2 4 3
12 4
j j j j j jf f f f f f          .              (6.55) 
Finally, Є is set to 10-6 to avoid divisions by zero in the calculations of the smoothness 
indicators [150].  Eqns. (6.42) – (6.55) should be applied individually to the fluxes in the 
x-, y-, and z-directions, and for positive and negative fluxes.  Using the WENO scheme 
the reconstructed fluxes at grid points i+1/2, j+1/2, and k+1/2 denoted as: 
1/2 1/2 1/2 1/2 1/2 1/2
,     ,     ,     ,    ,     u u v v w wF F F F F F
      are calculated.  The total flux in each spatial 
direction is then computed: 
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1/2 1/21/2
ˆ ˆ ˆ( , , ) ( , , ) ( , , )u u uF i j k F i j k F i j k
            (6.56) 
  
1/2 1/21/2
ˆ ˆ ˆ( , , ) ( , , ) ( , , )v v vF i j k F i j k F i j k
            (6.57) 
1/2 1/21/2
ˆ ˆ ˆ( , , ) ( , , ) ( , , )w w wF i j k F i j k F i j k
            (6.58) 
As a reminder to the reader, the fluxes given by Eqns. (6.56) to (6.58) are computed on a 
staggered mesh.  Therefore, the indices are denoted as ˆˆ ˆ( , , )i j k , where ˆ 1/ 2i i  , 
ˆ 1/ 2j j  , and ˆ 1/ 2k k  .  An illustration of the computation stencil is shown in Fig. 
6.11 for clarity. 
  
Fig. 6.11. Illustration of staggered mesh in two-dimensions 
 
 
The flux derivatives are then calculated: 
1/2 1/2 1/2
ˆ ˆ( , , ) ( , 1, )
ˆ ˆ( , , ) ( , 1, )
u u uF F i j k F i j k
x x i j k x i j k
  

  
                     (6.59) 
1/2 1/2 1/2
ˆ ˆ( , , ) ( 1, , )
ˆ ˆ( , , ) ( 1, , )
v v uF F i j k F i j k
y y i j k y i j k
  

  
                     (6.60) 
1/2 1/2 1/2
ˆ ˆ( , , ) ( , , )
ˆ ˆ( , , ) ( , , 1)
w w wF F i j k F i j k
z z i j k z i j k
 

  
                      (6.61) 
The density at time t + ∆t can then be solved for: 
1/2 1/2 1/21 u v wr r
F F F
t
x y z
 
   
     
   
 
                  (6.62) 
where again, ρr is the density at time t and ρr+1 is the density at t + ∆t.  In initializing ρrfor 
the WENO scheme, values from the 1
st
-order scheme are used.  Also, since the WENO 
scheme requires three boundary points, linear extrapolation from interior values is again 
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used when possible.  For other boundaries where extrapolation cannot be used (e.g. for 
the case of upstream boundaries in a supersonic flow), values from the 1
st
-order sheme 
are used and held constant. 
 
6.2.4 Two-Dimensional Subsonic Boundary Layer: ccPIV Validation I 
In validating the ccPIV code described above, data for two flow fields from CFD 
simulations were used.  To this end, velocities from CFD data were used in the ccPIV 
scheme and density solved for from the equations given above.  The density computed 
from the ccPIV scheme was then compared with densities given from a CFD simulation, 
as a method of validating the code.  
The first of these is a subsonic boundary layer that forms over a flat plate; the work is 
after Blazek [151].  Color contours for the x-velocity, y-velocity, density, and 
temperature are shown in Fig. 6.12 and relevant flow conditions are summarized in Table 
6.2. The flow direction in Fig. 6.12 is from left to right and the upstream edge of the 
 
 
(a)  
 
(b)  
 
 
(c)  
 
(d)  
Fig. 6.12 (a) Streamwise velocity, (b) transverse velocity, (c) density, and (d) temperature, taken after 
Blazek et al.  All values are nondimensionalized by their freestream values 
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Table 6.2. Summary of Flow Field Properties 
  
Freestream Mach Number 0.5 
Reynold’s  Number per meter 5000 
Freesteam Velocity [m/s] 169.5 
Freesteam Density [kg/m
3
] 1.21 
Freesteam Temperature [K] 288 
Freesteam Pressure [Pa] 100300 
   
 
flat plate is located at the spatial coordinates of (x, y) = (0, 0).  The domain size consisted 
of 161 grid points in the x-direction and 65 points in the y-direction. Also, the time step 
size was 0.25•∆tmax.  Again, the velocities from the CFD simulation were used for the 
ccPIV technique only as a means of validation to the code; normally, these velocities 
would come from experimental data through PIV.  Also, the freestream density (Table 
6.2) was used as an initial guess for the entire flow field.  While the robustness of the 
code developed for the ccPIV scheme was not specifically investigated, as will be shown 
in the discussion to follow, the use of the freestream density as an initial guess was used 
and resulted in good solutions. Freestream and downstream boundaries were calculated 
by linear extrapolation and density values from the CFD simulation were used (for the 
purposes of validation) and held as constant on the upstream and surface boundary.   
The results of the 1
st
-order and 5
th
-order scheme are shown in Fig. 6.13 as color 
contours of the density along with the L2-norm.  As can be seen by Fig. 6.13, the 1
st
-order 
scheme, image (a), was able to capture the general characteristics of the flow field and 
the 5
th
-order scheme is in near perfect agreement with the CFD solution shown in Fig. 
6.12 (c).  The agreement in the solutions is more clearly shown in Fig. 6.14 which is for 
density values at three streamwise locations as a function of wall distance.  In Fig. 6.14, 
the three streamwise positions were for x = 0.5 mm, x = 1 mm, and x = 1.5 mm. The 5
th
-
order solution deviated greatest at the streamwise location of x = 1.5 mm.  However, the 
maximum deviation was still less than 2% of the CFD solution.   
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(a)  
 
(b)  
 
 
(c)  
 
(d)  
 
Fig. 6.13. Steady state solution for density contours and L2-norm time trace for 1
st
-order – (a), (b), 
and 5
th
-order – (c), (d) numerical schemes.  
 
 
 
   
(a)  (b)  
 
(c)  
Fig. 6.14. Density as a function of distance from the wall for three streamwise slices measured from 
the start of the flat plate: (a) x = 0.5 mm, (b) 1 mm, and (c) 1.5 mm 
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6.2.5 Three-dimensional Transverse Jet: ccPIV Validation II 
The second flow field used for validation is after Tylczak et al. [152] and is on a sonic 
transverse jet injected into a supersonic crossflow.  This flow field is three-dimensional, 
and x-, y-, and z- velocities are need.  The z-velocities were assumed to be symmetric and 
oppositely directed and were taken on the four planes of: z = 0, z = 0.5 mm, z = 1 mm, 
and z = 2 mm.   
The domain size considered consisted of 161 grid points in the x-direction and 65 
points in the y-direction.  Color contours for the x-velocity, y-velocity, density, and 
temperature are shown in Fig. 6.15 and relevant flow conditions are in Table. 6.3.  The 
axes of all the images in Fig. 6.15 have been non-dimensionalized by the jet exit diameter 
(D = 4.8 mm).  The z-velocities are not shown in Fig.15, but resulted in fluxes, Eqns. 
(6.33) and (6.34), that were nearly an order of magnitude lower than the x- and y- 
contributions.   
 
 
(a)  
 
(b)   
 
 
(c)  
 
(d)  
 
Fig. 6.15. (a) Streamwise velocity, (b) transverse velocity, (c) density, and (d) temperature, taken after 
Tylczak et al. [152]. 
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Table 6.3. Summary of Flow Field Properties 
  
Freestream Mach Number 2.5 
Reynold’s  Number per meter 5.5e7 
Freesteam Velocity [m/s] 573 
Freesteam Density [kg/m
3
] 0.45 
Freesteam Temperature [K] 137 
Freesteam Pressure [Pa] 17714 
   
 
Color contours of the density along with the L2-norm are shown for the 1
st
-order and 
5
th
-order schemes in Fig. 6.16.  In comparing the images in Fig. 6.16 with the density  
 
 
 
(a)  
 
(b)  
 
 
(c)  
 
 
(d)  
Fig. 6.16. Steady state solution for density contours and L2-norm time trace for 1
st
-order – (a), (b), 
and 5
th
-order – (c), (d) numerical schemes.  
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contours in Fig. 6.15 (c) it can be seen that both the 1
st
-order and 5
th
-order solutions are in 
good agreement with the CFD solution.  The differences in the densities between the 
solutions are greatest just upstream of the jet exit and in the area of the Mach disk, and is 
likely due to the z-velocity component, which was only available for z-planes that had a 
large spatial separation and likely introduced errors.  Additionally, errors may also be 
able to be reduced by increasing the number of grid points used in the simulation. Unlike 
the subsonic boundary layer in the above section, there was little difference in the 
solutions between the 1
st
- and 5
th
- order schemes.  In Fig. 6.16 (b) and (d) the L2-norm is 
given for both solutions.  Fig. 6.31 (b) is for the 1
st
-order solution which converges 
similar to the solution from the subsonic boundary layer.  However, for the 5
th
-order 
scheme, the L2-norm was only able to converge to a value of approximately 5e-4.  In this 
way, for the 1
st
-order solution the absolute value of the L2-norm was used to determine 
convergence, but for the 5
th
-order solution how the L2-norm was changing with each 
iteration need to be monitored.   
Density values at three streamwise locations as a function of wall distance are shown 
in Fig. 6.17. The three streamwise locations were x/D = -1 (just upstream of the jet exit), 
x/D = 0 (the center of the jet exit), and x/D = 1 (just downstream of the jet exit).   
 
 
   
(a)  (b)  (c)  
Fig. 6.17. Density as a function of distance from the wall for three streamwise slices measured from 
the center of the jet: (a) x/D = -1 (b) x/D = 0, and (c) x/D = 1 
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6.2.6 Two-Dimensional Supersonic Boundary Layer 
After validating the code with the two flow fields described above, ccPIV was applied 
to experimental PIV velocities.  The first flow field considered was of a two-dimensional 
supersonic boundary layer.  Color contours of streamwise and transverse velocities are 
shown in Fig. 6.18 and experimental conditions are summarized in Table 6.4.  In Fig. 
6.18 the velocity data were constructed with 1344 PIV images that were time-averaged. 
The velocity direction is from left to right and the velocity in the y-direction is less 
 
 
 
(a)  
 
(b)  
Fig. 6.18. Streamwise and transverse velocities for a supersonic boundary layers 
 
 
 
Table 6.4. Summary of Flow Field Properties 
  
Freestream Mach Number 2.45 
Reynold’s  Number per meter 8.4e7 
Freesteam Velocity [m/s] 579 
Freesteam Density [kg/m
3
] 0.68 
Freesteam Temperature K] 140 
Freesteam Pressure [Pa] 27256 
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than 1% of the freestream velocity.  Also, the PIV dataset is a subset of velocity data for a 
sonic transverse jet in a supersonic crossflow, which will be described in the next section.  
To this end, the axes have been non-dimensionalized by the jet exit diameter (D = 4.8 
mm) and have been arranged such that the jet exit is located at the coordinates of (x/D, 
y/D) = (0, 0).   
The results for the extracted density for the 1
st
-order and 5
th
-order ccPIV schemes are 
shown in Fig. 6.19.  As shown in Fig. 6.19, the results from both schemes are in good 
agreement with each other.  The agreement between the solutions is shown more 
quantitatively in Fig. 6.20, which is shown for the density as a function of vertical 
distance from the wall for both schemes at three streamwise locations (x/D = -3.75, x/D = 
-3.5, and x/D = -3.25).  For comparison, a solution from CFD data from Ref. [152] is also 
shown with the solutions in Fig. 6.20. 
 
 
(a)  
 
(b)  
 
 
(c)  
 
 
(d)  
Fig. 6.19 Steady state solution for density contours and L2-norm time trace for 1
st
-order – (a), (b), and 
5
th
-order – (c), (d) numerical schemes.  
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(a)  (b)  (c)  
Fig. 6.20. Density as a function of distance from the wall for three streamwise slices measured from 
the start of the flat plate: (a) x/D = -3.75 (b) -3.5, and (c) -3.25 
 
 
6.2.7 Three-dimensional Transverse Jet 
Lastly, the ccPIV technique was used to extract densities for experimental velocities 
for a sonic transverse jet in a supersonic crossflow.  The experimental conditions are 
identical to those described in section 6.1.5 above for the supersonic boundary layer.  
However, the flow field was also highly three-dimensional and since only two-
dimensional experimental velocities were available from the PIV data an empirical 
relation based on an approximate fit to CFD data [152] was used for z-component 
velocities.  The empirical relation for the z-component velocities (w) is: 
2
, max
1
2jet exit
u v z y
w u
u v D y


 
  
 
   (6.63) 
where in Eqn. (6.63), u, v, y, z, D are the streamwise velocity, transverse velocity, y-
direction spatial coordinate measured from the surface, z-direction spatial coordinate 
measured from the center-plane, and the jet exit diameter (D = 4.8 mm); the subscript ∞ 
again also denotes the freestream condition. Eqn. (6.63) was derived from several 
observations for the velocities u, v, and w: 1) upstream of the jet exit w ≈ v ≈ 0, and u = 
u∞, 2) in the freestream (i.e. at y → ymax) w ≈ v ≈ 0, and u = u∞, and 3) as u, v, and w are 
each much greater than zero.  As a means of comparison, color contours of the flux (ρ•w) 
on the x,y-plane from z = 0.5 mm are shown in Fig. 6.21.  Image (a) in Fig. 6.21 is 
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(a)  
 
 
(b)  
Fig. 6.21. Fluxes on the x,y-plane for z = 0.5 mm from a) CFD solutions [152] and (b) Eqn. (6.46) 
 
from CFD solutions [152] and image (b) Eqn. (6.46).  It should be noted that the z-
direction fluxes were nearly an order of magnitude lower than the fluxes in the x- and y-
directions.  Also, color contours for the u, v, and w velocities are shown in Fig. 6.22 and 
experimental conditions have been summarized in Table 6.5.  
 The results of the extracted density from the ccPIV scheme are shown are shown 
in Fig. 6.23 as color contours for the 1
st
-order and 5
th
-order technique along with the L2-
norm.  For comparison, in Fig. 6.24, both the 1
st
-order and 5
th
-order solutions are 
compared with a CFD solution from Ref. [152] at three streamwise  locations.  The three 
streamwise locations are for x/D = -1, x/D = 0, and x/D = 1.  From Fig. 6.23 and Fig. 
6.24, the ccPIV technique was able to capture the general characteristics of the transverse 
jet flow field with relatively good agreement.  It should be noted that in Fig. 6.24, since 
the density in the freestream and jet exit were slightly different for the experimental and 
CFD conditions, their magnitudes are slightly different. However, for all three 
streamwise locations shown in Fig. 6.24, the ccPIV scheme was able to capture the 
overall characteristics of the flow field.  Finally, if an improved empirical relation for the 
z-velocities is used (instead of Eqn. 6.63), or if experimental velocity data were available, 
the agreement between the densities for the CFD solution and the experimental data 
should likely improve.  
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(a)  
 
(b)   
 
 
(c)  
 
 
 
Fig. 6.22. (a) Streamwise velocity, (b) transverse velocity, and (c) z-component velocities 
 
 
 
Table 6.5. Summary of Flow Field Properties 
  
Freestream Mach Number 2.45 
Reynold’s  Number per meter 8.4e7 
Freesteam Velocity [m/s] 579 
Freesteam Density [kg/m
3
] 0.68 
Freesteam Temperature K] 140 
Freesteam Pressure [Pa] 27256 
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(a)  
 
(b)  
 
 
(c)  
 
 
(d)  
Fig. 6.23. Steady state solution for density contours and L2-norm time trace for 1
st
-order – (a), (b), 
and 5
th
-order – (c), (d) numerical schemes.  
 
   
(a)  (b)  (c)  
Fig. 6.24. Density as a function of distance from the wall for three streamwise slices measured from 
the center of the jet: (a) x/D = -1 (b) 0, and (c) 1 
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6.3 Summary 
An order-of-estimate PIV uncertainty analysis was presented.  With this technique, 
PIV experimenters can evaluate their PIV data uncertainty to a reasonable accuracy.  It is 
intended to be general enough to be followed for any flow, but was demonstrated for an 
example case of a jet in a cross flow.  The uncertainty due to the PIV equipment was 
determined by considering several sources that researchers may commonly encounter.  
Analysis of these sources resulted in an uncertainty of approximately 0.5% of the local 
velocity, in the streamwise and transverse directions.  The uncertainties due to particle 
lag were also analyzed by forming an equation for the relevant forces that influence 
particle dynamics.  Most significant amongst these was the Stokes particle drag.  In 
evaluating the particle lag, it was determined to be more beneficial to express the 
uncertainties as a slip velocity.  Additionally, by plotting color contours of the slip 
velocity, salient features within the flow field were able to be more easily identified.   
Lastly, a numerical scheme was developed (ccPIV) to computationally solve the 
continuity equation based on PIV velocity data. A first 1
st
-order and 5
th
-order scheme 
were developed, the latter being through a weighted essentially non-oscillatory scheme, 
termed WENO. The scheme was validated using velocities from CFD simulations, for 
both 2- and 3-dimensional flow fields.  The computed velocities from CFD solutions 
were then compared with those from the ccPIV technique and were seen to be in good 
agreement.  The ccPIV technique was then applied to experimental PIV velocities for two 
flow fields.   
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Chapter 7  
 
 
Conclusion 
 
 
 
 
 
The contributions of this dissertation to the scientific community fall into three main 
areas of study: 1) investigation of flow control techniques, 2) direct application of flow 
control, and 3) diagnostic development. Primary results and suggestions for future work 
will be summarized here.  
Three techniques for plasma-based flow control were considered.  The first was for 
plasma generated by the laser induced optical breakdown of air (or laser spark).  In this 
study, a detailed investigation of the effect of wavelength and ambient pressure over the 
range of 0.1 to 1 atm on a laser spark in air was performed.  From this study, it was seen 
that for a fixed input laser energy, the energy absorbed by the gas decreases with pressure 
and wavelength.  Similar to energy absorbed, spark size decreased with pressure for both 
wavelengths tested.  Also, results from spectroscopy showed that for a wavelength of 532 
nm the temperatures for each of the three pressures were in good agreement.  However, 
for a wavelength of 266 nm, differences in temperature with increasing pressure were 
observed.  From this study, flow control methods using laser spark physics have been 
further characterized.   
For the plasma generated with microwaves, the investigation demonstrated the 
possibility of using a microwave-based device for flow control.  However, additional 
studies are needed to further optimize this setup and understand the system dependencies 
on a flow field with pulsing frequency and pressure.  The experimental setup used 
included a quarter-wave coaxial resonator, which allowed the microwave energy to be 
used for generating plasma.  Diagnostic tools for characterizing the plasma have been 
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demonstrated as well as quantifying the efficiency of the system. The effectiveness of the 
pulsed plasma generation as a device for local flow control was shown with phase 
averaged schlieren images which illustrated the formation of a blast wave in the resulting 
flow field.  The vibrational and rotational temperatures of the plasma were also 
determined for a range of pressures and pulsing frequencies 
Lastly, for the flow control induced by a localized arc filament plasma actuator 
system, several diagnostics were conducted to characterize the plasma produced.  These 
diagnostics included: emission imaging, schlieren imaging, current and voltage probes, 
particle image velocimetry (PIV), and emission spectroscopy.  Analysis of the data from 
the diagnostics suggested several conclusions to optimize the system electrically and for 
flow control applications.  Electric measurements showed that the power discharged by 
the plasma was maximized for a current between 300 – 400 mA, with little effect from 
electrode separation distance.  This result was also consistent with trends observed from 
spectroscopic data, where plasma current primarily affected rotational and vibrational 
temperatures, and electrode separation appeared to be a second order effect.  Also, 
velocity measurements obtained from PIV showed a maximum induced velocity field 
from the plasma actuators of 5 m/s for 5 kHz pulsing frequency and 15 m/s for 500 Hz.  
The difference in induced velocities suggested a minimum time that is needed for the 
cavity to refill.   
For the application of flow control, a detailed analysis of a sonic transverse jet in a 
supersonic Mach 2.45 crossflow was conducted with flow oil visualizations,  pressure 
sensitive paint measurements, schlieren photography, and two-component velocity field 
data.  This broad array of measurement techniques used was not only valuable to further 
quantify characteristics of the flow field, but will also provide valuable quantitative 
information for comparison with future computational modeling efforts.  In addition to 
defining the unperturbed flow, the influence of laser excitation to the flow field was also 
examined.  The different diagnostics used revealed that the energy pulse disrupted the 
barrel shock and Mach disk of the flow field and caused a perturbation to the jet shear 
layer.  This perturbation resulted in the formation of several vortices, two of which 
remained coherent for the flow times considered.  Significant differences were also 
observed for introducing the excitation at different positions in the flow, relative to the jet 
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exit.  These results suggest the possibility of using laser excitation as a control technique 
for mixing applications that involve a transverse jet flow field.  However, further studies 
are needed to define the parameters of the forcing that result in the most optimized flow 
field, as well as further quantifying the influence on mixing.  Among many others these 
include: the power of the laser pulse and repetition rate.  Additional studies are also 
needed to further investigate the interaction between the jet and plasma pulse.  In 
particular, the energy pulse affects the local jet density and causes jet spread to be 
different from that of a continuously injected low-speed jet.  However, the effect needs to 
be further quantified and the underlying physics better understood. 
Lastly, for diagnostics development an order-of-estimate PIV uncertainty analysis 
was presented.  With this technique, PIV experimenters can evaluate their PIV data 
uncertainty to a reasonable accuracy.  The techniques developed were intended to be 
general enough to be followed for any flow, but were demonstrated for an example case 
of a jet in a cross-flow.  The uncertainty due to the PIV equipment was determined by 
considering several sources that researchers may commonly encounter.  Analysis of these 
sources resulted in an uncertainty of approximately 0.5% of the local velocity, in the 
streamwise and transverse directions.  The uncertainties due to particle lag were also 
analyzed by forming an equation for the relevant forces that influence particle dynamics.  
Most significant amongst these was the Stokes particle drag.  In evaluating the particle 
lag, it was determined to be more beneficial to express the uncertainties as a slip velocity.  
Additionally, by plotting color contours of the slip velocity, salient features within the 
flow field were able to be more easily identified.  The hope is that this procedure will 
offer present and future researchers a valuable analytical tool that can be used in a variety 
of fluid dynamic investigations.   
As part of this effort, a computational scheme was developed to solve the continuity 
equation from PIV velocity data.  The technique, termed ccPIV, allows for density to be 
solved using a 1
st
- and 5
th
-order flux-splitting scheme.  The ccPIV technique was applied 
to two flow fields from CFD data for validation of the code and to two experimental flow 
fields using PIV velocity data.   
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