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Resumo 
As tecnolog1as ma1s tradicionais defírewal!- filtros de pacotes e agentes proxy- apresentam algu-
mas limitações que dificullam o supone a certos serviços e protocolos TCP/ IP. que neste trabalho 
são denominados de "serv1ços inseguros". Em geral, a úmca alrernat1va oferec1da, para ehmmar 
os nscos e pro,·er um amb1ente mais seguro. é o stmples bloqueio incondicional de todo tráfego 
para estes ser-v1ços Servtços baseados em RPC e UDP são exemplos importantes desta classe. 
Entretanto, um grande número de novos e Interessantes servtços-em sua ma1oria baseados 
em UDP e portanto mseguros-têm surgido mu1to rap1dameme com o sucesso da lmemet Faz-
se necessáno, portanto. o uso de novas estratégias e. ou tecnologias para permitir a utilização de 
ta1s serviços sem comprometer a segurança do ststema Este trabalho tem o objetivo de mostrar 
que filtros de pacotes com estados são uma excelente solução para a provisão destes serviços 
mseguros Como aplicação do estudo realizado neste trabalho. são apresentados detalhes da 
1mplemenraçào de um filtro de pacotes com estados capaz de suportar serv1ços baseados em RPC 
e que será oficialmente mcorporado ao kernel do Linux (série 2.4) 
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Abstract 
Most tradicional firewall technologies , SLIC h as packet filters and proxy agents. present some lim-
üations that make it difficult to suppon: some TCP/ IP services and prowcols, hereafter ca!Jed 
"unsecure services". In general, rhe only alternative offered to elimina te the risks and to prov1de 
a more secure environment, is simply to unconditionally deny ali rraffic for these services. UDP 
and RPC based services are important examples of this class of services. 
However, a great deal of new and interesting services- mainly UDP based andas such unse-
cure-have appeared lately with the Internet's success. lt is becoming necessary, therefore, the 
use of newer strategies and/ or technologies to allow these services without jeopardizing the 
security of the network. The goal od this work is to show that stateful packet filters are an exce-
llent solution for the provision of such unsecure services. As an applicauon of this study, details 
of a stateful packet filter implementation are presented, one that is able to support RPC-based 
services, and that will be officially incorporated into the Linux kernel (2 4 series). 
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Capítulo 1 
Introdução 
Na década de 60, no auge da guerra fria, o DoD (Departamento de Defesa Americano) tinha 
o projeto de construir uma rede de telecomunicações capaz de sobreviver a uma guerra nuclear. 
As redes telefônicas tradicionais eram consideradas muito vulneráveis. Deste esforço, surgiu uma 
rede de computadores comutada por pacotes conhecida como ARPANET. A grande vantagem 
desta rede era a redundância, permitindo que falhas em alguns nós intermediários não signifi-
cassem o fim de todas as comunicações entre pares de participantes da rede, ou seja, em casos 
de falhas envolvendo uma determinada rota, haveria provavelmente uma outra alternativa de 
roteamento para os pacotes. 
Nos anos 70, surgiu a arquitetura de protocolos TCP/IP cujo objetivo era facilitar a interco-
nexão das diferentes tecnologias físicas de rede que seriam usadas pela ARPANET, que nesta 
época ainda era uma rede relativamente pequena com alguns poucos computadores militares 
localizados nos EUA e em alguns países aliados, além de alguns outros em universidades ame-
ricanas engajadas no projeto. O TCP/IP nasceu com poucos mecanismos de segurança nativos, 
mas isso não era problema para a ARPANET, visto que todas as máquinas na rede eram conhe-
cidas e confiáveis entre si. Porém, graças às facilidades de interconexão trazidas pelo TCP/IP e 
ao fim da guerra fria, diversas outras redes menores (inclusive não militares) começaram a fazer 
parte da ARPANET, até chegarmos ao que hoje é a Internet. 
A popularização e crescimento da Internet trouxeram a exploração comercial da rede e o sur-
gimento de vários outros protocolos e serviços sobre a suíte TCP/IP original. Entretanto, também 
transformaram a rede em um ambiente inseguro. Por isso, os protocolos e serviços TCP/IP apre-
sentam sérios problemas para esta nova funcionalidade. Além disso, qualquer computador 
1 
2 
conectado à rede pode ser alvo de ataques de pessoas localizadas nos mais remotos lugares e, 
com isso, problemas de segurança em sistemas operacionais e demais softwares podem ser uma 
porta de entrada para estes atacantes. O resultado disto foi um esforço em busca de soluções 
para amenizar estes problemas de segurança e adequar a rede à esta nova realidade: fírewalls, 
adoção de criptografia a serviços e protocolos (uso do PGP, por exemplo), dentre outras. Há 
ainda propostas e padrões para a criação de um modelo de arquitetura TCP/IP segura: DNSsec 
(DNS Seguro) e IPsec (Arquitetura IP segura) são exemplos. 
O escopo deste trabalho é baseado exclusivamente em soluções defírewalls. A grosso modo, 
firewalls são elementos estruturais introduzidos na arquitetura TCP/IP com intuito específico 
para agregar segurança à Internet. Este trabalho tem como objetivo apresentar a mais nova gera-
ção de filtro de pacotes, filtro de pacotes com estados (Stateful Packet Filter, SPF), comparando-
a com as tecnologias mais tradicionais defirewall(filtros de pacotes tradicionais e agentesproxy) 
e mostrando que filtros de pacotes com estados podem oferecer um tratamento mais conveniente 
para certos serviços e protocolos (que será definido, neste trabalho, como serviços inseguros). 
Para estes serviços e protocolos, as tecnologias mais tradicionais não oferecem outras alternativas 
além do simples bloqueio incondicional de todo tráfego, o que pode ser inaceitável em muitos 
casos. Entre os principais representantes destes serviços e protocolos encontramos os serviços 
baseados em RPC e UDP. Reconhecidamente, estes são problemas para as tecnologias tradicio-
nais. 
Atualmente, têm surgido vá~ios novos protocolos e serviços que fazem uso do protocolo de 
transporte UDP, principalmente aqueles baseados em comunicação em tempo real na Internet: 
ICQ, Netmeeting, CU-SeeMe e similares. Além disso, ele é preferido ao TCP em sessões de curta 
duração com poucos dados envolvidos ou para eliminar o custo computacional associado ao 
processo de estabelecimento e encerramento de conexões. Portanto. a filtragem de todo tráfego 
UDP pode não ser sempre a melhor solução e será visto, ao longo do trabalho, que um SPF pode 
solucionar este problema. 
Em resumo, o capítulo 2 apresenta as diversas vulnerabilidades existentes na arquitetura de 
protocolos TCP/IP e discute sobre falhas de segurança nas implementações dos sistemas opera-
cionais e dos softwares que implementam serviços e protocolos TCP/IP, servindo como uma 
motivação para o uso de tecnologias de firewall. No capítulo 3 serão vistas as vantagens e des-
vantagens de cada uma das tecnologias tradicionais de firewall. Além disso, filtros de pacotes 
3 
com estados serão brevemente apresentados. O capítulo 4 traz uma discussão sobre serviços 
inseguros dentro do escopo das tecnologias tradicionais de firewall. 
O capítulo 5 trata de filtros de pacotes com estados e mostra como eles podem lidar com 
estes protocolos e serviços vistos no capítulo 4. Esta nova geração de filtros de pacotes também 
será comparada com cada uma das tecnologias mais tradicionais discutidas no capítulo 3. reve-
lando que, em geral, agentes proxy ainda são considerados soluções mais seguras 
Um mecanismo de filtragem de pacotes com estados foi implementado no kernel do Linux 
(versão 2.3.• em diante), cuja implementação e funcionamento são detalhados no capítulo 6. No 
capítulo 7 serão mostradas as idéias usadas na implementação de um filtro com estados que ofe-
rece suporte a serviços baseados em RPC. Será visto que este novo filtro foi construído usando 
o filtro analisado no capítulo 6 e aprovado para a inclusão na distribuição oficial de Linux. espe-
cificamente na funcionalidade de firewall dos kemels 2.3.x (desenvolvimento) e 2.4.x (produ-
ção). Finalmente, o capítulo 8 traz uma conclusão do trabalho. 
Capítulo 2 
Vulnerabilidades dos protocolos TCP/IP 
Neste capítulo serão abordadas algumas das muitas vulnerabilidades que podem ser encontradas 
na arquitetura de protocolos TCP/IP. Além disso, serão discutidas também algumas falhas de 
segurança comuns em implementações dos diversos serviços e protocolos TCP/IP em sistemas 
operacionais. O objetivo deste capítulo é mostrar o porquê da necessidade de prover mecanis-
mos e modelos de segurança capazes de amenizar os efeitos destas vulnerabilidades, motivando, 
desta forma. o uso de tecnologias de firewall, que serão tratadas detalhadamente nos próximos 
capítulos. Vale ressaltar ainda que a arquitetura TCP /IP evolui continuamente, novos protocolos 
surgem sobre esta suíte herdando os antigos problemas e adicionando outros particulares; algu-
mas das suas antigas vulnerabilidades são corrigidas e, em paralelo, há trabalhos almejando um 
modelo de arquitetura TCP/IP segura que não são tratados no presente trabalho. 
2.1 Introdução 
Como já foi mencionado no capítulo anterior, a arquitetura de protocolos TCP/IP surgiu sem mai-
ores preocupações com segurança. Em uma rede relativamente pequena, como era o caso da 
ARP ANET, com algumas máquinas que honram os detalhes previstos nos padrões dos protoco-
los, segurança não é certamente a preocupação principal durante a especificação dos protocolos 
de rede. Mas a realidade que encontramos hoje na Internet é muito diferente. A Internet cresceu, 
continua crescendo muito rapidamente e deixou de ser um ambiente confiável onde se pode 
garantir que todos os computadores participantes da rede seguem perfeitamente as regras ado-
tadas por estes padrões pré-estabelecidos. Além disso, o seu papel fundamental está sofrendo 
grandes e rápidas transformações, devido principalmente ao advento do comércio eletrônico e 
4 
2.2 Vulnerabilidades do meio físico 5 
à exploração com fins lucrativos da rede como um todo. Ponanto, é necessário um esforço em 
busca de mecanismos e modelos que possam garantir um ambiente com um enfoque mais vol-
tado à segurança para suportar estas novas funcionalidades da rede, o que não é encontrado na 
suíte TCP/IP original. 
Uma das principais deficiências dos protocolos e serviços TCP/IP é usar esquemas baseados 
em endereços IP para autentic~r máquinas na rede [1][4]. A autenticação é feita com base no 
endereço IP de origem de um pacote recebido, todavia é impossível determinar com ceneza a 
idencidade da máquina que o tenha originado. Isso torna muito fácil para atacantes personifica-
rem outras máquinas da rede visando, por exemplo, abusar da relação de confiança entre algu-
mas máquinas, em uma rede local, para obter informações sigilosas [59][60]. Esta técnica de 
personificação é conhecida como IP spoofing1 e, geralmente, é utilizada com o objetivo de difi-
cultar o rastreamento da verdadeira origem de um ataque, servindo como base para ataques mais 
sofisticados. Além deste grave problema, TCP/IP não oferece muitas garantias de que a privaci-
dade dos dados dos pacotes tenha sido preservada ou de que estes dados não tenham sido alte-
rados quando em trânsito na rede [1]. Estes dois últimos problemas podem ser resolvidos com o 
estabelecimento de canais seguros, fazendo uso de técnicas e algoritmos de criptografia. entre 
os participantes. Canais seguros estão fora do escopo deste trabalho. O leitor mais interessado 
pode buscar informações no trabalho de Keesje Duane Pouw [33), que trata principalmente dos 
problemas relativos ao canal de comunicação. 
Serão vistos nas próximas seções, maiores detalhes de problemas associados às diversas 
camadas da arquitetura TCP/IP e falhas comuns nas suas implementações em sistemas operaci-
anais. 
2.2 Vulnerabilidades do meio físico 
A arquitetura TCP/IP não define nenhuma tecnologia básica no nível físico [22]. As tecnologias 
de redes locais apresentam problemas inerentes à sua própria natureza. Ataques que exploram 
estas vulnerabilidades são normalmente restritos às próprias redes locais, mas também podem 
ser usados como base para outFos ataques a protocolos de mais alto nível na hierarquia TCP/IP. 
L Vale ressaltar que, em IP spoofing, um atacante não obterá diretamente as respostas da máquin<~ alvo. Para t:stc 
fim, deve-se usar alguma outra técnica para forçar que todo o tráfego de pacotes seja roteado para a máquina do ata-
cante. Isto não é necessário se a localização do atacante facilitar a captum destes pacotes. 
2 3 UDP (User Datagram Protocol) 6 
2.2.1 Grampeando a rede 
Em tecnologias de rede onde o meio físico é compartilhado, como numa rede Ethernet, é pos-
sível configurar a interface de rede de uma máquina no modo "promíscuo", tornando possível a 
captura de todos os quadros transmitidos no meio [17]. Em ambientes UNIX, isso só pode ser 
feito com privilégios de super-usuário, mas em outros sistemas operacionais, como DOS e Win-
dows, não existe nenhuma restrição de acesso à interface de rede. Programas de captura de 
pacotes ou sniffers usam estas características e o fato de não haver cifragem nos dados dos data-
gramas IP para obter informações privilegiadas, como por exemplo senhas dos usuários numa 
rede local. 
2.2.2 ARP: Falso mapeamento em redes Ethernet 
O protocolo ARP (Address Resolution Protocon é responsável pelo mapeamento de endereços IP 
em endereços físicos [221. Basicamente, ARP trabalha enviando uma mensagem de broadcast per-
guntando qual o endereço Ethernet (físico) da interface que possui um determinado endereço 
IP. A máquina que tiver este endereço IP procurado, ou alguma outra configurada para respon-
der requisições ARP para ela (~rory ARP), responde informando o endereço físico correspon-
dente. O risco surge com a possibilidade de alguma máquina mal intencionada responder às 
requisições ARP com respostas falsas (ARP spoofing), desviando todo o tráfego para si [4]. 
2.3 UDP (User Datagram Protocol) 
UDP é um protocolo de transporte simples, não orientado a conexões1, sem estados, não confi-
ável (não há retransmissões, tratamento de datagramas duplicados nem reordenamento dos data-
gramas, por exemplo) e que simplesmente oferece para a aplicação um serviço semelhante ao 
oferecido pelo nível IP [91[221. Até mesmo a checagem do checksum em UDP é opcional. Além 
disso, UDP não oferece nenhum mecanismo para o controle de fluxo, podendo gerar congesti-
onamento na rede ou inundação de uma máquina mais lenta e, por conseqüência, um aumento 
no número de pacotes perdidos na rede. Como vantagens do UDP temos a eliminação do custo 
computacional relacionado ao estabelecimento, controle e encerramento das conexões. É, por-
1 Como UDP ~ um protocolo não orientado a conexões, o leitor poderá observar, ao longo deste trabalho, o uso da 
pabtvra ··sessão" ao invés de ·'conexão" quando UDP for o protocolo de transporte usado em uma comunicação. 
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tanto, preferido em aplicações onde desempenho é mais importante, como no caso do NFS 
(Network Fíle System) [22]. 
Por não existir procedimento para o estabelecimento de conexão nem números de seqüência 
como no TCP, aplicações baseadas em UDP são mais suscetíveis à falsificação de endereços IP 
[4][17]. Consequentememe, pacotes UDP são muito interessantes para ataques de negação de ser-
viço (DoS, Denial of Service) usando inundação de pacotes (flooding). Notar que ataques de 
negação de serviço não necess~riamente dependem de IP spoofing, mas o uso de endereços for-
jados permite que o atacante esconda a origem do ataque e, até mesmo, dificulte a detecção de 
DoS por redes que usem sistemas de detecção de intrusão [72]. O UDP jlooding consiste em 
enviar rapidamente uma grande quantidade de pacotes UDP para uma máquina alvo (46], escon-
dendo a verdadeira origem do ataque com o IP spoofing. Desta forma, o alvo começa a descartar 
pacotes pela impossibilidade de tratar todas as requisições, negando serviço. Algumas aplicações 
baseadas em UDP, que mantém estados de suas queries por intermédio de números seqüenciais, 
podem ser menos vulneráveis a ataques de IP spoofing, desde que estes números sejam gerados 
aleatoriamente [17]. 
Será visto mais adiante, Seção 4.2, página 39, que estas aplicações, que usam UDP como pro-
tocolo de transporte, são difíceis de tratar com as tecnologias tradicionais de firewall. Na 
Seção 5.2, página 48, será disc~nido como filtros de pacotes com estados podem resolver esta 
limitação das tecnologias tradicionais para o tratamento de aplicações baseadas em UDP 
2.4 TCP (Transport Contro/ Protocol) 
TCP, ao contrário do UDP, é orientado a conexões e confiável (trata da perda de pacotes, retrans-
missões e reordenação dos pacotes, por exemplo). Além disso, TCP é mais bem comportado em 
redes congestionadas e na comunicação entre máquinas com grande diferença em desempenho 
(tem mecanismos próprios para controle de fluxo). Para que estas características sejam possíveis, 
este protocolo de transporte mantém estados de todas as conexões em andamento. O controle 
das conexões é feito, principalmente, com o uso de números de seqüência e números de reco-
nhecimento (acknowledgment numbers) que são introduzidos no cabeçalho TCP dos pacotes 
[9][22]. Em conseqüência, TCP é menos sujeito a IP spoofing que UDP e ICMP. Entretanto, na 
próxima seção será visto que, principalmente em algumas implementações antigas, estes núme-
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ros de seqüência são fáceis de prever e, com isso, esta proteção extra pode ser sobrepujada sem 
grande esforço [59]. 
2.4.1 Ataques de DoS ao TCP 
Apesar da maior proteção oferecida pelos números de seqüência e pela manutenção dos estados 
das conexões, o primeiro pacOte TCP enviado no processo de estabelecimento da conexão 
(three-way handshaking) pode facilmente sofrer spoofing; existem alguns ataques de negação de 
serviço que se aproveitam deste fato. Um dos exemplos mais interessantes é o ataque de SYN 
jloodíng [81]. No processo de estabelecimento de uma conexão [22], uma máquina recebendo 
um pacote TCP com ajlag SYN ligada, deve responder com um pacote SYN/ACK à máquina que 
iniciou a conexão. A conexão é finalmente estabelecida quando a máquina, que enviou o SYN 
e recebeu o SYN/ACK, enviar um ACK, reconhecendo o pacote SYN/ACK recebido (ver Figura 
2, 1), Deve-se observar também, neste processo, a importância dos números de seqüência iniciais 
usados por cada máquina, mas este detalhe não será relevante nos ataques aqui descritos. 
Servidor [!] 
SYN 
SYN/ACK. 
AGK 
Conexio Estabelecida 
.c:-------
_____ ___, 
G 
! 
Figura 2.1: Three-Way Handshaking 
No ataque de SYN flooding, o atacante envia uma série de pacotes, geralmente com o ende-
reço de origem alterado para um endereço inexistente, para a máquina alvo com a flag SYN 
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ligada, indicando o pedido de conexão. Assim que estes pacotes são vistos pela máquina alvo, 
ela envia os respectivos pacotes com a flag SYN/ ACK ligada e fica esperando as confirmações 
para estes pacotes que nunca virão. Neste caso, as conexões ficam em estado pendente na cache 
de conexões semi-abertas do kernel do sistema operacional da máquina alvo, evitando-se, pos-
sivelmente, que outras conexões possam ser estabelecidas. Eventualmente estas entradas da 
cache serão removidas (expiração de timeouts), mas um atacante pode ficar gerando novos paco-
tes SYN indefinidamente e rapidamente. 
Existem algumas soluções [81] para tentar evitar os efeitos deste tipo de ataque: aumentar o 
tamanho da cache de conexões pendentes do kernel, diminuir o tempo de espera por confirma-
ções para o estabelecimento das conexões e a implementação de SYN cookies em sistemas ope-
racionais são alguns exemplos. As duas primeiras soluções somente aumentam o grau de 
dificuldade para o sucesso do ataque, mas não conseguem eliminar o problema por completo. 
O uso de SYN cookies, por sua vez, é uma solução bastante interessante para evitar este tipo de 
ataque. 
Nesta solução [81], um servidor, quando recebe um pacote com aflag SYN ligada. fazendo 
o pedido de conexão, gera um. cookie que será transmitido no pacote SYN/ ACK resposta. mais 
especificamente codificado no campo reservado ao seu número de seqüência inicial (ISN, Inicial 
Sequence Number). 
Na geração deste cookie, é usado um algoritmo que calcula uma função hash criptográfica. 
como o MOS, tendo como entradas as informações obtidas no cabeçalho TCP do pacote recebido 
com o pedido de conexão (endereço e porta de origem, número de seqüência usado pela 
máquina de origem, endereço e porta de destino) e um segredo (conhecido somente por este 
servidor). Notar que estas mesmas informações, copiadas dos cabeçalhos deste pacote SYN, 
seriam mantidas na cache de conexões semi-abertas no kernel no modo de operação normal. 
Porém, com este novo esquema, estas informações simplesmente geram um código hash, com 
no máximo 32 bits1, que é transmitido pela rede codificado junto ao número de seqüência inicial 
usado pelo servidor na nova conexão. O segredo é usado para que o servidor possa validar um 
cookie que ele tenha criado anteriormente. 
1. Tamanho do campo r~servado parJ. números de seqüênci;;. 
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Com o uso do cookie, nenhuma ou pouca informação precisa ser mantida no kemel do ser-
vidor sobre estas conexões semi-abertas. Desta forma, uma tentativa de ataque de SYN flooding 
não causará nenhum prejuízo. O cookie, junto ao número de seqüência, será incrementado pelo 
cliente e retornará ao servidor no campo reservado ao número de reconhecimento do pacote de 
ACK, concluindo o processo de three-way handshaking. Portanto, para o cliente tudo ocorrerá 
de maneira transparente, sem a necessidade de mudanças no protocolo TCP original. Este pacote 
ACK do cliente, ao chegar ao servidor, é verificado facilmente, usando a mesma função hash, as 
informações dos cabeçalhos no.pacote e o segredo do servidor. Caso o código hash obtido neste 
processo seja idêntico ao cookie retornado pelo cliente, pode-se concluir que trata-se de um 
pacote ACK estabelecendo uma conexão. As informações relativas à esta nova conexão são 
extraídas deste pacote, mantidas na tabela de conexões do kernel do sistema operacional e a 
conexão prossegue normalmente. Caso contrário, o pacote será rejeitado e um pacote RST trans-
mitido, como definido pelo protocolo TCP [22]. Vale mencionar aqui que o tratamento oferecido 
aos demais pacotes ACK do cliente é diferente, pois já existirá uma conexão estabelecida para 
eles, ou seja, já existirá uma entrada associada a estes pacotes na tabela de conexões. Atualmente 
esta solução tem sido implementada em muitos sistemas operacionais. SunOS e Linux são bons 
exemplos. 
Um outro ataque de negação de serviço, usando os pacotes TCP de pedido de conexão, que 
merece destaque, é o Land [6]. Este ataque explora a facilidade de spoofing e um problema na 
implementação da pilha de protocolos TCP/IP existente em alguns sistemas operacionais. Basi-
camente, consiste em enviar para uma máquina alvo um pacote com SYN ligado (pedido de 
conexão) usando o endereço desta máquina como endereços de origem e destino e um mesmo 
número de porta como portas de origem e destino. Quando a máquina tenta responder ao 
pedido de conexão, ela gera um toop "derrubando" o sistema operacional. 
2.4.2 Seqüestro de Sessão (Session Hijacking) 
Em um ataque de seqüestro de sessão, um atacante procura por uma conexão TCP já existente 
entre dois hosts e tenta tomar o controle sobre ela [4]. Vale notar aqui, a necessidade de que o 
atacante esteja estrategicamente localizado, inspecionando todo fluxo de dados da comunicação. 
Para tal, ele pode tomar o cont!ole de uma máquina (roteador ou um firewal[) pela qual passa 
todo tráfego de pacotes desta conexão ou tentar desvirtuar roteadores (Seção 2.7, página 14), 
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criando rotas para o ataque. Isso torna difícil a implementação deste ataque. Ao atacante é reque-
rida também a habilidade de acompanhar e controlar (dessincronizar) toda a sessão[85] ou, sim-
plesmente, negar serviço a uma das partes participantes, usando pacotes ICMP (como será visto 
na Seção 2.6, página 12) ou pacotes TCP forjados com ajlag RST ligada e roubar por completo 
a sessão. 
A proteção contra este tipo de ataque é extremamente difícil. Até mesmo mecanismos de 
autenticação mais rígidos nem sempre têm êxito na tentativa de evitar tais ataques. O uso de um 
bom esquema de autenticação e canais seguros combinados podem ser uma boa solução para 
evitar estes ataques. 
2.5 Ataques a Números de Seqüência (Sequence 
Number Atacks) 
Para manter estados de suas conexões e sessões, alguns protocolos recorrem a números de 
seqüência. Tais números permitem que os pacotes sejam ordenados logicamente e o protocolo 
siga corretamente a especificaç~o de alguma máquina de estados bem definida. Estes protocolos 
são, em geral, menos vulneráveis a IP spoofing. Obviamente. esta segurança extra somente exis-
tirá caso estes números usados não possam ser facilmente previstos1. O grande problema é que 
muitos dos protocolos de aplicação não têm esta preocupação. Um exemplo clássico é o caso 
de muitos resolvers (DNS) que sempre iniciam suas queries com um identificador igual a zero 
[241145]. 
TCP também usa números de seqüência para manter estados das suas conexões. Quando um 
cliente envia um pacote SYN a um servidor, este pacote carrega também o número de seqüência 
inicial (ISN) que será usado pelo ciente nesta conexão. O pacote SYN/ACK correspondente. 
transmitido pelo servidor, transporta o ISN usado pelo servidor nesta nova conexão e reconhece 
o número de seqüência usado pelo cliente. Finalmente, a conexão é estabelecida quando o di-
ente retoma ao servidor um o~tro pacote ACK reconhecendo o número de seqüência inicial 
usado pelo servidor (ver Figura 2.2). Com a conexão estabelecida, os números de seqüência sào 
usados para garantir a ordem de transferência dos dados para aplicaçào [9][22]. 
1. Como. em IP spoofing. o atacante nào é capaz de obter as respostas enviadas pela máquina alvo, pode ser nece~­
sário prever o número de seqüência usado por c.~ta máquina para o sucesso de um ataque. 
UNJCAMP 
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Figura 2.2: Números de Seqüência no TCP 
12 
Entretanto, implementações de TCP no kernel de alguns sistemas operacionais usam algorit-
mos simples para geração destes números e, portanto, permitem que atacantes facilmente des-
cubram qual será o próximo número de seqüência inicial utilizado por uma máquina [59]. Apesar 
de previsto por Steve Bellovin {1] em 1989, somente após o Natal de 1994 este ataque se tomou 
famoso, quando Kevin Mitnick usou a predição dos números de seqüência usados em uma deter-
minada implementação do TCP para invadir computadores de Tsutomu Shimomura. A 
Figura 2.3, página 13, mostra o esquema do ataque realizado pelo Mitnick usando IP spoofing 
para explorar, usando comandos "r" de Berkeley, a relação de confiança entre máquinas em uma 
rede local [60]. 
2.6 ICMP (Internet Control Message Protocol) 
O ICMP é um protocolo geralmente considerado parte do nível IP [22], que influencia direta-
mente no comportamento das conexões TCP e sessões UDP. Ele pode informar qual a melhor 
rota para enviar pacotes a um certo destino, reportar problemas com uma rota, terminar uma 
conexão por detectar problemas na rede, entre outras funções de controle. 
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Figura 2.3: Ataque de IP spoofing 
Pelas mesmas razões de UDP, pacotes ICMP são muito sujeitos a IP spoofing e são comuns 
ataques usando ICMP jlooding. Um tipo de ataque interessante de ICMP flooding implementado 
com mensagens ICMP de echo request e echo reply (as mesmas usadas pelo programa Ping) é 
um acaque conhecido como "Smurf'. Este ataque [12) utiliza o fato de que ao receber um pacote 
ICMP do tipo echo request outra mensagem do tipo echo reply é retornada à máquina de origem 
pela máquina destino. Portanto, uma mensagem de echo request pode ser enviada para o ende-
reço de uma sub-rede, rendo o endereço de origem alterado para uma determinada máquina 
alvo. Neste caso, todas as máquinas da sub-rede irão responder com uma mensagem do tipo 
echo reply para a máquina alvo, inundando a máquina ou rede alvos. Existem ainda variações 
mais poderosas deste ataque. Além disso, por reportar falsos problemas com rotas, pacotes ICMP 
forjados podem abonar conexões válidas [461. Este tipo de ataque é conhecido popularmente 
com o nome de "Nuke". 
Muitas mensagens ICMP recebidas em uma dada máquina são atreladas a uma conexão ou 
sessão em particular ou em resposta a algum pacote enviando pela mesma. Em tais casos, o cabe-
çalho IP e os primeiros 8 bytes do cabeçalho de transporte (corresponde aos endereços das 
portas de origem e destino usadas na comunicação: este valor é de 64 bytes em Solaris da Sun 
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Microsystems, definido através da variável icmp_return_data_bytes) são incluídos na mensagem 
ICMP [22]. Desta forma, o sistema operacional pode identificar o escopo das mudanças ditadas 
pelo ICMP. Portanto, uma mensagem de "Redirect" ou uma "Destination unreachable" devem 
ser específicas a uma conexão ou sessão. Contudo, implementações ICMP antigas não fazem uso 
desta informação e todas as conexões e sessões entre duas máquinas são afetadas [4]. Estas 
implementações são mais vulneráveis a ataques de negação de serviços. Mensagens ICMP forja~ 
das enviadas podem. portanto, derrubar todas as conexões e sessões legítimas existentes entre 
um par de bosts. 
No entanto, o perigo maior reside na possibilidade do uso de mensagens ICMP para desvir-
tuar rotas através de mensagens "Redirect". O que torna a implementação deste tipo de ataque 
mais difícil de ser implementado é que este tipo de mensagem só pode ser gerado em função 
de conexões existentes e deve ser originado de um gateway diretamente conectado à mesma 
sub-rede da máquina atacada [22]. Serão vistas, na próxima seção, outras estratégias que um ata-
cante pode usar com a finalidade de criar rotas para um ataque. Tendo o controle das rotas toma-
das pelos pacotes de uma sessão, qualquer atacante pode controlar por onde os pacotes de uma 
determinada conexão ou sessão devem fluir na rede e, consequentemente, fazer com que todo 
o tráfego passe por si mesmo ou realizar um ataque de negação de serviço induzindo o tráfego 
de pacotes a usar caminhos por. roteadores que não tenham como direcionar pacotes para o des-
tino desejado. 
2.7 Roteadores, Rotas e Protocolos de Roteamento 
Protocolos de roteamento sào mecanismos usados por roteadores em uma rede para dinamica-
mente descobrirem as melhores rotas para cada destino e detectarem possíveis problemas rela-
cionados a algumas de suas rotas [9]. Roteadores, portanto, podem usar algum algoritmo para a 
troca de informações com vistas a atualizar suas respectivas tabelas de rotas. 
A dificuldade em personificar completamente uma máquina está em se fazer com que todos 
os pacotes enviados à máquina legítima cheguem ao falso destino. Usando deficiências existen-
tes nos diversos protocolos de r9teamento, um atacante pode tentar subverter os roteadores entre 
ele e o alvo do ataque. Certos protocolos de propagação de rotas, principalmente RIP (Routing 
Information Protoco[), não têm como verificar se as informações recebidas, supostamente de 
roteadores vizinhos, são verdadeiras [4]. Desta forma, um atacante pode injetar informações de 
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roteamento, modificando de acordo com suas necessidades as tabelas de rotas dos roteadores. 
Alguns protocolos de roteamento, como RIP Versão 2 e OSPF (Open Shortest Path First), forne-
cem um campo de autenticação, além das informações de roteamento [22]. Entretanto, o meca-
nismo de autenticação definido usa simples passwords. Além disso, vale notar que ataques a 
roteadores usando o protocolo de roteamento podem propagar as informações forjadas pelos 
vários roteadores da rede. 
Além de usar as deficiências dos protocolos de roteamento e de ICMP redirects (como visto 
na seção anterior), um atacante pode manipular rotas facilmente usando a opção source routing 
do protocolo IP. Pacotes IP com esta opção são roteados não com base nas tabelas de rotas, mas 
conforme o caminho especificado pelo originador dos mesmos [4]. Entretanto, este tipo de 
ataque às rotas pode ser facilmente evitado usando uma facilidade hoje existente na maioria dos 
roteadores que permite rejeitar pacotes IP contendo esta opção. 
2.8 Nível de Aplicação TCP/IP 
Os diferentes serviços e protocolos de aplicação TCP/IP herdaram vários dos problemas dos 
níveis inferiores da pilha de protocolos TCP/IP e acrescentaram outros particulares. FTP (File 
Transfer Protoco{) e Telnet (Telecommunications Network Protoco[), por exemplo, usam somente 
passwords como esquema de autenticação, não oferecem nenhuma garantia de que os dados 
terão sua privacidade preservada e não sofrerão alteração [1][4]. O HTIP (Hypertext Transfer Pro-
toco[), protocolo no qual é baseada a Web, abriu espaço para o transporte de diversos tipos de 
dados encapsulados nos pacotes do protocolo e, graças a isso, surgem várias outras aplicações 
que tornam a Internet ainda mais interessante. Por outro lado, não oferece nenhum esquema 
suficientemente seguro de autenticação, não há cifragem nos diferentes tipos de dados, progra-
mas (applets Java, Javascript e similares) podem ser transmitidos e executados em diferentes luga-
res sem a necessidade de verificação de assinaturas digitais e integridade. demre outros 
problemas [4][10]. Aliás, esta grande diversidade de dados transmitidos no protocolo HTTP e a 
execução de programas armazenados remotamente são hoje um dos maiores problemas para os 
projetistas de firewalls [27]. 
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2.9 DNS (Domain Name System) 
O DNS é um serviço do nível de aplicação, que usa UDP ou TCP (quando o resultado de uma 
consulta excede o tamanho de 512 bytes), responsável pelo mapeamento de nomes em endere-
ços IP e vice-versa [22]. Como DNS é um banco de dados distribuído, existe pouco controle sobre 
a veracidade das informações divulgadas pelos diferentes domínios na Internet. Um atacante, por 
exemplo. controlando o mapeamento inverso de algum domínio pode criar um mapeamento de 
um número IP local (domínio do atacante) em um nome de uma máquina confiável de um outro 
sistema qualquer (sistema alvo). Desta forma, ele pode explorar serviços que se baseiam em 
nomes de máquinas como esquema de autenticação, como é o caso dos comandos "r" do Unix 
[2][50]. Atualmente os mais novos sistemas são imunes a este tipo de ataque. Estes sistemas com-
param o mapeamento inverso com o mapeamento direto (cross-check) em chamadas de sistema 
como gethostbyname. 
A ausência de um mecanismo seguro de autenticação de servidores abre a possibilidade de 
ataques visando a "poluição" da cache de respostas de servidores DNS ou dos próprios resolvers1 
Um atacante, por exemplo, pode simplesmente injetar informações falsas, dizendo ser o servidor 
DNS de um certo domínio. Pode-se usar, por exemplo, o campo de informações adicionais 
(introduzido com o objetivo de melhorar o desempenho [22], eliminando a necessidade de futu-
ras consultas) de uma resposta verdadeirn no processo de cross-check. Futurns consultas seriam 
desnecessárias e estas informações mantidas na cacbe seriam usadas. Um outro ataque que pode 
ser implementado, devido ao fraco esquema de autenticação, é o DNS spoofing. O atacante. 
usando alguma maneira para interceptar consultas de uma máquina alvo a servidores DNS de 
outros domínios ou simplesmente tentando prever números de identificação usados nas queries 
dos clientes DNS em uma máquina ou rede alvo, pode gerar respostas forjadas, passando-se pelo 
servidor real [451. 
Além destes problemas citados acima, o DNS oferece, em geral, informações preciosas para 
atacantes a respeito de uma rede privada. Uma boa política é a de não autorizar transferências 
de zona (zone tranfers) entre servidores secundários [2]. Para isto, pode-se simplesmente usar 
alguma tecnologia de filtragem de pacotes no firewall, evitando a passagem dos pacotes TCP do 
I. Em alguns casos, como na cxccudo de upplers Java. os resoh:ers tentam resolver nomes em outros domímos sem 
a ajuda de um servidor DNS local. 
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servidor DNS [10]. Entretanto esta solução não é suficiente, visto que um atacante paciente pode 
pesquisar todo o espaço de endereçamento via pedidos de resolução inversa, obtendo uma lista 
de nomes de máquinas numa rede local. A partir desta lista, eles podem deduzir e buscar outras 
informações. 
2.10 Implementações dos Softwares TCP/IP 
Além das várias deficiências de segurança existentes nos protocolos da pilha TCP/IP. que foram 
brevemente abordadas neste capítulo, as implementações destes protocolos e dos outros dife-
rentes serviços e protocolos de aplicação TCP/IP, em sistemas operacionais, têm historicamente 
apresentado sempre várias falhas de segurança. 
Ataques de buffer oveiflow' têm sido o mais comum problema de segurança associado às 
implementações de serviços e protocolos de aplicação TCP/IP. Só para se ter uma idéia deste 
fato, 9 de 13 das "CERT advisories'' de 1998 e pelo menos metade delas em 1999 envolviam huffer 
oveiflow [6][40]. Este tipo de ataque tem como objetivo geral subverter alguma função de um 
programa com privilégios especiais sobre o sistema operacional. Aproveita-se da ausência de 
verificação dos limites de tamanhos de huffers ou de problemas de oveiflow na alocação dinâ-
mica de memória, tais que o atacante possa obter controle deste programa e herdar estes privi-
légios [40]. 
O uso de algumas linguagens de programação, como Java, pode amenizar problemas de 
buffer oveiflow em programas. Oferecem mecanismos de garbage collection (coleta de lixo), 
evitam que o programador manipule apontadores de memória e que realize outras tarefas que 
possam proporcionar o surgimento destes problemas. Além disso, já existem ferramentas que 
procuram eliminar os efeitos de buffer overflows em linguagens de programação que não pos-
suem estas características presentes em Java. Um exemplo famoso é o Stackguard [40], que per-
mite ao gcc (gnu C) gerar binários que façam verificações em tempo de execução. Evitam-se 
assim que funções sejam subvertidas usando estouro na pilha do processo para reescrever ende-
reços de retomo. Em conseqüência, o problema com este tipo de ferramenta é que ela gera 
código menos eficiente. Além disso, ela somente impede que algum atacante obtenha controle 
do programa, parando a execução do programa imediatamente. Isso significa que neste caso. um 
atacante ainda pode causar prejuízos com ataques de DoS. 
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Algumas implementações da pilha de protocolos TCP/IP podem sofrer ataques explorando 
problemas no processo de remontagem de pacotes com seus fragmentos. Um ataque famoso de 
negação de serviço que se aproveita desta falha em alguns sistemas antigos é o ping of death. 
Este ataque consiste em enviar um pacote ICMP echo request suficientemente grande para uma 
máquina alvo. Como este pacote é fragmentado em trânsito, a máquina alvo não sabe como tratá-
lo. Além disso, certos pacotes indevidamente ou particularmente construídos, que conseguem 
passar pelos testes de sanidade do sistema operacional, podem derrubar uma máquina [46]. 
Vale ressaltar ainda que atacantes podem descobrir qual o sistema operacional usado em uma 
determinada máquina alvo, utilizando certas decisões de projeto1 tomadas na implementação da 
pilha de protocolos TCP/IP neste sistema [54][69]. Um atacante pode enviar uma seqüência de 
pacotes com certas características, como pacotes construídos com combinações atípicas deflags 
TCP ligadas, para uma determinada máquina e determinar o sistema operacional da máquina a 
partir dos pacotes recebidos como respostas. Esta informação pode ser muito interessante para 
um atacante, pois ele pode verificar as mais novas vulnerabilidades encontradas para esta plata-
forma e explorá-las em seu ataque, por exemplo. Algumas ferramentas de scanning (ver próxima 
seção), como o nmap [65][66], usam detalhes específicos de cada implementação para determinar 
qual o sistema operacional de uma máquina remota. 
2.11 Scanning 
Antes de realizar ataques a uma rede alvo, atacantes tentam coletar todas as informações possí-
veis sobre as máquinas da rede: a lista de máquinas, o sistema operacional de cada máquina, a 
topologia da rede, dentre outras. I.s.so permitirá que ele possa aprender quais os pontos fracos 
da mesma e como agir .sem chamar a atenção. Uma farramenta útil que pode ser utilizada para 
este fim é o Internet scanner. Sc;anners [14] têm como objetivo procurar por serviços e falhas que 
possam comprometer a segurança de uma máquina ou rede. 
Atualmente, os scanners mais usados são os chamados stealth scanners. Eles são conhecidos 
por este nome porque procuram esconder a origem do ataque e, principalmente. evitar sua 
detecção nos logs do sistema ou por ferramentas de detecção. Algumas ferramentas IDS 
1 As t:spt:cifkações dos protocolos TCP/IP, tm geral, deixam vários pontos em aberto. Isto permite comportamentos 
diftr<Ontt:~ nas diversas impkmtntacões destes protocolos. 
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(Jntrusion Detection System), como o scanlogd, verificam os cabeçalhos de transporte e de rede 
de pacotes recebidos por uma máquina e usam um conjunto de assinaturas destes ataques mais 
populares para detectar e registrar tentativas de scanning. Infelizmente, estas ferramentas não 
são perfeitas e falsos positivos e negativos são muito comuns. Além disso, alguns scanners são 
realizados lentamente, dificultando ainda mais sua detecção. 
2.12 Firewal/s 
Para proteger uma rede privada contra as várias ameaças vistas neste capítulo, pode-se usar fire-
walls. Firewall é um conjunto de sistemas situado entre uma rede privada e a Internet, que têm 
como principal função interceptar todo tráfego entre ambos e fazer uma filtragem, bloqueando 
potenciais ataques 1101. Neste trabalho, serão abordadas as diversas tecnologias de firewall. res-
saltando a capacidade de filtros de pacotes com estados de oferecerem suporte a uma classe de 
serviços que oferece problemas para as tecnologias mais tradicionais de firewall. 
Capítulo 3 
Tecnologias de Firewa/1 
Este capítulo tem o objetivo de apresentar as tecnologias mais tradicionais defirewall, apontando 
alguns dos seus respectivos pontos positivos e negativos. Além disso, introduzirá a nova geração 
de filtros de pacotes, filtros de pacotes com estados, que é o foco principal deste trabalho e será 
explorado com mais detalhes nos próximos capítulos. 
3.1 Introdução 
No capítulo anterior, foi visto que a suíte de protocolos TCP/IP e implementações de alguns dos 
softwares envolvidos apresentam diversas vulnerabilidades já amplamente conhecidas e que 
podem ser exploradas por pessoas mal intencionadas [44]. No momento em que uma rede local 
é conectada à Internet, surge de imediato, portanto, a preocupação com a segurança das suas 
informações vitais. Além disso, em certos casos outros cuidados precisam ser tomados com rela-
ção à disponibilidade dos serviços oferecidos em uma rede local, à confidencialidade e integri-
dade dos dados quando em trânsito pela Internet e em relação à autenticidade dos participantes 
em cada sessão. Estas preocupações com segurança, que têm se tornado ainda maior com a uti-
lização da Internet para fins comerciais, provocam o aumento dos esforços em busca de soluções 
capazes de agregar um maior grau de segurança às diversas camadas de comunicação da suíte 
TCP/IP e às respectivas implementações dos softwares. Hoje, já é possível encontrar, no mer-
cado, produtos das diversas tecnologias resultantes deste esforço:firewalls, IDS (/ntrusion Detec-
tion Systems), VPN (Virtual Private Network), Anti-Vírus, dentre outras. 
O escopo deste trabalho, como já foi afirmado anteriormente, compreende tecnologias de 
firewalls. O papel de um firewall é defender a rede privada das ameaças oriundas da rede 
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externa [10]. Por outro lado,firewalls não tratam dos problemas ligados ao canal lógico de comu-
nicação, não conseguem deter ataques provenientes de usuários dentro da própria rede privada 
e não necessariamente incrementam o nível de proteção individual de cada máquina dentro da 
rede interna1. Algumas destas limitações podem ser eliminadas ou somente amortizadas com o 
uso de outras tecnologias de segurança específicas, que estão fora do escopo deste trabalho. 
Como exemplo, os problemas relacionados ao canal de comunicação podem ser resolvidos com 
a adição de produtos de VPN que criam canais seguros (a informação é toda cifrada antes de ser 
transmitida no canal inseguro) para a troca de informações entre os panicipantes. Isto pode ser 
uma das explicações para a tendência cada vez maior dos soluções comerciais estarem combi-
nando diversas tecnologias de segurança em um mesmo produto [49], visto que cada uma delas 
tem suas próprias vantagens e desvantagens e tratam de problemas de segurança nos mais dife-
rentes níveis da comunicação. Existe hoje no mercado o conceito de firewall pessoal, cujo obje-
tivo é proteger uma máquina individualmente (o software de firewall pessoal é instalado e 
configurado na máquina a ser p·rotegida). Entretanto,firewall pessoal usa as mesmas tecnologias 
básicas de firewall que serão apresentadas neste capítulo, geralmente combinadas com outras 
soluções de segurança. Não se trata, portanto, de nenhuma nova tecnologia. O emprego de um 
firewall pessoal é bastante comum para que usuários móveis possam usar remotamente uma 
VPN corporativa sem comprometer a segurança da mesma. Neste caso. evita-se que o computa-
dor do usuário seja usado como uma porta dos fundos (backdoor) para a rede corporativa. 
Neste capítulo, serão vistas as tecnologias usadas para a implementação de firewalls, inde-
pendente da topologia e dos outros componentes necessários para a implementação defirewalls 
em redes locais (bastion hosts, por exemplo). O leitor mais interessado em uma discussão mais 
completa sobre arquiteturas e componentes defirewall é convidado a ler a referência [10]. 
3.2 Firewalls 
Um firewall é um sistema ou um conjunto de sistemas que implementam uma política de con-
trole de acesso entre duas redes. Para tal fmalidade, o firewall deve interceptar todo o tráfego 
de pacotes entre as duas redes e, com base na política de segurança interna, permitir ou bloquear 
I. Entretanto,firewalls podem c .são utili:>:ados internamente<! um site par.t compartimentali;mr áreas/regiô<:s/domí-
nios administr&tivos. 
<:ECAO C!RCULANT" 
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a sua passagem [25]. Desta forma, o firewall pode reduzir os riscos de ataques às máquinas loca-
lizadas internamente, controlando quais máquinas na rede externa podem estabelecer sessões 
com quais servidores internos e! por outro lado, quais máquinas internas podem estabelecer ses-
sões com quais computadores remotos. Como será visto nas próximas seções, dependendo da 
tecnologia empregada, ofirewall pode também inspecionar e efetuar filtragem no fluxo de dados 
trocado durante a comunicação, aumentando consideravelmente o grau de segurança. Quando 
a rede externa em questão é a Internet, chama-se o firewall de "Internet Firewall". 
3.3 Filtro de Pacotes Tradicional (Packef Fi/te" 
A filtragem de pacotes é o processo de seletivamente permitir ou bloquear o tráfego de pacotes 
entre duas redes, fazendo uso de um conjunto de regras de filtragem. Estas regras são baseadas 
em informações existentes nos cabeçalhos de cada pacote e, logo, a filtragem é feita em cada 
pacote de uma sessão individualmente [10][42]. No caso de datagramas IP, a filtragem pode ser 
feita usando-se informações corho endereços JP de origem e destino, portas de origem e destino, 
protocolo de transporte usado, tipo e código de pacotes ICMP, opções IP, dentre outras (a Tabela 
3.1 mostra as regras de filtragem para o serviço SMTP). Pode-se concluir que filtros de pacotes 
fazem todo seu trabalho principalmente nos níveis de rede e de transporte e, desta forma, são 
comumente implementados junto com o processo de roteamento em roteadores ou no kernel 
dos sistemas operacionais. Algumas implementações de filtros de pacotes também fazem algum 
trabalho na parte de dados dos pacotes. Filtros dinâmicos (que serão apresentados na 
Seção 3.3.2, página 28), por exemplo, geralmente procuram por certas informações na parte de 
dados dos pacotes e as utilizam para criar outras regras de filtragem dinamicamente. 
Por diversos anos, várias redes locais fizeram uso de roteadores escrutinadores (screening 
routers), implementados através de roteadores profissionais dedicados, para garantir a segurança 
de suas informações e controlar o acesso [10]. Estes roteadores simplesmente adicionam a tarefa 
de filtragem de pacotes à sua função normal de rotear o tráfego de pacotes pela rede. Atual-
mente, principalmente devido ao significativo aumento no desempenho dos processadores, 
muitos sistemas operacionais passaram a implementar também os processos de roteamento e de 
filtragem de pacotes. 
Por serem implementados nas camadas mais baixas do sistema operacional1 ou em hard-
ware, filtros de pacotes apresentam sempre um bom desempenho. O baixo custo computacional 
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Regras EndE!"eç:o EndE!"eço Protocolo Porta Porta ACK Origem Destino Origem Destino ligado? 
ACEITO ExtE!"no IntE!"no TCP >1023 25 Não 
ACEITO lntE!"no ExtE!"DO TCP 25 >1023 Sim 
ACEITO lntE!"llo Ext:E!"no TCP >1023 25 Não 
ACEITO ExtE!"no IntE!"no TCP 25 >1023 Sim 
Tabela 3.1: Regras de Filtragem de Pacotes para o SMTP (Simple Mail Transfer Protocol) 
dos filtros de pacotes permite ainda que eles sejam facilmente adequados ao crescimento do 
número de máquinas na rede interna (escalabilidade). Uma outra vantagem importante é a trans-
parência, pois filtros não exigem nenhuma configuração especial nos softwares clientes e/ou ser-
vidores dentro da rede interna; os usuários só percebem que há alguma filtragem de pacotes 
quando tentam fazer algo não permitido pela política de segurança implementada [10][29]. 
Há uma série de ataques que se consegue evitar com a filtragem de pacotes. De uma forma 
geral, evitam-se todos os ataqu~s aos serviços que não são permitidos pelas regras configuradas 
no filtro. Vale destacar aqui que todos os ataques mais sofisticados que se utilizam de IP spoojing 
também podem ser evitados com esta tecnologia de firewall [lO]. Se a filtragem é realizada por 
interface de rede em ambos os sentidos e o atacante estiver tentando utilizar o endereço de 
alguma máquina dentro da rede interna (IP spoojing), este ataque não funcionaria porque, em 
condições normais, jamais um pacote pode chegar da rede externa tendo como endereço de 
origem o endereço de uma máquina interna (Figura 3.1). Com a correta configuração da filtra-
gem, pacotes em tal situação poderão facilmente ser baqueados. Além destes, muitos daqueles 
1 A implementação do filtro no kemel do sistema operacional é muito interessante devido ao significativo aumento 
no desempenho obtido; não há a necessidade de compartilhar o processador com pmcessos do usuário. pois o ker-
nel tem prioridade máxima. Como a filtmgem envolve pouços dados, o <.:onsumo de memória do kemel é mímmo. 
Em <.:ontrapartida, bugs de implementação podem provocar crashes no sistema e danificar filesystems, dentre outro~ 
[82]. . 
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ataques que se baseiam em enviar pacotes mal formados (fragmentos com cabeçalho TCP trun~ 
cada [21], por exemplo) oujlooding de pacotes não serão bem sucedidos, pois o processo de 
filtragem pode proibir que tais pacotes atinjam máquinas dentro da rede a ser protegida. 
HostA 
Endereço do Host A 
Figura 3.1: Evitando IP Spoofing com um roteador escrutinador 
No entanto, por não entender o fluxo de dados dos pacotes de cada sessão, podem permitir 
ataques às vulnerabilidades particulares dos diversos protocolos e serviços do nível de aplicação 
[42] e, por este mesmo motivo, são incapazes de desempenhar autenticação do usuário e criar 
logs mais sofisticados de cada comunicação. 
Filtros de pacotes carecem, principalmente em roteadores, de boas ferramentas de adminis-
tração. As regras de filtragem podem ser muito difíceis de configurar e exigem o conhecimento 
de uma intricada sintaxe específica para o roteador. Além disso, a ordem em que as regras são 
definidas pode acarretar mudanças significativas no resultado do filtro de pacotes e, em muitos 
sistemas, a falta de ferramentas de edição torna ainda mais complicada a tarefa do administrador 
de segurança de editar as regras de filtragem a serem implementadas [42]. 
Outra desvantagem de filtros de pacotes é que eles não mantêm estados das conexões TCP 
ou sessões UDP e podem, com isso, permitir a passagem de pacotes que não pertençam a qual-
quer conexão ou sessão válida existente através do firewall, desde que eles satisfaçam as regras 
de filtragem [73][77]. Observar que esta vulnerabilidade diz respeito a pacotes ICMP também. 
33 Filtro de Pacotes Tradicional (Packet Filter) 25 
Como foi visto na Seção 2.6, página 12, alguns pacotes ICMP podem ser transmitidos para con~ 
trolar o funcionamento de certas conexões ou sessões. Filtros de pacotes tradicionais não pos-
suem as informações necessárias para relacionar os pacotes ICMP que chegam ao firewall às suas 
respectivas conexões ou sessões. Em alguns casos bloquear estes pacotes ICMP pode ser um 
grande problema. Um excelente exemplo desta deficiência é o processo de "Path MTU Discov-
ery'' [15][22]. Quando um cliente envia um datagrama IP com o bit DF (Don't Fragment) ligado, 
se este pacote precisar ser fragmentado em um roteador ao longo do caminho, este roteador 
retorna um pacote ICMP Unreachable Errar (Fragmentation Required) ao cliente, com a MTU 
(Maximum Transmission Unit) do canal de comunicação que exige a fragmentação. Desta forma, 
o cliente pode reenviar pacotes menores, usando a MTU recebida. Se estes pacotes ICMP são 
filtrados no firewall, esta informação jamais chegará ao cliente e, portanto, o cliente nunca será 
capaz de se comunicar com máquinas na rede local destino. Por outro lado, criar regras para 
permitir pacotes ICMP atravessarem o firewall inadvertidamente também pode não ser uma boa 
idéia [3911541. 
Esta escassez de informações de estados das conexões e sessões pode ser explorada em 
diversos ataques: portscanning (pacotes com o bit ACK ligado podem ser usados para descobrir 
que serviços são oferecidos dentro da rede interna [14]; portas ativas responderiam com pacotes 
com bit RST ligado e a ausência. de resposta indicaria que o serviço não está disponível), ataques 
envolvendo fragmentação de pacotes (se fragmentos de pacotes são permitidos através do fire-
wall, um atacante pode subverter a política de segurança implementada no filtro [21]. Para esta 
finalidade, basta usar a sobreposição de fragmentos para alterar os cabeçalhos de pacotes TCP 
no destino. Consequentemente, pacotes com pedido de conexão poderiam passar silenciosa-
mente por filtros de pacotes), assinatura (jingerprint) do sistema operacional (Uma cerra combi-
nação de pacotes mais exóticos pode ser enviada para descobrir o sistema operacional [661 de 
um servidor interno) e "tunelamento" de dados (dados não permitidos podem ser transportados 
em pacotes permitidos [39], segundo análise do firewal{), dentre outras possibilidades. 
3.3.1 Filtros de Pacotes Estáticos (Sfatic Packet Fi/fel) 
Os primeiros filtros de pacotes, por usarem somente regras de filtragem pré-definidas quando da 
configuração do filtro pelo administrador de segurança, ficaram conhecidos como filtros de paco-
tes estáticos [29]. Além das desvantagens comuns dos filtros de pacotes citadas anteriormente, 
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uma outra importante caracterís_tica deste tipo de filtragem é a dificuldade para tratar alguns pro-
tocolos mais complexos, como por exemplo o FTP. 
O FTP é um protocolo que usa duas conexões TCP em cada comunicação [22]: uma conexão 
de controle e uma conexão de dados. O uso de mais de uma conexão ou sessão é necessário 
em alguns protocolos, pois eles podem envolver tráfego de dados com características diferentes. 
Por esta mesma explicação, existem também outros protocolos e serviços que fazem uso simul~ 
taneamente de sessões UDP e conexões TCP. No caso do FTP, a conexão de controle transporta 
sempre poucos dados e exige um atraso mínimo, enquanto a conexão de dados geralmente 
transporta grandes volumes de dados e algum atraso pode ser tolerado. O problema para a fil-
tragem estática deste protocolo de aplicação é que a conexão de dados é criada dinamicamente 
durante a conexão de controle. Quando um cliente interno. por exemplo, se comunica com um 
servidor remoto, ele inicialmente estabelece uma conexão de controle com a porta 21 do servi-
dor, a partir de uma porta alta no cliente. Mas, no momento em que o cliente deseja iniciar uma 
transferência de dados, ele envia um comando PORT, para o servidor, notificando o número de 
porta do cliente que estará aguardando o pedido do servidor remoto para estabelecimento da 
conexão de dados. O servidor (usando sua porta 20) estabelece a conexão à porta do cliente 
recém informada e a transferência de dados pode então ser iniciada. Depois que os dados são 
transferidos entre os participantes, esta conexão de dados é encerrada. Portanto. várias conexões 
de dados (uma para cada transferência de dados) podem ser iniciadas e encerradas durante a 
existência da conexão de controle. Este modo de operação do FTP é conhecido como modo 
ativo (a Figura 3.2 ilustra este modo de operação do FTP). 
Notar que estes protocolos tomam bastante complexa a atividade de criação de regras de 
filtragem estáticas em filtros de pacotes, pois normalmente envolvem um processo dinâmico de 
negociação das portas a serem usadas [10]. Como criar regras estáticas sem conhecer de antemão 
os números de portas a serem utilizados? Este é o mesmo problema existente em filtros de paco-
tes para serviços baseados em RPC, que serão abordados no próximo capítulo. Voltando ao 
exemplo do FTP, no caso de clientes localizados dentro da rede interna acessando servidores na 
Internet; o filtro de pacotes deverá permitir todos os pacotes com pedidos de conexão vindos 
de quaisquer máquinas remotas (supostos servidores FTP) destinados aos clientes internos 
(usando portas acima de 1023). Isto abre, portanto, espaço para ataques a servidores internos 
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[42] usando números de portas não privilegiadas (valores acima de 1023), como serviços basea-
dos em RPC ou o servidor X, a partir de clientes remotos usando o número de porta 20. 
Uma solução para este problema, proposta por Steve Bellovin [87], é o uso de um outro modo 
de operação do protocolo, o FTP passivo (ver Figura 3.3). Basicamente, este recurso inverte o 
sentido da conexão de dados. Em vez do servidor iniciar a chamada para o cliente, o cliente 
iniciaria a conexão a uma porta do servidor (o cliente e o servidor já teriam negociado as suas 
respectivas portas, ambas não privilegiadas, durante a conexão de controle). A vantagem desta 
solução é que as regras de filtragem não precisam permitir pacotes, com pedidos de conexão 
vindos da porta 20 em máquinas remotas, com destino a serviços em máquinas internas, usando 
portas acima de 1023. Elimina-se, portanto, os riscos de algum ataque explorando o espaço dei-
xado nas regras de filtragem para o modo ativo do ITP [101. Entretanto, nem todos os clientes e 
servidores FTP suportam este modo de operação. Além disso, esta é uma solução exclusiva para 
o FTP; muitos outros protocolos com características similares não possuem modos alternativos 
de operação. 
Uma outra grande limitação dos filtros de pacotes estáticos é a dificuldade para filtrar serviços 
baseados em UDP. Este protocolo de transporte não é orientado a conexões e, portanto. não 
existe um processo de estabelecimento de conexão. No TCP, que é orientado a conexão, a fi!-
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tragem pode ser feita simplesmente bloqueando ou permitindo a passagem do pacote com o 
pedido de estabelecimento da conexão [10]. Entretanto, esta solução simples para a filtragem dos 
serviços baseados em TCP ainda não é perfeita, pois neste caso ainda teremos a possibilidade 
de pacotes TCP quaisquer, não pertencendo a nenhuma conexão válida, atravessarem o firewall. 
Em UDP, não existe distinção entre uma requisição e uma resposta. Em filtros estáticos, as solu-
ções utilizadas para serviços baseados em UDP consiste simplesmente em eliminar as sessões 
UDP inteiramente, ou ainda em abrir uma porção do espaço de portas UDP para a comunicação 
bi-direcional e, portanto, expor a rede interna [421. 
3.3.2 Filtros de Pacotes Dinâmicos (Dynamic Packet Fi/fel) 
Surgiram depois filtros de pacotes mais inteligentes, capazes de criar regras de filtragem dinami-
camente dependendo do andamento das comunicações e, por conseqüência, capazes de resol-
ver os problemas existentes nos filtros estáticos vistos acima [29]. Estes são conhecidos como 
filtros de pacotes dinâmicos. Filtros dinâmicos, apesar de ainda apresentarem os problemas clás-
sicos característicos dos filtros de pacotes mostrados anteriormente (ver Seção 3.3, página 22), já 
mantêm algumas poucas tabelas com informações de estados extraídas dos pacotes de algumas 
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sessões. Isto torna possível a criação de regras de filtragem dinâmicas para certos protocolos 
(como o FTP mostrado acima) mais complexos e para tratamento de serviços baseados em UDP 
[10], principalmente. 
O tratamento de protocolos mais complexos é possível porque estes filtros acompanham o 
fluxo de dados de alguns protocolos especiais, como por exemplo o FTP, e extraem as informa-
ções necessárias para a criação de regras de filtragem '' on the jly". Para o caso particular do FTP, 
um filtro dinâmico inspeciona o fluxo de dados dos pacotes da conexão de controle em busca 
de comandos PORT, para obter.os números de portas que serão utilizados na conexão de dados. 
Esta estratégia também é aplicada em algumas implementações de filtros de pacotes com estados. 
Recentemente, foi apresemada uma séria vulnerabilidade com esta solução implementada em 
dois dos principais represemantes dos filtros de pacotes com estados no mercado: o Firewall-1 
da CheckPoint e o CISCO-PIX da Cisco. Este problema será discutido novamente na Seção 5.7, 
página 53. Vale ressaltar ainda que filtros de pacotes dinâmicos somente são capazes de criar 
regras dinamicamente para alguns se!Viços e protocolos muito utilizados, suportados pelo filtro. 
Para outros protocolos e seiViços, a filtragem também é estática. 
Filtros de pacotes dinâmicos geralmente têm a capacidade de "lembrar" os pacotes UDP que 
passam pelo firewall (são permitidos pela política de segurança implementada no filtro) e, com 
isso, somente aceitam pacotes no sentido inverso que correspondam a estes primeiros [10). No 
próximo capítulo a filtragem de. seiViços baseados em UDP será discutida novamente, com mais 
detalhes. 
3.4 Filtro de pacotes com Estados (SPF, Stateful 
Packet Fi/te" 
O objetivo desta seção é introduzir brevemente esta nova geração de filtros de pacotes. Maiores 
detalhes serão apresentados nos próximos capítulos, principalmente no capítulo 5. Um filtro de 
pacotes com estados usa, no seu processo de filtragem, um conjunto de regras de filtragem, 
como no caso dos filtros tradicionais. e as informações de estados obtidas das conexões e sessões 
[32]. 
A filtragem tradicional somente ocorre com o primeiro pacote da conexâo ou sessão, ou seja, 
somente o primeiro pacote pertEncendo a uma sessão ou conexão é verificado contra o conjunto 
de regras. Se este pacote é permitido, o SPF cria uma entrada para esta conexão ou sessão em 
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sua tabela de estados. Deste momento em diante, os demais pacotes de uma conexão ou sessão 
somente serão permitidos se existir alguma entrada na tabela de estados para esta conexão ou 
sessão [77]. Além disso, por manterem estados das conexões ou sessões, filtros de pacotes com 
estados são capazes de associar pacotes ICMP de controle às suas respectivas conexões. Isso 
garante também que somente pacotes ICMP válidos (associados a comunicações existentes) 
passem pelo firewall, eliminando a necessidade de criação de regras específicas para estes paco-
tes, que podem propiciar espaços perigosos no firewall. Desta forma, evita-se que pacotes (TCP, 
UDP ou ICMP) quaisquer, permitidos segundo as regras no filtro, entrem na rede interna, como 
acontecia nos filtros de pacotes tradicionais [73]. Portanto, há tabelas de estados que acompa-
nham o andamento de cada conexão ou sessão atravessando o filtro em um dado momento. 
Algumas implementações, todavia, não acompanham rigorosamente o andamento das conexões 
e sessões, como será mostrado·no capítulo 5. 
Uma outra característica de filtros de pacotes com estados é que, ao contrário dos filtros tra-
dicionais, geralmente fazem um trabalho muito maior no nível de aplicação [29][30]. Aliás, muitas 
das informações de estados mantidas pelo filtro são extraídas da parte de dados dos pacotes. 
SPFs mais sofisticados entendem certos protocolos e serviços de aplicação e chegam a fazer fil-
tragem na parte de dados dos pacotes, eliminando alguns dos problemas de segurança existentes 
também no nível de aplicação. Alguns, inclusive, oferecem linguagens de script poderosas para 
a escrita de regras de filtragem usando informações do nível de aplicação [31]. Como será visto 
no capítulo 7, o resultado deste trabalho foi um filtro capaz de verificar os dados trocados na 
comunicação entre clientes RPC e o portmapper/rpcbind (servidor de nomes do RPC) e criar 
regras dinâmicas para acomodar serviços baseados em RPC que utilizam números de portas alo-
cados dinamicamente. 
Pode-se concluir, com as características mostradas acima, que filtros de pacotes com estados 
podem ser considerados simplesmente uma evolução dos filtros de pacotes dinâmicos [29]. Isto 
explica o porquê da facilidade de encontrar os termos "filtros dinâmicos" e "filtros de pacotes 
com estados" sendo usados como sendo uma mesma geração de filtros de pacotes. 
3.5 Agentes Proxy 
O proxy é uma outra tecnologia de firewall que tem como objetivo principal controlar todas as 
comunicações, para algum determinado serviço ou conjunto de serviços, entre as máquinas inter-
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nas e externas (10]. Com esta tecnologia, quando um cliente na rede interna, por exemplo, deseja 
estabelecer uma conexão com algum servidor remoto, a comunicação deve ser feita sempre via 
um servidor proxy apropriado, como sugere a Figura 3.4. Portanto, este esquema envolve pelo 
menos duas conexões: uma entre o cliente interno e o servidor proxy e outra entre o servidor 
proxy e o servidor remoto. Os dados de uma conexão são repassados para a outra e vice-versa, 
pelo agente proxy; notar que cabeçalhos de rede e transporte não atravessam a máquina proxy. 
Para servidores remotos é como se todos os clientes estivessem na máquina proxy. Os clientes 
internos, por sua vez, se comunicam com o servidor proxy cOmo se este fosse o próprio servidor 
remoto. Obviamente, como primeira desvantagem desta tecnologia, temos uma perda de desem-
penho quando comparada com as tecnologias de firewall anteriores apresentadas neste capítulo 
[29[. 
Na implementação de firewalls usando agentes proxy, alguma das tecnologias de filtragem 
de pacotes discutidas pode ser adicionada para garantir que todo tráfego de pacotes proveniente 
das máquinas internas sempre passe pelo servidor proxy. Em outras palavras, nenhuma máquina 
interna deve comunicar-se diretamente com a rede externa. Por outro lado, o filtro de pacotes 
deve evitar também que máquiOas remotas possam se comunicar diretamente com as máquinas 
internas [10]. Desta forma, assegura-se que em nenhuma circunstância pacotes provenientes da 
rede externa entrarão na rede interna sem passar pelo proxy e vice-versa, protegendo completa-
mente as máquinas internas de ataques originados externamente. 
Figura 3.4: Proxy 
Servidores proxy são implementados como processos do sistema operacional como qualquer 
outro serviço (aplicação), porém são normalmente mais simples (código fonte menor e constru-
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ídos com maiores preocupações com segurança). Isto diminui em muito a possibilidade da exis-
tência de furos de segurança; além disso, os privilégios de tais processos sobre o sistema são 
geralmente limitados [41]. Por serem tratados como processos normais, dividirem o processador 
com os demais processos do sistema operacional e consumirem recursos da máquina, eles 
podem tornar-se um gargalo de comunicação, limitando também o crescimento do número de 
máquinas da rede (perda de escalabilidade) [291. Além disso, uma máquina proxy pode ter sua 
segurança comprometida também por ataques a falhas de segurança no sistema operacionaL São 
conhecidos hoje vários problemas em sistemas operacionais que podem, entre outras coisas. 
negar serviço, como por exemplo problemas na remontagem de pacotes com seus fragmentos. 
Então, alguma tecnologia de filtragem de pacotes é necessária para proteger o sistema operaci-
onal da máquina proxy. Outra limitação de servidores proxy é a dificuldade para lidar com pro-
tocolos UDP1, por razões que serão discutidas no próximo capítulo. 
3.5.1 Proxy de Aplicação ou Dedicado (Dedicated Proxy) 
Um servidor proxy pode aumentar a segurança por examinar todo o fluxo de dados da comuni-
cação na camada de aplicação. Realizando filtragem neste nível de comunicação, é possível blo-
quear ataques relacionados às vulnerabilidades próprias dos serviços e protocolos de aplicação 
[29]. Além disso, pode-se implementar cache de dados, prover autenticação de usuários e criar 
logs mais completos dos dados trocados. Neste caso, o proxy é conhecido como proxy de apli-
cação ou dedicado. Um proxy de FTP, por exemplo, é capaz de evitar que comandos GET 
(download de arquivos) sejam enviados em uma conexão de controle para um determinado ser-
vidor remoto, considerado inseguro pela política de segurança da rede local. 
Como o proxy dedicado precisa conhecer uma aplicação em particular, deve existir um pro;ry 
para cada serviço desejado, transformando o suporte a novas aplicações um grande problema 
(extensibilidade). Para alguns serviços e protocolos pode ser difícil ou até mesmo impossível 
implementar proxies dedicados [32]. Além disso, com o crescimento de uso da Web, vários novos 
serviços e protocolos têm aparecido rapidamente, o que torna complexa a tarefa de criar proxies 
com a mesma rapidez. 
1 ICMP também oferece problemas; a maioria dos pacotes ICMP sào muados no kernel do sistema opemcional. ou 
.seja, não atingem o espaço de processos. 
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3.5.2 Proxy de Circuito ou genérico (Generic Proxy) 
Como nem sempre é possível contar com proxies dedicados para todos os serviços desejados, 
alguns produtos defírewall mais completos oferecem um tipo de proxy conhecido como proxy 
genérico ou de circuito. Este proxy não entende nenhuma aplicação em particular, mas simples-
mente evita que as máquinas jnternas se comuniquem diretamente com servidores remotos, 
somente bombeando dados de pacotes de um lado para o outro [10). Portanto, nenhuma ftltra-
gem é feita no nível de aplicação e, por isso, ele deve ser usado sempre temporariamente e com 
muita precaução1. 
O proxy genérico, assim como filtros estáticos, não consegue tratar serviços e protocolos mais 
complexos como o FTP, pois estes protocolos codificam certas informações (como números de 
porta, neste caso particular) na parte de dados dos pacotes e geralmente envolvem mais de uma 
sessão. Como um proxy genérico não entende os dados da aplicação, não será capaz de oferecer 
suporte a tais serviços e protocolos. Além disso, um proxy genérico não pode implementar cache 
de dados e não permite a criação de logs mais sofisticados dos dados trocados na comunicação. 
3.5.3 Proxy Transparente (Transparenf Proxy) 
Um dos maiores problemas existentes em muitas implementações de agentes proxy é a perda de 
transparência. Os clientes na rede local devem ser configurados ou compilados para usarem um 
servidor proxy apropriado e não os servidores remotos diretamente; nos piores casos, o proce-
dimento do usuário deve ser modificado para que tenha sucesso no uso do serviço [10]. Por anos, 
esta era uma importante desvantagem de proxies em relação aos filtros de pacotes. 
Felizmente, esta deficiência já não existe nos proxi(!S conhecidos como "transparentes" [29]. 
Para a implementação de um proxy transparente é preciso, porém, que todo tráfego de pacotes 
passe ou seja redirecionado de alguma maneira para a máquina proxy. pois o cliente não deve 
ter ciência que a comunicação será feita via pmxy, ou seja, não há nenhuma configuração espe-
cial no software cliente ou no procedimento do usuário. É conveniente, portanto, que o servidor 
proxy fique em uma máquina d'!al-homed ou que seja usado algum filtro de pacotes que permita 
1 No sentido de que não adiciona nenhuma segurJ.nça no nível de aplicação; não implica em nenhuma vulnerabili-
dade <Jdicional. 
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redirecionar todo o tráfego, de um determinado serviço, para ser tratado pelo servidor proxy res-
ponsável. 
Esta máquina proxy, para qual o tráfego será redirecionado, deve aceitar todos os pacotes 
(referentes ao serviço para o qual o servidor pmxy oferece tratamento) vindos dos clientes inter-
nos, independente do endereçô de destino do servidor real. Isso significa que o código de rote-
amento no kernel do sistema operacional do servidor proxy deve suportar proxy transparente. 
Depois de capturados os pacotes dos clientes e redirecionados às aplicações proxy, o proxy trans-
parente funciona como um proxy tradicional para a comunicação com o servidor remoto. Para 
o cliente é tudo transparente, porque o servidor proxy usa, ao invés do seu próprio endereço, o 
endereço do servidor remoto como endereço de origem dos pacotes que ele envia de volta para 
o cliente. 
3.6 NAT (Network Address Translafion) 
Não é comum tratar o processo de tradução de endereços de rede como uma tecnologia defire-
wall. Todavia, não se pode dei-:<ar de discutir NAT [71] neste capítulo, uma vez que algumas de 
suas implementações têm facilitado também a criação defirewalls bastante seguros. Nesta seção, 
não serão abordadas todas as potencialidades existentes para esta tecnologia, mas somente como 
NAT pode ser usado com a finalidade de prover segurança para uma rede local. 
NAT, quando implementado com cuidados adequados [30], pode ser usado para isolar com-
pletamente as máquinas de uma rede local dos perigos externos, ou seja, ele pode evitar que 
máquinas na rede externa iniciem diretamente sessões com computadores dentro da rede 
interna. Uma boa alternativa para alcançar este resultado é fazer com que estas máquinas internas 
utilizem endereços IP não oficiais1 e toda a comunicação delas com hosts em redes remotas seja 
feita via NAT [62], como pode ser visto na Figura 3.5. Neste texto chamar-se-á de "gateway" a 
máquina responsável pela tradução de endereços e pelo roteamento dos pacotes resultantes. 
O gateway se encarrega de fazer a reescrita dos cabeçalhos dos pacotes passando por ele, 
modificando o endereço IP não oficial para algum endereço IP válido de um conjunto de ende-
reços IP oficiais mantidos nesta máquina. Além disto, este processo de reescrita dos cabeçalhos 
1. A RFC 1918 define três blocos do t:~paco de números IP que devem ser usados ~omt:mc em rede~ privadas (redes 
isoladas da Internet): 10.0.0.0 a 10.255.255.255 (rede classe A). 172.16.00 a 172.31.255.255 (rede classe B) e 
192.168.0.0 a 192.168.255.255 (rede classe C)_ 
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dos pacotes, em certos casos (mais seguros), também pode envolver os campos com os números 
de porta usados. 
Para que o processo de tradução funcione corretamente, esta máquina deve manter uma 
tabela com o mapeamento dos endereços internos para os respectivos endereços usados na 
comunicação. Algumas implementações mais seguras de NAT (por isso mais indicadas para a 
implementação de firewalls) ainda mantém outras informações de estados das conexões ou ses-
sões, como por exemplo números de seqüência do TCP e números de portas envolvidos, 
fazendo tradução diferenciada_ para cada comunicação e eliminando possíveis espaços que 
possam ser explorados por atacantes [30]. Graças a estas informações, o gateway pode fazer a 
tradução inversa com os pacotes que chegam da rede externa destinados às máquinas internas 
e que pertençam somente a conexões ou sessões válidas iniciadas internamente. É válido afirmar 
que todo este processo ocorre transparentemente; isto significa que nem servidores remotos nem 
clientes internos percebem que ocorre o processo de tradução de endereços. 
Pacotes partindo de máquinas na Internet, com endereços IP de destino não oficiais, são des-
cartados em trânsito e, consequentemente, nenhuma comunicação pode ser estabelecida com 
computadores da rede local protegida. Somente máquinas na rede local serão capazes de iniciar 
sessões com máquinas remotas, usando algum endereço válido atribuído pelo gateway. Pode-se 
concluir que o papel do NAT é semelhante ao desempenhado por um servidor proxy genérico: 
as máquinas ficam "escondidas_" atrás do firewall, toda comunicação é feita via gateway e não 
há nenhuma filtragem no nível de aplicação. Aliás, o proxy é considerado um caso especial de 
NAT, já que todos os endereços internos são vistos como um único endereço (o endereço da 
máquina proxy), por servidores na rede externa [301. 
A grande deficiência de NAT para a implementação defirewalls é que, assim como a maioria 
dos filtros de pacotes tradicionais, esta tecnologia não faz nenhuma filtragem no nível de aplica-
ção. Um applet Java hostil, por exemplo, explorando algum bug na máquina virtual Java. pode 
provocar um buffer oveiflow e produzir grandes problemas para a rede local protegida. 
Deve-se observar, contudo, que muitas implementações de NAT somente reescrevem os 
campos de endereços e não mantém muitas informações de estados das conexões ou sessões 
sendo mascaradas pelo NAT. Nestes casos, não é aconselhável usar-se NAT na criação de fire-
walls. Como um exemplo, suponha-se umfirewall com uma implementação de NAT que sim-
plesmente faça o mapeamento de endereços de rede. Quando uma máquina interna deseja fazer 
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uma comunicação com outra na rede externa, ela envia pacotes para o gateway realizar NAT e 
rateá-los para o destino. Na máquina gateway, será criada uma entrada mapeando o endereço 
interno ao endereço de saída utilizado. Um atacante pode tirar proveito desta janela de visibili-
dade na implementação do NAT e realizar, durante o tempo de existência desta entrada na tabela 
de mapeamento, ataques à máquina interna. Isto porque o gateway, neste caso, somente tradu-
zirá o endereço dos pacotes enviados pelo atacante para o endereço da máquina interna, sem 
nenhuma checagem extra. Notar que implementações inseguras são bastante comuns, uma vez 
que NAT não foi originalmente. concebido para prover segurança. 
3.6.1 IP Masquerading 
O IP Masquerading [621 é um caso especial de NAT que permite que computadores conectados 
internamente numa rede local, usando endereços IP não oficiais, comuniquem-se com servidores 
na Internet, companilhando um mesmo endereço IP (o endereço da máquina gateway). O pro-
cesso de masquerading, no gateway, reescreve os cabeçalhos dos pacotes provenientes das 
máquinas na rede interna, usando nos campos de endereço e porta de origem, respectivamente, 
o seu endereço IP válido e um número de porta local disponível, que serve para separar os trá-
fegos entre as diferentes sessões das várias máquinas da rede local. Por ser implementado no 
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kernel de sistemas operacionais como Linux e FreeBSD, este recurso tem sido bastante utilizado 
atualmente. 
3.7 Firewalls Híbridos (Hybrid Firewalls) 
Hrewalls híbridos são aqueles que adicionam proxies dedicados a filtros de pacotes. Eles, por-
tanto, tentam aliar o que há de melhor em ambas as tecnologias. O ''proxy adaptativo" Gauntlet 
[76], da Network Associares, é um produto comercial que implementa um firewall híbrido. O 
Gauntlet combina filtros de pacotes com estados e proxies dedicados numa mesma caixa. A 
grande inovação deste produto de firewall é que ele permite que o administrador de segurança 
ajuste o processo de filtragem nas diversas camadas de comunicação de acordo com os riscos 
oferecidos por um seiViço. Desta forma, o administrador pode configurar o firewall para fazer 
uma filtragem nos comandos da conexão de controle FTP, mas diminuir o atraso relacionado à 
conexão de dados FTP, fazendo uma filtragem somente nos níveis de rede e transporte para esta 
última conexão. Um outro produto comercial, que combina filtros de pacotes com estados e pro-
xies dedicados, é o Firewall-1 da CheckPoint [31]. Este será visto em mais detalhes no capítulo 5. 
Além disso, é cada vez mais comum o surgimento de produtos juntando tecnologias de .fire-
wall com outras tecnologias de segurança, criando diversos novos termos, como se tratassem de 
idéias revolucionárias [491. NAT e VPN, por exemplo, têm sido oferecidos na maioria dos produ-
tos de .firewall. Outro bom exemplo disso são os chamados ''.firewalls reativos" [751. Estes nada 
mais são que a união de tecnologias de firewall com sistemas de detecção de intrusão capazes 
de executar certas ações, como reconfigurar o fírewali para bloquear certos pacotes, quando 
detectada alguma assinatura de. ataque. 
Capítulo 4 
Serviços Inseguros 
Neste capítulo serão abordadas, com mais detalhes, algumas importantes deficiências dos filtros 
de pacotes tradicionais e dos agentes proxy. Será visto que, para certos serviços, a melhor solu-
ção oferecida por estas tecnologias tradicionais de firewall, para eliminar riscos e prover um 
ambiente mais seguro, pode ser simplesmente evitar o uso de tais serviços. O objetivo aqui é 
mostrar que o simples bloqueio incondicional de todo o tráfego relativo a um serviço não é a 
melhor solução a ser adotada; novas estratégias e/ou tecnologias devem ser encontradas para 
que ofirewal!tenha um comportamento mais aceitável diante destes problemas. Filtros de paco-
tes com estados surgem, então, como uma excelente alternativa para a provisão de muitos destes 
serviços. 
4.1 Introdução 
Existem diversos serviços e protocolos de aplicação que podem ser responsabilizados pelo cres-
cimento surpreendente da Internet. Muitos outros estão surgindo rapidamente sobre a infra-
estrutura de rede atual como resultado deste sucesso, impulsionados pela tecnologia e devido à 
pressão de usuários cada vez mais exigentes. Além disso, o aumento na velocidade das linhas 
de comunicação e no desempenho das máquinas têm facilitado o desenvolvimento de protoco-
los mais complexos. Tais protocolos envolvem a movimentação de uma grande diversidade de 
dados pela rede, em quantidades variáveis e com exigências diferentes na qualidade de serviço. 
Por outro lado, a maioria destes serviços não trazem muitos mecanismos de segurança embutidos 
e, geralmente, herdam muitos dos problemas discutidos no capítulo 2. É importante. portanto. 
que as tecnologias de segurança sejam capazes de agregar segurança a estes serviços para que 
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usuários, em redes locais com maiores requisitos de segurança, possam usufruir destes atraentes 
serviços e protocolos. 
A segurança de um serviço ou protocolo pode ser avaliada usando pontos de vista diferentes. 
Aquelas aplicações que lidam com informações confidenciais (senhas, números de cartão de cré-
dito e outras), por exemplo, podem ser consideradas seguras, caso usem algoritmos criptográfi-
cos para a cifragem dos dados. Isto vale quando se avalia a segurança com base nos problemas 
relativos a um canal de comunicação inseguro. No entanto, estas mesmas aplicações podem não 
oferecer nenhum esquema seguro para gerenciamento e distribuição de chaves públicas no sis-
tema e, com isso, seriam consideradas inseguras caso estivéssemos avaliando problemas referen-
tes à autenticação. No restante.deste trabalho, serão tratados como serviços inseguros aqueles 
serviços que oferecem problemas para serem filtrados pelas tecnologias tradicionais de firewall. 
A5 tecnologias tradicionais de firewall, vistas no capítulo anterior juntamente com filtros de 
pacotes com estados e NAT, têm suas limitações e nem sempre conseguem tratar conveniente-
mente todos estes serviços "inseguros" existentes na rede. Para muitos deles, a única alternativa 
para prover segurança é bloquear todo tráfego de pacotes relativo a tais serviços. Mas, com cer-
teza, esta não é a solução desejada. Neste capítulo serão abordados, de forma geral, alguns destes 
serviços inseguros e os problemas relacionados à filtragem usando as tecnologias tradicionais. 
4.2 Serviços Baseados em UDP 
Como já visto na Seção 2.3, página 6, UDP é um protocolo de transporte não orientado a cone-
xões e não confiável. A grande ·vantagem oferecida pelo UDP, em relação ao TCP, é o aumento 
no desempenho obtido com a eliminação dos processos de estabelecimento e encerramento das 
conexões. Além disso, o cabeçalho de pacotes UDP é mais simples, significando um menor 
número de bytes por pacote gasto com dados de controle do protocolo. Isto sem falar no tráfego 
extra dos pacotes para realizar os atributos de uma conexão. Em contrapanida, a aplicação fica 
com o trabalho mais árduo de garantir a reordenação e a retransmissão dos pacotes perdidos e 
de cuidar das duplicatas, dentre outras possibilidades existentes devido às características do pro-
tocolo de rede IP [22]. 
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4.2.1 Filtros de Pacotes 
Todo pacote UDP é independente, ou seja, não é parte de nenhum circuito virtual, como é o 
caso dos pacotes TCP. Portanto, não existem maneiras de distinguir, somente observando cabe+ 
çalhos dos pacotes UDP, uma requisição e uma resposta, sem consultar também alguma infor+ 
mação extra dos estados das sessões correspondentes [lO]. Os cabeçalhos destes pacotes (ver 
Figura 4.1) transportam simplesmente as informações das portas de origem e destino envolvidas, 
o comprimento total e um checksum1 do pacote UDP, não tendo nenhumaflag de sincronismo 
e números de seqüência para controlar a comunicação. Serviços baseados em UDP são, por este 
motivo, muito difíceis de filtrar com filtros de pacotes estáticos. 
16 b':ts • 16 b":ts • 
Po:t'ta. de Origem Perta de Destino 
Comprime:nto Checksum 
Dados (Se existir) 
Tamanho variável 
Figura 4.1: Formato de um Pacote UDP 
Filtros de pacotes estáticos não mantém informações de estados. Toda filtragem é realizada 
usando as informações dos cabeçalhos de rede e transporte de cada pacote individualmente, 
como visto no capítulo anterior. No caso do TCP, filtros de pacotes estáticos podem filtrar servi+ 
ços verificando se um pacote TCP é um pedido de conexão, ou seja, se ele tem o bit de ACK 
desligado [10]. Todos os outros pacotes TCP pertencentes a uma conexão estabelecida têm este 
bit ligado (Figura 4.2). Desta forma, para bloquear um serviço usando estes filtros, basta bloquear 
o primeiro pacote da conexão. Entretanto, para o caso de um pacote UDP, não existe maneira 
destes filtros descobrirem se este pacote se trata de uma requisição ou resposta. Neste caso, o 
1. O valor do checksum pode :;cr ztro, c;a.~o t:;tc nil.o tenha sido c;alculado; no UDP o c;ákulo do checksum l: opdo-
na!. 
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filtro pode permitir todo fluxo UDP, ou evitar as sessões UDP inteiramente para alguma porção 
do espaço de portas. 
Servidor 
00 
Cliente 
G 
! 
Figura 4.2: Filtragem de Pacotes TCP 
Alguns filtros dinâmicos, como as primeiras implementações do Ipfilter1, têm a capacidade 
de lembrar os pacotes UDP que saem da rede interna e só aceitam pacotes entrando nesta rede 
que correspondam a estes primeiros. Esta correspondência é feita mantendo-se algumas infor-
mações presentes nos cabeçalhos de rede e de transporte dos pacotes UDP saindo da rede pro-
tegida: porta de origem, endereço de origem, porta de destino e endereço de destino. Assim, se 
um pacote UDP saindo da rede interna tem endereço de origem A, porta de origem X, endereço 
de destino B e porta de destino Y, o filtro permitirá que qualquer pacote UDP entre na rede, 
caso ele tenha endereço de origem B, porta de origem Y, endereço de destino A e porta de des-
tino X. 
Infelizmente, apesar desta solução ser bastante interessante, ela ainda apresenta uma vulne-
rabilidade. Caso algum atacant~ descubra estas informações dos cabeçalhos dos pacotes UDP 
saindo da rede interna, ele pode negar senriços, criando respostas forjadas para estes pacotes. 
I Filtro de domínio público que tem, em suas últimas versões, características de um filtro de pacotes com estados. 
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Isso acontece porque a regra criada, para permitir estes pacotes no sentido inverso, é removida 
depois que a resposta atravessa o filtro [58]. Pode-se imaginar que isto seja tarefa difícil, a menos 
que o atacante tenha acesso ao tráfego UDP. Porém, na verdade ela pode ser bastante simplifi-
cada pelo modo de operação de diversos protocolos e serviços. 
No DNS, por exemplo, servidores DNS dentro de uma rede local se comunicam com servi-
dores DNS remotos para resolver nomes para os clientes internos. Observar que os endereços IP 
dos servidores podem ser facilmente conhecidos e que ambos usam a porta de número 53 na 
comunicação. Uma solução para este problema, adotada em alguns filtros dinâmicos mais recen-
tes e filtros de pacotes com estados, é associar timeouts a estas entradas na tabela de regras dinâ-
micas, impedindo que pacotes forjados sejam capazes de remover as regras para os pacotes com 
respostas verdadeiras. As regras existiriam temporariamente, mesmo após a chegada do pacote 
com a suposta resposta. 
4.2.2 Agentes Proxy 
Implementar proxies para serviços e protocolos de aplicação também não é uma tarefa fácil. 
Como afirmado no início desta· seção, todo o trabalho para suprir a falta de confiabilidade do 
protocolo de transporte UDP deve ser feito no nível de aplicação. Portanto, um servidor proxy 
para UDP, além de inspecionar e filtrar todo o fluxo de dados do serviço, deve tratar também do 
ordenamento e retransmissões dos pacotes e da tarefa de eliminar pacotes duplicados, tanto na 
comunicação com o servidor quanto na outra com o cliente. Isso pode tornar o pmxy muito com-
plexo e, portanto, sujeito a falhas de segurança na implementação do software [41]. Além disso. 
algumas aplicações, como o NFS, usam UDP pelo maior desempenho oferecido e o uso de um 
agente proxy pode comprometer bastante este desempenho. Devido a estes fatores, implemen-
tações de proxies de aplicação para serviços baseados em UDP são incomuns. Existem, porém, 
algumas implementações de proxies genéricos para serviços baseados em UDP, como SOCKS e 
UDP Packet Relayer[10], mas. como vimos na Seção 3.5.2, página 33, proxies genéricos não ofe-
recem nenhuma filtragem no nível de aplicação, pondo em risco uma rede local. 
Atualmente, o DNS é o serviço baseado em UDP mais usado em redes locais. Mais recente-
mente, muitos protocolos que fazem uso de UDP surgiram na Internet, principalmente aqueles 
baseados em comunicação em tempo real, os chamados "Jnstant messages". Alguns outros pro-
tocolos, bem mais importantes para redes corporativas, já têm sido propostos e implementados, 
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como é o caso do H.323 [56], que é um protocolo para telefonia sobre IP (VoiP, Voice-over-!P) 
definido pelo ITU-T, que usa ambos UDP e TCP. Portanto, é essencial a busca de melhores meca-
nismos de filtragem destes serviços. 
4.3 Serviços Baseados em RPC 
Existem vários protocolos de chamada a procedimentos remotos conhecidos como RPC. O mais 
popular e que será usado em nossa discussão, nesta seção, é o Sun RPC [20}, que foi original-
mente desenvolvido pela Sun Microsystems. Pode-se afirmar que o protocolo RPC estaria mais 
próximo do que seria a camada de sessão do modelo OSI; isso porque ele trabalha entre a 
camada de transporte e o nível de aplicação. 
Nos protocolos UDP e TCP, os cabeçalhos dos pacotes reservam somente 2 bytes para os 
campos com números de portas, ou seja, existem somente 65.536 possíveis portas para todos os 
serviços TCP e UDP (65.536 para cada). Se tivesse que reservar um número de porta bem defi-
nido para cada serviço existente, ter-se-ia um número de serviços limitado por este valor. Entre 
outras coisas, RPC oferece uma boa solução para este problema [101. Cada serviço baseado em 
RPC recebe um número de programa único de quatro bytes (isto permite 4.294.967.296 seJViços 
diferentes). Como RPC é implementado acima do nível de transporte, deve existir algum meca-
nismo de mapeamento entre os números dos seJViços RPC, oferecidos em uma máquina, e os 
números de porta que estes serviços estão usando em um dado momento. No Sun RPC, o Port-
mapper/Rpcbind é o responsável por este mapeamento e é o único servidor baseado em RPC 
que usa um número de porta p"ré-definido1. 
Quando um servidor RPC é iniciado, ele aloca um número de porta qualquer e registra-se 
junto ao Portmapper/Rpcbind. Nesta comunicação, ele passa o seu número de programa, a porta 
usada, o número de versão e o número do protocolo para o Ponmapper/Rpcbind a ser usado 
na comunicação com os clientes. Vale comentar que o servidor usa o próprio protocolo RPC 
nesta comunicação [22]. Estas informações são, na verdade, os parâmetros para um procedimento 
PIVlAPPROC_SET a ser executado pelo Portmapper/Rpcbind. Um cliente, desejando comunicar-
se com este servidor RPC, comunica-se com o Portmapper/Rpcbind para consuirar o número de 
porta usado pelo serviço. Na verdade, ele também faz uma chamada remota ao procedimento 
I. Porta 111, em ambos TCP ou UDP. 
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PROC_GETPORT, passa.ndo como parâmetros o número de programa, a versão e o protocolo 
usado. No momento em que o cliente obtém a porta usada pelo servidor, ele pode comunicar-
se diretamente com o serviço RPC, sem nenhum envolvimento do Portmapper/Rpcbind. A Figura 
4.3 apresenta todos os passos citados acima. 
Cliente RPC 
Figura 4.3: RPC e Portmapper/Rpcbind 
Por não usarem números de portas pré-definidos, não se tem como criar regras estáticas para 
filtragem de serviços baseados em RPC [42]. A alocação de portas é feita dinamicamente e pode 
mudar com o passar do tempo (máquina ou servidor podem ser reinicializados, por exemplo). 
Bloquear tráfego de pacotes para o Portmapper/Rpcbind não resolve, pois um atacante pode 
descobrir o número da porta u~ada por algum serviço baseado em RPC. fazendo tentativas para 
todas as portas não reservadas. Outros serviços RPC podem usar números de portas pré-defini-
dos, como é o caso do NFS que usa a porta 2049. Mesmo assim, é aconselhável bloquear acesso 
ao Portmapper/Rpcbind para evitar que eles sejam usados para ataques à própria máquina. O 
Portmapper/Rpcbind tem um recurso chamado proxy jorwarder, que permite que clientes façam 
uma chamada ao procedimento PMAPPROC_CALLIT, passando como parâmetro o número de 
um programa RPC, sua versão, um número de procedimento deste serviço e os parâmetros para 
este procedimento. O Portmapper/Rpcbind faz a chamada ao procedimento do serviço. caso 
esteja registrado, e retoma os resultados obtidos para o cliente. Notar que isto pode ser perigoso 
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para alguns senriços, uma vez que o Portmapper/Rpcbind tem privilégios de super-usuário e a 
requisição parece vir de uma máquina confiável (a própria máquina) [10]. 
A solução encontrada para a filtragem de senriços baseados em RPC, com filtros de pacotes 
estáticos, é simplesmente bloquear todo tráfego de pacotes UDP, pois a grande maioria destes 
senriços usam UDP como protocolo de transporte [10]. Outro detalhe que se pode ressaltar neste 
momento é que, sendo a maioria destes serviços também baseados em UDP, apresentam todos 
os problemas da seção anterior. 
No capítulo 7 serão discutidos com mais detalhes senriços baseados em RPC e a implemen-
tação de um filtro de pacotes com estados capaz de acompanhar e controlar toda a comunicação 
entre clientes e o Portmapper/Rpcbind. Desta forma, ele pode criar regras dinâmicas para per-
mitir que estes clientes comuniquem-se com serviços RPC. 
4.4 Outros Protocolos mais Complexos 
Como já dito em outras oportunidades, têm surgido, com bastante rapidez, diversos protocolos 
importantes, que podem fazer uso de ambos UDP e TCP, envolvendo diversas sessões simultâ-
neas. Um exemplo é o novo protocolo H.323 para o transporte de voz sobre o protocolo IP. Sem 
muitos detalhes (a compreensão deste protocolo exige conhecimentos que fogem ao escopo 
deste trabalho), este protocolo utiliza quatro sessões UDP diferentes para controle e uma cone-
xão TCP para a comunicação entre as partes !56). 
Estes protocolos, por usarem UDP além do TCP, têm todos os problemas de filtragem estática 
e de proxtes discutidos na Seção 4.2, página 39. Um outro agravante para a implementação de 
agentes proxy para estes serviç?s é a complexidade. Um dos requisitos principais destas imple-
mentações é que elas sejam simples, minimizando as chances da existência de falhas de segu-
rança [411. Além disso, para o caso de várias sessões e conexões simultâneas, um proxy pode 
ficar mais rapidamente sobrecarregado com um número menor de clientes. 
Portanto, as limitações das tecnologias tradicionais defirewall oferecem bons argumentos à 
busca de outras soluções para a provisão destes senriços inseguros. Filtros de pacotes com esta-
dos podem desempenhar muito bem este papel de prover com segurança senriços mais comple-
xos. No próximo capítulo será apresentado, com mais detalhes, a tecnologia de filtragem com 
estados, explicando-se como eles podem oferecer suporte à serviços inseguros. 
Capítulo 5 
Filtros de Pacotes com Estados (Sfateful 
Packet Fi/ter) 
Neste capítulo será apresentado, em mais detalhes, como funciona a filtragem de pacotes com 
estados e em que ela difere das tecnologias tradicionais de firewall. Ao longo do capítulo, será 
mostrado, entre outras coisas, como o SPF pode ser usado para prover com segurança alguns 
daqueles serviços inseguros vistos no capítulo anterior. 
5.1 Introdução 
Como discutido na Seção 3.3, página 22, filtros de pacotes tradicionais não mantêm informações 
de estados das conexões ou sessões que passam pelo firewatl. Pacotes são analisados indepen-
dentemente, usando somente as informações existentes nos seus cabeçalhos de rede e transporte 
e regras de filtragem. Se um pacote qualquer com as flags de sincronismo SYN e ACK ligadas 
chegar ao filtro de pacotes, o filtro supõe que este seja parte de algum canal virtual existente 
entre a rede interna e a rede externa. Silenciosamente, este o aceita, caso esteja de acordo com 
o conjunto de regras que implementa a política de segurança local. 
Entretanto, um bomfirewall não deve permitir que pacotes não válidos entrem na rede a ser 
protegida [48]. Pacotes não válidos são aqueles que não satisfazem as regras de filtragem e/ou 
não pertencem a nenhuma conexão ou sessão existente através do firewall [67]. Isto, além de 
garantir a perfeita implementação da política de segurança da rede interna, evita diversos ataques 
já bem conhecidos e outros que poderão aparecer no futuro usando pacotes devidamente cons-
truídos e/ou mal formados. Um bom exemplo disto são os pacotes ou fragmentos de pacotes. 
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que satisfazem às regras de filtragem, mas não pertencem a nenhuma conexão ou sessão exis-
tente entre a rede interna e a externa, enviados para derrubar uma máquina alvo, explorando 
alguma falha na implementação da pilha de protocolos TCP/IP de um determinado sistema ope-
racional existente na rede interna. Aliás, um atacante pode descobrir os sistemas operacionais 
usados em máquinas internas, enviando alguma seqüência bem definida de pacotes com carac-
terísticas não especificadas nos padrões dos protocolos e, de acordo com as respostas obtidas, 
inferir sobre o sistema usado pela máquina [66]. 
Em um filtro de pacotes com estados, quando um pacote SYN/ ACK chega ao filtro, ele nor-
malmente verifica, em suas tabelas de estados das conexões e sessões, se este pertence a alguma 
conexão em andamento através do firewall. Caso não exista uma conexão TCP válida para este 
pacote, ele é descartado e, possivelmente, registrado nos logs. Portamo, mesmo que o filtro esteja 
configurado com uma única regra permitindo todo tráfego de pacotes entre as redes, estes paco-
tes continuarão sendo bloqueados no firewall, já que não pertencem a nenhuma conexão válida 
segundo suas tabelas de estados [77]. Esta solução garante sempre uma maior segurança, visto 
que somente pacotes autorizados pelas regras de filtragem ou pertencentes às sessões e cone-
xões válidas entre as redes podem atravessar o filtro. Uma outra vantagem desta solução é a 
melhora no desempenho, pois somente os primeiros pacotes das conexões ou sessões são veri-
ficados com as regras de filtrag~m, que geralmente é uma tarefa de mais alto custo computacio-
nal [341. 
Vale ressaltar aqui que este é o comportamento mais normal das atuais implementações de 
filtros de pacotes com estados. Será visto mais adiante, neste capítulo, que nem sempre este pro-
cesso de filtragem com estados trabalha exatamente desta forma em todas as implementações 
[77]. Portanto, não existe uma especificação padrão para a implementação de um SPF, ou seja, 
o termo .. stateful" especifica que o filtro deve manter informações de estados das sessões e cone-
xões, mas não como estas informações devem ser mantidas nem como elas devem ser usadas 
no processo de filtragem. O que será visto nas próximas seções são as características mais dese-
jáveis e esperadas em filtros de pacotes com estados. Mas algumas exceções e suas respectivas 
soluções serão discutidas, sempre que possível. As informações aqui discutidas são baseadas 
principalmente nos produtos c?merciais mais usados e conhecidos: Firewall-1 da CheckPoint e 
CISCO-PIX da Cisco e nas implementações de domínio público: lptables (parte do kerne! no 
Linux das séries 2.3 e 2.4) e Ipfilter. 
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5.2 UDP 
Como em UDP não existem conexões e, por conseqüência, não há um processo de estabeleci-
mento de conexão, para todos os pacotes UDP que chegam ao SPF verifica-se primeiramente se 
já existe, em suas tabelas de estados, alguma sessão para este pacote. Se este pacote UDP puder 
ser associado a alguma sessão existente, então ele é permitido continuar seu percurso entre as 
redes. Entretanto, se não existe uma sessão para este pacote, verifica-se, usando as regras de fil-
tragem do filtro, se o mesmo é permitido passar pelo firewall, como ocorre na filtragem tradici-
onal [77]. Em caso positivo, além de permitir a sua passagem, o filtro assume que este pacote é 
o primeiro pacote de uma sessão e cria uma nova entrada na tabela de estados do SPF. 
Cada entrada para uma sessão UDP usa normalmente as informações existentes nos cabeça-
lhos dos pacotes da sessão: endereços de origem e destino, números de portas de origem e des-
tino e um timeout associado. Portamo, todo pacote recebido com estas informações no 
cabeçalho são assumidos pertencer a tal sessão. Este timeout evita que a entrada fique indefini-
damente na tabela de estados (que em muitas implementações tem tamanho limitado) e é reini-
cializado toda vez que um pacote para esta sessão passa pelo firewall. Um outro importante 
detalhe que deve ser lembrado é que este timeout deve ser suficientemente longo para evitar o 
bloqueio das comunicações válidas. No caso do Firewall-1 (FW-1) da CheckPoint. por exemplo. 
este timeout é de 40 segundos [77]. 
Caso o tempo de vida de uma entrada na tabela seja muito curto, poderá acontecer de um 
cliente ficar reenviando alguma requisição a um servidor remoto e jamais receber a resposta cor-
respondente. Isso acontece porque quando a requisição é enviada, ao passar pelo firewall, o 
filtro cria uma entrada na tabela de estados das sessões e inicializa o timeout associado. Entre-
tanto, este timeout expira antes que a resposta do servidor remoto chegue e, consequentemente. 
todas as outras sucessivas tentativas do cliente terão o mesmo resultado. Algum tempo depois, 
quando a resposta do servidor chegar ao filtro, a entrada para a sessão não mais existirá na tabela 
de estados e, como este pacote não é permitido pelas regras de filtragem, ele será descartado. 
Um outro aspecto importante em filtros de pacotes com estados, tratado mais adiante, é que 
algumas implementações conseguem associar pacotes ICMP às suas sessões e conexões [80]. No 
caso do UDP, pacotes com ICMP pot1 unreachable, por exemplo, poderiam chegar ao seu des-
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tino correto e evitar que um cliente interno ficasse fazendo tentativas sucessivas. sem a necessi-
dade de uma regra específica para isso. 
Como UDP também não tem nenhum processo de encerramento de conexões, o filtro não 
tem como saber quando a sessão termina exatamente e, portanto, a entrada para uma sessão é 
removida da tabela de estados somente quando expirar o tempo de vida da entrada na tabela. 
5.3 TCP 
A filtragem de conexões TCP é levemente diferente de sessões UDP. Como TCP é orientado a 
conexões, é suficiente verificar o primeiro pacote do processo de estabelecimento da conexão, 
junto ao conjunto de regras de t11tragem (pacote com o bit ACK desligado). Caso esta conexão 
seja permitida, uma entrada na tabela de estados é criada para permitir a passagem dos demais 
pacotes da conexão [73]. Portanto, para pacotes pertencentes a uma conexão já estabelecida, 
verifica~se se o canal virtual a que este pacote está associado tem uma entrada na tabela de esta-
dos das conexões. Somente se ~xistir uma entrada é permitida a passagem do pacote. 
Entretanto, no FW-1 este processo é um pouco diferente. Neste produto. quando qualquer 
pacote chega ao filtro e não pertence a nenhuma conexão existente na tabela de estados. ele 
verifica o pacote usando as regras de filtragem e, caso seja permitido, cria uma entrada para uma 
nova conexão, como se este pacote realmente fosse o primeiro pacote da conexão. Só que neste 
caso, o filtro retira a parte de dados do pacote e modifica números de seqüência antes de permitir 
a sua passagem. Se a resposta para este pacote for um pacote com bit RST ligado, ele descarta 
este último e remove a entrada da conexão da tabela de estados [73]. Desta forma, o pacote não 
causaria prejuízos ao destino e nenhuma informação poderia ser obtida sobre a máquina interna. 
Isso não somente é válido para pacotes SYN/ ACK, mas também para pacotes Null. FIN/ ACK e 
vários outros pacotes mais exóticos, com exceção, obviamente, para os pacotes com FIN ou RST 
válidos [77]. Estes últimos são usados para encerrar uma conexão e, portanto, ao chegarem ao 
filtro, o FW-1 reduz o valor do timeout para a conexão de 3600 segundos para 50 segundos. 
simulando um estado semelhante ao de TIME_WAIT do TCP. 
A explicação para este estranho componamento que foi dada em [77], é a disponibilidade: 
em caso de falhas ou quando as regras de filtragem são atualizadas durante o funcionamento 
normal do filtro, deseja-se que nenhuma conexão em andamento seja afetada. Portanto, esta 
solução possibilita evitar que as conexões válidas sejam abortadas. Notar que UDP não tem uma 
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solução similar, já que os clientes internos têm a responsabilidade de retransmitir suas requisi-
ções. recriando a entrada na tabela de estados das sessões UDP, se não receberem a resposta 
esperada após algum tempo. 
Quanto às entradas na tabela de estados relativas às conexões TCP, as soluções usadas pelas 
diversas implementações diferem um pouco. O caso mais simples é semelhante ao que se adota 
para as sessões UDP: endereços de origem e destino, portas de origem e destino e um timeout. 
O CISCO-PIX da Cisco, a versàÔ atual do Iptables (versão 1.0), que será examinada em detalhes 
no próximo capítulo, e o FW-1 mantêm estados das conexões TCP com estas informações. Isso 
significa que pacotes TCP que tenham estas mesmas informações (com exceção do timeout. é 
claro) nos seus cabeçalhos são considerados parte da conexão. 
As últimas versões do Ipfilter (versões 3.3.0 em diante). assim como as futuras versões do 
Iptables adotam uma solução mais segura para evitar ataques de DoS ao filtro [86]. Mantém-se, 
além daquelas informações, os números de seqüência e tamanhos das janelas de recepção (parâ-
metro '·wtndow" do TCP) usadas na conexão. Portanto, há um acompanhamento mais rigoroso 
do andamento das conexões. Entretanto, o emprego destas informações consome mais recursos 
e uma inteligência maior do filtro. Neste caso, o filtro conclui que os pacotes fazem parte de uma 
conexão, considerando também os números de seqüência e o tamanho da janela do receptor, 
além de simplesmente checar endereços e números de ponas [731. Além disso, os números de 
seqüência e os tamanhos das janelas de recepção nas tabelas de estados vão sendo convenien-
temente atualizados com o passar do tempo, acompanhando o protocolo de janela deslizante 
usado pelo TCP. Cuidados especiais, porém, devem ser tomados na implementação do filtro para 
evitar que alguns pacotes atrasados ou perdidos1 na rede bloqueiem todo o tráfego válido de 
uma conexão. Um problema como este, por exemplo, existia em antigas implementações do 
Ipfilter [73]. 
Diferentemente do que acontecia para o caso das sessões UDP, o filtro pode remover uma 
entrada na tabela de estados quando chegar um pacote com as flags RST ou FIN ligados em um 
pacote da conexão. Neste caso, o pacote atravessa o firewall e a entrada para a conexão é remo-
vida da tabela de estados. Isso ocorre nas atuais versões do CISCO-PIX [86]. Outras implementa-
1 Alguns pacotes que passam pelo filtro podem nào chegar ou podem chegar fora de ordem ao seu destino. 
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ções optam por manter a entrada ainda por um período mais curto de tempo para dificultar 
ataques de DoS, como visto no caso do FW-1. 
5.4 ICMP 
Para pacotes ICMP saindo da rede protegida com alguma requisição, como echo request ou times-
tamp request, um filtro de pacotes com estados usa a mesma estratégia adotada no caso das ses-
sões UDP. Desta forma, é possível que usuários internos possam fazer ping para redes remotas, 
criando somente uma regra para permitir que pacotes echo request atravessem o firewall. Esta é 
uma outra importante vantagem de filtros de pacotes com estados em relação a filtros tradicio-
nais: o conjunto de regras é menor e mais simples [77]. 
Por manter estados das conexões e sessões, um filtro de pacotes com estados permite 
também associar pacotes ICMP de erro ou controle à sua devida conexão ou sessão [80]. Como 
visto na Seção 2.6, página 12, estes pacotes trazem informações (ver o formato destes pacotes 
na Figura 5.1) que permitem id~ntificar a conexão ou sessão da máquina à que se refere a men-
sagem ICMP. Usando estas informações, o filtro pode verificar a existência desta sessão ou cone-
xão em suas tabelas de estados e permitir a passagem. O lptables e o lpfilter são exemplos de 
SPFs que fazem esta verificação. 
Type I Code I Ghecksum 
Não usado (deve ser zer.o) 
c:meçalho IP + pritneiro:s: 8 byt:es de dados do 
dat;agt:m~.a IP 
(Permite idetJ.tific:d' a co:b.exio ou s:es:eio) 
Figur~ 5.1: Formato de Pacotes ICMP de Erro 
5.5 Filtragem no Nível de Aplicação 
Para alguns serviços e protocolos de aplicação, como visto no caso do FTP, algum trabalho extra 
precisa ser feito no nível de aplicação. Para estes casos especiais, filtros de pacotes com estados 
podem acompanhar o fluxo de dados da aplicação e extrair as informações necessárias para suas 
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tabelas de estados. No caso do FTP, o filtro pode extrair, por exemplo, a porta que o cliente 
usará para uma conexão de dados. Desta forma, ele cria uma regra dinâmica ou, como no caso 
do lptables, cria uma entrada em uma lista de conexões aguardadas. 
Por já fazerem algum trabalho nesta camada de comunicação para alguns serviços, alguns 
SPFs, como o CISCO-PIX e o FW-1, permitem também alguma filtragem no nível de aplicação, 
como em agentes proxy [301. Entretanto, a filtragem neste caso é geralmente bastante simples, 
verificando somente a parte de dados dos pacotes individualmente, sem qualquer remontagem 
do fluxo de dados do serviço [291. Este tópico retornará à discussão na Seção 5.8, página 55. 
Apesar disso, muitos serviços de aplicação transmitem comandos do protocolo e suas respec-
tivas respostas em unidades pequenas, que cabem em um único datagrama IP e podem perfei-
tamente ser filtrados por filtros de pacotes com estados1. Um bom exemplo é o caso da 
comunicação entre clientes RPC e o Portmapper. As mensagens enviadas pelos clientes, requisi-
tando o número da porta usada por algum servidor RPC, ocupam somente 56 bytes, enquanto 
uma resposta com o número d:a porta usada ocupa 28 bytes da parte de dados2. Nestes casos, 
não há a necessidade de remontagem dos dados dos pacotes de uma comunicação para filtrar 
comandos do serviço ou protocolo de aplicação. A grande vantagem obtida com esta filtragem 
é que o SPF desempenha o papel de um agente proxy dedicado sem comprometer o desempe-
nho. 
5.6 Ataques de DoS a Filtros de Pacotes com 
Estados 
Como visto na Seção 5.3, página 49, o FW-1 tem um comportamento um pouco diferente para 
prover uma disponibilidade mais alta. Emretanto, descobriu-se que a possibilidade de criação de 
uma entrada na tabela de estados das conexões, com a chegada de um pacote SYN/ ACK ou qual-
quer outro, pode trazer sérias implicações para ataques de DoS neste produto [77]. Sempre que 
uma conexão é acrescentada à tabela de estados, o timeout associado é automaticamente inici-
alizado para 3600 segundos (por dejault). Ao enviar vários destes pacotes para endereços que 
1 Neste caso, a fragmentação e qualquer tentativa de manipulação de certos atributos do TCP, capazes de forcar a 
troca de streams de dados cuidadosamente truncados, pode ser encarado como uma tentativa de ataque. Pacmes 
com estas características devem ser descartados e logados. Estes cuidados evitam que a filtr.Jgem com estados s<.;a 
subvertida por pacotes maliciosamente truncados_ 
2 Usando o protocolo UDP. 
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não existem (não obterão pacotes RST de volta e, portanto, o timeout continuará sendo de 1 
hora), pode-se lotar a tabela de estados do SPF. Portanto, implementações de filtros de pacotes 
com estados têm que dar atenção especial aos timeouts usados e ao tamanho das tabelas de esta-
dos das conexões para minimizar estas ameaças. 
Algumas implementações de SPFs podem sofrer ataques de DoS usando pacotes RST forja-
dos. O CISCO-PIX [86] e o lptables1 são vulneráveis a este ataque. Para estes filtros, a verificação 
de que um pacote pertence a uma determinada conexão baseia-se somente em endereços de 
origem e destino e portas de origem e destino no cabeçalho do pacote. Isso permite que um 
atacante crie, mais facilmente, pacotes RST forjados para remover (no caso do CISCO-PIX) ou 
reduzir o timeout (no caso do Iptables 1.0), impedindo o andamento normal das conexões e, 
portanto, negando serviço. O FW-1 não tem este problema, pois os pacotes válidos podem 
reconstruir normalmente a entrada para a conexão na tabela de estados, caso ela tenha sido 
removida [77]. Mas a melhor solução para este problema é incluir também, nesta verificação de 
peninência, números de seqüências e tamanhos das janelas de recepção como é feito no Ipfilter, 
dificultando bastante a criação destes pacotes RST [73]. 
5.7 Ataques no Nível de Aplicação 
Na Seção 5.5, página 51, foi citado que filtros de pacotes com estados fazem somente filtragens 
simples no nível de aplicação, sem, por exemplo, a tarefa de remontagem dos dados da aplica-
ção. Para alguns serviços e protocolos, isso já é suficiente mas, em outros casos, como o FTP, 
isso pode trazer problemas, como será visto nesta seção. 
Recentemente descobriu-se uma vulnerabilidade existente no CISCO-PIX, FW-1 e no Iptables 
que permite a um atacante usar um servidor FTP, protegido pelo firewall, para subverter o SPF 
e induzí-lo a permitir tráfego de pacotes para qualquer porta desejada em máquinas internas. 
Este ataque usa o fato destes filtros de pacotes com estados não remontarem todo o fluxo de 
dados para a aplicação FTP e simplesmente basearem-se na busca por certas seqüências de 
caracteres ASCII na parte de dados de cada pacote individualmente [52]. 
Como já mencionado neste trabalho, o protocolo FTP tem um modo de operação alternativo 
chamado FTP passivo. Neste modo, o servidor passa para o cliente o número da porta que usará 
1. Esw vulnerabilidade não mais cswrá presente nas futuras versões deste SPF. 
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na conexão de dados. Nesta comunicação, o servidor envia sempre o padrão de caracteres ASCII 
''227 Entering Passive Mode", antecedendo as informações de endereço IP do servidor e a porta 
a ser usada. Desta forma, a conexão de dados é iniciada pelo cliente usando este número de 
porta no servidor. SPFs monitoram a conexão de dados em busca deste padrão e, desta forma, 
podem obter o número da porta que o servidor usará na conexão de dados com o cliente. 
Entretanto, um atacante pode simplesmente forçar o servidor a enviar alguma mensagem de 
erro, na qual este padrão ASCII estaria presente, e o firewall interpretaria como sendo informa-
ções válidas do servidor para o modo passivo. Por exemplo: 
/"Comando do atacante •; 
GET AAAA[ vários caracteres "A"]AAAAA227 Entering Passive Mode 140, 252, 13, 34. 4. 150 
Neste caso , o servidor retornará uma mensagem de erro, na conexão de controle, dizendo que 
"AAAA[ vários caracteres "A"]AAAAA227 Entering Passive Mode 140, 252, 13, 34, 4, 150" é um 
nome de arquivo inválido. Se o atacante for cuidadoso na escolha da quantidade de caracteres 
"A" e usar um parâmetro TCP MSS1 (Maximum Segment Size) apropriado, o SPF pode acreditar 
que a mensagem se trata realmente de uma resposta do servidor para entrar no modo passivo. 
Neste caso, manipulando estes valores, um atacante pode fazer com que o servidor envie esta 
mensagem de erro truncada em diversos pacotes. O sucesso do ataque depende de que um 
destes pacotes apresente somente "227 Entering Passive Mode 140, 252, 13, 34, 4, 150" na sua 
parte de dados. Então, o filtro de pacotes com estados, fazendo o match pelo padrão "227 Enter-
ing Passive Mode", cria uma regra dinâmica para permitir que o cliente se comunique usando a 
porta 11742 na máquina interna 140.252.13.34. 
Isso prova que estas implementações comerciais de SPFs não remontam completamente o 
fluxo de dados dos serviços e protocolos de aplicação e, portanto, não podem fazer todas as 
tarefas realizadas em agentes proxy dedicados [29]. Além disso, a ausência de remontagem dos 
dados exige que o SPF mantenha mais informações de contexto para evitar que mensagens de 
erro. dentre outras, possam ser incorretamente interpretadas pelo filtro. Uma das soluções ado-
1 Este valor é informado por cada participante dur:antt; o setup da e.:onexào. Este atributo indie.:a o tamanho do 
buffer de dados reservado para a e.:onexào. 
2. 1174 ~ 4 X 256 + 150 
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tadas. para este problema do FTP, é acompanhar cada carriage retum na parte de dados dos 
pacotes, para facilitar uma correta delimitação dos dados da aplicação. 
5.8 Comparação entre SPFs e as Tecnologias 
Tradicionais de Firewall 
Teoricamente, é possível construir umproxy completo em um filtro de pacotes com estados [30]. 
Mas, diferentemente de um proxy, ele envolve no seu processo de filtragem todas as camadas 
de comunicação, desde os cabeçalhos de rede e transporte até a parte de dados do nível de apli-
cação, permitindo aliar as principais vantagens de filtros de pacotes e agentes proxy. Desta forma, 
o processo de filtragem torna-se agora mais homogêneo: uma só entidade vai fazer a análise 
completa do tráfego de dados. Entretanto, na prática, os vendedores optam por produtos mais 
"leves·· e, quando um trabalho maior precisa ser feito na camada de aplicação, eles recorrem a 
proxies para o serviço [29]. 
Tome-se o Firewall-1 como exemplo, embora o mesmo possa ser observado em outros pro-
dutos de filtros de pacotes com estados. Neste, existem dois módulos básicos [31]: o Firewall-1 
Inspection Module (também chamado "INSPECT engine") e o security server (ver Figura 5.2). No 
primeiro, reside o filtro de pacotes com estados propriamente dito. Ele é implementado no kemel 
do sistema operacional entre as camadas de enlace de dados e rede. Com o INSPECT engine é 
possível filtrar pacotes usando todas as camadas de comunicação e estados de comunicações 
passadas. Muito do que pode ser feito em alguns proxies pode ser feito também neste módulo, 
porque ele implementa algumá filtragem, similar a de proxies mais simples para os seJViços. 
Entretanto, se o usuário quiser fazer um trabalho maior na camada de aplicação, ele precisa usar 
o segundo módulo do produto. Notar que este trabalho pode ser a tarefa de remontar e inspe~ 
cionar todo o fluxo de dados. Os security servers rodam no espaço de processos e existem para 
FTP, HTTP, SMTP e também para fins de autenticação. Na verdade, eles apresentam as mesmas 
características que proxies para estes seJViços [30]. 
Assim, quando o usuário desejar autenticação extra de usuários, fazer inspeção no fluxo de 
dados à procura de vírus, bloquear applets Java ou fazer análises mais sofisticadas no fluxo de 
dados, o Firewall-1 deixa estes security servers realizarem o trabalho. A vantagem desta solução 
é que o filtro no kernel fica mais simples, eliminando o overhead de um proxy implementado 
junto ao filtro e garantindo, portanto, um bom desempenho com segurança [301. 
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Figura 5.2: INSPECT Engine e Security Servers 
Uma boa prova disto é a vulnerabilidade mostrada na seção anterior. Aquele problema revela 
que o fluxo de dados para FTP não é completamente remontado. Quando se deseja fazer alguma 
filtragem maior no nível de aplicação, como filtrar os comandos PUT para o servidor FfP interno, 
todo o tráfego precisa ser remontado/normalizado e o FfP security server se encarrega da tarefa. 
Na prática, portanto, a maioria dos produtos que implementam filtros de pacotes com estados 
recorrem a soluções semelhantes a proxies (os security servers, no caso particular do Firewall-1) 
sempre que é necessário fazer um trabalho maior com os dados da aplicação. Por este motivo, 
muitos acreditam que proxies de aplicação são mais seguros que filtros de pacotes com estados 
[291. 
Por outro lado, é inegável que filtros de pacotes com estados podem ser uma solução sufici-
ente em diversos ambientes computacionais onde os riscos são baixos e em ambientes com exi-
gências de desempenho. Se algum trabalho mais sofisticado deve ser feito como, por exemplo, 
bloquear instâncias específicas de Java ou buscar vírus no fluxo de dados, deve-se usar proxies 
dedicados a este trabalho, em adição à filtragem por estados. No caso de alguns produtos comer-
ciais como o Firewall-1, é possível que estes proxies já sejam incluídos no próprio produto. 
No caso do supo11e a serviços e protocolos novos, as poderosas linguagens de scripts inclu-
ídas nestes produtos comerciais que implementam filtros de pacotes com estados, para a escrita 
de regras de filtragem, podem permitir uma solução mais segura que proxies genéricos ou neu-
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tros [32]. Além disso, para aplicações desenvolvidas dentro de um ambiente corporativo. por 
exemplo, para as quais não existem proxies, pode ser bastante interessante usar um filtro de 
pacotes com estados para estabelecer regras de filtragem para tal serviço. 
É válido ressaltar ainda que, por seu baixo custo computacional e por sua segurança adicio-
nal, filtros de pacotes com estados são sempre preferidos a filtros de pacotes estáticos e dinãmi-
cos. Como já foi dito anteriormente, um filtro de pacotes com estados pode ser considerado uma 
evolução dos filtros de pacotes dinâmicos. 
5.9 Serviços Inseguros 
No capítulo anterior, viu-se que certos serviços, definidos aqui como serviços inseguros, ofere-
cem problemas. para serem tratados pelas tecnologias tradicionais. Com filtros de pacotes tradi-
cionais e agentes proxy, a provisão destes serviços pode abrir espaços no .firewall, que tornam 
a rede local menos segura. 
Para serviços baseados em UDP, SPFs podem adicionar alguma noção de estados, ou seja. 
somente respostas a requisições válidas, segundo análise do firewall, são permitidas trafegar 
entre as redes. Esta solução é bem mais interessante do que a utilizada em filtros de pacotes está-
ticos, que simplesmente abrem parte do espaço de portas, expondo a rede interna. Além disso, 
o SPF permite que a filtragem também seja feita no nível de aplicação sem comprometimento no 
desempenho [32]. No capítulo 8, será visto como isso pode ser feito na comunicação entre um 
cliente RPC com o portmapper/rpcbind usando UDP. 
A grande maioria dos serviços baseados em UDP envolve a troca de pequenas unidades de 
dados na comunicação e, portanto, podem ser perfeitamente filtrados na camada de aplicação 
por SPFs1. Um bom exemplo é o DNS. Este serviço baseia-se somente em um pacote UDP com 
a requisição e um outro com a resposta (TCP é usado somente quando esta resposta é maior que 
512 bytes [22] ). Muitas outras aplicações, como "Instant messageS', usam UDP somente para tare-
fas mais simples. como transmitir ao servidor poucas informações sobre o status do cliente. 
Nestes casos, UDP é preferido ao TCP, por eliminar os processos de estabelecimento e encer-
1 Nao esquecendo, obviamente, de tomar cuidados especiais contra ataques usando fragmentos e/ou pacotes trun-
cados. 
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mento da conexão. Agentes pro.xy para estes setviços também seriam mais simples de implemen-
tar, porém o SPF, pelo menor custo computacional, é uma melhor opção. 
Para serviços mais complexos, que usem sessões UDP e TCP simultaneamente, filtros de 
pacotes com estados são muito interessantes. Um bom exemplo é o serviço Real Audio [27], para 
transmissão de áudio na Internet. Neste setviço, como pode ser visto na Figura 5.3, o cliente esta-
belece uma conexão TCP (uma espécie de conexão de controle) usando a porta 7070 do servi-
dor. Usando esta conexão, ele envia suas requisições e números de portas UDP1 que ficarão 
esperando os dados do setvidor. Múltiplas sessões UDP serão usadas para aumentar a vazão, 
garantindo a qualidade do som. Esta quantidade de portas usadas pode sobrecarregar muito mais 
rapidamente proxies dedicados.· Além disso, o aumento no overhead pode prejudicar a qualidade 
do som. Um SPF, por outro lado, pode acompanhar a conexão TCP e permitir as sessões UDP 
muito facilmente. 
Figura 5.3: Real Audio 
TCP também poderia ser usado, mas causaria uma degrad;H.:ào considerável na qualidade do >oom. 
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Quanto aos serviços baseados em RPC, nos próximos capítulos será mostrado como este 
autor implementou um filtro de pacotes com estados capaz de oferecer suporte a estes serviços. 
Neste trabalho, foi usado o Iptábles como ponto de partida e criados módulos auxiliares para 
efetuar a filtragem com estados de serviços inseguros que utilizam o protocolo RPC. 
UNlCAMl' 
Capítulo 6 
lptables: Um Filtro de Pacotes com 
Estados no Kernel do Linux 
Como visto no capítulo anterior, o Iptables é o filtro de pacotes com estados implementado no 
kernel do Linux nas séries 2.3 de desenvolvimento e 2.4 de produção. Neste capítulo, serão mos-
trados mais detalhes sobre o mecanismo de filtragem com estados realizado por este SPF. Será 
visto que, na verdade, um outro módulo do kernel é o responsável por manter os estados de 
todas as conexões e sessões através do firewall. Estas informações de estados são então usadas 
de maneira independente pelos processos de tradução de endereços e filtragem de pacotes, 
dentre outros. 
6.1 Introdução . 
Na Seção 3.3, página 22, foi visto que alguns sistemas operacionais trazem o processo de filtra-
gem de pacotes implementado no núcleo do sistema. Nas versões 2.0.x e 2.2.x de produção do 
kernel do Linux, por exemplo, pode-se encontrar respectivamente os filtros Ipfwadm e Ipchains, 
que implementam simplesmente uma filtragem estática dos pacotes. Neste trabalho, entretanto, 
tem-se mais interesse na nova infra-estmtura [18] usada para tratamento e filtragem dos pacotes 
que estará presente na série de produção 2.4 do kernel, neste sistema operacional. 
Como ainda não há uma versão estável deste novo kernel, muito do que será apresentado 
neste capítulo é baseado nas versões 2.3.x de desenvolvimento e poderá sofrer pequenas 
mudanças até a sua versão final. Contudo, as idéias básicas usadas na implementação certamente 
permanecerão as mesmas. Esta arquitetura surge para resolver antigos problemas existentes nas 
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versões anteriores do núcleo deste sistema operacional, que fogem ao escopo deste trabalho, e 
trazem outras grandes melhorias. 
Entre as novas características que poderão ser encontradas no kernei 2.4.x do sistema opera-
cional Linux e que conduziram à escolha desta plataforma para o desenvolvimento deste traba-
lho, merecem destaque a implementação do processo de filtragem de pacotes com estados, a 
modularidade e a facilidade para implementar e/ou estender as diversas funcionalidades que rea-
lizam seu trabalho com os pacotes que chegam ao kernel [57]. Estas funções são implementadas 
como módulos independentes, os quais podem ser acoplados ao kernel de acordo com as neces-
sidades do usuário. Este capítulo estará concentrado nos módulos de acompanhamento das 
conexões e sessões e de filtragem de pacotes, que juntos possibilitam uma filtragem também 
baseada em informações de estados. As estruturas de dados citadas neste capítulo e algumas 
outras usadas na implementação destes módulos podem ser encontradas no apêndice A. 
6.2 Netfilter 
O Netfilter é umjramework independente da interface normal de Berkeley Sockets, que gerencia 
e organiza como os pacotes que chegam ao kernel do Linux devem ser tratados, nas séries de 
desenvolvimento 2.3 e de produção 2.4 [57]. Ele define, por exemplo, que partes do kernel 
podem realizar algum trabalho com o pacote quando este atingir certos pontos do núcleo do 
sistema operacional. 
Nesta nova infra-estrutura, cada protocolo define "hooks" (1Pv4 define 5), que são pontos 
bem definidos na pilha de protocolos por onde passam os pacotes. Quando um pacote chega a 
um determinado book, o Netfilter checa que módulos do kernet estão registrados para oferecer 
algum tratamento especial naquele ponto. Caso existam, cada módulo seqüencialmente recebe 
o pacote (desde que, obviamente. ele não seja descartado ou passado para o espaço de proces-
sos por um módulo anterior) e pode, portanto, examiná-lo, alterá-lo, descartá-lo, injetá-lo de 
volta ao kernel ou passá-lo para o espaço de processos, dependendo da funcionalidade de rede 
que esteja implementando. Es~es módulos geralmente registram-se em mais de um hook ao 
mesmo tempo, podendo, até mesmo, fazer trabalhos diferentes com os pacotes em cada um 
deles. 
Desta forma, pode-se definir quais módulos devem ser carregados e registrados perante o 
Netfilter, sempre que algum tratamento especial com os pacotes for necessário. Além disso, esta 
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interessante infra-estrutura facilita a implementação de novos módulos e permite que os módulos 
pré-existentes sejam facilmente estendidos, usando interfaces de comunicação bem definidas. 
Alguns dos módulos nativos são o NAT, o Iptables e o módulo de Connection tracking. 
Notar que, diferentemente das versões mais antigas do kernel do Linux, as diversas funções 
de rede são implementadas em módulos independentes. Nas versões 2.0.x e 2.2.x, o IP mas-
querading, por exemplo, era implementado junto ao processo de filtragem de pacotes e das fun-
ções de roteamento no kernel [55]. Isso tornava o código confuso e acarretava alguma perda no 
desempenho. Com este novo esquema, IP masquerading, por ser um caso especial de NAT, é 
implementado usando o módulo de NAT. Este último, por sua vez, é totalmente independente 
do módulo de filtragem. 
6.2.1 Netfilter e 1Pv4 
Na Figura 6.1, página 63, pode-se verificar que o IPv4 define 5 books [571. Neste caso, quando 
um pacote chega ao kernel, ele passa inicialmente por uma série de testes de sanidade. Verifica-
se aqui, entre outras coisas, se o pacote é truncado e se há problemas com o checksum do cabe-
çalho IP. A seguir, o pacote é passado para o hook NF _IP _PRE_ROUTING. Ele recebe este nome 
porque o pacote, ao atingir este ponto na pilha de protocolos, não terá ainda passado pelo pro-
cesso de roteamento no kernel. Em alguns casos, como no processo de tradução de endereços, 
já é necessário realizar alguma tarefa com os pacotes neste ponto. O módulo de NAT, portanto. 
deve ser registrado neste hook para reescrever endereços nos pacotes entrando no sistema. 
Em seguida o pacote chega ao código de roteamento, onde se verifica se ele é destinado a 
algum processo local ou algum outro host. Vale mencionar que o pacote pode também ser des-
cartada neste momento, caso não exista uma rota para ele. Se o pacote é destinado a algum pro-
cesso local na máquina, o mesmo é passado para o hookNF _IP _LOCAL_IN, antes de ser entregue 
ao processo destino (se existir). Caso o destino seja um outro host, o pacote chega ao hook 
NF _IP _FORWARD e, por fim. o pacote é entregue ao hook NF _IP _POST_ROUTING antes de ser 
enviado pela rede. Para tratar os pacotes originados por algum processo local, antes de atingirem 
o processo de roteamento1. existe ainda o hook NF _IP _LOCAL_OUT. 
I. A partir do roteaml:nto. o pacote originado por um processo local segue o mesmo percurso dos outros p:<cotes 
vindos de alguma interface de rede. 
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Este módulo foi originalmente implementado para ser usado pelo módulo de NAT. Todavia, pos-
sibilita também que os outros módulos no kernel possam utilizá-lo. O papel do módulo Conn-
track é manter informações de estados de todas as conexões e sessões [57]. O módulo Iptables, 
em suas versões iniciais, não fazia filtragem com estados, mas foi rapidamente e facilmente esten-
dido para basear seu processo de decisão também nas informações de estados mantidas pelo 
módulo Conntrack [80]. Portanto, a grosso modo, este módulo de Connection tracking é o ver-
dadeiro responsável pela parte "stateful" do filtro de pacotes implementado no kernel do Linux. 
Este módulo deve oferecer tratamento para os pacotes antes que entrem realmente no sis-
tema e, desta forma, ele se registra aos hooks NF_IP_LOCAL_OUT (para tratar os pacotes origi-
nados localmente) e NF _IP _PRE_ROUTING (para tratar os pacotes chegando por uma das 
interfaces de rede). Assim, é possível manter estados das sessões e conexões independente das 
outras partes do kernel. 
6.3 Módulo de Connection Tracking (Conntrack) 64 
Cada pacote chegando ao kernel é associado a uma estrutura de dados (skb~buff). Todos os 
componentes do núcleo do sistema operacional, que realizam algum trabalho com um determi-
nado pacote, recebem o apontador para a estrutura de dados correspondente. Desta forma, os 
cabeçalhos e dados do pacote não precisam ser recopiados durante sua travessia pela pilha de 
protocolos [82]. Portanto, esta estrutura de dados, dentre outras coisas, tem apontadores para os 
cabeçalhos dos diferentes níveis de rede e para a parte de dados do pacote. Nas séries 2.3 e 2.4, 
ela apresenta um campo extra (nfmark), no qual o módulo Conntrack codifica o estado para o 
pacote em sua sessão ou conexão. Vale notar que este módulo não deve descartar pacotes, com 
exceção de alguns casos excepcionais (pacotes mal formados). Esta função é deixada para o 
módulo de filtragem. Portanto, depois de passar pelo módulo Conntrack, um pacote atravessa o 
kernel com o seu respectivo estado, que pode ser: 
• INVALID: para pacotes que não pertencem e não criam uma conexão ou sessão. Pacotes 
ICMP não válidos são um bom exemplo; 
• NEW: para pacotes que iniciam uma nova conexão ou sessão; 
• ESTABLISHED: para pacotes pertencendo a uma conexão já estabelecida; 
• RELATED: para pacotes relacionados a alguma conexão ou sessão já estabelecida. Por 
exemplo, pacotes ICMP relacionados a alguma conexão existente. 
6.3.1 Tabela de Estados 
Como visto na seção anterior, o módulo de Connection tracking atribui um estado a cada pacote 
que chega ao kernel, de acordo com o andamento da comunicação a que pertence. Para isso, 
ele usa uma tabela hash (conhecida como Separare Chaining, Figura 6.2) para manter as infor-
mações de estados de todas as conexões e sessões passando pelo núcleo do sistema operacional 
[571. Nesta tabela, cada posição guarda uma lista encadeada, onde cada nó representa uma cone-
xão ou sessão (estrutura ip_conntrack_tuple~hash), contendo as informações necessárias para 
identificá-la unicamente (os endereços IP de origem e destino, os números de portas de origem 
e destino, o protocolo1 usado), apontadores para os seus vizinhos na lista e para uma outra estru-
tura de dados (ip_conntrack) com informações de estados propriamente ditas referentes à comu-
1 O protocolo usado pode ~cr TCP, UDP ou ICMP. 
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nicaçào. Usando estas informações, o módulo de Contrack consegue atribuir o estado adequado 
para cada pacote dentro de sua respectiva conexão ou sessão. 
A grande vantagem da tabela hash é a sua capacidade de armazenar elementos mesmo 
quando o seu número é maior que o número total de posições alocadas, sem comprometer o 
desempenho [82]. 
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Figura 6.2: Tabela Hash - Separate Chaining 
6.3.2 Tratamento dos Pacotes 1 
Quando um pacote chega para ser tratado pelo módulo Conntrack, verifica-se sempre se este é 
oriundo da interface de loopback, significando que já recebeu o tratamento adequado (já tem 
seu estado definido anteriormente) por este módulo e pode ser ignorado, ou seja. pode continuar 
sua travessia normalmente. 
6.3.2.1 ICMP 
Se o pacote recebido se trata de uma mensagem ICMP de erro ou controle (destination unreach-
able, source quench, time exceeded, parameter problem ou redirect), o módulo tenta associá-lo 
a alguma das sessões UDP ou conexões TCP existentes na tabela de estados. Caso este pacote 
L Vale ressaltar aqui que estas informações foram extraídas diretamente do código fonte implementando o.'> módu-
los Conntrack e Iptahks_ 
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possa ser atrelado a alguma sessão ou conexão, ele recebe o estado de RELA TED. Porém, se este 
não for o caso, recebe INVALID1 como estado. 
Para os demais cipos de pacotes ICMP, verifica-se somente se já existe alguma sessão ICMP 
para o mesmo na tabela de estados e, caso exista, se já houve tráfego em ambos os sentidos 
nesta comunicação. Caso não exista uma sessão para o pacote, o módulo cria uma nova entrada 
na tabela de estados (inicializao timeout para a entrada) e atribui o estado de NEW para o pacote 
ICMP. Além disso, ele guarda a informação do sentido deste primeiro pacote, que permite tratar 
corretamente as retransmissões dentro da sessão. Portanto, quando um outro pacote ICMP chega 
e existe uma sessão para ele na tabela de estados, o módulo Conntrack observa se já há tráfego 
em ambos os sentidos nesta sessão. Quando já existe tráfego em ambos os sentidos, o pacote 
recebe ESTABLISHED como estado. Em caso contrário, ele é tratado como uma retransmissão do 
primeiro pacote e recebe o estado NEW. A Figura 6.3, página 67 apresenta o fluxograma para o 
tratamento de pacotes ICMP no módulo de Connection Tracking. 
6.3.2.2 UDPeTCP 
Para o caso de um pacote UDP ou TCP, verifica-se se este pertence a alguma comunicação exis-
tente na tabela de estados. Em caso positivo, este pacote recebe o estado ESTABLISHED (se já 
existe tráfego em ambos os seritidos na sessão). Do contrário, o pacote inicia uma nova sessão 
ou conexão na tabela de estados (timeout é inicializado) e o estado do pacote é considerado 
NEW. Todo o processo, portanto, é idêntico para pacotes TCP e UDP. A única diferença é o tim-
eout usado para a entrada de uma conexão TCP na tabela de estados. Para uma conexão TCP, 
existe um conjunto de valores de timeout que são atribuídos pelo módulo Conntrack depen-
dendo do estado da conexão TCP; já em sessões UDP, o timeout é reinicializado usando sempre 
o mesmo valor quando algum pacote da sessão é recebido, como em sessões ICMP. 
O leitor mais atento pode perceber que, para pacotes TCP, o comportamento é bastante pare-
cido com o do FW -1. Qualquer pacote (não somente o pacote com a flag SYN ligada) pode criar 
uma entrada na tabela de estados. Entretanto, não há os cuidados de segurança adotados no caso 
do FW-1 (vide Seção 5.3, página 49, para maiores detalhes) e o administrador de segurança deve 
estar ciente disto, quando confi-gurando o filtro de pacotes, para evitar que pacotes indesejáveis 
atravessem ofirewall. Um outro aspecto interessante é que o módulo Conntrack antecipa o esta-
1. E~te~ pacote~ devem .ser filtrados pelo módulo Iptables. 
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belecimento da conexão TCP, ou seja, um pacote pode receber o estado de ESTABL!SHED desde 
que já exista uma entrada para a conexão na tabela de estados e tráfego em ambos os sentidos. 
6.3.3 Lista de Conexões ou Sessões aguardadas 
Além da tabela de estados das conexões e sessões, o módulo Conntrack também mantém uma 
lista de conexões ou sessões aguardadas (expect_list). Cada nó nesta lista guarda as informações 
dos endereços IP de origem e destino envolvidos, o número da porta destino e o protocolo a ser 
usado. Se um pacote tiver as mesmas informações em seus cabeçalhos. de rede e transporte de 
uma das entradas nesta lista, o módulo assume que este pertence a esta conexão ou sessão espe-
rada e atribui o estado RELATED ao pacote. Dai em diante, todos os pacotes desta conexão ou 
sessão relacionada recebem sel)lpre o estado de RELATED. Além disso, cria-se uma entrada na 
6.4 Iptables (Módulo de Filtragem) 68 
tabela de estados para esta nova conexão ou sessão e retira a entrada correspondente da lista de 
conexões ou sessões aguardadas. Isto é equivalente a criar uma regra dinâmica para permitir a 
comunicação. 
Esta lista é, portanto, essencial para permitir o funcionamento correto de certos serviços e 
protocolos TCP/IP. Como discutido em outras oportunidades neste trabalho, o FTP é um bom 
exemplo destes protocolos, pois define o número de porta a ser usado na conexão de dados 
durante a conexão de controle. Para acomodar bem tais serviços e protocolos, o módulo Conn-
track oferece módulos auxiliares para alguns protocolos (conhecidos como "helpers") e permite 
que outros, para protocolos ainda não suportados, sejam facilmente implementados e agrupados 
ao módulo de Connection tracking. Os helpers acompanham os dados trocados em uma comu-
nicação envolvendo algum determinado protocolo e extraem as informações necessárias para 
permitir as conexões ou sessões relacionadas. Com estas infonnações, este módulo auxiliar pode 
criar uma entrada para a conexão ou sessão na lista. 
Cada uma destas entradas permanece nesta lista enquanto durar a conexão ou sessão que a 
originou ou até que o primeiro pacote da sessão ou conexão relacionada chegue. Isto significa 
que não há timeouts associados, podendo dificultar um pouco o suporte a certos protocolos. 
Pode ser necessário, dependendo do protocolo, que um determinado helper gerencie uma lista 
de sessões ou conexões aguardadas particular para o correto tratamento de conexões ou sessões 
relacionadas. Esta foi a solução adotada para o caso do RPC que será visto na Seção 7.4.1, 
página 76. 
6.4 lptables (Módulo de Filtragem) 
O Iptables é considerado um filtro de pacotes com estados porque ele permite o uso, no seu 
processo de filtragem, do estado atribuído pelo módulo de Connection tracking aos pacotes das 
diferentes sessões ou conexões. O módulo Iptables sozinho implementa somente uma filtragem 
estática dos pacotes como seus antecessores: Ipfwadm e Ipchains. Entretanto, quando o módulo 
Conntrack está presente no kemet, mantendo os estados das conexões ou sessões, o Iptables 
permite que o administrador de segurança crie regras baseadas nos estados dos pacotes dentro 
de suas respectivas conexões ou sessões. Desta forma, é possível a criação de regras permitindo 
a passagem, através do firewall, de todos os pacotes com estados ESTABL/SHED e RELATED, sem 
comprometimento da segurançã requerida. 
Capítulo 7 
Suporte a Serviços Inseguros Baseados 
emRPC 
Neste capítulo serão mostrados detalhes da implementação do suporte a serviços inseguros base-
ados em RPC no filtro de pacotes com estados apresentado no capítulo anterior. Os módulos 
resultantes deste trabalho foram aprovados e serão incorporados ao próximo núcleo de produ-
ção do sistema operacional Linux (série 2.4). 
7. 1 Introdução 
Na Seção 4.3, página 43, foram discutidos os principais problemas que dificultam a filtragem de 
serviços baseados em RPC. Viu-se que a melhor alternativa, a ser usada com as tecnologias mais 
tradicionais de firewall, é simplesmente bloquear incondicionalmente todo o tráfego de pacotes 
UDP, pois a maioria destes serviços RPC utiliza UDP como protocolo de transporte. Mas esta não 
é certamente a solução mais desejável sempre, como também já foi amplamente discutido. 
Serã visto, neste capítulo, como o iptables e o módulo de Connection tracking foram esten-
didos para implementar uma filtragem com estados de serviços baseados em RPC. O objetivo é 
inspecionar os dados trocados entre os clientes RPC e o portmapper/rpcbind, extraindo as infor-
mações relevantes para possibilitar uma filtragem com estados destes serviços inseguros. Além 
disso, serão discutidos alguns dos cuidados especiais tomados para evitar que este mecanismo 
de filtragem, baseado nestas informações de estados, seja facilmente subvertido com a utilização 
de pacotes ou fragmentos de pacotes devidamente construídos com esta finalidade. As estruturas 
de dados usadas e citadas no texto podem ser encontradas no apêndice B. 
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7.2 Sun RPC 
Antes de tratar os detalhes de como a nova infra-estrutura no kernel do Linux 2.4.x e os módulos 
necessários foram usados para a implementação do suporte a serviços inseguros baseados em 
RPC, é válido observar algumas informações importantes sobre o funcionamento do protocolo 
Sun RPC [20], sobretudo os detalhes referentes à comunicação entre clientes RPC e o ponma-
pper/rpcbind. 
7.2.1 Funcionamento Básico 
Quando um servidor RPC é inic!ado em uma determinada máquina, caso ele não use um número 
de porta pré-definido (o NFS [22] usa sempre o número de porta 2049), ele aloca uma porta não 
reservada dinamicamente junto ao sistema operacional. Este servidor inicia também uma comu-
nicação com o portmapper/rpcbind, na mesma máquina, para informar o número desta porra 
que estará usando para aguardar as requisições dos clientes. 
Nesta comunicação com o servidor de nomes, o servidor RPC faz, na verdade, uma chamada 
remota ao procedimento PMAPPROC_SET do portmapper/rpcbind. Como parâmetros para este 
procedimento são passados: o número do programa que identifica unicamente o servidor RPC 
desejado, a versão deste servidor, o protocolo a ser usado na comunicação e o número da porra 
alocada. Por outro lado, o servidor de nomes retoma somente uma mensagem informando o 
sucesso ou insucesso do procedimento executado. Portanto, o próprio servidor de nomes port-
mapper/rpcbind é um servidor baseado em RPC [22]. Ele aguarda requisições usando a porra 
reservada 111, em ambos UDP e TCP. Mais adiante neste capítulo será visto em que situações 
cada protocolo de transporte é normalmente usado. 
No momento em que um cliente deseja se comunicar com algum servidor RPC, ele tenta des-
cobrir, junto ao servidor de nomes na máquina oferecendo o serviço, qual o número da porta 
que está sendo usada pelo servidor. Para tal, o cliente faz uma chamada remota ao procedimento 
P.MAPPROC_GETPORT do portmapper/rpcbind, passando como parâmetros: o número de pro-
grama do servidor RPC, a versão do servidor e o protocolo a ser usado. O portmapper/rpcbind 
retoma, para o cliente, o número da porra sendo usada pelo seiVidor RPC (caso o servidor tenha 
se registrado anteriormente). Deste momento em diante, a comunicação entre o cliente e o ser-
vidor RPC ocorre normalmente; o cliente envia suas requisições diretamente para o servidor RPC. 
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Um outro aspecto interessante é que o cliente RPC geralmente mantém uma cache destas con-
sultas e suas respectivas respostas aos servidores de nomes [3]. Desta forma, ele não precisa fazer 
sempre uma nova consulta ao portmapper/rpcbind para requisitar o número da porta usada por 
um determinado servidor. 
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Figura 7.1: Comunicação RPC 
Como mencionado acima, o servidor de nomes portmapper/rpcbind é também um servidor 
RPC. Na referência [20], o leitor mais interessado pode encontrar uma descrição completa dos 
outros procedimentos implementados pelo portmapper/rpcbind. 
7.2.2 Mensagens RPC 
O protocolo RPC envolve basicamente dois tipos de mensagens: mensagens "call" e mensagens 
"reply". Uma mensagem cal/ é originada quando um cliente RPC envia uma requisição para a 
execução de um procedimento-em particular. Depois que o procedimento é executado, o servi-
dor RPC envia de volta uma mensagem reply, contendo os resultados retornados na execução 
do procedimento [20}[22]. A Figura 7.2, página 72, mostra o formato de uma mensagem cal!, 
quando encapsulada dentro de um datagrama UDP. 
A mensagem cal! inicia com o campo XID (Transaction ID) que é um valor inteiro estabele-
cido pelo cliente e retornado sem nenhuma alteração pelo servidor. Quando o cliente recebe 
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uma mensagem reply do servidor, ele compara o campo XID desta última mensagem (observar 
a existência do campo também na Figura 7.3, página 74) com o XID enviado. Desta forma. o 
cliente RPC pode verificar se a mensagem recebida se trata de uma resposta válida à sua requi-
sição. É interessante ressaltar ainda que, caso o cliente retransmita a sua mensagem cal!, o valor 
usado anteriormente no campo XID, na mensagem original, não é alterado. Isto evita problemas 
com mensagens duplicadas ou atrasadas na rede. 
O campo seguinte serve para distinguir entre mensagens cal! (valor inteiro 0) e mensagens 
reply (valor inteiro 1). A versão corrente do protocolo Sun RPC é 2 e, portanto, é este valor que 
é sempre transmitido no campo "RPC version". A seguir pode-se ver os campos "program num-
ber", "version number" e "pro€edure number" que unicamente iden[ificam um procedimento 
específico no servidor. Os campos "credentials" e "verifier" são usados para fins de autenticação 
e não serão tratados em detalhes neste trabalho. Na comunicação entre um cliente e o portma-
pper/rpcbind, que é mais interessante para este trabalho, não existe nenhum esquema de auten-
ticação, no modo de operação normal, sendo usado. Embora estes campos tenham tamanhos 
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variáveis, o número de bytes usados é codificado como parte do campo: os primeiros quatro 
bytes, em cada um destes dois campos, representam o tamanho total dos mesmos. Além disso, 
mesmo que nenhum esquema de autenticação esteja sendo usado, este campo também deve 
transmitir um valor inteiro O, que indica a ausência de um esquema de autenticação. 
Finalmente, tem-se o campo "procedure parameters" com os parâmetros que devem ser pas-
sados ao procedimento. O formato deste campo depende da definição de cada procedimento 
remoto. Deve-se notar aqui que este campo também tem tamanho variado. Para o caso de um 
datagrama UDP não existem problemas, pois o tamanho deste campo é igual ao tamanho total 
do pacote UDP subtraído do comprimento total de todos os outros campos mostrados acima. 
Entretanto, quando TCP estiver sendo usado, um campo extra de quatro bytes entre o cabeçalho 
TCP e o XID é introduzido, codificando o tamanho total da mensagem RPC [22). 
A Figura 7.3, página 74, mostra o formato de uma mensagem reply também encapsulada em 
um pacote UDP. O XID é copiado da mensagem cal! correspondente, como já foi discutido nesta 
seção. O campo seguinte tem valor 1 indicando que a mensagem se trata de um reply. A versão 
do protocolo RPC é 2, como no caso das mensagens cal!. O campo "status" recebe o valor O se 
a mensagem foi aceita (ela pode ser rejeitada, no caso de se estar usando outra versão do RPC 
ou de alguma falha na autenticação, e o valor atribuído, neste caso, será 1). O "verifier" tem o 
mesmo papel do caso anterior para mensagens call. O campo "accept status" recebe o valor O 
quando o procedimento é executado com sucesso. Neste caso, um valor diferente de zero iden-
tifica um determinado caso de erro, como por exemplo, um número de procedimento inválido 
sendo enviado pelo cliente. Como em mensagens call, se o protocolo de transporte TCP estiver 
sendo usado, um campo extra de quatro bytes é introduzido entre o cabeçalho TCP e o XID. Isto 
é útil para o cliente descobrir o tamanho correto do campo ''procedure results". com os resultados 
retornados pelo procedimento. 
Os campos destas mensagens são codificados usando o padrão de representação XDR, pos-
sibilitando que clientes e servidpres RPC usem arquiteturas diferentes. XDR [791 define como os 
vários tipos de dados são representados e transmitidos em uma mensagem RPC {ordem dos bits, 
ordem dos bytes, etc.). Portanto, o transmissor cria mensagens codificando todos os dados 
usando XDR e, do outro lado, o receptor decodifica os dados da mensagem usando este mesmo 
padrão de representação. Nas figuras 7.2 e 7.3, os campos usados transmitem principalmente 
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valores inteiros. Portanto, pode-se concluir que um inteiro em XDR é codificado usando quatro 
bytes de dados [22]. 
7.2.3 Comunicação entre o Cliente RPC e o Portmapper/ 
Rpcbind 
Na seção anterior, foram apresentados os formatos das mensagens RPC Estas mensagens podem 
ser transferidas usando UDP ou TCP, como protocolo de transporte. TCP geralmente é usado 
quando o número de bytes dos parâmetros e/ou dos resultados, em um procedimento, é muito 
grande para ser enviado num único pacote UDP [20]. Na comunicação entre os clientes RPC e o 
portmapper/rpcbind, este limite é excedido quando os procedimentos PMAPPROC_DUMP e 
PMAPPROC_CALLIT são usados. O primeiro destes procedimentos é executado quando a ferra-
menta "rpcinfo" [3] é utilizada para verificar as informações de todos os serviços registrados junto 
ao portmapper/rpcbind em um dado momento. Já o procedimento PMAPPROC_CALLIT, como 
foi visto na Seção , página 44, é usado pelo recurso de proxy forwarder. Portanto. somente nestes 
dois casos um cliente realmente precisa usar TCP na comunicação com o servidor de nomes RPC. 
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Quando o cliente envia uma requisição para que o procedimento PMAPPROC_GETPORT seja 
executado no portmapper/rpcbind1, somente 16 bytes da mensagem call são consumidos pelos 
parâmetros. Vale lembrar que cada valor inteiro, transferido usando XDR, ocupa 4 bytes da men-
sagem. Esta mensagem cal! envia 3 valores inteiros como parâmetros: número do programa, 
versão do programa e o protocolo (total de 12 bytes). Os 4 bytes restantes carregam sempre, neste 
caso, o valor zero [20]. Somando-se a este valor o número de bytes consumidos pelos outros 
campos na mensagem call, tem-se sempre 56 bytes na parte de dados dos pacotes. 
A mensagem reply do portmapper/rpcbind carrega no campo dos resultados somente um 
valor inteiro (número de porta 'usado pelo seiVidor RPC desejado), ou seja, 4 bytes apenas são 
necessários no campo de ''procedure results". Portanto, estes pacotes têm sempre um tamanho 
de 28 bytes na parte de dados da aplicação. Vale ressaltar aqui que os campos de "credentials" 
e "verifiers", neste caso, nâo codificam nenhum esquema de autenticação em particular, mas 
mesmo assim cada um ocupa sempre 2 bytes de dados (1 byte para o tamanho total do campo 
e 1 byte informando o esquema de autenticação NULL). Pode-se concluir, desta forma, que estas 
mensagens RPC são geralmente encapsuladas em datagramas UDP (acrescentando~se mais 20 
bytes de cabeçalho IP e 8 bytes de cabeçalho UDP [9][22]). Além disso, faz pouco sentido criar e 
encerrar conexões TCP para a simples troca de alguns poucos bytes de dados. Os processos de 
estabelecimento e encerramento de conexões TCP utilizam três pacotes cada, gerando um over-
head indesejável e desnecessário em casos como este. 
7.3 Filtragem de Serviços Baseados em RPC 
Na Seçâo 4.3, página 43, foi visto que a caracter(stica de nâo usar números de porta pré-definidos 
é o principal problema para a filtragem estática destes serviços. Um servidor RPC alocao número 
de porta dinamicamente, junto ao sistema operacional, e registra-se ao seiVidor de nomes port-
mapper/rpcbind, informando a porta sendo usada em um determinado momento. Isto impossi-
bilita a criação de regras estáticas para estes serviços usando número de portas fixos e 
previamente conhecidos. Outro problema existente com serviços baseados em RPC, também 
abordado na Seção 4.3, é que eles usam UDP, na grande maioria dos casos, como protocolo de 
1 Assumindo que UDP seja o protocolo de transporte usado na comunicação. 
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transporte. Isso introduz todos .aqueles problemas particulares do UDP relacionados à filtragem 
estática. 
Uma boa solução para estes problemas é utilizar informações de estados extraídas da comu-
nicação entre um cliente RPC e o portmapper/rpcbind para possibilitar a criação de regras dinâ-
micas para tais serviços. Um filtro de pacotes com estados pode simplesmente acompanhar uma 
sessão UDP (ou uma conexão TCP) envolvendo clientes RPC e o portmapper/rpcbind, dando 
atenção especial aos dados trocados em todas as chamadas ao procedimento 
PMAPPROC_GETPORT. Associando requisições às suas respostas e extraindo as informações 
relevantes, é possível manter as informações das portas sendo usadas e, consequentemente, per-
mitir a comunicação entre clientes e servidores RPC. 
7.4 Estendendo a Filtragem de Pacotes com 
Estados do lptables 
A solução, apresentada na seção anterior, de acompanhar todas as conexões e sessões entre cli-
entes RPC e o portmapper/rpcbind e extrair as informações necessárias foi implementada neste 
trabalho. Foi usado, como ponto de partida, os módulos de Connection tracking e o Iptables 
presentes no kernel de desenvolvimento 2.3.x do Linux. 
7.4.1 Estendendo o Módulo de Connection Tracking 
Inicialmente foi implementado um módulo auxiliar (ip_conntrack_rpc) para inspecionar o anda-
mento de todas as tentativas de comunicação com o portmapper/rpcbind. Este módulo segue 
diretamente as informações que foram vistas nas seções anteriores. Somente mensagens RPC, 
usando UDP ou TCP, requisitari.do a execução de procedimentos PMAPPROC_GETPORT e suas 
respectivas respostas são acompanhadas pelo módulo. O objetivo deste módulo é manter uma 
lista interna (lista de conexões ou sessões RPC aguardadas) com informações de estados extraí-
das da parte de dados dos pacotes e permitir que um outro módulo (ipt_rpc_known), esten-
dendo o módulo de filtragem Iptables, possa verificar esta lista e, com base nestas informações, 
fazer a filtragem corretamente dos serviços baseados em RPC. Cada entrada na lista, representada 
por uma estrutura de dados (expect_rpc). mantém: os endereços IP do cliente e do servidor RPC. 
74 Estendendo a Filtragem de Pacotes com Estados do !ptables 77 
o protocolo a ser usado na comunicação, o número da porta usada pelo servidor RPC e um 
timeour associado à entrada. 
Como visto nas seções anteriores, o funcionamento do protocolo RPC inicia quando o cliente 
se comunica com o portmapper/rpcbind para determinar o número da porta usada por um deter-
minado servidor RPC naquela máquina. Nesta comunicação, o cliente passa como parâmetros o 
número de programa do serviço, o protocolo e a versão desejada. O módulo Conntrack respon-
sável pelo tratamento do RPC acompanha todas estas requisições. Ele, na verdade, cria uma lista 
de requisições, para manter o histórico de todas as consultas ao portmapper/rpcbind. Cada 
entrada na lista de requisições (estrutura de dados request_p) mantém: o endereço IP do cliente, 
o XID, o número de porta do cliente, o protocolo a ser usado na comunicação com o servidor 
RPC e um timeout associado à entrada. Este timeout evita que consultas forjadas criem um 
número indefinido de novas entradas em ataques de DoS, consumindo recursos na máquina fil-
tradora. 
Caso este servidor esteja registrado, o portmapper/rpcbind retornará o número da porta 
usada pelo servidor naquela máquina. Quando esta mensagem reply chega ao módulo Conn-
track, este pode verificar se existe uma entrada na lista de requisições e, caso exista, pode criar 
uma entrada na lista de conexões ou sessões RPC aguardadas. Nesta verificação. além das infor-
mações mantidas na lista de requisições, o módulo observa o XID. o endereço IP e a porta do 
cliente nestas mensagens. Isso é necessário, pois a informação do protocolo a ser usado não está 
disponível na mensagem reply. Para que uma entrada seja criada na lista de conexões ou sessões 
RPC aguardadas esta informação também é necessária. 
Se não existir uma entrada na lista de requisições correspondendo à mensagem reply, o 
módulo Conntrack simplesmente descarta a mensagem para um acompanhamento mais correto 
das comunicações. O leitor pode imaginar uma situação em que o portmapper/rpcbind, por 
algum motivo, atrasa a execução do procedimento PMAPPROC_GETPORT e o cliente retransmite 
a requisição. Pode-se supor então um cenário onde o timeout para entrada na lista de requisições 
expira e a mensagem de requisição retransmitida pelo cliente é perdida em trânsito e, portanto, 
não seria vista pelo módulo Conntrack. Caso esta mensagem reply chegue ao cliente, ele tentará 
fazer a comunicação com o servidor RPC normalmente. Entretanto, esta comunicação não será 
permitida devido a inexistênciã de uma entrada para ela na lista de conexões ou sessões RPC 
aguardadas. 
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Um outro aspecto importante é o tratamento das possíveis comunicações subseqüentes dos 
clientes com os servidores RPC. O timeout associado a cada entrada na lista de conexões ou ses-
sões aguardadas tem como objetivo básico permitir futuras tentativas de comunicação de clientes 
usando sua respectiva cacbe de respostas anteriores do portmapper/rpcbind. Se a entrada fosse 
excluída imediatamente após o fim da comunicação, futuras tentativas não seriam permitidas. 
Obviamente, clientes bem implementados devem prover um esquema de recuperação para 
falhas deste tipo [31. Esta falha seria similar ao caso de um servidor registrado ser reinicializado 
e o cliente, usando as informações da cache, tentar usar o serviço. 
7.4.2 Estendendo o lptables (Módulo de Filtragem) 
Foi visto na Seção 6.4, página 68, que o módulo de filtragem, nas séries 2.3 e 2.4 do kernef, 
baseia sua decisão também em informações de estados dos pacotes dentro de suas respectivas 
sessões ou conexões. Um módulo estendendo o Iptables foi criado para tratar todos os pacotes 
RPC com estado NEW (iniciando uma sessão ou conexão) chegando ao módulo de filtragem. A 
Figura 7.4, página 79 ilustra detalhes do algoritmo implementado neste módulo. Desta forma, o 
Iptables permite todas as tentativas de comunicação com o portmapper/rpcbind com consultas 
aos números de portas sendo usadas pelos servidores registrados. Portanto, não há a necessidade 
de uma regra permitindo explicitamente a comunicação com o servidor de nomes do RPC. Notar 
ainda que as perigosas mensagens cal! com requisições para a execução de PMAPPROC~CALLIT 
(ver Seção 4.3, página 43) não são permitidas pelo filtro. Este novo módulo do Iptables também 
é o responsável em verificar as entradas da lista de conexões e sessões aguardadas e pennitir 
que clientes se comuniquem normalmente com servidores RPC. 
7.4.3 Testes de Sanidade e Cuidados Adicionais com 
Fragmentos e Pacotes Truncados 
Para um correto acompanhamento das mensagens RPC, alguns cuidados devem ser tomados 
com respeito à sanidade dos pacoces. Além disso, os módulos devem tomar cuidados extras para 
evitar que pessoas mal intencionadas possam subverter o mecanismo de filtragem de pacotes. O 
módulo Conntrack, antes de inSpecionar a parte de dados de todos os pacotes RPC. verifica se 
há uma má formação e calcula o checksum do cabeçalho de transporte no pacote. Se UDP estiver 
sendo usado, esta última operação somente é feita se o campo de checksum tiver um valor dife-
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rente de zero, indicando que ele foi calculado, já que a checagem em UDP é opcional e perce-
bida através do valor diferente de zero [221. 
Pacotes e fragmentos de pacotes cuidadosamente construídos foram previstos durante a 
implementação, tendo-se em mente, principalmente, a vulnerabilidade recente encontrada no 
FW-1 e Cisco-PIX no suporte ao FTP, mostrada em detalhes na Seção 5.7, página 53. Com este 
problema, um atacante é capaz de subverter o filtro de pacotes com estados. Para isto, bastava 
forçar que os pacotes do protocolo FTP fossem devidamente truncados e, explorando um pro-
blema existente na inspeção da parte de dados, abrir brechas no firewall [52]. 
Como já mencionado na Seção 7.2.3, página 74, as mensagens RPC trocadas entre clientes e 
o portmapper/rpcbind são extremamente pequenas. Desta forma, cabem facilmente em qualquer 
MTU existente nas interfaces de. rede atuais. Desta forma, pacotes RPC fragmentados são tratados 
como um comportamento anormal e simplesmente ignorados pelo módulo Conntrack. Além 
disso, pacotes RPC, onde a parte de dados é maior que o esperado, são imediatamente descar-
tados. 
Se um cliente usar TCP para a comunicação com o portmapper/rpcbind, os valores dos atri-
butos da conexão devem ser sempre suficientemente grandes para não truncar a parte de dados 
nos pacotes. Em geral, o valor mínimo atribuído ao parâmetro MSS, por exemplo, é idêntico à 
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MTU usada pelo meio físico para evitar a indesejável fragmentação de pacotes [22][78]. Pode-se 
concluir, com isso, que não há boas razões para usar valores muito pequenos para este parâme-
tro e, portanto, qualquer tentativa disto é vista como um ataque contra o filtro de pacotes com 
estados. 
Capítulo 8 
Conclusão 
Ao longo deste trabalho, com mais ênfase no capítulo 2, foram apresentados diversos problemas 
de segurança existentes na arquitetura de protocolos TCP/IP e as falhas mais comuns encontra-
das nas implementações dos diversos seiViços e protocolos TCP/IP em sistemas operacionais. 
Viu-se que estes protocolos nasceram com poucos recursos de segurança nativos; foram especi-
ficados tendo como base uma realidade completamente diferente da que encontramos na Inter-
net atualmente. Existiam conectados somente alguns poucos computadores confiáveis entre si e 
que perfeitamente honravam todos os detalhes previstos nos padrões destes protocolos. 
Entretanto, a rede cresceu bastante e deixou de ser um ambiente seguro. Novos protocolos 
e seiViços surgiram e continuam surgindo muito rapidamente, como resultado do avanço tecno-
lógico e devido à pressão de usuários cada vez mais exigentes, herdando os antigos problemas 
de segurança da infra-estrutura original e introduzindo outros novos. Além disso, muitos soft-
wares são pobremente desenvolvidos do ponto de vista de segurança e/ou não seguem por com-
pleto as especificações dos protocolos. Estes softwares têm aberto perigosas brechas de 
segurança que podem ser facilmente exploradas. 
No primeiro semestre do ano 2000, grandes portais da Internet foram vítimas de ataques de 
DDoS (Distributed Denial of Seroice), revelando, principalmente àqueles mais crédulos. que a 
Internet não é um ambiente totalmente seguro e apresenta sérios problemas na arquitetura de 
protocolos TCP/IP. Mais recentemente, pragas eletrônicas (vírus, cavalos de Tróia, dentre 
outros), disseminadas por correio eletrônico, demonstram que muitos softwares sâo desenvolvi-
dos sem uma preocupação adequada com segurança. Isto sem falar dos diversos problemas 
encontrados diariamente nas diferentes implementações de serviços e protocolos TCP/IP. 
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Estas vulnerabilidades e as novas funcionalidades, exigida pela Internet, motivam um esforço, 
cada vez maior, em busca de soluçàes e tecnologias capazes de amortizar e, até mesmo, eliminar 
por completo a maioria destes problemas. Bons exemplos são: firewalls, IDS, VPN, adoção de 
algoritmos e técnicas de criptografia, dentre outras. Há ainda trabalhos que objetivam um modelo 
de arquitetura TCP/IP segura, que não foram tratados neste trabalho. 
Este trabalho abordou somente as diferentes tecnologias de firewall, mostradas no capítulo 
3, destacando a utilização da filtragem de pacotes com estados para um tratamento mais conve-
niente dos chamados "serviços inseguros". Estes serviços, de acordo com a definição dada no 
capítulo 4, são aqueles que não podem ser facilmente tratados pelas tecnologias mais tradicionais 
defirewall. Com tais tecnologias defirewall- filtros de pacotes estáticos ou agentes proxy- estes 
serviços devem ser totalmente bloqueados para garantir uma maior segurança a uma rede locaL 
Neste trabalho, mais especificamente no capítulo 4, viu-se que alguns serviços - os que usam 
UDP como protocolo de transporte e os baseados em RPC- são representantes importantes desta 
classe, aqui chamada de serviços inseguros. Atualmente, um grande número de novos protocolos 
e serviços, que fazem uso do UDP1 principalmente, têm surgido. Faz-se necessário, portanto, que 
outras alternativas mais flexíveis sejam adotadas para permitir que tais serviços sejam oferecidos 
numa rede local, sem um comprometimento da segurança do sistema. 
No capítulo 5, foram apresentadas as características básicas encontradas nas diversas imple-
mentações correntes de filtros de pacotes com estados. Por manter informações de estados das 
conexões ou sessões através do filtro, elevando assim o processo de filtragem timidamente ao 
nível de aplicação, é possível oferecer uma provisão segura de tais serviços inseguros. Entretanto, 
foi visto também que a filtragem feita na camada de aplicação, nas implementações atuais desta 
nova tecnologia de filtragem de pacotes, é bem simples quando comparada à realizada por agen-
tes proxy dedicados. Nestes agentes proxy há uma completa remontagem e inspeção do fluxo 
de dados de uma aplicação. 
Uma implementação de filtragem com estados estará presente no próximo kernel de produ-
ção (série 2.4) do Linux. Trata-se do Iptables, que foi apresentado em detalhes no capítulo 6. 
Este filtro de pacotes com estados foi usado como ponto de partida para o trabalho de imple-
mentação do suporte a serviços inseguros baseados em RPC. Serviços baseados em RPC são difí-
1. Real AudicVV1deo, Netmeeting, Cu-SeeMe são alguns exemplos. 
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ceis de filtrar, pois normalmente usam portas alocadas dinamicamente, junto ao sistema 
operacional, no momento em que são inicializados. Clientes RPC recorrem a um servidor de 
nomes RPC (portmapper/rpcbind, no caso específico do protocolo SunRPC) para descobrir o 
número da porta sendo usado por um detenninado servidor RPC em um determinado momento. 
Com este trabalho, o Iptables foi então estendido para manter informações de estados rele-
vantes, extraídas destas comunicações entre os clientes RPC e o portmapper/rpcbind. Possibili-
tou-se, desta forma, observar as respostas do servidor de nomes RPC às consultas dos diferentes 
clientes e determinar quais portas foram alocadas pelos diferentes servidores RPC registrados. 
Com estas informações é possível permitir dinamicamente todas as comunicações entre clientes 
e servidores RPC. Detalhes desta implementação foram mostrados no capítulo 7. Além disso, foi 
mostrada a preocupação da realização de testes de sanidade, no filtro de pacotes, para evitar que 
pacotes e/ou fragmentos cuidadosamente construídos pudessem sobrepujar o mecanismo de fil-
tragem com estados. Portanto, pacotes mal formados jamais podem ser permitidos através do 
firewall e descartados pelo processo de tlltragem. 
Como principais contribuições deste trabalho, podem ser destacados o estudo pioneiro das 
principais características desta ~ovíssima geração de filtros de pacotes e a criação de um filtro de 
pacotes com estados capaz de prover suporte a serviços inseguros baseados em RPC. O resultado 
deste trabalho de implementação será incorporado à próxima versão oficial do kernel (série 2.4 
de produção) do sistema operacional Linux. Nos apêndices A e B pode-se encontrar as estruturas 
de dados usadas neste trabalho de implementação. O leitor mais interessado pode encontrar 
ainda, no apêndice C, uma listagem das mais populares implementações de filtros de pacotes 
com estados. 
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Apêndice A 
Estrutura de Dados mais Importantes 
Usadas pelo Módulo de Connection 
Tracking 
/* Expect List "/ 
struct list_head { 
struct list_head *next, *prev; 
I; 
struct list_head expect_list; 
/" Connection state tracking for netfilter. This is separated from, but required by, the NAT layer; 
it can also be used by an iptables extension. */ 
I" A 'tu pie' is a structure containing the information to uniquely identify a connection. ie. if two 
packets have the same tuple, they are in the same connection; if not, they are not. We divide the 
structure along 11 manipulatable" and ''non-manipulatable.r !ines, for the benefit of the NAT code. 
'I 
;• The protocol-specific manipulable pans of the tuple ... / 
union ip_conntrack_manip_proto 
/* Add other protocols here. ~I 
u_int16_t ali; 
struct { 
u_intl6_t port; 
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I; 
l tcp; 
struct ( 
I udp; 
struct { 
} icmp; 
u_intl6_t port; 
u_int16_t id; 
;~ The manipulable part of the tu pie. */ 
struct ip_conntrack_manip 
u_int32_t ip; 
union ip_conntrack_manip_proto u; 
u_intl6_t pad: /* Must De set to O for memcmp. */ 
I; 
/* This contains the information to distinguish a connection. •; 
struct ip_conntrack_tuple 
struct ip_conntrack_manip src; 
I* These are the parts of the tuple which are fixed. *I 
struct { 
u_int32_t ip; 
union { 
I* Add other protocols here. *I 
u_int16_t ali; 
struct { 
l tcp; 
struct I 
I udp; 
u_int16_t port; 
u_int16_t port; 
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) dst; 
I; 
struct l 
u_int8_t type, code; 
I icmp; 
) u; 
/* The protocol. ~; 
u_intl6_t protonum; 
enum ip_conntrack_info 
I; 
/* Not pare of an esrablished, and can't be used to make a new 
one; eg. bogus ICMP errar. Conntrack pointer invalid. •; 
IP _CT_INVALID ~-I, 
/* Started a new connection to track (only 
IP _CT_DIR_ORIGINAL); may be a retransmission. ~; 
IP_CT_NEW, 
r Part of an established connection (either direction). *I 
IP _CT_ESTABLISHED, 
/* Like NEW, but related to an existing connection, or ICMP error 
(in either direction). */ 
IP _CT_RELATED, 
/* Specifies a related connection: in established conn 
(either direction). •; 
IP _CT_ESTABLISHED_SPECIFIES_RELATED, 
IP _ CT _NUMBER 
enum ip_conntrack_dir 
IP _CT_DIR_OR!GINAL, 
IP _CT_DIR_REPLY, 
IP _CT_DIR_MAX 
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I; 
;~ Connections have two entries in the hash table: one for each way */ 
struct ip_conntrack_tuple_hash 
I; 
struct list_head list; 
struct ip_conntrack_tuple tuple; 
struct ip_conntrack *ctrack: 
/"' Carefully managed bitset for atomic updates. ~I 
enum ip_conntrack_status { 
I; 
f• Normal connection: bit O ser. *I 
IPS_NORMAL = O, 
;• It's an expected connection: bit 1 set • I 
IPS_EXPECTED = 1, 
r We've seen packets both ways: bit 2 set. "'/ 
IPS_SEEN_REPLY ~ 2 
struct ip_conntrack_expect 
I; 
;~ Internai Hnked list "'/ 
struct list_head list; 
!* We expect this tu pie, but DON'T CARE ABOUT TI-IE SOURCE per-protocol pan. "/ 
struct ip_conntrack_tuple tuple; 
struct ip_conntrack 
/* These are my tuples; original and reply "'/ 
struct ip_conntrack_tuple_hash tuplehash[2]; 
;+ Have we seen traffic both ways yet? (bitset) *I 
unsigned int status; 
/* If it's dead, ignore it in the hash. */ 
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I; 
int dead; 
/" Usage count. *I 
atomic_t use; 
/" Timer function; deletes us when we go off. *I 
struct timer_list timeout; 
I* If we're expecting another related connection, this will be 
in expected linked list •; 
struct ip_conntrack_expect expected; 
/* Helper, if any. •; 
struct ip_conntrack_helper *helper; 
struct ip_conntrack_protocol 
;• Next pointer. •; 
struct list_head list; 
;• Protocol number. *I 
u_intS_t proto; 
;• Protocol name •; 
const char "'name; 
I* Try to fill in the third arg; return true if possible. • I 
int epkt_to_tuple)(consr void *da.tah, size_t datalen, 
struct ip_conntrack_tuple *tuple); 
j'• Invert the per-prato part of the tuple: ie. turn xmit into reply. 
• Some packets can't be inverted: retum O in that case. 
'I 
int ("invert_tuple)(struct ip_conntrack_tuple •inverse, 
const struct ip_conntrack_tuple *orig); 
/* Print out the per-protocol part of the tuple. */ 
unsigned int (*print_tuple)(char ~buffer, 
const struct ip_conntrack_tuple •); 
/* Print out rhe privare part o f the conntrack. • I 
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I; 
unsigned int (*print_conntrack)(char ~buffer, 
const struct ip_conntrack "'); 
;~ Returns verdict for packet, and may modify conntracktype *I 
unsigned int (*established)(struct ip_conntrack ~connrrack, 
struct iphdr ~iph, size_t len, 
enum ip_conntrack_dir direction, 
enum ip_conntrack_info *conntrackinfo); 
r Called when a new connection for this protocol found; returns TRUE if it's OK. •; 
int (*new)(struct ip_conntrack *conntrack, 
struct iphdr *iph, size_t len); 
/*Module (if any) which this is connected to. "/ 
struct module *me; 
/*Time (in HZ) until expiry. *I 
unsigned long expiry; 
;• unregister() attaches here waiting to complete deletion. */ 
wait_queue_head_t wait; 
struct ip_conntrack_helper 
I; 
!*Internai use. *I 
struct list_head list; 
;~ Here's the protocol and src (of reply) we care about. ~I 
u_int16_t protocol; 
union ip_conntrack_manip_proto protocol_reply; 
/* Function to cal! when data passes; return verdict. *I 
unsigned int ehelp)(const struct iphdr • ' size_t len, 
struct ip_conntrack_tuple_hash *h, 
enum ip_conntrack_info *conntrackinfo); 
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Apêndice B 
Principais Estruturas de Dados usadas 
no Tratamento de Serviços Inseguros 
baseados em RPC (Módulo Conntrack 
Estendido) 
/"' This identifies each panicular request and stores protocol "'/ 
struct request_p ! 
I; 
struct list_head list; 
u_int32_t xid; 
u_int32_t ip; 
u_int16_t port; 
;~ Protocol ~; 
u_int16_t proto; 
srruct timer_list timeout; 
/* requescp list • I 
struct list_head J 
struct list_head "'next, *prev; 
I; 
struct list_head request_p_list; 
/" It permits RPC communications •j 
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struct expect_rpc l 
/* list */ 
I; 
struct list_head list; 
r binding */ 
u_int32_t ip; 
u_int16_t port; 
u_int32_t ip_rmt; 
u_int16_t proto; 
;~ Expect RPC conection for long time, but this time expires~; 
struct timer_list timeout; 
/* RPC Expect List *I 
struct list_head expect_rpc_list; 
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Apêndice C 
Algumas Implementações de Filtros de 
Pacotes com Estados. 
Implementação Endereço na Internet 
lptables (domínio público) http:/ I netfilter. kernelnotes. org 
T-REX (domínio público) http:/ /www .opensourcefirewall.com/trex.html 
Firewall-1 (CheckPoint) hnp:/ /www.checkpoint.com 
CISCO-PIX (Cisco) http://www.cisco.com 
Gauntlet (NAI) http:/ /www.nai.com 
Guardian (Netguard) http:/ /www.netguard.com 
WatchGuard (WatchGuard) htrp:! /wwv.r .sealabs.com 
Solstice Firewall-1 (Sun http:l /v.rww.sun.com 
Microsystems) 
Firewall/Plus (Network-1) http:! /www .nemrork-l.com 
CyberGuard Firewall http:l /www.cybg.com 
(Cyberguard) 
lpfi!ter (domínio público) http:/ I coombs.anu.edu .au/ -avalon/ip-filter.html 
Tabela C.l: Implementações de Filtros de Pacotes com Estados 
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Apêndice D 
Comparação entre Filtros de Pacotes 
com Estados e Tecnologias 
Tradicionais de Firewall1 
0.1 Resumo 
Este trabalho compara as vantagens e desvantagens de filtros de pacotes com estados (Stateful 
Packet Filter) em relação às tecnologias tradicionais defirewall: filtros de pacotes eproxies. Será 
mostrado aqui. que um filtro de pacotes com estados é uma solução que em alguns casos 
(pequenas Intranets onde os riscos são pequenos e redes locais onde o desempenho é muito 
importante), poderia substituir de maneira segura as tecnologias tradicionais de firewall (sem a 
necessidade de filtros de pacotes e agentes proxy). Entretanto, em ambientes onde os requisitos 
de segurança são maiores, proxies específicos para determinados protocolos e serviços críticos 
devem ser adicionados à filtragem. 
0.2 Abstract 
This work compares the advantages and disadvantages of stateful packet filters in relation to the-
traditional technologies of firewall: packet filters and proxies. It will be shown here, that a stateful 
packet filter is a solution rhat in some cases (iittle Intranets where the risks are small and local 
networks where the throughput is very important), could safely to substitute traditional techno-
1. Artigo publicado nos anais do simpôsio segunmça em informática (SSl), Sào José dos Campos: CTA/ITA/IEC. 
Setemhro,1999. 
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logies of firewall (without no need for packet filters and proxy agents). However, in rooms where 
security requirements are higher, specific proxies for certain criticai protocols and services should 
be added to the filtering. 
0.3 Introdução 
Nos últimos anos, a indústria de segurança na Internet tem crescido rapidamente e vários pro-
dutos estão disponíveis na classe de firewalls, gerando uma certa confusão para quem procura 
uma solução que melhor se enquadre às suas necessidades de segurança. 
Neste artigo, é feita uma comparação entre as diferentes tecnologias defirewall que fornecem 
a base usada na implementação desses produtos, ajudando a esclarecer as suas características 
importantes, vantagens e desvantagens, ajudando portanto a descobrir qual produto é o mais 
conveniente, dependendo dos requisitos de segurança desejados. Alguns produtos são híbridos, 
ou seja, apresentam características de tecnologias diferentes. Além das tradicionais, filtros de pa-
cotes e agentes proxy, uma nova alternativa (se é que pode ser considerada nova, uma vez que 
para muitos, não passa de uma nova geração de filtros de pacotes - A volio, 1998) está sendo 
usada: filtros de pacotes com estados (stateful packet filter, SPF), que já obtém boa parcela do 
mercado dejirewalls e tem o Firewall-1 da CheckPoint como seu principal representante. Será 
mostrado que filtros de pacotes com estados podem ser suficientes em alguns ambientes de com-
putação, mas em outros, onde os requisitos de segurança são maiores para alguns serviços, será 
necessário o uso de proxies específicos para estes serviços, possivelmente complementando a 
atuação do SPF. 
A seção 2 apresenta as tecnologias tradicionais (filtros de pacotes e proxies). com suas prin-
cipais vantagens e deficiências. A seção 3 apresenta filtros de pacotes com estados, como eles 
tentam aproveitar algumas das principais vantagens de filtros de pacotes e de proxies e as suas 
desvantagens em relação a um proxy dedicado a um determinado protocolo ou serviço. A seção 
4 mostra que um filtro com estados pode ser uma solução suficientemente segura em certos am-
bientes, mas proxies podem ser necessários (em adição à filtragem) em outros onde os requisitos 
de segurança sejam maiores. A seção 5 vem com uma breve discussão sobre limitações de fire-
walls. A seção 6 traz as considerações finais e as conclusões deste trabalho. 
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0.4 Tecnologias Tradicionais 
Nesta seção veremos as duas t~cnologias tradicionais de firewalls (Cheswick e Bellovin, 1994; 
Chapman, e Zwick, 1995; Spohn, 1997; Gonçalves, 1997; Pouw, 1999), que são os filtros de paco-
tes e proxies. 
0.4.1 Filtros de Pacotes 
Filtragem de pacotes é o processo de permitir ou evitar tráfego de pacotes entre redes com base 
nas informações existentes nos cabeçalhos de cada pacote e em um conjunto de regras de filtra-
gem. Em produtos que implementam filtragem de pacotes as informações utilizadas são aquelas 
existentes nos cabeçalhos dos níveis de rede e de transporte de cada pacote. 
Por diversos anos, várias redes locais fizeram uso de roteadores filtradores ou escrutinadores 
(screening routers) para garantir a segurança de suas informações e controlar acesso. Estes rote-
adores implementavam o proc~sso de filtragem juntamente com o processo de roteamento de 
pacotes. Esta arquitetura defirewall com um único roteador filtrador pode ser bastante atraente, 
uma vez que estes hardware e software de roteamento já são mesmo necessários para que a rede 
local seja conectada no nível de rede. 
Por concentrar-se nas informações das camadas de rede e de transporte, um filtro de pacotes 
pode ser implementado também no núcleo do sistema operacional, o que lhe garante sempre 
um bom desempenho. Além disso, por não depender do nível de aplicação, tem ainda como 
vantagens a transparência (não precisa de configurações especiais nos clientes) e a escalabi!ida-
de (novos serviços são facilmente suportados). 
Estes primeiros filtros de pacotes, por usarem regras de filtragem estáticas, são classificados 
como filtros de pacotes estáticos. Tais filtros de pacotes não conseguem tratar convenientemente 
serviços que usem back-cbannels, como o FTP (File Transjer Protocon. Estes protocolos exigem 
um pedido de conexão entrando na rede protegida, em resposta a um pedido de conexão sain-
do, feito por uma máquina desta rede. Por usar regras estáticas, este filtro de pacotes pode ser 
obrigado a não implementar perfeitamente a política de segurança da rede local para possibilitar 
estas últimas conexões, permitindo também a entrada de certos pacotes que deveriam ser filtra-
dos no firewall. 
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Surgiram depois filtros mais inteligentes, capazes de criar regras dinamicamente. Estes filtros 
são conhecidos como filtros de pacotes dinâmicos. Os filtros de pacotes com estados, que serão 
apresentados na próxima seção, são considerados por muitos somente um avanço de filtros de 
pacotes dinâmicos (Avalio, 1998) e, por isso, não se tratam de uma nova tecnologia defirewall, 
como falam outros (CheckPoint, 1998). 
Entretanto, os filtros de pacptes apresentam algumas desvantagens. Aplicações baseadas no 
protocolo UDP (User Datagram Protoco[) são difíceis de filtrar, porque no UDP não existe dis-
tinção entre uma requisição e uma resposta. Nestes filtros. as soluções utilizadas para tais serviços 
consiste simplesmente em eliminar as sessões UDP inteiramente, ou ainda em abrir uma porção 
do espaço de portas UDP para comunicação bi-direcional e, portanto, expor a rede interna. Al-
guns filtros dinâmicos têm a capacidade de "lembrar" os pacotes UDP que saem da rede interna 
e, com isso, só aceitam pacotes entrando nesta rede que correspondam a estes primeiros. Esta 
correspondência é feita mantendo-se algumas informações presentes nos cabeçalhos de rede e 
de transporte dos pacotes UDP saindo da rede protegida: porta de origem, endereço de origem. 
porta de destino e endereço de destino. Então, somente pacotes UDP entrando na rede interna, 
vindos destas portas e endereços do destino original para as suas respectivas porras e endereços 
da origem, são aceitos. Aplica~ões baseadas em RPC (Remate Procedure Cal{) sào ainda mais 
complicadas de serem filtradas, por não usarem números de portas pré-definidos. A alocação de 
portas é feita de maneira dinâmica e geralmente muda com o tempo. O portmapper/rpcbind é 
o único servidor relacionado ao RPC que usa um número de porta pré-definido. Ele é o respon-
sável em manter o mapeamento entre os serviços RPC oferecidos e os números de portas que 
foram alocados para eles. O que filtros tradicionais geralmente fazem é simplesmente bloquear 
todos os pacotes UDP, porque a grande maioria destes serviços baseados em RPC utilizam como 
protocolo de transporte o UDP. 
Por excluírem do processo de filtragem os dados da aplicação, tais filtros podem permitir ata-
ques às vulnerabilidades destes protocolos e dos serviços do nível de aplicação. Além disso, fil-
tros de pacotes permitem que máquinas, dentro da rede a ser protegida, recebam diretamente 
os pacotes enviados pelas máquinas externas, tornando possíveis ataques que se utilizam de vul-
nerabilidades e falhas no sistema operacional destas máquinas, como por exemplo teardrop, 
ping oj death e outros. 
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Como os filtros de pacotes tradicionais não fazem nenhuma filtragem na camada de aplica-
ção, alguma outra tecnologia defirewall também deve ser utilizada para eliminar esta deficiência. 
0.4.2 Proxies 
Um proxy ou gateway de aplicação é uma função de firewall no qual um serviço de rede é for-
necido por um processo que mantém um completo estado da comunicação, examinando todo 
o fluxo de dados. Umpro:ry, na verdade, evita que hosts na rede interna sejam acessíveis de fora 
da rede protegida, usando duas conexões: uma entre o cliente (máquina interna) e o servidor 
proxy e outra entre o servidor proxy e o servidor real (máquina remota). 
Um servidor proxy pode melhorar a segurança por examinar o fluxo da conexão na camada 
de aplicação, mantendo informações de contexto para o processo de decisão. Com isso, ele per-
mite fazer uma filtragem na camada de aplicação evitando ataques relacionados às vulnerabili-
dades dos protocolos de aplicação, possíveis em filtros de pacotes. Além disso, pode ser também 
utilizado para implementar cache de dados para um determinado serviço e autenticação de usu-
ários. Entretanto, há uma queda de desempenho em relação a filtros de pacotes, porque este 
processo requer duas conexões e geralmente é implementado como um processo do sistema 
operacional. Como deve existir um proxy para cada serviço diferente, há uma perda na escala-
bilidade, transformando o suporte a novas aplicações um grande problema. Para amenizar este 
problema, alguns desses produtos de firewall fornecem ferramentas para a criação de proxies 
genéricos, que fazem na realida.de, pouco mais que um filtro de pacotes estático e, portanto, não 
são muito diferentes de flltros de pacotes dinâmicos. 
Um outro problema de muitos produtos que implementam proxies é a perda de transparên-
cia. Os clientes atrás do firewall devem ser configurados para usarem o proxy do serviço e nào 
os servidores remotos diretamente. Este problema não existe mais nos proxies conhecidos como 
transparentes. Nestes proxies transparentes, os clientes não precisam de nenhuma configuração 
especial para fazerem a conexão direta ao proxy. 
Em NAT (Network Address Translation) não há consumo de recursos da máquina responsável 
pela tradução de endereços, por não manter estados de conexões, ao contrário de proxies trans-
parentes. Neste caso, há somente uma reescrita nos campos de endereços dos pacotes que en-
tram e saem da rede interna. Para a implementação de umpro.:ry transparente é preciso que todo 
tráfego de pacotes passe ou sej?- redirecionado para a máquina proxy, antes de pesquisar o seu 
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destino. É conveniente, portanto, que o servidor proxy fique em uma máquina dual-homed. Esta 
máquina deve aceitar todos os pacotes, saindo da rede interna, vindos dos clientes, independen-
te do endereço do destino. O proxy transparente funciona como um proxy tradicional, fazendo 
a comunicação com o servidor remoto. Para o cliente, tudo é transparente porque o servidor 
proxy usa o endereço do servidor remoto como origem dos pacotes que ele envia para o cliente. 
Portanto, proxies transparentes não podem ser confundidos com máquinas que fazem NAT. 
Além destes problemas, se um protocolo é muito complexo, a implementação do proxy pode 
ficar com código fonte muito grande e conter bugs. Por confiar no sistema operacional (um proxy 
está no espaço de processos do sistema operacional), uma máquinaproxy pode ter sua seguran-
ça comprometida também, por ataques ao sistema operacional. São conhecidos hoje vários pro-
blemas em sistemas operacionais que podem entre outras coisas, negar serviços, como por 
exemplo problemas na remontagem de pacotes com seus fragmentos. 
Para alguns serviços pode ser difícil ou até mesmo impossível implementar proxies. Proxies 
para serviços baseados em UDP, ICMP (Internet Contrai Message Protoco[) e RPC, por exemplo. 
são muito difíceis de implementar. Além disso, com o crescimento de uso do "W'Y!W (World Wide 
Web), vários novos serviços têm aparecido rapidamente, o que torna complexa a tarefa de criar 
proxies para estes novos serviços com a mesma rapidez. 
0.5 Filtros de Pacotes com Estados 
Visando aumentar a segurança, umfirewall deve guardar informações e controlar todo fluxo de 
comunicação passando através dele. Para fazer decisões de controle para serviços baseados em 
TCP/IP (aceitar ou rejeitar pedidos de conexões, autenticar, cifrar, etc), umfirewall deve obter, 
armazenar, recuperar e manipular informação derivada de todas as camadas de comunicação 
incluindo a de aplicação. 
Não é suficiente examinar pacotes isoladamente. Informações de estados, derivada de co-
muncações passadas e de outras aplicações, é fator essencial para a decisão de controle em no-
vas tentativas de comunicação. Estas são as idéias básicas de um filtro de pacores com estados 
(CheckPoint, 1998). 
Um filtro com estados potencialmente pode fazer qualquer coisa que um proxy pode fazer 
(Russel, 1997). Mas diferentemente de um proxy, ele envolve no seu processo de filtragem todas 
as camadas de comunicação, desde os cabeçalhos de rede e transporte até a parte de dados do 
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nível de aplicação. Desta forma o processo de filtragem torna-se agora mais homogêneo: uma 
só entidade vai fazer a análise completa do tráfego de dados. Veremos depois que, embora seja 
possível fazer o mesmo que quaisquer proxies, implementações correntes de filtros com estados 
não o fazem por completo. 
Por manter estados do andamento da comunicação, um filtro de pacotes com estados permite 
o suporte a protocolos sem conexão, tais como UDP, e a serviços baseados em RPC, que usam 
portas alocadas dinamicamente. Com estes filtros é possível extrair informações de contexto (o 
campo de dados) dos pacotes UDP, mantendo desta forma uma conexão virtual de forma a fazer 
uma filtragem mais inteligente. Para o caso de serviços baseados em RPC, uma cache pode ser 
mantida nas tabelas de estados do filtro de pacotes com estados, usando temporariamente um 
processo de realimentação, para um portmapper/rpcbind "virtual". Este, por su<J. vez, pode ma-
pear os números de portas aos serviços RPC oferecidos na rede interna, podendo estabelecer 
regras dinâmicas para estes serviços. O processo de realimentação contínuo é necessário porque 
um serviço RPC em algum host da rede interna pode, eventualmente. alocar um outro número 
de porta depois de uma reinicialização do host, por exemplo. 
No filtro de pacotes com estados, portanto, temos a segurança de um proxy e o desempenho 
e escalabilidade de filtros de pacotes. Deve-se lembrar, contudo, que a escalabilidade não ocor-
rerá inicialmente com o mesmo grau de segurança que os serviços previamente cobertos. Os ní-
veis de rede e transporte podem receber regras de filtragem apropriadas em questão de minutos, 
por um administrador de segurança competente. Contudo, o nível de aplicação, para um novo 
serviço, será geralmente estranho ao administrador e o desenvolvimento de filtragem apropriada 
poderá levar tempo. Assim, é possível disponibilizar o novo serviço imediatamente, mas em um 
grau menor de segurança (caso o novo serviço venha realmente exigir filtragem específica no 
nível de aplicação) até que regras mais sofisticadas sejam disponibilizadas. Por fazer seu trabalho 
com todos os bits do pacote, tais filtros são implementados nas camadas mais baixas do sistema 
operacional, geralmente entre aS camadas de comunicação de enlace de dados e rede. Isso pode 
garantir mais segurança por evitar que pacotes "mal formados" cheguem ao sistema operacional 
da máquina filtradora antes de serem interceptados pelo filtro. Entretanto, ainda permitem. como 
nos filtros tradicionais, que as máquinas internas sejam acessadas diretamente. 
Uma vantagem, que os implementadores de filtros de pacotes com estados alegam que os-
seus produtos têm em relação a proxies, é a de ser mais fácil e rápido o suporte a novos serviços 
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e protocolos. Geralmente estes produtos incluem linguagens de scripts para permitir ao usuário 
do produto criar regras de filtragem para estas novas tecnologias. A verdade é que estas lingua-
gens apenas tornam possível construir mais facilmente proxies (podemos pensar que filtros de 
pacotes com estados implementam proxies em filtros de pacotes), melhores que os proxies ge-
néricos. Proxies genéricos, por não realizarem nenhum tipo de t1ltragem, devem ser apenas tem-
porários, até que proxies dedicados sejam disponibilizados. 
Como já foi mencionado antes, um filtro de pacotes com estados pode potencialmente fazer 
qualquer coisa que um proxy faz, ou seja, ele pode implementar um proxy em suas regras de 
filtragem. Entretanto, a realidade, que encontramos nos diversos produtos que implementam fil-
tros de pacotes com estados, é que os mesmos não o fazem por completo. Usaremos o Firewall-
1 (CheckPoint, 1997) como exemplo, embora o mesmo possa ser observado em outros produtos 
de filtros de pacotes com estados. No Firewall-1, existem dois módulos básicos: o Firewall-1In-
spection Module (também chamado INSPECT engine) e o security seroer. No primeiro, reside o 
filtro de pacotes com estados propriamente dito. Ele é implementado no kernel do sistema ope-
racional entre as camadas de enlace de dados e rede. Com o INSPECT engine é possível filtrar 
pacotes usando todas as camadas de comunicação e estados de comunicações passadas. Muito 
do que pode ser feito em proxies pode ser feito também neste módulo, porque ele implementa, 
com suas regras de filtragem, proxies mais simples para os serviços. Entretanto, se o usuário qui-
ser fazer um trabalho maior na camada de aplicação, ele precisa usar o segundo módulo do pro-
duto. Os security seroers rodam no espaço de processos e existem para FTP, HTrP (HyperText 
Transmission Protocof), SMTP (Simple Mail Tranifer Protocof) e também para fins de autentica-
ção. Na verdade, eles apresentam as mesmas características que proxies para estes serviços. As-
sim, quando o usuário desejar autenticação extra de usuários, fazer inspeção no fluxo de dados 
à procura de vírus, bloquear applets Java ou fazer análises mais sofisticadas no fluxo de dados, 
o Firewall-1 deixa estes security servers realizarem o trabalho. A vantagem desta solução é que 
o filtro no kernel fica mais simples, eliminando o overhead de um proxy implementado junto do 
filtro e garantindo, portanto, um bom desempenho com segurança. além de regras de filtragens 
mais simples, o que diminui as chances de erros. 
Na prática, portanto, a maioria dos produtos que implementam filtros de pacotes com estados 
recorrem aproxies(os securityseroers, no caso particular do Firewall-1) sempre que é necessário 
fazer um trabalho maior com os dados da aplicação. Por este motivo, muitos acreditam que prox-
D.6 Filtros de Pacotes com Estados vs. Proxies 106 
ies são mais seguros que filtros de pacotes com estados. Além disso, suspeita~se que os produtos 
comerciais que implementam filtros de pacotes com estados, sequer fazem uma análise mais de-
talhada no fluxo de dados para alguns serviços e protocolos, funcionando como um simples filtro 
de pacotes tradicional (Avalio, 1998). Na próxima seção voltaremos a esta discussão. 
Finalizando o tema sobre "filtros de pacotes com estados", falta mencionar que a implemen~ 
tação de NAT no mesmo produto, junto com filtros de pacotes com estados, é bastante facilitada; 
por isso, a maioria dos produtos desta classe oferece este recurso. NAT, para a maioria dos pro-
tocolos e serviços, deve trabalhar no nível de rede, mas para alguns outros, ele deve fazer algum 
trabalho também na camada de aplicação. Este é o caso do FTP (se houver tradução de endere-
ços somente no nível de rede, o FTP não funcionará, uma vez que ele usa endereços de rede 
em seu processamento). Deste modo, NAT assim como filtros de pacotes com estados, também 
realiza seu trabalho nas camadas de rede e aplicação e pode ser implementado usando~se os 
recursos da aplicação de filtragem, sem grande esforço adicional. Além disso, usando NAT e as 
informações de estados, filtros de pacotes com estados podem oferecer suporte à distribuiçào de 
processamento entre diversos servidores de algum serviço de maneira transparente, dividindo o 
carregamento entre os diversos servidores e provendo escalabilidade e maximizando o desem~ 
penho. Isso é muito útil, princip.almente em redes locais que permitem acesso a suas informações 
através de sites Web, onde é grande o número de acessos. Esta caracrerística também pode ser 
encontrada na maioria dos produtos que implementam filtros de pacotes com estados. 
0.6 Filtros de Pacotes com Estados vs. Proxies 
Como visto na seção anterior, um filtro de pacotes com estados geralmente pode implementar 
um proxy mais simples no kemel do sistema operacional e, ao mesmo tempo, funcionar como 
um filtro de pacotes tradicional. Além disso, alguns participantes em listas de discussão da área 
acreditam que, para alguns protocolos e serviços, os produtos que implementam filtros de paco~ 
tes com estados não fazem nenhuma análise no fluxo de dados, funcionando como um filtro de 
pacotes tradicional (Avalio, 1998). Mas será que por isso é sempre verdade falar que proxies são 
soluções melhores que filtros de pacotes com estados? A resposta para esta pergunta é não. 
Dependendo de que requisitos devem ser satisfeitos em uma rede local, filtros de pacotes com 
estados, sozinhos, podem ser suficientes para prover segurança. 
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Teoricamente, é possível construir um proxy completo em um filtro de pacotes com estados 
(Russel, 1997). Desta forma, poder-se-ia afirmar que um pro:xy é um caso especial de um filtro 
de pacotes com estados. Entretanto na prática como vimos anteriormente, os vendedores optam 
por produtos mais leves e, quando um trabalho maior precisa ser feito na camada de aplicação, 
eles recorrem a proxies para o serviço. Isso pode ser explicado pelo fato de que é uma tarefa 
mais complexa escrever regras de filtragem que implementem um proxy do que escrever um 
pro:xy equivalente. Mas, se o ambiente computacional não exige, em nenhum serviço ou proto-
colo, um trabalho maior na camada de aplicação, um filtro de pacotes com estados é uma solu-
ção suficiente. Se este não é o Caso, pode ser necessário usar um proxy para o serviço junto com 
o filtro de pacotes com estados ou com um filtro de pacotes tradicional. 
O filtro de pacotes com estados também tem a vantagem de evitar ataques às vulnerabilida-
des do sistema operacional, por interceptar os pacotes antes de atingirem o sistema operacional. 
evitando assim os diversos ataques de baixo nível na arquitetura TCP/IP, como por exemplo, 
stealth scanning, SYN jlood, etc. Além disso, serviços baseados em UDP e RPC podem ser tra-
tados convenientemente neste tipo de filtros de pacotes, como foi discutido na seção anterior. 
O NFS (Network File System), por exemplo, é um serviço baseado em RPC e UDP que poderia 
ser mais facilmente provido por um filtro de pacotes com estados. Construir um proxy para NFS 
é ainda mais complicado que em outros serviços baseados em UDP e RPC, porque neste serviço 
o desempenho é fundamental e o volume de dados é grande. 
É. portanto, inegável que filtros de pacotes com estados podem ser uma solução suficiente 
em diversos ambientes computacionais onde os riscos são baixos e em ambientes com exigên-
cias de desempenho. Se algum trabalho mais sofisticado deve ser feito como, por exemplo. blo-
quear instâncias específicas de Java ou buscar vírus no fluxo de dados, deve-se usar proxies 
dedicados a este trabalho, em adição à filtragem por estados. No caso de alguns produtos co-
merciais como o Firewall-1, vimos que é possível que estes proxies já sejam incluídos no próprio 
produto. Esta necessidade pode ocorrer, na verdade, com serviços novos ou com serviços e pro-
tocolos mais complexos, onde proxies mais poderosos sejam a única maneira de garantir segu-
rança ao serviço. Como exemplos, cita-se o caso de clientes WWW e o de propagação de vírus 
e cavalos de Tróia (BackOriffice, Netbus e semelhantes). 
No caso do suporte a serviços e protocolos novos, as linguagens de scripts nestes produtos 
comerciais que implementam fntros de pacotes com estados, para a escrita de regras de filtragem. 
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podem permitir uma solução mais segura que proxies genéricos ou neutros. Além disso, para 
aplicações desenvolvidas dentro de um ambiente corporativo, por exemplo, para as quais não 
existem proxies, pode ser bastante interessante usar um filtro de pacotes com estados para esta-
belecer regras de filtragem para este serviço. 
É vãlido ressaltar ainda que, por seu baixo custo computacional e por sua segurança adicio-
nal, filtros de pacotes com estados são sempre preferidos a filtros de pacotes estáticos e dinâmi-
cos. Em resumo: o filtro de pacotes com estados sempre é uma boa solução, mesmo que seja 
apenas em substituição aos filtros tradicionais em ambientes onde os riscos são altos. Proxies, 
sempre em adição à filtragem, serão acrescentados sempre que algum tratamento mais sofistica-
do precisar ser realizado em algum serviço. No âmbito de firewalls, já existem vários produtos 
na categoria de filtros de pacotes com estados. Firewall-1 da CheckPoint, CISCO-PIX da Cisco, 
o FirewalVPlus da Network-1, o Guardian da NetGuard e o Gauntlet da TIS, são alguns dos que 
implementam filtros de pacotes com estados. 
0.7 Limitações das Tecnologias de Firewa/1 
Todas estas tecnologias de firewall infelizmente ainda apresentam algumas limitações (Pouw e 
Geus, 1997). Dentre as limitações, o surgimento destas linguagens de scripts, como Java e java-
cript, que fazem a Web tão atrativa, são um grande problema para os firewalls. Bloquear tais 
programas não é a melhor solução, mas é a única que há no momento para os projetistas de 
firewalls. Seria interessante algo que permitisse uma filtragem seletiva destes programas no jire-
wall. Infelizmente, isso é impossível em alguns casos. Talvez uma solução distribuída (no firewall 
e nos clientes atrás do jtrewall, por exemplo) resolva este problema, mas até o momento as 
soluções existentes não são 100% seguras. 
Um outro grande problema parafirewalls é uma classe de ataques que usa o "tunelamento" 
de pacotes, isto é, dados não permitidos dentro de pacotes permitidos, segundo a análise do 
firewall. Jã são conhecidos ataques que usam esta deficiência dos protocolos TCP/IP. Como um 
exemplo, vamos imaginar um programa "cavalo de Tróia" que consegue privilégios de superu-
suário dentro de uma rede local. O atacante pode simplesmente aguardar que este programa 
atrás do firewall tente estabelecer uma conexão para um servidor do atacante e este servidor, na 
verdade, envia para ele os comandos a serem executados dentro da rede local. Para que os pa-
cotes passem desapercebidos no firewall, o programa atacante atrás do firewall e o servidor do 
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atacante podem simplesmente encapsular seus dados dentro de pacotes HTIP que seriam per-
mitidos pelo jirewall. Não existe nenhuma tecnologia de firewall que possa evitar este tipo de 
ataque. Algo que poderia ser feito seria exigir que as tentativas de conexões saindo da rede fos-
sem autenticadas, mas se aquele programa sendo executado atrás dofirewall for um pouco mais 
sofisticado, esta solução não será suficiente. 
Portanto, é importante que mesmo com um firewall, defina-se políticas de segurança para 
os usuários da rede local (evitar a execução de programas recebidos por e-mail e de applets Java 
em páginas WWW não confiáveis, por exemplo) e usar outras ferramentas de segurança (IDS, 
anti-vírus atualizados, entre outras) minimizando estas limitações das tecnologias de firewalls. 
0.8 Conclusão 
Filtros de pacotes com estados podem ser considerados um avanço ou uma nova geração de 
filtros de pacotes; em alguns ambientes podem ser suficientes para prover segurança. Estes ambi-
entes são ambientes onde os riscos são baixos ou deseja-se eliminar os gargalos de comunicação 
via proxy, provendo transparência aos usuários e garantindo segurança maior que filtragem sim-
ples. 
Se o ambiente computacional quer minimizar riscos de segurança, algum trabalho extra deve 
ser feito para alguns serviços isolados, usando-se então proxies dedicados e bastante focados. 
Estas tecnologias defirewall não conseguem, por si só, garantir um ambiente wtalmente seguro. 
Políticas de segurança para os usuários devem ser bem estabelecidas para garantir que certos 
problemas explorando limitações dos firewal!s sejam evitados. 
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Apêndice E 
Filtragem com Estados de Serviços 
baseados em RPC no Kernel do Linux 1 
E.l Resumo 
As tecnologias mais tradicionais de fi'rewall- filtros de pacotes e agentes proxy- apresentam 
limitações que dificultam o suporte a certos protocolos e serviços TCP/IP, principalmente aque-
les serviços que usam portas alocadas dinamicamente. Filtros de pacotes com estados são uma 
boa alternativa, pois permitem a criação de regras de filtragem dinâmicas para tais serviços. Este 
trabalho mostra detalhes da implementação de um filtro de pacotes com estados capaz de tratar 
serviços baseados em RPC. Foi usado como ponto de partida o filtro com estados implementado 
no novo kernel do Linux (série 2.4). O resultado deste trabalho foi aprovado e será incorporado 
à próxima versão oficial do núcleo deste sistema operacional. 
E.2 Abstract 
Most traditional firewall technologies, such as packet filters and proxy agents, present limitations 
that make it difficult to support some TCP/IP protocols and services, mainly those services thar 
use ports dynamically allocated. Stateful Packet fiJ[er are a good altemative, beca use permits the 
setup of dynamic filtering rules for such services. This work shows details of the implementation 
of a stateful packet filter able to handle RPC-based services. It was used like stail point the stateful 
I. Anigo submetido ao simp6sio segumm.:a em informiitica (SSIJ 2000. 
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filter implemented in new Linux kernel (2.4 series). The result of this work was approved and 
will be officially incorporated into the next operating system version. 
E.3 Introdução 
Existem diversos serviços e protocolos de aplicação que podem ser responsabilizados pelo cres-
cimento surpreendente da Internet. Muitos outros estão surgindo rapidamente sobre a infra-
estrutura de rede atual como resultado deste sucesso, impulsionados pela tecnologia e devido à 
pressão de usuários cada vez mais exigentes. Além disso. o aumento na velocidade das linhas 
de comunicação e no desempenho das máquinas têm facilitado o desenvolvimento de protoco-
los mais complexos. Tais protocolos envolvem a movimentação de uma grande diversidade de 
dados pela rede. em quantidades variáveis, com exigências diferentes na qualidade de serviço e, 
em geral, usam várias portas alocadas dinamicamente para as diferentes sessões ou conexões 
necessárias. 
Por outro lado, a maioria destes serviços não trazem muitos mecanismos de segurança em-
butidos e, geralmente, herdam muitos dos problemas da suíte TCP/IP original. É importante, por-
tanto, que as tecnologias de segurança sejam capazes de agregar segurança a estes serviços para 
que usuários, em redes locais com maiores requisitos de segurança, possam usufruir destes atra-
entes serviços e protocolos. Infelizmente, as tecnologias tradicionais de firewall têm suas limita-
ções e nem sempre conseguem tratar convenientemente todos estes interessantes serviços 
existentes na rede. Serviços baseados em UDP e RPC são representantes importantes desta classe 
de serviços. Neste trabalho serão tratados exclusivamente os problemas relacionados a serviços 
baseados em RPC. O leitor mais interessado em uma discussão mais geral sobre o assunto pode 
buscar informações na referência (12]. 
Na seção 2, serão discutidos os problemas existentes para a filtragem de serviços baseados 
em RPC. A seção 3 apresenta brevemente a nova geração de filtros de pacotes- filtros de pacotes 
com estados (Stateful Packet Fi/ter, SPF)- e como tlltros com estados podem solucionar os pro-
blemas mencionados na seção 2. A seção 4 mostra detalhes da implementação de um SPF no 
kernel de desenvolvimento 2.3.x do Linux. Na seção 5 será visto como este filtro da seção 4 foi 
estendido para oferecer suporte a serviços baseados em RPC. Finalmente, a seção 6 traz algumas 
considerações finais e a conclusão do trabalho. 
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E.4 Serviços Baseados em RPC 
Existem vários protocolos de chamada a procedimentos remotos conhecidos como RPC. O mais 
popular e que será usado em nossa discussão, neste trabalho. é o Sun RPC, que foi originalmente 
desenvolvido pela Sun MicrosyStems [15]. 
Nos protocolos UDP e TCP, os cabeçalhos dos pacotes reservam somente 2 bytes para os 
campos com números de portas, ou seja, existem somente 65.536 possíveis portas para todos os 
serviços TCP e UDP (65.536 para cada). Se tivesse que reservar um número de porta bem defi-
nido para cada serviço existente, ter-se-ia um número de serviços limitado por este valor. Entre 
outras coisas, RPC oferece uma boa solução para este problema [2]. Cada serviço baseado em 
RPC recebe um número de programa único de quatro bytes (isto permite 4.294.967.296 serviços 
diferentes). Como RPC é implementado acima do nível de transporte, deve existir algum meca-
nismo de mapeamento entre os números dos serviços RPC, oferecidos em uma máquina, e os 
números de porta que estes serviços estão usando em um dado momento. No Sun RPC, o Port-
mapper/Rpcbind é o responsável por este mapeamento e é o único servidor baseado em RPC 
que usa um número de porta !)'ré-definido (porta 111, em ambos TCP e UDP). 
Quando um servidor RPC é iniciado, ele aloca um número de porta qualquer e registra-se 
junto ao Portmapper/Rpcbind. Nesta comunicação, ele passa o seu número de programa, a porta 
usada, o número de versão e o número do protocolo para o Portmapper/Rpcbind a ser usado 
na comunicação com os clientes. Vale comentar que o servidor usa o próprio protocolo RPC nes-
ta comunicação. Estas infonnações são, na verdade, os parâmetros para um procedimento 
PI\1APPROC_SET a ser executado pelo Portmapper/Rpcbind. Um cliente, desejando comunicar-
se com este servidor RPC, comunica-se com o Portmapper/Rpcbind para consultar o número de 
porta usado pelo serviço. Na verdade, ele também faz uma chamada remota ao procedimento 
PROC_GETPORT, passando como parâmetros o número de programa, a versão e o protocolo 
usado. No momento em que o cliente obtém a porta usada pelo servidor. ele pode comunicar-
se diretamente com o serviço R:PC, sem nenhum envolvimento do Portmapper/Rpcbind. 
Por não usarem números de portas pré-definidos, não se tem como criar regras estáticas para 
filtragem de serviços baseados em RPC. A alocação de portas é feita dinamicamente e pode mu-
dar com o passar do tempo (máquina ou servidor podem ser reinidalizados, por exemplo). Blo-
q'· _s tráfego de pacotes para o Portmapper/Rpcbind não resolve, pois um atacante pode 
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descobrir o número da porta usada por algum serviço baseado em RPC, fazendo tentativas para 
todas as portas não reservadas. Outros se1viços RPC podem usar números de portas pré-defini-
dos, como é o caso do NFS que usa a porta 2049 [14]. Mesmo assim, é aconselhável bloquear 
acesso ao Portmapper/Rpcbind para evitar que eles sejam usados para ataques à própria máqui-
na. O Portmapper/Rpcbind tem um recurso chamado proxy forwarde,-, que permite que clientes 
façam uma chamada ao procedimento PMAPPROC_CALLIT, passando como parâmetro o núme-
ro de um programa RPC, sua versão, um número de procedimento deste serviço e os parâmetros 
para este procedimento. O Portmapper/Rpcbind faz a chamada ao procedimento do serviço, ca-
so esteja registrado, e retoma os resultados obtidos para o cliente. Notar que isto pode ser peri-
goso para alguns serviços, uma vez que o Portmapper/Rpcbind tem privilégios de super-usuário 
e a requisição parece vir de uma máquina confiável (a própria máquina). 
A solução encontrada para a filtragem de serviços baseados em RPC, com filtros de pacotes 
estáticos, é simplesmente bloquear todo tráfego de pacotes UDP, pois a grande maioria destes 
serviços usam UDP como protocolo de transporte [2]. 
E.5 Filtros de Pacotes com Estados (Stateful Packet 
Filters) 
Filtros de pacotes tradicionais não mantêm informações de estados das conexões ou sessões que 
passam pelo firewall [12]. Pacotes são analisados independentemente, usando somente as infor-
mações existentes nos seus cabeçalhos de rede e transporte e regras de filtragem. Se um pacote 
qualquer com as jlags de sincronismo SYN e ACK ligadas chegar ao filtro de pacotes, o filtro 
supàe que este seja parte de algum canal vinual existente entre a rede interna e a rede externa. 
Silenciosamente, este o aceita, caso esteja de acordo com o conjunto de regras que implementa 
a política de segurança local. 
Entretanto, um bomfirewall não deve permitir que pacotes não válidos entrem na rede a ser 
protegida. Pacotes não válidos são aqueles que não satisfazem as regras de filtragem e/ou não 
pertencem a nenhuma conexãO ou sessão existente através do ji"reWall. Isto, além de garantir a 
perfeita implementação da política de segurança da rede interna, evita diversos ataques já bem 
conhecidos e outros que poderão aparecer no futuro usando pacotes devidamente construídos 
e/ou mal formados. Um bom exemplo destes ataques são os pacotes ou fragmentos de pacotes, 
que satisfazem às regras de filtragem, mas não pertencem a nenhuma conexão ou sessão exis-
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tente entre a rede interna e a externa, enviados para derrubar uma máquina alvo, explorando 
alguma falha na implementação da pilha de protocolos TCP/IP de um determinado sistema ope-
racional existente na rede interna. Aliás, um atacante pode descobrir os sistemas operacionais 
usados em máquinas internas, enviando alguma seqüência bem definida de pacotes com carac-
terísticas não especificadas nos padrões dos protocolos e, de acordo com as respostas obtidas, 
inferir sobre o sistema usado pela máquina. 
Em um filtro de pacotes com estados, quando um pacote SYN/ ACK chega ao filtro, ele nor-
malmente verifica, em suas tabelas de estados das conexões e sessões, se este pertence a alguma 
conexão em andamento através do firewall. Caso não exista uma conexão TCP válida para este 
pacote, ele é descartado e, possivelmente, registrado nos logs. Portanto, mesmo que o filtro esteja 
configurado com uma única regra permitindo todo tráfego de pacotes entre as redes, estes pa-
cotes continuarão sendo bloqueados no firewalt, já que não pertencem a nenhuma conexão vá-
lida segundo suas tabelas de estados. Esta solução garante sempre uma maior segurança, visto 
que somente pacotes autorizados pelas regras de filtragem ou pertencentes às sessões e cone-
xões válidas entre as redes podem atravessar o filtro. Uma outra vantagem desta solução é a me-
lhora no desempenho, pois somente os primeiros pacotes das conexões ou sessões são 
verificados com as regras de filtragem, que geralmente é uma tarefa de mais alto custo compu-
tacional. 
Vale ressaltar aqui que este é o comportamento mais normal das atuais implementações de 
filtros de pacotes com estados. Nem sempre este processo de filtragem com estados trabalha exa-
tamente desta forma em todas as implementações. Portanto, não existe uma especificação padrão 
para a implementação de um SPF. ou seja, o termo "statejuf' especifica que o filtro deve manter 
informações de estados das sessões e conexões, mas não como estas informações devem ser 
mantidas nem como elas devem ser usadas no processo de filtragem. 
Para alguns serviços e protocolos de aplicação, como o caso do FTP, algum trabalho extra 
precisa ser feito também no nível de aplicação. Estes codificam certas informações dos níveis de 
rede e transporte, como números de portas e endereços IP, na pane de dados dos pacotes. Para 
estes casos especiais, filtros de pacotes com estados podem acompanhar o fluxo de dados da 
aplicação, extrair as informações necessárias para suas tabelas de estados e para criação de regras 
dinàmicas. No caso do FTP, o filtro pode extrair, por exemplo, a porta que o cliente usará para 
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uma conexão de dados. Desta forma, é possível garantir o correto funcionamento destes prato-
colos e serviços. 
Por já fazerem algum trabalho nesta camada de comunicação para alguns serviços, alguns 
SPFs, como o CISCO-PIX e o FW-1, permitem também alguma filtragem no nível de aplicação, 
como em agentes proxy. Entretanto, a filtragem neste caso é geralmente bastante simples, veri-
ficando somente a parte de dados dos pacotes individualmente, sem qualquer remontagem do 
fluxo de dados do serviço. 
Apesar disso, muitos serviços de aplicação transmitem comandos do protocolo e suas respec-
tivas respostas em unidades pequenas, que cabem em um único datagrama IP e podem perfei-
tamente ser filtrados por filtros de pacotes com estados. Um bom exemplo é o caso da 
comunicação entre clientes RPC e o Portmapper, que será destacada neste trabalho. As mensa-
gens enviadas pelos clientes, requisitando o número da porta usada por algum servidor RPC, 
ocupam somente 56 bytes, enquanto uma resposta com o número da porta usada ocupa 28 bytes 
da parte de dados, Nestes casos, não há a necessidade de remontagem dos dados dos pacotes 
de uma comunicação para filtrar comandos do serviço ou protocolo de aplicação. A grande van-
tagem obtida com esta filtragem é que o SPF desempenha o papel de um agente proxy dedicado 
sem comprometer o desempenho. 
Por manter estados das conexões e sessões, um filtro de pacotes com estados permite tam-
bém associar pacotes JCMP de erro ou controle à sua devida conexão ou sessão. Estes pacotes 
trazem informações que permitem identificar a conexão ou sessão da máquina à que se refere a 
mensagem ICMP. Usando estas informações, o filtro pode verificar a existência desta sessão ou 
conexão em suas tabelas de estados e permitir a passagem dos mesmos. 
E.6 Filtragem com Estados de Serviços Baseados 
emRPC 
Foi visto na seção 2 que a característica de não usar números de porta pré-definidos é o principal 
problema para a filtragem estática de serviços baseados em RPC. Um servidor RPC aloca o 
número de porta dinamicamente, junto ao sistema operacional, e registra-se ao servidor de 
nomes portmapper/rpcbind, informando a porta sendo usada em um determinado momento. 
Isto impossibilita a criação de regras estáticas para estes serviços usando número de portas fixos 
e previamente conhecidos. 
E. 7 !Ptables: Um Filtro de Pacotes com Estados no Kernel do Linux 117 
Uma boa solução para este problema é utilizar informações de estados extraídas da comuni-
cação entre um cliente RPC e o portmapper/rpcbind para possibilitar a criação de regras dinâ-
micas para tais serviços. Um filtro de pacotes com estados pode simplesmente acompanhar uma 
sessão UDP (ou uma conexão TCP) envolvendo clientes RPC e o portmapper/rpcbind, dando 
atenção especial aos dados trocados em rodas as chamadas ao procedimento 
PMAPPROC_GETPORT. Associando requisições às suas respostas e extraindo as informações re-
levantes, é possível manter as informações das portas sendo usadas e. consequentemente, per-
mitir a comunicação entre clientes e servidores RPC. 
Esta solução de acompanhar todas as sessões entre clientes RPC e o portmapper/rpcbind e 
extrair as informações necessárias foi implementada neste trabalho, como será visto mais adiante 
na seção 5. 
E.7 IPtables: Um Filtro de Pacotes com Estados no 
Kerne/ do Linux 
Com o aumento no desempenho dos processadores, alguns sistemas operacionais passaram a 
implementar o processo de filtragem de pacotes no núcleo do sistema. Nas versões 2.0.x e 2.2.x 
de produção do kernel do Linux, por exemplo, pode-se encontrar respectivamente os filtros 
Ipfwadm e Ipchains, que implementam simplesmente uma filtragem estática dos pacotes. Neste 
trabalho, entretanto, tem-se mais interesse na nova infra-estrutura usada para tratamento e filtra-
gem dos pacotes que estará presente na série de produção 2.4 do kernel, neste sistema operaci-
onal. 
Como ainda não há uma versão estável deste novo kernel, muito do que será apresentado 
neste documento é baseado nas versões 2.3.x de desenvolvimento e poderá sofrer pequenas mu-
danças até a sua versão final. Contudo, as idéias básicas usadas na implementação cenamente 
permanecerão as mesmas. 
E.7.1 Netfilter 
O Netfilter é umframework independente da interface normal de Berkeley Sockets. que gerencia 
e organiza como os pacotes que chegam ao kemel do Linux devem ser tratados. nas séries de 
desenvolvimento 2.3 e de produção 2.4. Ele define, por exemplo, que partes do kernel podem 
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realizar algum trabalho com o pacote quando este atingir certos pontos do núcleo do sistema 
operacional [13]. 
Nesta nova infra-estrutura, cada protocolo define "hooks" (IPv4 define 5), que são pontos 
bem definidos na pilha de protocolos por onde passam os pacotes. Quando um pacote chega a 
um determinado hook, o Netfilter checa que módulos do kemel estão registrados para oferecer 
algum tratamento especial naquele ponto. Caso existam, cada módulo seqüencialmente recebe 
o pacote (desde que, obviamente, ele não seja descartado ou passado para o espaço de proces-
sos por um módulo anterior) e pode, portamo, examiná-lo, alterá-lo, descartá-lo, injetá-lo de vol-
ta ao kemel ou passá-lo para o espaço de processos, dependendo da funcionalidade de rede que 
esteja implementando. Estes módulos geralmente registram-se em mais de um hook ao mesmo 
tempo, podendo, até mesmo, fazer trabalhos diferentes com os pacotes em cada um deles. 
Desta forma, pode-se definir quais módulos devem ser carregados e registrados perante o 
Netfilter, sempre que algum tratamento especial com os pacotes for necessário. Além disso, esta 
interessante infra-estrutura facilita a implementação de novos módulos e permite que os módulos 
pré-existentes sejam facilmente estendidos, usando interfaces de comunicação bem definidas. Al-
guns dos módulos nativos são o NAT, o lptables e o módulo de Connection tracking. 
Notar que, diferentemente das versões mais antigas do kernel do Linux, as diversas funções 
de rede são implementadas em módulos independentes. Nas versões 2.0.x e 2.2.x, o IP masquer-
ading, por exemplo, era implementado junto ao processo de filtragem de pacotes e das funções 
de roteamento no kemel. Isso tornava o código confuso e acarretava alguma perda no desem-
penho. Com este novo esquema, IP masquerading, por ser um caso especial de NAT, é imple-
mentado usando o módulo de NAT. Este último, por sua vez, é totalmente independente do 
módulo de filtragem. 
E.7.2 Módulo de Connection Tracking (Conntrack) 
Este módulo foi originalmente implementado para ser usado pelo módulo de NAT. Todavia, pos-
sibilita também que os outros módulos no kerne! possam utilizá-lo. O papel do módulo Conn-
track é manter informações de estados de todas as conexões e sessões. O módulo Iptables, em 
suas versões iniciais, não fazia filtragem com estados, mas foi rnpidamente e facilmente estendido 
para basear seu processo de decisão também nas informações de estados mantidas pelo módulo 
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Conntrack. Portanto, a grosso modo, este módulo de Connection tracking é o verdadeiro res-
ponsável pela parte "stateful" do filtro de pacotes implementado no kernel do Linux. 
Cada pacote chegando ao kernel é associado a uma estrutura de dados Cskb_buff). Todos os 
componentes do núcleo do sistema operacional, que realizam algum trabalho com um determi-
nado pacote, recebem o apontador para a estrutura de dados correspondente. Desta forma, os 
cabeçalhos e dados do pacote não precisam ser recopiados durante sua travessia pela pilha de 
protocolos. Portanto, esta estrutura de dados, dentre outras coisas, tem apontadores para os ca-
beçalhos dos diferentes níveis de rede e para a parte de dados do pacote. Nas séries 2.3 e 2.4, 
ela apresenta um campo extra (nfmark), no qual o módulo Conntrack codifica o estado para o 
pacote em sua sessão ou conexão. Vale notar que este módulo não deve descartar pacotes, com 
exceção de alguns casos excepcionais (pacotes mal formados). Esta função é deixada para o mó-
dulo de filtragem (Iptables). Portanto, depois de passar pelo módulo Conntrack, um pacote atra-
vessa o kernel com o seu respectivo estado, que pode ser: 
• INVALID: para pacotes que não pertencem e não criam uma conexão ou sessão. Pacotes 
ICMP não válidos são um bom exemplo; 
• NEW: para pacotes que iniciam uma nova conexão ou sessão; 
• ESTABUSHED. para pacotes pertencendo a uma conexão já estabelecida; 
• RELATED: para pacotes relacionados a alguma conexão ou sessão já estabelecida. Por 
exemplo, pacotes ICMP relacionados a alguma conexão existente. 
O módulo de Connection tracking atribui um estado a cada pacote que chega ao kernel, de 
acordo com o andamento da comunicação a que pertence. Para isso, ele usa uma tabela hash 
(conhecida como Separate Chaining) para manter as informações de estados de todas as cone-
xões e sessões passando pelo núcleo do sistema operacional. Nesta tabela, cada posição guarda 
uma lista encadeada, onde cada nó representa uma conexão ou sessão (estrutura 
ip_conntrack_tuple_hash), contendo as infonnações necessárias para identificá-ia unicamente 
(os endereços IP de origem e destino, os números de portas de origem e destino, o protocolo 
usado), apontadores para os seus vizinhos na lista e para uma outra estrutura de dados 
(ip_conntrack) com informações de estados propriamente ditas referentes à comunicação. Usan-
do estas informações, o módulo de Contrack consegue atribuir o estado adequado para cada pa-
cote dentro de sua respectiva conexão ou sessão. 
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Além da tabela de estados das conexões e sessões, o módulo Conntrack também mantém 
uma lista de conexões ou sessões aguardadas {expect_list). Cada nó nesta lista guarda as infor-
mações dos endereços IP de origem e destino envolvidos, o número da porta destino e o pro-
tocolo a ser usado. Se um pacote tiver as mesmas informações em seus cabeçalhos de rede e 
transporte de uma das entradas nesta lista, o módulo assume que este pertence a esta conexão 
ou sessão esperada e atribui o éstado RELATED ao pacote. Dai em diante, todos os pacotes desta 
conexão ou sessão relacionada recebem sempre o estado de RELATED. Além disso, cria-se uma 
entrada na tabela de estados para esta nova conexão ou sessão e retira a entrada correspondente 
da lista de conexões ou sessões aguardadas. Isto é equivalente a criar uma regra dinâmica para 
permitir a comunicação. 
Esta lista é, portanto, essencial para permitir o funcionamento correto de certos serviços e 
protocolos TCP/IP. O FTP é um bom exemplo destes protocolos, pois define o número de porta 
a ser usado na conexão de dados durante a conexão de controle [14]. Para acomodar bem tais 
serviços e protocolos, o módulo Conntrack oferece módulos auxiliares para alguns protocolos 
(conhecidos como "helpers") e permite que outros, para protocolos ainda não suportados, sejam 
facilmente implementados e agrupados ao módulo de Connection tracking. Os helpers acompa-
nham os dados trocados em urf:ta comunicação envolvendo algum determinado protocolo e ex-
traem as informações necessárias para permitir as conexões ou sessões relacionadas. Com estas 
informações, este módulo auxiliar pode criar uma entrada para a conexão ou sessão na lista. 
Cada uma destas entradas permanece nesta lista enquanto durar a conexão ou sessão que a 
originou ou até que o primeiro pacote da sessão ou conexão relacionada chegue. Isto significa 
que não há timeouts associados, podendo dificultar um pouco o suporte a certos protocolos. Po-
de ser necessário, dependendo do protocolo, que um determinado helper gerencie uma lista de 
sessões ou conexões aguardadas particular para o correto tratamento de conexões ou sessões 
relacionadas. Esta foi a solução adotada para o caso do RPC que será visto na próxima seção. 
E.7.3 lptables 
O Iptables [13] é considerado urn filtro de pacotes com estados porque ele permite o uso. no seu 
processo de filtragem, do estado atribuído pelo módulo de Connection tracking aos pacotes das 
diferentes sessões ou conexões. O módulo Iptables sozinho implementa somente uma filtragem 
estática dos pacotes como seus antecessores: Ipfwadm e Ipchains. Entretanto, quando o módulo 
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Conntrack está presente no kernel, mantendo os estados das conexões ou sessões, o Iptables 
permite que o administrador de segurança crie regras baseadas nos estados dos pacotes dentro 
de suas respectivas conexões ou sessões. Desta forma, é possível a criação de regras permitindo 
a passagem, através dojirewall, de todos os pacotes com estados ESTABLISHED e RELATED, sem 
comprometimento da segurança requerida. 
E.8 Estendendo.o lptables 
E.8.1 Mensagens RPC 
O protocolo RPC [14] envolve basicamente dois tipos de mensagens: mensagens "cal!" e mensa-
gens "reply". Uma mensagem call é originada quando um cliente RPC envia uma requisição para 
a execução de um procedimento em particular. Depois que o procedimento é executado, o ser-
vidor RPC envia de volta uma mensagem rep~y. contendo os resultados retornados na execução 
do procedimento. A Figura 1 mostra o formato de uma mensagem call, quando encapsulada 
dentro de um datagrama UDP. 
A mensagem call inicia com o campo XID (Transaction ID) que é um valor inteiro estabele-
cido pelo cliente e retornado sem nenhuma alteração pelo servidor. Quando o cliente recebe 
uma mensagem reply do servidor, ele compara o campo XID desta última mensagem (observar 
a existência do campo também na Figura 2) com o XID enviado. Desta forma, o cliente RPC pode 
verificar se a mensagem recebida se trata de uma resposta válida à sua requisição. É interessante 
ressaltar ainda que, caso o cliente retransmita a sua mensagem cal!, o valor usado anteriormente 
no campo XID, na mensagem original, não é alterado. Isto evita problemas com mensagens du-
plicadas ou atrasadas na rede. 
O campo seguinte serve para distinguir entre mensagens cal/ (valor inteiro 0) e mensagens 
reply (valor inteiro 1). A versão corrente do protocolo Sun RPC é 2 e, portanto, é este valor que 
é sempre transmitido no campo "RPC version". A seguir pode-se ver os campos ·program num-
ber'', '·version number· e "procedure number· que unicamente identificam um procedimento es-
pecífico no servidor. Os campos "credentials" e "verifier" são usados para fins de autenticação e 
não serão tratados em detalhes neste trabalho. Na comunicação entre um cliente e o portmapper/ 
rpcbind, que é mais interessante para este trabalho, não existe nenhum esquema de autentica-
ção, no modo de operação normal, sendo usado. Embora estes campos tenham tamanhos vari-
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Figura E.l: Mensagem call com UDP 
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áveis, o número de bytes usados é codificado como pane do campo: os primeiros quatro bytes, 
em cada um destes dois campos, representam o tamanho total dos mesmos, Além disso, mesmo 
que nenhum esquema de autenticação esteja sendo usado, este campo também deve transmitir 
um valor inteiro O, que indica a ausência de um esquema de autenticação. 
Finalmente, tem-se o campo ''procedure parameters" com os parâmetros que devem ser pas-
sados ao procedimento. O formato deste campo depende da definição de cada procedimento 
remoto. Deve-se notar aqui que este campo também tem tamanho variado. Para o caso de um 
datagrama UDP não existem problemas, pois o tamanho deste campo é igual ao tamanho total 
do pacote UDP subtraído do comprimento total de todos os outros campos mostrados acima. 
Entretanto, quando TCP estiver sendo usado, um campo extra de quatro bytes entre o cabeçalho 
TCP e o XID é introduzido, codificando o tamanho total da mensagem RPC. 
A Figura 2 mostra o formato de uma mensagem reply também encapsulada em um pacote 
UDP. O XID é copiado da mensagem cal! correspondente, como já foi discutido nesta seção. O 
campo seguinte tem valor 1 indicando que a mensagem se trata de um reply. A versão do pro-
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tocolo RPC é 2, como no caso das mensagens cal!. O campo "status" recebe o valor O se a men-
sagem foi aceita (ela pode ser rejeitada, no caso de se estar usando outra versão do RPC ou de 
alguma falha na autenticação, e o valor atribuído, neste caso, será 1). O "verifier'' tem o mesmo 
papel do caso anterior para mensagens call. O campo "accept status" recebe o valor O quando 
o procedimento é executado com sucesso. Neste caso, um valor diferente de zero identifica um 
determinado caso de erro, como por exemplo, um número de procedimento inválido sendo en-
viado pelo cliente. Como em mensagens call, se o protocolo de transporte TCP estiver sendo 
usado, um campo extra de quatro bytes é introduzido entre o cabeçalho TCP e o XID. Isto é útil 
para o cliente descobrir o tamanho correto do campo "procedure results", com os resultados re-
tornados pelo procedimento. 
IP headet 
UDPheader 
Tt:msaction ID (XID) 
Roply (1) 
8taru.s (O = a<:ccpt:ed) 
Vetifier 
ac.~p< oc~u• ,v 
sa.cess'l. 
Ptocedure 
R.ewln 
20 bytes 
8 bytes 
4 bytes 
4 bytes 
4 bytes 
Até 408 bytes 
4 bytes 
N bytes 
Figura E.2: Mensagem reply com UDP 
Os campos destas mensagens são codificados usando o padrão de representação XDR, pos-
sibilitando que clientes e servidores RPC usem arquiteturas diferentes. XDR define como os vá-
rios tipos de dados são representados e transmitidos em uma mensagem RPC (ordem dos bits, 
ordem dos bytes. etc.). Portanto, o transmissor cria mensagens codificando todos os dados usan-
do XOR e, do outro lado, o receptor decodifica os dados da mensagem usando este mesmo pa-
drão de representação. Nas figuras 1 e 2, os campos usados transmitem principalmente valores 
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inteiros. Portanto, pode-se concluir que um inteiro em XDR é codificado usando quatro bytes de 
dados. 
E.8.2 Estendendo o Módulo de Connection Tracking 
Inicialmente foi implementado um módulo auxiliar (ip_conntrack_rpc) para inspecionar o anda-
mento de todas as tentativas de comunicação com o portmapper/rpcbind. Somente mensagens 
RPC, usando UDP ou TCP, requisitando a execução de procedimentos PMAPPROC_GETPORT e 
suas respectivas respostas são acompanhadas pelo módulo. O objetivo deste módulo é manter 
uma lista interna (lista de conexões ou sessões RPC aguardadas) com informações de estados 
extraídas da parte de dados dos pacotes e permitir que um outro módulo (ipr_rpc_known), 
estendendo o módulo de filtragem Iptables, possa verificar esta lista e, com base nestas informa-
ções, fazer a filtragem corretamente dos serviços baseados em RPC. Cada entrada na lista, repre-
sentada por uma estrutura de dados (expect_rpc), mantém: os endereços IP do cliente e do 
servidor RPC, o protocolo a ser usado na comunicação, o número da porta usada pelo servidor 
RPC e um timeout associado à entrada. 
Como visto anteriormente, o funcionamento do protocolo RPC inicia quando o cliente se co-
munica com o portmapper/rpcbind para determinar o número da porta usada por um determi-
nado servidor RPC naquela máquina. Nesta comunicação, o cliente passa como parâmetros o 
número de programa do serviço, o protocolo e a versão desejada. O módulo Conntrack respon-
sável pelo tratamento do RPC acompanha todas estas requisições. Ele, na verdade, cria uma lista 
de requisições, para manter o histórico de todas as consultas ao portmapper/rpcbind. Cada en-
trada na lista de requisições (estrutura de dados request_p) mantém: o endereço IP do cliente. o 
XID, o número de porta do cliente, o protocolo a ser usado na comunicação com o servidor RPC 
e um timeout associado à entrada. Este timeout evita que consultas forjadas criem um número 
indefinido de novas entradas em ataques de DoS (Denial of Service), consumindo recursos na 
máquina filtradora. 
Caso este servidor esteja registrado, o portmapper/rpcbind retornará o número da porta usa-
da pelo servidor naquela máquina. Quando esta mensagem reply chega ao módulo Connrr.:tck, 
este pode verificar se existe UO).a entrada na lista de requisições e, caso exista. pode criar uma 
entrada na lista de conexões ou sessões RPC aguardadas. Nesta verificação, além das informações 
mantidas na lista de requisições, o módulo observa o XID, o endereço IP e a porra do cliente 
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nestas mensagens. Isso é necessário, pois a informação do protocolo a ser usado não está dis-
ponível na mensagem reply. Para que uma entrada seja criada na lista de conexões ou sessões 
RPC aguardadas esta informação também é necessária. 
Se não existir uma entrada na lista de requisições correspondendo à mensagem reply, o mó-
dulo Conntrack simplesmente descarta a mensagem para um acompanhamento mais correto das 
comunicações. O leitor pode imaginar uma situação em que o portmapper/rpcbind, por algum 
motivo, atrasa a execução do procedimento PMAPPROC_GETPORT e o cliente retransmite are-
quisição. Pode-se supor então um cenário onde o timeout para entrada na lista de requisições 
expira e a mensagem de requisição retransmitida pelo cliente é perdida em trânsito e, portanto, 
não seria vista pelo módulo Conntrack. Caso esta mensagem reply chegue ao cliente, ele tentará 
fazer a comunicação com o servidor RPC normalmente. Entretanto, esta comunicação não será 
permitida devido a inexistência de uma entrada para ela na lista de conexões ou sessões RPC 
aguardadas. 
Um outro aspecto importante é o tratamento das possíveis comunicações subseqüentes dos 
clientes com os servidores RPC. O timeout associado a cada entrada na lista de conexões ou ses-
sões aguardadas tem como objetivo básico permitir futuras tentativas de comunicação de clientes 
usando sua respectiva cache de respostas anteriores do portmapper/rpcbind. Se a entrada fosse 
excluída imediatamente após o fim da comunicação, futuras tentativas não seriam permitidas. 
Obviamente. clientes bem implementados devem prover um esquema de recuperação para fa-
lhas deste tipo. Esta falha seria similar ao caso de um servidor registrado ser reinicializado e o 
cliente, usando as informações da cache, tentar usar o serviço. 
E.8.3 Estendendo o lptables 
Como já foi mencionado, o módulo de filtragem, nas séries 2.3 e 2.4 do kernel, baseia sua decisão 
também em informações de estados dos pacotes dentro de suas respectivas sessões ou conexões. 
Um módulo estendendo o lptables foi criado para tratar todos os pacotes RPC com estado NEW 
(iniciando uma sessão ou conexão) chegando ao módulo de filtragem. Desta forma, o lptables 
permite todas as tentativas de comunicação com o portmapper/rpcbind com consultas aos núme-
ros de portas sendo usadas pelos servidores registrados. Portanto, não há a necessidade de uma 
regra permitindo explicitamente a comunicação com o servidor de nomes do RPC. Este novo 
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módulo do lptables também é o responsável em verificar as entradas da lista de conexões e ses-
sões aguardadas e permitir que clientes se comuniquem normalmente com servidores RPC. 
E.8.4 Testes de Sanidade e Cuidados Adicionais com 
Fragmentos e Pacotes Truncados 
Para um correto acompanhamento das mensagens RPC, alguns cuidados devem ser tomados 
com respeito à sanidade dos pacotes. Além disso, os módulos devem tomar cuidados extras para 
evitar que pessoas mal intencionadas possam subverter o mecanismo de filtragem de pacotes. O 
módulo Conntrack, antes de inspecionar a parte de dados de todos os pacotes RPC, verifica se 
há uma má formação e calcula o checksum do cabeçalho de transporte no pacote. Se UDP estiver 
sendo usado, esta última operação somente é feita se o campo de checksum tiver um valor dife-
rente de zero, indicando que ele foi calculado, já que a checagem em UDP é opcional e perce-
bida através do valor diferente de zero. 
Pacotes e fragmentos de pacotes cuidadosamente construídos foram previstos durante a im-
plementação, tendo-se em mente, principalmente, a vulnerabilidade recente encontrada no F'\X!-
1 e Cisco-PIX no suporte ao FIT. Com este problema, um atacante é capaz de subverter o filtro 
de pacotes com estados. Para isto, bastava forçar que os pacotes do protocolo FTP fossem devi-
damente truncados e, explorando um problema existente na inspeção da parte de dados, abrir 
brechas no firewall. 
Como já mencionado, as mensagens RPC trocadas entre clientes e o portmapper/rpcbind são 
extremamente pequenas. Desta forma, cabem facilmente em qualquer MTU (Maximum Trans-
mission Unit) existente nas interfaces de rede atuais. Desta forma, pacotes RPC fragmentados são 
tratados como um comportamento anormal e simplesmente ignorados pelo módulo Conntrack. 
Além disso, pacotes RPC, onde a parte de dados é maior que o esperado, são imediatamente 
descartados. 
Se um cliente usar TCP para a comunicação com o portmapper/rpcbind, os valores dos atri-
butos da conexão devem ser sempre suficientemente grandes para não truncar a parte de dados 
nos pacotes. Em geral, o valor mínimo atribuído ao parâmetro MSS (Maximum Segment Size), 
por exemplo, é idêntico à MTU usada pelo meio físico para evitar a indesejável fragmentação de 
pacotes. Pode-se concluir, com isso, que não há boas razões para usar valores muito pequenos 
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para este parâmetro e, portanto, qualquer tentativa disto é vista como um ataque contra o filtro 
de pacotes com estados. 
E.9 Conslusão 
Este trabalho mostrou que filtros de pacotes com estados oferecem condições para a filtragem 
de serviços baseados em RPC. Vale notar ainda que soluções semelhantes podem ser adotadas 
para outros protocolos e serviços mais complexos. Um bom exemplo é o serviço Real Audio. 
para transmissão de áudio na Internet. Neste serviço, o cliente estabelece uma conexão TCP 
usando a porta 7070 do servidor. Usando esta conexão, ele envia suas requisições e números de 
portas UDP que ficarão espera,ndo os dados do servidor. Múltiplas sessões UDP serão usadas 
para aumentar a viazão, garantindo a qualidade do som. Esta quantidade de portas usadas pode 
sobrecarregar muito mais rapidamente proxies dedicados. Além disso, o aumento no overhead 
pode prejudicar a qualidade do som. Um SPF, por outro lado, pode acompanhar a conexão TCP 
e permitir as sessões UDP muito facilmente. Vale ressaltar, porém, que agentes proxy dedicados 
devem ser adicionados sempre que o fluxo de dados para algum serviço precisar ser remontado/ 
normalizado e inspecionado mais detalhadameme. 
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