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ABSTRACT 
The Ebert-McBride technique (EMT) is an entity-oriented method useful for 
quantitative precipitation forecast verification. In this thesis, a research study is 
performed in which the EMT was modified to optimize pattern matching of 
quantitative precipitation forecasts to stage-IV observations during the 2002 
International H20 Project (IHOP). The technique was used to identify several 
systematic sources of error as a function of mesoscale convective system (MCS) 
morphology in three 12-km model simulations run over the IHOP domain: Eta, MM5, 
and WRF. To investigate these errors based on MCS type, an objective radar-based 
classification scheme was developed. A background review on QPF verification issues 
and MCS classification schemes is provided. 
The results show that the Eta model produced average rain rates, peak rainfall 
amounts, and total rain volume that were lower than observed for almost all types of 
convective systems. This is consistent with previous works dealing with the Eta' s use 
of the Betts-Miller-Janjic (BMJ) convective parameterization. Like the Eta, the MM5 
and WRF underestimated rain volume for most MCS types. However, these models 
generated average rain rates and peak rainfall amounts that were larger than observed, 
implying a sizeable reduction in areal coverage. The results for the WRF and MM5 are 
consistent with previous observations of mesoscale models run with explicit 
microphysics and no convective parameterization scheme. 
A decomposition of mean square errors (MS Es) into displacement, pattern, and 
volume components are shown as well. Two of the more striking results from the 
decomposition are illustrated. First, all three models forecast rainfall too far northwest 
for linear systems overall. This is consistent with previous 12-km simulations where 
improper predictions of cold pool dynamics occur at this grid spacing (i.e., the forecasts 
are too slow with cold pool development and thus MCS evolution). Finally, the average 
pattern error was found to be the largest component of error for most MCS types. The 
average pattern error for the Eta was much lower than the MM5 and WRF for 
continuous MCS types, a result consistent with its known lack of variability when using 
viii 
the BMJ convective scheme. Consequently, the Eta had significantly lower total MSE 
compared to the MM5 and WRF for these types. 
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CHAPTERl.GENERALINTRODUCTION 
Introduction 
Convective storms are important to the general dynamics of the atmosphere and to the 
production of large amounts of precipitation. It is well-known that they help redistribute 
momentum and heat throughout the troposphere. Collections of storms can develop in regions 
of concentrated latent heat release and organize on the mesoscale as distinct entities. These 
collections are commonly referred to as mesoscale convective systems (MCSs), first defined by 
Zipser (1982). They play an important role as well to the production of warm-season 
precipitation in portions of the mid-latitudes, including the central U.S. 
Being sub-synoptic scale systems, MCSs have proven to be among the most difficult 
weather events for numerical models to predict. An MCS basis for development is below the 
grid scale resolution of typical weather forecasting models and current weather observing 
networks. Due to the coarse resolution of the models, convective parameterizations are needed 
to approximate the vertical heat transfer caused by convection. Since the distribution of 
moisture and heat, a key to the development of convection, is not always exactly known, errors 
in timing and location of MCSs are common. Plus, MCSs produce larger amounts of rainfall 
compared to non-thunderstorm activity. Consequently, quantitative precipitation forecasts 
(QPFs) made by models and operational meteorologists for warm-season convective rainfall, 
which MCSs play a vital role in, have historically shown less skill than those of cool-season 
non-convective rainfall (e.g. Olson et al. 1995). 
A key aspect to assessing the accuracy, skill, and value of any forecast is verification. 
Due to the small-scale nature and intensity posed by MCSs, the method for verification of their 
QPFs can be difficult to decide upon. Traditionally, verification measures have been assessed 
over a synoptic-scale grid. There, multiple systems on the synoptic-, meso-, and storm-scales 
may all be present. However, if one wants to verify just MCSs, for instance, an entity-only 
based approach makes sense. 
2 
Research Questions 
Based on the importance of MCSs and the use of entity-based verification, can one 
investigate errors resulting from the forecast of an observed MCS? Knowing the types of errors 
associated with an MCS can give operational forecasters help when adjusting the output from a 
model. Going even further, forecasters would be interested in knowing the biases for a certain 
type of MCS. Hypothetically, what is the error distribution for the peak rainfall amounts in 
model X for linear type MCSs? To do such a study, a classification scheme would need to be 
developed for the MCSs. How do we classify them in an objective manner? What aspects of 
MCSs do we want to classify? How many types will we need to classify? Then for the 
verification aspect, how does one assess the error measures? How do we verify using an entity-
based method? A successful entity-based method would need to somehow match a forecast 
area of precipitation to the observed precipitation from an MCS. 
In this thesis, I will attempt to answer these questions with a research study. This study 
was formed using data from the International H20 Project (IHOP) that took place from 16 May 
to 26 June 2002. This field experiment focused on intensive measurements of water vapor and 
its relationship with various forecast problems such as convective initiation and QPF (Shaw 
2004 ). High-resolution model datasets produced for this project offered the opportunity to 
investigate QPF errors as a function of convective system morphology. The verification aspect 
utilizes computer programming code developed for use in Ebert and McBride (2000, hereafter 
termed EM2000). Their technique of entity-based verification utilizes contiguous rain areas 
(CRAs), defined as the areas of contiguous observed and forecast rainfall enclosed within a 
specified isohyet. The forecast entity is then matched, displaced, and optimally aligned to a 
corresponding observed entity, by objective pattern matching. 
Ultimately, how do we modify the Ebert-McBride technique (EMT) for use with MCSs 
observed during IHOP? Using the statistics generated by the EMT, what inferences can be 
made regarding precipitation forecast errors as a function of the observed MCS morphology? 
3 
Thesis Organization 
This thesis is organized as follows. Chapter 2 provides an extensive literature review of 
the two main subjects and their relation to the study in Chapter 3: the classification of MCSs 
and issues surrounding their verification. 
Chapter 3 is a formal paper conditionally accepted with major revisions for scholarly 
publication in the American Meteorological Society's Weather and Forecasting journal. This is 
the largest chapter of the thesis and comprises the work performed by researching 
meteorologists from Iowa State University (ISU), National Oceanic and Atmospheric 
Administration's (NOAA) Forecast Systems Laboratory (FSL), and Australia's Bureau of 
Meteorology Research Centre (BOM). I and Dr. William A Gallus Jr. are from the Department 
of Geological and Atmospheric Science at ISU. I was the lead author of the paper, with Dr. 
Gallus as the main co-author and advisor for the work. Dr. Steven E. Koch, Linda S. Wharton, 
and Andrew Loughe are from the Forecast Research Division of NOAA FSL in Boulder, 
Colorado. Dr. Gallus and I worked with them during the summer of 2003 on this project. They 
mainly helped with setting up the infrastructure of the study, as well sharing recommendations 
during the paper revising process. Lastly, Elizabeth E. Ebert is from the BOM in Melbourne, 
Victoria, Australia. Dr. Ebert provided FSL with the original code developed for Ebert and 
McBride (2000) and mainly helped with the modifications needed to utilize the code for the 
purposes of our study. 
The paper in Chapter 3 is organized as follows. Section 1 provides the introduction. 
Section 2 gives an overview of the EMT adapted from EM2000. Section 3 discusses the 
modifications that were made to optimize the performance of the EMT for central U.S. 
convective systems on the time scale of 6 hours. Section 4 describes how the convective 
system classification schemes were developed and used. Section 5 presents the distribution of 
observed MCS types. Section 6 shows statistical results from the modified EMT applied to the 
Eta, MM5, and WRF models. A summary and conclusions follow in section 7. 
Chapter 4 provides a general discussion and conclusion to the thesis. A discussion on 
comparative issues not fully addressed in Chapter 3 is provided. Finally, future work on the 
subject is proposed. 
Appendix A are tables of the raw morphological classifications for every individual 
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convective system. Finally, all references used in the paper are provided in the References 
section, followed by Acknowledgements. 
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CHAPTER 2. LITERATURE REVIEW 
Convective System Classification Schemes 
Introduction 
The EMT provides the ability to isolate rainfall systems for a specific temporal and 
spatial scale. Thus observed MCSs are objectively examined as part of an EMT CRA. As 
mentioned in Chapter 1, a classification scheme can be developed to determine errors 
provided by the EMT as a function of the observed system morphology. Developing a 
classification scheme with various types allows one to examine systematic patterns and errors 
for the full spectrum of MCS classes. Understanding these patterns and errors can allow for 
operational forecasting of MCSs to be improved, as well as help model developers know 
what types of observed systems a certain model is having trouble forecasting for. 
An extensive radar-based classification scheme was developed for the sole purpose of 
identifying different types of MCSs. This classification scheme was initially based on 
previous literature for linear MCSs. However, new classification types were needed to 
include non-linear types of MCS. The paper in Chapter 3 provides a basic overview of the 
scheme. However, more explanation is necessary for this thesis and is provided here along 
with a review of the previous literature dealing with this subject. 
Satellite and Radar-Based Classifications 
Since the introduction of the term MCS by Zipser (1982), numerous studies have 
been performed on MCSs as a whole, along with their subsidiaries. Their role in the 
production of warm-season precipitation in the mid-latitudes has been documented by Fritsch 
et al. (1986). They have been shown to act as producers of hazardous weather including: 
flash flooding (e.g. Doswell et al 1996, Fritsch and Forbes 2001), damaging winds from bow 
echoes (e.g. Przybylinski 1995), and prolific lightning production. It has been shown that 
MCSs are located in regions of synoptic-scale ascent, typically associated with low-level 
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advection of high theta-e air ahead of an approaching upper-level shortwave trough (e.g. 
Maddox 1983, Cotton et al. 1989, Anderson and Arritt 1998, Parker and Johnson 2000). The 
low-level jet is a well-known mechanism for both the development and maintenance of 
MCSs (e.g. Cotton et al. 1989, Augustine and Howard 1991, Arritt et al. 1997). The effects 
of MCS momentum fluxes and their interaction with both the mesoscale and synoptic-scale 
environment are important to numerical modeling. Latent heating profiles of convective and 
stratiform precipitation regions produce differing effects on the circulation of the surrounding 
environment (e.g. Nicholls et al. 1991), by inducing low and high pressure perturbations 
respectively. 
Many of the initial works on MCS populations used satellite imagery for 
classification. Most of these dealt with specific subsets of MCSs based on analyzing infrared 
satellite cloud top temperatures. Mesoscale convective complexes (MCCs) were first defined 
by Maddox (1980). Subsequent variations of this class of MCSs were studied (e.g., Maddox 
et al. 1982; Maddox 1983; Rodgers et al. 1983; Rodgers et al. 1985; McAnelly and Cotton 
1986; Augustine and Howard 1988; Augustine and Howard 1991). These studies provided a 
climatological and dynamical framework to these large, quasi-circular, and long-lived types 
ofMCSs. 
Bartels et al. (1984) developed criteria for a satellite-based linear MCS; a system 
exceeding 250 km along its major axis with at least a 3 h duration. In their study, these large 
linear convective systems totaled around one-third of the number of MCC occurrences. 
Anderson and Arritt (1998) coined the term PECS for persistently elongated convective 
systems. Their study allowed for a division of large quasi-linear MCSs to be classified along 
side with quasi-circular MCCs. They defined a PECS as an MCS that fulfilled the size and 
duration criteria [cloud shield size, with at least -52°C IR temperature, greater than 50000 
km2 and a lifetime greater than 6 hours (Maddox et al. 1982)], but the ratio of the minor to 
major axis could not exceed 0.7. 
One clear drawback of the satellite-based MCS classifications was that the 
precipitation structure could not be readily determined. Infrared satellite imagery does not 
have the clear ability to separate convective and stratiform regions, typical of most MCSs. 
Thus, radar-based MCS classifications became critical to allow for greater differentiation. 
Bluestein and Jain ( 1985) and Bluestein et al. ( 1987) classified the development phase of 
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linear MCSs. Houze et al. (1990) looked at the symmetry of them and their associated 
trailing stratiform (TS) regions. It wasn't until later in the 1990s with the deployment of 
NEXRAD WSR-88D radars that a nationwide composite of radar reflectivity could be 
collected simultaneously and archived for use in classification schemes. 
Geerts (1998) used the 2-km composite radar reflectivity data to identify 398 MCSs 
in the southeast U.S. over a 1-yr period from May 1994 to May 1995. Parker and Johnson 
(2000, hereafter termed PJ2000) used the same setup to investigate 88 warm sector linear 
MCSs that occurred in the central U.S. from May 1996 to May 1997. The study in Chapter 3 
followed in this tradition of radar-based MCS classification. We used 2-km archived regional 
composite base reflectivity radar imagery available on the Internet from the University 
Corporation for Atmospheric Research (UCAR, http://locust.mmm.ucar.edu). The radar data 
composites have a time interval of 30 min and 15 levels of reflectivity in 5 dBZ increments. 
We generally followed the criteria of Houze (1993), Geerts (1998), and PJ2000 for the 
thresholds of convective and stratiform echoes: convective if reflectivities were greater than 
40 dBZ, stratiform if reflectivities ranged from 20-40 dBZ. Geerts (1998) experimented with 
the use of lower-bound thresholds for the stratiform range. He found a decrease of this 
threshold to 10 dBZ added just 11 more MCSs to the previous total of 398 events. 
As a side note, the work of Jirak et al. (2003) sought to bridge the gap in classifying 
MCSs based on both satellite and radar-based classification properties. They classified 387 
MCSs during the warm seasons (April through August) of 1996-1998 over the central U.S. 
Quasi-circular and quasi-elongated MCSs of various scales were classified. The satellite 
classification scheme used the two previously defined categories above (MCCs and PECs) 
and two new categories: meso-beta circular convective systems, and meso-beta elongated 
convective systems. They also used 2-km national composite radar reflectivity data to 
analyze the development of each of the systems. They developed a three-level radar 
classification scheme based on the presence of stratiform precipitation, arrangement of 
convective cells, and interaction of convective clusters. 
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Definitions 
Numerous interpretations of the definition of an MCS have been provided since the 
initial definition by Zipser (1982). In that study, an MCS was defined as a mesoscale system 
of clouds and precipitation that includes at least one thunderstorm cell during its lifetime. 
MCSs occur in a continuous spectrum from small, short-lived systems (e.g., Knupp and 
Cotton 1987; Knupp et al. 1998) to long-lived MCCs (e.g., Maddox et al. 1982; Anderson 
and Arritt 1997). Unquestionably, smaller systems occur more frequently than large systems 
like MCCs. But this is dependent on the length scale used to define the smaller MCSs. 
Bluestein and Jain (1985) defined a squall line with at least 50 km in length. Houze (1993) 
suggested that MCSs have a maximum length scale of at least 100 km, and this has been the 
smallest scale typically used in subsequent studies. Geerts (1998) defined an MCS as 
follows: a continuous region of precipitation with reflectivities exceeding 20 dBZ, with a 
long axis of at least 100 km, it must exist for at least 4 h, and the maximum reflectivity 
during at least two consecutive hours must exceed 40 dBZ. Our study in Chapter 3 defines an 
MCS based mainly on the criteria proposed by PJ2000. Their definition describes it as a 
convective phenomenon for which the Coriolis acceleration is of the same order as other 
terms in the Navier-Stokes equations (i.e., the Rossby number is approximately on the order 
of 1). A typical midlatitude value for the Coriolis accelerations gives an MCS timescale of 
approximately 3 h (PJ2000). A typical mid-latitude wind speed of 10 mis yields an MCS 
length scale on the order of 100 km (PJ2000). This length scale is equivalent to that given 
above by Houze (1993). 
As stated in Chapter 3, we defined a radar-based MCS as a convective system 
containing continuous or discontinuous convective echoes that propagated and/or organized 
in nearly the same manner as other convective echoes within the system. We required the 
minimum MCS criteria to have at least 30 dBZ of base radar reflectivity over at least a 10000 
km2 (e.g., 100 x 100 km) area and at least 40 dBZ in a 2500 km2 (e.g., 50 x 50 km) area. 
Both dBZ conditions had to exhibit temporal continuity for at least three hours. While we 
used a slightly higher lower-bound threshold for the stratiform region, we felt confident that 
almost all MCSs were represented in our database. As stated by Geerts (1998), the 20 dBZ 
criteria may allow the inclusion of rather weak or ill-organized systems that, when studied in 
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detail, would not be labeled MCS. Therefore, we felt 30 dBZ provided an adequate 
compromise to include justifiable MCSs. 
General Classifications 
The method of human classification using radar data is subjective. However, using 
substantial objective criteria can mitigate the inherent subjectivity. Classification types were 
developed so that a system would either distinctly resemble a type, or at least more notably 
than other types. Traditionally, satellite-based MCSs were divided into two subsets based on 
infrared satellite criteria (MCCs and PECs); while practically all radar-based studies 
classified or dealt with squall lines and linear MCSs. However, for our study in Chapter 3, 
we wanted to include all MCSs, not just those which are linear. Therefore, our classification 
scheme initially divided MCSs into linear and non-linear types, and eventually ended up with 
four "general" types. We followed the definitions proposed by PJ2000 for the division of 
linear and non-linear MCSs. Linear MCSs are those containing a contiguous or nearly 
contiguous chain of convective echoes that share a nearly common leading edge and move 
approximately in tandem, whether they are arranged in a nearly straight line or a moderately 
curved arc (PJ2000). PJ2000 defined non-linear MCSs as large convective systems with 
highly eccentric precipitation patterns but without convective lines. 
Bluestein and Jain (1985) and Geerts (1998) specified an additional criterion for a 
linear MCS: a mean long axis that is at least five times longer than the mean short axis with 
duration of at least 15 min. Our study used a mean long axis definition of at least three times 
longer than the mean short axis. While we used a smaller axis ratio, we required this 
definition to persist for at least 3 h. 
Some linear systems will become bow echoes (e.g., Przybylinski 1995). Geerts 
(1998) found a total of 16 cases of bow echoes in his study. We felt it was important to 
separate these systems from other linear cases, since bow echoes are typically intense and 
fast-moving. We used the definitions provided by Przybylinski (1995) to define the CLB 
system in Chapter 3. 
Our non-linear types were further divided into continuous and discontinuous systems. 
To the author' s knowledge, discontinuous systems have not been classified in the same 
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context as other MCS types. The main reasoning for including a discontinuous type was that 
during the late spring it is common to see "popcorn" type convection over portions of the 
south-central U.S. These systems appear to be the result of strong daytime heating combined 
with cooler air in the mid-levels due to an associated upper-level low. Since these systems 
occur over a rather large area, with echoes propagating in nearly the same manner, we felt 
they should be included as a morphology type named Discontinuous Areal. This same 
classification type was also assigned to an area of several isolated supercells and single cells, 
before true upscale development into a continuous system would typically take place. 
Three more general types were classified, but were not regarded as MCSs. One type 
was derived simply for the artifact of the size of the IHOP grid domain. The west-to-east 
extent of the domain ran from the eastern slopes of the Rocky Mountains to the Mississippi 
River Valley. A classification study such as this should classify systems with similar spatial 
variations of topography (e.g., Baldwin and Wandishin 2002). Systems developing over and 
along mountains will have different developmental processes than those over relatively 
homogeneous terrain, such as the Central Plains. For the purpose of studying MCSs over the 
Central Plains, we did not want to include systems influenced by orographically forced 
circulations (from the Rocky Mountains and Black Hills). Thus, systems which developed 
and remained nearly stationary with respect to the Rocky Mountains and Black Hills were 
typed Orographically Fixed. 
Finally, two categories were a result of the model producing a large enough volume 
of precipitation to produce a CRA, yet the observed system did not meet the size, intensity, 
movement, or temporal thresholds to be classified as a radar-based MCS. Separate categories 
had to be created for these non-MCSs. The classification scheme included these additional 
general types in Chapter 3: Isolated Cells and False Alarms. Isolated Cells were typed as 
observed systems which met at least a single cell definition, but did not satisfy the MCS 
criteria. False Alarms were typed for observed systems which did not even meet a single cell 
classification, mainly due to not meeting the intensity thresholds for convective echoes. 
Table 3-2 provides a summary of the seven general types and their basic definitions. 
11 
Stratiform Classifications 
The history of linear MCS research has mainly described convective lines with 
trailing stratiform (TS) precipitation. Numerous papers have addressed TS systems (e.g., 
Smull and Houze 1985; Rutledge and Houze 1987; Biggerstaff and Houze 1991; Gallus and 
Johnson 1995). These types of systems typically have an updraft above the leading edge of 
near-surface outflow; with ascending front-to-rear flow of hydrometeors from convective to 
stratiform regions. Some studies have shown that systems with little or no stratiform areas 
can exist as well (e.g., Houze et al. 1990). However, not all linear MCSs fall into these 
categories. There are previous papers that showed systems with characteristics of a leading 
stratiform (LS) type (e.g., Newton and Fankhauser 1964; Houze and Rappaport 1984; 
Kessinger et al. 1987). Schiesser et al. (1995) explicitly showed that linear MCSs can contain 
LS regions. Recent work by Grady and Verlinde (1997), PJ2000, and Nachamkin et al. 
(2000) continued to further detail LS types. PJ2000 also introduced an additional 
classification: parallel stratiform (PS). A depiction of their three stratiform archetypes is 
shown in Figure 3-3. The main forecasting application found in their study was that when 
using wind profiler data, the stratiform precipitation arrangement for each type was 
consistent with the advection of hydrometeors from the mean mid and upper-level storm-
relative winds. 
Our study in Chapter 3 utilizes the definitions and research provided by PJ2000 for 
the stratiform type classification. Subsequent from their original paper in 2000, they have 
provided simulations and additional theoretical explanations for the dynamical differences 
between stratiform types. Some of their recent work (e.g., Parker and Johnson 2004) is 
summarized in the following sub-sections and in Chapter 4. 
Trailing Stratiform 
The definitions of the TS type were described by Houze et al. 1990 and continued by 
PJ2000. We have not departed from their works, and the definitions included in PJ2000 are 
provided here for reference: 
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TS systems contain a convective line, convex toward the leading edge, with a series of intense 
reflectivity cells solidly connected by echo of more moderate intensity. The line has a very strong 
reflectivity gradient at the leading edge (i.e., gradient much stronger at the leading edge than the back 
edge of the convective region), and a large trailing stratiform precipitation region, often exhibiting a 
secondary maximum of reflectivity separated from the convective line by a narrow channel of lower 
reflectivity. It exhibits very little leading stratiform precipitation. (PJ2000) 
As Houze et al. (1989) outlined and Parker and Johnson (2004) restated: 
TS systems possess deep convective cells that are fed by front-to-rear storm relative flow in the low-
levels, which partly ascends and weakly overturns, but which mostly exits the convective region with 
some part of its front-to-rear momentum remaining. After leaving the convective region, humid air and 
activated hydrometeors move rearward, comprising a zone into which liquid and ice particles are 
advected and in which continued condensational and depositional growth occurs; this becomes the 
trailing precipitation region. Small upward accelerations owing to remaining buoyancy from the 
convective region, in addition to contributions from latent heating, render modest ascent in the front-
to-rear flow stream. Beneath the region of middle and upper-level positive buoyancy, a quasi-static 
pressure minimum develops in response to which environmental air from behind the system may be 
accelerated inward and begin to constitute a rear inflow jet. Owing largely to melting, evaporation, and 
sublimation of the precipitation that falls into this rear inflow jet, as well as hydrometeor loading, 
downward accelerations accumulate in this jet and typically render a descending slope to it. (PJ2004) 
These types of flow f~atures have been repeatedly observed within TS MCSs (e.g., Rutledge 
1986; Rutledge and Houze 1987; Houze et al. 1989; Biggerstaff and Houze 1991). 
Leading Stratiform 
PJ2000 simply defined the LS type as a linear MCS whose stratiform precipitation is 
predominantly located in advance of a convective line (i.e., in the area toward which the 
MCS propagates). Additional definitions by them are provided here for reference: 
Frequently LS MCSs exhibit moderate regions of leading stratiform precipitation without transition 
zones and secondary bands. In the extreme, members of this class exhibit a convective line preceded 
by a transition zone and secondary swath of stratiform precipitation with a reflectivity maximum. 
(PJ2000) 
Even though reflectivity fields and a simple graphical depiction of LS and TS systems 
yield striking symmetrical opposites, they are not necessarily dynamical opposites of each 
other. PJ2000 and Pettet and Johnson (2003) found that some LS systems were rear-fed, 
sustained by inflow of high theta-e air from behind the system with a descending jet of front-
to-rear flow, qualitatively similar to reversed TS systems. Yet, the mean wind profiles in 
PJ2000 showed that LS systems were chiefly front fed, sustained by inflow of high theta-e air 
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in front of the system, like TS systems. The front feeding of the inflow means that the inflow 
will pass through the stratiform region, unlike PS and TS systems. However, PJ2000 found 
that LS cases had a greater average rear-to-front component of the storm-relative flow aloft, 
which helps to explain the forward advection of hydrometeors. They also speculated that 
factors such as downgradient mixing of low-level rear-to-front storm-relative momentum or 
slantwise solenoidal overturning may play a role in the forward movement of precipitation. 
Parker and Johnson (2004) further examined the dynamics of LS systems using 
idealized numerical simulations. They proposed a basic conceptual model for the structure of 
a front-fed LS system, which included a mean overturning updraft and an upper-level zone of 
rear-to-front outflow that feeds the leading precipitation region. They also showed that the 
longevity of front-fed LS systems is partly attributable to destabilization of inflowing air. 
This destabilization is strongly related to the rate of cooling caused by leading precipitation 
melting and evaporation, which in turn leads to a pressure field that induces upward 
acceleration on inflow air parcels (Parker and Johnson 2004). The LS region promotes 
continued development of convection because the destabilization it provides is greater than 
the affect of stabilization from gravity wave-induced subsidence (Parker and Johnson 2004). 
Unlike other systems, front-fed LS systems significantly decrease the low-level 
environmental shear in their stratiform regions (Parker and Johnson 2004 ). Rotunno et al. 
(1988) showed that a decrease in shear favors more rearward storm-relative velocities for air 
parcels that are contained in the convective region. This causes a gradual demise of the LS 
system or a transition to the TS system structure, an effect found in the simulations by Parker 
and Johnson (2004). 
Parallel Stratiform 
PJ2000 simply defined the PS type as a linear MCS where either most or the entire 
stratiform precipitation region associated with the convective line moves parallel to the line 
itself and to the left of the line's motion vector. Additional definitions by them are provided 
here for reference: 
Very little stratiform precipitation surrounds the convective lines of PS cases (i.e. , the reflectivity 
gradient is relatively large on both sides of the convective line). The stratiform regions' movements 
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generally deviate less than 30° from the convective lines ' orientations. In some cases, PS convective 
lines backbuild to the right of their motion vectors. Such behavior may be accompanied by the general 
decay of convective cells to the left of a line's motion vector, yielding a progressively larger region of 
lower reflectivity echoes to the left of and parallel to the convective line. In other cases, PS convective 
lines do not appear to back build substantially. Rather, a location of persistent deep convection appears 
to give rise to the PS echoes via line-parallel advection. (PJ2000) 
The 0-1 km layer line-perpendicular winds near PS cases were found to be quite 
strong in PJ2000. Above 2 km, they found that PS MCSs exhibited deep line-parallel storm-
relative flow, such that the middle-tropospheric advection of hydrometeors was largely along 
the line. In the 5-8 km layer, where Rutledge and Houze ( 1987) found the transport of MCS 
hydrometeors to be focused, PS cases exhibited line-parallel storm-relative winds (PJ2000). 
Parker and Johnson (2004) claimed that by understanding the magnitude and 
direction of the horizontal pressure gradient accelerations associated with a surface cold pool, 
the organizational mode of the stratiform region in MCS may be forecast. In PJ2000, they 
found the 5-8 and 3-10 km mean line-perpendicular storm-relative winds were the largest 
differentiators between stratiform types in their wind profile data. These studies imply that by 
comparing low-level shear vectors to an associated surface cold pool and the mid-and-upper-
level storm-relative winds, a human forecaster or very high-resolution computer model may 
be able to determine the stratiform organizational mode with some success. 
Development Classifications 
Bluestein and Jain ( 1985) and Bluestein et al. (1987) first presented a classification 
based on severe and nonsevere squall lines modes of development. They found that squall 
lines or linear MCSs commonly formed by four stages: broken line (BL), backbuilding (BB), 
broken areal (BA), and embedded areal (EA). Subsequent studies (e.g., Blanchard 1990; 
Loehrer and Johnson 1995; Jirak et al. 2003) have utilized different classifications for 
development. Blanchard (1990) identified three developmental modes from the Oklahoma-
Kansas Preliminary Regional Experiment for the STORM-central (PRE-STORM) field 
program: linear convective systems, occluding convective systems, and chaotic convective 
systems. Loehrer and Johnson (1995) also used PRE-STORM data to classify the different 
developmental paths to reach an asymmetric TS structure: disorganized, linear, back-
building, and intersecting convective bands. Jirak et al. 2003 synthesized these results by 
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commg a three-level development scheme based first on the presence of stratiform 
precipitation, then by the arrangement of convective cells, and finally by the interaction of 
convective clusters. They found that more than 70% of their MCSs (both linear and non-
linear) evolved from the merger of multiple convective clusters, which resulted in larger 
systems than those that developed from a single cluster (Jirak et al. 2003). 
For the purposes of the study in Chapter 3, we used the four modes of development 
first proposed by Bluestein and Jain (1985) and shown in Figure 3-4. This was because they 
provide the initial basis for linear MCS development on radar. The other classification 
studies describe the latter developmental stages, either through intersection, occlusion, or 
merging. It should be noted that the Jirak et al. (2003) paper was not published until after the 
lengthy classification study for the paper in Chapter 3 was performed. 
Of the three types of classification, (general, stratiform, and development) the 
development classification appeared the most subjective of the study presented in Chapter 3. 
This was because radar imagery at 30 min intervals was not always a clearly sufficient 
resolution to classify systems with the definitions provided below. 
Broken Line 
The BL definition provided by Bluestein and Jain ( 1985) is repeated here: "the 
appearance of a line of discrete cells, each cell forming at nearly the same time, and 
transformation of the line of cells into a solid line [occurs] as the area of each existing cell 
expands and new cells develop in between the older cells." Characteristics of this linear 
convective formation had been seen in previous literature (e.g. Koch and McCarthy 1982) 
and were continued in the three subsequent studies mentioned above (e.g., Blanchard 1990; 
Loehrer and Johnson 1995; Jirak et al. 2003). 
Back Building 
The BB definition described in Bluestein and Jain (1985) is repeated here: "the 
periodic appearance of a new cell upstream, relative to cell motion, from an old cell, and the 
resulting merger of the new cell [occurs] with the old cell as the former expands in area and 
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moves into the latter." Once again, this type of linear convective formation was noted in 
previous literature (e.g., Brooks 1946; Abdullah 1954; Newton and Fankhauser 1964), and 
was subsequently used by Loehrer and Johnson (1995). 
Broken Areal 
The BA definition was simply described by Bluestein and Jain (1985) as an 
amorphous area of relatively moderate-to-intense cells which form into a solid line of 
convection. This disorganized type of development was used in studies by Loehrer and 
Johnson (1995) and Jirak et al. (2003). 
Embedded Areal 
The EA definition was simply provided by Bluestein and Jain (1985) as the 
development of a convective line within a larger area of weaker, stratiform precipitation. 
This embedded aspect of the convective portion within the stratiform region initially forms 
the first level of developmental classification in Jirak et al. (2003). 
Precipitation Verification Problems and Methods 
Two of the main points of this study are the classification of MCSs and using the 
EMT to verify model QPFs for the various types of MCSs classified. This section will focus 
on the latter point, by attempting to provide a basic overview of various problems which 
plague verification today and how they compare to the EMT. In addition, a review and 
comparison on another object-oriented technique and a subjective technique are provided. 
Introduction 
Standard QPF skill scores have historically remained poor for warm-season convective 
rainfall (e.g., Olson et al. 1995). There are numerous factors which contribute to QPF errors 
including: numerous physical processes occurring on scales too small to be adequately resolved 
17 
by operational models (thus requiring the use of various parameterization schemes), convection 
is typically forced by mesoscale features (which are also poorly initialized in the models), 
errors in initial conditions, and errors in the prediction of atmospheric flow (e.g., Brooks et al. 
1992; Ebert and McBride 2000; Gallus 2002). Standard grid-based measures often result in 
scores that are not consistent with the subjective impression of the forecaster (e.g., Brown et al. 
2002, Kain et al. 2003, Bullock et al. 2004; Chapman et al. 2004). Traditional verification 
statistics severely penalize a convective precipitation system that is forecast with a positional 
error or incorrect shape; with resultant low correlation coefficients, high root mean square 
(RMS) errors, and poor values of categorical statistics such as bias and threat scores (e.g., Ebert 
and McBride 2000; Harris et al. 2001; Baldwin and Wandishin 2002). Fine resolution models, 
which subjectively can often be of more value to an operational forecaster, are typically 
penalized more for spatial errors than coarser models (e.g., Gallus 2002; Mass 2002; Kain et al. 
2003). A common verification measure, the equitable threat score, rewards smoothly varying 
forecast models over .those with relatively high-amplitude structures (Baldwin et al. 2001). 
Operational models have tended to replicate the smoothly varying representations of QPF, 
despite the impression that human forecasters prefer more realistic-looking detail. These 
problems have resulted in the addition of a new class of verification processes (including 
object-oriented approaches and a mix of subjective and objective measures) in order to rectify 
this situation. Ebert et al. (2004) provided an argument that meaningful verification approaches 
are needed to evaluate mesoscale forecasts, with a more complete characterization of the types 
of errors associated with the forecast (e.g., magnitude, location, size, timing). 
Decomposition of Error 
Hoffman et al. (1995) demonstrated how forecast error can be divided into three 
components: displacement, amplitude, and residual errors. The displacement error explains the 
amount of total error caused by translating, stretching, or rotating the forecast field. The 
amplitude error explains the amount of total error resulting by multiplying the displaced 
forecast field by a constant coefficient. The sum of the displacement and the amplitude errors is 
called the distortion error, while the remainder of the total error is called the residual error. The 
distortion error mimics the subjective description of forecast errors made by operational 
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meteorologists (Hoffman et al. 1995). 
The decomposition of forecast error and its application to QPF was explored in 
EM2000. They provided a technique to give more in-depth guidance on the errors associated 
with a set of QPFs. This entity or object-oriented approach utilizes contiguous rain areas 
(CRAs), defined as the areas of contiguous observed and forecast rainfall enclosed within a 
specified isohyet. The forecast entity is then matched, displaced, and optimally aligned to a 
corresponding observed entity by an objective pattern matching. Two of the principal aims of 
the technique are to estimate the displacement error and to verify the location-corrected 
forecast (EM2000). A more in-depth discussion of how the technique works and the 
modifications necessary for its use with central U.S. MCSs is provided in Chapter 3. 
Du et al. (2000) used a similar approach to remove distortion error from an ensemble 
QPF. Some of the same issues they encountered are also applicable to the EMT presented in 
Chapter 3. Application of the Hoffman et al. (1995) technique required prior specification of 
two parameters: the area mask over which the displacement error is computed, and the error 
metric to be minimized (Du et al. 2000). The area mask for the modified EMT was a grid box 
surrounding the contiguous observed and forecast rain areas, plus a parameter to allow for a 
maximum number of grid points that the forecast may shift. Du et al. (2000) used the 
minimization of root mean squared error (RMSE); EM2000 was similar by using total mean 
squared error minimization. 
Residual Errors 
Du et al. (2000) also theorized that since residual error reflects the small scale of the 
details of the analyzed and predicted patterns; it will likely be difficult to reduce since these 
scales are less predictable than larger scales (e.g., Islam et al. 1993). One of the major issues 
related to residual error is the grid spacing and effective resolution of models. Numerous 
studies have looked into the effects of grid spacing/resolution in models and their subsequent 
effects on error measures and variability. Gallus (2002) investigated this impact by using 10-
and 30-km grid spacing of the National Centers for Environmental Prediction (NCEP) Eta 
model to simulate 11 warm-season MCS which occurred over the central U.S. The model 
QPFs were valid for 6-h periods and were verified using 4-km grid spacing stage IV observed 
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precipitation estimates. Verification was performed on: a 10-km grid for the 10-km model 
version and on a 30-km grid for both the 10- and 30-km model versions. Equitable threat 
scores (ETSs) increased when both verifications occurred on the coarser grid; the coarser grid 
was created by averaging the 10-km model results and comparing the average 10-km results to 
the 30-km model runs (Gallus 2002). These results suggest difficulty in showing improved skill 
scores as model resolution improves; a coarser verifying grid can reduce the impact of small-
scale residual errors. For the purposes of the study in Chapter 3, each model was run at the 
same grid spacing allowing for a more valid comparison between them. 
One aspect of residual error and model grid spacing/resolution is the issue of 
variability. Studies have attempted to find out the scales of spatial variability from a model 
compared to observations (e.g., Harris et al. 2001; Baldwin and Wandishin 2002). As the grid 
spacing of models continues to decrease, while at the same time model numerics and physical 
parameterizations continue to become more sophisticated, one expects models to produce 
forecast fields that look more and more realistic (Baldwin and Wandishin 2002). This could 
have profound effects for operational forecasters if realistic variability of the QPF field can be 
related to a type of MCS. It is well-known that models cannot adequately predict the spatial 
structure of small scales, due to interpolation from finite differencing schemes and 
parameterized horizontal diffusive processes. Harris et al. (2001) showed that with a 3-km 
version of the ARPS model, variability of the forecast precipitation field correlated to 
observations on scales larger than 5~x (15 km). Baldwin and Wandishin (2002) used a 12-km 
version of the Eta with the Betts-Miller-Janjic convective scheme (Janjic 1994), a 22-km 
version of the Eta with the Kain-Fritsch convective scheme (Kain and Fritsch 1993), and 10-
and 22-km versions of the WRF with the Kain-Fritsch convective scheme, to determine the 
spatial variability of these models. The 10-km WRF correlated to observations on scales larger 
than 3~ (30 km). The 22-km WRF and Eta runs correlated to observations on scales larger 
than 4-5~x (100 km). The 12-km operational Eta correlated to observations on scales larger 
than 16-17 ~x (200 km); the same model configuration was run during the IHOP study in 
chapter 3. 
Another aspect of the residual error problem was detailed in a study by Tustison et al. 
(2001). In that study, a representativeness error is shown to occur, irrespective of the model 
error inherent in a forecast. The representativeness error is caused by the interpolation of either 
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the model or observed field to a scale different from their own. Tustison et al. (2001) show that 
when area-to-point techniques are used (where each model grid-box values are assigned an 
average at a point in the middle of the grid-box, then interpolated to observed sites), 
representativeness errors increase for coarser resolutions. As Gallus (2002) pointed out, 
improvements in skill scores for higher resolution models using this technique may be partially 
reflected by the improvement in representativeness error; model performance itself may not 
necessarily be better. For the more common approach of point-to-area conversions (where 
observed sites are interpolated to the model grid box), representativeness errors increase for 
higher resolutions. Therefore, threat scores should lower as the resolution in a model improves. 
Many verification schemes currently ignore the representativeness error and its separation from 
the total error (Tustison et al. 2002). In the modified EMT, the representativeness error is a 
portion of the pattern error discussed in Chapter 3. 
Object-Oriented Techniques 
Another object-oriented technique similar to the EMT has been developed in recent 
years at the National Center for Atmospheric Research (NCAR). Their work has been similar, 
yet varied in some distinct ways. An explanation of their technique below is followed by a 
comparison to the EMT. 
Bullock et al. (2004) and Chapman et al. (2004) provide the basics behind the object-
oriented strategies designed by NCAR for QPF and related fields. Like the EMT, both the 
forecast and observed fields are resolved into objects or entities and then matched to one 
another. As detailed in Bullock et al. (2004), the two steps in resolving objects are: perform a 
convolution filtering of the original data field and then threshold the convolved field. Any 
points in the grid where the value of the convolved field is greater than the threshold are set to 
one, while any points below the threshold are set to zero, providing a binary mask. This mask 
is then applied to the original data field, preserving data that are inside the detected objects and 
zeroing out the rest of the field (Bullock et al. 2004). This is nearly equivalent to the EMT, 
since the EMT uses a threshold to determine the forecast and observed objects, but does not 
zero out the rest of the gridded field. 
Where the EMT begins to differ from the NCAR object-oriented technique is through 
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the shape of the objects. According to Bullock et al. (2004 ), it is often desirable to replace an 
object by a simpler geometric shape to make it easier to work with. This procedure does make 
it easier for axis orientation computations (R. Bullock, NCAR, personal communication, 2003). 
The EMT does not perform such a procedure, allowing the original shapes of the forecast and 
observed objects to be preserved throughout the matching process. 
If forecast or observed objects are similarly related to one another then they may be 
merged (Chapman et al. 2004). The EMT does not inherently try to merge objects together. In 
the case of an observed 6-h precipitation field, multiple objects may be grouped as one CRA 
due to the threshold technique. This is a clear drawback of an object-oriented technique over a 
range of time scales. 
In Chapman et al. (2004 ), convolution was applied to case studies of the 4- and 22-km 
versions of the WRF model on the synoptic scale. In their graphical depictions, the 
precipitation threshold is set to 0.03 inches, with a convolution radius of 15 grid points (60 km) 
and 5 grid points (110 km), respectively for the 4- and 22-km versions. They applied multiple 
merging distance tolerances ranging from 3 to 5 grid points on the forecast field based on their 
subjective impressions of the stage-IV observed field. They found many cases where the 
forecast and observed objects were confidently matched in a subjective sense. This was also a 
result found from the EMT in Chapter 3 when applying to MCS morphology. Chapman et al. 
(2004) also found several cases where the matching of the objects seemed impossible to 
accomplish. For example, in a 4-km model case, they used multiple object evaluation: a 
precipitation threshold of 0.03 inches and convolution radius of 15 grid points, overlaid with a 
precipitation threshold of 0.25 inches and convolution radius of 4 grid points. Matching then 
occurred with the smaller objects inside of the larger object. This more sophisticated way of 
matching is not yet available in the modified EMT. 
Subjective Verification 
As mentioned earlier, standard grid-based verification measures often result in scores 
that are not consistent with the subjective impression of an operational forecaster. Object-
oriented techniques like the EMT and NCAR's convolution technique attempt to objectively 
replicate the subjective nature of QPF verification. One of the foremost papers on subjective 
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QPF verification of convective systems was presented by Kain et al. (2003). They compared 
forecaster confidence in two model solutions to next-day assessments of model performance 
during a seven-week period in 2001. Their study focused on assessing mesoscale model output 
to predict convective initiation and severe convective weather development, but used QPF 
scores for model verification. The study showed that subjective verification ratings of model 
performance were consistent with pre-event confidence levels. Models that earned higher 
average confidence ratings were also assigned higher average subjective verification scores 
(Kain et al. 2003). However, confidence and verification scores for individual forecasts were 
very poorly correlated; forecast teams showed little skill in assessing how good individual 
model forecasts would be (Kain et al. 2003). Furthermore, the forecasters were unable to 
reliably choose which model, or which initialization of the same model, would produce the best 
forecast for a given period (Kain et al. 2003). 
The results from the above study help to show the difficulty with utilizing mesoscale 
models in predicting convection. Through object-oriented techniques, such as the EMT, and 
utilizing it to investigate errors as a function of the observed convective system morphology, 
perhaps better confidence levels and skill can result for human forecasters. 
Another issue involving subjective verification is the subjectivity of the verification 
itself (i.e., which sets of scores should be used to verify a forecast). As mentioned in numerous 
papers, it is important that many different types of verification metrics be used to guide model 
and human QPF verifications (e.g., Glahn et al. 1991; Murphy 1993; Murphy 1995). However, 
simple approaches to assessing forecast accuracy are commonly used, where only one or a few 
verification measures are presented (e.g., Gallus 2002; Charba et al. 2003; Kain et al. 2003). 
These seemingly simple approaches can sometimes be used to make significant policy changes 
regarding human forecasting or model development. For example, in the case of Charba et al. 
(2003), their verification method only used mean absolute errors and bias for scoring. They 
attributed their findings to causing a change in the QPF process of human forecasts in the 
National Weather Service. The EMT provides several different scoring measures which can 
provide more detailed and perhaps better assessments of QPFs. Since no one verification 
measure will ever be the "best", the subjectivity of verification scoring will remain an issue. 
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CHAPTER 3. THE USE OF A MODIFIED EBERT-MCBRIDE TECHNIQUE 
TO EVALUATE MESOSCALE MODEL QPF AS A FUNCTION OF 
CONVECTIVE SYSTEM MORPHOLOGY DURING IHOP 2002 
A paper conditionally accepted with major revisions by Weather and Forecasting 
Jeremy S. Grams, William A. Gallus Jr. , Steven E. Koch, Linda S. W_harton, 
Andrew Loughe, and Elizabeth E. Ebert 
Abstract 
The Ebert-McBride technique (EMT) is an entity-oriented method useful for 
quantitative precipitation verification. The EMT was modified to optimize its ability to identify 
contiguous rain areas (CRAs) during the 2002 International H20 Project (IHOP). This 
technique was then used to identify systematic sources of error as a function of convective 
system morphology in three 12-km model simulations run over the IHOP domain: Eta, MM5, 
and WRF. The EMT was fine-tuned to optimize the pattern matching of forecasts to 
observations for the scales of precipitation systems observed during IHOP. The EMT supplied 
several measures of forecast precipitation error. To investigate these errors as a function of 
observed convective system morphology, a detailed morphological analysis of observed 
systems was performed using radar data for all CRAs identified in the IHOP domain. 
The modified EMT suggests that the Eta model produced average rain rates, peak 
rainfall amounts, and total rain volume that were lower than observed for almost all types of 
convective systems, likely due to its use of the Betts-Miller-Janjic convective parameterization. 
The MM5 and WRF typically produced average rain rates and peak rainfall amounts that were 
ltoo large in most linear convective systems. However, the rain volume for these models was 
too low for almost all types of convective systems. All three models forecast rainfall too far 
northwest in linear systems. These results suggest systematic problems with the prediction of 
cold pool dynamics. 
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Introduction 
Summertime convective systems are among the most difficult weather events for 
operational meteorologists and numerical models to predict. Verification of a quantitative 
precipitation forecast (QPF) made by a fine-grid numerical model for these small-scale features 
can be just as difficult. Standard grid-based measures often result in scores that are not 
consistent with the subjective impression of the forecaster (Chapman et al. 2004). Traditional 
verification statistics severely penalize a precipitation system that may have been forecast with 
a small positional error or incorrect shape; with resultant low correlation coefficients, high root 
mean square (RMS) errors, and poor values of categorical statistics (Ebert and McBride 2000; 
Baldwin and Wandishin 2002). This type of forecast could still be useful to a forecaster if the 
model has known biases with its QPF. 
Numerous approaches have been applied to deal with the deficiencies of traditional 
verification methods (e.g., Du et al. 2000; Zepeda-Arce et al. 2000; Bullock et al. 2004). One 
such approach is the Ebert-McBride technique (EMT), which employs the concept of matching 
individual forecast and observed areas (Ebert and McBride 2000, hereafter abbreviated 
EM2000). Utilizing contiguous rain areas (CRAs), defined as the areas of contiguous observed 
and forecast rainfall enclosed within a specified isohyet, a displacement is performed using an 
objective pattern matching technique to optimally align the forecast with the observations. The 
EMT method was developed originally for application to synoptic-scale precipitation systems 
in the Australian region. The current study adapts the EMT to mesoscale precipitation systems 
characteristic of the central U.S. during the warm season. 
The International H20 Project (IHOP) that took place from 16 May to 26 June 2002 
was designed to help improve the understanding and prediction of QPF. High-resolution model 
datasets produced for this project offered the opportunity to investigate precipitation forecast 
accuracy as a function of convective system morphology. Around 175 mesoscale convective 
systems (MCSs) were identified during the 4-week IHOP period for 12-km grid spacing runs 
of: 1) the National Centers for Environmental Prediction (NCEP) Eta model (Black 1994; 
Janjic 1994; Rogers et al. 1998) using the Betts-Miller-Janjic (BMJ) convective 
parameterization (Betts 1986; Betts and Miller 1986; Janjic 1994); 2) the Pennsylvania State 
University/NCAR MM5 model version 3.5 (Grell et al. 1995) and 3) the Advanced Research 
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WRF model version 1.3 (Skamarock et al. 2001). The MM5 and WRF were both initialized 
with the Hot Start procedure (McGinley and Smart 2001; Shaw et al. 2001) developed for the 
NOAA Forecast Systems Laboratory (FSL) Local Analysis and Prediction System (LAPS, 
Albers et al. 1996). Neither of these models used convective parameterizations. 
All rain systems producing a volume of rain water in a 6-h forecast period exceeding 
3.13 x 108 m3 (e.g., 1 inch of rain over a 1 by 1 degree box) were identified. Although 
traditional grid point-to-grid point objective skill measures were computed for the full domain, 
the focus of our analysis was on various skill measures applicable to the EMT-identified 
CRAs. An analysis of these parameters was performed as a function of the convective system 
morphology. This analysis should reveal whether certain types of systems, such as linear squall 
lines with trailing stratiform rain areas, had larger errors than other types within each model. 
For every CRA identified, a corresponding observed system was classified using radar-
based MCS characteristics. This radar-based morphology used 2-km composite base 
reflectivity radar imagery available from NEXRAD Information Dissemination Systems 
(NIDS; Baer 1991). The radar-based convective systems were divided into seven general types. 
These types were continuous linear (CL), continuous linear bowing (CLB), continuous 
nonlinear (CNL), discontinuous areal (DA), isolated cells (IC), orographically fixed (OF), or 
false alarms (FA). Linear systems were subclassified as having trailing stratiform (TS), leading 
stratiform (LS), parallel stratiform (PS), or combinations of the three types based on the 
classification system presented by Parker and Johnson (2000). The evolutionary characteristics 
of squall lines were further characterized as back building (BB), broken areal (BA), broken line 
(BL), or embedded areal (EA), following Bluestein and Jain (1985). 
Overview of EMT 
The aim of the EMT approach is to verify to what extent the forecast entity has the 
same location, shape, and magnitude as the observed one (EM2000), with resulting error 
statistics based on the properties of each entity. Ebert and McBride (1998) first introduced the 
CRA as the area of contiguous observed and/or forecast rainfall enclosed within a specified 
isohyet. 
In the automated search for CRAs, a CRA is initially identified as the overlap of the 
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observed and forecast entities. Typically, there is overlap between them, especially as rainfall 
systems increase in size and magnitude. However, separated forecast and observed entities can 
be successfully matched if the forecast entity is within the specified search radius of the 
observed one. After matching, what started out as two rain areas then becomes a single 
contiguous one. 
Figs. 3-1 and 3-2 show examples of CRA output from 0000 UTC 13 June 2002 for the 
Eta and WRF 6-h forecast of precipitation, respectively, in the upper left; with the smoothed 
NCEP stage N 6-h accumulated precipitation product (Baldwin and Mitchell, 1997) in the 
bottom left panel. A displacement vector (in red) is determined by shifting the forecast area 
either to maximize correlation coefficient between the forecast and observed areas or to 
minimize total squared error. The forecast is permitted to shift within an expanded box 
enclosing the CRA (the maximum distance allowed between the forecast and observed areas 
beyond which it is assumed the two areas are unrelated) whose size is controlled by the user. 
Various measures of error can be determined before and after displacement (shown at the right 
in Figs. 3-1 and 3-2). 
Modified EMT Parameters 
The EMT objectifies the intuitive process of pattern matching. It is therefore important 
to choose values of parameters that give the best agreement between the objective pattern 
matching and the investigator's visual interpretation. One of the advantages of this technique is 
that a variety of arbitrary parameters can be tuned based on the needs of the user. In our case, 
modifications were made for the purpose of gathering statistical information from central U.S. 
convective systems. 
Some of the parameters determine how the CRA is chosen in order to make it most 
meaningful for the time and space scales of interest. These include the: rainfall threshold 
defining the CRA, critical water mass threshold, and minimum area threshold. Other choices 
influence the way the verification is done. These include the: pattern matching criterion 
(maximizing the correlation coefficient versus minimizing the total squared error), search 
radius for what extent an entity can search for a corresponding partner, tolerance for forecast 
shifting off the domain grid, and filtering of observations. In addition, improvements were 
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made in the code to redefine the areas over which some error measures and diagnostics were 
computed. Table 3-1 summarizes the values of the parameters chosen in this study versus 
EM2000, while the following sub-sections provide greater detail on the testing involved for 
each parameter. 
CRA Rainfall Threshold 
For 24-h QPF verification, EM2000 used a CRA critical rainfall threshold of 5 mm 
( -0.20 inches) for the minimum accumulation required for a grid point to be considered part of 
a CRA. For our purposes, a critical threshold of 0.25 inches for 6-h was found to work 
reasonably well at identifying an MCS, as might be expected for the higher rain rates 
accompanying MCSs in the central U.S. compared to those found over a full year in the drier 
climate over most of Australia. Sensitivity to the critical rainfall threshold value was explored. 
When the threshold was lowered to 0.10 inches, the combining of individual observed systems 
into one large CRA occurred more frequently. When the threshold was raised to 0.50 inches, a 
better pattern match of the forecast system to the observed one often occurred; however, small 
to moderate CRAs with little heavy rainfall were excluded and a much smaller sample size 
resulted. A further problem with the heavier threshold was that statistics were calculated over 
relatively tiny areas that were not representative of a typical observed MCS system. Thus, the 
use of 0.25 inches (-6.25 mm) for the threshold appeared to be the best compromise to avoid 
the problems associated with both lighter and heavier thresholds. 
The CRA rainfall threshold was the most critical element for the inclusion or division 
of multiple objects in a CRA. This result was also dependent on the type of model. Gallus 
(1999) found that the Eta model using the BMJ convective scheme often depicted relatively 
large areas of contiguous low-to-moderate rainfall. High diffusion (filtering) in NCEP's 
operational Eta runs may also contribute to this tendency (W. Skamarock, NCAR, personal 
communication, 2004). These smoothed patterns do not resemble typical rainfall patterns 
observed during warm season convective episodes. An example of this can be found by 
comparing Figs. 3-1 and 3-2. One can see the broad area of low-to-moderate rainfall forecast in 
the Eta versus the intense, but small, area of rainfall forecast in the WRF. 
An overly broad forecast rainfall area can be responsible for two or more distinct 
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observed systems getting combined into one large CRA. In this type of situation, 
morphological classification of the observed system can be difficult. Fortunately, this problem 
was limited to a small minority ( 12%) of the identified CRAs in the Eta model. For 
comparison, the MM5 and WRF only had 3% of CRAs where more than one observed system 
was clearly identifiable. These models typically had smaller forecast rain areas above the CRA 
rainfall threshold and thus would have less of a chance to overlap two or more observed 
systems. 
Critical Mass Threshold 
The critical mass threshold defines a minimum volume of rainfall necessary for a 
system to be identified by the EMT. Since our study focused on the first 6-h of a model 
forecast, we chose a critical mass threshold (-3 x 1011 kg) corresponding to a combined 
forecast and observed system producing a minimum of 0.25 inches of rain in 6-h over a 40000 
km2 area. 
In the complete absence of a forecast system, the threshold will allow the EMT to 
identify observed systems whose spatial scale and intensity match the minimum radar-based 
criteria for a MCS. Every observed system from the four primary MCS morphological types 
(CL, CLB, CNL, and DA) that composed a CRA was matched to a corresponding forecast. 
Systems with very little or no forecast rainfall but enough observed rainfall to meet the CRA 
critical mass threshold were included in the statistical analysis and were classified based on 
radar morphology just like any other CRA. Thus, the full spectrum of model forecasts to 
observed events was represented. 
In sensitivity tests, lowering the threshold by half produced many more CRAs, but the 
observed systems were often too small for MCS classification. Raising the value by a factor of 
4 resulted in fewer CRAs; only systems with higher volume remained. The value selected for 
the present study was considered optimal at identifying all observed systems meeting our 
minimum MCS criteria. 
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Search Radius 
The search radius allows for initially separated forecast and observed entities to be 
matched provided they are located within the search radius limit. After matching, these two 
rain areas become a single contiguous one as described earlier. We chose a rectangular search 
domain of 20 grid points (240 km) over which a forecast system could be shifted to match an 
observed one. This was roughly equal to the length scale used in defining the critical mass 
threshold. 
Sensitivity testing was performed on the search radius. Lowering the value to between 
2 and 15 grid points generally worsened the correlation coefficient and RMS error because, in 
some cases, a forecast system would no longer be matched with an observed one. Raising the 
value to between 25 and 60 grid points typically resulted in longer displacements but generally 
little improvement to error scores. Although in some cases, better correlation coefficients and 
RMS errors would result, at other times the forecast system would be displaced to a totally 
different observed system. Thus, a search radius of 20 grid points appeared to be optimal. 
Pattern Matching Criterion 
Hoffman et al. ( 1995) found that minimization of RMS error and maximization of 
correlation coefficient were the best methods for determining the fit of a forecast spatial pattern 
to an observed one over a rectangular domain. In the EMT, the points in the verification 
domain are comprised of the original CRA, plus any points that may have been added as a 
result of shifting the forecast. EM2000 found that minimizing the total squared error gave the 
best pattern matches for 24-h QPFs, although they noted that maximizing the correlation 
coefficient generally gave similar results. In our study, we tested both measures of fit to 
determine what looked best to the eye of the human forecaster. For most CRAs, maximization 
of correlation coefficient and minimization of total squared error generally gave similar 
displacements, agreeing with EM2000' s findings. However, our tests showed that 
maximization of correlation coefficient worked better overall near the edge of the IHOP 
domain. When using total squared error minimization, forecast rain areas would typically shift 
off the verification grid instead of matching up with nearby observed systems. The reason for 
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this pathological behavior is described below. 
In the original code, 25% of the grid points used for verification were allowed to shift 
off the domain if such a move would give the best pattern match. In our study, this threshold 
resulted in practically every near-boundary forecast system being shifted off of the verification 
grid, since this shifting resulted in the lowest total squared error calculation. If the forecast does 
not sufficiently resemble the observations (likely in fine grid resolution rainfall simulations 
where detailed structures can be depicted), the total squared errors may be minimized by a no-
rain forecast, which eliminates half of the double penalty (rain in the wrong place, no rain in 
the right place). After testing we found that if the best fit of the forecast rainfall pattern to the 
observed pattern was determined by minimizing total squared error, allowing almost none 
(0.1 % ) of the grid points to be shifted off of the domain resulted in more reasonable matches. 
However, this small threshold meant that all forecast systems near the verification domain 
comers (upper and lower Mississippi River Valley), were very limited in how far they could be 
shifted toward an observed rainfall system. 
Maximizing correlation coefficient resulted in more reasonable matches and fewer 
problems of systems being shifted off of the domain. This matching strategy allowed the 
forecast rainfall maxima to be shifted to closely align with observed maxima, since correlation 
coefficient maximization matches rainfall gradients. In addition, for most cases, the use of 
correlation coefficient maximization resulted in little relative increase in total squared error 
(whereas use of total squared error minimization resulted in much lower correlation 
coefficients for smaller CRAs). Thus, correlation coefficient maximization (and allowing up to 
25% of the forecast grid points to shift off the domain) was the method of choice for the IHOP 
study domain. 
Error Decomposition 
Forecast errors in rain events can be expressed in terms of errors in displacement, 
intensity, and pattern or variability of the rainfall (EM2000). The switch to correlation 
coefficient maximization instead of total squared error minimization was found to occasionally 
result in negative RMS errors for the displacement portion (since RMS could worsen slightly 
when the forecast was shifted to maximize correlation coefficient). Therefore, a new error 
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decomposition method was developed using correlation coefficient and mean square error 
(MSE) terms based on Murphy (1995). In that paper, MSE was represented as 
(3-1) 
where s represents the standard deviation, and r0 is the original correlation coefficient between 
the forecast (represented by y) and observed (represented by g) rain fields before the forecast is 
shifted by the EMT. Rearranging the second and third terms gives, 
(3-2) 
The first term is the unconditional bias, or volume error. The second term compares the 
sample standard deviations of the forecast and observations, which would need to be identical 
for a conditionally unbiased forecast, and can be thought of as a type of pattern error. The third 
term contains additional pattern error and the displacement error. These can be separated by 
adding and subtracting r (optimal correlation) in the third term, 
(3-3) 
The third term in (3-3) represents the shape, or fine-scale pattern, error since it includes 
the difference between a perfect correlation (r=l) and the optimal correlation for the forecast, r. 
The fourth term in (3-3) represents the contribution of displacement error, as it includes the 
difference of the correlation coefficients before and after shifting the forecast. The pattern error 
is no longer calculated as a residual as it was in EM2000. The three terms which make up the 
error decomposition are summarized in eq. (3-4). 
MSEwtal = MSEvolume + MSEpattem + MSEdisplacement (3-4) 
The error decompositions based on total squared error minimization (EM2000) and 
correlation maximization (eq. 3-3) gave very similar results. CRA verification of several 
thousand 24-h QPFs over Australia using both approaches gave mean pattern errors that were 
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virtually identical, and differences of only a few percent between methods for volume and 
displacement errors (EM2000). 
Error terms were originally shown as percentages relative to the other terms (EM2000). 
A problem with such a method is that a system with a volume error of 0.10 inches2 for a system 
with total error of 0.20 inches2 would have the same 50% error as a system with a volume error 
of 0.50 inches2 and a total error of 1.00 inches2. In our study we included absolute magnitudes 
for each error decomposition term in the CRA output (Figs. 3-1 and 3-2). This allows for 
comparison of the contribution each term makes to the total MSE. 
Filtering 
Most mesoscale models will generally only be able to resolve rainfall features of 
wavelength roughly 5 or 6 times the grid spacing. Harris et al. (2001) showed that the ARPS 
model could not resolve less than 5 delta grid spacing. Baldwin and Wandishin (2002) also 
found this to be the smallest resolvable wavelength in the Eta with the KF parameterization and 
in the WRF model. However in the Eta with the BMJ parameterization, features less than 200 
km or so were not resolved well, which might argue for filtering of 18 delta waves. The 
minimum resolvable feature varies as a function of not only the grid-spacing of models, but 
also the numerics and physics in each type of model. In the present study it was decided that 
the stage N observations should be filtered so that the observed rain areas resembled what the 
majority of the 10-12 km grid spacing models run by FSL during IHOP were able to show 
(Koch et al. 2004). Thus, the stage N data were remapped to each native model grid and 
filtered using a low-pass Lanczos filter (Duchon 1979) to remove wavelengths less than 6-L\x 
(72 km). 
Area over which Verification Statistics were computed 
Usually, categorical statistics are computed over entire model domains. For an entity-
oriented technique like the EMT there is some uncertainty over which areas should be used for 
calculating the verification statistics. Rain volume, maximum rainfall, average rain rate, and 
number of gridpoints exceeding the user-defined threshold were previously calculated over the 
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union of the observed, original and shifted forecast regions (EM2000). In this study, to better 
describe characteristics of the convective systems themselves, these parameters are computed 
exclusively over the observed and original forecast portions of the CRA (Figs. 3-1 and 3-2). 
Classification of Convective Systems 
The EMT allows a user to focus on rainfall systems of a specified temporal or spatial 
scale. For our purposes, the EMT was used to examine MCS forecasts valid for fixed 6-h 
periods to note errors as a function of the observed system morphology. A classification 
scheme was necessary for exploring this aspect. Tables 3-2, 3-3, and 3-4 provide a summary of 
the various classes and definitions, with additional information provided in the following 
paragraphs on how the scheme was defined 
In the first stage of classification, the observed system highlighted in the stage IV 6-h 
accumulated precipitation product was cross-referenced with an observed system indicated in 
radar observations. The radar-based morphology used 2-km NIDS composite base reflectivity 
radar imagery with a temporal resolution of 30 minutes. 
The radar-based system classification was determined mainly by previous literature 
dealing with MCS classification (e.g., Houze 1993; Geerts 1998; Parker and Johnson 2000). 
We defined a radar-based MCS as a convective system containing continuous or discontinuous 
convective echoes that propagated and/or organized in nearly the same manner as other 
convective echoes within the system. We required the minimum MCS criteria to have at least 
30 dBZ of base radar reflectivity over at least a 10000 km2 (e.g., 100 x 100 km) area and at 
least 40 dBZ in a 2500 km2 (e.g., 50 x 50 km) area. Both dBZ conditions had to exhibit 
temporal continuity for at least 3 h. Using the Z-R relationships of Z = 200 * R 1.6 for stratiform 
and Z = 300 * RJ.4 for convective rain, 30 dBZ corresponds to a rain rate of around 0.10 
inches/hr with 40 dBZ corresponding to a rain rate of nearly 0.50 inches/hr. 
General Classification 
The first series of classifications distinguished between linear and non-linear systems 
for those meeting the MCS criteria. Since not all observed systems identified by the EMT met 
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our radar-based MCS criteria, separate categories had to be made for these smaller or shorter-
lived systems. The classification scheme included seven general types of systems (as shown in 
Table 3-2) and is summarized as follows. 
Continuous Linear (CL) systems contained a continuous major axis of at least 40 dBZ 
convective echoes, of at least 100 km length, which shared a common leading edge and moved 
in tandem. In addition, the major axis had to be at least 3 times as long as the minor axis. 
Continuous Linear Bowing (CLB) systems not only met the CL criteria above, but also had to 
contain a bulging, convex shape (angle greater than 30°) of continuous convective cells with a 
tight reflectivity gradient on the front edge of the convective region. This shape had to exist for 
at least 1.5 hours. 
If the above minimum MCS requirements were met in a contiguous area but did not 
meet the linear requirements of CL or CLB, then the system was identified as Continuous Non-
Linear (CNL). If the above minimum MCS requirements were not met in a continuous area, 
but were met in an area of discrete convective elements in which no element was separated by 
more than 200 km from another, then the system was identified as Discontinuous Areal (DA). 
If a system remained nearly stationary with respect to the western edges of the IHOP 
domain (the Rocky Mountains and Black Hills), then the system was classified as 
Orographically Fixed (OF) since the mesoscale processes influencing these mountain systems 
may differ from systems over the Plains. If cells were too small, isolated, or lacked temporal 
continuity to meet any of the above classifications, but had at least 40 dBZ in a 400 km2 (e.g., 
20 x 20 km) area and at least 30 dBZ in a 1600 km2 (e.g., 40 x 40 km) region, then an Isolated 
Cell (IC) classification was assigned. It is well-understood that a 12-km model cannot fully 
resolve isolated cell events, but for completeness these events were included in the 
classification scheme. If none of the above criteria were met, then the observed system in the 
CRA was classified as a False Alarm (FA), a falsely predicted event. 
In the 6-h period over which CRAs were defined using accumulated rainfall data, 
multiple radar-based systems might be observed within one larger CRA. When this was the 
case, the system with the greater temporal, spatial, and/or rain volume was used to define the 
morphology of the CRA. In other cases, when the morphology of a single system changed over 
time, the morphology that occurred over the majority of the 6-h period was used to classify the 
CRA. It is understood that defining a single convective morphology for multiple radar-based 
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systems will increase the amount of statistical uncertainty. However, it is pertinent to include 
these CRAs in the statistical analysis, since a clearly dominating type occurred in the vast 
majority of these cases. 
Additional Linear Classifications 
For every linear system (CL or CLB), additional sub-classification was performed 
using the taxonomy proposed by Parker and Johnson (2000) and Bluestein and Jain (1985). 
First, the arrangement of stratiform rainfall with respect to the intense convection was 
classified using the definitions trailing (TS), leading (LS), and parallel (PS) as given by Parker 
and Johnson (2000; Fig. 3-3). Combinations of these types were noted when both were seen for 
at least 1.5 hours. Second, a classification was made based on Bluestein and Jain's (1985) 
categories for squall line development (Fig. 3-4): back building (BB), broken areal (BA), 
broken line (BL), and.embedded areal (EA). 
Fig. 3-5 shows a 4-panel plot of radar reflectivity corresponding to the system observed 
in the Stage IV product of Figs. 1 and 2. The first image (Fig. 3-5a) is valid 1-h after 
convective initiation in south-central Kansas and north-central Oklahoma. This image 
represents conditions 1-h before the start time of the 6-h period evaluated in Figs. 3-1 and 3-2, 
and helps to show the BA development assigned to this system. Figs. 3-5b and 3-5c show the 
development into a CL system. It should be noted that a developing bow echo is found on the 
western edge of the line in Fig. 3-5c. This system was not classified as CLB, since the bow did 
not last for at least 1.5 h. Fig. 3-5d shows the system at maturity as a TS area expands. A PS 
area is also noted at this time, but this did not last the required 1.5 h. The TS region was largest 
around 0700 UTC (not shown) as the convective line decayed and then ended around 1000 
UTC. 
Observed MCS Morphology Distributions 
A total of 190 CRAs were identified for the Eta, 164 for the MM5, and 163 for the 
WRF during the 4-week IHOP period. Of the CRAs identified, 7% of Eta systems and 2% of 
MM5 and WRF systems were classified as FA (little or no observed rain). The smaller 
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percentage for MM5 and WRF may be due in part to the LAPS Hot Start initialization scheme 
which both of these models employed. A small number of the observed systems (4-5% in the 
three models) were classified as OF to the Rockies and Black Hills at the western edge of the 
IHOP domain. IC systems accounted for 12% of the CRAs in the Eta, 6% in the MM5 and 5% 
in the WRF. Other than to note the number of occurrences, we exclude IC, FA, and OF systems 
(22% in the Eta, 13% in the MM5 and 12% in the WRF) from further analysis in this study. 
The IC and FA systems were only identified because of forecasted rainfall; observations did 
not show enough rain volume to meet the CRA critical mass threshold. The focus of the 
evaluation to follow is on model performance as a function of the observed system morphology 
of the 148 remaining events for the Eta, 144 events for the MM5, and 143 events for the WRF. 
55 (37%) observed cases were classified as linear in the Eta, 62 (43%) in the MM5, and 
60 (42%) in the WRF. 93 (63%) observed cases were classified as non-linear in the Eta, 82 
(57%) in the MM5, and 83 (58%) in the WRF. Figure 3-6 shows a histogram of general, squall, 
and development types for every identified CRA which met MCS criteria (see Tables 3-2, 3-3, 
and 3-4 for abbreviations used for the various classification types in the graphs). Of the linear 
systems, 86% were classified as CL, with 14% as CLB. Non-linear systems were led by the 
CNL category with 61 %, followed by DA with 39%. 
For the stratiform rain area classification, TS dominated with 67% of the linear 
systems. The TS/PS type (generally large systems since stratiform rain occurred in both 
regions) garnered the second highest total with 16%. The categories of LS, PS, and LS/PS 
(substantial areas of each) all had five or fewer occurrences in each model. Little statistical 
significance of LS, PS and LS/PS classifications was found, likely owing to the small sample 
size in each of these categories. These results were fairly similar to the Parker and Johnson 
(2000) survey of central U.S. linear MCS. They found TS was the dominant mode, though only 
accounting for 40% of the cases. The TS/PS type was second highest with 18%. In our study, 
the other categories of stratiform had slightly less of a representation than in the Parker and 
Johnson (2000) study, due to a greater domination of the TS type. 
Among the development types, BA was the most common with 44%, followed by BL 
with 32%, and then BB with 23%. EA had only one ( 1 % ) occurrence for each model CRA and 
was therefore excluded from further study. The results for BA differed most greatly from 
Bluestein and Jain (1985) who found these events only 20% of the time for severe squall line 
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cases in Oklahoma. 
CRA Statistical Analysis 
Statistics were calculated for the following parameters: ram volume, rain rate, 
maximum grid point rainfall, phase displacement, and MSE decomposition. This analysis was 
performed for all of the observed systems over the Plains meeting minimum MCS criteria. 
Errors were then examined as a function of the observed system morphology. All statistics 
presented in this section passed a Student's t-test for statistical significance at the .05 alpha 
level (unless otherwise noted). The statistical significance tests were used to determine whether 
errors between forecast and observed values were biased for each type (e.g., is a mean wet bias 
in the DA category for the Eta truly statistically significant?) In addition, we tested for 
statistical significance of differences in mean errors between types in a given model (e.g., if 
both CL and CLB have a statistically significant mean wet bias for the WRF model, does one 
type have a greater mean bias versus the other?) All error plots are presented using box plots 
showing: medians, 75% and 25% quartiles, and upper and lower quartiles (whiskers); and 
mean diamonds which show means and 95% confidence intervals for the mean. 
There is some question as to how error plots should be presented. We present error 
distributions independently for each type. Relative error distributions, where the errors were 
conditioned on a mean observed value, were calculated (not shown). However, this gave more 
statistically significant results to systems with lower rain volumes and rates (DA and CNL) 
versus those with higher rain volumes and rates (CLB and CL). This is because a forecast with 
large absolute error will have a greater effect on the error distribution for smaller systems. But 
what we are interested in is whether errors were biased independently for each type, regardless 
of whether it is a large or small system. Thus, absolute magnitudes of errors are shown for most 
of the plots in this section. 
Rain Volume 
The Eta showed a mean dry bias (forecast compared to observations) with both linear 
categories (CL and CLB), and a mean wet bias for the DA category (Fig. 3-7a). The wet bias 
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for the DA category was significantly different from the bias of any of the other general types 
discussed (CL, CLB and CNL). Both CL and CLB suffered from larger dry biases than CNL, 
confirming that the Eta produces too little rain volume for linear systems, and this behavior 
differs from its performance with non-linear systems. We speculate that the mean dry bias with 
linear systems reflects the lack of transport of condensate away from more intense convective 
cells (which is not included in the BMJ convective scheme), a process known to be very 
important in the upscale growth of organized linear systems (e.g., Rutledge, 1986). 
Both the MM5 and WRF showed a mean dry bias for all four general type categories. 
The MM5 had no categories that were significantly different from the other categories. In 
WRF, CLB was significantly drier than CNL and DA (Fig. 3-7b ). Thus, as in the Eta model, 
the WRF tended to have larger dry biases for CLB systems than non-linear ones. 
As might be expected since all three models had a mean dry bias with the linear 
category, a dry bias was also apparent with the dominant stratiform type, TS. Statistical 
significance was not found for any model in a comparison among stratiforrn types, likely due to 
the small sample size for all types except TS. 
For development types, dry biases were present in the MM5 and WRF for both BA and 
BL (Figs. 3-8a and 3-8b). The Eta had a mean dry bias with BB (Fig. 3-8c) which was worse 
than that associated with BA. The dry biases present with development types likely reflects the 
dry bias already noted for linear systems. Differences in biases were not significant among 
most development types. 
Rain Rate 
The Eta's forecast average rain rate (for all CRA points above the 0.25 inch threshold), 
was significantly lower than observed for every classification category except for DA. In 
addition, it produced nearly the same average rain rate for practically all MCS types (Fig. 3-
9a), unlike observations (Fig. 3-9b ), implying the model may not have the capability to 
differentiate its rate of rainfall for highly efficient precipitation systems from those with lower 
efficiency. Gallus (1999) showed that the Eta with the BMJ convective scheme was fairly 
insensitive to changes in horizontal grid resolution. He speculated that the BMJ scheme was so 
aggressive at drying the atmosphere that small-scale structures more likely to be produced in 
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the grid resolved component of the rainfall were often eliminated. Operational forecasters have 
long noted that the rainfall forecasts from the Eta appear to be overly smooth and lack fine-
scale structure. The current analysis agrees with those observations. 
However, for MM5 both types of linear systems had a significantly higher forecast 
average rain rate than that observed (Fig. 3-lOa). CLB was the only general type to be 
significantly higher in the WRF (Fig. 3-lOb ). For stratiform types, this same trend was noted. 
Both models had significantly higher average rain rates than observed in the TS category, a 
result consistent with a failure to develop larger areas of lighter stratiform rain (such that the 
heavier convective rates dominated these systems). Of note, even with only 5 cases occurring 
in each model, the LS category was significantly more dry biased than the TS category in the 
MM5 and both the TS and TS/PS categories in the WRF. For development types, the MM5 and 
WRF were both significantly higher than observed with BB. The MM5 and WRF results 
(except for LS) are in contrast to the much lower average rain rates of the Eta forecasts. 
These results suggest a systematic rainfall distribution and amount error arising from 
problems with prediction of cold pool dynamics. Weisman et al. (1997) showed from three-
dimensional mid-latitude squall line simulations performed at a variety of grid resolutions that 
a delayed strengthening of the cold pool occurs with models run with resolutions coarser than 
4-km. Since the cold pool is crucial to the evolution of an MCS into an upshear-tilted mature 
system, such models can be expected to underestimate the trailing stratiform precipitation 
region commonly produced by the upshear-tilted front-to-rear flow, while overpredicting the 
precipitation in the convective leading line. Both characteristics are observed with the 12-km 
resolution models examined in the present study. 
Maximum Rainfall 
Maximum rainfall was defined as the highest observed amount of precipitation in the 
model's 12-km grid and in the filtered stage IV observed accumulation grid. The Eta 
significantly underpredicted average rainfall maxima overall, for all general, stratiform (except 
PS), and development types. Out of the general types, CLB had the greatest mean dry bias (Fig. 
3-1 lc). Both CL and CNL had greater mean dry biases than DA. For the development types, 
BL had a greater mean dry bias compared to BA. 
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As with the average rain rate category, the Eta was very uniform in its distribution of 
average maximum rain rate for each system type. This led to the model's average maximum 
rain rate being only -33% of the average maximum observed rate for CLB systems. The 
tendency of the Eta to have far smaller average maximum rain rates than observed agrees with 
Gallus (1999), which showed that the use of the BMJ scheme prevented large rainfall amounts 
from occurring with fine grid resolution. When the Kain-Fritsch (Kain and Fritsch 1993) 
scheme was used instead, Gallus (1999) noted that much larger rain rates resulted. He showed 
the maximum rain rates in simulated convective systems occurred in regions with large grid-
resolved rainfall components. 
Once again the MM5 and WRF results were in stark contrast to the Eta. Both the MM5 
and WRF had significantly larger maximum rainfall rates, on average, than observed for both 
linear types (Figs. 3-1 la and 3-11 b ). CLB systems had the wettest bias of the general types in 
MM5. The CLB systems had larger wet biases than both CNL and DA in the WRF. This trend 
continued into the stratiform categories with TS forecasts being significantly wetter than 
observed in both models. However, the mean bias was significantly drier for LS compared to 
TS in both models. For all three development types, the MM5 and WRF had a mean wet bias. 
The MM5 and WRF also exhibited much more variability with the spread of the 
interquartile range (from the 0.25 to the 0.75 percentile) usually double that of the Eta. The 
MM5 and WRF generally produced greater rainfall intensities for most types (with an 
exception for LS), but were more variable in their forecasts. The MM5 and WRF typically 
underestimated rain volume, consistent with much smaller rainfall areas than observed. 
Phase Displacement Errors 
All three models displayed a strongly preferred direction of displacement error vectors, 
for the CL and CLB types. Each model exhibited a majority of displacements too far northwest 
for these two types. Fig. 3-12 illustrates this phase displacement error for each of the three 
models for the CL type. These systems were likely forecast too slowly by the three models 
(especially MM5 and WRF). This may suggest that simulated cold pools for squall line 
systems were too weak (or delayed), a hypothesis fully consistent with the rainfall rate bias 
problems (underprediction of the stratiform rain region, overprediction of the rain rates in the 
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convective leading lines) discussed earlier. 
MSE Decomposition 
For all three models, CLB had the highest average total MSE, while CNL had the 
lowest average out of the general types. However, this does not imply that the models made a 
better forecast for CNL compared to CLB. Comparing the magnitudes between classification 
categories can be misleading since the amount of uncertainty in forecasting the system is not 
taken into account. A system with greater variability (such as CLB) will tend to be more 
difficult to forecast and will have the potential for greater MSE scores (Murphy 1993). 
However, given similar observed average rainfall volumes between the model's CRAs, one can 
test whether a certain model had significantly lower or higher average MSE than the others for 
a specific type. 
The average total MSE for the Eta was significantly lower than both the MM5 and 
WRF for the CL and CNL general types (Figs. 3-13a and 3-13b ). TS was the only stratiform 
type to be significantly lower in the Eta versus MM5 and WRF. There were no statistically 
significant differences between the models for the development types. 
For the CL, CLB, and CNL types, both the MM5 and WRF had their largest source of 
errors from pattern, followed by displacement, and then volume. The Eta was similar in this 
distribution for only the CL type. Both the CLB and CNL types had larger errors for pattern, 
followed by volume, and then displacement. Fig. 3-14a shows the combined results from all 
three models for the CL type. 
The DA type did not display the same distribution as the other three general types; there 
were no significant differences between the types of errors for any of the models. The 
magnitude of errors were nearly equally distributed among all decomposition terms for this 
type (Fig. 3-14b ). 
Conclusions 
The EMT was modified to optimize detection of MCSs occurring over the central U.S. 
and applied to forecasts of convective system rainfall from the 12-km Eta, MM5, and WRF 
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models during IHOP 2002. This technique allowed for the determination of errors as a function 
of convective system morphology, a procedure not possible with typical grid point-to-grid 
point domain-wide verification. Systematic deficiencies were found in these models for various 
types of convective systems, using the error measures supplied by the EMT. 
The modified EMT suggested that the Eta underestimated rain volume for linear 
systems and overestimated it for discontinuous non-linear ones, while both the MM5 and WRF 
underestimated volume for all systems. The Eta also produced average rain rates and peak 
rainfall amounts that were much too light for almost all systems, likely due to its use of the 
BMJ convective parameterization. However, the MM5 and WRF both produced average rain 
rates and peak rainfall amounts that were higher than observed for most linear classifications. 
These two models were dry biased with rain volume reflecting a large underestimate of areal 
coverage compared to observations for linear systems. All three models forecast rainfall too far 
northwest for linear systems. These results suggest a systematic rainfall distribution and 
amount error arising from problems with prediction of cold pool dynamics, following Weisman 
et al. (1997). 
The Eta had smaller total mean square errors than the MM5 and WRF for both CL and 
CNL systems, as well as for TS types. The smaller errors likely reflect its tendency to produce 
smoother rainfall fields than the WRF and MM5. For all general MCS types (except DA), the 
largest contributors to total MSE were pattern errors, typically followed by displacement, and 
then volume errors. 
Overall, the modified EMT suggests various systematic errors are dependent on 
convective system type and model. No one general type or model was consistently better or 
worse than the other types. Out of the stratiform types, TS systems typically had the same 
biases as those of CL and CLB systems. Due to a low sample size, almost all of the other 
stratiform types had no significant biases. Error measures did not consistently differ among the 
development types. It is plausible that processes occurring during development operate on 
scales too small for a 12 km model to differentiate. 
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Figure 3-1. Example of CRA output from the Ebert-McBride Technique for the 0000 UTC run 
of the 12-km Eta model on 13 June 2002. The 6-h model forecast of rain above the 0.25 inch 
threshold is outlined in purple in upper left. Displacement vector (in red) shows computed 
displacement of forecast rain area to the northeast. Stage IV 6-h observed rainfall accumulation 
above the 0.25 inch threshold is outlined in purple in lower left, with the shifted forecast 
overlaid in magenta. Outer purple box shows the area over which CRA statistics (shown to the 
right) were calculated. The graph in the upper right shows point-to-point verification of the 
shifted forecast rainfall versus observed rainfall. The table in the center right shows various 
statistical measures used in the study. The legend in the lower right shows the thresholds for 
the 6-h rainfall accumulations. 
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Figure 3-2. Same as in Figure 3-1 except for the WRF model. 
1-2 in 
>5m 
45 
Linear MCS archetypes 
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Figure 3-3. Stratiform types for linear MCSs. From Parker and Johnson (2000). 
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Figure 3-4. Development types for linear MCSs. From Bluestein and Jain (1985). 
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a) 2300 UTC 12 June 2002 b) 0100 UTC 13 June 2002 
Figure 3-5. Example of 2-km NIDS radar reflectivity corresponding to CRA output from 
Figs. 3-1and3-2. Radar images are at 2-h intervals [a) 2300 UTC, b) 0100 UTC, c) 0300 
UTC, d) 0500 UTC] beginning at 2300 UTC 12 June 2002 and ending at 0500 UTC 13 June 
2002. The legend to the right shows the dBZ thresholds for instantaneous reflectivity values. 
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Figure 3-6. Histogram of observed systems (general types, stratiform types for linear 
systems, and development types for linear systems) for all CRAs identified by the EMT 
applied to the Eta, MM5, and WRF models. Tables 3-2, 3-3, and 3-4 give definitions used for 
the abbreviation of types. 
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Figure 3-7. Box plots and mean diamonds for errors (forecast - observed) in rain volume (km3) 
for general types in the Eta (a) and WRF (b). The box (in black) represents the interquartile 
range, from the 25th to the 75th percentile and the line through this box represents the median. 
The whiskers extend from the box to the minimum and maximum values of the sample, or 1.5 
times the interquartile range. The mean diamond (in gray) represents the mean (middle line) of 
the sample and 95% confidence intervals (apex of lines). 
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b) WRF - Development Types 
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Figure 3-8. Same as in Fig. 3-7 except for development types in the MM5 (a), WRF (b), and 
Eta (c). 
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a) Eta - General Types (forecast) b) Eta - General Types (observed) 
CL CLB CNL DA CL CLB CNL DA 
Figure 3-9. Sarne as in Fig. 3-7 except for forecast (a) and observed (b) average rain rate (in/6-
h) for general types in the Eta. 
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Figure 3-10. Same as in Fig. 3-7 except for errors in average rain rate (in/6-h) for general types 
in the MM5 (a) and WRF (b). 
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a) MM5 - General Types b) WRF - General Types 
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Figure 3-11. Same as in Fig. 3-7 except for errors in maximum rain rate (in/6-h) for general 
types in the MM5 (a), WRF (b), and Eta (c). 
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Figure 3-12. Phase displacement errors for the CL general type in the Eta (a), MM5 (b), and 
WRF ( c) models. Dots represent direction and magnitude of displacement errors from original 
to shifted forecast. Distribution is only shown for those systems which had a displacement 
calculated. 
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Figure 3-13. Same as in Fig. 3-7 except for total MSE (in2) for the CL type (a) and the CNL 
type (b) in the Eta, MM5, and WRF. 
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Figure 3-14. Same as in Fig. 3-7 except for displacement, pattern, and volume errors (in2) for 
the CL type (a) and the DA type (b) with combined results from the Eta, MM5, and WRF. 
57 
Table 3-1. Summary of EMT Parameters 
Parameter Grams et al. 2005 Ebert and McBride 2000 
CRA Rainfall Threshold 0.25"/6-h 0.05"/6-h 
Critical Mass Threshold -3xl011 kg -3 x l013 kg 
Search Radius 20 grid points 20 grid points 
Pattern Matching Criterion Maximization of corr. coefficient Minimization of total RMS error 
Filtering of observations 6 delta (72 km) NIA 
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Table 3-2. General Classification Types 
MCS 
CL 
CLB 
CNL 
DA 
IC 
OF 
FA 
Name Criteria for Classification 
Mesoscale Convective System > 30 dBZ in a> 100 by 100 km area. 
> 40 dBZ in a > 50 by 50 km area. 
Both conditions for> 3 hours. 
Continuous Linear 
Continuous Linear Bowing 
Continuous Non-Linear 
Discontinuous Areal 
Isolated Cells 
Orographically Fixed 
False Alarm 
CNL and MCS criteria. 
Major axis of> 40 dBZ of> 100 km in length 
Major axis 3 times greater than minor axis in length. 
CNL, CL, and MCS criteria. 
Bulging, convex shape. Angle of bow> 30°. 
Contiguous region of echoes and MCS criteria. 
Discrete convective elements and MCS criteria. 
> 30 dBZ in a 40 x 40 km area. 
> 40 dBZ in a 20 x 20 km area. 
Nearly stationary with respect to Rocky Mtns/Black Hills. 
None of the above criteria were met. 
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Table 3-3. Stratiform Classification Types for linear systems (CL and CLB) 
I ID 
TS 
LS 
PS 
TS_PS 
LS_PS 
Adapted from Parker and Johnson, 2000. 
Name 
Trailing Stratiform 
Leading Stratiform 
Parallel Stratiform 
Trailing and Parallel Stratiform 
Leading and Parallel Stratiform 
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Table 3-4. Development Classification Types for linear systems (CL and CLB) 
I ID Name 
BA Broken Areal 
BB Back Building 
BL Broken Line 
EA Embedded Areal 
Adapted from Bluestein and Jain, 1985. 
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CHAPTER 4. GENERAL DISCUSSION AND CONCLUSIONS 
General Discussion 
As shown in Chapter 3, the EMT was modified to optimize detection of MCSs 
occurring over the central U.S. and applied to forecasts of rainfall from the 12-km Eta, MM5, 
and WRF models during IHOP 2002. The technique proved useful in determining forecast 
errors as a function of the observed convective morphology. The following sections will 
discuss issues in further detail that were either not fully addressed by the paper in Chapter 3, or 
were not addressed at all. 
Additional Comparisons of Observed Morphology Distributions 
PJ2000 suggested that, during their May 1996 and May 1997 study, linear and 
nonlinear MCSs occurred with approximately equal frequency. Geerts (1998) stated that nearly 
half (47%) of all MCSs in his southeast U.S. study assumed a linear pattern at some point in 
their lifetime. These numbers were similar to the results of our study, with around 40% 
classified as linear and 60% classified as non-linear. 
Houze et al. (1990) found two-thirds of their MCSs exhibited, at least weakly, the TS 
type, in a 6-yr springtime study on major rain events in Oklahoma. This was consistent with 
our study, where 67% of the linear systems were classified as a TS type. PJ2000, the most 
directly comparable study, was similar where 58% of the linear MCSs had TS as the dominant 
mode. However, in the Geerts (1998) study, only 20% of springtime MCSs had a clear 
distinction of TS. But this was similar to the work of Houze et al. (1990), where only 22% of 
their systems bore a strong resemblance to the idealized TS structure. Our study did not 
provide the subjective comparison of idealized only stratiform structures. 
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Variability 
As mentioned in Chapter 2, an aspect of residual (pattern) error and model resolution is 
the issue of variability. As was shown by Baldwin and Wandishin (2002), the 12-km Eta with 
the BMJ convective scheme (the same as used in our study) correlated to observations on 
scales around 200 km. The 12-km MM5 and WRF should replicate observed scales around 50 
km. Since larger MSE will occur with increasing variability (all other factors being equal), it 
can be expected that the MM5 and WRF models will have larger pattern errors as derived in 
Chapter 3. Figure 4-1 shows the pattern error distributions for the CL and CNL types. It is clear 
that the magnitude of the pattern errors are around twice as large for the MM5 and WRF 
compared to the Eta in the CL type. This differentiation is even greater for CLB systems, but is 
not statistically significant due to a low sample size. Operational models tend to replicate these 
smoothly varying representations of QPF, despite the impression that human forecasters prefer 
more realistic-looking detail. This study shows how a model with less variability will have a 
lower MSE for continuous MCSs. 
Explicit Convection 
As stated in chapter 3, some of the statistical analyses suggest systematic rainfall rate 
and displacement errors arising from problems with prediction of cold pool dynamics. 
Weisman et al. (1997) showed from non-hydrostatic, mid-latitude squall line simulations, 
performed at a variety of grid resolutions, that a delayed strengthening of the cold pool occurs 
with models run with resolutions coarser than 4-km. However, at maturity, the resultant 
mesoscale circulation becomes stronger at the coarser resolutions. They suggest that 4-km non-
hydrostatic models are sufficient to reproduce most system-scale aspects of squall-line 
behavior found in 1-km (fine) simulations over a 6-h period. At 8 km or larger (coarse) grid 
spacing there is a significantly slower system evolution and stronger mesoscale circulation. 
The cold pool is crucial to the evolution of an MCS into an upshear-tilted mature 
system. Initial convective cells will develop an upright-to-downshear tilted circulation in 
response to the environmental vertical wind shear (Rotunno et al. 1988). As the cold pool 
strengthens, its circulation produces greater rearward accelerations upon the air parcels that it 
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has lifted. A system will begin to tilt upshear once the cold pool circulation is strong enough to 
overcome the opposing environmental wind shear (e.g., Rotunno et al. 1988). Since surface 
outflow speed is proportional to its depth and temperature perturbation, an increase in forward 
speed has been correlated with an increase in evaporation rate and through the transport of 
potentially colder and drier midlevel air to the surface via rain induced downdrafts (e.g., 
Weisman et al. 1997; Parker and Johnson 2004). Thus, the cold pool strength is important in 
determining horizontal system speed and associated vertical momentum and heat fluxes. 
In the coarse grid spacing simulations performed by Weisman et al. (1997), an initial 
underprediction of the timing of the cold pool resulted. Eventually, a stronger mesoscale 
circulation than in fine grid spacing models developed from the overprediction of the vertical 
heat and mass flux and underprediction of vertical momentum flux produced by convection at 
the leading edge of the system (Weisman et al. 1997). This is consistent with coarse grid 
spacing simulations developing mature, upshear-tilted circulations more slowly than in fine 
grid spacing simulations (Weisman et al. 1997). 
Weisman et al. (1997) showed that rainfall rates for a mature (6-h lifetime) linear MCS 
were greater for coarse grid spacing simulations versus those with fine grid spacing. This is 
consistent with the results in chapter 3 where the MM5 and WRF both produced significantly 
higher average rainfall rates and peak rainfall rates than observed for linear MCSs. The greater 
rainfall rates are consistent with the overprediction of vertical heat flux described above in 
Weisman et al. (1997). 
These results are in part also due to the inability of the coarse grid spacing models to 
properly represent non-hydrostatic processes which are generally valid on scales of a few km 
or less (Weisman et al. 1997). Non-hydrostatic processes will limit the magnitude of the 
vertical mass transports that would be produced in an equivalent hydrostatic simulation. 
Weisman et al. ( 1997) showed this by transforming linearized, two-dimensional, Boussinesq 
equations of motion. The critical relationship they found was that for hydrostatic motions, the 
amplitude of the vertical motion was directly proportional to the inverse of the horizontal 
wavelength. This means that as the grid scale is reduced in a hydrostatic model (allowing the 
model to represent smaller scales of motion), the resultant vertical motions for a given 
disturbance would also be expected to increase proportionally (Weisman et al. 1997). In a non-
hydrostatic system, the vertical motions are restricted in their rate of increase for decreasing 
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horizontal wavelength, due to an additional term involving the horizontal wavenumber in the 
Weisman et al. (1997) derived transformation. This corresponds to the greater vertical mass 
flux in a coarse grid spaced simulation versus a fine grid spaced simulation. 
In addition, explicit convection requires the use of grid-scale upward vertical velocities 
which will be smaller compared to observed convective updrafts (since the model resolution is 
larger than the convective updraft scale). This results in a delay of the beginning of 
precipitation, with more low-level moisture storage than what occurs in reality. Once 
precipitation commences, the entire grid column becomes completely saturated and larger 
amounts of precipitation fall versus observed. This leads to an overprediction of latent heat 
release, and this can help form a low pressure perturbation at the surface. The evolution to a 
linear MCS with realistic front-to-rear flow and corresponding cold-pool development does not 
occur. This is consistent with the results from chapter 3 for the MM5 and WRF; average and 
peak rainfall rates were too high and areal extent was too low for linear MCSs. 
Overall, coarse grid spacing models with explicit convection can be expected to 
underestimate the trailing stratiform precipitation region commonly produced by the upshear-
tilted front-to-rear flow, while overpredicting the precipitation in the convective leading line. 
Displacement vectors can be expected to be forecast from upshear to downshear, implying the 
motion of the forecast system is not fast enough compared to the observed system. These two 
characteristics were observed with both of the explicit models examined in our study. 
BMJ Convective Scheme 
The Eta's average rain rates and peak rainfall amounts were much too light for many 
MCS types. These problems were probably in part due to its use of the BMJ convective 
parameterization. Similarly, the Eta had significantly smaller total mean square errors than the 
MM5 and WRF for both CL and CNL systems likely due to the inherent smoothed 
precipitation fields which the BMJ helps produce. 
The UCAR Meteorology Education and Training web site provides a basic overview of 
the scheme (http://meted.ucar.edu/nwp/pcu2/etacpl.htm). They state that the BMJ is an 
adjustment-type convective scheme which forces soundings toward a reference profile of 
temperature and humidity, based on observations taken by Betts (1986) and Betts and Miller 
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(1986). The reference profiles of temperature resemble a near-moist adiabat, with dewpoint 
depressions of -5°C. The convective precipitation rate is determined by the rate of change of 
precipitable water values as the model sounding is forced toward the reference sounding. 
Precipitation is only developed from precipitable water in the pre-convective model sounding 
between the lifting condensation level (LCL) and equilibrium level. The scheme does not affect 
the model environment below the LCL. This can make the scheme's behavior difficult to 
correlate to specific observed physical processes (Kain et al. 2003). 
Since the scheme does not directly affect the sub-cloud layer, there is no downdraft 
cooling and linear MCS cold pools are not realistically simulated. This is consistent with the 
Eta's displacement vectors having a northwest bias for linear systems (i.e., the forecast is too 
slow and upshear compared to the observed). The scheme tends to remove much of the 
available moisture when activated and can dominate over the grid-scale precipitation 
component (Gallus 1999). This will cause reduced moisture for what should be intense 
convective cells in reality. This is consistent with the dry rain rates and peak rainfall amounts 
seen in the Eta for our study in Chapter 3 and the low bias for high rainfall thresholds in Shaw 
(2004). 
Spin-Up 
The model spin-up process is commonly known to be the amount of model run time 
required to remove computational features from the initialization dataset or to regenerate 
smoothed-out features. As initialization and assimilation schemes have become more 
sophisticated, this effect has been reduced, though not completely eliminated. In our study, we 
used the first 6-h of the model forecasts to verify them with the modified EMT. We chose the 
first 6-h since we are interested in providing the statistical results from the modified EMT 
when timing and displacement errors of convective systems should theoretically be minimized. 
Ultimately this will result in more strongly correlated forecast and observed system matches. 
Gallus and Segal (2001) noted that spin-up problems in their case studies using the Eta 
model were more prevalent when the Kain-Fritsch convective scheme was used, versus the 
BMJ. This was attributed to the use of a sophisticated data assimilation scheme used by the 
Eta. Both the MM5 and WRF models used the LAPS diabatic initialization (Hot Start) 
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technique designed to eliminate the spin-up problem (Shaw 2004). In our statistical results we 
ignored any potential problems caused by spin-up. 
Traditional Categorical Scores 
Traditional grid-based categorical scores were not used in our study. This is because 
CRAs contain very few, if any, non-raining gridpoints. Thus categorical statistics would be 
practically meaningless when analyzing a CRA. However, a study by Shaw (2004) did 
compare domain-wide equitable skill score (ESS) and bias for the Eta, MM5, and WRF during 
the IHOP period. His results are provided here for reference to the results found from the 
modified EMT. 
During the first 3-h of the forecast period, Shaw (2004) stated that a clear improvement 
in ESS was seen in both the MM5 and WRF compared to the Eta forecasts. This was seen in all 
thresholds, with the largest advantage in thresholds greater than 0.50 inches (Shaw 2004). As 
forecast length increased to 6-h, both MM5 and WRF had higher ESSs compared to the Eta, 
though the difference was not as large compared to the 3-h forecast (Shaw 2004). The bias 
score also showed comparable differences. Both the MM5 and WRF had bias values that were 
low for most thresholds, except the highest ones. The Eta was the opposite, a high bias score 
for lower rainfall thresholds and a low bias for higher thresholds (Shaw 2004). 
Conclusions and Future Work 
An entity-oriented verification technique was used to evaluate QPF as a function of 
observed convective system morphology. The technique, originally developed for use in Ebert 
and McBride (2000), displaced forecast entities to observed entities via a pattern matching. 
This allowed for a systematic determination of various error measures, irrespective of the 
original location error. The EMT proved useful, as well as highly versatile. Evidence of its 
versatility was shown by the numerous parameters that were tuned, to optimize its detection of 
MCSs occurring over the central U.S. This modified EMT was applied to forecasts of 
convective system rainfall from the 12-km Eta, MM5, and WRF models during the 2002 
IHOP. A corresponding radar-based morphological classification of MCSs was performed. 
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This allowed for the multiple error measures supplied by the EMT to determine systematic 
deficiencies in the models. 
Results from the study in Chapter 3 suggest the Eta underestimated rain volume for 
linear systems and overestimated it for discontinuous non-linear ones, while both the MM5 and 
WRF underestimated volume for almost all types of systems. The Eta produced average rain 
rates and peak rainfall amounts that were much too light for almost all systems, consistent with 
previous findings regarding the use of the BMJ convective parameterization. In stark contrast, 
the MM5 and WRF both produced average rain rates and peak rainfall amounts that were 
higher than observed for most linear classifications. These two models produced a large 
underestimate of areal coverage of QPF compared to observations for linear systems. The 
results for the MM5 and WRF are consistent with previous works for models which are run on 
a non-cloud resolving scale without a convective scheme. Explicit prediction of convection at a 
coarse grid spacing (such as 12-km) has been shown to produce too much precipitation at the 
grid points were saturation and precipitation occurs. 
All three models forecast rainfall too far northwest for linear systems. This suggested 
problems with the rainfall distribution between convective and stratiform areas, as well a 
slower speed of the forecast system. These findings are consistent with known problems in the 
prediction of cold pool dynamics with 12-km grid spacing numerical models. For the MM5 and 
WRF, explicit prediction of convection at grid spacing greater than 4-km has been shown to 
produce a delayed cold pool. For the Eta, the BMJ convective scheme does not directly modify 
the sub-cloud layer. Consequently, downdrafts and realistic cold pool simulation are not 
produced. Since the cold pool is related to the overall evolution and speed of the linear MCS, 
the forecast system can be expected to remain upshear of the observed system. The forecast 
system will typically move slower than in reality 
The Eta had smaller total mean square errors than the MM5 and WRF for both CL and 
CNL systems, as well as for TS types. The total mean square errors were correlated to the 
amount of pattern error for these types of systems. The Eta produced much less variability, 
with smoother rainfall fields, than the WRF and MM5. For all general MCS types (except DA), 
the largest contributor to total MSE was in fact the pattern error, typically followed by 
displacement, and then volume error. 
Overall, the modified EMT suggested vanous systematic errors are dependent on 
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convective system type, model, and choice of convective scheme. No one model or forecast of 
a certain type of MCS was consistently better or worse than the other types. This illustrates the 
value the EMT provides versus traditional single score measures; a range of error metrics can 
be used to assess certain areas of deficiency. 
In future work, this technique and observed morphology should be use to evaluate near-
equal versions of different models or different versions of the same model. For example, since 
the convective scheme or lack thereof, appears to play a major role in the rainfall distribution 
and timing of the modeled system, an evaluation of the three models (Eta, MM5, and WRF) 
should be done with all using the same convective parameterization. It would likely provide a 
different perspective on the results, if all the models used the BMJ scheme or all ran explicitly 
with no convective scheme. If any significant differences between the models exist, then this 
may provide valuable insight into just how different the physics might be in each model 
(outside of the convective parameterization) to affect QPF. If no significant differences exist 
(and many different convective parameterizations versions were run), this would imply the 
affect of convective parameterizations on QPF may be quite strong. It also would be of value to 
explore different versions (whether different convective parameterizations, cloud schemes, or 
core model physics) of the same model. This seems to have greatest applicability to the WRF 
model which the modeling community has the ability to swap various physics packages in the 
model. 
The EMT could potentially be applied to verifying human forecasts, in addition to those 
of numerical models. A future study comparing operational and research models to human-
produced QPFs may be of interest to the meteorological community. Since the National 
Weather Service has moved into the digital and gridded forecast era for their human forecasts, 
an object-oriented verification between local weather forecast offices (WFOs) and the 
nationwide Hydrometeorological Prediction Center (HPC) produced QPF, would provide many 
of the same insights which appeared in the IHOP study. Do the WFOs and HPC produce more 
variability than the Eta model for observed MCSs? How does overall rainfall volume and rate 
differ from the human versus model forecast? The EMT would not necessarily be dependent on 
the use of observed classification morphologies either. For example, a study could evaluate all 
forecasts and observations above a critical threshold such as 0.10 inches, regardless of the 
observed type of system. There are many different possibilities associated with the EMT. Its 
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flexibility for user-defined parameters, along its production of several error metrics at once, 
makes the technique a valuable tool in the assessment of forecasts. 
The technique could be applied to any sort of gridded forecast product commonly 
produced by human forecasters and numerical models such as: quantitative snow forecasts, 
cloud ceiling heights and cover, and wind speeds. For example, in evaluating cloud ceiling 
heights, forecasts of heights below a certain threshold (such as 1000 feet) could be matched to 
an observational data fitting that threshold. Various error parameters analogous to those 
produced for QPF evaluation could be modified and applied in this object-oriented method. 
However, any object-oriented approach can only be as successful as the gridded observational 
analysis field. The study in Chapter 3 ignores any errors present in the calculation of rainfall 
accumulation in the Stage-N dataset (however, each CRA is checked in radar-based 
classification and no subjectively obvious errors appeared to be present). Any future 
application of the EMT or object-oriented approach will need to be cautious and prudent with 
the observational dataset used for verification. 
In summation, this modified EMT is versatile with user-defined parameters allowing 
for a wide range of possibilities in forecast evaluation. It can provide several different error 
measures which should be useful to a human forecaster and numerical model developer. By 
developing a classification scheme based upon the observed morphology, the technique can 
further differentiate its error measures, and provides the user with information for observed 
types of interest. The technique produces enhanced details on various types of errors, rather 
than one summary measure. 
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Figure 4-1. Same as in Fig. 3-7 except for pattern MSE (in2) for the CL type (a) and CNL type 
(b) in the Eta, MM5, and WRF. 
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APPENDIX: INDIVIDUAL MORPHOLOGY CLASSIFICATIONS 
The morphological classifications assigned to every CRA identified by the EMT are 
provided here for use in future studies. The data provided are the: model, date, model run time 
(hour in GMT), forecast length (in hours), CRA number, general type, squall type, and 
development type. The abbreviations for the various types are the same as given in tables 3-2, 
3-3, and 3-4. 
Model Date Model Forecast CRA General Squall Development 
Run Time Len th Number T e T e 
etal2 2002-05-09 00 6 CLB TS BL 
etal2 2002-05-09 06 6 1 CL TS BL 
etal2 2002-05-09 06 6 2 FA 
etal2 2002-05-09 12 6 CNL 
etal2 2002-05-10 06 6 CNL 
etal2 2002-05-10 12 6 CNL 
etal2 2002-05-10 18 6 CNL 
etal2 2002-05-11 00 6 DA 
eta12 2002-05-11 06 6 CL LS_PS BA 
etal2 2002-05-11 12 6 CNL 
etal2 2002-05-11 18 6 1 DA 
eta l 2 2002-05-11 18 6 2 FA 
eta12 2002-05-12 00 6 CNL 
etal2 2002-05-12 06 6 CL TS_.PS BA 
eta12 2002-05-12 12 6 DA 
etal2 2002-05-12 18 6 CL TS BA 
etal2 2002-05-13 00 6 CLB TS BA 
eta l 2 2002-05-13 06 6 CL TS BA 
eta 12 2002-05- 13 12 6 CL TS BA 
etal2 2002-05- 16 06 6 CL TS_PS BA 
etal2 2002-05-16 12 6 CL TS_PS BA 
etal2 2002-05-16 18 6 CNL 
etal2 2002-05-17 00 6 CNL 
etal2 2002-05-17 00 6 2 CNL 
etal 2 2002-05-17 00 6 3 CNL 
eta l2 2002-05-17 00 6 4 FA 
etal 2 2002-05-17 00 6 5 CNL 
etal2 2002-05-17 06 6 CLB TS BL 
etal2 2002-05-17 12 6 1 CL TS BL 
etal2 2002-05-17 12 6 2 CNL 
eta 12 2002-05-17 18 6 CL TS_PS EA 
etal2 2002-05-20 00 6 OF 
etal 2 2002-05-20 06 6 FA 
etal2 2002-05-23 00 6 CL TS BL 
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eta12 2002-05-23 06 6 CL LS BB 
eta12 2002-05-23 18 6 CNL 
eta12 2002-05-24 00 6 CNL 
eta12 2002-05-24 00 6 2 OF 
eta12 2002-05-24 06 6 1 CL TS_PS BA 
eta12 2002-05-24 12 6 1 CL Ts_ps BA 
eta12 2002-05-24 12 6 2 CL LS_PS BA 
eta12 2002-05-24 18 6 1 DA 
eta12 2002-05-24 18 6 2 CNL 
eta12 2002-05-25 00 6 1 CL TS BA 
eta12 2002-05-25 00 6 2 DA 
etal2 2002-05-25 06 6 CNL 
eta12 2002-05-25 06 6 2 IC 
etal2 2002-05-25 18 6 1 FA 
eta12 2002-05-26 00 6 1 CNL 
eta12 2002-05-26 06 6 1 CNL 
eta12 2002-05-26 06 6 2 DA 
etal2 2002-05-26 12 6 1 CL TS BA 
eta12 2002-05-26 18 6 CL TS BA 
eta12 2002-05-26 18 6 2 CNL 
eta12 2002-05-27 00 6 1 CLB TS BA 
etal2 2002-05-27 00 6 2 CNL 
eta12 2002-05-27 00 6 3 CNL 
eta12 2002-05-27 06 6 1 CL TS BA 
etal2 2002-05-27 12 6 1 CL TS BA 
eta12 2002-05-27 12 6 2 IC 
etal2 2002-05-27 12 6 3 DA 
etal2 2002-05-27 18 6 1 CNL 
etal2 2002-05-27 18 6 2 CNL 
etal2 2002-05-28 06 6 1 CNL 
etal2 2002-05-28 06 6 2 CNL 
eta12 2002-05-28 06 6 3 CLB TS BA 
eta12 2002-05-28 12 6 1 CNL 
etal2 2002-05-28 12 6 2 IC 
eta12 2002-05-28 12 6 3 CL TS BA 
eta12 2002-05-28 18 6 l DA 
eta12 2002-05-28 18 6 2 CNL 
etal2 2002-05-28 18 6 3 CL TS BB 
eta12 2002-05-29 00 6 1 DA 
etal2 2002-05-29 06 6 l CL TS BL 
etal2 2002-05-29 06 6 2 CNL 
eta12 2002-05-29 12 6 1 CL TS BL 
eta12 2002-05-29 18 6 DA 
etal2 2002-05-29 18 6 2 DA 
etal2 2002-05-30 00 6 l CNL 
eta12 2002-05-30 00 6 2 IC 
eta12 2002-05-30 06 6 1 DA 
eta12 2002-05-30 06 6 2 IC 
etal2 2002-05-30 12 6 l DA 
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eta12 2002-05-30 18 6 DA 
etal2 2002-05-31 00 6 1 IC 
eta12 2002-06-02 00 6 DA 
eta12 2002-06-02 06 6 1 CL LS BL 
etal2 2002-06-02 12 6 1 CNL 
eta12 2002-06-02 18 6 1 FA 
etal2 2002-06-03 06 6 1 CL PS BA 
eta12 2002-06-03 18 6 1 DA 
etal2 2002-06-04 00 6 1 CNL 
etal2 2002-06-04 00 6 2 CL PS BA 
etal2 2002-06-04 06 6 1 CNL 
eta12 2002-06-04 12 6 CNL 
eta12 2002-06-04 18 6 1 CL TS BL 
etal2 2002-06-04 18 6 2 OF 
eta12 2002-06-04 18 6 3 CNL 
eta12 2002-06-05 00 6 I CL TS_PS BA 
etal2 2002-06-05 00 6 2 CNL 
eta12 2002-06-05 06 6 1 CL TS BA 
etal2 2002-06-05 12 6 1 CL TS BA 
etal2 2002-06-05 18 6 1 FA 
eta12 2002-06-05 18 6 2 DA 
eta12 2002-06-06 00 6 DA 
eta12 2002-06-07 18 6 1 DA 
eta12 2002-06-07 18 6 2 DA 
eta12 2002-06-07 18 6 3 DA 
eta12 2002-06-08 00 6 1 CL LS BB 
eta12 2002-06-08 00 6 2 DA 
eta12 2002-06-08 06 6 1 CNL 
eta12 2002-06-08 12 6 1 IC 
eta12 2002-06-08 18 6 DA 
eta12 2002-06-08 18 6 2 IC 
eta12 2002-06-08 18 6 3 DA 
etal2 2002-06-09 00 6 1 CNL 
eta12 2002-06-09 00 6 2 DA 
eta l 2 2002-06-09 06 6 CNL 
eta12 2002-06-09 06 6 2 FA 
eta l 2 2002-06-09 12 6 1 CNL 
eta12 2002-06-09 18 6 1 DA 
eta12 2002-06-10 00 6 1 DA 
eta12 2002-06-10 00 6 2 IC 
etal2 2002-06-10 06 6 1 IC 
eta12 2002-06-10 06 6 2 CNL 
etal2 2002-06-10 06 6 3 FA 
eta12 2002-06-10 12 6 1 DA 
etal2 2002-06-10 18 6 1 CL TS BA 
etal2 2002-06-10 18 6 2 IC 
etal2 2002-06-10 18 6 3 FA 
etal2 2002-06-11 00 6 1 CL TS BL 
eta12 2002-06-11 00 6 2 IC 
etal2 2002-06-11 
etal2 2002-06-11 
eta12 2002-06-11 
eta 12 2002-06-11 
eta12 2002-06-11 
eta12 2002-06-11 
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eta12 2002-06-20 06 6 3 CL TS BB 
eta12 2002-06-20 12 6 CNL 
eta12 2002-06-20 12 6 2 IC 
eta12 2002-06-20 18 6 1 DA 
eta12 2002-06-20 18 6 2 OF 
eta12 2002-06-20 18 6 3 IC 
eta12 2002-06-21 00 6 CL TS BA 
eta12 2002-06-21 00 6 2 FA 
eta12 2002-06-21 06 6 OF 
eta12 2002-06-21 06 6 2 FA 
eta12 2002-06-21 18 6 1 IC 
eta12 2002-06-24 00 6 1 CNL 
eta12 2002-06-24 18 6 1 DA 
eta12 2002-06-24 18 6 2 DA 
eta12 2002-06-25 00 6 1 DA 
etal2 2002-06-25 00 6 2 CNL 
eta12 2002-06-25 00 6 3 DA 
eta12 2002-06-25 06 6 1 CNL 
etal2 2002-06-25 06 6 2 DA 
eta12 2002-06-25 12 6 1 CNL 
eta12 2002-06-25 12 6 2 IC 
eta12 2002-06-25 18 6 1 DA 
eta12 2002-06-25 18 6 2 DA 
eta12 2002-06-26 06 6 1 CL TS BB 
etal2 2002-06-26 06 6 2 CNL 
eta12 2002-06-26 06 6 3 IC 
etal2 2002-06-26 12 6 1 CL TS BA 
eta12 2002-06-26 12 6 2 CL PS BB 
Model Date Model Forecast CRA General Development 
Run Time Len th Number T e T e 
mm5_12 2002-05-16 06 6 1 CL TS_PS BA 
mm5_12 2002-05-16 12 6 1 CL TS_PS BA 
mm5_12 2002-05-17 00 6 1 CNL 
mm5_12 2002-05-17 00 6 2 CNL 
mm5_12 2002-05-17 06 6 1 CLB TS BL 
mm5_12 2002-05-17 06 6 2 CL TS BL 
mm5_12 2002-05-17 12 6 1 CL TS BL 
mm5_12 2002-05-17 12 6 2 CLB TS BL 
mm5_ 12 2002-05-17 18 6 1 CL TS_pS EA 
mm5_12 2002-05-17 18 6 2 CNL 
mm5_12 2002-05-17 18 6 3 DA 
mm5_12 2002-05-22 00 6 IC 
mm5_12 2002-05-23 00 6 1 CL TS BL 
mm5_12 2002-05-23 06 6 1 CL LS BB 
mm5_12 2002-05-23 18 6 1 CNL 
mm5_12 2002-05-24 00 6 CNL 
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mm5_12 2002-05-24 00 6 2 DA 
mm5_12 2002-05-24 00 6 3 OF 
mm5_12 2002-05-24 00 6 4 CNL 
mm5_12 2002-05-24 06 6 1 CL TS_PS BA 
mm5_12 2002-05-24 06 6 2 DA 
mm5_12 2002-05-24 12 6 CL TS_PS BA 
mm5_12 2002-05-24 12 6 2 CL LS_PS BA 
mm5_12 2002-05-24 12 6 3 FA 
mm5_12 2002-05-24 18 6 DA 
mm5_12 2002-05-24 18 6 2 CNL 
mm5_12 2002-05-25 00 6 l CL TS BA 
mm5_12 2002-05-25 00 6 2 CNL 
mm5_12 2002-05-25 06 6 1 CNL 
mm5_12 2002-05-25 06 6 2 IC 
mm5_12 2002-05-26 00 6 CNL 
mm5_12 2002-05-26 06 6 CNL 
mm5_12 2002-05-26 06 6 2 DA 
mm5_12 2002-05-26 06 6 3 CNL 
mm5_12 2002-05-26 12 6 CL TS BA 
mm5_12 2002-05-26 18 6 CL TS BA 
mm5_12 2002-05-26 18 6 2 CNL 
mm5_12 2002-05-27 00 6 1 CLB TS BA 
mm5_12 2002-05-27 00 6 2 CNL 
mm5_12 2002-05-27 00 6 3 CNL 
mm5_12 2002-05-27 06 6 CL TS BA 
mm5_12 2002-05-27 06 6 2 IC 
mm5_12 2002-05-27 12 6 CL TS BA 
mm5_12 2002-05-27 12 6 2 CNL 
mm5_12 2002-05-27 12 6 3 FA 
mm5_12 2002-05-27 12 6 4 DA 
mm5_12 2002-05-27 18 6 CNL 
mm5_12 2002-05-27 18 6 2 CNL 
mm5_12 2002-05-27 18 6 3 CNL 
mm5_12 2002-05-28 00 6 CLB TS BA 
mm5_12 2002-05-28 00 6 2 DA 
mm5_12 2002-05-28 00 6 3 CLB TS BA 
mm5_12 2002-05-28 00 6 4 CNL 
mm5_12 2002-05-28 06 6 1 CNL 
mm5_12 2002-05-28 06 6 2 CLB TS BA 
mm5_12 2002-05-28 06 6 3 CL LS BA 
mm5_12 2002-05-28 06 6 4 CNL 
mm5_12 2002-05-28 12 6 1 CNL 
mm5_12 2002-05-28 12 6 2 CL TS BA 
mm5_12 2002-05-28 18 6 1 DA 
mm5_12 2002-05-29 06 6 CL TS BL 
mm5_12 2002-05-29 06 6 2 CNL 
mm5_12 2002-05-29 12 6 1 CL TS BL 
mm5_12 2002-05-29 12 6 2 CNL 
mm5_ 12 2002-05-30 12 6 1 DA 
77 
mm5_12 2002-05-30 18 6 DA 
mm5_12 2002-06-02 06 6 CL LS BL 
mm5_12 2002-06-02 12 6 CNL 
mm5_12 2002-06-03 18 6 1 DA 
mm5_12 2002-06-04 00 6 1 CNL 
mm5_12 2002-06-04 00 6 2 CL PS BA 
mm5_12 2002-06-04 06 6 1 CL TS_PS BA 
mm5_12 2002-06-04 12 6 1 CL TS_PS BA 
mm5_12 2002-06-04 12 6 2 CNL 
mm5_12 2002-06-04 12 6 3 IC 
mm5_12 2002-06-04 18 6 1 CL TS BL 
mm5_12 2002-06-04 18 6 2 OF 
mm5_12 2002-06-04 18 6 3 OF 
mm5_12 2002-06-04 18 6 4 CL TS_PS BL 
mm5_12 2002-06-05 00 6 1 CL TS_PS BA 
mm5_12 2002-06-05 06 6 1 CL TS BA 
mm5_12 2002-06-05 06 6 2 FA 
mm5_12 2002-06-05 12 6 CL TS BA 
mm5_12 2002-06-05 12 6 2 CNL 
mm5_12 2002-06-07 18 6 1 DA 
mm5_12 2002-06-07 18 6 2 DA 
mm5_12 2002-06-08 . 00 6 1 CL LS BB 
mm5_12 2002-06-08 06 6 1 CNL 
mm5_12 2002-06-08 18 6 1 IC 
mm5_12 2002-06-09 00 6 CNL 
mm5_12 2002-06-09 00 6 2 CNL 
mm5_12 2002-06-09 12 6 1 CNL 
mm5_12 2002-06-09 18 6 1 DA 
mm5_12 2002-06-09 18 6 2 DA 
mm5 12 2002-06-09 18 6 3 CNL 
mm5_12 2002-06-09 18 6 4 DA 
mm5_12 2002-06-10 00 6 CNL 
mm5_12 2002-06-10 00 6 2 DA 
mm5_12 2002-06-10 00 6 3 DA 
mm5_12 2002-06-10 18 6 1 CL TS BA 
mm5_12 2002-06-11 00 6 1 CL TS BL 
mm5_12 2002-06-11 06 6 1 CLB TS BL 
mm5_12 2002-06-11 06 6 2 CL TS BL 
mm5_12 2002-06-11 06 6 3 CNL 
mm5_12 2002-06-11 12 6 1 CL TS BL 
mm5_12 2002-06-11 18 6 1 CLB TS BA 
mm5_12 2002-06-12 00 6 1 CLB TS BB 
mm5_12 2002-06-12 00 6 2 IC 
mm5_12 2002-06-12 06 6 1 CL TS BB 
mm5_12 2002-06-12 12 6 1 CL TS BB 
mm5_12 2002-06-12 18 6 1 CL TS BB 
mm5_12 2002-06-12 18 6 2 DA 
mm5_12 2002-06-12 18 6 3 DA 
mm5_12 2002-06-12 18 6 4 DA 
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mm5_ 12 2002-06-13 00 6 1 CL TS BA 
mm5_12 2002-06-13 00 6 2 CNL 
mm5_12 2002-06-13 06 6 1 CL PS BB 
mm5_12 2002-06-13 06 6 2 CNL 
mm5_12 2002-06-13 06 6 3 CNL 
mm5_12 2002-06-13 06 6 4 CNL 
mm5_12 2002-06-13 12 6 1 CL TS BL 
mm5_12 2002-06-13 18 6 1 CL TS BL 
mm5_12 2002-06-13 18 6 2 CNL 
mm5_12 2002-06-14 00 6 1 CNL 
mm5_12 2002-06-14 00 6 2 OF 
mm5_12 2002-06-14 06 6 1 CNL 
mm5_12 2002-06-14 18 6 1 OF 
mm5_12 2002-06-15 00 6 1 IC 
mm5_12 2002-06-15 00 6 2 DA 
mm5_12 2002-06-15 06 6 1 CNL 
mm5_12 2002-06-15 12 6 1 CNL 
mm5_12 2002-06-15 12 6 2 CNL 
mm5_12 2002-06-15 18 6 1 CL TS_PS BL 
mm5_12 2002-06-15 18 6 2 IC 
mm5_12 2002-06-16 00 6 1 CL TS_PS BB 
mm5_12 2002-06-16 06 6 1 CL TS BB 
mm5_12 2002-06-16 12 6 1 CL TS BB 
mm5_12 2002-06-16 18 6 1 CNL 
mm5_12 2002-06-19 06 6 CL LS BL 
mm5_12 2002-06-19 12 6 CL LS_PS BL 
mm5_12 2002-06-20 00 6 1 CL TS BL 
mm5_12 2002-06-20 00 6 2 CNL 
mm5_12 2002-06-20 06 6 1 CNL 
mm5_12 2002-06-20 06 6 2 CL TS BB 
mm5_12 2002-06-20 12 6 1 CNL 
mm5_12 2002-06-20 18 6 1 OF 
mm5_12 2002-06-20 18 6 2 DA 
mm5_12 2002-06-20 18 6 3 DA 
mm5_12 2002-06-21 00 6 1 CL TS BA 
mm5_12 2002-06-21 00 6 2 FA 
mm5_12 2002-06-21 00 6 3 IC 
mm5_12 2002-06-21 06 6 1 DA 
mm5_12 2002-06-22 00 6 1 OF 
mm5_12 2002-06-23 00 6 1 OF 
mm5_12 2002-06-23 18 6 1 DA 
mm5_12 2002-06-24 18 6 1 DA 
mm5_12 2002-06-25 00 6 1 CNL 
mm5_12 2002-06-25 12 6 1 CNL 
mm5_12 2002-06-25 18 6 DA 
mm5_12 2002-06-26 00 6 1 CL TS BA 
mm5_12 2002-06-26 06 6 1 CNL 
mm5_12 2002-06-26 06 6 2 CL TS BB 
mm5_12 2002-06-26 12 6 1 CL TS BA 
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mm5_12 2002-06-26 12 6 2 CL PS BB 
Model Date Model Forecast CRA General Development 
Run Time Len th Number T e T e 
wrf_12 2002-05-16 06 6 CL TS_PS BA 
wrf_12 2002-05-16 12 6 1 CL TS_PS BA 
wrf_12 2002-05-17 00 6 1 CNL 
wrf_12 2002-05-17 00 6 2 CNL 
wrf_12 2002-05-17 00 6 3 CNL 
wrf_12 2002-05-17 06 6 1 CLB TS BL 
wrf_12 2002-05-17 06 6 2 CL TS BL 
wrf_l2 2002-05-17 12 6 1 CL TS BL 
wrf_12 2002-05-17 12 6 2 CLB TS BL 
wrf_12 2002-05-17 18 6 1 CL TS_PS EA 
wrf_12 2002-05-17 18 6 2 CNL 
wrf_12 2002-05-17 18 6 3 DA 
wrf_l2 2002-05-22 00 6 1 IC 
wrf_12 2002-05-23 00 6 1 CL TS BL 
wrf_12 2002-05-23 06 6 1 CL LS BB 
wrf_12 2002-05-23 18 6 1 CNL 
wrf_12 2002-05-24 00 6 1 CNL 
wrf_12 2002-05-24 00 6 2 DA 
wrf_12 2002-05-24 00 6 3 OF 
wrf_l2 2002-05-24 06 6 1 CL TS_PS BA 
wrf_12 2002-05-24 06 6 2 DA 
wrf_l2 2002-05-24 12 6 1 CL TS_PS BA 
wrf_12 2002-05-24 12 6 2 CL LS_PS BA 
wrf_12 2002-05-24 12 6 3 FA 
wrf_12 2002-05-24 18 6 1 DA 
wrf_12 2002-05-24 18 6 2 CNL 
wrf_12 2002-05-25 00 6 1 CL TS BA 
wrf_12 2002-05-25 00 6 2 CNL 
wrf_12 2002-05-25 06 6 1 CNL 
wrf_12 2002-05-25 06 6 2 IC 
wrf_12 2002-05-26 00 6 1 CNL 
wrf_12 2002-05-26 06 6 1 CNL 
wrf_12 2002-05-26 06 6 2 DA 
wrf_12 2002-05-26 06 6 3 CNL 
wrf_12 2002-05-26 12 6 1 CL TS BA 
wrf_12 2002-05-26 18 6 1 CL TS BA 
wrf_12 2002-05-26 18 6 2 CNL 
wrf_12 2002-05-27 00 6 1 CLB TS BA 
wrf_12 2002-05-27 00 6 2 CNL 
wrf_12 2002-05-27 00 6 3 CNL 
wrf_12 2002-05-27 06 6 1 CL TS BA 
wrf_12 2002-05-27 06 6 2 IC 
wrf_12 2002-05-27 12 6 CL TS BA 
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wrf_l2 2002-05-27 12 6 2 FA 
wrf_l2 2002-05-27 12 6 3 CNL 
wrf_l2 2002-05-27 12 6 4 DA 
wrf_12 2002-05-27 18 6 1 CNL 
wrf_l2 2002-05-27 18 6 2 CNL 
wrf_12 2002-05-28 00 6 CLB TS BA 
wrf_12 2002-05-28 00 6 2 CLB TS BA 
wrf_12 2002-05-28 00 6 3 DA 
wrf_12 2002-05-28 00 6 4 CNL 
wrf_12 2002-05-28 06 6 1 CNL 
wrf_12 2002-05-28 06 6 2 CLB TS BA 
wrf_12 2002-05-28 06 6 3 CNL 
wrf_12 2002-05-28 06 6 4 CL LS BA 
wrf_12 2002-05-28 12 6 1 CNL 
wrf_l2 2002-05-28 18 6 1 DA 
wrf_12 2002-05-29 00 6 DA 
wrf_12 2002-05-29 06 6 1 CL TS BL 
wrf_l2 2002-05-29 06 6 2 CNL 
wrf_12 2002-05-29 06 6 3 CNL 
wrf_12 2002-05-29 12 6 1 CL TS BL 
wrf_12 2002-05-29 18 6 DA 
wrf_12 2002-05-30 12 6 DA 
wrf_12 2002-05-30 18 6 DA 
wrf_12 2002-06-02 06 6 CL LS BL 
wrf_l2 2002-06-02 12 6 CNL 
wrf_12 2002-06-03 18 6 DA 
wrf_12 2002-06-04 00 6 CNL 
wrf_12 2002-06-04 00 6 2 CL PS BA 
wrf_12 2002-06-04 06 6 1 CL TS_PS BA 
wrf_l2 2002-06-04 12 6 1 CL TS_PS BA 
wrf_12 2002-06-04 12 6 2 CNL 
wrf_12 2002-06-04 18 6 1 CL TS BL 
wrf_12 2002-06-04 18 6 2 OF 
wrf_12 2002-06-04 18 6 3 OF 
wrf_l2 2002-06-04 18 6 4 FA 
wrf_12 2002-06-05 00 6 1 CL TS_PS BA 
wrf_12 2002-06-05 06 6 1 CL TS BA 
wrf_12 2002-06-05 06 6 2 FA 
wrf_ 12 2002-06-05 12 6 1 CL TS BA 
wrf_12 2002-06-05 12 6 2 CNL 
wrf_12 2002-06-05 18 6 1 DA 
wrf_12 2002-06-05 18 6 2 FA 
wrf_12 2002-06-07 18 6 1 DA 
wrf_12 2002-06-07 18 6 2 DA 
wrf_12 2002-06-08 00 6 1 CL LS BB 
wrf_12 2002-06-08 06 6 1 CNL 
wrf_12 2002-06-08 18 6 1 IC 
wrf_12 2002-06-09 00 6 1 CNL 
wrf_12 2002-06-09 00 6 2 CNL 
wrf_ 12 2002-06-09 
wrf_ 12 2002-06-09 
wrf_12 2002-06-09 
wrf_12 2002-06-09 
wrf_12 2002-06-09 
wrf_ 12 2002-06-09 
wrf_12 2002-06-10 
wrf_12 2002-06-10 
wrf_12 2002-06-10 
wrf_ 12 2002-06-10 
wrf_12 2002-06-10 
wrf_12 2002-06-10 
wrf_ 12 2002-06-11 
wrf_ 12 2002-06-11 
wrf_12 2002-06-11 
wrf_12 2002-06-11 
wrf_12 2002-06-11 
wrf_ 12 2002-06-11 
wrf_12 2002-06-12 
wrf_12 2002-06-12 
wrf_12 2002-06-12 
wrf_12 2002-06-12 
wrf_l2 2002-06-12 
wrf_12 2002-06-12 
wrf_12 2002-06-12 
wrf_l2 2002-06-12 
wrf_ 12 2002-06-12 
wrf_12 2002-06-13 
wrf_l2 2002-06-13 
wrf_12 2002-06-13 
wrf_12 2002-06-13 
wrf_ 12 2002-06-13 
wrf_ 12 2002-06-13 
wrf_12 2002-06-13 
wrf_ 12 2002-06-13 
wrf_12 2002-06-14 
wrf_12 2002-06-14 
wrf_ 12 2002-06-14 
wrf_12 2002-06-15 
wrf_ l 2 2002-06-15 
wrf_12 2002-06-15 
wrf_12 2002-06-15 
wrf_12 2002-06-15 
wrf_12 2002-06-15 
wrf_12 2002-06-16 
wrf_ 12 2002-06-16 
wrf_ 12 2002-06-16 
wrf_ 12 2002-06-16 
wrf_12 2002-06-19 
06 
12 
18 
18 
18 
18 
00 
00 
00 
12 
12 
18 
00 
06 
06 
06 
12 
18 
00 
00 
06 
12 
12 
18 
18 
18 
18 
00 
00 
06 
06 
06 
06 
12 
18 
00 
00 
06 
00 
00 
06 
12 
12 
18 
00 
06 
12 
18 
06 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
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1 
1 
2 
3 
4 
1 
2 
3 
2 
1 
1 
1 
2 
3 
1 
l 
1 
2 
1 
1 
2 
1 
2 
3 
4 
1 
2 
2 
3 
4 
1 
1 
2 
1 
2 
1 
1 
2 
1 
1 
1 
1 
1 
CNL 
CNL 
DA 
DA 
CNL 
DA 
DA 
CNL 
DA 
DA 
DA 
CL 
CL 
CLB 
CL 
CNL 
CL 
CLB 
CLB 
IC 
CL 
CL 
DA 
CL 
DA 
DA 
DA 
CL 
CNL 
CL 
CNL 
CNL 
CNL 
CL 
CL 
CNL 
OF 
CNL 
IC 
DA 
CNL 
CNL 
CNL 
CL 
CL 
CL 
CL 
CNL 
CL 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
TS 
PS 
TS 
TS 
TS_PS 
TS_PS 
TS 
TS 
LS 
BA 
BL 
BL 
BL 
BL 
BA 
BB 
BB 
BB 
BB 
BA 
BB 
BL 
BL 
BL 
BB 
BB 
BB 
BL 
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wrf_12 2002-06-19 12 6 1 CL LS_PS BL 
wrf_l2 2002-06-20 00 6 CL TS BL 
wrf_12 2002-06-20 06 6 1 CNL 
wrf_12 2002-06-20 06 6 2 CL TS BB 
wrf_12 2002-06-20 06 6 3 IC 
wrf_12 2002-06-20 12 6 CNL 
wrf_12 2002-06-20 18 6 OF 
wrf_12 2002-06-20 18 6 2 DA 
wrf_12 2002-06-20 18 6 3 DA 
wrf_12 2002-06-21 00 6 CL TS BA 
wrf_12 2002-06-21 00 6 2 IC 
wrf_12 2002-06-21 06 6 DA 
wrf_12 2002-06-23 00 6 OF 
wrf_12 2002-06-24 18 6 DA 
wrf_12 2002-06-25 00 6 CNL 
wrf_12 2002-06-25 12 6 CNL 
wrf_12 2002-06-25 18 6 DA 
wrf_l2 2002-06-26 00 6 CL TS BA 
wrf_12 2002-06-26 06 6 CNL 
wrf_12 2002-06-26 06 6 2 CL TS BB 
wrf_12 2002-06-26 12 6 1 CL TS BA 
wrf_12 2002-06-26 12 6 2 CL PS BB 
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