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ABSTRACT
The landmark recognition problem is far from being solved, but
with the use of features extracted from intermediate layers of Con-
volutional Neural Networks (CNNs), excellent results have been
obtained. In this work, we propose some improvements on the cre-
ation of R-MAC descriptors in order to make the newly-proposed
R-MAC+ descriptors more representative than the previous ones.
However, the main contribution of this paper is a novel retrieval
technique, that exploits the fine representativeness of the MAC
descriptors of the database images. Using this descriptors called "db
regions" during the retrieval stage, the performance is greatly im-
proved. The proposed method is tested on different public datasets:
Oxford5k, Paris6k and Holidays. It outperforms the state-of-the-
art results on Holidays and reached excellent results on Oxford5k
and Paris6k, overcame only by approaches based on fine-tuning
strategies.
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1 INTRODUCTION
The landmark recognition problem is among the first tasks treated
in computer vision. It consists in the retrieval of the building/place
represented in a picture. It may seen simple, but it presentes many
difficulties. The changes in viewpoint, illumination conditions, reso-
lution of images and the presence of distractors make this task very
interesting to solve. Obviously, the main objective of this problem
is to obtain a high accuracy with an embedding of reduced size in
a small amount of time. The last two constraints are even more
important if the retrieval is executed on mobile devices, because the
users do not want to wait long time for obtaining the results and
the mobile devices usually do not have a large memory space. In
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addition, it is important to remind the problem of semantic gap: for
a human, this task is pretty simple thanks to personal knowledge
and experience, but, for a computer, it is hard because it can use
only the information available in the images.
Currently, with Deep Learning (DL) techniques, the new meth-
ods implemented for the solution of the image retrieval problem
reached excellent results. The idea behind the use of DL is based on
trasferring knowledge gained on classification in retrieval without
a significant extra cost.
The principal advantages of using Convolutional Neural Net-
works (CNNs) is the possibility to extract features from pre-trained
networks. It results to be convenient because is very expensive to
train a CNN from scratch and it can be difficult to tune the hyperpa-
rameters of the network. Furthermore, the features extracted from
pre-trained networks are more representative and it is possible
to construct very discriminative embeddings. This is due to the
training on large datasets (e.g. ImageNet [7]) and to the architec-
tures of CNNs that allow to learn high-level features. Also with the
actual GPUs, it is possible to extract features faster than the old
hand-crafted methods (like SIFT [15] and SURF [5]) [29].
A drawback of these new approaches is that the feature extrac-
tion phase is executed in a dense way. Recently, in order to over-
come this weakness, researchers implemented methods to detect
the most discriminative parts or regions in an image. The rigid-grid
mechanism is the most used approach, because it is fast and simple
to implement. There are some other approaches such as attention
methods [12] and Region Proposal Networks (RPNs) [23]. The first
ones detected patches from the most active regions obtained from
filters of CNNs. Instead, the second ones need training and anno-
tated images, but in most cases they obtain slightly better results
than all the other approaches [8]. This is due to a huge number of
regions detected, although with a great amount of time spent for
training the RPNs.
In this paper, we propose several contributions:
• a new region detector implemented through grids, that re-
spect the aspect ratio of the image;
• an improvement on the effectiveness of the multi-resolution
approach for R-MAC descriptors;
• a novel retrieval method for checking the similarities be-
tween query descriptors and regions of database R-MAC
descriptors. It allows to outperform the results of R-MAC
descriptors on Oxford5k and Paris6k by +7% and +3%.
This paper is organized as follows. Section 2 explains the ap-
proaches used in the state of the art. Section 3 briefly reviews the
R-MAC descriptors and then describes the contributions of this
paper. Then, Section 4 evaluates the proposed methods on public
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benchmarks: Oxford5k, Paris6k and Holidays. Finally, concluding
remarks are reported.
2 RELATEDWORKS
Bag of Words (BoW) [25] was the first method implemented for
solving image recognition problem. It is based on a vocabulary of
the most representative features and every image is described by
a vector of occurences of the vocabulary features. Recently, BLCF
[18] used convolutional features in BoW scheme, obtaining good
results in retrieval thanks to the sparsity and scalability of the used
embedding model.
Another famous classical embedding used in image retrieval is
Vector of Locally Aggregated Descriptors (VLAD) [11]. It is similar
to BoW model, but using the residual of the descriptors, calculated
as difference of the feature descriptor and the closest centers in
the vocabulary. There are many variant of this embedding, for
example: gVLAD [27], CEVLAD [31] and locVLAD [16]. Ng et al.
[20] used the features of intermediate layers of a CNN to construct
VLAD embeddings. Also, Arandjeloic et al. [1] implemented VLAD
descriptors through CNN. They outperformed the results obtained
with VLAD using the hand-crafted methods as feature extractor.
In contrast to the previous methods, with the rise of DL for
the image retrieval task, many other embeddings based on CNN
features have been constructed. The important choice related to
the global descriptor is the type of pooling (sum, max, VLAD or a
combination of them) adopted for the transformation of the feature
maps in descriptors.
Yan et al. [28] proposed a three-level representation with the
application of max-pooling, sum-pooling and VLAD-pooling. In
contrast to the previous method, that applied the pooling operation
on the entire image, Mopuri et al. [19] introduced an algorithm of
object proposals and then pooled only the features of the detected
regions.
Babenko and Lemptisky [3] implemented sum-pooling and showed
that this outperforms max-pooling when applied after a process of
PCA-whitening. Tolias et al. [26] adopted max-pooling and created
Regional Maximum Activations of Convolutions (R-MAC) descrip-
tors, that actually are the most used descriptors in image retrieval
problems. Many variants of these descriptors have been proposed,
in order to overcome their weaknesses. First, Gordo et al. [9] pro-
posed: a multi-resolution version, that makes the descriptor robust
to the scale; a fine-tuning strategy to obtain a representation more
specific to the domain of the problem; a RPN for the detection of the
relevant regions. All these contributions highly boost the perfor-
mance, reaching the state-of-the-art results onmany public datasets.
Second, Seddati et al. [24] implemented a different multi-resolution
approach, a new feature selection strategy not based on PCA and
a final localization method based on Class Activation Map (CAM)
[30], reaching the state-of-the-art result on Holidays dataset. Finally,
Laskar and Kannala [14] introduced a saliency method for a correct
weighting of the regions used for the creation of R-MACs. Actually,
their performance represent the state of the art on Oxford5k and
Paris6k datasets.
Figure 1: Representation of feature maps extracted from a
certain layer of CNN
3 R-MAC DESCRIPTORS
The MAC descriptor [26] of an image I of sizeWI ×HI is created as
follows. At the beginning, the layer from which the features need
to be extracted is selected, then, as a consequence a 3D tensor of
W × H × D dimensions is obtained, as it can see in Fig. 1, where:
• D refers to the number of output feature channels;
• W indicates the width of the feature maps;
• H indicates the height of the feature maps.
The 3D tensor can be seen as a set of 2D features channel re-
sponses X = {Xi }, i = {1, . . . ,D} where Xi is the 2D tensor repre-
senting the responses of the ith feature channel over the set Ω of
spatial locations, and Xi (p) is the response at a particular position
p. Finally, the MAC descriptor is obtained through the max-pooling
of theW × H values on each channel:
fΩ = (fΩ,1, . . . fΩ,i , . . . fΩ,D )T with fΩ,i = max
p∈Ω Xi (p)
At the end, a L2 normalization function is applied on each channel.
Unfortunately, this representation does not encode the location
of the activations. For this reason, the same authors of MAC de-
scriptors proposed Regional-MAC (R-MAC) descriptors [26]. The
idea behind this approach is to create many MAC descriptors of
different regions detected through a rigid-grid mechanism applied
on the feature maps. This strategy improves the performance since
it increases the importance of features related to small part of the
image (local maxima). The regions are detected through a square
grid of variable dimensions applied at L different scales:
• at the largest scale (l = 1), the region size is determined to
be as large as possible, so the height and width of the square
are equals to min(W ,H );
• at every other scale (l = 2, . . . ,L), the l · (l +m − 1) regions,
with usually m = 2, have width and height equals to 2 ·
min(W ,H )/(l + 1).
At the end of this process, theMACdescriptors are post-processed
with L2 normalization, PCA-whitening and again L2 normalization.
Finally, the MAC descriptors of each image are sum-pooled and
once more L2 normalized, obtaining the final R-MAC descriptor.
Gordo et al. [9] proposed a multi-resolution approach in order to
make the descriptor more robust to the scale. This strategy consists
in the creation of different R-MAC descriptors of the image feeded
in input to the CNN. The input image is resized to 3 different input
sizes: 550px, 800px and 1050px on the largest size, by retaining the
aspect ratio of the image. Then, the 3 obtained R-MAC descriptors
are sum-pooled and L2 normalized.
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3.1 Improvements on R-MAC pipeline:
R-MAC+ descriptor
Our pipeline proposes some improvements on the structure of the
R-MAC descriptors implemented by Gordo et al. [9].
First, in the multi-resolution approach, we propose to construct
R-MAC descriptors obtained through images resized of: 0%, +25%
and -25% on the largest size, by retaining the aspect ratio of the
images. This strategy should allow to augment the dimensions of
the feature maps in order to have more features and therefore local
maxima than the previous multi-resolution R-MAC. This approach
is connected to the new region detector, that detects a reduced
number of regions (15) instead of the 20 of the original one proposed
by Tolias et al. [26].
Second, a new grid mechanism for the detection of the regions is
proposed. The new region detector is structured on L = 3 different
scales. Symbols used and their values are explained in Table 1 and
an example is represented in Fig. 2. The first level (l = 0) of the
region detector is represented by an orange region covering all the
image, that of course has the sizes of the image. Then, in the second
level (l = 1) 2 blue square regions are used, arranged along the
largest size of the image. The number of xReдions and yReдions , in
the case of l = 1, are determined in the Equations 1 and 2.
xReдions =
{
1 if W < H
2 otherwise
(1)
yReдions =
{
2 if W < H
1 otherwise
(2)
In the third step (l = 2), 6 green rectangualrs are adopted in order
to cover entirely the image. Finally, in the last step (l = 3), 6 red
rectangulares are used. The value of heiдhtReдion andwidthReдion
are equal to ⌈ 2l+1 · min(W ,H )⌉, but if the regions do not cover
entirely the image, the width and the height of the regions change.
These values are calculated following the Equations 3 and 4.
heiдhtReдion =
{
⌈H/yReдions⌉ if heiдhtReдion · yReдions < H
heiдhtReдion otherwise
(3)
weiдhtReдion =
{
⌈W /xReдions⌉ ifweiдhtReдion · xReдions <W
weiдhtReдion otherwise
(4)
The regions are arranged based on ∆W along the horizontal
axis and on ∆H along the vertical axis. This means that the image
will be entirely covered because the ∆W and ∆H are related to the
dimensions (W ,H ) and to the regions (xReдions,yReдions).
It is preferrable to overlap the regions instead of avoiding to
cover entirely the image, because otherwise usefull information
would be lost.
The grids used in the proposed region detector are squares and
rectangulars of different sizes, as explained in the Table 1.As a result,
this method produces a lower number of regions than the original
one, allowing to reduce the time spent in the creation of R-MAC+
descriptors, without loss in the final accuracy.
The third improvement introduced is a novel retrieval method.
Usually, after the creation of all R-MAC descriptors, for each query
image a similarity ranking is constructed through the sorting of
database images based on their L2 distances from the query descrip-
tor. The new retrieval method proposes to modify the descriptors
evaluated in the retrieval phase. For the query images it proposes to
use R-MAC+ descriptors and for the database images "db regions"
are suggested. The "db regions", represented in Fig. 3, are the MAC+
descriptors obtained during the process of creation of R-MAC+ de-
scriptors of the database images. They represented the maxima of
the different regions detected with the grid mechanism. Of course,
they are related only to the database images. The "db regions" are
used in the retrieval phase instead of R-MAC+ descriptors of data-
base images because a small part or a region of the image can well
represent the entire image. This is due to the features extracted
from CNN and max-pooling. Besides, sum-pooling and L2 normal-
ization reduce the value of features of the regions, but this does not
happen with the proposed retrieval strategy. Instead, on the query
side, R-MAC+ descriptors are used as represented in Fig. 4, because
it is preferrable to have an unique query descriptor for the retrieval
phase, otherwise if the "query regions" are used there would be
confusion or mismatching. The advantage of this approach consists
in comparing different "db regions" of the database images with the
descriptor of the query image, choosing the one that obtains the
best similarity or the minimum L2 distance to the query descriptor.
If the multi-resolution approach is adopted, there will be 45 regions
for each database image to check for the retrieval, otherwise only
15 regions. This requires more time, but with an important extra
boost on the final accuracy retrieval performance.
4 EXPERIMENTAL RESULTS
In order to evaluate the accuracy of the proposed embedding tech-
nique with respect to the state of the art, we run experiments on
public datasets and employing standard evaluation metrics.
4.1 Datasets and metrics
There are many different image datasets for landmark recognition
that are used in order to evaluate the algorithms. The most used
are the following:
• Oxford5k [21] is composed by 5063 images representing
the buildings and the places of Oxford (UK), subdivided in 11
classes. All the images are used as database images and the
query images are 55, which are cropped for making more
difficult the querying phase;
• Paris6k [22] is composed by 6412 images representing the
buildings and the places of Paris (France), subdivided in 12
classes. All the images are used as database images and the
query images are 55, which are cropped for making more
difficult the querying phase;
• Holidays [10] is composed of 1491 high-resolution images
representing the holidays photos of different locations and
objects, subdivided in 500 classes. The database images are
991 and the query images are 500, one for every class.
According to [14], on Oxford5k and Paris6k, the query images
feed in input to the CNN are the full images, but the R-MAC descrip-
tors are not calculated on the entire feature maps. The descriptors
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Symbol Definition l=0 l=1 l=2 l=3
W width of the feature maps -
H height of the feature maps -
xReдions regions needed to cover the image along the x axis 1 1 or 2 3 2
yReдions regions needed to cover the image along the y axis 0 1 or 2 2 3
widthReдion width of the region W min(W ,H ) ⌈ 2l+1 ·min(W ,H )⌉
heiдhtReдion height of the region H min(W ,H ) ⌈ 2l+1 ·min(W ,H )⌉
∆W stride of the next region on the horizontal axis W /xReдions
∆H stride of the next region on the vertical axis H/yReдions
Table 1: Summary of notation and explanation of region detector algorithm.
Figure 2: Grids adopted in the application of region detector. The circles represent the center of the detected regions. In the
first case (l = 0), 1 orange region is detected, then when l = 1, 2 blue regions are detected, in the second case when l = 2, 6 green
regions are detected and finally in the last step (l = 3), 6 red regions are detected.
Figure 3: Pipeline of creation of "db regions" for the db im-
ages
are calculated on the cropped activations, obtained through the
projection of bounding box of the query images along the CNN
stages. This strategy slightly improves the final accuray results.
To evaluate the accuracy in the retrieval phase, mean Average
Precision (mAP) is used.
In order to compare a query image with the database, L2 distance
is employed.
All the experiments are executed on GeForce GTX 1070. For the
feature extraction step, Keras python library is used.
4.2 Results on Oxford5k, Paris6k and Holidays
Table 2 reports our results obtained on: Oxford5k, Paris6k and
Holidays.
In the first two experiments, VGG19 is adopted for the feature
extraction step. It allows to extract feature maps of 512D, instead
through ResNet50 is possible to extract feature maps of 2048D,
reaching more accurate results than the first experiments thanks
Method CNN Oxford5K Paris6k Holidays
MAC† VGG19 57.44 73.15 76.26
R-MAC† VGG19 65.56 82.80 87.65
R-MAC† ResNet50 71.77 83.31 92.55
M-R R-MAC+ ResNet50 78.88 88.63 94.63/95.58
M-R R-MAC+
with retrieval based
on "db regions"
ResNet50 85.39 91.90 94.37/95.87
Table 2: Results of the proposed methods obtained on
some public datasets. † indicates that the method is re-
implemented. M-R indicates that the multi-resolution ap-
proach is adopted. The results after / on Holidays repre-
sent the experiments executed on the rotated version of the
dataset.
to the depth of the CNN architecture. The features are extracted
from the layer "block5_ pool" on VGG19 and from the layer "activa-
tion_43" on ResNet50.
In Table 2 are presented the experiments executed without any
re-ranking strategies, while in Table 3 reports results obtained using
query expansion methods in order to improve the final accuracy.
M-R RMAC+ with the retrieval based on "db regions" reached the
best results on all the 3 public datasets. Moreover, in the cases of
Oxford5k and Paris6k, the improvements compared to the previous
experiments are remarkable. Unfortunately, the average query time
on Oxford5k and Paris6k increases from 0.04s and 0.11s to 1.25s
and 1.54s because a brute-force approach has been applied and the
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Figure 4: Pipeline of creation of R-MAC descriptors for the query images
Method CNN Oxford5K Paris6k Holidays
M-R R-MAC+
and query expansion ResNet50 86.45 92.01 94.97/95.97
M-R R-MAC+
with retrieval based
on "db regions"
and query expansion
ResNet50 87.92 93.64 94.42/96.05
M-R R-MAC+
with retrieval based
on "db regions"
and query expansion
of "db regions"
ResNet50 88.78 92.30 94.28/95.91
Table 3: Results of the proposed methods with query expan-
sion techniques obtained on some public datasets. † indi-
cates that themethod is re-implemented. M-R indicates that
the multi-resolution approach is adopted. The results after
/ on Holidays represent the experiments executed on the ro-
tated version of the dataset.
number of descriptors to be compared have been increased by 45
times.
For the query expansion approach, it has been decided to expand
the query with a fixed number of descriptors, as explained in [6].
After some tests, the numbers of top-ranked desriptors used for the
query expansion are: 8 for Oxford5k, 6 for Paris6k and 1 forHolidays.
This is due to the number of images belonging to the classes: in
Holidays, the majority of the classes are composed by a reduced
number of elements, instead in Oxford5k and Paris6k, the classes
are constituted by many images. Furthermore, the query expansion
of "db regions" produces improvements only on Oxford5k. This
method uses for the query expansion the "db regions" instead of
the R-MAC+ descriptors of the database images.
4.3 Comparison with the state of the art
In order to have a fair comparison, Table 4 reports our results with
those of several other state-of-the-art methods on the same datasets.
As reported in the introduction and in relatedworks, themethods
that implemented classical embedding as VLAD based on CNNs
[1, 20] obtain better results than the ones based on hand-crafted
methods for the feature extraction phase [11, 27].
Themethods based on sum-pooling [3, 13] obtainedworse results
than the methods based on max-pooling [26].
Method Dim. Oxford5K Paris6k Holidays
VLAD [11] 4096 37.80 38.60 55.60
gVLAD [27] 128 60.00 - 77.90
NetVLAD [1] 4096 71.60 79.70 81.70
Ng et al. [20] 128 55.80* 58.30* 83.60
Neural codes [4] 128 55.70* - 78.90
Babenko et al. [3] 256 65.70 - 78.40
Kalantidis et al. [13] 512 68.20 79.70 83.10
Yan et al. [28] 128 - 76.76 84.13
Mopuri et al. [19] 128 - 70.39 85.09
BLCF [18] 25k 73.80 82.00 -
BLCF-SalGAN [17] 336 74.60 81.20 -
R-MAC [26] 512 66.90 83.00 85.20
Gordo et al. 2016 [8] 512 83.10 87.10 86.70
Gordo et al. 2017 [9] 2048 86.10 94.50 90.30/94.48
Laskar et al. [14] 2048 90.20 95.80 -
Seddati et al. [24] variable 72.27 87.10 94.00
R-MAC+
with retrieval
based on
"db regions"
2048 85.39 91.90 94.37/95.87
Table 4: Comparison of state-of-the-art methods on differ-
ent datasets. * indicates that the method is applied on the
full-size query images. The results after / on Holidays repre-
sent the experiments executed on the rotated version of the
dataset.
Moreover, Gordo et al., in [8, 9], with their recent improvements
due to fine-tuning raised excellent result in the image retrieval task.
Laskar et al. [14] improved the R-MAC pipeline through a saliency
weighting of the regions extracted.
The proposed method R-MAC+ with retrieval based on "db re-
gions" outperforms the state of the art on Holidays and reached
good results on Oxford5k and Paris6k, overcame only by methods
based on fine-tuning strategies [8, 9, 14]. The main drawback of
fine-tuning is that, if more data to retrieve than the actuals are
added then a new fine-tuning procedure needs to be issued, requir-
ing more time as well as additional labelled data. With the addition
of query expansion technique, the R-MAC of Gordo et al. [8, 9] also
outperformed our approach, as reported in Table 5 because they
obtained better results than ours in the first stage of the retrieval
problem. Besides, the performance gap between our approach and
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Method Dim. Oxford5K Paris6k Holidays
R-MAC [26] 512 77.30 86.50 -
Kalantidis et al. [13] 512 72.20 85.50 -
Azizpour et al. [2] 4096 79.00 85.10 90.00
Gordo et al. 2016 [8] 2048 89.00 93.80 -
Gordo et al. 2017 [9] 2048 90.60 96.00 -
R-MAC+
with retrieval
based on
"db regions"
2048 87.92 93.64 94.42/96.05
Table 5: Comparison of state-of-the-art methods with query
expansion techniques on different datasets. The results af-
ter / on Holidays represent the experiments executed on the
rotated version of the dataset.
the R-MAC of Gordo is maintained similar before and after the
application of query expansion techniques. However, the proposed
approach still shows state-of-the-art mAP on the Holidays dataset
and on Oxford5k, Paris6k without the application of the fine-tuning
strategy.
5 CONCLUSIONS
In this work we propose different improvements on R-MAC de-
scriptors in order to make the retrieval very accurate. The proposed
multi-resolution approach improves the performance through the
use of bigger feature maps than the initial multi-resolution ap-
proach. The new region detector with the use of adaptable grids
allows to catch more local maxima, that are the relevant features
for the MAC descriptors. Finally, the novel retrieval method based
on "db regions" highly boosts the performance on Oxford5k and
Paris6k. The proposed method outperforms the state of the art on
Holidays, both on the original and rotated version. Also it outper-
forms the state-of-the-art results on some other public benchmarks
without the fine-tuning application. The proposed strategies (both
fot the descriptors and the retrieval methods) are general enough
to be applicable to the image retrieval tasks.
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