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Introduction
Le vaste sujet de la propagation d’ondes en milieux complexes peut être di-
visé en deux régimes : le chaos ondulatoire et la diﬀusion multiple. L’objectif de
cette thèse est de développer deux expériences modèles pour observer ces deux
régimes. En régime de chaos ondulatoire, nous étudierons le cas d’une cavité de
type billard de Sˇeba i.e. un billard perturbé par un diﬀuseur considéré comme
ponctuel. Ce sujet a été très largement exploré numériquement mais très peu de
travaux expérimentaux ont été réalisés. Le but de cette étude est de montrer qu’il
est possible de faire expérimentalement de la détection non destructive de défaut
en milieu bidimensionnel fermé. Pour cela, les expériences vont consister à étu-
dier comment un unique diﬀuseur ponctuel perturbe une cavité micro-ondes. Une
approche semi-classique est suivie aﬁn d’extraire des signaux de transmission les
informations sur le diﬀuseur telle que sa position et ainsi de le détecter.
Le régime de diﬀusion multiple est quant à lui atteint en augmentant le nombre
de diﬀuseurs introduits dans la cavité micro-ondes. Nous souhaiterions développer
une première expérience modèle pour étudier les milieux désordonnés fortement
diﬀusifs et observer le phénomène de localisation forte d’Anderson. L’observa-
tion de ce phénomène reste un véritable déﬁ expérimental preuve en est le grand
nombre d’articles dédiés à ce sujet. Nous avons développé pour cela un disposi-
tif expérimental permettant d’obtenir des cartographies de l’intensité du champ
électrique exhibant les modes localisés. Une des particularités de cette étude est
que toutes les mesures sont faites en régime stationnaire contrairement à la majo-
rité des travaux consacrés à ce régime où le problème est généralement considéré
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sous son aspect dynamique. Une autre originalité de ces expériences vient du fait
qu’elles sont réalisées en milieu ouvert i.e. avec quasiment aucune injection d’éner-
gie dans le milieu après réﬂexion sur les bords. En eﬀet, certaines équipes ont déjà
présenté des cartographies de champ montrant un eﬀet de localisation mais, ces
cartographies étant obtenues en milieu fermé, il se peut qu’il s’agisse d’un mode de
cavité et non pas d’un mode localisé. L’ouverture du système permet de supprimer
tout éventuel doute sur le résultat. Dans notre étude, diﬀérents tests sont faits
sur les résultats expérimentaux aﬁn de vériﬁer diﬀérents critères de localisation et
ainsi valider et consolider les résultats. Nous avons par exemple vériﬁé, d’une part,
la relative insensibilité aux conditions de bords et, d’autre part, la décroissance
exponentielle en fonction de la taille du milieu des largeurs spectrales partielles
liées aux pertes sur les bords. Nous avons également eﬀectué une comparaison
entre résultats expérimentaux et simulations numériques.
Le premier chapitre de ce manuscrit sera consacré au régime du chaos ondu-
latoire et plus particulièrement à l’étude d’une cavité micro-ondes perturbée par
un défaut. Ce défaut est représenté par un diﬀuseur ponctuel, son diamètre étant
très petit devant les longueurs d’ondes utilisées. En préambule, nous présentons un
historique non exhaustif des principaux travaux réalisés en cavités micro-ondes,
régulières, pseudo-intégrables ou chaotiques. Le choix de développer une étude
expérimentale d’un système perturbé par un diﬀuseur est motivé par le fait que
la quasi totalité des travaux réalisés sur ce type de système reste essentiellement
numérique. L’étude consiste à extraire d’un signal de transmission, obtenu expé-
rimentalement en cavité perturbée, une signature du diﬀuseur ponctuel.
On détaillera, en se basant sur un travail théorique de R. Weaver et D. Sor-
nette, le calcul des fonctions propres et des valeurs propres d’un système perturbé
en montrant que chaque fréquence propre d’un tel système est comprise entre deux
valeurs propres successives du système non perturbé. Nous verrons comment l’uti-
lisation d’une approche semi-classique, basée sur la notion d’orbite périodique et
notamment sur l’utilisation des spectres de longueurs, permet de remonter à des
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informations spatiales sur le diﬀuseur. Nous justiﬁerons par une étude numérique
détaillée du problème cavité plus diﬀuseur, le choix des spectres de longueurs pour
extraire la position du diﬀuseur. La mise en évidence dans ces spectres de lon-
gueurs de contributions associées à de nouvelles orbites liées au diﬀuseur prouvera
la pertinence de cette approche. La notion d’orbites diﬀractives sera ainsi intro-
duite. Grâce à cette étude numérique, nous vériﬁerons des résultats établis par le
passé par Shigehara ou Bogomolny tel que le comportement intermédiaire, entre
Poisson et Wigner, de la distribution des écarts entre deux niveaux plus proches
voisins. L’observation de ce comportement intermédiaire permettra de caractériser
le système perturbé comme pseudo-intégrable. Après avoir décrit l’étude numé-
rique utilisée pour valider et montrer la pertinence de l’approche semi-classique
et du choix des spectres de longueurs, nous détaillerons l’étude expérimentale de
ce type de système.
Pour cela, nous donnerons une description détaillée du dispositif expérimental,
composé notamment d’une cavité micro-ondes bidimensionnelle et d’un analyseur
de réseau. Nous expliciterons la méthode utilisée pour extraire des signaux de
transmission les paramètres pertinents pour le calcul des spectres de longueurs tels
que la fréquence centrale de chaque résonance associée à un mode propre du sys-
tème. Nous présenterons les résultats obtenus respectivement en cavité régulière,
chaotique et pseudo-intégrable. Pour ﬁnir, nous montrerons que les contributions
des orbites diﬀractives sont bien présentes dans les spectres de longueurs et qu’il
est donc possible de faire de la détection non destructive en milieu bidimensionnel
fermé.
Le second chapitre, purement expérimental, sera dédié à l’étude de systèmes
désordonnés fortement diﬀusifs aﬁn d’observer le régime de diﬀusion multiple. Une
introduction à la localisation forte d’Anderson sera faite dans le but de présenter
les principales avancées dans ce domaine de recherche très actif. Nous montre-
rons ainsi que de nombreux critères de localisation et des observations directes
ont été obtenus en milieu quasi unidimensionnel. A deux dimensions, un grand
14 INTRODUCTION
nombre de travaux numériques ont été réalisés permettant d’obtenir des carto-
graphies du champ électrique, illustrant la localisation d’Anderson, ainsi que des
preuves de localisation telle que l’insensibilité aux conditions de bords. Expéri-
mentalement, des représentations spatiales du champ électrique ont été montrées
mais, une ambiguïté sur la nature des modes peut subsister à cause des conditions
expérimentales dans lesquelles ces cartographies ont été mesurées.
Nous présenterons ensuite les modiﬁcations apportées au dispositif expérimen-
tal précédent aﬁn de réaliser des expériences dans les conditions optimales pour
observer cette localisation. Nous décrirons comment l’ajout d’absorbants micro-
ondes permet de simuler des conditions aux bords dites de rayonnement vers
l’extérieur et ainsi travailler en cavité ouverte. Pour ﬁnir cette description, nous
présenterons la méthode suivie pour mesurer l’indice des diélectriques aﬁn de cal-
culer leur courbe de section eﬃcace et ainsi connaître les résonances de Mie i.e.
les fréquences autour desquelles ces diﬀuseurs sont le plus eﬃcaces. Nous conclu-
rons l’étude faite sur les diﬀuseurs diélectriques en montrant le phénomène de
résonances de proximité obtenu lorsque deux de ces diﬀuseurs sont séparés d’une
distance du même ordre que la longueur d’onde utilisée.
La section suivante de ce chapitre détaillera le protocole expérimental mis en
place pour observer la localisation des ondes électro-magnétiques. Nous explique-
rons comment le désordre est généré, comment le réseau de diélectrique est créé
à l’intérieur de la cavité et comment, via une bille magnétique, la mesure du
champ électrique est faite à l’intérieur du milieu désordonné. La méthode choisie
pour eﬀectuer cette mesure sera validée grâce à des tests en cavité vide. En eﬀet,
comme la structure modale d’une cavité rectangulaire est connue analytiquement,
une comparaison pourra être faite entre une carte du champ électrique expéri-
mentale et une carte "analytique". Un résumé du protocole expérimental modèle
suivi pour atteindre l’objectif ﬁxé sera ensuite donné en mettant en avant tous les
paramètres importants et pertinents.
Les deux dernières sections de ce chapitre seront consacrées aux résultats ex-
périmentaux. Nous décrirons dans un premier temps l’étude détaillée faite sur les
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signaux de transmission. Nous montrerons que, malgré la présence de désordre
dans le milieu, la structure spectrale du signal de transmission est proche de celle
d’un signal de transmission obtenu en milieu périodique i.e. constitué de bandes
permises et interdites. Nous mettrons en évidence que cette structure spectrale
est très directement reliée, d’une part, au degré de désordre et, d’autre part, aux
maxima d’eﬃcacité des diﬀuseurs diélectriques. Nous présenterons les premières
cartographies de l’intensité du champ électrique obtenues en milieu ouvert désor-
donné fortement diﬀusif. Nous verrons que ces cartographies illustrent très bien le
piégeage du champ par le milieu désordonné. Nous prouverons que ces cartogra-
phies correspondent bien à des modes localisés en vériﬁant notamment l’insensibi-
lité aux conditions de bords de ces modes ainsi qu’en montrant le très bon accord
qui existe entre les cartes expérimentales et les cartes numériques. Nous verrons
que les diﬀérentes méthodes mises en Ĳuvre pour estimer la longueur de localisa-
tion de chacun de ces modes sont cohérentes entre elles. Nous prouverons que les
pertes des modes localisés, liées aux fuites par les bords ouverts du système, dé-
croissent exponentiellement en fonction de la taille du système. Ce comportement
prévu par Pinheiro et al. représente un critère fort de localisation. Nous verrons
qu’il est également possible d’extraire de ce comportement une valeur de la lon-
gueur de localisation cohérente avec les précédentes estimations. Nous conclurons
ce chapitre par une étude exhaustive des modes localisés. Nous verrons que cette
étude permettra d’observer l’inﬂuence directe des diﬀérents paramètres du milieu
sur les signaux de transmission et sur les modes localisés.
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Chapitre 1
Les cavités micro-ondes habillées
par un diffuseur
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1.1 Historique non exhaustif des cavités micro-
ondes
Stöckmann et Stein, en 1990, ont été les premiers à utiliser une cavité micro-
ondes pour montrer que les prédictions faites par la théorie des matrices aléatoires
en chaos quantique étaient correctes. La répulsion de niveaux, caractéristique prin-
cipale d’un système chaotique (GOE), a été entre autre mise en évidence via la
distribution P (s) des écarts entre deux niveaux plus proches voisins. Ils ont éga-
lement montré, pour un billard chaotique de type Sinaï, que la transformée de
Fourier de la densité de modes exhibe des pics associés à des orbites particu-
lières de cette géométrie1 [Stöckmann and Stein, 1990]. Un des derniers résultats
marquants obtenus en cavité micro-ondes est issu des travaux réalisés par J. Bar-
thélemy et al. [Barthélemy et al., 2005]. La réponse de la cavité micro-ondes, à
une excitation extérieure, est représentée par un signal de transmission. L’excita-
tion et la réponse sont réalisées par l’intermédiaire de deux antennes. Ce signal
de transmission est composé de résonances associées aux modes de cavité. Ces
résonances sont déﬁnies, entre autre, par une largeur ﬁnie consécutive à diﬀérents
types de pertes : les pertes dues au couplage avec l’extérieur via les antennes, les
pertes ohmiques inhomogènes et homogènes dues à la conductivité électrique ﬁnie
des parois et des bords de la cavité. Le couplage vers l’extérieur, i.e. les pertes
liées aux antennes, a déjà été étudié en théorie des matrices aléatoires en termes
de canaux de pertes aﬁn de simuler une ouverture de la cavité vers l’extérieur
[Fyodorov and Sommers, 1997]. L’originalité de travaux J. Barthélemy a été de
mettre en évidence, les contributions individuelles de chaque type de pertes oh-
miques en se plaçant dans une conﬁguration de couplage vers l’extérieur faible
(pertes dues aux antennes négligeables). En eﬀet, grâce à une approche basée sur
la théorie de la diﬀusion, une description complète de la matrice de diﬀusion a été
faite, permettant ainsi, d’une part, de montrer l’existence de deux contributions
1Cette particularité, également vraie pour des systèmes réguliers, sera utilisée et donc dé-
taillée par la suite
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aux pertes ohmiques et, d’autre part, d’établir des expressions analytiques pour
chacune d’elles. Ce résultat majeur est à l’origine de l’étude numérique d’un nou-
veau type de système, appelé cavité ouverte. L’énergie injectée dans le système fuit
ainsi par les bords. Le paramètre contrôlant l’importance des pertes par les bords
i.e l’ouverture de la cavité est la conductivité électrique des parois. Le facteur de
complexité, donné par le rapport entre la partie imaginaire et la partie réelle de la
fonction d’onde dans la cavité, est la grandeur utilisée pour caractériser le milieu.
En ce qui concerne l’étude du comportement d’une cavité micro-ondes en pré-
sence d’un diﬀuseur ponctuel, la quasi totalité des travaux sont numériques. Le
premier à avoir étudié ce système est Sˇeba. On parle depuis de billard de Sˇeba.
Il étudie le cas d’une cavité rectangulaire avec en son centre un diﬀuseur ponc-
tuel de rayon variable R et caractérisé par un paramètre α permettant d’avoir
un diﬀuseur plus ou moins inﬂuent. Il montre avec ces simulations que le P (s)
d’un système non chaotique peut ne pas avoir un comportement de type Poisson
[Seba, 1990]. Il parle alors de systèmes pseudo-intégrables par comparaison à ceux
étudiés par Cheon et Cohen représentés par un système avec des coins convexes
[Cheon and Cohen, 1989]. Un comportement intermédiaire de ce type de système
est observé numériquement par une étude plus détaillée et réalisée quelques années
plus tard par Shigeara et al. [Shigehara et al., 1993, Shigehara, 1994]. Toujours
basés sur l’étude de cette distribution des écarts P (s), deux autres articles relatent
des travaux numériques réalisés par E. Bogomolny et al. [Bogomolny et al., 2001,
Bogomolny et al., 2002]. A la ﬁn des années 1990, une vision théorique, juste évo-
quée ici car détaillée par la suite, a été choisie pour appréhender ces systèmes. Wea-
ver et Sornette en 1995, et ensuite Shigehara et Cheon, en 1996 ont par deux ap-
proches diﬀérentes calculé les valeurs propres et les fonctions propres de cette "ca-
vité habillée" (pour reprendre l’expression "dressed cavity" introduit par R. Wea-
ver [Weaver and Sornette, 1995, Shigehara and Cheon, 1996]. Le comportement
intermédiaire de ces systèmes a fait que les diﬀérentes équipes se sont orientées
vers une approche semi-classique pour comprendre et caractériser ces systèmes.
D’autres travaux théoriques basés sur cette approche ont eux servi à calculer des
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quantités physiques telles que la densité d’état par la formule de trace ou les statis-
tiques spectrales. Nous nous appuierons sur cette approche semi-classique dans la
suite du manuscrit. Legrand et al. et ensuite Bogomolny et al. ont mis en évidence
via ces entités un nouvel élément permettant de décrire ces cavités habillées, les or-
bites diﬀractives [Legrand et al., 1997, Bogomolny et al., 2000]. Ces dernières sont
souvent associées à des billards en formes de polygones [Pavloﬀ and Schmit, 1995].
Un an après avoir obtenu les premiers résultats numériques, Sˇeba réalisa en
compagnie de Haake et Stöckmann les premières expériences en cavité pseudo-
intégrable [Haake et al., 1991]. Le système était constitué d’un billard rectan-
gulaire avec en son centre une antenne de diamètre faible devant les longueurs
d’ondes. Cette dernière est à la fois utilisée pour réaliser le couplage avec l’exté-
rieur, ce dernier augmentant avec la fréquence, et comme diﬀuseur ponctuel. Il
montre que pour des fréquences de plus en plus élevées i.e. pour un couplage de
plus en plus grand, la distribution des écarts présente une allure du type semi-
Poisson en accord avec les études numériques et théoriques antérieures.
En conclusion, mis à part la découverte d’une allure intermédiaire entre Pois-
son et Wigner pour la distribution P (s) des écarts entre modes plus proches
voisins, aucune autre signature du diﬀuseur ponctuel n’a été mise en évidence
expérimentalement. Cet axe de recherche est donc propice à de nouvelles études.
1.2 Approximation semi-classique : Orbites Pério-
diques et Spectres de longueurs
Comme nous le verrons ultérieurement, les expériences consistent à exciter, via
une antenne, une cavité micro-onde rectangulaire. La réponse à cette excitation
est mesurée par l’intermédiaire d’une seconde antenne et constitue un signal de
transmission. Un diﬀuseur ponctuel (en pratique très petit devant la longueur
d’onde) est-il en mesure d’aﬀecter ce signal ? Plus concrètement : une mesure de
transmission peut-elle révéler la présence d’un défaut quasi-ponctuel ? L’objectif
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est de mettre en évidence une preuve expérimentale claire de la présence des
orbites diﬀractives. Deux exemples de signaux obtenus respectivement en cavité
vide et cavité perturbée sont présentés sur la ﬁgure 1.1.
Fig. 1.1 – Comparaison des signaux de transmission obtenus respectivement en
cavité rectangulaire vide (gauche) et habillée (droite).
Les diﬀérences entre ces deux spectres montrent bien l’inﬂuence du diﬀuseur.
Il est cependant diﬃcile de quantiﬁer cet eﬀet et surtout de l’associer aux orbites
diﬀractives. On doit donc, pour extraire la signature du défaut, faire appel à des
outils plus pertinents et construits à partir de ces signaux.
Une approche semi-classique a donc été choisie pour tenter d’extraire la posi-
tion du diﬀuseur du signal de transmission. Cette théorie utilise l’approche géo-
métrique des rayons pour décrire un système même lorsque des eﬀets ondula-
toires sont présents. Ainsi, on utilisera la trajectoire d’un rayon dans un billard
pour décrire la propagation d’une onde dans une cavité. Des trajectoires parti-
culières appelées orbites périodiques (OP) constituent le squelette de l’approche
semi-classique. Comme nous allons le voir tout le long de ce chapitre, toutes les
grandeurs physiques utilisées sont construites sur cette base.
L’outil semi-classique ou géométrique choisi pour extraire l’inﬂuence d’un dé-
faut est le spectre de longueurs. Ces spectres sont calculés à partir de la den-
sité d’états ρ(k) obtenue, en cavité régulière, en utilisant la représentation semi-
classique de la fonction de Green G(~r, ~r ′) qui s’écrit comme une somme sur les
1.2. APPROXIMATION SEMI-CLASSIQUE 23
trajectoires classiques présentes dans la cavité allant d’un point ~r à un point ~r ′
[Stöckmann, 1999].
G(~r, ~r ′) =
∑
tr.cl.
Atr(~r, ~r
′) exp (iStr(~r, ~r ′)) (1.1)
où la somme porte sur les trajectoires classiques allant de ~r à ~r ′ et Str déﬁnie
l’action d’une trajectoire de longueur ℓ et est donnée dans le cas d’une cavité
rectangulaire par kℓ + π (un terme π s’ajoute à chaque réﬂexion sur une paroi).
Dans le cadre de l’approximation de la phase stationnaire, la formule de
trace semi-classique pour la densité d’états est déﬁnie comme [Stöckmann, 1999,
Gutzwiller, 1971] :
ρ(k) = Tr [Im(G(~r ′, ~r ′))] . (1.2)
.
Cette quantité s’écrit comme la somme d’une contribution moyenne et d’une
contribution oscillante.
ρ(k) = ρ(k) + ρosc(k) = ρ(k) +
∑
j
Aj exp [ikℓj ] + c.c. (1.3)
avec lj la longueur de la jieme orbite périodique et Aj son amplitude complexe
prenant en compte son facteur de stabilité et sa possible dépendance en k.
Il est pertinent de faire une parenthèse dans ce paragraphe pour énoncer
quelques propriétés de ces orbites utiles par la suite pour l’interprétation des
résultats. Les orbites périodiques sont des trajectoires qui se re-parcourent indé-
ﬁniment après n rebonds sur les parois de la cavité. Le nombre de famille d’OPs
croît linéairement (resp. exponentiellement) avec n dans un billard régulier rec-
tangulaire (resp. chaotique). Si on regarde le système à un temps suﬃsamment
long ou après un grand nombre de rebonds (t → ∞ ou n → ∞), l’ensemble des
orbites périodiques couvre spatialement la totalité du billard et explore tous les
angles de réﬂexion. Une orbite quelconque évolue constamment au voisinage d’une
OP et peut donc être déﬁnie, si ce n’est dans sa totalité, au moins morceau par
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morceau, à partir d’OPs. Ceci montre encore une fois le rôle de base joué par ces
orbites. La dernière propriété importante pour la suite est le caractère isolé ou non
de l’orbite. Dans le cas d’une cavité intégrable telle qu’un billard rectangulaire, il
est possible connaissant les dimensions de la cavité, de calculer les longueurs de
toutes les orbites périodiques présentes dans la cavité (Fig A.4).
lnm = 2
√
n2L2x +m
2L2y (1.4)
L’appendice (A) "Calcul des orbites périodiques" détaille l’obtention de cette
expression. Ces orbites forment des familles d’orbites continûment déformables et
de même longueur ; on parle alors d’orbites non isolées. Par contre dans le cas d’un
billard chaotique, d’une part aucune expression analytique permet de calculer les
longueurs de ces orbites et d’autre part elles sont quasiment toutes isolées2.
Le spectre de longueur est obtenu à partir du facteur de forme K(L) déﬁni
comme la transformée de Fourier de la fonction d’auto-corrélation C(κ) (Eq (1.5))
de la partie oscillante de la densité d’états ρ(k) (Eq (1.3)) [Biswas, 1993].
C(κ) = 〈ρosc(k + κ
2
)ρosc(k − κ
2
)〉k (1.5)
Si on écrit la moyenne sous forme intégrale :
〈f(k)〉k =
∫
dk′ f(k′)Wσ(k′ − k) (1.6)
avec Wσ une fonction normalisée à 1, centrée en zéro et de largeur typique σ, alors
C(κ) se met sous la forme :
C(κ) =
∫ ∑
i
∑
j
AiA
∗
j exp [ik(li − lj)] exp [iκ(
li + lj
2
)]W (k)dk (1.7)
Lors du traitement numérique, la fonction W (k) est représentée soit par une
fonction de Hanning, si le spectre dans son entier nous intéresse, soit par une
fonction gaussienne si seule une fenêtre spectrale est utile. La dernière étape vers
2Les Bouncing-balls sont des orbites non-isolées dans un billard chaotique
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le facteur de forme K(L) consiste à prendre la transformée de Fourier de cette
expression :
K(L) =
1
2π
∫
exp [−iκL]C(κ)dκ
=
1
2π
∑
i
∑
j
AiA
∗
j
∫
exp [−iκL] exp [iκ( li + lj
2
)]dκ∫
W (k) exp [ik(li − lj)]dk (1.8)
L’intégrale sur la variable κ donne une série de pics de Dirac centrés sur les
longueurs li+lj
2
:
K(L) =
∑
i,j
AiA
∗
jδ(L−
li + lj
2
)
∫
W (k) exp [ik(li − lj)]dk (1.9)
L’approximation diagonale, qui consiste à ne retenir que les termes diagonaux
(i = j), simpliﬁe cette expression [Stöckmann, 1999]. En eﬀet, si on intègre sur
une grande fenêtre en k, il faut pour que le terme eik∆l oscille peu et ne se moyenne
pas à zéro, que la diﬀérence li − lj soit la plus petite possible. Nous supposerons
donc que les contributions non diagonales i 6= j sont négligeables [Berry, 1977].
Il est important de faire la distinction entre les systèmes possédant ou non la
symétrie par renversement du temps [Stöckmann, 2000]. Dans un système pos-
sédant cette symétrie, deux orbites périodiques qui suivent la même trajectoire
mais la parcourent en sens opposé sont considérées comme identiques. Cette dé-
générescence est prise en compte en multipliant la somme de l’équation (1.9) par
2. L’expression ﬁnale du facteur de forme est, dans l’approximation diagonale,
donnée par [Stöckmann, 1999, Legrand et al., 1997] :
K(L) = 2
∑
i
|Ai|2δ(L− li) (1.10)
En conclusion, le spectre de longueurs apparaît, dans le cas idéal, comme une
série de pics de Dirac, d’amplitude réelle et positive, et centrés sur les longueurs
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li des orbites périodiques. La ﬁgure 1.2 donne un exemple de spectre de longueur
obtenu numériquement.
Length (m.)
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Fig. 1.2 – Exemple de spectre de longueur obtenu numériquement à partir de
11000 modes propres pour la cavité rectangulaire en présence d’un diffuseur.
Considérons maintenant une cavité habillée ou billard de Sˇeba. Une trajec-
toire classique qui heurte ce défaut peut se prolonger dans n’importe quelle di-
rection. La totalité de la trajectoire n’est donc pas connue de façon déterministe.
Dans la description ondulatoire du système, ce problème se traduit par l’appari-
tion d’un coeﬃcient isotrope de diﬀusion D, lequel ﬁxe l’amplitude du diﬀuseur
[Exner and Seba, 1996, Rahav and Fishman, 2002]. Ce coeﬃcient s’écrit, dans la
limite ka≪ 1, comme :
D = 2π− ln(ka/2)− γ + iπ/2 (1.11)
avec γ la constante d’Euler et a une longueur caractéristique pouvant être assimilée
au rayon du diﬀuseur utilisé lors des expériences. Dans un milieu perturbé par un
diﬀuseur placé en ~b, la fonction de Green est déﬁnie à partir de deux contributions
(Eq (1.12)). La première est la fonction de Green de la cavité vide, la seconde
traduit la diﬀusion de l’onde par le diﬀuseur.
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G(~r, ~r ′) = G0(~r, ~r
′) +G0(~r,~b)DG(~b, ~r ′) (1.12)
avec G0 la fonction de Green de la cavité non perturbée. Contrairement au cas
d’une cavité non perturbée, le second terme de l’équation (1.12) montre qu’une
nouvelle famille d’orbites périodiques contribue : celles qui subissent au moins une
réﬂexion sur le diﬀuseur ; elles sont appelées orbites diﬀractives (ODs).
Pour prendre en compte cette nouvelle famille d’orbites, la densité d’état s’écrit
comme :
ρosc = ρoscop + ρ
osc
od . (1.13)
Ces deux contributions, dans une cavité de surface A contenant un diﬀuseur, sont
données par [Pavloﬀ and Schmit, 1995] :
ρoscop (k) =
A
π
∑
op
′
∞∑
r=1
k√
2πrkℓop
cos(rkℓop − rnopπ − π/4) (1.14)
et
ρoscod (k) =
∑
od
′ ℓod
π
D√
8πkℓod
cos(kℓod − nodπ − 3π/4) (1.15)
où
∑′ représente la somme sur les orbites périodiques (diﬀractives) primitives de
longueur lop (lod), r le nombre de répétitions des OPs et nop (nod) le nombre de
rebonds sur les parois (sur le diﬀuseur). Nous pouvons remarquer que, grâce aux
dépendances respectives en k, les contributions les plus importantes sont associées
aux orbites périodiques. C’est pour cette raison que, dans le cas des orbites diﬀrac-
tives, les répétitions ou les concaténations d’ordre ν ne sont pas prises en compte,
leurs contributions d’ordre O(k−ν/2) étant négligeables par rapport à celles des
OPs [Pavloﬀ and Schmit, 1995].
Numériquement, il est plus aisé d’utiliser la primitive de la densité d’états
ρ(k), i.e. le nombre cumulé de modes N(k) =
∫ k
0
dk′ ρ(k′) qui compte le nombre
de modes de la cavité jusqu’à une fréquence donnée. Grâce à la formule de trace
de Gutwiller [Gutzwiller, 1971, Balian and Bloch, 1971], une expression analogue
à (1.3) est donnée pour N(k) sous forme d’une somme d’une partie moyenne et
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d’une contribution oscillante.
N(k) = N(k) +Nosc(k) (1.16)
Cette grandeur est représentée par une fonction escalier qui augmente d’une unité
à chaque valeur propre. Le facteur de forme est donc calculé en prenant la trans-
formée de Fourier de la fonction d’auto-corrélation CN de N(k).
KN(L) =
1
2π
∫
e−iκLCN(κ)dκ (1.17)
avec
CN(κ) = 〈Nosc(k + κ
2
)Nosc(k − κ
2
)〉k (1.18)
On déduit ensuite KN(L) de K(L) (Eq (1.10)) en utilisant la propriété de la
transformée de Fourier suivante [Rodier, 1982] :
TF [ρ(k)] = iL.TF [N(k)] (1.19)
et donc :
KN(L) = |N̂(k)|2 = 1
L2
|ρ̂(k)|2 = K(L)
L2
(1.20)
avec K(L) donné par l’expression (1.10).
Toutes les orbites périodiques présentes dans la cavité rectangulaire sont connues
grâce à l’expression (1.4) ce qui permet d’identiﬁer dans les spectres de longueurs
tous les pics leur étant associés. L’extraction des contributions des nouvelles or-
bites diﬀractives est ainsi facilitée.
1.3 Étude numérique des cavités rectangulaires ha-
billées
1.3.1 Fonctions propres et fréquences propres
La pertinence du choix des spectres de longueurs comme outil permettant
d’identiﬁer la contribution non-universelle des orbites diﬀractives est prouvée grâce
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à une étude numérique du système cavité-diﬀuseur. La méthode choisie est direc-
tement inspirée de celle décrite dans [Weaver and Sornette, 1995]. Contrairement
à cette approche où ils posent c = 1 pour utiliser la variable ω, on a préféré la
variable k déﬁnie comme k = ω/c. Pour calculer les modes propres de ce système,
étape indispensable pour l’obtention des spectres de longueurs, nous considérons
dans un premier temps une cavité ouverte dans laquelle se trouve une source
ponctuelle en ~s et un diﬀuseur ponctuel en ~b. Ce dernier est caractérisé par sa
force de diﬀraction t déﬁnie comme le rapport entre le champ sortant et le champ
incident. Ce paramètre dépend de k. Cette dépendance représente bien le cas
expérimental où l’eﬃcacité du diﬀuseur dépend de la fréquence. Dans un système
ouvert, le champ en un point ~r quelconque proche de ~b, s’écrit comme la somme
d’un champ provenant de la source et d’un champ issu du diﬀuseur :
Ψ(~r) = Ψsource(~r) + Ψdiffuseur(~r)
= Ψsource(~b)J0(k|~r −~b|)− i
4
Ψsource(~b)H
(1)
0 (k|~r −~b|)t(k)
(1.21)
Le diﬀuseur est considéré comme une source ponctuelle secondaire. Ψdiffuseur(~r)
est alors déﬁnit par la fonction de Green d’un milieu ouvert i.e. par la fonction de
Hankel H(1)0 . Le champ Ψ(~r) peut être décomposé en ondes entrantes et en ondes
sortantes, en développant la fonction de Bessel en fonctions de Hankel du premier
et second ordre :
Ψ(~r) = Ψsource(~b)
[
1
2
H
(2)
0 (k|~r −~b |) +
(
1
2
− i t
4
)
H
(1)
0 (k|~r −~b |)
]
(1.22)
Une expression du paramètre t est déduite de l’Eq (1.22) à partir du théorème de
la conservation de l’énergie ; les ﬂux d’énergie entrant et sortant sont égaux :∣∣∣∣12
∣∣∣∣2 = ∣∣∣∣12 − i t4
∣∣∣∣2 (1.23)
et donc
t = (α +
i
4
)−1 (1.24)
La dépendance en k du coeﬃcient t se retrouve dans le paramètre réel α.
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La section eﬃcace du diﬀuseur déﬁnie comme le rapport entre la puissance
sortante et la puissance entrante du diﬀuseur s’écrit en terme de ce paramètre t
comme suit :
σ =
|t|2
4k
ou σ =
4
k (1 + 16α2)
(1.25)
La dernière égalité est obtenue grâce à l’Eq (1.24). Dans le cas à deux dimensions,
le terme le mieux approprié serait longueur eﬃcace.
Pour le calcul des fréquences propres, on considère maintenant une cavité
fermée. Le champ résultant en un point ~r s’écrit :
G(~r, ~s) = G0(~r, ~s) +G(~r,~b)A(~b, ~s) (1.26)
où le terme A(~b, ~s) traduit l’eﬃcacité de diﬀusion du diﬀuseur placé en ~b. G0 est
la fonction de Green dans la cavité rectangulaire vide donnée par :
G0(~r,~b; k) =
∑
n,m
Φnm(~r)Φnm(~b)
k2 − k2nm
(1.27)
avec Φnm et knm respectivement les fonctions propres et les valeurs propres de la
cavité vide.
En ~r proche de ~b, le premier terme de l’expression (1.26) se développe en
fonctions de Green et de Bessel. Une nouvelle contribution au champ apparaît si
on ajoute et on soustrait la fonction de Hankel.
G(~r, ~s)|r=b =G0(~b, ~s) lim
~r→~b
{
J0(k|~r −~b|)
}
− lim
~r→~b
{
i
4
H
(1)
0 (k|~r −~b|)
}
A(~b, ~s)
+ lim
~r→~b
{
G0(~r,~b) +
i
4
H
(1)
0 (k|~r −~b|)
}
A(~b, ~s)
(1.28)
Le second terme montre que le diﬀuseur peut être vu comme une source secondaire
avec une eﬃcacité A(~b, ~s). Le dernier terme entre accolades traduit la présence
d’une nouvelle contribution au champ : celle due aux réﬂexions sur les parois
de la cavité. Dans un premier temps, pour simpliﬁer son écriture, on déﬁnit la
fonction f(~b) comme étant :
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f(~b) = lim
~r→~b
{
G0(~r,~b) +
i
4
H
(1)
0 (k|~r −~b|)
}
(1.29)
L’équation suivante est obtenue en introduisant f(~b) dans l’équation (1.28), en
prenant la limite ~r tend vers ~b et en sachant que J0 = 1 pour ~r = ~b.
G(~r, ~s)|r=b ≃
[
G0(~b, ~s) + f(~b)A(~b, ~s)
]
J0(k|~r −~b|)
+ lim
~r→~b
{
−
(
i
4
)
H
(1)
0 (k|~r −~b|)
}
A(~b, ~s)
(1.30)
Par analogie avec le cas du système ouvert, le paramètre t donnant l’eﬃcacité du
diﬀuseur est redéﬁni par le rapport entre les deux amplitudes présentes devant
les diﬀérentes fonctions de Bessel. Les deux contributions de l’équation (1.30)
peuvent être interprétées respectivement comme des ondes incidentes et diﬀusées.
Nous pouvons donc récrire l’équation (1.26) donnant le champ total comme :
G(~r, ~s) = G0(~r, ~s) +G0(~r,~b)τG0(~b, ~s) (1.31)
avec dans un système fermé, le paramètre τ déﬁni par τ = t/
[
1− f(~b)t
]
. Ce
paramètre traduit analytiquement les eﬀets dus aux réﬂexions sur le diﬀuseur
avec le paramètre t mais également via f(~b) (Eq (1.28)) celles sur les parois de la
cavité.
Les pôles de τ donnent les modes propres. Nous cherchons donc les k pour
lesquels :
f(~b)t = 1 (1.32)
En utilisant les expressions (1.24), (1.29) et le développement de la fonction de
Hankel, l’équation à résoudre devient :
α = g(~b, k) = lim
~r→~b
{
G0(~r,~b)− 1
2π
[
γ + ln(
∣∣∣~r −~b∣∣∣ k
2
)
]}
(1.33)
La somme qui déﬁnit la fonction de Green G0 (Eq (1.27)) a l’inconvénient de
ne pas converger rapidement. En faisant l’hypothèse d’un diﬀuseur placé loin
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des bords et en utilisant la procédure d’accélération de convergence décrite dans
[Weaver and Sornette, 1995], l’expression (1.33) se réduit à :
g(~b, k) ≈
∑
n,m
Φ2nm(
~b)
4k6
k8 − k8nm
− 1
4
(1.34)
La résolution graphique illustrée par la ﬁgure 1.3, où l’allure de g(k) est don-
née (courbe noire), fournie toutes les fréquences propres k du système. On note la
Fig. 1.3 – Représentation de la fonction g(k). Les astérisques et les intersections
entre g(k) (en noir) et α(k) = Cste (en rouge) représentent respectivement les knm
et le k
.
présence de singularités en chaque nombre d’onde propre knm de la cavité vide re-
présentés sur la ﬁgure par les astérisques. Les intersections entre la courbe de g(k)
et α(k) (courbe rouge) donnent les valeurs propres du système habillé. Comme il
est montré dans l’appendice (B) "Orthogonalité des fonctions propres de la ca-
vité habillée", α(k) varie logarithmiquement et donc très lentement en fonction
de k (Eq (B.31)) ce qui explique que sur la ﬁgure 1.3 ce paramètre peut être vu
comme constant. Lorsque α ≈ 0, ce qui correspond d’après (1.24) à un diﬀuseur
très eﬃcace, les valeurs propres du système habillé sont au voisinage du centre
du segment reliant deux knm successifs. Si par contre, le diﬀuseur est transparent
c’est-à-dire d’eﬃcacité nulle et donc α→∞ , les k tendent vers les knm.
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L’avantage d’une étude numérique est de pouvoir travailler sur une gamme
de fréquences très grande par rapport à celle exploitable expérimentalement. Les
simulations correspondent au cas idéal, c’est-à-dire à l’absence totale de pertes.
Il faut noter que la méthode développée initialement par R. Weaver et D.
Sornette [Weaver and Sornette, 1995] pour calculer les fréquences propres de la
cavité habillée, utilisait un paramètre α constant. Le diﬀuseur présentait alors
la même eﬃcacité de diﬀraction à chaque fréquence. Cette hypothèse entraîne
une pathologie du modèle, comme l’ont montré Shigehara et Cheon, à savoir la
non orthogonalité des fonctions propres [Shigehara and Cheon, 1996]. Nous avons
ici rétabli la dépendance en k de α pour à la fois restaurer l’orthogonalité des
fonctions propres et réconcilier les approches de Weaver et al. et Shigehara et
al. Le détail de ce calcul est présenté dans l’appendice (B) "Orthogonalité des
fonctions propres de la cavité habillée".
1.3.2 Spectres de longueurs numériques
Une fois les fréquences propres de la cavité habillée obtenues, la fonction esca-
lier N(k) est construite aﬁn d’obtenir par transformée de Fourier de N(k)−N(k),
le facteur de forme K(L) représentant le spectre de longueurs (Fig 1.5). Numé-
riquement, tous les modes propres du système sont connus sur une gamme de
fréquences donnée, le comportement moyen N(k) est alors déﬁnit par la loi de
Weyl (Eq (1.35)). C’est une loi polynomiale dont les coeﬃcients dépendent de la
surface et du périmètre de la cavité. Elle est de la forme :
N(k) =
A
4π
k2 − L
4π
k +
1
4
(1.35)
où A et L sont respectivement la surface et le périmètre de la cavité bidimen-
sionnelle utilisée lors des expériences. La constante tient compte des coins de la
cavité. Pour tracer cette loi de Weyl, nous avons considéré l’aire et le périmètre de
la cavité expérimentale c’est-à-dire A=0.3521m2 et L=2.4436m. La très grande
précision sur les dimensions a été obtenue par J.Barthélemy, en ajustant la fonc-
tion escalier N(k), déterminée dans la cas de la cavité rectangulaire, par la loi de
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Fig. 1.4 – Fonction escalier construite à partir des 11000 modes obtenus numéri-
quement et la loi de Weyl décrivant le comportement moyen du nombre cumulé
de modes.
Weyl (Eq 1.35) [Barthélemy, 2003]. Un exemple de spectre de longueurs est mon-
tré sur la Fig 1.5. Ce spectre a été construit à partir des 11000 premiers modes
de la cavité habillée calculés sur une gamme de fréquences allant jusqu’à 20GHz.
Expérimentalement, de telles gammes de fréquences sont inexploitables car les
pertes ohmiques rendent impossible l’extraction de la position en fréquence ou de
la largeur d’une résonance. La simulation a été réalisée avec un diﬀuseur placé en
x=46.5 cm et y=20 cm une des positions étudiées expérimentalement, l’origine
étant prise dans le coin en haut à gauche de la cavité. La possibilité de travailler
sur une grande gamme de fréquences oﬀre au spectre de longueurs une très bonne
résolution.
Des simulations numériques ont été réalisées sur diﬀérentes gammes de fré-
quences. La ﬁgure 1.6 présente des zooms sur les petites longueurs de spectres de
longueurs calculés numériquement à partir de diﬀérentes gammes de fréquences.
On remarque une augmentation de la résolution avec l’augmentation la largeur de
la gamme de fréquences exploitée. L’existence d’une gamme de fréquences seuil
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Fig. 1.5 – Exemple de spectre de longueur obtenu numériquement à partir de
11000 modes propres pour la cavité rectangulaire en présence d’un diffuseur. Les
lignes en pointillés sont centrées sur les longueurs d’orbites périodiques de la cavité
vide.
est ainsi mise en évidence.
La superposition aux spectres de longueurs d’une série de pics centrés sur
les longueurs des OPs du rectangle vide calculées par la méthode décrite dans
l’appendice (A) "Calcul des orbites périodiques", prouve la pertinence du choix
de cet outil semi-classique pour obtenir des informations sur les orbites présentes
dans la cavité (Fig 1.5). A première vue, tous les pics sont associés à des OPs : on
serait tenté d’en conclure que seules ces orbites contribuent. Aucune corrélation à
longue portée n’est présente dans les spectres en fréquences. Ceci signiﬁe que si les
orbites diﬀractives contribuent aux spectres de longueurs, plus particulièrement
pour de petites longueurs, c’est de façon négligeable.
Grâce à un zoom autour des longueurs de l’ordre de la taille de la cavité, on
remarque l’apparition de pics non centrés sur les longueurs d’OPs.
Ces pics représentent les contributions des orbites diﬀractives comme l’illustre
la Fig 1.7. Deux remarques peuvent être faites à partir de ces premiers résultats. La
totalité des contributions identiﬁables d’ODs est centrée sur les petites longueurs.
D’où l’intérêt de travailler sur une gamme de fréquence supérieure à la gamme seuil
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Fig. 1.6 – Spectres de longueur pour différentes gammes de fréquence. En poin-
tillés de 2 à 12GHz, en trait plein de 2 à 15GHz, en tirets de 2 à 17GHz.
pour s’assurer d’identiﬁer toutes ces contributions d’ODs. La seconde remarque
consiste à mettre an avant l’accord entre les simulations numériques et la théorie.
En eﬀet, la diﬀérence d’amplitudes des pics associés respectivement aux OPs et
aux ODs prédit par la théorie à partir des équations (1.14) et (1.15) est clairement
visible sur les spectres de longueurs numériques. Ceci sera décrit de manière plus
détaillée dans la partie (1.3.3) de ce chapitre.
Sur le spectre de longueurs de la ﬁgure 1.7 sont représentées les contributions
des ODs (pointillés) et OPs (pointillés et tirets) ayant des longueurs inférieures à
1.6m.
Un tracé des ODs ayant une contribution dans les spectres de longueurs est
représenté sur la ﬁgure 1.8. Les orbites diﬀractives les plus courtes, représentées
sur la Fig 1.8(a), sont celles qui partent du diﬀuseur et qui subissent un seul rebond
sur une des parois de la cavité. Sur les ﬁgures 1.8(b) et 1.8(c) sont représentées
des orbites ayant également un seul rebond sur le diﬀuseur mais respectivement
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Fig. 1.7 – Zoom (×104) du spectre de longueur montré en Figure 1.5 sur les
longueurs allant de 0 à 1.6m : POs (dashed sticks), DOs (dotted sticks)
deux et trois rebonds sur les parois de la cavité. Pour identiﬁer toutes les ODs,
nous les avons répertorié dans le tableau (1.1) avec leur longueur.
1er type 2nd type 3ème type
a : 0.400 e : 0.789 a : 1.454 a : 1.099
b : 0.532 f : 0.930 b : 1.575 b : 1.316
c : 0.582 g : 1.012 c : 1.625 c : 1.564
d : 0.706 h : 1.071 d : 1.734 d : 1.603
Tab. 1.1 – Longueurs en mètre des orbites diffractives représentées sur la figure
1.8 ; 1er, 2nd et 3ème type d’ODs se référent aux (a), (b) et (c) de la figure 1.8.
Les deux spectres de longueurs de la ﬁgure 1.9 représentent deux autres zooms
de spectres de longueurs obtenus pour deux positions diﬀérentes du diﬀuseur.
On y retrouve, pour les petites longueurs, des contributions d’orbites diﬀrac-
tives présentes dans la cavité. Des concaténations d’ODs sont également mises en
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Fig. 1.8 – Trois différents types d’orbites diffractives à 1 rebond sur le diffuseur :
(a) direct self-retracing DOs (1st kind), (b) self-retracing DOs (2nd kind), (c)
3-bounce DOs (3rd kind).
évidence. Les orbites a,b,c et d présentes sur ces ﬁgures sont celles représentées
sur la ﬁgure 1.8(a).
Malgré l’importante diﬀérence d’amplitudes entre les contributions d’OPs et
d’ODs, les résultats numériques mettent en avant une signature géométrique du
diﬀuseur ponctuel et montrent la pertinence des outils semi-classiques pour trai-
ter ce problème. Il reste maintenant à montrer que les orbites diﬀractives sont
accessibles expérimentalement.
1.3.3 Particularités des systèmes à diffuseur unique
P(s) : Poisson vs Wigner
L’allure de la distribution P (s) des écarts entre deux résonances plus proches
voisines permet de connaître à quelle classe de billard appartient le cavité habillée
par un diﬀuseur. Cette distribution montre l’existence ou non de répulsion entre
deux niveaux voisins. La théorie des matrices aléatoires prédit uniquement le
comportement de quantités ﬂuctuantes. Si on applique ceci au nombre cumulé de
mode N(k), il faut s’aﬀranchir de la contribution moyenne. Cette étape porte le
nom de redressement et consiste concrètement à déﬁnir le paramètre s comme
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Fig. 1.9 – Spectres de longueur théoriques de la cavité vide en pointillés et
avec diffuseur en trait plein avec respectivement a=0.11m c=0.26m d=0.28m
b=0.67m et a=0.07m c=0.26m d=0.27m b=0.67m voir figure 1.8(a).
suit :
s = N(ki+1)−N(ki) (1.36)
avec ki les valeurs propres du système. Le paramètre s est sans dimension et
l’espacement moyen est normalisé à 1, par construction.
Dans le cas d’une cavité régulière, si un très grand nombre de modes propres
sont connus alors la distribution P (s) est décrite par une décroissance exponen-
tielle c’est-à-dire de type Poisson, traduisant un spectre sans corrélations et la
présence d’un très grand nombre de quasi-dégénérescences :
P (s) = exp [−s] (1.37)
La statistique suivie par un système chaotique et prédite par la théorie des ma-
trices aléatoires est du type GOE. La probabilité P (s) a un comportement du
type Wigner 3 :
P (s) =
π
2
s exp
[−πs2
4
]
(1.38)
Ces deux comportements sont représentés sur la ﬁgure 1.10. Cette ﬁgure illustre
bien la principale diﬀérence entre les deux types de cavités. Les cavités chaotiques
3Cette relation est une très bonne approximation de l’expression prédit par la théorie des
matrices aléatoires pour la distribution P (s) dans le cas de billards chaotiques
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présentent une répulsion de niveau c’est-à-dire une probabilité nulle d’avoir deux
niveaux voisins aussi proche que l’on veut. Tandis qu’une cavité intégrable (e.g
rectangulaire) est caractérisée par un très grand nombre de quasi-dégénérescences
se traduisant par une probabilité maximale d’avoir deux niveaux voisins aussi
proches que possible.
Le fait que chaque fréquence propre du système cavité-diﬀuseur soit comprise
entre deux fréquences propres de la cavité vide peut laisser croire que le comporte-
ment du P (s) associé à ce système est proche de celui obtenu en milieu intégrable.
Cependant, le billard de Sˇeba peut être vu comme la limite d’un billard de Sinaï
avec le diamètre du disque qui tend vers zéro et donc avoir un P (s) du type GOE.
Pour des faibles forces de diﬀraction i.e. des grandes valeurs du paramètre α
(diﬀuseur transparent), le comportement est très proche d’un comportement de
type Poisson. Ce résultat est prévisible si on regarde la ﬁgure 1.3 car si α → ∞
alors les valeurs propres de la cavité perturbée tendent vers celles de la cavité
vide. Le diﬀuseur ne perturbe que très peu le milieu et l’allure du P (s) converge
vers une allure "Poissonienne" et donc le milieu reste intégrable. Le résultat est
Fig. 1.10 – P(s) numérique.
tout autre pour des forces de diﬀractions très importantes. En eﬀet, pour une
valeur de α proche de zéro, c’est-à-dire un diﬀuseur très eﬃcace, l’allure du P (s)
s’éloigne pour les faibles écarts d’un comportement du type Poisson car une nette
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répulsion de niveau est présente mais ne suit pas pour les grands écarts une évolu-
tion du type Wigner propre aux systèmes chaotiques. L’origine de la chaoticité du
milieu n’est plus la taille du diﬀuseur (comparable aux longueurs d’ondes) mais
sa grande force de diﬀraction. Les équipes de Cheon et Sˇeba au début des années
90 et de Bogomolny à la ﬁn des années 90 ont montré numériquement que ce
comportement intermédiaire était caractéristique de systèmes pseudo-intégrables
[Cheon and Cohen, 1989, Seba, 1990, Bogomolny et al., 2001]. En 1990, l’équipe
de Haake dont faisait parti Sˇeba mettait en avant expérimentalement ce compor-
tement [Haake et al., 1991]. Par comparaison avec le système expérimental, décrit
ultérieurement, sa cavité rectangulaire était habillée par une antenne de diamètre
faible devant les longueurs d’ondes mais pénétrant suﬃsamment dans la cavité
pour qu’elle soit perturbatrice et ainsi augmenter la diﬀusion. La distribution
P (s) attendue pour ces billards pseudo-intégrables est proche de la distribution
baptisée semi-Poisson [Bogomolny et al., 2001], son expression est donnée par :
P (s) = 4s exp [−2s] (1.39)
Dépendance en k des contributions associées aux OPs et aux ODs
Les modules carrés des amplitudes des relations (1.14) et (1.15) montrent une
dépendance en 1/k pour les ODs et en k pour les OPs.
Pour mettre en avant cette diﬀérence de comportement, uniquement une partie
du spectre en fréquence entre 0GHz et 25GHz est utilisée pour calculer les spectres
de longueurs, contrairement aux simulations précédentes où tout le spectre est
considéré. Les diﬀérents spectres de longueurs représentés sur la ﬁgure 1.11 sont
calculés en délimitant la gamme de fréquences utile par une fonction W (k) (Eq
(1.6)) décrite par une gaussienne normalisée, centrée respectivement en 10, 15 et
20GHz et de variance 2GHz.
Ces spectres ont été obtenus pour un diﬀuseur placé en x = 46.5 cm et y =
20 cm. Nous avons également superposé le spectre obtenu en considérant toute la
gamme de fréquences en utilisant une fonction de Hanning de largeur 30GHz.
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Fig. 1.11 – Dépendance en k des amplitudes des pics associés aux OPs et aux
ODs. Spectres de longueurs obtenus avec des gaussiennes normalisées, de variance
(2GHz) et centrées en 10GHz (trait plein), 15GHz (pointillés) and 20GHz (ti-
rets).
Les dépendances respectives en 1/k et k des ODs et OPs sont représentées sur
la ﬁgure 1.11. Ce résultat est une nouvelle preuve de la pertinence du choix d’une
approche semi-classique pour étudier ce problème de billard pseudo-intégrable.
1.4 Étude expérimentale des cavités rectangulaires
habillées
1.4.1 La cavité micro-ondes bidimensionnelle
Si on considère un milieu conducteur homogène, l’établissement d’une onde
électromagnétique stationnaire de pulsation k est décrite par les équations de
Maxwell stationnaires :
~∇× ~E = iωµ ~H (1.40)
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~∇× ~H = ~J − iωǫ~E (1.41)
~∇. ~E = ρ
ǫ
(1.42)
~∇. ~H = 0 (1.43)
où ǫ et µ sont respectivement la permittivité électrique et la perméabilité ma-
gnétique du milieu homogène ; ~J et ρ représentent les densités de courant et de
charges volumique. L’évolution temporelle de l’onde est supposée être de la forme
e−iωt. L’équation de Helmholtz est obtenue en combinant les deux premières équa-
tions de Maxwell ((1.40) et (1.41)) et en supposant l’absence totale de charge et
de courant ( ~J = ~0 et ρ = 0). Cette équation est de la forme :
(∆ + k2) ~E = 0 (1.44)
avec k2 = ω/v et ǫµv2 = 1 où v est la vitesse de l’onde dans le milieu. Une
équation similaire est trouvée pour le champ magnétique ~H en considérant les
deux autres équations de Maxwell. Si on considère le cas d’une cavité de géométrie
quelconque (ﬁg 1.12) constituée par des parois parfaitement conductrices et d’un
milieu représenté par le vide alors les champs électrique et magnétique doivent
être respectivement normal et tangent à la surface. Ces conditions sur le contour
s’écrivent comme ceci :
E‖ = 0 et H⊥ = 0 (1.45)
La résolution de l’équation (1.44) avec les conditions aux bords précédentes fournit
les modes propres de la cavité. Deux types de solutions sont possibles ; les modes
Transverses Électriques (TE) et les modes Transverses Magnétiques (TM) selon
que l’on annule la composante z du champ électrique ou du champ magnétique
[Jackson, 2001].
Pour les modes TE, l’annulation du champ magnétique en z = 0 et z = h (h
étant la hauteur de la cavité considérée) conduit à :
Bzα sin(p
πz
h
) avec p 6= 0 (1.46)
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Fig. 1.12 – Exemple de cavité de hauteur h.
Pour les modes TM, le champ électrique s’annule sur les parois supérieure et
inférieure de la cavité. Nous avons donc :
Ezα cos(p
πz
h
) avec p entier (1.47)
Lorsque l’épaisseur de la cavité est inférieure à la moitié de la plus petite lon-
gueur d’onde utilisée, seuls les modes TM d’ordre 0 vériﬁent l’Eq (1.44) [Jackson, 2001].
Ces derniers étant déﬁnis comme :
~B =

Bx(x, y)
By(x, y)
0
et ~E =

0
0
Ez(x, y)
(1.48)
avec
(∆ + k2)Ez(x, y) = 0 (1.49)
Ez(x, y)|C = 0 (1.50)
L’invariance selon z des solutions permet de considérer la cavité comme bidimen-
sionnelle et de l’assimiler à un billard. De plus, le problème initialement vectoriel
est ramené à un problème d’onde scalaire régit par l’équation (1.49) et s’établis-
sant dans un milieu 2D. Il suﬃt de connaître, par exemple, la composante selon z
du champ électrique, Ez, pour résoudre le problème électromagnétique. Grâce à
cette restriction un lien direct avec la mécanique quantique peut être fait car les
équations de Schrödinger stationnaire et de Helmholtz sont équivalentes. L’ana-
logie entre une onde dans la cavité 2D est une particule quantique dans un puits
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de potentiel inﬁni à 2D est parfaite. Cette analogie explique le fait que les cavités
électromagnétiques sont souvent utilisées pour étudier le chaos quantique.
Si on considère le cas d’une cavité bidimensionnelle rectangulaire, le problème
aux valeurs propres avec les conditions aux bords de Dirichlet peut s’écrire de
façon générale à partir de la fonction de Green de la cavité rectangulaire G0.
En posant c = 1 pour simpliﬁer l’écriture, l’équation de Helmhotz devient :[
k2 +∇2]G0(~r, ~r′; k) = δ2(~r − ~r′) (1.51)
avec
G(~r,~b; k) =
∑
n,m
Φnm(~r)Φnm(~b)
k2 − k2nm
(1.52)
La résolution de l’équation homogène
∇2φnm(~r) = −k2φnm(~r) (1.53)
fournie une expression analytique à la fois pour les modes propres
φnm(x, y) =
√
4
LxLx
sin(n
πx
Lx
) sin(m
πy
Ly
) (1.54)
et les valeurs propres :
knm = π
√
n2
π2
L2x
+m2
π2
L2y
(1.55)
n et m les nombres quantiques déterminent le nombres de ventres selon x et y.
Expérimentalement, la fonction propre φnm est représentée par la composante
Ez du champ électrique. Lx et Ly sont les dimensions caractéristiques de la cavité
rectangulaire valant respectivement 756.21mm et 456.64mm pour la cavité utilisée
expérimentalement. La hauteur de la cavité est égale à 5mm et vériﬁe donc la
condition h < λ/2 nécessaire pour que la cavité puisse être considérée comme
bidimensionnelle.
La cavité est conçue en superposant plusieurs couches. Les deux plaques de
Dural utilisées comme faces externes assurent à l’ensemble une bonne rigidité. Pris
en sandwich entre les deux plaques de Dural, deux plaques de cuivre d’épaisseur
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respective 5mm et 0.5mm et un cadre en cuivre d’épaisseur 5mm et aux bords
de largeur 2 cm forment la cavité. Le cuivre de qualité OFHC a été choisi pour
concevoir la cavité en raison de sa grande conductivité électrique. Cette qualité
de cuivre a l’inconvénient de s’oxyder. Le bon état de surface, essentiel pour les
expériences, est assuré en nettoyant ces plaques cuivrées par un acide (Citranox).
Les pertes ohmiques sont ainsi minimisées car elles sont dues à l’eﬀet Joule induit
par des courants de surface s’établissant dans une couche de profondeur donnée
par l’épaisseur de peau δ =
√
2/µσck. Les pertes ohmiques présentes dans la
cavité sont pour l’essentiel responsables de l’élargissement des résonances et donc
de la dégradation des signaux.
Fig. 1.13 – Dispositif expérimental composé d’une cavité micro-ondes et d’un
analyseur de réseau vectoriel piloté par ordinateur .
La cavité est complétée par un dispositif de 25 vis traversantes réparties sur
tout le périmètre pour garantir un serrage important et uniforme. L’environnement
électromagnétique de la cavité n’inﬂuence donc pas son intérieur car les ouvertures
susceptibles d’exister entre deux éléments composant la cavité sont réduites. Ce
dispositif assure également un contact uniforme entre les couches permettant ainsi
de maintenir la cavité à une équipotentielle.
Des antennes, ﬁxées dans la plus épaisse des plaques de cuivre, pénètrent dans
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la cavité pour assurer le couplage de celle-ci avec l’analyseur de réseau permettant
ainsi l’injection d’énergie dans la cavité. Ces antennes, au nombre de 10 et posi-
tionnées aléatoirement, sont généralement utilisées pour des fréquences pouvant
aller jusqu’à 18Ghz et possèdent une impédance de 50Ω. Ces antennes peuvent
être considérées comme quasi-ponctuelles car leur diamètre de 1.27mm est très
petit devant les longueurs d’ondes utilisées.
L’intensité du couplage de la cavité dépend très fortement de la longueur
de pénétration des antennes à l’intérieur de la cavité. Un compromis est à faire
entre eﬃcacité de couplage et perturbation engendrée par les antennes. En eﬀet, si
l’antenne pénètre trop dans la cavité, elle devient perturbatrice et joue alors le rôle
de diﬀuseur. En revanche, si l’antenne pénètre peu, alors le couplage est faible, ce
qui diminue considérablement le rapport signal sur bruit, l’exploitation du signal
devenant alors très délicate. Expérimentalement, le meilleur compromis est obtenu
avec une longueur optimale de pénétration de 2mm [Barthélemy et al., 2005].
En transmission l’antenne réceptrice couple de la puissance vers l’extérieur
introduisant ainsi une contribution supplémentaire aux pertes. Ces pertes sont
proportionnelles à l’intensité du champ électrique au niveau de l’antenne émet-
trice [Barthélemy et al., 2005]. Expérimentalement, pour que ces pertes soient
indépendantes du couple d’antennes utilisé pour réaliser la mesure, une charge
d’impédance 50Ω, identique à celles des câbles et de l’analyseur de réseau, est
connectée à chaque antenne non utilisée.
L’utilisation d’autant d’antennes rend possible la mesure de Ez en divers points
de la cavité. La probabilité qu’un mode ait un noeud au niveau d’une des antennes
utilisées et donc qu’il ne soit pas identiﬁé n’est pas négligeable. L’utilisation de dif-
férents couples d’antennes permet de rendre cette probabilité nulle et donc d’iden-
tiﬁer tous les modes de la cavité. L’ajustement de la fonction escalier construite à
partir de toutes les fréquences propres obtenues avec chaque couple se fait, ainsi,
par la loi de Weyl, comme évoqué dans la première partie de ce chapitre.
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Fig. 1.14 – Signal de transmission obtenu en cavité rectangulaire entre 2GHz et
5GHz.
1.4.2 L’analyseur de réseau vectoriel : HP8720D
La cavité et l’analyseur sont reliés par l’intermédiaire de câbles blindés de lon-
gueurs 1.5m (NTC195 de marque Flexco). Ces derniers permettent un couplage
de la puissance fournie (mesurée) par l’analyseur de réseau vers l’intérieur (exté-
rieur) de la cavité via les antennes. Ils sont ﬂexibles, d’impédance 50Ω comme les
antennes. Les câbles assurent à l’onde lors de la propagation un déphasage faible
de 0.15◦ et, grâce à leur blindage, des pertes minimales de l’ordre de 0.025 dB
pour des fréquences inférieures à 5GHz et pour une courbure quelconque.
L’analyseur de réseau utilisé est un HP8720D. Cet appareil couvre une gamme
de fréquence allant de 50Mhz à 20GHz. Les deux ports présents sur la face avant
permettent son utilisation aussi bien en tant qu’émetteur que de récepteur d’ondes
hyper-fréquences. L’analyseur de réseau calcule la matrice complexe de diﬀusion
composée des éléments Sij avec i = 1, 2 (en transmission i 6= j et i = j en ré-
ﬂexion). Le paramètre Sij (Sii) est calculé en eﬀectuant le rapport entre l’onde
transmise (réﬂéchie) et l’onde incidente mesurées toutes deux en quadrature de
phase. La réciprocité du milieu est prouvée en s’assurant de la symétrie des me-
sures i.e que les signaux de transmission obtenus respectivement en calculant le
paramètre S12 et le paramètre S21 sont identiques comme l’illustre la ﬁgure 1.15.
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Fig. 1.15 – Comparaison de signaux de transmission : S12 vs S21
La procédure de calibration
Expérimentalement, les signaux mesurés suite à l’excitation de la cavité cor-
respondent à la réponse du système cavité-câbles-antennes (CCA). Pour obtenir
une réponse propre à la cavité, une calibration précède la mesure du paramètre
S12. Cette calibration supprime des signaux de transmission la modulation due
à la propagation de l’onde dans la totalité des câbles. Pour cela, les deux câbles
connectés à l’analyseur de réseau par les deux ports sont reliés entre eux via à
un étalon. L’analyseur envoie des ondes à travers l’étalon et mesure la réponse
associée à l’ensemble câbles-étalon. Connaissant la réponse de l’étalon, l’analy-
seur extrait de cette réponse les eﬀets dus à la propagation dans les câbles pour
ensuite corriger chaque signal mesuré dans le système CCA. Les eﬀets liés à la
propagation dans les antennes, néfaste uniquement lors de mesures en réﬂexion,
ne peuvent pas être supprimés car il est impossible de relier directement l’étalon
aux antennes.
La calibration permet également de conﬁgurer l’analyseur de réseau. Le faible
nombre de points maximum (1601 points) utilisé pour discrétiser en fréquence le
signal de transmission oblige, par soucis de résolution, à réaliser des expériences
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par fenêtre de 500MHz. Il y autant de fenêtres spectrales que de calibrations réa-
lisées. Par fenêtre de mesure, le nombre de balayages et le temps de mesure en
un point sont également choisis. La multiplication des balayages en fréquences sur
une fenêtre permet de s’aﬀranchir du bruit ; ce dernier étant de moyenne nulle.
L’inﬂuence du bruit diminue avec la fréquence. Ce nombre de passage passe de 5
pour des fréquences inférieures à 2.5GHz, à 3 jusqu’à 4GHz et vaut 1 pour des
fréquences supérieures. Le second paramètre est l’IFBandwidth. L’inverse de ce
paramètre donne le temps mis par l’analyseur pour eﬀectuer la mesure en chaque
point. Plus ce temps est important plus la mesure est de bonne qualité. Lors des
expériences, il est toujours égale à 100Hz. 16 secondes sont donc nécessaires pour
eﬀectuer un balayage en fréquences sur une fenêtre de 500MHz. Pour s’assurer
d’obtenir une réponse propre au système étudié et du bon paramétrage de l’ana-
lyseur, une calibration est réalisée avant chaque mesure. Ce protocole calibration-
mesure est sensiblement facilité grâce au pilotage de l’analyseur de réseau par un
ordinateur.
Le pilotage par Labview
Le pilotage s’eﬀectue grâce à un ordinateur muni d’une carte GPIB directement
relié à l’analyseur de réseau. Le logiciel utilisé est Labview, les programmes ont été
écrits par G. Sauder, l’ingénieur " Mesures Physiques " du laboratoire. L’intérêt
de ce pilotage est de diminuer la durée d’une campagne de mesures composée
d’une calibration et d’une mesure sur chacune des fenêtres de 500MHz. Pour
cela, la première étape consiste à faire les calibrations correspondant à chacune
des fenêtres.
Ces calibrations sont ensuite enregistrées dans l’ordinateur. Une fois cette
étape eﬀectuée, l’expérimentateur peut choisir par l’intermédiaire d’une inter-
face (voir Fig 1.16) les fenêtres sur lesquelles il souhaite eﬀectuer les mesures.
L’ordinateur va ainsi charger les calibrations sélectionnées dans l’analyseur aﬁn
de le paramétrer et de réaliser les mesures qui sont ﬁnalement enregistrées sur
l’ordinateur.
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Fig. 1.16 – Interface graphique permettant le pilotage de l’analyseur de réseau.
1.4.3 Les expériences réalisées en cavité habillée
Les expériences sont réalisées sur une gamme de fréquences allant de 2GHZ
à 5GHz. Le défaut introduit dans la cavité micro-ondes est un diﬀuseur cylin-
drique en cuivre de hauteur 5mm comme la cavité. Il est considéré comme quasi-
ponctuel car son diamètre de 6mm est petit devant les longueurs d’ondes utilisées
comprises entre 6 cm et 15 cm. Contrairement à l’étude numérique, l’eﬃcacité du
diﬀuseur est varie avec la fréquence car expérimentalement le diﬀuseur possède
une taille petite mais ﬁnie. Les diﬀérentes sources de pertes limitent la gamme
de fréquences exploitable contrairement aux simulations numériques correspon-
dant au cas idéal sans pertes. Ces pertes ont comme eﬀet néfaste l’élargissement
δν des résonances dans les signaux de transmission, celui-ci augmentant avec la
fréquence. Cet élargissement est d’autant plus néfaste à hautes fréquences que le
δν devient, alors, comparable à l’écart moyen entre deux résonances voisines. Ce
dernier diminue avec la fréquence car le nombre de résonances augmente avec le
carré de la fréquence (Eq (1.35)). Un recouvrement important entre résonances
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apparaît et limite la gamme de fréquences exploitable entre 2GHz et 5GHz. La
cavité est toujours bidimensionnelle car les fréquences utilisées sont inférieures à
la fréquence de coupure de 30GHz.
La gamme totale de fréquences de 3GHz est divisée en 6 fenêtres de 500MHz.
Sur chacune d’elles une calibration en réponse et une mesure en transmission sont
réalisées. Cette procédure calibration-mesure est faite pour 43 positions du diﬀu-
seur. Le diﬀuseur est déplacé parallèlement aux grands côtés par pas de 1.5 cm
à partir de la première position de coordonnées x=10.5 cm et y=13 cm. Ce pas
correspond au quart de la plus petite longueur d’onde utilisée. Grâce au pilotage
de l’analyseur par ordinateur, l’expérimentateur n’intervient qu’au niveau du dé-
placement du diﬀuseur. Cette étape est fastidieuse car elle nécessite l’ouverte et
ensuite la fermeture de la cavité ce qui implique un cycle dévisage-serrage des 25
vis.
Sur cette gamme de fréquences, le nombre de modes détectés varie entre 160 et
200 selon le couple d’antennes utilisé. La loi de Weyl prévoit environ 350 modes.
Ainsi, pour être sûr d’identiﬁer toutes les fréquences propres du système, la pro-
cédure consiste à mesurer le signal de transmission pour les 45 combinaisons d’an-
tennes possibles et ce pour les 43 positions du diﬀuseur. La calibration est, elle,
valable quel que soit le couple d’antennes choisi. Pour chaque position du diﬀu-
seur, 350 modes sont détectés grâce aux 45 couples d’antennes. Pour limiter le
temps de l’expérience, nous nous sommes assurés que l’utilisation de seulement 3
couples d’antennes sur les 45 possibles est suﬃsante pour identiﬁer tous les modes
propres du système. Pour être certain que tous les modes propres du système sont
identiﬁés, il faut vériﬁer que l’ajustement par la loi de Weyl de la fonction escalier
N(k), construite à partir de ces modes, est correcte.
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1.5 Exploitations des résultats et interprétations
1.5.1 Extractions des fréquences propres à partir des si-
gnaux de transmission
L’analyseur de réseau fournit un signal de transmission complexe Sab corres-
pondant à la réponse du système cavité-diﬀuseur à une excitation extérieure. Les
paramètres pertinents pour le calcul des spectres de longueurs, tels que la posi-
tion exacte fn de la n-ième résonance, sa largeur Γn et son amplitude An, sont
extraits des signaux grâce à une procédure d’ajustement. L’algorithme utilisé se
base sur une formule du type Breit-Wigner [Barthélemy, 2003] qui décrit le signal
de transmission complexe comme une somme de lorentziennes complexes :
Sab(f) =
∑
n
Aabn
f 2 − f 2n + ifnΓn
(1.56)
a et b sont les antennes utilisées et An l’amplitude complexe de chaque résonance
de la forme αabn + iβ
ab
n .
Fig. 1.17 – En rouge les ajustements réalisés à partir de 1.56 pour chaque réso-
nance.
La ﬁgure 1.17 montre que l’ajustement fait par cet algorithme est de bonne
qualité malgré le recouvrement entre résonances. Chaque tracé en rouge corres-
pond à l’ajustement d’une résonance par une lorentzienne de la forme (1.56).
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Il est important de remarquer que lorsqu’il y a un recouvrement important entre
plusieurs résonances voisines, l’ajustement est indispensable car la fréquence de ré-
sonance fn ne correspond pas forcement à un maximum du signal de transmission.
Cet algorithme d’ajustement utilise deux méthodes de minimisation, "Levenberg-
Marquadt Method" [Marquardt, 2005] et "Downhill Simplex Method : Amoeba"
[Press et al., 1997]. La première utilise la "méthode du gradient" loin du minimum
et "l’approximation parabolique" proche du minimum. C’est une méthode exacte
pour les paramètres intervenant linéairement dans notre ajustement (α et β dans
notre cas). La seconde méthode utilise comme ansatz les valeurs moyennes des
paramètres obtenus par la méthode précédente. C’est une méthode géométrique
qui, par transformations successives, réduit l’espace des phases déterminé par les
paramètres initiaux, autour du minimum [Barthélemy, 2003]. Ce programme a été
Fig. 1.18 – Capture d’écran du programme interactif de traitement des mesures
Together.
ensuite intégré dans une interface de travail, “Together ”, développée par l’équipe
du Professeur Stöckmann et J.Barthélemy. Dans une zone à fort recouvrement, il
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est possible que la procédure d’ajustement n’identiﬁe pas toutes les résonances.
Ces oublis sont visibles grâce à la superposition du spectre initial et de son ajus-
tement sur cette interface. Ces erreurs d’ajustement sont corrigées en imposant
la présence d’une résonance à une fréquence donnée. Cette partie du travail est
une partie très longue et très importante. Toutes les résonances propres sont dé-
terminées avec une résolution égale au moins au dixième de l’espacement moyen
entre deux résonances voisines. Meilleure est la précision sur la position de chaque
résonance, plus les grandeurs déduites, comme le nombre cumulé de modes et le
spectre de longueur sont correctement évaluées. Après ce travail minutieux, nous
pouvons visualiser, toujours via cette interface, toutes les fréquences détectées par
les couples d’antennes utilisés comme le montre la ﬁgure 1.18 où chaque résonance
est représentée par une croix. Chaque ligne correspond à un couple d’antennes uti-
lisé.
1.5.2 La cavité non perturbée
Ce retour en arrière est réalisé dans le but de vériﬁer, dans la cavité rectangu-
laire vide, si les résultats expérimentaux concordent avec les résultats analytiques.
Les 350 modes prévus par la loi de Weyl sur la gamme de fréquences étudiée sont
identiﬁés. L’ajustement de la fonction escalier N(k) se fait donc, comme le montre
la première partie de la ﬁgure 1.19, par un polynôme de degré 2 en accord avec
la loi de Weyl. La seconde image de la ﬁgure 1.19 montre que les écarts entre
l’ajustement et la fonction escalier sont localisés sur des petites gammes de fré-
quences. Aucune information n’est donc perdu sur les temps courts ou sur les
petites longueurs dans les spectres de longueurs i.e. là où les orbites diﬀractives
sont majoritaires et identiﬁables. Car comme nous l’avons observé numériquement,
les orbites diﬀractives contribuent principalement pour de petites longueurs.
La fonction de corrélation à deux points ou la "fonction d’auto-corrélation"
C(κ) (Eq(1.5)) est calculée à partir de la diﬀérence entre N(k) et N(k). Avant de
calculer C(κ), une discrétisation du spectre avec un pas δf plus petit que l’écar-
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Fig. 1.19 – Fonction escalier N(k) et un zoom exhibant les écarts en N(k) son
ajustement.
tement minimal entre deux résonances a été eﬀectuée. Cette discrétisation (faite
avec une puissance de 2 pour utiliser les algorithmes de FFT) permet d’obtenir
un spectre de longueurs sur une plus grande gamme de longueurs.
La ﬁgure 1.20 montre la comparaison faite entre un spectre de longueurs expé-
rimental et un spectre de longueurs numérique dont on sait qu’il contient toutes
les contributions des OPs. Les OPs ayant une longueur inférieure à 5m ont été
considérées ici.
Un bon accord qualitatif est trouvé entre les deux spectres de longueurs. En
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Fig. 1.20 – Comparaison du spectre de longueur théorique et des orbites calculées
directement (traits bleus).
eﬀet, la dégradation de la résolution empêche d’extraire, comme dans le cas nu-
mérique, la contribution individuelle de chaque OP.
Cet accord entre ces deux spectres de longueurs valide, en plus du choix des
spectres de longueurs comme outil, l’ajustement de la fonction escalier par un po-
lynôme de degré 2. Ceci prouve que le spectre de longueurs est un outil pertinent
pour extraire des signaux de transmission la signature du diﬀuseur ponctuel mal-
gré les faibles diﬀérences qui existent entre celui de la cavité vide et ceux mesurés
en cavité habillée (Fig 1.20).
1.5.3 La cavité habillée
La signature géométrique du diﬀuseur dans les spectres de longueur est mise
en avant, comme le montre la ﬁgure 1.22, en superposant à ces spectres une
série de pics centrés sur les longueurs des OPs calculées précédemment et ceci
pour chaque position du diﬀuseur. Les OPs encore présentes dans la cavité sont
ainsi identiﬁées et l’apparition de pics dus à la réﬂexion sur le diﬀuseur peut être
observée. L’extraction des contributions associées aux orbites diﬀractives est donc
possible.
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Avant de regarder les diﬀérents spectres de longueurs, nous avons calculé la
distribution des écarts P (s) expérimentale. Le paramètre s est toujours déﬁni
comme étant la diﬀérence N(ki+1) − N(ki) avec les valeurs propres ki obtenues
par l’ajustement du signal de transmission (Eq (1.56)). Sur la ﬁgure 1.21, l’histo-
gramme des écarts décrit bien un comportement du type semi-Poisson, en accord
donc avec la théorie et l’étude numérique.
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Fig. 1.21 – Histogramme expérimental de P(s) dans la cavité perturbée ; Loi
Semi-Poisson : P (s) = 4se−2s (trait continu).
En observant le spectre de la ﬁgure 1.22, on remarque que le problème de
résolution entraîne la présence de pics très larges englobant la contributions de
plusieurs orbites. La signature du diﬀuseur ne peut donc pas être extraite en
regardant quel pic disparaît entre deux spectres de longueurs associés à deux
positions diﬀérentes du défaut.
Par contre, comme dans le cas numérique, des pics, ne correspondant pas
aux OPs, apparaissent. Le calcul des longueurs des orbites (a), (b), (c) et (d)
(Fig1.23) pour la première position prouve que le pic présent au début du spectre
de la ﬁgure 1.22 contient les contributions des trois premières ODs de longueurs
respectives 21 cm, 26 cm et 67 cm (traits rouges). Les autres pics non associés
aux OPs correspondent soit à d’autres ODs comme le pic centré en 1.3m qui est
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Fig. 1.22 – Spectre de longueur correspondant à la position 1 du diffuseur et
localisation des OPs (traits bleus)
associé à l’orbite (d), soit à des combinaisons linéaires d’orbites.
Fig. 1.23 – Quatre orbites particulières liées à la présence du diffuseur.
Comme le déplacement du diﬀuseur se fait parallèlement aux grands côtés par
pas de 1.5cm, les orbites (a) et (b) dues à la réﬂexion entre le diﬀuseur et les
grands côtés de la cavité et de longueur respectives 26 cm et 67 cm sont présentes
sur les 43 spectres de longueurs dont des exemples sont donnés avec la ﬁgure
1.25. Les orbites (c) et (d) (Fig 1.23), vont quant à elles, pour chaque position
du diﬀuseur, être respectivement allongées et raccourcies de 3 cm par aller-retour
si on considère que l’orbite est déﬁnie comme une trajectoire dont les points de
départ et d’arrivée sont le diﬀuseur.
A ce niveau, une comparaison peut être faite avec les résultats numériques.
Expérimentalement, la diﬀérence d’amplitude, entres les contributions des OPs
et celles des ODs, est beaucoup moins importante. Tout en étant plus faibles, les
60 CHAPITRE 1. LES CAVITÉS MICRO-ONDES HABILLÉES
amplitudes des pics associés aux aux ODs sont du même ordre de grandeur que
celles associées aux OPs (Fig 1.22). Ceci peut s’expliquer par la taille ﬁnie du
diﬀuseur entraînant une nouvelle dépendance en k des contributions des ODs.
On peut montrer que les orbites contribuant majoritairement aux spectres de
longueurs sont les OPs en calculant leur robustesse. Pour cela, un " spectre " ﬁc-
tif correspondant à la somme des 43 spectres associés aux diﬀérentes positions du
diﬀuseur métallique est calculé (Fig 1.24). A l’exception du pic très large regrou-
pant les contributions de toutes les plus courtes ODs, les orbites périodiques sont
bien majoritaires. La comparaison de ce spectre résultant de la somme (Fig 1.24)
avec le spectre de longueurs de la ﬁgure 1.22 montre l’apparition d’un "oﬀset".
Ce dernier correspond vraisemblablement à la somme de toutes les contributions
des orbites diﬀractives.
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Fig. 1.24 – Spectre de longueur correspondant à la somme des 43 spectres et
localisation des OPs en pointillés
Une fois le défaut détecté, est-il possible de suivre le défaut lors d’un éventuel
déplacement ?
L’exploitation des spectres de longueurs montre la possibilité de suivre le dif-
fuseur lors de son déplacement. Nous venons de mentionner que les orbites (c)
et (d) ont une longueur qui varie en fonction de la position du diﬀuseur. Malgré
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la diﬃculté de suivre l’évolution d’une seule orbite à la fois, nous avons mis en
évidence cette variation de longueur sur les spectres. En regardant les spectres de
longueurs de la ﬁgure 1.25, on observe que les pics associés aux orbites (c) (vert)
et (d) (rouge) vont pour une position du diﬀuseur inférieure à la nř19 (centre de la
cavité) se rapprocher jusqu’à se confondre, puis s’éloigner pour un diﬀuseur placé
dans la seconde moitié de la cavité.
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Fig. 1.25 – Evolution des orbites (c) (vert) et (d) (rouge) pour les positions 3, 12,
24 et 33 du diffuseur.
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1.5.4 Spectres de longueurs en cavité chaotique
Les résultats suivants sont présentés uniquement dans le but de montrer la
complexité de travailler dans un billard chaotique. Aucune étude systématique
n’a été faite.
La cavité rectangulaire est rendue chaotique en introduisant en x=34.5 cm
et y = 39 cm un second diﬀuseur en cuivre de diamètre 12 cm donc comparable
aux longueurs d’ondes utilisées. Dans le cas chaotique, la signature du défaut
ne peut être mise en évidence en isolant les pics non centrés sur les longueurs
d’OPs car il est diﬃcile de calculer ces longueurs. On utilise donc la propriété
des billards chaotiques qui est que la majorité des orbites périodiques présentes
sont isolées. Dans les spectres de longueurs, la relation 1 pic = 1 OP isolée est
donc possible. En comparant donc deux spectres de longueurs associés à deux
position du diﬀuseur dans la cavité chaotique, la perturbation d’une orbite pour
une position donnée se voit par l’apparition ou la disparition d’un pic comme le
montre la ﬁgure 1.26. Peu de points communs existent entre ces deux spectres
Fig. 1.26 – Spectres de longueurs correspondant à deux positions différentes du
diffuseur en cavité chaotique
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excepté le pic très large associé aux ODs et centré sur les petites longueurs déjà
présent dans les spectres de longueurs obtenus dans le billard de Sˇeba. L’apparition
ou la disparition d’orbites est facilement observable. Par exemple, on remarque
que l’orbite ayant une longueur légèrement supérieure à 1m est perturbée pour
une position mais pas pour l’autre.
1.5.5 Cartographie d’une cavité rectangulaire en présence
d’un défaut
Après avoir extrait une signature géométrique du diﬀuseur, nous avons re-
gardé comment ce petit élément perturbateur modiﬁe la structure spatiale du
champ électrique à l’intérieur de la cavité. Pour cela, nous avons mesuré, par
une procédure de mesure décrite ultérieurement, le carré du champ électrique à
l’intérieur de la cavité.
Cependant, cette partie est purement descriptive et visuelle. Les cartographies
du champ électrique obtenues n’ont pas été directement exploitées mais unique-
ment utilisées pour illustrer comment un diﬀuseur ponctuel introduit dans une
cavité perturbe la structure de mode.
Lors de l’étude numérique de la cavité habillée, nous avons vu qu’un mode de
la cavité habillée est compris entre deux modes de la cavité non perturbée. Les
cartographies du champ électrique montrées sur la ﬁgure 1.27 ont été réalisées
pour les deux résonances centrées sur les fréquences qui encadrent la fréquence
du mode propre (6,2) cartographié dans la section précédente i.e. pour f < f62 et
f < f62.
La structure spatiale du champ électrique n’est plus celle d’un mode (6,2) de la
cavité vide. Cependant, malgré la présence du diﬀuseur ponctuel on peut remarque
sur la seconde cartographie du champ de la ﬁgure 1.27 que cette structure de
mode déﬁnit pour la cavité vide persiste car une structure spatiale quasi-(5,2) de
la cavité vide est trouvée. En fait, les structures observées peuvent s’obtenir par
une superposition linéaire des modes réguliers, voisins du mode (6,2). Cet eﬀet de
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Fig. 1.27 – Représentations de l’intensité du champ électrique correspondant aux
modes obtenus pour les résonances centrées en f < f62 et f > f62 avec le diffuseur
placé en x=46.5 cm et y=20 cm
couplage des résonances, qui s’observe en mécanique quantique dans le problème
du double puits de potentiel, a été étudié expérimentalement dans une cavité
micro-ondes rectangulaire par l’équipe de H.J Stöckmann [Kuhl et al., 2000].
Conclusion
Depuis les années 90, de très nombreux travaux théoriques et numériques ont
mis en évidence l’inﬂuence directe d’un défaut sur des grandeurs théoriques telles
que la distribution des écarts entre deux niveaux plus proches voisins. En eﬀet,
il a été montré que cette distribution P (s) ne vériﬁe ni une loi de type Wigner
propre à des billards chaotiques ni un comportement de type Poisson caractéris-
tique de billards intégrables mais un comportement intermédiaire associé à des
billards déﬁnis comme pseudo-intégrables. Nous avons souhaité, à travers ce cha-
pitre, montrer qu’il était tout à fait possible, à partir d’une expérience en cavité
micro-ondes perturbée par un défaut, de remonter à des informations spatiales sur
celui-ci. Nous avons choisi pour cela de suivre une approche semi-classique basée
sur les orbites périodiques et d’utiliser plus précisément des spectres de longueurs.
Ces spectres contiennent les contributions de toutes les orbites présentes dans le
système. La pertinence de ce choix pour extraire une signature du défaut des
signaux de transmission est prouvée par les très bons résultats obtenus à partir
d’une étude numérique du système pseudo-intégrable. En eﬀet, en plus d’obser-
ver des résultats en accord avec les résultats obtenus par le passé (comportement
intermédiaire de la distribution P (s)), cette étude a permis de prouver que les
spectres de longueurs contiennent bien des informations sur le diﬀuseur. Nous
avons montré que dans ces spectres apparaissent de nouvelles contributions asso-
ciées à de nouvelles orbites dues à la présence du diﬀuseur, les orbites diﬀactives.
Une fois la pertinence de l’approche choisie prouvée, nous avons réalisé l’étude ex-
périmentale d’une cavité micro-ondes habillée par un diﬀuseur ponctuel de taille
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ﬁnie. Nous avons démontré que les spectres de longueurs, malgré le faible réso-
lution liée à l’utilisation d’un spectre en fréquence limité, exhibent toujours des
contributions associées aux orbites diﬀractives. Nous avons également montré que
le déplacement du diﬀuseur à l’intérieur de la cavité peut être suivi via les spectres
de longueurs. De façon purement quantitative, nous avons également montré que
dans un billard chaotique habillé par un défaut, il est également possible, certes
plus diﬃcilement, d’extraire les contributions des orbites diﬀractives.
En amont de ces études numérique et expérimentale du billard de Sˇeba, une
analyse théorique, basée sur celle de R. Weaver et D. Sornette, a été faite pour
calculer les fonctions propres et les valeurs propres d’un tel système. Cette étude
théorique a permis de corriger une pathologie, mise en avant par Shigehara et
Cheon, sur la non orthogonalité des fonctions propres calculées par l’approche de
Weaver et Sornette.
Une des applications directes de ces résultats est la résolution du problème
inverse. En eﬀet, en identiﬁant dans les spectres de longueurs toutes les contri-
butions des orbites diﬀractives, on peut très bien imaginer remonter à la position
exacte du diﬀuseur dans la cavité. On pourrait alors faire de la détection non
destructive et non invasive de défaut en milieu bidimensionnel fermé.
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2.1 Introduction à la localisation d’Anderson
A travers cette introduction, une description non exhaustive des travaux, réa-
lisés en milieux diﬀusifs dans le but d’observer la localisation d’Anderson, est
proposée.
P.W Anderson donna son nom au phénomène de localisation en 1958 lorsqu’il
proposa un modèle en terme de potentiels désordonnés de la transition conducteur-
isolant pour un métal. En eﬀet, il montra que si les potentiels ont tous des éner-
gies aléatoires alors les électrons restent piégés spatialement [Anderson, 1958]. Les
électrons ne peuvent donc pas traverser le métal ce qui implique que le courant
électrique n’est plus conduit : le métal se comporte comme un isolant. La loca-
lisation d’Anderson est due aux interférences d’ondes multiplement diﬀusées par
les défauts présents dans le métal. Ces phénomènes physiques d’interférences et
de diﬀusion multiple n’existent pas uniquement pour des particules quantiques
comme les électrons mais sont également présents lorsqu’on étudie des phéno-
mènes ondulatoires classiques. Ceci a induit un développement dans les années
1980 de nombreux travaux expérimentaux et théoriques. Pour observer la locali-
sation d’Anderson diﬀérents types d’ondes, comme les ondes électromagnétiques,
acoustiques ou encore mécaniques, ont été employées. L’avantage de travailler avec
les photons est qu’ils n’interagissent pas entre eux contrairement aux particules
telles que les électrons. En eﬀet, les implications directes des interactions sur le
phénomène de localisation sont mal maîtrisées.
Cependant malgré ce grand intérêt porté à l’étude du transport des ondes,
peu de résultats convainquants, c’est-à-dire d’observation directe de la localisa-
tion d’Anderson, ont été obtenus, excepté dans des systèmes unidimensionnels où
tout désordre localise. Un des critères de localisation, dans le domaine spatial,
est la décroissance exponentielle du signal de transmission en fonction du rap-
port entre la longueur du système étudié et la longueur de localisation. Les pre-
miers à avoir mis en évidence expérimentalement ce critère sont ceux de l’équipe
de Wiersma [Wiersma et al., 1997]. Cette longueur correspond à l’étalement spa-
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tial du mode caractérisé par une enveloppe exponentielle. Ce critère est rapide-
ment mis en question car dans la majorité des systèmes, l’absorption présente
est à l’origine de cette même décroissance ce qui rend donc les résultats très dis-
cutables [Sheﬀold et al., 1999]. Cette remise en question a suscité la recherche
de nouvelles signatures de la localisation comme par exemple à travers l’étude
statistique de la localisation d’Anderson proposée par l’équipe de A.Z. Genack.
Le système considéré est un tube en cuivre assimilable à un milieu quasi uni-
dimensionnel rempli de diﬀuseurs diélectriques enveloppés dans du polystyrène.
Deux antennes sont placées respectivement aux extrémités du tubes pour exciter
et mesurer le signal de transmission. Le paramètre utilisé est la variance de la
transmission normalisée [Chabanov et al., 2000]. Une autre approche statistique
basée sur le calcul des fonctions de corrélation spectrale et spatiale du champ élec-
trique et de son intensité dans le milieu désordonné a été proposée par P.Sebbah
et al [Sebbah et al., 2000, Sebbah et al., 2002]. Le système désordonné est celui
quasi-unidimensionnel précédemment décrit et utilisé par Genack. Ils montrent
par exemple qu’il existe des corrélations à longue portée de l’intensité du champ
électrique. Dans ce même milieu quasi uni-dimensionnel, une première représen-
tation spatiale du champ électrique obtenue expérimentalement et illustrant la
localisation d’Anderson a été donnée par P. Sebbah et al [Sebbah et al., 2006] et
Bliokh et al [Bliokh et al., 2006]. La mesure du champ électrique est faite par une
antenne qui se déplace le long du guide d’onde rempli de diﬀuseurs diélectriques.
Leur dispositif expérimental leur permet aisément de changer de conﬁgurations de
désordre. L’analyse de signaux de transmission obtenus pour plusieurs désordres
a mis en évidence l’existence de modes localisés communs à toutes ces conﬁgura-
tions, appelés les "modes perlés".
A deux dimensions, des représentations spatiales du champ électrique et de
nombreux critères de localisation, présentés dans [Sebbah and Vanneste, 2002,
Vanneste and Sebbah, 2005], ont été obtenus à partir de simulations numériques
réalisées notamment dans l’équipe "‘Propagation d’Ondes en Milieux Complexes"’
au sein du laboratoire. Le système simulé est composé de cylindres diélectriques de
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rayon r. Il est ouvert de sorte que la quasi totalité de l’énergie fuit le système. Les
simulations consistent à résoudre les équations de Maxwell pour les modes trans-
verses magnétiques avec un méthode FDTD (Finite Diﬀerences Time Domain).
Les auteurs étudient l’existence de modes localisés en fonction de la fraction volu-
mique de diélectriques dans le milieu. Ils montrent que les fenêtres de localisation,
présentes dans les signaux de transmission et contenant les résonances associées à
ces modes localisés, sont centrées sur des fréquences dont la valeur ne dépend pas
du désordre mais de la taille et la proportion des diﬀuseurs et plus précisément
du rapport r/λ. Les modes localisés sont propres à un désordre. Le changement
de désordre induit donc de nouveaux modes localisés et donc un changement du
signal dans chaque fenêtre de localisation. C’est donc la structure interne à chaque
fenêtre qui dépend du désordre. Les représentations spatiales des modes localisés
sont obtenues en excitant le milieu à diﬀérentes fréquences choisies dans les fe-
nêtres de localisation. Dans le second article, le paramètre variable est le diamètre
des diélectriques composant le système. Ils ont prouvé que dans les fenêtres de lo-
calisation évoquées précédemment se trouvent des modes localisés à durée de vie
très grande et donc que ces derniers "voient" très peu les bords car leurs pertes
sont faibles. Un autre résultat intéressant est la relation directe qui existe entre
la fréquence floc sur laquelle la fenêtre de localisation est centrée et la fréquence
fMie de la résonance de Mie d’un diélectrique unique. Cette dernière fréquence
dépend directement du diamètre d du diﬀuseur. Les simulations numériques réali-
sées pour diﬀérentes valeurs de d montrent un léger décalage entre floc et fMie. Ce
décalage est dû au fait que dans un milieu désordonné, chaque diﬀuseur ne peut
être considéré individuellement. Leur importante eﬃcacité pour ces fMie fait que
le comportement d’un seul diﬀuseur est inﬂuencé par ses plus proches voisins ; les
diﬀuseurs doivent donc être considérés dans leur ensemble. Une résonance de Mie
eﬀective, décalée vers les basses fréquences par rapport à fMie, peut être déﬁnie.
L’insensibilité aux conditions de bords est mise en avant comme critère de locali-
sation tout comme l’importance du contraste d’indice entre les diﬀuseurs et l’air.
Expérimentalement, plusieurs équipes ont obtenu des représentations spatiales de
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modes mais jamais très convainquantes. Un premier exemple est l’expérience réa-
lisée par Dalichaouch et al [Dalichaouch et al., 1991]. L’expérience est faite en
cavité micro-onde en présence de diﬀuseurs diélectriques. Des trous présents dans
la paroi supérieure de la cavité permettent la mesure du champ électrique via une
antenne. Des absorbants sont ajoutés le long des parois pour simuler une cavité
ouverte et rejoindre le cas des simulations numériques évoquées précédemment.
L’insensibilité aux conditions de bords est vériﬁée. Deux arguments remettent en
cause ces résultats : l’absence de comparaison des représentations spatiales obte-
nues en ayant changé les bords et leur faible résolution spatiale, due à leur procédé
de mesure du champ, qui les empêche d’exciter un unique mode localisé. Sridhar et
al ont également réalisés de nombreuses expériences en milieux désordonnés dans
le cadre de leur étude basée sur la comparaison des billards chaotiques et désor-
donnés [Kudrolli et al., 1995, Pradhan and Sridhar, 2000]. Le système étudié est
une cavité rectangulaire de faible hauteur (6mm) et les milieux désordonnés sont
composés de diﬀuseurs très eﬃcaces. Le critère de localisation utilisé pour faire la
comparaison entre ces deux types de milieux est l’IPR, Inverse Participation Ratio
déﬁni, en posant la normalisation
〈|Ψ(~q)|2〉=1, comme la limite quand ~r tend vers
zéro de la fonction d’autocorrélation
〈|Ψ(~q)|2 |Ψ(~r + ~q)|2〉. C’est un argument sta-
tistique, il est donc pertinent pour un système où de nombreux modes peuvent être
détectés. Le régime de localisation est déﬁni par une valeur moyenne de l’IPR très
grande devant 3 (valeur obtenue pour un système chaotique) et des ﬂuctuations
de l’ordre de sa valeur moyenne. Deux remarques peuvent être faite sur ces modes
localisés. Si on considère un unique mode, le critère d’un grand IPR comme critère
de localisation peut être remis en cause en appliquant le critère d’insensibilité aux
conditions de bords obtenu numériquement et utilisé par Dalichaouch et al. Les re-
présentations fournies dans les articles sont celles de modes localisés extrêmement
proches des bords du milieux, une modiﬁcation de ces derniers engendrerait donc
leur disparition. De plus, en supposant que ce critère d’insensibilité est vériﬁé, le
fait de travailler en cavité fermée ajoute un doute sur la nature du mode. Est-ce
un mode de cavité dû aux réﬂexions sur les parois ou est-ce vraiment un mode
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localisé ? Dans ces milieux à deux dimensions, la mesure du champ électrique est
réalisée en mesurant le décalage en fréquence d’une résonance induit par la pré-
sence d’un élément perturbateur tel qu’une bille métallique. L’intensité du champ
électrique est directement proportionnelle à ce décalage. Nous reviendrons plus en
détail sur cette technique dans la section (2.2.3) de ce chapitre.
En conclusion, faute de résultats marquants, l’observation expérimentale de
modes localisés en milieux bidimensionnels reste un déﬁ important dans la com-
munauté de la diﬀusion multiple. Les résultats obtenus à partir des simulations
numériques réalisées tels que la nécessité de travailler en cavité ouverte et le critère
d’insensibilité aux conditions de bords, vont servir de base pour les expériences.
Ces simulations prouvent de plus l’existence de la localisation spatiale du champ
électrique. La théorie oﬀre également des critères de localisation comme le com-
portement exponentiel des largeurs spectrales en fonction du rapport entre la
distance aux bords d’un mode localisé et sa longueur de localisation montré par
Pinheiro et al [Pinheiro et al., 2004].
Un sujet de recherche en plein essor est directement relié à l’observation de
modes localisés, celui des lasers aléatoires. Ils sont construits en "plongeant" le
milieu désordonné (milieu passif) dans un milieu à gain. L’eﬀet laser est obtenu si
la courbe de gain de ce milieu est centré sur une résonance d’un mode localisé du
milieu passif. Si l’apport d’énergie se fait là où le champ est localisé spatialement
alors l’eﬀet laser est possible [Sebbah and Vanneste, 2002]. H. Cao a été une des
premières à mettre au point expérimentalement un laser aléatoire. Le système
désordonné, exhibant des modes localisés, est un milieu de nano-particules semi-
conductrices [Cao et al., 2000].
2.2 Nouveau dispositif expérimental
Si l’on compare le dispositif expérimental utilisé pour l’étude du système à un
diﬀuseur (Fig 1.13) à celui présenté sur la ﬁgure 2.1, à première vue uniquement
l’apparition des platines de translation les diﬀérencie. Ce dispositif, dont on donne
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pour commencer un rapide descriptif, a été conçu pour observer la localisation
d’Anderson dans des milieux fortement diﬀusifs. Cette localisation est caractéri-
sée par un piégeage spatial du champ électrique dans le milieu désordonné. Ceci
a impliqué de nombreuses modiﬁcations à l’intérieur de la cavité. On utilise entre
100 et 200 diﬀuseurs non plus métalliques mais diélectriques car beaucoup plus ef-
ﬁcaces et beaucoup moins absorbants. Des absorbants micro-ondes ont été ajoutés
le long des parois de la cavité aﬁn de simuler une cavité ouverte et de supprimer
tous les "modes de cavité" dûs aux réﬂexions sur ces parois. L’avantage de l’ab-
sence totale de modes de cavité est que si une représentation spatiale du champ
montre un piégeage alors aucune ambiguïté n’est possible sur la nature localisé
du mode. En plus de ces modiﬁcations directes sur le dispositif expérimental,
une nouvel procédure numérique a été développée, à partir de Labview, aﬁn de
piloter les platines de translation utilisées pour le positionnement des diﬀuseurs
diélectriques dans la cavité et pour réaliser la mesure du champ électrique.
Fig. 2.1 – Nouveau dispositif expérimental conçu pour observer des modes loca-
lisés en milieux 2D.
2.2.1 La nouvelle cavité micro-ondes
Dans le dispositif précédent, la cavité était constituée de deux plaques de cuivre
d’épaisseur respective 5mm et 0.5mm. La plus ﬁne des plaques a été remplacée par
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une plaque de cuivre rigide, de qualité OFHC et d’épaisseur 5mm aﬁn d’améliorer
l’état de surface et donc la qualité des signaux de transmission. Cette dernière
amélioration se traduit par des résonances plus ﬁnes car la qualité de surface est
directement liée aux pertes dans la cavité et donc à l’élargissement des résonances.
Pour réaliser les expériences en cavité vide, cette plaque de cuivre ne pouvait être
utilisée à cause du ﬂambage dû à son poids contrairement à une cavité remplie de
diﬀuseurs "soutiennent" cette plaque et donc empêche une éventuelle courbure de
la plaque. La seule précaution à prendre avec cette nouvelle cavité est de ne pas
réaliser une mesure du champ électrique juste après l’avoir fermée. En eﬀet, si les
diﬀuseurs sont légèrement plus épais que la cavité, il est alors vraisemblable qu’une
contrainte soit appliquée sur la plaque de cuivre. Les relaxations mécaniques du
cuivre font qu’il est indispensable d’attendre environ 24 heures avant d’eﬀectuer
une mesure. Cette relaxation se traduit par une dérive en fréquence du signal
jusqu’à la stabilisation.
L’inconvénient du cuivre est que sa conductivité électrique augmente avec la
température. Pour que les pertes soient les mêmes pour chaque mesure i.e que la
conductivité électrique soit toujours la même, il est indispensable de maintenir le
dispositif expérimental à une température constante. Ainsi, la qualité de la mesure
ne dépend pas du moment de la journée ou celle-ci est réalisée.
Avec cette toute nouvelle cavité, le dispositif de 25 vis traversantes n’est plus
suﬃsant pour fournir un serrage uniforme et donc assure une rigidité à la cavité.
Pour pallier à ce problème nous avons ajouté, comme le montre la Fig 2.1, un
cadre en acier d’épaisseur 2 cm et de largeur 3 cm. Le mauvais serrage s’illustre
par l’absence de résonances dans nos signaux quand le cadre en acier n’est pas
utilisé (Fig 2.2. L’amélioration du serrage grâce à ce cadre permet également de
minimiser l’inﬂuence de l’environnement de la cavité, très néfaste dans ce type
d’expérience car les signaux mesurés sont très faibles comparés à ceux obtenus en
cavité rectangulaire vide.
L’ajout d’absorbants le long des parois de la cavité réduit, comme le montre
la ﬁgure 2.4, la zone de mesure mais également le nombre d’antennes utilisables.
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Fig. 2.2 – Spectres obtenus respectivement avec (rouge) et sans (bleu) le cadre
en acier.
Comme on l’a évoqué dans le chapitre précédent, si l’on souhaite détecter tous
les modes du système il faut suﬃsamment d’antennes pour espérer remonter au
champ électrique sur une surface la plus étendue possible. En plus des deux an-
tennes déjà existantes, deux nouvelles antennes, toujours visées dans la plaque de
cuivre la plus épaisse, ont été ajoutées au centre de la cavité.
Son ouverture vers l’extérieur ! !
Une des diﬀérences entre les simulations numériques et les expériences est le
choix des conditions de bords. Numériquement, des conditions aux bords dites
de rayonnement vers l’extérieur sont utilisées aﬁn de simuler une cavité ouverte.
Expérimentalement, les conditions aux bords sont réﬂéchissantes ce qui correspond
à une cavité fermée. Cette partie justiﬁe ce choix de conditions de bords. Les
deux spectres représentés sur la ﬁgure 2.3 sont obtenus en considérant un milieu
désordonné introduit respectivement dans une cavité ouverte et dans une cavité
fermée. L’ouverture de la cavité est décrite par la suite. Les signaux possèdent une
structure globale très similaire et présentent, tous les deux, des résonances. Deux
raisons peuvent être avancées pour prouver la pertinence des bords rayonnant vers
l’extérieur.
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Fig. 2.3 – Spectres obtenus respectivement dans la cavité en présence et en ab-
sence d’absorbants.
La première est sur l’origine des résonances dans chacun des spectres. Dans
une cavité fermée contenant un milieu désordonné, le nombre de résonances est
beaucoup plus important que dans le cas d’une cavité ouverte. Ceci vient du
fait qu’en plus des résonances associées aux éventuels modes localisés dans le
milieu désordonné, s’ajoutent les résonances liées aux modes de cavité dûs aux
réﬂexions sur les parois cuivrées de la cavité. Cette double origine des modes
ajoute donc une ambiguïté sur la nature du mode cartographié contrairement au
cas de la cavité vide où les réﬂexions sur les bords sont minimisées. Les modes
de cavités sont complètement absents, comme le montre la ﬁgure 2.5 et donc un
mode cartographié ne peut être que localisé.
La seconde raison est directement liée à la méthode utilisée pour réaliser les
cartographies de champ électrique. En eﬀet, nous verrons par la suite que la mesure
du champ électrique se fait de façon indirecte via une mesure du décalage en fré-
quence d’une résonance. Ainsi, l’observation d’un mode localisé spatialement peut
être faite uniquement si la résonance est isolée spectralement. Il est facile d’ima-
giner la diﬃculté de suivre le décalage en fréquence d’une résonance possédant un
recouvrement important. En eﬀet, lorsqu’on a décrit dans la partie précédente la
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méthode d’extraction des paramètres pertinents comme fn, nous avons évoqué le
fait qu’en présence d’un recouvrement important la vraie fréquence de résonance
ne correspond pas à la fréquence du maximum sur le signal. Donc, comme lors
de l’expérience le décalage en fréquence d’une résonance est observé en étudiant
le décalage d’un maximum du signal de transmission, nous sommes contraints de
travailler avec des résonances très bien isolées. Cette résolution et cet isolement
spectrale nécessaire sont visibles pour de nombreuses résonances dans la conﬁ-
guration cavité ouverte par rapport au cas d’une cavité fermée. Ceci s’explique
encore une fois par le grand nombre de pics présents dans le signal de la cavité
fermée par rapport à celui de la cavité vide. Les résonances exploitables sont mises
en avant par un tracé rouge sur les diﬀérentes ﬁgures.
En conclusion, la cavité ouverte est bien la conﬁguration expérimentale opti-
male pour obtenir des représentations spectrales du champ électriques mettant en
avant le phénomène de localisation d’Anderson sans aucune ambiguïté.
Comment ouvrir la cavité micro-ondes ?
En résumé, il faut expérimentalement réduire le plus possible les réﬂexions
sur les bords de la cavité aﬁn d’avoir des conditions de bords rayonnantes vers
l’extérieur. La première idée a été de travailler en "vraie" cavité ouverte c’est-
à-dire enlever directement le cadre en cuivre. Cependant, dans ce cas extrême,
la réponse mesurée n’est plus tout à fait propre au système désordonné placé à
l’intérieur de la cavité. En eﬀet, l’environnement électro-magnétique qui entoure
la cavité, par l’exemple celui dû à la présence de l’ordinateur et de l’analyseur de
réseau, peut perturber très fortement l’intérieur de la cavité. Ceci implique que
le résultat mesuré n’a plus aucune signiﬁcation physique car son origine n’est pas
connue exactement. La meilleure solution est donc d’opter pour une cavité ouverte
via des parois absorbantes.
La cavité rectangulaire est ouverte vers l’extérieur en ajoutant le long des
bords des absorbants micro-ondes, comme le montre la ﬁgure 2.4. Ce sont des
absorbants de chez Emerson & Cuming.
Pour que les réﬂexions sur les parois soient minimales, il est indispensable
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Fig. 2.4 – Cavité rectangulaire considérée comme ouverte grâce aux absorbants
micro-ondes et sa représentation schématique illustrant la ré-insertion d’ondes
dans la cavité après un aller-retour dans les absorbants, les réflexions sur les
interfaces absorbant-air et absorbant-absorbant.
d’éviter de trop grandes variations relatives d’impédance et donc d’éviter des
coeﬃcients de réﬂexion trop importants. Ces coeﬃcients sont obtenus à partir des
ruptures d’impédance par la relation suivante :
R =
( Z
Z0
− 1)2
( Z
Z0
+ 1)2
(2.1)
avec respectivement Z et Z0 les impédances de l’absorbant considéré et du vide.
Diﬀérentes combinaisons, comme par exemple l’association de plusieurs absor-
bants ou l’utilisation d’un unique absorbant très eﬃcace, ont été étudiées. Pour
chacune de ces conﬁgurations, des expériences ont été faites avec et sans les bords
cuivrés de la cavité. Analytiquement, le choix de la conﬁguration optimale se fait
via le calcul de ré-insertion d’ondes dans notre cavité. Ce calcul s’écrit de la façon
suivante :
I = R1︸︷︷︸
I1
+ (1−R1)2e−2α1l1 ∗R2︸ ︷︷ ︸
I2
+ (1− R1)2e−2α1l1 ∗ (1− R2)2e−2α2l2 ∗R︸ ︷︷ ︸
I3
(2.2)
Pour écrire la relation (2.2), uniquement trois contributions, illustrées sur le
schéma de la ﬁgure 2.4, sont prises en compte, l’intensité injectée après :
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1. I1, la réﬂexion sur la première paroi absorbante,
2. I2, un aller-retour dans la première couche absorbante,
3. I3, un aller-retour dans les deux couches absorbantes et une réﬂexion sur la
paroi cuivrée.
Donc comme illustré sur la ﬁgure 2.4, les Ri (i = 1, 2) et li (voir Tab(2.1))
correspondent respectivement aux coeﬃcients de réﬂexions et aux épaisseurs de
chaque absorbant. Si un seul absorbant est utilisé R2 = 1 et l2 = 0. Le coeﬃcient
R vaut 1 dans le cas où les bords en cuivre sont conservés et Ri dans la situation
où l’absorbant est directement en contact avec l’air. La résolution de l’équation
(2.2) montre que la meilleure conﬁguration est celle composée de deux absorbants
diﬀérents et en présence des parois cuivrées.
En eﬀet, les absorbants utilisés ont la particularité d’être simultanément très
absorbants mais également très réﬂéchissants i.e. leur coeﬃcient de réﬂexion air-
absorbant est important. L’utilisation d’un seul absorbant très eﬃcace engendre-
rait donc une ré-injection importante d’onde dès la première réﬂexion sur l’absor-
bant et donc de nouveaux modes de cavité apparaîtraient. La solution à ce nouveau
problème est l’utilisation de deux absorbants diﬀérents. Un premier absorbant peu
eﬃcace avec un coeﬃcient air-absorbant faible est utilisé pour minimiser les ré-
ﬂexions sur les premières parois absorbantes, dans notre cas du LS_14. Le second
absorbant, LS_16, est beaucoup plus eﬃcace pour avoir une grande absorption
du signal et donc de faibles réﬂexions sur les parois en cuivre de la cavité initiale.
Leurs caractéristiques techniques sont regroupées dans le tableau (2.1).
Atténuation (dB/cm) Coeﬃcient de Réﬂexion
LS-14 1.0 8.6 10−3
LS-16 1.5 1.5 10−2
Tab. 2.1 – Caractéristiques techniques des absorbants micro-ondes utilisés.
En résumé, la nouvelle conﬁguration de la cavité est, comme le montre la ﬁgure
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2.4 : bords cuivrés + 2 absorbants LS_14 et LS_16. Les longueurs optimales sont
calculées à partir de la relation (2.2) et sont de :
– lLS_14=3.8 cm et lLS_16=5.6 cm parallèlement aux grands côtés et de
– lLS_14=15 cm et lLS_16=5.5 cm le long des petits côtés.
Avec ces épaisseurs optimales, après un aller-retour à travers les deux couches
absorbantes la ré-injection dans la cavité est de 1% de l’intensité incidente du
champ électrique. Cette faible re-injection est prouvée par le facteur 30 présent
entre les deux signaux de transmission. La ﬁgure 2.5 représente le signal de trans-
mission obtenu dans la cavité de la ﬁgure 2.4. La comparaison de ce signal avec
le signal caractéristique d’une cavité fermée (Fig 2.5) conﬁrme l’eﬃcacité de la
combinaison des absorbants pour éliminer les modes de cavité. La dernière diﬀé-
Fig. 2.5 – Spectres obtenus respectivement dans la cavité vide avec les deux
couches d’absorbants et en cavité fermée.
rence entre les signaux est la présence d’une oscillation. Après vériﬁcation cette
dernière ne correspond ni à la propagation de l’onde dans les câbles ni dans les
antennes. Nous avons émis l’hypothèse que cette modulation est d’origine élec-
tronique intrinsèque à l’analyseur de réseau et donc présente sur tous les signaux
précédemment obtenus mais non visible à cause de la diﬀérence d’amplitude.
En conclusion, nous pouvons imaginer que les résonances présentes dans nos
signaux de transmission, résultats de l’excitation d’un milieu désordonné, sont
toutes associées à des modes localisés ou des quasi-modes du système.
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2.2.2 L’analyseur de réseau nouvelle génération : R&S ZVA24
L’analyseur de réseau HP8720D précédemment utilisé pour réaliser des expé-
riences dans des billards de Sˇeba présente certaines limitations techniques telles
que le nombre de points pour discrétiser la fenêtre spectrale et la puissance de
sortie. Nous verrons que la qualité de la cartographie du champ électrique mesu-
rée pour observer la localisation d’Anderson nécessite une très bonne résolution
spectrale. La faible puissance de sortie quant à elle ne permet pas d’avoir dans
certaines parties du spectre un rapport signal sur bruit suﬃsant pour pouvoir
extraire toute l’information de nos signaux de transmission. En eﬀet, certaines ré-
sonances associées à des modes propres du milieu étudié peuvent être d’amplitude
proche de celle du bruit. Une puissance plus élevée augmente ce rapport et rend
ainsi possible l’extraction de ces résonances du bruit et ainsi leur identiﬁcation et
leur exploitation.
La nouvelle génération d’analyseur de réseau présente des améliorations no-
tables sur ces deux critères. Nous avons fait l’acquisition d’un appareil de chez
Rohde & Schwarz, un R&S ZVA24. La gamme en fréquence totale exploitable est
comprise entre 10 MHz à 24 GHz. Un des avantages de cet appareil est que le
nombre de points est un paramètre libre et ajustable. Auparavant, le nombre de
points était ﬁxé donc nous étions limités par un soucis de résolution sur la gamme
de fréquence exploitable. On a donc une liberté plus grande sur le choix de la
largeur spectrale de la fenêtre sur laquelle le signal est exploité.
La grande puissance de sortie représente une amélioration notable. Ce nouvel
analyseur fournit jusqu’à 100mW en sortie à comparer au 1mW de l’HP8720D.
Cette augmentation de puissance de sortie rend possible l’exploitation de réso-
nances précédemment noyées dans le bruit. L’analyseur permet de diminuer éga-
lement le niveau de bruit présent sur les signaux de transmission. En plus de la
contribution importante au bruit due à l’expérience, il existe une contribution
intrinsèque à l’analyseur appelé le bruit de trace. Le niveau de ce bruit est sen-
siblement diminué ce qui augmente le rapport signal sur bruit et donc contribue
à l’extraction de résonances non identiﬁées auparavant. Le temps de réponse de
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l’analyseur en chaque point de mesure est très faible, 3.5 ns, ce qui réduit la durée
des expériences déjà très longues.
Une des options de cet appareil est adaptée aux expériences de cartographie
du champ électrique. Ces mesures ont une durée d’au minimum 1 jour, il est
donc indispensable que l’appareil possède une très bonne stabilité en fréquence
dans le temps. Pour augmenter cette durée de stabilité, initialement très correcte,
l’appareil est doté d’un stabilisateur en température du générateur de fréquences.
L’utilisation de ce nouvel analyseur de réseau a entraîné une période creuse
dans les expériences. En eﬀet, il a été indispensable de réécrire la procédure numé-
rique de pilotage de l’appareil car les commandes utilisées par Rohde & Schwarz
sont totalement diﬀérentes de celles utilisées par HP. De nombreux tests ont été
réalisés pendant cette période, dans l’optique de valider au fur et à mesure toutes
les modiﬁcations apportées à la procédure numérique.
2.2.3 Les diffuseurs diélectriques
Dans la partie "Les cavités micro-ondes habillées", le défaut est représenté par
un diﬀuseur métallique. Ce type de diﬀuseurs possède deux gros inconvénients. Il
est à la fois peu eﬃcace et très absorbant. Si les milieux désordonnés sont composés
de ce type de diﬀuseur alors les pertes dues à la conductivité ﬁnie du matériau
utilisé sont considérables. L’absorption est alors importante et les signaux s’en
trouvent très détériorés. Le choix s’est orienté vers un type de diﬀuseur beaucoup
moins absorbant mais également beaucoup plus eﬃcace, constitué d’un matériau
diélectrique. On parlera par la suite de diﬀuseurs diélectriques.
Leurs caractéristiques techniques
Lors de l’achat de ces diﬀuseurs au près de la société Temex, les caractéristiques
techniques suivantes des diﬀuseurs ont été fournies pour une fréquence de 7GHz :
– leur hauteur est de 5mm comme la cavité,
– leur indice est de : n=
√
ǫ′ =
√
37 ≈ 6,
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– leur absorption est donnée par la partie imaginaire de la permittivité élec-
trique relative : ǫ′′ = 5.14 10−3,
– enﬁn leur facteur de qualité, permettant de connaître leur contribution aux
pertes, est de 7000.
Leur diamètre de 6mm, très petit devant les longueurs d’ondes utilisées, permet
de les considérer comme des diﬀuseurs ponctuels. Cependant, à cause du très
grand indice, il est possible que des longueurs d’ondes dans le diélectrique soient
du même ordre de grandeurs que les dimensions caractéristiques du diﬀuseur.
L’établissement de résonances dans les diﬀuseurs est donc possible. Leur indice très
élevée leur oﬀre une très grande eﬃcacité. Néanmoins, les diﬀuseurs diélectriques
ont la particularité d’être très eﬃcaces uniquement pour certaines fréquences, ce
sont les fréquences internes du diﬀuseur connues sous le nom de fréquences de
Mie. Ces fréquences sont déterminées à partir du calcul de la courbe de section
eﬃcace d’un diﬀuseur diélectrique. Ce calcul de section eﬃcace ne peut pas être
eﬀectué de façon analytique, car il n’existe pas d’expression exacte décrivant le
comportement de l’eﬃcacité d’un diélectrique. Le calcul se fait donc à partir d’un
algorithme écrit dans l’équipe par C. Vanneste et inspiré de [Van de Hulst, 1981].
Les paramètres pertinents pour calculer numériquement cette courbe de section
eﬃcace sont les dimensions et l’indice du diélectrique. La courbe de section eﬃcace
représentée sur la ﬁgure 2.6 est calculée pour un diﬀuseur diélectrique de rayon
r = 3mm d’indice n = 6 et placé dans un milieu de taille inﬁnie. Cette courbe
de section eﬃcace met en avant les diﬀérentes résonances de Mie pour lesquelles le
diﬀuseur diélectrique est très eﬃcace. Trois fréquences se distinguent vers 2.3GHz,
6.2GHz et 9.8GHz. L’intérêt et donc de travailler expérimentalement au voisinage
de ces résonances aﬁn d’avoir le maximum d’eﬀet.
Avant de se lancer dans l’étude expérimentale de milieux désordonnés diﬀusifs
construits à partir de ces diﬀuseurs, il faut faire une remarque très importante.
Les caractéristiques techniques des diﬀuseurs mentionnées en début de section
sont fournies pour une fréquence donnée, 7GHz. Après avoir obtenu la ﬁgure 2.6,
nous souhaitons travailler vers des fréquences proches de 2.5GHz. Comme les
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Fig. 2.6 – Courbes de section efficace d’un diffuseur diélectrique. On observe les
3 premières résonances de Mie autour desquelles le diffuseur est très efficace.
spectres de diﬀusion sont très fortement dépendants de l’indice du diélectrique, il
est indispensable de vériﬁer la valeur de l’indice des diélectriques à une fréquence
proche de 2.5GHz, pour vériﬁer a posteriori que la courbe de section eﬃcace est
la même que celle de la ﬁgure 2.6.
Mesure de leur indice
Comme évoqué précédemment, les spectres de diﬀusion sont très dépendants
de l’indice
√
ǫ′ du diélectrique. Ne travaillant pas à 7GHz, nous allons mesurer
l’indice du diélectrique pour une fréquence proche de 2.5GHz. Après de nom-
breuses discussions avec des spécialistes, il s’est avéré que cette mesure d’indice
est très délicate, surtout dans le domaine des micro-ondes. Pour réaliser cette me-
sure, nous utilisons une cavité circulaire. L’expérience, réalisée avec le HP8720D,
consiste à mesurer le signal de transmission dans cette cavité en présence d’un dif-
fuseur diélectrique placé en son centre comme le montre la (Fig 2.7). Il faut donc,
pour avoir une mesure de l’indice à une fréquence proche de 2.5GHz, un mode
fondamental du système proche de cette fréquence. Cette conﬁguration est obte-
nue grâce à une cavité circulaire de rayon r = 1.9cm. Plusieurs cavités circulaires
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Fig. 2.7 – Cavité circulaire avec un diffuseur diélectrique placé en son centre.
de rayons diﬀérents ont été utilisées pour faire ces mesures. Les premières expé-
riences consistaient à introduire un cadre en forme d’anneau, avec divers rayons,
dans la cavité rectangulaire. Les modes fondamentaux obtenus étaient présents à
très haute fréquence, proches de 7GHz. Les indices calculés à partir de ces modes
sont complètement diﬀérents de celui fourni par le fabricant. La qualité du ser-
rage peut être la raison de ce désaccord. En eﬀet, le serrage de cette pseudo cavité
circulaire est, en fait, assuré par le dispositif de 25 vis disposées sur le périmètre
de la cavité rectangulaire. Le contact entre les parois supérieure et inférieure et
le cadre anneau n’est donc pas de très bonne qualité. Pour pallier ce manque de
serrage, une cavité circulaire de diamètre optimal avec un dispositif de serrage très
important a été usinée. En eﬀet, comme le montre la (Fig 2.7), 12 vis de diamètre
5mm sur un périmètre de 16cm assure un serrage uniforme et important. Le si-
gnal de transmission obtenu dans la cavité circulaire perturbée par un diﬀuseur
diélectrique en son centre met en évidence un mode fondamental centré sur une
fréquence de 2.44GHz (Fig 2.8).
Comment obtenir, à partir de ce signal expérimental, la valeur de l’indice du
diélectrique pour une fréquence de 2.44GHz. L’intérêt d’utiliser une telle cavité
est que l’on sait écrire, du moins pour le mode fondamental, le champ électrique
dans le diélectrique Einz et dans la cavité E
out
z [Hersch and Heller, 1998] :
Einz = AJ0 (
√
ǫrkr) (2.3a)
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Fig. 2.8 – Signal de transmission obtenu dans la cavité anneau de diamètre 3.8 cm.
Le mode fondamental est centré à 2.44GHz.
Eoutz = BJ0 (kr) + CY0 (kr) (2.3b)
Avec
√
ǫr l’indice du diélectrique, k le nombre d’onde associé au mode fondamen-
tal, J0 et Y0 respectivement les fonctions de Bessel et de Neumann. L’indice est
obtenu en écrivant les relations de continuité du champ électrique Ez et de sa déri-
vée sur la surface du diélectrique en r = a et sur le contour de la cavité circulaire,
en r = R, avec les conditions aux bords de Dirichlet. En r = R :
Eoutz (r = R) = 0 (2.4)
En r = a :
Einz (r = a) = E
out
z (r = a) (2.5a)
∂Einz
∂r
∣∣∣∣
r=a
=
∂Eoutz
∂r
∣∣∣∣
r=a
(2.5b)
Nous obtenons à partir de (2.4),(2.5a) et (2.5b) le système d’équations suivant :
BJ0(kR) + CY0(kR) = 0
AJ0(
√
ǫrka) = BJ0(ka) + CY0(ka)√
ǫrAJ
′
0(
√
ǫrka) = BJ
′
0(ka) + CY
′
0 (ka)
(2.6)
On peut ré-écrire (2.6) sous forme matricielle :
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
0 J0(kR) Y0(kR)
J0(
√
ǫrka) −J0(ka) −Y0(ka)√
ǫrJ
′
0(
√
ǫrka) −J ′0(ka) Y ′0 (ka)


A
B
C
 =

0
0
0
 (2.7)
La résolution du problème se restreint à la recherche de la valeur de ǫr qui annule
le déterminant de la matrice I. L’annulation du déterminant s’écrit :
J0(
√
ǫrka)
[
−J ′0(ka)Y0(kR) + J0(kR)Y
′
0 (ka)
]
+
√
ǫrJ0(ka)J
′
0(
√
ǫrka)Y0(kR)
−√ǫrY0(ka)J ′0(
√
ǫrka)J0(kR) = 0
(2.8)
En utilisant les propriétés suivantes des fonctions de Bessel et de Hankel,
J
′
0(x) = −J1(x) et Y
′
0 (x) = −Y1(x) (2.9)
on peut écrire
J0(
√
ǫrka) [J1(ka)Y0(kR)− J0(kR)Y1(ka)] =
−√ǫrJ1(√ǫrka) [J0(ka)Y0(kR)− Y0(ka)J0(kR)] (2.10)
Cette équation a été résolue graphiquement, via Matlab. La valeur de l’indice est
donnée par l’abscisse de la première intersection entre les deux courbes associées
aux deux membres de l’équation (2.10). La résolution graphique donne :
√
ǫr = 36.97 donc n = 6.08 pour f = 2.44GHz (2.11)
Pour conclure cette partie sur la mesure de l’indice du diﬀuseur diélectrique, nous
avons vu que l’utilisation de micro-ondes implique de prendre des précautions
expérimentales notamment en ce qui concerne le serrage. Enﬁn, nous pouvons
conclure que l’indice du diélectrique varie très peu sur une gamme de fréquences
allant de 2.4GHz à 7GHz. La variation étant de l’ordre de 0.08% par rapport à la
donnée du fournisseur pour une fréquence de 7GHz. La courbe de section eﬃcace
des diélectriques ne change donc pas (Fig 2.6).
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Fig. 2.9 – Solution graphique de l’équation (2.10).
Résonance de proximité
Nous venons de montrer qu’un diﬀuseur diélectrique possède une eﬃcacité très
importante uniquement pour certaines fréquences, les fréquences de Mie fMie.
Cette étude a été faite pour un unique diﬀuseur. Les milieux désordonnés sont
constitués d’environ deux cents diﬀuseurs diélectriques. La probabilité d’avoir
deux diﬀuseurs séparés d’une distance de l’ordre de la longueur d’onde est grande.
Ceci signiﬁe qu’il est fort possible que les zones spatiales de grande eﬃcacité de
deux diﬀuseurs voisins se chevauchent. La question sur l’eﬃcacité de N diﬀuseurs
s’est donc posée. Concrètement, est-ce que la section eﬃcace totale Stotaleeff des N
diﬀuseurs est donnée par N fois la section eﬃcace d’un unique diﬀuseur Seff i.e
si :
Stotaleeff = N ∗ Seff? (2.12)
Théoriquement, il a été montré que si l’on considère deux diﬀuseurs isotropes
et ponctuels ayant une unique résonance interne, l’allure de la section eﬃcace
change selon que les diﬀuseurs se trouvent en champ proche ou en champ lointain
[Rusek and Orłowski, 1999]. La ﬁgure 2.10 illustre cette diﬀérence de comporte-
ment. Deux diﬀuseurs sont en champ lointain si la distance qui les sépare est
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Fig. 2.10 – Le modèle de Rusek et Orlowski montre l’allure de la courbe d’efficacité
obtenue avec deux diffuseurs. En pointillés, la courbe illustre le cas où les deux
diffuseurs sont éloignés tandis que la courbe pleine celui où les deux diffuseurs
sont proches.
supérieure à la longueur d’onde utilisée. Les deux diﬀuseurs se comportent alors
comme deux sources indépendantes. Les diﬀuseurs emmagasinent de l’énergie pour
une fréquence de Mie et ensuite émettent en phase, le mode symétrique s de chaque
diﬀuseur est ainsi excité, ceci se traduit par un pic centré sur la fréquence de la
résonance interne des diﬀuseurs. Par contre dans le cas où les deux diélectriques
sont très proches, chacun d’entre eux va perturber le comportement de son voisin.
L’apparition d’un pic très étroit centré sur une fréquence supérieure à la fMie du
diﬀuseur s’explique par une émission des deux sources en opposition de phase, le
mode anti-symétrique p est ainsi excité en plus du mode s représenté lui par un
pic très large centré sur une fréquence inférieure à celle de la résonance de Mie
[Hersch and Heller, 1998]. Ces conclusions théoriques illustrent le phénomène de
résonances de proximité. En conclusion, la théorie montre que l’égalité (2.12) n’est
pas vériﬁée et que le milieu diélectrique ne peut pas être vu comme l’addition de
diﬀuseurs indépendants.
Pour prouver expérimentalement que cette égalité n’est pas vériﬁée et donc ob-
servée le phénomène de résonances de proximité, deux situations ont été étudiées :
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soit deux diﬀuseurs éloignés d’une distance supérieure aux longueurs d’ondes uti-
lisées i.e. quelques centimètres, soit deux diﬀuseurs voisins susceptible d’être dans
leurs zones respectives de forte eﬃcacité. Nous avons réalisé plusieurs expériences
pour diﬀérents écartements entre les deux diﬀuseurs. Les expériences sont réalisées
dans la cavité avec les couches d’absorbants micro-ondes et avec comme analyseur
de réseau le HP8720D. Pour observer ce phénomène de résonances de proximité
expérimentalement, nous avons en fait soustrait au signal de transmission obtenu
en présence des deux diﬀuseurs, le signal de transmission obtenu en cavité vide
dont un exemple est donné par la ﬁgure 2.5. Le résultat le plus probant pour des
diﬀuseurs en champ lointain est obtenu pour un écartement de 8 cm. La distance
minimale entre diﬀuseur pour observer l’apparition d’un pic associé à l’onde p
est de 1 cm. La ﬁgure 2.11 illustre nos résultats. Le tracé bleu permet de distin-
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Fig. 2.11 – Superposition des deux signaux de transmission obtenus respective-
ment avec un écart de 1cm (rouge) et 8cm (bleu) entre les diffuseurs .
guer un pic très large centré sur le première résonance de Mie autour de 2.3GHz.
L’apparition du pic correspondant à l’excitation du mode p est quant à lui vi-
sible sur le tracé rouge. Les mesures sont perturbées par la même modulation que
celle présente sur la ﬁgure 2.5 et dont l’origine est très probablement due à un
composant électronique dans l’analyseur de réseau. Les résultats expérimentaux
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présentent un bon accord quantitatif avec la théorie. La qualité des signaux n’est
pas optimale car le dispositif expérimental n’est pas conçu pour travailler à des
amplitudes aussi faibles.
2.3 Protocole expérimental
Après avoir transformé la cavité et changé le type de diﬀuseur, un nouveau
protocole expérimental a été développé avec comme objectif ﬁnal l’observation du
phénomène de localisation d’Anderson. Grossièrement ce protocole se décompose
en 4 étapes. Les deux premières consistent à déterminer de façon aléatoire la
position des diﬀuseurs diélectriques pour ensuite construire dans la cavité micro-
ondes le milieu désordonné. Lors de la troisième étape, la surface occupée par les
diélectrique est discrétisée c’est-à-dire que l’on choisi les pas selon x et selon y
correspondant à la distance entre deux points de mesures dans chaque direction.
Une trajectoire labyrinthique empruntée par la bille pour éviter tous les diﬀuseurs
est ensuite calculée. Pour ﬁnir, en chaque point de cette trajectoire la mesure est
eﬀectuée. En parallèle de ce protocole, nous avons développé autant d’algorithmes
que d’étapes aﬁn de réaliser ce protocole à partir d’un ordinateur.
2.3.1 Les platines de translation
Les platines de translation (Newport M-IMS600) sont utilisées dans notre dis-
positif expérimental à la fois pour la construction des milieux désordonnés dans la
cavité et pour la réalisation des mesures du champ électrique dans cette matrice
diélectrique. Ces platines ont une course de 600mm chacune et une précision du
m. Pour eﬀectuer ces deux étapes du protocole expérimental mis au point, nous
avons, comme le montre la ﬁgure 2.1, “greﬀé” un bras sur l’intersection des deux
platines. Aﬁn d’assurer à tout le dispositif une stabilité indispensable, la cavité et
les platines de translation sont ﬁxées à la table. Une étape importante à été d’as-
surer un excellent parallélisme entre la cavité et une des platines. L’écartement
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entre le bras et un des bords de la cavité doit être constant le long du déplacement
du bras parallèlement au côté. Ce parallélisme se doit d’être quasiment parfait car
les cartographies du champ électrique en sont fortement dépendantes.
Le contrôle et le pilotage direct de ces platines de translation se fait via un
contrôleur de mouvement, l’ESP300. Ce dernier est équipé d’un processeur DSP
32 bits, à virgule ﬂottante, et peut eﬀectuer des contrôles synchronisés de haute
précision. Une routine évoluée prend en compte la lecture du capteur d’origine de
la platine et de l’index du codeur pour eﬀectuer un retour précis sur un point de
référence absolu. La programmation de compensation de jeu et de l’erreur linéaire
permet de réduire les imprécisions de positionnement dues à la mécanique. Chaque
ESP300 est équipé d’une liaison de communication IEEE-488 (GPIB) pour assu-
rer l’interface avec un PC et permettre une communication parallèle rapide. Cette
liaison a été utilisée pour faciliter le protocole expérimental en développant une
nouvelle procédure numérique permettant de piloter à la fois l’analyseur de ré-
seau et les platines de translations. Le contrôleur ne joue donc plus que le rôle
d’intermédiaire et d’alimentation des platines. Cette procédure a été développée
en collaboration avec l’ingénieur "Mesures Physiques", Grégory Sauder. La ﬁgure
2.12 montre l’interface graphique utilisée pour le déplacement des platines. Ce dé-
placement s’eﬀectue soit directement en entrant les coordonnées des points où l’on
souhaite se placer, soit en se déplaçant pas-à-pas dans n’importe quelle direction.
Cette interface oﬀre la possibilité de se replacer à la position d’origine des
platines après un déplacement quelconque, de déﬁnir un point quelconque comme
nouvelle origine et de visualiser les coordonnées du point où l’on se situe. La
création du réseau de diélectriques et la mesure du champ électrique, deux étapes
décrites ultérieurement, sont réalisées via cette procédure.
2.3.2 Le réseau de diélectriques
Cette section est consacrée à la description du milieu désordonné ; du choix
aléatoire des coordonnées de chaque diﬀuseur à la création du réseau à l’intérieur
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Fig. 2.12 – Interface graphique utilisée pour le déplacement des platines soit par
incréments soit en rentrant directement des coordonnées spatiales.
de la cavité.
Génération du désordre
On dispose aléatoirement, dans un carré de 25 cm de côté un nombre N de dif-
fuseurs correspondant à une fraction surfacique de diﬀuseur préalablement choisie.
Les diﬀérentes réalisations de désordre sont obtenues par deux approches diﬀé-
rentes. Dans un premier temps, des expériences ont été réalisées sur des milieux
périodiques aﬁn de valider toute l’approche et maîtriser correctement le tout nou-
veau dispositif expérimental. La première idée a donc été d’ajouter du désordre
à ce milieu périodique en autorisant un déplacement aléatoire pour chaque diﬀu-
seur autour du réseau périodique. Ce déplacement aléatoire ﬁxé par l’utilisateur
est donné par un pourcentage de la distance entre deux diﬀuseurs voisins dans le
réseau périodique. Par cette approche, une quantiﬁcation du degré du désordre
dans le milieu est possible.
La ﬁgure 2.13 représente l’interface graphique utilisée pour concevoir tous les
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Fig. 2.13 – Interface graphique utilisée pour créer notre réseau de diélectrique :
périodique, périodique perturbé ou aléatoire.
réseaux diélectriques. En plus des réseaux périodiques et périodiques perturbés
décrits précédemment, nous avons également la possibilité de construire direc-
tement un réseau aléatoire. Pour cela, un générateur de nombres aléatoires de
distribution uniforme est utilisé pour déterminer distinctement les deux coordon-
nées de chaque diﬀuseur. Avec cette option, la quantiﬁcation du désordre se fait
indirectement. En eﬀet, lorsque l’on lance le générateur aléatoire, l’utilisateur peut
choisir la distance minimale d entre les centres de deux diﬀuseurs voisins. Cette
distance est l’unique paramètre libre. On déﬁnit ainsi une surface "exclue" autour
de chaque diﬀuseur. Une transition continue peut être faite d’un milieu complè-
tement aléatoire (d −→ dmin = 2 ∗ rdielectrique) à un milieu périodique en faisant
varier continûment cette distance. Cependant, pour une raison technique que l’on
évoquera lors de la création du réseau, une distance minimale entre diﬀuseur de
8 mm est obligatoire. Une partie de cette distance est due au fait que l’on calcule
cette distance de centre à centre de chaque diﬀuseur ayant un rayon de 6mm. Les
coordonnées de chaque diﬀuseur sont enregistrées au fur et à mesure dans un ﬁ-
chier. Ce ﬁchier est ensuite injecté dans un nouveau programme aﬁn de construire
le milieu aléatoire à l’intérieur de la cavité.
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Création de ce réseau
Une fois le ﬁchier des coordonnées enregistré, le milieu désordonné est repré-
senté via l’interface de la ﬁgure 2.14. Sur cette ﬁgure, en plus des diﬀuseurs (cercles
de couleurs) les antennes présentes (points noirs sur la ﬁgure 2.14) sont également
représentées aﬁn d’éviter, lors du choix des positions des diﬀuseur, d’avoir un
diﬀuseur au niveau d’une antenne.
Fig. 2.14 – Interface graphique utilisée pour visualiser et ensuite de construire
notre réseau dans la cavité.
Nous verrons ultérieurement que pour chaque mode localisé identiﬁé dans un
carré de côtés 25 cm, la mesure est eﬀectuée également dans un milieu carré de
côté 20 cm (Fig 2.14), obtenu en enlevant une bande de 2.5 cm sur chaque côté du
grand carré, aﬁn de vériﬁer un critère de localisation
Cette procédure numérique est également utilisée pour le placement des dif-
fuseurs. Elle sert en eﬀet à piloter les platines de translation via le contrôleur
ESP300. Ayant enregistré toutes les positions des diﬀuseurs, un nouvel algorithme
est utilisé pour positionner, avec une précision au micron, automatiquement l’ex-
trémité du bras solidaire des platines en chacune des positions des diﬀuseurs. En-
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Fig. 2.15 – Cette figure représente le bras placé sur les platines de translation
nous permettant ainsi de placer chacun des 196 diffuseurs.
suite, grâce à un tube en cuivre placé à son extrémité, chaque diﬀuseur est placé
un par un (Fig 2.15). Cette étape de construction prend généralement un peu plus
d’une heure. Le tube en cuivre est la seconde origine de l’existence d’une distance
minimale entre deux diﬀuseurs voisins. Au 6mm liés aux diﬀuseurs s’ajoutent les
2mm correspondant à l’épaisseur des parois du tube.
2.3.3 Mesure indirecte de l’intensité du champ électrique
Théorie perturbative
Nous utilisons pour mesurer l’intensité du champ électrique dans le milieu étu-
dié, une méthode indirecte utilisée par diﬀérentes équipes [Kudrolli et al., 1995,
Stöckmann, 1999, Gokirmak et al., 1998]. Cette méthode consiste à introduire à
l’intérieur de la cavité, un élément perturbateur i.e. de dimensions caractéris-
tiques très inférieures aux longueurs d’ondes utilisées. L’objet choisit est une bille
métallique de rayon r et de volume δv.
Le principe de cette mesure indirecte consiste à sélectionner dans le signal de
transmission, propre au système étudié, une résonance centrée sur une fréquence
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f0. Cette résonance est liée à un mode dont on veut connaître la répartition spa-
tiale. L’introduction de la bille à l’intérieur de la cavité modiﬁe localement le
champ. La résonance est maintenant centrée en fperturbee. Théoriquement, il est
montré que ce décalage en fréquence, lié à l’introduction de la bille, est directement
proportionnel à la somme des carrés des amplitudes des champs électriques et ma-
gnétiques non perturbés au niveau de la bille [Gokirmak et al., 1998]. L’équation
(2.13) décrit ce résultat :
f0 − fperturbee
fperturbee
≈ −
∫∫∫
δv
ǫ0
ǫr−1
ǫr+2
E2videdτ +
∫∫∫
δv
µ0
µr−1
µr+2
H2videdτ∫∫∫
V
(ǫ0E2vide + µ0H
2
vide)dτ
∝ −πr3
[
ǫ0
ǫr − 1
ǫr + 2
E2vide + µ0
µr − 1
µr + 2
H2vide
] (2.13)
où ǫr et µr sont respectivement la permittivité électrique relative et la per-
méabilité magnétique relative de la bille. La mesure de la fréquence centrale de la
résonance donne directement la valeur locale du champ. On exhibe bien, à travers
le terme πr3, que seules les contributions des champs non perturbés sur la bille
contribuent à ce décalage spectral. On remarque bien que plus cette fréquence
est donnée avec une grande précision plus la cartographie du champ est détaillée.
On comprend bien l’intérêt d’avoir un grand nombre de point pour discrétiser en
fréquence le signal de transmission.
Il faut cependant prendre une précaution. Expérimentalement, nous souhai-
tons obtenir des cartographies illustrant la répartition du champ électrique. Il
faut donc s’assurer que la contribution du champ magnétique dans l’expression
(2.13) est négligeable. On sait que la permittivité électrique relative et la per-
méabilité magnétique relative d’une bille métallique tendent respectivement vers
l’inﬁni et vers 1 par valeurs supérieures quand le champ magnétique augmente
[Weber and Fajans, 1998]. Le fait de ne pas savoir de quel type précis d’acier
la bille est constituée empêche de connaître la valeur exacte de µr. Nous pou-
vons donc juste prévoir que, d’une part, la contribution du champ électrique est
plus importante que celle du champ magnétique et, d’autre part, que le déca-
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lage en fréquence lié au champ magnétique se fait dans le même sens que celui
dû au champ électrique i.e. vers les basses fréquences. Dans de nombreux ar-
ticles, la contribution du champ magnétique a été négligée sans aucune justiﬁca-
tion [Kudrolli et al., 1995]. Nous avons donc décidé de vériﬁer expérimentalement
cette diﬀérence de contribution entre les deux champs.
Mesure du champ électrique
Expérimentalement, une bille métallique en acier de diamètre 2.5mm, donc
très petit devant les longueurs d’ondes, a été utilisée. La bille peut donc être
considérée comme un élément perturbateur. Une fois la bille introduite, elle est
maintenue plaquée à la paroi supérieure de la cavité par l’intermédiaire d’un dispo-
sitif d’aimants placé à l’extrémité du bras solidaire des platines comme le montre
la ﬁgure 2.16. Ce dispositif est constitué de 4 aimants de 1 tesla. Un cône en métal
est ajouté à l’extrémité des aimants aﬁn de concentrer les lignes du champ ma-
gnétique au niveau de la bille. Le champ eﬀectif à l’extrémité du cône est de 400
mTesla. Au niveau de la bille, c’est-à-dire après avoir traversé la plaque de cuivre
d’épaisseur 5mm, l’intensité du champ magnétique n’est plus que de 160mTesla.
Ces mesures de champ magnétique ont été réalisées avec un teslamètre composé
d’une sonde à eﬀet Hall reliée à un générateur de courant. Le principe consiste
à appliquer au matériau un courant électrique responsable d’un déséquilibre de
charges sur les parois du matériau. Ce déséquilibre induit un champ électrique qui
en régime permanent équilibre le champ magnétique présent dans le matériau. Les
forces de Lorentz et de Coulomb se compensent. La valeur du champ magnétique
est directement obtenue en mesurant la tension électrique aux bornes du matériau
car un simple coeﬃcient de proportionnalité, propre à chaque sonde et fourni par
le fabricant, relie ces deux quantités. L’article [Weber and Fajans, 1998] montre
que, pour un champ magnétique d’une telle intensité, le µr de la bille est très
proche de l’unité. Cette intensité du champ magnétique est suﬃsante pour assu-
rer que le déplacement de la bille reproduit ﬁdèlement celui du cône. En eﬀet,
il est indispensable, lors du déplacement entre deux points de mesure, que l’axe
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du cône et la bille restent alignés. Un désalignement peut impliquer un contact
entre la bille et les diﬀuseurs. En chaque point de mesure, il est indispensable
de vériﬁer l’existence entre la plaque de cuivre et le cône d’un écart de quelques
millimètres car un éventuel contact engendrerait des modiﬁcations sur le signal de
transmission. La qualité des cartographies dépend fortement de l’attention portée
à ces diﬀérents points.
Fig. 2.16 – Dispositif contenant les 4 aimants et permettant le déplacement de la
bille.
Une fois le dispositif aimant-bille bien aligné, il faut choisir les points où la
mesure du champ est eﬀectuée. Une nouvelle interface permet de discrétiser la
zone sur laquelle nous souhaitons faire la mesure en choisissant une distance entre
chaque point de mesure selon x et selon y. La valeur de ces pas est de 5mm
dans les deux directions et la zone de la cavité cartographiée est limitée par la
course des platines selon x à 600mm et par la taille de la cavité à 460mm selon y.
Le déplacement d’un point à l’autre s’eﬀectue également par une des options du
logiciel. Il suﬃt de rentrer dans la procédure numérique un ﬁchier contenant toutes
les coordonnées des points où la mesure doit être eﬀectuée. Les platines, pilotées
par ordinateur, déplacent ensuite la bille point par point avec une précision de
l’ordre du µm.
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Fig. 2.17 – Discrétisation de la zone à cartographier grâce à l’interface graphique.
Cartographies du champ électrique en cavité rectangulaire
La mesure de l’intensité du champ électrique en cavité vide permet, d’une part,
de valider le procédé utilisé pour faire cette mesure via la bille et, d’autre part,
de s’assurer de la faible contribution du champ magnétique dans les cartographies
obtenues.
Dans la première section de ce manuscrit, nous avons vu que pour une cavité
rectangulaire une expression analytique des modes est connue. L’expression (2.14)
donne, pour φnm = Ez une représentation du champ électrique dans la cavité
rectangulaire.
Enmz (x, y) ∝ sin(n
πx
Lx
) sin(m
πy
Ly
) (2.14)
Un mode est caractérisé par les deux nombres quantiques (n,m) donnant le
nombre de ventres respectivement selon x et selon y. L’expression (1.55) permet
de calculer la fréquence associée à chaque mode. Donc pour vériﬁer que la méthode
utilisée pour mesurer le champ électrique décrite précédemment est valable, nous
avons choisi dans le signal de transmission de la cavité rectangulaire une résonance
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associée à un mode donné. Le but étant de comparer la répartition du champ
obtenue par cartographie à celle prévue analytiquement.
Fig. 2.18 – Cartographies analytique et expérimentale du champ électrique du
mode n=6 et m=2.
Les ventres présents sur les bords de la cavité ne peuvent pas être mesurés car
la course maximale de la platine est plus petite que la plus grande des dimensions
de la cavité. La pertinence de la méthode de cartographie, via la bille, est prouvée
grâce à l’accord qualitatif trouvé entre l’expérience et la théorie comme l’illustre la
ﬁgure 2.18 ou le résultat expérimental pour le mode (6,2) est comparé au résultat
analytique, ce dernier étant calculé à partir de la relation (1.54).
Pour un mode possédant la symétrique du système, comme le (6,2), l’unique
contribution du champ sur la ligne nodale (ligne noire sur la ﬁgure 2.18) est celle
du champ magnétique (Eq (2.15) et (2.16)). Sur la ligne ventrale (ligne rouge sur
la ﬁgure 2.18) la contribution du champ magnétique est très faible par rapport à
celle du champ électrique (Eq (2.14)).
Bnmx (x, y) ∝ sin(n
πx
Lx
) cos(m
πy
Ly
) (2.15)
Bnmy (x, y) ∝ cos(n
πx
Lx
) sin(m
πy
Ly
) (2.16)
La comparaison des amplitudes maximales du décalage en fréquences mesuré
sur ces deux lignes, illustrée sur la ﬁgure 2.19, montre que la contribution du
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champ magnétique est de l’ordre de 1%. Les intensités minimales des champs
électrique ou magnétique correspondent, comme le prévoit la relation (2.13), aux
fréquences maximales mesurées. On remarque une légère pente due à la dérive
dans le temps de la mesure est présente sur les deux courbes. L’oﬀset présent
entre les deux courbes peut correspondre à la contribution du champ magnétique
statique dû au dispositif d’aimants utilisé pour maintenir la bille. En eﬀet, en
mesurant le décalage spectrale sur ces lignes de ventres et de noeuds avec un ﬁl
métallique à la place de la bille, le dispositif d’aimants nécessaire est plus faible
ce qui diminue le champ magnétique statique et fait disparaître cet oﬀset.
Fig. 2.19 – Résultats obtenus sur les lignes nodale et ventrale.
Ceci valide notre approche et justiﬁe l’approximation faite dans certains ar-
ticles qui consiste à écrire l’équation (2.13) comme suit :
fvide − fperturbee
fperturbee
∝ ǫ0E2vide (2.17)
2.3.4 La trajectoire labyrinthique
Une fois la cavité fermée, il y a contact entre les diﬀuseurs et les parois su-
périeure et inférieure. Les diﬀuseurs diélectriques représentent donc des obstacles
pour la bille. Contrairement aux cas de la cavité vide ou habillée d’un diﬀuseur
unique, la trajectoire suivie par la bille pour eﬀectuer la mesure n’est donc pas
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triviale. Pour calculer cette nouvelle trajectoire, un nouvel algorithme a été déve-
loppé et incorporé dans la procédure numérique.
La première étape avant la construction de la trajectoire consiste à créer une
représentation du milieu diﬀusif à partir du pas de discrétisation choisi tout en
incorporant des murs en lieu et place des diﬀuseurs (points rouges sur la ﬁgure
2.20. Pour faire cela, les coordonnées de chaque point de mesure sont comparés
avec celles de chaque diﬀuseur en déﬁnissant au préalable une distance minimale
entre la position de la bille et le diﬀuseur. Concrètement, pour que la mesure soit
eﬀectuée en un point du réseau il faut que ce point soit à une distance supérieure
à 4.5mm d’un diﬀuseur. Cette distance tient compte du rayon du diﬀuseur 3mm,
de celui de la bille 1.25mm et d’une incertitude sur la position exacte de la bille
de 0.25mm pour compenser un éventuel décalage de la bille par rapport à l’axe
du cône qui la maintient. La base de l’algorithme est de regarder si le point i+ 1
Fig. 2.20 – Évolution de la trajectoire lors de sa création. En noir les points de
mesure ; en rouge les points éliminés à cause des diffuseurs
est accessible ou pas. Pour les lignes impaires, le déplacement entre point se fait
de la gauche vers la droite et inversement pour les lignes paires. Si ce déplacement
direct est impossible à cause d’un diﬀuseur alors l’algorithme choisit par ordre de
préférence un déplacement vers le haut, vers le bas ou un retour en arrière. La
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probabilité pour que la trajectoire passe plusieurs fois par le même point est non
nulle. Un traitement de la trajectoire est fait aﬁn d’identiﬁer ces dégénérescences
et n’autoriser la mesure qu’au premier passage. Pour un milieu carré de 25 cm de
côté discrétisé en 2704 points avec un pas de 5mm, une trajectoire classique com-
porte environ 3500 points de passage et environ 2600 points de mesure eﬀective.
Cependant pour traiter le résultat et obtenir une cartographie totale du carré de
25 cm de côté i.e. avoir une valeur du décalage pour les 2704 points, l’algorithme
associe à chaque point non traversé la valeur maximale mesurée du décalage (mini-
mum d’intensité du champ électrique car le décalage est négatif d’après l’équation
(2.13)) lors de l’expérience. Pour obtenir la cartographie du champ électrique, il
suﬃt de connaître uniquement la fréquence sur laquelle la résonance, associée au
mode mesuré, est centrée. Ceci revient à chercher la fréquence correspondant au
maximum du signal. En eﬀet, comme nous l’avons évoqué précédemment, pour
qu’une résonance soit exploitable il faut qu’elle soit isolée spectralement ; la fenêtre
en fréquence choisie ne contient donc que cette résonance. C’est cette information
qui est mesurée expérimentalement et stockée dans un ﬁchier.
Pour ﬁnir avec la description de la procédure numérique, il est possible de re-
présenter directement, grâce à ce ﬁchier, le résultat expérimental comme le montre
la ﬁgure 2.21 où la localisation spatiale du champ électrique est très explicitement
illustrée.
2.4 Une expérience type
Pour résumer tout ce qui a été dit auparavant, une expérience type est consti-
tuée de 6 étapes. Pour un milieu désordonné carré donné de 25cm de côté, il
faut :
1. choisir le fraction surfacique σ de diﬀuseurs diélectriques,
2. générer le désordre, c’est-à-dire déterminer les positions des N diﬀuseurs en
imposant une distance minimale d entre deux diﬀuseurs plus proches voisins,
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Fig. 2.21 – Visualisation du résultat expérimental directement à partir du logiciel.
3. échantillonner la mesure avec un pas égal à 5mm selon x et y ceci qui donne
2704 points de mesure pour un milieu carré de 25 cm de côté.
4. éliminer, ensuite, les points de mesures inaccessibles à cause des diﬀuseurs,
en comparant les coordonnées de ces points et celles des diﬀuseurs, et en
imposant une distance minimale entre point de mesure et diélectrique égale
à 0.45mm.
5. construire la trajectoire labyrinthique reliant tous les points de mesures.
6. conﬁgurer l’analyseur de réseau en lui rentrant diﬀérents paramètres tels
que (Fig 2.22) :
(a) la puissance de sortie de l’analyseur,
(b) le paramètre S de la matrice de diﬀusion,
(c) le nombre de points avec lesquels les fenêtres spectrales sont discréti-
sées,
(d) l’IFBandwitdh déterminant le temps pris en chaque point pour faire la
mesure,
(e) le nombre de balayage en fréquence par fenêtre
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(f) et enﬁn les bornes des deux fenêtres en fréquence où se trouve la réso-
nance à suivre.
7. construire, via Matlab, la représentation spatiale du champ électrique.
Fig. 2.22 – Interface graphique utilisée pour configurer l’analyseur de réseau.
Lors de ce petit résumé d’une expérience type, j’ai évoqué l’existence de deux
fenêtres fréquentielles utilisées pour faire la mesure. Selon la puissance de sortie
de l’analyseur choisie, les décalages en fréquence de la résonance peuvent être
importants, de l’ordre de 20MHz. Ceci implique que la fenêtre de mesure doit
d’une part être d’une largeur de l’ordre de 30MHz, mais aussi discrétisée avec un
très grand nombre de points pour avoir une bonne résolution spectrale et atteindre
un bon niveau de détail sur la cartographie du champ électrique. L’analyseur de
réseau est caractérisé par un bruit intrinsèque dont l’amplitude est de l’ordre
du kHz, il est donc inutile d’essayer d’obtenir une résolution meilleure que le
kHz, les résultats seraient bruités. Pour une fenêtre de 30MHz et atteindre cette
résolution, il faut 30000 points d’échantillonnage ce qui correspond à une balayage
long 300 secondes en chaque point de mesure représentant une mesure longue de
plus de 9 jours. Le compromis choisi est de faire la mesure de la fréquence sur deux
fenêtres. La première large de 30MHz, avec une faible résolution permet d’obtenir
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une valeur grossière de la fréquence. La seconde, d’une largeur 1MHz, centrée sur
cette dernière fréquence et discrétisée avec 1000 points, donne une valeur ﬁnale
de la fréquence de résonance avec une résolution du kHz. Ce procédé réduit le
temps de mesure en chaque point d’un facteur 10 car il faut respectivement 16 et
10 secondes par fenêtre.
2.5 Les premières observations directes de modes
localisés
Avant de réaliser la mesure du champ électrique aﬁn d’observer le phénomène
de localisation d’Anderson, nous avons voulu voir comment le signal de transmis-
sion associé à un milieu périodique, i.e. à un agencement régulier de diﬀuseurs,
est modiﬁé lorsqu’on rompt cette périodicité en ajoutant du désordre. Pour cela,
les milieux considérés sont composés de 196 diélectriques répartis sur un carré de
25 cm de côté, ce qui correspond à une fraction surfacique de 8.9%. Le système
de référence est périodique avec une distance entre diﬀuseurs plus proches voi-
sins égale à d = 1.9 cm. Quatre autres systèmes désordonnés, appelés périodiques
perturbés, sont obtenus en autorisant un déplacement aléatoire de chaque diﬀu-
seur de respectivement 10, 20, 30 et 40% de d lors du choix de leurs coordonnées.
La dernière conﬁguration est un milieu complètement aléatoire. La ﬁgure 2.23
regroupent les diﬀérents signaux de transmission mesurés avec toujours le même
couple d’antennes choisi à l’intérieur du milieu.
Par analogie avec la physique du solide, la réponse du système périodique
présente une structure en bandes permises et en bandes interdites où la trans-
mission est nulle, "Microwaves Photonic Band Gaps". L’ajout de désordre détruit
cette structure en bande car il entraîne l’apparition de nouvelles résonances dans
les bandes interdites notamment dans la seconde. Cette dernière disparaît pour
un désordre de 30%. Le premier "gap" est réduit par l’apparition de résonances
près des bords mais survit. Les deux dernières ﬁgures présentent une structure
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semblable avec une pseudo bande interdite. La présence de cette zone de trans-
mission nulle, malgré le désordre, peut être vue comme un vestige du système
initial périodique.
Fig. 2.23 – Signaux de transmission obtenus respectivement, de gauche à droite
et de haut en bas, pour un milieu périodique, des milieux périodiques perturbés
à 10%, 20%, 30%, 40% et aléatoire.
Considérons maintenant un nouveau désordre aléatoire représenté sur la ﬁgure
2.24 et ayant la même fraction surfacique que précédemment. Les points noirs éti-
quetés de A à D correspondent aux antennes présentes dans le milieu. La distance
minimale entre deux diﬀuseurs plus proches voisins est ﬁxée à 11mm. Le désordre
est ainsi "homogène" i.e. sans zones de vide de dimensions proches des longueurs
d’ondes utilisées.
Après avoir mis en évidence l’inﬂuence du désordre, il est intéressant de voir
comment le diélectrique lui même inﬂue sur la structure du signal de transmission
propre à un milieu désordonné. Pour cela, sur la ﬁgure 2.25, ont été superposés
ce signal de transmission en échelle semi-log et linéaire et la courbe de section
eﬃcace. La comparaison de ces deux courbes rejoint le résultat numérique évoqué
au début de ce chapitre et dû à C. Vanneste et P. Sebbah, et prouve la corrélation
qui existe entre les résonances de Mie, correspondant aux maxima d’eﬃcacité
du diﬀuseur, et les fréquences sur lesquelles les bandes permises sont centrées
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Fig. 2.24 – Milieu désordonné 2D constitué de 196 diélectriques avec une distance
minimale entre deux diffuseurs égale à 11mm. Les points noirs représentent les
antennes de mesure.
[Vanneste and Sebbah, 2005, Ye et al., 1992, Sigalas et al., 1996].
Une fois les inﬂuences du désordre et des propriétés intrinsèques du diélec-
trique sur le signal de transmission mises en évidence, les premières mesures du
champ électrique ont été réalisées dans le milieu de la ﬁgure 2.24 dont le signal de
transmission est montré sur la ﬁgure 2.26. Les mesures du champ électrique ont
été eﬀectuées avec l’analyseur de réseau HP8720D. La résolution de ces cartogra-
phies n’est pas optimale car, contrairement à ce qui a été décrit dans la section
"Une expérience type", la mesure du décalage en fréquence de la résonance est
faite sur une unique fenêtre large de 20MHz et discrétisée avec 1601 points. Les
premières cartographies de l’intensité du champ électrique représentées sur la pre-
mière image de la ﬁgure 2.27 ont été obtenues via les antennes B et D et en
mesurant le décalage de trois résonances : une dans le gap et centrée en 5.45GHz
(insert de la ﬁgure 2.26), la seconde en ﬁn de gap à 5.66GHz et la dernière à plus
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Fig. 2.25 – Superposition du signal de transmission, en échelle logarithmique et
linéaire, et de la courbe de section efficace d’un unique diffuseur diélectrique.
haute fréquence car centrée en 7.80GHz.
La ﬁgure 2.27 met, respectivement en 2D et 3D, très clairement en évidence
un piégeage spatial de l’onde électro-magnétique pour ces trois résonances. Avant
de parler de premières observations directes de modes localisés en milieu multi-
plement diﬀusif bidimensionnel i.e. de localisation d’Anderson, plusieurs critères
de localisation ont été vériﬁés.
Critères visuels
Tout d’abord, le critère d’insensibilité aux conditions de bords mis en avant
numériquement. Pour cela, la mesure a été eﬀectuée dans un milieu carré de côté
20cm obtenu en supprimant une bande de diﬀuseur large de 2.5 cm sur chaque côté
du précédent milieu. L’accord qualitatif entre les deux cartographies est excellent
comme le montre la ﬁgure 2.28. La structure spatiale des modes n’est pas modiﬁée
par les modiﬁcations apportées sur la zone de diﬀusion. Ces résultats expérimen-
taux représentent un pas de plus vers l’idée que le phénomène observé est bien
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Fig. 2.26 – Signal de transmission propre au milieu de la figure 2.24 avec en
insert un zoom sur la résonance centrée en 5.45GHz correspondant au premier
mode localisé.
la localisation d’Anderson. Ces modes sont obtenus en utilisant des résonances
ayant des allures et des fréquences centrales comparables à celles des fréquences
mesurées dans le milieu précédent. La diﬀérence en fréquence, quand elle existe,
est du même ordre de grandeur que celle causée par l’ouverture de la cavité.
Une dernière représentation de ces modes va conforter l’idée que la localisa-
tion d’Anderson est visible expérimentalement. Elle est obtenue numériquement
en résolvant les équations de Maxwell, dans un système similaire au système ex-
périmental, avec la méthode de FDTD [Taﬂove, 1995]. Des conditions aux limites
dites PML (Parfectly Matched Layer) représentent les absorbants micro-ondes
aﬁn de déﬁnir les conditions aux bords ouverts [Berenger, 1995]. Contrairement
au cas expérimental, ces couches n’induisent aucune ré-insertion d’énergie dans
la cavité. Expérimentalement, on peux assimiler ces PML à une succession de
couches absorbantes de plus en plus eﬃcaces pour avoir un gradient d’absorption.
La grosse diﬀérence entre l’approche numérique et celle expérimentale est la notion
de pertes. Expérimentalement, en plus de pertes dues aux fuites d’énergie par les
bords ouverts, présentes numériquement, s’ajoutent celles dues à la propagation
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Fig. 2.27 – Représentation 2D et 3D des trois premiers modes localisés obtenu
expérimentalement dans un carré de 25cm de côté et pour des résonances centrées
respectivement (de gauche à droite) en 5.45GHz, 5.66GHz et 7.80GHz.
i.e. celles dont l’origine est la conductivité ﬁnie des parois supérieure et inférieure
de la cavité.
L’accord entre l’expérience et les simulations numériques est excellent et spec-
taculaire. On peut parler maintenant concrètement de modes localisés et de lo-
calisation d’Anderson. Cet accord prouve la qualité de la mesure et montre que
les paramètres physiques telle que l’ouverture du système est bien contrôlée. De
plus, on montre avec cet accord que l’absorption présente expérimentalement et
pas dans les simulations n’est pas un élément néfaste pour l’observation de la lo-
calisation lorsqu’on travaille en stationnaire via les modes localisés. En examinant
bien les images en bas de la ﬁgure 2.29 résultant des simulations numériques, on
remarque, pour des diﬀuseurs proches de la zone de localisation, la présence de
champ électrique à l’intérieur de ces derniers, information inaccessible expérimen-
talement. La structure du champ dans les diﬀuseurs est, pour les deux premiers
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Fig. 2.28 – Représentation 2D des trois modes obtenus respectivement dans un
milieu carré de 25 cm de côté (haut) et de côté 20 cm (bas).
modes localisés, sous la forme de 2 lobes, ce qui laisse entendre que les résonances
suivies sont liées à la seconde résonance de Mie d’un diﬀuseur ponctuel centrée en
6.3GHz.
Critères physiques
L’étalement spatial d’un mode localisé est caractérisé à la fois par une en-
veloppe exponentielle et une longueur dite de localisation ξloc. Trois méthodes
diﬀérentes dans leur approche mais aux résultats concordants, ont été utilisées
pour évaluer ξloc. La première, très directe, consiste à calculer la fonction d’auto-
corrélation de l’amplitude du champ électrique (Fig 2.30). L’inconvénient est que
ce calcul ne peut se faire qu’à partir de la représentation spatiale du champ calcu-
lée numériquement car le fond des cartographies expérimentales est relativement
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Fig. 2.29 – Représentation 2D des trois modes obtenus respectivement à partir
des expériences (haut) et à partir des simulations numériques (bas).
uniforme mais diﬀérent de zéro ce qui réduit la dynamique de la mesure et donc
modiﬁe la structure de la fonction d’auto-corrélation.
La seconde est basée sur la théorie de la diﬀusion dans l’approximation des
diﬀuseurs indépendants [Gupta and Ye, 2003, Derode et al., 2001]. La longueur
de localisation ξtheorie est donnée par la relation suivante :
ξtheorie = ℓ exp
[
πRe(keff )ℓ
2
]
(2.18)
avec keff est le nombre d’onde eﬀectif et ℓ = (2Im(keff))−1 le libre parcours
moyen, lequel est inversement proportionnel à la section eﬃcace de Mie (Fig 2.6) ce
qui est illustré par la ﬁgure 2.31 où la courbe de section eﬃcace est comparée à celle
de la longueur de localisation. On observe que les longueurs de localisation ξtheorie
les plus petites correspondent à peu près aux maxima d’eﬃcacité et sont cohérentes
avec les plus petites longueurs de localisation ξloc bien que l’hypothèse de diﬀuseurs
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Fig. 2.30 – Fonction d’auto-corrélation de l’amplitude du champ électrique pour
le premier mode localisé obtenu à 5.45GHz.
indépendants ne soit pas correcte dans un milieu à fraction de diﬀuseurs élevée.
En eﬀet, le phénomène de résonance de proximité décrit précédemment est une
des raisons pour laquelle cette hypothèse peut être remise en cause. Les valeurs
de ξloc sont regroupées dans le tableau (2.2) : Un intervalle de valeur est donné
Fréquence du mode (GHz) Longueur de localisation (mm)
5.45 10-12
5.66 14-25
7.80 22-30
Tab. 2.2 – Longueurs de localisation pour les trois premiers modes localisés
pour chacune des longueurs de localisation à cause de l’anisotropie des modes
localisés. Ces longueurs de localisation sont du même ordre de grandeur que le
libre parcours moyen et que la distance minimale entre diﬀuseurs plus proches
voisins mais très petite devant les longueurs d’ondes utilisées et les dimensions
caractéristiques du système étudié ce qui est essentiel pour être dans le régime
de localisation lorsqu’on travaille dans un milieu 2D de taille ﬁnie. Ce résultat
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Fig. 2.31 – Comparaison des courbes de section efficace d’un diffuseur unique
diélectrique et de longueurs de localisation.
est très important car c’est la première fois qu’une anisotropie de la longueur de
localisation est montrée.
Un dernier critère est vériﬁé pour prouver la localisation. La largeur de la réso-
nance associé à un mode localisé loin des bords est due uniquement aux pertes à la
propagation, d’origine ohmique. Ces pertes Γohm sont calculables analytiquement
à partir de la relation (2.19) [Barthélemy, 2003].
Γohm =
1
d
√
f
πνσ
(2.19)
Il est donc possible de comparer ces valeurs théoriques aux largeurs expérimen-
tales, Γexp, déterminées à partir de l’ajustement de chaque résonance par le procédé
décrit dans la section (1.5.1). Les valeurs de ces diﬀérentes largeurs sont regroupées
dans la tableau (2.3). Les mesures faites sont cohérentes car une augmentation de
Γexp est attendue lorsqu’on passe d’un milieu de 25 cm de côté à celui de 20 cm, les
modes "voyant" plus les bords. Pour le premier mode, localisé au centre du sys-
tème, les largeurs expérimentale et théorique sont similaires. La faible diﬀérence
entre les deux correspond aux pertes dues aux antennes, non prises en compte
dans l’équation (2.19). Pour les deux autres modes dont l’étalement spatial croît,
les pertes dues aux fuites de l’énergie par les bords contribuent de façon non né-
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Fréquence du mode (GHz) Γ25exp (MHz) Γ
20
exp (MHz) Γohm (MHz)
5.45 1.13813 1.41744 0.9762
5.66 3 3 0.9787
7.80 14.96 15.0285 1.1714
Tab. 2.3 – Différentes largeurs caractérisant chacun des modes de la figure 2.27
gligeable. Ceci est bien visible pour le mode le plus étalé (Fig 2.28) où de l’énergie
est localisé proche des bords d’ou un grand Γexp.
A partir de ces largeurs, une relation (Eq (2.20)) donnée dans l’article de
Pinheiro et al. peut être vériﬁée [Pinheiro et al., 2004] :
Γbords ∝ exp
[−2R
ξloc
]
(2.20)
Elle relie ces pertes Γbords au rapport entre la distance R du mode localisé au bord
du milieu et la longueur de localisation ξloc du mode. Pour vériﬁer cet argument
fort en faveur de la localisation, nous avons considéré le premier mode localisé
de la ﬁgure 2.27. L’expérience consiste à diminuer progressivement la taille du
milieu désordonné. On part d’un carré de 25 cm de côté pour arriver à un carré de
côté 13 cm en ôtant successivement des bandes de diﬀuseurs larges de 1.5 cm est
sur chacun des côtés. Pour chaque nouveau système, la largeur de la résonance
associée à ce mode est calculée. (Tableau (2.4)). On remarque que pour les deux
plus grandes tailles du système, les largeurs de la résonance sont très proche. La
diﬀérence entre les deux largeurs est du même ordre que l’incertitude présente lors
de leurs mesures. La taille du système est telle que le mode ne "voit" plus les bords.
Les pertes responsables de cette largeur Γref sont les pertes ohmiques et celles dues
au couplage au niveau des antennes. Ces pertes sont donc présentes pour n’importe
quelle taille du milieu. Pour déﬁnir les pertes dûs aux bords, on soustrait cette
contribution Γref de toutes les largeurs mesurées expérimentalement. On déﬁnit
ainsi un paramètre adimensionné Γ = (Γexp − Γref) /Γref que l’on trace en fonction
de la distance minimale Rmin entre le mode et le bord le plus proche. Cette distance
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Taille du système (cm) Γexp (MHz)
25 1.951
22 1.946
19 2.079
16 3.033
13 20.316
Tab. 2.4 – Largeur de la résonance associé au premier mode localisé de la figure
2.27 pour différents tailles du système
diminue de 1.5 cm par taille de système.
La courbe de la ﬁgure 2.32 présente une décroissance exponentielle des pertes
aux bords en fonction de Rmin, en accord avec la loi décrite par l’équation (2.20).
Comme le montre cette loi, une valeur de la longueur de localisation ξloc peut
être extraite. L’ajustement de la courbe de la ﬁgure 2.32 par une loi exponentielle
donne une valeur de ξloc égale à 12.7mm très proche de celle obtenue à partir de
la fonction d’auto-corrélation de l’amplitude du champ électrique (Tableau (2.2)).
On constate donc une cohérence entre les deux méthodes d’extraction de ξloc, ce
qui consolide l’idée que tous ces modes sont bien des modes localisés.
Fig. 2.32 – Γ ≈ exp
[
−2Rmin
ξloc
]
en échelle semi-logarithmique.
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Pour prouver la décroissance exponentielle de l’enveloppe d’un mode localisé,
nous avons réalisé de nouvelles expériences dans ce même désordre avec diﬀérents
couples d’antennes. Pour qu’un mode soit détecté, il est nécessaire qu’une antenne
soit proche de ce mode. Si on considère le premier mode localisé obtenu avec les
antennes (B,D), il sera détecté avec tous les couples d’antennes ayant en commun
une de ces deux antennes. Par contre, si les deux antennes utilisées sont loin de
la zone de localisation alors le mode ne peut être détecté. La ﬁgure 2.33 montre
la concordance entre les modes obtenus respectivement pour le couple d’antennes
(B,D) et (A,B).
Fig. 2.33 – Modes obtenus respectivement avec les couples d’antennes (A,B) et
(B,D)
Tout ceci tend à démontrer que c’est bien le désordre qui est responsable de
l’existence de ces modes. La notion de mode de cavité évoqué précédemment pour
des certains modes localisés n’est pas pertinent mais on est plutôt dans un cas ex-
trême de la localisation. Les simulations numériques appuient cette interprétation.
Malgré leur indice très élevé, ces diﬀuseurs ne peuvent pas être perçus comme des
miroirs car les résultats numériques montrent que ces diﬀuseurs piègent de l’éner-
gie.
Nous pouvons conclure en disant que les modes localisés, au sens d’Anderson,
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d’une structure 2D ont été pour la première fois observés et analysés expérimen-
talement sans ambiguïtés.
Toute une série de nouveaux modes localisés mesurés dans diﬀérents milieux
désordonnés sont donnés dans la section suivante. Ces milieux diﬀusifs diﬀèrent
soit par :
– la conﬁguration du désordre pour un nombre de diﬀuseurs et une distance
d donnés,
– la fraction surfacique de diﬀuseurs,
– la distance minimale entre diﬀuseurs plus proches voisins
– le rayon des diélectriques.
2.6 Étude exhaustive des modes localisés
Tous les modes localisés expérimentaux présentés par la suite, sont obtenus
dans un milieu de forme carrée de côté 25 cm. Seule la conﬁguration du désordre
change. Pour décrire ce désordre, plusieurs paramètres sont utiles :
1. σ correspond à la fraction surfacique des diﬀuseurs diélectriques dans le
système,
2. d représente la distance minimale entre deux diﬀuseurs plus proches voisins
3. r déﬁnit le rayon du diﬀuseur.
Pour tous les modes localisés présentés par la suite, les critères de localisa-
tion n’ont pas été vériﬁés telles que l’insensibilité aux conditions de bords et le
comportement exponentiel avec la taille du système des pertes non ohmiques. Uni-
quement, une comparaison entre les largeurs spectrales expérimentale Γ25exp et théo-
rique Γohm a été eﬀectuée, un calcul de la longueur de localisation via la fonction
d’auto-corrélation de l’amplitude du champ électrique et une comparaison, pour
certains modes, entre expériences et simulations numériques. Pour la longueur de
localisation, nous donnerons toujours un intervalle de valeur dû à l’anisotropie du
mode. Toutes ces nouvelles mesures ont été réalisées avec l’analyseur de réseau de
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Rohde & Schwarz. Pour chacun des modes, plusieurs représentations 3D sont four-
nies pour bien montrer la structure spatiale du mode, plus détaillée qu’auparavant
grâce à ce nouvel analyseur de réseau. La dynamique des modes localisés mesurés
avec ce nouvel appareil permet de calculer la longueur de localisation ξloc à partir
des résultats expérimentaux contrairement aux précédents modes, obtenus avec
le HP8720D, où ξloc n’est pas calculable à cause de la dynamique insuﬃsante (DI
dans les tableaux).
2.6.1 d=11mm, σ=8.8%, r=3mm
Pour montrer que les résultats sont reproductibles, un second milieu désor-
donné ayant la même fraction surfacique que celui décrit précédemment a été
exploré. Tous les modes suivants ont été mesurés avec le couple d’antennes (B,D).
Fig. 2.34 – Nouvelle configuration de désordre avec d=11mm et σ = 8.8% .
Pour tous ces modes localisés, on retrouve un comportement similaire à celui
qui est observé dans le précédent milieu. Une longueur ξloc qui augmente avec
la fréquence ce qui traduit un mode de plus en plus étalé et donc une contri-
bution des pertes liées aux bords beaucoup plus importante, ce qui justiﬁe les
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diﬀérences croissantes entre Γexp et Γohm. Γohm est une quantité théorique déﬁnie
par l’équation (2.19) et ne prend pas en compte les pertes liées aux antennes.
On peut remarquer cependant que l’a priori qu’un mode détecté en bord de gap
corresponde à un mode peu étalé n’est pas correct. La preuve en est le premier
mode cartographié dans ce milieu et centré en f =5.69GHz (2.35).
Pour prouver la décroissance exponentielle de chacun des modes, nous avons
vériﬁé s’ils étaient observables avec diﬀérents couples d’antennes. Tous les modes
suivants, cartographiés avec les antennes (B,D) sont identiﬁés sur tous les signaux
mesurés avec un couple d’antennes comprenant l’antenne B ou D. Ces signaux
exhibent des résonances centrées sur des fréquences comparables à celles trouvées
avec le couple B et D. Ils ne sont par contre identiﬁables pour aucune des autres
combinaisons d’antennes.
fmode (GHz) Γ25exp (MHz) Γohm (MHz) ξloc (mm)
5.69 4.57828 0.99129 DI
Tab. 2.5 – Caractéristiques du mode localisé (2.35) centré en f =5.69GHz
Fig. 2.35 – Représentation 2D et différents points de vue 3D du mode localisé
centré en 5.69GHz. Le couple d’antennes (B,D) a été utilisé.
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Fig. 2.36 – Représentation 2D et différents points de vue 3D du mode localisé
centré en 5.846GHz. Le couple d’antennes (B,D) a été utilisé.
fmode (GHz) Γ25exp (MHz) Γohm (MHz) ξloc (mm)
5.846 1.7153 1.010404 DI
Tab. 2.6 – Caractéristiques du mode localisé (2.36) centré en f =5.846GHz
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fmode (GHz) Γ25exp (MHz) Γohm (MHz) ξloc (mm)
5.891 2.527 1.014 DI
Tab. 2.7 – Caractéristiques du mode localisé (2.37) centré en f =5.891GHz
Fig. 2.37 – Représentation 2D et différents points de vue 3D du mode localisé
centré en 5.891GHz. Le couple d’antennes (B,D) a été utilisé.
fmode (GHz) Γ25exp (MHz) Γohm (MHz) ξloc (mm)
6.295 7.3587 1.0485 DI
Tab. 2.8 – Caractéristiques du mode localisé (2.38) centré en f =6.295GHz
Fig. 2.38 – Représentation 2D et différents points de vue 3D du mode localisé
centré en 6.295GHz. Le couple d’antennes (C,D) a été utilisé.
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Fig. 2.39 – Représentation 2D et différents points de vue 3D du mode localisé
centré en 7.55GHz. Le couple d’antennes (B,D) a été utilisé.
fmode (GHz) Γ25exp (MHz) Γohm (MHz) ξloc (mm)
7.55 11.2027 1.148611 DI
Tab. 2.9 – Caractéristiques du mode localisé (2.39) centré en f =7.55GHz
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Fig. 2.40 – Représentation 2D et différents points de vue 3D du mode localisé
centré en 7.70GHz. Le couple d’antennes (B,D) a été utilisé.
fmode (GHz) Γ25exp (MHz) Γohm (MHz) ξloc (mm)
7.70 11.3 1.159 DI
Tab. 2.10 – Caractéristiques du mode localisé (2.40) centré en f =7.70GHz
128 CHAPITRE 2. MILIEUX DÉSORDONNÉS FORTEMENT DIFFUSIFS
2.6.2 d=13mm, σ=5.5%, r=3mm
La fraction surfacique de diélectriques a été diminuée dans le but d’augmenter
la longueur de localisation des modes. Cette fraction correspond à 121 diﬀuseurs
diélectriques. La distance d a été choisie pour la même raison que précédemment
i.e. avec le soucis de travailler dans une conﬁguration de désordre "homogène".
Par comparaison avec les milieux précédents, la bande interdite est à plus basse
fréquence. En eﬀet, les premières résonances, présentes en ﬁn de gap, apparaissent
au voisinage de 4.5GHz contre 5.5GHz dans la conﬁguration précédente. Une
autre distinction à faire est l’absence de résonances intéressantes au delà d’une
fréquence de 7GHz.
Fig. 2.41 – Nouvelle configuration de désordre avec d=13mm et σ=5.5% .
Dans ce milieu, on retrouve que l’étalement spatial du mode augmente avec la
fréquence. Cependant, grâce à la diminution du nombre de diﬀuseurs, beaucoup
plus de modes localisés étendus sont détectés.
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Fig. 2.42 – Représentation 2D obtenue expérimentalement (gauche) et numérique
(droite) et une représentation 3D (centre) du mode localisé centré en 4.179GHz.
Le couple d’antennes (B,D) a été utilisé.
fmode (GHz) Γ25exp (MHz) Γohm (MHz) ξloc (mm)
4.179 1.251 0.854 19-22
Tab. 2.11 – Caractéristiques du mode localisé (2.42) centré en f =4.179GHz
La position centrale du mode de la ﬁgure 2.42 oﬀre la possibilité de vériﬁer la
loi (Eq (2.20)) décrivant le comportement des pertes liées aux bords. Pour cela, la
largeur de la résonance associée à ce mode a été mesurée pour diﬀérentes tailles
du système (Tableau 2.12). Nous sommes partis d’un carré de côté 25 cm pour
terminer avec un carré de côté 9 cm, en supprimant successivement des bandes de
diﬀuseurs larges de 1 cm.
Comme pour la ﬁgure 2.32, Γexp=1.29MHz, la largeur obtenue pour le plus
grand système a été prise comme valeur de référence Γref et le paramètre sans
dimension Γ = (Γexp−Γref)/Γref est tracé en fonction de la distance la plus courte
entre le mode et un des bords Rmin. La ﬁgure 2.43 présente l’allure exponentielle
des ces pertes aux bords en fonction de Rmin comme le prévoit la loi (2.20). L’ajus-
tement de la ﬁgure 2.43 par une exponentielle du même type que l’équation (2.20)
permet d’extraire une valeur de la longueur de localisation. ξloc=( 1.96± 0.12) cm
et ξloc=(2.04± 0.16) cm sont les longueurs de localisation extraites respective-
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Taille du système (cm) Γexp (MHz) Taille du système (cm) Γexp (MHz)
23 1.275 15 1.548
21 1.339 13 2.641
19 1.356 11 7.307
17 1.469 9 15.445
Tab. 2.12 – Largeur de la résonance associé au premier mode localisé de la figure
2.27 pour différents tailles du système
ment de la fonction d’auto-corrélation du mode obtenu numériquement (image de
droite sur la ﬁgure 2.42) et calculée à partir de la ﬁgure 2.43. La cohérence de
ces deux valeurs fait le lien entre ces deux méthodes de calcul de ξloc mais prouve
également leur pertinence.
Fig. 2.43 – Γ ≈ exp
[
−2Rmin
ξloc
]
en échelle semi-logarithmique obtenue pour le mode
localisé de la figure 2.42.
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Fig. 2.44 – Représentation 2D et différents points de vue 3D du mode localisé
centré en 4.509GHz. Le couple d’antennes (B,D) a été utilisé.
fmode (GHz) Γ25exp (MHz) Γohm (MHz) ξloc (mm)
4.509 3.174 0.887 26-36
Tab. 2.13 – Caractéristiques du mode localisé (2.44) centré en f =4.509GHz
fmode (GHz) Γ25exp (MHz) Γohm (MHz) ξloc (mm)
6.584 8.800 1.072 DI
Tab. 2.14 – Caractéristiques du mode localisé (2.45) centré en f =6.584GHz
Fig. 2.45 – Représentation 2D et différents points de vue 3D du mode localisé
centré en 6.584GHz. Le couple d’antennes (B,D) a été utilisé.
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Fig. 2.46 – Représentation 2D et différents points de vue 3D du mode localisé
centré en 4.356GHz. Le couple d’antennes (B,C) a été utilisé.
fmode (GHz) Γ25exp (MHz) Γohm (MHz) ξloc (mm)
4.356 0.945 0.872 13-15
Tab. 2.15 – Caractéristiques du mode localisé (2.46) centré en f =4.356GHz
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Fig. 2.47 – Représentation 2D et différents points de vue 3D du mode localisé
centré en 4.641GHz. Le couple d’antennes (B,C) a été utilisé.
fmode (GHz) Γ25exp (MHz) Γohm (MHz) ξloc (mm)
4.641 1.849 0.900 14-20
Tab. 2.16 – Caractéristiques du mode localisé (2.47) centré en f =4.641GHz
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Fig. 2.48 – Représentation 2D et différents points de vue 3D du mode localisé
centré en 5.383GHz. Le couple d’antennes (B,C) a été utilisé.
fmode (GHz) Γ25exp (MHz) Γohm (MHz) ξloc (mm)
5.383 6.661 0.969 55-80
Tab. 2.17 – Caractéristiques du mode localisé (2.48) centré en f =5.383GHz
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Fig. 2.49 – Représentation 2D et différents points de vue 3D du mode localisé
centré en 6.218GHz. Le couple d’antennes (B,C) a été utilisé.
fmode (GHz) Γ25exp (MHz) Γohm (MHz) ξloc (mm)
6.218 10.500 1.042 52-60
Tab. 2.18 – Caractéristiques du mode localisé centré (2.49) en f =6.218GHz
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2.6.3 d=13mm, σ=5.5%, r=4mm
Après avoir montré comment d et σ modiﬁait la structure du signal de trans-
mission, nous avons étudié la même conﬁguration de désordre que la section pré-
cédente (Fig 2.6.2) mais en utilisant des diﬀuseurs de rayon r = 4mm.
Le changement de rayon de diélectrique engendre une nouvelle courbe de sec-
tion eﬃcace (Fig 2.50). Cette courbe, pour des diﬀuseurs de rayon 4mm, peut
être obtenue soit numériquement comme décrit précédemment soit de façon très
approximative par homothétie de la courbe de section eﬃcace propre à un diﬀu-
seur unique de rayon 3mm. Le rapport d’homothétie est de 0.25 et correspond
à la variation de rayon. Cette méthode géométrique serait exacte si les désordres
à r = 3mm et r = 4mm étaient identiques. Pour cela, il est nécessaire d’aug-
menter la taille totale du système aﬁn de garder la même fraction surfacique
de diﬀuseurs. L’approche numérique et l’approche géométrique fournissent des
fréquences des résonances de Mie i.e. pour les maxima d’eﬃcacité très proches,
1.75GHz, 4.6GHz et 7.4GHz. Comme dans le cas des diﬀuseurs à r = 3mm, le
Fig. 2.50 – Courbe de section efficace pour des diffuseurs de rayon 3mm et 4mm.
lien direct entre les résonances de Mie et les fenêtres de localisation est mis en
évidence. Le décalage en fréquence des bandes interdites et des fenêtres de localisa-
tion eﬀectuent le même déplacement spectral que les résonances de Mie. Vanneste
et al. ou encore Sigalas et al. ont mis en évidence, numériquement, que la posi-
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tion spectrale globale des bandes interdites et permises est guidée par la taille du
diﬀuseur [Vanneste and Sebbah, 2005, Sigalas et al., 1996]. En revanche, la struc-
ture interne de chacune des fenêtres dépend de la conﬁguration du désordre. Pour
une même conﬁguration de désordre, on peut donc s’attendre à retrouver dans
ce milieu des modes observés avec les diﬀuseurs de rayon r = 3mm, comme le
prouve les ﬁgures 2.42 et 2.52, les ﬁgures 2.47 et 2.53 et les ﬁgures 2.44 et 2.54.
Si on considère les fréquences de résonances associées à ces diﬀérents modes, on
retrouve entre les deux systèmes un décalage des fréquences entre les deux milieux
du même ordre que celui déjà observé pour les fréquences des résonances de Mie.
Ceci illustre bien que se sont les résonances de Mie qui sont à l’origine de tous
ces modes. Ceci est prouvé par les résultats numériques où du champ électrique
est détecté dans les diﬀuseurs. En eﬀet, deux lobes sont identiﬁables dans les
diﬀuseurs ce qui tend à indiquer l’inﬂuence de la deuxième résonance de Mie.
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Fig. 2.51 – Représentation 2D et différents points de vue 3D du mode localisé
centré en 4.966GHz. Le couple d’antennes (B,D) a été utilisés.
fmode (GHz) Γ25exp (MHz) Γohm (MHz) ξloc (mm)
4.966 7.989 0.932 20-60
Tab. 2.19 – Caractéristiques du mode localisé (2.51) centré en f =4.966GHz
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Fig. 2.52 – Représentation 2D et différents points de vue 3D du mode localisé
centré en 4.166GHz. Le couple d’antennes (B,D) a ont été utilisés. Mode identique
au mode de la figure 2.42 obtenu avec les diélectriques de rayon 3mm.
fmode (GHz) Γ25exp (MHz) Γohm (MHz) ξloc (mm)
4.166 1.138 0.853 12-13
Tab. 2.20 – Caractéristiques du mode localisé (2.52) centré en f = 4.166GHz
Fig. 2.53 – Représentation 2D et différents points de vue 3D du mode localisé
centré en 4.515GHz. Le couple d’antennes (B,D) a été utilisés. Mode identique
au mode de la figure 2.47 obtenu avec les diélectriques de rayon 3mm.
fmode (GHz) Γ25exp (MHz) Γohm (MHz) ξloc (mm)
4.515 1.713 0.888 20-53
Tab. 2.21 – Caractéristiques du mode localisé (2.53) centré en f =4.515GHz
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Fig. 2.54 – Représentation 2D et différents points de vue 3D du mode localisé
centré en 4.418GHz. Le couple d’antennes (B,D) ont été utilisés. Mode identique
au mode de la figure 2.44 obtenu avec les diélectriques de rayon 3mm.
fmode (GHz) Γ25exp (MHz) Γohm (MHz) ξloc (mm)
4.418 5.223 0.878 17-19
Tab. 2.22 – Caractéristiques du mode localisé (2.54) centré en f =4.418GHz
Fig. 2.55 – Représentation 2D et différents points de vue 3D du mode localisé
centré en 4.911GHz. Le couple d’antennes (B,D) et a été utilisés.
fmode (GHz) Γ25exp (MHz) Γohm (MHz) ξloc (mm)
4.911 18.210 0.926 25-26
Tab. 2.23 – Caractéristiques du mode localisé (2.55) centré en f =4.911GHz
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2.6.4 d=13mm, σ=5.5%, r=3mm, r=4mm
La dernière conﬁguration étudiée est un désordre constitué de 50% de diﬀu-
seurs de rayon r = 3mm et 50% de diﬀuseurs de rayon r = 4mm. La fraction
surfacique est de 5.5% et la distance entre centres de diﬀuseurs plus proches voisins
est de d = 13mm.
Fig. 2.56 – Désordre composé de 50% de diffuseurs de rayon 3mm (bleu) et 50%
de diffuseurs de rayon 4mm (orange).
Cette expérience est réalisée dans le but d’appuyer l’hypothèse évoquée précé-
demment selon laquelle les vestiges d’un réseau périodique sous-jacents disparaî-
traient en ajoutant au désordre de position un désordre de taille. En eﬀet, comme
les résonances de Mie sont diﬀérentes pour les deux tailles de diélectriques, on peut
imaginer que le bande interdite présente pour un rayon de diﬀuseur soit remplie
par les résonances dues à la seconde taille de diﬀuseurs. La ﬁgure 2.57 présente les
trois signaux de transmission mesurés respectivement dans des conﬁgurations de
désordres comprenant uniquement des diﬀuseurs à 3mm, des diﬀuseurs à 4mm
et enﬁn un mélange à part égale des deux diamètres.
Comme évoqué auparavant, on remarque un décalage de la bande interdite
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Fig. 2.57 – Comparaison des trois signaux de transmission, mesurés avec le couple
d’antennes (B,D), obtenus respectivement avec des diffuseurs à 3mm, des diffu-
seurs à 4mm et un mélange à part égale des diamètres.
entre les signaux mesurés dans un désordre à 3mm et un désordre à 4mm dû
au décalage des résonances de Mie. Cependant, lorsque le désordre en taille est
présent en plus du désordre en position, cette bande interdite subsiste toujours.
L’explication peut venir du fait que la diﬀérence entre les rayons utilisés n’est
pas suﬃsamment importante. La solution serait de travailler avec des diﬀuseurs
diélectriques d’un rayon tel que le décalage des fréquences de Mie compense la
largeur de la bande interdite mesurée pour les diﬀuseurs de rayon 3mm.
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fmode (GHz) Γ25exp (MHz) Γohm (MHz) ξloc (mm)
4.495 1.558 0.886 19-30
Tab. 2.24 – Caractéristiques du mode localisé (2.58) centré en f =4.495GHz
Fig. 2.58 – Représentation 2D et différents points de vue 3D du mode localisé
centré en 4.495GHz. Le couple d’antennes (B,D) ont été utilisés.
fmode (GHz) Γ25exp (MHz) Γohm (MHz) ξloc (mm)
5.180 9.017 0.953 10-13
Tab. 2.25 – Caractéristiques du mode localisé (2.59) centré en f =5.180GHz
Fig. 2.59 – Représentation 2D et différents points de vue 3D du mode localisé
centré en 5.180GHz. Le couple d’antennes (B,D) et a été utilisés.
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fmode (GHz) Γ25exp (MHz) Γohm (MHz) ξloc (mm)
6.430 9.211 1.059 17-25
Tab. 2.26 – Caractéristiques du mode localisé (2.60) centré en f =6.430GHz
Fig. 2.60 – Représentation 2D et différents points de vue 3D du mode localisé
centré en 6.430GHz. Le couple d’antennes (B,D) ont été utilisés.
fmode (GHz) Γ25exp (MHz) Γohm (MHz) ξloc (mm)
5.542 7.913 0.983 DI
Tab. 2.27 – Caractéristiques du mode localisé (2.61) centré en f =5.542GHz
Fig. 2.61 – Représentation 2D et différents points de vue 3D du mode localisé
centré en 5.542GHz. Le couple d’antennes (C,D) et a été utilisés.
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fmode (GHz) Γ25exp (MHz) Γohm (MHz) ξloc (mm)
6.343 6.127 1.053 11-13
Tab. 2.28 – Caractéristiques du mode localisé (2.62) centré en f =6.343GHz
Fig. 2.62 – Représentation 2D et différents points de vue 3D du mode localisé
centré en 6.343GHz. Le couple d’antennes (C,D) ont été utilisés.
fmode (GHz) Γ25exp (MHz) Γohm (MHz) ξloc (mm)
7.147 18.934 1.117 28-56
Tab. 2.29 – Caractéristiques du mode localisé (2.63) centré en f =7.147GHz
Fig. 2.63 – Représentation 2D et différents points de vue 3D du mode localisé
centré en 7.147GHz. Le couple d’antennes (C,D) et a été utilisés.
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fmode (GHz) Γ25exp (MHz) Γohm (MHz) ξloc (mm)
4.313 10.496 0.868 24-40
Tab. 2.30 – Caractéristiques du mode localisé (2.64) centré en f =4.313GHz
Fig. 2.64 – Représentation 2D et différents points de vue 3D du mode localisé
centré en 4.313GHz. Le couple d’antennes (C,D) et a été utilisés.
fmode (GHz) Γ25exp (MHz) Γohm (MHz) ξloc (mm)
6.507 10 1.066 37-39
Tab. 2.31 – Caractéristiques du mode localisé (2.65) centré en f =6.507GHz
Fig. 2.65 – Représentation 2D et différents points de vue 3D du mode localisé
centré en 6.507GHz. Le couple d’antennes (A,C) et a été utilisés.
Conclusion
Depuis que P.W. Anderson a proposé la localisation des électrons dans un
métal pour expliquer la transition conducteur-isolant, l’observation de ce phéno-
mène est devenu un véritable "graal". Les eﬀets inconnus des interactions entre
particules quantiques sur la localisation ont poussé les diﬀérentes équipes à tenter
d’observer cette localisation dans le domaine des ondes classiques. Au cours des
deux dernières décennies, les premières expériences à une dimension ont été réali-
sées pour tenter d’observer des signatures de la localisation comme la décroissance
exponentielle de la transmission en fonction de la taille du système. Comme cette
décroissance exponentielle peut être due à l’absorption présente dans le milieu,
ce critère a été remis en cause. Une étude statistique de la localisation en milieu
quasi-unidimensionnel a alors été proposée par Genack et al.. Dans les années 90,
de nombreuses expériences réalisées à deux dimensions, notamment par Sridhar
et al., ont permis d’obtenir des cartographies montrant un piégeage du champ
électrique. Cependant les conditions expérimentales dans lesquelles ces observa-
tions ont été faites remettent en cause la nature de ces modes. En eﬀet, ces modes
peuvent être dus aux réﬂexions sur les parois de la cavité contenant le milieu
désordonné. Le mode ne peut donc pas être considéré comme un mode localisé
mais plutôt comme un mode de cavité. Parallèlement à ces expériences, une étude
numérique des systèmes désordonnés a été réalisée notamment par Vanneste et al..
Elle a notamment montré que l’utilisation de conditions de bords dites de rayonne-
ment vers l’extérieur ce qui permet de travailler en cavité ouverte et enlève toute
ambiguïté sur la nature du mode. C’est en tenant compte de tous ces travaux
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antérieurs que nous avons développé à la fois un dispositif expérimental modèle
et un protocole expérimental modèle. L’ouverture du système aﬁn de supprimer
la quasi totalité des modes de cavité est faite en ajoutant des absorbants micro-
ondes le long des parois de la cavité. Connaissant la structure du champ électrique
pour une cavité vide rectangulaire, nous avons validé le protocole de mesure du
champ électrique, via une bille de faible diamètre, en eﬀectuant des mesures tests
dans une cavité de ce type. Une mesure de l’indice de réfraction des diﬀuseurs
a été faite aﬁn d’obtenir leur courbe de section eﬃcace et ainsi connaître leurs
résonances de Mie. Le phénomène de résonance de proximité visible lorsque deux
diﬀuseurs sont séparés d’une distance de l’ordre de la longueur d’onde a également
été observé. Nous avons vériﬁé pour la première série de modes, mesurés dans un
milieu désordonné composé d’environ deux cents diﬀuseurs diélectriques de fort
indice, les diﬀérents critères de localisation. L’insensibilité aux conditions de bords
est prouvée en comparant les structures spatiales du champ électrique mesurées
pour deux milieux de tailles diﬀérentes. Un accord excellent est observé entre les
cartographies expérimentales et numériques. Le critère fort de localisation qui pré-
voit la décroissance exponentielle des pertes, dues aux fuites de l’énergie par les
bords, est également vériﬁé. Cette dernière vériﬁcation a permis d’extraire une va-
leur de la longueur de localisation cohérente avec celles obtenues par deux autres
méthodes d’extraction qui sont : la théorie de la diﬀusion avec l’hypothèse de
diﬀuseurs indépendants (pour les faibles valeurs de la longueur de localisation) et
la décroissance de la fonction d’auto-corrélation spatiale de l’amplitude du champ
électrique. Pour prouver la qualité du protocole et du dispositif expérimental, nous
avons eﬀectué une étude quantitative des modes localisés. Pour cela, nous avons
travaillé dans plusieurs milieux désordonnés diﬀérents soit par leur fraction sur-
facique de diﬀuseurs, soit par le rayon des diﬀuseur soit par la distance minimale
entre deux diﬀuseurs plus proches voisins. Les inﬂuences respectives de ces trois
paramètres caractéristiques du milieu désordonné sur les signaux de transmission
ont également été observées.
Pour le futur, il reste à faire un travail plus quantitatif. Il faudrait par exemple
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explorer plus en détail l’inﬂuence directe des résonances de Mie sur les fenêtres
de localisation présentes dans les signaux de transmission. Ensuite, il serait très
intéressant de regarder l’inﬂuence directe de l’indice sur la localisation en utilisant
des diﬀuseurs beaucoup moins eﬃcaces. Une dernière piste consisterait à ajouter
au désordre en position un désordre en taille de diﬀuseur beaucoup plus grand
que celui qui a déjà étudié ici aﬁn d’observer la disparition des gaps dans les
signaux de transmission. D’un point de vue technique, une automatisation totale
du protocole expérimental est également envisagée.
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Annexe A
Calcul des longueurs d’orbites
périodiques
Dans une cavité rectangulaire de cotés Lx et Ly, les orbites sont identiﬁées par
deux indices n et m indiquant le nombre de pas sur le réseau de maille 2Ly × 2Lx
(pour nous : Lx = 0.75621m et Ly = 0.46564m) tel que décrit dans l’article de
Jain [Jain, 1994] (voir ﬁg A.1).
Fig. A.1 – Maille rectangulaire permettant d’obtenir les OPs.
Il faut noter que n et m représentent respectivement le nombre de rebonds
sur un bord Ly et sur un bord Lx. Les orbites dont l’un des indices est nul sont,
dans le billard rectangulaire, des droites verticales ou horizontales. Pour les autres
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orbites, l’algorithme de construction, à partir de la donnée des deux indices, est
simple : l’orbite (1,1) constitue le motif de base (Fig A.2).
Fig. A.2 – Orbite périodique (1,1) de longueur 1.776m. Toutes les autres orbites
sont des combinaisons linéaires de celle-ci.
Une orbite (n,m), dont un exemple est fourni par la première image de la ﬁgure
A.3, s’obtient en reproduisant n fois verticalement et m fois horizontalement ce
motif et en réduisant ensuite la structure rectangulaire formée jusqu’à la taille du
rectangle initial.
Pour les orbites du type (l, k) = α(n,m) , on obtient des orbites “composites”
(seconde image de la ﬁgure A.3), c’est-à-dire α orbites (n,m) distinctes et non
symétriques, la superposition des ces α orbites formant un tracé respectant les
symétries du rectangle.
Fig. A.3 – Exemples d’une orbite périodique (n = 3, m = 2) de longueur 4.905m
obtenue en représentant 3 fois selon y et 2 fois selon x l’orbite (1,1) et d’une orbite
composite (1,1)*2
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Connaissant les dimensions de la cavité, les longueur de toutes les orbites
périodiques présentes dans la cavité vide sont connues. Elles forment des familles
d’orbites continûment déformables (Fig A.4) de longueur :
lnm = 2
√
n2L2x +m
2L2y (A.1)
Fig. A.4 – 2 exemples de familles d’orbites. On représente l’orbite avec la symétrie
du rectangle et 2 déformations possibles
Une fois les longueurs de toutes les OPs connues, nous pouvons facilement
isoler leurs contributions dans les spectres de longueurs comme on le montre sur
la ﬁgure 1.5 rendant ainsi l’extraction de nouvelles contributions associées aux
ODs possible.
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Annexe B
Orthogonalité des fonctions propres
de la cavité habillée
Cette appendice montre comment la dépendance en énergie du paramètre α
permet d’obtenir des fonctions propres de la cavité perturbée orthogonales et de
faire le lien entre l’approche à partir de laquelle notre calcul est inspiré et dévelop-
pée par Weaver-Sornette [Weaver and Sornette, 1995] et l’approche de Shigehara-
Cheon [Shigehara and Cheon, 1996].
G0 et G sont respectivement les fonctions de Green de la cavité rectangulaire
vide et celle de la cavité avec diﬀuseur placé en un point ~b. La cavité rectangu-
laire est caractérisée par les fonctions propres Ψn et les valeurs propres En. Celle
perturbée par Φn et zn = ω2n. Si on décrit ce qui se passe au niveau du diﬀuseur
par une matrice de transition τ , on peut relier les deux fonctions de Green par
l’expression suivante :
G (~r, ~r ′; z) = G0 (~r, ~r
′; z) +G0
(
~r,~b; z
)
τ
(
~b; z
)
G0
(
~b, ~r ′; z
)
(B.1)
avec la matrice de transition déﬁnie comme :
τ(~b; z) =
1
t−1 − f(~b; z)
(B.2)
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avec t le coeﬃcient de diﬀraction déﬁni par (α+ i/4)−1 et indépendant de k dans
la méthode de Weaver et Sornette. Les résonances de la cavité perturbée sont
données par les zéros du dénominateur de la relation précédente, avec :
f(~b; z) =
i
4
+ lim
~r→~b
[
G0
(
~r,~b; z
)
− 1
2π
(
γ + ln
√
z‖~r −~b‖
2
)]
(B.3)
obtenue à partir de la relation (1.29) et en prenant le développement limité de la
fonction de Hankel. Les fonctions propres de la cavité perturbée sont données par
les résidus de la fonction de Green G au point zn. Si on écrit la fonction de Green
de la cavité perturbée comme suit :
G
(
~r,~b; z
)
=
∑
m
Φm (~r)Φm
(
~b
)
z − zm (B.4)
on obtient, par déﬁnition des résidus, l’expression suivante :
lim
z→zn
[
G
(
~r,~b; z
)
(z − zn)
]
= lim
z→zn
∑
m
Φm (~r) Φm
(
~b
)
z − zm (z − zn) (B.5)
Si on considère deux valeurs propres diﬀérentes, c’est-à-direm 6= n, alors la somme
ne diverge pas et z tend vers zn. Le résidu est donc nul. Par contre, si m = n, les
termes en (z − zn) se simpliﬁent et le résidu donne :
lim
z→zn
[
G
(
~r,~b; z
)
(z − zn)
]
= Φn (~r)Φn
(
~b
)
(B.6)
En considérant l’équation (B.1), nous obtenons pour Φn une expression similaire
à celle trouvée par Shigehara et Cheon [Shigehara and Cheon, 1996] :
Φn (~r) = NnG0
(
~r,~b; zn
)
(B.7)
En eﬀet, si on récrit le résidu de G à partir de l’éq (B.1), on obtient :
lim
z→zn
[
G
(
~r,~b; z
)
(z − zn)
]
= lim
z→zn
[
G0
(
~r,~b; z
)
(z − zn)
]
+ lim
z→zn
[
G0
(
~r,~b; z
)
τ
(
~b; z
)
G0
(
~b,~b; z
)
(z − zn)
] (B.8)
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avec
G0
(
~r,~b; z
)
=
∑
ν
Ψν (~r)Ψν
(
~b
)
z − Eν (B.9)
Dans la section numérique de ce manuscrit, nous avons montré que chaque valeur
propre de la cavité perturbée est comprise entre deux valeurs propres de la cavité
vide, les zn sont donc diﬀérents des Eν . La première contribution au résidu est
donc nulle car z tend vers zn. L’expression (B.7) est obtenue à partir de la seconde
contribution de (B.8). La matrice τ possède des pôles simples en chaque valeur
de zn, il y a donc divergence. En multipliant ce terme divergeant par le produit
(z − zn), on peut écrire :
lim
z→zn
[
τ
(
~b; z
)
(z − zn)
]
= N
′
(B.10)
avec N
′
une constante. (B.8) devient :
lim
z→zn
[
G
(
~r,~b; z
)
(z − zn)
]
= N
′ ∗G0
(
~b,~b; z
)
∗G0
(
~r,~b; zn
)
(B.11)
La relation (B.7) est obtenue en identiﬁant les contributions dépendant de ~r entre
(B.11) et (B.6). La constante est obtenue en calculant la normalisation des fonc-
tions propres de la cavité perturbée :∫
Φn(~r)Φn(~r)d~r = 1 (B.12)
Grâce aux relations (B.7) et (B.9), nous pouvons écrire :
N2n
∫ ∑
ν
(
Ψν(~r)Ψν(~b)
zn −Eν
)2
d~r = 1 (B.13)
ou :
N2n
∑
ν
∑
ν′
Ψν(~b)
zn −Eν
Ψν′(~b)
zn − Eν′
∫
Ψν(~r)Ψν′(~r)d~r = 1 (B.14)
Comme les fonctions propres de la cavité rectangulaire sont orthogonales, nous
avons ∫
Ψν(~r)Ψν′(~r)d~r = δνν′ (B.15)
160ANNEXE B. ORTHOGONALITÉ DES FONCTIONS PROPRES PERTURBÉES
On peut dire que :
N2n =
[∑
ν
Ψ2ν(
~b)
(zn −Eν)2
]−1
(B.16)
Maintenant que l’on possède une expression pour les fonctions propres de la cavité
perturbée, on peut calculer le produit scalaire aﬁn de déterminer s’il y a ou non
orthogonalité. Donc,∫
Φm (~r)Φn (~r)d~r = NmNn
∑
ν,µ
Ψν
(
~b
)
Ψµ
(
~b
)
(zm − Eν) (zn − Eµ)
∫
Ψν (~r)Ψµ (~r)d~r (B.17)
Avec l’eq(B.15), ce produit scalaire devient :∫
Φm (~r)Φn (~r)d~r = NmNn
∑
ν
Ψ2ν
(
~b
)
(zm − Eν) (zn − Eν) (B.18)
Tout d’abord, le cas trivial ou m = n :∫
Φ2n (~r) d~r = N
2
n
∑
ν
Ψ2ν
(
~b
)
(zn − Eν)2
= 1 (B.19)
La dernière égalité étant obtenue à partir de la déﬁnition (B.16) de la constante
Nn. Maintenant, le cas n 6= m. Pour cela nous allons calculer f
(
~b; zn
)
−f
(
~b; zm
)
à partir de l’éq (B.3) et de la déﬁnition de G0 donnée par l’éq (B.9) :
f
(
~b; zn
)
− f
(
~b; zm
)
= lim
~r→~b
[
G0
(
~r,~b; zn
)
−G0
(
~r,~b; zm
)
− 1
4π
ln
(
zn
zm
)]
=
∑
ν
Ψ2ν
(
~b
)
(zn − Eν) −
∑
ν
Ψ2ν
(
~b
)
(zm − Eν) −
1
4π
ln
(
zn
zm
)
= (zm − zn)
∑
ν
Ψ2ν
(
~b
)
(zn − Eν) (zm −Eν) −
1
4π
ln
(
zn
zm
)
(B.20)
Nous avons évoqué auparavant que les résonances zn sont données par les zéros
de
[
t−1 − f(~b; z)
]
. On obtient ainsi :
t−1 − f(~b; zn) = 0 = t−1 − f(~b; zm) (B.21)
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Comme le coeﬃcient de diﬀraction t est indépendant de l’énergie, on trouve que :
f(~b; zn)− f(~b; zm) = 0 (B.22)
Si on pose zn = k2, l’éq (B.20) nous permet d’écrire :
∑
ν
Ψ2ν
(
~b
)
(zn − Eν) (zm − Eν) =
1
2π (k2m − k2n)
ln
(
kn
km
)
6= 0 (B.23)
En combinant cette expression et l’éq (B.17), on trouve pour le produit scalaire
dans le cas m 6= n :∫
Φm (~r)Φn (~r) d~r =
NmNn
2π (k2m − k2n)
ln
(
kn
km
)
. (B.24)
Nous obtenons, avec l’hypothèse d’indépendance en énergie du coeﬃcient α, des
fonctions propres non-orthogonales, ce qui justiﬁe bien la remarque faite par Shi-
gehara et Cheon dans leur article. On peut restaurer cette orthogonalité entre Φn
et Φm et ainsi relier les approches respectives de Weaver-Sorenette et Shigeara-
Cheon, en autorisant à α une dépendance en k. En eﬀet, il suﬃt d’écrire :
α (kn)− α (km) = − 1
2π
ln
(
kn
km
)
= − 1
4π
ln
(
zn
zm
)
(B.25)
Dans ce contexte, on ne peut plus écrire la relation (B.22) mais plutôt,
t−1 − f(~b; zn) = t−1 − f(~b; zm) (B.26)
et donc comme maintenant t−1 = α(k) + i/4, on a :
α(zn)− α(zm) = f(~b; zn)− f(~b; zm) (B.27)
Ce qui donne grâce aux expressions (B.20) et (B.25) :
(zm − zn)
∑
ν
Ψ2ν
(
~b
)
(zn −Eν) (zm − Eν) −
1
4π
ln
(
zn
zm
)
= − 1
4π
ln
(
zn
zm
)
(B.28)
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∑
ν
Ψ2ν
(
~b
)
(zn − Eν) (zm −Eν) = 0 (B.29)
Ce qui permet d’obtenir d’après (B.18), un produit scalaire nul pour m 6= n et
donc des fonctions propres Φn orthogonales dans le cas de la cavité rectangulaire
perturbée. ∫
Φm (~r)Φn (~r) d~r = 0 (B.30)
Cette dépendance en k de α, peut être écrite de façon équivalente à (B.25) comme
α(k) = − 1
2π
ln
(
k
k0
)
+ const (B.31)
Ceci permet de récrire le paramètre t, en posant k0 = 2/a et const = −γ/(2π),
comme :
t =
2π
− ln (ka
2
)− γ + iπ
2
(B.32)
Avec γ et a respectivement la constante de Euler et le rayon du diﬀuseur. Cette
expression correspond au coeﬃcient de diﬀraction D de l’équation (1.11) dans la
limite ka ≪ 1 et permet de récrire l’équation permettant de trouver toutes les
résonances propres de la cavité perturbée comme suit :
− 1
2π
ln
(
ka
2
)
= lim
~r→~b
{
G0
(
~r,~b; z
)
− 1
2π
ln
(
k‖~r − ~s‖
2
)
}
}
(B.33)
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