Simple and ubiquitous gene interactions create rugged fitness landscapes composed of coadapted gene complexes separated by "valleys" of low fitness. Crossing such fitness valleys allows a population to escape suboptimal local fitness peaks to become better adapted. This is the premise of Sewall Wright's shifting balance process. Here we generalize the theory of fitness-valley crossing in the two-locus, bi-allelic case by allowing bias in parent-offspring transmission. This generalization extends the existing mathematical framework to genetic systems with segregation distortion and uniparental inheritance. Our results are also flexible enough to provide insight into shifts between alternate stable states in cultural systems with "transmission valleys". Using a semi-deterministic analysis and a stochastic diffusion approximation, we focus on the limiting step in valley crossing: the first appearance of the genotype on the new fitness peak whose lineage will eventually fix. We then apply our results to specific cases of segregation distortion, uniparental inheritance, and cultural transmission. Segregation distortion favouring mutant alleles facilitates crossing most when recombination and mutation are rare, i.e., scenarios where crossing is otherwise unlikely. Interactions with more mutable genes (e.g., uniparental inherited cytoplasmic elements) substantially reduce crossing times.
appear to be common in nature (Weinreich et al., 2005; Szendro et al., 2013, but see Carneiro and Hartl, to deviations from Mendelian inheritance? Specifically, how does transmission bias (e.g., meiotic drive or uniparental inheritance) affect the speed and likelihood of valley crossing? Departing from strict Mendelian inheritance also allows us to consider the idea of valley crossing in cultures, considering the spread of memes 1. We can specify that the bottom index (here ij) denotes the genotype of the mother, while the top index 118 (here kl) denotes the genotype of the father. As a consequence, transmission biases according to parental 119 sex [b kl ij (mn) = b ij kl (mn)] are allowed. When considering sex-biased transmission we assume the frequencies 120
x ij are the same in females and males (i.e., no sex linkage and no sex-based differences in selection), which 121 is automatically the case in hermaphrodites.
122
Random mating and offspring production is followed by haploid viability selection, which occurs immedi-123 ately before censusing. The population size, N , is constant and discrete, and generations are non-overlapping. 124 Then the expected frequency of A m B n in the next generation, x mn , solves 125 V x mn = w mn p i,j,k,l=1
x ij x kl b kl ij (mn),
where w mn ≥ 0 is the relative viability of A m B n and V is the sum of the right hand side of Equation (1) 126 over all genotypes, which keeps the frequencies summed to one. 127 Denote the probability that a mating between an A i B j mother and an A k B l father produces an A m B n 128 offspring that survives one round of viability selection by b kl ij (mn) * = w mn b kl ij (mn), where the asterisk
where i = j and O( 2 ) captures terms of order 2 and smaller. 166 We will write µ kl ij (mn) * =b kl ij (mn) * when m ∈ {i, k} or n ∈ {j, l} to highlight the fact that a mutation 
Viability and transmission are thus coupled together (in s ij ) throughout our results, and it is primarily the 170 total amount of selection on A i B j in a population of residents (s ij ) that determines the dynamics. [As a 171 technical aside, this is not true in the first generation that mutants appear, via µ kl ij (mn) * , but this is simply because of the order of the life cycle chosen, where these mutants experience viability selection, but not transmission biases, when they first occur.]
x 22 = µ 11 11 (22) + 2µ 21 11 (22)x 21 + 2µ 12 11 (22)x 12 + 2r 12 21 (22) x 21
where we write r 12 21 (22) =b 12 21 (22) to highlight the fact that a double mutant has effectively been produced 189 by recombination. The expected frequency of double mutants (Equation 4 ) is measured before viability 190 selection to avoid artificially adjusting the double mutant frequency by its viability difference before it 191 appears.
192
In a truly deterministic model (N → ∞) double mutants are present at frequency x 22 after a single 193 bout of reproduction. However, assuming no double mutants have yet appeared, we can use x 22 (t) as a 194 rough approximation for the probability of a double mutant first arising in generation t (Christiansen et al., 195 1998) . Summing t from 0 to t gives the cumulative probability of observing a double mutant in any of the t 196 generations. The generation T at which the cumulative probability reaches 1/N can be used as an estimate 197 of the time we expect to wait until the first double mutant has arisen (Christiansen et al., 1998) .
198
Here we are more interested in the waiting time until the first successful double mutant appears (i.e.,
199
one whose lineage will eventually fix). We therefore want to multiply the probability that a double mutant 200 appears at time t, x 22 (t), by the probability it will fix before taking the sum over t. Using Kimura's (1962) 201 approximation, the probability a double mutant fixes is
With a weak double mutant advantage, 0 < s 22 << 1, in a large population, N s 22 >> 1, Equation (5) 203 simplifies to the familiar 2s 22 (Haldane, 1927) .
204
The selection coefficient s 22 can be calculated from the number of double mutant offspring a newly 205 arisen double mutant is expected to leave in the next generation, given that the mean number of offspring per individual is one, such that the population size is constant. This expectation, 1 + s 22 , is the probability 207 of mating with a given type, multiplied by the probability of producing a double mutant offspring, multiplied 208 by the probability of surviving to the next generation, summed over all possible matings
where x 22 = 0 in the remaining population (i.e., the double mutant does not mate with itself 
In our numerical examples, we will track the waiting time until a successful double mutant arises in a 231 population that has recently established and is fixed for the resident type (e.g., following a bottleneck or 232 a founder event). This time can be approximated by the time that it takes to reach mutation-selection 233 balance, T 0 , and the establishment time once there
Here we use T 0 = max{ 1 −s21 , 1 −s12 }. As the deleterious single mutants approach neutrality (s ij → 0 − ∀ i = j) 235 the waiting time from mutation-selection balance, T M SB , decreases (because there are more single mutants 236 segregating), but the waiting time to mutation-selection balance, T 0 , increases dramatically because it takes 237 longer to produce the higher segregating frequencies of single mutants. As −s ij becomes small enough such 238 that T < −1/s ij the approximation breaks down and we must use the non-equilibrium solution derived in 239 Appendix A.
240
With symmetric Mendelian assumptions, weak selection on single mutants (δ = 1 − w ij ∀ i = j), rare 241 mutation (µ), and infrequent recombination [such that u f ≈ 2(s − r) ≈ 2s], the rate of production of 242 successful double mutants from mutation selection balance (Equation 7) is where the next generation is formed by choosing N offspring, with replacement, from a multinomial distri-249 bution with frequency parameters x ij (Equation 1). Let the number of A 2 B 1 and A 1 B 2 single mutants in 250 generation t be i t and j t , respectively. Given that there are currently no double mutants, we have N − i t − j t 251 resident individuals and we let X(t) = (i t , j t ) describe the state of the system in generation t. Let the expected frequencies in the t + 1 generation, conditional on X(t) = (i, j), be x kl (i, j) = x kl , with x 22 = 0.
253
The transition probabilities to states without double mutants are then
Note that summing over all k, l ∈ {0, 1, ..., N } gives (1 − x 22 ) N , the probability that no double mutant is 255 sampled. Equation (10) describes a sub-stochastic transition matrix for the Markov process.
256
Next, let H be the state with any positive number of double mutants. We then have the transition We can describe this process, in part, by the moments for the change in number of single mutants, 265 conditional on the process not being killed by a successful double mutant. The n th moment for the change 266 in the number of
Similar equations can be computed for the change in the number of A 1 B 2 individuals, j = j t+1 − j t .
268
To make analytic progress we use the moment equations to approximate the Markov chain with a diffusion 269 process (Karlin and Taylor, 1981, Ch. 15 ). We do so by taking the large population limit (N → ∞) while 270 finding the appropriate scalings to ensure finite drift and diffusion terms (Appendix B). The diffusion process yields a partial differential equation describing the expected time until a successful 273 double mutant arises given that we begin with N β y individuals of type A 2 B 1 and N β z individuals of type
whereT (y, z) refers to time scaled in units of N β generations (parameters defined in Table 1 The diffusion process can also be used to describe the production of successful double mutants from an 284 initial stock of single mutants (i.e., evolution from standing variation). Specifically, assuming that residents 285 don't mutate [b 11 11 (12) = b 11 11 (21) = b 11 11 (22) = 0] the process has two absorbing states, fixation of A 1 B 1 and 286 fixation of A 2 B 2 (a successful double mutant appears and the process is killed). The probability of fixation 287 of residents is the solution, u(y, z), of (Karlin and Taylor, 1981)
with terms defined in Appendix B. The probability that a successful double mutant arises is therefore are equivalent and we can concern ourselves with only their sum ξ = y + z. Equation (13) then collapses to
where S m = s 21 N β = s 12 N β is scaled selection on single mutants and B m 11 22) ]N β is the scaled mutation probability from single mutants to double 297 mutants.
298
The boundary conditions are u(0) = 1 and u(∞) = 0. Solving the boundary value problem gives the 299 probability of a double mutant appearing when starting with n 0 = i 0 + j 0 single mutants
where s m = s 21 = s 12 is the total strength of selection on each single mutant type. Setting n 0 = 1 gives the 301 probability a newly arisen single mutant will begin a lineage which eventually produces a successful double 302 mutant.
303
Interestingly, Equation (15) does not depend strongly on population size, N . Without recombination 304 double mutants are primarily produced by mutations from single mutants, which are rare and hence always 305 mate with one of the large number of residents. In other words, the production of A 2 and B 2 alleles does 306 not rely on the number of residents but only on the dynamics of the rare single mutants.
307
Deleterious single mutants with recombination. Finally, we examine the probability of a successful double 308 mutant appearing when there is recombination between deleterious single mutants, r 12 21 (22) > 0. With 309 sufficiently strong selection against single mutants the single mutant frequencies scale as c n y ≈ z when we 310 begin with initial frequencies c n y(0) = z(0) and both single mutants are under the same selection pressure,
311
S 21 = S 12 . Then, without mutation from residents to single mutants, Equation (13) collapses to
where ξ = c n y = z.
313
With boundary conditions u(0) = 1 and u(∞) = 0 the probability of valley crossing is
where A i is the Airy function. Equation (17) while also incorporating transmission bias, recombination, and double mutant fitness. Equation (17) When (s 21 ) 2 and i 0 are small, we have the first order approximation
which is valid only when the term in the large square brackets is positive. Equation (18) 
where we have once again ignored the instantaneous production of double mutants. Notice that, for a 671 given mutation input θ kl ij (mn), when there is recombination between single mutants, the crossing time is 672 roughly proportional to N 1/3 generations (rather than N 1/2 generations without recombination), implying 673 that recombination between single mutants tends to shorten the expected time until the first (successful or [µ 11 11 (21) * = µ 11 11 (12) * = µ], and we wait until the first double mutant appears, successful or not (u 22 = 1).
680
Once again our analysis clarifies the role of the various, potentially different, mutation probabilities µ kl ij (mn) 681 on the waiting time until the first successful double mutant. Equation (A3) also allows (weak) selection on 682 single mutants and incorporates transmission bias, which we explore more fully in the main text.
683 Figure A1 compares the approximations derived here (Equations A2 and A3) with that derived in the Here we take the large population limit (N → ∞), scale time such that one unit of time in the scaled diffusion process (τ ∈ Z ≥0 ) is N α generations in the unscaled Markov process ( t = τ N α ) and define new frequency parameters Y (τ ) = i τ /N β and Z(τ ) = j τ /N β , with 0 < α, β < 1.
691
We are concerned with three quantities for each variable Y and Z. The first is the infinitesimal mean
The second quantity is the infinitesimal variance
And the third quantity of interest is a higher (n > 2) infinitesimal moment
We can similarly calculate µ Z (z), σ 2 Z (z), and a higher moment in Z.
695
The final quantity of interest is the scaled "killing rate"
where the approximation assumes x 22 u 22 << 1.
697
For the Markov chain to converge to a diffusion process as N → ∞ we require: 1) µ Y (y) and µ Z (z) to be 698 finite; 2) σ 2 Y (y), σ 2 Z (z), and κ(y, z) to be positive and finite; and 3) some higher moment (in both Y and 699 Z) to be equal to zero (Karlin and Taylor, 1981) . We first take a hint from the genetic case (Christiansen 700 et al., 1998) and scale transmission probabilities as
In the genetic case this can be interpreted as making the probability of mutation proportional to the inverse 702 of population size µ = B/N . Then, as N → ∞ mutation probability decreases (µ → 0), such that mutation 703 input B = N µ is constant. This prevents the process from taking large jumps in frequency space, which 704 violate the diffusion process (Karlin and Taylor, 1981) .
705
In order for the transmission parameters to satisfy the logical constraint 2 m,n=1 b kl ij (mn) = 1 the diffusion also requires, as N → ∞, that
when either {i = k, j = l} or {i = k, j = l}. In words, the sum total mutation probability for parents A i B j 709 and A k B l must be relatively small, at most on the order of 1/N β .
710
Finally, our approximation requires weak selection, relative to w 11 = 1. In particular, total selection on 711 single mutants must be weak, on the order of 1/N β ,
for i = j, where S ij is the scaled selection strength. And selection on double mutants must also be weak, This scaling implies that if recombination between single mutants to make double mutants r 21 12 (22) is less 717 likely that mutation (which is on the order of N −1/2 ; Equation B6 ), then the time until the process is killed 718 scales with N 1/2 . Meanwhile, if recombination is more likely than mutation the killing time scales with 719 N 1/3 . These results align with our semi-deterministic analysis (Equations A2 and A3).
720
When α = β the infinitesimal variances are σ 2 Y (y) = y and σ 2 Z (z) = z. The infinitesimal means and the 721 killing term depend on the probability of recombination. When recombination is rare the single mutants are 722 expected to reach higher frequencies and therefore have a greater influence on the dynamics. (22)], the 740 single mutants are equivalent and we can concern ourselves with only their sum, ξ = y + z. Letting m be 741 either single mutant type (m = 21 or 12), Equation (12) reduces to
When there are an infinite number of single mutants a successful double mutant is produced immedi- proportional to the mutation probability from residents to single mutants, it is inversely proportional to the 755 square root of mutation probabilities from single mutants to double mutants. The crossing time is therefore 756 increased much more by a reduction in mutations from residents to single mutants than it is by a reduction 757 in mutations from single mutants to double mutants.
758
When mutations from residents to single mutants [b 11 11 (21) and b 11 11 (12)] are rare, an approximation for 11 (21) , N b 11 11 (12)] to be large enough to make the dynamics of y and z relatively 770 deterministic. We further assume no selection on single mutants (s 21 = s 12 = 0). We then have c µ y = z 771 for all time, t, when the ratio of mutation probabilities is c µ [i.e., c µ b 11 11 (21) = b 11 11 (12)] and we begin with c µ y(0) = z(0). Equation (12) then collapses to
The single mutants (c µ = 1) and increases as the asymmetry grows. This occurs because recombination is most 781 effective in creating double mutants when the single mutants are equally frequent.
782
Converting the full solution back in terms of our unscaled parameters and letting the mutation probability Figure 3 and 5 ). Crossing probability simulations ended on resident or double mutant fixation and the genotype which fixed in each trial was recorded. The crossing probability was calculated as the fraction 794 of trials in which the double mutant fixed (10 3 trials in Figure 2 and 4, 10 5 trials in Figure 6 ). , including higher order terms, allowing both recombination and mutation to generate double mutants). The X's are mean simulation results (Appendix D). The transmission advantage for the new combination of cultural traits is either weak (thin curves, small dots: p = 0.51) or strong (thick curves, large dots: p = 0.6). Parameters: N = 10 3 , µ = 10 −3 , r = 0.01, and w 21 = w 12 = w 22 = 1. , including higher order terms, allowing both recombination and mutation to generate double mutants). The mutation-selection balance estimate (gray) performs better than the dynamic estimates (black ) when δ T > 1, and vice-versa. Parameters: symmetrical, Mendelian inheritance with N = 10 5 , s 22 = 0.05, and µ = 5 × 10 −7 (see supplementary Mathematica file). probability that a double mutant begins a lineage that will fix i t number of A 2 B 1 individuals in generation t (similarly for A 1 B 2 , j t ) X(t) numbers of single mutants in generation t assuming no double mutants,
second moment of Y given Y (τ ) = y (similarly for Z) κ(y, z) rate diffusion killed by successful double mutants given Y (0) = y, Z(0) = z B kl ij (mn) scaled transmission probability, b kl ij (mn)N β R 12 21 (22) scaled (rare) recombination from single mutants to double mutants, r 12 21 (22)N 1/2 S ij scaled selection on A i B j in population of residents, s ij N β T (y, z) scaled time until first successful double mutant given Y (0) = y, Z(0) = z, T N α m index for single mutant types when equivalent (e.g., s m = s 21 = s 12 ) c µ mutation rate at locus B relative to locus A, ν/µ c n initial number of A 1 B 2 individuals, relative to A 2 B 1 , j 0 /i 0 ξ scaled frequency of single mutants (y + z or c i y = z, depending on assumptions) u(y, z) probability no successful double mutant appears given Y (0) = y, Z(0) = z n 0 initial number of single mutants, i 0 + j 0 Table 2 : Transmission probabilities, b kl ij (mn), with segregation distortion (autosomal killing). Recombination occurs with probability r, followed by autosomal killing of strength 0 ≤ k ≤ 1, and mutation with probability µ. When k > 0 the killing alleles are the mutant alleles (A 2 and B 2 ) and when k < 0 the killing alleles are the resident alleles (A 1 and B 1 ). Table 3 : Transmission probabilities, b kl ij (mn), with cytonuclear inheritance. The A locus is biparentally inherited with µ the mutation probability from A 1 to A 2 . The B locus is uniparentally inherited with ν the mutation probability from B 1 to B 2 .
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Offspring
Mother Father
A 1 B 1 A 2 B 1 A 1 B 2 A 2 B 2 A 1 B 1 A 1 B 1 (1 − µ) 2 µ(1 − µ) µ(1 − µ) µ 2 A 1 B 1 A 2 B 1 1−k 2 (1 − µ) 2 1+k
Parents
Offspring Mother Father , with cultural inheritance. Parental trait combinations are broken up with probability r, followed by biased transmission (A 2 B 1 and A 1 B 2 are passed down over A 1 B 1 with probability q, A 2 B 2 is passed down over A 1 B 1 with probability p), and mutation with probability µ.
Offspring
Mother Father
A 1 B 1 A 2 B 1 A 1 B 2 A 2 B 2 A 1 B 1 A 1 B 1 (1 − µ) 2 µ(1 − µ) µ(1 − µ) µ 2 A 1 B 1 A 2 B 1 (1 − q)(1 − µ) 2 (1 − q)µ(1 − µ) + q(1 − µ) (1 − q)µ(1 − µ) (1 − q)µ 2 + qµ A 1 B 1 A 1 B 2 (1 − q)(1 − µ) 2 (1 − q)µ(1 − µ) (1 − q)µ(1 − µ) + q(1 − µ) (1 − q)µ 2 + qµ A 1 B 1 A 2 B 2 (1 − r)(1 − p)(1 − µ) 2 (1 − r)(1 − p)µ(1 − µ) + r 2 (1 − µ) (1 − r)(1 − p)µ(1 − µ) + r 2 (1 − µ) (1 − r)[(1 − p)µ 2 + p] + rµ A 2 B 1 A 1 B 1 (1 − q)(1 − µ) 2 (1 − q)µ(1 − µ) + q(1 − µ) (1 − q)µ(1 − µ) (1 − q)µ 2 + qµ A 2 B 1 A 2 B 1 0 1 − µ 0 µ A 2 B 1 A 1 B 2 r(1 − p)(1 − µ) 2 1−r 2 (1 − µ) + r(1 − p)µ(1 − µ) 1−r 2 (1 − µ) + r(1 − p)µ(1 − µ) (1 − r)µ + r[p + (1 − p)µ 2 ] A 2 B 1 A 2 B 2 0 ( 1 2 − p + q)(1 − µ) 0 ( 1 2 − p + q)µ + 1 2 − p + q A 1 B 2 A 1 B 1 (1 − q)(1 − µ) 2 (1 − q)µ(1 − µ) (1 − q)µ(1 − µ) + q(1 − µ) (1 − q)µ 2 + qµ A 1 B 2 A 2 B 1 r(1 − p)(1 − µ) 2 1−r 2 (1 − µ) + r(1 − p)µ(1 − µ) 1−r 2 (1 − µ) + r(1 − p)µ(1 − µ) (1 − r)µ + r[p + (1 − p)µ 2 ] A 1 B 2 A 1 B 2 0 0 1 − µ µ A 1 B 2 A 2 B 2 0 0 ( 1 2 − p + q)(1 − µ) ( 1 2 − p + q)µ + 1
