Principal component analysis reduces dimensionality; however, uncorrelated components imply the existence of variables with weights of opposite signs. This complicates the application in data envelopment analysis. To overcome problems due to signs, a modification to the component axes is proposed and was verified using Monte Carlo simulations.
Introduction
Data envelopment analysis (DEA), first introduced by Charnes, et al. (1978) , serves as a tool for relative performance evaluation and benchmarking among decision making units (DMUs) with common inputs and outputs. In many circumstances, researchers may be faced with too many variables (inputs and outputs) involved in a performance measure: This will distort the discerning power of the analysis if the number of observations cannot be increased accordingly due to the curse of dimensionality (Daraio, et al., 2007) . There are several approaches to increasing discrimination between observations. Based on reviews by AnguloMeza and Lins (2002) and Podinovski and Thanassoulis (2007) (Andersen & Petersen, 1993) and cross-efficiency (Doyle & Green, 1994; Green, et al., 1996; Sexton, et al., 1986) . These approaches do not attempt to reduce dimensionality but, by using complete information, they involve additional procedures to rank the observations. Conversely, to increase discrimination, researchers may consider keeping a reasonable dimensionality in a DEA model. Dyson, et al. (2001) indicated that the number of observations must be at least 2p × q where p × q is the product of the number of inputs and outputs; thus, practitioners should be parsimonious in numbers of inputs and outputs. Although it is tempting to omit correlated variables in order to increase discrimination, Dyson, et al. (2001) showed that omitting even highly correlated variables could have a significant effect on computed efficiency scores.
Several approaches address issues of determining relevant variables, including: aggregates (Simar & Wilson, 2001) , variable reduction (VR) (Jenkins & Anderson, 2003) , principal component analysis (PCA-DEA) (Alder & Golany, 2001 , 2002 Alder & Yazhemsky, 2010; Ueda & Hoshiai 1997) , efficiency contribution measure (ECM) (Pastor, et al., 2002) and regression-based test (RB) (Ruggiero, 2005) . These approaches were compared and reviewed by Sirvent, et al. (2005) , Alder & Yazhemsky (2010) and Nataraja & Johnson (2011) . Their analyses showed that the aggregates method requires the longest run time and its performance is not satisfactory. ECM performs moderately well under most scenarios, but it requires a long run time. The performance of RB is not as good as ECM, but its run time is significantly shorter than that of ECM. RB performs worst when variables are highly correlated; this is due to misspecification because the correlated variables would not be identified as part of the production process. Under such a scenario, PCA-DEA outperforms the other methods because it considers all original variables in the form of principal components. Most importantly, PCA-DEA involves the smallest run time due to its noniterative characteristic. Unfortunately, PCA-DEA may not work well when data are high dimensional, meaning that some variables with weak correlation are included in the dataset. Under such a condition, these variables may cloud the principal components' dominant attributes and, consequently, the efficiency estimation is corrupted. This problem becomes less severe as the correlation between variables increases. Thus, it may be concluded that PCA-DEA is preferable when all variables are known to be relevant, and performance improves as the correlation between variables increases. In addition, PCA-DEA is robust to sample size.
Alternative to principal components, Kao, et al. (2011) proposed independent components to be used as new variables in a DEA model. The independent components are generated from independent component analysis (ICA) which is viewed as an extension of PCA in the sense that it not only de-correlates the data, but it also reduces high order statistical dependencies (Lee, 1998) . However, ICA does not overcome the problem of PCA-DEA. Because PCA is popular due to its undemanding nature to reduce the dimensionality, this study focuses on the use of principal components in DEA.
PCA reorients multivariate data so that the first few dimensions account for as much of the information as possible. To be uncorrelated to each other amongst the principal components, the underlying eigenvectors must be orthogonal. This implies the existence of variables with opposite signs within a principal component because the principal components are constructed based on a mixture of positive and negative weights due to the eigenvectors. This research finds that these principal components are not suitable to replace the original variables in a DEA model as they violate the disposability assumption, consequently, meaningful efficiency estimates may not be feasible. In addition, the existence of positive and negative weights within a principal component may give rise to the problem of unboundedness in the linear program of a DEA model that uses principal components as input and/or output variables.
Although available literature does not report such a problem caused by principal components, the possibility exists for obtaining an unbounded feasible region due to the effect of positive and negative weights in the constraints of a linear program. To avoid these problems, this article proposes modifying the weights to form the principal components. As modifications to the principal components may misrepresent the original dataset, a procedure that leads to a minimal alteration is sought. The viability of such modification will be justified via a redundancy analysis whereby the proportion of explained variation in an original dataset is examined. To ascertain the motivation of such modification, the accuracy of this proposed method will be compared with the results of the standard DEA.
Reviews on Data Envelopment Analysis Model and Principal Component Analysis: Data Envelopment Analysis (DEA) Model
Data envelopment analysis (DEA) is a non-parametric method of measuring the efficiency of a decision making unit (DMU) with multiple inputs and outputs without predefining a production function. Following standard economic theory, the production set must be a set that contains all the input-output correspondences that are feasible in principle. The framework is similar to that in Daraio and Simar (2007) , Kneip, et al. (1998) , Kneip, et al. (2008) and Simar and Wilson (1998; 2000a) . To illustrate, let there be a vector of p inputs, (2.1) Specifically, the production set is assumed to be closed and strictly convex (Shephard, 1970; Fare, 1998) , with the assumption of monotonicity of technology both inputs and outputs are strongly disposable. This can be described as:
Consequently, the DMUs that are relatively efficient will lie on the production frontier. In the input orientation, the production frontier
Based on the efficient front of the production set, the Debreu-Farrell input measure of efficiency can be computed in a radial direction orthogonal to y , defined as follows: 
where λ = column vector of n non-negative variables.
The measure of efficiency is estimated using a linear programming model: 
where y s = column q-vector of output slack variables and x s = column p-vector of input excess variables.
It is observed that the mechanism underlying this method depends largely on the constraints imposed on the model. When there are too many constraints, desirable solutions might be ruled out. In the context of DEA, this might lead to the problem of overestimating the efficiencies due to sparsity bias (Smith, 1997; Pedraja-Chaparro, et al. 1999) . To avoid this problem, Simar and Wilson (2000b) suggested that the number of DMUs must increase exponentially with the addition of variables. Based on their bootstrap results, there must be at least 25 DMUs involved for the case of single input and output. For the same scenario, more than 100 DMUs are needed to have an almost exact confidence interval of the efficiency estimator. Unfortunately, this is almost impossible to achieve as large samples are generally not available in practice. This illustrates the need for discrimination improving methodologies. Because DEA is a nonparametric method, the principal component analysis (PCA) seems to be a good choice and this method has been proposed by some researchers (Ueda & Hoshiai, 1997; Alder & Golany, 2001 , 2002 Alder & Yazhemsky, 2010) . However, noting that PCA might violate the assumption of non-negative data in DEA, possible approaches to improve the construct of principal components for the use in DEA must be sought. The correlation matrix of these variables is a p × p matrix R. The decomposition of the correlation matrix R is 
where j v = j th eigenvector of size p × 1, j = 1, …, p and j β = j th eigenvalue that corresponds to
Note that the eigenvalues represent the explained variation the principal components, thus, they are arranged such that 1 β ≥ 2 β ≥ … ≥ i.e.,
where ij v = i th entry of j th eigenvector, i, j = 1, …,
p.
For the purpose of dimension reduction, Kaiser's rule is typically followed to choose the principal components whose eigenvalues are greater than 1; otherwise, an elbow in the Scree plot may be identified to determine the number of components to be retained. In the context of DEA, Adler and Yazhemsky (2010) noted that it is ideal to drop the principal components oneby-one until a reasonable level of discrimination is achieved or until the principal components capture at least 80% of the variance of the original data. These principal components are then used to replace the targeted inputs or outputs in the DEA model. Adapting to the additive DEA model with constant returns-toscale (CRS) of Charnes, et al. (1985) , a mixture of original data and principal components may be used to arrive at the additive model as described by Adler and Yazhemsky (2010) . Equivalently, the model can be written in the form of input oriented, CRS, radial linear program as in equation (2.6).
Contrast Variables in Principal Components
Because the eigenvectors are orthogonal, there must be a mixture of positive and negative entries ij v , i, j = 1, …, p within them. To illustrate, consider the first eigenvector to be
v has all positive entries, note that in order to be orthogonal to 1 v , the second eigenvector In other words, the contrast variables cannot be identified prior to PCA and they are not the same from one principal component to another; thus, the contrast variables are classified per principal component based on the sign of the entries in the eigenvector and they are not a cluster of variables that have diverse characteristics from the other variables in the dataset as a whole.
Problems of Principal Components in DEA
With the counter effect due to contrast variables, a component score can be minimized by increasing the variables that are assigned with negative weights. Hence, it cannot be interpreted that the bigger the values of the original variables, the bigger the principal component score or vice versa. This implies that the principal components violate the free disposability assumption of a DEA model as described in equation (2.2). As a result, efficiencies cannot be meaningfully estimated because the measures of efficiency rely on estimating maximum output levels for given input levels, or alternatively, minimum input levels for given output levels (Thanassoulis, 2001) . In addition, the counter effect may lead to the problem of unboundedness in the linear 
The effect on the constraints in equation (2.12) is illustrated by equation (2.14) shown in Figure  1 .
Note that when the weights vectors subsequently cause the feasible region to be unbounded, of which e can be made as small as possible. In other words, this gives an unbounded solution to the objective function in equation (2.10). In order to meet the free disposability assumption and to avoid the problem of unboundedness in linear program, it is crucial to ensure that the weights assigned to the variables are non-negative.
Methodology
As weights are extracted from the eigenvectors, modifications to the eigenvectors are needed to avoid the problems of contrast variables. Nonetheless, changes made to the eigenvectors may hamper the components' potential to represent the original dataset. To provoke minimal alteration to the eigenvectors, it would be good to work on the simple structure produced by a varimax rotation; that is, an orthogonal rotation of the factor axes that maximizes the variance of the squared loadings on all the variables in a factor matrix (Kaiser, 1958) . As a result, each factor tends to have a few high loadings with the rest of the loadings being zero or close to zero, leading to a simple structure, where ideally each item is loaded on only one axis (Kline, 2002) . Traditionally, based 
on the simple structure, only variables with loadings above a cutoff point (for example, 0.5) are interpreted (Jolliffe, 2002) . Component scores computed with such simple weighting schemes often hold up better under crossvalidation compared to the exact component scores (Dunteman, 1989) . By having the advantage to omit the variables with small loadings, it would be possible to restructure the weighting vectors with minimal perturbation.
To start, a varimax rotation is performed on the loadings matrix in order to obtain the simple structure To minimize deviations from the original principal components, the group of variables that capture a bigger portion of explained variation (the one with a larger SSL) will be extracted. Variables of another group with smaller SSL are labeled as the contrast variables. These variables are relatively less significant and are subject to be dropped: this is equivalent to assigning a zero weight to each of the contrast variables. To satisfy the requirement of unit vector (Hand, 2001) , these vectors are then normalized, and hence are called the modified principal directions. The absolute values of these modified principal directions are taken to form the new weights for the construction of the modified components. The modifications can be performed with MATLAB, and the steps are described in algorithmic form as:
1. Launch varimax rotation, obtain the rotational matrix, Λ . Simply stated, this modification only involves the exclusion of a less significant group of variables. Alternatively, to avoid negative weights, other options may be considered, such as: (1) taking the squared values on the eigenvectors, or (2) taking the absolute values of the eigenvectors. The option that best fits the original dataset should capture the most amount of explained variation in the original data.
To compare the options graphically, a specific case with 3 variables that can be explained by two principal components is used. Figure 2(a) shows how the eigenvectors capture the distribution of the data. Using the same set of data, the modified axes from the proposed model and the other options (1) squaring the entries of the eigenvectors and (2) taking absolute values of the eigenvectors are shown in Figures 2(b) , 2(c) and 2(d) respectively. Note that the proposed model gives the nearest approximation to the original eigenvectors, hence capturing almost the same amount of explained variation in the original data. To consolidate the justification, the amount of explained variation will be verified via redundancy analysis.
Justification of Modifications
The aim of the proposed modifications is to avoid the contrast variables in principal components without much sacrifice to the ability to represent the original data. To examine this aspect, redundancy analysis ( Van den Wollenberg, 1977) is used. This procedure aims to extract factors from the set of dependent variables Ỹ that are the most predictive of the independent variables X . Because interest lies in knowing how much of the variance in the original variables is explained by the modified components, let the modified components be the dependent variables, Ỹ , and the original To compare the proposed modification to the other two options, redundancy analysis will be carried out on all the methods. The option causing the least perturbations to the eigenvectors should largely retain the proportion of explained variation, which will then be indicated by a largest redundancy.
Modified PC-DEA After the modification that captures the largest redundancy is identified, the modified PC-DEA model can be constructed based on the modified axes and the corresponding components. To simplify the notation, assume that the proposed modification gives the largest redundancy. Thus, the modified components C and the modified axes W will be used to replace the principal components and the eigenvectors in equation (2.10). In essence, the modified PC-DEA model for DMU 0 with data (x 0 , y 0 ) is as follows: As shown in (3.4), the modified PC-DEA is similar to PCA-DEA, except changing the eigenvectors to the modified axes. Thus, the modified PC-DEA is suitable for the scenarios that are favorable to PCA-DEA, particularly when all the variables are known to be relevant in the production function under study. The modification can be obtained by running MATLAB codes that execute steps 1-6 described earlier. Because these steps are not heavy, the inclusion of them in a computer program would not increase the run time, and hence would preserve the strength of having the shortest run time amongst the alternatives to reduce the dimensionality. In other words, by having a better data reconstruction that avoids the problem of unboundedness in a linear program, the modified PC-DEA improves the use of principal components in a DEA model, and it offers a convenient alternative to dimension reduction.
Results
To demonstrate the problem of contrast variables within principal components in the DEA framework, the data generation process (DGP) based on the idea of Kneip, et al. (1998) and Simar and Wilson (1998 , 2000a , 2001 were followed where each DMU is attached with single output efficiency and no DMU is regarded as strictly efficient. However, DEA identifies the estimates of relative efficiency. By definition, at least one DMU will be identified as relatively efficient. To mitigate the need of large sample size, it is necessary to restrict to CRS because when the boundary of the production set displays constant returns-to-scale, the DEA estimators converge faster and, hence, introduce less noise (Daraio & Simar, 2007) . Each DMU k is associated with an inefficiency index, τ k , which is drawn independently from an inefficiency distribution. Following the criteria set by Alder and Yazhemsky (2010), a DMU is deemed relatively efficient if the simulated τ − e is greater than 0.9.
To emphasize the problem of discriminatory power, consider cases with relatively many input variables compared to the number of DMUs and begin with a numerical illustration that consists of 20 DMUs that use 7 inputs to produce an output. Correlated input variables
are generated by postmultiplying a set of random numbers from a uniform distribution on the interval (0, 100) by the upper triangular Cholesky decomposition of a pre-assigned correlation matrix 1 R with moderate pairwise correlation (r < 0.6). These input variables are used in a Cobb-Douglas production function . ) ( Table 1 (a). The correlation matrix for the input variables is shown in Table 1(b). To reduce dimensionality, PCA is applied to all the input variables. Four principal components were extracted in order to retain at least 80% explained variation. These components are then taken for efficiency estimations using equation (2.10). The component scores are shown in the first 4 columns of Table 2 and the eigenvectors are the first 4 rows of Table 3 . From the eigenvectors, observe that the weights attached to variables 4 5 , x x   and 7
x  are dominant and a combination of these weights will cause the feasible region to be unbounded. To illustrate, following equation (2.12), the constraints relating to the principal components for the efficiency estimation for DMU1 are: 
DMU1
26 
To emphasize the problem of unboundedness, choose a point within the feasible region, that is, t 1 = t 2 = t 3 = t 6 = 0. At this point, equation (4.1) γ lead to unbounded feasible region for e because e can be made as small as possible in the linear program. In the constraint related to 1 γ , the input excesses are weighted with a very small positive number. Thus, this constraint can easily be made zero or negative, if
As a result, the PCA-DEA estimator encounters the problem of unboundedness, and this is shown in the efficiency scores obtained in column 2 of Table 4 . These values are close to zero due to the setting of the lower bound of e to a zero in the linear program.
To produce non-negative data that meet the free disposability assumption in a DEA model, modifications on the eigenvectors were performed on the same set of data following the procedure suggested herein. First, the eigenvectors are rotated with a varimax rotation, giving the rotated factor axes shown in rows 5-8 of Table 3 . Note that the first rotated axis Table 3 ).
This example illustrates that the contrast variables differ from one component to the other, and they cannot be identified prior to PCA. To examine if the modifications made to the eigenvectors weaken the components' ability to represent the dataset, a redundancy analysis was performed on the modified components against the original dataset. Results show that the modified components retain 82.1% explained variation of the original dataset, compared to 84.8%, captured by the principal components.
As described in the methodology, there are alternatives to avoid negative weights in eigenvectors, for example, (1) squaring the entries of the eigenvectors and (2) taking absolute values of the eigenvectors. To compare these alternatives, redundancy analyses were performed on the modified components corresponding to these methods against the original dataset using equation (3.3). The redundancy analyses show that there is a 69.0% redundancy from components obtained by option (1) and 69.5% redundancy from components obtained by option (2). This means that, although there is a drop in the amount of retained variation, the proposed modification is still the best among the other options. Hence, the components from the proposed modifications are used to replace the original variables in the DEA model for the efficiency estimation.
To illustrate the benefit gained from the dimensionality reduction due to these modified components the efficiency scores of the proposed method (modified PC-DEA) was compared to the results of the standard DEA (columns 2 and 4 of Table 4 ). As expected, the standard DEA suffers from overestimation. Refer to the efficiencies pre-assigned, τ − e (see column 10, Table 1 ), DMUs 1, 5, 6, 17, 18, 19 and 20 should not be classified as efficient as being identified by the standard DEA (see column 2, Table 4 ). This problem is overcome by the proposed method, whereby only DMU3 is identified as efficient, reflecting the scenario as portrayed in the pre-assigned efficiencies. As such, it may be said that there is no significant loss of information due to the modified components. This example shows that the efficiency estimates obtained from the modified PC-DEA is more accurate than that of the standard DEA.
It is known that DEA is sensitive towards the dimensionality relative to the sample size and PCA is best used for dimension reduction when data are highly correlated. To generalize the findings, Monte Carlo simulations that take 100 trials were designed for each of the cases classified by these factors, that is, the dimensionality, correlation levels and the sample sizes. The data generating process is the same as described above, whereby a production function
where p is the number of inputs is used to simulate data with CRS. For the factor of correlation, two levels of correlations are examined; a case where variables are moderately correlated (r < 0.6); pre-assigned with a correlation matrix R 1 , and another case where variables are highly correlated (r > 0.6); preassigned with a correlation matrix R 2 . Random samples for both levels of correlation are generated based on the upper triangular Cholesky decomposition of 1 R and 2 R respectively. These cases were repeated for the sample sizes of 20, 50 and 100 (see Table 5 ).
Results shows that, on average, for the inputs that are highly correlated, there is 1 principal component returned for case of 4 inputs and 1.4 principal components returned for the case with 7 inputs for all the sample sizes. The sharp reduction in the dimensionality validates the use of PCA when the data that are highly correlated. For the inputs that are moderately correlated, more principal components are returned in order to capture at least 80% of explained variation. On average, there are 2.7-3.0 principal components returned for the case with 4 inputs, and 3.9-4.4 principal components returned for the case with 7 inputs. To compare the information retention power, redundancy analyses between the original variables and the modified components were performed on these simulated dataset, comparing the redundancies due to the proposed method, taking squared value of eigenvectors (option 1) and taking absolute value of the eigenvectors (option 2). The results of the analyses are shown in Table 6 . Note that, when there is only 1 principal component returned, there is no difference between the three options because there is only one factor axis to be considered. However, when there is more than one principal component, the redundancies captured by these options differ. As the proposed method provokes the least perturbations to the eigenvectors, it captures the most explained variation in all the cases, with reasonably low standard deviation. Referring to column 2 of Table 6 , it is observed that the modified components obtained with the proposed method retain almost as much the information as in the principal components, that is, capturing at least 80% of explained variation. Thus, it may be concluded that the proposed method is the best alternative among these options to avoid negative weights in principal components because it causes the least information loss.
To compare the efficacy of the proposed method (modified PC-DEA) to the standard DEA, the efficiency estimates from the modified PC-DEA and the standard DEA were compared to the simulated efficiencies. Figure 3 illustrates the comparisons for two extreme cases, namely (a) the worst case with a sample size n = 20, 1 output and 7 moderately correlated inputs, and (b) the best case with a sample size n = 100, 1 output and 4 highly correlated inputs. Note that for both cases, the efficiency estimates from the modified PC-DEA are closer to the simulated efficiencies compared to the standard DEA. The results of the Monte Carlo simulations are shown in Table 7 . Note that the standard DEA suffers from the curse of dimensionality. As expected, the worst case (Experiment 4, of which n = 20, with 1 output and 7 moderately correlated inputs) produces huge overestimation (42%). Consistent with Simar and Wilson (2000b) , the increase in the sample size (from n = 20 to n = 100) does not give much ease to the overestimation problem (from 42% to 26.31%). Conversely, note that by using the modified components to replace the original variables, the problem of overestimation is reduced sharply.
For this worst case (Experiment 4), the proposed method replaces all the 7 inputs with 4 modified components, thus reduces the overestimation to 17.8%. Note also that both the modified PC-DEA and the standard DEA work better when data are highly correlated because the constraints attributable to the variables are rather similar to each other. Nonetheless, even in the best scenario (Experiment 9, of which n = 100, with 4 highly correlated inputs), the modified PC-DEA is still better than the standard DEA by having a much slighter overestimation (0.06% compared to 4.24%). The modified PC-DEA performs well in all cases to overcome the problem of overestimation. Although it produces underestimations (0.24% − 2.11%) due to the loss of information, the effect is deemed slender compared to the improvement in the discriminatory power. To overcome this problem, this study proposed that the eigenvectors be modified whereby each of the modified axes is constructed based on a set of variables that correlate in the same direction to the respective principal component. The modification involves the exclusion of contrast variables that capture a smaller portion of SSL, thus, there would not be significant information loss due to the modification. This was illustrated in redundancy analysis using Monte Carlo experiments. Compared to other possible alternatives to obtain non-negative weights for the principal components, the modified components due to proposed method captured the largest redundancy -in fact, they retained almost as much the explained variation as in the extracted principal components.
This study showed that the modified PC-DEA performs well to overcome the problem of overestimation, particularly when data are highly correlated. Because the modification can be obtained easily by adding programming codes to existing PCA-DEA its run time is not different from that of PCA-DEA. Better data reconstruction avoids the problem of unboundedness in a linear program, thus, the modified PC-DEA is a practical alternative to reduce dimensionality in a DEA model. In circumstances when there are many relevant variables, but not many comparable observations, researchers may consider applying the proposed method to aid meaningful benchmarking processes.
