This paper presents an efficient modified particle swarm optimization (EMPSO) algorithm for solving mixed-integer nonlinear programming problems. In the proposed algorithm, a new evolutionary strategies for the discrete variables is introduced, which can solve the problem that the evolutionary strategy of the classical particle swarm optimization algorithm is invalid for the discrete variables. An update strategy under the constraints is proposed to update the optimal position, which effectively utilizes the available information on infeasible solutions to guide particle search. In order to evaluate and analyze the performance of EMPSO, two hybrid particle swarm optimization algorithms with different strategies are also given. The simulation results indicate that, in terms of robustness and convergence speed, EMPSO is better than the other algorithms in solving 14 test problems. A new performance index (NPI) is introduced to fairly compare the other two algorithms, and in most cases the values of the NPI obtained by EMPSO were superior to the other algorithms.
INTRODUCTION
In the fields of science and engineering, researchers have a great interest in solving optimization problems consisting of real and discrete (or integer) variables. These are called mixed-integer programming (MIP) problems, which arise from a variety of realworld situations and applications. For example, Alavidoost et al. [1] described a supply-chain network with an MIP problem and solved it by using a genetic algorithm. Willis et al. [2] used an MIP to search in the superstructure of chemical reaction networks. Cobuloglu et al. [3] presented a two-stage stochastic MIP model to maximize the economic and environmental benefits of food and biofuel production. Merchan et al. [4] studied discrete-time MIP models to solve the production scheduling problem. Ku et al. [5] used an MIP to solve job shop scheduling. Benati et al. [6] established an MIP model to solve the feature selection problem in clustering and a heuristic method was given. There are many other studies on MIPs [7] [8] [9] [10] . An MIP problem is described as follows: Current studies on mixed-integer optimization problems typically focus on some special models, such as the convex model, 0-1 MIP, and so on. At present, research mainly concentrates on the following four approaches: (1) The integer continuity method [12] . In this approach, the continuous optimization algorithm is first used to calculate the optimal solution without integer constraints. Then, the integer variables are rounded into the feasible domain. So, the approximate optimal solution is found. This method can easily solve the continuous optimization problem; however, this has low precision in the process of converting continuous variables into integer variables, and perhaps may not find the optimal solution for some problems. ( 2) The deterministic method, which uses the branch boundary method [13] and the cutting-plane approach [14] to solve MIP problems. These methods are effective and efficient for solving small-scale problems but, when the scale of the problem increases and the degree of nonlinearity becomes higher, the deterministic method is usually incapable of solving the problem. (3) Monte Carlo methods [15] comprise a broad class of computational algorithms that rely on repeated random sampling to obtain an approximate solution of an MIP problem. From a theoretical point of view, a Monte Carlo method can find a better solution with enough sampling, but what constitutes "enough" is not easy to measure in actual operation. (4) Evolutionary algorithms have wide applications and many new examples of them have been used to solve MIP problems, including random searching algorithms [16] , simulated annealing algorithms [17] , and genetic algorithms [18] , among others. Hybrid algorithms, which combine these algorithms with a penalty function, are especially useful in solving constrained optimization problems [19, 20] , but an exact penalty function is difficult to build. As the decision variables include discrete (integer) variables and continuous variables, a coevolution strategy using multiple algorithms has also been applied for this problem [21, 22] .
In this paper, the initial population is randomly generated by mixed-integer and real number coding methods. For the part comprised of the continuous variables, the traditional adaptive particle swarm optimization (PSO) algorithm is used to update the speed and position. The traditional update strategy of the PSO algorithm, proposed for the continuous optimization problem, cannot solve the discrete optimization problem very well. In order to solve this, a new discrete evolution strategy (DS) is adopted to update the position for the part comprised of the discrete or integer variables, such that the integer and continuous parts can be simultaneously evolved.
The constrained optimization problem cannot be solved by the standard PSO algorithm. In order to enable the PSO algorithm to solve such problems, many improved mechanisms has been proposed [23, 24] . Among them, one of the most common ways is by transforming the constrained optimization problem into an unconstrained optimization problem by using a penalty function method, and then solving it by a standard PSO algorithm [25] . Another approach is the feasible solution priority method (the Deb method) [26, 27] , which enforces the following criteria: (1) any feasible solution is preferred to any infeasible solution, (2) among two feasible solutions, the one having a better objective function value is preferred, (3) among two infeasible solutions, the one having a smaller constraint violation is preferred. However, it is often not the most effective to restrict the infeasible solution emergence in the individual optimal solution and the global optimal solution. In this way, the available information on infeasible solutions cannot be used, such as the infeasible solution with smaller objective function values or smaller constraint violations. These infeasible solutions may be closer to the global best solution than some of the feasible solutions, so it is necessary to allow some infeasible solutions to be used as guiding positions under a certain probability. Thus, a new update strategy of individual and global best position based on the constraints (IDeb) is proposed in this paper.
The performance of the EMOPSO algorithm is tested with 14 benchmark functions. The experimental results indicate our algorithm outperforms other two hybrid PSO algorithms, and improves the computational accuracy under the acceptable computational time and space occupancy. present the efficient modified PSO algorithm (EMPSO). Thereafter, the results are provided in Section 3. The paper concludes with Section 4.
AN EMPSO ALGORITHM

PSO Algorithm
The PSO [28] algorithm, first introduced by Eberhart and Kennedy in 1995, is a population-based evolutionary optimization method, inspired by the social behavior of flocking birds. Similar to a genetic algorithm, it is an optimization technique based on iterative steps. The system is initialized with a population of random solutions and then searches for optima by updating generations. The swarm consists of N particles, where each particle is regarded as a point in the n-dimensional search space. Each particle has its own position and velocity, which are denoted as x = (x 1 , x 2 , ⋯ , x n ) and v = (v 1 , v 2 , ⋯ , v n ), respectively. Different position vectors x correspond to different fitness function values, related to the objective function value.
Algorithm 1: Adaptive Particle Swarm Optimization Algorithm (APSO)
• Step 1: Initialize a population of particles X N , each with a random position vector x i and velocity vector v i . Set the self-cognitive coefficient c 1 and the social cognitive coefficient c 2 , the maximum generation T max , and the generation number t∶ = 1.
• Step 2: Calculate the fitness of all particles in X (t).
• Step 3: Update the position and velocities of the particles, based on the equations. 
where d = (1, 2, ⋯ , n), r 1 , r 2 are the random numbers between 0 and 1, p i best is the personal best position of the ith particle, g best is the global best position, w max and w min are the maximum and minimum values of the inertia weight, respectively.
• Step 4: Calculate each particle's fitness and update every particle's optimal position and the global best position.
• Step 5: (Termination examination) If the termination criterion is satisfied, then output the global best position and its fitness value. Otherwise, let t: = t + 1, and return to Step 2.
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The rest of the paper is organized as follows: In Section 2, we
The adaptive PSO algorithm, with the strategy of a linearly decreasing inertia weight, was introduced based on the standard particle swarm algorithm and has good global search capabilities.
Settings of the Initial Population and Selection of the Optimal Positions
This article modifies the initialization approach of the PSO algorithm, where the particle swarm is initialized through a mixed coding of discrete integers and real numbers. Namely, both the ldimensional real variables x ∈ ( x, x ) and the m-dimensional dis-
are randomly produced by a computer. These initialized values make up an individual code (a chromosomal):
then it is regarded as a solution of the problem in Eq. 1 and marked as "1. " Otherwise, it is marked as "0. "
In order to ensure the guidance of the global best position, the population must have at least one feasible solution during the initialization process. That is, the initial position of the first particle must be in the feasible region and is taken as the initial global best position. If it is not a feasible solution, the generation is repeated. The initial position of all other particles can be randomly generated and are taken as their personal best positions.
Evolutionary Strategies for the Discrete Variables of a Particle
In view of the continuity of flight in the feasible domain, the traditional PSO is applied to solve the continuous optimization problem. In order to deal with the discrete variables of the MINLP more effectively, an improved evolutionary strategy for discrete variables (DS) is proposed. The specific approach is described in the following:
The discrete variables of the ith particle at the tth iteration are y After updating the spacings, we use the normalization method and rescale the other adjustment spacing values via
For example, Standard spacing:
Suppose that the global optimal solution is 1 and the individual optimal solution is 3, then the adjusted spacing is Adjusted spacing:
4. Next we follow the update strategy for each discrete variable: a random number uniformly distributed between 0 and 1 is generated by the computer. This number will fall into one of the intervals, the right value of this interval is defined as y 
) express the function value and constraint violation degree of
be the function value and constraint violation degree of P i, best , respectively.
For the two positions, there will be the following three situations in the comparison process (IDeb):
1. Both of the positions are feasible solutions
. In this case, it means that the two positions are in the feasible region, so the one having a better objective function value is Pdf_Folio:3 preferred and made to be the current personal best position. Namely, when f i < f i, best , let x t i replace P i, best .
2. One position is a feasible solution, and the other one is an infeasible solution. In order to avoid losing the available information of the infeasible solution, we allow the infeasible solution to be accepted with a certain probability when the function value of the infeasible solution is less than the feasible solution in an early iteration. However, when the algorithm runs to the late stage, it is unacceptable that the infeasible solutions appear in the optimal position. So, the probability value of accepting infeasible solutions will be reduced to zero.
The probability function for accepting an infeasible solutions is
, where Pr 1 = 0 is the probability value for accepting infeasible solutions at the end, and Pr 2 = 0.5 is the probability value of accepting infeasible solutions at the beginning. Further, t is the number of the current iteration, and T max is the maximum number of iterations. Obviously, the probability value gradually decreases from 0.5 to 0 as the iteration number increases.
3. Both of the two positions are infeasible solutions
. At this point, it is not reasonable to only consider the constraint violation degree and ignore the information of the function value. Knowing how to reasonably balance the relationship between the function value and the constraint violation degree is very important. In this case, similarly to the multi-objective constraint handling method, all of the constraint functions are treated as an objective function.
When a dominant relationship exists, the solution will be compared by using a multi-objective constraint handling method. Namely, when the current position x t i dominates the personal best position P i, best , let x t i replace P i, best . Otherwise, don't update.
If f i > f i, best and G i < G i, best or f i < f i, best and G i > G i, best , a dominant relationship does not exist. Thus, in order to better measure the relationship between the function value and the constraint violation degree, we define two new parameters. Consider case 1, as an example:
i. Constraint violation multiple:
ii. Function value optimization multiple:
In case 1, the function value of P i, best is smaller than the function value of x t i , but the constraint violation degree of x t i is smaller than the constraint violation degree of P i, best , so how do we know which one is the best solution? We can compare them by using the constraint violation multiple and function value optimization multiple. When Gmul i ≤ fmul i , it can be shown that the function value optimization degree of P i, best is better than the constraint violation degree of x t i . Therefore, it is not necessary to update the personal best position. When Gmul i > fmul i , it is exactly the opposite case, and we let x t i replace P i, best . In case 2, the same conclusion can also be obtained.
By merging the above three cases, the pseudocode of the update strategy for the personal best position is as follows:
: the current position; P i, best : the personal best position; Pr: the probability value of accepting infeasible solutions; 2) If G i = G i, best = 0 (Both positions are feasible solutions.)
End If 6) Elseif G i > 0, G i, best = 0 (One position is a feasible solution, and the other one is an infeasible solution.)
If r < Pr 10)
The pseudocode of the update strategy for the personal best position.
Update strategy for the global best position
In the PSO algorithm, the guiding role of the global best position is considered as the social cognition of the population in the optimization process. Here, when the best optimal solution in the feasible solutions for the current population is better than the existing optimal solution, the global best position is updated. If there is no feasible solution in this generation, the global best position is not updated. • Step 2: Calculate the objective function values from the initial positions of the particles, set the personal best position P i,best of each particle equal to its current position, and set the global best position g best .
•
Step 3: Update the continuous variables using Equations (2) and (3), and update the discrete variables by using the new evolutionary strategies described in Section 2.3.
• Step 4: Update the personal best position P i,best , for i = (1, 2, ⋯ , m), and the global best position g best , by using the update strategies described in Section 2.4.
• Step 5: If the termination criterion is satisfied, then output g best and its fitness value. If not, set t∶ = t + 1 and go to Step 2. 
NUMERICAL SIMULATIONS
Test Problems and Experimental Setup
To demonstrate the effectiveness and performance of the EMPSO, 14 test problems selected from published literature, were solved. The salient features of the test problems are shown in Table 1 . For the sake of completeness, a summary of these benchmark problems is given in the Appendix A.
In order to better study the effectiveness of the two improvement strategies (DS and IDeb) of the EMPSO algorithm, the classical evolutionary strategies for discrete variables, INT (update the discrete variables by a continuous evolution strategy, and then round), and Deb (an update strategy based on feasible solution priority, as previously described), were also studied. The experiments compare the EMPSO algorithm with other hybrid PSO algorithms: The INTDeb-PSO algorithm and the DS-Deb-PSO algorithm. In the strategies mentioned above, common parameters to the three algorithms were set as follows: the self-cognitive coefficient for the continuous variables c 1 = 1.7, the social cognitive coefficient for the continuous variables c 2 = 1.7, the maximum inertia weight w max = 0.9, the minimum inertia weight w min = 0.5, and the maximum generation T max = 1000. In the EMPSO algorithm, the social cognitive coefficient for the discrete variables was set to c 3 = 1.5, the self-cognitive coefficient for the discrete variables to c 4 = 1.2, the minimum probability of accepting an infeasible solutions Pr 1 = 0, and the maximum probability of accepting an infeasible solutions to Pr 2 = 0.5. All programs were coded in Matlab and all executions were made on a Tsinghua Tongfang personal computer with an Intel(R) Core(TM) i5-3570K CPU@3.40 GHz.
Experimental Results
The 14 test problems were executed in 50 independent runs. Experimental results obtained by the three algorithms are given in Table 2 , where "Fun. " indicates the problem, "Best" stands for the best optimal value obtained by the algorithm in all runs, "Worst"
Pdf_Folio:5 As previously analyzed, the details of EMPSO can be summarized as follows and the flowchart of EMPSO is given in Figure 1 . is the worst optimal value found by the algorithm in all runs, "Median" is the middle value of all obtained optimal values through the algorithm, "Mean" denotes the mean value of all obtained optimal values for the algorithm, "Std" is the standard deviation of all obtained optimal values through the algorithm, and "Success rate" represents the percentage of successful runs to the total runs for the algorithm (a successful run is where the obtained objective function value is within 0.1% of the known optimal value). Furthermore, "time" represents the average computation time (in seconds) used by the algorithm (in the case of successful runs), and "Avg. fun. eval. " is average number of objective function evaluations used by the algorithm in successful runs. The success rates of the three algorithms are shown in Figure 2 .
In order to reflect the optimization process, the optimizing curves of the three algorithms are plotted, in Figures 3-16 , for the 14 test problems. For each image combination, the left image is the entire optimization process for the problem. As the main optimization process of some functions only takes place in a short period of time, the convergence process is not obvious in the left image. Therefore, in the right image, the part that converges fast for each function is locally enlarged. Figure 6 The entire (left) and locally enlarged (right) optimization curves for test problem 4. 
Figure 16
The entire (left) and locally enlarged (right) optimization curves for test problem 14.
Discussion of the Results
The results in Table 1 and Figure 2 show that EMPSO had the highest success rate in solving the 14 problems and provided a 100% success rate in 13 problems (i.e., all except for problem 5). Likewise, DS-Deb-PSO and INT-Deb-PSO provided a 100% success rate in 9 problems (1, 2, and 8-14) and 3 problems (2, 8, and 10), respectively. INT-Deb-PSO only had good performance in solving the problem with two continuous discrete variables, but for problem P 9 , which had nonuniformly spaced integers, its success rate dropped to 44%. Therefore, a combination of the DS strategy and the IDeb strategy is much better than the combination of the INT strategy and the Deb strategy. Since the DS strategy is more complex than the INT strategy, the computation time of the INT-Deb-PSO is the shortest, except for problem P 4 .
In terms of the average number of objective function evaluations, INT-Deb-PSO had the best value for five cases (6-9 and 12), whereas DS-Deb-PSO had the best value in only one case (5) . In the other eight cases EMPSO obtained the best values. It can be seen that INT-Deb-PSO has obvious advantages in terms of computation time because of its simple strategy, but the advantage of the best average number of objective function evaluations is not as good as the algorithm based on the DS strategy.
EMPSO obtained the minimum standard deviation in all problems, and DS-Deb-PSO had a better standard deviation than INT-Deb-PSO for 13 problems (all except problem 8). The INTDeb-PSO algorithm is not stable and fluctuates violently because of its lower success rate, and its standard deviation reached more than 10 for five problems (6, 7, 9, 11, and 13), it was as high as 10 6 for problem 7.
The known optimal solution could be obtained by EMPSO and DSDeb-PSO, in our experiment, for all problems. For problems 7 and 11, INT-Deb-PSO seemed to have smaller experimental solutions than the known optimal solutions, but it could be easily verified that the two solutions were infeasible solutions. The EMPSO found the global optimal solutions within an acceptable error range (0.1%) for 13 problems and had an error of 0.02 for problem 5. The other algorithms were not 100% successful in solving all of the problems, as their error surpassed the allowed range. The algorithm with the DS strategy and the IDeb strategy, was not 100% successful in solving problems (such as problem 5), but its experimental solution was still near the known optimal solution and remained feasible. However, when other strategies are adopted, the deviation will increase, potentially generating infeasible experimental solutions.
In Figures 3-16 , it appears that the EMPSO algorithm had a better convergence effect than the other algorithms, with its function curve dropping faster and smoother for all problems, except for problem 13. INT-Deb-PSO was not ideal in terms of the functional convergent curve of the 14 problems, having a slow convergence speed and poor stability. Furthermore, it could not converge to the optimal values for problems 6, 11, and 14. The convergence of DSDeb-PSO was in between the other two algorithms. For problems 7, 11, and 13, the convergence speed of DS-Deb-PSO was faster than EMPSO at first, but it lagged behind the EMPSO algorithm before converging to the optimal value. The Deb strategy retained a feasible solution, so that the algorithm converged faster at an early stage. However, the Deb strategy ignored the guiding role of infeasible solutions, and so its ability to jump out of local optima was inferior to the IDeb strategy and the convergence effect was worse than the IDeb strategy at later stages.
Results from the above analysis show that each of the three algorithms had their own advantages in terms of time, success rate, average function evaluations, and average of the optimal solution. For INT-Deb-PSO, the computation time was obviously less than other algorithms, but the success rate was much lower than the other two algorithms. For test problem 5, the success rate of EMPSO was better than DS-Deb-PSO, but the computation time and average function evaluations of the EMPSO were inferior to DS-Deb-PSO.
Comparisons between the Three Algorithms with a New Performance Index
In order to get a better insight into the relative performance of computation time, success rate, and average function evaluations, the value of a performance index (PI) [18] is used. However, the PI cannot predict settlement in the stability of an algorithm and the distance between the calculated optimal value and the known optimal value, which are important in measuring the quality of an algorithm. In this paper, a new performance index (NPI) is proposed, based on an old PI, which is a comprehensive index of computation time, success rate, average function evaluations, stability of the algorithm, and the distance between the calculated optimal value and the known optimal value. For the computational algorithms we compared, the value of the new performance index NPI i for the algorithms is computed as Pdf_Folio:10 where N is the total number of test problems, SR j i denotes the success rate obtained by the ith algorithm in solving the jth problem, AT j i is the average computation time used by the ith algorithm in successful runs for the jth problem, MT j is the minimal average computation time used by the three algorithms in solving the jth problem, AF j i represents the average number of function evaluations used by the ith algorithm when solving the jth problem (in the case of successful runs), and MF j is the minimum of the average function evaluations required by the different algorithms in solving the jth problem. Similarly, AD j i denotes the absolute value of the distance between the mean value and the known optimal value, obtained by the ith algorithm in successful runs for the jth problem, MD j is the minimum of the absolute value of the distance between the mean value and the known optimal value obtained by the three algorithms in solving the jth problem, AV j i is the standard deviation (a measure of the stability of the algorithm) obtained by ith algorithm when solving the jth problem (in the case of successful runs), and MV j is the minimum of the standard deviation obtained by the various algorithms in solving the jth problem. Further, k 1 , k 2 , k 3 , k 4 , and k 5 are nonnegative constants, such that k 1 + ⋯ + k 5 = 1. These parameters reflect the importance of the each subindex. The larger the value of NPI, the better the performance of the algorithm. Usually when the value of NPI is calculated, the parameters are set according to the following five cases:
The graphs of NPI, corresponding to each of the five cases, are shown in Figures 17-21 , respectively. It can be seen that the EMPSO algorithm outperformed the other two algorithms, except in Figure  18 , in which the time was the main emphasis on the weights. In this case the evolutionary strategies for the discrete variables of more complex than the approximate values (rounded-data) of INTDeb-PSO. So, when k 2 > 0.4, the NPI of EMPSO was surpassed by INT-Deb-PSO. The DS-Deb-PSO did not perform well under the comprehensive index NPI, the main reason being that the algorithm uses the DS strategy, which led to calculation times longer than INT-Deb-PSO, and the Deb strategy leads to the a lower convergence of efficiency than the EMPSO. In addition to the evolutionary strategies for the discrete variables and the update strategy, the other parameters of the three algorithms are the same, so we can see that the EMPSO, with the evolutionary strategies of the discrete variables (DS) and an update strategy based on the constraints (IDeb), was much more effective than the other hybrid-PSO algorithms; those with approximate values (INT) or an update strategy based on feasible solution priority (Deb) . 
the EMPSO algorithm, DS, need more time to calculate and are
Comparison of the Computational Complexity of the Three Algorithms
In this section, in order to further compare the advantages and disadvantages of the three algorithms, the computational complexity of the proposed three algorithms is discussed. Since the main program of the three algorithms is the same, both the time and space complexities of the different improvement strategies in one generation are analyzed below. 
find that the former is easy to operate, and so its calculation frequency is smaller than the latter. Additionally, the time complexity of the Deb strategy is smaller than that of the IDeb strategy, but the gap is very small. Therefore, the computation time of INT-Deb-PSO is the smallest, compared with the other two algorithms, which can also be seen in Figure 18 . This is the advantage of the INT-Deb-PSO algorithm, but its performance in other aspects is not good. It can be seen that the calculation effect of the EMPSO algorithm is better; while the computation time is longer than the others, they basically remain on the same order.
Space complexity
INT Strategy:
As the update of the discrete variables needs to be overwritten in the calculation process, and no additional storage is needed. Hence, the space complexity is O (N * m).
DS Strategy:
1. The amount of space taken up by storing the spac-
2. The update of the discrete variables needs to be overwritten in the calculation process, so the amount of space is O (N * m). Hence, the total space complexity of the DS strategy is 
IDeb Strategy:
In the worst case, 1. The amounts of space taken up by the constraint violation degree of the current position and the personal best position are O (N). We can see that the two improved strategies (DS and IDeb) take up a little more space than the two classical strategies (INT and Deb). However, for the current level of computer hardware, the impact of these additional storage requirements on the operation of the algorithm is basically negligible.
To summarize, the EMPSO algorithm not only improves the computational accuracy, but also achieves acceptable computational time and space occupancy.
CONCLUSIONS
This paper has presented an EMPSO for solving mixed integer nonlinear programming problems. For comparison, two hybrid PSO algorithms, the INT-Deb-PSO algorithm and the DS-Deb-PSO algorithm, were also implemented. All three algorithms have two evolutionary strategies: the evolutionary strategies of the discrete variables (DS or INT) and an update strategy of the optimal position (IDeb or Deb). For 14 integer and MIP problems, the numeric results show that EMPSO has a better robustness and faster convergence speed than the other two hybrid PSO algorithms. In order to fairly compare EMPSO with the other hybrid PSO algorithms, a comprehensive index, NPI, is proposed in this paper, which can weigh the importance of computation time, success rate, average number of function evaluations, stability of the algorithm, and the distance between the calculated optimal value and the known optimal value. The value of the NPI obtained by EMPSO is superior to the other algorithms in most cases, but the computational time of EMPSO needs to be further reduced. In this article, we only deal with the MIP problems with one objective function. In the near future, we also plan to deal with the MIP problems with multi-objective. Furthermore, most parameters in this paper (such as c 3 , c 4 , etc.) have certain values. It would be interesting to study whether these control parameters could adaptively change as the iteration time increases.
The known optimal solution: F * = 7.667, x = [1.117, 1.310] , y = {0, 1, 1}. The known optimal solution: F * = -0.974565, y = {3, 3, 2, 3}
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