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AN EFFECTIVE RATNER EQUIDISTRIBUTION THEOREM
FOR MULTIPLICATIVE DIOPHANTINE APPROXIMATION
ON PLANAR LINES
SAM CHOW AND LEI YANG
Dedicated to the memory of Marina Ratner
Abstract. In this paper, we prove an effective asymptotic equidistribution
result for one-parameter unipotent orbits in SL(3,R)/SL(3,Z). This enables
us to establish a strengthening of the Littlewood conjecture, valid for almost
every point on a planar line, subject to a Diophantine condition. We also
provide a complementary convergence theory, by developing the structural
theory of dual Bohr sets: at the cost of a slightly stronger Diophantine
assumption, this sharpens a result of Kleinbock’s from 2003. Finally, we
refine the theory of logarithm laws in homogeneous spaces.
1. Introduction
1.1. Ratner’s equidistribution theorem. Let G be a Lie group, equipped
with a one-parameter unipotent subgroup U := {u(t) : t ∈ R} ⊂ G. Let Γ be
a lattice in G, and X = G/Γ be the associated homogenous space. Ratner’s
famous theorem on orbit closure [Rat91b] asserts that for any x ∈ X the
closure of the orbit Ux is a homogeneous subspace of X . That is, it has the
form Lx, where L is an analytic subgroup of G containing U such that (a) the
orbit Lx is closed in X , and (b) there exists an L-invariant probability measure
µL supported on Lx. This confirmed Raghunathan’s topological conjecture;
see [Dan81]. Moreover, Ratner’s equidistribution theorem [Rat91b] tells us
that the orbit Ux is equidistributed in Lx in the following sense: for any
F ∈ Cb(Lx), we have
lim
T→+∞
1
T
∫ T
0
F (u(t)x)dt =
∫
Lx
FdµL.
Ratner’s equidistribution theorem is a fundamental result in homogeneous
dynamics and has many interesting and deep applications to number theory
[EMS96, Esk98, Mor05, Sha09, Sha10a, Sha10b]. It is based on her semi-
nal work [Rat91a] on measure rigidity of unipotent actions, which confirmed
Raghunathan’s measure conjecture (see [Dan81]); see also [MT94] for an alter-
native proof applicable to algebraic groups. A weakness of Ratner’s theorem is
that it is not effective: given a particular unipotent orbit, it does not tell how
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fast it tends to its limit distribution. This renders it less helpful when study-
ing problems that are sensitive to error terms. Establishing Ratner’s theorem
with an effective error term provides a more profound viewpoint with regards
to the asymptotic behaviour of unipotent orbits in homogeneous spaces, as
well as their connections to number theory and representation theory. For
this reason, this has been a central topic in homogeneous dynamics ever since
Ratner’s groundbreaking work in the nineties.
For unipotent subgroups which are horospherical, we can establish effective
equidistribution using a method from dynamics and results from representation
theory, assuming that the ambient group has Kazhdan’s property (T) or similar
spectral gap properties. This method, called the “thickening method”, origi-
nates in Margulis’s thesis [Mar04], and has since been a standard way to study
effective equidistribution of horospherical orbits [KM12, KSW17, DKL16]. In
particular, for G = SL(2,R), since any unipotent subgroup is horospherical,
Margulis’s thickening method applies. We also refer the reader to [FF03, Str04,
Str13] for direct representation-theoretic approaches to establishing effective
equidistribution for unipotent orbits in SL(2,R)/Γ with explicit error terms.
For non-horospherical unipotent orbits, we have effective equidistribution
results for G being nilpotent [GT12], G = SL(2,R) × R (see [Ven10, SU15]),
G = SL(2,R) ⋉ (R2)⊕k (see [Str15, BV16, SV18]), and G = SL(2,R)k (see
[Ubi16]). Their proofs rely on effective equidistribution of unipotent orbits
in SL(2,R)/Γ, delicate analysis on the explicit expressions of unitary repre-
sentations of SL(2,R) and Fourier expansions on tori. Thus, the proofs can-
not be simply adapted to establish effective equidistribution results for simple
Lie groups of higher rank, like SL(n,R) (n > 3). In light of Dani’s corre-
spondence [Dan84], problems in Diophantine approximation can be studied
by analysing orbits in SL(n,R)/SL(n,Z). Those cases are therefore impor-
tant for number theory. There are also effective results in other settings: see
[EMV09, MM11, LM16] for effective equidistribution results for large closed
orbits of semisimple subgroups and their applications to number theory, and
[LM14] for an effective density result and its application to number theory.
In this paper, we establish an effective equidistribution result for a particular
type of one-parameter (non-horospherical) unipotent orbits in
SL(3,R)/SL(3,Z).
Recall that a point
(x1, x2, . . . , xd) ∈ Rd
is Diophantine if for some κ > 0 we have
inf
q∈N
max
16i6d
qd
−1+κ〈qxi〉 > 0,
where 〈·〉 denotes the distance to nearest integer. A simple consequence of
the Borel–Cantelli lemma from probability theory is that Diophantine points
are typical; that is to say that the set of points (x1, x2, . . . , xd) ∈ Rd that are
not Diophantine is a set of d-dimensional Lebesgue measure zero. For m ∈ N,
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let Cmb (X) denote the space of differentiable functions on X with bounded
derivatives up to order m. For f ∈ Cmb (X), let
‖f‖Cmb :=
∑
ord(D)6m
‖Df‖∞
denote the sum of supremum norms of derivatives of f up to order m. Our
main result is as follows.
Theorem 1.1. Let G = SL(3,R), Γ = SL(3,Z), and X = G/Γ. Let µG denote
the G-invariant probability measure on X. Given (a, b) ∈ R2 such that (a, b)
is Diophantine, we consider the straight line
{(y, x) ∈ R2 : y = f(x) := ax+ b}.
Define u : R2 → G by
u(y, x) :=

1 y1 x
1

 .
For t > 0 and s > 0, let
a(t, s) :=

et es
e−t−s

 ∈ G.
Let I be a compact subinterval of R. Then there exist constants m ∈ N,
c ∈ (0, 1), and η > 0 such that for any F ∈ Cmb (X), any subinterval J of I,
any s > 0, and any 0 < t 6 cs, we have∣∣∣ 1|J |
∫
J
F ([a(t, s)u(f(x), x)])dx−
∫
X
FdµG
∣∣∣≪I |J |−1e−ηt‖F‖Cmb . (1.1)
Here, and throughout, we employ the Vinogradov and Bachmann–Landau no-
tations: for functions f and positive-valued functions g, we write f ≪ g or
f = O(g) if there exists a constant C such that |f | 6 Cg pointwise, and write
f ≍ g if f ≪ g and g ≪ f . The implied constant in (1.1) depends on I but
not J .
Remark 1.2.
(1) Let us fix a point x0 ∈ R. By conjugation, it is easy to verify that
a(t, s)u(f(x), x) = u(rh)g,
where g = a(t, s)u(f(x0), x0), r = e
2s+t(x − x0) and h = (aet−s, 1).
Therefore, the set {[a(t, s)u(f(x), x)] : x ∈ [x0−R, x0+R]} is equal to
the one-parameter unipotent orbit
{[u(rh)g] : r ∈ [−Re2s+t, Re2s+t]}.
Specialising t = cs and R = 1/2 in Theorem 1.1 reveals that this orbit,
which has length T = 2Re2s+t = e(2+c)s, is O(T−δ)-equidistributed in
X , for δ = ηc/(2 + c).
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(2) We expect that the method can be generalised to prove effective equidis-
tribution of one-parameter unipotent orbits in SL(n,R)/SL(n,Z). This
is an on-going project.
(3) We expect that the method also applies when we replace the straight
line by a C2 planar curve, subject to a curvature assumption. This
comes with additional technical difficulties, and is also work in progress.
Such a result would lead to a multiplicative analogue of [BDV07, The-
orem 1].
Compared to previous work on effective results in homogeneous dynamics,
our result has the following novel attributes. First of all, our result applies
to G = SL(3,R), which is the first important case of simple Lie groups of
higher rank, and the unipotent subgroup here is one-dimensional and non-
horospherical. Secondly, the essence of the proof differs substantially from
previous work. The main part of the proof comes from dynamical systems,
rather than representation theory or Fourier analysis, although we do require
Stro¨mbergsson’s result (see Theorem 2.1 below) on effective Ratner’s equidis-
tribution for G = SL(2,R)⋉R2 which uses Fourier analysis.
1.2. Multiplicative Diophantine approximation on planar lines. In
this subsection, we discuss a problem in Diophantine approximation which to
a large degree is the motivation behind this work. For an overview of the basic
subject matter contained in this subsection we refer the reader to [BRV16,
§1.4.4].
We start by recalling the Littlewood conjecture in the theory of Diophantine
approximation, which dates back to around 1930.
Conjecture 1.3 (Littlewood). For any (α, β) ∈ R2, we have
lim inf
n→∞
n〈nα〉〈nβ〉 = 0. (1.2)
Recall that 〈·〉 denotes the distance to the nearest integer.
This famous conjecture has attracted much attention—see [BV11, EKL06,
PV01, Ven07], and the references within. Despite some recent remarkable
progress, the Littlewood conjecture remains very much open. For instance, we
are unable to show that (1.2) is valid for the pair (
√
2,
√
3). On the other hand,
from the measure-theoretic point of view Littlewood’s conjecture is well under-
stood. Indeed, if we are only interested in the (multiplicative) approximation
rate of a typical point (α, β) ∈ R2, with respect to the Lebesgue measure on
R
2, a theorem of Gallagher [Gal62] implies the following statement.
Theorem 1.4 (Gallagher). For almost every (α, β) ∈ R2, we have
lim inf
n→∞
n(log n)2〈nα〉〈nβ〉 = 0. (1.3)
In other words, almost surely Littlewood’s conjecture holds with a “log squared”
factor to spare. This is sharp in that for any κ > 2 the set of (α, β) ∈ R2 for
which
lim inf
n→∞
n(logn)κ〈nα〉〈nβ〉 = 0
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has zero Lebesgue measure [BV15, Spe42].
In view of Theorem 1.4, it is natural to ask the following question: given
a planar curve or straight line C, does almost every point (α, β) ∈ C satisfy
(1.3)? The problem was first investigated by Beresnevich, Haynes and Velani
[BHV], who considered the special case of vertical lines Lα := {(α, β) : β ∈ R}.
They showed that for any α ∈ R, almost every point (α, β) on Lα satisfies
(1.3). They also proved an inhomogeneous version of this statement assuming
the truth of the notorious Duffin–Schaeffer conjecture [BRV16, § 1.2.2]. Note
that in view of Khintchine’s theorem [BRV16, §1.2.2], it is easy to deduce that
almost every point on Lα satisfies
lim inf
n→∞
n(log n)〈nα〉〈nβ〉 = 0. (1.4)
Later Chow [Cho18] provided an alternative proof of the above mentioned
results from [BHV]. His method made use of Bohr set technology and gener-
alised unconditionally to the inhomogeneous setting. This was subsequently
extended to higher dimensions in [CT]. In all these results, the fact that the
lines under consideration are vertical is absolutely crucial. As a consequence of
the effective Ratner framework developed in this paper, we are able to handle
arbitrary “Diophantine” straight lines.
Theorem 1.5. Let (a, b) ∈ R2 be a Diophantine vector. Denote by La,b the
straight line
La,b := {(α, β) ∈ R2 : α = aβ + b}.
Then for almost every point (α, β) on La,b (with respect to the induced Lebesgue
measure on La,b), we have
lim inf
n→∞
n(log n)2〈nα〉〈nβ〉 = 0. (1.5)
The exponent 2 is sharp, as we now discuss. The simultaneous exponent of a
vector (a, b) ∈ R2, denoted ω(a, b), is the supremum of the set of real numbers
w such that, for infinitely many n ∈ N, we have
max{〈na〉, 〈nb〉} < n−w.
Kleinbock [Kle03, Corollary 5.7] showed that if ω(a, b) 6 2 and ε > 0 then
lim inf
n→∞
n1+ε〈nα〉〈nβ〉 > 0
for almost every (α, β) ∈ La,b.
The dual exponent of (a, b) ∈ R2, denoted ω∗(a, b), is the supremum of the
set of real numbers w such that, for infinitely many (x, y) ∈ Z2, we have
〈xa+ yb〉 6 (|x|+ |y|)−w.
With a slightly stronger assumption, we strengthen Kleinbock’s result, showing
that the exponent 2 in (1.5) is sharp.
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Theorem 1.6. Let (a, b) ∈ R2 with ω∗(a, b) < 5, and let ψ : N → R>0 be a
decreasing function such that
∞∑
n=1
ψ(n) logn <∞.
Then for almost all (α, β) ∈ La,b there exist at most finitely many n ∈ N for
which
〈nα〉〈nβ〉 < ψ(n).
By Khintchine transference [BL10, Theorem K], note that if ω∗(a, b) < 5
then ω(a, b) < 2, so our assumption is indeed stronger than Kleinbock’s. Our
condition is nonetheless typical: using the Hausdorff measure generalisation of
the Khintchine–Groshev theorem, namely [BRV16, Theorem 1.4.37], it can be
verified that the exceptional set
{(a, b) ∈ R2 : ω∗(a, b) > 5}
has Hausdorff dimension 3/2. We establish Theorem 1.6 in §4 via the method-
ology of [BV07, §4] and [BL07]. To prove the requisite counting lemma, we
develop the structural theory of dual Bohr sets, extending the constructions
given in [TV06, TV08, Cho18, CT].
By invoking a recent estimate of Huang and Liu [HL, Theorem 7], we are
able to deduce the following variation on Theorem 1.6 involving multiplicative
Diophantine exponents. The multiplicative exponent of (a, b) ∈ R2, denoted
ω×(a, b), is the supremum of the set of real numbers w such that, for infinitely
many n ∈ N, we have
〈na〉〈nb〉 6 n−w.
Theorem 1.7. Let (a, b) ∈ R2 with ω×(a, b) < 4, and let ψ : N → R>0 be a
decreasing function such that
∞∑
n=1
ψ(n) logn <∞.
Then for almost all (α, β) ∈ La,b there exist at most finitely many n ∈ N for
which
〈nα〉〈nβ〉 < ψ(n).
The assumption ω×(a, b) < 4 also implies Kleinbock’s assumption, owing to
the trivial inequality 2ω(a, b) 6 ω×(a, b), and it is also typical. It follows from
the work of Hussain and Simmons [HS18, Corollary 1.4], or alternatively from
the prior but weaker conclusions of [BV15, Remark 1.2], that the exceptional
set
{(a, b) ∈ R2 : ω×(a, b) > 4}
has Hausdorff dimension 7/5.
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1.3. Logarithm laws in homogeneous spaces. In this subsection, we dis-
cuss an important problem in homogeneous dynamics which is closely related to
Gallagher’s theorem. Let us fix a non-compact homogeneous space X = G/Γ,
where G denotes a semisimple Lie group and Γ denotes a non-uniform lattice
in G, a point o ∈ X , and a subgroup
A = {a(t) : t ∈ Rm} ⊂ G
which is contained in a Cartan subgroup of G. Let us fix a right-invariant
Riemannian metric d(·, ·) on G. Then d(·, ·) induces a metric on X = G/Γ.
Let ‖ · ‖ denote the supremum norm on Rm. Given x ∈ X , it is natural to
consider the fastest rate at which the orbit
{a(t)x : t ∈ Rm}
escapes to infinity as ‖t‖ → ∞, namely the asymptotic behavior of
sup
‖t‖6R
d(a(t)x, o)
as R→∞.
This problem was first investigated by Sullivan [Sul82], who considered the
case in which G = SO(k + 1, 1) and A = {a(t) : t ∈ R} is a maximal R-split
Cartan subgroup of G, and established the following logarithm law: for almost
every x ∈ X , with respect to the Haar probability measure µG, we have
lim sup
t→∞
d(a(t)x, o)
log |t| =
1
k
. (1.6)
Here d(·, ·) is chosen such that SO(k+1)\SO(k+1, 1) ∼= Hk+1 is the universal
(k + 1)-dimensional hyperbolic space of sectional curvature −1. In this case
X corresponds to a non-compact, finite-volume hyperbolic manifold M :=
H
k+1/Γ where Γ is a geometrically finite Kleinian group of the first kind with
parabolic elements. The dynamics of A = {a(t) : t ∈ R} corresponds to the
geodesic flow on the unit tangent bundle of M . The key to the logarithm law
is a Khintchine-type theorem for the action of Γ on Hk+1. This was originally
established by Patterson [Pat76] for geometrically-finite groups of the first kind
and later extended to groups of the second kind in [SV95]—see also [BDV06,
§10.3]. In view of the latter, there is a natural analogue of (1.6) associated to
any non-elementary, geometrically-finite Kleinian group.
Later Kleinbock and Margulis [KM99] (see also [KM18] for its erratum)
generalised this logarithm law to a general semisimple Lie group G and its
diagonal subgroup A ⊂ G, that is, they showed that there exists a constant κ
depending on G, Γ, d(·, ·), and A, such that for almost every x ∈ X we have
lim sup
‖t‖→∞
d(a(t)x, o)
log ‖t‖ = κ.
There are similar logarithm laws for unipotent flows; we refer the reader to
[AM09], [AM17] and [Yu17]. For a discussion of logarithm laws for hyperbolic
manifolds, see [BGSV18, §4.2].
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It is natural to consider the following finer question: given a proper subman-
ifold U of X not containing any open subsets of horospherical orbits, does a
typical point in U satisfy the same logarithm law? The method of [KM99] relies
on spectral gap properties of unitary representations of semisimple Lie groups,
and thus cannot be applied to study this finer problem. In the present article,
we provide a partial answer to this question for a special type of submanifold
of X = SL(3,R)/SL(3,Z) with the action of the diagonal semigroup
A+ =

a(t) =

et1 et2
e−t1−t2

 , t = (t1, t2) ∈ R2>0

 .
For x ∈ R2 and t = (t1, t2) ∈ R2, let u(x) and a(t) be as in Theorem 1.1.
We will see that Theorems 1.5 and 1.6 imply the following result.
Corollary 1.8. For (a, b) ∈ R2, let La,b denote the straight line in Theorem
1.5. Let us map La,b to a line [La,b] in X = SL(3,R)/SL(3,Z) by sending
x ∈ R2 to [u(x)] ∈ X. Fix a point o ∈ X. If ω∗(a, b) < 5 then there exist
constants 0 < E1 < E2 such that for almost every x ∈ [La,b] ⊂ X we have
lim sup
t∈Q1
‖t‖→∞
d(a(t)x, o)
log ‖t‖ ∈ [E1, E2], (1.7)
where Q1 = R
2
>0.
Remark 1.9.
(1) Theorem 1.5 is not strictly required for the lower bound as stated;
for this purpose the weaker Khintchine-based statement (1.4) suffices.
However, the constant E1 is better—that is to say greater—if one in-
serts Theorem 1.5 as we do. We will expound upon this in Remark
5.3.
(2) If we do not restrict t to lie in Q1, Corollary 1.8 will no longer hold.
In fact, letting t = (−t, 1) with t → +∞, for any x ∈ R2 we have
d([a(t)u(x)], [e]) ≫ ‖t‖ as ‖t‖ → ∞. This follows readily from the
facts that − log ‖a(t)u(x)e1‖ = t≫ ‖t‖, where e1 = (1, 0, 0), and that
if ∆(gZ3) is sufficiently large then
d([g], [e]) ≍ ∆(gZ3), (1.8)
where
∆(Λ) = max
v∈Λ\{0}
log(1/‖v‖). (1.9)
For completeness, we will formally establish (1.8) as Lemma 5.1.
(3) By [KM99, Theorem 1.10], the equality
lim sup
‖t‖→∞
d(a(t)x, o)
log ‖t‖ =
2
κ
(1.10)
holds for almost every x ∈ X , without the restriction t ∈ Q1 in the
lim sup. Here κ > 0 is the unique constant for which
µG({x ∈ X : d(x, o) > T}) ≍ e−κT
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holds whenever T is sufficiently large.
We conjecture that (1.10) holds for almost every x ∈ [La,b] if (a, b) is Dio-
phantine, if we impose the restriction t ∈ Q1 in the lim sup. Furthermore,
we conjecture that this equality remains valid in the following general setup:
given a non-compact homogeneous space X = G/Γ where G is semisimple, a
diagonal subgroup A = {a(t) : t ∈ Rm} of G, and a proper submanifold U in
X satisfying a “natural” Diophantine condition, we have that for almost every
x ∈ U , the orbit {a(t)x : t ∈ Rm} follows the same logarithm law as a typical
point in X .
1.4. Organisation. The paper is arranged as follows. In §2, we establish
Theorem 1.1 (effective equidistribution result). In §3, we use Theorem 1.1
to complete the proof of Theorem 1.5 (Gallagher’s theorem on Diophantine
planar lines). In §4, we prove Theorems 1.6 and 1.7 (convergence theory).
Finally, in §5, we prove Corollary 1.8.
1.5. Funding and Acknowledgments. SC was supported by EPSRC Pro-
gramme Grant EP/J018260/1 and EPSRC Fellowship Grant EP/S00226X/1.
LY is supported by NSFC grant 11743006 and by startup research funding
from Sichuan University.
We thank Demi Allen, Victor Beresnevich and Sanju Velani for valuable
discussions on this topic and for helpful comments on an earlier version of this
manuscript. LY thanks the University of York for their hospitality during his
visit when the project began.
2. Effective Ratner equidistribution
This section is devoted to the proof of Theorem 1.1. Let us fix some notation
before proceeding in earnest. Let
H :=
{
h(g) :=
[
1
g
]
: g ∈ SL(2,R)
}
⊂ SL(3,R). (2.1)
Plainly, the subgroup H is isomorphic to SL(2,R). Put ΓH := H ∩ Γ. Since
ΓH ∼= SL(2,Z), the orbit [H ] ⊂ X of H is closed and is isomorphic to
SL(2,R)/SL(2,Z).
Let Aff(H) ⊂ SL(3,R) denote the subgroup
Aff(H) :=
{[
1 v
g
]
: v ∈ R2, g ∈ SL(2,R)
}
. (2.2)
Then
Aff(H) = H ⋉ R2 ∼= SL(2,R)⋉R2,
where H ∼= SL(2,R) acts on R2 by right matrix multiplication. We write
ΓAff(H) := Aff(H) ∩ Γ, and note that
ΓAff(H) = ΓH ⋉ Z
2 ∼= SL(2,Z)⋉ Z2
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is a lattice in Aff(H). This implies that the orbit [Aff(H)] of Aff(H) is closed
and isomorphic to SL(2,R)⋉ R2/SL(2,Z)⋉ Z2. In the sequel, we denote[
1 v
g
]
∈ Aff(H)
by (g,v). With this notation, we have
(g1,v1)(g2,v2) = (g1g2,v1g2 + v2).
Define
D :=

d(λ) :=

1 eλ
e−λ

 ∈ H : λ ∈ R


and
V :=

v(r) := u(re2) =

1 1 r
1

 ∈ H : r ∈ R

 .
For t ∈ R, write
ξ(t) :=

e2t e−t
e−t

 ,
and note that a(t, s) = ξ(t/2)d(s+ t/2).
Let e1 := (1, 0) and e2 := (0, 1) be the standard basis vectors. Then for
x ∈ R we have
a(t, s)u(ϕ(x)) = ξ(t/2)d(s+ t/2)v(x)u(f(x)e1)
= ξ(t/2)d(s+ t/2)v(x)(I, f(x)e2),
where ϕ(x) = (f(x), x). We also compute that
(I,−ae−s−t/2e1)d(s+ t/2)v(x)(I, (ax+ b)e2)
= d(s+ t/2)(I,−ae1)v(x)(I, (ax+ b)e2)
= d(s+ t/2)v(x)(I, (−a, b)).
Thus, the difference (with respect to the group operation of Aff(H)) between
a(t, s)u(ϕ(x)) and ξ(t/2)d(s+ t/2)v(x)(I, (−a, b)) is
ξ(t/2)(I,−ae−s−t/2e1)ξ(−t/2) = (I,−ae−s+te1),
which is exponentially close to the identity. Therefore, to prove Theorem 1.1,
it suffices to show that
{[ξ(t/2)d(s+ t/2)v(x)(I, (−a, b))] : x ∈ J}
is O(|J |−1e−ηt)-equidistributed for some constant η > 0.
Note that
[d(s+ t/2)v(x)(I, (−a, b))] ∈ [Aff(H)] ∼= SL(2,R)⋉ R2/SL(2,Z)⋉ Z2,
so we may apply the following result due to Stro¨mbergsson [Str15, Theo-
rem 1.2], which is an effective Ratner theorem for SL(2,R)⋉R2/SL(2,Z)⋉Z2.
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Theorem 2.1 (Stro¨mbergsson). Let L = SL(2,R)⋉R2 and Λ = SL(2,Z)⋉Z2.
We denote an element in L by (h,v) as above, where h ∈ SL(2,R) and v ∈ R2.
For h ∈ SL(2,R), let us simply denote (h, 0) by h and treat SL(2,R) as a
subgroup of L. Write
d(s) :=
[
es
e−s
]
∈ SL(2,R) ⊂ L
and
u(r) :=
[
1 r
0 1
]
∈ SL(2,R) ⊂ L.
Let I be a fixed compact subinterval of R. Then for any ε > 0, any subinterval
J of I, and any v = (v1, v2), the orbit
{[d(s)u(r)(I,v)] : r ∈ J} (2.3)
is O(|J |−1(e−s/2 + bs(v))1−ε)-equidistributed in L/Λ. That is, there exists a
constant C = C(ε, I) > 0 such that for any F ∈ C8b (L/Λ) we have∣∣∣∣ 1|J |
∫
J
F ([d(s)u(r)(I,v)])dr−
∫
FdµL
∣∣∣∣ 6 C‖F‖C8b |J |−1(e−s/2 + bs(v))1−ε,
where
bs(v) = max
q∈N
min
{
1
q2
,
e−s/2
q‖qv1‖ ,
e−s/2
q‖qv2‖
}
.
In particular, if v is Diophantine, so that there exists κ > 0 for which
inf
q∈N
q1+κ(‖qv1‖+ ‖qv2‖) > 0,
then the orbit (2.3) is Oε,I(|J |−1e−η(1−ε)s)-equidistributed, where η = (κ+2)−1.
In addition to Stro¨mbergsson’s effective equidistribution theorem, we require
the following result.
Theorem 2.2. There exists a constant η1 > 0 such that for any t > 0, the
orbit
{[ξ(t/2)(I,v)] : v ∈ [0, 1]2}
is O(e−η1t)-equidistributed in X, that is, there exists m ∈ N such that for any
F ∈ Cmb (X),∣∣∣∣
∫
[0,1]2
F ([ξ(t/2)(I,v)])dv−
∫
X
FdµG
∣∣∣∣≪ ‖F‖Cmb e−η1t.
This theorem can be proved using the standard “thickening” method developed
in Margulis’s thesis [Mar04], noting that {(I,v) : v ∈ R2} is the expanding
horospherical subgroup of ξ(t), and that SL(3,R) has Kazhdan’s property (T).
The reader is referred to [KM12, Theorem 1.3] for a proof.
We are now equipped to prove Theorem 1.1.
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Proof of Theorem 1.1. By the preceding discussion, it remains to show that
{[ξ(t/2)d(s+ t/2)v(x)(I, (−a, b))] : x ∈ J}
is O(|J |−1e−ηt)-equidistributed for some constant η > 0.
We begin by considering d(s + t/2)v(x)(I, (−a, b)). Since (a, b) being Dio-
phantine implies that (−a, b) is Diophantine, we conclude from Theorem 2.1
that the orbit
{[d(s+ t/2)v(x)(I, (−a, b))] : x ∈ J}
is O(|J |−1e−η˜s)-equidistributed in [Aff(H)], for some constant η˜ > 0.
We may assume that η < η˜. As the desired conclusion is trivial when
|J | < e−ηt, we may also assume that |J | > e−ηt > e−η˜t. We shall choose
c < 1/2 in Theorem 1.1. Now
|J |−1e−η˜s 6 eη˜t−η˜s 6 eη˜cs−η˜s 6 e−η˜s/2,
and so the orbit
{[d(s+ t/2)v(x)(I, (−a, b))] : x ∈ J}
is O(e−η˜s/2)-equidistributed in [Aff(H)].
Let us fix a fundamental domain F0 ⊂ SL(2,R) for SL(2,R)/SL(2,Z). For
any ε > 0, define
Kε = {Λ ∈ SL(2,R)/SL(2,Z) : Λ ∩Bε(0) = {0}}
and
Kε := {g ∈ F0 : [g] ∈ Kε}.
For constants η3 > 2η2 > 0 to be determined later, we divide Ke−η2t into small
pieces of radius e−η3t:
{Pi : i = 1, . . . ,L}.
Without loss of generality, we may assume that every Pi has the same mea-
sure, considering the Haar measure µH on H ∼= SL(2,R). Note from [KM12,
Proposition 3.5] that the injectivity radius of Kε is r(Kε)≫ ε2, so the fact that
η3 > 2η2 enables us to perform this subdivision. Since Pi is three-dimensional,
we now have
µH(Pi) ≍ e−3η3t. (2.4)
Let
π1 : SL(2,R)⋉R
2/SL(2,Z)⋉ Z2 → SL(2,R)/SL(2,Z)
denote the projection mapping that sends [(g,v)] ∈ SL(2,R)⋉R2/SL(2,Z)⋉Z2
to its first component [g] ∈ SL(2,R)/SL(2,Z). For each i, let
Ji = {x ∈ J : π1([d(s+ t/2)v(x)(I, (−a, b))]) ∈ [Pi]}.
By Theorem 2.1, there exists a constant η˜′ > 0 such that
|Ji|/|J | = µH(Pi) +O(e−η˜′s). (2.5)
Indeed, this can be formally established by approximating 1[Pi]◦π1 by a smooth
function 1˜[Pi] ∈ C8b ([Aff(H)]) with O(e−η˜′s)-error and applying Theorem 2.1 to
1˜[Pi]. Since the smoothing is standard—see [KM18, §3] for instance—we omit
the details.
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We shall choose c > 0 small enough so that 3η3c < η˜
′/2. This ensures that
e−3η3t > e−3η3cs > e−η˜
′s/2.
Then by (2.4), we have
|Ji|/|J | ≍ e−3η3t. (2.6)
By [KM99, Proposition 7.1], we have
µH(F0 \ Ke−η2t) = O(e−2η2t).
Thus, in order to show that
{[ξ(t/2)d(s+ t/2)v(x)(I, (−a, b))] : x ∈ J}
is O(|J |−1e−ηt)-equidistributed, it suffices to show that for each i, the orbit
{[ξ(t/2)d(s+ t/2)v(x)(I, (−a, b))] : x ∈ Ji}
is O(|J |−1e−ηt)-equidistributed.
We now focus our attention on some Ji, and forge ahead with our analysis
of d(s+ t/2)v(x)(I, (−a, b)).
Let
π2 : SL(2,R)⋉R
2/SL(2,Z)⋉ Z2 → R2/Z2
denote the projection mapping that sends [(g,v)] ∈ SL(2,R)⋉R2/SL(2,Z)⋉Z2
(where g ∈ F0) to its second component [v] ∈ R2/Z2. By Theorem 2.1, we
have that the second component of
{[d(s+ t/2)v(x)(I, (−a, b))] : x ∈ Ji}
is O(|Ji|−1e−η′s)-equidistributed in R2/Z2 for some constant η′ > 0, that is, for
any f ∈ C8b (R2/Z2) we have∣∣∣∣ 1|Ji|
∫
Ji
f(π2([g(x)]))dx−
∫
R2/Z2
f([v])dv
∣∣∣∣≪ |Ji|−1‖f‖C8b e−η′s, (2.7)
where g(x) = d(s+ t/2)v(x)(I, (−a, b)). Similar to (2.5), this can be formally
established by approximating (1[Pi] ◦ π1)(f ◦ π2) by a smooth function f˜i ∈
C8b ([Aff(H)]) with O(e
−η′s)-error and applying Theorem 2.1 to f˜i.
Next, let us fix some gi ∈ Pi. For any x ∈ Ji, the first component of
[d(s+ t/2)v(x)(I, (−a, b))]
can be written as Oe(e
−η3t)gi, where e ∈ SL(3,R) denotes the identity. Here,
and in the calculation below, we write Oe(r) for an element of a neighbourhood
of e whose radius is O(r). Note that ξ(t/2) commutes with (g, 0), so for x ∈ Ji
we have
[ξ(t/2)d(s+ t/2)v(x)(I, (−a, b))] = [ξ(t/2)(Oe(e−η3t)gi,v(x))]
= [ξ(t/2)(Oe(e
−η3t)gi, 0)(I,v(x))]
= [(Oe(e
−η3t)gi, 0)ξ(t/2)(I,v(x))],
where v(x) denotes the second component of
[d(s+ t/2)v(x)(I, (−a, b))].
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It therefore remains to show that
{[(gi, 0)ξ(t/2)(I,v(x))] : x ∈ Ji}
is O(|J |−1e−ηt)-equidistributed.
Since gi ∈ Ke−η2t , there exists a constant N1 > 1 such that ‖gi‖ ≪ eN1η2t.
Let m be the positive integer given in Theorem 2.2. By replacing m with a
larger integer if needed, we may assume that m > 8. Given F ∈ Cmb (X) such
that ‖F‖Cmb 6 1, we need to show that∣∣∣∣ 1|Ji|
∫
Ji
F ([(gi, 0)ξ(t/2)(I,v(x))])dx−
∫
X
FdµG
∣∣∣∣≪ |J |−1e−ηt (2.8)
holds for some constant η > 0. The triangle inequality gives∣∣∣∣ 1|Ji|
∫
Ji
F ([(gi, 0)ξ(t/2)(I,v(x))])dx−
∫
X
FdµG
∣∣∣∣ 6 X1 +X2,
where
X1 =
∣∣∣∣ 1|Ji|
∫
Ji
F ([(gi, 0)ξ(t/2)(I,v(x))])dx−
∫
[0,1]2
F ([(gi, 0)ξ(t/2)(I,v)]) dv
∣∣∣∣
and
X2 =
∣∣∣∣
∫
[0,1]2
F ([(gi, 0)ξ(t/2)(I,v)]) dv −
∫
X
FdµG
∣∣∣∣ .
We begin by estimating X1. For g ∈ G, we define Fg ∈ Cmb (X) by
Fg(x) = F (gx),
and note that
‖Fg‖Cmb ≪ ‖g‖m‖F‖Cmb 6 ‖g‖m.
We have
X1 =
∣∣∣∣ 1|Ji|
∫
Ji
Fh1([(I,v(x))])dx−
∫
[0,1]2
Fh1([(I,v)]) dv
∣∣∣∣ ,
where h1 = (gi, 0)ξ(t/2). We choose η2 > 0 small enough so that N1η2 < 1;
this ensures that ‖h1‖ ≪ e2t. As
{v(x) : x ∈ Ji}
is O(|Ji|−1e−η′s)-equidistributed in R2/Z2, we obtain
X1 ≪ |Ji|−1e−η′s‖Fh1‖Cmb ≪ |J |−1e3η3te−η
′s‖h1‖m = |J |−1e(3η3+2m)t−η′s.
We choose c > 0 small enough such that (3η3 + 2m)c < η
′/2. Now, for t 6 cs,
we have
X1 ≪ |J |−1e−η4s 6 |J |−1e−c−1η4t, (2.9)
where η4 = η
′/2.
It remains to estimate X2. Since µG is G-invariant, we have∫
X
FdµG =
∫
X
FgdµG
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for any g ∈ G. Therefore
X2 =
∣∣∣∣
∫
[0,1]2
Fh2([ξ(t/2)(I,v)]) dv −
∫
X
Fh2dµG
∣∣∣∣ ,
where h2 = (gi, 0). As ‖h2‖ ≪ eN1η2t, Theorem 2.2 now gives
X2 ≪ e−η1t‖Fh2‖Cmb ≪ e−η1t‖h2‖m ≪ e−η1t+mN1η2t.
We may choose η2 > 0 small enough such that mN1η2 < η1/2, and so
X2 ≪ e−η5t ≪ |J |−1e−η5t, (2.10)
where η5 = η1/2.
Combining (2.9) and (2.10), we obtain (2.8) with η = min{c−1η4, η5}, and
thus complete the proof. 
3. Multiplicative Diophantine approximation on planar lines
In this section, we complete the proof of Theorem 1.5 using Theorem 1.1
and techniques from homogeneous dynamics.
3.1. Overview. We hope that this subsection will serve as a general frame-
work for deducing divergence statements in metric Diophantine approximation
using effective Ratner’s equidistribution theorems. There are six core steps in
our proof.
(1) Dyadic pigeonholing and a homogeneous space. Let
f(x) = ax+ b
be our Diophantine linear function. We dyadically pigeonhole at levels
t, s ∈ N:
〈nf(x)〉 ≍ e−t, 〈nx〉 ≍ e−s.
Our multiplicatively well-approximable points at these dyadic levels
occur when the lattice
a(t, s)u(f(x), x)Z3
contains a non-zero vector whose norm is at most ε(s + t)−2/3, where
a(t, s) is a particular diagonal matrix and u(f(x), x) is a particular
unipotent matrix. This enables us to work in the homogeneous space
SL3(R)/SL3(Z) of unimodular lattices in R
3. We only consider when
s ≍ t; this provides us with sufficiently many good approximations.
(2) Local divergence Borel–Cantelli. Collecting together the well-
approximable points (f(x), x) at scale (t, s), we obtain a limit superior
set of a collection of sets Bε(t, s). To show it has full measure, it suf-
fices to show that its “local” measures are positive; these are induced
probability measures on subintervals J . We apply divergence Borel–
Cantelli for this purpose. We “prune” to B∗(t, s) ⊆ Bε(t, s) ∩ J being
the union of separated subintervals of a suitable length. Our task is
now to establish quasi-independence on average for the sets B∗(t, s),
where t + s exceeds a threshold T1(J).
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(3) The non-critical case. Here 2s+ t is not close to 2s′+ t′. In this case
it suffices to simply choose (t, s) before choosing (t′, s′), and we obtain
|B∗(t, s) ∩B∗(t′, s′)| ≪ |J |−1|B∗(t, s)| · |B∗(t′, s′)|.
(4) The critical case, a product formula, and smoothing. Here 2s+t
is close to 2s′+ t′. Since s ≍ t, we are able to infer that s ≍ t ≍ s′ ≍ t′.
Considering the two lattices, the distinction is left-multiplication by
the matrix g = a(t′ − t, s′ − s), and ‖g‖ 6 e2(c2−c1)s is not too large.
We smoothly approximate the indicator function of B∗(t, s)∩B∗(t′, s′)
by F , where F (x) = Fℓ(x)Fℓ′(gx) with ℓ = s+ t and ℓ
′ = s′ + t′. By a
standard smoothing procedure, we are able to ensure that F has small
complete bounded and Sobolev norms.
(5) Effective Ratner equidistribution. By our principal result, Theo-
rem 1.1, the mean of F over J is roughly |J | times the mean of F over
the entire homogeneous space. The error is exponentially-decaying in
s and requires control of a complete bounded norm.
(6) Exponential mixing. By work of Kleinbock and Margulis [KM99],
the mean of F is roughly the mean of Fℓ times the mean of Fℓ′ . The
error is exponentially-decaying in max{|s − s′|, |t − t′|} and requires
control of a Sobolev norm. The latter two means are as expected,
owing to the careful smoothing, and we obtain
|B∗(t, s) ∩B∗(t′, s′)| ≈ |J |−1|B∗(t, s)| · |B∗(t′, s′)|,
up to a constant multiplicative error and an exponentially-small addi-
tive error.
Step (1) is a completely classical passage; Steps (2) and (3) are very much
in the spirit of Beresnevich–Haynes–Velani [BHV] and the preceeding work on
measure-theoretic laws for limsup sets [BDV06]; and Steps (4), (6) are standard
after Kleinbock–Margulis [KM96, KM99, KM18]. The crucial ingredient, used
in Step (5), is our new effective equidistribution theorem. In the ensuing two
subsections, we carry out the strategy by supplying concrete details.
3.2. Diophantine approximation to homogeneous dynamics. The pur-
pose of this subsection is to explain how to translate the problem in multi-
plicative Diophantine approximation to a problem in homogeneous dynamics.
Let G = SL3(R) and Γ = SL3(Z). Then the homogeneous space X = G/Γ
parametrises the space of unimodular lattices in R3, where [g] corresponds to
the lattice gZ3. For ε > 0, let Bε(0) denote the closed ball of radius ε and
centred at 0, with respect to the supremum norm. Let us define
Kε := {Λ ∈ X : Λ ∩ Bε(0) = {0}}.
Mahler’s criterion asserts that Kε is compact, and that every compact subset
of X is contained in some Kε.
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For x = (x1, x2) ∈ R2, define
u(x) =

1 x11 x2
1

 ∈ G.
For s > 0 and t > 0, define
a(t, s) =

et es
e−s−t

 ∈ G.
Let us fix a, b ∈ R, and write f(x) := ax+ b. Then La,b is given by
{ϕ(x) = (f(x), x) : x ∈ R}.
It suffices to consider a compact segment {ϕ(x) : x ∈ I} of La,b, where I is an
arbitrary fixed compact interval in R. For t > 0, s > 0 and ε ∈ (0, 1), let
Bε(t, s) = {x ∈ I : [a(t, s)u(ϕ(x))] ∈ X \Kεℓ−2/3},
where ℓ = s+ t.
By definition, for any x ∈ Bε(t, s) there exists v = (p1, p2, n) ∈ Z3 \ {0}
such that
‖a(t, s)u(ϕ(x))v‖ 6 εℓ−2/3,
where ‖ · ‖ denotes the supremum norm. Therefore
|et(f(x)n + p1)| 6 εℓ−2/3, |es(xn + p2)| 6 εℓ−2/3 (3.1)
and
e−t−s|n| 6 εℓ−2/3.
Without loss of generality, we may assume that n > 0. From (3.1), we see that
|f(x)n+ p1| = 〈f(x)n〉 and |xn + p2| = 〈xn〉. Therefore
0 < n 6 et+sεℓ−2/3, 〈nx〉 6 εℓ−2/3e−s
and
〈nf(x)〉 6 εℓ−2/3e−t,
all of which implies that
n〈nx〉〈nf(x)〉 6 ε3ℓ−2 6 ε3(logn)−2.
Let us take countably many (tk, sk) such that tk + sk → +∞. Then, for any
x ∈ lim sup
k→∞
Bε(tk, sk), we have
lim inf
n→∞
n(log n)2〈nx〉〈nf(x)〉 6 ε3.
Next, we choose a sequence εj → 0. For any x ∈
∞⋂
j=1
lim sup
k→∞
Bεj (tk, sk), we
have
lim inf
n→∞
n(log n)2〈nx〉〈nf(x)〉 = 0.
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Thus, in order to prove Theorem 1.5, it suffices to show that if ε > 0 then
lim sup
k→∞
Bε(tk, sk) has full measure. We carry this out in the next section,
using the divergence Borel–Cantelli lemma.
Let 0 < c1 < c2 be two constants which will be determined later, such that
c2 6 c, where c ∈ (0, 1) is the constant that we get from Theorem 1.1. We will
choose R = {(tk, sk) : k ∈ Z+} as follows:
R := {(t, s) : t, s ∈ Z+ : c1s 6 t 6 c2s}. (3.2)
Since R is countable, we can order it as {(tk, sk) : k ∈ Z+}.
We henceforth fix ε ∈ (0, 1). In summary, to establish Theorem 1.5 it suffices
to prove the following.
Proposition 3.1. Let Bε(t, s) and R = {(tk, sk) : k ∈ Z+} be as above. Then,
for any ε > 0, we have
| lim sup
k→∞
Bε(tk, sk)| = |I|.
3.3. Divergent part of Borel–Cantelli lemma. We will use the divergent
part of Borel–Cantelli lemma [BDV06, Proposition 2], stated below, to prove
Theorem 1.5.
Lemma 3.2. Let (Ω, A, ν) be a probability space, and let (En)
∞
n=1 be a sequence
of measurable sets such that
∞∑
n=1
ν(En) = ∞. Suppose there exists a constant
C > 0 such that
N∑
n,m=1
ν(En ∩ Em) 6 C
(
N∑
n=1
ν(En)
)2
(3.3)
holds for infinitely many N ∈ N. Then
ν(lim sup
n→∞
En) >
1
C
.
We also require the following special case of [BDV06, Proposition 1].
Lemma 3.3. Let I be a fixed compact subinterval in R, and let E be a Borel
subset of I. Assume that there exists C > 0 such that for any subinterval
J ⊂ I we have
|E ∩ J | > 1
C
|J |.
Then |E| = |I|.
For the remainder of this section, we fix a subinterval J ⊂ I. We’ll apply
Lemma 3.2 with A = J and ν(E) = |J |−1|E| for E ⊆ J . For each (t, s) ∈ R,
we will carefully choose a subset B∗(t, s) of Bε(t, s) ∩ J . By Lemmas 3.2 and
3.3, in order to prove Proposition 3.1 it suffices to show that∑
(t,s)∈R
|B∗(t, s)| =∞, (3.4)
EFFECTIVE EQUIDISTRIBUTION FOR DIOPHANTINE APPROXIMATION 19
and that if N is sufficiently large in terms of J then
∑
(t,s),(t′,s′)∈R∩V (N)
|B∗(t, s)∩B∗(t′, s′)| ≪ |J |−1

 ∑
(t,s)∈R∩V (N)
|B∗(t, s)|


2
, (3.5)
where V (N) = {(t, s) ∈ N2 : t + s 6 N}, and wherein the implied constant
does not depend on J . Here we work with B∗(t, s) instead of Bε(t, s) ∩ J to
simplify the proof of (3.5); this idea was also used in [BHV, §10].
We will make frequent use of the calculation
a(t, s)u(ϕ(x0 + re
−2s−t)) = u(O(et−s))u(re2)a(t, s)u(ϕ(x0)), (3.6)
valid for r ∈ [−3, 3], which is straightforward to verify by hand. We define
B∗(t, s) as follows.
Definition 3.4. For (t, s) ∈ R, let us consider the pair (t∗, s∗) given by
t∗ = t + κ and s∗ = s− 2κ,
where κ = ⌊2
3
log(s + t) − log ε⌋. Let T1 = T1(J) be sufficiently large. For
(s, t) ∈ R such that s+ t < T1, let us define B∗(t, s) = ∅. When s+ t > T1, we
divide J into small subintervals of length 2e−2s
∗−t∗ . For each such subinterval
I = [x0− e−2s∗−t∗ , x0+ e−2s∗−t∗ ], let us consider the lattice a(t∗, s∗)u(ϕ(x0))Z3.
By Minkowski’s theorem [Cas59, Chapter III, Theorem II], this lattice contains
a non-zero vector with supremum norm less than or equal to 1. In other words,
there exists a ∈ Z3 \ {0} such that
‖a(t∗, s∗)u(ϕ(x0))a‖ 6 1.
Let us denote
a(t∗, s∗)u(ϕ(x0))a =: v = (v1, v2, v3).
For x ∈ I, we may write x = x0 + re−2s∗−t∗ for some r ∈ [−1, 1]. Then (3.6)
yields
a(t∗, s∗)u(ϕ(x))a = u(O(et
∗−s∗))u(re2)v = (v1, v2+rv3, v3)T+O(et
∗−s∗). (3.7)
We consider the following two cases separately:
(i) |v3| > 1/2.
(ii) |v3| < 1/2.
If |v3| > 1/2 then there exists a unique r∗ ∈ [−2, 2] such that v2 + r∗v3 = 0.
Let us denote
x1 := x0 + r
∗e−2s
∗−t∗ , I1 := [x1 − θe−2s∗−t∗ , x1 + θe−2s∗−t∗ ],
where θ = ε3(s+ t)−2. From (3.7), we see that if x ∈ I1 then
a(t∗, s∗)u(ϕ(x))a =: v(x) = (v1(x), v2(x), v3(x))T
satisfies that |v2(x)| 6 θ. Therefore
a(t, s)u(ϕ(x))a = a(−κ, 2κ)v(x) = (e−κv1(x), e2κv2(x), e−κv3(x))
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for all x ∈ I1. The supremum norm of this vector is less than or equal to
e−κ = ε(s+ t)−2/3, so
I1 ⊂ Bε(t, s).
In the second case, we do not define I1. We define B
∗(t, s) to be the union of
the intervals I1 constructed as above.
Proof of Proposition 3.1. Using [KM99, Theorem 7.2], it is easy to show that
the probability (with respect to µG) that the second case above occurs is
positive. Therefore, by Theorem 1.1, when t + s > T1 we obtain I1 for a
positive proportion of the subintervals I. This implies that
|B∗(t, s)| ≫ |J |ε3(s+ t)−2 (3.8)
where the implied constant is independent of J . Therefore∑
(t,s)∈R
|B∗(t, s)| ≫
∑
t+s>T1
|J |ε3(s+ t)−2 =
∞∑
ℓ=T1
∑
t+s=ℓ
|J |ε3ℓ−2 ≫ε,J
∞∑
ℓ=T1
ℓ−1 =∞.
This confirms (3.4).
We turn our attention towards (3.5). For (t, s), (t′, s′) ∈ R, let us estimate
|B∗(t, s) ∩ B∗(t′, s′)|. Recall that for (t, s) ∈ R we have c1s 6 t 6 c2s. Put
c3 = (c2−c1)/4. Without loss of generality, we may assume that 2s′+t′ > 2s+t.
We will consider the following two cases separately:
(i) (2s′ + t′)− (2s+ t) > c3(2s+ t).
(ii) (2s′ + t′)− (2s+ t) < c3(2s+ t).
Let us take care of the first case. Consider a small interval I1 ⊂ B∗(t, s).
We compute that
|I1| = 2e−2s−t.
Let us count how many small intervals from B∗(t′, s′) are contained in I1. By
Definition 3.4, every small interval I ′1 from B
∗(t′, s′) has length 2e−2s
′−t′ , and
is contained in an interval I ′ of length 2ε−3(s′ + t′)2e−2s
′−t′ which does not
intersect any other small intervals from B∗(t′, s′). Therefore I1 intersects at
most
2 + ⌊e−2s−t(ε−3(s′ + t′)2e−2s′−t′)−1⌋
small intervals from B∗(t′, s′), and note that the second term dominates be-
cause we are in Case (i). This implies that
|I1 ∩ B∗(t′, s′)| 6 (2 + e−2s−t(ε−3(s′ + t′)2e−2s′−t′)−1)2e−2s′−t′
6 2|I1|ε3(s′ + t′)−2 ≪ |J |−1|I1| · |B∗(t′, s′)|,
where the last inequality comes from (3.8). Now
|B∗(t, s) ∩ B∗(t′, s′)| =
∑
I1⊂B∗(t,s)
|I1 ∩B∗(t′, s′)|
≪ |J |−1
∑
I1⊂B∗(t,s)
|I1| · |B∗(t′, s′)|
6 |J |−1|B∗(t, s)| · |B∗(t′, s′)|.
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We conclude that if (2s′ + t′)− (2s+ t) > c3(2s+ t) then
|B∗(t, s) ∩ B∗(t′, s′)| ≪ |J |−1|B∗(t, s)| · |B∗(t′, s′)| (3.9)
where the implied constant is independent of J .
We now examine Case (ii). Since c1s
′ 6 t′ 6 c2s′ and c3 = (c2 − c1)/4, we
deduce that
|s′ − s| 6 (c2 − c1)s and |t′ − t| 6 (c2 − c1)s.
Define g = a(t′ − t, s′ − s), noting that a(t′, s′) = ga(t, s) and ‖g‖ 6 e2(c2−c1)s.
For θ ∈ (0, 1/2), let D(θ) = X \Kθ. By [KM99, Proposition 7.1],
µG(D(θ)) ≍ θ3.
Let m′ = m′(G) ∈ N be a constant to be determined in due course. By the
correct version of [KM99, Lemma 4.2], namely [KM18, Theorem 1.1], applied
with distance-like (DL) function ∆ from (1.9), for each ℓ ∈ N there exists a
function Fℓ ∈ C∞b (X) such that—with the same implicit constants for all ℓ—
(1) 0 6 Fℓ(x) 6 1, and Fℓ(x) = 1 for x ∈ D(εℓ−2/3);
(2)
∫
X
Fℓ dµG ≪ µG(D(εl−2/3))≪ ε3ℓ−2;
(3) ‖Fℓ‖2,m′ ≪ µG(D(εl−2/3))≪ ε3ℓ−2.
(The Sobolev norm ‖·‖2,m′ is defined by ‖h‖2,m′ =
∑
ord(D)6m′
‖Dh‖2. For further
details, see [KM18].) Moreover, by examining the construction, we also have
that ‖Fℓ‖Cmb ≪ 1, where m is as in Theorem 1.1 (with the same implicit
constant for all ℓ).
We have
|B∗(t, s) ∩B∗(t′, s′)| 6
∫
J
Fℓ(a(t, s)u(ϕ(x)))Fℓ′(a(t
′, s′)u(ϕ(x)))dx,
where ℓ = t+ s and ℓ′ = t′ + s′. Thus, to get the desired upper bound on
|B∗(t, s) ∩ B∗(t′, s′)|,
it suffices to bound∫
J
Fℓ(a(t, s)u(ϕ(x)))Fℓ′(a(t
′, s′)u(ϕ(x)))dx
from above. For x ∈ X , we write F (x) = Fℓ(x)Fℓ′(gx), where g = a(t′−t, s′−s)
as before. The above integral is equal to∫
J
F (a(t, s)u(ϕ(x)))dx.
Theorem 1.1 gives∣∣∣∣ 1|J |
∫
J
F (a(t, s)u(ϕ(x)))dx−
∫
X
F (x)dµG(x)
∣∣∣∣≪ 1|J |e−ηt‖F‖Cmb
6
1
|J |e
−ηc1s‖F‖Cmb .
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By the product rule, we have
‖F‖Cmb ≪ ‖Fℓ‖Cmb ‖Fℓ′ ◦ g‖Cmb .
Our choice of {Fℓ} ensures that
‖Fℓ(·)‖Cmb ≪ 1
and
‖Fℓ′ ◦ g‖Cmb ≪ ‖g‖m‖Fℓ′‖Cmb ≪ e2m(c2−c1)s.
Therefore
‖F‖Cmb ≪ e2m(c2−c1)s.
We may choose c1 sufficiently close to c2 in order to ensure that
2m(c2 − c1) < ηc1/2,
and so ∣∣∣∣
∫
J
F (a(t, s)u(ϕ(x)))dx− |J |
∫
X
F (x)dµG(x)
∣∣∣∣≪ e−ηc1s/2. (3.10)
Next, we consider
|J |
∫
X
F (x)dµG(x) = |J |
∫
X
Fℓ(x)Fℓ′(a(t
′ − t, s′ − s)x)dµG(x).
We need to estimate∣∣∣∣|J |
∫
X
Fℓ(x)Fℓ′(a(t
′ − t, s′ − s)x)dµG(x)− |J |
∫
X
FℓdµG
∫
X
Fℓ′dµG
∣∣∣∣ .
By the exponential mixing property of the action of a(t, s), see [KM99, Corol-
lary 3.5] and [KM18, Equation (EM)], there exist constants η8 > 0 and m
′ ∈ N
such that ∣∣∫
X
Fℓ(x)Fℓ′(a(t
′ − t, s′ − s)x)dµG(x)−
∫
X
FℓdµG
∫
X
Fℓ′dµ
∣∣
≪ e−η8 max(|t−t′|,|s−s′|)‖Fℓ‖2,m′‖Fℓ′‖2,m′
≪ e−η8 max(|t−t′|,|s−s′|)√ε3ℓ−2√ε3(ℓ′)−2.
(Note that we have now specified m′.) The last inequality follows from the
third property of {Fℓ}. Since ℓ ≍ ℓ′ and ε3ℓ−2 ≍ |J |−1|B∗(t, s)|, we have∣∣|J | ∫
X
Fℓ(x)Fℓ′(a(t
′ − t, s′ − s)x)dµG(x)− |J |
∫
X
FℓdµG
∫
X
Fℓ′dµG
∣∣
≪ |J |e−η8max(|t−t′|,|s−s′|)|J |−1|B∗(t, s)| = e−η8 max(|t−t′|,|s−s′|)|B∗(t, s)|.
(3.11)
Combining (3.10) and (3.11) gives∫
J
Fℓ(a(t, s)u(ϕ(x)))Fℓ′(a(t
′, s′)u(ϕ(x)))dx− |J | ∫
X
FℓdµG
∫
X
Fℓ′dµG
≪ e−ηc1s/2 + e−η8 max(|t−t′|,|s−s′|)|B∗(t, s)|,
which implies that
|B∗(t, s) ∩B∗(t′, s′)| ≪ |J |
∫
X
Fℓ dµG
∫
X
Fℓ′ dµG
+ e−ηc1s/2 + e−η8 max(|t−t
′|,|s−s′|)|B∗(t, s)|.
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Since
∫
X
Fℓ dµG ≪ |J |−1|B∗(t, s)| and |J | ≪ 1, we now have
|B∗(t, s) ∩ B∗(t′, s′)| ≪ |J |−1|B∗(t, s)| · |B∗(t′, s′)|+ |J |−1e−η9s
+ e−η8 max(|t−t
′|,|s−s′|)|J |−1|B∗(t, s)|, (3.12)
where η9 = ηc1/2.
For (t, s) ∈ R, let us denote
R(t, s) := {(t′, s′) : 2s′ + t′ > 2s+ t},
R1(t, s) := {(t′, s′) ∈ R(t, s) : (2s′ + t′)− (2s+ t) > c3(2s+ t)},
and R2(t, s) := R(t, s) \ R1(t, s). For (t′, s′) ∈ R1(t, s) we have (3.9), and
for (t′, s′) ∈ R2(t, s) we have (3.12). Note that all implicit constants in the
estimates above are independent of J , (t, s) and (t′, s′). Therefore∑
(t,s)∈R∩V (N)
∑
(t′,s′)∈R∩V (N)
|B∗(t, s) ∩ B∗(t′, s′)|
≪ |J |−1
( ∑
(t,s)∈R∩V (N)
|B∗(t, s)|
)2
+ |J |−1
∑
(t,s)∈R∩V (N)
s2e−η9s
+ |J |−1
∑
(t,s)∈R∩V (N)
|B∗(t, s)|
∑
(t′,s′)∈R2(t,s)∩V (N)
e−η8 max(|t−t
′|,|s−s′|)
≪ |J |−1
( ∑
(t,s)∈R∩V (N)
|B∗(t, s)|
)2
+ |J |−1
∑
s>T1
s3e−η9s
+ |J |−1
∑
(t,s)∈R∩V (N)
|B∗(t, s)|
∞∑
k=1
k2e−η8k.
Note from (3.8) that if N > T1 then∑
(t,s)∈R∩V (N)
|B∗(t, s)| ≫ |J | logN ≫ 1.
Now ∑
s>T1
s3e−η9s ≪ 1≪
( ∑
(t,s)∈R∩V (N)
|B∗(t, s)|
)2
and ∞∑
k=1
k2e−η8k ≪ 1≪
∑
(t,s)∈R∩V (N)
|B∗(t, s)|.
We obtain (3.5), which completes the proof of Proposition 3.1, and hence of
Theorem 1.5. 
4. The convergence theory
In this section, we establish Theorems 1.6 and 1.7. We focus our attention
on Theorem 1.6, and explain at the end how the proof can be modified to
give Theorem 1.7. We follow [BV07, §4], with C being a fixed segment of La,b
instead of an arc. Recall that La,b := {(α, β) ∈ R2 : α = aβ + b}. With I ⊂ R
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a fixed, bounded interval, let us explicitly write C = {(aβ + b, β) : β ∈ I}. Let
ω∗ = ω∗(a, b) be the dual exponent of (a, b). Note that
2 6 ω∗ < 5,
where the first inequality is Dirichlet’s approximation theorem (see [KW08])
and the second is hypothesised.
The key ingredient is certain structural data concerning the dual Bohr set
B = B(δ;Q; a, b) := {(p2, q, p1) ∈ Z3 : |p2|, |q| 6 Q, |p2a + qb− p1| 6 δ},
where Q ∈ N, and a, b, δ ∈ R with δ > 0. Specifically, we will show that B is
tightly contained within a generalised arithmetic progression
P = P (v1,v2,v3;N1, N2, N3) := {n1v1 + n2v2 + n3v3 : ni ∈ Z, |ni| 6 Ni},
for some v1,v2,v3 ∈ Z3 and some N1, N2, N3 ∈ N.
Lemma 4.1 (Outer structure of dual Bohr sets). Assume that Q > Q0(a, b),
where Q0(a, b) is a suitably large constant, and
Q
1000
> δ ≫ Q−1/2(logQ)−3/2.
Then there exist N1, N2, N3 ∈ N, and linearly independent v1,v2,v3 ∈ Z3, such
that
B ⊆ P, #P ≪a,b δQ2.
In particular, we have
#B ≪a,b δQ2.
Proof. Observe that B is the set of lattice points in the region
B := {(p2, q, p1) ∈ [−Q,Q]2 × R : |p2a+ qb− p1| 6 δ}.
Put
λ = (δQ2)1/3, S = λ−1B.
Let λ1 6 λ2 6 λ3 be the reduced successive minima [Sie89, Lecture X] of the
symmetric convex body S. Corresponding to these are vectors v1,v2,v3 ∈ Z3
whose Z-span is Z3, and for which vi ∈ λiS (i = 1, 2, 3). By the first finiteness
theorem [Sie89, Lecture X, §6], we have
λ1λ2λ3 ≍ vol(S)−1 ≍ 1, (4.1)
and in fact
λ1λ2λ3 6
27
vol(S) =
27
8
,
so λ1 6 3/2.
Next, we bound λ1 from below. We know that
v1 ∈ λ1S = λ1
λ
B
has integer coordinates, so with v1 = (x, y, z) 6= 0 we have
|x|, |y| 6 λ1
λ
Q, |xa+ yb− z| 6 λ1
λ
δ 6
3
2
(δ/Q)2/3 <
1
2
.
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Hence (x, y) 6= (0, 0) and, from the definition of the dual exponent, we have
λ1
λ
δ > |xa + yb− z| = 〈xa+ yb〉 ≫a,b,ε
(λ1
λ
Q
)−ω∗−ε
for any ε > 0, which rearranges to
λ1 ≫ λ(δQω∗+ε)−(1+ω∗+ε)−1.
This enables us to bound λ3 from above: from (4.1), we have λ3 ≪ λ−21 . In
particular, we now know that
λ
λ3
≫ λ3(δQω∗+ε)−2/(1+ω∗+ε) = δQ2(δQω∗+ε)−2/(1+ω∗+ε)
≫ (Q−1/2(logQ)−3/2)1−2(1+ω∗+ε)−1Q2/(1+ω∗+ε) ≫ Q 31+ω∗+ε− 12−ε.
Therefore λ > λ3, since ω
∗ < 5, and since ε > 0 is arbitrary. We now specify
our length parameters
Ni =
⌊Cλ
λi
⌋
> C (i = 1, 2, 3),
where C > C0(a, b) ∈ N is a large constant. Observe that
#P ≪ N1N2N3 ≪ λ
3
λ1λ2λ3
≪ δQ2.
Our final task is to show that B ⊆ P . Let x ∈ B. Since v1,v2,v3 generate
Z
3, there exist n1, n2, n3 ∈ Z such that
x = n1v1 + n2v2 + n3v3.
Let M = (v1,v2,v3) ∈ GL(3,Z), and for i = 1, 2, 3 let Mi be the matrix
obtained by replacing the ith column of M by x. Cramer’s rule gives
|ni| = |det(Mi)|.
Recall that x ∈ λS and vi ∈ λiS. Determinants measure volume, so by (4.1)
we have
ni ≪ λλ1λ2λ3/λi ≪ λ/λi.
As C is large, we have |ni| 6 Ni for all i, so x ∈ P . 
As in [BV07, §4], we may assume that
q−1(log q)−3 < ψ(q) < q−1(log q)−1
for all sufficiently large q. For t ∈ N and m ∈ Z, denote by N(t,m) the number
of integer triples (q, p1, p2) with 2
t 6 q < 2t+1 for which there exists β ∈ I such
that ∣∣∣aβ + b− p1
q
∣∣∣ < 2m
√
2ψ(2t)
2t
and ∣∣∣β − p2
q
∣∣∣ < 2−m
√
2ψ(2t)
2t
.
By the triangle inequality, we have
|p2a + qb− p1| 6 3(1 + |a|)2|m|
√
ψ(2t) =: δ.
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Let CI be a large positive constant depending only on I. Applying Lemma 4.1
with Q = (1 + |a|)2tCI , we obtain the following.
Corollary 4.2 (Counting rational points near general lines). If t is sufficiently
large and
2|m|t
√
ψ(2t) 6 1
then
N(t,m)≪a,b,I 2|m|22t
√
ψ(2t).
This estimate matches [BV07, Equation (35)], and the rest of the proof in
[BV07, §4] applies almost verbatim in the present context of Theorem 1.6.
If we slightly alter our circumstances, then there is a Fourier-analytic way
to bound the cardinality of the dual Bohr set. A recent estimate of Huang
and Liu [HL, Theorem 7], applied with (d, n) = (1, 2) and ω ∈ (ω×(a, b), 4),
delivers the conclusion of Corollary 4.2 with the hypothesis ω×(a, b) < 4 in
lieu of the hypothesis ω∗(a, b) < 5. We thus obtain Theorem 1.7.
5. Logarithm laws for lines in homogeneous spaces
In this section, we prove Corollary 1.8.
Recall (1.9). We begin by establishing (1.8).
Lemma 5.1. There exists a constant L > 0 such that, for any g ∈ SL(3,R)
with ∆(gZ3) > L, we have
d([g], [e]) ≍ ∆(gZ3).
Proof. For θ1, θ2 > 0, the Siegel set Ω(θ1, θ2) ⊂ SL(3,R) is defined to be the
collection of elements of the form kan, where k ∈ SO(3,R),
a =

a1 a2
a3


with a1a2a3 = 1 and ai 6 θ1ai+1 for i = 1, 2, and
n =

1 n1 n21 n3
1


with |ni| 6 θ2 for i = 1, 2, 3. By [Bor69] (see also [EW17, Proposition 10.56]),
the fundamental domain for the action of SL(3,Z) on SL(3,R) can be estimated
by the Siegel set Ω
(√
3
2
, 1
2
)
in the following sense:
(1) Ω
(√
3
2
, 1
2
)
SL(3,Z) = SL(3,R);
(2) the set
{
γ ∈ SL(3,Z) : Ω
(√
3
2
, 1
2
)
∩ Ω
(√
3
2
, 1
2
)
γ 6= ∅
}
is finite.
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Now for g ∈ SL(3,R) with ∆(gZ3) > L, let us write g = kanγ, where kan ∈
Ω
(√
3
2
, 1
2
)
and γ ∈ SL(3,Z). Then gZ3 = kanZ3. We claim that
min{‖kanv‖ : v ∈ Z3 \ {0}} ≍ ‖kane1‖ ≍ a1.
Proof of the claim. Given v = (v1, v2, v3) ∈ Z3, our goal is to show that
‖kanv‖ ≫ a1. Since the matrix k is taken from a fixed compact subset, we
have ‖kanv‖ ≍ ‖anv‖.
If v3 6= 0 then
anv = a(v′1, v
′
2, v3) = (a1v
′
1, a2v
′
2, a3v3),
which gives
‖kanv‖ ≍ ‖anv‖ > a3|v3| > a3 ≫ a1.
If v3 = 0 but v2 6= 0, then
anv = a(v′1, v2, 0) = (a1v
′
1, a2v2, 0),
which also gives
‖kanv‖ ≍ ‖anv‖ > a2|v2| > a2 ≫ a1.
Finally, if v2 = v3 = 0, then
anv = a(v1, 0, 0) = (a1v1, 0, 0).
This, too, gives
‖kanv‖ ≍ ‖anv‖ > a1|v1| > a1.
We have considered all cases, and established the claim. 
Let us write
a =

e−t1 e−t2
et1+t2

 ,
and observe from the claim that if t1 is large then |∆(gZ3)−t1| ≪ 1. Choosing
L > 0 to be large ensures that t1 > 0 is sufficiently large. We then have
∆(gZ3) ≍ t1.
On the other hand, by [Din94, Main Theorem] we have
|d([g], [e])− d(kan, e)| ≪ 1.
Now
d([g], [e]) > d(kan, e)−O(1) > d(an, e)− d(an, kan)− O(1)
= d(an, e)− d(k, e)−O(1)
= d(a, n−1)− d(k, e)− O(1)
> d(a, e)− d(e, n−1)− d(k, e)− O(1),
where e is the identity. As n−1 and k are taken from fixed compact subsets,
the quantities d(e, n−1) and d(k, e) are bounded from above by a constant,
and so d([g], [e]) > d(a, e) − O(1). Through similar reasoning, we obtain the
complementary inequality d([g], [e]) 6 d(a, e) +O(1).
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Note that
d(a, e) ≍ ‖t‖,
where t = (−t1,−t2). It is easy to see that ‖t‖ ≍ t1 for large positive t1, from
the definition of the Siegel set Ω
(√
3
2
, 1
2
)
. We can choose L > 0 large enough
to ensure that ‖t‖ and t1 are both sufficiently large. Finally, we conclude that
d([g], [e]) ≍ d(a, e) ≍ ‖t‖ ≍ t1 ≍ ∆(gZ3).

Remark 5.2. If ∆(gZ3) 6 L then d([g], [e]) is bounded, since such [g] lie in a
fixed compact subset of X (by Mahler’s criterion).
Proof of Corollary 1.8. Let us take o = [e]. For x ∈ [La,b], we only consider
(t, s) ∈ Q1 such that ∆(a(t, s)x) > L, since the other values of a(t, s)x are
trapped in a fixed compact subset and do not contribute to the limit.
By our discussion in §3.2, Theorem 1.5 implies that for almost every x ∈
[La,b] we have
∆(a(t, s)x) > − log((s+ t)−2/3) = 2
3
log(s+ t)
for some subsequence of (t, s) ∈ R2>0 with s+ t→ +∞. Therefore
lim sup
t∈Q1
‖t‖→∞
∆(a(t)x)
log ‖t‖ >
2
3
.
For the same reason, Theorem 1.6 implies that for almost every x ∈ [La,b] we
have
lim sup
t∈Q1
‖t‖→∞
∆(a(t)x)
log ‖t‖ 6 κ
for any κ > 2
3
. By Lemma 5.1, there exists constants C2 > C1 > 0 such that
C1
∆(a(t)x)
log ‖t‖ 6
d(a(t)x, [e])
log ‖t‖ 6 C2
∆(a(t)x)
log ‖t‖ . (5.1)
We complete the proof by taking lim sup
t∈Q1
‖t‖→∞
in the chain of inequalities above. 
Remark 5.3. Using Khintchine’s theorem [BRV16, §1.2.2], we may readily ob-
tain a lower bound on
lim sup
t∈Q1
‖t‖→∞
d(a(t)x, [e])
log ‖t‖ .
In fact, Khintchine’s theorem gives
lim inf
n→∞
n(log n)〈nα〉 = 0
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for almost all α ∈ R, so for almost all (α, β) ∈ La,b we have (1.4). By our
discussion in §3.2, this implies that for almost every x ∈ [La,b] we have
lim sup
t∈Q1
‖t‖→∞
∆(a(t)x)
log ‖t‖ >
1
3
.
We obtain a positive constant lower bound on
lim sup
t∈Q1
‖t‖→∞
d(a(t)x, [e])
log ‖t‖
by taking lim sup
t∈Q1
‖t‖→∞
in the left inequality of (5.1).
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