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ABSTRAKTI
Kjo temë paraqet vetëm një pasqyrë shumë të shkurtër nga tema e gjërë e cila përdoret në
fushën e llogaritjeve paralele(Parallel Computing) për treguar rreth risive të cilat e
mundësojnë programimin paralel duke përdorur Visual Studio 2010 me Microsoft
NetFramework 4.0 e më tej.
Si e tillë, paraqet vetëm një vështrim nga aspekti teknik informativ i programimit paralel e
cila është menduar për dikë për t’u njoftuar me rregullat e programimit paralel përmes
Visual Studio 2010 duke përdorur gjuhën programuese C#.
Këtu më shumë do të tregohet koncepti i programimit si dhe dallimet në mes të
programimit paralel dhe programimit standard.
Këtu nuk do të shtjellojmë gjuhën programuese C# në përgjithësi por më shumë do të
shtjellojmë modelin e programimit paralel të cilën e përmban gjuha programuese Microsoft
Visual C# 4.0 përmes klasave të ekspozuara për këtë punë duke përdorur Task Parallel
Libry,një shtesë e re nga Microsoft e cila përbehet nga:
Task Class – njësia e së cilës gjatë programimit do të veproj kundrejt modelit threads.
Parallel Class – një klasë statike e cila ekspozon versionin e punës përmes tasqeve të
problemeve të natyrës paralele e ku më konkretisht do të shtjellojmë përmbajtjen e
metodave FOR, FOREACH dhe INVOKE dhe problematikën e të ashtuquajturës RACE
CONDITION, gabimet dhe spastrimi(debugging) i kodit gjatë përdorimit të saj në
programimin paralel.
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1. HYRJE
1.1. Çka është llogaritja paralele (Parallel Computing)?
Tradicionalisht, softueri ka qenë i shkruar për mënyrën e të punuarit në formë serike:
•
•
•
•

Të ekzekutohet në një kompjuter të vetëm me një njësi të vetme përpunuese (CPU –
Central Processing Unit);
Problemi i së cilës është ndarë si seri diskrete e instruksioneve për ekzekutim.
Instruksionet janë ekzekutuar njëra pas tjetrës.
Vetëm një instruksion ka mundur të ekzekutohet në një moment.

Figura 1 - Problemi dhe instruksioni

Në kuptim të thjeshtë, llogaritja paralele është përdorimi i shumë resurseve njëkohësisht për
t’i zgjedhur problemet e natyrës llogaritëse duke vepruar ashtu që instruksionet:
•
•
•
•

Të ekzekutohen në sisteme multi CPU
Problemet të jenë të ndara në pjesë të ndryshme diskrete të cilat mund të zgjidhen
njëkohësisht
Secila pjesë është e copëtuar në formë të serisë së instruksioneve
Instruksionet e secilës pjesë mund të ekzekutohen në të njëjtën kohë në CPU-të apo
bërthama (brenda CPU-së) të ndryshme.

Figura 2 - Problemet dhe instruksionet
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1.2. Çka është programimi paralel
Një model i programimit paralel është koncepti i cili na lejon të themi se ato programet të
cilat e kanë kodin i cili mund të shkruhet, kompilohet dhe ekzekutohet në mënyrë paralele.
Vlera e modelit programues në përgjithësi gjykohet nga forma e gjeneralitetit të saj: sa më
mirë të mund të shprehet në një rang të problemeve ,si dhe sa më mirë të mund të
ekzekutohet në një rang të arkitekturave të ndryshme.
Zbatimi i këtij lloji të programimit mund të bëhet në forma të ndryshme siç janë :në formë
të bibliotekës nga e cila thirret, në të cilën gjuha programuese i qaset në formë sekuenciale,
si shtesë e gjuhës programuese apo si model i ri i ekzekutimit.
Klasifikimi i modeleve të programimit paralel mund të ndahet gjërësisht në dy fusha të cilat
janë interaktiviteti i proceseve dhe dekompozimi i problemeve për të cilat edhe i kemi
paraqitur modelet si vijon.
Modeli përmes interaktivitetit të proceseve
Modeli i interaktivitetit të proceseve ka të bëjë me mekanizmat me të cilat proceset paralele
janë në gjendje të komunikojnë dhe bashkëveprojnë njëra me tjetrën, ku një nga format e
zakonshme të ndërveprimeve janë përdorimi i memories të qasshme të përbashkët (Shared
Memory) dhe i mesazheve kaluese.
1.2.1.

1.2.1.1.

Modeli me qasje në memorie të përbashkët(Shared memory)
Në modelin me qasje në memorie të përbashkët, tasqet paralele e ndajnë hapësirën globale
adresuese në të cilën lexojnë dhe shkruajnë në mënyrë asinkrone. Kjo mënyrë në qasje të
një hapësire globale adresuese të përbashkët kërkon mekanizma mbyllës për të bërë
mbrojtjen e saj dhe semaforët kontrollues për të krijuar qasje të harmonizuar. Memoriet e
qasshme të përbashkëta mund të emulohen në të ashtuquajturat sisteme memorike
shpërndarëse (distributed memory systems) dhe të kenë qasje jo të njëtrajtshme kur vie në
pyetje përdorimi i tyre.

1.2.1.2.

Modeli përmes mesazheve kaluese
Në modelin e mesazheve kaluese, tasqet paralele shkëmbejnë të dhënat duke i kaluar
mesazhet nga njëri proces në procesin tjetër. Këto lloje të komunikimeve mund të jenë
asinkrone ose sinkrone. Proceset komunikuese sekuenciale (Communicating Sequential
Processes) formalizojnë mesazh-kalimet ashtu që e bëjnë futjen në përdorim të kanaleve të
komunikimeve më të cilat vendosin 'lidhjen-komunikuese' me proceset të cilat edhe i
udhëheqin ato.
1.2.1.3.

Modeli i nënkuptuar (Implicit)
Në modelin e nënkuptuar asnjë proces nuk është i dukshëm për programuesit, por në vend
të tij e shohin vetë programet e specializuara siç janë kompiluesit dhe/ose interpretuesit të
-2-

cilët po ashtu janë përgjegjës për kryerjen e punës të saj. Kjo është e zakonshme me gjuhët
programuese të domeneve specifike ku konkurrenca brenda një problemi duhet të
përshkruhet në mënyrë sa më detajuar.
Dekompozimi i problemit
Çdo programim paralel është i kompozuar njëkohësisht prej ekzekutimeve të proceseve të
ndryshme qoftë ato në mënyrë sinkrone apo asinkrone. Dekompozimi i problemit ka të bëjë
me zbërthimin e mënyrës në të cilën janë të formuluara ato procese. Ky klasifikim
gjithashtu mund të referohet edhe si skelet algoritmik ose paradigmë e programimit paralel
në përgjithësi.
1.2.2.

1.2.2.1.

Paralelizmi i tasqeve
Modeli i paralelizmit të tasqeve fokusohet në proceset, ose thread-ët gjatë kohës së
ekzekutimit. Këto procese shpesh kanë distinktiv, të cilat theksojnë nevojën për
komunikim. Paralelizmi i tasqeve është mënyra më natyrore për të shprehur komunikimet
përmes mesazh-kalimeve.
1.2.2.2.

Paralelizmi i të dhënave
Modeli i paralelizmit të të dhënave fokusohet në kryerjen e operacioneve në një grup të të
dhënash të cilat zakonisht janë mirë të strukturuara dhe kanë formë vektoriale.
Ky grup i tasqeve vepron në këto të dhëna, në mënyrë të pavarur dhe të ndarë në copëza.
Kjo më së miri mund të shprehet në sistemet me memorie të qasshme të përbashkët ku të
dhënat do të jenë të qasshme nga të gjitha proceset por në formë të memories shpërndarëse
dhe të kenë mundësi punimi si task lokal.[S1]
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2. CILI ËSHTË DALLIMI NË MES MULTITHREADING PROGRAMIMIT
DHE PROGRAMIMIT PARALEL?
Për të ju përgjigjur kësaj pyetje, njëherë duhet të kuptojmë definicionet e tyre:
Multi-core CPU është një CPU i vetëm i cili përmban dy ose më shumë bërthama për të
bërë ekzekutimin e instruksioneve. Një multi-core CPU performon procesime të
shumëfishta në një pako të vetme fizike (CPU çipi). Një multi-core CPU ofron performancë
të ngjashme me multi-CPU sisteme por me kosto shumë më të vogël për arsye se pllakat
amë nuk kanë nevojë të jenë të dizajnuara për të përkrahur më shumë se një CPU.
Multitasking është aftësia e sistemit operativ që në mënyrë të shpejtë të kyçet në mes të
secilës përllogaritje të tasqeve për të dhënë përshtypjen se aplikacionet e ndryshme janë
duke u ekzekutuar dhe duke bërë veprime të shumta në të njëjtën kohë.
Sistemet të cilat kanë një CPU të vetme me një bërthamë mund të ekzekutojnë një task të
vetëm në kohë, por me ndihmën e multitasking kemi përshtypjen se shumë aplikacione të
ndryshme janë duke u ekzekutuar në të njëjtën kohë.
Sistemet të cilat kanë një CPU të vetme por janë shumë bërthamëshe mund të ekzekutojnë
tasqe të shumëfishta në të njëjtën kohë ku secila bërthamë mund të punoj në tasqe të tjera.
Për shembull një CPU me dy bërthama mund të ekzekutoj dy tasqe njëkohësisht, sidoqoftë
secila bërthamë mund të bëjë multitasking-un e saj dhe poashtu të ekzekutoj më shumë
aplikacione njëkohësisht në mënyrë sa më efektive dhe në këtë mënyrë të jap performancë
më të mirë.
Multithreading zgjeron idenë e multitasking nga CPU-të në aplikacione ku:
Një thread me procesin e tij të ekzekutimit e drejton një funksion të veçantë (thread
function) në brendi të një procesi ekzekutues.
Ngjashëm sikur multitasking, multithreading është aftësia që sistemi operativ në mënyrë të
shpejtë të kyqet në mes të threads dhe të na jap përshtypjen e atillë që një aplikacion është
duke i ekzekutuar më shumë aksione njëkohësisht.
Programimi Paralel thekson përdorimin e shumë bërthamave të CPU-s, ku me ndihmën e
multithreading e cila është një nga tre teknikat kryesore të cilat përdoren për të
implementuar programimin paralel, ajo përcillet nga dy teknika të tjera siç janë particionimi
dhe sistemimi. Prandaj programimi paralel është programim i atillë i cili vë në përdorim
bërthamat në mënyrë të shumëfishta dhe në të gjitha CPU-të duke ngritur performancat dhe
duke e përmirësuar shpejtësinë e punës të softuerit që bënë:
Puna e particionuar ndahet në copëza të vogla.
Ekzekuton këto copëza të vogla duke përdorur mënyrën e punës multithreading.
Sistemon rezultatet kur ato behën të disponueshme në thread-safe dhe pas një performance
të tyre të sigurtë. [S7]
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3. PROGRAMIMI PARALEL ME C#
3.1. Gjuha programuese C#
C# (shqiptuar si sharp) është gjuhë programuese për programimin e orientuar në objekte.
Është zhvilluar nga Microsoft në .NET iniciativën e cila është aprovuar si standard
ndërkombëtar nga Ecma (ECMA-334) dhe ISO (ISO/IEC 23270:2006). C# është një nga
gjuhët e larta programuese e dizajnuar për të përdorur të ashtuquajturën Common Language
Infrastructure# më qëllim që programimi gjeneral të jetë më i thjeshtë, modern,
gjithëpërfshirës dhe me fjalë të tjera të jetë një gjuhë programuese e orientuar në objekte.
Është zhvilluar nga ekipi i udhëhequr nga Anders Hejlsberg i njohur po ashtu edhe si
kreatori i gjuhës programuese të orientuar në objekte Delphi në kompani të Borland-it.
Versioni më i fundit i gjuhës programuese C# është 5.0, i lansuar me 15 Gusht 2012 së
bashku me NetFramework 4.5.
Në vijim paraqesim skemën e zhvillimit nëpër kohë dhe lidhjen e saj me programin
paralel.[S2]

Figura 3 - Historia e Zhvillimit
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Nr.
1.0

Versioni .NET Data lansimit
1.0.3705.0
13.II.2002

VS
2002

1.1
2.0

1.1.4322.573
2.0.50727.42

24.IV.2003
07.IX.2005

2003
2005

3.0
3.5
4.0

3.0.4506.30
3.5.21022.8
4.0.30319.1

06.IX.2006
19.IX.2007
12.IV.2010

Add-ons
2008
2010

4.5

4.5.50709

15.VIII.2012

2012

Përshkrimi
Krijohet dhe lansohet
NetFramework
Rregullohet NetFramework
Fillon krijimi i librarive bazë dhe
mënyrës universale të
programimit (Programimi
Threads)
Organizohet puna në Collections
Collections në Threads
Programimi Paralel dhe TPL
(libraritë)
Programimi paralel asinkron

Tabela 1 - Historia gjate zhvillimit

Gjatë viteve, zhvillimet e softuerit janë mbështetur në rritjen e shpejtësisë së taktit të
procesorëve të cilat janë avancuar në kohë për të arritur paraqitje më të mira. Për të mirë
apo keq nëpërmes të zhvillimeve të trendit të harduerit dhe krijimit të harduerëve të
fuqishëm kjo ka ndikuar dhe ka ndryshuar konceptin e përgjithshëm të programimit duke
rezultuar me shtimin e më shumë bërthamave në CPU për të bërë përpunimin e të dhënave.
Dhe nëse flasim në përgjithësi askush nuk ka llogaritur në ndryshimet që do t’i sjell ky
trend dhe sinjalizimi i ndryshimeve që duhet bërë rreth organizimit të softuerit për të bërë
tranzicionin e nevojshëm për kompajllerët / interpreterët dhe si rezultat i kësaj shumë
aplikacione nuk janë duke përfituar nga ky ndryshim ngase vetë softueri është përkufizuar
për një perfomim klasik të ekzekutimit në kuadër të një procesori (dhe bërthamës) të vetëm.
Dhe për të përfituar nga sistemet multi-core dhe multi-procesor ne kemi pasur nevojë për të
bërë ndryshime në mënyrën e shkrimit të kodit për të përfshirë paralelizmin në kodin e
shkruar. Historikisht, programimi paralel ka qenë i vështruar si fushë shumë e specializuar
e softuerit në të cilën vetëm ekspertët me eksperiencë të lartë kanë pasur guxim për ta
trajtuar për punë speciale, ku me programim paralel synonin të përmirësonin performancën
e llogaritjeve duke bërë ekzekutimin e operacioneve të shumta në të njëjtën kohë. .NET
framework gjithmonë ka përkrahur disa nivele të programimit paralel por me sasi të
limituar. Ka pasur të përfshira threads-at dhe lock-at qysh nga versionet e para të .NET
Framework-ut., ndërsa problemet më të theksuara me threads-at dhe lock-at kanë qenë
vështirësia në definimin si dhe në përdorimin e tyre në mënyrë sa më të saktë si dhe prirjes
për të bërë gabime me rastin e shkuarjes së kodit. Me ç’rast një programues special është
detyruar të bëjë analiza se kur është nevoja për locks-at, a mund ta bëjë lock këtë task, a
duhet ta përdorë lock-un këtu, çfarë të përdoret më mirë ReaderWriterLock ose
ReaderWriterLockSlim , çfarë kontrolli të përdorë si nënshkrim për delegatin e
ThreadStart, kur të vendosin mesazhin kontrollues në konstruktor të Thread-it e probleme
të tjera. Me të gjitha këto pyetje të cilat i cekëm nga ana e programuesit special sërish këto
pyetje nuk kanë filluar të prekin sipërfaqen me rastin e te ashtuquajturave pooling,
deadlock, përdorimit të përjashtueseve, anulimet ose grumbujve te ndryshme te proceseve
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të cilat edhe .NET 4.0 nuk i eliminon por i jep mundësinë e mbindërtimit mbi proceset
tashmë ekzistuese.
3.2. Shtesat paralele
Një nga grupet kryesore të shtesave në .NET 4.0 e më lartë është referuar si formë
biblioteke kolektive në të cilën janë të shtuara shtesat paralele (Parallel Extensions). Këto
shtesa reduktojnë dukshëm kompleksitetin duke shtuar si nivel edhe një shtresë abstrakte
duke u bërë mbindërtime në tiparet tradicionale për t’u mundësuar dhe ofruar programimi
paralel.
Tre komponentët kryesore të zgjërimit përmes shtesave paralele janë:
•
•
•

Strukturat e të dhënave për programim paralel
Task Parallel Library (TPL)
Parallel LINQ (PLINQ)

Përveç listës së mësipërme në Visual Studio 2010 e më lartë gjithashtu janë prezantuar
mjete të reja për diagnostifikim duke përfshirë Parallel Stacks Window, Parallel Tasks
Window, dhe Concurrency Visualizer.
3.3. Strukturat e të dhënave për programimin paralel
Për të bërë thjeshtësimin e procesit të programimit paralel janë duke u futur në përdorim
disa tipe dhe struktura të të dhënave të reja. Më kryesori në mes të këtyre strukturave të të
dhënave është klasa e koleksionit konkurrent e cila gjendet në namespace
System.Collections.Concurrent, ndryshe nga klasat e tilla këto klasa kanë aftësi për të
shtuar apo larguar thread-safe-ët
3.4. Task Parallel Library (TPL)
TPL paraqet klasa të reja në namespace-t e System.Threading dhe System.Threading.Tasks
dhe tani kjo mundëson shkrimin e kodit për multi-thread, multi-task dhe programim paralel
në .NET.
Ky është një ndryshim delikat me implikime te rëndësishme më shumë i përfaqësuar si
implikim në task sesa si implikim në thread-s.
3.5. Paralelizmi potencial
Aspekti kyç i TPL-së në paralelizmin potencial është dallimi diferencial në mes të threads
dhe tasqeve ekscentrike të cilat tani futën në lojë. Kur kemi krijuar threads të ri ne
gjithmonë kemi realizuar para së gjithash alokimin dhe parapërgatitjen e atij threads-i. Për
tasqet të cilat kanë një apo dy threads e që janë përgjegjëse të ndërfaqes së përdoruesit
atëherë kjo nuk mund të merret si një çështje. Por kur përpiqemi për të arritur procesimin
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konkurrent nëpërmes kësaj atëherë kjo mund të jetë në fakt e dëmshme për kryerjën e
tasqeve nëse resurset që do te përkrahin threads-at e reja nuk janë në dispozicion.
Përgjithësisht ne mund t’i quajmë QueueUserWorkItem në ThreadPool për të reduktuar
krijimet e threads por në këtë rast TPL shkon një hap më tej.
TPL në këtë drejtim synon të ketë në dispozicion avantazhet e plota ndaj resurseve të
disponueshme të sistemit por kjo nuk nënkupton se ajo do të kryej punën në mënyrë
paralele. E vërteta është se ne nuk dimë mjaftueshëm rreth kompjuterëve dhe se si softuerët
ekzekutohen në përgjithësi (single cpu,single core,multi cpu,multi core cpu etj).Edhe nëse
do t’i dinim informacionet e sakta dhe të detajuara në lidhje me harduer ne nuk mund të
parashikojmë se sa dhe çfarë burime do të jenë në dispozicion për softuerin tone.
Se çfarë bënë TPL-ja është se ajo përfshinë në një mënyrë tërë këto konsiderata të
përmendura më parë dhe përdorë planifikuesit e tasqeve (tasks schedulers) dhe ndarësit e
punëve (work-partitioners) në atë mënyrë për të arritur nivelin e paralelizmit e cila do të
ishte e përshtatshme për platformën bazë. Nëse sistemi ka një bërthamë të vetme kjo nuk
është shumë mundësi për paralelizëm, gjersa një sistem i cili ka së paku një CPU me 4 ose
më shumë bërthama ka mundësi dhe është në gjendje të punoj në mënyrë paralele.
3.6. Paralelizmi i të dhënave
Paralelizmi i të dhënave na lejon të performojmë aksione në secilën prej artikujve ose
vektorit të koleksionit në mënyrë konkurruese. Klasa paralele në System.Threading.Tasks
na ofron mbingarkim të metodave For dhe ForEach për të realizuar ato. Të dy këto metoda
(dhe mbingarkimet e tyre) kanë sintaksë shumë të ngjashëm dhe përdoren në mënyrë të
ngjashme dhe deklarative si metodat bazë por këtu kemi disa dallime të rëndësishme. [S6]
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4 ORGANIZIMI I PARALLEL FRAMEWORK (PFX)
Shumë kompjuterë personale dhe workstations tani kane CPU-të me nga 2 ose 4 bërthama
të cilat e mundësojnë ekzekutimin e njëkohësishëm të thread-ave të shumëfishte.
Në te ardhmen kompjuterët parashihen te kenë më shumë bërthama dhe që të kemi
avantazhet e harduerit të sotëm edhe në të nesërmen ju mund te paralelizoni kodin ashtu që
të bëjë shpërndarjen e punës nëpër procesorët (apo bërthama të procesorëve) të
shumëfishtë.
Në të kaluarën paralelizmi kërkonte manipulime me qasje të nivelit të ultë (low-level) të
thread-ve dhe locks-ve e cila tani është lehtësuar dukshëm me Visual Studio 2010 dhe
.NET Framework 4 përmes të cilës është zgjeruar përkrahja për programimin paralel duke
na ofruar rutina te reja, tipet te reja te klasave dhe mjete diagnostikuese[S4].

Figura 4 - Organizimi i Parallel Framework

Përdorimi i Parallel Framework në .NET gjithmonë do të jetë një zgjidhje shumë e mirë për
programimin paralel e cila pritet të zgjerohet edhe më tej në të ardhmen duke zhvilluar
shtesa të reja në formë të librarive.
Teknologjitë e paraqitur në këtë seksion të përmbledhura bashkarisht janë të njohura me
termin Parallel Framework (PFX):
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Qëllimi
Teknologjia
PLINQ
Parallel Class

Konstruktet
Task Parallelism

Concurrent Collections
SpinLock dhe SpinWait

Klasa të dobishme për të ekzekutuar operacionet në mënyrë
paralele dhe të presin derisa të kompletohen (paralelizmi i
strukturuar). Kjo përfshinë detyra jo intensive të CPU-s siç
janë thirrjet e webservice-ve apo ngjashëm.
Të dobishme për të ekzekutuar disa operacione të
grumbulluara në thread, dhe poashtu të menaxhojnë detyrat
përmes vazhdimësive punuese dhe detyrat e ndara
prind/fëmijë.
Të përshtatshme kur të punohet në të ashtuquajturën threadsafe queue, stack, ose dictionary.
Tabela 2 - Pershkrimi i Paralell Framework

Rasti kryesor për përdorimin e PFX është programimi paralel kur dëshirojmë përdorimin e
CPU-ve shumë-bërthamës për të përshpejtuar llogaritjet intensive gjatë kodit të shkruar.
Task Parallel Library (TPL) është pjesë e TPL-së e cila është e përfshirë në Parallel Class
dhe përmban konstruktin për Task Parallelism.
Sfidë për programimin paralel është ligji i Amdahlit i cili thotë se gjendja e improvizimit të
performansës maksimale në programimin paralel udhëhiqet (varet) nga një pjesë e kodit e
cila duhet të ekzekutohet në mënyrë sekuenciale.
Për shembull, nëse vetëm 2/3-tat e kohës së një algoritmi ekzekutues janë paralele ju assesi
nuk do të mund të arrini trefishin e performansës edhe me një numër të pafund të
bërthamave në CPU.Prandaj gjithmonë e vlen theksimi se njëra nga pikat më të ndjeshme
është pjesa e të shkruarit të kodimit paralel. Gjithmonë poashtu duhet marrë në konsideratë
se kodi i juaj duhet të jetë i optimizuar për llogaritjet intensive, shpeshherë kjo del të jetë
me e lehtë sesa përdorimi i teknikave për optimizimin e kodit paralel.
4.1 Particionimi
Ekzistojnë dy strategji për të bërë ndarjen e punës në mes të threads, ato janë:
-

Paralelizmi i të dhënave (data parallelism) dhe
Paralelizmi i detyrave (task parallelism).

Kur grupi i detyrave duhet të performohet nga më shumë vlera të të dhënave, mund të kemi
që për secilën thread të përformohet një grup i detyrave në formë të grupacioneve të
vlerave. Kjo mënyrë quhet paralelizëm i të dhënave sepse ne kemi të dhënat e particonuara
në mes të threads-ëve. Në kontrast me paralelizëm të detyrave ne bëjmë ndarjen e tasqeve
ku me fjalë të tjera vendosim që secila threads të kryej punë të ndryshme.
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Prandaj paralelizmi i të dhënave përshkruan mënyrën se si të krijohet paralelizmi e sidomos
në .NET për metodat(unazat) FOR dhe FOREACH, përderisa paralelizmi i detyrave
përshkruan si të krijohen dhe të ekzekutohen tasqet e krijuara në mënyrë implicite duke
përdorur metodën Paralell.Invoke ose në formë eksplicite objektet e tasqeve.
Në përgjithësi paralelizmi i të dhënave është më i lehtë nëse mund të shkallëzohet më mirë
sepse në këtë mënyrë redukton ose eliminon përdorimin e të dhënave të përbashkëta
(shared data) duke reduktuar përmbajtjen dhe çështjet e thread-safe.
Gjithashtu paralelizmi i të dhënave ofron faktin se më shpesh ato janë vlera të të dhënave se
sa tasqe diskrete të cilat duhet të ekzekutohen duke rritur potencialin e mbingarkesës në
paralelizëm. Paralelizmi i të dhënave është gjithashtu në favor të strukturave paralele, e
cila nënkupton se njësia e tasqeve paralele fillon dhe përfundon në të njëjtin vend në
programin tuaj. Në të kundërtën paralelizmi i tasqeve do të jetë i pastrukturuar,me çfarë
nënkuptojmë se tasqet paralele mund të fillojnë dhe të përfundojnë të jenë të shpërndara në
tërë programin tuaj [S7].
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5 KLASA PARALELE (PARALLEL CLASS)
5.1 PFX Komponentet
[S7]PLINQ ofron funksionalitet të pasur për automatizimin e të gjitha hapave për kodim
paralel duke i përfshirë edhe punët e particionuara nëpër tasqe dhe duke e bërë
sistematizimin e rezultateve në një sekuencë të vetme dalëse.
Dy teknologjitë e mbetura, Concurrent Collections dhe Spinning ndihmojnë në aktivitetet
lower-level të programimit paralel. PLINQ dhe Parallel class vetvetiu janë të mbështetura
në koleksionet konkurrente dhe në të ashtuquajturat spinning për menaxhimin e tasqeve në
mënyrë sa më efikase.
5.2 Thirrjet të cilat përdorin Parallel class, dhe ofrojnë vetvetiu rezultatet e
sistemuara
Teknologjia
Puna particionale
Rezultatet e Sistemuara
PLINQ
PO
PO
Parallel Class
PO
JO
Task Parallelism
JO
PO
Tabela 3 - Thirrjet ne Parallel Class

Tri metodat kryesore statike në Parallel Class janë:
Metoda
Parallel.Invoke
Parallel.For
Parallel.ForEach

Qëllimi
Ekzekuton çfarëdo numri të delegatëve në paralel
Ekuivalentja paralele në C# për unazën FOR. Ekzekuton
delegatin e vetëm ndaj sekuencës së numrave.
Ekuivalentja paralele në C# për unazën FOREACH.
Ekzekuton delegatin e vetëm ndaj sekuencës së numrave.
Tabela 4 - Metodat kryesore ne Parallel Class

Paralelizmi i detyrave (Task Parallelism)
Parallel class dhe PLINQ janë të ndërtuar ashtu që në mënyrë të brendshme ato përdorin
konstruktet për paralelizimin e tasqeve të cilat janë me qasje të nivelit low-level në kuadër
.NET për të mundësuar paralelizëm. Klasat për të punuar në atë nivel janë të definuara në
namespace-in System.Threading.Tasks të cilës ju ka shtuar kjo përmbajte:
Klasa
Task
Task<TResult>
TaskFactory
TaskFactory<TResult>

Qëllimi
Menaxhimi i njësive për punë
Për menaxhimin e njësive për punë me vlerë kthyese të tipit
TResult
Për krijimin e detyrave.
Për krijimin e detyrave dhe të vazhdimësive me tip kthyese të
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TaskScheduler
TaskCompletionSource

njëjtë.
Për menaxhimin e planifikimit kohor të detyrave.
Për kontroll manual të rrjedhës punuese të detyrave.
Tabela 5 - Shtojcat e reja ne System.Threading.Tasks

Një task është një objekt i lehtë (pa ngarkesa tjera) për të bërë menaxhimin e një njësie
paralele punuese e cila shmangë tejkalimin e fillimit të task-ut për thread-in e dedikuar
duke përdorur CLR grumbullin e threads-ave.[B07]
CRL grumbulli mundësojnë tiparet që vijojnë për menaxhimin e njësive të tasqeve siç janë:
•
•
•
•
•
•
•

Kalibrimin e planifikimit në kohë të task-ut
Vendosjen e relacionit prind/fëmijë kur nga një task fillon tjetra.
Implementimi i anulimit bashkëpunues.
Pritja në grup të tasqeve — pa sinjalizuar konstruktin
Bashkangjitjen e tasqeve vazhduese
Orarin për vazhdimësi të bazuar në ngjarje të tasqeve të shumëfishta paraprake.
Dhe të bëjë paraqitjet e bëra me ndërhyrjet e prindit, vazhdimësitë dhe konsumuesit
e tasqeve.
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6 PROGRAMIMI SINKRON DHE ASINKRON
Modeli i programimit sinkron është kur komunikimet në mes të proceseve janë të pagrumbulluara dhe procesi pret deri sa të dhënat në mes tyre të jenë të transferuara.
Modeli i programimit asinkron është kur komunikimet në mes të proceseve janë të
grumbulluara duke përdorur grumbuj pa limit të madhësisë dhe dërguesi(inicializuesi) i
proceseve nuk pret fare për dërgimin e të dhënave ,ndërsa pranuesi(sinjalizuesi) pranon të
dhënat vetëm pasi që të zbrazet grumbulli i të dhënave.
Versioni aktual i C# 4.0 i ka të integruara të gjitha gjërat e nevojshme për të implementuar
kodimin asinkron në mënyrë manuale. Por siç e dimë ndodh shpesh që kodi asinkron me
zgjerimin e tij di që shumë shpejt të bëhet i palexueshëm dhe është shumë i vështire për ta
mirëmbajtur. Mirëpo kjo pritet të ndryshoj në versionet e reja të gjuhës C# në të cilat do të
përfshihet një nivel më i lartë i kontrolleve në kuadër të automatizimeve për kontrollin e
kodit i cili do të lehtësoj dukshëm edhe kodimin në mënyrë asinkrone.
Për ta kuptuar më lehtë mënyrën e modeleve programuese sinkrone dhe asinkrone kemi
bërë dy shembuj në Command Line të projektit të cilat e prezantojnë kodin në modelin
sinkron dhe asinkron për të bërë llogaritjen e faktorielit.
Kodi sinkron i faktorielit në C# 4.0
Funksionin kryesor të projektit e ka futja e shënimit nga ana e përdoruesit e cila më pastaj
bënë thirrje të sinkronizuar. Nuk kemi shtuar ndonjë përjashtues të gabimeve (errorhandler) për arsye të thjeshtimit të kodit në shembull.
static void Main(string[] args)
{
Console.WriteLine(string.Format("Hapi 1: Ju lutem shenoni nje numer"));
string sUserInput = Console.ReadLine();
Console.WriteLine("--------- Shem1: Thirrja sinkrone ne: C# 4.0 ---------");
CallSync(sUserInput);
Console.WriteLine(string.Format("Shem1 - Hapi 3: Thirrja sinkrone perfundoj"));
Console.ReadLine();
}
Kodi burimor 1 - Kodi sinkron

Funksioni sinkron përmban logjikën kryesore të aplikacionit: kalkulimin e faktorielit
përmes unazës FOR (pa rekurzion për shkak të thjeshtësimit të shembullit) dhe po ashtu
është shtuar Thread.Sleep metoda për ta bërë simulimin e kalkulimit të kohës së kaluar.
private static void CallSync(string sUserInput)
{
ulong lResult = SyncFactorial(ulong.Parse(sUserInput));
Console.WriteLine(string.Format("Shem1 - Hapi 2: Faktorieli eshte {0}", lResult.ToString()));
}
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public static ulong SyncFactorial(ulong lnNumber)
{
ulong lResult = 1;
for (ulong i = 1; i <= lnNumber; i++)
{
//Simulon konsumimin ne kohe
Thread.Sleep(1000);
lResult *= i;
}
return lResult;
}
Kodi burimor 2 - Funksioni i llogaritjes se faktorielit

Të gjitha hapat janë të markuar sipas logjikës të renditjes së ekzekutimit:
•
•
•

Hapi1: Fut të dhënat përdoruesi
Hapi2: Rezultati i kalkulimit
Hapi3: Dalja nga thirrja e funksionit

Nëse e nisim aplikacionin edhe e japim një vlerë valide (shembulli ynë vlera = 5) ne do të
kemi një pritje të konsiderueshme deri sa të fitojmë rezultatin dalës për Hapi2 dhe Hapi3.
Kjo është normale në rastin e sinkronizimit.
private static void CallSync(string sUserInput)
{ ulong lResult = SyncFactorial(ulong.Parse(sUserInput));
Console.WriteLine(string.Format("Shem1 - Hapi 2: Faktorieli eshte {0}", lResult.ToString()));
}
public static ulong SyncFactorial(ulong lnNumber)
{ulong lResult = 1;
for (ulong i = 1; i <= lnNumber; i++)
{//Simulon konsumimin ne kohe
Thread.Sleep(1000);
lResult *= i;
}
return lResult; }
Kodi burimor 3 - Thirrja e sinkronizuar

Figura 5 - Rezultati i ekzekutimit te kodit sinkron
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Procesimet do të bllokohen deri sa të gjitha operacionet sipas renditjes sinkrone të
përfundojnë. Nëse nuk na pëlqen kjo mënyrë atëherë mund ta përdorim mënyrën asinkrone
me kodin e paraqitur që vijon.
Kodi asinkron i faktorielit në C# 4.0+
Hapi i ardhshëm do të përmbajë zgjerimin e kodit ekzistues duke shtuar dhe modifikuar
funksionin kryesor ku kodi do të funksionoj në mënyrë asinkrone.
static void Main(string[] args)
{
Console.WriteLine(string.Format("Hapi 1: Ju lutem shenoni nje numer"));
string sUserInput = Console.ReadLine();
Console.WriteLine("--------- Shem1: Thirrja sinkrone: C# 4.0 ---------");
CallSync(sUserInput);
Console.WriteLine(string.Format("Shem1 - Hapi 3: Thirrja sinkrone perfundoj"));
Console.WriteLine("--------- Shem2: Thirrja asinkrone: C# 4.0 ---------");
CallAsync_CSharp4(sUserInput);
Console.WriteLine(string.Format("Shem2 - Hapi 3: Thirrja asinkrone perfundoj"));
Console.WriteLine(string.Format("Shem2 - Hapi 4: Mund te filloj operacioni tjeter"));
Console.ReadLine();
}
Kodi burimor 4 - Krijimi i kodit asinkron

Për ta interpretuar kodin asinkron ne duhet të shtojmë delegatin i cili do të përdoret për
interpretimin e kodit të nevojshëm dhe i cili do të ndihmojë të liroj thirrjen e funksionit. Në
shembull do të përdoret funksionit CallBack si dhe AsyncOperation. Kjo mund të bëhet
edhe në tjetër mënyrë por ne këtu po e prezantojmë njërën nga mënyrat për të treguar se sa
është komplekse të bëhet migrimi i një kodi sinkron për të kthyer mënyrën në kod asinkron
sipas shembullit në C#.
public static void CallAsync_CSharp4(string sUserInput)
{
AsyncFactorial_CSharp4Delegate delegateAsyncCSharp4 = new
AsyncFactorial_CSharp4Delegate(AsyncFactorial_CSharp4);
AsyncCallback completedCallback = new AsyncCallback(AsyncFactorial_CSharp4CompletedCallback);
AsyncOperation asyncOperation = AsyncOperationManager.CreateOperation(null);
delegateAsyncCSharp4.BeginInvoke(ulong.Parse(sUserInput),
completedCallback, asyncOperation);
}
Kodi burimor 5 - Krijimi i thirrjes asinkrone
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Aplikacioni ka funksion logjik të njëjtë sikur modeli me kod sinkron dhe i vetmi dallim
është se nuk mund të thirret direkt por përmes përdorimit të delegatit paraprakisht të
deklaruar për përdorim.
public static ulong AsyncFactorial_CSharp4(ulong lnNumber)
{
ulong lResult = 1;
for (ulong i = 1; i <= lnNumber; i++)
{
//Simulimi i operacionit per konsumim te kohes
Thread.Sleep(1000);
lResult *= i;
}
return lResult;
}
Kodi burimor 6 - Funksioni për konsumimin ne kohe

Funksioni Callback përmban logjikën ndihmëse e cila duhet të aplikohet në kodin që vijon
ashtu që thirrja asinkrone të kompletohet.
public static void AsyncFactorial_CSharp4CompletedCallback(IAsyncResult ar)
{
AsyncFactorial_CSharp4Delegate delegateAsyncCSharp4 =
(AsyncFactorial_CSharp4Delegate)((AsyncResult)ar).AsyncDelegate;
AsyncOperation asyncOperation = (AsyncOperation)ar.AsyncState;
ulong lResult = delegateAsyncCSharp4.EndInvoke(ar);
AsyncCompletedEventArgs completedArgs = new AsyncCompletedEventArgs(null, false, null);
asyncOperation.PostOperationCompleted(
delegate(object e){ OnAsyncFactorial_CSharp4Completed((AsyncCompletedEventArgs)e);
}, completedArgs);
Console.WriteLine(string.Format("Shem2 – Hapi 2: Faktorieli eshte {0}"),lResult.ToString());
}
Kodi burimor 7 - Logjika per thirrjen asinkrone te kodit

Në funksionin CallBack është shtuar pak logjikë për të treguar se funksioni ka përfunduar
por kjo mund të jetë e nevojshme për të na treguar kur operacionet asinkrone të jenë të
ndërprera.
public static event AsyncCompletedEventHandler AsyncFactorial_CSharp4Completed;
public static void OnAsyncFactorial_CSharp4Completed(AsyncCompletedEventArgs e)
{
if (AsyncFactorial_CSharp4Completed != null) AsyncFactorial_CSharp4Completed(null, e);
}
Kodi burimor 8 - Kontrolluesi i ngjarjes per thirrje te kodit asinkrone
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Gjatë ekzekutimit të aplikacionit pjesa e cila përdor thirrjet asinkrone tregon se kalkulimi i
faktorielit është në prapavijë dhe rezultati është paraqitur pasi që ka përfunduar kalkulimi.
Secili hap është i markuar sipas renditjes që është përdorur për ekzekutim :
• Hapi1: Futja e të dhënave nga përdoruesi
• Hapi2: Rezultati i kalkulimit të faktorielit
• Hapi3: Dalja nga thirrja e funksionit
• Hapi4: Bëjë gjëra tjera …
Pasi të kemi nisur aplikacionin edhe kemi dhënë vlerën valide(në rastin tonë vlera = 5) aty
shohim se nuk ka më vonesa për të fituar rezultatin dalës në Hapin3 dhe Hapin4.
Aplikacioni nuk bllokon më sipas procesimit i cili është bërë në Hapin 2. Kur procesi
asinkron ka përfunduar në Hapin 2 rezultati përfundimtar na është paraqitur në Command
Line. Kjo është arsyeja pse rendi i ekzekutimeve është tjetër nga renditja logjike.[S8]

Figura 6 - Rezultati pas ekzekutimit te kodit asinkrone

Parallel Extensions të cilat përmbajnë Parallel Task Library, Parallel LINQ dhe
Concurrency Data Structures janë në dispozicion në formë të librarisë tashmë një kohë të
gjatë dhe mund t’i përdorim në Visual Studio 2008, por zyrtarisht është pjesë e .Net 4.0
(Visual Studio 2010 e më lartë). Për ta përdor librarinë, në VS2008, duhet shkarkuar dhe të
instalohet libraria Parallel Extensions. Pasi të jetë e instaluar ,duhet të shtohet si bibliotekë
referuese në projekt:

Figura 7 - Referimi i biblotekes per pune me threads
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Në foton paraprake kemi paraqitur System.Threading i cili ka numër të versionit 1.x. Pasi
që biblioteka të instalohet dhe të regjistrohet në Visual Studio për përdorim atëherë do t’i
shtohen klasat të cila gjenden në namespace të System.Threading. Ato automatikisht
paraqiten në Net 4.0 ku gjithashtu gjendet një bibliotekë me emërtim të tillë sikur vetë
namespace në .Net.
Kështu kur të shkruhet "System.Threading. dhe nuk shtohet asnjë ekstension i klasës të
cilën ne presim që të na aktivizohet dhe te jetë prezente gjatë shkrimit të kodit nga
Intellisense e Visual Studio-s, nuk duhet harruar se patjetër duhet shtuar bibliotekën edhe si
referencë për përdorim.
6.1 Përdorimi i metodës For
Duke u nisur me një thread të vetme, aplikacioni do të kryej ca punë për ca kohë:
for (int i = 0; i < 100; i++)
{ var watch = Stopwatch.StartNew();
doWork();
watch.Stop();
Console.WriteLine("operacioni {0} merr kohe prej {1} milisekonda", i,
watch.ElapsedMilliseconds); } Console.ReadLine();
Kodi burimor 9 - Metoda FOR

Dhe do ta përdore metodën doWork() e cila është shumë e thjeshtë dhe kjo është mënyra
më e keqe e mundshme për të përcaktuar numrat primë të cilat janë nën 30000:
private static void doWork()
{
for (int i = 3; i < 30000; i++)
{
if (isPrime(i));
}
}
private static bool isPrime(int i)
{
for (int j = 2; j <= (i / 2); j++)
{
if ((i % j) == 0)
return false;
}
return true;
}
Kodi burimor 10 - Metoda dhe funksionet e perdorur nga Metoda FOR

Qëllimi i metodës doWork() është që vetëm të veproj diçka në CPU (4-bërthamëshe), e cila
edhe në fakt e bënë. Përafërsisht merr mesatarisht kohë prej 117 milisekonda për secilën
përsëritje gjatë përdorimit të unazës FOR në sistemin me CPU prej 2.83 GHz 4bërthamëshe (Intel Q9550 CPU).
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Figura 8 - Rezultati i ekzekutimit te Metodes FOR

Edhe pse në sistem ka edhe aktivitete të tjera në të gjitha bërthamat e CPU-s, tërë përdorimi
i CPU qëndron në mes 20% dhe 25%, kurrë nuk arrin ta shtyej procesorin të përdorë fuqinë
maksimale në 4 bërthamat:

Figura 9 - Ngarkimi i berthamave te CPU pas perdorimit te metodes FOR

Edhe pse CPU dhe sistemi operativ bashkëpunojnë në atë mënyrë duke dërguar tasqet prej
shumë aplikacioneve në bërthama për ekzekutime të threds-ve ajo në atë mënyrë mundohet
që t’i ngarkojë sa më shumë të jetë e mundur bërthamat, por aplikacioni single-thread
vetvetiu nuk mund të ngarkojë më shumë sesa vetëm 1 bërthamë nga e tërë fuqia e CPU-së.
Që të kemi mundësi qasjeje në tërë fuqinë e CPU-së ne mund të krijojmë threads të
shumëfishtë me ndihmën e .NET 4.0. Atëherë do të përdorim shtesën e re të .Net 4 e cila
gjendet brenda namespace System.Threading.Tasks të cilën e përmban Parallel class.
Kjo klasë përmban disa metoda statike e cila na lejon që me një ndryshim të lehtë të kodit
ta paralelizojmë atë:
//for (int i = 0; i < 100; i++)
Parallel.For(0, 100, (i) =>
{
var watch = Stopwatch.StartNew();
doWork();
watch.Stop();
Console.WriteLine("operacioni {0} merr kohe prej {1} milisekonda ", i,
watch.ElapsedMilliseconds);
}
);
Kodi burimor 11 - Metoda Parallel.FOR
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Parallel.For është një metodë e cila tani krijon mbingarkesa të shumëfishta, por çfarë është
më rëndësi është se ajo i merr vlerat integer (e përfshirë) deri në integer (e përjashtuar) dhe
i delegon (në këtë rast shprehje lambda) për llogaritje.
Ky është një efekt i vogël i cili bënë ndryshim dramatik, ku tani CPU tregon ngarkesën prej
100% kur aplikacioni është duke u ekzekutuar:

Figura 10 - Rezultati pas ekzekutimit te metodes PARALLEL.FOR

Tani koha totale e 100 operacioneve ka rënë nga 11.7 sekonda në 4.3 sekonda – rritje
shumë e madhe në performansë sepse tani ne jemi duke bërë përdorimin e plotë të CPU-së
duke i shfrytëzuar të gjitha 4 bërthamat.
Nëse e vështrojmë dritaren e debugger-it të Thread-it në Visual Studio (Debug | Windows |
Threads) shohim se ku ndodhin ndryshimet. Kur kemi ekzekutuar versionin e parë të kodit
përmes unazës tradicionale FOR, vetëm një thread është ekzekutuar brenda kohës të saj:
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Figura 11 - Paraqitja e threads-eve gjate ekzekutimit te metodes PARALLEL.FOR

Por me ndryshimin në Parallel.For rezulton në shumëfishin e thread-ave për punën e njëjtë:

Figura 12 - Threads e shumefishte

Në këtë rast 5 threads-at në të njëjtën kohë ekzekutojnë operacionet punuese (thread-i
kryesor i aplikacionit dhe 4 threads-at e tjerë punues). Numri i saktë i threads-ave të cilët
përdoren për paralelizëm në .Net varet edhe nga numri i bërthamave që janë në dispozicion
në kuadër të CPU-së për ekzekutimin e tasqeve.Pasi që janë fituar rezultatet në të dy
versionet e kodit ato janë paraqitur në figurat qe vijojnë në të cilat shohim rezultate të
ndryshme duke marrë në konsideratë kodin standard dhe kodin e paralelizuar:

Figura 13 - Unaza FOR

Figura 14 - Unaza Parallel.FOR

Konsiderata e parë është performansa. Edhepse performansa është rritur nga 11.7 sekonda
në 4, po ashtu është rritur edhe koha nëpër secilën përsëritje. Në një thread të vetëm, unaza
- 22 -

FOR për secilën përsëritje ka një konstantë prej 117 milisekonda, por në impelementimin
paralel variron nga 117-milisekonda e deri edhe mbi 300-milisekonda. Dhe kjo ndodh për
shkak të lidhjes në mes të paralelizmit dhe potencialit te threads-ave të cilat përdorën edhe
nga vetë sistemi operativ për ta ngarkuar CPU-në me ciklet e aplikacioneve të tjera.
Konsideratë tjetër është edhe renditja e punës . Duke analizuar fotot e mëparshme shohim
se në rastin e paraqitjes të thread-it të vetëm ai kryen punën në mënyrë sekuenciale ku
secilën punë të cilën e kryen unaza FOR e kompleton së pari pastaj e nisë tjetrën. Por kur
të përdoret kjo në paralelizëm renditja e kompletimit nuk mund të garantohet si në rastin e
mënyrës sekuenciale. Pasi që puna është ngarkuar në të gjitha threads-at e CPU-së, secili
thread mund të përfundoj punën e tij dhe të filloj të merret me punë tjetër në çfarëdo kohe,
kështu që paralelizmi nuk është opsion (ose është më shumë opsion kompleks) kur renditja
e ekzekutimit ka rëndësi për aplikacionin tuaj.
6.2 Përdorimi i metodës ForEach
Metoda Parallel.ForEach() ka mënyrë të ngjashme të punës:
List<int> list = new List<int>();
// popullo listen
Parallel.ForEach(list, item =>
{
// vendose punen paralele
}
);
Kodi burimor 12 - Perdorimi i unazes PARALLEL.FOREACH

Në këtë shembull është përdorë një opsion pak i modifikuar kur në trup të metodës është
përdorë “=>” në vend të “delegate”, por rezultatin përfundimtar e ka të njëjtë.
6.3

Përdorimi i metodës Invoke

Metodat Parallel.For() dhe Parallel.ForEach() janë të plotëfuqishme nëse keni koleksione
të cilat ju nevojiten të veproni në/ ose numërues të ekzekutimeve për të cilat ju do të
ekzekutoni kodin e njëjtë.
Por çfarë në rast se keni ca gjëra të ndryshme (metodat) të cilat ju nevojitet t’i bëni?
Për këtë arsye e kemi metodën Parallel.Invoke().
Parallel.Invoke() thjeshton ekzekutimet ne paralel, listën e metodave të cilat duhet të i
kaloj:
static void Main(string[] args)
{
Parallel.Invoke(A, B, C, D, E);
Console.ReadLine();
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}
public static void A() { }
public static void B() { }
public static void C() { }
public static void D() { }
public static void E() { }
Kodi burimor 13 - Metoda PARALLEL.INVOKE

Metodat A(), B(), C(), D() dhe E() do të jenë të shënjuara në threads-at punues kur ato të
jenë të disponueshme dhe ekzekutohen në paralel. Pasi që janë së bashku me metodat e
tjera, këtu nuk ka garancion në renditje të ekzekutimit të tyre.
6.4

Ndërprerja e unazës

Për shkak të trupit të unazave në kodim paralel për metodat For ose ForEach në të cilat janë
delegatët, nuk mund të dalim më herët nga unaza me komandë të thjeshtë të ndërprerjes.
Ne vend të saj, ju duhet të thërrisni metodat Break ose Stop në objektet e unazave
Parallel.FOR dhe Parallel.ForEach, reagimet e të cilave do të ndodhin me rastin e
përfundimit të thread-it të tyre aktual. Te gjitha versionet e For ose ForEach kanë mundësi
që të jenë te mbingarkuara dhe të pranojnë trupat-unazë të tipit
Action<TSource,ParallelLoopState>:
public void TestLoopExit()
{
IEnumerable<int> numbers = Enumerable.Range(0, 20);
// leximi sekuencial
foreach (int i in numbers)
{ if (i > 9) break;
Trace.Write("\t" + i); }
// Ne paralel perdorimi i Break
Trace.WriteLine("");
Parallel.ForEach(numbers, (number, state) =>
{if (number > 10) state.Break();
Trace.Write("\t" + number);
} );
// Ne paralel perdorimi Stop
// thirrja e Stop detyron te gjitha threads te perfundojn punen pas iteracionit aktuel.
Trace.WriteLine("");
Parallel.ForEach(numbers, (number, state) =>
{ if (number > 10) state.Stop();
Trace.Write("\t" + number);
} ); }
Kodi burimor 14 - Nderprerja e unazes me BREAK ose STOP

Outputi do te jete si vijon:
0123456789
0 1 3 5 6 2 4 10 7 13 11 15 9 8 12 17 18
1 3 2 4 6 7 8 0 9 5 10 11
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Duhet të kemi parasysh se metodat For ose ForEach kthejnë rezultate të cilat janë objekte
të tipit ParallelLoopResult, të cilat poashtu e kanë të ekspozuar tiparin IsCompleted dhe
LowestBreakIteration. Këto na tregojnë se kur unaza është duke u kompletuar, dhe nëse jo,
në çfarë cikli unaza është ndërprerë. Nëse LowestBreakIteration kthen vlerën null, kjo
nënkupton ju keni përdorë Stop (në vend të Break) brenda unazës.
6.5

Krijimi i task-ut

Ekzekutimi i task-ut mund të kalibrohet duke bërë specifikimin e TaskCreationOptions
numëruesit kur të thirret StartNew (ose kur të ilustrohet Task). TaskCreationOptions është
një numërues flags me vlerat (kombinuese) si vijojnë:
•

LongRunning. Udhëzon planifikuesin e dedikuar për thread të task-ut. Kjo është e
dobishme në rastin e tasqeve me veprim me kohë të gjatë sepse ato mund të jenë në
përdorim për kohë të gjatë dhe ti detyrojnë tasqet të cilat janë me kohë të shkurtër
që të presin për një kohë para se ato të jenë të vendosura në planin ekzekutues.
LongRunning gjithashtu është e mirë për ta bërë bllokimin e tasqeve.

•

PreferFairness. Udhëzon planifikuesin të planifikoj kohën e taskut me renditje siç
janë të startuara tasqet.

•

AttachedToParent. Përdoret për të krijuar taskun fëmijë.

6.6 Tasku fëmijë
Kur një task starton taskun tjetër, në mënyrë opsionale mund të vendosim relacionin prindfëmijë duke e specifikuar TaskCreationOptions.AttachedToParent. Me tasqet fëmijë kur
presim që tasku prind të kompletohet, atëherë tasku prind pret edhe për tasqet fëmijë që të
kompletohen të gjitha. Kjo mund të jetë e përdorshme kur një task fëmijë është vazhdimësi
e tasqeve të tjera.
6.7 Pritja në task
Në mënyrë eksplicite mund te presim që në njërën nga dy mënyrat tasku të kompletohet:
•
•

Duke e thirrur metodën e saj Wait (në mënyrë opsionale mund të përdoret timeout).
Dhe ne rast të Task<TResult> i qasemi tiparit Result.

Gjithashtu mund të pritet që në tasqet e shumëfishta njëherësh duke përdorur metodën
statike Task.WaitAll (waits for all the specified tasks to finish) të gjitha tasqet e
specifikuara të përfundojnë dhe Task.WaitAny (waits for just one task to finish) vetëm një
task të përfundoj. WaitAll është e ngjashme me pritjen e secilës task në turne, por është më
shumë efikase në atë rast kur kërkohet (në shumicën e rasteve) vetëm një përmbajte kyçës.
Gjithashtu, nëse një ose me shume tasqe paraqesin një përjashtues të
papërdorshëm(unhandled exception), atëherë WaitAll ende do të pres deri sa të kryhen të
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gjitha tasqet e më pas ta rithërras përjashtuesin e tipit grumbullues AggregateException i
cili do të akumuloj te gjitha përjashtimet për secilën task të dështuar.
Vërejtje: TaskScheduler.UnobservedTaskException është ngjarja e cila na ofron pritjen e
fundit për të bërë trajtimin e përjashtueseve të tasqeve të papërdorshme (unhandled task
exceptions). Me përdorimin e kësaj ngjarje, mund të kapen gabimet (dështimet) dhe të
përdoren përjashtuesit e tasqeve të cilët nëse nuk përdoren atëherë aplikacioni do të
përfundonte dhe do të mbyllej e kjo mundëson që të ofrohet logjikë për t’i manipuluar
përjashtimet e saj. Kështu që një alternativë tjetër strategjike në program është për t’i
përdorur përjashtuesit (exception) dhe për t’i menaxhuar ato si dhe të krijohen
vazhdimësitë.
6.8

Anulimi

Në mënyrë opsionale mund të vendoset tokeni për ndërprerje kur të startohet një task, kjo
mundëson që në mënyrë kooperative të bëhet ndërprerja e taskut përmes tokenit të përdorur
për këtë punë të cilën e kemi deklaruar.
public void TestCancellingTasks()
{
// pergaditja e token-it per anulim
var cto = new CancellationTokenSource();
var ct = cto.Token;
// krijo dhe fillo task qe mund te anulohet.
Task task = Task.Factory.StartNew(() =>
{
// Beje ca pune ketu...
Thread.Sleep(1000);
// Perdore token e krijuar me heret
ct.ThrowIfCancellationRequested();
}
);
// kerkesa per anulim
cto.Cancel();
// Prit gjersa TASK te perfundoj punen. Per detektimin e task, perdor perjashtuesin AggregateException
// and check the inner exception as follows
try
{task.Wait();
}
catch (AggregateException ae)
{if (ae.InnerException is OperationCanceledException)
Trace.WriteLine("Task ka qene i anuluar");
}}
Kodi burimor 15 - Deklarimi i Anulimit
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Nëse tasku është ndërprerë para se ai të startoj, ai nuk mund të futet në renditjen e
planifikuar (kur një OperationCanceledException mund të jetë i thirrur në ndërkohë).
Për arsye se token-ët anulues janë të njohur nga API-të, ata mund të pasohen në
konstrukte të tjera dhe atëherë anulimi do të ndodhë pa ndonjë ndërhyrje tjetër.
PLINQ anulimet.
var cancelSource = new CancellationTokenSource();
CancellationToken token = cancelSource.Token;
Task task = Task.Factory.StartNew (() =>
{
// Parso tokenin anulues ne query te PLINQ:
var query = someSequence.AsParallel().WithCancellation (token)...
... enumerate query ...
});
Kodi burimor 16 - Anulimi

Thirrja e anulimit në cancelSource në këtë shembull është bërë duke e përdor PLINQ
query, e cila e thërret një përjashtues OperationCanceledException në trup të task-ut e cila
më pastaj e anulon taskun.
6.9

Vazhdimësia

Vazhdimësitë përdoren kur dëshirojmë ta nisnim një task pasi që një tjetër të jetë i
kompletuar (ose dështuar). Vazhdimësitë janë të implementuara duke e përdorur metodën
ContinueWith:
public void TestSimpleContinuation()
{
// Fillo nje task te thjeshte
Task task1 = Task.Factory.StartNew(() => Trace.WriteLine("Ky eshte tasku i pare"));
Task task2 = task1.ContinueWith((_task1) =>
{
Trace.WriteLine("Statuesi i taskut paraprak: " + _task1.Status);
Trace.WriteLine("Ky task vazhdon (starton) pas taskut te pare");
}
);
// Pritni deri sa task1 te pergaditet dhe ekzekutohet pas pergaditjes kohore
task1.Wait();
}
Kodi burimor 17 - Vazhdimësia

task1 njihet si tasku paraprak ndërsa task2 njihet si tasku vazhdimësi. Sa më parë që task1
përfundon,dështon apo është anuluar, task2 në mënyrë automatike fillon. Nëse task1 është
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kompletuar para se të thirret ContinueWith, task2 përgatitet që të ekzekutohet menjëherë.
Pasi që argumenti i _task1 të jetë i pasuar për vazhdimësi në referencë përmes shprehjes
lambda e cila na tregon për taskun paraprak,vazhdimësitë janë pjesërisht të fuqishme vetëm
kur tasku paraprak të kthej të dhënën e cila mund të përdoret në vazhdimësi.
Vërejtje :Tasqet paraprake dhe vazhduese guxojnë të ekzekutohen në threads-at e
ndryshëm. Ato mund të detyrohen të ekzekutohen në threadin e njëjtë duke e specifikuar
thirrjen TaskContinuationOptions.ExecuteSynchronously kur të thirret metoda
ContinueWith.
Më poshtë e kemi një shembull demonstrimi të taskut paraprak me vazhdimësi:
public void TestContinuationWithData()
{
// Krijo nje task zingjiror
Task<double> task = Task.Factory.StartNew<int>(() => 20).
ContinueWith((antecedent) => antecedent.Result * 5).
ContinueWith((antecedent) => Math.Sqrt(antecedent.Result)).
ContinueWith((antecedent) =>
{
Trace.WriteLine(antecedent.Result);
return antecedent.Result;
});
// Prit per kthimin e taskut
task.Wait();
}
Kodi burimor 18 - Tasku paraprak

6.10

Vazhdimesitë (Continuation) dhe Përjashtuesit (Exceptions)

Vazhdimësitë mund të ndërpriten nëse ndonjë përjashtues është aktivizuar nga tasqet
paraprake duke përdorur tiparet e tasqeve për përjashtim. Nëse një task paraprak aktivizon
përjashtuesin dhe vazhdimësia dështon të pyes taskun paraprak për tiparet e përjashtuesit
dhe tasku paraprak nuk ekziston atëherë përjashtuesi do ta konsideroj të papërdorshëm
aplikacionin të cilin do të tentoj ta dështoj në tërësi përderisa nuk përdoret
TaskScheduler.UnobservedTaskException. Vetëm kur mostra do të jetë më e sigurtë riaktivizohet përjashtuesi i taskut. Derisa vazhdimësia përmes metodës Waited është në
vijim, atëherë përjashtuesit do të bëjnë vazhdimin e saj dhe të riaktivizojnë pritjen e
përjashtuesit tjetër:
public void TestContinuationWithException()
{
try
{ Task task = Task.Factory.StartNew(() =>
{ // Lambda per kete task deshton dhe thrret perjashtuesit
throw new ArgumentNullException("Disa fusha kane vlere null");
}).
ContinueWith((ant) =>
{ // Vazhdimesia e ketij task duhet te kontrollohet nga thirrja e perjashtuesit te taskut paraprak
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// pastaj ta ri-thrras prape
if (ant.Exception != null)
throw ant.Exception;
// Asnje thirrese perjashtimit.Vazhdo me logjiken....
});
// Prit gjersa task te kompletohet. Perndryshe,nuk mund te thrrisni ndonje perjashtues tjeter
task.Wait();
}
catch (AggregateException ae)
{
Trace.WriteLine(ae.Message);
}
}
Kodi burimor 19 - Vazhdimësit dhe përjashtuesit

Mënyra tjetër për përdorim të përjashtuesve në vazhdimësi është që të specifikohen
vazhdimësi të ndryshme për përjashtuesit ndaj jopërjashtuesve në pritje. Kjo mund të bëhet
përmes TaskContinuationOptions:
public void TestContinuationWithException2()
{ try
{bool bTestThrow = true;
Task task = Task.Factory.StartNew(() =>
{ if (bTestThrow)
// nje perjajstues ne pritje
throw new ArgumentNullException("Disa fusha te task prind jane null");
});
// vazhdimesia
Task childOnParentSuccess = task.ContinueWith((ant) =>
{
// Nuk ka perjashtues te taskut paraprak vazhdo me tej...
Trace.WriteLine("Nuk asnje deshtime te taskut paraprak: " + ant.IsFaulted);
}, TaskContinuationOptions.NotOnFaulted);
Task childOnParentFault = task.ContinueWith((ant) =>
{ /
// Kjo perjashtues thirret vetem nese tasku paraprak deshton
Trace.WriteLine("Tasku paraprak deshtoje: " + ant.IsFaulted);
// Nese deshton ndonje gje ky perjashtues do te kap cfaredo qe te jete
throw new ArgumentNullException("Disa fusha ne tasqet e femijeve jane null");
}, TaskContinuationOptions.OnlyOnFaulted);
task.Wait();
} catch (AggregateException ae)
{ Trace.WriteLine(" Hyre ne perdorim te perjashtueseve: ");
foreach (Exception e in ae.InnerExceptions) Trace.WriteLine(e.Message);
Trace.WriteLine(" Dile nga perdorimi i perjashtueseve: ");
}
}
Kodi burimor 20 - Vazhdimësit dhe përjashtuesit/jo-përjashtuesit
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Shembulli tjetër tregon përdorimin e metodave të zgjeruara për të injoruar përjashtuesit nga
cilido task:
Task.Factory.StartNew (() => { throw null; }).IgnoreExceptions();
// IgnoreExceptions() eshte nje metode e zgjeruar per te bere injorimin e perjashtuesit
public static void IgnoreExceptions(this Task task)
{
task.ContinueWith(t => { var ignore = t.Exception; },
TaskContinuationOptions.OnlyOnFaulted);
}
Kodi burimor 21 - Injoruesit e përjashtuesëve

6.11 Vazhdimësia dhe tasqet fëmijë
Tipari më i fuqishëm dhe më i rëndësishëm në vazhdimësi është kur një task i cili ka nëntasqet fëmijë vazhdimësia e tij përfundon vetëm kur të gjitha tasqet fëmijë të jenë të
kompletuara. Çfarëdo përjashtimi i thirrur prej tasqeve fëmijë i drejtuar në vazhdimësi nga
tasku prind nuk do të ndikoj në taskun prind. Në shembullin që vijon, paramendojmë se një
task prind me vazhdimësi i fillon 3 tasqe fëmijë ku secila prej tyre e thërret
NullReferenceException përjashtuesin.
public void TestContinuationWithChildTasks()
{
// Task me opcion te vendosur ne prind
TaskCreationOptions tco = TaskCreationOptions.AttachedToParent;
// Krijo tre tasqe femije
Task taskParent = Task.Factory.StartNew(() =>
{
Task.Factory.StartNew(() => { throw null; }, tco);
Task.Factory.StartNew(() => { throw null; }, tco);
Task.Factory.StartNew(() => { throw null; }, tco);
}
);
taskParent.ContinueWith((antecedent) =>
{ Trace.WriteLine("Tasku paraprak deshtoje: " + antecedent.IsFaulted);
}, TaskContinuationOptions.OnlyOnFaulted);
taskParent.ContinueWith((antecedent) =>
{
Trace.WriteLine("Tasku paraprak deshtoje: " + antecedent.IsFaulted);
Trace.WriteLine("Tasku paraprak u kompletua: " + antecedent.IsCompleted);
}, TaskContinuationOptions.NotOnFaulted);
}
Kodi burimor 22 - Vazhdimësitë dhe tasqet prind/fëmijë
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Diagrami në vijim na tregon disa skenare të mundshme te vazhdimësisë:

Figura 15 - skenarët e vazhdimësive

6.12

Vazhdimësitë e kushtëzuara

Këto vazhdimësi janë të parapërgatitura. Vazhdimësitë e tilla janë të planifikuara pa
kushtëzime, kurdo që tasqet paraprake të kryhen ato thërrasin përjashtuesit ose janë të
kompletuara. Këto sjellje mund të ndryshohen duke vendosur disa flag-e të kombinuara
ashtu që ato të përfshihen brenda për brenda TaskContinuationOptions numratorit. Tre
flaget kryesore të cila i kontrollojnë vazhdimësitë e kushtëzuara janë:
NotOnRanToCompletion = 0x10000,
NotOnFaulted
= 0x20000,
NotOnCanceled
= 0x40000,
Këto flage janë të largueshme në kuptim të asaj që sa më shumë të aplikohen, atëherë do të
ketë më pak gjasa të ekzekutimit. Për lehtësim, ekzistojnë edhe disa vlera të cilat janë
paraprakisht të kombinuara si vijon:
OnlyOnRanToCompletion = NotOnFaulted
| NotOnCanceled,
OnlyOnFaulted
= NotOnRanToCompletion | NotOnCanceled,
OnlyOnCanceled
= NotOnRanToCompletion | NotOnFaulted
Është shumë me rëndësi që të dihet se kur tasku nuk ekzekutohet si rezultat i ndonjërës së
këtyre flageve ku vazhdimësia është e ndërprerë, nënkupton se çfarëdo vazhdimësi në task
do të vazhdojë përderisa këto vazhdimësi të janë të specifikuara me flagun
NotOnCanceled.[B07]
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6.13 Race Condition
Në memorien e shpërndarë të përbashkët te programet paralele të cilat poashtu e përdorin
sinkronizimin eksplicit ndodh gabimi i ashtuquajtur race condition i cili do të rezultojë kur
qasja në memorien e shpërndarë të përbashkët të tasqeve nuk është e sinkronizuar. Race
conditions shpesh janë të konsideruara si manifestime të gabimeve sepse prezenca e tyre
mund të shkaktoj në program sjellje të paparashikuara. Fatkeqësisht, në literaturë ka pak
pajtim dhe precizim se çfarë është apo quajmë pikërisht race condition. Dy nocione të cilat
janë të konsideruara deri më tani janë se njëra i përket programeve të cilat synojnë të jenë
faktor kryesor në proces (të cilën ne e quajmë general races) dhe tjetra kur programet me
funksione me faktorë jo të rëndësishëm përmbajnë seksione kritike ( të cilat ne i quajmë
data races).
Sidoqoftë, ndryshimi në mes general races dhe data races ende nuk është i njohur.
Krijimi i Race Conditions
Një shembull i përgjithshëm në LINQ është përdorur me klauzolën WHERE për të filtruar
artikujt nga burimi i të dhënave përderisa disa vlera të jashtme janë specifikuar dhe
modifikuar brenda vetë klauzolës WHERE. Kjo do të bëjë paraqitjen e data race me
ndihmën e PLINQ për arsye të tasqeve të shumëfishta të cilat mund të lexojnë dhe
modifikojnë vlerat menjëherë. Shembulli që vijon përdorë vlerën e përbashkët për të
kufizuar numrin e artikujve të cilët do të përdoren në filtrim përmes klauzolës WHERE
gjatë procesimit të të dhënave ku kjo është njëra nga rastet që lëngojnë nga race
condition[B01]:
using System;
using System.Linq;
namespace Krijo_Nje_Race_Conditions
{
class Krijo_Nje_Race_Conditions
{ static void Main(string[] args)
{ // krijo te dhenat
int[] burimiTeDhenave = new int[10000];
for (int i = 0; i < burimiTeDhenave.Length; i++)
{
burimiTeDhenave[i] = i;
}
// krijo numeruesin – e perbashket per te gjitha tasqet
int Numeruesi = 1000;
// krijo nje query ne plinq e cila perdor vlerat e numeruesit te perbashket
var rezultati = from e in burimiTeDhenave.AsParallel()
where (Numeruesi-- > 0)
select e;
Console.WriteLine("Parashihet artikulli {0} ", Numeruesi);
Console.WriteLine("Artikulli daluar eshte {0}", rezultati.ToArray().Length);
Console.ReadLine();
}}}
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Kodi burimor 23 - Krijimi i RACE CONDITION

6.14 Gjetja e gabimeve ne programimin paralel
Problemi me spastrimin e programeve paralel është ai se duhet të bëhen ndryshime për të
figuruar aty ku gabimi ndodh dhe për të mundësuar përcjelljen e vendit të ngjarjes.Kjo
është një nga mënyrat që duhet bërë kur spastrimi sekuencial në aplikacion është i
padobishëm.
Për shembull, që të shtypim mesazhin duke përdorur Console.WriteLine() është njëra nga
mënyrat më të përdorura për të vërejtur se çfarë është duke ndodhur gjatë spastrimit. Por
problemi është aty se kur të përdoret kodi i cili e thirr metodën WriteLine() e cila është e
sinkronizuar të ndaloj dhe të shkruaj stringun në të njëjtën kohë do të jetë e ngatërruar në
rastin e kodimit paralel.
Kështu që për të mundësuar përdorimin e Console.WriteLine() për spastrim të kodit duhet
që pa dashje ti fusim primitivët e sinkronizimit, të cilët do të ndryshojnë mënyrën e
ndërveprimit të task-ut me ç’rast kjo mund të ndryshoj apo të fsheh problemin për të cilin
jemi duke bërë hulumtime.
Kjo është njëra prej rasteve të vërteta dhe me të shpeshta gjatë race conditions.
Spastrimi i gjendjes së programit
Mënyra më e mirë është përdorimi i Visual Studio spastruesit i cili përmban disa veti të
dobishme të cilat përkrahin programimin paralel. Për të treguar këtë veti e kemi paraqitur
këtë shembull:
using System;
using System.Diagnostics;
using System.Threading;
using System.Threading.Tasks;
namespace DebugTasksSample
{ class DebugTasksSample
{
static CountdownEvent cdEvent;
static SemaphoreSlim semA, semB;
static void Main(string[] args)
{
// inicializon semaforet
semA = new SemaphoreSlim(2);
semB = new SemaphoreSlim(2);
// definon numrin e tasqeve qe do te perdoren
int taskCount = 10;
// inicializon barrierat
cdEvent = new CountdownEvent(taskCount);
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Task[] tasks = new Task[10];

for (int i = 0; i < taskCount; i++)
{
tasks[i] = Task.Factory.StartNew((stateObject) =>
{
InitialMethod((int)stateObject);
}, i);
}
// prit deri sa te gjitha tasqet te arrijne perioden e terminimeve
cdEvent.Wait();
// thirret nje perjashtuese qe te nderpritet debugimi
throw new Exception();
}
static void InitialMethod(int argument)
{ if (argument % 2 == 0)
{MethodA(argument); }
else
{ MethodB(argument);}
}
static void MethodA(int argument)
{
if (argument < 5)
{ TerminalMethodA(); }
else
{ TerminalMethodB(); }
}
static void MethodB(int argument)
{
if (argument < 5)
{ TerminalMethodA(); }
else
{ TerminalMethodB(); }
}
static void TerminalMethodA()
{
// sinjalizo ngjarjen cnumeruese
cdEvent.Signal();
// beje bllokaden ne kete ngjarje
semA.Wait();
// kryej disa pune
for (int i = 0; i < 500000000; i++)
{Math.Pow(i, 2); }
// lesho semaforin ne pune
semA.Release();
}
static void TerminalMethodB()
{
// sinjalizo ngjarjen cnumeruese
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cdEvent.Signal();
/// beje bllokaden ne kete ngjarje
semB.Wait();
// kryej disa pune
for (int i = 0; i < 500000000; i++)
{Math.Pow(i, 3); }
// lesho semaforin ne pune
semB.Release();
}}}
Kodi burimor 24 - Debugimi programit ne kod

Për ti parë vetitë e spastrimit së pari e kompilojmë kodin e listuar ashtu që e zgjedhim Start
Debugging nga menu Debug e Visual Studios.
Pasi që të jenë krijuar Tasqet dhe kanë arritur në referencën e markuar, threads-at e
aplikacionit kryesor do të paraqesin përjashtimet të cilat duhet të ndodhin për çfarë edhe
spastruesi i kodit do të ndërpritet[B01].

Figura 16 - Rezultati i debugerit te tasqeve
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7 KONKLUDIMI
Gjatë punëve te ndryshme me gjuhën programuese C# 4.0 + kemi shtjelluar në pika të
shkurta një kuptim të programimit paralel duke u nisur nga krahasimi me programimin
standard.
Është treguar se si mund të paralelizohen proceset ,se për çfarë rastesh mund të bëhet
paralelizmi ,kur mund të ndërhyhet ,si mund të anulohet apo vazhdohet ajo, si dhe
mundësia e përdorimit të LINQ për të lehtësuar punët gjatë programimit me koleksione.
Është treguar diferenca në mes të programimit sinkron dhe asinkron, poashtu është
shtjelluar kontrolli i tasqeve i cili mund të bëhet përmes token-ëve për ndërprerje dhe
relacionet e tasqeve prind-fëmijë me ç ‘rast mund të kontrollojnë njëra tjetrën dhe
problemet e ndryshme të cilat mund të ndikojnë në lajmërimin e gabimeve ku saktësisht
kemi bërë sqarimin e problemit të ashtuquajtur Race Condition.
Gjatë këtij studimi kemi ardhë në konkludim se MS Visual C# është një gjuhë e plotë e cila
na ofron mundësi të mëdha të programimit paralel e sidomos përdorimi i saj me super
kompjuterët apo në MultiCPU sisteme së paku edhe në nivel të bërthamave të CPU-se dhe
me mundësi të spastrimit të kodit qoftë ai standard apo paralel.
Gjuha programuese C# ndihmon dukshëm në përshpejtimin e kodimit gjatë programimit
paralel për paraqitjen e rezultateve të llogaritura dhe komplekse.
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