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Abstract
The analysis of nonconvex matrix completion has recently attracted much attention in the community
of machine learning thanks to its computational convenience. Existing analysis on this problem, however,
usually relies on ℓ2,∞ projection or regularization that involves unknown model parameters, although
they are observed to be unnecessary in numerical simulations, see, e.g., Zheng and Lafferty [2016]. In this
paper, we extend the analysis of the vanilla gradient descent for positive semidefinite matrix completion
proposed in Ma et al. [2017] to the rectangular case, and more significantly, improve the required sampling
rate from O(poly(κ)µ3r3 log3 n/n) to O(µ2r2κ14 log n/n). Our technical ideas and contributions are
potentially useful in improving the leave-one-out analysis in other related problems.
1 Introduction
Matrix completion techniques have found applications in a variety of modern machine learning problems
thanks to the common incompleteness in big datasets. Examples include collaborative filtering, which
predicts unobserved user-item scores based on a highly incomplete matrix of user-item ratings, and pair-
wise ranking, in which a key step is to complete the matrix of item-item aggregated comparison scores
[Gleich and Lim, 2011]. Sometimes a high-dimensional matrix may be intentionally generated as a highly
incomplete one due to memory and computational issues. Examples include fast kernel matrix approxima-
tion via matrix completion [Graepel, 2002, Paisley and Carin, 2010] and memory-efficient kernel PCA only
with partial entries [Chen and Li, 2017].
The problem can be simply put as follows: Given an n1 × n2 data matrix M that is known to be of low
rank, suppose we only observe a small portion of its entries on the index set Ω ⊂ [n1]× [n2], can we recover
M accurately or even exactly from the available entries Mij for (i, j) ∈ Ω? Which algorithms are able to
achieve the accurate recovery? Under what conditions on the low-rank matrix M and the sampling index
set Ω is the exact recovery guaranteed in theory?
Theoretical analysis of convex optimization methods for matrix completion has been well-investigated.
For example, it was shown in Cande`s and Recht [2009] that linearly constrained nuclear norm minimization
is guaranteed to complete low-rank matrices exactly as long as the sample complexity is large enough in
comparison with the rank, dimensions and incoherence parameter ofM . Their result in the required sampling
complexity was later improved in the literature, e.g. Cande`s and Tao [2010], Gross [2011], Recht [2011].
In spite of the theoretical advantages of convex optimization, nonconvex optimization methods [Rennie and Srebro,
2005] based on low-rank factorization can reduce memory and computation costs and avoid iterative singular
value decompositions, thereby much more scalable to large datasets than convex optimization. The successes
of nonconvex optimization in matrix completion suggest that inconsistent local minima can be bypassed or
even just do not exist, but it was unclear under what conditions on the sampling complexity and the low-rank
matrix the global minimum is attainable by a vanilla gradient descent method with theoretical guarantees.
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In Keshavan et al. [2010a,b], a nonconvex optimization has been proposed, in which the constraint is the
Cartesian product of two Grassmann manifolds. Under certain requirements on the sampling complexity
in comparison with the rank, incoherence and condition number of the matrix to complete, a method of
alternating gradient descent with initialization is proven to converge to the global minimum and recover
the low rank matrix accurately. Alternating minimization via the low-rank factorization M ≈ XY ⊤ was
analyzed in Jain et al. [2013] provided independent samples are used to update X and Y in each step of the
iteration. Their theoretical results were later improved and extended in Hardt [2014], Hardt and Wootters
[2014], Zhao et al. [2015].
Matrix completion algorithms with brand new samples in each iteration may be impractical given the
observed entries are usually highly limited. Instead, gradient descent for an ℓ2,∞-norm regularized nonconvex
optimization was shown in Sun and Luo [2016] to converge to the global minimum and thereby recover
the low-rank matrix, provided there hold some assumptions on the sampling complexity and the low-rank
matrix. The ℓ2,∞-norm regularization or projection has become a standard assumption for nonconvex matrix
completion ever since, given they can explicitly control the ℓ2,∞ norms of X and Y , which is crucial in the
theoretical analysis. However it has also been observed that ℓ2,∞-norm regularization is numerically inactive
in general, and vanilla methods without such regularization has almost the same effects.
Let’s consider Zheng and Lafferty [2016] as an example. By assuming that rank(M) = r is known and
that Ω satisfies an i.i.d. Bernoulli model with parameter p (i.e., all entries are independently sampled with
probability p), the nonconvex optimization
min
X∈Rn1×r ,Y ∈Rn2×r
f(X,Y ) :=
1
2p
∥∥PΩ (XY ⊤ −M)∥∥2F + 18 ∥∥X⊤X − Y ⊤Y ∥∥2F (1.1)
was proposed there to recover M through X̂Ŷ ⊤. Here PΩ : Rn1×n2 → Rn1×n2 is a projector such that
(PΩ(M))i,j =
{
Mi,j if (i, j) ∈ Ω
0 otherwise.
(1.2)
The sampling rate p is usually unknown but is almost identical to its empirical version |Ω|/(n1n2). In order
to show that (1.1) is able to recover M exactly, a projected gradient descent algorithm was proposed in
Zheng and Lafferty [2016] where the projection depending on unknown parameters is intended to control the
ℓ2,∞ norms of the updates of X and Y . It was shown that with spectral initialization, projected gradient
decent is guaranteed to converge to the global minimum and recover M exactly, provided the sampling rate
satisfies p > c0µr
2κ2max(µ, log(n1 ∨ n2))/(n1 ∧ n2). Here µ is the incoherence parameter introduced in
Cande`s and Recht [2009], κ is the condition number of the rank-r matrix M , i.e., the ratio between the
largest and smallest nonzero singular values of M , and c0 is an absolute constant. On the other hand, it
has also been pointed out in Zheng and Lafferty [2016] that the vanilla gradient descent without ℓ2,∞-norm
projection is observed to recover M exactly in simulations.
Similar ℓ2,∞-norm regularizations have also been used in other related works, see, e.g., Chen and Wainwright
[2015], Yi et al. [2016], Wang et al. [2017], and a crucial question is how to control the ℓ2,∞-norms of the
updates of X and Y without explicit regularization that involves extra tuning parameters. This issue has
been initiatively addressed in Ma et al. [2017], in which the matrix to complete is assumed to be symmetric
and positive semidefinite, and the nonconvex optimization (1.1) is thereby reduced to
min
X∈Rn×r
1
2p
∥∥PΩ (XX⊤ −M)∥∥2F . (1.3)
The work is focused on analyzing the convergence of vanilla gradient descent for (1.3). In particular, the leave-
one-out technique well known in the regression analysis [El Karoui et al., 2013] is employed in order to control
the ℓ2,∞-norms of the updates of X in each step of iteration without explicit regularization or projection.
Ma et al. [2017] shows that vanilla gradient descent is guaranteed to recover M , provided the sampling rate
satisfies p > C poly(κ)µ3r3 log3 n/n, which is somehow inferior to that in Zheng and Lafferty [2016]. This
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naturally raises several questions: Can we improve the required sampling rate from O(poly(µ, κ, logn)r3/n)
to O(poly(µ, κ, logn)r2/n) for vanilla gradient descent without ℓ2,∞-norm regularization? Or is explicit ℓ2,∞-
norm regularization/projection avoidable for achieving the O(poly(µ, κ, logn)r2/n) sampling rate? Also, can
we extend the nonconvex analysis in Ma et al. [2017] to the rectangular case discussed in Zheng and Lafferty
[2016]? This work is intended to answer these questions.
1.1 Our contributions
As aforementioned, this paper aims to establish the assumptions on the sampling complexity and the low-
rank matrix M , under which M can be recovered by the nonconvex optimization (1.1) via vanilla gradient
descent. Roughly speaking, our main result says that as long as p > CSµ
2r2κ14 log(n1 ∨ n2)/(n1 ∧ n2) with
some absolute constant CS , vanilla gradient descent for (1.1) with spectral initialization is guaranteed to
recover M accurately. Compared to Ma et al. [2017] we have made several technical contributions including
the following:
• By assuming the incoherence parameter µ = O(1) and the condition number κ = O(1), regardless of
the logarithms, the sampling rate O˜(r3/n) in Ma et al. [2017] is improved to O˜(r2/(n1 ∧ n2)), which
is consistent with the result in Zheng and Lafferty [2016] where ℓ2,∞-norm projected gradient descent
is employed;
• The leave-one-out analysis for positive semidefinite matrix completion in Ma et al. [2017] is extended
to the rectangular case in our paper;
• In the case µ = O(1), κ = O(1) and r = O(1), the sampling rate O(log3 n/n) in Ma et al. [2017] is im-
proved to O(log(n1∨n2)/(n1∧n2)) in our work, which is consistent with the result in Zheng and Lafferty
[2016] where ℓ2,∞-norm projected gradient descent is used.
To achieve these theoretical improvements and extensions, we need to make a series of modifications for
the proof framework in Ma et al. [2017]. The following technical novelties are worth highlighting, and the
details are deferred to the remaining sections in this paper:
• In order to reduce the sampling rate O˜(r3/n) in Ma et al. [2017] to O˜(r2/n) (assuming µ = O(1),
κ = O(1)), a series of technical novelties are required. First, in the analysis of the spectral initialization
for the gradient descent sequences and those for the leave-one-out sequences, ‖ 1pPΩ(M) − M‖ is
bounded in Ma et al. [2017] basically based on Lemma 39 therein. Instead, we give tighter bounds by
applying Chen [2015, Lemma 2] (Lemma 3.4 in this paper), and the difference is a factor of
√
r. Second,
two pillar lemmas, Lemma 37 in Ma et al. [2017] (restated as Lemma 4.1 in our paper) and a result in
Mathias [1993] (restated as Lemma 4.4 in our paper), are repeatedly used in the leave-one-out analysis
of Ma et al. [2017]. We find that applying a concentration result introduced in Bhojanapalli and Jain
[2014] and Li et al. [2016] (restated as Lemma 4.2 in our paper) to verify the conditions in these lemmas
could lead to sharper error bounds for the leave-one-out sequences. Third, also in the leave-one-out
analysis, we need to modify the application of matrix Bernstein inequality in Ma et al. [2017] in order
to achieve sharper error bounds.
• In order to improve the orders of logarithms, we must improve the Hessian analysis in Ma et al. [2017],
i.e., Lemma 7 therein, and it turns out that Lemma 4.4 from Chen and Li [2017] (restated as Lemma
A.1 in this paper) and Lemma 9 from Zheng and Lafferty [2016] (Lemma A.3 in this paper) are effective
to achieve this goal. These two lemmas are also effective in simplifying the proof in the Hessian analysis.
1.2 Other related work
We have already introduced a series of related works in the previous sections, and this section is intended
to introduce other related works on nonconvex matrix completion, particularly on the theoretical side.
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Besides algorithmic analysis for nonconvex matrix completion, Ge et al. [2016] and following works
Ge et al. [2017], Chen and Li [2017] have been dedicated to the geometric analysis: deriving the sampling
rate conditions under which certain regularized nonconvex objective functions have no spurious local minima.
That is, any local minimum is the global minimum, and thereby recovers the underlying low-rank matrix.
It is also noteworthy that besides matrix completion, algorithmic and geometric nonconvex analyses
have also been conducted for other low-rank recovery problems, such as phase retrieval [Candes et al., 2015,
Sun et al., 2018, Cai et al., 2016, Chen et al., 2018], matrix sensing [Zheng and Lafferty, 2015, Tu et al.,
2016, Li et al., 2018b], blind deconvolution [Li et al., 2018a], etc.
Leave-one-out analysis has been employed in El Karoui et al. [2013] to establish the asymptotic sampling
distribution for robust estimators in high/moderate dimensional regression. This technique has also been
utilized in [Abbe et al., 2017] to control ℓ∞ estimation errors for eigenvectors in stochastic spectral problems,
with applications in exact spectral clustering in community detection without cleaning or regularization. As
aforementioned, in Ma et al. [2017], the authors have employed the leave-one-out technique to control ℓ2,∞
estimation errors for the updates of low-rank factors in each step of gradient descent that solves (1.3). Besides
matrix completion, they also show that similar techniques can be utilized to show the convergence of vanilla
gradient descent in other low-rank recovery problems such as phase retrieval and blind deconvolution. Leave-
one-out analysis has also been successfully employed in the study of Singular Value Projection (SVP) for
matrix completion [Ding and Chen, 2018] and gradient descent with random initialization for phase retrieval
[Chen et al., 2018].
Implicit regularization for gradient descent has also been studied in matrix sensing with over-parameterization.
When the sampling matrices satisfying certain commutative assumptions, it has been shown in Gunasekar et al.
[2017] that gradient descent algorithm with near-origin starting point is guaranteed to recover the underlying
low-rank matrix even under over-parameterized factorization. The result was later extended to the case in
which the sensing operators satisfy certain RIP properties [Li et al., 2018b].
1.3 Notations
Throughout the paper, matrices and vectors are denoted as bold uppercase and lowercase letters, and all
the vectors without the symbol of transpose are column vectors. Fixed absolute constants are defined as
C0, C1, C2, · · · , CI , · · · (their values are fixed and thereby not allowed to be changed from line to line). For
two real numbers x and y, we denote x∧ y := min{x, y} and x∨ y := max{x, y}. We denote the matrix with
all 1’s as J , whose dimensions depend on the context. Some other notations used throughout the paper are
listed below with matrices A and B:
σi(A) the i-th largest singular value of A
λi(A) the i-th largest eigenvalue of the symmetric matrix A
Ai,j the (i, j)-th entry of A
Ai,· the i-th row vector of A, taken as a column vector
A·,j the j-th column vector of A, taken as a column vector
‖A‖ the spectral norm of A
‖A‖F the Frobenius norm of A
‖A‖2,∞ the ℓ2,∞ norm of A, i.e., ‖A‖2,∞ := maxi ‖Ai,·‖2
‖A‖max the largest absolute value of entries of A, i.e., ‖A‖max := maxi,j |Ai,j |
〈A,B〉 the inner product of matrices A and B with the same dimensions, i.e., 〈A,B〉 :=∑i,j Ai,jBi,j
sgn(A) the sign matrix of A, i.e., if A has an singular value decomposition UΛV ⊤, then sgn(A) := UV ⊤
∇f(A,B) the gradient of f(A,B)
∇2f(A,B) the Hessian of f(A,B)
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2 Algorithm and the Leave-one-out Sequences
Recall that our setup for the nonconvex optimization (1.1) is the same as that in Zheng and Lafferty [2016]:
The matrix M is of rank-r; The sampling scheme Ω satisfies the i.i.d. Bernoulli model with parameter p,
i.e., each entry is observed independently with probability p; The operator PΩ is defined as in (1.2). Prior
to explaining why gradient descent with spectral initialization converges to the global minimum of (1.1), we
give the formula for gradient descent in this section. Moreover, we also derive formula for the associated
leave-one-out sequences.
2.1 Gradient descent and spectral initialization
We consider the initialization through a simple singular value decomposition: Let
M0 :=
1
p
PΩ(M) ≈ X˜0Σ0(Y˜ 0)⊤ (2.1)
be top-r partial singular value decomposition of 1pPΩ(M). In other words, the columns of X˜0 ∈ Rn1×r consist
of the leading r left singular vectors of 1pPΩ(M); the diagonal entries of the diagonal matrix Σ0 consist of
the corresponding leading r singular values; and the columns of Y˜ 0 ∈ Rn2×r consist of the corresponding
leading r right singular vectors. Let
X0 = X˜0(Σ0)1/2, Y 0 = Y˜ 0(Σ0)1/2. (2.2)
We choose (X0,Y 0) as the initialization for the gradient descent.
The nonconvex optimization (1.1) yields the following formula for gradients:
∇Xf(X,Y ) =1
p
PΩ
(
XY ⊤ −M)Y + 1
2
X
(
X⊤X − Y ⊤Y ) ,
∇Y f(X,Y ) =1
p
[PΩ (XY ⊤ −M)]⊤X + 1
2
Y
(
Y ⊤Y −X⊤X) .
Then the gradient descent algorithm solving (1.1) with constant step size η can be explicitly stated as follows:
Xt+1 =Xt − η
p
PΩ
(
Xt
(
Y t
)⊤ −M)Y t − η
2
Xt
((
Xt
)⊤
Xt − (Y t)⊤ Y t) ,
Y t+1 =Y t − η
p
[
PΩ
(
Xt
(
Y t
)⊤ −M)]⊤Xt − η
2
Y t
((
Y t
)⊤
Y t − (Xt)⊤Xt) . (2.3)
For any m, we obtain an estimate of M after m iterations as M̂m = Xm(Y m)⊤. We aim to study how
close the estimate M̂m is from the ground truth M under certain assumptions of the sampling complexity.
2.2 Leave-one-out sequences
The key technical idea to prove our main result is the leave-one-out technique that has been employed in
Ma et al. [2017] to establish the convergence of vanilla gradient descent for positive definite matrix completion
(1.3). In this subsection we introduce how to apply this technique to complete rectangular matrices (1.1).
Let’s start with the following notations:
• Denote by Ω−i,· := {(k, l) ∈ Ω : k 6= i} the subset of Ω by discarding entries in the i-th row;
• Denote by Ω·,−j := {(k, l) ∈ Ω : l 6= j} the subset of Ω by discarding entries in the j-th column;
• Denote by Ωi,· := {(i, k) ∈ Ω} the subset of Ω whose first entries are i;
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• Denote by Ω·,j := {(k, j) ∈ Ω} the subset of Ω whose second entries are j;
• The definitions of the projectors PΩ−i,· , PΩ·,−j , PΩi,· and PΩ·,j are similar to that of PΩ as in (1.2);
• Denote by Pi,·(·)/P·,j(·) : Rn1×n2 → Rn1×n2 the orthogonal projector that transforms a matrix by
keeping its i-th row/j-th column and setting all other entries into zeros:
(Pi,·(M))k,l =
{
Mk,l if k = i
0 otherwise,
(P·,j(M))k,l =
{
Mk,l if l = j
0 otherwise.
The above notations will make it convenient to apply the leave-one-out sequences in rectangular matrix
completion, in which there should be an “leave-one-out” sequence associated with each row and each column.
For each row or column, we are about to define the initialization for the associated “leave-one-out” sequence
similarly to the initialization (X0,Y 0) for the gradient descent flow. To be concrete, for the i-th row, define
the matrix
M0,(i) :=
1
p
PΩ−i,·(M) + Pi,·(M),
i.e., the i-th row of 1pPΩ(M) is replaced with the complete i-th row of M . For the j-th column, we define
M0,(n1+j) :=
1
p
PΩ·,−j (M) + P·,j(M),
i.e., the j-th column of 1pPΩ(M) is replaced with the complete j-th column of M . In short, we write
M0,(l) :=

(
1
pPΩ−l,· + Pl,·
)
(M) 1 6 l 6 n1(
1
pPΩ·,−(l−n1) + P·,l−n1
)
(M) n1 + 1 6 l 6 n1 + n2.
(2.4)
For 1 6 l 6 n1 + n2, as with the spectral initialization for gradient descent, let X˜
0,(l)
Σ
0,(l)
(
Y˜ 0,(l)
)⊤
be
top-r partial singular value decomposition of M0,(l). Further, as with the definition of (X0,Y 0) in (2.2),
we define the initialization for the l-th leave-one-out sequence as
X0,(l) = X˜0,(l)
(
Σ
0,(l)
)1/2
, Y 0,(l) = Y˜ 0,(l)
(
Σ
0,(l)
)1/2
. (2.5)
It is clear that if 1 6 l 6 n1, (X
0,(l),Y 0,(l)) is the initialization for the leave-one-out sequence associated
with the l-th row, while if n1 + 1 6 l 6 n1 + n2, (X
0,(l),Y 0,(l)) is associated with the (l − n1)-th column.
Starting with (X0,(l),Y 0,(l)), we define the l-th leave-one-out sequence by considering the corresponding
modification of the nonconvex optimization (1.1). For 1 6 l 6 n1, the nonconvex optimization (1.1) is
modified as
min
X∈Rn1×r ,Y ∈Rn2×r
f(X,Y ) :=
1
2p
∥∥(PΩ−l,· + pPl,·) (XY ⊤ −M)∥∥2F + 18 ∥∥X⊤X − Y ⊤Y ∥∥2F .
The leave-one-out sequence associated with the l-th row is defined as the corresponding gradient descent
sequence with the same step size η:
Xt+1,(l) =Xt,(l) − η
p
PΩ−l,·
(
Xt,(l)(Y t,(l))⊤ −M
)
Y t,(l) − ηPl,·
(
Xt,(l)(Y t,(l))⊤ −M
)
Y t,(l)
− η
2
Xt,(l)
(
(Xt,(l))⊤Xt,(l) − (Y t,(l))⊤Y t,(l)
) (2.6)
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and
Y t+1,(l) =Y t,(l) − η
p
[
PΩ−l,·
(
Xt,(l)(Y t,(l))⊤ −M
)]⊤
Xt,(l) − η
[
Pl,·
(
Xt,(l)(Y t,(l))⊤ −M
)]⊤
Xt,(l)
− η
2
Y t,(l)
(
(Y t,(l))⊤Y t,(l) − (Xt,(l))⊤Xt,(l)
)
(2.7)
Similarly, for n1 + 1 6 l 6 n1 + n2, consider the nonconvex optimization
min
X∈Rn1×r,Y ∈Rn2×r
f(X,Y ) :=
1
2p
∥∥∥(PΩ·,−(l−n1) + pP·,l−n1) (XY ⊤ −M)∥∥∥2F + 18 ∥∥X⊤X − Y ⊤Y ∥∥2F .
Subsequently, the leave-one-out sequence associated with the (l − n1)-th column is defined as the sequence:
Xt+1,(l) =Xt,(l) − η
p
PΩ·,−(l−n1)
(
Xt,(l)(Y t,(l))⊤ −M
)
Y t,(l) − ηP·,l−n1
(
Xt,(l)(Y t,(l))⊤ −M
)
Y t,(l)
− η
2
Xt,(l)
(
(Xt,(l))⊤Xt,(l) − (Y t,(l))⊤Y t,(l)
)
. (2.8)
and
Y t+1,(l) =Y t,(l) − η
p
[
PΩ·,−(l−n1)
(
Xt,(l)(Y t,(l))⊤ −M
)]⊤
Xt,(l) − η
[
P·,l−n1
(
Xt,(l)(Y t,(l))⊤ −M
)]⊤
Xt,(l)
− η
2
Y t,(l)
(
(Y t,(l))⊤Y t,(l) − (Xt,(l))⊤Xt,(l)
)
. (2.9)
These n1+n2 leave-one-out sequences will be employed to prove the convergence of vanilla gradient descent
(2.3) as with Ma et al. [2017] as will be detailed in the next section.
3 Main Results and the Roadmap of Proof
In this section we aim to specify the conditions for M and Ω to guarantee the convergence of the vanilla
gradient descent (2.3) with the spectral initialization (2.2). To begin with, we list some necessary assumptions
and notations as follows: First, M is assumed to be of rank-r, and r is known and thereby used in the
nonconvex optimization (1.1). Consider the singular value decomposition M = U˜ΣV˜ ⊤ = UV ⊤ where
U = U˜(Σ)1/2 ∈ Rn1×r, and V = V˜ (Σ)1/2 ∈ Rn2×r.
Second, denote by µ the subspace incoherence parameter of the rank-r matrix M as in Cande`s and Recht
[2009], i.e., µ := max(µ(colspan(U)), µ(colspan(V ))). Here for any r-dimensional subspace U of Rn, its
incoherence parameter is defined as µ(U) := nr max16i6n ‖PUei‖
2
2 with e1, . . . , en being the standard orthogonal
basis. Third, denote the condition number of M as κ = σ1(M)/σr(M), where σ1(M) and σr(M) are the
first and the r-th singular value of M . Finally, assume that there is some absolute constant C0 > 1 such
that 1/C0 < n1/n2 < C0. With these assumptions and notations, our main result is introduced as follows:
Theorem 3.1. Let Ω be sampled according to i.i.d. Bernoulli model with parameter p. Suppose the sampling
rate satisfies p > CS
µ2r2κ14 log(n1∨n2)
n1∧n2
for some absolute constant CS. Then as long as the gradient descent
step size η in (2.3) satisfies η 6 σr(M)
200σ21(M)
, in an even E with probability P[E] > 1− (n1+n2)−3, the gradient
descent iteration (2.3) starting from the spectral initialization (2.2) converges linearly for at least the first
(n1 + n2)
3 steps:
min
R∈O(r)
∥∥∥∥[ XtY t
]
R−
[
U
V
]∥∥∥∥
F
6 ρt
√
σr(M), 0 6 t 6 (n1 + n2)
3.
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Here O(r) denotes the set of r × r orthogonal matrices, and ρ := 1 − 0.05ησr(M) satisfies 0 < ρ < 1. If
additionally assume η > σr(M)
1000σ21(M)
, the above inequality implies
min
R∈O(r)
∥∥∥∥[ XTY T
]
R−
[
U
V
]∥∥∥∥
F
6 e−(n1+n2)
3/CR
√
σr(M)
for T := (n1 + n2)
3 and an absolute constant CR > 0.
The comparison between our result and that in Ma et al. [2017] (Theorem 2 therein) has already been
summarized in Section 1.1, so we don’t repeat the details here.
In the remainder of this section, we will give a roadmap of the proof for Theorem 3.1. As emphasized
before, our proof framework follows that in Ma et al. [2017]. Roughly speaking, the proof consists of three
major parts: some local properties for the Hessian of the nonconvex objective function f(X,Y ) defined in
(1.1), error bounds for the initialization (X0,Y 0) and those of the leave-one-out sequences (X0,(l),Y 0,(l)),
error bounds for the gradient sequence (Xt,Y t) and the leave-one-out sequences (Xt,(l),Y t,(l)). We next
introduce the key lemmas for these three parts.
3.1 Local properties of the Hessian
As with Ma et al. [2017, Lemma 7], we characterize some local properties of the Hessian of the objective
function f(X,Y ):
Lemma 3.2. Suppose the sampling rate satisfies p > CS1
µrκ log(n1∨n2)
n1∧n2
for some absolute constant CS1, then
on an event EH with probability P[EH ] > 1− 3(n1 + n2)−11, we have
vec
([
DX
DY
])⊤
∇2f(X,Y ) vec
([
DX
DY
])
>
1
5
σr(M)
∥∥∥∥[ DXDY
]∥∥∥∥2
F
(3.1)
and
‖∇2f(X,Y )‖ 6 5σ1(M), (3.2)
uniformly for all X ∈ Rn1×r,Y ∈ Rn2×r satisfying∥∥∥∥[ X −UY − V
]∥∥∥∥
2,∞
6
1
500κ
√
n1 + n2
√
σ1(M) (3.3)
and all DX ∈ Rn1×r, DY ∈ Rn2×r such that
[
DX
DY
]
is in the set{[
X1
Y1
]
R̂−
[
X2
Y2
]
:
∥∥∥∥[ X2 −UY2 − V
]∥∥∥∥ 6
√
σ1(M)
500κ
, R̂ := argmin
R∈O(r)
∥∥∥∥[ X1Y1
]
R −
[
X2
Y2
]∥∥∥∥
F
}
. (3.4)
The proof is basically similar to Ma et al. [2017, Lemma 7], but as mentioned in Section 1.1, we apply
Lemma 4.4 from Chen and Li [2017] and Lemma 9 from Zheng and Lafferty [2016] to improve the orders of
logarithms. The details are deferred to Section A in the appendix.
3.2 Analysis of the initializations for the Leave-one-out sequences
As with Ma et al. [2017, Lemma 13], we now specify how close the spectral initialization (X0,Y 0) in (2.2)
and its leave-one-out counterparts (X0,(l),Y 0,(l)) in (2.5) are from the low-rank factors (U ,V ) for the
underlying low-rank matrix M (recall that M = UV ⊤). To begin with, we list some convenient notations
for several orthogonal matrices that relate (X0,Y 0), (X0,(l),Y 0,(l)) and (U ,V ):
R0 := argmin
R∈O(r)
∥∥∥∥[ X0Y 0
]
R−
[
U
V
]∥∥∥∥
F
,
8
R0,(l) := argmin
R∈O(r)
∥∥∥∥[ X0,(l)Y 0,(l)
]
R−
[
U
V
]∥∥∥∥
F
and
T 0,(l) := argmin
R∈O(r)
∥∥∥∥[ X0Y 0
]
R0 −
[
X0,(l)
Y 0,(l)
]
R
∥∥∥∥
F
. (3.5)
Lemma 3.3. There are two fixed absolute constants CI and CS2, such that if p > CS2
µ2r2κ6 log(n1∨n2)
n1∧n2
, then
on an event Einit ⊂ EH (defined in Lemma 3.2) with probability P[Einit] > 1− (n1 + n2)−10, there hold the
following inequalities∥∥∥∥[ X0Y 0
]
R0 −
[
U
V
]∥∥∥∥ 6CI
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p
√
σ1(M), (3.6)∥∥∥∥∥
([
X0,(l)
Y 0,(l)
]
R0,(l) −
[
U
V
])
l,·
∥∥∥∥∥
2
6100CI
√
µ2r2κ7 log(n1 ∨ n2)
(n1 ∧ n2)2p
√
σ1(M), l = 1, 2, · · · , n1 + n2, (3.7)
∥∥∥∥[ X0Y 0
]
R0 −
[
X0,(l)
Y 0,(l)
]
T 0,(l)
∥∥∥∥
F
6CI
√
µ2r2κ10 log(n1 ∨ n2)
(n1 ∧ n2)2p
√
σ1(M), l = 1, 2, · · · , n1 + n2. (3.8)
The detailed proof of Lemma 3.3 is deferred to Appendix B, while we here highlight some key ideas in
the proof. First, in order to transition the problem of rectangular matrix completion into symmetric matrix
completion, the trick of “symmetric dilation” introduced in Paulsen [2002], Abbe et al. [2017] is employed.
Moreover, a major technical novelty in our proof is to replace Ma et al. [2017, Lemma 39] with Chen [2015,
Lemma 2] to obtain sharper error bounds as shown in (3.6), (3.7) and (3.8). We restate that lemma here:
Lemma 3.4 (Modification of Chen 2015, Lemma 2). Let A be any fixed n1 × n2 matrix, and let the index
set Ω ∈ [n1]× [n2] satisfy the i.i.d. Bernoulli model with parameter p. Denote
A :=
[
0 A
A⊤ 0
]
,Ω := {(i, j) | 1 6 i, j 6 n1 + n2, (i, j − n1) ∈ Ω or (j, i− n1) ∈ Ω}.
There is an absolute constant C4 and an event ECh with probability P[ECh] > 1 − (n1 + n2)−11, such that
for all 1 6 l 6 n1 + n2 there hold∥∥∥∥1pPΩ−l(A) + Pl(A)−A
∥∥∥∥ 6 ∥∥∥∥1pPΩ(A)−A
∥∥∥∥ 6 C4
(
log(n1 ∨ n2)
p
‖A‖max +
√
log(n1 ∨ n2)
p
‖A‖2,∞
)
.
(3.9)
Here
PΩ−l(A) :=
∑
(i,j)∈Ω,i6=l,j 6=l
Ai,jeie
⊤
j , Pl(A) :=
∑
(i,j)∈[n1+n2]×[n1+n2],i=l or j=l
Ai,jeie
⊤
j ,
and e1, . . . en1+n2 are the standard basis of R
n1+n2 .
The second inequality in (3.9) is directly implied by Chen [2015]. In fact, Chen [2015] yields the bound
for
∥∥∥ 1pPΩ(A)−A∥∥∥. On the other hand, the equalities∥∥∥∥1pPΩ(A)−A
∥∥∥∥ =
∥∥∥∥∥∥
 0 1pPΩ(A)−A(
1
pPΩ(A)−A
)⊤
0
∥∥∥∥∥∥ =
∥∥∥∥1pPΩ(A)−A
∥∥∥∥
as well as ‖A‖max = ‖A‖max and ‖A‖2,∞ = max{‖A‖2,∞, ‖A⊤‖2,∞} translate the bound in Chen [2015] to
our result. As to the first inequality in (3.9), it holds due simply to the fact that 1pPΩ−l(A) + Pl(A)−A is
essentially a submatrix of 1pPΩ(A)−A (the l-th column and l-th row are changed to zeros.)
3.3 Analysis for the leave-one-out sequences
In this section we are about to introduce the lemma that guarantees the convergence of the gradient descent
for the nonconvex optimization (1.1) with the leave-one-out technique. To be concrete, we are going to
control certain distances between the gradient descent sequence (Xt,Y t) in (2.3), the leave-one-out sequences
(Xt,(l),Y t,(l)) in (2.6), (2.7), (2.8) and (2.9), and the low-rank factors (U ,V ). Again, we denote some
orthogonal matrices that relate (Xt,Y t), (Xt,(l),Y t,(l)) and (U ,V ) for 1 6 l 6 n1 + n2:
Rt := argmin
R∈O(r)
∥∥∥∥[ XtY t
]
R−
[
U
V
]∥∥∥∥
F
,
Rt,(l) := argmin
R∈O(r)
∥∥∥∥[ Xt,(l)Y t,(l)
]
R−
[
U
V
]∥∥∥∥
F
,
T t,(l) := argmin
R∈O(r)
∥∥∥∥[ XtY t
]
Rt −
[
Xt,(l)
Y t,(l)
]
R
∥∥∥∥
F
.
(3.10)
Lemma 3.5. Let the sampling rate satisfy p > CS3
µ2r2κ14 log(n1∨n2)
n1∧n2
for some absolute constant CS3, and
CI be the absolute constant defined in Lemma 3.3. Furthermore, let the the step size satisfy η 6
σr(M)
200σ21(M)
,
and denote ρ = 1 − 0.05ησr(M). For any fixed t > 0, if on an event Etgd ⊂ EH (defined in Lemma 3.2)
there hold ∥∥∥∥[ XtY t
]
Rt −
[
U
V
]∥∥∥∥ 6CIρt
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p
√
σ1(M), (3.11)∥∥∥∥∥
([
Xt,(l)
Y t,(l)
]
Rt,(l) −
[
U
V
])
l,·
∥∥∥∥∥
2
6100CIρ
t
√
µ2r2κ10 log(n1 ∨ n2)
(n1 ∧ n2)2p
√
σ1(M), (3.12)
∥∥∥∥[ XtY t
]
Rt −
[
Xt,(l)
Y t,(l)
]
T t,(l)
∥∥∥∥
F
6CIρ
t
√
µ2r2κ10 log(n1 ∨ n2)
(n1 ∧ n2)2p
√
σ1(M), (3.13)∥∥∥∥[ XtY t
]
Rt −
[
U
V
]∥∥∥∥
2,∞
6110CIρ
t
√
µ2r2κ12 log(n1 ∨ n2)
(n1 ∧ n2)2p
√
σ1(M), (3.14)
then on an event Et+1gd ⊂ Etgd satisfying P[Etgd\Et+1gd ] 6 (n1 + n2)−10, the above inequalities (3.11), (3.12),
(3.13) and (3.14) also hold for t+ 1.
If we translate the inequalities (70) in Ma et al. [2017] in terms of
√
σ1(M), a straightforward compar-
ison shows that our bounds are O(
√
r) tighter. Our key technical novelty for this improvement has been
summarized in Section 1.1 and is thereby not repeated here. The detailed proof is deferred to Section 4.
3.4 Proof of the main theorem
We are now ready to give a proof for the main theorem based upon the above lemmas:
Proof of Theorem 3.1. We choose CS = CS2 + CS3 + 2C
2
I where CS2, CS3 and CI are defined in Lemma
3.3 and 3.5. Then the requirements on the sampling rate p in both Lemma 3.3 and 3.5 are satisfied. By
Lemma 3.3, the inequalities (3.6), (3.7) and (3.8) hold on the event Einit defined there, which implies that
the inequalities (3.11), (3.12) and (3.13) hold for t = 0 on Einit. Moreover, (3.14) can be straightforwardly
implied by (3.11), (3.12) and (3.13) (the proof is deferred to Section 4.5), and thereby also holds for t = 0.
Let E0gd = Einit. By applying Lemma 3.5 iteratively for t = 1, 2, . . . , (n1 + n2)
3, we know on an event
10
E := E
(n1+n2)
3
gd ⊂ · · · ⊂ E0gd = Einit there holds∥∥∥∥[ XtY t
]
Rt −
[
U
V
]∥∥∥∥ 6 CIρt
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p
√
σ1(M)
for all t satisfying 0 6 t 6 (n1 + n2)
3 and ρ := 1− 0.05ησr(M). This further implies that∥∥∥∥[ XtY t
]
Rt −
[
U
V
]∥∥∥∥
F
6
√
2r
∥∥∥∥[ XtY t
]
Rt −
[
U
V
]∥∥∥∥ 6 √2rCIρt
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p
√
σ1(M) 6 ρ
t
√
σr(M),
(3.15)
where the last inequality is due to our assumption p > 2C2I
µr2κ7 log(n1∨n2)
n1∧n2
. Lemma 3.5 also implies that
P[E
(n1+n2)
3
gd ] > 1−
(
1 + (n1 + n2)
3
)
(n1 + n2)
−10 > 1− (n1 + n2)−3,
which gives the proof of the part of Theorem 3.1. If we assume additionally that η > σr(M)
1000σ21(M)
, which
directly gives 0 < ρ 6 1− 5× 10−5. This implies that
ρ(n1+n2)
3
6 exp(log(1− 5× 10−5)(n1 + n2)3) 6 exp(−(n1 + n2)3/CR).
for some absolute constant CR. 
4 Proof of Lemma 3.5
In this section, we give the proof of Lemma 3.5. Within the proof, we will mainly follow the proof structure
introduced in Ma et al. [2017], and useful lemmas from Ma et al. [2017] such as Lemma 4.1 and Lemma 4.4
are intensively used. Moreover, we use Lemma 4.2 throughout this section to simplify the proof, and we
also conduct a more meticulous application of the vector Bernstein inequality. These efforts result an O(
√
r)
tighter on our error bounds.
4.1 Key Lemmas
In this subsection, we list some useful lemmas which will be used to prove Lemma 3.5.
First, we need a lemma from Ma et al. [2017]:
Lemma 4.1 (Ma et al. 2017, Lemma 37). Suppose X0,X1,X2 ∈ Rn×r are matrices such that
‖X1 −X0‖‖X0‖ 6 σ
2
r(X0)
2
, ‖X1 −X2‖‖X0‖ 6 σ
2
r (X0)
4
. (4.1)
Denote
R1 := argmin
R∈O(r)
‖X1R−X0‖F , R2 := argmin
R∈O(r)
‖X2R−X0‖F .
Then the following two inequalities hold true:
‖X1R1 −X2R2‖ 6 5σ
2
1(X0)
σ2r(X0)
‖X1 −X2‖, ‖X1R1 −X2R2‖F 6 5σ
2
1(X0)
σ2r(X0)
‖X1 −X2‖F .
In order to control ‖PΩ(AB⊤) − pAB⊤‖, Bhojanapalli and Jain [2014] and Li et al. [2016] introduced
the following spectral lemma:
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Lemma 4.2 (Bhojanapalli and Jain 2014, Li et al. 2016). Let Ω ⊂ [n1] × [n2] be set of indices of revealed
entries, and Ω be the matrix such that Ωi,j = 1 if (i, j) ∈ Ω, Ωi,j = 0 otherwise. For any matrix A,B with
suitable shape, we have
‖PΩ(AB⊤)− pAB⊤‖ 6 ‖Ω− pJ‖‖A‖2,∞‖B‖2,∞.
In order to proceed, we also need a control of ‖Ω−pJ‖, which is discussed in literatures like Bandeira et al.
[2016] and Vu [2018]:
Lemma 4.3. There is a constant C3 > 0 such that if p > C3
log(n1∨n2)
n1∧n2
, then on an event ES with probability
P[ES ] > 1− (n1 + n2)−11, we have
‖Ω− pJ‖ 6 C3
√
(n1 ∧ n2)p.
Here we use the assumption that 1/C0 < n1/n2 < C0 and C3 is dependent on C0.
Finally, we need a lemma to control the norm of sgn(C +E)− sgn(C) by the norm of E:
Lemma 4.4 (Mathias 1993, Ma et al. 2017). Let C ∈ Rr×r be a nonsingular matrix. Then for any matrix
E ∈ Rr×r with ‖E‖ 6 σr(C) and any unitarily invariant norm  · , one have
sgn(C +E)− sgn(C) 6 2
σr−1(C) + σr(C)
E.
4.2 Proof of (3.11)
For the spectral norm, first consider the auxiliary iterates defined as following:
X˜t+1 =XtRt − η
p
PΩ
(
Xt
(
Y t
)⊤ −UV ⊤)V − η
2
U(Rt)⊤
((
Xt
)⊤
Xt − (Y t)⊤ Y t)Rt,
Y˜ t+1 =Y tRt − η
p
[
PΩ
(
Xt
(
Y t
)⊤ −UV ⊤)]⊤U − η
2
V (Rt)⊤
((
Y t
)⊤
Y t − (Xt)⊤Xt)Rt. (4.2)
Then by triangle inequality, we have the following decomposition:∥∥∥∥[ Xt+1Y t+1
]
Rt+1 −
[
U
V
]∥∥∥∥ 6
∥∥∥∥∥
[
Xt+1
Y t+1
]
Rt+1 −
[
X˜t+1
Y˜ t+1
]∥∥∥∥∥+
∥∥∥∥∥
[
X˜t+1
Y˜ t+1
]
−
[
U
V
]∥∥∥∥∥
6
∥∥∥∥∥E
[
X˜t+1
Y˜ t+1
]
−
[
X˜t+1
Y˜ t+1
]∥∥∥∥∥︸ ︷︷ ︸
α1
+
∥∥∥∥∥E
[
X˜t+1
Y˜ t+1
]
−
[
U
V
]∥∥∥∥∥︸ ︷︷ ︸
α2
+
∥∥∥∥∥
[
Xt+1
Y t+1
]
Rt+1 −
[
X˜t+1
Y˜ t+1
]∥∥∥∥∥︸ ︷︷ ︸
α3
.
(4.3)
First for α1, since
E
[
X˜t+1
Y˜ t+1
]
−
[
X˜t+1
Y˜ t+1
]
= η
[
1
pPΩ
(
Xt(Y t)⊤ −UV ⊤)V − (Xt(Y t)⊤ −UV ⊤)V
1
p
[PΩ (Xt(Y t)⊤ −UV ⊤)]⊤U − (Xt(Y t)⊤ −UV ⊤)⊤U
]
,
and using the fact that
∥∥∥∥[ AB
]∥∥∥∥ 6 ‖A‖ + ‖B‖ for any A,B with suitable shape, as well as ‖U‖ = ‖V ‖,
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we have
α1 =η
∥∥∥∥∥∥

(
1
pPΩ
(
Xt(Y t)⊤ −UV ⊤)− (Xt(Y t)⊤ −UV ⊤))V(
1
pPΩ
(
Xt(Y t)⊤ −UV ⊤)− (Xt(Y t)⊤ −UV ⊤))⊤U
∥∥∥∥∥∥
62η‖U‖
∥∥∥∥1pPΩ (Xt(Y t)⊤ −UV ⊤)− (Xt(Y t)⊤ −UV ⊤)
∥∥∥∥
62η‖U‖
(∥∥∥∥1pPΩ(∆tXV ⊤)−∆tXV ⊤
∥∥∥∥+ ∥∥∥∥1pPΩ (U(∆tY )⊤ −U(∆tY )⊤)
∥∥∥∥
+
∥∥∥∥1pPΩ (∆tX(∆tY )⊤)−∆tX(∆tY )⊤
∥∥∥∥) .
Here we denote ∆t
X
:= XtRt −U ,∆t
Y
:= Y tRt −V , and ∆t :=
[
∆
t
X
∆
t
Y
]
. Using Lemma 4.2, we can show
that
α1 6
2η
p
‖U‖‖Ω− pJ‖(‖∆tX‖2,∞‖V ‖2,∞ + ‖U‖2,∞‖∆tY ‖2,∞ + ‖∆tX‖2,∞‖∆tY ‖2,∞).
From (3.14), if
p > 1102C2I
µrκ11 log(n1 ∨ n2)
n1 ∧ n2 ,
then
‖∆t‖2,∞ 6
√
µrκ
n1 ∧ n2
√
σ1(M).
Here we also use the fact that ρ < 1. Moreover, using Lemma 4.3, if in addtion
p > (C3 + 16× 6602)µ
2r2κ9 log(n1 ∨ n2)
n1 ∧ n2 ,
then on the event Etgd ⊂ EH ⊂ ES , we have
α1 6
2η
p
√
σ1(M)
√
(n1 ∧ n2)p× 3
(
110CIρ
t
√
µ2r2κ12 log(n1 ∨ n2)
(n1 ∧ n2)2p
√
σ1(M)
√
µrκ
n1 ∧ n2
√
σ1(M)
)
6660ηCIρ
t
√
µ3r3κ13 log(n1 ∨ n2)
(n1 ∧ n2)2p2
√
σ1(M)
3
60.25ησr(M)CIρ
t
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p
√
σ1(M).
(4.4)
For α2, we have
E
[
X˜t+1
Y˜ t+1
]
−
[
U
V
]
=
 XtRt − η (Xt(Y t)⊤ −UV ⊤)V − η2U(Rt)⊤ ((Xt)⊤Xt − (Y t)⊤ Y t)Rt −U
Y tRt − η (Xt(Y t)⊤ −UV ⊤)⊤U − η2V (Rt)⊤ ((Y t)⊤ Y t − (Xt)⊤Xt)Rt − V

=
[
∆
t
X
− η∆t
X
V ⊤V − ηU(∆t
Y
)⊤V − η2U(∆tX)⊤U − η2UU⊤∆tX + η2U(∆tY )⊤V + η2UV ⊤∆tY + ηE1
∆
t
Y
− ηV (∆t
X
)⊤U − η∆t
Y
U⊤U − η2V (∆tY )⊤V − η2V V ⊤∆tY + η2V (∆tX)⊤U + η2V U⊤∆tX + ηE2
]
.
(4.5)
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Here
E1 := −∆tX(∆tY )⊤V −
1
2
U(∆tX)
⊤
∆
t
X +
1
2
U(∆tY )
⊤
∆
t
Y ,
E2 := −∆tY (∆tX)⊤U −
1
2
V (∆tY )
⊤
∆
t
Y +
1
2
V (∆tX)
⊤
∆
t
X
denote terms with at least two ∆t
X
’s and ∆t
Y
’s. By the way we define Rt in (3.10),
[
XtRt
Y tRt
]⊤ [
U
V
]
is
positive semidefinite. Therefore,[
XtRt −U
Y tRt − V
]⊤ [
U
V
]
= (∆tX)
⊤U + (∆tY )
⊤V
is symmetric. Plugging this fact back to (4.5) we have
E
[
X˜t+1
Y˜ t+1
]
−
[
U
V
]
=
[
∆
t
X
− η∆t
X
V ⊤V − ηUU⊤∆t
X
+ ηE1
∆
t
Y
− η∆t
Y
U⊤U − ηV V ⊤∆t
Y
+ ηE2
]
=
1
2
[
∆
t
X
∆
t
Y
]
(I − 2ηU⊤U) + 1
2
(
I − 2η
[
UU⊤ 0
0 V V ⊤
])[
∆
t
X
∆
t
Y
]
+ ηE ,
where E :=
[
E1
E2
]
. Here the last equality uses the fact that U⊤U = V ⊤V . Recall that we define U by
U˜Σ1/2 and V by V˜ Σ1/2, UU⊤ and V V ⊤ share the same eigenvalues. Therefore, we have
α2 =
∥∥∥∥∥E
[
X˜t+1
Y˜ t+1
]
−
[
U
V
]∥∥∥∥∥
6
1
2
‖I − 2ηU⊤U‖‖∆t‖+ 1
2
‖∆t‖
∥∥∥∥I − 2η [ UU⊤ 00 V V ⊤
]∥∥∥∥+ η‖E‖
6(1− ησr(M))‖∆t‖+ η‖E‖.
By the definition of E,
‖E‖ 6 4‖∆t‖2‖U‖
holds. From (3.11) and since
p > 1600C2I
µrκ8 log(n1 ∨ n2)
n1 ∧ n2 ,
on the event Etgd,
‖E‖ 6 4× CIρt
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p σ1(M)‖∆
t‖ 6 0.1σr(M)‖∆t‖
holds. Therefore, we have
α2 6 (1− 0.9ησr(M))‖∆t‖. (4.6)
Now we can start to control α3. Rewrite α3 as
α3 =
∥∥∥∥∥
[
Xt+1
Y t+1
]
Rt+1 −
[
X˜t+1
Y˜ t+1
]∥∥∥∥∥ =
∥∥∥∥∥
[
Xt+1
Y t+1
]
Rt(Rt)⊤Rt+1 −
[
X˜t+1
Y˜ t+1
]∥∥∥∥∥ .
We want to apply Lemma 4.1 with
X0 =
[
U
V
]
, X1 =
[
Xt+1
Y t+1
]
Rt, and X2 =
[
X˜t+1
Y˜ t+1
]
. (4.7)
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By the way we define U and V , we have σ1(X0) =
√
2σ1(M), σ2(X0) =
√
2σ2(M), · · · , σr(X0) =√
2σr(M), and σ1(X0)/σr(X0) =
√
κ. In order to proceed, we first assume we can apply Lemma 4.1
here:
Claim 4.5. Under the setup of Lemma 3.5, on the event Etgd ⊂ EH ⊂ ES, the requirement of Lemma 4.1 to
apply here is satisfied with X0, X1 and X2 defined as in (4.7). Moreover, by applying Lemma 4.1, we have
α3 =
∥∥∥∥∥
[
X˜t+1
Y˜ t+1
]
−
[
Xt+1
Y t+1
]
Rt+1
∥∥∥∥∥ 6 0.5ησr(M)‖∆t‖. (4.8)
Now by putting the estimations of α1, α2, α3, (4.4), (4.6), (4.8) together,∥∥∥∥[ Xt+1Y t+1
]
Rt+1 −
[
U
V
]∥∥∥∥
6α1 + α2 + α3
6(1− 0.9ησr(M))‖∆t‖+ 0.25ησr(M)CIρt
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p
√
σ1(M) + 0.5ησr(M)‖∆t‖
6CIρ
t+1
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p
√
σ1(M)
(4.9)
holds on the event Etgd ⊂ EH ⊂ ES , where the last inequality uses (3.11) and ρ = 1− 0.05ησr(M).
Proof of Claim 4.5. By the definition of Rt+1 in (3.10), we can verify that R1 = (R
t)⊤Rt+1. Now we want
to show that R2 = I. In other words, we want to show[
U
V
]⊤ [
X˜t+1
Y˜ t+1
]
 0.
First, from (4.2),[
U
V
]⊤ [
X˜t+1
Y˜ t+1
]
=U⊤XtRt − η
p
U⊤PΩ
(
Xt(Y t)⊤ −UV ⊤)V
− η
2
U⊤U(Rt)⊤
(
(Xt)⊤Xt − (Y t)⊤Y t)Rt
+ V ⊤Y tRt − η
p
V ⊤
[PΩ (Xt(Y t)⊤ −UV ⊤)]⊤U
− η
2
V ⊤V (Rt)⊤
(
(Y t)⊤Y t − (Xt)⊤Xt)Rt
=U⊤XtRt + V ⊤Y tRt − η
p
U⊤PΩ
(
Xt(Y t)⊤ −UV ⊤)V
− η
p
V ⊤
[PΩ (Xt(Y t)⊤ −UV ⊤)]⊤U ,
where the last equation holds since U⊤U = V ⊤V . By the definition of Rt, U⊤XtRt+V ⊤Y tRt is positive
semidefinite, therefore symmetric. Therefore,
[
U
V
]⊤ [
X˜t+1
Y˜ t+1
]
is symmetric. Moreover, we have
∥∥∥∥∥
[
U
V
]⊤ [
X˜t+1
Y˜ t+1
]
−
[
U
V
]⊤ [
U
V
]∥∥∥∥∥ 6
∥∥∥∥[ UV
]∥∥∥∥
∥∥∥∥∥
[
X˜t+1
Y˜ t+1
]
−
[
U
V
]∥∥∥∥∥ 6 2√σ1(M)(α1 + α2),
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where the last inequality holds by triangle inequality and the definition of α1 and α2 in (4.3). From (4.4)
and (4.6),
α1 + α2 6 (1− 0.9ησr(M))‖∆t‖+ 0.25ησr(M)CIρt
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p
√
σ1(M)
holds on the event Etgd. Therefore, from (3.11), and the fact that
p > 16C2I
µrκ8 log(n1 ∨ n2)
n1 ∧ n2
and
η 6
σr(M)
200σ21(M)
,
we have∥∥∥∥∥
[
U
V
]⊤ [
X˜t+1
Y˜ t+1
]
−
[
U
V
]⊤ [
U
V
]∥∥∥∥∥ 6
∥∥∥∥[ UV
]∥∥∥∥
∥∥∥∥∥
[
X˜t+1
Y˜ t+1
]
−
[
U
V
]∥∥∥∥∥ 6 0.5σr(M) 6 0.5σ2r(X0)
on the event Etgd. By the fact that
[
U
V
]⊤ [
U
V
]
= U⊤U + V ⊤V = 2U⊤U , we have
λr
([
U
V
]⊤ [
U
V
])
= 2σr(M).
By the construction of
[
U
V
]⊤ [
X˜t+1
Y˜ t+1
]
, it is an r× r symmetric matrix. From Weyl’s inequality, suppose
A,B ∈ Rr×r be two symmetirc matrices, then for i = 1, · · · , r,
|λi(A) − λi(B)| 6 ‖A−B‖.
Therefore, we have
λr
([
U
V
]⊤ [
X˜t+1
Y˜ t+1
])
> 1.5σr(M),
and
[
U
V
]⊤ [
X˜t+1
Y˜ t+1
]
is PSD. Therefore, we have
I = R2 = argmin
R∈O(r)
∥∥∥∥∥
[
X˜t+1
Y˜ t+1
]
R−
[
U
V
]∥∥∥∥∥
F
.
Now we want to verify condition (4.1) of Lemma 4.1 is valid here. Since we have already shown∥∥∥∥[ UV
]∥∥∥∥
∥∥∥∥∥
[
X˜t+1
Y˜ t+1
]
−
[
U
V
]∥∥∥∥∥ 6 0.5σ2r(X0),
the first inequality is verified. Moreover, by the definition of Xt+1 and Y t+1,
Xt+1Rt = XtRt − ηpPΩ(Xt(Y t)⊤ −UV ⊤)Y tRt − η2 (XtRt)(Rt)⊤((Xt)⊤Xt − (Y t)⊤Y t)Rt,
Y t+1Rt = Y tRt − ηp
[PΩ(Xt(Y t)⊤ −UV ⊤)]⊤XtRt − η2 (Y tRt)(Rt)⊤((Y t)⊤Y t − (Xt)⊤Xt)Rt.
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Hence, ∥∥∥∥∥
[
X˜t+1
Y˜ t+1
]
−
[
Xt+1
Y t+1
]
Rt
∥∥∥∥∥
=η
∥∥∥∥∥
[
1
pPΩ
(
Xt(Y t)⊤ −UV ⊤)∆t
Y
+ 12∆
t
X
(Rt)⊤
(
(Xt)⊤Xt − (Y t)⊤Y t)Rt
1
p
[PΩ (Xt(Y t)⊤ −UV ⊤)]⊤∆tX + 12∆tY (Rt)⊤ ((Y t)⊤Y t − (Xt)⊤Xt)Rt
]∥∥∥∥∥
6η
∥∥∥∥∥
[
0
1
pPΩ
(
Xt(Y t)⊤ −UV ⊤)
1
p
[PΩ (Xt(Y t)⊤ −UV ⊤)]⊤ 0
] [
∆
t
X
∆
t
Y
]∥∥∥∥∥
+
η
2
(‖∆tX‖+ ‖∆tY ‖)
∥∥(Rt)⊤ ((Xt)⊤Xt − (Y t)⊤Y t)Rt∥∥
6η
(∥∥∥∥1pPΩ (Xt(Y t)⊤ −UV ⊤)
∥∥∥∥+ ∥∥(Rt)⊤ ((Xt)⊤Xt − (Y t)⊤Y t)Rt∥∥) ‖∆t‖.
(4.10)
In order to bound
∥∥∥ 1pPΩ (Xt(Y t)⊤ −UV ⊤)∥∥∥, using Lemma 4.2 we have∥∥∥∥1pPΩ (Xt(Y t)⊤ −UV ⊤)
∥∥∥∥
6
∥∥∥∥1pPΩ(∆tXV ⊤)−∆tXV ⊤
∥∥∥∥+ ‖∆tXV ⊤‖+ ∥∥∥∥1pPΩ (U(∆tY )⊤)−U(∆tY )⊤
∥∥∥∥+ ∥∥U(∆tY )⊤∥∥
+
∥∥∥∥1pPΩ (∆tX(∆tY )⊤)−∆tX(∆tY )⊤
∥∥∥∥+ ∥∥∆tX(∆tY )⊤∥∥
6
‖Ω− pJ‖
p
(‖∆tX‖2,∞‖V ‖2,∞ + ‖∆tY ‖2,∞‖U‖2,∞ + ‖∆tX‖2,∞‖∆tY ‖2,∞)
+ ‖∆tX‖‖V ‖+ ‖∆tY ‖‖U‖+ ‖∆tX‖‖∆tY ‖.
(4.11)
And in addition ∥∥(Rt)⊤ ((Xt)⊤Xt − (Y t)⊤Y t)Rt∥∥
=
∥∥U⊤∆tX + (∆tX)⊤U + (∆tX)⊤∆tX − V ⊤∆tY − (∆tY )⊤V − (∆tY )⊤∆tY ∥∥
62‖U‖‖∆tX‖+ 2‖V ‖‖∆tY ‖+ ‖∆tX‖2 + ‖∆tY ‖2.
(4.12)
Combining the estimations (4.11) and (4.12) together and plugging back into (4.10) we have∥∥∥∥∥
[
X˜t+1
Y˜ t+1
]
−
[
Xt+1
Y t+1
]
Rt
∥∥∥∥∥
6η
‖Ω− pJ‖
p
(‖∆tX‖2,∞‖V ‖2,∞ + ‖∆tY ‖2,∞‖U‖2,∞ + ‖∆tX‖2,∞‖∆tY ‖2,∞)‖∆t‖
+ η
(‖∆tX‖‖V ‖+ ‖∆tY ‖‖U‖+ ‖∆tX‖‖∆tY ‖+ 2‖U‖‖∆tX‖+ 2‖V ‖‖∆tY ‖+ ‖∆tX‖2 + ‖∆tY ‖2) ‖∆t‖.
(4.13)
From (3.11), (3.14) and
p > (6600CI + 32400C
2
I )
µ1.5r1.5κ10 log(n1 ∨ n2)
n1 ∧ n2 ,
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applying Lemma 4.3 we have
‖Ω− pJ‖
p
(‖∆tX‖2,∞‖V ‖2,∞ + ‖∆tY ‖2,∞‖U‖2,∞ + ‖∆tX‖2,∞‖∆tY ‖2,∞)
+
(‖∆tX‖‖V ‖+ ‖∆tY ‖‖U‖+ ‖∆tX‖‖∆tY ‖+ 2‖U‖‖∆tX‖+ 2‖V ‖‖∆tY ‖+ ‖∆tX‖2 + ‖∆tY ‖2)
63
√
n1 ∧ n2
p
√
µrκ
n1 ∧ n2 110CIρ
t
√
µ2r2κ12 log(n1 ∨ n2)
(n1 ∧ n2)2p σ1(M) + 9CIρ
t
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p σ1(M)
6
1
10κ
σr(M) 6
1
2
σ1(M).
Therefore, by plugging back to (4.13),∥∥∥∥∥
[
X˜t+1
Y˜ t+1
]
−
[
Xt+1
Y t+1
]
Rt
∥∥∥∥∥ 6 110κησr(M)‖∆t‖, (4.14)
and ∥∥∥∥∥
[
X˜t+1
Y˜ t+1
]
−
[
Xt+1
Y t+1
]
Rt
∥∥∥∥∥
∥∥∥∥[ UV
]∥∥∥∥ 6η 12σ1(M)2√σ1(M)‖∆t‖
6η
√
σ1(M)
3
CIρ
t
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p
√
σ1(M)
6
1
4
σr(M) 6
1
4
σ2r (X0)
holds on the event Etgd, here the second inequality holds since (3.11),
p > C2I
µrκ6 log(n1 ∨ n2)
n1 ∧ n2 ,
and
η 6
σr(M)
200σ21(M)
.
Therefore, all the requirements in (4.1) of Lemma 4.1 is valid, and Lemma 4.1 can be applied with X0, X1
and X2 defined as in (4.7). By applying Lemma 4.1,
α3 =
∥∥∥∥∥
[
X˜t+1
Y˜ t+1
]
−
[
Xt+1
Y t+1
]
Rt+1
∥∥∥∥∥ 6 5κ
∥∥∥∥∥
[
X˜t+1
Y˜ t+1
]
−
[
Xt+1
Y t+1
]
Rt
∥∥∥∥∥ .
Combining with (4.14),
α3 6 0.5ησr(M)‖∆t‖
holds.

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4.3 Proof of (3.12)
For the induction hypothesis (3.12), without loss of generality, we assume 1 6 l 6 n1. Note that we have
the following decomposition:([
Xt+1,(l)
Y t+1,(l)
]
Rt+1,(l) −
[
U
V
])
l,·
=(X
t+1,(l)
l,· )
⊤Rt+1,(l) −U⊤l,·
=(X
t,(l)
l,· )
⊤Rt+1,(l) −U⊤l,· − η
(
(X
t,(l)
l,· )
⊤(Y t,(l))⊤ −U⊤l,·V ⊤
)
Y t,(l)Rt+1,(l)
− η
2
(X
t,(l)
l,· )
⊤
(
(Xt,(l))⊤Xt,(l) − (Y t,(l))⊤Y t,(l)
)
Rt+1,(l)
=(X
t,(l)
l,· )
⊤Rt,(l) −U⊤l,· − η
(
(X
t,(l)
l,· )
⊤(Y t,(l))⊤ −U⊤l,·V ⊤
)
Y t,(l)Rt,(l)︸ ︷︷ ︸
a1
+
[
(X
t,(l)
l,· )
⊤Rt,(l) − η
(
(X
t,(l)
l,· )
⊤(Y t,(l))⊤ −U⊤l,·V ⊤
)
Y t,(l)Rt,(l)
] [
(Rt,(l))−1Rt+1,(l) − I
]
︸ ︷︷ ︸
a2
− η
2
(X
t,(l)
l,· )
⊤
(
(Xt,(l))⊤Xt,(l) − (Y t,(l))⊤Y t,(l)
)
Rt+1,(l)︸ ︷︷ ︸
a3
.
First for a1, denote ∆
t,(l)
X
:= Xt,(l)Rt,(l) −U ,∆t,(l)
Y
:= Y t,(l)Rt,(l) − V , then
‖a1‖2 =
∥∥∥(∆t,(l)X )⊤l,· − η [(∆t,(l)X )⊤l,·(∆t,(l)Y )⊤ + (∆t,(l)X )⊤l,·V ⊤ +U⊤l,·(∆t,(l)Y )⊤] (∆t,(l)Y + V )∥∥∥
2
=
∥∥∥(∆t,(l)X )⊤l,· − η(∆t,(l)X )⊤l,·V ⊤V − η [(∆t,(l)X )⊤l,·(∆t,(l)Y )⊤ +U⊤l,·(∆t,(l)Y )⊤] (∆t,(l)Y + V )− η(∆t,(l)X )⊤l,·V ⊤∆t,(l)Y ∥∥∥
2
6‖I − ηV ⊤V ‖‖(∆t,(l)
X
)l,·‖2 + η
(
‖(∆t,(l)
X
)l,·‖2‖V ‖‖∆t,(l)Y ‖+ ‖(∆t,(l)X )l,·‖2‖∆t,(l)Y ‖‖Y t,(l)‖
+‖Ul,·‖2‖∆t,(l)Y ‖‖Y t,(l)‖
)
.
From (3.11),∥∥∥∥[ XtY t
]
Rt −
[
U
V
]∥∥∥∥ ∥∥∥∥[ UV
]∥∥∥∥ 6 2CIρt
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p σ1(M) 6
σr(M)
2
holds since
p > 16C2I
µrκ8 log(n1 ∨ n2)
n1 ∧ n2 .
Also from (3.13),∥∥∥∥[ Xt,(l)Y t,(l)
]
T t,(l) −
[
Xt
Y t
]
Rt
∥∥∥∥ ∥∥∥∥[ UV
]∥∥∥∥ 6∥∥∥∥[ Xt,(l)Y t,(l)
]
T t,(l) −
[
Xt
Y t
]
Rt
∥∥∥∥
F
∥∥∥∥[ UV
]∥∥∥∥
62CIρ
t
√
µ2r2κ10 log(n1 ∨ n2)
(n1 ∧ n2)2p σ1(M)
6
σr(M)
4
,
where the last inequality holds since
p > 64C2I
µ2r2κ12 log(n1 ∨ n2)
n1 ∧ n2 .
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Applying Lemma 4.1 with
X0 :=
[
U
V
]
, X1 :=
[
Xt
Y t
]
Rt, X2 :=
[
Xt,(l)
Y t,(l)
]
T t,(l),
since we defineU by U˜Σ1/2 and V by V˜ Σ1/2, we have σ1(X0) =
√
2σ1(M), σ2(X0) =
√
2σ2(M), · · · , σr(X0) =√
2σr(M), and σ1(X0)/σr(X0) =
√
κ. So by triangle inequality we have∥∥∥∥[ Xt,(l)Y t,(l)
]
Rt,(l) −
[
U
V
]∥∥∥∥
6
∥∥∥∥[ Xt,(l)Y t,(l)
]
Rt,(l) −
[
Xt
Y t
]
Rt
∥∥∥∥
F
+
∥∥∥∥[ XtY t
]
Rt −
[
U
V
]∥∥∥∥
65κ
∥∥∥∥[ Xt,(l)Y t,(l)
]
T t,(l) −
[
Xt
Y t
]
Rt
∥∥∥∥
F
+
∥∥∥∥[ XtY t
]
Rt −
[
U
V
]∥∥∥∥
65κCIρ
t
√
µ2r2κ10 log(n1 ∨ n2)
(n1 ∧ n2)2p
√
σ1(M) + CIρ
t
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p
√
σ1(M)
62CIρ
t
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p
√
σ1(M).
(4.15)
For the last inequality, we use the fact that
25µrκ6
n1 ∧ n2 6 p 6 1.
Equipped with (4.15), we have
‖a1‖2 6(1 − ησr(M))‖(∆t,(l)X )l,·‖2
+ η‖(∆t,(l)
X
)l,·‖22CIρt
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p
√
σ1(M)
×
(
2
√
σ1(M) + 2CIρ
t
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p
√
σ1(M)
)
+ η
√
µrκ
n1 ∧ n2
√
σ1(M)2CIρ
t
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p
√
σ1(M)
×
(√
σ1(M) + 2CIρ
t
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p
√
σ1(M)
)
6(1 − ησr(M))‖(∆t,(l)X )l,·‖2 + 0.25ησr(M)‖(∆t,(l)X )l,·‖2
+ ησr(M)4CIρ
t
√
µ2r2κ9 log(n1 ∨ n2)
(n1 ∧ n2)2p
√
σ1(M)
=(1 − 0.75ησr(M))‖(∆t,(l)X )l,·‖2 + 4CIησr(M)ρt
√
µ2r2κ9 log(n1 ∨ n2)
(n1 ∧ n2)2p
√
σ1(M)
(4.16)
on the event Etgd, where the second inequality holds since
p > 576C2I
µrκ8 log(n1 ∨ n2)
n1 ∧ n2 .
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At the same time from (3.12) we have
‖a1‖2 6(1− 0.75ησr(M)) × 100CIρt
√
µ2r2κ10 log(n1 ∨ n2)
(n1 ∧ n2)2p
√
σ1(M)
+ 4ησr(M)CIρ
t
√
µ2r2κ9 log(n1 ∨ n2)
(n1 ∧ n2)2p
√
σ1(M)
6
√
µrκ
n1 ∧ n2
√
σ1(M)
since
p > 104C2I
µrκ9 log(n1 ∨ n2)
n1 ∧ n2
and
η 6
σr(M)
200σ2r(M)
.
For a2, note
‖a2‖2 =
∥∥∥[(Xt,(l)l,· )⊤Rt,(l) − η ((Xt,(l)l,· )⊤(Y t,(l))⊤ −U⊤l,·V ⊤)Y t,(l)Rt,(l)] [(Rt,(l))−1Rt+1,(l) − I]∥∥∥
6‖a1 +Ul,·‖2‖(Rt,(l))−1Rt+1,(l) − I‖
62
√
µrκ
n1 ∧ n2
√
σ1(M)‖(Rt,(l))−1Rt+1,(l) − I‖.
(4.17)
Here we want to use Lemma 4.4 to control ‖(Rt,(l))−1Rt+1,(l)− I‖. In order to proceed, we first assume the
following claim is valid:
Claim 4.6. Under the setup of Lemma 3.5, assume 1 6 l 6 n1. Lemma 4.4 can be applied and on the event
Etgd,
‖(Rt,(l))−1Rt+1,(l) − I‖ 6 76C2I
σ21(M)
σr(M)
ηρt
√
µ2r2κ12 log2(n1 ∨ n2)
(n1 ∧ n2)2p2 (4.18)
holds.
The proof of this claim is very similar to the way we handle α1, α2, α3 defined in (4.3), for the purpose
of self-containedness, we include the proof of the claim in Appendix C.
Plugging (4.18) back to (4.17) we have
‖a2‖2 62
√
µrκ
n1 ∧ n2
√
σ1(M) × 76C2I
σ21(M)
σr(M)
ηρt
√
µ2r2κ12 log2(n1 ∨ n2)
(n1 ∧ n2)2p2
6152C2I ηρ
tσ
2
1(M)
σr(M)
√
µ3r3κ13 log2(n1 ∨ n2)
(n1 ∧ n2)3p2
√
σ1(M)
625CIησr(M)ρ
t
√
µ2r2κ10 log(n1 ∨ n2)
(n1 ∧ n2)2p
√
σ1(M),
(4.19)
where the last inequality uses the fact that
p > 37C2I
µrκ7 log(n1 ∨ n2)
n1 ∧ n2 .
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Finally, for a3, note the fact that R
t+1,(l) and Rt,(l) are all orthogonal matrices. Therefore,
‖a3‖2 =η
2
∥∥∥(Xt,(l)l,· )⊤ ((Xt,(l))⊤Xt,(l) − (Y t,(l))⊤Y t,(l))Rt+1,(l)∥∥∥
2
=
η
2
∥∥∥(Xt,(l)l,· )⊤ ((Xt,(l))⊤Xt,(l) − (Y t,(l))⊤Y t,(l))Rt,(l)∥∥∥
2
6
η
2
‖Xt,(l)l,· ‖2
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(4.20)
From (3.12), we have
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(4.21)
The last line holds since
p > 104C2I
µrκ9 log(n1 ∨ n2)
n1 ∧ n2 .
Combining (4.20) and (4.21) with (4.15) we have
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(4.22)
where the first line uses the fact that
p > 4C2I
µrκ6 log(n1 ∨ n2)
n1 ∧ n2 .
Putting the estimations on a1, a2 and a3 together, i.e., (4.16), (4.19) and (4.22), we have∥∥∥∥∥
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with ρ = 1− 0.05ησr(M) on the event Et+1gd , the last inequality uses (3.12). Notice this is the proof for the
case of l satisfying 1 6 l 6 n1, the proof for l satisfying n1 + 1 6 l 6 n1 + n2 is almost the same.
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4.4 Proof of (3.13)
For (3.13), by the choice of T t+1,(l) in (3.10), we have∥∥∥∥[ Xt+1Y t+1
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Without loss of generality, we first consider the case that l satisfying 1 6 l 6 n1. First, by plugging in the
definition of
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Y t+1,(l)
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(4.23)
For A1, we have
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(4.24)
where the first equality uses the fact that ∇f(X,Y ) = ∇f(XR,Y R) for any R ∈ O(r), and here
∇2f(∗) := ∇2f(τ(Xt,(l)T t,(l) −XtRt) +XtRt, τ(Y t,(l)T t,(l) − Y tRt) + Y tRt).
From (3.13) and (3.14), if
p > 1.21× 1010C0C2I
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Therefore,
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for any τ satisfying 0 6 τ 6 1. And we also have∥∥∥∥[ XtY t
]
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U
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]∥∥∥∥ 6 1500κ√σ1(M).
Therefore, Lemma 3.2 can be applied here. Noting Etgd ⊂ EH and
p > CS1
µrκ log(n1 ∨ n2)
n1 ∧ n2 ,
we have (3.1) and (3.2) satisfied. Plugging (3.1) and (3.2) back to the estimation (4.24), we have
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where the last inequality holds since
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Therefore,
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(4.25)
holds on the event Etgd.
For the second term
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Therefore, by triangle inequality,∥∥∥∥[ A2A3
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(4.26)
where the last inequality uses the fact that T t,(l) ∈ O(r).
For b1, we can write b1 in the following form:
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1
p
δl,j − 1)
(
Xt,(l)(Y t,(l))⊤ −UV ⊤
)
l,j
Y
t,(l)
j,· =
∑
j
s1,j .
By the way we define Xt,(l) and Y t,(l) in (2.6), (2.7), (2.8) and (2.9), we can see that Xt,(l) and Y t,(l)
are independent of δl,1, · · · , δl,n2 . Therefore, conditioned on Xt,(l) and Y t,(l), s1,j ’s are independent and
Eδl,·s1,j = 0. Moreover, note that for all j,
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By matrix Bernstein inequality [Tropp et al., 2015, Theorem 6.1.1], we have
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Therefore, we have
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In other words, on an event E
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B with probability P[E
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Moreover, for Eδl,·
∑
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where the last inequality holds since
µr
n1 ∧ n2 6 p 6 1.
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(4.32)
where the last inequality use the fact that
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Putting (4.28), (4.30) and (4.32) together we have
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So by (4.27), (4.29) and (4.33), on the event E
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⋂
Etgd, we have
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where the last inequality holds since
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For b2 defined in (4.26), we can use almost the same argument. We can write b2 as
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By the definition of Xt,(l) and Y t,(l), we can see that Xt,(l) and Y t,(l) are independent of δl,1, · · · , δl,n2 .
Therefore, conditioned on Xt,(l) and Y t,(l), s2,j ’s are independent and Eδl,·s2,j = 0. Note for all j,
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By matrix Bernstein inequality [Tropp et al., 2015, Theorem 6.1.1], we have
P
‖b2‖2 > 100
√Eδl,·∑
j
‖s2,j‖22 log(n1 ∨ n2) + L(l)2 (Xt,(l),Y t,(l)) log(n1 ∨ n2)
 |Xt,(l),Y t,(l)
 6 (n1+n2)−15.
Using the same argument in b1, we have that on an event E
t,(l),2
B with probability P[E
t,(l),2
B ] > 1− (n1 +
n2)
−15,
‖b2‖2 6 100
√Eδl,·∑
j
‖s2,j‖22 log(n1 ∨ n2) + L(l)2 (Xt,(l),Y t,(l)) log(n1 ∨ n2)
 (4.35)
holds. Note on the event E
t,(l),2
B
⋂
Etgd, the estimation of ‖s2,j‖ and Eδl,·
∑
j ‖s2,j‖22 are in the same fashion
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∥∥∥∥(Xt,(l)(Y t,(l))⊤ −UV ⊤)l,·
∥∥∥∥2
2
61152C2I ρ
2tµ
2r2κ12 log(n1 ∨ n2)
(n1 ∧ n2)2p2 σ
2
1(M),
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where the last inequality follows from (4.32). Therefore, on the event Etgd
⋂
E
t,(l),2
B ,
‖A3‖F
=‖b2‖2‖Xt,(l)l,· ‖2
6100
115CIρt
√
µ2r2κ12 log2(n1 ∨ n2)
(n1 ∧ n2)2p2 σ1(M) + 333CIρ
t
√
µ3r3κ13 log(n1 ∨ n2)
(n1 ∧ n2)3p3 σ1(M) log(n1 ∨ n2)

× 2
√
µrκ
n1 ∧ n2
√
σ1(M)
60.025σr(M)CIρ
t
√
µ2r2κ10 log(n1 ∨ n2)
(n1 ∧ n2)2p
√
σ1(M),
(4.36)
where the second inequality uses (4.28) and the last inequality holds since
p > 3.3856× 1012µrκ
5 log(n1 ∨ n2)
n1 ∧ n2 .
So in summary by (4.26), (4.34) and (4.36), on the event E
t,(l),1
B
⋂
E
t,(l),2
B
⋂
Etgd we have∥∥∥∥[ A2A3
]∥∥∥∥
F
6 0.05σr(M)CIρ
t
√
µ2r2κ10 log(n1 ∨ n2)
(n1 ∧ n2)2p
√
σ1(M). (4.37)
Combining the estimations (4.25) and (4.37) for A1, A2 and A3 together, and using (4.23), we can see that
on the event E
t,(l),1
B
⋂
E
t,(l),2
B
⋂
Etgd,∥∥∥∥[ Xt+1Y t+1
]
Rt −
[
Xt+1,(l)
Y t+1,(l)
]
T t,(l)
∥∥∥∥
F
6‖A1‖F + η
∥∥∥∥[ A2A3
]∥∥∥∥
F
6(1− 0.1ησr(M))
∥∥∥∥[ XtY t
]
Rt −
[
Xt,(l)
Y t,(l)
]
T t,(l)
∥∥∥∥
F
+ 0.05ησr(M)CIρ
t
√
µ2r2κ10 log(n1 ∨ n2)
(n1 ∧ n2)2p
√
σ1(M)
6CIρ
t+1
√
µ2r2κ10 log(n1 ∨ n2)
(n1 ∧ n2)2p
√
σ1(M)
holds for ρ = 1−0.05ησr(M) and fixed l satisfying 1 6 l 6 n1, and the last inequality uses (3.13). The proof
is all the same for l satisfying n1+1 6 l 6 n1+n2. Let E
t+1
gd = E
t
gd
⋂(⋂n1+n2
l=1 E
t,(l),1
B
)⋂(⋂n1+n2
l=1 E
t,(l),2
B
)
,
so Et+1gd ⊂ Etgd, and from union bound, we have P[Etgd\Et+1gd ] 6 (n1 + n2)−10.
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4.5 Proof of (3.14)
Finally, we want to show that (3.14) can be directly implied by (3.11), (3.12) and (3.13). Note we have∥∥∥∥∥
([
Xt
Y t
]
Rt −
[
U
V
])
l,·
∥∥∥∥∥
2
6
∥∥∥∥∥
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Xt
Y t
]
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]
Rt,(l)
)
l,·
∥∥∥∥∥
2
+
∥∥∥∥∥
([
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Y t,(l)
]
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[
U
V
])
l,·
∥∥∥∥∥
2
6
∥∥∥∥[ XtY t
]
Rt −
[
Xt,(l)
Y t,(l)
]
Rt,(l)
∥∥∥∥
F
+
∥∥∥∥∥
([
Xt,(l)
Y t,(l)
]
Rt,(l) −
[
U
V
])
l,·
∥∥∥∥∥
2
.
(4.38)
The second term of the last line is already controlled by (3.12), so our main goal is to control the first term.
In order to do so, we want to apply Lemma 4.1 with
X0 :=
[
U
V
]
, X1 :=
[
Xt
Y t
]
Rt, X2 :=
[
Xt,(l)
Y t,(l)
]
T t,(l).
Note by the definition of U and V , we have σ1(X0) =
√
2σ1(M), σ2(X0) =
√
2σ2(M), · · · , σr(X0) =√
2σr(M), and σ1(X0)/σr(X0) =
√
κ. In order to apply the lemma, note from (3.11) we have∥∥∥∥[ XtY t
]
Rt −
[
U
V
]∥∥∥∥ ∥∥∥∥[ UV
]∥∥∥∥ 6 2CIρt
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p σ1(M).
And as long as
p > 16C2I
µrκ8 log(n1 ∨ n2)
n1 ∧ n2 ,
we have ∥∥∥∥[ XtY t
]
Rt −
[
U
V
]∥∥∥∥ ∥∥∥∥[ UV
]∥∥∥∥ 6 12σr(M) 6 12σ2r(X0).
And also we have∥∥∥∥[ XtY t
]
Rt −
[
Xt,(l)
Y t,(l)
]
T t,(l)
∥∥∥∥ ∥∥∥∥[ UV
]∥∥∥∥ 6∥∥∥∥[ XtY t
]
Rt −
[
Xt,(l)
Y t,(l)
]
T t,(l)
∥∥∥∥
F
∥∥∥∥[ UV
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62CIρ
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µ2r2κ10 log(n1 ∨ n2)
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1
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6
1
4
σ2r(X0).
Here second inequality we use (3.13) and third inequality holds because we have
p > 64C2I
µ2r2κ12 log(n1 ∨ n2)
n1 ∧ n2 .
Now by applying Lemma 4.1 we have∥∥∥∥[ XtY t
]
Rt −
[
Xt,(l)
Y t,(l)
]
Rt,(l)
∥∥∥∥
F
65κ
∥∥∥∥[ XtY t
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Rt −
[
Xt,(l)
Y t,(l)
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610CIρ
tκ
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(4.39)
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Plugging (3.12) and (4.39) into (4.38) we have (3.14).
Finally letting
CS3 = 3.3856× 1012 + 6600CI + 32400C2I + C3 + 3332C23 + 6.05× 109C0C2I + CS1
finishes the whole proof of Lemma 3.5.
5 Discussion
In this paper we study the convergence of vanilla gradient descent for the purpose of nonconvex matrix
completion with spectral initialization. Our result can be viewed as the theoretical justification for the
numerical phenomenon identified in Zheng and Lafferty [2016] that vanilla gradient descent for the nonconvex
optimization (1.1) without l2,∞-regularization is effective and efficient to yield the exact low-rank recovery
based upon a few observations. On the other hand, our work extends the result in Ma et al. [2017] from the
completion of positive semidefinite matrices to that of rectangular matrices. Furthermore, we improve the
required sampling rates in Ma et al. [2017] by combining the leave-one-out technique therein and a series
of powerful results in the past literature of matrix completion, such as some key lemmas in Chen [2015],
Bhojanapalli and Jain [2014], Li et al. [2016], Chen and Li [2017], Zheng and Lafferty [2016].
Our technical contributions can be potentially used in other problems where the leave-one-out techniques
are useful or have been applied. For example, we have mentioned that the leave-one-out analysis has been
employed in [Abbe et al., 2017] in exact spectral clustering in community detection without cleaning or reg-
ularization, while the technical contributions in our paper is potentially useful in improving their theoretical
results particularly in the case that the number of clusters is allowed to grow with the number of nodes.
Moreover, our technique is also potentially useful to sharpen the leave-one-out analysis in [Ding and Chen,
2018] for matrix completion by Singular Value Projection and therefore improve their sampling rates results.
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A Proof of Lemma 3.2
For the proof, we mainly follow the technical framework introduced by Ma et al. [2017] and extend their
result to the rectangular case. Within the proof, we employ Lemma 4.4 from Chen and Li [2017] (Lemma
A.1 in this paper) as well as Lemma 9 from Zheng and Lafferty [2016] (Lemma A.3 in this paper) to simplify
the proof, and get a weaker assumption (3.3) (in this paper) comparing to equation (63a) in Ma et al. [2017,
Lemma 7] by a factor of log(n1 ∨ n2).
Proof. For the Hessian, we can compute as Ge et al. [2016, 2017], Zhu et al. [2017] did and have
vec
([
DX
DY
])⊤
∇2f(X,Y ) vec
([
DX
DY
])
=
2
p
〈PΩ(XY ⊤ −UV ⊤),PΩ(DXD⊤Y )〉+
1
p
∥∥PΩ(DXY ⊤ +XD⊤Y )∥∥2F
+
1
2
〈X⊤X − Y ⊤Y ,D⊤XDX −D⊤Y DY 〉+
1
4
∥∥D⊤XX +X⊤DX − Y ⊤DY −D⊤Y Y ∥∥2F .
First we consider the population level, i.e., E
[
vec
([
DX
DY
])⊤
∇2f(X,Y ) vec
([
DX
DY
])]
. Denoting
∆X := X −U ,∆Y := Y − V , we have
E
[
vec
([
DX
DY
])⊤
∇2f(X,Y ) vec
([
DX
DY
])]
=2〈∆XV ⊤ +U∆⊤Y +∆X∆⊤Y ,DXD⊤Y 〉+
∥∥DXV ⊤ +DX∆⊤Y +UD⊤Y +∆XD⊤Y ∥∥2F
+
1
2
〈U⊤∆X +∆⊤XU +∆⊤X∆X −∆⊤Y V − V ⊤∆Y −∆⊤Y∆Y ,D⊤XDX −D⊤Y DY 〉
+
1
4
∥∥D⊤XU +D⊤X∆X +U⊤DX +∆⊤XDX − V ⊤DY −∆⊤Y DY −D⊤Y V −D⊤Y ∆Y ∥∥2F
=
∥∥DXV ⊤ +UD⊤Y ∥∥2F + 14 ∥∥D⊤XU +U⊤DX − V ⊤DY −D⊤Y V ∥∥2F + E1.
Here we use the fact that U⊤U = V ⊤V , and E1 contains terms with ∆X ’s and ∆Y ’s. Multiplying terms
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through we have
E
[
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DX
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])⊤
∇2f(X,Y ) vec
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DX
DY
])]
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Now we split U as U −X2 +X2, V as V − Y2 + Y2, and plug it back. Then we have
E
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where E2 contains terms with U −X2’s and V −Y2’s. By the way we define R̂ in (3.4),
[
X2
Y2
]⊤ [
DX
DY
]
is positive semidefinite, therefore symmetric. Using this fact we have
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(A.1)
For E1 + E2, by the way we define them, we have the following bound:
|E1 + E2| 69
[
(‖U −X2‖+ ‖V − Y2‖)(‖X2‖+ ‖Y2‖) + (‖U −X2‖+ ‖V − Y2‖)2
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1
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√
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√
σ1(M),
and ∥∥∥∥[ X −UY − V
]∥∥∥∥ 6 ∥∥∥∥[ X −UY − V
]∥∥∥∥
F
6
√
n1 + n2
∥∥∥∥[ X −UY − V
]∥∥∥∥
2,∞
6
1
500κ
√
σ1(M),
therefore we have
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. (A.2)
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Now we start to consider the difference between population level and empirical level:
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,
where D(·, ·) denotes the difference between population level and empirical level, i.e.,
D(AC⊤,BD⊤) :=
1
p
〈PΩ(AC⊤),PΩ(BD⊤)〉 − 〈AC⊤,BD⊤〉. (A.3)
Now for terms with different circled numbers, we deal with them with different bounds. First, for 1 , we
apply the following lemma:
Lemma A.1 (Chen and Li 2017, Lemma 4.4). Let D(·, ·) defined as in (A.3), for all A ∈ Rn1×r,B ∈
R
n1×r,C ∈ Rn2×r,D ∈ Rn2×r, we have
|D(AC⊤,BD⊤)| 6 p−1‖Ω− pJ‖
√√√√ n1∑
k=1
‖Ak,·‖22‖Bk,·‖22
√√√√ n2∑
k=1
‖Ck,·‖22‖Dk,·‖22.
For 2 , we apply the following lemma:
Lemma A.2 (Cande`s and Recht 2009, Theorem 4.1). Define subspace
T := {M ∈ Rn1×n2 | M = AV ⊤ +UB⊤ for any A ∈ Rn1×r,B ∈ Rn2×r}.
There is an absolute constant C1, such that if p > C1
µr log(n1∨n2)
(n1∧n2)
, on an event ECa with probability P[ECa] >
1− (n1 + n2)−11,
p−1‖PT PΩPT − pPT ‖ 6 0.1
holds.
For 3 , we need the following lemma:
Lemma A.3 (Zheng and Lafferty 2016, Lemma 9). If p > C2
log(n1∨n2)
n1∧n2
for some absolute constant C2, then
on an event EZ with probability P[EZ ] > 1−(n1+n2)−11, uniformly for all matrices A ∈ Rn1×r,B ∈ Rn2×r,
p−1
∥∥PΩ(AB⊤)∥∥2F 6 2(n1 ∨ n2)min{‖A‖2F‖B‖22,∞, ‖A‖22,∞‖B‖2F}
holds.
36
In order to apply Lemma A.3 in our case, note
‖AB⊤‖2F =
∑
i,j
〈Ai,·,Bj,·〉2 6
∑
i,j
‖Ai,·‖22‖Bj,·‖22 6 (n1 ∨ n2)min
{‖A‖2F‖B‖22,∞, ‖A‖22,∞‖B‖2F} .
Therefore, by triangle inequality,
|D(AB⊤,AB⊤)| 6 3(n1 ∨ n2)min
{‖A‖2F‖B‖22,∞, ‖A‖22,∞‖B‖2F} .
Finally, for 4 , by triangle inequality,
|D(DXV ⊤,DX∆⊤Y )| =|p−1〈PΩ(DXV ⊤),PΩ(DX∆⊤Y )〉 − 〈DXV ⊤,DX∆⊤Y 〉|
6
√
p−1‖PΩ(DXV ⊤)‖2F
√
p−1‖PΩ(DX∆⊤Y )‖2F + |〈DXV ⊤,DX∆⊤Y 〉|.
Now by applying Lemma A.3 and Lemma A.2 we have
|D(DXV ⊤,DX∆⊤Y )| 6
√
2(n1 ∨ n2)‖DX‖2F ‖∆Y ‖22,∞
√
(1 + 0.1)‖DXV ⊤‖2F + ‖V ‖‖∆Y ‖‖DX‖2F
6
√
3(n1 ∨ n2)‖∆Y ‖2,∞‖V ‖‖DX‖2F + ‖V ‖‖∆Y ‖‖DX‖2F .
Similarly, we also have
|D(UD⊤Y ,∆XD⊤Y )| 6
√
3(n1 ∨ n2)‖∆X‖2,∞‖U‖‖DY ‖2F + ‖U‖‖∆X‖‖DY ‖2F .
Putting the estimation for 1 , 2 , 3 and 4 together, using Lemma 4.3 and using the fact that∥∥∥∥[ X2 −UY2 − V
]∥∥∥∥ 6 1500κ√σ1(M),
∥∥∥∥[ X −UY − V
]∥∥∥∥
2,∞
6
1
500κ
√
n1 + n2
√
σ1(M)
and ∥∥∥∥[ X −UY − V
]∥∥∥∥ 6 1500κ√σ1(M),
if
p > (C1 + C2 + C3)
µr log(n1 ∨ n2)
n1 ∧ n2 ,
then ∣∣∣∣∣vec
([
DX
DY
])⊤
∇2f(X,Y ) vec
([
DX
DY
])
− E
[
vec
([
DX
DY
])⊤
∇2f(X,Y ) vec
([
DX
DY
])]∣∣∣∣∣
612C3
√
µrκ
p
1
κ
√
n1 + n2
σ1(M)(‖DX‖2F + ‖DY ‖2F ) + 0.1‖DXV ⊤ +UD⊤Y ‖2F
+ 3(n1 ∨ n2) 1
250000κ2(n1 + n2)
σ1(M)(‖DX‖2F + ‖DY ‖2F )
+ 2
√
3(n1 ∨ n2) 1
500κ
√
n1 + n2
σ1(M)(‖DX‖2F + ‖DY ‖2F ) +
2
500κ
σ1(M)(‖DX‖2F + ‖DY ‖2F )
holds on an event EH = ES
⋂
ECa
⋂
EZ with probability P[EH ] = P[ES
⋂
ECa
⋂
EZ ] > 1− 3(n1 + n2)−11.
If in addition
p > 14400C23
µrκ
n1 ∧ n2 ,
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then ∣∣∣∣∣vec
([
DX
DY
])⊤
∇2f(X,Y ) vec
([
DX
DY
])
− E
[
vec
([
DX
DY
])⊤
∇2f(X,Y ) vec
([
DX
DY
])]∣∣∣∣∣
6
1
5
σr(M)(‖DX‖2F + ‖DY ‖2F ) +
1
5
(‖DXV ⊤‖2F + ‖UD⊤Y ‖2F ).
(A.4)
Now by putting (A.1), (A.2), (A.4) together, we have
vec
([
DX
DY
])⊤
∇2f(X,Y ) vec
([
DX
DY
])
>
∥∥DXV ⊤∥∥2F + ∥∥UD⊤Y ∥∥2F − 15σr(M)(‖DX‖2F + ‖DY ‖2F )− 15σr(M)(‖DX‖2F + ‖DY ‖2F )
− 1
5
(‖DXV ⊤‖2F + ‖UD⊤Y ‖2F )
>
1
5
σr(M)(‖DX‖2F + ‖DY ‖2F ),
where the last inequality we use the fact that ‖DXV ⊤‖2F > σ2r(V )‖DX‖2F = σr(M)‖DX‖2F and also
‖UD⊤
Y
‖2F > σr(M)‖DY ‖2F . For the upper bound, we also have
vec
([
DX
DY
])⊤
∇2f(X,Y ) vec
([
DX
DY
])
6
∥∥DXV ⊤∥∥2F + ∥∥UD⊤Y ∥∥2F + 12 ∥∥D⊤XU −D⊤Y V ∥∥2F + 12 ∥∥X⊤2 DX + Y ⊤2 DY ∥∥2F
+
1
5
σr(M)(‖DX‖2F + ‖DY ‖2F ) +
1
5
σr(M)(‖DX‖2F + ‖DY ‖2F ) +
1
5
(‖DXV ⊤‖2F + ‖UD⊤Y ‖2F )
65σ1(M)(‖DX‖2F + ‖DY ‖2F ),
where the last inequality we use the fact that∥∥∥∥[ X2 −UY2 − V
]∥∥∥∥ 6 1500κ√σ1(M).
Choosing CS1 = C1 + C2 + C3 + 14400C
2
3 finishes the proof. 
B Proof of Lemma 3.3
In this section we first summarize some useful lemmas from Ma et al. [2017]. We then follow the technical
framework in Ma et al. [2017] but replace Ma et al. [2017, Lemma 39] with Chen [2015, Lemma 2] (Lemma
3.4 in this paper) to get a better initialization guarantee.
B.1 Useful lemmas
Here we summarize some useful lemmas in Abbe et al. [2017] and Ma et al. [2017]. We relax the PSD
assmptions on M1 in Lemma B.2, Lemma B.3 and Lemma B.4 to symmetric assumptions by following the
proof framework introduced in Ma et al. [2017]. In fact, lemmas listed in this section can be derived from
Davis-Kahan SinΘ theorem [Davis and Kahan, 1970]. We summarize lemmas here since they are intensively
used throughout the proof. Moreover, for the simplicity of the expression, we made some additional as-
sumptions on the eignevalues of M1 within the following lemmas (i.e., λr(M1) > 0, λr(M1) > λr+1(M1),
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λr+1(M1) = 0 and λ1(M1) = −λn(M1)), the results still hold (with a more complicated expression) without
those extra assumptions.
Recall that here λ1(A) > λ2(A) > · · · > λn(A) stands for eigenvalues of symmetric matrix A ∈ Rn×n.
First, we need a specified version of Abbe et al. [2017, Lemma 3]:
Lemma B.1 (Abbe et al. 2017, Lemma 3). Let M1,M2 ∈ Rn×n be two symmetric matrices with top-
r eigenvalue decomposition U˜1Λ1U˜
⊤
1 and U˜2Λ2U˜
⊤
2 correspondingly. Then if λr(M1) > 0, λr(M1) >
λr+1(M1) and
‖M1 −M2‖ 6 1
4
min(λr(M1), λr(M1)− λr+1(M1)),
we have
‖U˜⊤1 U˜2 − sgn(U˜⊤1 U˜2)‖ 6 4
‖M1 −M2‖2
min{λr(M1), λr(M1)− λr+1(M1)}2
and
‖(U˜⊤1 U˜2)−1‖ 6 2.
And we also need some useful lemmas from Ma et al. [2017]:
Lemma B.2 (Ma et al. 2017, Lemma 45). Let M1,M2 ∈ Rn×n be symmetric matrices with top-r eigenvalue
decomposition U˜1Λ1U˜
⊤
1 and U˜2Λ2U˜
⊤
2 correspondingly. Assume λr(M1) > 0, λr+1(M1) = 0 and ‖M1 −
M2‖ 6 14λr(M1). Denote
Q˜ := argmin
R∈O(r)
‖U˜2R − U˜1‖F .
Then
‖U˜2Q˜− U˜1‖ 6 3
λr(M1)
‖M1 −M2‖.
Lemma B.3 (Ma et al. 2017, Lemma 46). Let M1,M2,M3 ∈ Rn×n be symmetric matrices with top-r eigen-
value decomposition U˜1Λ1U˜
⊤
1 , U˜2Λ2U˜
⊤
2 and U˜3Λ3U˜
⊤
3 correspondingly. Assume λ1(M1) = −λn(M1), λr(M1) >
0, λr+1(M1) = 0 and ‖M1 −M2‖ 6 14λr(M1), ‖M1 −M3‖ 6 14λr(M1). Denote
Q˜ := argmin
R∈O(r)
‖U˜2R − U˜3‖F .
Then
‖Λ1/22 Q˜−Q˜Λ1/23 ‖ 6 15
λ1(M1)
λ
3/2
r (M1)
‖M2−M3‖ and ‖Λ1/22 Q˜−Q˜Λ1/23 ‖F 6 15
λ1(M1)
λ
3/2
r (M1)
‖(M2−M3)U˜2‖F .
Lemma B.4 (Ma et al. 2017, Lemma 47). Let M1,M2 ∈ Rn×n be symmetric matrices with top-r eigen-
value decomposition U˜1Λ1U˜
⊤
1 and U˜2Λ2U˜
⊤
2 correspondingly. Assume λ1(M1) = −λn(M1), λr(M1) >
0, λr+1(M1) = 0 and
‖M1 −M2‖ 6 1
40
λ
5/2
r (M1)
λ
3/2
1 (M1)
.
Denote X1 = U˜1Λ
1/2
1 and X2 = U˜2Λ
1/2
2 and define
Q˜ := argmin
R∈O(r)
‖U˜2R− U˜1‖F and H := argmin
R∈O(r)
‖X2R−X1‖F .
Then
‖Q˜−H‖ 6 15λ
3/2
1 (M1)
λ
5/2
r (M1)
‖M1 −M2‖
holds.
39
B.2 Proof
In this subsection, we will follow the technical framework in Ma et al. [2017]: First we give an upper bound
of ‖ 1pPΩ(M) − M‖, and then prove Lemma 3.3 by applying the lemmas introduced in Section B.1. As
claimed before, here we replace Ma et al. [2017, Lemma 39] with Chen [2015, Lemma 2] to give an upper
bound of ‖ 1pPΩ(M) −M‖ and obtain a tighter error bound of the initializations.
Define the symmetric matrix
M :=
[
0 M
M⊤ 0
]
. (B.1)
The SVD M = U˜ΣV˜ ⊤ implies the following eigenvalue decomposition of M :
M =
1√
2
[
U˜ U˜
V˜ −V˜
][
Σ 0
0 −Σ
]
1√
2
[
U˜ U˜
V˜ −V˜
]⊤
.
From the eigenvalue decomposition, we can see λ1(M) = σ1(M), · · · , λr(M ) = σr(M), λr+1(M ) =
0, · · · , λn1+n2−r(M) = 0, λn1+n2−r+1(M ) = −σr(M), · · · , λn1+n2(M) = −σ1(M). At the same time,
we define
1
p
PΩ(M) =
[
0
1
pPΩ(M)
1
pPΩ(M)⊤ 0
]
with
Ω := {(i, j) | 1 6 i, j 6 n1 + n2, (i, j − n1) ∈ Ω or (j, i− n1) ∈ Ω}.
Applying Lemma 3.4 on M here, then∥∥∥∥1pPΩ(M )−M
∥∥∥∥ 6C4
(
log(n1 + n2)
p
‖M‖max +
√
log(n1 + n2)
p
‖M‖2,∞
)
6C4
(
log(n1 + n2)
p
‖U‖2,∞‖V ‖2,∞ +
√
log(n1 + n2)
p
(‖U‖‖V ‖2,∞ ∨ ‖V ‖‖U‖2,∞)
)
62C4
(
µrκ log(n1 ∨ n2)
(n1 ∧ n2)p +
√
µrκ log(n1 ∨ n2)
(n1 ∧ n2)p
)
σ1(M)
64C4
√
µrκ log(n1 ∨ n2)
(n1 ∧ n2)p σ1(M)
(B.2)
holds on an event ECh1 with probability P[ECh1] > 1− (n1 + n2)−11. The last inequality holds if
p >
µrκ log(n1 ∨ n2)
n1 ∧ n2 .
In addition if
p > 25600C24
µrκ6 log(n1 ∨ n2)
n1 ∧ n2 ,
we have ∥∥∥∥1pPΩ(M )−M
∥∥∥∥ 6 1
40
√
κ
3 σr(M) 6
1
4
σr(M) (B.3)
holds on an event ECh1.
40
For the simplicity of notations, we denote M
0
as
M
0
:=
[
0 M0
(M0)⊤ 0
]
, (B.4)
and denote M
0,(l)
as
M
0,(l)
:=
[
0 M0,(l)
(M0,(l))⊤ 0
]
. (B.5)
M0 and M0,(l) are defined in (2.1) and (2.4), correspondingly.
Again by Lemma 3.4, we can see on an event ECh1, for all 1 6 l 6 n1 + n2,∥∥∥M0,(l) −M∥∥∥ 6 4C4
√
µrκ log(n1 ∨ n2)
(n1 ∧ n2)p σ1(M).
If
p > 25600C24
µrκ6 log(n1 ∨ n2)
n1 ∧ n2 ,
we also have ∥∥∥M0,(l) −M∥∥∥ 6 1
40
√
κ
3σr(M) 6
1
4
σr(M). (B.6)
Now assume M0 has SVD ADB⊤, then by construction, M
0
have following eigendecomposition:
M
0
=
1√
2
[
A A
B −B
] [
D 0
0 −D
]
1√
2
[
A A
B −B
]⊤
.
So if X˜0Σ0(Y˜ 0)⊤ is the top-r singular value decomposition of M0, we can also have
1√
2
[
X˜0
Y˜ 0
]
Σ
0 1√
2
[
X˜0
Y˜ 0
]⊤
to be the top-r eigenvalue decomposition of M
0
. So by Weyl’s inequality and (B.3), we have
3
4
σr(M) 6 σr(Σ
0) 6 σ1(Σ
0) 6 2σ1(M).
Similarly, the same arguments also applies for M
0,(l)
. From Weyl’s inequality and (B.6), we have
3
4
σr(M) 6 σr(Σ
0,(l)) 6 σ1(Σ
0,(l)) 6 2σ1(M).
Now let X0 := X˜0(Σ0)1/2,Y 0 := Y˜ 0(Σ0)1/2, and X0,(l) := X˜0,(l)(Σ0,(l))1/2,Y 0,(l) := Y˜ 0,(l)(Σ0,(l))1/2,
where M0,(l) has top-r singular value decomposition X˜0,(l)Σ0,(l)(Y˜ 0,(l))⊤. Let
W˜ :=
1√
2
[
U˜
V˜
]
, W :=
1√
2
[
U
V
]
, Z˜0 :=
1√
2
[
X˜0
Y˜ 0
]
, Z0 :=
1√
2
[
X0
Y 0
]
,
and also we can denote
Z˜0,(l) :=
1√
2
[
X˜0,(l)
Y˜ 0,(l)
]
, Z0,(l) :=
1√
2
[
X0,(l)
Y 0,(l)
]
. (B.7)
Moreover, define
Q0 := argmin
R∈O(r)
∥∥∥Z˜0R− W˜∥∥∥
F
, Q0,(l) := argmin
R∈O(r)
∥∥∥Z˜0,(l)R− W˜∥∥∥
F
.
41
B.2.1 Proof for (3.6)
For spectral norm, by triangle inequality, we have∥∥Z0R0 −W∥∥
=
∥∥∥Z˜0(Σ0)1/2(R0 −Q0) + Z˜0 ((Σ0)1/2Q0 −Q0Σ1/2)+ (Z˜0Q0 − W˜)Σ1/2∥∥∥
6‖(Σ0)1/2‖
∥∥R0 −Q0∥∥+ ‖(Σ0)1/2Q0 −Q0Σ1/2‖+ ‖Σ1/2‖ ∥∥∥Z˜0Q0 − W˜∥∥∥ .
Now applying Lemma B.4 with M1 = M ,M2 = M
0
, we have
‖R0 −Q0‖ 6 15
√
κ
3
σr(M)
‖M −M0‖;
applying Lemma B.3 with M1 = M2 = M ,M3 = M
0
, we have
‖(Σ0)1/2Q0 −Q0Σ1/2‖ 6 15 κ√
σr(M)
‖M −M 0‖;
finally, applying Lemma B.2 with M1 = M ,M2 = M
0
, we have∥∥∥Z˜0Q0 − W˜∥∥∥ 6 3
σr(M)
‖M −M0‖.
Putting the estimation together,∥∥∥∥[ X0Y 0
]
R0 −
[
U
V
]∥∥∥∥ =√2∥∥Z0R0 −W∥∥
630
(√
σ1(M)κ3
σr(M)
+
κ√
σr(M)
+
√
σ1(M)
σr(M)
)
‖M −M0‖
6360C4
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p
√
σ1(M)
(B.8)
holds. For the last inequality we use the estimation (B.2).
B.2.2 Proof for (3.7)
Now we start to consider the bound of
∥∥∥∥∥
([
X0,(l)
Y 0,(l)
]
R0,(l) −
[
U
V
])
l,·
∥∥∥∥∥
2
. By triangle inequality,
∥∥∥∥(Z0,(l)R0,(l) −W)
l,·
∥∥∥∥
2
=
∥∥∥∥(Z0,(l)R0,(l) −Z0,(l)Q0,(l) +Z0,(l)Q0,(l) −W)
l,·
∥∥∥∥
2
6
∥∥∥∥(Z0,(l)Q0,(l) −W)l,·
∥∥∥∥
2
+
∥∥∥(Z0,(l)l,· )⊤(R0,(l) −Q0,(l))∥∥∥
2
.
(B.9)
First we give a bound of the first term. Note
W = W˜Σ1/2 = W˜ΣW˜⊤W˜Σ−1/2 = MW˜Σ−1/2,
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where the last equality holds since
MW˜ =
1√
2
[
U˜ U˜
V˜ −V˜
] [
Σ 0
0 −Σ
]
1√
2
[
U˜ U˜
V˜ −V˜
]⊤
1√
2
[
U˜
V˜
]
=
1√
2
[
U˜
V˜
]
Σ
1√
2
[
U˜
V˜
]⊤
1√
2
[
U˜
V˜
]
+
1√
2
[
U˜
−V˜
]
(−Σ) 1√
2
[
U˜
−V˜
]⊤
1√
2
[
U˜
V˜
]
=W˜ΣW˜⊤W˜ ,
the last equality uses the fact that U˜⊤U˜ = I = V˜ ⊤V˜ . Similarly, we also have
Z0,(l) = Z˜0,(l)(Σ0,(l))1/2 = M
0,(l)
Z˜0,(l)(Σ0,(l))−1/2.
By the way we define M
0,(l)
and M in (B.5) and (B.1), M
0,(l)
l,· = M l,·. By triangle inequality we have∥∥∥∥(Z0,(l)Q0,(l) −W)l,·
∥∥∥∥
2
=
∥∥∥∥(M0,(l)Z˜0,(l)(Σ0,(l))−1/2Q0,(l) −MW˜Σ−1/2)l,·
∥∥∥∥
2
=
∥∥∥(M l,·)⊤ (Z˜0,(l)(Σ0,(l))−1/2Q0,(l) − W˜Σ−1/2)∥∥∥
2
=
∥∥∥(M l,·)⊤ (Z˜0,(l) [(Σ0,(l))−1/2Q0,(l) −Q0,(l)Σ−1/2]+ [Z˜0,(l)Q0,(l) − W˜ ]Σ−1/2)∥∥∥
2
6‖M l,·‖2
(
‖(Σ0,(l))−1/2Q0,(l) −Q0,(l)Σ−1/2‖+ ‖Z˜0,(l)Q0,(l) − W˜ ‖ 1√
σr(M)
)
.
(B.10)
By Lemma B.2 with M1 = M ,M2 = M
0,(l)
, we have
‖Z˜0,(l)Q0,(l) − W˜ ‖ 6 3
σr(M)
‖M −M 0,(l)‖. (B.11)
By Lemma B.3 with M1 = M3 = M ,M2 = M
0,(l)
, we have
‖(Σ0,(l))−1/2Q0,(l) −Q0,(l)Σ−1/2‖ =
∥∥∥(Σ0,(l))−1/2 (Q0,(l)Σ1/2 − (Σ0,(l))1/2Q0,(l))Σ−1/2∥∥∥
6‖(Σ0,(l))−1/2‖‖Σ−1/2‖‖Q0,(l)Σ1/2 − (Σ0,(l))1/2Q0,(l)‖
6
20
σr(M)
κ√
σr(M)
‖M −M0,(l)‖.
(B.12)
The last inequality uses the fact that σr(Σ
0,(l)) > 34σr(M).
Putting estimations (B.11) and (B.12) together and plugging back to (B.10) we have∥∥∥∥(Z0,(l)Q0,(l) −W)l,·
∥∥∥∥
2
6‖M l,·‖2 23κ√
σr(M)
3 ‖M −M
0,(l)‖
6max(‖U‖‖V ‖2,∞, ‖V ‖‖U‖2,∞) 92C4κ√
σr(M)
3
√
µrκ log(n1 ∨ n2)
(n1 ∧ n2)p σ1(M)
692C4
√
µ2r2κ7 log(n1 ∨ n2)
(n1 ∧ n2)2p
√
σ1(M).
(B.13)
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In order to control the second term in (B.9), note from (B.13),
‖Z0,(l)l,· ‖2 6‖Wl,·‖2 +
∥∥∥∥(Z0,(l)Q0,(l) −W)l,·
∥∥∥∥
2
6‖W ‖2,∞ +
∥∥∥∥(Z0,(l)Q0,(l) −W)l,·
∥∥∥∥
2
6
(√
µrκ
n1 ∧ n2 + 92C4
√
µ2r2κ7 log(n1 ∨ n2)
(n1 ∧ n2)2p
)√
σ1(M).
Then by Lemma B.4 with M1 = M ,M2 = M
0,(l)
, we have∥∥∥(Z0,(l)l,· )⊤(R0,(l) −Q0,(l))∥∥∥
2
6‖Z0,(l)l,· ‖2‖R0,(l) −Q0,(l)‖
6‖Z0,(l)l,· ‖215
√
κ
3
σr(M)
‖M −M0,(l)‖
660C4
√
κ
3
σr(M)
√
µrκ log(n1 ∨ n2)
(n1 ∧ n2)p σ1(M)
(√
µrκ
n1 ∧ n2 + 92C4
√
µ2r2κ7 log(n1 ∨ n2)
(n1 ∧ n2)2p
)√
σ1(M).
So as long as we have
p > 922C24
µrκ6 log(n1 ∨ n2)
n1 ∧ n2 ,
then ∥∥∥(Z0,(l)l,· )⊤(R0,(l) −Q0,(l))∥∥∥
2
6 120C4
√
µ2r2κ7 log(n1 ∨ n2)
(n1 ∧ n2)2p
√
σ1(M). (B.14)
Putting estimation (B.13) and (B.14) together we have∥∥∥∥∥
([
X0,(l)
Y 0,(l)
]
R0,(l) −
[
U
V
])
l,·
∥∥∥∥∥
2
=
√
2
∥∥∥∥(Z0,(l)R0,(l) −W)l,·
∥∥∥∥
2
6212
√
2C4
√
µ2r2κ7 log(n1 ∨ n2)
(n1 ∧ n2)2p
√
σ1(M). (B.15)
B.2.3 Proof for (3.8)
Finally, we want to give a bound for
∥∥∥∥[ X0Y 0
]
R0 −
[
X0,(l)
Y 0,(l)
]
T 0,(l)
∥∥∥∥
F
. Without loss of generality, assume
that l satisfies 1 6 l 6 n1. First denote
B := argmin
R∈O(r)
‖Z˜0,(l)R− Z˜0‖F .
From the choice of T 0,(l) in (3.5), we have∥∥∥Z0R0 −Z0,(l)T 0,(l)∥∥∥
F
6 ‖Z0,(l)B −Z0‖F . (B.16)
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By triangle inequality,
‖Z0,(l)B −Z0‖F =
∥∥∥Z˜0,(l)(Σ0,(l))1/2B − Z˜0(Σ0)1/2∥∥∥
F
=
∥∥∥Z˜0,(l) [(Σ0,(l))1/2B −B(Σ0)1/2]+ (Z˜0,(l)B − Z˜0)(Σ0)1/2∥∥∥
F
6
∥∥∥Z˜0,(l) [(Σ0,(l))1/2B −B(Σ0)1/2]∥∥∥
F
+
∥∥∥(Z˜0,(l)B − Z˜0)(Σ0)1/2∥∥∥
F
6
∥∥∥(Σ0,(l))1/2B −B(Σ0)1/2∥∥∥
F
+
∥∥∥Z˜0,(l)B − Z˜0∥∥∥
F
‖(Σ0)1/2‖.
(B.17)
By Lemma B.3 with M1 = M ,M2 = M
0,(l)
,M3 = M
0
, we have∥∥∥(Σ0,(l))1/2B −B(Σ0)1/2∥∥∥
F
6 15
κ√
σr(M)
∥∥∥(M0 −M0,(l)) Z˜0,(l)∥∥∥
F
. (B.18)
Moreover, by Davis-Kahan SinΘ theorem [Davis and Kahan, 1970], we have∥∥∥Z˜0,(l)B − Z˜0∥∥∥
F
6
√
2
∥∥∥(I − Z˜0(Z˜0)⊤) Z˜0,(l)∥∥∥
F
6
2
√
2
σr(M)
∥∥∥(M0 −M0,(l)) Z˜0,(l)∥∥∥
F
.
(B.19)
So putting the estimations (B.17), (B.18) and (B.19) together we have
‖Z0,(l)B −Z0‖F 615 κ√
σr(M)
∥∥∥(M 0 −M 0,(l)) Z˜0,(l)∥∥∥
F
+ 4
√
κ√
σr(M)
∥∥∥(M0 −M0,(l)) Z˜0,(l)∥∥∥
F
620
κ√
σr(M)
∥∥∥(M 0 −M 0,(l)) Z˜0,(l)∥∥∥
F
.
(B.20)
By the way we define M
0
and M
0,(l)
in (B.4) and (B.5),
(
M
0 −M 0,(l)
)
Z˜0,(l) =

0
...
0∑
j
(
1
pδl,j − 1
)
M l,n1+j(Z˜
0,(l)
n1+j,·
)⊤
0
...
0(
1
pδl,1 − 1
)
Mn1+1,l(Z˜
0,(l)
l,· )
⊤
...(
1
pδl,j − 1
)
Mn1+j,l(Z˜
0,(l)
l,· )
⊤
...(
1
pδl,n2 − 1
)
Mn1+n2,l(Z˜
0,(l)
l,· )
⊤

.
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Recall that here we assume 1 6 l 6 n1. Therefore by triangle inequality,∥∥∥(M0 −M0,(l)) Z˜0,(l)∥∥∥
F
6
∥∥∥∥∥∥
∑
j
(
1
p
δl,j − 1
)
M l,n1+jZ˜
0,(l)
n1+j,·
∥∥∥∥∥∥
2
+
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥

(
1
pδl,1 − 1
)
Mn1+1,l(Z˜
0,(l)
l,· )
⊤
...(
1
pδl,j − 1
)
Mn1+j,l(Z˜
0,(l)
l,· )
⊤
...(
1
pδl,n2 − 1
)
Mn1+n2,l(Z˜
0,(l)
l,· )
⊤

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
F
=
∥∥∥∥∥∥∥∥∥∥
∑
j
(
1
p
δl,j − 1
)
M l,n1+jZ˜
0,(l)
n1+j,·︸ ︷︷ ︸
a1
∥∥∥∥∥∥∥∥∥∥
2
+
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥

(
1
pδl,1 − 1
)
Mn1+1,l
...(
1
pδl,j − 1
)
Mn1+j,l
...(
1
pδl,n2 − 1
)
Mn1+n2,l

︸ ︷︷ ︸
a2
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
2
‖Z˜0,(l)l,· ‖2.
(B.21)
Note by (B.7) and the fact that M0,(l) has top-r singular value decomposition X˜0,(l)Σ0,(l)(Y˜ 0,(l))⊤,
Z˜
0,(l)
n1+j,·
is independent of δl,j’s. For a1,
a1 =
∑
j
(
1
p
δl,j − 1
)
M l,n1+jZ˜
0,(l)
n1+j,·
=
∑
j
s1,j .
Conditioned on Z˜
0,(l)
n1+j,·
, s1,j ’s are independent, and Eδl,·s1,j = 0. We also have
‖s1,j‖2 6 1
p
‖M‖max‖Z˜0,(l)‖2,∞ 6 1
p
‖U‖2,∞‖V ‖2,∞‖Z˜0,(l)‖2,∞,
and ∥∥∥∥∥∥Eδl,·
∑
j
s⊤1,js1,j
∥∥∥∥∥∥ =
∑
j
Eδl,·
(
1
p
δl,j − 1
)2
M
2
l,n1+j‖Z˜
0,(l)
n1+j,·
‖22
6
1
p
‖Z˜0,(l)‖22,∞‖M l,·‖22
6
1
p
‖Z˜0,(l)‖22,∞max (‖U‖‖V ‖2,∞, ‖V ‖‖U‖2,∞)2 .
For
∥∥∥∑j Eδl,·s1,js⊤1,j∥∥∥ we have the same bound. Then by matrix Bernstein inequality [Tropp et al., 2015,
Theorem 6.1.1],
P
[
‖a1‖2 > 100
(√
log(n1 ∨ n2)
p
max (‖U‖‖V ‖2,∞, ‖V ‖‖U‖2,∞) + log(n1 ∨ n2)
p
‖U‖2,∞‖V ‖2,∞
)
‖Z˜0,(l)‖2,∞ | Z˜0,(l)
]
6(n1 + n2)
−15.
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Therefore,
P
[
‖a1‖2 > 100
(√
log(n1 ∨ n2)
p
max (‖U‖‖V ‖2,∞, ‖V ‖‖U‖2,∞) + log(n1 ∨ n2)
p
‖U‖2,∞‖V ‖2,∞
)
‖Z˜0,(l)‖2,∞
]
=E
[
E
[
1
‖a1‖2>100
(√
log(n1∨n2)
p
max(‖U‖‖V ‖2,∞,‖V ‖‖U‖2,∞)+
log(n1∨n2)
p
‖U‖2,∞‖V ‖2,∞
)
‖Z˜0,(l)‖2,∞
| Z˜0,(l)
]]
6(n1 + n2)
−15.
In other words, on an event E
0,(l),1
B with probability P[E
0,(l),1
B ] > 1− (n1 + n2)−15, we have
‖a1‖2 6100
√
log(n1 ∨ n2)
p
‖Z˜0,(l)‖2,∞max (‖U‖‖V ‖2,∞, ‖V ‖‖U‖2,∞)
+ 100
log(n1 ∨ n2)
p
‖U‖2,∞‖V ‖2,∞‖Z˜0,(l)‖2,∞
6100
(√
µrκ log(n1 ∨ n2)
(n1 ∧ n2)p +
µrκ log(n1 ∨ n2)
(n1 ∧ n2)p
)
σ1(M)‖Z˜0,(l)‖2,∞.
(B.22)
For a2, we can decompose it as
a2 =

(
1
pδl,1 − 1
)
Mn1+1,l
...(
1
pδl,j − 1
)
Mn1+j,l
...(
1
pδl,n2 − 1
)
Mn1+n2,l

=
∑
j
(
1
p
δl,j − 1
)
Mn1+j,lej =
∑
j
s2,j .
Then we have Es2,j = 0, ‖s2,j‖2 6 1p‖M‖max 6 1p‖U‖2,∞‖V ‖2,∞ and
‖E
∑
j
s2,js
⊤
2,j‖ 6
∑
j
E‖s2,j‖22
=
∑
j
E
(
1
p
δl,j − 1
)2
M
2
n1+j,l
6
∑
j
1
p
M
2
n1+j,l
6
1
p
max (‖U‖‖V ‖2,∞, ‖V ‖‖U‖2,∞)2 .
Therefore by matrix Bernstein inequality [Tropp et al., 2015, Theorem 6.1.1] again, on an event E0,2B with
probability P[E0,2B ] > 1− (n1 + n2)−15, we have
‖a2‖2 6 100
(√
µrκ log(n1 ∨ n2)
(n1 ∧ n2)p +
µrκ log(n1 ∨ n2)
(n1 ∧ n2)p
)
σ1(M). (B.23)
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So putting (B.21), (B.22) and (B.23) together we have∥∥∥(M0 −M0,(l)) Z˜0,(l)∥∥∥
F
6‖a1‖2 + ‖a2‖2‖Z˜0,(l)‖2,∞
6200
(√
µrκ log(n1 ∨ n2)
(n1 ∧ n2)p +
µrκ log(n1 ∨ n2)
(n1 ∧ n2)p
)
σ1(M)‖Z˜0,(l)‖2,∞
(B.24)
on an event E0B =
(⋂n1+n2
l=1 E
0,(l),1
B
)⋂
E0,2B . Moreover, by applying union bound we have P[E
0
B] > 1− (n1+
n2)
−11.
Now we need to bound ‖Z˜0,(l)‖2,∞. We have the following claim:
Claim B.5. Under the setup of Lemma 3.3, on an event EClaim with probability P[EClaim] > 1 − 3(n1 +
n2)
−11, the following inequality
‖Z˜0,(l)‖2,∞ 6 (4 + 4κ+ 9C5κ2)‖W˜ ‖2,∞ 6 (8 + 9C5)κ2 1√
σr(M)
‖W ‖2,∞ (B.25)
holds with the absolute constant C5 defined in Lemma B.6.
If the claim is true, from (B.16), (B.20), (B.24) and (B.25) and if
p >
µrκ log(n1 ∨ n2)
n1 ∧ n2 ,
then∥∥∥∥[ X0Y 0
]
R0 −
[
X0,(l)
Y 0,(l)
]
T 0,(l)
∥∥∥∥
F
=
√
2
∥∥∥Z0R0 −Z0,(l)T 0,(l)∥∥∥
F
620
√
2
κ√
σr(M)
∥∥∥(M0 −M0,(l)) Z˜0,(l)∥∥∥
F
6(64000
√
2 + 72000
√
2C5)
√
µ2r2κ10 log(n1 ∨ n2)
(n1 ∧ n2)2p
√
σ1(M)
(B.26)
holds for any l satisfying 1 6 l 6 n1. For the case n1 + 1 6 l 6 n1 + n2, we can use the same argument.
Note on an event Einit = ECh1
⋂
EClaim
⋂
EH
⋂
E0B = ES
⋂
ECa
⋂
EZ
⋂
ECh1
⋂
ECh2
⋂
EA
⋂
E0B,
(B.8), (B.15) and (B.26) hold. Choosing CI to be
CI = 64000
√
2 + 212
√
2C4 + 72000
√
2C5
and CS2 to be
CS2 = 256 + 25600C
2
4 + C5,
using union bound P[Einit] > 1− 7(n1 + n2)−11 > 1− (n1 + n2)−10, which finishes the proof.
Proof of Claim B.5. Follow the way people did in Ma et al. [2017], let M
0,(l),zero
be the matrix derived
by zeroing out the l-th row and column of M
0,(l)
, and Z˜0,(l),zero ∈ R(n1+n2)×r containing the leading r
eigenvectors of M
0,(l),zero
. Notice∥∥∥Z˜0,(l),zerosgn((Z˜0,(l),zero)⊤W˜)− Z˜0,(l),zero(Z˜0,(l),zero)⊤W˜∥∥∥
2,∞
=
∥∥∥∥Z˜0,(l),zero(Z˜0,(l),zero)⊤W˜ ((Z˜0,(l),zero)⊤W˜)−1 (sgn((Z˜0,(l),zero)⊤W˜)− (Z˜0,(l),zero)⊤W˜)∥∥∥∥
2,∞
6
∥∥∥Z˜0,(l),zero(Z˜0,(l),zero)⊤W˜∥∥∥
2,∞
∥∥∥∥((Z˜0,(l),zero)⊤W˜)−1∥∥∥∥ ∥∥∥sgn((Z˜0,(l),zero)⊤W˜)− (Z˜0,(l),zero)⊤W˜∥∥∥ .
(B.27)
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By triangle inequality,
∥∥∥M 0,(l),zero −M∥∥∥ 6 ∥∥∥M 0,(l),zero −M (l),zero∥∥∥+
∥∥∥∥∥∥∥∥∥∥∥∥

0 M1,l 0
...
M l,1 · · · M l,l · · · M l,n1+n2
...
0 Mn1+n2,l 0

∥∥∥∥∥∥∥∥∥∥∥∥
, (B.28)
where here we define M
(l),zero
as M zeroing out the l-th row and column of M . The first part we can again
apply Lemma 3.4 on M
(l),zero
to see
∥∥∥M0,(l),zero −M (l),zero∥∥∥ 6 4C4
√
µrκ log(n1 ∨ n2)
(n1 ∧ n2)p σ1(M)
holds on an event ECh2 with probability P[ECh2] > 1− (n1 + n2)−11. Therefore since
p > 1024C24
µrκ3 log(n1 ∨ n2)
n1 ∧ n2 ,
we have ∥∥∥M0,(l),zero −M (l),zero∥∥∥ 6 1
8
σr(M). (B.29)
Moreover, for the second part of the right hand side of (B.28), we have
∥∥∥∥∥∥∥∥∥∥∥∥

0 M1,l 0
...
M l,1 · · · M l,l · · · M l,n1+n2
...
0 Mn1+n2,l 0

∥∥∥∥∥∥∥∥∥∥∥∥
6
∥∥∥∥∥∥
 M l,1 · · · M l,l · · · M l,n1+n2
∥∥∥∥∥∥+
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥

M1,l
...
M l−1,l
0
M l+1,l
...
Mn1+n2,l

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
6‖M l,·‖2 + ‖M ·,l‖2
62max{‖U‖‖V ‖2,∞, ‖V ‖‖U‖2,∞}
62
√
µrκ
n1 ∧ n2σ1(M).
(B.30)
As long as
256
µrκ3
n1 ∧ n2 6 p 6 1,
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plugging back to (B.30) we have∥∥∥∥∥∥∥∥∥∥∥∥

0 M1,l 0
...
M l,1 · · · M l,l · · · M l,n1+n2
...
0 Mn1+n2,l 0

∥∥∥∥∥∥∥∥∥∥∥∥
6
1
8
σr(M). (B.31)
Combining the estimation (B.29) and (B.31) together we have∥∥∥M0,(l),zero −M∥∥∥ 6 1
4
σr(M). (B.32)
Applying Lemma B.1 here, we have∥∥∥∥((Z˜0,(l),zero)⊤W˜)−1∥∥∥∥ 6 2 and ∥∥∥sgn((Z˜0,(l),zero)⊤W˜)− (Z˜0,(l),zero)⊤W˜∥∥∥ 6 14 .
Therefore from (B.27) we have∥∥∥Z˜0,(l),zerosgn((Z˜0,(l),zero)⊤W˜)− Z˜0,(l),zero(Z˜0,(l),zero)⊤W˜∥∥∥
2,∞
6
1
2
∥∥∥Z˜0,(l),zero(Z˜0,(l),zero)⊤W˜∥∥∥
2,∞
and
‖Z˜0,(l),zero‖2,∞ =
∥∥∥Z˜0,(l),zerosgn((Z˜0,(l),zero)⊤W˜)∥∥∥
2,∞
6
∥∥∥Z˜0,(l),zero(Z˜0,(l),zero)⊤W˜∥∥∥
2,∞
+
∥∥∥Z˜0,(l),zerosgn((Z˜0,(l),zero)⊤W˜)− Z˜0,(l),zero(Z˜0,(l),zero)⊤W˜∥∥∥
2,∞
62
∥∥∥Z˜0,(l),zero(Z˜0,(l),zero)⊤W˜∥∥∥
2,∞
.
In order to give a control of
∥∥∥Z˜0,(l),zero(Z˜0,(l),zero)⊤W˜∥∥∥
2,∞
, we need Lemma 4 and Lemma 14 in
Abbe et al. [2017]. For the purpose of simplicity we combine those two lemmas together and only include
those useful bounds in our case:
Lemma B.6 (Abbe et al. 2017, Lemma 4 and Lemma 14 rewrited). Under our setup, there is some absolute
constant C5, if p > C5
µ2r2κ6 log(n1∨n2)
(n1∧n2)
, then on an event EA with probability P[EA] > 1− (n1 + n2)−11,
max
l
‖Z˜0,(l),zero(Z˜0,(l),zero)⊤W˜ − W˜ ‖2,∞ 6 4κ‖Z˜0(Z˜0)⊤W˜ ‖2,∞ + ‖W˜‖2,∞
and
‖Z˜0‖2,∞ 6 C5
(
κ‖W˜‖2,∞ +
√
n1 ∧ n2
p
‖M‖max‖M‖2,∞
σ2r (M)
)
holds.
By the lemma we have
‖Z˜0,(l),zero‖2,∞ 62
∥∥∥Z˜0,(l),zero(Z˜0,(l),zero)⊤W˜∥∥∥
2,∞
64‖W˜‖2,∞ + 8κ‖Z˜0(Z˜0)⊤W˜ ‖2,∞
64‖W˜‖2,∞ + 8κ‖Z˜0‖2,∞‖(Z˜0)⊤W˜ ‖
64‖W˜‖2,∞ + 8κ‖Z˜0‖2,∞
6
(
4 + 8C5κ
2 + 8
√
2C5
√
µ2r2κ6
(n1 ∧ n2)p
)
‖W˜‖2,∞.
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The fourth inequality uses the fact that ‖(Z˜0)⊤W˜ ‖ 6 1 since Z˜0 and W˜ both have orthonormal columns,
and the last inequality uses the fact that
‖M‖2,∞ 6 max(‖U‖‖V ‖2,∞, ‖V ‖‖U‖2,∞) 6
√
σ1(M)
√
2‖W ‖2,∞ 6
√
2σ1(M)‖W˜ ‖2,∞.
So as long as
p > 128
µ2r2κ2
n1 ∧ n2 ,
we have
‖Z˜0,(l),zero‖2,∞ 6 (4 + 9C5κ2)‖W˜ ‖2,∞. (B.33)
Recall that in (B.32) and (B.6) we have already shown∥∥∥M0,(l),zero −M∥∥∥ 6 1
4
σr(M),
∥∥∥M0,(l) −M∥∥∥ 6 1
4
σr(M)
holds on event ECh2 and ECh1 correspondingly. So by Davis-Kahan SinΘ theorem [Davis and Kahan, 1970]
we have∥∥∥Z˜0,(l)sgn((Z˜0,(l))⊤Z˜0,(l),zero)− Z˜0,(l),zero∥∥∥
F
6
2
√
2
σr(M)
∥∥∥(M 0,(l),zero −M0,(l)) Z˜0,(l),zero∥∥∥
F
.
For i 6= l, we have(
M
0,(l) −M0,(l),zero
)⊤
i,·
Z˜0,(l),zero =
(
M
0,(l) −M0,(l),zero
)
i,l
(Z˜
0,(l),zero
l,· )
⊤ = 0.
The last equation holds since by construction we have Z˜
0,(l),zero
l,· = 0. In order to see this, note the fact
that by definition, entries on l-th row of M
0,(l),zero
are identical zeros, so if there is an eigenvector v with
vl 6= 0, the corresponding eigenvalue must be zero. Since Z˜0,(l),zero is the collection of top-r eigenvectors. By
Weyl’s inequality and
∥∥∥M0,(l),zero −M∥∥∥ 6 14σr(M) we have the corresponding eigenvalues are all positive.
Therefore we have Z˜
0,(l),zero
l,· = 0.
So we have ∥∥∥(M0,(l),zero −M0,(l)) Z˜0,(l),zero∥∥∥
F
=
∥∥∥∥(M0,(l),zero −M0,(l))⊤l,· Z˜0,(l),zero
∥∥∥∥
2
=
∥∥∥M⊤l,·Z˜0,(l),zero∥∥∥
2
6‖M‖2,∞
6σ1(M)max{‖U˜‖2,∞, ‖V˜ ‖2,∞}
6
√
2σ1(M)‖W˜ ‖2,∞.
Therefore,∥∥∥Z˜0,(l)sgn((Z˜0,(l))⊤Z˜0,(l),zero)− Z˜0,(l),zero∥∥∥
F
6
4
σr(M)
σ1(M)‖W˜ ‖2,∞ = 4κ‖W˜‖2,∞. (B.34)
Putting (B.33) and (B.34) together we have∥∥∥Z˜0,(l)∥∥∥
2,∞
=‖Z˜0,(l)sgn
(
(Z˜0,(l))⊤Z˜0,(l),zero
)
‖2,∞
6‖Z˜0,(l),zero‖2,∞ +
∥∥∥Z˜0,(l)sgn((Z˜0,(l))⊤Z˜0,(l),zero)− Z˜0,(l),zero∥∥∥
F
6(4 + 4κ+ 9C5κ
2)‖W˜‖2,∞,
holds on an event EClaim = ECh1
⋂
ECh2
⋂
EA, using union bound we have P[EClaim] > 1− 3(n1 + n2)−11,
which proves the claim. 
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C Proof of Claim 4.6
Proof. Similar to what we did in the control of spectral norm, define the auxiliary iteration as
X˜t+1,(l) =Xt,(l)Rt,(l) − η
p
PΩ−l,·
(
Xt,(l)
(
Y t,(l)
)⊤
−UV ⊤
)
V − ηPl,·
(
Xt,(l)
(
Y t,(l)
)⊤
−UV ⊤
)
V
− η
2
U(Rt,(l))⊤
((
Xt,(l)
)⊤
Xt,(l) −
(
Y t,(l)
)⊤
Y t,(l)
)
Rt,(l),
Y˜ t+1,(l) =Y t,(l)Rt,(l) − η
p
[
PΩ−l,·
(
Xt,(l)
(
Y t,(l)
)⊤
−UV ⊤
)]⊤
U − η
[
Pl,·
(
Xt,(l)
(
Y t,(l)
)⊤
−UV ⊤
)]⊤
U
− η
2
V (Rt,(l))⊤
((
Y t,(l)
)⊤
Y t,(l) −
(
Xt,(l)
)⊤
Xt,(l)
)
Rt,(l).
Let P :=
[
U
V
]⊤ [
X˜t+1,(l)
Y˜ t+1,(l)
]
, so we have
P =U⊤Xt,(l)Rt,(l) − η
p
U⊤PΩ−l,·
(
Xt,(l)
(
Y t,(l)
)⊤
−UV ⊤
)
V − ηU⊤Pl,·
(
Xt,(l)
(
Y t,(l)
)⊤
−UV ⊤
)
V
− η
2
U⊤U(Rt,(l))⊤
((
Xt,(l)
)⊤
Xt,(l) −
(
Y t,(l)
)⊤
Y t,(l)
)
Rt,(l) + V ⊤Y t,(l)Rt,(l)
− η
p
V ⊤
[
PΩ−l,·
(
Xt,(l)
(
Y t,(l)
)⊤
−UV ⊤
)]⊤
U − ηV ⊤
[
Pl,·
(
Xt,(l)
(
Y t,(l)
)⊤
−UV ⊤
)]⊤
U
− η
2
V ⊤V (Rt,(l))⊤
((
Y t,(l)
)⊤
Y t,(l) −
(
Xt,(l)
)⊤
Xt,(l)
)
Rt,(l)
=U⊤Xt,(l)Rt,(l) − η
p
U⊤PΩ−l,·
(
Xt,(l)
(
Y t,(l)
)⊤
−UV ⊤
)
V − ηU⊤Pl,·
(
Xt,(l)
(
Y t,(l)
)⊤
−UV ⊤
)
V
+ V ⊤Y t,(l)Rt,(l) − η
p
V ⊤
[
PΩ−l,·
(
Xt,(l)
(
Y t,(l)
)⊤
−UV ⊤
)]⊤
U
− ηV ⊤
[
Pl,·
(
Xt,(l)
(
Y t,(l)
)⊤
−UV ⊤
)]⊤
U ,
here the last equality use the fact that U⊤U = V ⊤V . By the choice of Rt,(l), we also have U⊤Xt,(l)Rt,(l)+
V ⊤Y t,(l)Rt,(l) is symmetric, therefore P is symmetric.
In order to see all the eigenvalues of P are nonnegative, first by triangle inequality,∥∥∥∥∥
[
X˜t+1,(l) −U
Y˜ t+1,(l) − V
]∥∥∥∥∥ 6
∥∥∥∥∥E
[
X˜t+1,(l)
Y˜ t+1,(l)
]
−
[
X˜t+1,(l)
Y˜ t+1,(l)
]∥∥∥∥∥+
∥∥∥∥∥E
[
X˜t+1,(l)
Y˜ t+1,(l)
]
−
[
U
V
]∥∥∥∥∥ . (C.1)
For the first term of the right hand side of (C.1), note∥∥∥∥∥E
[
X˜t+1,(l)
Y˜ t+1,(l)
]
−
[
X˜t+1,(l)
Y˜ t+1,(l)
]∥∥∥∥∥
=η
∥∥∥∥∥∥
 −P−l,·
(
Xt,(l)
(
Y t,(l)
)⊤ −UV ⊤)V + 1pPΩ−l,· (Xt,(l) (Y t,(l))⊤ −UV ⊤)V
−
[
P−l,·
(
Xt,(l)
(
Y t,(l)
)⊤ −UV ⊤)]⊤U + 1p [PΩ−l,· (Xt,(l) (Y t,(l))⊤ −UV ⊤)]⊤U
∥∥∥∥∥∥
62η‖U‖
∥∥∥∥1pPΩ−l,·
(
Xt,(l)
(
Y t,(l)
)⊤
−UV ⊤
)
− P−l,·
(
Xt,(l)
(
Y t,(l)
)⊤
−UV ⊤
)∥∥∥∥
62η‖U‖
∥∥∥∥1pPΩ
(
Xt,(l)
(
Y t,(l)
)⊤
−UV ⊤
)
−
(
Xt,(l)
(
Y t,(l)
)⊤
−UV ⊤
)∥∥∥∥ .
(C.2)
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The last line uses the fact that 1pPΩ−l,·
(
Xt,(l)
(
Y t,(l)
)⊤ −UV ⊤) − P−l,· (Xt,(l) (Y t,(l))⊤ −UV ⊤) is a
matrix with l-th row all zero and ∥∥∥∥[ A0
]∥∥∥∥ 6 ∥∥∥∥[ Ab⊤
]∥∥∥∥
for any matrix A and vector b with suitable shape. Using Lemma 4.2, we have∥∥∥∥1pPΩ
(
Xt,(l)
(
Y t,(l)
)⊤
−UV ⊤
)
−
(
Xt,(l)
(
Y t,(l)
)⊤
−UV ⊤
)∥∥∥∥
6
∥∥∥∥1pPΩ ((Xt,(l)T t,(l) −U)V ⊤)− (Xt,(l)T t,(l) −U)V ⊤
∥∥∥∥
+
∥∥∥∥1pPΩ
(
U
(
Y t,(l)T t,(l) − V
)⊤)
−U
(
Y t,(l)T t,(l) − V
)⊤∥∥∥∥
+
∥∥∥∥1pPΩ
((
Xt,(l)T t,(l) −U
)(
Y t,(l)T t,(l) − V
)⊤)
−
(
Xt,(l)T t,(l) −U
)(
Y t,(l)T t,(l) − V
)⊤∥∥∥∥
6
‖Ω− pJ‖
p
(∥∥∥Xt,(l)T t,(l) −U∥∥∥
2,∞
‖V ‖2,∞ + ‖U‖2,∞
∥∥∥Y t,(l)T t,(l) − V ∥∥∥
2,∞
+
∥∥∥Xt,(l)T t,(l) −U∥∥∥
2,∞
∥∥∥Y t,(l)T t,(l) − V ∥∥∥
2,∞
)
.
Here we use the fact that
Xt,(l)
(
Y t,(l)
)⊤
=
(
Xt,(l)T t,(l)
)(
Y t,(l)T t,(l)
)⊤
On the event Etgd, from (3.13) and (3.14), we have∥∥∥∥[ Xt,(l)Y t,(l)
]
T t,(l) −
[
U
V
]∥∥∥∥
2,∞
6
∥∥∥∥[ XtY t
]
Rt −
[
Xt,(l)
Y t,(l)
]
T t,(l)
∥∥∥∥
F
+
∥∥∥∥[ XtY t
]
Rt −
[
U
V
]∥∥∥∥
2,∞
6111CIρ
t
√
µ2r2κ12 log(n1 ∨ n2)
(n1 ∧ n2)2p
√
σ1(M).
(C.3)
From Lemma 4.3 and (C.3),∥∥∥∥1pPΩ
(
Xt,(l)
(
Y t,(l)
)⊤
−UV ⊤
)
−
(
Xt,(l)
(
Y t,(l)
)⊤
−UV ⊤
)∥∥∥∥
6
√
n1 ∧ n2
p
× 111CIρt
√
µ2r2κ12 log(n1 ∨ n2)
(n1 ∧ n2)2p
√
σ1(M)
×
(
2
√
µrκ
n1 ∧ n2
√
σ1(M) + 111CIρ
t
√
µ2r2κ12 log(n1 ∨ n2)
(n1 ∧ n2)2p
√
σ1(M)
)
.
(C.4)
For the second term of the right hand side of (C.1), we deal with it very similar to the way we deal with α2
defined in (4.3): Note
E
[
X˜t+1,(l)
Y˜ t+1,(l)
]
−
[
U
V
]
=
 Xt,(l)Rt,(l) − η (Xt,(l)(Y t,(l))⊤ −UV ⊤)V − η2U(Rt,(l))⊤ ((Xt,(l))⊤Xt,(l) − (Y t,(l))⊤ Y t,(l))Rt,(l) −U
Y t,(l)Rt,(l) − η (Xt,(l)(Y t,(l))⊤ −UV ⊤)⊤U − η2V (Rt,(l))⊤ ((Y t,(l))⊤ Y t,(l) − (Xt,(l))⊤Xt,(l))Rt,(l) − V

=
[
∆
t,(l)
X
− η∆t,(l)
X
V ⊤V − ηU(∆t,(l)
Y
)⊤V − η2U(∆
t,(l)
X
)⊤U − η2UU⊤∆
t,(l)
X
+ η2U(∆
t,(l)
Y
)⊤V + η2UV
⊤
∆
t,(l)
Y
+ ηE1
∆
t,(l)
Y
− ηV (∆t,(l)
X
)⊤U − η∆t,(l)
Y
U⊤U − η2V (∆
t,(l)
Y
)⊤V − η2V V ⊤∆
t,(l)
Y
+ η2V (∆
t,(l)
X
)⊤U + η2V U
⊤
∆
t,(l)
X
+ ηE2
]
,
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where E1,E2 denote those terms with at least two ∆
t,(l)
X
’s and ∆
t,(l)
Y
’s. Again by the way we define Rt,(l),[
∆
t,(l)
X
∆
t,(l)
Y
]⊤ [
U
V
]
= (∆
t,(l)
X
)⊤U + (∆
t,(l)
Y
)⊤V
is symmetric, plug this back we have
E
[
X˜t+1,(l)
Y˜ t+1,(l)
]
−
[
U
V
]
=
[
∆
t,(l)
X
− η∆t,(l)
X
V ⊤V − ηUU⊤∆t,(l)
X
+ ηE1
∆
t,(l)
Y
− η∆t,(l)
Y
U⊤U − ηV V ⊤∆t,(l)
Y
+ ηE2
]
=
1
2
[
∆
t,(l)
X
∆
t,(l)
Y
]
(I − 2ηU⊤U) + 1
2
(
I − 2η
[
UU⊤ 0
0 V V ⊤
])[
∆
t,(l)
X
∆
t,(l)
Y
]
+ ηE ,
where the last line we use the fact that U⊤U = V ⊤V , and E :=
[
E1
E2
]
. Since UU⊤ and V V ⊤ sharing
the same eigenvalues, we have∥∥∥∥∥E
[
X˜t+1,(l)
Y˜ t+1,(l)
]
−
[
U
V
]∥∥∥∥∥ 612‖I − 2ηU⊤U‖‖∆t,(l)‖+ 12‖∆t,(l)‖
∥∥∥∥I − 2η [ UU⊤ 00 V V ⊤
]∥∥∥∥+ η‖E‖
6(1 − ησr(M))‖∆t,(l)‖+ η‖E‖.
By the definition of E, we have
‖E‖ 6 4‖∆t,(l)‖2‖U‖.
From (4.15),∥∥∥∥∥E
[
X˜t+1,(l)
Y˜ t+1,(l)
]
−
[
U
V
]∥∥∥∥∥ 6(1− ησr(M))× 2CIρt
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p
√
σ1(M)
+ 4η
(
2CIρ
t
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p
√
σ1(M)
)2√
σ1(M)
(C.5)
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holds. Combining (C.1), (C.2), (C.4) and (C.5) together, we have∥∥∥∥∥
[
X˜t+1,(l) −U
Y˜ t+1,(l) − V
]∥∥∥∥∥ 62η√σ1(M)
√
n1 ∧ n2
p
× 111CIρt
√
µ2r2κ12 log(n1 ∨ n2)
(n1 ∧ n2)2p
√
σ1(M)
×
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µrκ
n1 ∧ n2
√
σ1(M) + 111CIρ
t
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µ2r2κ12 log(n1 ∨ n2)
(n1 ∧ n2)2p
√
σ1(M)
)
+ (1− ησr(M)) × 2CIρt
√
µrκ6 log(n1 ∨ n2)
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√
σ1(M)
+ 4η
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2CIρ
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√
σ1(M)
)2√
σ1(M)
6ησr(M)CIρ
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√
µrκ6 log(n1 ∨ n2)
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√
σ1(M)
+ (1− ησr(M)) × 2CIρt
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p
√
σ1(M)
+ ησr(M)CIρ
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√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p
√
σ1(M)
62CIρ
t
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p
√
σ1(M)
6
1
4κ
√
σ1(M),
where the second inequality holds since
p > (6662 + 1112C2I )
µ2r2κ11 log(n1 ∨ n2)
n1 ∧ n2
and the last line holds since
p > 64C2I
µrκ8 log(n1 ∨ n2)
n1 ∧ n2 .
Therefore,∥∥∥∥∥
[
U
V
]⊤ [
U
V
]
−
[
U
V
]⊤ [
X˜t+1,(l)
Y˜ t+1,(l)
]∥∥∥∥∥ 6
∥∥∥∥[ UV
]∥∥∥∥
∥∥∥∥∥
[
X˜t+1,(l) −U
Y˜ t+1,(l) − V
]∥∥∥∥∥ 6 0.5σr(M). (C.6)
By Weyl’s inequality, we see eigenvalues of P are all nonnegative. Combining with the fact that P is
symmetric, we can see P is PSD. And also from Weyl’s inequality, σr(P ) > 1.5σr(M).
Moreover, by the definition of Xt,(l) and Y t,(l), as well as the assumption that 1 6 l 6 n1,
Xt+1,(l)Rt,(l) = Xt,(l)Rt,(l) − ηpPΩ−l,·
(
Xt,(l)(Y t,(l))⊤ −UV ⊤)Y t,(l)Rt,(l)
−ηPl,·
(
Xt,(l)(Y t,(l))⊤ −UV ⊤)Y t,(l)Rt,(l)
− η2Xt,(l)Rt,(l)(Rt,(l))⊤
(
(Xt,(l))⊤Xt,(l) − (Y t,(l))⊤Y t,(l))Rt,(l),
Y t+1,(l)Rt,(l) = Y t,(l)Rt,(l) − ηp
[PΩ−l,· (Xt,(l)(Y t,(l))⊤ −UV ⊤)]⊤Xt,(l)Rt,(l)
−η [Pl,· (Xt,(l)(Y t,(l))⊤ −UV ⊤)]⊤Xt,(l)Rt,(l)
− η2Y t,(l)Rt,(l)(Rt,(l))⊤
(
(Y t,(l))⊤Y t,(l) − (Xt,(l))⊤Xt,(l))Rt,(l).
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Therefore,[
Xt+1,(l)Rt,(l) − X˜t+1,(l)
Y t+1,(l)Rt,(l) − Y˜ t+1,(l)
]
=
[
0 ηA
ηA⊤ 0
] [
∆
t,(l)
X
∆
t,(l)
Y
]
+
 − η2∆t,(l)X (Rt,(l))⊤ ((Xt,(l))⊤Xt,(l) − (Y t,(l))⊤ Y t,(l))Rt,(l)
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t,(l)
Y
(Rt,(l))⊤
((
Y t,(l)
)⊤
Y t,(l) − (Xt,(l))⊤Xt,(l))Rt,(l)
 (C.7)
with
A := −1
p
PΩ−l,·
(
Xt,(l)
(
Y t,(l)
)⊤
−UV ⊤
)
− Pl,·
(
Xt,(l)
(
Y t,(l)
)⊤
−UV ⊤
)
.
First in order to give a bound of ‖A‖, we can first decompose A as
A =−1
p
PΩ
(
Xt,(l)
(
Y t,(l)
)⊤
−UV ⊤
)
︸ ︷︷ ︸
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Xt,(l)
(
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−UV ⊤
)
︸ ︷︷ ︸
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.
(C.8)
From Lemma 4.2 and Lemma 4.3,
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∥∥∥∥1pPΩ
(
Xt,(l)
(
Y t,(l)
)⊤
−UV ⊤
)
−
(
Xt,(l)
(
Y t,(l)
)⊤
−UV ⊤
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holds on the event Etgd ⊂ ES .
From (C.3) and (4.15),
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where the second inequality holds since
p > 1112C2I
µrκ11 log(n1 ∨ n2)
n1 ∧ n2
and the last inequality holds since
p > 3332C23
µ2r2κ7
n1 ∧ n2 .
Note by the definition of A2, we have ‖A2‖ = ‖(A2)l,·‖2, and note (A2)l,· here is exactly b2 we define in
(4.26), therefore we directly use the result (4.35) and (4.36):
‖A2‖ = ‖b2‖2 6100ρt
115CI
√
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(n1 ∧ n2)2p2 + 333CI
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(C.10)
holds on the event Et+1gd , where the last inequality holds since
p > 5.29× 108µrκ
6 log(n1 ∨ n2)
n1 ∧ n2 .
By putting (C.9), (C.10) and (C.8) together we have
‖A‖ 6 ‖A1‖+ ‖A2‖ 6 7CIρt
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µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p σ1(M) (C.11)
holds on the event Et+1gd . Moreover,∥∥∥∥∥∥
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− η2∆
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∥∥∥∥∆t,(l)Y (Rt,(l))⊤((Y t,(l))⊤ Y t,(l) − (Xt,(l))⊤Xt,(l))Rt,(l)∥∥∥∥
6
η
2
(
‖∆t,(l)
X
‖+ ‖∆t,(l)
Y
‖
)(
2‖∆t,(l)
X
‖‖U‖+ ‖∆t,(l)
X
‖2 + 2‖∆t,(l)
Y
‖‖V ‖+ ‖∆t,(l)
Y
‖2
)
6
η
2
× 4CIρt
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p
√
σ1(M)× 12CIρt
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p σ1(M)
624C2I ηρ
2t
√
µ2r2κ12 log2(n1 ∨ n2)
(n1 ∧ n2)2p2
√
σ1(M)
3
,
(C.12)
where the third inequality uses (4.15) and
p > 4C2I
µrκ6 log(n1 ∨ n2)
n1 ∧ n2 .
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Now from (C.7), (C.11), (C.12) and also (4.15) we can see that∥∥∥∥∥
[
Xt+1,(l)Rt,(l) − X˜t+1,(l)
Y t+1,(l)Rt,(l) − Y˜ t+1,(l)
]∥∥∥∥∥
6η × 7CIρt
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p σ1(M)× 2CIρ
t
√
µrκ6 log(n1 ∨ n2)
(n1 ∧ n2)p
√
σ1(M)
+ 24C2I ηρ
2t
√
µ2r2κ12 log2(n1 ∨ n2)
(n1 ∧ n2)2p2
√
σ1(M)
3
638C2I ηρ
t
√
µ2r2κ12 log2(n1 ∨ n2)
(n1 ∧ n2)2p2
√
σ1(M)
3
.
(C.13)
Therefore,∥∥∥∥∥
[
U
V
]⊤ [
Xt+1,(l)Rt,(l) − X˜t+1,(l)
Y t+1,(l)Rt,(l) − Y˜ t+1,(l)
]∥∥∥∥∥ 6
∥∥∥∥[ UV
]∥∥∥∥
∥∥∥∥∥
[
Xt+1,(l)Rt,(l) − X˜t+1,(l)
Y t+1,(l)Rt,(l) − Y˜ t+1,(l)
]∥∥∥∥∥ 6 σr(M) 6 σr(P ),
where the second last inequality uses the fact that
p > 76C2I
µrκ6 log(n1 ∨ n2)
n1 ∧ n2
and
η 6
σr(M)
200σ21(M)
.
Since P is PSD, so sgn(P ) = I, and by definition of Rt+1,(l) we have
(Rt,(l))−1Rt+1,(l) = argmin
R
∥∥∥∥[ Xt+1,(l)Rt,(l)Y t+1,(l)Rt,(l)
]
R−
[
U
V
]∥∥∥∥
F
,
Applying Lemma 4.4 with
C :=
[
X˜t+1,(l)
Y˜ t+1,(l)
]⊤ [
U
V
]
= P⊤ = P , E :=
[
Xt+1,(l)Rt,(l) − X˜t+1,(l)
Y t+1,(l)Rt,(l) − Y˜ t+1,(l)
]⊤ [
U
V
]
,
we have
‖(Rt,(l))−1Rt+1,(l) − I‖ =‖ sgn(C +E)− sgn(C)‖
6
1
σr(P )
∥∥∥∥∥
[
U
V
]⊤ [
Xt+1,(l)Rt,(l) − X˜t+1,(l)
Y t+1,(l)Rt,(l) − Y˜ t+1,(l)
]∥∥∥∥∥
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√
σ1(M)
σr(M)
× 38C2I ηρt
√
µ2r2κ12 log2(n1 ∨ n2)
(n1 ∧ n2)2p2
√
σ1(M)
3
676C2I
σ21(M)
σr(M)
ηρt
√
µ2r2κ12 log2(n1 ∨ n2)
(n1 ∧ n2)2p2 ,
where the second inequality uses the fact that σr(P ) > 1.5σr(M) and the third one uses (C.13).
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