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We prove an existence and uniqueness result for quasilinear Stochas-
tic PDEs with obstacle (OSPDE in short). Our method is based on
analytical technics coming from the parabolic potential theory. The
solution is expressed as a pair (u, ν) where u is a predictable contin-
uous process which takes values in a proper Sobolev space and ν is a
random regular measure satisfying the minimal Skohorod condition.
1. Introduction. The starting point of this work is the following parabolic
stochastic partial differential equation (in short, SPDE):
dut(x) = ∂i(ai,j(x)∂jut(x) + gi(t, x, ut(x),∇ut(x)))dt
+ f(t, x, ut(x),∇ut(x))dt(1)
+
+∞∑
j=1
hj(t, x, ut(x),∇ut(x))dB
j
t ,
where a is a symmetric bounded measurable matrix which defines a sec-
ond order operator on an open domain O ⊂ Rd, with Dirichlet boundary
condition. The initial condition is given as u0 = ξ, a L
2(O)-valued random
variable, and f , g = (g1, . . . , gd) and h= (h1, . . . , hi, . . .) are nonlinear random
functions. Given an obstacle S :Ω× [0, T ]×O → R, we study the obstacle
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problem for SPDE (1), that is, we want to find a solution of (1) which sat-
isfies “u≥ S” where the obstacle S is regular in some sense and controlled
by the solution of a SPDE.
Nualart and Pardoux [16] have studied the obstacle problem for a non-
linear heat equation on the spatial interval [0,1] with Dirichlet boundary
conditions, driven by an additive space–time white noise. They proved the
existence and uniqueness of the solution and their method relied heavily
on the results for a deterministic variational inequality. Donati-Martin and
Pardoux [9] generalized the model of Nualart and Pardoux. The nonlinearity
appears both in the drift and in the diffusion coefficients. They proved the
existence of the solution by penalization method but they did not obtain
the uniqueness result. And then in 2009, Xu and Zhang solved the problem
of the uniqueness; see [21]. However, in all their models, there is not the
term of divergence and they do not consider the case where the coefficients
depend on ∇u.
The work of El Karoui et al. [10] treats the obstacle problem for de-
terministic semilinear PDE’s within the framework of backward stochastic
differential equations (BSDE in short). Namely, the equation (1) is consid-
ered with f depending on u and ∇u, while the function g is null (as well h)
and the obstacle v is continuous. They considered the viscosity solution of
the obstacle problem for the equation (1), they represented this solution
stochastically as a process and the main new object of this BSDE frame-
work is a continuous increasing process that controls the set {u= v}. Bally
et al. [3] (see also [14]) point out that the continuity of this process allows
one to extend the classical notion of a strong variational solution (see The-
orem 2.2 of [4], page 238) and express the solution to the obstacle as a pair
(u, ν) where ν is supported by the set {u= v}.
Matoussi and Stoica [13] have proved an existence and uniqueness result
for the obstacle problem of backward quasilinear stochastic PDE on the
whole space Rd and driven by a finite dimensional Brownian motion. The
method is based on the probabilistic interpretation of the solution by us-
ing the backward doubly stochastic differential equation (BDSDE in short).
They have also proved that the solution is a pair (u, ν) where u is a pre-
dictable continuous process which takes values in a proper Sobolev space and
ν is a random regular measure satisfying the minimal Skohorod condition.
In particular, they gave for the regular measure ν a probabilistic interpreta-
tion in terms of the continuous increasing process K where (Y,Z,K) is the
solution of a reflected generalized BDSDE.
Michel Pierre [17, 18] has studied the parabolic PDE with obstacle using
the parabolic potential as a tool. He proved that the solution uniquely exists
and is quasi-continuous. With the help of Pierre’s result, under suitable
assumptions on f , g and h, our aim is to prove existence and uniqueness for
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the following SPDE with given obstacle S that we write formally as

dut(x) = ∂i(ai,j(x)∂jut(x) + gi(t, x, ut(x),∇ut(x)))dt
+ f(t, x, ut(x),∇ut(x))dt
+
+∞∑
j=1
hj(t, x, ut(x),∇ut(x))dB
j
t ,
ut(x)≥ St(x), ∀(t, x) ∈R
+ ×O,
u0(x) = ξ(x), ∀x ∈O,
ut(x) = 0, ∀(t, x) ∈R
+ × ∂O.
(2)
To give a rigorous definition to the notion of a solution to this equation,
we will use the technics of parabolic potential theory developed by M. Pierre
in the stochastic framework. We first prove a quasi-continuity result for the
solution of the SPDE (1) with null Dirichlet condition on given domain O
and driven by an infinite dimensional Brownian motion. This result is not
obvious and is based on a mixing pathwise argument and Mignot and Puel
[15] existence result of the obstacle problem for some deterministic PDEs.
Moreover, we prove in our context that the reflected measure ν is a regular
random measure and we give the analytical representation of such a measure
in terms of parabolic potential in the sense given by M. Pierre in [17]. The
main theorem we obtain is the following:
Theorem 1. Assume that f , g and h satisfy some Lipschitz continuity
and integrability hypotheses, ξ ∈ L2(Ω×O), S is quasi-continuous and St ≤
S′t, where S
′ is the solution of the linear SPDE with null boundary condition

dS′t =LS
′
t dt+ f
′
t dt+
d∑
i=1
∂ig
′
i,t dt+
+∞∑
j=1
h′j,t dB
j
t ,
S′(0) = S′0,
where S′0 ∈ L
2(Ω×O), and f ′, g′ and h′ are square integrable adapted pro-
cesses.
Then there exists a unique solution (u, ν) of the obstacle problem for the
SPDE (2) associated to (ξ, f, g, h,S), that is, u is a predictable continuous
process which takes values in a proper Sobolev space, u≥ S and ν is a random
regular measure such that:
(1) The following relation holds almost surely, for all t ∈ [0, T ] and ∀ϕ ∈
C∞c (R
+)⊗ C2c (O),
(ut, ϕt)− (ξ,ϕ0)−
∫ t
0
(us, ∂sϕs)ds+
∫ t
0
E(us, ϕs)ds
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+
d∑
i=1
∫ t
0
(gis(us,∇us), ∂iϕs)ds
=
∫ t
0
(fs(us,∇us), ϕs)ds+
+∞∑
j=1
∫ t
0
(hjs(us,∇us), ϕs)dB
j
s
+
∫ t
0
∫
O
ϕs(x)ν(dx, ds).
(2) u admits a quasi-continuous version, u˜, and we have the mininal
Skohorod condition∫ T
0
∫
O
(u˜(s,x)− S(s,x))ν(dx, ds) = 0 a.s.
This paper is divided as follows: in the second section we set the assump-
tions, then we introduce in the third section the notion of a regular measure
associated to parabolic potentials. The fourth section is devoted to prove the
quasi-continuity of the solution of SPDE without obstacle. The fifth section
is the main part of the paper in which we prove existence and uniqueness of
the solution. To do that, we begin with the linear case, and then by Picard
iteration we get the result in the nonlinear case; we also establish an Itoˆ
formula. Finally, in the sixth section we prove a comparison theorem for the
solution of SPDE with obstacle.
2. Preliminaries. We consider a sequence ((Bi(t))t≥0)i∈N∗ of indepen-
dent Brownian motions defined on a standard filtered probability space
(Ω,F , (Ft)t≥0, P ) satisfying the usual conditions.
Let O ⊂ Rd be an open domain and L2(O) the set of square integrable
functions with respect to the Lebesgue measure on O. It is a Hilbert space
equipped with the usual scalar product and norm as follows:
(u, v) =
∫
O
u(x)v(x)dx, ‖u‖=
(∫
O
u2(x)dx
)1/2
.
Let A be a symmetric second order differential operator, with domain D(A),
given by
A :=−L=−
d∑
i,j=1
∂i(a
i,j(x)∂j).
We assume that a(x) = (ai,j(x))i,j is a measurable symmetric matrix defined
on O which satisfies the uniform ellipticity condition
λ|ξ|2 ≤
d∑
i,j=1
ai,j(x)ξiξj ≤ Λ|ξ|2 ∀x∈O, ξ ∈Rd,
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where λ and Λ are positive constants.
Let (F,E) be the associated Dirichlet form given by F := D(A1/2) =
H10 (O) and
E(u, v) := (A1/2u,A1/2v) and E(u) = ‖A1/2u‖2 ∀u, v ∈ F,
where H10 (O) is the first order Sobolev space of functions vanishing at the
boundary. As usual, we shall denote H−1(O) its dual space.
We consider the quasilinear stochastic partial differential equation (1)
with initial condition u(0, ·) = ξ(·) and Dirichlet boundary condition u(t, x) =
0,∀(t, x) ∈R+× ∂O.
We assume that we have predictable random functions
f :R+×Ω×O×R×Rd→ R,
g = (g1, . . . , gd) :R
+×Ω×O×R×Rd→ Rd,
h= (h1, . . . , hi, . . .) :R
+×Ω×O×R×Rd→ RN
∗
.
In the sequel, | · | will always denote the underlying Euclidean or l2-norm.
For example,
|h(t,ω,x, y, z)|2 =
+∞∑
i=1
|hi(t,ω,x, y, z)|
2.
Assumption (H). There exist nonnegative constants C,α,β such that
for almost all ω, the following inequalities hold for all (t, x, y, z) ∈R+×O×
R×Rd:
(1) |f(t,ω,x, y, z)− f(t,ω,x, y′, z′)| ≤C(|y− y′|+ |z − z′|),
(2) (
∑d
i=1 |gi(t,ω,x, y, z)− gi(t,ω,x, y
′, z′)|2)1/2 ≤C|y− y′|+α|z − z′|,
(3) (|h(t,ω,x, y, z)− h(t,ω,x, y′, z′)|2)1/2 ≤C|y− y′|+ β|z − z′|,
(4) the contraction property: 2α+ β2 < 2λ.
Remark 1. This last contraction property ensures existence and unique-
ness for the solution of the SPDE without obstacle (see [8]).
With the uniform ellipticity condition we have the following equivalent
conditions:
‖f(u,∇u)− f(v,∇v)‖ ≤C‖u− v‖+Cλ−1/2E1/2(u− v),
‖g(u,∇u)− g(v,∇v)‖L2(O;Rd) ≤C‖u− v‖+αλ
−1/2E1/2(u− v),
‖h(u,∇u)− h(v,∇v)‖L2(O;RN∗) ≤C‖u− v‖+ βλ
−1/2E1/2(u− v).
Moreover, for simplicity, we fix a terminal time T > 0, and we assume the
following:
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Assumption (I).
ξ ∈ L2(Ω×O) is an F0-measurable random variable,
f(·, ·, ·,0,0) := f0 ∈ L2([0, T ]×Ω×O;R),
g(·, ·, ·,0,0) := g0 = (g01 , . . . , g
0
d) ∈ L
2([0, T ]×Ω×O;Rd),
h(·, ·, ·,0,0) := h0 = (h01, . . . , h
0
i , . . .) ∈ L
2([0, T ]×Ω×O;RN
∗
).
Now we introduce the notion of a weak solution.
We denote byHT the space ofH
1
0 (O)-valued predictable L
2(O)-continuous
processes (ut)t≥0 which satisfy
E sup
t∈[0,T ]
‖ut‖
2 +E
∫ T
0
E(ut)dt <+∞.
It is the natural space for solutions.
The space of test functions is denoted by D = C∞c (R
+) ⊗ C2c (O), where
C∞c (R
+) is the space of all real-valued infinitely differentiable functions with
compact support in R+ and C2c (O) is the set of C
2-functions with compact
support in O.
Heuristically, a pair (u, ν) is a solution of the obstacle problem for (1)
with Dirichlet boundary condition if we have the following:
(1) u ∈HT and u(t, x)≥ S(t, x), dP ⊗dt⊗dx-a.e. and u0(x) = ξ, dP ⊗dx-
a.e.;
(2) ν is a random measure defined on [0, T )×O;
(3) the following relation holds almost surely, for all t ∈ [0, T ] and ∀ϕ ∈D,
(ut, ϕt)− (ξ,ϕ0)−
∫ t
0
(us, ∂sϕs)ds+
∫ t
0
E(us, ϕs)ds
+
d∑
i=1
∫ t
0
(gis(us,∇us), ∂iϕs)ds
=
∫ t
0
(fs(us,∇us), ϕs)ds+
+∞∑
j=1
∫ t
0
(hjs(us,∇us), ϕs)dB
j
s
+
∫ t
0
∫
O
ϕs(x)ν(dx, ds);
(4) ∫ T
0
∫
O
(u(s,x)− S(s,x))ν(dx, ds) = 0 a.s.
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But, the random measure, which in some sense obliges the solution to stay
above the barrier, is a local time so, in general, it is not absolutely continuous
w.r.t. the Lebesgue measure. As a consequence, for example, the condition∫ T
0
∫
O
(u(s,x)− S(s,x))ν(dxds) = 0
makes no sense. Hence, we need to consider a precise version of u and S
defined ν-almost surely.
In order to tackle this difficulty, we introduce in the next section the
notions of parabolic capacity on [0, T ]×O and a quasi-continuous version of
functions introduced by Michel Pierre in several works (see, e.g., [17, 18]).
Let us remark that these tools were also used by Klimsiak [11] to get a
probabilistic interpretation to semilinear PDEs with obstacle.
Finally and to end this section, we give an important example of stochastic
noise which is covered by our framework:
Example 1. Let W be a noise white in time and colored in space,
defined on a standard filtered probability space (Ω,F , (Ft)t≥0, P ) whose co-
variance function is given by
∀s, t ∈R+,∀x, y ∈O E[W˙ (x, s)W˙ (y, t)] = δ(t− s)k(x, y),
where k :O×O 7→R+ is a symmetric and measurable function.
Consider the following SPDE driven by W :
dut(x) =
(
d∑
i,j=1
∂iai,j(x)∂jut(x) + f(t, x, ut(x),∇ut(x))
+
d∑
i=1
∂igi(t, x, ut(x),∇ut(x))
)
dt(3)
+ h˜(t, x, ut(x),∇ut(x))W (dt, x),
where f and g are as above and h˜ is a random real-valued function.
We assume that the covariance function k defines a trace class operator
denoted by K in L2(O). It is well known (see [19]) that there exists an
orthogonal basis (ei)i∈N∗ of L
2(O) consisting of eigenfunctions of K with
corresponding eigenvalues (λi)i∈N∗ such that
+∞∑
i=1
λi <+∞
and
k(x, y) =
+∞∑
i=1
λiei(x)ei(y).
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It is also well known that there exists a sequence ((Bi(t))t≥0)i∈N∗ of inde-
pendent standard Brownian motions such that
W (dt, ·) =
+∞∑
i=1
λ
1/2
i eiB
i(dt),
so that equation (3) is equivalent to (1) with h= (hi)i∈N∗ where
∀i ∈N∗ hi(s,x, y, z) =
√
λih˜(s,x, y, z)ei(x).
Assume as in [20] that for all i ∈N∗, ‖ei‖∞ <+∞ and
+∞∑
i=1
λi‖ei‖
2
∞ <+∞.
Since
(|h(t,ω,x, y, z)− h(t,ω,x, y′, z′)|2)1/2
≤
(
+∞∑
i=1
λi‖ei‖
2
∞
)
|h˜(t, x, y, z)− h˜(t, x, y′, z′)|2,
h satisfies the Lipschitz hypothesis (H)-(3) if h˜ satisfies a similar Lipschitz
hypothesis.
3. Parabolic potential analysis.
3.1. Parabolic capacity and potentials. In this section we will recall some
important definitions and results concerning the obstacle problem for parabolic
PDE in [17] and [18].
K denotes L∞([0, T ];L2(O))∩L2([0, T ];H10 (O)) equipped with the norm
‖v‖2K = ‖v‖
2
L∞([0,T ];L2(O)) + ‖v‖
2
L2([0,T ];H10(O))
= sup
t∈[0,T [
‖vt‖
2 +
∫ T
0
(‖vt‖
2 + E(vt))dt.
C denotes the space of continuous functions on compact support in [0, T [×O
and, finally,
W =
{
ϕ ∈ L2([0, T ];H10 (O));
∂ϕ
∂t
∈L2([0, T ];H−1(O))
}
,
endowed with the norm ‖ϕ‖2W = ‖ϕ‖
2
L2([0,T ];H10(O))
+ ‖∂ϕ∂t ‖
2
L2([0,T ];H−1(O)).
It is known (see [12]) thatW is continuously embedded in C([0, T ];L2(O)),
the set of L2(O)-valued continuous functions on [0, T ]. So without ambigu-
ity, we will also consider WT = {ϕ ∈W;ϕ(T ) = 0}, W
+ = {ϕ ∈W;ϕ ≥ 0},
W+T =WT ∩W
+.
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We now introduce the notion of parabolic potentials and regular measures
which permit to define the parabolic capacity.
Definition 1. An element v ∈K is said to be a parabolic potential if it
satisfies
∀ϕ ∈W+T
∫ T
0
−
(
∂ϕt
∂t
, vt
)
dt+
∫ T
0
E(ϕt, vt)dt≥ 0.
We denote by P the set of all parabolic potentials.
The next representation property is crucial:
Proposition 1 (Proposition 1.1 in [18]). Let v ∈ P, then there exists a
unique positive Radon measure on [0, T [×O, denoted by νv, such that
∀ϕ ∈WT ∩ C
∫ T
0
(
−
∂ϕt
∂t
, vt
)
dt+
∫ T
0
E(ϕt, vt)dt=
∫ T
0
∫
O
ϕ(t, x)dνv.
Moreover, v admits a right-continuous (resp., left-continuous) version vˆ
(resp., v¯) : [0, T ] 7→ L2(O).
Such a Radon measure νv is called a regular measure and we write
νv =
∂v
∂t
+Av.
Remark 2. As a consequence, we can also define for all v ∈P ,
vT = lim
t↑T
v¯t ∈ L
2(O).
Definition 2. Let K ⊂ [0, T [×O be compact; v ∈ P is said to be ν-
superior than 1 on K, if there exists a sequence vn ∈ P with vn ≥ 1 a.e. on
a neighborhood of K converging to v in L2([0, T ];H10 (O)).
We denote
SK = {v ∈P;v is ν-superior to 1 on K}.
Proposition 2 (Proposition 2.1 in [18]). Let K ⊂ [0, T [×O be compact,
then SK admits a smallest vK ∈ P and the measure ν
v
K whose support is in
K satisfies ∫ T
0
∫
O
dνvK = inf
v∈P
{∫ T
0
∫
O
dνv;v ∈SK
}
.
Definition 3 (Parabolic capacity).
• Let K ⊂ [0, T [×O be compact, and we define cap(K) =
∫ T
0
∫
O dν
v
K .
• Let O ⊂ [0, T [×O be open, and we define cap(O) = sup{cap(K);K ⊂
O compact}.
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• For anyBorelianE ⊂ [0, T [×O, we define cap(E) = inf{cap(O);O ⊃E open}.
Definition 4. A property is said to hold quasi-everywhere (in short, q.e.)
if it holds outside a set of null capacity.
Definition 5 (Quasi-continuity). A function u : [0, T [×O→R is called
quasi-continuous, if there exists a decreasing sequence of open subsets On
of [0, T [×O with the following:
(1) for all n, the restriction of un to the complement of On is continuous;
(2) limn→+∞ cap(On) = 0.
We say that u admits a quasi-continuous version, if there exists u˜ quasi-
continuous such that u˜= u a.e.
The next proposition, whose proof may be found in [17] or [18], shall play
an important role in the sequel:
Proposition 3. Let K ⊂O be a compact set, then ∀t ∈ [0, T [,
cap({t} ×K) = λd(K),
where λd is the Lebesgue measure on O.
As a consequence, if u : [0, T [×O→R is a map defined quasi-everywhere,
then it defines uniquely a map from [0, T [ into L2(O). In other words, for
any t ∈ [0, T [, ut is defined without any ambiguity as an element in L
2(O).
Moreover, if u ∈ P, it admits version u¯ which is left continuous on [0, T ]
with values in L2(O) so that uT = u¯T− is also defined without ambiguity.
Remark 3. The previous proposition applies if, for example, u is quasi-
continuous.
Proposition 4 (Theorem III.1 in [18]). If ϕ ∈ W, then it admits a
unique quasi-continuous version that we denote by ϕ˜. Moreover, for all v ∈
P, the following relation holds:∫
[0,T [×O
ϕ˜ dνv =
∫ T
0
(−∂tϕ,v) + E(ϕ,v)dt+ (ϕT , vT ).
3.2. Applications to PDEs with obstacle. For any function ψ : [0, T [×O→
R and u0 ∈ L
2(O), following M. Pierre [17, 18], F. Mignot and J.P. Puel [15],
we define
κ(ψ,u0) = ess inf{u ∈ P;u≥ ψ a.e., u(0)≥ u0}.(4)
This lower bound exists and is an element in P . Moreover, when ψ is
quasi-continuous, this potential is the solution of the following reflected
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problem:
κ ∈P, κ≥ ψ,
∂κ
∂t
+Aκ= 0 on {u > ψ}, κ(0) = u0.
Mignot and Puel have proved in [15] that κ(ψ,u0) is the limit [increasingly
and weakly in L2([0, T ];H10 (O))] when ε tends to 0 of the solution of the
following penalized equation:
uε ∈W, uε(0) = u0,
∂uε
∂t
+Auε −
(uε − ψ)
−
ε
= 0.
Let us point out that they obtain this result in the more general case where
ψ is only measurable from [0, T [ into L2(O).
For given f ∈ L2([0, T ];H−1(O)), we denote by κfu0 the solution of the
following problem:
κ ∈W, κ(0) = u0,
∂κ
∂t
+Aκ= f.
The next theorem ensures existence and uniqueness of the solution of parabolic
PDE with obstacle; it is proved in [17], Theorem 1.1. The proof is based on
a regularization argument of the obstacle, using the results of [5].
Theorem 2. Let ψ : [0, T [×O → R be quasi-continuous, suppose that
there exists ζ ∈ P with |ψ| ≤ ζ a.e., f ∈ L2([0, T ];H−1(O)), and the ini-
tial value u0 ∈ L
2(O) with u0 ≥ ψ(0), then there exists a unique u ∈ κ
f
u0 +P
quasi-continuous such that
u(0) = u0, u˜≥ ψ, q.e.;
∫ T
0
∫
O
(u˜− ψ˜)dνu−κ
f
u0 = 0.
We end this section by a convergence lemma which plays an important
role in our approach (Lemma 3.8 in [18]):
Lemma 1. If (vn)n ∈ P is a bounded sequence in K and converges weakly
to v in L2([0, T ];H10 (O)), and if u is a quasi-continuous function and |u| is
bounded by a element in P, then
lim
n→+∞
∫ T
0
∫
O
udνv
n
=
∫ T
0
∫
O
udνv.
Remark 4. For the more general case one can see [18], Lemma 3.8.
4. Quasi-continuity of the solution of SPDE without obstacle. As a con-
sequence of well-known results (see, e.g., [8], Theorem 8), we know that
under Assumptions (H) and (I), SPDE (1) with zero Dirichlet boundary
condition admits a unique solution in HT (for the definition of solution see,
e.g., Definition 1 in [8]); we denote it by U(ξ, f, g, h). The main theorem of
this section is the following:
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Theorem 3. Under Assumptions (H) and (I), u= U(ξ, f, g, h) the so-
lution of SPDE (1) admits a quasi-continuous version denoted by u˜, that
is, u = u˜ dP ⊗ dt ⊗ dx-a.e. and for almost all w ∈ Ω, (t, x)→ u˜t(w,x) is
quasi-continuous.
Before giving the proof of this theorem, we need the following lemmas.
The first one is proved in [18], Lemma 3.3:
Lemma 2. There exists C > 0 such that, for all open set ϑ ⊂ [0, T [×O
and v ∈ P with v ≥ 1 a.e. on ϑ,
capϑ≤C‖v‖2K.
Let κ = κ(u,u+(0)) be defined by relation (4). One has to note that κ
is a random function. From now on, we always take for κ the following
measurable version
κ= sup
n
vn,
where (vn)n is the nondecreasing sequence of random functions given by

∂vnt
∂t
= Lvnt + n(v
n
t − ut)
−,
vn0 = u
+(0).
(5)
Using the results recalled in Section 3, we know that for almost all w ∈ Ω,
vn(w) converges weakly to v(w) = κ(u(w), u+(0)(w)) in L2([0, T ];H10 (O))
and that v ≥ u.
Lemma 3. We have the following estimate:
E‖κ‖2K ≤C
(
E‖u+0 ‖
2 +E‖u0‖
2 +E
∫ T
0
‖f0t ‖
2 + ‖|g0t |‖
2+‖|h0t |‖
2 dt
)
,
where C is a constant depending only on the structure constants of the equa-
tion.
Proof. All along this proof, we shall denote by C or Cε some constant
which may change from line to line.
The following estimate for the solution of the SPDE we consider is well
known:
E sup
t∈[0,T ]
‖ut‖
2 +E
∫ T
0
E(ut)dt
(6)
≤CE
(
‖u0‖
2 +
∫ T
0
(‖f0t ‖
2 + ‖|g0t |‖
2 + ‖|h0t |‖
2)dt
)
,
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where C is a constant depending only on the structure constants of the
equation.
Consider the approximation (vn)n defined by (5), P -almost surely, it con-
verges weakly to v = κ(u,u+(0)) in L2([0, T ];H10 (O)).
We remark that vn − u satisfies the following equation:
d(vnt − ut) +A(v
n
t − ut)dt
=−ft(ut,∇ut)dt−
d∑
i=1
∂ig
i
t(ut,∇ut)dt
−
+∞∑
j=1
hjt(ut,∇ut)dB
j
t + n(v
n
t − ut)
− dt.
Applying Itoˆ’s formula to (vn − u)2 (see Lemma 7 in [7]), we have almost
surely, for all t ∈ [0, T ],
‖vnt − ut‖
2 + 2
∫ t
0
E(vns − us)ds
= ‖u+0 − u0‖
2 − 2
∫ t
0
(vns − us, fs(us,∇us))ds
(7)
+ 2
d∑
i=1
∫ t
0
(∂i(v
n
s − us), g
i
s(us,∇us))ds+
∫ t
0
‖|hs(us,∇us)|‖
2 ds
− 2
+∞∑
j=1
∫ t
0
(vns − us, h
j
s(us,∇us))dB
j
s +2
∫ t
0
(n(vns − us)
−, vns − us)ds.
The last term in the right member of (7) is obviously nonpositive, so
‖vnt − ut‖
2 +2
∫ t
0
E(vns − us)ds
≤ ‖u+0 − u0‖
2 − 2
∫ t
0
(vns − us, fs(us,∇us))ds
(8)
+
∫ t
0
‖|hs(us,∇us)|‖
2 ds+ 2
d∑
i=1
∫ t
0
(∂i(v
n
s − us), g
i
s(us,∇us))ds
− 2
+∞∑
j=1
∫ t
0
(vns − us, h
j
s(us,∇us))dB
j
s a.s.
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Then taking expectation and using Cauchy–Schwarz’s inequality, we get
E‖vnt − ut‖
2 +
(
2−
ε
λ
)
E
∫ t
0
E(vns − us)ds
≤E‖u+0 − u0‖
2 +E
∫ t
0
‖vns − us‖
2 ds
+E
∫ t
0
‖fs(us,∇us)‖
2 ds+CεE
∫ t
0
‖|gs(us,∇us)|‖
2 ds
+E
∫ t
0
‖|hs(us,∇us)|‖
2 ds.
Therefore, by using the Lipschitz conditions on the coefficients, we have
E‖vnt − ut‖
2 +
(
2−
ε
λ
)
E
∫ t
0
E(vns − us)ds
≤E‖u+0 − u0‖
2 +E
∫ t
0
‖vns − us‖
2 ds
+CE
∫ t
0
(‖f0s ‖
2 + ‖|g0s |‖
2 + ‖|h0s|‖
2)ds+CE
∫ t
0
‖us‖
2 ds
+
(
C
λ
+
α
λ
+
β2
λ
)
E
∫ t
0
E(us)ds.
Combining with (6), this yields
E‖vnt − ut‖
2 +
(
2−
ε
λ
)
E
∫ t
0
E(vns − us)ds
≤E‖u+0 − u0‖
2 +E
∫ t
0
‖vns − us‖
2 ds
+CE
(
‖u0‖
2 +
∫ T
0
(‖f0t ‖
2+‖|g0t |‖
2 + ‖|h0t |‖
2)dt
)
.
We take now ε small enough such that (2− ελ)> 0, then, with Gronwall’s
lemma, we obtain for each t ∈ [0, T ]
E‖vnt − ut‖
2
≤Cec
′T
(
E‖u+0 − u0‖
2 +E‖u0‖
2 +E
∫ T
0
‖f0t ‖
2 + ‖|g0t |‖
2 + ‖|h0t |‖
2 dt
)
.
As we a priori know that P -almost surely, (vn)n tends to κ strongly in
L2([0, T ]×O), the previous estimate yields, thanks to the dominated con-
vergence theorem, that (vn)n converges to κ strongly in L
2(Ω× [0, T ]×O)
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and
sup
t∈[0,T ]
E‖κt − ut‖
2
≤Cec
′T
(
E‖u+0 − u0‖
2 +E‖u0‖
2 +E
∫ T
0
‖f0t ‖
2 + ‖|g0t |‖
2 + ‖|h0t |‖
2 dt
)
.
Moreover, as (vn)n tends to κ weakly in L
2([0, T ];H10 (O)) P -almost-surely,
we have for all t ∈ [0, T ],
E
∫ T
0
E(κs − us)ds
≤ lim inf
n
E
∫ T
0
E(vns − us)ds
≤ TCec
′T
(
E‖u+0 − u0‖
2 +E‖u0‖
2 +E
∫ T
0
‖f0t ‖
2 + ‖|g0t |‖
2 + ‖|h0t |‖
2 dt
)
.
Let us now study the stochastic term in (8). Let us define the martingales
Mnt =
+∞∑
j=1
∫ t
0
(vns − us, h
j
s)dB
j
s and Mt =
+∞∑
j=1
∫ t
0
(κs − us, h
j
s)dB
j
s .
Then
E[|MnT −MT |
2]
=E
∫ T
0
+∞∑
j=1
(κs − v
n
s , hs)
2 ds
≤E
∫ T
0
‖κs − v
n
s ‖
2‖|hs|‖
2 ds.
Using the strong convergence of (vn)n to κ, we conclude that (M
n)n tends
to M in the L2 sense. Passing to the limit in (8), we get, almost surely, for
all t ∈ [0, T ],
‖κt − ut‖
2 +2
∫ t
0
E(κs − us)ds
≤ ‖u+0 − u0‖
2 − 2
∫ t
0
(κs − us, fs(us,∇us))ds
+ 2
d∑
i=1
∫ t
0
(∂i(κs − us), g
i
s(us,∇us))ds
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− 2
+∞∑
j=1
∫ t
0
(κs − us, h
j
s(us,∇us))dB
j
s
+
∫ t
0
‖|hs(us,∇us)|‖
2 ds.
As a consequence of Burkholder–Davies–Gundy’s inequalities, we get
E sup
t∈[0,T ]
∣∣∣∣
+∞∑
j=1
∫ t
0
(κs − us, h
j
s(us,∇us))dB
j
s
∣∣∣∣
≤CE
[∫ T
0
+∞∑
j=1
(κs − us, h
j
s(us,∇us))
2 ds
]1/2
≤CE
[∫ T
0
+∞∑
j=1
sup
t∈[0,T ]
‖κt − ut‖
2‖hjs(us,∇us)‖
2 ds
]1/2
≤CE
[
sup
t∈[0,T ]
‖κt − ut‖
(∫ T
0
‖|ht(ut,∇ut)|‖
2 dt
)1/2]
≤ εE sup
t∈[0,T ]
‖κt − ut‖
2 +CεE
∫ T
0
‖|ht(ut,∇ut)|‖
2 dt.
By Lipschitz conditions on h and (6) this yields
E sup
t∈[0,T ]
∣∣∣∣∣
+∞∑
j=1
∫ t
0
(κs − us, hs(us,∇us))dBs
∣∣∣∣∣
≤ εE sup
t∈[0,T ]
‖κt − ut‖
2
+C
(
E‖u0‖
2 +E
∫ T
0
(‖f0t ‖
2 + ‖|g0t |‖
2 + ‖|h0t |‖
2)dt
)
.
Hence,
(1− ε)E sup
t∈[0,T ]
‖κt − ut‖
2 +
(
2−
ε
λ
)
E
∫ T
0
E(κt − ut)dt
≤C
(
E‖u+0 − u0‖
2 +E‖u0‖
2 +E
∫ T
0
‖f0t ‖
2 + ‖|g0t |‖
2 + ‖|h0t |‖
2 dt
)
.
We can take ε small enough such that 1− ε > 0 and 2− ελ > 0, hence,
E sup
t∈[0,T ]
‖κt − ut‖
2 +E
∫ T
0
E(κt − ut)dt
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≤C
(
E‖u+0 − u0‖
2 +E‖u0‖
2 +E
∫ T
0
‖f0t ‖
2 + ‖|g0t |‖
2 + ‖|h0t |‖
2 dt
)
.
Then, combining with (6), we get the desired estimate:
E sup
t∈[0,T ]
‖κt‖
2 +E
∫ T
0
E(κt)dt
≤C
(
E‖u+0 ‖
2 +E‖u0‖
2 +E
∫ T
0
‖f0t ‖
2 + ‖|g0t |‖
2 + ‖|h0t |‖
2 dt
)
.

Proof of Theorem 3. For simplicity, we put
ft(x) = f(t, x, ut(x),∇ut(x)), gt(x) = g(t, x, ut(x),∇ut(x)) and
ht(x) = h(t, x, ut(x),∇ut(x)).
We introduce (Pt) the semi-group associated to operator A and put for each
n ∈N∗, i ∈ {1, . . . , d} and each j ∈N∗,
un0 = P1/nu0, f
n = P1/nf, g
n
i = P1/ngi and h
n
j = P1/nhj .
Then (un0 )n converges to u0 in L
2(Ω;L2(O)), and (fn)n, (g
n)n and (h
n)n are
sequences of elements in L2(Ω× [0, T ];D(A)) which converge, respectively,
to f , g and h in L2(Ω× [0, T ];L2(O)). For all n ∈N∗ we define
unt = Ptu
n
0 +
∫ t
0
Pt−sf
n
s ds+
d∑
i=1
∫ t
0
Pt−s∂ig
n
i,s ds+
+∞∑
j=1
∫ t
0
Pt−sh
n
j,s dB
j
s
= Pt+(1/n)u0 +
∫ t
0
Pt+(1/n)−sfs ds+
d∑
i=1
∫ t
0
Pt+(1/n)−s∂igi,s ds
+
+∞∑
j=1
∫ t
0
Pt+(1/n)−shj,s dB
j
s .
We denote by G(t, x, s, y) the kernel associated to Pt, then
un(t, x) =
∫
O
G
(
t+
1
n
,x,0, y
)
u0(y)dy
+
∫ t
0
∫
O
G
(
t+
1
n
,x, s, y
)
f(s, y)dy ds
+
d∑
i=1
∫ t
0
∫
O
G
(
t+
1
n
,x, s, y
)
∂ig
i
s(y)dy ds
+
+∞∑
j=1
∫ t
0
∫
O
G
(
t+
1
n
,x, s, y
)
hjs(y)dy dB
i
s.
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But, as A is strictly elliptic, G is uniformly continuous in space–time vari-
ables on any compact away from the diagonal in time (see Theorem 6 in [1])
and satisfies Gaussian estimates (see Aronson [2]); this ensures that for all
n ∈N∗, un is P -almost surely continuous in (t, x).
We consider a sequence of random open sets
ϑn = {|u
n+1 − un|> εn}, Θp =
+∞⋃
n=p
ϑn.
Let κn = κ(
1
εn
(un+1−un), 1εn (u
n+1−un)+(0))+κ(− 1εn (u
n+1−un), 1εn (u
n+1−
un)−(0)), and from the definition of κ and the relation (see [18])
κ(|v|)≤ κ(v, v+(0)) + κ(−v, v−(0)),
we know that κn satisfy the conditions of Lemma 2, that is, κn ∈ P et κn ≥ 1
a.e. on ϑn, thus, we get the following relation:
cap(Θp)≤
+∞∑
n=p
cap(ϑn)≤
+∞∑
n=p
‖κn‖
2
K.
Thus, remarking that un+1−un = U(un+10 −u
n
0 , f
n+1−fn, gn+1−gn, hn+1−
hn), we apply Lemma 3 to κ( 1εn (u
n+1 − un), 1εn (u
n+1 − un)+(0)) and
κ(− 1εn (u
n+1 − un), 1εn (u
n+1 − un)−(0)) and obtain
E[cap(Θp)]
≤
+∞∑
n=p
E‖κn‖
2
K
≤ 2C
+∞∑
n=p
1
ε2n
(
E‖un+10 − u
n
0‖
2 +E
∫ T
0
‖fn+1t − f
n
t ‖
2 + ‖|gn+1t − g
n
t |‖
2
+ ‖|hn+1t − h
n
t |‖
2 dt
)
.
Then, by extracting a subsequence, we can consider that
E‖un+10 − u
n
0‖
2 +E
∫ T
0
‖fn+1t − f
n
t ‖
2 + ‖|gn+1t − g
n
t |‖
2 + ‖|hn+1t − h
n
t |‖
2 dt
≤
1
2n
.
Then we take εn =
1
n2
to get
E[cap(Θp)]≤
+∞∑
n=p
2Cn4
2n
.
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Therefore,
lim
p→+∞
E[cap(Θp)] = 0.
For almost all ω ∈Ω, un(ω) is continuous in (t, x) on (Θp(w))
c and (un(ω))n
converges uniformly to u on (Θp(w))
c for all p, hence, u(ω) is continuous in
(t, x) on (Θp(w))
c. Then from the definition of quasi-continuous, we know
that u(ω) admits a quasi-continuous version since cap(Θp) tends to 0 almost
surely as p tends to +∞. 
5. Existence and uniqueness of the solution of the obstacle problem.
5.1. Weak solution.
Assumption (O). The obstacle S is assumed to be an adapted process,
quasi-continuous, such that S0 ≤ ξ P -almost surely and controlled by the
solution of a SPDE, that is, ∀t ∈ [0, T ],
St ≤ S
′
t,(9)
where S′ is the solution of the linear SPDE with Dirichlet boundary condi-
tion, 

dS′t =LS
′
t dt+ f
′
t dt+
d∑
i=1
∂ig
′
i,t dt+
+∞∑
j=1
h′j,t dB
j
t ,
S′(0) = S′0,
(10)
where S′0 ∈ L
2(Ω × O) is F0-measurable, and f
′, g′ and h′ are adapted
processes, respectively, in L2([0, T ]×Ω×O;R), L2([0, T ]×Ω×O;Rd) and
L2([0, T ]×Ω×O;RN
∗
).
Remark 5. Here again, we know that S′ uniquely exists and satisfies
the following estimate:
E sup
t∈[0,T ]
‖S′t‖
2 +E
∫ T
0
E(S′t)dt
(11)
≤CE
[
‖S′0‖
2 +
∫ T
0
(‖f ′t‖
2 + ‖|g′t|‖
2 + ‖|h′t|‖
2)dt
]
.
Moreover, from Theorem 3, S′ admits a quasi-continuous version.
Let us also remark that even if this assumption seems restrictive since S′
is driven by the same operator and Brownian motions as u, it encompasses
a large class of examples.
We now are able to define rigorously the notion of the solution to the
problem with obstacle we consider.
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Definition 6. A pair (u, ν) is said to be a solution of the obstacle
problem for (1) with Dirichlet boundary condition if:
(1) u ∈HT and u(t, x)≥ S(t, x), dP ⊗dt⊗dx-a.e. and u0(x) = ξ, dP ⊗dx-
a.e.;
(2) ν is a random regular measure defined on [0, T )×O;
(3) the following relation holds almost surely, for all t ∈ [0, T ] and ∀ϕ ∈D,
(ut, ϕt)− (ξ,ϕ0)−
∫ t
0
(us, ∂sϕs)ds+
∫ t
0
E(us, ϕs)ds
+
d∑
i=1
∫ t
0
(gis(us,∇us), ∂iϕs)ds
(12)
=
∫ t
0
(fs(us,∇us), ϕs)ds+
+∞∑
j=1
∫ t
0
(hjs(us,∇us), ϕs)dB
j
s
+
∫ t
0
∫
O
ϕs(x)ν(dx, ds);
(4) u admits a quasi-continuous version, u˜, and we have∫ T
0
∫
O
(u˜(s,x)− S(s,x))ν(dx, ds) = 0 a.s.
The main result of this paper is the following:
Theorem 4. Under Assumptions (H), (I) and (O), there exists a
unique weak solution of the obstacle problem for the SPDE (1) associated to
(ξ, f, g, h,S).
We denote by R(ξ, f, g, h,S) the solution of SPDE (1) with obstacle when
it exists and is unique.
As the proof of this theorem is quite long, we split it in several steps: first
we prove existence and uniqueness in the linear case, then establish an Itoˆ
formula and finally prove the theorem thanks to a fixed point argument.
5.2. Proof of Theorem 4 in the linear case. All along this subsection,
we assume that f , g and h do not depend on u and ∇u, so we consider
that f , g and h are adapted processes, respectively, in L2([0, T ]×Ω×O;R),
L2([0, T ]×Ω×O;Rd) and L2([0, T ]×Ω×O;RN
∗
).
For n ∈N∗, let un be the solution of the following SPDE:
dunt = Lu
n
t dt+ ft dt+
d∑
i=1
∂igi,t dt+
+∞∑
j=1
hj,t dB
j
t + n(u
n
t − St)
− dt(13)
THE OBSTACLE PROBLEM FOR QUASILNEAR SPDES 21
with initial condition un0 = ξ and null Dirichlet boundary condition. We know
from Theorem 8 in [8] that this equation admits a unique solution in HT
and that the solution admits L2(O)-continuous trajectories.
Lemma 4. For all n ∈N∗, un satisfies the following estimate:
E sup
t∈[0,T ]
‖unt ‖
2 +E
∫ T
0
E(unt )dt+E
∫ T
0
n‖(unt − St)
−‖2 dt≤C,
where C is a constant depending only on the structure constants of the
SPDE.
Proof. From (13) and (10), we know that un−S′ satisfies the following
equation:
d(unt −S
′
t) = L(u
n
t −S
′
t)dt+ f˜t dt+
d∑
i=1
∂ig˜
i
t dt+
+∞∑
j=1
h˜jt dB
j
t +n(u
n
t −St)
− dt,
where f˜ = f − f ′, g˜ = g− g′ and h˜= h−h′. Applying Itoˆ’s formula to (un−
S′)2, we have
‖unt − S
′
t‖
2 + 2
∫ t
0
E(uns − S
′
s)ds
= 2
∫ t
0
((uns − S
′
s), f˜s)ds+ 2
+∞∑
j=1
∫ t
0
((uns − S
′
s), h˜
j
s)dB
j
s
− 2
d∑
i=1
∫ t
0
(∂i(u
n
s − S˜s), g˜
i
s)ds+2
∫ t
0
∫
O
(uns − S
′
s)n(u
n
s − Ss)
− ds
+
∫ t
0
‖|h˜s|‖
2 ds, a.s.
We remark first∫ t
0
∫
O
(uns − S
′
s)n(u
n
s − Ss)
− ds
=
∫ t
0
∫
O
(uns − Ss + Ss − S
′
s)n(u
n
s − Ss)
− ds
=−
∫ t
0
∫
O
n((uns − Ss)
−)2 ds+
∫ t
0
∫
O
(Ss − S
′
s)n(u
n
s − Ss)
− dxds;
the last term in the right member is nonpositive because St ≤ S
′
t, thus,
‖unt − S
′
t‖
2 + 2
∫ t
0
E(uns − S
′
s)ds+2
∫ t
0
n‖(uns − S)
−‖2 ds
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≤ 2
∫ t
0
(uns − S
′
s, f˜s)ds− 2
d∑
i=1
∫ t
0
(∂i(u
n
s − S
′
s), g˜
i
s)ds
+ 2
+∞∑
j=1
∫ t
0
(uns − S
′
s, h˜
j
s)dB
j
s +
∫ t
0
‖|h˜s|‖
2 ds a.s.
Then using Cauchy–Schwarz’s inequality, we have ∀t ∈ [0, T ],
2
∣∣∣∣
∫ t
0
(uns − S
′
s, f˜s)ds
∣∣∣∣≤ ε
∫ T
0
‖uns − S
′
s‖
2 ds+
1
ε
∫ T
0
‖f˜s‖
2 ds
and
2
∣∣∣∣∣
d∑
i=1
∫ t
0
(∂i(u
n
s − S
′
s), g˜
i
s)ds
∣∣∣∣∣
≤ ε
∫ T
0
‖∇(uns − S
′
s)‖
2 ds+
1
ε
∫ T
0
‖|g˜|‖2 ds.
Moreover, thanks to Burkholder–Davies–Gundy’s inequality, we get
E sup
t∈[0,T ]
∣∣∣∣∣
+∞∑
j=1
∫ t
0
(uns − S
′
s, h˜
j
s)dB
j
s
∣∣∣∣∣
≤ c1E
[∫ T
0
+∞∑
j=1
(uns − S
′
s, h˜
j
s)
2 ds
]1/2
≤ c1E
[∫ T
0
+∞∑
j=1
sup
s∈[0,T ]
‖uns − S
′
s‖
2‖h˜js‖
2 ds
]1/2
≤ c1E
[
sup
s∈[0,T ]
‖uns − S
′
s‖
(∫ T
0
‖|h˜s|‖
2 ds
)1/2]
≤ εE sup
s∈[0,T ]
‖uns − S
′
s‖
2 +
c1
4ε
E
∫ T
0
‖|h˜s|‖
2 ds.
Then using the strict ellipticity assumption and the inequalities above, we
get
(1− 2ε(T + 1))E sup
t∈[0,T ]
‖unt − S
′
t‖
2 + (2λ− ε)E
∫ T
0
E(uns − S
′
s)ds
+ 2E
∫ T
0
n‖(uns − Ss)
−‖2 ds
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≤C
(
E‖ξ‖2 +
2
ε
E
∫ T
0
‖f˜s‖
2 +
2
ε
‖|g˜s|‖
2 +
(
c1
2ε
+1
)
‖|h˜s|‖
2 ds
)
.
We take ε small enough such that (1−2ε(T +1))> 0; this yields (2λ−ε)> 0,
E sup
t∈[0,T ]
‖unt − S
′
t‖
2 +E
∫ T
0
E(unt − S
′
t)dt+E
∫ T
0
n‖(unt − St)
−‖2 dt≤C.
Then with (11), we obtain the desired estimate. 
We now introduce z, the solution of the corresponding SPDE without
obstacle:
dzt +Azt dt= ft dt+
d∑
i=1
∂igi,t dt+
+∞∑
j=1
hj,t dB
j
t ,
starting from z0 = ξ, with null Dirichlet condition on the boundary. As a
consequence of Theorem 3, we can take for z a quasi-continuous version.
For each n ∈N∗, we put vn = un − z. Clearly, vn satisfies
dvnt +Av
n
t dt= n(v
n
t − (St − zt))
− dt= n(unt − St)
− dt.
Since S − z is quasi-continuous almost-surely, by the results established by
Mignot and Puel in [15], we know that P -almost surely, the sequence (vn)n is
increasing and converges in L2([0, T ]×O) P -almost surely to v and that the
sequence of random measures νv
n
= n(unt − St)
− dt dx converges vaguely to
a measure associated to v: ν = νv . As a consequence of the previous lemma,
(un)n and (v
n)n are bounded sequences in L
2(Ω × [0, T ];H10 (O)), which is
a Hilbert space [equipped the norm (E
∫ T
0 ‖ut‖
2
H10 (O)
dt)1/2]. By a double
extraction argument, we can construct subsequences (unk)k and (v
nk)k such
that the first one converges weakly in L2(Ω× [0, T ];H10 (O)) to an element
that we denote u and the second one to an element which necessarily is equal
to v since (vn)n is increasing. Moreover, we can construct sequences (uˆ
n)n
and (vˆn)n of convex combinations of elements of the form
uˆn =
Nn∑
k=1
αnku
nk and vˆn =
Nn∑
k=1
αnkv
nk
converging strongly to u an v, respectively, in L2(Ω× [0, T ];H10 (O)).
From the fact that un is the weak solution of (13), we get
(unt , ϕt)− (ξ,ϕ0)−
∫ t
0
(uns , ∂sϕs)ds+
∫ t
0
E(uns , ϕs)ds
+
d∑
i=1
∫ t
0
(gis, ∂iϕs)ds
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(14)
=
∫ t
0
(fs, ϕs)ds+
+∞∑
j=1
∫ t
0
(hjs, ϕs)dB
j
s
+
∫ t
0
∫
O
ϕs(x)n(u
n
s − Ss)
− dxds a.s.
Hence,
(uˆnt , ϕt)− (ξ,ϕ0)−
∫ t
0
(uˆns , ∂sϕs)ds+
∫ t
0
E(uˆns , ϕs)ds+
d∑
i=1
∫ t
0
(gis, ∂iϕs)ds
=
∫ t
0
(fs, ϕs)ds+
+∞∑
j=1
∫ t
0
(hjs, ϕs)dB
j
s(15)
+
∫ t
0
∫
O
ϕs(x)
(
Nn∑
k=1
nk(u
nk
s − Ss)
−
)
dxds a.s.
We have∫ t
0
∫
O
ϕs(x)
(
Nn∑
k=1
nk(u
nk
s − Ss)
−
)
dxds=
∫ T
0
−
(
∂ϕt
∂t
, vˆnt
)
dt+
∫ T
0
E(ϕt, vˆ
n
t )dt
so that we have almost surely, at least for a subsequence,
lim
n→+∞
∫ t
0
∫
O
ϕs(x)
(
Nn∑
k=1
nk(u
nk
s − Ss)
−
)
dxds
=
∫ T
0
−
(
∂ϕt
∂t
, vt
)
dt+
∫ T
0
E(ϕt, vt)dt
=
∫ T
0
∫
O
ϕt(x)ν(dx, dt).
As (uˆn)n converges to u in L
2(Ω× [0, T ];H10 (O)), by making n tend to +∞
in (15), we obtain
(ut, ϕt)− (ξ,ϕ0)−
∫ t
0
(us, ∂sϕs)ds+
∫ t
0
E(us, ϕs)ds+
d∑
i=1
∫ t
0
(gis, ∂iϕs)ds
=
∫ t
0
(fs, ϕs)ds+
+∞∑
j=1
∫ t
0
(hjs, ϕs)dB
j
s +
∫ t
0
∫
O
ϕs(x)ν(dx, ds) a.s.
In the next subsection we will show that u satisfies an Itoˆ formula. As a
consequence by applying it to u2t , using standard arguments, we get that
u ∈ HT so for almost all ω ∈ Ω, u(ω) ∈ K. And from Theorem 9 in [8], we
know that for almost all ω ∈ Ω, z(ω) ∈ K. Therefore, for almost all ω ∈
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Ω, v(ω) = u(w) − z(w) ∈ K. Hence, ν = ∂tv + Av is a regular measure by
definition. Moreover, by [17, 18] we know that v admits a quasi-continuous
version v˜ which satisfies the minimality condition∫ ∫
(v˜ − S + z˜)ν(dxdt) = 0.(16)
z is quasi-continuous version, hence, u˜= z+ v˜ is a quasi-continuous version
of u and we can write (16) as∫ ∫
(u˜− S)ν(dxdt) = 0.
The fact that u≥ S comes from the fact that v ≥ u− z, so at this stage we
have proved that (u, ν) is a solution to the obstacle problem we consider.
Uniqueness comes from the fact that both z and v are unique, which ends
the proof of Theorem 4.
5.3. Itoˆ’s formula. The following Itoˆ formula for the solution of the ob-
stacle problem is fundamental to get all the results in the nonlinear case.
Let us also remark that any solution of the nonlinear equation (1) may be
viewed as the solution of a linear one so that it also satisfies the Itoˆ formula.
Theorem 5. Under assumptions of the previous Section 5.2, let u be
the solution of SPDE (1) with obstacle and Φ:R+ × R→ R be a function
of class C1,2. We denote by Φ′ and Φ′′ the derivatives of Φ with respect to
the space variables and by ∂Φ∂t the partial derivative with respect to time. We
assume that these derivatives are bounded and Φ′(t,0) = 0 for all t≥ 0. Then
P -a.s. for all t ∈ [0, T ],∫
O
Φ(t, ut(x))dx+
∫ t
0
E(Φ′(s,us), us)ds
=
∫
O
Φ(0, ξ(x))dx+
∫ t
0
∫
O
∂Φ
∂s
(s,us(x))dxds
+
∫ t
0
(Φ′(s,us), fs)ds−
d∑
i=1
∫ t
0
∫
O
Φ′′(s,us(x))∂ius(x)gi(x)dxds
+
+∞∑
j=1
∫ t
0
(Φ′(s,us), hj)dB
j
s
+
1
2
+∞∑
j=1
∫ t
0
∫
O
Φ′′(s,us(x))(hj,s(x))
2 dxds
+
∫ t
0
∫
O
Φ′(s, u˜s(x))ν(dxds).
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Proof. We keep the same notation as in the previous subsection and so
consider the sequence (un)n approximating u and also (uˆ
n)n the sequence of
convex combinations uˆn =
∑Nn
k=1α
n
ku
nk converging strongly to u in L2(Ω×
[0, T ];H10 (O)).
Moreover, by standard arguments such as the Banach–Saks theorem, since
(un)n is nondecreasing, we can choose the convex combinations such that
(uˆn)n is also a nondecreasing sequence. We start by a key lemma:
Lemma 5. Let t ∈ [0, T ], then
lim
n→+∞
E
∫ t
0
∫
O
(uˆns − Ss)
−
Nn∑
k=1
αnknk(u
nk
s − Ss)
− dxds= 0.
Proof. We write as above un = vn + z and we denote νˆn =∑Nn
k=1α
n
knk(u
nk
s − Ss)
− so that∫ t
0
∫
O
(uˆns − Ss)νˆ
n(dxds) =
∫ t
0
∫
O
vˆns νˆ
n(dxds) +
∫ t
0
∫
O
(zs − Ss)νˆ
n(dxds).
From Lemma 1, we know that∫ t
0
∫
O
(zs − Ss)νˆ
n(dxds)→
∫ t
0
∫
O
(zs − Ss)ν(dxds).
Moreover, by Lemma II.6 in [17], we have for all n
1
2
‖vˆnT ‖
2 +
∫ T
0
E(vˆns )ds=
∫ T
0
∫
O
vˆns νˆ
n(dxds)
and
1
2
‖vT ‖
2 +
∫ T
0
E(vs)ds=
∫ T
0
∫
O
v˜sν(dxds).
As (vˆn)n tends to v in L
2([0, T ],H10 (O)),
lim
n→+∞
∫ T
0
E(vˆns )ds=
∫ T
0
E(vs)ds.
Let us prove that (‖vˆnT ‖)n tends to ‖vT ‖.
Since (vˆnT )n is nondecreasing and bounded in L
2(O), it converges in L2(O)
to m = supn vˆ
n
T . Let ρ ∈ H
1
0 (O), then the map defined by ϕ(t, x) = ρ(x)
belongs to W , hence, as a consequence of Proposition 4,∫
[0,T [×O
ρdνˆn =
∫ T
0
E(ρ, vˆns )ds+ (ρ, vˆ
n
T )
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and ∫
[0,T [×O
ρ˜ dν =
∫ T
0
E(ρ, vs)ds+ (ρ, vT );
making n tend to +∞ and using one more time Lemma 1, we get
lim
n→+∞
(ρ, vˆnT ) = (ρ,m) = (ρ, vT ).
Since ρ is arbitrary, we have vT =m and so limn→+∞ ‖vˆ
n
T ‖= ‖vT ‖ and this
yields
lim
n→+∞
∫ T
0
∫
O
vˆns νˆ
n(dxds) =
∫ T
0
∫
O
v˜sν(dxds) =
∫ T
0
∫
O
(Ss − zs)ν(dxds).
This proves that
lim
n→+∞
∫ t
0
∫
O
(uˆns − Ss)νˆ
n(dxds) = 0.
We conclude by remarking that
lim
n→+∞
∫ t
0
∫
O
(uˆns − Ss)
+νˆn(dxds)≤ lim
n→+∞
∫ t
0
∫
O
(us − Ss)νˆ
n(dxds)
=
∫ t
0
∫
O
(u˜s − Ss)ν(dxds) = 0. 
We now end the proof of Theorem 5. We consider the penalized solution
(un)n, and we know that its convex combination (uˆ
n)n converges strongly
to u in L2(Ω× [0, T ];H10 (O)). And uˆ
n satisfies the following SPDE:
duˆnt +Auˆ
n
t dt= ft dt+
d∑
i=1
∂ig
i
t dt+
+∞∑
j=1
hjt dB
j
t +
Nn∑
k=1
αnknk(u
nk
s − Ss)
− dt.
From the Itoˆ formula for the solution of SPDE without obstacle (see Lemma
7 in [7]), we have, almost surely, for all t ∈ [0, T ],∫
O
Φ(t, uˆnt (x))dx+
∫ t
0
E(Φ′(s, uˆns ), uˆ
n
s )ds
=
∫
O
Φ(0, ξ(x))dx+
∫ t
0
∫
O
∂Φ
∂s
(s, uˆns )dxds
+
∫ t
0
(Φ′(s, uˆns ), fs)ds
−
d∑
i=1
∫ t
0
∫
O
Φ′′(s, uˆns (x))∂iuˆ
n
s (x)gi(x)dxds
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+
+∞∑
j=1
∫ t
0
(Φ′(s, uˆns ), hj)dB
j
s
+
1
2
+∞∑
j=1
∫ t
0
∫
O
Φ′′(s, uˆns (x))(hj(x))
2 dxds
+
∫ t
0
∫
O
Φ′(s, uˆns )
Nn∑
k=1
αnknk(u
nk
s − Ss)
− dxds.
Because of the strong convergence of (uˆn)n, the convergence of all the terms
except the last one are clear. To obtain the convergence of the last term, we
do as follows:∫ t
0
∫
O
Φ′(s, uˆns )
Nn∑
k=1
αnknk(u
nk
s − Ss)
− dxds
=
∫ t
0
∫
O
(Φ′(s, uˆns )−Φ
′(s,Ss))
Nn∑
k=1
αnknk(u
nk
s − Ss)
− dxds
+
∫ t
0
∫
O
Φ′(s,Ss)
Nn∑
k=1
αnknk(u
nk
s − Ss)
− dxds.
For the first term in the right member, we have∣∣∣∣∣
∫ t
0
∫
O
(Φ′(s, uˆns )−Φ
′(s,Ss))
Nn∑
k=1
αnknk(u
nk
s − Ss)
− dxds
∣∣∣∣∣
≤C
∫ t
0
∫
O
|uˆns − Ss| ·
Nn∑
k=1
αnknk(u
nk
s − Ss)
− dxds
=C
∫ t
0
∫
O
((uˆns − Ss)
+ + (uˆns − Ss)
−)
Nn∑
k=1
αnknk(u
nk
s − Ss)
− dxds
=C
∫ t
0
∫
O
(uˆns − Ss)
+
Nn∑
k=1
αnknk(u
nk
s − Ss)
− dxds
+C
∫ t
0
∫
O
(uˆns − Ss)
−
Nn∑
k=1
αnknk(u
nk
s − Ss)
− dxds.
We have the following inequality because (uˆn)n converges to u increasingly:∫ t
0
∫
O
(uˆns − Ss)
−
Nn∑
k=1
αnknk(u
nk
s − Ss)
− dxds
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≤
∫ t
0
∫
O
(us − Ss)
+
Nn∑
k=1
αnknk(u
nk
s − Ss)
− dxds
=
∫ t
0
∫
O
(us − Ss)
Nn∑
k=1
αnknk(u
nk
s − Ss)
− dxds.
With Lemma 1, we know that
lim
n→∞
∫ t
0
∫
O
(us−Ss)
Nn∑
k=1
αnknk(u
nk
s −Ss)
− dxds→
∫ t
0
∫
O
(u˜s− S˜s)ν(dxds) = 0.
And from Lemma 5, we have∫ t
0
∫
O
(uˆns − Ss)
−
Nn∑
k=1
αnknk(u
nk
s − Ss)
− dxds→ 0.
Therefore,∫ t
0
∫
O
(Φ′(s, uˆns )−Φ
′(s,Ss))
Nn∑
k=1
αnknk(u
nk
s − Ss)
− dxds→ 0.
Moreover, with Lemma 1, we have∫ t
0
∫
O
Φ′(s,Ss)
Nn∑
k=1
αnknk(u
nk
s − Ss)
− dxds→
∫ t
0
∫
O
Φ′(s,Ss)ν(dxds)
and ∣∣∣∣
∫ t
0
∫
O
Φ′(s,us)ν(dxds)−
∫ t
0
∫
O
Φ′(s,Ss)ν(dxds)
∣∣∣∣
≤C
∫ t
0
∫
O
|u˜s − Ss|ν(dxds)
=C
∫ t
0
∫
O
(u˜s − Ss)ν(dxds) = 0.
Therefore, taking the limit, we get the desired Itoˆ formula. 
5.4. Itoˆ’s formula for the difference of the solutions of two OSPDEs. We
still consider (u, ν) the solution of the linear equation as in Section 5.2,

dut +Aut dt= ft dt+
d∑
i=1
∂ig
i
t dt+
+∞∑
j=1
hjt dB
j
t + ν(dt, x),
u≥ S,
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and consider another linear equation with adapted coefficients f¯ , g¯, h¯, re-
spectively, in L2([0, T ]×Ω×O;R), L2([0, T ]×Ω×O;Rd) and L2([0, T ]×Ω×
O;RN
∗
) and obstacle S¯ which satisfies the same hypotheses (O) as S, that
is, S¯0 ≤ ξ and S¯ is dominated by the solution of an SPDE (not necessarily
the same as S). We denote by (y, ν¯) the unique solution to the associated
SPDE with obstacle with initial condition y0 = u0 = ξ:

dyt +Ayt dt= f¯t dt+
d∑
i=1
∂ig¯
i
t dt+
+∞∑
j=1
h¯jt dB
j
t + ν¯(dt, x),
y ≥ S¯,
Theorem 6. Let Φ as in Theorem 5, then the difference of the two
solutions satisfy the following Itoˆ formula for all t ∈ [0, T ]:∫
O
Φ(t, ut(x)− yt(x))dx+
∫ t
0
E(Φ′(s,us − ys), us − ys)ds
=
∫ t
0
(Φ′(s,us − ys), fs − f¯s)ds
−
d∑
i=1
∫ t
0
∫
O
Φ′′(s,us − ys)∂i(us − ys)(g
i
s − g¯
i
s)dxds(17)
+
+∞∑
j=1
∫ t
0
(Φ′(s,us − ys), h
j
s − h¯
j
s)dB
j
s
+
1
2
+∞∑
j=1
∫ t
0
∫
O
Φ′′(s,us − ys)(h
j
s − h¯
j
s)
2 dxds
+
∫ t
0
∫
O
∂Φ
∂s
(s,us − ys)dxds
+
∫ t
0
∫
O
Φ′(s, u˜s − y˜s)(ν − ν¯)(dx, ds) a.s.
Proof. We begin with the penalized solutions. The corresponding pe-
nalization equations are
dunt +Au
n
t dt= ft dt+
d∑
i=1
∂ig
i
t dt+
+∞∑
j=1
hjt dB
j
t + n(u
n
t − St)
− dt
and
dymt +Ay
m
t dt= f¯t dt+
d∑
i=1
∂ig¯
i
t dt+
+∞∑
j=1
h¯jt dB
j
t +m(y
m
t − S¯t)
− dt.
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From the proofs above, we know that the penalized solution converges weakly
to the solution and we can take convex combinations uˆn =
∑Nn
i=1α
n
i u
ni and
yˆn =
∑N ′n
i=1 β
n
i y
n′i such that (uˆn)n and (yˆ
n)n are nondecreasing and converge
strongly to u and y, respectively, in L2(Ω× [0, T ],H10 (O)) as n tends to +∞.
As in the proof of Theorem 5, we first establish a key lemma:
Lemma 6. For all t ∈ [0, T ],
lim
n→+∞
E
∫ t
0
∫
O
uˆns
N ′n∑
k=1
βnkn
′
k(y
n′
k
s − S¯s)
− dxds=E
∫ t
0
∫
O
u˜ν¯(ds, dx)
and
lim
n→+∞
E
∫ t
0
∫
O
yˆns
Nn∑
k=1
αnknk(u
nk
s − Ss)
− dxds=E
∫ t
0
∫
O
y˜ν(ds, dx).
Proof. We put for all n,
νn(ds, dx) =
Nn∑
k=1
αnknk(u
nk
s − Ss)
− dxds and
ν¯n(ds, dx) =
N ′n∑
k=1
βnkn
′
k(y
n′
k
s − S¯s)
− dxds.
As in the proof of Lemma 5, we write for all n ∈N∗: un = z + vn.
In the same spirit, we introduce z¯ the solution of the linear SPDE:
dz¯t +Az¯t = f¯t dt+
d∑
i=1
∂ig¯
i
t dt+
+∞∑
j=1
h¯jt dB
j
t ,
with initial condition z¯0 = ξ and put ∀n ∈N
∗, v¯n = yn − z¯, ˆ¯vn = yˆn − z¯ and
v¯ = y − z¯.
As a consequence of Lemma II.6 in [18], we have for all n ∈N∗, P -almost
surely,
1
2
‖vˆnt − ˆ¯v
n
t ‖
2 +
∫ t
0
E(vˆns − ˆ¯v
n
s )ds=
∫ t
0
∫
O
(vˆns − ˆ¯v
n
s )(ν
n − ν¯n)(dx, ds)
and
1
2
‖vt − v¯t‖
2 +
∫ t
0
E(vs − v¯s)ds=
∫ t
0
∫
O
(v˜s − ˜¯vs)(ν − ν¯)(dx, ds).
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But, as in the proof of Lemma 5, we get that (vˆnt − ˆ¯v
n
t )n tends to vt − v¯t in
L2(O) almost surely and
lim
n
∫ t
0
∫
O
vˆns ν
n(dx, ds) =
∫ t
0
∫
O
v˜sν(dx, ds),
lim
n
∫ t
0
∫
O
ˆ¯vns ν¯
n(dx, ds) =
∫ t
0
∫
O
˜¯vsν¯(dx, ds).
This yields
lim
n
(∫ t
0
∫
O
vˆns ν¯
n(dx, ds) +
∫ t
0
∫
O
ˆ¯vns ν
n(dx, ds)
)
=
∫ t
0
∫
O
v˜sν¯(dx, ds) +
∫ t
0
∫
O
˜¯vsν(dx, ds).
But, we have
limsup
n
∫ t
0
∫
O
vˆns ν¯
n(dx, ds)≤ lim sup
n
∫ t
0
∫
O
vsν¯
n(dx, ds)
=
∫ t
0
∫
O
v˜sν¯(dx, ds),
and in the same way
limsup
n
∫ t
0
∫
O
ˆ¯vns ν
n(dx, ds)≤
∫ t
0
∫
O
˜¯vsν(dx, ds).
Let us remark that these inequalities also hold for any subsequence. From
this, it is easy to deduce that necessarily
lim
n
∫ t
0
∫
O
vˆns ν¯
n(dx, ds) =
∫ t
0
∫
O
v˜sν¯(dx, ds)
and
lim
n
∫ t
0
∫
O
ˆ¯vns ν
n(dx, ds) =
∫ t
0
∫
O
˜¯vsν(dx, ds).
We end the proof of this lemma by using similar arguments as in the proof
of Lemma 5. 
We now end the proof of Theorem 6. We begin with the equation which
uˆn − yˆn satisfies
d(uˆnt − yˆ
n
t ) +A(uˆ
n
t − yˆ
n
t )dt
= (ft − f¯t)dt+
d∑
i=1
∂i(g
i
t − g¯
i
t)dt+
+∞∑
j=1
(hjt − h¯
j
t )dB
j
t + (ν
n − ν¯n)(x,dt).
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Applying Itoˆ’s formula to Φ(uˆn − yˆn), we have∫
O
Φ(t, uˆnt (x)− yˆ
n
t (x))dx+
∫ t
0
E(Φ′(s, uˆns − yˆ
n
s ), uˆ
n
s − yˆ
n
s )ds
=
∫ t
0
(Φ′(s, uˆns − yˆ
n
s ), fs − f¯s)ds
−
d∑
i=1
∫ t
0
∫
O
Φ′′(s, uˆns − yˆ
n
s )∂i(uˆ
n
s − yˆ
n
s )(g
i
s − g¯
i
s)dxds
+
+∞∑
j=1
∫ t
0
(Φ′(s, uˆns − yˆ
n
s ), h
j
s − h¯
j
s)dB
j
s
+
1
2
+∞∑
j=1
∫ t
0
∫
O
Φ′′(s, uˆns − yˆ
n
s )(h
j
s − h¯
j
s)
2 dxds
+
∫ t
0
∫
O
∂Φ
∂s
(s, uˆns − yˆ
n
s )dxds
+
∫ t
0
∫
O
Φ′(s, uˆns − yˆ
n
s )(ν
n − ν¯n)(dx, dt) a.s.
Because (uˆn)n and (yˆ
n)n converge strongly to u and y, respectively, the con-
vergence of all the terms except the last term are clear. For the convergence
of the last term, we do as follows:∣∣∣∣
∫ t
0
∫
O
[Φ′(s, uˆns − yˆ
n
s )−Φ
′(s,us − yˆ
n
s )]ν
n(dxds)
+
∫ t
0
∫
O
[Φ′(s,us − yˆ
n
s )−Φ
′(s,us − ys)]ν
n(dxds)
∣∣∣∣
≤C
∫ t
0
∫
O
|uˆns − us|ν
n(dxds) +
∫ t
0
∫
O
|yˆns − ys|ν
n(dx, ds).
As a consequence of Lemma 5 and using the fact that uˆn ≤ u,
lim
n
∫ t
0
∫
O
|uˆns − us|ν
n(dxds) = lim
n
∫ t
0
∫
O
(us − uˆ
n
s )ν
n(dxds) = 0.
By Lemma 6 and the fact that yˆn ≤ y,
lim
n
∫ t
0
∫
O
|yˆns − ys|ν
n(dx, ds) = lim
n
∫ t
0
∫
O
(ys − yˆ
n
s )ν
n(dx, ds) = 0.
This yields
lim
n
∫ t
0
∫
O
(Φ′(s, uˆns − yˆ
n
s )−Φ
′(s,us − ys))ν
n(dx, dt) = 0,
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but, by Lemma 1, we know that
lim
n
∫ t
0
∫
O
Φ′(s,us − ys)ν
n(dx, dt) =
∫ t
0
∫
O
Φ′(s, u˜s − y˜s)ν¯(dx, dt),
so
lim
n
∫ t
0
∫
O
Φ′(s, uˆns − yˆ
n
s )ν
n(dx, dt) =
∫ t
0
∫
O
Φ′(s, u˜s − y˜s)ν(dx, dt).
In the same way, we prove
lim
n
∫ t
0
∫
O
Φ′(s, uˆns − yˆ
n
s )ν¯
n(dx, dt) =
∫ t
0
∫
O
Φ′(s, u˜s − y˜s)ν¯(dx, dt).
The proof is now complete. 
5.5. Proof of Theorem 4 in the nonlinear case. Let γ and δ be 2 positive
constants. On L2(Ω× [0, T ];H10 (O)), we introduce the norm
‖u‖γ,δ =E
(∫ T
0
e−γs(δ‖us‖
2 + ‖∇us‖
2)ds
)
,
which clearly defines an equivalent norm on L2(Ω× [0, T ];H10 (O)).
Let us consider the Picard sequence (un)n defined by u
0 = ξ and for all
n ∈ N∗ we denote by (un+1, νn+1) the solution of the linear SPDE with
obstacle
(un+1, νn+1) =R(ξ, f(un,∇un), g(un,∇un), h(un,∇un), S).
Then, by Itoˆ’s formula (17), we have almost surely
e−γT ‖un+1T − u
n
T ‖
2 +2
∫ T
0
e−γsE(un+1s − u
n
s )ds
=−γ
∫ T
0
e−γs‖un+1s − u
n
s ‖
2 ds
+ 2
∫ T
0
e−γs(fˆs, u
n+1
s − u
n
s )ds− 2
d∑
i=1
∫ T
0
e−γs(gˆis, ∂i(u
n+1
s − u
n
s ))ds
+ 2
+∞∑
j=1
∫ T
0
e−γs(hˆjs, u
n+1
s − u
n
s )dB
j
s
+
∫ T
0
e−γs‖|hˆs|‖
2 ds+2
∫ T
0
∫
O
e−γs(un+1s − u
n
s )(ν
n+1− νn)(dxds),
where fˆ = f(un,∇un) − f(un−1,∇un−1), gˆ = g(un,∇un) − g(un−1,∇un−1)
and hˆ= h(un,∇un)− h(un−1,∇un−1). Clearly, the last term is nonpositive,
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so using Cauchy–Schwarz’s inequality and the Lipschitz conditions on f , g
and h, we have
2
∫ T
0
e−γs(un+1s − u
n
s , fˆs)ds
≤
1
ε
∫ T
0
e−γs‖un+1s − u
n
s ‖
2 ds+ ε
∫ T
0
‖fˆs‖
2 ds
≤
1
ε
∫ T
0
e−γs‖un+1s − u
n
s ‖
2 ds+Cε
∫ T
0
e−γs‖uns − u
n−1
s ‖
2 ds
+Cε
∫ T
0
e−γs‖∇(uns − u
n−1
s )‖
2 ds
and
2
d∑
i=1
∫ T
0
e−γs(gˆis, ∂i(u
n+1
s − u
n
s ))ds
≤ 2
∫ T
0
e−γs‖∇(un+1s − u
n
s )‖(C‖u
n
s − u
n−1
s ‖+ α‖∇(u
n
s − u
n−1
s )‖)ds
≤Cε
∫ T
0
e−γs‖∇(un+1s − u
n
s )‖
2 ds+
C
ε
∫ T
0
e−γs‖uns − u
n−1
s ‖
2 ds
+α
∫ T
0
e−γs‖∇(un+1s − u
n
s )‖
2 ds+α
∫ T
0
e−γs‖uns − u
n−1
s ‖
2 ds
and ∫ T
0
e−γs‖|hˆs|‖
2 ds
≤C
(
1 +
1
ε
)∫ T
0
e−γs‖uns − u
n−1
s ‖
2 ds
+ β2(1 + ε)
∫ T
0
e−γs‖∇(uns − u
n−1
s )‖
2 ds,
where C, α and β are the constants in the Lipschitz conditions. Using the
elliptic condition and taking expectation, we get(
γ −
1
ε
)
E
∫ T
0
e−γs‖un+1s − u
n
s ‖
2 ds+ (2λ−α)E
∫ T
0
e−γs‖∇(un+1s − u
n
s )‖
2 ds
≤C
(
1 + ε+
2
ε
)∫ T
0
e−γs‖uns − u
n−1
s ‖
2 ds
+ (Cε+α+ β2(1 + ε))E
∫ T
0
e−γs‖∇(uns − u
n−1
s )‖
2 ds.
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We choose ε small enough and then γ such that
Cε+α+ β2(1 + ε)< 2λ−α and
γ − 1/ε
2λ− α
=
C(1 + ε+2/ε)
Cε+α+ β2(1 + ε)
.
If we set δ = γ−1/ε2λ−α , we have the following inequality:
‖un+1− un‖γ,δ ≤
Cε+α+ β2(1 + ε)
2λ−α
‖un − un−1‖γ,δ ≤ · · ·
≤
(
Cε+α+ β2(1 + ε)
2λ− α
)n
‖u1‖γ,δ
when n→∞, (Cε+α+β
2(1+ε)
2λ−α )
n → 0, and we deduce that (un)n converges
strongly to u in L2(Ω× [0, T ];H10 (O)).
Moreover, as (un+1, νn+1) = R(ξ, f(un,∇un), g(un,∇un), h(un,∇un), S),
we have for any ϕ ∈D,
(un+1t , ϕt)− (ξ,ϕ0)−
∫ t
0
(uns , ∂sϕs)ds+
∫ t
0
E(un+1s , ϕs)ds
+
d∑
i=1
∫ t
0
(gis(u
n
s ,∇u
n
s ), ∂iϕs)ds
=
∫ t
0
(fs(u
n
s ,∇u
n
s ), ϕs)ds+
+∞∑
j=1
∫ t
0
(hjs(u
n
s ,∇u
n
s ), ϕs)dB
j
s
+
∫ t
0
∫
O
ϕs(x)ν
n+1(dxds) a.s.
Let vn+1 be the random parabolic potential associated to νn+1:
νn+1 = ∂tv
n+1 +Avn+1.
We denote zn+1 = un+1 − vn+1, so
zn+1 = U(ξ, f(un,∇un), g(un,∇un), h(un,∇un))
converges strongly to z in L2(Ω × [0, T ];H10 (O)). As a consequence of the
strong convergence of (un+1)n, we deduce that (v
n+1)n converges strongly
to v in L2(Ω× [0, T ];H10 (O)). Therefore, for fixed ω,∫ t
0
(
−
∂sϕs
∂s
, vs
)
ds+
∫ t
0
E(ϕs, vs)ds
= lim
∫ t
0
(
−
∂sϕs
∂s
, vn+1s
)
ds+
∫ t
0
E(ϕs, v
n+1
s )ds≥ 0,
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that is, v(ω) ∈ P . Then from Proposition 1, we obtain a regular measure
associated with v, and (νn+1)n converges vaguely to ν.
Taking the limit, we obtain
(ut, ϕt)− (ξ,ϕ0)−
∫ t
0
(us, ∂sϕs)ds+
∫ t
0
E(us, ϕs)ds
+
d∑
i=1
∫ t
0
(gis(us,∇us), ∂iϕs)ds
=
∫ t
0
(fs(us,∇us), ϕs)ds+
+∞∑
j=1
∫ t
0
(hjs(us,∇us), ϕs)dB
j
s
+
∫ t
0
∫
O
ϕs(x)ν(dx, ds) a.s.
From the fact that u and z are in HT , we know that v is also in HT , and
by definition, ν is a random regular measure. 
6. Comparison theorem.
6.1. A comparison theorem in the linear case. We first establish a com-
parison theorem for the solutions of linear SPDE with obstacle in the case
where the obstacles are the same; this also gives a comparison between the
regular measures.
So, for this part only, we consider the same hypotheses as in Section 5.2. So
we consider adapted processes f , g, h, respectively, in L2([0, T ]×Ω×O;R),
L2([0, T ] × Ω × O;Rd) and L2([0, T ] × Ω × O;RN
∗
), an obstacle S which
satisfies assumption (O) and ξ ∈ L2(Ω × O) is an F0-measurable random
variable such that ξ ≤ S0. We denote by (u, ν) the solution of R(ξ, f, g, h,S).
We are given another ξ′ ∈ L2(Ω × O) is F0-measurable and such that
ξ′ ≤ S0 and another adapted process f
′ in L2([0, T ]×Ω×O;R). We denote
by (u′, ν ′) the solution of R(ξ′, f ′, g, h,S). We have the following comparison
theorem:
Theorem 7. Assume that the following conditions hold:
(1) ξ ≤ ξ′, dx⊗ dP -a.e.
(2) f ≤ f ′, dt⊗ dx⊗ dP -a.e.
Then for almost all ω ∈Ω, u≤ u′, q.e. and ν ≥ ν ′ in the sense of distribution.
Proof. We consider the following two penalized equations:
dunt =Au
n
t dt+ ft dt+
d∑
i=1
∂ig
i
t dt+
+∞∑
j=1
hjt dB
j
t + n(u
n
t − St)
− dt,
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du′nt =Au
′n
t dt+ f
′
t dt+
d∑
i=1
∂ig
i
t dt+
+∞∑
j=1
hjt dB
j
t + n(u
′n
t − St)
− dt,
and we denote
Ft(x,u
n
t ) = ft(x) + n(u
n
t − St)
−,
F ′t(x,u
n
t ) = f
′
t(x) + n(u
n
t − St)
−.
With assumption (2) we have that Ft(x,u
n
t ) ≤ F
′
t(x,u
n
t ), dt ⊗ dx ⊗ dP -a.e.
Therefore, from the comparison theorem for SPDE (without obstacle, see
[6]), we know that ∀t ∈ [0, T ], unt ≤ u
′n
t , dx ⊗ dP -a.e., thus, n(u
n
t − St)
− ≥
n(u′nt − St)
−.
The results are an immediate consequence of the construction of (u, ν)
and (u′, ν ′) given in Section 5.2. 
6.2. A comparison theorem in the general case. We now come back to
the general setting and consider (u1, ν1) =R(ξ1, f1, g, h,S1) the solution of
the SPDE with obstacle with null boundary condition:

du1t (x) = Lu
1
t (x)dt+ f
1(t, x, u1t (x),∇u
1
t (x))dt
+
d∑
i=1
∂igi(t, x, u
1
t (x),∇u
1
t (x))dt
+
+∞∑
j=1
hj(t, x, u
1
t (x),∇u
1
t (x))dB
j
t + ν
1(x,dt),
u1 ≥ S1, u10 = ξ
1,
where we assume (ξ1, f1, g, h) satisfy hypotheses (H), (I) and (O).
We consider another coefficient f2 which satisfies the same assumptions
as f1, another obstacle S2 which satisfies (O) and another initial condition
ξ2 belonging to L2(Ω ×O) and F0 adapted such that ξ
2 ≥ S20 . We denote
by (u2, ν2) =R(ξ2, f2, g, h,S2).
Theorem 8. Assume that the following conditions hold:
(1) ξ1 ≤ ξ2, dx⊗ dP -a.e.
(2) f1(u1,∇u1)≤ f2(u1,∇u1), dt⊗ dx⊗ dP -a.e.
(3) S1 ≤ S2, dt⊗ dx⊗ dP -a.e.
Then for almost all ω ∈Ω, u1(t, x)≤ u2(t, x), q.e.
We put uˆ= u1 − u2, ξˆ = ξ1 − ξ2, fˆt = f
1(t, u1t ,∇u
1
t )− f
2(t, u2t ,∇u
2
t ), gˆt =
g(t, u1t ,∇u
1
t )− g(t, u
2
t ,∇u
2
t ) and hˆt = h(t, u
1
t ,∇ut)− h(t, u
2
t ,∇u
2
t ). The main
idea is to evaluate E‖uˆ+t ‖
2, thanks to Itoˆ’s formula, and then apply Gron-
wall’s inequality. Therefore, we start by the following lemma:
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Lemma 7. For all t ∈ [0, T ], we have
E‖uˆ+t ‖
2 + 2E
∫ t
0
E(uˆ+s )ds
=E‖ξˆ+‖2 +2E
∫ t
0
(uˆ+s , fˆs)ds− 2E
∫ t
0
(∇uˆ+s , gˆs)ds(18)
+ 2E
∫ t
0
∫
O
uˆ+s (x)(ν − ν
′)(dxds) +E
∫ t
0
‖I{uˆs>0}|hˆs|‖
2 ds.
Proof. We approximate the function ψ :y ∈R→ (y+)2 by a sequence
(ψn)n∈N∗ of regular functions: let ϕ be a C
∞ increasing function such that
∀y ∈ ]−∞,1] ϕ(y) = 0 and ∀y ∈ [2,+∞[ ϕ(y) = 1.
We set for all n ∈N∗,
∀y ∈R ψn(y) = y
2ϕ(ny).
It is easy to verify that (ψn)n converges uniformly to the function ψ and
that, moreover, we have the estimates
∀y ∈R+,∀n 0≤ ψn(y)≤ ψ(y), 0≤ ψ
′
n(y)≤Cy, |ψ
′′
n(y)| ≤C.
Thanks to Theorem 6, for all n ∈N∗ and t ∈ [0, T ], we have
E
∫
O
ψn(uˆs)dx+E
∫ t
0
E(ψ′n(uˆs), uˆs)ds
=E
∫
O
ψn(ξˆ)dx+E
∫ t
0
(ψ′n(uˆs), fˆs)ds−E
∫ t
0
(∇ψ′n(uˆs), gˆs)ds(19)
+E
∫ t
0
∫
O
ψ′n(uˆs(x))νˆ(dxds) +
1
2
E
∫ t
0
∫
O
ψ′′n(uˆs(x))hˆ
2
s(x)dxds.
Taking the limit, thanks to the dominated convergence theorem, we obtain
the convergences of all the terms except E
∫ t
0
∫
O ψ
′
n(uˆs(x))νˆ(dxds).
From (19), we know that
−E
∫ t
0
∫
O
ψ′n(uˆs(x))νˆ(dxds)≤C.
Moreover, we have the following relation:
−E
∫ t
0
∫
O
ψ′n(uˆs(x))νˆ(dxds)
=−E
∫ t
0
∫
O
ψ′n(S
1
s (x)− u
2
s(x))ν
1(dxds)
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+E
∫ t
0
∫
O
ψ′n(u
1
s(x)− S
2
s (x))ν
2(dxds)
=E
∫ t
0
∫
O
ψ′n(u
2
s(x)− S
1
s (x))ν
1(dxds)
+E
∫ t
0
∫
O
ψ′n(u
1
s(x)− S
2
s (x))ν
2(dxds).
By Fatou’s lemma, we obtain
2E
∫ t
0
∫
O
(u2s(x)− S
1
s (x))
+ν1(dxds) + 2E
∫ t
0
∫
O
(u1s(x)− S
2
s (x))
+ν2(dxds)
<+∞.
Hence, the convergence of the term E
∫ t
0
∫
O ψ
′
n(uˆs(x))νˆ(dxds) comes from
the dominated convergence theorem. 
Proof of Theorem 8. Applying Itoˆ’s formula (18) to (uˆ+t )
2, we have
E‖uˆ+t ‖
2 + 2E
∫ t
0
I{uˆs>0}E(uˆs)ds
= 2E
∫ t
0
(uˆ+s , fˆs)ds+2E
∫ t
0
(uˆ+s , gˆs)ds
+E
∫ t
0
‖I{uˆs>0}|hˆs|‖
2 ds+ 2E
∫ t
0
∫
O
(u1s − u
2
s)
+(x)(ν1− ν2)(dx, ds).
As we assume that f1(u1,∇u1)≤ f2(u1,∇u1),
uˆ+s fˆs = uˆ
+
s {f
1(s,u1s,∇u
1
s)− f
2(s,u1s,∇u
1
s)}
+ uˆ+s {f
2(s,u1s,∇u
1
s)− f
2(s,u2s,∇u
2
s)}
≤ uˆ+s {f
2(s,u1s,∇u
1
s)− f
2(s,u2s,∇u
2
s)}.
Then with the Lipschitz condition, using Cauchy–Schwarz’s inequality, we
have the following relations:
E
∫ t
0
(uˆ+s , fˆs)ds≤
(
C +
C
ε
)
E
∫ t
0
‖uˆ+s ‖
2 ds+
Cε
λ
E
∫ t
0
E(uˆ+s )ds,
E
∫ t
0
(∇uˆ+s , gˆs)≤
ε+ α
λ
E
∫ t
0
E(uˆ+s )ds+
C
ε
E
∫ t
0
‖uˆ+s ‖
2 ds,
E
∫ t
0
‖I{uˆs>0}|hˆs|‖
2 ds≤CE
∫ t
0
‖uˆ+s ‖
2 ds+
β2 + ε
λ
E
∫ t
0
E(uˆ+s )ds.
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The last term is equal to −2E
∫ t
0
∫
O(u
1
s − u
2
s)
+(x)ν2(dx, ds)≤ 0, because on
{u1 ≤ u2}, (u1 − u2)+ = 0 and on {u1 > u2}, ν1(dx, ds) = 0. Thus, we have
the following inequality:
E‖uˆ+t ‖
2+
(
2−
2α+2ε
λ
−
2Cε
λ
−
β2 + ε
λ
)
E
∫ t
0
E(uˆ+s )ds≤CE
∫ t
0
‖uˆ+s ‖
2 ds.
We can take ε small enough such that 2− 2α+2ελ −
2Cε
λ −
β2+ε
λ > 0, and we
have
E‖uˆ+t ‖
2 ≤CE
∫ t
0
‖uˆ+s ‖
2 ds.
Then we deduce the result from Gronwall’s lemma. 
Remark 6. Applying the comparison theorem to the same obstacle
gives another proof of the uniqueness of the solution.
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