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CLASSIFICATION OF MINIMAL REPRESENTATIONS OF REAL
SIMPLE LIE GROUPS
HIROYOSHI TAMORI
Abstract. Based on an idea in [Gan–Savin, Represent. Theory (2005)], we
give a classification of minimal representations of connected simple real Lie
groups not of type A. Actually, we prove that there exist no new minimal
representations up to infinitesimal equivalence.
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1. introduction
Let G be a connected simple real Lie group not of type A, and g = k+p a Cartan
decomposition of g := Lie(G), and K the analytic subgroup with Lie algebra k.
For simplicity, assume that the complexification gC of g is simple. An irreducible
admissible representation of G is called minimal if the annihilator of the underlying
(gC,K)-module is the Joseph ideal J0 [26], which is the unique completely prime
two-sided ideal whose associated variety is the closure of the minimal nilpotent
orbit Omin in gC [14, Theorem 3.1] (see Section 2 for the precise definitions).
For G = Mp(n,R) (the connected double cover of the real symplectic group
Sp(n,R)), the two irreducible components of the Weil representation, which is also
referred to as the harmonic, Segal–Shale–Weil, oscillator, or metaplectic represen-
tation, are classical examples of minimal representations.
Unitary minimal representations are the smallest “unipotent” representations,
and in the viewpoint of the Kirillov–Kostant orbit method they are supposed to
be attached to real orbits included in Omin. From such qualities, minimal repre-
sentations for various simple real Lie groups have been studied and constructed in
various ways (see [1, 2, 4, 5, 6, 7, 8, 9, 12, 15, 17, 18, 19, 20, 21, 22, 23, 27, 28, 30,
31, 32, 33, 34, 35, 37, 39, 40, 42, 43, 44, 45, 46] for example).
An easy necessary condition for the existence of minimal (gC,K)-modules comes
from their associated varieties. That is, if the intersection of the minimal nilpotent
orbit Omin and pC, as a subset of gC, is empty, then there exist no minimal (gC,K)-
modules. Moreover, R. Howe and D. Vogan [45, Theorem 2.13] proved that for
g = so(p, q) with p, q ≥ 4 and p+ q odd, there exists no irreducible (gC,K)-module
whose Gelfand–Kirillov dimension is p+ q− 3, namely half the complex dimension
of Omin.
The above previous studies on the construction of minimal representations imply
that the converse to the non-existence statement holds: if g is not of type A, not
isomorphic to so(p, q) with p, q ≥ 4 and p+ q odd, and Omin ∩ pC 6= ∅, then there
exists a minimal (gC,K)-module for some covering K.
The aim of this article is to give a negative answer, which we could not find in
the literature, to the following problem.
Problem. Are there new minimal (gC,K)-modules up to isomorphism?
The classification is given in Theorem 4.1. The number of the isomorphism
classes of minimal (gC,K)-modules for simply connected K is given in Table 1.
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Table 1. The number of the isomorphism classes of minimal
(gC,K)-modules for simply connected K
g number
sp(n,R)(n ≥ 2) 4
so(p, 2)(p ≥ 5), so∗(2n)(n ≥ 4), e6(−14), e7(−25) 2
so(p, q)(p, q ≥ 3, p+ q ≥ 8 even), 1
so(p, 3)(p ≥ 4 even), e6(6), e6(2),
e7(7), e7(−5), e8(8), e8(−24), f4(4), g2(2)
sp(n)(n ≥ 2), so(n)(n ≥ 7), e6, e7, e8, f4, g2, 0
so(n, 1)(n ≥ 6), sp(p, q)(p, q ≥ 1), e6(−26), f4(−20),
so(p, q)(p, q ≥ 4, p+ q odd)
sp(n,C)(n ≥ 2) 2
so(n,C)(n ≥ 7), e6(C), e7(C), e8(C), f4(C), g2(C) 1
By the classification and previous work on each minimal representation, it follows
that the K-type decomposition of any minimal (gC,K)-module is written as⊕
n≥0
V (µ0 + nβ)
where β is a highest weight of K-module pC and V (µ0+nβ) denotes the irreducible
K-module with highest weight µ0+nβ (see Theorem 4.1(1)). The minimal K-type
V (µ0) is written in Table 3 or 4. Moreover, all minimal (gC,K)-modules are unita-
rizable (see Corollary 5.1) although unitarizability is not required in the definition
of minimal (gC,K)-modules (see Definition 2.2), and the unitary globalizations are
still irreducible as representations of minimal parabolic subgroups when gC is simple
and the real rank R-rank(g) is not less than three (see Corollary 5.2).
Let us mention relevant classification results. When the Lie group G is the
universal cover of Sp(n,R) or that of SO0(p, q), J.-S. Huang and J.-S. Li [23]
classified irreducible unitary representations of which the associated varieties of
the annihilators are Omin in terms of local theta lifting. Since the underlying
(gC,K)-modules of them agree with all minimal (gC,K)-modules, an irreducible
(gC,K)-module whose associated variety is Omin is unitarizable exactly when the
annihilator is completely prime (see Remark 5.3 for the precise statement). We
must note that for g = e6(2), e7(−5) or e8(−24) minimal (gC,K)-modules were classi-
fied by W. T. Gan and G. Savin [15, Proposition 12.11], and that for exceptional
groups with finite center and R-rank(g) ≥ 3, minimal unitary representations were
classified by H. Salmasian [43, Proposition 5].
Our argument is based on the idea of W. T. Gan and G. Savin. They obtained
a relation of Casimir elements for two simple components of kC modulo the Joseph
ideal J0, and considered K-types satisfying the relation. The key point of their
proof is to apply a proposition by B. Kostant: if two minimal (gC,K)-modules
have a common K-type, then they are isomorphic when gC is simple not of type A,
Omin∩pC 6= ∅ and G/K is a non-Hermitian symmetric space. As is implicit in [15],
the proposition can be generalized to any connected simple real Lie group G not of
type A similarly. For the convenience of the reader, we write the proof in Section
3 (see Proposition 3.1).
In Section 4, the classification (Theorem 4.1) is given by applying Proposition
3.1. We will consider the action of the center Z(kC) of the universal enveloping
algebra of kC, then show that for each minimal (gC,K)-module pi, there exists a
K-type in pi which also occurs in one already known (see Theorem 4.4).
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Notation: N := {0, 1, 2, . . .}.
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2. preliminaries
In this section, we recall the definition of minimal representations.
Let gC be a simple complex Lie algebra and U(gC) the universal enveloping
algebra of gC. We identify gC and its dual g
∨
C
via the Killing form. A. Joseph [26]
proved that if gC is not of type A there exists uniquely a completely prime two-
sided ideal J0 of which the associated variety is the closure of the minimal nilpotent
orbit Omin in gC (cf. [14, Theorem 3.1]). Moreover, the ideal J0 was shown to be
maximal (hence primitive) and its infinitesimal character was computed (see Table
2, which is cited from [26, Table]). The ideal J0 is called the Joseph ideal.
Let G be a connected simple real Lie group, and g = Lie(G). We fix a Cartan
involution θ of g. We write g = k+ p for the Cartan decomposition corresponding
to the Cartan involution θ. Let us denote by gC = kC+ pC its complexification and
by K the analytic subgroup of G with Lie(K) = k, which is not compact if and
only if G is simply connected and G/K is Hermitian.
We will consider (gC,K)-modules for not necessarily compact K:
Definition 2.1. Let V be a C-vector space which is a gC-module and a K-module.
We will write Ad for the adjoint representation of K on gC. Then V is called
(gC,K)-module if the following hold:
• k(Xv) = (Ad(k)X)(kv) for all k ∈ K,X ∈ gC and v ∈ V .
• The linear span Span(Kv) of Kv is finite-dimensional and when we put on
Span(Kv) the topology of Hausdorff topological vector space the action of
K on the submodule Span(Kv) is continuous, and Span(Kv) decomposes
to the direct sum of irreducible K-submodules, for all v ∈ V .
• ddt
∣∣
t=0
(exp(tX)v) = Xv for all X ∈ k, v ∈ V .
Definition 2.2. Assume that g is a simple real Lie algebra not of type A.
(1) Let gC be simple. An irreducible (gC,K)-module is called minimal if its
annihilator is the Joseph ideal J0.
(2) Let gC be not simple. In other words, g carries a complex Lie algebra
structure. Then we can take an isomorphism from gC to g⊕ g as complex
Lie algebras and it induces the isomorphism U(gC) ∼= U(g) ⊗ U(g). An
irreducible (gC,K)-module is called minimal if its annihilator is equal to
J0 ⊗U(g) +U(g)⊗ J0 via the isomorphism. This condition is independent
of the choice of isomorphism gC ∼= g ⊕ g because of the uniqueness of the
Joseph ideal.
Remark 2.3. Let g be a complex simple Lie algebra not of type A.
(1) The two-sided ideal J0 ⊗ U(g) + U(g)⊗ J0 is the unique completely prime
one whose associated variety is the closure of Omin ×Omin.
(2) Via an isomorphism gC ∼= g⊕g which gives the one between kC and the diag-
onal subalgebra diag g, the Harish-Chandra bimodule U(g)/J0 is a minimal
(gC,K)-module which has a nonzero K-fixed vector.
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Table 2. The infinitesimal characters of mini-
mal (gC,K)-modules
gC representative of infinitesimal character
so(2n+ 1,C)(n ≥ 3) ∑n−3i=1 ωi + 1/2 ωn−2 + 1/2 ωn−1 + ωn
sp(n,C)(n ≥ 2) ∑n−1i=1 ωi + 1/2 ωn
so(2n,C)(n ≥ 4) ∑n−3i=1 ωi + ωn−1 + ωn
en(C)(n = 6, 7, 8) (
∑3
i=1+
∑n
i=5)ωi
f4(C) 1/2 ω1 + 1/2 ω2 + ω3 + ω4
g2(C) ω1 + 1/3 ω2
* We follow the notation of Bourbaki [3, pp.250–274] for fundamental
weights ωi.
* When gC is not simple, a representative of the infinitesimal char-
acter is given by the sum of those of simple components. For ex-
ample, when gC ∼= g2(C) ⊕ g2(C) the infinitesimal character is the
orbit through (ω1 + 1/3 ω2, ω1 + 1/3 ω2).
Definition 2.4. An irreducible representation Π of G on a complete locally convex
Hausdorff topological vector space over C is called admissible if the following hold:
• For any irreducible finite-dimensional representation τ of K, the space of
K-intertwining operators from τ to Π is finite-dimensional.
• The space of K-finite vectors is dense.
• For any K-finite vector v, the linear span Span(Kv) of Kv decomposes to
the direct sum of irreducible K-submodules.
When G is a connected simple real Lie group not of type A, an irreducible admissible
representation of G is called minimal if the underlying (gC,K)-module is minimal.
3. criterion for isomorphism
Let G be a connected simple real Lie group not of type A, and g, k, p,K,Omin, J0
as in Section 2. In this section, we give a proof for the K-multiplicity freeness of
minimal (gC,K)-modules and a criterion for isomorphism of two minimal (gC,K)-
modules (see Proposition 3.1). They were proven by B. Kostant and the proof is
written in a paper by W. T. Gan and G. Savin [15] when gC is simple, Omin∩pC 6= ∅
and G/K is non-Hermitian. The proof for the general case is similar, but we write
it for the convenience of the reader.
Proposition 3.1 ([15, Proposition 4.10]). Let G be a connected simple real Lie
group not of type A. Any minimal (gC,K)-module is K-multiplicity free: every
irreducible representation of K occurs with multiplicity at most one. Moreover, if
two minimal (gC,K)-modules have a common K-type, then they are isomorphic.
For the proof of Proposition 3.1, we use Lemma 3.4 and Facts 3.2 and 3.5 below.
Let us fix a maximally noncompact Cartan subalgebra h = t′ ⊕ a with t′ ⊂
k, a ⊂ p. Choose a positive system for (gC, hC) which is compatible with some
positive system of the restricted root system for (g, a). Write ψ for the highest
root of gC (resp. g) when gC is (resp. is not) simple. Then the following fact gives
characterizations of the condition Omin ∩ pC = ∅.
Fact 3.2 ([36, Corollary 5.9] or [41, Proposition 4.1]). Let g be a simple real Lie
algebra. Suppose that gC is simple. The following are equivalent:
(i) Omin ∩ pC = ∅.
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(ii) The highest root ψ for (gC, hC) is not a real root (i.e. ψ|t′ 6= 0).
(iii) g is compact or isomorphic to sl(n,H)(n ≥ 2), so(n, 1)(n ≥ 4), sp(p, q)(p, q ≥
1), e6(−26), or f4(−20).
Remark 3.3. Fact 3.2 also follows from [44, Proposition 4.3 and Section 10.2] by
using the Kostant–Sekiguchi correspondence.
We next consider the structure of the algebra (U(gC)/J0)
K of K-invariants.
Lemma 3.4 ([15, Lemma 4.11]). Let ΩkC be the Casimir element in U(kC).
(1) Suppose that gC is simple.
(a) If Omin ∩ pC = ∅, then (U(gC)/J0)K is equal to C.
(b) If Omin ∩ pC 6= ∅, then (U(gC)/J0)K is the polynomial algebra in
T :=
{
Z if G/K is Hermitian
ΩkC if G/K is non-Hermitian.
Here Z denotes any nonzero element in the center of kC.
(2) Suppose that gC is not simple. Let diag g be the diagonal subalgebra of
g⊕ g. Then the algebra A := (U(g)⊗ U(g)/(J0 ⊗ U(g) + U(g)⊗ J0))diag g
of diag g-invariants is the polynomial algebra in the Casimir element Ωdiag g
for diag g.
Proof. We first assume that gC is simple. Let Un(gC) denote the subspace of U(gC)
spanned by the products of n or less elements of gC. We will write S
n(gC) for the
n-th symmetric power of gC, and S(gC) for the symmetric algebra. Let grn denote
the natural isomorphism from Un(gC)/Un−1(gC) to S
n(gC) as gC-modules. We see
grm+n(XY ) = grm(X) grn(Y ) for all X ∈ Um(gC), Y ∈ Un(gC). Since grn induces
the isomorphism
Un(gC)/(Un−1(gC) + (J0 ∩ Un(gC))) ∼= Sn(gC)/(grJ0 ∩ Sn(gC)),
it suffices to prove
(S(gC)/ grJ0)
K =

C if Omin ∩ pC = ∅
C[gr1 Z] if Omin ∩ pC 6= ∅ and G/K is Hermitian
C[gr2ΩkC ] otherwise.
(3.1)
D. Garfinkle [16, Chapter III and V] proved that the associated graded ideal grJ0
of the Joseph ideal is the ideal defined by the minimal nilpotent orbit Omin, which
is prime, and that the gC-module S
n(gC) is the direct sum of grJ0∩Sn(gC) and the
irreducible gC-moduleW (nψ) with highest weight nψ. In particular, S(gC)/ grJ0 ∼=⊕
n≥0W (nψ) as gC-modules.
Since we consider only the action of the adjoint group, we may assume that G
has a complexification. The Cartan–Helgason theorem (cf. [29, Theorem 8.49])
asserts that the space of K-fixed vectors W (nψ)K is at most one-dimensional, and
that W (nψ)K is nonzero if and only if ψ is a real root and (nψ|a, α)/(α, α) ∈ Z
for every restricted root α, where (·, ·) denotes the inner product on a∨ given by
the Killing form of g. Hence there exists a unique nonnegative integer n0 such that
W (nψ)K is nonzero if and only if n ∈ n0N.
When Omin ∩ pC is empty, Fact 3.2 asserts that ψ is not a real root. Therefore
n0 is zero and (S(gC)/ grJ0)
K = C.
From now, we will assume Omin ∩ pC 6= ∅. Our next claim is gr2ΩkC 6∈ grJ0.
Conversely, suppose gr2ΩkC ∈ grJ0. Since ψ is a real root by Fact 3.2, we can take a
highest root vector Eψ in g, which belongs toOmin. The above result of D. Garfinkle
asserts that gr2ΩkC is zero at Eψ via the Killing form. Let {Xi}1≤i≤dim k be an
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orthonormal basis of k with respect to the negative of the Killing form. By gr2ΩkC =
−∑dim ki=1 X2i , we see Eψ ∈ p and ψ is an imaginary root, which contradicts ψ 6= 0.
Therefore gr2ΩkC is nonzero in (S(gC)/ grJ0)
K and n0 is one or two. We see
that n0 is one exactly when W (ψ) ∼= gC has a nontrivial K-fixed vector, or G/K is
Hermitian. Let T ′ be any nonzero central element in kC when G/K is Hermitian,
and gr2ΩkC when G/K is non-Hermitian. Since grJ0 is prime, the subalgebra of
(S(gC/ grJ0))
K generated by T ′ is the polynomial algebra in T ′, which proves (3.1).
We next suppose that gC is not simple. Since the irreducible g-module W (nψ)
with highest weight nψ is self-dual, we have
A ∼= (U(g)/J0 ⊗ U(g)/J0)diag g ∼= (S(g)/ grJ0 ⊗ S(g)/ grJ0)diag g
∼=
⊕
m,n≥0
(W (mψ)⊗W (nψ))diag g =
⊕
n≥0
(W (nψ)⊗W (nψ))diag g
and (W (nψ) ⊗W (nψ))diag g is one-dimensional for all n ≥ 0. Then (S(g)/ grJ0 ⊗
S(g)/ grJ0)
diag g admits a structure of graded algebra by letting (W (nψ)⊗W (nψ))diag g
the space of homogeneous vectors of degree n.
Let {Yj}1≤j≤dimg be an basis of g, {Y j}1≤j≤dim g the dual basis with respect
to the Killing form, and Ωg the Casimir element of g. Then Ωdiag g is written as
Ωg ⊗ 1 + 1 ⊗ Ωg +
∑
j(Yj ⊗ Y j + Y j ⊗ Yj). As J0 has an infinitesimal character,
the element in (S(g)/ grJ0 ⊗ S(g)/ grJ0)diag g corresponding to Ωdiag g belongs to
C+ (g⊗ g)diag g and is not a scalar.
Since S(g)/ grJ0 is an integral domain, so is S(g)/ grJ0⊗S(g)/ grJ0. Therefore
the subalgebra generated by Ωdiag g is the polynomial algebra in Ωdiag g. The above
argument shows (S(g)/ grJ0)
K = C[Ωdiag g], which completes the proof of (2). 
Proof of Proposition 3.1. If g is a complex Lie algebra, we can take an isomor-
phism gC ∼= g ⊕ g which gives the one between kC and diag g. Under the induced
isomorphism U(gC) ∼= U(g)⊗U(g), the Casimir element ΩkC corresponds to Ωdiag g.
Since any central element of k and the Casimir element ΩkC act on eachK-isotypic
component of a minimal (gC,K)-module by a scalar multiple, the same assertion
holds for any element of U(gC)
K by Lemma 3.4. This completes the proof by the
K-semisimplicity of (gC,K)-modules and the following fact. 
Fact 3.5 ([38, Theorem 5.5]). Let τ be an irreducible finite-dimensional represen-
tation of K.
(1) Let pi be an irreducible (gC,K)-module. If the U(gC)
K-module HomK(τ, pi)
is nonzero, then it is irreducible.
(2) Let pi1, pi2 be irreducible (gC,K)-modules. If the U(gC)
K-module HomK(τ, pi1)
is nonzero and isomorphic to HomK(τ, pi2), then pi1 and pi2 are isomorphic
as (gC,K)-modules.
Remark 3.6. Lemma 3.4 (1) gives another proof of the well-known fact: when gC
is simple and Omin ∩ pC = ∅, there exists no minimal (gC,K)-module. If existed,
the center Z(kC) of U(kC) would act by scalars by Lemma 3.4 (1) and therefore
only one K-type would occur. It contradicts the infinite-dimensionality of minimal
(gC,K)-modules because they are K-multiplicity free.
4. classification
Let G be a connected simply connected simple real Lie group not of type A, and
g, k, p,K, J0 as in Section 2. We recall that K is not compact exactly when G/K is
Hermitian, and that (gC,K)-modules in this paper areK-semisimple (see Definition
2.1). In this section, we give the classification of minimal (gC,K)-modules.
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We fix a Cartan subalgebra t of k. Let kss := [k, k], tss := kss ∩ t and z(k)
the center of k. We will regard the dual t∨ as z(k)∨ + t∨ss via the decomposition
t = z(k) ⊕ tss, and write µss for the semisimple part of µ ∈ t∨C . Choose a positive
system ∆+ = ∆+(kss, tss). When µ ∈ t∨C and the restriction µss is dominant
integral, we will write V (µ) for the irreducible representation of K with highest
weight µ.
Let us state the main theorem in this article.
Theorem 4.1. Let G be a connected simply connected simple real Lie group not of
type A.
(1) For any minimal (gC,K)-module, there exist some µ0 ∈ t∨C and a high-
est weight β ∈ t∨
C
of the K-module pC such that the restriction (µ0)ss is
dominant integral and the K-type decomposition is written as
(4.1)
⊕
n≥0
V (µ0 + nβ).
(2) When gC is simple, all minimal K-types V (µ0) of minimal (gC,K)-modules
are given in Tables 3 and 4. In particular, the action of K on each minimal
(gC,K)-module descends to a compact group covered by K, and the following
hold.
(a) When g ∼= sp(n,R)(n ≥ 2), there are exactly four minimal (gC,K)-
modules. They consist of the two irreducible components of the un-
derlying (gC,K)-module of the Weil representation and their complex
conjugates. They are highest or lowest weight modules.
(b) When G/K is Hermitian and g is not of type C, there are exactly two
minimal (gC,K)-modules. They are highest or lowest weight modules
where the minimal K-types V (µ0) are one-dimensional, and they are
the complex conjugates of each other.
(c) When g is compact or isomorphic to so(n, 1)(n ≥ 6), sp(p, q)(p, q ≥
1), e6(−26), f4(−20) or so(p, q)(p, q ≥ 4, p+ q is odd), there are no mini-
mal (gC,K)-modules.
(d) When g is isomorphic to so(p, q)(p, q ≥ 3, p+q ≥ 8, p+q is even), so(p, 3)(p ≥
4 is even), e6(6), e6(2), e7(7), e7(−5), e8(8), e8(−24), f4(4) or g2(2), there is ex-
actly one minimal (gC,K)-module.
(3) When g = sp(n,C)(n ≥ 2), there are exactly two minimal (gC,K)-modules.
They are the restrictions of the irreducible components of the underly-
ing (gC,K)-module of the Weil representation for sp(2n,R) to sp(n,C),
where the imbedding is induced by forgetting the complex structure of an n-
dimensional complex simplectic vector space. One has nonzero K-fixed vec-
tors and is isomorphic to the Harish-Chandra bimodule U(gC)/J0 (see Re-
mark 2.3(2)). The minimal Sp(n)-type of the other is the (2n)-dimensional
representation defining Sp(n).
When g is a complex Lie algebra not of type C, there is exactly one
minimal (gC,K)-module. It is isomorphic to the Harish-Chandra bimodule
U(gC)/J0.
Remark 4.2. Let K ′ be a connected Lie group covered by K. Minimal (gC,K
′)-
modules are exactly minimal (gC,K)-modules where the K-action on the minimal
K-type V (µ0) descends to K
′.
Remark 4.3. (1) D. Vogan [45, Corollary 3.6] proved that if the condition (i) of
Fact 3.2 holds and the Gelfand–Kirillov dimension of infinite-dimensional
irreducible (gC,K)-module pi is half the complex dimension of the minimal
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Table 3. All minimal (gC,K)-modules when G/K is Hermitian
g K pC = p+ ⊕ p− minimal K-type V (µ0)
so(p, 2) Spin(p)× R Cp ⊠ (C1 ⊕ C−1) C⊠ C±(p−2)/2
(p ≥ 5)
sp(n,R) SU(n)× R S2(Cn)⊠ C1 C⊠ C±n/4,
(n ≥ 2) ⊕S2(∧n−1Cn)⊠ C−1 Cn ⊠ C(n+2)/4,
∧n−1Cn ⊠ C−(n+2)/4
so∗(2n) SU(n)× R ∧2Cn ⊠ C1 C⊠ C±n/2
(n ≥ 4) ⊕ ∧n−2 Cn ⊠ C−1
e6(−14) Spin(10)× R V (ω5)⊠ (C1 ⊕ C−1)*a C⊠ C±4
e7(−25) E6 × R V (ω1)⊠ C1 C⊠ C±6
⊕V (ω6)⊠ C−1*b
* We follow the notation of Bourbaki [3, pp.250–274] for the fundamental
weights ωi and the standard basis ei.
*
C
n denotes the n-dimensional representation defining one of SO(n) or SU(n),
and C does the trivial representation.
* The subscripts of C denote the scalars by which some central element of kC
acts. When a subscript on the column of minimal K-type is positive (resp.
negative), the corresponding minimal (gC,K)-module has a nonzero p−-null
(resp. p+-null) vector.
*a ω5 :=
1
2
∑5
i=1
ei.
*b ω1 :=
2
3
(−e6 − e7 + e8), ω6 := e5 +
1
3
(−e6 − e7 + e8).
nilpotent orbit, then the K-type decomposition of pi is written as⊕
1≤i≤l,n∈N
V (µi + nβ)
where β is a highest weight of pC and µ1, · · · , µl are elements of t∨C such that
(µ1)ss, · · · , (µl)ss are dominant integral. It was also shown that there exists
minimal (gC,K)-module whose K-types are of the form (4.1) for some g
[45, Theorem 2.11].
(2) By Theorem 4.1, it follows that R. Brylinski and B. Kostant [8, Theorem 4]
constructed all minimal representations when gC is simple and G/K is non-
Hermitian, and P. Torasso [44] constructed all those when R-rank(g) ≥ 3.
The rest of this section is devoted to the proof of Theorem 4.1.
The assertion about the non-existence of minimal (gC,K)-modules follows from
that in Section 1 and Fact 3.2 (we see so(4, 1) ∼= sp(1, 1), so(5, 1) ∼= sl(2,H)).
We refer the reader to [13] for the construction and the K-type structure of the
Weil representation, to [20, Section 2.3.1] for minimality of the two irreducible
components of the underlying (gC,K)-module of it, for example. Then it follows
easily that the irreducible components for g = sp(2n,R) are still irreducible and
minimal when they are restricted to the subalgebra sp(n,C). As for the existence
of the other minimal (gC,K)-modules whose K-types are given in Theorem 4.1, see
A. Braverman and A. Joseph [4, Proposition 6.6] (there is some typo: dimGeβ − 1
should be dimGeβ − 2) for the case gC is simple, G/K is Hermitian and V (µ0) is
one-dimensional, R. Brylinski and B. Kostant [8] when G/K is non-Hermitian, and
D. Garfinkle [16, Chapter III and V] for the case g is a complex Lie algebra and
V (µ0) is the trivial representation.
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Table 4. All minimal (gC,K)-modules when gC is simple and
G/K is non-Hermitian
g K pC minimal K-type V (µ0)
so(p, q) Spin(p)× Spin(q) Cp ⊠ Cq C⊠ S p−q2 (Cq)
(p ≥ q ≥ 3, p+ q ≥ 8 even)
so(p, 3) Spin(p)× SU(2) Cp ⊠ S2(C2) C⊠ Sp−3(C2)
(p ≥ 4 even)
f4(4) Sp(3)× SU(2) (∧3C6)0 ⊠ C2*a C⊠ S1(C2)
e6(2) SU(6)× SU(2) ∧3C6 ⊠ C2 C⊠ S2(C2)
e7(−5) Spin(12)× SU(2) V (ω6)⊠ C2*b C⊠ S4(C2)
e8(−24) E7 × SU(2) V (ω7)⊠ C2*c C⊠ S8(C2)
g2(2) SU(2)short × SU(2)long*d S3(C2)⊠ C2 S2(C2)⊠ C
e6(6) Sp(4) (∧4C8)0*a C
e7(7) SU(8) ∧4C8 C
e8(8) Spin(16) V (ω8)
*e C
*a (
∧3
C
6)0, (
∧4
C
8)0 denote the irreducible SU(6),Sp(4)-module with highest weight∑3
i=1
ei,
∑4
i=1
ei respectively.
*b ω6 :=
1
2
∑6
i=1
ei.
*c ω7 := e6 +
1
2
(−e7 + e8).
*d The first (resp. second) factor of kC has a short (resp. long) root vector with respect
to a compact Cartan subalgebra of g.
*e ω8 :=
1
2
∑8
i=1
ei.
By Proposition 3.1, minimal (gC,K)-modules are K-multiplicity free and two
minimal (gC,K)-modules are isomorphic if and only if they have a common K-
type. Therefore, it suffices to show the following.
Theorem 4.4. For any minimal (gC,K)-module pi, there exists a minimal (gC,K)-
module which appears in Theorem 4.1 (2), (3) and has a common K-type with pi.
Proof. Let pi be a minimal (gC,K)-module. The main idea of the proof is to narrow
down possibleK-types in pi by using theK-types in already known minimal (gC,K)-
modules.
We may assume that g does not satisfy the condition (iii) in Fact 3.2. Let W be
the Weyl group with respect to (k, t) and
ρkss half the sum of positive roots for (kss, tss).
Take a minimal (gC,K)-module pi0 ∼=
⊕
n≥0 V (µ0+nβ) appearing in Theorem 4.1.
Then the highest weights of K-types in pi must lie in the W -translates of a line:
Lemma 4.5. Let µ ∈ t∨
C
. Assume that the restriction µss is dominant integral. If
the K-type V (µ) occurs in pi, then the weight µ+ρkss belongs to W (µ0+ρkss +Rβ).
Proof. Let Z(kC) be the center of U(kC) and
γ : Z(kC)
∼=−→ P(t∨C)W
the Harish-Chandra isomorphism. Here P(t∨
C
) denotes the algebra of polynomials
on t∨
C
. The infinitesimal character of V (µ) is the W -orbit through µ + ρkss . Since
the Zariski closure of Nβ is the line Cβ, we have
γ(Z(kC) ∩ Annpi) = γ(Z(kC) ∩ Annpi0) = I(µ0 + ρkss + Nβ)W = I(µ0 + ρkss + Cβ)W .
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Here I(Λ) denotes the ideal of P(t∨
C
) defined by a subset Λ of t∨
C
. Therefore, when
the K-type V (µ) occurs in the K-type of pi, we see
(4.2) I(µ0 + ρkss + Cβ)W ⊂ I({µ+ ρkss})W .
Since
√−1t∨ss is invariant under the action of W , it suffices to show µ + ρkss ∈
W (µ0 + ρkss + Cβ). On the contrary, we assume µ + ρkss /∈ W (µ0 + ρkss + Cβ).
Then we can take a polynomial f on t∨
C
such that f(µ0 + ρkss + Cβ) = {0} and
f(w(µ + ρkss)) 6= 0 for all w ∈ W . While the polynomial f˜(λ) :=
∏
w∈W f(wλ)
belongs to I(µ0 + ρkss + Cβ)W , it does not to I({µ + ρkss})W , which contradicts
(4.2). 
We next consider whichW -translates of the line (µ0)ss+ρkss +Rβss can contain
infinite number of dominant integral weights for (kss, tss). Let us denote by (·, ·)
the inner product on
√−1t∨ss given by the negative of the Killing form of kss, by L+
the set of dominant integral weights for (kss, tss), and by (Rβss)
⊥ the orthogonal
complement of Rβss in tss. Let
ξ0 := the (Rβss)
⊥-component of (µ0)ss + ρkss
and ∆λss ⊂
√−1t∨ss (resp. ∆+λss) be the set of roots (resp. positive roots) for
(kss, tss) orthogonal to λss ∈
√−1t∨ss, and Wβss the Weyl group of ∆βss . The
longest element of W with respect to the positive system and that of Wβss are
denoted by wl and wβss,l respectively.
Lemma 4.6. Let
w0 := wlwβss,l.
Then w0 is the unique nontrivial element inW such that the cardinality of w0((µ0)ss+
ρkss + Rβss) ∩ L+ is infinity.
Proof. Let w ∈ W . By ρkss ∈ L+, we see that w((µ0)ss + ρkss + Rβss) ∩ L+ is an
infinite set if and only if wβss belongs to either L+ or its negative −L+ and
(α,wξ0) ≥ 0 for any positive root α with (α,wβss) = 0.(4.3)
Let us first assume wβss ∈ L+. Then we have wβss = βss and w ∈ Wβss by
βss ∈ L+ (see [24, Lemma 10.3.B] for instance). Since (α, ξ0) = (α, (µ0)ss+ρkss) > 0
for all α ∈ ∆+βss , the (Rβss)⊥-component ξ0 belongs to the dominant Weyl chamber
for ∆+βss . The Weyl group acts simply transitively on the set of Weyl chambers,
hence the condition (4.3) holds if and only if w is the identity element.
We next suppose wβss ∈ −L+. In the same manner we see wβss = wlβss, and
w−1l w = wlw ∈ Wβss . Since ξ0 belongs to the dominant Weyl chamber for ∆+βss ,
the condition (4.3) is equivalent to ∆+wβss = ∆wβss ∩w∆+. Since wlw fixes βss, the
latter is also equivalent to ∆βss −∆+ = ∆βss ∩ wlw∆+, or wlw = wβss,l, which is
the desired conclusion. 
Since pi is infinite-dimensional and W is a finite group, there exists µ ∈ t∨
C
such
that the restriction µss is a dominant integral weight, the norm ‖µss‖ is sufficiently
large, the K-type V (µ) occurs in pi, and the weight µ+ρkss belongs to µ0+ρkss+Rβ
or w0(µ0 + ρkss + Rβ) by Proposition 3.1 and Lemmas 4.5 and 4.6.
When G/K is non-Hermitian, the two lines above coincide:
Proposition 4.7. Assume that G/K is non-Hermitian and take w0 ∈ W as in
Lemma 4.6. Then we have µ0 + ρkss + Rβ = w0(µ0 + ρkss + Rβ).
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Proof. It suffices to show that there exists an element w0 of the Weyl group W
satisfying w0β = −β and w0ξ0 = ξ0 by the uniqueness in Lemma 4.6.
We first assume that g is a complex Lie algebra. Let J be the complex structure
of g. By p = Jk, the highest weight β of p is the highest root of k. Then the
reflection with respect to β has the desired properties.
When gC is simple and G/K is non-Hermitian, we check that w0 in Table 6
satisfies the condition by using Tables 5 and 6. Here we follow the notation of
Bourbaki [3, pp.250–274] for the standard basis, which is compatible with that in
Table 4. We omit the verification except for the case g ∼= e8(−24), which is only the
case where k has an exceptional simple factor. In that case, using the notation in
Tables 5 and 6, we see that ξ0 = e2+2e3+3e4+4e5−4e6−4e7+4e8 is orthogonal to
η1 =
1
2 (e1−e2−e3+e4+e5−e6+e7−e8), η2 = 12 (−e1+e2+e3−e4+e5−e6+e7−e8),
e5 + e6 and f1 − f2. Hence ξ0 is fixed by w0 = s(e5 + e6)s(η2)s(η1)s(f1 − f2).
Moreover, we have
w0β =s(e5 + e6)s(η2)s(η1)
(
e6 − 1
2
e7 +
1
2
e8,−f1 + f2
)
= s(e5 + e6)s(η2)
(
1
2
(e1 − e2 − e3 + e4 + e5 + e6) ,−f1 + f2
)
= s(e5 + e6)
(
e5 +
1
2
e7 − 1
2
e8,−f1 + f2
)
=
(
−e6 + 1
2
e7 − 1
2
e8,−f1 + f2
)
= −β,
which is our claim. 
The next lemma gives the integral weights on the line Rβss. It is proven by a
case-by-case check, so we omit the proof.
Lemma 4.8. The intersection of the weight lattice for (kss, tss) with Rβss is Zβss/2
if g is isomorphic to sp(n,R) or sp(n,C), and Zβss otherwise.
Let us finish the proof of Theorem 4.4. Consider the set consisting of λ ∈ t∨
C
satisfying the following conditions: λ + ρkss belongs to µ0 + ρkss + Rβ ∪ w0(µ0 +
ρkss +Rβ), the restriction λss belongs to L+, and the K-type V (λ) does not occur
in any minimal (gC,K)-module appearing in Theorem 4.1. Then the set is finite
by Proposition 4.7 and Lemma 4.8. By the argument just before Proposition 4.7,
the given minimal (gC,K)-module pi have a common K-type with some minimal
(gC,K)-module appearing in Theorem 4.1. 
5. Corollaries
In this section, we give some corollaries of Theorem 4.1.
Let G be a connected simply connected simple real Lie group not of type A, and
g,K as in Section 2.
Corollary 5.1. Any minimal (gC,K)-module (see Definition 2.2) is unitarizable.
Proof. Since minimal (gC,K)-modules, which are not necessarily unitarizable, are
classified in Theorem 4.1, it suffices to check unitarizability for each of them. It
follows from the determination of unitary highest weight modules by T. Enright,
R. Howe and N. Wallach [11] or H. P. Jacobsen [25] when gC is simple and G/K is
Hermitian. Unitarizability of minimal (gC,K)-modules follows from the determina-
tion of the unitary dual by Duflo [10] when g is a complex Lie algebra of rank two,
and from that by D. Vogan [46, Proposition 15.2] when g = g2(2). Unitarizabil-
ity follows from the construction of minimal representations by D. Kazhdan and
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G. Savin [28] when g = so(2n,C), so(n, n)(n ≥ 4), e6(C), e6(6), e7(C), e7(7), e8(C) or
e8(8), and from that by P. Torasso [44, Theorem 4.12] when the real rank of g is not
less than three. When g is a complex Lie algebra not of type G2, E6 or E8, unita-
rizability of minimal (gC,K)-modules is proven by J.-S. Huang [22, Theorem 3.2].
There are also other proofs of unitarizability of minimal (gC,K)-modules by using
various geometric models. See for example T. Kobayashi and B. Ørsted [33, Corol-
lary 3.9.2] for g = o(p, q) (p, q ≥ 2, p + q ≥ 8 even), and J. Hilgert, T. Kobayashi
and J. Mo¨llers [20] for the conformal algebras of Jordan algebras. 
Moreover, Theorem 4.1 and the construction of each minimal (gC,K)-module by
P. Torasso describe the restriction of its unitary globalization to minimal parabolic
subgroups.
Corollary 5.2 ([44, Theorem 4.12]). Assume that gC is simple not of type A and
the real rank of g is not less than three. Let Q be a minimal parabolic subgroup of G.
Then the unitary globalization of each minimal (gC,K)-module is still irreducible
as a unitary representation of Q.
In addition to Corollaries 5.1 and 5.2, we have the following remark.
Remark 5.3. Let G be the universal cover of Sp(n,R) (n ≥ 2) or that of the identity
component of the indefinite special orthogonal group SO(p, q) (p, q ≥ 3, p + q ≥
7). Let V be an irreducible (gC,K)-module where the associated variety of the
annihilator is the closure of the minimal nilpotent orbit Omin in gC. Then V is
unitarizable if and only if the annihilator of V is completely prime.
Let us prove the assertion. Irreducible unitary representations of G under con-
sideration whose associated varieties are the closure of the minimal nilpotent orbit
Omin are classified by J.-S. Huang and J.-S. Li [23] in terms of local theta lifting.
Since their classification results agree with the unitary globalizations of minimal
(gC,K)-modules, the assertion follows.
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Table 5. Data 1 of minimal (gC,K)-modules when gC is simple and G/K is non-Hermitian
g ρkss µ0 β
so(2n, 2m) ((n− 1, n− 2, · · · , 0), (0, (n−m, 0, · · · , 0)) ((1, 0, · · · , 0), (1, 0, · · · , 0))
(n ≥ m ≥ 2) (m− 1,m− 2, · · · , 0))
so(2n+ 1, 2m+ 1) ((n− 1/2, n− 3/2, · · · , 1/2), (0, (n−m, 0, · · · , 0)) ((1, 0, · · · , 0), (1, 0, · · · , 0))
(n ≥ m ≥ 1, n+m ≥ 3) (m− 1/2,m− 3/2, · · · , 1/2))
so(2n, 3) ((n− 1, n− 2, · · · , 0), (1,−1)) (0, (2n− 3,−2n+ 3)) ((1, 0, · · · , 0), (2,−2))
(n ≥ 2)
f4(4) ((3, 2, 1), (1,−1)) (0, (1,−1)) ((1, 1, 1), (1,−1))
e6(2) ((5/2, 3/2, · · · ,−5/2), (1,−1)) (0, (2,−2)) (1/2(1, 1, 1,−1,−1,−1), (1,−1))
e7(−5) ((5, 4, · · · , 0), (1,−1)) (0, (4,−4)) (1/2(1, 1, 1, 1, 1, 1), (1,−1))
e8(−24) ((0, 1, 2, 3, 4, 5,−17/2, 17/2), (1,−1)) (0, (8,−8)) ((0, 0, 0, 0, 0, 1,−1/2, 1/2), (1,−1))
g2(2) ((1,−1), (1,−1)) ((2,−2), 0) ((3,−3), (1,−1))
e6(6) (4, 3, 2, 1) 0 (1, 1, 1, 1)
e7(7) (7/2, 5/2, · · · ,−7/2) 0 1/2(1, 1, 1, 1,−1,−1,−1,−1)
e8(8) (7, 6, · · · , 1, 0) 0 1/2(1, 1, · · · , 1)
* We write µ0 for the highest weight of the minimal K-type of a minimal representation, and β for that of K-module pC.
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Table 6. Data 2 of minimal (gC,K)-modules when gC is simple and G/K is non-Hermitian
g ξ0 w0
so(2n, 2m) ((0, n− 2, n− 3, · · · , 0), s(e1 + en)s(e1 − en)s(f1 + fm)s(f1 − fm)
(n ≥ m ≥ 2) (0,m− 2,m− 3, · · · , 0))
so(2n+ 1, 2m+ 1) ((0, n− 3/2, n− 5/2, · · · , 1/2), s(e1)s(f1)
(n ≥ m ≥ 1, n+m ≥ 3) (0,m− 3/2,m− 5/2, · · · , 1/2))
so(2n, 3) ((0, n− 2, · · · , 0), 0) s(e1 + en)s(e1 − en)s(f1 − f2)
(n ≥ 2)
f4(4) ((1, 0,−1), 0) s(e1 + e3)s(e2)s(f1 − f2)
e6(2) ((1, 0,−1, 1, 0,−1), 0) s(e1 − e4)s(e2 − e5)s(e3 − e6)s(f1 − f2)
e7(−5) ((5/2, 3/2, · · · ,−5/2), 0) s(e1 + e6)s(e2 + e5)s(e3 + e4)s(f1 − f2)
e8(−24) ((0, 1, 2, 3, 4,−4,−4, 4), 0) s(e5 + e6)s(η2)s(η1)s(f1 − f2)*a
g2(2) 0 s(e1 − e2)s(f1 − f2)
e6(6) (3/2, 1/2,−1/2,−3/2) s(e1 + e4)s(e2 + e3)
e7(7) (3/2, 1/2,−1/2,−3/2, s(e1 − e5)s(e2 − e6)s(e3 − e7)s(e4 − e8)
3/2, 1/2,−1/2,−3/2)
e8(8) (7/2, 5/2, · · · ,−7/2) s(e1 + e8)s(e2 + e7)s(e3 + e6)s(e4 + e5)
* We write ξ0 for the (Rβss)
⊥-component of µ0 + ρkss . See Lemma 4.6 for the definition of w0.
* s(η) denotes the reflection with respect to the root η, and the standard basis with respect to the first
(resp. second) component of K in Table 4 is denoted by ei (resp. fi).
*a η1 :=
1
2 (e1 − e2 − e3 + e4 + e5 − e6 + e7 − e8), η2 := 12 (−e1 + e2 + e3 − e4 + e5 − e6 + e7 − e8).
