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Capacity Results for Multicasting Nested Message
Sets over Combination Networks
Shirin Saeedi Bidokhti, Vinod M. Prabhakaran, Suhas N. Diggavi
Abstract
The problem of multicasting two nested messages is studied over a class of networks known as combination networks. A
source multicasts two messages, a common and a private message, to several receivers. A subset of the receivers (called the
public receivers) only demand the common message and the rest of the receivers (called the private receivers) demand both
the common and the private message. Three encoding schemes are discussed that employ linear superposition coding and their
optimality is proved in special cases. The standard linear superposition scheme is shown to be optimal for networks with two
public receivers and any number of private receivers. When the number of public receivers increases, this scheme stops being
optimal. Two improvements are discussed: one using pre-encoding at the source, and one using a block Markov encoding scheme.
The rate-regions that are achieved by the two schemes are characterized in terms of feasibility problems. Both inner-bounds are
shown to be the capacity region for networks with three (or fewer) public and any number of private receivers. Although the inner
bounds are not comparable in general, it is shown through an example that the region achieved by the block Markov encoding
scheme may strictly include the region achieved by the pre-encoding/linear superposition scheme. Optimality results are founded
on the general framework of Balister and Bolloba´s (2012) for sub-modularity of the entropy function. An equivalent graphical
representation is introduced and a lemma is proved that might be of independent interest.
Motivated by the connections between combination networks and broadcast channels, a new block Markov encoding scheme
is proposed for broadcast channels with two nested messages. The rate-region that is obtained includes the previously known
rate-regions. It remains open whether this inclusion is strict.
Index Terms
Network Coding, Combination Networks, Broadcast Channels, Superposition Coding, Linear Coding, Block Markov Encoding
I. INTRODUCTION
The problem of communicating common and individual messages over general networks has been unresolved over the past
several decades, even in the two extreme cases of single-hop broadcast channels and multi-hop wireline networks. Special
cases have been studied where the capacity region is fully characterized (see [1] and the references therein, and [2]–[5]).
Inner and outer bounds on the capacity region are derived in [6]–[12]. Moreover, new encoding and decoding techniques are
developed such as superposition coding [13], [14], Marton’s coding [15]–[17], network coding [2], [18], [19], and joint unique
and non-unique decoding [20]–[23].
Surprisingly, the problem of broadcasting nested (degraded) message sets has been completely resolved for two users. The
problem was introduced and investigated for two-user broadcast channels in [17] and it was shown that superposition coding
was optimal. The problem has also been investigated for wired networks with two users [24]–[26] where a scheme consisting of
routing and random network coding turns out to be rate-optimal. This might suggest that the nested structure of the messages
makes the problem easier in nature. Unfortunately, however, the problem has remained open for networks with more than
two receivers and only some special cases are understood [22], [27]–[30]. The state of the art is not favourable for wired
networks either. Although extensions of the joint routing and network coding scheme in [24] are optimal for special classes of
three-receiver networks (e.g., in [31]), they are suboptimal in general depending on the structure of the network [32, Chapter
5], [33]. It was recently shown in [34] that the problem of multicasting two nested message sets over general wired networks
is as hard as the general network coding problem.
In this paper, we study nested message set broadcasting over a class of wired networks known as combination networks
[35]. These networks also form a resource-based model for broadcast channels and are a special class of linear deterministic
broadcast channels that were studied in [29], [30]. Lying at the intersection of multi-hop wired networks and single-hop
broadcast channels, combination networks are an interesting class of networks to build up intuition and understanding, and
develop new encoding schemes applicable to both sets of problems.
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Fig. 1: A combination network with two public receivers indexed by I1 = {1, 2} and one private receiver indexed by I2 = {3}.
All edges are of unit capacity.
We study the problem of multicasting two nested message sets (a common message and a private message) to multiple users.
A subset of the users (public receivers) only demand the common message and the rest of the users (private receivers) demand
both the common message and the private message. The term private does not imply any security criteria in this paper.
Combination networks turn out to be an interesting class of networks that allow us to discuss new encoding schemes and
obtain new capacity results. We discuss three encoding schemes and prove their optimality in several cases (depending on the
number of public receivers, irrespective of the number of private receivers). In particular, we propose a block Markov encoding
scheme that outperforms schemes based on rate splitting and linear superposition coding. Our inner bounds are expressed in
terms of feasibility problems and are easy to calculate. To illustrate the implications of our approach over broadcast channels,
we generlize our results and propose a block Markov encoding scheme for broadcasting two nested message sets over general
broadcast channels (with multiple public and private receivers). The rate-region that is obtained includes previously known
rate-regions.
A. Communication Setup
A combination network is a three-layer directed network with one source and multiple destinations. It consists of a source
node in the first layer, d intermediate nodes in the second layer and K destination nodes in the third layer. The source is
connected to all intermediate nodes, and each intermediate node is connected to a subset of the destinations. We refer to the
outgoing edges of the source as the resources of the combination network, see Fig. 1. We assume that each edge in this network
carries one symbol from a finite field Fq. We express all rates in symbols per channel use (log2 q bits per channel use) and
thus all edges are of unit capacity.
The communication setup is shown in Fig. 1. A source multicasts a common message W1 of nR1 bits and a private message
W2 of nR2 bits. W1 and W2 are independent. The common message is to be reliably decoded at all destinations, and the
private message is to be reliably decoded at a subset of the destinations. We refer to those destinations who demand both
messages as private receivers and to those who demand only the common message as public receivers. We denote the number
of public receivers by m and assume, without loss of generality, that they are indexed 1, . . . ,m. The set of all public receivers
is denoted by I1 = {1, 2, . . . ,m} and the set of all private receivers is denoted by I2 = {m+ 1, . . . ,K}.
Encoding is done over blocks of length n. The encoder encodes W1 and W2 into d sequences Xni , i = 1, . . . , d, that are
sent over the resources of the combination network (over n uses of the network). Based on the structure of the network, each
user i receives a vector of sequences, Y ni , that is a certain collection of sequences that were sent by the source. Given Y ni ,
public receiver i, i = 1, . . . ,m, decodes Wˆ (i)1 and given Y np , private receiver p, p = m+ 1, . . . ,K , decodes Wˆ
(p)
1 , Wˆ
(p)
2 . A
rate pair (R1, R2) is said to be achievable if there is an encoding/decoding scheme that allows the error probability
Pe = Pr
(
Wˆ
(i)
1 6= W1 for some i = 1, . . . ,K or Wˆ
(i)
2 6= W2 for some i = m+ 1, . . . ,K
)
approach zero (as n → ∞). We call the closure of all achievable rate-pairs the capacity region. Although we allow ǫ−error
probability in the communication scheme (for example in proving converse theorems), the achievable schemes that we propose
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Fig. 2: The source multicasts W1 = [w1,1] and W2 = [w2,1, w2,2] (of rates R1 = 1 and R2 = 2) in n = 1 channel use.
are zero-error schemes. Therefore, in all cases where we characterize the capacity region, the ǫ−error capacity region and the
zero-error capacity region coincide. This is not surprising considering the deterministic nature of our channels/networks.
B. Organization of the Paper
The paper is organized in eight sections. In Section II, we give an overview of the underlying challenges and our main ideas
through several examples. Our notation is introduced in Section III. We study linear encoding schemes that are based on rate
splitting, linear superposition coding, and pre-encoding in Section IV. Section V proposes a block Markov encoding scheme
for multicasting nested message sets, Section VI discusses optimality results, and Section VII generalizes the block Markov
encoding scheme of Section V to general broadcast channels. We conclude in Section VIII.
II. MAIN IDEAS AT A GLANCE
The problem of multicasting messages to receivers which have (two) different demands over a shared medium (such as
the combination network) is, in a sense, finding an optimal solution to a trade-off. On the one hand, public receivers (which
presumably have access to fewer resources) need information about the common message only so that each can decode
the common message. On the other hand, private receivers require complete information of both messages. It is, therefore,
desirable from private receivers’ point of view to have these messages jointly encoded (especially when there are multiple
private receivers). This may be in contrast with public receivers’ decodability requirement. This tension is best seen through
an example. Example 1 below shows that an optimal encoding scheme should allow joint encoding of the common and private
messages but in a restricted and controlled manner, so that only partial information about the private message is “revealed”
to the public receivers and decodability of the common message is ensured.
Example 1. Consider the combination network shown in Fig. 2 in n = 1 channel use. The source communicates a common
message W1 = [w1,1] and a private message W2 = [w2,1, w2,2] to four receivers. Receivers 1 and 2 are public receivers and
receivers 3 and 4 are private receivers. Since Receivers 1 and 2 each have min-cuts less than 3, they are not able to decode
both the common and private messages. For this reason, random linear network coding does not ensure decodability of W1
at the public receivers. We note that to communicate W1,W2, it is necessary that some partial information about the private
message is revealed to public receiver 2.
Split the private message into w2,1 of rate α{2} = 1 and w2,2 of rate αφ = 1. w2,2 is the part of W2 that is not revealed to
the public receivers and w2,1 is the part that is revealed to Receiver 2 (but not Receiver 1). By splitting W2 into independent
pieces, we make sure that only a part of W2, in this case w2,1, is revealed to Receiver 2; In other words, only w2,1 is encoded
into sequences Xni ’s that are received by Receiver 2. A linear scheme based on this idea is illustrated in Fig. 2 and could be
represented as follows: 

X1
X2
X3
X4

 =


1 1 0
1 0 0
0 1 0
0 0 1



 w1,1w2,1
w2,2

 . (1)
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Fig. 3: Multicasting W1 of rate 0 and W2 of rate 2. A multicast code such as X1 = w2,1, X2 = w2,2, X3 = w2,1 + w2,2
ensures achievability of (R1 = 0, R2 = 2).
Note that by this construction we have ensured that the private receivers get a full rank transformation of all information symbols,
and the public receivers get a full rank transformation of a subset of the information symbols (including the information symbol
of W1). △
Our first coding scheme (Proposition 1 in Section IV-C) builds on Example 1 by splitting the private message into 2m
independent pieces (of rates αS , S ⊆ I, to be optimized) and using linear superposition coding. The rate split parameters αS
should be designed such that they satisfy several rank constraints (for different decoders to decode their messages of interest).
We characterize the achievable rate-region by a linear program with no objective function (a feasibility problem). The solution
of this linear program gives the optimal choice of αS for the scheme. We show that our scheme is optimal for combination
networks with two public and any number of private receivers.
For networks with three or more public and any number of private receivers, the above scheme may perform sub-optimally.
It turns out that one may, depending on the structure of resources, gain by introducing dependency among the partial (private)
information that is revealed to different subsets of public receivers.
Example 2. Consider the combination network of Fig. 3 where destinations 1, 2, 3 are public receivers and destinations 4,
5, 6 are private receivers. The source wants to communicate a common message of rate R1 = 0 (i.e., W1 = ∅) and a private
message W2 = [w2,1, w2,2] of rate R2 = 2. Clearly this rate pair is achievable using the multicast code shown in Fig. 3
(or simply through a random linear network code). However, the scheme we outlined before is incapable of supporting this
rate-pair. This may be seen by looking at the linear program characterization of the scheme: (R1 = 0, R2 = 2) is achievable by
our first encoding scheme if there is a solution to the following feasibility problem (see Section IV for details of derivation).
αS ≥ 0, S ⊆ {1, 2, 3} (2)∑
S⊆{1,2,3}
αS = 2 (3)
for all {i, j, k} that is a permutation of {1, 2, 3}: (4)
α{i} + α{i,j} + α{i,k} + α{i,j,k} ≤ 1 (5)
0 ≤ α{i,j,k} (6)
0 ≤ α{j,k} + α{i,j,k} (7)
0 ≤ α{i,k} + α{j,k} + α{i,j,k} (8)
0 ≤ α{i,j} + α{i,k} + α{j,k} + α{i,j,k} (9)
1 ≤ α{k} + α{i,k} + α{j,k} + α{i,j,k} (10)
1 ≤ α{k} + α{i,j} + α{i,k} + α{j,k} + α{i,j,k} (11)
2 ≤ α{j} + α{k} + α{i,j} + α{i,k} + α{j,k} + α{i,j,k} (12)
2 ≤ α{i} + α{j} + α{k} + α{i,j} + α{i,k} + α{j,k} + α{i,j,k} (13)
By testing the feasibility of the above linear program, it can be seen that the above problem is infeasible (by Fourier-Motzkin
elimination or using MATLAB). On a higher level, although the optimal scheme in Fig. 3 reveals partial (private) information
to the different subsets of the public receivers, this is not done by splitting the private message into independent pieces and
5there is a certain dependency structure between the symbols that are revealed to receivers 1, 2, and 3. This is why our first
linear superposition scheme does not support the rate-pair (0, 2).
We use this observation to modify the encoding scheme and achieve the rate pair (0, 2). First, pre-encode message W2,
through a pre-encoding matrix P ∈ Fq3×2, into a pseudo private message W ′2 of larger “rate”:
 w′2,1w′2,2
w′2,3

 = P [ w′2,1
w′2,2
]
. (14)
Then, encode W ′2 using rate splitting and linear superposition coding:
 X1X2
X3

 =

 1 0 00 1 0
0 0 1



 w′2,1w′2,2
w′2,3

 . (15)
Suppose P is a MDS (maximum distance separable) code. Each private receiver is able to decode two symbols out of the
three symbols of W ′2 and can thus decode W2. It turns out that the achievable rate-region of this scheme is a relaxation of
(2)-(13) when αφ may be negative. △
Our second approach (Theorem 1 in Section IV-D) builds on Example 2 and the underlying idea is to allow dependency
among the pieces of information that are revealed to different sets of public receivers by an appropriate pre-encoder that encodes
the private message into a pseudo private message of a larger rate, followed by a linear superposition encoding scheme. We
prove that the rate-region achieved by our second scheme is tight for m = 3 (or fewer) public receivers and any number of
private receivers. To prove the converse, we first write an outer-bound on the rate-region which looks similar to the inner-bound
feasibility problem and is in terms of some entropy functions. Next, we use sub-modularity of entropy to write a converse
for every inequality of the inner bound. In this process, we develop a visual tool in the framework of [36] to deal with the
sub-modularity of entropy and prove a lemma that allows us show the tightness of the inner bound without explicitly solving
its corresponding feasibility problem.
Generalizing the pre/encoding scheme to networks with more than three public receivers is difficult because of the more
involved dependency structure that might be needed, in a good code, among the partial (private) information pieces that are
to be revealed to the subsets of public receivers. Therefore, we propose an alternative encoding scheme that captures these
dependencies over sequential blocks, rather than the structure of the one-time (one-block) code. This is done by devising
a simple block Markov encoding scheme. Below, we illustrate the main idea of the block Markov scheme by revisiting the
combination network of Fig. 3.
Example 3. Consider the combination network in Fig. 3 over which we want to achieve the rate pair (R1 = 0, R2 = 2). Our
first code design using rate splitting and linear superposition coding (with no pre-encoding) was not capable of achieving this
rate pair. Let us add one resource to this combination network and connect it to all the private receivers. This gives an extended
combination network, as shown in Fig. 4, that differs from the original network only in one edge. This “virtual” resource is
shown in Fig. 4 by a bold edge. One can verify that our basic linear superposition scheme achieves (R1 = 0, R′2 = 3) over
this extended network by writing the corresponding linear program and finding a solution:
α{1} = α{2} = α{3} = 1, (16)
αφ = α{1,2} = α{1,3} = α{2,3} = α{1,2,3} = 0. (17)
Let the message W ′2 = [w′2,1, w′2,2, w′2,3] be a pseudo private message of larger rate (R′2 = 3) that is communicated over the
extended combination network (in one channel use), and let X1, X2, X3, Xφ be the symbols that are sent over the extended
combination network. One code design is given below. We will use this code to achieve rate pair (0, 2) over the original
network.
X1 = w
′
2,1
X2 = w
′
2,2
X3 = w
′
2,3
Xφ = w
′
2,1 + w
′
2,2 + w
′
2,3.
(18)
Since the resource edge that carries Xφ is a virtual resource, we aim to emulate it through a block Markov encoding scheme.
Using the code design of (18), all information symbols (w′2,1, w′2,2, w′2,3) are decodable at all private receivers. One way to
emulate the bold virtual resource is to send its information (the symbol carried over it) in the next time slot using one of the
information symbols w′2,1, w′2,2, w′2,3 that are to be communicated in the next time slot.
More precisely, consider communication over n transmission blocks, and let (W1[t],W ′2[t]) be the message pair that is
encoded in block t ∈ {1, . . . , n}. In the tth block, encoding is done as suggested by the code in (18). Nevertheless, to provide
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Fig. 4: The extended combination network of Example 3. A block Markov encoding scheme achieves (0, 2) over the original
combination network. At time t+ 1, information symbol w′2,3[t+ 1] contains the information of symbol Xφ[t].
private receivers with the information of Xφ[t] (as promised by the virtual resource), we use w′2,3[t + 1] in the next block
to convey Xφ[t]. Since this symbol is ensured to be decoded at the private receivers, it indeed emulates the virtual resource.
In the nth block, we simply encode Xφ[n− 1] and directly communicate it with the private receivers. Upon receiving all the
n blocks at the receivers, we perform backward decoding [37]. So in n transmissions, we send n − 1 symbols of W1 and
2(n− 1)+1 new symbols of W2 over the original combination network; i.e., for n→∞, we achieve the rate-pair (0, 2). △
Out third coding scheme (Theorem 2 in Section V) builds on Example 3. When there are m = 4 or more public receivers,
our block Markov scheme is more powerful that the first two schemes and we are not aware of any example where this scheme
is sub-optimal. In Section V, we describe our block Markov encoding scheme and characterize the rate region it achieves.
We show, for three (or fewer) public and any number of private receivers, that this rate-region is equal to the capacity region
and, therefore, coincides with the rate-region of Theorem 1. Furthermore, we show through an example that the block Markov
encoding scheme could outperform the previously discussed linear encoding schemes when there are 4 or more public receivers.
In Section VII, we further adapt this scheme to general broadcast channels with two nested message sets and obtain a rate
region that includes previously known rate-regions. We do not know if this inclusion is strict.
III. NOTATION
We denote the set of outgoing edges from the source by E with cardiality |E| = d, and we refer to those edges as the
resources of the combination network. The resources are labeled according to the public receivers they are connected to; i.e.,
we denote the set of all resources that are connected to every public receiver in S, S ⊆ I1, and not connected to any other
public receiver by ES ⊆ E . Note that the edges in ES may or may not be connected to the private receivers. We identify the
subset of edges in ES that are also connected to a private receiver p by ES,p. Fig. 1 shows this notation over a combination
network with four receivers. In this example, d = 5, E = {(s, v1), (s, v2), (s, v3), (s, v4), (s, v5)}, Eφ = {(s, v4), (s, v5)},
E{1} = {(s, v1)}, E{2} = {}, E{1,2} = {(s, v2), (s, v3)}, Eφ,3 = {(s, v4), (s, v5)}, Eφ,4 = {}, E{1},3 = E{1},4 = {(s, v1)},
E{2},3 = E{2},4 = {}, E{1,2},3 = {(s, v3)}, E{1,2},4 = {(s, v2)}.
Throughout this paper, we denote random variables by capital letters (e.g., X , Y ), the sets {1, . . . ,m} and {m+1, . . . ,K}
by I1 and I2, respectively, and subsets of I1 by script capital letters (e.g., S = {1, 2, 3} and T = {1, 3, 4}). We denote
the set of all subsets of I1 by 2I1 and in addition denote its subsets by Greek capital letters (e.g., Γ = {{1}, {1, 2}} and
Λ = {{1}, {2}, {1, 2}}).
All rates are expressed in log2 |Fq| in this work. The symbol carried over a resource of the combination network, e ∈ E , is
denoted by xe which is a scalar from Fq. Similarly, its corresponding random variable is denoted by Xe. We denote by XS ,
S ⊆ I1, the vector of symbols carried over resource edges in ES , and by XS,p, S ⊆ I1, p ∈ I2, the vector of symbols carried
over resource edges in ES,p. To simplify notation, we sometimes abbreviate the union sets
⋃
S∈Λ ES ,
⋃
S∈Λ ES,p and
⋃
S∈ΛXS ,
by EΛ, EΛ,p and XΛ, respectively, where Λ is a subset of 2I1 . The vector of all received symbols at receiver i is denoted by
Yi, i ∈ {1, . . . ,K}. When communication takes place over blocks of length n, all vectors above take the superscript n; e.g.,
Xne X
n
S , X
n
S,p, X
n
Λ, X
n
Λ,p, Y
n
i .
We define superset saturated subsets of 2I1 as follows. A subset Λ ⊆ 2I1 is superset saturated if inclusion of any set S in
Λ implies the inclusion of all its supersets; e.g., over subsets of 2{1,2,3}, Λ = {{1}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}} is superset
saturated, but not Λ = {{1}, {1, 3}, {1, 2, 3}}.
Definition 1 (Superset saturated subsets). The subset Λ ⊆ 2I1 is superset saturated if and only if it has the following property.
7S
v1 v2 v3 v4 v5
D1 D2 D3 D4
E{1} E{1,2},3
E{1,2} E{φ}
Fig. 5: A combination network with two public receivers indexed by I1 = {1, 2} and two private receivers indexed by
I2 = {3, 4}.
• S is an element of Λ only if every T ∈ 2I1 , T ⊇ S, is an element of Λ.
For notational matters, we sometimes abbreviate a superset saturated subset Λ by the few sets that are not implied by the other
sets in Λ. For example, {{1}, {1, 2}, {1, 3}, {1, 2, 3}} is denoted by {{1}⋆}, and similarly {{1}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}}
is denoted by {{1}⋆, {2, 3}⋆}.
IV. RATE SPLITTING AND LINEAR ENCODING SCHEMES
Throughout this section, we confine ourselves to linear encoding at the source. For simplicity, we describe our encoding
schemes for block length n = 1, and highlight cases where we need to code over longer blocks.
We assume rates R1 and R2 to be non-negative integer values1. Let w1,1, . . . , w1,R1 and w2,1, . . . , w2,R2 be variables in Fq
for messages W1 and W2, respectively. We call them the information symbols of the common and the private message. Also,
let vector W ∈ FqR1+R2 be defined as the vector with coordinates in the standard basis W = [w1,1 . . . w1,R2w2,1 . . . w2,R2 ]T .
The symbol carried by each resource is a linear combination of the information symbols. After properly rearranging all vectors
XS , S ⊆ I1, we have 

X{1,...,m}
.
.
.
X{2}
X{1}
Xφ

 = A ·W,
whereA ∈ Fqd×(R1+R2) is the encoding matrix. At each public receiver i, i ∈ I1, the received signal Yi is given by Yi = AiW ,
where Ai is a submatrix of A corresponding to XS , S ∋ i. Similarly, the received signal at each private receiver p, p ∈ I2,
is given by Yp = ApW , where Ap is the submatrix of the rows of A corresponding to XS,p, S ⊆ I1.
We design A to allow the public receivers decode W1 and the private receivers decode W1,W2. We then characterize the
rate pairs achievable by our code design. The challenge in the optimal code design stems from the fact that destinations receive
different subsets of the symbols that are sent by the encoder and they have two different decodability requirements. On the
one hand, private receivers require their received signal to bring information about all information symbols of the common and
the private message. On the other hand, public receivers might not be able to decode the common message if their received
symbols depend on “too many” private message variables. We make this statement precise in Lemma 1. In the following, we
find conditions for decodability of the messages.
A. Decodability Lemmas
Lemma 1. Let vector Y be given by (19), below, where B ∈ Fqr×R1 , T ∈ Fqr×R2 , W1 ∈ FqR1×1, and W2 ∈ FqR2×1.
Y =
[
B T
]
·
[
W1
W2
]
. (19)
Message W1 is recoverable from Y if and only if rank (B) = R1 and the column space of B is disjoint from that of T.
1There is no loss of generality in this assumption. One can deal with rational values of R1 and R2 by coding over blocks of large enough length n and
working with integer rates nR1 and nR2. Also, one can attain real valued rates through sequences of rational numbers that approach them.
8Corollary 1. Message W1 is recoverable from Y in equation (19) only if
rank(T) ≤ r −R1.
We defer the proof of Lemma 1 to Appendix A and instead discuss the high-level implication of the result. Let rT = rank(T)
where rT ≤ r − R1. Matrix T can be written as L1L2, where L1 is a full-rank matrix of dimension r × rT and L2 is a
full-rank matrix of dimension rT ×R2. L1 is essentially just a set of linearly independent columns of T spanning its column
space. In other words, we can write [
B T
]
W =
[
B L1L2
]
W (20)
=
[
B L1
] [ W1
L2W2
]
. (21)
Since rT +R1 ≤ r, W1,L2W2 are decodable if
[
B L1
]
is full-rank.
Defining
[
B T
]
as a new B′ of dimension r × (R1 +R2) and defining a null matrix T′ in Lemma 1, we reach at the
trivial result of the following corollary.
Corollary 2. Messages W1,W2 are recoverable from Y in equation (19) if and only if
rank
([
B T
])
= R1 +R2.
Since every receiver sees a different subset of the sent symbols, it becomes clear from Corollary 1 and 2 that an admissible
linear code needs to satisfy many rank constraints on its different submatrices. In this section, our primary approach to the
design of such codes is through zero-structured matrices, discussed next.
B. Zero-structured matrices
Definition 2. A zero-structured matrix T is an r× c matrix with entries either zero or indeterminate2 (from a finite field Fq) in
a specific structure, as follows. This matrix consists of 2t×2t blocks, where each block is indexed on rows and columns by the
subsets of {1, · · · , t}. Block b(S1,S2), S1,S2 ⊆ {1, · · · , t}, is an rS1 × cS2 matrix. Matrix T is structured so that all entries
in block b(S1,S2) are set to zero if S1 6⊆ S2, and remain indeterminate otherwise. Note that c =
∑
S cS and r =
∑
S rS .
Equation (22), below, demonstrates this definition for t = 2.
T =
c{1,2}
←→
c{1}
↔
c{2}
↔
cφ
↔

0 0 0
0 0
0 0


l
l
l
l
r{1,2}
r{1}
r{2}
rφ
(22)
The idea behind using zero-structred encoding matrices is the following: the zeros are inserted in the encoding matrix such
that the linear combinations that are formed for the public receivers do not depend on “too many” private information symbols
(see Corollary 1).
In the rest of this subsection, we find conditions on zero-structured matrices so that they can be made full column rank.
Lemma 2. There exists an assignment of the indeterminates in the zero-structured matrix T ∈ Fqr×c (as specified in
Definition 2) that makes it full column rank, provided that
c ≤
∑
S∈Λ
cS +
∑
S∈Λc
rS , ∀Λ ⊆ 2
{1,...,t} superset saturated. (23)
For t = 2, (23) is given by
c ≤ r{1,2} + r{1} + r{2} + rφ (24)
c ≤ c{1,2} + r{1} + r{2} + rφ (25)
c ≤ c{1} + c{1,2} + r{2} + rφ (26)
c ≤ c{2} + c{1,2} + r{1} + rφ (27)
c ≤ c{1} + c{2} + c{1,2} + rφ (28)
c ≤ cφ + c{1} + c{2} + c{1,2}. (29)
We briefly outline the proof of Lemma 2, because this line of argument is used later in Section IV-D. For simplicity of
notation and clarity of the proof, we give details of the proof for t = 2. The same proof technique proves the general case.
2Although zero-structured matrices are defined in Definition 2 with zero or indeterminate variables, we also refer to the assignments of such matrices as
zero-structured matrices.
9A
source
n{1,2} n{2} n{1} nφ
n′{1,2} n
′
{2} n
′
{1} n
′
φ
B
sink
c{1,2} c{2} c{1} cφ
r{1,2} r{2} r{1} rφ
Fig. 6: The source A communicates a message of rate c =
∑
S cS to the sink B over a unicast network. The capacity of each
edge is marked beside it. The bold edges are of infinite capacity. The network is tailored so that the mixing of the information
which happens at the third layer mimics the same mixing of the information that is present in the rows of matrix T in (22).
Let T ∈ Fqr×c be a zero-structured matrix given by equation (22). First, we reduce the problem of matrix T being full
column rank to an information flow problem over the equivalent unicast network of Fig. 6. Then we find conditions for
feasibility of the equivalent unicast problem. The former is stated in Lemma 3 and the latter is formulated in Lemma 4, both
to follow.
The equivalent unicast network of Fig. 6 is formed as follows. The network is a four-layer directed network with a source
node A in the first layer, four (in general 2t) nodes nS , S ⊆ {1, . . . , t}, in the second layer, another four (in general 2t) nodes
n′S , S ⊆ {1, . . . , t}, in the third layer, and finally a sink node B in the fourth layer. The source wants to communicate a
message of rate c to the sink. We have cS (unit capacity) edges from the source A to each node nS . Also, we have rS (unit
capacity) edges from each node n′S to the sink B. The edges from the second layer to the third layer are of infinite capacity
and they connect each node nS to all nodes n′S′ where S ′ ⊆ S. The equivalent unicast network is tailored so that the mixing
of the information which happens at each node n′S (at the third layer) mimics the same mixing of the information that is
present in the rows of matrix T. This equivalence is discussed formally in Lemma 3 and its proof is deferred to Appendix B.
Lemma 3. Given the zero-structured matrix T ∈ Fqr×c in (22), the following two statements are equivalent.
(i) There exists an assignment of variables in T that makes it full column rank.
(ii) A message of rate c could be sent over its equivalent unicast network in Fig. 6.
Using Lemma 3, T could be made full-rank if c is less than or equal to the min-cut between nodes A and B over the
equivalent unicast network. The min-cut between A and B is given by Lemma 4 and the proof is delegated to Appendix C.
Lemma 4. The min-cut separating nodes A and B over the network of Fig. 6 is given by
min
Λ⊆2I1
Λ superset saturated
∑
S∈Λ
cS +
∑
S∈Λc
rS . (30)
Lemma 3 and Lemma 4 give conditions for matrix T to become full rank. The proof for t > 2 is along the same lines.
C. Zero-structured linear codes: an achievable rate-region
In our initial approach, we design the encoding matrix A to be zero-structured. The idea is to have the resource symbols
that are available to the public receivers not depend on “too many” private message variables. Equation (31) below shows such
an encoding matrix for two public and any number of private receivers.
A =
R1←→
α{1,2}
←→
α{2}
↔
α{1}
↔
αφ
↔

0 0 0
0 0
0 0


l
l
l
l
|E{1,2}|
|E{2}|
|E{1}|
|Eφ|
.
(31)
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Here, the non-zero entries are all indeterminate and to be designed appropriately. Also, parameters α{1,2}, α{2}, α{1} and αφ
are non-negative structural parameters, and they satisfy
R2 = α{1,2} + α{2} + α{1} + αφ. (32)
In effect, matrix A splits message W2 into four independent messages, W {1,2}2 , W
{2}
2 , W
{1}
2 , W
φ
2 , of rates α{1,2}, α{2},
α{1}, αφ, respectively. The zero structure of A ensures that only messages W1, W
{1,2}
2 and W
{1}
2 are involved in the linear
combinations that are received at public receiver 1 and that only messages W1, W {1,2}2 and W
{2}
2 are involved in the linear
combinations that are received at public receiver 2. In general, matrix A splits message W2 into independent messages WS2
of rates αS , S ⊆ I1, such that ∑
S⊆I1
αS = R2. (33)
Note that the zero-structure allows messages WS2 to be involved (only) in the linear combinations that are sent over resources
in ES′ where S ′ ⊆ S. When referring to a zero-structured encoding matrix A, we also specify the rate-split parameters αS ,
S ⊆ I1.
Remark 1. As defined above, parameters αS , S ⊆ I1, are assumed to be integer-valued. Nonetheless, one can let these
parameters be real and approximately attain them by encoding over blocks of large enough length.
Conditions under which all receivers can decode their messages of interest are as follow:
• Public receiver i ∈ I1: Yi is the vector of all the symbols that are available to receiver i. Using the zero-structure of A
in (31), we have
Y2 =
[
X{1,2}
X{2}
]
(34)
=
R1←→
α{1,2}
←→
α{2}
↔
α{1}
↔
αφ
↔[
0 0 0
0 0
]
l
l
|E{1,2}|
|E{2}|
·
[
W1
W2
]
.
(35)
Generally, Yi is given by
Yi = AiW, (36)
where Ai is a submatrix of A corresponding to XS , S ∋ i. It has at most R1 +
∑
S⊆I1 S∋i
αS non-zero columns. We
relate decodability of message W1 at receiver i to a particular submatrix of Ai being full column rank. Let
Ai =
[
B
(i)|T(i)
]
. (37)
Choose L(i)1 to be a largest submatrix of the columns of T(i) that could be made full column rank (over all possible
assignments). Define
G
(i) =
[
B
(i)
L
(i)
1
]
. (38)
We have the following two lemmas.
Lemma 5. Each public receiver i can decode W1 from (35) if G(i), as defined above, is full column rank.
Proof: Conditions for decodability of W1 are given in Lemma 1 (and its following argument). By the manner L(i)1 and
G
(i) are defined, whenever G(i) is full column rank, not only B(i) is full column rank, but also columns of L(i)1 span all
the column space of T(i) (for all possible assignments– otherwise a larger L(i) would have been chosen) and the span
of the column space of T(i) is thus disjoint from that of B(i).
Lemma 6. For each public receiver i, there exists an assignment of A (specific to i) such that G(i) is full column rank,
provided that
R1 +
∑
S⊆I1
S∋i
αS ≤
∑
S⊆I1
S∋i
|ES |. (39)
Proof: The proof is deferred to Appendix D.
• Private receiver p ∈ I2: Yp is the vector of all the symbols that are carried by the resources in ES,p, S ⊆ I1. We have
Yp =


Xp{1,2}
Xp{2}
Xp{1}
Xpφ

 (40)
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=
R1←→
α{1,2}
←→
α{2}
↔
α{1}
↔
αφ
↔

0 0 0
0 0
0 0


l
l
l
l
|E{1,2},p|
|E{2},p|
|E{1},p|
|Eφ,p|
·
[
W1
W2
]
.
(41)
Generally, Yp is given by Yp = ApW , where Ap is the submatrix of the rows of A that corresponds to XS,p, S ⊆ I1.
Note that Ap is a zero-structured matrix. Messages W1,W2 are decodable at private receiver p if and only if matrix Ap is
full column rank. From Lemma 2, an assignment of Ap exists that makes it full column rank provided that the following
inequalities hold:
R2 ≤
∑
S∈Λ
αS +
∑
S∈Λc
|ES,p|, ∀Λ ⊆ 2
I1 superset saturated, (42)
R1 + R2 ≤
∑
S⊆I1
|ES,p|. (43)
Inequalities (39), (42) and (43) provide constraints on parameters αS , S ⊆ I1, under which W1 is decodable at the public
receivers (i.e., matrices G(i), i ∈ I1, could be made full rank), and W1,W2 are decodable at private receivers (i.e., matrices
Ap, p ∈ I2, could be made full rank). It remains to argue that there exists a universal assignment of A such that all receivers
can decode their messages of interest. We do this by directly applying the sparse zeros lemma [38, Lemma 2.3].
Lemma 7. If |Fq| > K , a universal assignment of A exists such that all G(i), i ∈ I1, and all Ap, p ∈ I2, become
simultaneously full column rank.
Remark 2. Note that operation over smaller fields is also possible by coding over blocks of larger lengths. Coding over blocks
of length n is effectively done over the field Fqn . Therefore, we require qn > K; i.e., we need n > logqK .
The rate-region achievable by this scheme can be posed as a feasibility problem in terms of parameters αS , S ⊆ I1. We
summarize this region in the following proposition.
Proposition 1. The rate pair (R1, R2) is achievable if there exists a set of real valued variables αS , S ⊆ I1, that satisfies
the following inequalities:
Structural constraints:
αS ≥ 0, ∀S ⊆ I1 (44)
R2 =
∑
S⊆I1
αS (45)
Decoding constraints at public receivers:
R1 +
∑
S⊆I1
S∋i
αS ≤
∑
S⊆I1
S∋i
|ES |, ∀i ∈ I1 (46)
Decoding constraints at private receivers:
R2 ≤
∑
S∈Λ
αS +
∑
S∈Λc
|ES,p|, ∀Λ ⊆ 2
I1 superset saturated, ∀p ∈ I2 (47)
R1 +R2 ≤
∑
S⊆I1
|ES,p|, ∀p ∈ I2. (48)
Remark 3. Note that inequality (46) ensures decodability of only the common message (and not the superposed messages
WS2 , i ∈ S ⊆ I1) at the public receivers. To have public receiver i decode all the superposed messages WS2 , i ∈ S ⊆ I1, as
well, one needs further constraints on αS , as given below:∑
S⊆I1
S∋i
αS ≤
∑
S∈Λ
αS +
∑
S∈Λc
S∋i
|ES |, Λ ⊆ {{i}⋆} superset saturated. (49)
More precisely, define A˜i to be the submatrix of Ai that does not contain the all-zero columns. One observes that messages
WS2 , i ∈ S ⊆ I1, are all decodable if and only if A˜i is full column rank. Since A˜i is zero-structured, Lemma 2 gives the
required constraints.
Remark 4. In a similar manner, a general multicast code could be designed for the scenario where 2K message sets are
communicated and each message set is destined for a subset of the K receivers.
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Remark 5. What the zero-structure encoding matrix does, in effect, is implement the standard techniques of rate splitting and
linear superposition coding. We prove in Subsection VI-A that this encoding scheme is rate-optimal for combination networks
with two public and any number of private receivers. However, this encoding scheme is not in general optimal. We discuss
this sub-optimality next and modify the encoding scheme to attain a strictly larger rate region.
D. An achievable rate-region from pre-encoding and structured linear codes
For combination networks with three or more public receivers (and any number of private receivers), the scheme outlined
above turns out to be sub-optimal in general. We discussed one such example in Example 2 where (R1 = 0, R2 = 2) was
not achievable by Proposition 1 (see (2)-(13)). If we were to relax the non-negativity condition on αφ in (2)-(13), we would
get feasibility of (R1, R2) = (0, 2) for the following set of parameters αS : αφ = −1, α{1} = α{2} = α{3} = 1, and
α{1,2} = α{1,3} = α{2,3} = α{1,2,3} = 0. Obviously, there is no longer a “structural” meaning to this set of parameters.
Nonetheless, it still has a peculiar meaning that we try to investigate in this example. As suggested by the positive parameters
α{1}, α{2}, α{3}, we would like, in an optimal code design, to reveal a subspace of dimension one of the private message space
to each public receiver (and only that public receiver). The subtlety lies in the fact that those pieces of private information are
not mutually independent, as message W2 is of rate 2. The previous scheme does not allow such dependency.
Inspired by Example 2, we modify the encoding scheme, using an appropriate pre-encoder, to obtain a strictly larger
achievable region as expressed in Theorem 1.
Theorem 1. The rate pair (R1, R2) is achievable if there exists a set of real valued variables αS , S ⊆ I1, that satisfy the
following inequalities:
Structural constraints:
αS ≥ 0, ∀S ⊆ I1, S 6= φ (50)
R2 =
∑
S⊆I1
αS , (51)
Decoding constraints at public receivers:
R1 +
∑
S⊆I1
S∋i
αS ≤
∑
S⊆I1
S∋i
|ES |, ∀i ∈ I1 (52)
Decoding constraints at private receivers:
R2 ≤
∑
S∈Λ
αS +
∑
S∈Λc
|ES,p|, ∀Λ ⊆ 2
I1 superset saturated, ∀p ∈ I2 (53)
R1 +R2 ≤
∑
S⊆I1
|ES,p|, ∀p ∈ I2. (54)
Remark 6. Note that compared to Proposition 1, the non-negativity constraint on αφ is relaxed in Theorem 1.
Remark 7. The inner-bound of Theorem 1 is tight for combination networks with m = 3 (or fewer) public and any number
of private receivers, see Section VI-B.
Proof. Let (R1, R2) be in the rate region of Theorem 1; i.e., there exist parameters αS , S ⊆ I1, that satisfy inequalities
(50)-(54). In the following, let (αφ)− = min(0, αφ) and (αφ)+ = max(0, αφ). Furthermore, without loss of generality, we
assume that parameters R1, R2, αS , S ⊆ I1, are integer valued (see Remark 1).
First of all, pre-encode message W2 into a message vector W ′2 of dimension R2 − (αφ)− through a pre-encoding matrix
P ∈ Fq
[R2−(αφ)
−]×R2 ; i.e., we have
W ′2 = PW2. (55)
Then, encode messages W1 and W ′2 using a zero-structured matrix with rate split parameters αS , S ⊆ I1, omitting the columns
corresponding to S = φ if αφ < 0. The encoding matrix is, therefore, given as follows:
A =
R1←→
α{1,2}
←→
α{1}
↔
α{2}
↔
(αφ)
+
↔

0 0 0
0 0
0 0


l
l
l
l
|E{1,2}|
|E{1}|
|E{2}|
|Eφ|
· P′
(56)
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where
P
′ =


IR1×R1 0
0 P


, (57)
and all indeterminates are to be assigned from the finite field Fq.
The conditions for decodability of W1 at each public receiver i ∈ I1 are given by (52), and the conditions for decodability
of W1,W2 at each private receiver p ∈ I2 is given by (53), (54). The proof is similar to the basic zero structured encoding
scheme and is sketched in the following.
Let Ai be the submatrix of A that constitutes Yi at receiver i. We have
Ai =
[
B
(i)|T(i)
]
P
′ (58)
=
[
B
(i)|T(i)P
]
. (59)
As before, define L(i)1 to be a largest submatrix of the columns of T(i)P that could be made full column rank (over all possible
assignments). Define G(i) to be
G
(i) =
[
B
(i)|L(i)1
]
. (60)
From Lemma 5, each receiver i can decode W1 from (35) if G(i), as defined above, is full column rank. This is possible
provided that (see Lemma 6)
R1 +
∑
S⊆I1
S∋i
αS ≤
∑
S⊆I1
S∋i
|ES |. (61)
Decodability of W1 at private receiver p ∈ I2 is similarly guaranteed by (54). Finally, T(p)P could itself be full rank under
(53), see Appendix E, and therefore W2 is decodable at private receivers (in addition to W1). Since the variables involved in
B
(p) and T(p)P are independent, G(p) could be made full column rank.
It remains to argue that for |Fq| > K , and under (52)-(54), all matrices G(i), i ∈ I, could be made full rank simultaneously.
The proof is based on the sparse zeros lemma and is deferred to Appendix F.
We close this section with an example that shows the inner-bound of Theorem 1 is not in general tight when the number of
public receivers exceeds 3.
Example 4. Consider the combination network of Fig. 7. Destinations 1, 2, 3, 4 are public and destinations 5, 6, 7 are private
receivers. The rate pair (1, 3) is achievable over this network by the following code design:
X{1,2} = w1,1 + w2,1
X{1,3} = w1,1 + w2,2
X{1,4} = w1,1 + w2,1 + w2,2
X{2,3} = w1,1 + w2,3
X{2,4} = w1,1 + w2,1 + w2,3
X{3,4} = w1,1 + w2,2 − w2,3.
(62)
However, for this rate pair, the problem in (50)-(54) is infeasible (this may be verified by Fourier-Motzkin elimination or a
LP feasibility solver). △
Let us look at this example (see Fig. 7) more closely. Each public receiver has three resources available and needs to decode
(only) the common message which is of rate R1 = 1. So no more than two dimensions of the private message space could
be revealed to any public receiver. For example, look at the resources that are available to public receiver 4. These three
resources mimic the same structure of Fig. 3 and demand a certain dependency among their (superposed) private information
symbols. More precisely, the superposed private information symbols carried over these resources come from a message space of
dimension two (a condition imposed by public receiver 4), and every two out of three of these resources should carry mutually
independent private information symbols (a condition imposed by the private receivers). A similar dependency structure is
needed among the information symbols on X{1,2}, X{1,3}, X{1,4}, and also among X{1,2}, X{2,3}, X{2,4} and X{1,3}, X{2,3},
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S
W1 = [w1,1]
W2 = [w2,1, w2,2, w2,3]
D1 D2 D3 D4 D5 D6 D7
X{1,2} X{1,3} X{1,4} X{2,3} X{2,4} X{3,4}
Fig. 7: The innerbound of Theorem 1 is not tight for m > 3 public receivers: while the rate pair (1, 3) is not in the rate-region
of Theorem 1, the code in (62) is a construction that allows communication at rates R1 = 1, R2 = 3.
X{3,4}. This shows a more involved dependency structure among the revealed partial private information symbols, and explains
why our modified encoding scheme of Theorem 1 cannot be optimal for this example.
Now consider the coding scheme of (62) that achieves (1, 3) (we assume |Fq| > 2). This code ensures decodability of
W1, w2,1, w2,2 at public receiver 1, decodability of W1, w2,1, w2,3 at public receiver 2, decodability of W1, w2,2, w2,3 at public
receiver 3, decodability of W1, w2,1 + w2,2, w2,1 + w2,3 at public receiver 4 and decodability of W1,W2 at private receivers
5, 6, 7. The (partial) private information that is revealed to different subsets of the public receivers is also as follows: no private
information is revealed to subsets {1, 2, 3, 4}, {1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}, the private information revealed to {1, 2}
is w2,1, to {1, 3} is w2,2, to {2, 3} is w2,3, to {1, 4} is w2,1 + w2,2, to {2, 4} is w2,1 + w2,3, to {3, 4} is w2,2 − w2,3, and
finally no private information is revealed to {1}, {2}, {3}, {4}. Now, it becomes clearer that the dependency structure that is
needed among the partial private information may, in general, be more involved than is allowed by our simple pre-encoding
technique.
In the next section, we develop a simple block Markov encoding scheme to tackle Example 4, and derive a new achievable
scheme for the general problem.
V. A BLOCK MARKOV ENCODING SCHEME
A. Main idea
We saw that the difficulty in the code design stems mainly from the following tradeoff: On one hand, private receivers
require all the public and private information symbols and therefore prefer to receive mutually independent information over
their resources. On the other hand, each public receiver requires that its received encoded symbols do not depend on “too
many” private information symbols. This imposes certain dependencies among the encoded symbols of the public receivers’
resources .
The main idea in this section is to capture these dependencies over sequential blocks, rather than capturing it through the
structure of the one-time (one-block) code. For this, we use a block Markov encoding scheme. We start with an example where
both previous schemes were sub-optimal and we show the optimality of the block Markov encoding scheme for it.
Example 5. Consider the combination network in Fig. 7. We saw in Example 4 that the rate pair (R1 = 1, R2 = 3) was
not achievable by the zero-structured linear code, even after employing a random pre-encoder in the the modified scheme. In
this example, we achieve the rate pair (1, 3) through a block Markov encoding scheme, and hence, show that block Markov
encoding could perform strictly better. Let us first extend the combination network by adding one extra resource to the set
E{4}, and connecting it to all the private receivers (see Fig. 8). Over this extended combination network, the larger rate pair
(R1 = 1, R
′
2 = 4) is achievable using a zero-structured linear code characterized in (44)-(48), (49):
α{1,2,3} = α{1,2,4} = α{1,3,4} = α{2,3,4} = 1 (63)
αφ = α{1} = α{2} = α{3} = α{4} = α{1,2} = α{1,3} = α{1,2,3,4} = 0. (64)
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S
W1[t+ 1] = [w1,1[t+ 1]]
W ′2[t+ 1] = [w
′
2,1[t+ 1], w
′
2,2[t+ 1], w
′
2,3[t + 1], w
′t+1
2,4 [t + 1]]
D1 D2 D3 D4 D5 D6 D7
X{1,2}[t] X{1,3}[t] X{1,4}[t] X{2,3}[t] X{2,4}[t] X{3,4}[t] X{4}[t]
Fig. 8: The extended combination network of Example 5. A block Markov encoding scheme achieves the rate pair (1, 3) over
the original combination network. At time t+ 1, w′2,4[t+ 1] contains the information of symbol X{4}[t].
One such code design is given in the following. Let message W ′2 = [w′2,1, w′2,2, w′2,3, w′2,4] be the private message of the larger
rate (R′2 = 4) which is to be communicated over the extended combination network, and let X{1,2}, X{1,3}, X{1,4}, X{2,3},
X{2,4}, X{3,4}, X{4} be symbols that are sent over the extended combination network. The encoding is described below (we
assume that Fq has a characteristic larger than 2):
X{1,2} = w1,1 + w
′
2,3 X{2,3} = w1,1 + 2w
′
2,3
X{1,3} = 2w1,1 + w
′
2,3 X{2,4} = w1,1 + w
′
2,2
X{1,4} = w1,1 + w
′
2,1 X{3,4} = w1,1 + w
′
2,4
X{4} = w1,1 + w
′
2,1 + w
′
2,2 + w
′
2,4.
(65)
Since the resource edge in E{4} is a virtual resource, we aim to emulate it through a block Markov encoding scheme. Using
the code design of (65), Receiver 4 may decode, besides the common message, three private information symbols (w′2,1, w′2,2,
w′2,4), see also (49) and Remark 3. Since all these three symbols are decodable at Receiver 4 and all the private receivers, any
of them could be used to emulate the virtual resource in E{4}.
More precisely, consider communication over n transmission blocks, and let (W1[t],W ′2[t]) be the message pair that is
encoded in block t ∈ {1, . . . , n}. In the tth block, encoding is done as suggested by the code in (65). To provide Receiver 4
and the private receivers with the information of X{4}[t] (as promised by the virtual resource in E{4}), we use w′2,4[t+ 1] in
the next block, to convey X{4}[t]. Since this symbol is ensured to be decoded at Receiver 4 and the private receivers, it indeed
emulates E{4}. In the nth block, we simply encode X{4}[n − 1] and directly communicate it with receiver 4 and the private
receivers. Upon receiving all the n blocks, the receivers perform backward decoding [37].
So in n transmissions, we may send n−1 symbols of W1 and 3(n−1)+1 new symbols of W2 over the original combination
network; i.e., for n→∞, we can achieve the rate-pair (1, 3).
Note that public receivers each have four resources available and therefore rate pair (1, 3) is an optimal sum-rate point.
△
B. The block Markov encoding scheme: an achievable region
In both Examples 3 and 5, the achievability is through a block Markov encoding scheme, and the construction of it is
explained with the help of an extended combination network. Before further explaining this construction, let us clarify what
we mean by an extended combination network.
Definition 3 (Extended combination network). An extended combination network is formed from the original combination
network by adding some extra nodes, called virtual nodes, to the intermediate layer. The source is connected to all of the
virtual nodes through edges that we call virtual resources. Each virtual resource is connected to a subset of receivers which
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we refer to as the end-destinations of that virtual resource. This subset is chosen, depending on the structure of the original
combination network and the target rate pair, through an optimization problem that we will address later in this section.
The idea behind extending the combination network is as follows. The encoding is such that in order to decode the common
and private messages in block t, each receiver may need the information that it will decode in block t+1 (recall that receivers
perform backward decoding). So, the source wants to design both its outgoing symbols in block t and the side information
that the receiver will have in block t+1. This is captured by designing a code over an extended combination network, where
the virtual resources play, in a sense, the role of the side information.
Over the extended combination networks, we will design a general multicast code (as opposed to one for nested message
sets). We will only consider multicast codes based on basic linear superposition coding to emulate the virtual resources (see
Remark 4). We further elaborate on this in the following.
Definition 4 (Emulatable virtual resources). Given an extended combination network and a general multicast code over it,
a virtual resource v is called emulatable if the multicast code allows reliable communication at a rate of at least 1 to all
end-destinations of that virtual resource (over the extended combination network). We call a set of virtual resources emulatable
if they are all simultaneously emulatable.
We now outline the steps in devising a block Markov encoding scheme for this problem.
1) Add a set of virtual resources to the original combination network to form an extended combination network.
2) Design a general (as opposed to one for nested message sets) multicast code over the extended combination network
such that all the virtual resources are emulatable.
3) Use the multicast code to make all the virtual resources emulatable. More precisely, use the information symbols in
block t + 1 to also convey the information carried on the virtual resources in block t. Use the remaining information
symbols to communicate the common and private information symbols.
An achievable rate-region could then be found by optimizing over the virtual resources and the multicast code.
Formulating this problem in its full generality is not the goal of this section. We instead aim to construct a simple block
Markov encoding scheme, show its advantages in code design, and characterize a region achievable by it. To this end, we
confine ourselves to the following two assumptions: (i) the virtual resources that we introduce are connected to all private
receivers and different subsets of public receivers, and (ii) the multicast code that we design over the extended combination
network is a basic linear superposition code along the lines of the codes in Section IV-C.
In order to devise our simple block Markov scheme, we first create an extended combination network by adding for every
S ⊆ I1, βS many virtual resources which are connected to all the private receivers and all the public receivers in S ⊆ I1 (and
only those). We denote this subset of virtual resources by VS .
Over this extended combination network, we then design a (general) multicast code. We say that a multicast code achieves
rate tuple (R1, α{1,...,m}, . . . , αφ) over the extended combination network, if it reliably communicates a message of rate R1 to
all receivers, and independent messages of rates αS , S ⊆ I1, to all public receivers in S and all private receivers. To design
such a multicast code, we use a basic linear superposition code (i.e., a zero-structured encoding matrix). It turns out that the
rate tuple (R1, α{1,...,m}, . . . , αφ) is achievable if the following inequalities are satisfied (see Remark 3):
Decodability constraints at public receivers:∑
S⊆I1
S∋i
αS ≤
∑
S∈Λ
αS+
∑
S∈Λc
S∋i
(|ES |+ βS) , ∀Λ ⊆ {{i}⋆} superset saturated, ∀i ∈ I1 (66)
R1 +
∑
S⊆I1
S∋i
αS ≤
∑
S⊆I1
S∋i
(|ES |+ βS) , ∀i ∈ I1 (67)
Decodability constraints at private receivers:
R′2 ≤
∑
S∈Λ
αS +
∑
S∈Λc
(|ES,p|+ βS) , ∀Λ ⊆ 2
I1 superset saturated, ∀p ∈ I2 (68)
R1 +R
′
2 ≤
∑
S⊆I1
(|ES,p|+ βS) , ∀p ∈ I2, (69)
where
R′2 =
∑
S⊆I1
αS . (70)
Given such a multicast code, we find conditions for the virtual resources to be emulatable. The proof is relegated to
Appendix G.
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Lemma 8. Given an extended combination network with βS virtual resources VS , S ⊆ I1, and a multicast code design
that achieves the rate tuple (R1, α{1,...,m}, . . . , αφ), all virtual resources are emulatable provided that the following set of
inequalities hold. ∑
S∈Λ
βS ≤
∑
S∈Λ
αS , ∀Λ ⊆ 2
I1superset saturated. (71)
It remains to characterize the common and private rates that our simple block Markov encoding scheme achieves over the
original combination network. To do so, we disregard the information symbols that are used to emulate the virtual resources,
for they bring redundant information, and characterize the remaining rate of the common and private information symbols. In
the above scheme, this is simply (R1, R′2−
∑
S⊆I1
βS), where the real valued parameters αS , βS satisfy inequalities (66)-(70)
and the following non-negativity constraints:
αS ≥ 0, (72)
βS ≥ 0. (73)
To simplify the representation, we define γS = αS − βS , ∀S ⊆ I1, and then eliminate α’s and β’s from all inequalities
involved. We thus have the following theorem.
Theorem 2. The rate pair (R1, R2) is achievable if there exist parameters γS , S ⊆ I1, such that they satisfy the following
inequalities: ∑
S∈Λ
γS ≥ 0, ∀Λ ⊆ 2
I1 superset saturated (74)
R2 =
∑
S⊆I1
γS , (75)
Decodability constraints at public receivers:∑
S⊆I1
S∋i
γS ≤
∑
S∈Λ
γS +
∑
S∈Λc
S∋i
|ES |, ∀Λ ⊆ {{i}⋆} superset saturated, ∀i ∈ I1 (76)
R1 +
∑
S⊆I1
S∋i
γS ≤
∑
S⊆I1
S∋i
|ES |, ∀i ∈ I1 (77)
Decodability constraints at private receivers:
R2 ≤
∑
S∈Λ
γS +
∑
S∈Λc
|ES,p|, ∀Λ ⊆ 2
I1 superset saturated, ∀p ∈ I2 (78)
R1 +R2 ≤
∑
S⊆I1
|ES,p|, ∀p ∈ I2. (79)
Comparing the rate-regions in Theorem 1 and Theorem 2, we see that the former has a more relaxed set of inequalities
in (74) while the latter is more relaxed in inequalities (76). Although the two regions are not comparable in general, it turns
out that for m ≤ 3, the two rate-regions coincide and characterize the capacity region (see Theorem 4 and Theorem 5).
Furthermore, the combination network in Fig. 7 serves as an instance where the rate-region in Theorem 2 includes rate pairs
that are not included in the region of Theorem 1 (see Examples 4 and 5).
Fig. 9 plots the rate-regions of Theorem 1 and Theorem 2 for the network of Fig. 7. The grey region is the region of
Theorem 1 (i.e., achievable using pre-encoding, rate-splitting, and linear superposition coding) and the red shaded region is
the region of Theorem 2 (i.e., achievable using the proposed block Markov encoding scheme). In this example, the proposed
block Markov encoding scheme strictly outperforms our previous schemes.
Remark 8. It remains open whether the rate-region of Theorem 2 always includes the rate-region of Theorem 1, or not. We
conjecture that this is true.
VI. OPTIMALITY RESULTS
In this section, we prove our optimality results. More precisely, we prove optimality of the zero-structured encoding scheme
of Subsection IV-C when m = 2, optimality of the structured linear code with pre-encoding discussed in Subsection IV-D when
m = 3 (or fewer), and optimality of the block Markov encoding of Section V when m = 3 (or fewer). This is summarized in
the following theorems.
Theorem 3. Over a combination network with two public and any number of private receivers, the rate pair (R1, R2) is
achievable if and only if it lies in the rate-region of Proposition 1.
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Fig. 9: The rate-regions of Theorems 1 and 2 for the combination network in Fig. 7
Theorem 4. Over a combination network with three (or fewer) public and any number of private receivers, the rate pair
(R1, R2) is achievable if and only if it lies in the rate-region of Theorem 1.
Theorem 5. Over a combination network with three (or fewer) public and any number of private receivers, the rate pair
(R1, R2) is achievable if and only if it lies in the rate-region of Theorem 2.
A. Explicit projection of the polyhedron and the proof of Theorem 3
The achievability part of Proposition 1 was discussed in Section IV-C. We prove the converse here. Using Fourier-Motzkin
elimination method, we first eliminate all parameters αS , S ⊆ I1, in the rate-region of Proposition 1 and we obtain the
following region (recall that I1 = {1, 2} and I2 = {3, . . . ,K}):
R1 ≤ min
(
|E{1}|+ |E{1,2}|, |E{2}|+ |E{1,2}|
) (80)
R1 +R2 ≤ min
p∈I2
{
|Eφ,p|+ |E{1},p|+ |E{2},p|+ |E{1,2},p|
} (81)
2R1 +R2 ≤ min
p∈I2
{
|E{1}|+ 2|E{1,2}|+ |E{2}|+ |Eφ,p|
}
. (82)
Note that the right hand side (RHS) of (80) is the minimum of the min-cuts to the two public receivers, and the RHS of (81)
is the minimum of the min-cuts to the private receivers.
Our converse proof is similar to [29]. Inequalities (80) and (81) are immediate (using cut-set bounds) and are easy to derive.
Inequality (82) is, however, not immediate and we prove it in the following. Assume communication over blocks of length n.
The rate R2 is bounded, for each private receiver p ∈ I2 and any ǫ > 0, as follows:
nR2 =H(W2|W1)
≤H(W2|W1)−H(W2|W1Y
n
p ) +H(W2|W1Y
n
p )
(a)
≤ I(W2;Y
n
p |W1) + nǫ
=H(Y np |W1) + nǫ
(b)
≤H(Xn{φ,{1},{2}{1,2}},pX
n
{{1},{2},{1,2}}|W1) + nǫ
(c)
≤H(Xn{{1},{1,2}}|W1) +H(X
n
{{2},{1,2}}|W1) +H(X
n
{φ,{1},{2}{1,2}},p|X
n
{{1},{2},{1,2}}W1) + nǫ
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Fig. 10: The rate-region in Theorem 3 evaluates to R1 ≤ 2, R1 +R2 ≤ 4 and 2R1 +R2 ≤ 5.
(d)
≤H(Xn{{1},{1,2}}) +H(X
n
{{2},{1,2}})− 2nR1 +H(X
n
{φ,{1},{2}{1,2}},p|X
n
{{1},{2},{1,2}}W1) + 3nǫ
(e)
≤H(Xn{{1},{1,2}}) +H(X
n
{{2},{1,2}})− 2nR1 +H(X
n
φ,p) + 3nǫ
(f)
≤n(|E{1}|+ |E{1,2}|) + n(|E{2}|+ |E{1,2}|)− 2nR1 + n(|Eφ,p|) + 3nǫ,
In the above chain of inequalities, step (a) follows from Fano’s inequality. Step (b) follows because the received sequence
Y np is given by all symbols in Xn{φ,{1},{2}{1,2}},p and we further add all symbols Xn{1,2},Xn{1},Xn{2}. Step (c) follows from
sub-modularity of entropy. Step (d) is a result of (83)-(85), below, where (85) is due to Fano’s inequality (W1 should be
recoverable with arbitrarily small error probability from Xn{{1},{1,2}}).
H(Xn{{1},{1,2}}|W1) =H(X
n
{{1},{1,2}}W1)− nR1 (83)
=H(Xn{{1},{1,2}}) +H(W1|X
n
{{1},{1,2}})− nR1 (84)
≤H(Xn{{1},{1,2}}) + nǫ− nR1. (85)
Similarly, we have
H(Xn{{2},{1,2}}|W1) ≤ H(X
n
{{2},{1,2}})− nR1 + nǫ.
Step (e) follows from the fact that for any S ⊆ I1, XnS,p is contained in XnS (by definition) and that conditioning reduces the
entropy. Finally, step (f) follows because each entropy term H(XnS ) is bounded by n|S| (remember that all rates are written
in units of log2 |Fq| bits).
We discuss an intuitive explanation of this outer-bound via the example in Fig. 10. Clearly, the common message W1 could
be reliably communicated with receiver 1 (which has a min-cut equal to 2) only if R1 ≤ 2. Similarly, R1 ≤ 3 (according to
the min-cut to receiver 2) and R1 +R2 ≤ 4 (according to the min-cut to receiver 3). Now, consider the three cuts C1, C2, C3
shown in Fig. 10. How much information about message W2 could be carried over edges e1, e2, e3, e4, altogether? Edges of
the cut {e1, e2} can carry at most 2−R1 units of information about message W2, for they have a total capacity of 2 and have
to also ensure decodability of message W1 (which is of rate R1). Similarly, edges of the cut {e2, e3, e4} can carry at most
3 − R1 units of information about message W2. So altogether, these edges cannot carry more than 2 − R1 + 3 − R1 bits of
information about message W2; i.e., R2 ≤ 5− 2R1, or 2R1 +R2 ≤ 5.
B. Sub-modularity of the entropy function and the proofs of Theorems 4 and 5
While it was not difficult to eliminate all parameters αS , S ⊆ I1, from the rate-region characterization for m = 2, this
becomes a tedious task when the number of public receivers increases. In this section, we prove Theorem 4 by showing an
outer-bound on the rate-region that matches the inner-bound of Theorem 1 when m = 3. We bypass the issue of explicitly
eliminating all parameters αS , S ⊆ I1, by first proving an outer-bound which looks similar to the inner-bound and then using
sub-modularity of entropy to conclude the proof. The same converse technique will be used to prove Theorem 5. Together,
Theorem 4 and Theorem 5 allow us to conclude that the two regions in Theorems 1 and 2 coincide for m = 3 public (and
any number of private) receivers and characterize the capacity. We start with an example.
Example 6. Consider the combination network of Fig. 11 where receivers 1, 2, 3 are public and receivers 4, 5 are private
receivers. We ask if the rate pair (R1 = 1, R2 = 2) is achievable over this network. To answer this question, let us first see if
this rate pair is within the inner-bound of Theorem 1. By solving the feasibility problem defined in inequalities (50)-(54), using
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Fig. 11: Is rate pair (1, 2) achievable over this combination network?
Fourier-Motzkin elimination method, we obtain the following inner-bound inequality, and conclude that the rate pair (1, 2) is
not within the inner-bound of Theorem 1.
4R1 + 2R2 ≤ 7. (86)
Once this is established, we can also answer the following question: what linear combination of inequalities in (50)-(54)
gave rise to the inner-bound inequality in (86)? The answer is that summing two copies of (52) (for i = 1), one copy of
(52) (for i = 2), one copy of (52) (for i = 3), one copy of (53) (for Λ = {{1}⋆, {2, 3}⋆}, p = 4), one copy of (53) (for
Λ = {{1}⋆, {2}⋆, {3}⋆}, p = 5), and finally one copy of the non-negativity constraint in (50) (for S = {1, 2, 3}) gives rise to
4R1 + 2R2 ≤ 7.
We now write the following upper-bounds on R1 and R2 (which we prove in detail in Section VI-B1). Notice the similarity
of each outer-bound constraint in (87)-(92) to an inner-bound constraint that played a role in the derivation of 4R1+2R2 ≤ 7.
R1 +
1
n
H(Xn{{1}⋆}|W1) ≤ 1 (87)
R1 +
1
n
H(Xn{{2}⋆}|W1) ≤ 2 (88)
R1 +
1
n
H(Xn{{3}⋆}|W1) ≤ 2 (89)
R2 ≤
1
n
H(Xn{{1}⋆,{2,3}⋆}|W1) + 1 (90)
R2 ≤
1
n
H(Xn{{1}⋆,{2}⋆,{3}⋆}|W1) (91)
0 ≤
1
n
H(Xn{1,2,3}|W1). (92)
Take two copies of (87) and one copy each of (88)-(92) to yield an outer-bound inequality of the following form.
4R1 + 2R2
≤7−
1
n
(
2H(Xn{1}|W1) +H(X
n
{2}X
n
{2,3}|W1) +H(X
n
{2,3}X
n
{3}|W1)
−H(Xn{1}X
n
{2,3}|W1)−H(X
n
{1}X
n
{3}X
n
{2,3}X
n
{2}|W1)
)
(93)
(a)
≤ 7 (94)
where (a) holds by sub-modularity of entropy. △
The intuition from Example 6 gives us a method to prove the converse of Theorem 1 (for m = 3).
1) Outer bound: The starting point in proving the converse is the following lemma which we only state here and prove in
Appendix J.
Lemma 9. Consider the rate-region characterization in Theorem 1 (where I1 = {1, 2, 3} and I2 = {4, . . . ,K}). The constraints
given by inequality (50) in Theorem 1 can be replaced by (95), below, without affecting the rate-region.∑
S∈Λ
αS ≥ 0, ∀Λ ⊆ 2
I1 superset saturated. (95)
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By Lemma 9, the rate-region of Theorem 1 is equivalently given by constraints (51)-(54), (95). We now find an outer-bound
which looks similar to this inner-bound.
Lemma 10. Any achievable rate pair (R1, R2) satisfies outer-bound constraints (96)-(99) for any given ǫ > 0.
1
n
H(XnΛ|W1) ≥ 0, ∀Λ ⊆ 2
I1 superset saturated (96)
R1 +
1
n
H(Xn{{i}⋆}|W1) ≤
∑
S∈{{i}⋆}
|ES |+ ǫ, ∀i ∈ I1 (97)
R2 ≤
1
n
H(XnΛ|W1) +
∑
S∈Λc
|ES,p|+ ǫ, ∀Λ ⊆ 2
I1 superset saturated, ∀p ∈ I2 (98)
R1 +R2 ≤
∑
S⊆I1
|ES,p|+ ǫ, ∀p ∈ I2. (99)
Remark 9. Notice the similarity of inequalities (96), (97), (98), (99) with constraints (95), (52), (53), (54), respectively. We
provide no similar outer-bound for the inner-bound constraint (51) because it is redundant3.
Proof. Inequalities in (96) hold by the positivity of entropy. To show inequalities in (97), we bound R1 for each public receiver
i ∈ I1 as follows:
nR1 =H(W1) (100)
=H(W1)−H(W1|Y
n
i ) +H(W1|Y
n
i ) (101)
(a)
≤ I(W1;Y
n
i ) + nǫ (102)
=I(W1;X
n
{{i}⋆}) + nǫ (103)
=H(Xn{{i}⋆})−H(X
n
{{i}⋆}|W1) + nǫ (104)
(b)
≤n

 ∑
S∈{{i}⋆}
|ES |

−H(Xn{{i}⋆}|W1) + nǫ. (105)
In the above chain of inequalities, (a) follows from Fano’s inequality and (b) follows by bounding the cardinality of the
alphabet set of Xn{{i}⋆} and using H(X) ≤ log |X |, where X is the alphabet set of X . In a similar manner, we have the
following bound on nR1 + nR2 for each private receiver p which proves inequality (99).
nR1 + nR2 =H(W1W2) (106)
≤I(W1W2;Y
n
p ) + nǫ (107)
=I(W1W2;X
n
{φ⋆},p) + nǫ (108)
=H(Xn{φ⋆},p) + nǫ (109)
≤n

 ∑
S∈{φ⋆}
|ES,p|

+ nǫ. (110)
Finally, we bound R2 to obtain the inequalities in (98). In the following, we have p ∈ I2, Λ ⊆ 2I1 , and ǫ > 0.
nR2 =H(W2|W1) (111)
=H(W2|W1)−H(W2|W1Y
n
p ) +H(W2|W1Y
n
p ) (112)
(a)
≤ I(W2;Y
n
p |W1) + nǫ (113)
=I(W2;X
n
{φ⋆},p|W1) + nǫ (114)
=H(Xn{φ⋆},p|W1) + nǫ (115)
(b)
≤H(Xn{φ⋆},pX
n
Λ|W1) + nǫ (116)
=H(XnΛ|W1) +H(X
n
{φ⋆},p|X
n
ΛW1) + nǫ (117)
(c)
≤H(XnΛ|W1) +H(X
n
Λc,p) + nǫ (118)
3This inequality is redundant because it is the only inequality that contains the free variable αφ.
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(d)
≤H(XnΛ|W1) + n
(∑
S∈Λc
|ES,p|
)
+ nǫ. (119)
In the above chain of inequalities, step (a) follows from Fano’s inequality. Step (b) holds for any subset Λ ⊆ 2I1 and in
particular subsets which are superset saturated. Step (c) follows because conditioning decreases entropy. Step (d) follows by
by bounding the cardinality of the alphabet set of XnΛc,p and using H(X) ≤ log |X |, where X is the alphabet set of X .
We shall use sub-modularity of the entropy function to prove that the outer bound of Lemma 10 and the inner bound of
Theorem 1 match. Let us introduce a few techniques, as it may not be clear how sub-modularity could be used in full generality.
2) Sub-modularity lemmas: We adopt some definitions and results from [36] and prove a lemma that takes a central role
in the converse proof in Section VI-B3.
Let [F] be a family of multi-sets4 of subsets of {s1, . . . , sN}. Given a multi-set Γ = [Γ1, . . . ,Γl] (where Γi ⊆ {s1, . . . , sN},
i = 1, . . . , l), let Γ′ be a multi-set obtained from Γ by replacing Γi and Γj by Γi ∩ Γj and Γi ∪Γj for some i, j ∈ {1, . . . , l},
i 6= j. The multi-set Γ′ is then said to be an elementary compression of Γ. The elementary compression is, in particular,
non-trivial if neither Γi ⊆ Γj nor Γj ⊆ Γi. A sequence of elementary compressions gives a compression. A partial order ≥ is
defined over [F] as follows. Γ ≥ Λ if Λ is a compression of Γ (equality if and only if the compression is composed of all
trivial elementary compressions). A simple consequence of the sub-modularity of the entropy function is the following lemma
[36, Theorem 5].
Lemma 11. [36, Theorem 5] Let X = (Xsi)N1 be a sequence of random variables with H(X) finite and let Γ and Λ be
finite multi-sets of subsets of {s1, . . . , sN} such that Γ ≥ Λ. Then∑
Γ∈Γ
H(XΓ) ≥
∑
Λ∈Λ
H(XΛ).
For our converse, we consider the family of multi-sets of subsets of 2I1 where I1 = {1, 2, 3}. We denote multi-sets by
bold greek capital letters (e.g., Γ and Λ), subsets of 2I1 by greek capital letters (e.g., Γi, Σ and Λ), and elements of 2I1 by
calligraphic capital letters (e.g., S and T ). Over a family of multi-sets of subsets of 2I1 , we define multi-sets of saturated
pattern and multi-sets of standard pattern as follows.
Definition 5 (Multi-sets of saturated pattern). A multi-set (of subsets of 2I1) is said to be of (superset) saturated pattern
if all its elements are superset saturated. E.g., for I1 = {1, 2, 3}, we have that multi-sets [{{1}, {1, 2}, {1, 3}, {1, 2, 3}}]
and [{{1}, {1, 2}, {1, 3}, {1, 2, 3}}, {{2, 3}, {1, 2, 3}}] are both of saturated pattern, but not [{{2}, {1, 2}, {1, 2, 3}}] (since its
only element is not superset saturated as {2, 3} is missing from it) or [{{1}, {2}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}}, {{1}, {1, 2}}]
(since {{1}, {1, 2}} is not superset saturated).
Definition 6 (Multi-sets of standard pattern). A multi-set (of subsets of 2I1) is said to be of standard pattern if its ele-
ments are all of the form {S ⊆ I1 : S ∋ i}, for some i ∈ I1. E.g., both multi-sets [{{1}, {1, 2}, {1, 3}, {1, 2, 3}}] and
[{{1}, {1, 2}, {1, 3}, {1, 2, 3}}, {{2}, {1, 2}, {2, 3}, {1, 2, 3}}] are of standard pattern, but not multi-sets [{{1, 2}, {1, 2, 3}}]
or [{{1}, {2}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}}].
Definition 7 (Balanced pairs of multi-sets). We say that multi-sets Γ and Λ are a balanced pair if ∑Γ∈Γ 1S∈Γ =∑Λ∈Λ 1S∈Λ,
for all sets S ∈ 2I1 .
Remark 10. One observes that (i) multi-sets of standard pattern are also of saturated pattern, (ii) the set of all multi-sets of
saturated pattern is closed under compression, (iii) if a multi-set Λ is a compression of a multi-set Γ, then they are balanced,
and (iv) two multi-sets of standard pattern are balanced if and only if they are equal.
Let us look at step (a) in inequality (94) in this formulation. Consider the family of multi-sets of subsets of 2{1,2,3},
and in particular, the multi-set Γ = [{{1}}, {{1}}, {{2}, {2, 3}}, {{3}, {2, 3}}]. After the following non-trivial elementary
compressions, the multi-set Λ = [{{1}, {2, 3}}, {{1}, {2}, {3}, {2, 3}}] is obtained:
Γ =[{{1}}, {{1}}, {{2}, {2, 3}}, {{3}, {2, 3}}] (120)
≥[{{1}}, {{1}, {2}, {2, 3}}, {{3}, {2, 3}}] =: Γ′ (121)
≥[{{1}}, {{1}, {2}, {3}, {2, 3}}, {{2, 3}}] =: Γ′′ (122)
≥[{{1}, {2, 3}}, {{1}, {2}, {3}, {2, 3}}] =: Λ. (123)
Therefore, we have Γ ≥ Λ and by Lemma 11,
∑
Γ∈ΓH(X
n
Γ |W1) ≥
∑
Λ∈ΛH(X
n
Λ|W1). Thus, step (a) of inequality (94)
follows.
Here, we develop an alternative visual tool. Associate a graph GΓ to every multi-set Γ. The graph is formed as follows.
Each node of the graph represents one set in Γ, and is labeled by it. Two nodes are connected by an edge if and only if
4Multi-set is a generalization of the notion of a set in which members are allowed to appear more than once.
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{{1}} {{1}}
{{2}, {2, 3}}{{3}, {2, 3}}
(a) Graph GΓ
{{1}} {{1}, {2}, {2, 3}}
φ {{3}, {2, 3}}
>
(b) Graph GΓ′
{{1}}{{1}, {2}, {2, 3}, {3}}
φ {{2, 3}}
>
(c) Graph GΓ′′
{{1}, {2, 3}}{{1}, {2}, {2, 3}, {3}}
φ φ
>
(d) Graph GΛ
Fig. 12: Graphs associated with multi-sets Γ, Γ′, Γ′′, Λ obtained through the compression that is performed in inequalities
(120)-(123).
Multi-set Λ Multi-set Σ > Λ
[ . . . , {{i, j}⋆} , {{i}⋆, {j}⋆} , . . . ] [ . . . , {{i}⋆} , {{j}⋆} , . . . ]
[ . . . , {{1, 2, 3}} , {{i}⋆, {j, k}⋆} , . . . ] [ . . . , {{i}⋆} , {{j, k}⋆} , . . . ]
[ . . . , {{1, 2, 3}} , {{i, j}⋆, {i, k}⋆} , . . . ] [ . . . , {{i, j}⋆} , {{i, k}⋆} , . . . ]
[ . . . , {{1, 2, 3}} , {{i, j}⋆, {i, k}⋆, {j, k}⋆} , . . . ] [ . . . , {{i, j}⋆} , {{i, k}⋆, {j, k}⋆} , . . . ]
[ . . . , {{1}⋆, {2}⋆, {3}⋆} , {{i}⋆, {j, k}⋆} , . . . ] [ . . . , {{i}⋆, {j}⋆} , {{i}⋆, {k}⋆} , . . . ]
[ . . . , {{1}⋆, {2}⋆, {3}⋆} , {{i, j}⋆, {i, k}⋆} , . . . ] [ . . . , {{i}⋆} , {{j}⋆, {k}⋆} , . . . ]
[ . . . , {{1}⋆, {2}⋆, {3}⋆} , {{i, j}⋆, {i, k}⋆, {j, k}⋆} , . . . ] [ . . . , {{i}⋆, {j}⋆} , {{k}⋆, {i, j}⋆} , . . . ]
Fig. 13: Non-trivial elementary decompressions for multi-sets of subsets of 2{1,2,3}. Here, (i, j, k) is a permutation of (1, 2, 3).
neither is a subset of the other. Each time an elementary compression is performed on the multi-set Γ, a compressed multi-set
Γ
′ (with a new graph associated with it) is created. E.g., graphs associated with multi-sets Γ, Γ′, Γ′′, and Λ (which are all
defined in inequalities (120)-(123)) are shown in Fig. 12.
For such (associated) graphs, we prove in Appendix H that compression reduces the total number of edges in graphs.
Lemma 12. Let GΓ denote the graph associated with a multi-set Γ and GΛ denote the graph associated with a multi-set Λ.
Provided that Λ < Γ, the total number of edges in GΛ is strictly smaller than that of GΓ.
Define a (non-trivial) decompression as the inverse act of a (non-trivial) compression. As opposed to compression, a non-
trivial decompression is not always possible using every two elements of a multi-set Λ. It is, indeed, not clear whether a
multi-set Λ is decompressible at all. For example, the multi-set [{{2, 3}, {1, 2, 3}}, {{1}, {2}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}}]
cannot be non-trivially decompressed; i.e., there exists no multi-set Γ such that
Γ > [{{2, 3}, {1, 2, 3}}, {{1}, {2}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}}]. (124)
The table in Fig. 13 gives a list of some non-trivial elementary decompressions for multi-sets of subsets of 2{1,2,3}. Although not
all multi-sets are decompressible, Lemma 13 below identifies a class of multi-sets of subsets of 2{1,2,3} that are decompressible.
Lemma 13. Let Λ and Γ be multi-sets of subsets of 2{1,2,3}. Suppose Λ is of saturated pattern and Γ is of standard pattern.
If Λ and Γ are a pair of balanced multi-sets, then a non-trivial elementary decompression could be performed over Λ, unless
Λ = Γ.
Proof. The proof is by showing that for any multi-set Λ with the stated assumptions, at least one of the non-trivial elementary
decompressions in Fig. 13 is doable. This is done by double counting (once in Λ and once in Γ) the number of times each
subset S ∈ 2{1,2,3} appears in the multi-set Λ, and showing that no matter what Λ and Γ are, at least one of the cases of
Fig. 13 occurs. We defer details of this proof to Appendix I.
Lemma 13 shows that a multi-set Λ of saturated pattern, which is balanced with a multi-set Γ of standard pattern, can
be non-trivially decompressed. Let the result of this non-trivial elementary decompression be a multi-set Σ. Since the
decompressed multi-set Σ is, itself, of saturated pattern and remains balanced with multi-set Γ (see Remark 10), one can
continue decompressing it using Lemma 13 as long as Σ 6= Γ. This, either ends in an infinite loop, or ends in Σ = Γ (Note
that there cannot be two different multi-sets Γ ≥ Λ and Γ′ ≥ Λ such that Γ, Γ′, and Λ are all balanced); the former is ensured
not to happen, for the total number of edges in the associated graph strictly decreases after each decompression (see Lemma
12). Thus, we arrive at the following lemma.
Lemma 14. Let Λ and Γ be multi-sets of subsets of 2{1,2,3} where Λ is of saturated pattern and Γ is of standard pattern. If
Λ and Γ are balanced, then Λ can be decompressed to Γ; i.e., Γ ≥ Λ.
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We are now ready to prove Theorem 4.
3) proof of Theorem 4: The rate-region of Theorem 1 can be obtained explicitly by applying Fourier-Motzkin elimination to
(52)-(54) and (95) to eliminate parameters αS . This gives a set of inequalities of the form m1R1+m2R2 ≤ E, each obtained
by summing potentially multiple copies of constraints (52)-(54), (95), so that all variables αS , S ⊆ I1, get eliminated. To
show a converse for each such inner-bound inequality, m1R1 + m2R2 ≤ E, take copies of the corresponding outer-bound
constraints (96)-(99) and sum them up to yield an outer-bound inequality of the form
m1R1 +m2R2 +
1
n
∑
Γ∈Γ
H(XnΓ |W1)
≤ E +
1
n
∑
Λ∈Λ
H(XnΛ|W1) (125)
where Γ is a multi-set of standard pattern and Λ is a multi-set of saturated pattern, both consisting of subsets of 2I1 where
I1 = {1, 2, 3}. Notice that Γ and Λ are balanced since Fourier-Motzkin elimination ensures that all the αS’s are eliminated.
So by Lemma 14, we have
Λ ≤ Γ (126)
and therefore, ∑
Λ∈Λ
H(XnΛ|W1) ≤
∑
Γ∈Γ
H(XnΓ |W1). (127)
Using (127) in the outer-bound inequality (125), we conclude the converse to m1R1 +m2R2 ≤ E, for every such inequality
that appears in the inner-bound. This concludes the proof.
Remark 11. Lemmas 9, 13, and 14 are valid only for m ≤ 3, and Lemmas 11, 10, and 12 hold in general.
Remark 12. The following example serves as a counter example for Lemma 13 when m > 3. Consider the following multi-sets
of subsets of 2{1,2,3,4}:
Λ = [{{1} ⋆ {2} ⋆ {3} ⋆ {4}⋆}, {{1, 2} ⋆ {1, 3} ⋆ {2, 4}}, {{1, 4} ⋆ {2, 3} ⋆ {3, 4}⋆}, {{1, 2, 3, 4}}] ,
Γ = [{{1}⋆}, {{2}⋆}, {{3}⋆}, {{4}⋆}].
It is easy to see that Λ is of saturated pattern, Γ is of standard pattern, and they are balanced. Nevertheless, no elementary
decompression can be performed on Λ.
One could prove Theorem 5 using the same technique. More precisely, Lemma 9 is already implied and Lemma 10 could
accommodate an outer-bound constraint similar to the inner-bound constraint of (76) as follows:
1
n
H(Xn{{i}⋆}|W1) ≤
1
n
H(XnΛ|W1) +
1
n
H(XnΛ|X
n
{{i}⋆},W1) (128)
≤
1
n
H(XnΛ|W1) +
1
n
H(Xn({{i}⋆}\Λ)) (129)
≤
1
n
H(XnΛ|W1) +
∑
S∈Λc
S∋i
|ES |. (130)
The rest of the converse proof follows, as before, by sub-modularity of entropy.
VII. A BLOCK MARKOV ENCODING SCHEME FOR BROADCASTING TWO NESTED MESSAGE SETS OVER BROADCAST
CHANNELS
We extend our coding technique to general broadcast channels. Consider a broadcast channel p(y1, . . . , yK |x) with input
signal X , outputs Y1, . . . , YK where Yi, i ∈ I1, is available to public receiver i and Yp, p ∈ I2, is available to private receiver p.
In many cases where the optimal rates of communication are known for broadcasting nested messages, the classical techniques
of rate splitting and superposition coding have proved optimal, and this motivates us, also, to start with such encoding schemes.
In particular, in the context of two message broadcast, we split the private message into different pieces WS2 of rates αS , S ⊆ I1,
where WS2 is revealed to all public receivers in S (as well as the private receivers). Xn is then formed by superposition coding.
For I1 = {1, 2}, for instance, W {1}2 and W
{2}
2 are each independently superposed on (W1,W
{1,2}
2 ), and W
φ
2 is superposed
on all of them to form the input sequenceXn. The rate-region achievable by superposition coding is given by a feasibility
problem (a straightforward generalization of [39, Theorem 8.1]). The rate pair (R1, R2) is achievable if there exist parameters
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αS , S ⊆ I1, and auxiliary random variables US , φ 6= S ⊆ I1, such that inequalities in (131)-(135) hold for a probability mass
function (pmf) ∏Kk=1∏S⊆I1
|S|=k
p(uS |{uT }T ∈{S⋆}
T 6=S
)p(x|{uS}S⊆I1
S6=φ
).
Structural constraints:
αS ≥ 0, ∀S ⊆ I1 (131)
R2 =
∑
S⊆I1
αS , (132)
Decodability constraints at public receivers:∑
S⊆I1
S∋i
αS≤
∑
S∈Λ
αS+I(∪S⊆I1
S∋i
US ;Yi|∪S∈ΛUS), ∀Λ ⊆ {{i}⋆} superset saturated, ∀i ∈ I1 (133)
R1 +
∑
S⊆I1
S∋i
αS ≤ I(∪S⊆I1,
S∋i
US ;Yi), ∀i ∈ I1 (134)
Decodability constraints at private receivers:
R2 ≤
∑
S∈Λ
αS + I (X ;Yp| ∪S∈Λ US) , ∀Λ ⊆ 2
I1 superset saturated, ∀p ∈ I2 (135)
R1 +R2 ≤ I(X ;Yp), ∀p ∈ I2. (136)
We shall prove that one can achieve rate pairs which satisfy a relaxed version of (131)-(136) with a simple block Markov
encoding scheme. More specifically, the constraints in (131) are relaxed to the following set of constraints:∑
S∈Λ αS ≥ 0 ∀Λ ⊆ 2
I1 superset saturated. (137)
We briefly outline this block Markov encoding scheme for the case where we have two public and one private receiver (the
same line of argument goes through for the general case). We devise our block Markov encoding scheme in three steps:
1) Form an extended broadcast channel with input/outputs X ′, Y ′1 , Y ′2 , Y ′3 , as shown in Fig. 14. We have
X ′ = (X,V{1,2}, V{2}, V{1}, Vφ) (138)
Y ′1 = (Y1, V{1,2}, V{1}) (139)
Y ′2 = (Y2, V{1,2}, V{2}) (140)
Y ′3 = (X,V{1,2}, V{2}, V{1}, Vφ), (141)
where VS , S ⊆ {1, 2}, takes its value in an alphabet set VS of size 2βS . We call variables VS the virtual signals.
p(y1, y2, y3|x)
X′
X
V{1,2}
V{1}
V{2}
Vφ
Y ′3
Y ′2
Y ′1
Fig. 14: The extended broadcast channel obtained from p(y1, y2, y3|x) and the virtual signals V{1,2}, V{2}, V{1}, Vφ.
2) Design a general multicast code over the extended channel. We say that a multicast code achieves the rate tuple
(R1, α
′
{1,2}, α
′
{2}, α
′
{1}, α
′
φ), if it communicates a message of rate R1 to all receivers and independent messages of rates
α′S , S ⊆ {1, 2}, to public receivers in S and all private receivers. We design such a multicast code using superposition coding.
Conditions under which this encoding scheme achieves a rate tuple (R1, α′{1,2}, α′{2}, α′{1}, α′φ) over the extended broadcast
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channel are readily given by inequalities in (133)-(135) (for parameters α′S , auxiliary random variables U ′S , φ 6=S ⊆I1, and
input/outputs X ′, Y ′1, Y ′2,Y ′3 ).
3) Emulate the virtual signals. An extension to Lemma 8 provides us with sufficient conditions.
We now use the information bits that are to be encoded in block t+1, to also convey (the content of) the virtual signals in
block t. We use the remaining information bits, not assigned to the virtual signals, to communicate the common and private
messages. Putting together the constraints needed in the above three steps (as in Section V), we obtain an achievable rate region
for each joint probability distribution of the form p(u′{1,2})p(u′{1}|u′{1,2})p(u′{2}|u′{1,2})p(x′|u′{2}, u′{1}, u′{1,2}). In particular,
by a proper choice for the auxiliary random variables, we show that the rate region defined in (132)-(137) is achievable. More
precisely, we have the following theorem (details of the proof are available in [32, Theorem 4.3]).
Theorem 6. The rate pair (R1, R2) is achievable if there exist parameters αS , S ⊆ I1, and auxiliary random variables US ,
φ 6= S ⊆ I1, such that they satisfy inequalities in (132)-(137) for a joint pmf of the form
K∏
k=1
∏
S⊆I1
|S|=k
p(uS |{uT }T ∈{S⋆}
T 6=S
)p(x|{uS}S⊆I1
S6=φ
).
Remark 13. Note that the rate-region in Theorem 6 looks similar to that of superposition coding, see (131)-(135). Clearly, the
former rate-region has a less constrained set of non-negativity constraints on αS and includes the latter. It is interesting to ask
if this inclusion is strict, and it is non-trivial to answer this question because of the union that is taken over all proper pmfs. For
a fixed pmf, the inclusion is strict for m ≥ 3 public (and any number of private) receivers. So it is possible that the proposed
block Markov scheme strictly enlarges the rate-region of superposition coding. However, this needs further investigation.
Remark 14. One may design a more general block Markov scheme by using Marton’s coding in the second step (when devising
a multicast code for the extended broadcast channel). Therefore, following similar steps as above, non-negativity constraints on
rate-split parameters can be (partially) relaxed from the rate-region that is achievable by rate-splitting, superposition coding,
and Marton’s coding, see [32, Theorem 4.3].
VIII. CONCLUSION
In this paper, we studied the problem of multicasting two nested message sets over combination networks and gave a full
characterization of the capacity region for combination networks with three (or fewer) public and any number of private
receivers.
More generally, we discussed three encoding schemes which are based on linear superposition schemes. We showed that the
standard linear superposition encoding scheme is optimal for networks with two public and any number of private receivers. For
networks with more than two public receivers, however, this scheme is sub-optimal. We discussed two improved schemes. The
first scheme uses an appropriate pre-encoding at the source, followed by a linear superposition scheme. We characterized the
achievable rate-region in terms of a feasibility problem (Theorem 1) and showed its tightness for networks with three (or fewer)
public and any number of private receivers (Theorem 4). We illustrated an example (Example 5) where this scheme performs
sub-optimally, and proposed an optimal block Markov encoding scheme. Motivated by this example, we proposed a block
Markov encoding scheme and characterized its achievable rate-region (Theorem 2). This scheme, also, is capacity achieving
for network with three (or fewer) public and any number of receivers (Theorem 5). While the rate-regions of Theorem 1 and
Theorem 2 are not comparable in general, we showed an example where Theorem 2 strictly includes Theorem 1. We conjecture
that this inclusion always holds.
We discussed that combination networks are an interesting class of networks to study especially since they also form a
class of resource-based broadcast channels. To illustrate the implications of our study over broadcast channels, we generalized
the block Markov encoding scheme that we proposed in the context of combination networks and proposed a new achievable
scheme for broadcast channels with two nested message sets. The rate-region achieved by this scheme includes the previous
rate-regions. It remains open whether this inclusion is strict.
APPENDIX A
PROOF OF LEMMA 1
We start with proving the “only if” statement. Since W1 is recoverable from Y , for any W1,W2,W ′1,W ′2 it holds that if
Y = Y ′ (or equivalently T1(W1 −W ′1) + T2(W2 −W ′2) = 0), then W1 = W ′1. In particular, for W2 = W ′2 one finds that
for any W1,W ′1 equation T1(W1 −W ′1) = 0 results in W1 = W ′1. Therefore, T1 is full column rank; i.e., rank(T1) = R1.
Furthermore, for all vectors W1,W ′1,W2,W ′2 such that W1 6= W ′1, one obtains T1(W1 −W ′1) 6= T2(W ′2 −W2); i.e., the
column space of matrix T2 is disjoint from the column space of matrix T1.
To prove the “if” statement, we prove that if it holds that rank(T1) = R1 and column spaces of T1 and T2 are disjoint, then
equation Y = Y ′ (or equivalently T1(W1 −W ′1) +T2(W2 −W ′2) = 0) results in W1 = W ′1 for all vectors W1,W2,W ′1,W ′2.
We show this by contradiction. Let T1(W1−W ′1)+T2(W2−W ′2) = 0 and W1 6= W ′1. For the cases where T2(W2−W ′2) = 0,
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we get T1(W1−W ′1) = 0 for W1 6= W ′1, which contradicts the original assumption of rank(T1) = R1. If T2(W2−W ′2) 6= 0,
then T1(W1−W ′1)+T2(W2−W ′2) = 0 implies that there exists at least one non-zero vector in the intersection of the column
spaces of T1 and T2 which contradicts the assumption that column space of T1 and T2 are disjoint.
APPENDIX B
PROOF OF LEMMA 3
We start with proving that (i) implies (ii). Assume that matrix T is assigned full column rank. Over the equivalent unicast
network, we propose a network code that constitutes a transfer matrix (from node A to node B) exactly equal to the full-rank
matrix T: First, let each outgoing edge of the source carry one uncoded symbol of the message. Then, let the first r{1,2} rows
of matrix T specify the local encoding matrix at node n′{1,2}. Similarly, let the second r{2}, the third r{1}, and the last rφ set
of rows of matrix T specify the local encoding matrices at nodes n′{2}, n′{1}, and n′φ, respectively. Note that the zero structure
of matrix T, which is given in equation (22), ensures that this is a well defined construction. It follows that T is the transfer
matrix from node A to node B and, since it is full column rank, the encoded message can be decoded at sink node B.
Statement (ii) also implies (i) and the proof is by construction. If a message of rate c could be sent over the equivalent
unicast network (from node A to node B), then there are c edge disjoint paths from the source A to the sink B. Each such
path matches one of the outgoing edges of source node A to one of the incoming edges of sink node B. We call this matching
between the outgoing edges of the source and the incoming edges of the sink matching M and we note that its size is c.
We use this matching to fill the indeterminates of matrix T with 0 − 1. First of all, note that each column j of matrix T
corresponds to an outgoing edge of the source, say ej , and each row i of matrix T corresponds to an incoming edge of the
sink, say e′i. So each entry (i, j) of matrix T is priorly set to zero if and only if edges ej and e′j cannot be matched. Now,
put a 1 in entry (i, j) of matrix T if edge ej is matched to edge e′j over the matching M . Since matching M has a size equal
to c, matrix T is made full column rank.
APPENDIX C
PROOF OF LEMMA 4
Consider all (edge-) cuts separating the source node A from the sink node B. Since the intermediate edges all have infinite
capacity, the minimum cut does not contain any edges from them. One can verify the following fact over Fig. 6: If an edge
(n′S′ , B), S
′ ⊆ {1, . . . , t}, does not belong to the cut, then all edges (A, nS) where S ⊇ S ′ belong to that cut. So each
(finite-valued) cut corresponds to a subset of the nodes n′S in the third layer. Denoting this subset of nodes by {n′S}S∈Γ, for
some Γ ⊆ 2{1,...,t}, we have the value of the cut given by∑
S∈Γ
rS +
∑
S⊇S′, S′∈Γc
cS . (142)
It is not difficult to verify that the (inclusion-wise) minimal cuts are derived for sets Γc that are superset saturated. Renaming
Γc as Λ concludes the proof.
APPENDIX D
PROOF OF LEMMA 6
Let ri denote the number of rows in G(i); i.e., let ri =
∑
S⊆I1 S∋i
|ES |. In the matrix G(i) = [B(i)|L(i)1 ], first select an
assignment for the columns of L(i)1 that makes them linearly independent (such an assignment exists from construction). Since
the element variables in L(i)1 are independent of those in B(i), G(i) can be made full-rank just by picking R1 vectors from
F
ri
, linearly independent from the columns of L(i)1 , for the columns of B(i). This is possible since rank(B(i)) is at most∑
S⊆I1 S∋i
αS which is bounded by ri −R1 (by assumption).
APPENDIX E
DECODABILITY CONSTRAINTS FOR PRIVATE RECEIVERS IN THEOREM 1
For simplicity of notation, we give the proof for the case where m = 2. We prove that T(p)P could be made full column
rank if and only if message W2 could be unicast over the network of Fig. 15. In this network the outgoing edges of the source
and the incoming edges of the sink are all of unit capacity and the bold edges in the middle are of infinite capacity. Define
T
(p)′ := T(p)P which is given by
T
(p)′ =
α{1,2}
←→
α{1}
↔
α{2}
↔
αφ
↔

0 0 0
0 0
0 0


l
l
l
l
|E{1,2},p|
|E{1},p|
|E{2},p|
|Eφ,p|
· P.
(143)
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A
source
n{1,2} n{2} n{1} nφ
n′{1,2},p n
′
{2},p n
′
{1},p n
′
φ,p
B
sink
α{1,2} α{2} α{1} (αφ)
+
|E{1,2},p|
|E{2},p| |E{1},p| |Eφ,p|
Fig. 15: Source node A communicates a message of rate R2 to the sink node, B.
Think of matrix P as the local transfer matrix at source node A. Also, think of the matrix formed by the first |E{1,2},p| rows
of T(p)′ as the local transfer matrix at intermediate node n{1,2},p, the matrix formed by the second |E{1},p| rows of T(p)′ as
the local transfer matrix at intermediate node n{1} and so on. Notice the equivalence between matrix T(p)′ and the transfer
matrix imposed by a linear network code from node A to node B over the network of Fig. 15, and conclude that message W2
is decodable if and only if message W2 could be unicast from A to B. Decodability conditions at receiver p can, therefore, be
inferred from the min-cut separating nodes A and B over the network of Fig. 15. Lemma 4 gives this min-cut by the following
expression.
min

 minΛ⊂2I1
Λsuperset saturated
∑
S∈Λ
αS +
∑
S∈Γc
|ES,p|,
∑
S∈2I1 , S6=φ
αS + (αφ)
+

 . (144)
One can verify that R2 is smaller than the expression in (144), provided that inequalities in (53) hold.
APPENDIX F
APPLICATION OF THE SPARSE ZEROS LEMMA TO THE PROOF OF THEOREM 1
We constructed matrices G(i), i ∈ I and reduced the problem to making all these matrices simultaneously full-rank. Matrices
G
(i) have their entries defined by the variables in A and P. We also discussed that each of these matrices could be made
full column rank. This implies that there exists a square submatrix of each G(i), say G(i)s , that could be made full-rank. Let
P(i) be the polynomial corresponding to the determinant of G(i)s , and P =
∏
i P
(i)
. Given that there exists an assignment for
the variables such that each individual polynomial P(i) is non-zero, we can conclude from the sparse zeros lemma that there
exists an assignment such that all polynomials are simultaneously non-zero. We can furthermore provide an upper bound on
the required size for F. This is done next by finding the degree of each polynomial P(i) in each variable.
For i ∈ I1, since all variables in G(i)s are independent of each other, the desired degree is at most 1. For P(p), p ∈ I2,
also, we can show that the maximum degree in each variable is 1. To see this, we proceed as follows. Recall that for p ∈ I2,
G
(p) = T(p)P. Let us denote the (i, j)th entry of G(p) by gi,j . So each gi,j =
∑
l ti,lpl,j , where ti,l refers to the (i, l)th entry
of T(p) and pl,j refers to the (l, j)th entry of P. Using Laplace expansion, we have
detG(p)s =
∑
i
(−1)i+jgi,j detG
(p)
i,j , (145)
where detGi,j is the matrix obtained from G(p)s after removing the ith row and the j th column. Now, note that detGi,j is
not a function of variables {ti,l}l (which are indeed variables of A), nor is it a function of variables {pl,j}l. Thus, the degree
of P(p) is at most 1 in each of the variables of A and P.
Let us construct the polynomial P =
∏
i∈I P
(i)
. Each P(i) is of degree at most 1 in each variable. So, the degree of P is
at most K in each variable. From the sparse zeros lemma [38, Lemma 2.3], F need only be such that |F| ≥ K .
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βφ︷ ︸︸ ︷
Virtual resources
Information symbols
β{1}︷︸︸︷ β{2}︷ ︸︸ ︷ β{1,2}︷︸︸︷
αφ
︸︷︷︸
α{1}
︸ ︷︷ ︸
α{2}
︸︷︷︸
α{1,2}
︸ ︷︷ ︸
(a) The bi-partite graph between the virtual resources and the
decodable information symbols.
A
B
(b) The equivalent unicast information flow problem.
Fig. 16: The virtual resources are emulatable if there exists a matching of size
∑
S⊆I1
βS between the virtual resources and
the information symbols that can emulate them. The light edges connect the virtual resources to the information symbols that
can emulate them, and the bold edges show a matching between them.
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Each virtual resource v ∈ VS can be emulated by one information symbol from any of the messages that are destined to
all end-destinations of v; i.e., all messages W ′S′2 where S ′ ⊇ S. One can form a bipartite graph with the virtual resources as
one set of nodes and the information symbols as the other set of nodes (see Fig. 16a). Each virtual resource is connected to
those information symbols that can emulate it. These edges are shown in light colour in Fig. 16a. Therefore, all resources are
emulatable if there exists a matching of size
∑
S⊆I1
βS over the bipartite graph of Fig. 16a. The matching is shown via bold
edges. It is well-known that there exists such a matching if and only if a flow of amount
∑
S⊆I1
βS could be sent over the
network of Fig. 16b from node A to node B. The min-cut separating nodes A and B is given by the following expression
(see the proof of Lemma 4):
min
∀S⊆I1
Γ superset saturated
∑
S∈Γ
αS +
∑
S∈Γc
βS . (146)
It is easy to see that the flow value,
∑
S⊆I1
βS , is no more than this term provided that inequalities in (71) hold and, therefore,
there is an assignment of information symbols to virtual resources so that all virtual resources are emulatable.
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We prove that a non-trivial elementary compression over Γ strictly reduces the total number of edges in its associated graph.
Assume that a non-trivial elementary compression over Γ yields a compressed multi-set Γ′, and the compression is performed
using two sets Γi and Γj . Consider the nodes associated with these two sets and track, throughout the compression, all edges
that connect them to the other nodes of the associated graph. Let Γk ( 6= Γj ,Γj) be an arbitrary node of the associated graph. We
first show that for any such node, the total number of edges connecting it to Γi and Γj does not increase after the compression.
This is summarized in the following.
• There is an edge (Γi,Γk) and an edge (Γj ,Γk): In this case, no matter what the resulting graph GΓ′ is after the
compression, there cannot be more than two edges connecting Γk to Γi and Γj .
• There is an edge (Γi,Γk) but there is no edge (Γj ,Γk): Since there is no edge between Γj and Γk, one of them is a
subset of the other.
1) If Γj ⊆ Γk, then Γi ∩ Γj ⊆ Γk and there is, therefore, no edge between Γk and Γi ∩ Γj after the compression.
2) If otherwise Γj ⊇ Γk, then Γi ∪ Γj ⊇ Γk and there is, therefore, no edge between Γk and Γi ∪ Γj after the
compression.
• There is no edge (Γi,Γk) but an edge (Γj ,Γk): This case is similar to the previous case.
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• There is neither an edge (Γi,Γk) nor an edge (Γj ,Γk): In this case, we have either of the following possibilities.
1) If Γi ⊆ Γk and Γj ⊆ Γk, then both Γi ∪ Γj and Γi ∩ Γj are subsets of Γk and there is no edge connecting Γk to
Γi ∩ Γj or Γi ∪ Γj over GΓ′ .
2) If Γi ⊆ Γk and Γj ⊇ Γk, then Γi ∪ Γj ⊇ Γk and Γi ∩ Γj ⊆ Γk and there is, therefore, no edge connecting Γk to
Γi ∩ Γj or Γi ∪ Γj over GΓ′ .
3) If Γi ⊇ Γk and Γj ⊆ Γk, then similar to the previous case one concludes that there is no edge connecting Γk to
Γi ∩ Γj or Γi ∪ Γj over GΓ′ .
4) If Γi ⊇ Γk and Γj ⊇ Γk, then both Γi ∪ Γj and Γi ∩ Γj are supersets of Γk and there is, therefore, no edge
connecting Γk to their replacements Γi ∩ Γj or Γi ∪ Γj over GΓ′ .
Besides, edges between Γk and Γk′ , where k, k′ /∈ {i, j}, remain unaffected. Since the compression is non-trivial, nodes Γi
and Γj have been connected over GΓ and are no longer connected over GΓ′ . So, the total number of edges in GΓ is strictly
smaller than GΓ, and this concludes the proof.
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Let Λ be a multiset of 2{1,2,3} with saturated pattern, Γ be a multi-set of 2{1,2,3} with standard pattern, and Γ and Λ be
balanced and such that Λ 6= Γ. We prove that no matter what Γ and Λ are, at least one of the cases of the table in Fig. 13
must hold for Λ, and therefore a non-trivial elementary decompression of Λ is feasible.
Let us first count, in two different ways (once in Λ and once in Γ), the number of times a set S ⊆ I1 appears in the sets
of multi-sets Λ and Γ. First of all, define nS , S ⊆ I1, to be the number of all sets Γ ∈ Γ that contain S as an element. One
observes (from the standard pattern of multi-set Γ) that nS =
∑
i∈S n{i}. Similarly, define mΛ, Λ ∈ Λ, to be the number of
times the set Λ appears in the multi-set Λ. For simplicity of notation, we use mΛ∪ to denote the number of all sets Λ′ in
Λ which are of the form Λ′ = Λ ∪ Σ where Σ ⊆ 2I1 is superset saturated, and Λ 6⊇ Σ. For example, m{{1,2}⋆}∪ counts the
number of all sets such as {{1, 2}⋆}, {{1, 3}⋆, {1, 2}⋆}, {{2, 3}⋆, {1, 2}⋆}, {{2, 3}⋆, {1, 3}⋆, {1, 2}⋆}, and {{3} ⋆ {1, 2}⋆}
in Λ, but not {{1}⋆} or {{1}⋆, {3}⋆}.
Since multi-sets Γ and Λ are balanced, the number of sets in Γ which contain a set S is equal to the number of the sets in
Λ which contain it. Thus, counting the number of sets in Γ and Λ which contain {i} and {i, j} as elements, we obtain the
following relationship. In the following, we assume (i, j, k) to be a permutation of (1, 2, 3).
n{i} = m{{i}⋆}∪ (147)
n{i,j} = m{{i}⋆}∪ +m{{j}⋆}∪ −m{{i}⋆,{j}⋆}∪ +m{{i,j}⋆}∪ (148)
Since n{i,j} = n{i} + n{j}, we conclude from (147) and (148) the following equation.
m{{i}⋆,{j}⋆}∪ = m{{i,j}⋆}∪ (149)
Similarly, counting the number of sets in Γ and Λ which contain {1, 2, 3} as an element, we arrive at the following equation.
n{1,2,3} = m{{1}⋆}∪ +m{{2}⋆}∪ +m{{3}⋆}∪ +m{{1,2}⋆}∪ +m{{1,3}⋆}∪ +m{{2,3}⋆}∪ +
+m{{1,2,3}⋆}∪ −m{{1}⋆,{2}⋆}∪ −m{{1}⋆,{3}⋆}∪ −m{{2}⋆,{3}⋆}∪ −m{{1}⋆,{2,3}⋆}∪ +
−m{{2}⋆,{1,3}⋆}∪ −m{{3}⋆,{1,2}⋆}∪ −m{{1,2}⋆,{1,3}⋆}∪ −m{{1,2}⋆,{2,3}⋆}∪ +
−m{{1,3}⋆,{2,3}⋆}∪ +m{{1,2}⋆,{1,3}⋆,{2,3}⋆}∪ +m{{1}⋆,{2}⋆,{3}⋆}∪ (150)
Using n{1,2,3} = n{1} + n{2} + n{3}, equation (147) and inserting (149) into (150), we obtain
m{{1,2,3}⋆}∪ +m{{1}⋆,{2}⋆,{3}⋆}∪ = m{{1}⋆,{2,3}⋆}∪ +m{{2}⋆,{1,3}⋆}∪ +m{{3}⋆,{1,2}⋆}∪ +
+m{{1,2}⋆,{1,3}⋆}∪ +m{{1,2}⋆,{2,3}⋆}∪ +m{{1,3}⋆,{2,3}⋆}∪
−m{{1,2}⋆,{1,3}⋆,{2,3}⋆}∪. (151)
Now we write each mΛ∪ in terms of mΛ’s to derive the equation of our interest.
m{{1,2,3}⋆} +m{{1}⋆,{2}⋆,{3}⋆} = m{{1}⋆,{2,3}⋆} +m{{2}⋆,{1,3}⋆} +m{{3}⋆,{1,2}⋆} +m{{1,2}⋆,{1,3}⋆} +
+m{{1,2}⋆,{1,3}⋆,{2,3}⋆} +m{{1,2}⋆,{2,3}⋆} +m{{1,2}⋆,{1,3}⋆,{2,3}⋆} +
+m{{1,3}⋆,{2,3}⋆} +m{{1,2}⋆,{1,3}⋆,{2,3}⋆} −m{{1,2}⋆,{1,3}⋆,{2,3}⋆}
= m{{1}⋆,{2,3}⋆} +m{{2}⋆,{1,3}⋆} +m{{3}⋆,{1,2}⋆} +m{{1,2}⋆,{1,3}⋆} +
+m{{1,2}⋆,{2,3}⋆} +m{{1,3}⋆,{2,3}⋆} + 2m{{1,2}⋆,{1,3}⋆,{2,3}⋆} (152)
Observe from equality (152) that if there is a non-zero term, mΛ1 , on the left hand, there is at least one other non-zero term,
mΛ2 , on the right hand of the equality. No matter what Λ1 and Λ2 are, see that we are in one of the decompression cases
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in the table in Fig. 13. If both sides of equality (152) are zero, then one concludes that m{{i}⋆,{j}⋆}∪ = m{{i}⋆,{j}⋆} and
m{{i,j}⋆}∪ = m{{i,j}⋆} and therefore, by equation (149), we have another equation of interest.
m{{i}⋆,{j}⋆} = m{{i,j}⋆} (153)
Again, if m{{i}⋆,{j}⋆} is non-zero so is m{{i,j}⋆}, and we have the first case described in the table of Fig. 13.
We have proved that a non-trivial elementary decomposition is possible unless all terms in (152) and (153) are zero, and all
terms in (152) and (153) are zero only if Λ = Γ which contradicts the hypothesis.
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Let us call the rate-region characterized in Theorem 1 (when I1 = {1, 2, 3}) region R1 and the rate-region obtained from
relaxing inequality (50) to inequality (95) (when I1 = {1, 2, 3}) region R2. Clearly, R1 ⊆ R2. It is, therefore, sufficient to
show that R2 ⊆ R1. Both rate-regions R1 and R2 are in terms of feasibility problems. In this sense, rate pair (R1, R2) belongs
to R1 if and only if feasibility problem 1 (characterized by inequalities (50)-(54)) is feasible. Similarly, rate pair (R1, R2)
belongs to R2 if and only if feasibility problem 2 (characterized by inequalities (95), (51)-(54)) is feasible.
In order to show that R2 ⊆ R1, we show that if (R1, R2) is such that there exists a solution, αS , S ⊆ I1, to feasibility
problem 2, then there also exists a solution α′S , S ⊆ I1, to feasibility problem 1. Note that problem 1 varies from problem 2
only in the non-negativity constraints on parameters α′S , φ 6= S ⊆ I1. The goal is to construct parameters α′S (from parameters
αS) such that besides satisfying constraints (51)-(54), they all become non-negative except for αφ.
We prove the existence of a solution α′S , S ⊆ 2I1 , by construction. This construction is done recursively. We start from a
solution to feasibility problem 2, αS , S ⊆ I1, and, at each step, we propose a solution α′S , S ⊆ I1, that is still a solution to
feasibility problem 2 but is “strictly less negative” (excluding αφ). So after enough number of steps, we end up with a set of
parameters α′S , S ⊆ I1, that satisfies (51)-(54) and also satisfies the non-negativity constraints in (50).
1. First, we set α′S = αS for all S ⊆ {1, 2, 3}. All α′S , S ⊆ {1, 2, 3}, satisfy (51)-(54), (95). α{1,2,3} is ensured to be
non-negative by (95) (for Λ = {{1, 2, 3}}).
2. We then choose non-negative parameters α′{i,j}, i, j ∈ {1, 2, 3}. Without loss of generality, take the following three cases,
and set α′S’s as suggested (other cases are dealt with similarly).
(a) If α{1,2} < 0 and α{1,3} < 0 and α{2,3} < 0:
set α′{1,2,3} = α{1,2,3} + α{1,2} + α{1,3} + α{2,3}, α
′
{1,2} = α
′
{1,3} = α
′
{2,3} = 0, α
′
{i} = α{i}, for i = 1, 2, 3,
and α′φ = αφ. One can verify that all α′S , S ⊆ {1, 2, 3}, satisfy (51)-(54), (95). We outline this verification
in the following. (51), (52), (54), and (95) clearly hold. We show how to verify (53) through an example, say,
Λ = {{1, 2}, {1, 2, 3}} and some p ∈ I2. From feasibility of problem 2, we know that αS is such that it satisfies
(53) for all superset saturated subsets Λ, and in particular for Λ = {{1, 2}⋆, {1, 3}⋆, {2, 3}⋆}. So, we have
R2 ≤ α{1,2,3} + α{1,2} + α{1,3} + α{2,3} +
∑
S∈{φ,{1},{2},{3}}
|ES,p| (154)
= α′{1,2,3} +
∑
S∈{φ,{1},{2},{3}}
|ES,p| (155)
≤ α′{1,2,3} + α
′
{1,2} +
∑
S∈{{1,3},{2,3},φ,{1},{2},{3}}
|ES,p|. (156)
(b) If α{1,2} < 0 and α{1,3} < 0:
set α′{1,2,3} = α{1,2,3} + α{1,2} + α{1,3}, α
′
{1,2} = α
′
{1,3} = 0, α
′
{2,3} = α{2,3}, α
′
{i} = α{i} for i = 1, 2, 3, and
α′φ = αφ. Verify that all α′S , S ⊆ {1, 2, 3}, satisfy (51)-(54), (95).
(c) If α{1,2} < 0:
set α′{1,2,3} = α{1,2,3} + α{1,2}, α
′
{1,2} = 0, α
′
{1,3} = α{1,3}, α
′
{2,3} = α{2,3}, α
′
{i} = α{i} for i = 1, 2, 3, and
α′φ = αφ. Verify that all α′S , S ⊆ {1, 2, 3}, satisfy (51)-(54), (95).
3. Finally, we choose non-negative parameters α′{i}, i ∈ {1, 2, 3}. This is done recursively, following the procedure below,
for each α′i < 0, until all α′{i}, i = 1, 2, 3, are non-negative. δ is assumed a small enough positive number.
(a) If α′{i,j}, α′{i,k} > 0:
set α′{i} = α
′
{i} + δ, α
′
{i,j} = α
′
{i,j} − δ, α
′
{i,k} = α
′
{i,k} − δ, α
′
{1,2,3} = α
′
{1,2,3} + δ, and keep the rest of
α′S’s unchanged. Verify that all α′S , S ⊆ {1, 2, 3}, satisfy (51)-(54), (95). We show (53) for one example: Λ =
{{1, 2}⋆, {1, 3}⋆} and some p ∈ I2. Since the αS ’s we start with satisfy (53) for any superset saturated Λ, and in
particular for Λ = {{1}⋆}, we have
R2 ≤ α{1} + α{1,2} + α{1,3} + α{1,2,3} +
∑
S∈{φ,{2},{3},{2,3}}
|ES,p| (157)
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≤ α′{1} + α
′
{1,2} + α
′
{1,3} + α
′
{1,2,3} +
∑
S∈{φ,{2},{3},{2,3}}
|ES,p| (158)
≤ α′{1,2} + α
′
{1,3} + α
′
{1,2,3} +
∑
S∈{φ,{2},{3},{2,3}}
|ES,p|, (159)
where the last inequality is because α′{1} is either still negative, or has just become zero after adding the small δ.
(b) If α′{i,j} = 0, α′{i,k} > 0:
set α′{i} = α
′
{i} + δ, α
′
{i,k} = α
′
{i,k} − δ, and keep the rest of α′S’s unchanged. Verify that all α′S , S ⊆ {1, 2, 3},
satisfy (51)-(54), (95).
(c) If α′{i,j} > 0, α′{i,k} = 0:
set α′{i} = α
′
{i} + δ, α
′
{i,j} = α
′
{i,j} − δ, and keep the rest of α′S’s unchanged. Verify that all α′S , S ⊆ {1, 2, 3},
satisfy (51)-(54), (95).
(d) If α′{i,j} = 0, α′{i,k} = 0:
set α′{i} = α
′
{i} + δ, α
′
{1,2,3} = α
′
{1,2,3} − δ, and keep the rest of α′S’s unchanged. Verify that all α′S , S ⊆ {1, 2, 3},
satisfy (51)-(54), (95).
Note that in step 1, we obtain a solution to feasibility problem 2 with α{1,2,3} ≥ 0. After step 2, the solution is such that
α{1,2}, α{1,3}, α{2,3}, α{1,2,3} are all non-negative. In step 3, after each iteration, α{1,2}, α{1,3}, α{2,3}, α{1,2,3} all remain
non-negative and at the same time one negative α{i} is increased. So after step 3, all parameters αS , φ 6= S ⊆ {1, 2, 3},
become non-negative. This is the solution to feasibility problem 1 that we were looking for.
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