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Abstract
e computational burden of probabilistic inference remains a hur-
dle for applying probabilistic programming languages to practical
problems of interest. In this work, we provide a semantic and algo-
rithmic foundation for efficient exact inference on discrete-valued
finite-domain imperative probabilistic programs. We leverage and
generalize efficient inference procedures for Bayesian networks,
which exploit the structure of the network to decompose the infer-
ence task, thereby avoiding full path enumeration. To do this, we
first compile probabilistic programs to a symbolic representation.
en we adapt techniques from the probabilistic logic program-
ming and artificial intelligence communities in order to perform
inference on the symbolic representation. We formalize our ap-
proach, prove it sound, and experimentally validate it against ex-
isting exact and approximate inference techniques. We show that
our inference approach is competitive with inference procedures
specialized for Bayesian networks, thereby expanding the class of
probabilistic programs that can be practically analyzed.
1 Introduction
When it is computationally feasible, exact probabilistic inference
is vastly preferable to approximation techniques. Exact inference
methods are deterministic and reliable, so they can be trusted for
making high-consequence decisions and do not propagate errors
to subsequent analyses. Ideally, one would use exact inference
whenever possible, only resorting to approximation when exact in-
ference strategies become infeasible. Even when approximating
inference, one oen performs exact inference in an approximate
model. is is the case for a wide range of approximation schemes,
including message passing [8, 40], sampling [19, 22], and varia-
tional inference [44].
Existing probabilistic programming systems lag behind state-of-
the-art techniques for performing exact probabilistic inference in
other domains such as graphical models. Fundamentally, inference
– both exact and approximate – is theoretically hard [37]. However,
exact inference is routinely performed in practice. is is because
many interesting inference problems have structure: there are un-
derlying repetitions and decompositions that can be exploited to
perform inference more efficiently than the worst case. Existing
efficient exact inference procedures – notably techniques from the
graphical models inference community – systematically find and
exploit the underlying structure of the problem in order tomitigate
the inherent combinatorial explosion problem of exact probabilis-
tic inference [4, 23, 31].
We seek to close the performance gap between exact inference
in discrete graphical models and discrete-valued finite-domain prob-
abilistic programs. e key idea behind existing state-of-the-art
inference procedures in discrete graphical models is to compile
the graphical model into a representation known as a weighted
Boolean formula (WBF), which is a symbolic representation of the
1 x ∼flipx (0.5);
2 if(x) { y ∼flip1(0.6) }
3 else { y ∼flip2(0.4) };
4 if(y) { z ∼flip3(0.6) }
5 else { z ∼flip4(0.9) }
(a) A simple probabilistic program. e notation x ∼ flipl (θ ) denotes
drawing a sample from a Bernoulli(θ ) distribution and assigning the out-
come to the variable x . e label l is not actually part of the syntax but is
used so we can refer to each flip uniquely.
fx
x x
F
f1 f2
y y
F
f3 f4
z z
FT
(b) A binary decision diagram representing the Boolean formula compiled
from the program in Figure 1a; a low edge is denoted a dashed line, and a
high edge is denoted with a solid line. e variables fx , f1 , f2 , f3 , and f4
correspond to annotations in Figure 1a.
Figure 1. Probabilistic program and its symbolic representation.
joint probability distribution over the graphical model’s random
variables. is symbolic representation exposes key structural ele-
ments of the distribution, such as independences between random
variables. en, inference is performed via a weighted sum of the
models of the WBF, a process known as weighted model counting
(WMC). is WMC process exploits the independences present in
the WBF and is competitive with state-of-the-art inference tech-
niques in many domains, such as probabilistic logic programming,
Bayesian networks, and probabilistic databases [7, 7, 9, 18, 41, 42].
First we give a motivating example that highlights key proper-
ties of our approach. en, we describe our symbolic compilation
in more detail; the precise details of our compilation, and its proof
of correctness, can be found in the appendix. en, we illustrate
how to use binary decision diagrams to represent the probability
distribution of a probabilistic program for efficient inference. Fi-
nally, we provide preliminary experimental results illustrating the
promise of this approach on several challenging probabilistic pro-
grams.
1
2 Exact Symbolic Inference
In this section we present a motivating example that highlights
key elements of our approach. Figure 1a shows a simple proba-
bilistic program that encodes a linear Bayesian network, a struc-
ture known as a Markov chain [23]. In order to perform inference
efficiently on a Markov chain – or any Bayesian network – it is
necessary to exploit the independence structure of the model. Ex-
ploiting independence is one of the key techniques for efficient
graphical model inference procedures. Markov chains encoded as
probabilistic programs have 2n paths, where n is the length of the
chain. us, inference methods that rely on exhaustively exploring
the paths in a program – a strategy we refer to as path-based infer-
ence methods – will require exponential time in the length of the
Markov chains; see our experiments in Figure 5. Path-based infer-
ence is currently a common strategy for performing discrete exact
inference in the probabilistic programming community [2, 20, 39].
However, it is well known that Markov chains support linear-
time inference in the length of the chain [23]. e reason for this
is that the structure of a Markov chain ensures a strong form of
conditional independence: each node in the chain depends only on
the directly preceding node in the chain. In the program of Fig-
ure 1a, for example, the probability distribution for z is indepen-
dent of x given y, i.e., if y is fixed to a particular value, then the
probability distribution over z can be computed without consider-
ing the distribution over x . erefore inference can be factorized:
the probability distribution for y can be determined as a function
of that for x , and then the probability distribution for z can be de-
termined as a function of that for y. More generally, inference for
a chain of length n can be reduced to inference on n − 1 separate
chains, each of length two.
To close this performance gap between Bayesian networks and
exact PPL inference, we leverage and generalize state-of-the-art
techniques for Bayesian inference, which represent the distribu-
tion symbolically [6, 18]. In this style, the Bayesian network is
compiled to a Boolean function and represented using a binary
decision diagram (BDD) or related data structure [14]. e BDD
structure directly exploits conditional independences – as well as
other forms of independence – by caching and re-using duplicate
sub-functions during compilation [1].
In this paper we describe an algorithm for compiling a proba-
bilistic program to a Boolean formula, which can then be repre-
sented by a BDD. As an example, Figure 1b shows a BDD represen-
tation of the program in Figure 1a. e outcome of each flipl (θ)
expression in the program is encoded as a Boolean variable labeled
fl . Amodel of the BDD is a truth assignment to all the variables in
the BDD that causes the BDD to return T, and each model of the
BDD in Figure 1b represents a possible execution of the original
program.
e exploitation of the conditional independence structure of
the program is clearly visible in the BDD. For example, any feasible
execution in which y is true has the same sub-function for z — the
subtree rooted at f3 — regardless of the value of x . e same is true
for any feasible execution in which y is false. More generally, the
BDD for a Markov chain has size linear in the length of the chain,
despite the exponential number of possible execution paths.
To perform inference on this BDD, we first associate a weight
with each truth assignment to each variable: the variables x,y, and
z are given a weight of 1 for both the true and false assignments,
1 s ::=
2 | s; s
3 | x := e
4 | x ∼ flip(θ)
5 | if e { s } else { s }
6 | observe(e)
7 | skip
8 e :: =
9 | x
10 | T | F
11 | e ∨ e
12 | e ∧ e
13 | ¬ e
Figure 2. Syntax of dippl.
and the flip(θ) variables are given a weight of θ and 1 − θ for
their true and false assignments respectively. e Boolean formula
together with these weights is called a weighted Boolean formula.
Finally, we can perform inference on the original probabilistic
program relative to a given inference query (e.g., “What is the prob-
ability that z is false?”) via weighted model counting (WMC). e
weight of a model of the BDD is defined as the product of the
weights of each variable assignment in the model, and the WMC
of a set of models is the sum of the weights of the models. en
the answer to a given inference query Q is simply the WMC of all
models of the BDD that satisfy the query. WMC is a well-studied
general-purpose technique for performing probabilistic inference
and is currently the state-of-the-art technique for inference in dis-
crete Bayesian networks, probabilistic logic programs, and proba-
bilistic databases [6, 18, 41]. BDDs support linear-time weighted
model counting by performing a single boom-up pass of the di-
agram [14]: thus, we can compile a single BDD for a probabilis-
tic program, which can be used to exactly answer many inference
queries.
3 e dippl Language
Here we formally define the syntax and semantics of our discrete
finite-domain imperative probabilistic programming language dippl
language. First we will introduce and discuss the syntax. en, we
will describe the semantics and its basic properties. For more de-
tails on the semantics, see the appendix.
3.1 Syntax
Figure 2 gives the syntax of our probabilistic programming lan-
guagedippl. Metavariablex ranges over variable names, andmetavari-
able θ ranges over rational numbers in the interval [0, 1]. All data
is Boolean-valued, and expressions include the usual Boolean op-
erations, though it is straightforward to extend the language to
other finite-domain datatypes. In addition to the standard loop-
free imperative statements, there are two probablistic statements.
e statement x ∼ flip(θ) samples a value from the Bernoulli
distribution defined by parameter θ (i.e., Twith probability θ and F
with probability 1 − θ). e statement observe(e) conditions the
current distribution of the program on the event that e evaluates
to true.
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3.2 Semantics
e goal of the semantics of any probabilistic programming lan-
guage is to define the distribution over which one wishes to per-
form inference. In this section, we introduce a denotational seman-
tics that directly produces this distribution of interest, and it is de-
fined over program states. A state σ is a finite map from variables
to Boolean values, and Σ is the set of all possible states.
We define a denotational semantics for dippl, which we call its
transition semantics and denote n·oT . ese semantics are given
in the appendix. e transition semantics will be the primary se-
mantic object of interest for dippl, and will directly produce the
distribution over which we wish to perform inference. For some
statement s, the transition semantics is wrien nsoT (σ
′ | σ ), and
it computes the (normalized) conditional probability upon execut-
ing s of transitioning to state σ ′. e transition semantics have
the following type signature:
nsoT : Σ → Dist Σ
where Dist Σ is the set of all probability distributions over Σ. For
example,
nx ∼ flip(θ)oT (σ
′ | σ ) ,

θ if σ ′ = σ [x 7→ T]
1 − θ if σ ′ = σ [x 7→ F]
0 otherwise
Ultimately, our goal during inference is to compute the probabil-
ity of some event occurring in the probability distribution defined
by the transition semantics of the program.
4 Symbolic Compilation for Inference
Existing approaches to exact inference for imperative PPLs per-
form path enumeration: each execution path is individually ana-
lyzed to determine the probability mass along the path, and the
probability masses of all paths are summed. As argued earlier,
such approaches are inefficient due to the need to enumerate com-
plete paths and the inability to take advantage of key properties
of the probability distribution across paths, notably forms of inde-
pendence.
In this section we present an alternative approach to exact in-
ference for PPLs, which is inspired by state-of-the-art techniques
for exact inference in Bayesian networks [6]. We describe how
to compile a probabilistic program to a weighted Boolean formula,
which symbolically represents the program as a relation between
input and output states. Inference is then reduced to performing
a weighted model count (WMC) on this formula, which can be per-
formed efficiently using BDDs and related data structures.
4.1 Weighted Model Counting
Weighted model counting is a well-known general-purpose tech-
nique for performing probabilistic inference in the artificial intelli-
gence and probabilistic logic programming communities, and it is
currently the state-of-the-art technique for performing inference
in certain classes of Bayesian networks and probabilistic logic pro-
grams [6, 18, 38, 41]. ere exist a variety of general-purpose black-
box tools for performing weighted model counting, similar to sat-
isfiability solvers [27, 29, 30].
First, we give basic definitions from propositional logic. A literal
is either a Boolean variable or its negation. For a formula φ over
variables V , a sentence ω is a model of φ if it is a conjunction of
literals, contains every variable inV , andω |= φ. We denote the set
of all models ofφ as Mod(φ). Nowwe are ready to define a weighted
Boolean formula:
Definition 4.1 (Weighted Boolean Formula). Let φ be a Boolean
formula, L be the set of all literals for variables that occur in φ, and
w : L → R+ be a function that associates a real-valued positive
weight with each literal l ∈ L. e pair (φ,w) is a weighted Boolean
formula (WBF).
Next, we define the weighted model counting task, which com-
putes a weighted sum over the models of a weighted Boolean for-
mula:
Definition 4.2 (Weighted Model Count). Let (φ,w) be a weighted
Boolean formula. en, the weighted model count (WMC) of (φ,w) is
defined as:
WMC(φ,w) ,
∑
ω ∈Mod(φ)
∏
l ∈ω
w(l) (1)
where the set l ∈ ω is the set of all literals in the model ω.
e process of symbolic compilation associates a dippl program
with a weighted Boolean formula and is described next.
4.2 Symbolic Compilation
We formalize symbolic compilation of a dippl program to aweighted
Boolean formula as a relation denoted s (φ,w). e formal rules
for this relation are described in detail in the appendix; here we de-
scribe the important properties of this compilation. Intuitively, the
formula φ produced by the compilation represents the program s
as a relation between initial states and final states, where initial
states are represented by unprimed Boolean variables {xi } and fi-
nal states are represented by primed Boolean variables {x ′i }. ese
compiled weighted Boolean formulas will have a probabilistic se-
mantics that allow them to be interpreted as a transition probabil-
ity for the original statement.
Our goal is to ultimately give a correspondence between the
compiled weighted Boolean formula and the original denotational
semantics of the statement. First we define the translation of a
state σ to a logical formula:
Definition4.3 (Boolean state). Letσ = {(x1,b1), . . . , (xn ,bn)}. We
define the Boolean state F(σ ) as l1 ∧ . . . ∧ ln where for each i , li is
xi if σ (xi ) = T and ¬xi if σ (xi ) = F. For convenience, we also de-
fine a version that relabels state variables to their primed versions,
F
′(σ ) , F(σ )[xi 7→ x
′
i ].
Now, we formally describe how every compiledweighted Boolean
formula can be interpreted as a conditional probability by comput-
ing the appropriate weighted model count:
Definition 4.4 (Compiled semantics). Let (φ,w) be a weighted
Boolean formula, and let σ and σ ′ be states. en, the transition
semantics of (φ,w) is defined:
n(φ,w)oT (σ
′ | σ ) ,
WMC(φ ∧ F(σ ) ∧ F′(σ ′),w)
WMC(φ ∧ F(σ ),w)
(2)
Moreover, the transition semantics of Definition 4.4 allows for
more general queries to be phrased as WMC tasks as well. For
example, the probability of some event α being true in the output
state σ ′ can be computed by replacing F′(σ ′) in Equation 2 by a
Boolean formula for α .
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Finally, we state our correctness theorem, which describes the
relation between the semantics of the compiled WBF to the deno-
tational semantics of dippl:
eorem 4.5 (Correctness of Compilation Procedure). Let s be a
dippl program, V be the set of all variables in s, and s  (φ,w).
en for all states σ and σ ′ over the variables inV , we have:
nsoT (σ
′ | σ ) = n(φ,w)oT (σ
′ | σ ) (3)
Proof. A complete proof can be found in Appendix D. 
e above theorem allows us to perform inference via weighted
model counting on the compiled WBF for a dippl program. See
the appendix for details on this compilation procedure, and proof
of its correctness.
5 Efficient Inference
Inference is theoretically hard [37]. Exploiting the structure of
the problem – and in particular, exploiting various forms of inde-
pendence – are essential for scalable and practical inference pro-
cedures [4, 23, 31]. In this section, we will represent a compiled
weighted Boolean formula as a binary decision diagram (BDD). We
will show how BDDs implicitly exploit the problem structure.
5.1 BDD Representation
BDDs are a popular choice for representing the set of reachable
states in the symbolic model checking community [3]. BDDs sup-
port a variety of useful properties which make them suitable for
this task: they support an array of pairwise composition oper-
ations, including conjunction, disjunction, existential quantifica-
tion and variable relabeling. ese composition operators are ef-
ficient, i.e. performing them requires time polynomial in the sizes
of the two BDDs that are being composed.
In addition to supporting efficient compositional operators, BDDs
also support a variety of efficient queries, including satisfiability
and weighted model counting [14].
5.2 Exploiting Program Structure
Compilation to BDDs – and related representations – is currently
the state-of-the-art approach to inference in certain kinds of dis-
crete Bayesian networks, probabilistic logic programs, and proba-
bilistic databases [6, 18, 41]. e fundamental reason is that BDDs
exploit duplicate sub-functions: if there is a sub-function that is con-
structed more than once in the symbolic compilation, that dupli-
cate sub-function is cached and re-used. is sub-function dedupli-
cation is critical for efficient inference. In this section, we explore
how BDDs exploit specific properties of the program and discuss
when a program will have a small BDD.
Independence Exploiting independence is essential for efficient
inference and is the backbone of existing state-of-the-art inference
algorithms. ere are three kinds of independence structurewhich
we seek to exploit. e first is the strongest form:
Definition 5.1 (Independence). Let Pr(X ,Y ) be a joint probability
distribution over sets of random variables X and Y . en, we say
that X is independent of Y , wrien X |=Y , if Pr(X ,Y ) = Pr(X ) ×
Pr(Y ). In this case, we say that this distribution factorizes over the
variables X and Y .
1 x ∼flip1(0.6);
2 y ∼flip2(0.7)
(a) A probabilistic program illustrating independence between variables x
and y .
f1
x x
F
f2
y y
T F
(b) A BDD representing the logical formula compiled from the program in
Figure 3a. e variables f1 and f2 correspond to the flip statements on
lines 1 and 2 respectively.
1 z ∼flip1(0.5);
2 if(z) {
3 x ∼flip2(0.6);
4 y ∼flip3(0.7)
5 } else {
6 x ∼flip4(0.4);
7 y := x
8 }
(c) A probabilistic program illustrating the context-specific independence
between x and y given z = T.
f1
z z
F f4
x x
F
y y
FT
f2
x x
F
f3
y y
T F
(d) A BDD representing the logical formula compiled from the program in
Figure 3c. e variables f1, f2 , f3 , and f4 correspond to the annotated flip
statements.
Figure 3. Example dippl programs and the BDDs each of them
compile to. is compilation assumes that the initial state is the
true BDD.
Figure 3a shows a probabilistic program with two independent
random variables x and y. e corresponding BDD generated in
Figure 3b exploits the independence between the variables x and y.
In particular, we see that node f2 does not depend on the particular
value of x . us, the BDD factorizes the distribution over x and y.
As a consequence, the size of the BDD grows linearly with the
number of independent random variables.
4
Conditional independence e next form of independence we
consider is conditional independence:
Definition 5.2 (Conditional independence). Let Pr(X ,Y ,Z ) be a
joint probability distribution over sets of random variables X ,Y ,
and Z . en, we say X is independent ofZ givenY , wrien X |= Z |
Y , if Pr(X ,Z | Y ) = Pr(X | Y ) × Pr(Z | Y ).
Figure 1 gave an example probabilistic program that exhibits
conditional independence. In this program, the variables x and
z are correlated unless y is fixed to a particular value: thus, x
and z are conditionally independent given y. Figure 1b shows
how this conditional independence is exploited by the BDD; thus,
Markov chains have BDD representations that are linear in size to
the length of chain.
Conditional independence is exploited by specialized inference
algorithms for Bayesian networks like the join-tree algorithm [23].
However, conditional independence is not exploited by path-based
– or enumerative – probabilistic program inference procedures,
such as the method utilized by Psi [21].
Context-specific independence e final form of independence
we will discuss is context-specific independence. Context-specific
independence is a weakening of conditional independence that
occurs when two sets of random variables are independent only
when a third set of variables all take on a particular value [4]:
Definition 5.3 (Context-specific independence). Consider a joint
probability distribution Pr(X ,Y ,Z ) over sets of random variables
X ,Y , and Z , and let c be an assignment to variables in Z . en,
we say X is contextually independent of Y given Z = c , wrien
X |=Y | Z = c , if Pr(X ,Y | Z = c) = Pr(X | Z = c) × Pr(Y | Z = c).
An example program that exhibits context-specific independence
is show in Figure 3c. e variables x and y are correlated if z = F
or if z is unknown, but they are independent if z = T. us, x is
independent of y given z = T.
e equivalent BDD generated in Figure 3d exploits the condi-
tional independence of x and y given z = T by first branching on
the value of z, and then representing the configurations of x and y
as two sub-functions. Note here that the variable order of the BDD
is relevant. e BDD generated in Figure 3d exploits the context-
specific independence of x andy given z = T by representing x and
y in a factorized manner when z = T. Note how the sub-function
when z = T is isomorphic to Figure 3b.
In general, exploiting context-specific independence is challeng-
ing and is not directly supported in typical Bayesian network infer-
ence algorithms such as the join-tree algorithm. Context-specific
independence is oen present when there is some amount of deter-
minism, and exploiting context-specific independence was one of
the original motivations for the development ofWMC for Bayesian
networks [6, 38]. Probabilistic programs are very oen partially
deterministic; thus, we believe exploiting context-specific indepen-
dence is essential for practical efficient inference in this domain. To
our knowledge, no existing imperative or functional PPL inference
system currently exploits context-specific independence.
6 Implementation & Experiments
In this section we experimentally validate the effectiveness of our
symbolic compilation procedure for performing inference ondippl
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forming exact inference on a Markov chain.
programs. We directly implemented the compilation procedure de-
scribed in Section 4 in Scala. We used the JavaBDD library in order
create and manipulate binary decision diagrams [45].
6.1 Experiments
Our goal is to validate that it is a viable technique for performing
inference in practice and performs favorably in comparison with
existing exact (and approximate) inference techniques.
First, we discuss a collection of simple baseline inference tasks
to demonstrate that our symbolic compilation is competitive with
Psi [21], R2 [28], and the Storm probabilistic model checker [16].
en, we elaborate on the motivating example from Section 2 and
clearly demonstrate how our symbolic approach can exploit con-
ditional independence to scale to large Markov models. Next, we
show how our technique can achieve performance that is compet-
itive with specialized Bayesian network inference techniques. Fi-
nally, we demonstrate how our symbolic compilation can exploit
context-specific independence to perform inference on a synthetic
grids dataset. All experiments were conducted on a 2.3GHz Intel
i5 processor with 16GB of RAM.
6.1.1 Baselines
In Figure 4 we compared our technique against Psi [21] and R2
[28] on the collection of all discrete probabilistic programs that
theywere both evaluated on. Psi1 is an exact inference compilation
1We used Psi version 52b31ba.
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Model Us (s) BN Time (s) [6] Size of BDD
Alarm [6] 1.872 0.21 52k
Halfinder 12.652 1.37 157k
Hepar2 7.834 0.28 [11] 139k
pathfinder 62.034 14.94 392k
Table 1. Experimental results for Bayesian networks encoded as
probabilistic programs. We report the time it took to perform
exact inference in seconds for our method compared against the
Bayesian network inference algorithm fromChavira andDarwiche
[6], labeled as “BN Time”. In addition, we report the final size of
our compiled BDD.
technique, so its performance can be directly compared against our
performance. R2 is an approximate inference engine and cannot
produce exact inference results. e timings reported for R2 are
the time it took R2 to produce an approximation that is within 3%
of the exact answer2 .
e code for each of the models – Alarm, Two Coins, Noisy
Or, and Grass – was extracted from the source code found in the
R2 and Psi source code repositories and then translated to dippl.
ese baseline experiments show that our symbolic technique is
competitive with existing methods on well-known example mod-
els. However, these examples are too small to demonstrate the ben-
efits of symbolic inference: each example is less than 25 lines. In
subsequent sections, we will demonstrate the power of symbolic
inference by exploiting independence structure in much larger dis-
crete models.
6.1.2 Markov Chain
Section 2 discussed Markov chains and demonstrated that a com-
pact BDD can be compiled that exploits the conditional indepen-
dence of the network. In particular, a Markov chain of length n
can be compiled to a linear-sized BDD in n.
Figure 5 shows how two exact probabilistic programming infer-
ence tools compare against our symbolic inference technique for
inference on Markov chains. WebPPL [46] and Psi [21] rely on
enumerative concrete exact inference, which is exponential in the
length of the chain. To compare against Storm, we compiled these
models directly into discrete-time Markov chains. As the length
of the Markov chain grows, the size of the encoded discrete-time
Markov chain grows exponentially. Symbolic inference exploits
the conditional independence of each variable in the chain, and is
thus linear time in the length of the chain.
6.1.3 Bayesian Network Encodings
In this section we demonstrate the power of our symbolic repre-
sentation by performing exact inference on Bayesian networks en-
coded as probabilistic programs. We compared the performance
of our symbolic compilation procedure against an exact inference
2Our performance figures for R2 are excerpted from Gehr et al. [21]. We were not
able to run R2 to perform our own experiments due to inability to access the required
version of Visual Studio.
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Figure 6. Experiment evaluating the effects of determinism on
compiling an encoding of a grid Bayesian network. e n% result
means that there is n% determinism present. Time was cut off at a
max of 300 seconds.
procedure for Bayesian networks [6]. Each of these Bayesian net-
works is from Chavira and Darwiche [6]3. Table 1 shows the ex-
perimental results: our symbolic approach is competitive with spe-
cialized Bayesian network inference.
e goal of these experiments is to benchmark the extent to
which one sacrifices efficient inference for a more flexible model-
ing framework; Ace is at an inherent advantage in this compari-
son for two main reasons. First, our inference algorithm is com-
positional, while Ace considers the whole Bayesian network at
once. is gives Ace an advantage on this benchmark. Ace com-
piles Bayesian networks to d-DNNFs, which is a family of circuits
that are not efficiently composable, but are faster to compile than
BDDs [14]. Our technique compiles to BDDs, which are slower to
compile than d-DNNFs, but support a compositional line-by-line
compilation procedure. Second, Bayesian networks are in some
sense a worst-case probabilistic program, since they have no in-
teresting program structure beyond the graph structure that Ace
already exploits.
ese Bayesian networks are not necessarily Boolean valued:
they may contain multi-valued nodes. For instance, the Alarm net-
work has three values that the StrokeVolume variable may take.
We encode these multi-valued nodes as Boolean program variables
using a one-hot encoding in a style similar to Sang et al. [38]. e
generated dippl files are quite large: the pathfinder program has
over ten thousand lines of code. Furthermore, neither ProbLog
[15, 17] nor Psi could perform inference within 300 seconds on the
alarm example, the smallest of the above examples, thus demon-
strating the power of our encoding over probabilistic logic pro-
grams and enumerative inference on this example.
6.1.4 Grids
is experiment showcases how ourmethod exploits context-specific
independence to perform inference more efficiently in the pres-
ence of determinism. Grids were originally introduced by Sang
et al. [38] to demonstrate the effectiveness of exploiting determin-
ism during Bayesian network inference. A 3-grid is a Boolean-
valued Bayesian network arranged in a three by three grid:
3e networks can also be found at hp://www.bnlearn.com/bnrepository
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For these experiments we encoded grid Bayesian networks into
probabilistic programs. Grids are typically hard inference chal-
lenges even for specialized Bayesian network inference algorithms.
However, in the presence of determinism, the grid inference task
can become vastly easier. A grid is n%-deterministic if n% of the
flips in the program are replaced with assignments to constants.
Figure 6 shows how our symbolic compilation exploits the context-
specific independence induced by the determinism of the program
in order to perform inference more efficiently.
7 Related Work
First we discuss two closely related individual works on exact in-
ference for PPLs; then we discuss larger categories of related work.
Claret et al. [10] compiles imperative probabilistic progams to
algebraic decision diagrams (ADDs) via a form of data-flow anal-
ysis [10]. is approach is fundamentally different from our ap-
proach, as the ADD cannot represent the distribution in a factor-
ized way. An ADD must contain the probability of each model of
the Boolean formula as a leaf node. us, it cannot exploit the in-
dependence structure required to compactly represent joint prob-
ability distributions with independence structure efficiently.
Also closely related is the work of Pfeffer et al. [34], which seeks
to decompose the probabilistic program inference task at specific
program points where the distribution is known to factorize due to
conditional independence. is line of work only considers condi-
tional independence — not context-specific independence — and re-
quires hand-annotated program constructs in order to expose and
exploit the independences.
Path-based Program Inference Many techniques for perform-
ing inference in current probabilistic programming languages are
enumerative or path-based: they perform inference by integrating
or approximating the probability mass along each path of the prob-
abilistic program [2, 21, 39, 46]. e complexity of inference for
path-based inference algorithms scales with the number of paths
through the program. e main weakness with these inference
strategies is that they cannot exploit common structure across paths
– such as independence – and thus scale poorly on examples with
many paths.
Probabilistic Logic Programs Most prior work on exact infer-
ence for probabilistic programs was developed for probabilistic
logic programs [15, 17, 35, 36, 43]. Similar to our work, these
techniques compile a probablistic logic program into a weighted
Boolean formula and utilize state-of-the-art WMC solvers to com-
pile the WBF into a representation that supports efficient WMC
evaluation, such as a binary decision diagram (BDD) [5], sentential
decision diagram (SDD) [13], or d-DNNF circuit [14]. Currently,
WMC-based inference remains the state-of-the-art inference strat-
egy for probabilistic logic programs. ese techniques are not
directly applicable to imperative probabilistic programs such as
dippl due to the presence of sequencing, arbitrary observation, and
other imperative programming constructs.
ProbabilisticModelCheckers Probabilistic model checkers such
as Storm [16] and Prism [24] can be used to performBayesian infer-
ence on probabilistic systems. ese methods work by compiling
programs to a representation such as a discrete-timeMarkov chain
or Markov decision process, for which there exist well-known in-
ference strategies. ese representations allow probabilistic model
checkers to reason about loops and non-termination. In compar-
ison with this work, probabilistic model checkers suffer from a
state-space explosion similar to path-based inference methods due
to the fact that they devote a node to each possible configuration
of variables in the program.
Compilation-based PPLs ere exists a large number of PPLs
that perform inference by converting the program into a probabilis-
tic graphical model [25, 26, 32, 33], assuming a fixed set of random
variables. ere are two primary shortcomings of these techniques
in relation to ours. e first is that these techniques cannot exploit
the context-specific independence present in the program struc-
ture, since the topology of the graph – either a Bayesian network
or factor graph – does not make this information explicit. Second,
these techniques restrict the space of programs to those that can be
compiled. us they require constraints on the space of programs,
such as requiring a statically-determined number of variables, or
requiring that loops can be statically unrolled. Currently, we have
similar constraints in that our compilation technique cannot han-
dle unbounded loops, that we hope to address in future work.
8 Conclusion & Future Work
In conclusion, we developed a semantics and symbolic compilation
procedure for exact inference in a discrete imperative probabilistic
programming language called dippl. In doing so, we have drawn
connections among the probabilistic logic programming, symbolic
model checking, and artificial intelligence communities. We theo-
retically proved our symbolic compilation procedure correct and
experimentally validated it against existing probabilistic systems.
Finally, we showed that our method is competitive with state-of-
the-art Bayesian network inference tasks, showing that our com-
pilation procedures scales to large complex probability models.
We anticipate much future work in this direction. First, we plan
to extend our symbolic compilation procedure to handle richer
classes of programs. For instance, we would like to support almost-
surely terminating loops and procedures, as well as enrich the class
of datatypes supported by the language. Second, we would like to
quantify precisely the complexity of inference for discrete proba-
bilistic programs. e graphical models community has metrics
such as tree-width that provide precise notions of the complexity
of inference; we believe such notions may exist for probabilistic
programs as well [12, 23]. Finally, we anticipate that techniques
from the symbolic model checking community – such as Bebop
[3] – may be applicable here, and applying these techniques is also
promising future work.
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nskipoT (σ
′ | σ ) ,
{
1 if σ ′ = σ
0 otherwise
nx ∼ flip(θ)oT (σ
′ | σ ) ,

θ if σ ′ = σ [x 7→ T]
1 − θ if σ ′ = σ [x 7→ F]
0 otherwise
nx := eoT (σ
′ | σ ) ,
{
1 if σ ′ = σ [x 7→ neo(σ )]
0 otherwise
nobserve(e)oT (σ
′ | σ ) ,
{
1 if σ ′ = σ and neo(σ ) = T
0 otherwise
ns1; s2oT (σ
′ | σ ) ,∑
τ ∈Σns1oT (τ | σ ) × ns2oT (σ
′ | τ ) × ns2oA(τ )∑
τ ∈Σns1oT (τ | σ ) × ns2oA(τ )
nif e {s1} else {s2}oT (σ
′ | σ ) ,{
ns1oT (σ
′ | σ ) if neo(σ ) = T
ns2oT (σ
′ | σ ) if neo(σ ) = F
(a) Transition semantics of dippl. nsoT (σ
′ | σ ) gives the conditional probability upon executing s of transitioning to state σ ′ given that the start state is σ
and no observe statements in s are violated. If every execution path violates an observation, nsoT (σ
′ | σ ) = ⊥.
nskip(e)oA(σ ) ,1
nx ∼ flip(θ)oA(σ ) ,1
nx := eoA(σ ) ,1
nobserve(e)oA(σ ) ,
{
1 if neo(σ ) = T
0 otherwise
ns1; s2oA(σ ) , ns1oA(σ ) ×
∑
τ ∈Σ
(ns1oT (τ | σ ) × ns2oA(τ ))
nif e {s1} else {s2}oA(σ ) ,
{
ns1oA(σ ) if neo(σ ) = T
ns2oA(σ ) otherwise
(b) Accepting semantics of dippl. nsoA(σ ) gives the probability that no observations are violated by executing s beginning in state σ .
Figure 7. Semantics of dippl.
A Semantics of dippl
e goal of the semantics of any probabilistic programming language is to define the distribution over which one wishes to perform
inference. In this section, we introduce a denotational semantics that directly produces this distribution of interest, and it is defined over
program states. A state σ is a finite map from variables to Boolean values, and Σ is the set of all possible states. We will be interested in
probability distributions on Σ, defined formally as follows:
Definition A.1 (Discrete probability distribution). Let Ω be a set called the sample space. en, a discrete probability distribution on Ω is a
function Pr : 2ω → [0, 1] such that (1) Pr(Ω) = 1; (2) for any ω ∈ Ω, Pr(ω) ≥ 0; (3) for any countable set of disjoint elements {Ai } where
Ai ⊆ 2
Ω, we have that Pr(
⋃
i {Ai }) =
∑
i Pr(Ai ).
We denote the set of all possible discrete probability distributions with Σ as the sample space as Dist Σ. We add a special element to
Dist Σ, denoted ⊥, which is the function that assigns a probability of zero to all states (this will be necessary to represent situations where
an observed expression is false).
We define a denotational semantics for dippl, which we call its transition semantics and denote n·oT . ese semantics are summarized
in Figure 7a. e transition semantics will be the primary semantic object of interest for dippl, and will directly produce the distribution
over which we wish to perform inference. For some statement s, the transition semantics is wrien nsoT (σ
′ | σ ), and it computes the
conditional probability upon executing s of transitioning to state σ ′ given that the start state is σ and no observe statements are violated.
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e transition semantics have the following type signature:
nsoT : Σ → Dist Σ
e transition semantics of dippl is shown in Figure 7a. e semantics of skip, assignment, and conditionals are straightforward. e
semantics of sampling from a Bernoulli distribution is analogous to that for assignment, except that there are two possible output states
depending on the value that was sampled. An observe statement has no effect if the associated expression is true in σ ; otherwise the
semantics has the effect of mapping σ to the special ⊥ distribution.
The Role of Observe in Sequencing e transition semantics of dippl require that each statement be interpreted as a conditional proba-
bility. Ideally, we would like this conditional probability to be sufficient to describe the semantics of compositions. Perhaps surprisingly, the
conditional probability distribution of transitioning from one state to another alone is insufficient for capturing the behavior of compositions
in the presence of observations. We will illustrate this principle with an example. Consider the following two dippl statements:
bar1 =
{
if(x) { y ∼ flip(1/4) }
else { y ∼ flip(1/2) }
}
,
bar2 =

y ∼ flip(1/2);
observe(x ∨ y);
if(y) { y ∼ flip(1/2) }
else { y := F }

.
Both statements represent exactly the same conditional probability distribution from input to output states:
nbar1oT (σ
′ | σ ) = nbar2oT (σ
′ | σ )
=

1/2 if x[σ ] = x[σ ′] = F,
1/4 if x[σ ] = x[σ ′] = T and y[σ ′] = T,
3/4 if x[σ ] = x[σ ′] = T and y[σ ′] = F,
0 otherwise.
is is easy to see for bar1, which encodes these probabilities directly. For bar2, intuitively, when y = T in the output, both flip statements
must return T, which happens with probability 1/4. When x = F in the input, bar2 uses an observe statement to disallow executions where
the first flip returned F. Given this observation, the then branch is always taken, so output y = T has probability 1/2.
Because the purpose of probabilistic programming is oen to represent a conditional probability distribution, one is easily fooled into
believing that these programs are equivalent. is is not the case: bar1 and bar2 behave differently when sequenced with other statements.
For example, consider the sequences (foo; bar1) and (foo; bar2) where
foo =
{
x ∼ flip(1/3)
}
.
Let σ ′ex be an output state where x = F,y = T, and let σex be an arbitrary state. e first sequence’s transition semantics behave naturally
for this output state:
nfoo; bar1oT (σ
′
ex | σex ) = 2/3 · 1/2 = 1/3 (4)
However, (foo; bar2) represents a different distribution: the observe statement in bar2 will disallow half of the execution paths where
foo set x = T. Aer the observe statement is executed in bar2, Pr(x = T) =
1
2 : the observation has increased the probability of x being
true in foo, which was 1/3. us, it is clear foo and bar2 cannot be reasoned about solely as conditional probability distributions: observe
statements in bar2 affect the conditional probability of foo. us, the semantics of sequencing requires information beyond solely the
conditional probability of each of the sub-statements, as we discuss next.
Sequencing Semantics e most interesting case in the semantics is sequencing. We compute the transition semantics of sequencing
ns1; s2oT (σ
′ | σ ) using the rules of probability. To do this we require the ability to compute the probability that a particular statement will
not violate an observation when beginning in state σ . us we introduce a helper relation that we call the accepting semantics (denoted
nsoA), which provides the probability that a given statement will be accepted (i.e., that no observes will fail) when executed from a given
initial state:
nsoA : Σ → [0, 1]
e accepting semantics is defined in Figure 7b. e first three rules in the figure are trivial. An observe statement accepts with
probability 1 if the associated expression is true in the given state, and otherwise with probability 0. A sequence of two statements accepts
if both statements accept, so the rule simply calculates that probability by summing over all possible intermediate states. Last, the accepting
probability of an if statement in state σ is simply the accepting probability of whichever branch will be taken from that state.
Now we can use the accepting semantics to give the transition semantics for sequencing. First, we can compute the probability of both
transitioning from some initial state σ to some final state σ ′ and the fact that no observations are violated in s1 or s2:
α =
∑
τ ∈Σ
ns1oT (τ | σ ) × ns2oT (σ
′ | τ ) × ns1oA(σ ) × ns2oA(τ ).
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skip (γ (V ),δ (V ))
freshf
x ∼ flip(θ) (
(x ′ ⇔ f ) ∧ γ (V \ {x}), δ (V )[f 7→ θ,¬f 7→ 1 − θ]
)
x := e ((x ′ ⇔ e) ∧ γ (V \ {x}), δ (V ))
s1  (φ1,w1) s2  (φ2,w2)
φ′2 = φ2[xi 7→ x
′
i ,x
′
i 7→ x
′′
i ]
s1; s2  ((∃x
′
i .φ1 ∧ φ
′
2)[x
′′
i 7→ x
′
i ],w1 ⊎w2)
observe(e)  (e ∧ γ (V ),δ (V ))
s1  (φ1,w1) s2  (φ2,w2)
if e {s1} else {s2}  ((e ∧ φ1) ∨ (¬e ∧ φ2),w1 ⊎w2)
Figure 8. Symbolic compilation rules.
In order to obtain the distribution of transitioning between states σ and σ ′ given that no observations are violated, we must re-normalize
this distribution by the probability that no observations are violated:
β = ns1oA(σ ) ×
∑
τ ∈Σ
ns1oT (τ | σ ) × ns2o(τ ).
us, our conditional probability is ns1; s2oT (σ
′ | σ ) = α
β
. For completeness, we define the 0/0 case to be equal to 0.
B Symbolic Compilation
In this section we formally define our symbolic compilation of a dippl program to a weighted Boolean formula, denoted s  (φ,w).
Intuitively, the formula φ produced by the compilation represents the program s as a relation between initial states and final states, where
initial states are represented by unprimed Boolean variables {xi } and final states are represented by primed Boolean variables {x
′
i }. is
is similar to a standard encoding for model checking Boolean program, except we include auxiliary variables in the encoding which are
neither initial nor final state variables [3]. ese compiled weighted Boolean formula will have a probabilistic semantics which allow them
to be interpreted as either an accepting or transition probability for the original statement.
Our goal is to ultimately give a correspondence between the compiled weighted Boolean formula and the original denotational semantics
of the statement. First we define the translation of a state σ to a logical formula:
Definition B.1 (Boolean state). Let σ = {(x1,b1), . . . , (xn ,bn)}. We define the Boolean state F(σ ) as l1 ∧ . . . ∧ ln where for each i , li is
xi if σ (xi ) = T and ¬xi if σ (xi ) = F. For convenience, we also define a version that relabels state variables to their primed versions,
F
′(σ ) , F(σ )[xi 7→ x
′
i ].
Now, we formally describe how every compiled weighted Boolean formula can be interpreted as a conditional probability by computing
the appropriate weighted model count:
Definition B.2 (Transition and accepting semantics). Let (φ,w) be a weighted Boolean formula, and let σ and σ ′ be states. en, the
transition semantics of (φ,w) is defined:
n(φ,w)oT (σ
′ | σ ) ,
WMC(φ ∧ F(σ ) ∧ F′(σ ′),w)
WMC(φ ∧ F(σ ),w)
(5)
In addition the accepting semantics of (φ,w) is defined:
n(φ,w)oA(σ ) , WMC(φ ∧ F(σ ),w).
Moreover, the transition semantics of Definition 4.4 allow for more general queries to be phrased as WMC tasks as well. For example,
the probability of some event α being true in the output state σ ′ can be computed by replacing F′(σ ′) in Equation 2 by a Boolean formula
for α .
Finally, we state our correctness theorem, which describes the relation between the accepting and transition semantics of the compiled
WBF to the denotational semantics of dippl:
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eorem B.3 (Correctness of Compilation Procedure). Let s be a dippl program, V be the set of all variables in s, and s (φ,w). en for
all states σ and σ ′ over the variables inV , we have:
nsoT (σ
′ | σ ) = n(φ,w)oT (σ
′ | σ ) (6)
and
nsoA(σ ) = n(φ,w)oA(σ ). (7)
Proof. A complete proof can be found in Appendix D. 
eorem 4.5 allows us to perform inference via weighted model counting on the compiled WBF for a dippl program. Next we give a
description of the symbolic compilation rules that satisfy this theorem.
C Symbolic Compilation Rules
In this section we describe the symbolic compilationwhich satisfyeorem 4.5 for each dippl statement. e rules for symbolic compilation
are defined in Figure 8. ey rely on several conventions. We denote by V the set of all variables in the entire program being compiled. If
V = {x1, . . . ,xn } then we use γ (V ) to denote the formula (x1 ⇔ x
′
1) ∧ . . .∧ (xn ⇔ x
′
n ), and we use δ (V ) to denote the weight function that
maps each literal over {x1, x
′
1, . . . ,xn , x
′
n } to 1.
eWBF for skip requires that the input and output states are equal and provides aweight of 1 to each literal. eWBF for an assignment
x := e requires that x ′ be logically equivalent to e and all other variables’ values are unchanged. Note that e is already a Boolean formula by
the syntax of dippl so expressions simply compile to themselves. eWBF for drawing a sample from a Bernoulli distribution, x ∼ flip(θ),
is similar to that for an assignment, except that we introduce a (globally) fresh variable f to represent the sample and weight its true and
false literals respectively with the probability of drawing the corresponding value.
eWBE for an observe statement requires the corresponding expression to be true and that the state remains unchanged. eWBE for
an if statement compiles the two branches to formulas and then uses the standard logical semantics of conditionals. e weight function
w1 ⊎w2 is a shadowing union of the two functions, favoring w2 . However, by construction whenever two weight functions created by the
rules have the same literal in their domain, the corresponding weights are equal. Finally, the WBE for a sequence composes the WBEs for
the two sub-statements via a combination of variable renaming and existential quantification.
In the following section, we delineate the advantages of utilizingWMC for inference, and describe howWMC exploits program structure
in order to perform inference efficiently.
D Proof of eorem 4.5
D.1 Properties of WMC
We begin with some important lemmas about weighted model counting:
LemmaD.1 (Independent Conjunction). Let α and β be Boolean sentences which share no variables. en, for any weight functionw , WMC(α ∧
β ,w) = WMC(α ,w) × WMC(β ,w).
Proof. e proof relies on the fact that, if two sentences α and β share no variables, then any model ω of α ∧ β can be split into two
components, ωα and ωβ , such that ω = ωα ∧ ωβ , ωα ⇒ α , and ωβ ⇒ β , and ωα and ωβ share no variables. en:
WMC(α ∧ β ,w) =
∑
ω ∈Mod(α∧β )
∏
l ∈ω
w(l)
=
∑
ωα ∈Mod(α )
∑
ωβ ∈Mod(β )
∏
a∈ωα
w(a) ×
∏
b ∈ωβ
w(b)
=

∑
ωα ∈Mod(α )
∏
a∈ωα
w(a)
 ×

∑
ωβ ∈Mod(β )
∏
b ∈ωβ
w(b)

=WMC(α ,w) × WMC(β ,w).

Lemma D.2. Let α be a Boolean sentence and x be a conjunction of literals. For any weight functionw , WMC(α ,w) = WMC(α | x,w) × WMC(x,w).
4
Proof. Follows from Lemma D.1 and the fact that α | x and x share no variables by definition:
WMC(α | x) × WMC(x,w) =WMC((α | x) ∧ x,w) By Lemma D.1
=WMC(α ,w).

4e notation “α | x ” means condition α on x .
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Lemma D.3. Let α be a sentence, x be a conjunction of literals, and w be some weight function. If for all l ∈ x we have that w(l) = 1, then
WMC(α | x,w) = WMC(α ∧ x,w).
Proof.
WMC(α ∧ x) =WMC((α ∧ x) | x,w) × WMC(x,w)︸     ︷︷     ︸
=1
=WMC(α | x,w).

Lemma D.4 (Mutually Exclusive Disjunction). Let α and β be Boolean be mutually exclusive Boolean sentences (i.e., α ⇔ ¬β). en, for any
weight functionw , WMC(α ∨ β ,w) = WMC(α ,w) + WMC(β ,w).
Proof. e proof relies on the fact that, if two sentences α and β are mutually exclusive, then any modelω of α ∨β either entails α or entails
β . We denote the set of models which entail α as Ωα , and the set of models which entail β as Ωβ . en,
WMC(α ∨ β ,w) =
∑
ωα ∈Ωα
∑
ωβ ∈Ωβ
∏
l ∈ωα
w(l)
∏
l ∈ωβ
w(l)
=WMC(α ,w) + WMC(β ,w).

e following notion of functional dependency will be necessary for reasoning about the compilation of the composition:
Definition D.5 (Functionally dependent WBF). Let (α ,w) be a WBF, and let X and Y be two variable sets which partition the variables in
α . en we say that X is functionally dependent on Y for α if for any total assignment to variables in Y, labeled y, there is at most one total
assignment to variables in X, labeled x , such that x ∧ y |= α .
LemmaD.6 (Functionally Dependent Existentialantification). Let (α ,w) be aWBF with variable partitionX andY such thatX is function-
ally dependent on Y for α . Furthermore, assume that for any conjunction of literals x formed from X, WMC(x) = 1. en, WMC(α) = WMC(∃{xi ∈
X}.α).
Proof. e proof follows from Lemma D.3 and Lemma D.4. First, let X = x be a single variable, and assume all weighted model counts are
performed with the weight functionw . en,
WMC(∃x .α) =WMC((α | x) ∨ (α | ¬x))
=WMC(α | x) + WMC(α | ¬x) By mutual exclusion
=
1
WMC(x)︸  ︷︷  ︸
=1
WMC(α ∧ x) +
1
WMC(¬x)︸    ︷︷    ︸
=1
WMC(α ∧ ¬x)
=WMC(α ∧ x) + WMC(α ∧ ¬x)
=WMC((α ∧ x) ∨ (α ∧ ¬x))
=WMC(α) By mutual exclusion
is technique easily generalizes to when X is a set of variables instead of a single variable. 
D.2 Main Proof
Let σ and σ ′ be an input and output state, letV be the set of variables in the entire program. e proof will proceed by induction on terms.
We prove the following inductive base cases for terms which are not defined inductively.
D.2.1 Base Cases
Skip First, we show that the accepting semantics correspond. For any σ , we have that nskipoA(σ ) = WMC(γ (V ) ∧ F(σ )) = 1, since there is
only a single satisfying assignment, which has weight 1. Now, we show that the transition semantics correspond:
• Assume σ ′ = σ . en,
nsoT (σ
′ | σ ) =
WMC(γ (V ) ∧ F(σ ) ∧ F′(σ ′),δ (V ))
WMC(γ (V ) ∧ F(σ ))
= 1
since we have a single model in both numerator and denominator, both having weight 1.
• Assume σ , σ ′. en:
nsoT (σ
′ | σ ) =
WMC(γ (V ) ∧ F(σ ) ∧ F′(σ ′),δ (V ))
WMC(γ (V ) ∧ F(σ ))
= 0
since the numerator counts models of an unsatisfiable sentence.
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Sample Let φ andw be defined as in the symbolic compilation rules. First we show that the accepting semantics correspond.
nx ∼ flip(θ)oA(σ ) =WMC((x
′ ⇔ f ) ∧ γ (V \ {x}) ∧ F(σ ),w)
= WMC(x ′ ⇔ f | γ (V \ {x}) ∧ F(σ ),w)︸                                         ︷︷                                         ︸
=θ+(1−θ )=1
× WMC(γ (V \ {x}) ∧ F(σ ),w)︸                            ︷︷                            ︸
=1, by def. of δ
By Lemma D.3
=1
Now we show that the transition semantics correspond:
nx ∼ flip(θ)oT (σ
′ | σ ) =WMC(φ ∧ F(σ ) ∧ F′(σ ′),w) ×
1
WMC(φ ∧ F(σ ))︸            ︷︷            ︸
=1
=WMC(φ | F(σ ) ∧ F′(σ ′)︸               ︷︷               ︸
α
,w) × WMC(F(σ ) ∧ F′(σ ′)︸                 ︷︷                 ︸
=1
,w)
We can observe the following about α :
• If σ = σ ′[x 7→ T], then WMC(φ ∧ F(σ ) ∧ F′(σ ′),w) = θ .
• If σ = σ ′[x 7→ F], then WMC(φ ∧ F(σ ) ∧ F′(σ ′),w) = 1 − θ .
• If σ , σ ′[x 7→ F] and σ , σ ′[x 7→ T] , α = F, so the weighted model count is 0.
Assignment First we show that the accepting semantics correspond:
nx := eoA(σ ) =WMC((x
′ ⇔ neoS) ∧ γ (V \ {x}) ∧ F(σ ),w)
=1,
since there is exactly a single model and its weight is 1. Now, we show that the transition semantics correspond:
nx := eoT (σ
′ | σ ) =WMC((x ′ ⇔ neoS) ∧ γ (V \ {x}) ∧ F(σ ) ∧ F(σ
′)︸                                                  ︷︷                                                  ︸
α
,w) ×
1
WMC((x ′ ⇔ neoS) ∧ γ (V \ {x}) ∧ F(σ ))︸                                               ︷︷                                               ︸
=1
• Assume σ = σ ′[x 7→ neo(σ )]. en, α has a single model, and the weight of that model is 1, so WMC(α ,w) = 1.
• Assume σ , σ ′[x 7→ neo(σ )]. en, α is unsatisfiable, so WMC(α ,w) = 0.
Observe First we prove the transition semantics correspond:
nobserve(e)oA(σ ) =WMC(neoS ∧ γ (V ) ∧ F(σ ),w)
=
{
1 if F(σ ) |= nsoS
0 otherwise
Now, we can prove that the transition semantics correspond:
nobserve(e)oT (σ
′ | σ ) =WMC(neoS ∧ γ (V ) ∧ F(σ ) ∧ F
′(σ ′)︸                                ︷︷                                ︸
α
,w) ×
1
WMC(neoS ∧ γ (V ) ∧ F(σ )︸                   ︷︷                   ︸
β
,w)
We treat a fraction 00 as 0. en, we can apply case analysis:
• Assume σ = σ ′ and neo(σ ) = T. en, both α and β have a single model with weight 1, so nobserve(e)oT (σ
′ | σ ) = 1.
• Assume σ , σ ′ or neo(σ ) , T. en, either F(σ ) ∧ neoS |= F or γ (V ) ∧ F(σ ) ∧ F
′(σ ′) |= F; in either case, nobserve(e)oT (σ
′ | σ ) = 0.
D.2.2 Inductive Step
Now, we utilize the inductive hypothesis to prove the theorem for the inductively-defined terms. Formally, let s be a dippl term, let {si }
be sub-terms of s. en, our inductive hypothesis states that for each sub-term si of s, where si  (φ,w), we have that for any two states
σ ,σ ′, nsioT (σ
′ | σ ) = n(φ,w)oT (σ
′) | σ ) and nsioA(σ ) = n(φ,w)oA(F(σ )). en, we must show that the theorem holds for s using this
hypothesis.
Remark 1. For the inductively defined compilation semantics, the weight functionw = w1 ⊎w2 is a unique and well-defined weight function,
since the only source of weighted variables is from a flip term, which only assigns a weight to fresh variables; thus, there can never be a
disagreement between the two weight functionsw1 andw2 about the weight of a particular variable.
14
Composition Let φ,w,φ1,φ2,φ
′
2,w1, and w2 be defined as in the symbolic compilation rules. By the inductive hypothesis, we have that
the theorem holds for (φ1,w1) and (φ2,w2). We observe that the weighted model counts of φ2 are invariant under relabelings. I.e., for any
states σ ,σ ′,σ ′′:
WMC(φ2 ∧ F(σ )) =WMC(φ
′
2 ∧ F
′(σ ))
WMC(φ2 ∧ F(σ ) ∧ F(σ
′)) =WMC(φ′2 ∧ F
′(σ ) ∧ F′′(σ ′))
where F′′(·) generates double-primed state variables. Now we show that the WBF compilation has the correct accepting semantics, where
each weighted model count implicitly utilizes the weight functionw :
ns1; s2oA(σ ) =ns1oA(σ ) ×
∑
τ ∈Σ
(ns1oT (τ | σ ) × ns2oA(τ ))
=Z ×
∑
τ
WMC(φ1 ∧ F(σ ) ∧ F
′(τ ),w)
Z
× WMC(φ′2 ∧ F
′(τ )) where Z = WMC(φ1 ∧ F(σ ))
=
∑
τ
WMC(φ1 ∧ F(σ ) ∧ F
′(τ )) × WMC(φ′2 ∧ F
′(τ ))
=
∑
τ
WMC(φ1 ∧ F(σ ) | F
′(τ )) × WMC(φ′2 | F
′(τ )) × [WMC(F′(τ ))]2︸          ︷︷          ︸
=1
(By Lemma D.2)
=
∑
τ
WMC
( [
φ1 ∧ F(σ ) | F
′(τ )
]
∧
[
φ′2 | F
′(τ )
] )
(By Lemma D.1)
=
∑
τ
WMC
( [
φ1 ∧ F(σ ) ∧ φ
′
2 | F
′(τ )
] )
=
∑
τ
WMC
(
φ1 ∧ F(σ ) ∧ φ
′
2 ∧ F
′(τ )
)
×
1
WMC(F′(τ ))︸       ︷︷       ︸
=1
(By Lemma D.2)
=
∑
τ
WMC(φ1 ∧ φ
′
2 ∧ F(σ ) ∧ F
′(τ ))
=WMC
(∨
τ
φ1 ∧ φ
′
2 ∧ F(σ ) ∧ F
′(τ )
)
(By Lemma D.4)
=WMC
(
φ1 ∧ φ
′
2 ∧ F(σ ) ∧
[∨
τ
F
′(τ )
])
=WMC
(
φ1 ∧ φ
′
2 ∧ F(σ )
)
=WMC
(
∃{x ′i }.φ1 ∧ φ
′
2 ∧ F(σ )
)
(By Lemma D.6)
=WMC((∃{x ′i }.φ
′
2 ∧ F(σ )[x
′′ 7→ x ′]).
Now, we can prove the transition semantics correspond for composition, where all model counts are implicitly utilizing the weight
functionw :
15
ns1; s2oT (σ
′ | σ ) =
∑
τ ∈Σns1oT (τ | σ ) × ns2oT (σ
′ | τ ) × ns2oA(τ )∑
τ ∈Σns1oT (τ | σ ) × ns2oA(τ )
=
∑
τ ∈Σns1oT (τ | σ ) × ns2oT (σ
′ | τ ) × ns2oA(τ )
1
ns1oA(σ )
× ns1oA(σ ) ×
∑
τ ∈Σ
ns1oT (τ | σ ) × ns2oA(τ )︸                                                ︷︷                                                ︸
=ns1 ;s2oA(σ )
=
∑
τ ∈Σ
WMC(φ1∧F(σ )∧F
′(τ ))
WMC(φ1∧F(σ ))
× WMC(φ′2 ∧ F
′′(σ ′) ∧ F′(τ ))
1
WMC(φ1∧F(σ ))
WMC(φ ∧ F(σ ))
(By inductive hyp.)
=
1
WMC(φ ∧ F(σ ))
×
∑
τ ∈Σ
WMC(φ1 ∧ F(σ ) ∧ F
′(τ )) × WMC(φ′2 ∧ F
′′(σ ′) ∧ F′(τ ))
=
1
WMC(φ ∧ F(σ ))
×
∑
τ ∈Σ
WMC(φ1 ∧ F(σ ) | F
′(τ )) × WMC(φ′2 ∧ F
′′(σ ′) | F′(τ )) × [WMC(F′(τ ))]2︸          ︷︷          ︸
=1
(By Lemma D.3)
=
1
WMC(φ ∧ F(σ ))
×
∑
τ
WMC
(
φ1 ∧ φ
′
2 ∧ F(σ ) ∧ F
′′(σ ′) | F′(τ )
)
(By Lemma D.2)
=
1
WMC(φ ∧ F(σ ))
×
∑
τ
WMC
(
φ1 ∧ φ
′
2 ∧ F(σ ) ∧ F
′′(σ ′) ∧ F′(τ )
)
×
1
WMC(F′(τ ))
(By Lemma D.3)
=
1
WMC(φ ∧ F(σ ))
× WMC
(∨
τ
φ1 ∧ φ
′
2 ∧ F(σ ) ∧ F
′′(σ ′) ∧ F′(τ )
)
(By Lemma D.4)
=
1
WMC(φ ∧ F(σ ))
× WMC
(
φ1 ∧ φ
′
2 ∧ F(σ ) ∧ F
′′(σ ′) ∧
[∨
τ
F
′(τ )
])
=
1
WMC(φ ∧ F(σ ))
× WMC
(
φ1 ∧ φ
′
2 ∧ F(σ ) ∧ F
′′(σ ′)
)
=
WMC
(
∃{x ′i }.φ1 ∧ φ
′
2 ∧ F(σ ) ∧ F
′′(σ ′)
)
WMC(∃{x ′i }.φ1 ∧ φ
′
2 ∧ F(σ ))
(By Lemma D.6)
if-statements Let φ1,φ2,w,φ be defined as in the compilation rules. First, we prove that the accepting semantics correspond:
nif(e) {s1} else {s2}oA(σ ) =
{
ns1oA(σ ) if neo(σ ) = T
ns2oA(σ ) if neo(σ ) = F
=
{
WMC(φ1 ∧ F(σ )) if neoS ∧ F(σ ) |= T
WMC(φ2 ∧ F(σ )) otherwise
By Inductive Hyp.
=WMC((neoS ∧ φ1 ∧ F(σ )) ∨ (¬neoS ∧ φ2 ∧ F(σ ))) (†)
=WMC
( [
(neoS ∧ φ1) ∨ (¬neoS ∧ φ2)
]
∧ F(σ )
)
Where (†) follows from Lemma D.4 and the mutual exclusivity of neoS and ¬neoS . Now we can prove the transition semantics correspond:
nif(e) {s1} else {s2}oT (σ
′ | σ ) =
{
ns1oT (σ
′ | σ ) if neo(σ ) = T
ns2oT (σ
′ | σ ) if neo(σ ) = F
=

WMC(φ1∧F(σ )∧F
′(σ ′))
WMC(φ1∧F(σ ))
if neoS ∧ F(σ ) |= T
WMC(φ2∧F(σ )∧F
′(σ ′))
WMC(φ2∧F(σ ))
otherwise
By Inductive Hyp.
=
WMC
( [
neoS ∧ φ1 ∧ F(σ ) ∧ F
′(σ ′)
]
∨
[
¬neoS ∧ φ2 ∧ F(σ ) ∧ F
′(σ ′)
] )
WMC
( [
(neoS ∧ φ1) ∨ (¬neoS ∧ φ2)
]
∧ F(σ )
)
=
WMC
( [
(neoS ∧ φ1) ∨ (¬neoS ∧ φ2)
]
∧ F(σ ) ∧ F′(σ ′)
)
WMC
( [
(neoS ∧ φ1) ∨ (¬neoS ∧ φ2)
]
∧ F(σ )
)
is concludes the proof.
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