Digital image correlation analysis of alkali silica reaction in concrete with recycled glass aggregate by Zhang, Kai
i 
 
DIGITAL IMAGE CORRELATION ANALYSIS OF ALKALI SILICA REACTION IN 
CONCRETE WITH RECYCLED GLASS AGGREGATE 
 BY  
 
KAI ZHANG 
THESIS 
 
Submitted in partial fulfillment of the requirements 
for the degree of Master of Science in Civil Engineering 
in the Graduate College of the 
University of Illinois at Urbana-Champaign, 2014 
Urbana, Illinois 
Adviser: 
 
           Professor David A. Lange 
  
ii 
 
ABSTRACT 
Digital image correlation (DIC) is an effective tool for measuring the in-plane displacement 
and full-field strain of the surface of an object. DIC can be implemented as a low-cost non-
destructive technique using a time series of images of the object of interest. The advantages of DIC 
inspires the application in studies of concrete alkali silica reaction (ASR). 
In this study, a MATLAB DIC code is employed as a strain measurement method to 
enhance the ASTM C1260 Standard Test Method for Potential Alkali Reactivity of Aggregates 
(Mortar-Bar Method). Recycled glass is used as the aggregate source in four mortar mixtures used 
in this study. For each batch, during the 14 days accelerated ASR test, digital images of the surface 
of the mortar bars are captured every 30 minutes. The images are then processed to measure the 
in-plane strain field, and the results are compared to physical measurement of length change. 
 This thesis examines the effectiveness of the MATLAB DIC code and the possibility of 
using the code in studies of ASR based on digital images of the mortar bar surface. This includes 
a throughout review of the basic algorithm of the MATLAB DIC code. A series of algorithm-
induced errors are analyzed. Then, in order to improve accuracy of the strain measurement in the 
ASR study, the subset size, which is a most critical parameter in terms of accuracy, is optimized 
through correlating the strain results from the MATLAB code and dial gauge. The optimum subset 
size is used for the in-plain strain and strain field analysis.  
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CHAPTER 1 
INTRODUCTION 
In recent years, full-field displacement and strain measurements have become major 
focuses in the development of experimental techniques in solid mechanics [1]. There has been 
several methods proposed in full-field displacement and strain measurement, such as speckle 
interferometry, holographic interferometry, geometric moire, speckle photography and image 
correlation [2]. All these techniques have been widely applied in experimental mechanics. 
However, it is not easy to determine the optimum one for a particular study since the measurement 
accuracy, the efficiency and cost of these techniques have to be balanced. Among these techniques, 
digital image correlation (DIC), which basically works by tracking blocks of pixels at different 
stages of deformation to measure full-field strain, has been proved to be suitable for solid 
mechanics study, in particular for the fracture mechanics, as it has a relatively low cost and 
maintains a high accuracy [3]. In addition, it is very accessible and simple to be conducted.  
DIC is a non-contact optical technique that can be employed for measuring full-field 
displacement and strain in samples that are too small, big, compliant, soft or hot. It has been 
extensively used both inside and outside the laboratory [3]. Briefly, it uses a mathematical 
correlation model to track changes in digital images of the reference and deformed configurations. 
The full-field strain is then computed based on the parameters in the subset shape functions [1]. In 
this project, a free MATLAB DIC code that is available at MATLAB file exchange is employed 
for characterization of the alkali-silica reaction (ASR) in mortar bars containing recycled glass that 
are submerged in sodium hydroxide solution at 80oC. The strain localization in concrete that is 
subjected to ASR is interested. The MATLAB DIC code utilizes the normalized cross-correlation 
as the core function for recognizing the features of the reference image in deformed images. By 
calculating the correlation coefficients, the normalized cross-correlation function is capable of 
accurately identifying the locations and shapes of the features in the deformed images [1]. 
Damage due to alkali-silica reaction (ASR) is recognized as a major concrete durability 
problems that has led to failure of various types of concrete infrastructures such as concrete dams, 
bridges and pavements [4][5]. It is defined as the reaction between hydroxyl in alkaline concrete 
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pore solution and reactive silica in aggregate (e.g.: chert, quartzitem opal) [6] The ASR mechanism 
has been extensively investigated all over the world since it was first identified by Thomas E. 
Stanton at 1940s [7]. In short, alkali attacks the reactive silica surface leads to disruption of silicate 
network. Meanwhile. Na+ or K+ diffuse towards the reaction site to balance the charge and form 
a gel-like product [8]. The main reaction product is ASR gel, which produces undesirable 
expansive pressure in presence of sufficient moisture. The formation of ASR gel is responsible for 
the cracking of the concrete structure [5]. ASR in concrete causes characteristic “map cracking” 
or “alligator cracking”.  
As a standard technique that determines reactivity of aggregate by measuring the expansion, 
ASTM c1260, the accelerated ASR mortar bar test is a most extensively used test method. For this 
method, mortar bars were completely immersed into severe alkaline sodium hydroxide solution 
and strain is measured with a conventional dial gauge every day in 14 days test time frame [9]. In 
order to experimentally investigate the strain localization in concrete that is subjected to ASR, as 
a modification to the conventional test method, the DIC technique is added as a supplement to the 
strain measurement method with a dial gauge. Digital images are taken on the mortar bar surface 
every 30 minutes during the 14 days test time frame. The images are analyzed with the MATLAB 
code. In this thesis, the 1D strain measurements and strain fields of the mortar bars will be 
presented. Furthermore, unlike the commercial DIC software that has been tested in various 
materials studies, the MATLAB DIC code used in this study is a new development and has not 
been widely utilized for materials testing applications. A preliminary test was conducted by letting 
the code correlate images processed by progressive rigid body translation. In addition, the effects 
on accuracy by subset size is investigated and presented here.  
3 
 
CHAPTER 2 
LITERATURE STUDY 
2.1 Alkali-Silica Reaction 
2.1.1 History of Alkali-Silica Reaction 
Alkali-silica reaction (ASR) is a reaction between active silica in aggregate and alkalis 
produced from cement hydration [10]. The nature of ASR was first introduced in 1940 by Thomas 
Elwood Stanton Jr. (see Figure 1) of California State Division of Highways in response to the 
failure due to expansion of a section of concrete pavement, constructed in 1938, located north of 
the town Bradley in the Salinas Valley, CA. In his definitive study, alkalis was identified to be 
involved as a reactant and unexpected expansion could be resulted if cement alkali content exceed 
a certain limit (0.50% Na2Oe). He also reported that only certain type of aggregate caused 
expansion. However, such types of aggregate did not always cause excessive expansion. He 
believed that some other conditions needed to be met to induce the reaction to cause concrete 
expansion [7].  
 
Figure 1.Thomas E. Stanton 
Subsequent to Staton’s discovery in 1940, ASR damage of concrete has been documented 
all over the world and has attracted much research in the USA, Canada, UK, Denmark and 
Australia [10]. In the US, Army Corps of Engineers and the Bureau of Public Roads led the 
research of understanding the reaction mechanism, influencing factors and mitigating strategies 
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[11]. In the following years, ASR was identified as a major concrete deterioration mechanism 
caused numbers of unexpected expansion and cracking. Today, ASR is well understood and a 
knowledge database about ASR has been well established, including the characteristics, necessary 
conditions for the reaction, experimental methods for measuring ASR effect and method for 
reducing the effects of ASR on concrete [10]. Recently, there are a number of standards and tests 
being used for measuring susceptibility of aggregate to ASR, ensuring the durability and safety of 
concrete construction. 
2.1.2 Alkali-Silica Reaction Mechanisms in Concrete 
As described in 2.1.1, ASR is a reaction between active silica in aggregate and alkalis in 
concrete pore solution. In brief, the main reaction product, alkali-silicate gel incorporate water 
molecule, resulting into internal stress causes unexpected expansion and cracking. So, the 
necessary conditions for ASR are obvious: 
 Sufficient high content of alkali; 
The concrete alkali content is agreed to be the factor directly influencing the 
reaction. It reflects the alkali hydroxide concentration in concrete pore solution and affects 
the rate and extent of the reaction. The effect of the concrete alkali content on concrete 
expansion was investigated by Folliard (see Figure 2). Concrete prisms were prepared 
with reactive siliceous limestone and cements that contains varying alkali content from 
0.67 to 1.40% Na2Oe equivalent [10]. The result evidently illustrated that the expansion is 
influenced by the concrete alkali content. Besides, chemical admixture and supplementary 
cementing materials such as fly ash, silica fume and natural pozzolans can be the sources 
of alkalis [10][11][12][13]. 
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Figure 2.Concrete alkali content VS. Expansion [10] 
 Reactive silica source from the aggregate; 
Only certain types of aggregate have been reported to be alkali reactive though SiO2 is 
the major constituent of many rocks [7]. These aggregates can have different alkali reactivity 
[11]. For example, opal is reported to be more reactive than glass. ACI Committee 221 
summarized the deleteriously reactive rocks and minerals as Table 1. 
Table 1.List of alkali reactive rocks and minerals [11] 
Substance Chemical 
Composition 
Physical Character 
Opal SiO2.nH2O Amorphous 
Chalcedony SiO2 Fibrous and 
microcrystalline  
Quartz SiO2 Microcrystalline or 
cryptocrystalline 
Cristobalite SiO2 Square crystal 
Tridymite SiO2 Porous crystalline 
Volcanic glasses SiO2, MgO and 
Fe3O4 
Acid or basic 
Chert SiO2 Microcrystalline or 
cryptocrystalline quartz 
Volcanic rocks SiO2, MgO and 
Fe3O4 
Glassy or partially glassy 
groundmass 
Argillites, meta-graywackes, 
phyllites, and slates 
SiO2, MgO, Al2O3 
and Fe2O3 
Finely divided quartz 
 Moisture. 
6 
 
In the reaction, moisture is required to form expansive lime-silica-alkali-water complex. 
ASR ceases when the concrete internal relative humidity becomes lower than 80%. Figure 3 
illustrates the relationship of concrete expansion due to ASR and concrete internal relative 
humidity. The expansion is negligible for all samples if the internal relative humidity falls below 
80%. 
 
Figure 3.Expansion due to ASR VS. concrete internal relative humidity [10] 
When, the above three requirements are fulfilled, the alkali silica reaction can be induced and 
the reaction can be simplified as: 
Na+ (or K+) + OH- → Na(or K)-Si-H gel                                    Eqn. 1 
In Portland cement, Na+ and K+ are present as sulfate, silicate and aluminate phases, for example, 
thenardite, arcanite and so on [13]. In cement hydration, the anions of these ions enters hydration 
products with low solubility, such as C-S-H and AFm phases, allowing equivalent amount of OH- ions 
form and diffuse into the concrete pore solution [12]. The concrete pore solution is dominated by Na+, 
K+ and OH- ions and a high alkaline environment is thus created. If the aggregate contains reactive 
silica, hydroxyl ions will attack the silica structure and Na+ and K+ will react with the product to form 
alkali silicate gel around or within the aggregate particles. Since the alkali silica gel with some CaCO3 
is highly hygroscopic, it will incorporate moisture from the cement paste to form a lime-silica-alkali-
water complex with variable chemical compositions. The formation of the product causes an increase 
of internal stress. When the internal stress becomes higher than the tensile strength of the cement paste 
around the aggregate, expansion and cracking will be resulted [10][12][13]. 
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2.1.2.1. Chemistry of Alkali-Silica Reaction 
Aggregates that have been identified to be alkali reactive have some common characteristics. 
The major constituent of them is silica. In general, the silica structure is formed by two types of group, 
siloxane groups (≡Si-O-Si≡) and silanol groups (Si–OH) (see Figure 4) [13]. Silanol groups are 
disordered silica covers on the surface of the siliceous mineral grain. In a high alkaline environment, at 
the beginning, OH- tends to neutralize silanol groups according to the following equation: 
≡Si-OH + OH- → Si-O-+ H2O                                                   Eqn.2 
Siloxane groups form the major structure of silica. Subsequent to the breakdown of silanol 
groups, OH- enters the inside siliceous mineral grain to cleave Si-O-Si bonds according to the following 
equation: 
≡Si-O-Si≡ + 2OH- → 2Si-O- + H2O                                             Eqn.3 
In this process, the cleavage of Si-O-Si bonds repeats such that the three-dimensional silica 
structure is fragmented into silicate anions. These negative-charged silicate anions are balanced by 
positive charged Na+ and K+ cations which are most readily available in concrete pore solutions. Alkali 
silicate gel is then formed by incorporating water molecules into the highly deformed silica framework 
[12][13]. The concentrations of Na+, K+ and OH- in the ambient solution drop progressively due to the 
uptake by the gel [13]. The alkali silicate gel usually accommodates Ca2+ into its structure to form a 
lime-silica-alkali-water complex (CaO-SiO2-Na2O or K2O-H2O) [10]. The chemical composition of the 
alkali silica gel varies depending on numbers of factors such as type of aggregate and cement 
composition. Based on a quantitative analysis by Chatterji, on a dry basis, CaO content and alkali oxide 
(Na2O and K2O) content could be up to 20% while silica content could be as high as 60%. This result 
agrees with the semi-quantitative analysis by Moranville-Regourd, CaO content was16.3%, Na2O was 
17.7%, K2O was 1.2% and SiO2 was up to 61.7% [13][14].  
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Figure 4.Silica Structure [10] 
2.2. Digital Image Correlation 
The goal of this thesis is to test the possibility of using MATLAB digital image correlation 
code for strain analysis in concrete that suffers from the alkali-silica reaction. In this section, the 
development of digital image correlation and general advantages are first introduced. The 
fundamental concepts and principles in deformation measurement of defined feature (subset) are 
then discussed. Finally, the heart algorithm of the code that MATLAB implements to correlate the 
features is investigated. 
Digital Image Correlation (DIC) is an optical method measuring the full-field surface 
displacement of an object by comparing the images before and after deformation. The 
displacement components are readily to be observed. DIC was firstly introduced in 1980s as a 
measure of displacement components in laser speckle metrology by W.F.Peters and W.H.Ranson 
of University of South Carolina [15]. Peters and Ranson utilized a cross-correlation algorithm to 
correlate a subset of pixels between the reference and deformed images. In the following years, 
digital image correlation technique has been highly developed in increasing the correlation speed, 
improving the correlation accuracy and so forth. Most of the efforts focused on the improvement 
of the correlation algorithms.  For example, the bilinear interpolation method, Newton-Raphson 
numerical solution method, coarse-fine search method and so on [16]. Some of the landmark 
studies of DIC are listed in Table 2. In recent years, DIC has been employed in various problems 
and it is found ideally suitable for fracture mechanics investigation, high temperature deformation 
analysis and so on. It has been widely used in experimental mechanics.  
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Table 2.Landmark studies of digital image correlation 
YEAR STUDY AUTHOR DESCRIPTION 
1983 Application of digital 
correlation methods to 
rigid body mechanics 
W.H.Peters 
W.F.Ranson 
M.A.Sutton 
T.C.Chu 
Used DIC with lease-
square methods 
effectively analyzed 2-D 
deformation of rigid 
body. 
1983 Determination of 
displacements using an 
improved digital 
correlation method 
M.A.Sutton 
W.J.Woltors 
W.H.Peters 
W.F.Ranson 
S.R.McNeill 
Improved the correlation 
algorithm using bilinear 
interpolation, and 
significantly reduced the 
computer execution time. 
  
1986 Application of an 
optimized digital 
correlation method to 
planar deformation  
analysis 
M.A.Sutton 
M.Chen 
W.H.Peters 
Y.J.Chao 
S.R.McNeill 
Optimized the algorithm 
using Newton-Raphson 
with differential 
correlations method.  
 
 
1989 Digital image 
correlation using 
Newton-Raphson 
method of partial 
differential correction 
H.A.Bruck 
S.R.Mcneill 
M.A.Sutton 
W.H.Peters 
Used improved Newton-
Raphson with partial 
correlation in DIC and the 
computer execution time 
is reduced while 
achieving the equivalent 
accuracy in previous 
coarse-fine correlation. 
 
1996 Measurement of surface 
profile using  
digital image 
correlation 
 
S.R.McNeill 
M.A.Sutton 
Z.Miao 
J.Ma 
Developed 3-D digital 
image correlation method 
in out-of-plane 
displacement 
measurements.  
 
1998 Improved digital image 
correlation 
G.Vendroux 
W.G.Knauss 
Parameters affected 
accuracy were analyzed. 
Least-squares methods 
with Hessian matrix was 
used to optimize the 
algorithm. 
 
1998 An experimental study 
of the deformation 
fields around  
a propagating crack tip 
Y.J.Chao 
P.F.Luo 
J.F.Kalthof 
First application of digital 
image correlation 
technique in fracture 
dynamics study. 
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There are many advantages of using DIC for displacement measurement including: 
 Non-contact measurement and non-destructive; 
 Full-field measurement; 
 Less susceptible to extreme experiment conditions, like high temperature, high pressure, 
aggressive substances etc.  
2.2.1. Basics of Digital Image Correlation 
Digital image correlation does not necessarily require a complex optical system. The 
experimental setup is relatively simple (see Figure 5). In DIC, images can be captured using a wide 
variety of sources including CCD camera, optical microscope, video, scanning electron 
microscope and so on. The camera is usually been connecting with a computer for storage of 
captured digital images during image acquisition. The light source is required to keep at a constant 
intensity and a slight change of the light intensity may result in a critical influence on the accuracy 
of the measurement. 
 
Figure 5.Typical setup of digital image correlation experiment 
Each digital image consists of a fixed number of pixels that are the smallest components 
that quantitatively represents the brightness at a specific location. Thus, digital images can be 
represented as a matrix in which entries comes from the brightness of pixels. For example, for a 
typical 8-bit grayscale image, every pixel has integer values range from 0 to 255. The pixel value 
of 0 is taken to be pure black while 255 as pure white. In Figure 6 demonstrates a sample digital 
image consists of 9 square pixels and the corresponding pixel values are interpreted. For a digital 
image, the numbers of columns and rows are constants. Thus, the size of its forming matrix can be 
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determined. For example, the digital image shown in Figure 6 is formed by 9 pixels, 3 pixels in 
each row and 3 pixels in each column, can be represented as the below matrix: 
[
0 255 0
255 100 200
0 255 100
] 
 
Figure 6.Sample digital image consists of pixels and the corresponding pixel values 
In digital image correlation, it is almost impossible to track every single pixel just based 
on its pixel value because there have to be a plenty of repeated pixel values in the image. Here, an 
area consists of multiple pixels, named as subset, is introduced in the correlation process. Each 
subset is considered has a unique brightness distribution. The displacement of the object is 
determined by searching the region in the deformed image that has an identical brightness 
distribution as the subset in reference image (see Figure 7). This process requires a complex 
function since the shape of reference subset is possibly subjected to significant change due to 
rotation, shear, tension, compression and so forth. 
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Figure 7.Matching of a 6×6 subset in reference image (Left) and deformed image (Right) 
Here, in order to track the displacement and deformation of each subset. The following 
mathematics model was developed. As shown in Figure 8, P(x0, y0) and P
’(x0
’, y0
’) are the center 
of a subset before and after the deformation. 
 
Figure 8. Subset before (Left) and after (Right) deformation 
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The displacement of P is represented as u0 in x direction and v0 in y direction. So, the 
following equation can be found: 
{
𝑥0
′ = 𝑥0 + 𝑢0
𝑦0
′ = 𝑦0 + 𝑣0
                                                         Eqn. 4 
We now assume Q(xQ, yQ) is a random selected point other than Q within the subset and 
the location of Q relative to P can be expressed as: 
{
𝑥𝑄 = 𝑥𝑄 + ∆𝑥
𝑦𝑄 = 𝑦𝑄 + ∆𝑦
                                                        Eqn. 5 
In the above expression, ∆x and ∆y are the distance from P to Q in horizontal and vertical 
direction. After deformation, Q(xQ, yQ) moved to Q
’(xQ
’, yQ
’). 
{
𝑥𝑄
′ = 𝑥𝑄 + 𝑢𝑄
𝑦𝑄
′ = 𝑦𝑄 + 𝑣𝑄
                                                         Eqn. 6 
Where, uQ and vQ are distance of Q
’(xQ
’, yQ
’) with respect to Q(xQ, yQ) in x and y direction. 
For rigid body translation, uQ and vQ are equal to u0 and v0 respectively. However, the 
corresponding subset in deformed image is not necessarily identical to the defined square subset 
in the reference image. Once the object is subjected to deformations other than rigid body 
translation, for example, shear, rotation, compression and tension, the subset possibly deforms and 
presents as a different shape. In this case, as uQ and vQ are no longer equal to u0 and v0, in order to 
describe the shape of the deformed subset, first-order Tylor series expansion in terms of ∆x and 
∆y can be utilized. Here, assuming that ∆x and ∆y are small such that uQ and vQ can be 
approximated: 
{
𝑢𝑄 = 𝑢0 +
𝜕𝑢0
𝜕𝑥
∆𝑥 +
𝜕𝑢0
𝜕𝑦
∆𝑦
𝑣𝑄 = 𝑣0 +
𝜕𝑣0
𝜕𝑥
∆𝑥 +
𝜕𝑣0
𝜕𝑦
∆𝑦
                                             Eqn. 7 
Thus, Q’(xQ
’, yQ
’) thus can be expressed as: 
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{
𝑥𝑄
′ = 𝑥𝑄 + 𝑢0 +
𝜕𝑢0
𝜕𝑥
∆𝑥 +
𝜕𝑢0
𝜕𝑦
∆𝑦
𝑦𝑄
′ = 𝑦𝑄 + 𝑣0 +
𝜕𝑣0
𝜕𝑥
∆𝑥 +
𝜕𝑣0
𝜕𝑦
∆𝑦
                                      Eqn. 8 
The center of the subset after deformation, P’, can be expressed in terms of u, v, 
𝜕𝑢
𝜕𝑥
, 
𝜕𝑣
𝜕𝑥
, 
𝜕𝑢
𝜕𝑦
 
and 
𝜕𝑣
𝜕𝑦
: 
{
𝑥′ = 𝑥 + 𝑢 +
𝜕𝑢
𝜕𝑥
∆𝑥 +
𝜕𝑢
𝜕𝑦
∆𝑦
𝑦′ = 𝑦 + 𝑣 +
𝜕𝑣
𝜕𝑥
∆𝑥 +
𝜕𝑣
𝜕𝑦
∆𝑦
                                             Eqn. 9 
The deformation of the subset can be described as Eqn. 9 where u and v donate the 
displacements in integer pixels, 
𝜕𝑢
𝜕𝑥
, 
𝜕𝑣
𝜕𝑥
, 
𝜕𝑢
𝜕𝑦
 and 
𝜕𝑣
𝜕𝑦
 are displacement gradients related to the subset 
deformation. The six parameters are adjusted through the algorithm to find the region in the 
deformed image best match the defined subset in the reference image [18]. In this project, based 
on the theory stated above, the correlation is implemented by MATLAB using the normalized 2-
D cross-correlation as the core algorithm. The following section discusses the correlation and 
tracking principle of this code. 
2.2.2 MATLAB-Based Digital Image Correlation Code 
The MATLAB code used for this digital image correlation project was programmed in 
2006 by Christoph Eberl, Robert Thompson and Daniel Gianola at John Hopkins University [17]. 
It is available for free download at the MathWorks official website. The code is featured by “free 
access”, “editable” and “scalable”. These advantages over those commercial digital image 
correlation software attracted researchers for further development of this tool and it initiated 
several other codes such as Shear Strain DIC and Improved Digital Image Correlation. 
The core correlation algorithm of the MATLAB code was programmed in cpcorr.m in 
which the concept of normalized 2-D cross-correlation is implemented. As one of the most 
commonly used simple algorithm locating a template pattern in digital image, the normalized 2-D 
cross-correlation is derived from squared Eulidean distance measure [19]: 
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𝑑𝑓,𝑡
2 (𝑢, 𝑣) = ∑[𝑓(𝑥, 𝑦) − 𝑡(𝑥 − 𝑢, 𝑦 − 𝑣)]2                                Eqn. 10 
Where, f denotes a light intensity function of the digital image at (x, y) and t denotes a 
function of template region with a distance of (u, v) from (x, y). The above equation can be 
written as Eqn. 11 after the expansion [19]. 
𝑑𝑓,𝑡
2 (𝑢, 𝑣) = ∑[𝑓2(𝑥, 𝑦) + 𝑡2(𝑥 − 𝑢, 𝑦 − 𝑣) − 2𝑓(𝑥, 𝑦)𝑡(𝑥 − 𝑢, 𝑦 − 𝑣)]       Eqn. 11 
In Eqn. 11, 2𝑓(𝑥, 𝑦)𝑡(𝑥 − 𝑢, 𝑦 − 𝑣) is defined as the cross-correlation term to be used for 
the template matching while other terms are approximated to be constants. However, several 
disadvantages have been indicated when using the cross-correlation term alone in performing a 
precise matching as the result is highly dependent of the size of the feature [19]. Then, the 
normalized cross-correlation was developed (see Equation 12) [19][20].  
γ =
∑ (𝑓(𝑥,𝑦)−?̅?𝑢,𝑣)(𝑡(𝑥−𝑢,𝑦−𝑣)−?̅?)𝑥,𝑦
√∑ (𝑓(𝑥,𝑦)−?̅?𝑢,𝑣)2(𝑡(𝑥−𝑢,𝑦−𝑣)−?̅?)2𝑥,𝑦
                                      Eqn. 12 
Where 𝑓?̅?,𝑣 denotes the mean of f(x, y) within the region of the template and 𝑡̅ denotes the 
mean of t(x-u, y-v) of the template.  
As described previously regarding the theory of the digital image correlation, the subset is 
the minimum unit to be tracked instead of single pixels. During tracking, a subset is shifted across 
the search zone pixel by pixel while Eqn. 12 computes the correlation coefficients, ultimately 
forming a correlation coefficient matrix in which the maximum element value corresponds the best 
match region. As an example, consider a 3 by 3 image of If as the reference image which contains 
a 2 by 2 template of It and light intensity values are shown below. 
𝐼𝑓 = [
8 9 1
4 7 3
6 2 5
]                               𝐼𝑡 = [
7 3
2 5
] 
In order to find the best correlation area, the template, It, is shifted across If (see Figure 9) 
and Eqn. 12 computes the correlation coefficients [20][21]. As a result, a 2×2 correlation 
coefficient matrix, γ is produced.  
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Figure 9.Motion tracking of the template It in the image If 
The resulted correlation coefficient matrix is shown below in which the maximum value 
corresponds to the location of the region best matches with the template. 
γ = [
0.932 0.861
0.733 1.000
] 
Based on the above correlation coefficient matrix, the value of 1.000 positioned at row 2, 
column 2 indicates the position of the template, It in the image If. The tracking is finished and can 
be stopped at this point [21]. Subsequent to the tracking, the displacement is calculated based on 
the new position of the subset. 
As I previously mentioned, the normalized 2-D cross-correlation algorithm, which is the 
heart function of the correlation, is programmed in cpcorr.m. Basically, cpcorr.m executes the 
tracking by following the flowchart in Figure 10. At first, after the loading the images into the 
MATLAB, the code automatically translates the images to a brightness matrix. By utilizing 
grid_generator.m, the marker points which are the centers of the subsets can be defined onto the 
reference image. The code then checks the positions of each marker points to see if anyone creates 
a subset that partially lies outside of the image. Then, to ensure each subset has a distinctive pattern, 
the standard deviation of the brightness of pixels in each subset is calculated. The subset who has 
a standard deviation of 1.00, which means it has a uniform color, should be removed. The next 
step utilizes the normalized 2-D cross correlation algorithm to track the subset and the maximum 
value corresponds the new position of the marker point. Then, the code obtains the eight elements 
around the maximum correlation coefficient in the correlation coefficient matrix and performs a 
polynomial fitting based on these nine discrete values. The peak value of the polynomial is found 
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and compared with a default threshold value of 0.5. Only the peak value that is higher than the 
threshold is considered acceptable, otherwise the subset is considered badly tracked. Then, the 
code computes the subpixel resolution to 1/1,000 pixel using the subset shape function. Eventually, 
the code exports the displacement and strain data and allows users to access the results from a 
results menu. 
 
Figure 10.Flowchart of digital image correlation by cpcorr.m 
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CHAPTER 3 
Experimental Method 
The digital image correlation analysis purports to characterize the alkali-silica reaction of 
the mortar bar and test the possibility and accuracy of MATLAB digital image correlation in alkali-
silica reaction study. Furthermore, the project addresses some issues that may produce effects on 
result accuracy. The MATLAB-based analysis is an extension and improvement of digital image 
correlation analysis of alkali-silica reaction in concrete with recycled glass by Andre Schmidt [22]. 
Previous study investigated the possibilities for digital image analysis of mortar bar surface with 
a commercial optical 3D deformation analysis software – ARAMIS. 
In this project, a free MATLAB digital image correlation code available at MATHWORK 
file exchange is employed as the tool for study of the alkali-silica reaction. 
3.1. Experiment Apparatus 
The experiment used the same apparatus as in the Andre Schmidt’s experiment (see Figure 
11) [22]. Several improvements were made to address problems encountered in Andre Schmidt’s 
experiment. 
First of all, a water drip bottle was added into the apparatus to counteract the effect caused 
by evaporation. Secondly, the digital camera was rolled by 90o, such that the captured image could 
have a larger number of pixels over the mortar bar surface.  
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Figure 11.Experiment setup: 1.computer, 2. plexiglass container, 3. dial gauge, 4. reservoir, 5. 
immersion circulator, 6. tubing, 7.water drip bottle, 8. camera, 9. lighting 
3.1.1. Plexiglass Container 
A container was built with polymethyl methacrylate acrylic glass which is known as 
plexiglass. To ensure the acceptable quality of images, it was required that the container surface 
was carefully cleaned before each experiment [22]. Furthermore, the container needed to be 
checked to see if any leakage occurs when high temperature sodium hydroxide solution filled it. 
During the experiment, the plexiglass container was fixed onto a steel frame with a dial 
gauge attached on the top to measure the displacement of the mortar bar. An outflow tube was 
built on the top part of one side of the container allowed fluid flow back into the reservoir [22]. 
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3.1.2. Dial Gauge 
A dial gauge was fixed on the cantilever of the steel frame. It was used to collect the real 
displacement data of the mortar bar placed in the plexiglass container. 
3.1.3. Reservoir 
A stainless steel reservoir tank was placed near the plexiglass container. It was equipped 
with an immersion circulator that was responsible to heated and circulated the sodium hydroxide 
solution between the plexiglass container and reservoir. Since corrosion of steel might occur when 
high temperature sodium hydroxide solution was introduced, in order to avoid changes of solution 
color, the inner wall of steel reservoir was sealed with plexiglass sheeting. 
3.1.4. Immersion Circulator 
The immersion circulator with standard controller was used as the heating source for 
circulating bath. It was clamped to the side of the reservoir tank. During the experiment, the pump 
speed selected as LOW (7 Liter/Minute) for outlet flow rate to ensure overflow would not occur. 
The temperature was adjusted to 80oC.  
3.1.5. Tubing 
A transparent polyethylene tubing that could maintain integrity in high temperature basic 
solution was connecting the immersion circulator and plexiglass container. It pumped the heated 
fluid into plexiglass container and the container outflow tube allowed fluid flow back into the 
reservoir such that the fluid circulation was completed in this system. 
3.1.6. Water Drip Bottle 
A water drip bottle was added to this experiment to minimize the effect caused by 
evaporation. Since both the reservoir and plexiglass container were not perfectly sealed, 
evaporation occurred and solution pH could be significantly affected. 
The water drip bottle was built by poking a small hole at the bottom of a bottle and was 
placed over the reservoir tank. As water from the hole thus could drop into the reservoir at a certain 
low rate, the solution volume could be approximately maintained at a certain level during the entire 
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experiment. In this way, the effect by significant solution pH change could be mitigated. However, 
this device did not ensure pH of the solution to be kept at steady. It was necessary to check the pH 
every day.  
3.1.7. Camera 
In this experiment, a single CCD Canon Powershot G5 digital camera was used for 
acquiring images of test specimens. The effective pixels of the camera is 5.0 million and the 
maximum image size is as large as 2,592×1,944. During the experiment, a computer with “Remote 
Capture” software installed was connected to this camera in order to control and capture images 
on regular bases. The camera was adjusted with normal optical axis to the specimen surface that 
was illuminated by a white light source. So, every image would have 2,592 pixels in vertical axis 
and 1944 pixels in horizontal axis. The camera was placed 16cm away from the plexiglass 
container. 
CCD cameras use a small, rectangular piece of silicon rather than a piece of film to receive 
incoming light. This is a special piece of silicon called a charge-coupled device (CCD). This silicon 
wafer is a solid-state electronic component that is micro-manufactured and segmented into an array 
of individual light-sensitive cells called "photosites." Since each photosite is one element of the 
picture that is formed, it is called a picture element, or "pixel." The more common CCDs found in 
digital cameras, camcorders and other retail devices have a pixel array that is a few thousand 
photosites high by a few thousand photosites wide (e.g., 2,592×1,944, or 1,600×1,200), yielding 
millions of pixels. Since most CCDs are only about 1/3" or 1/1.8" square, each of the many 
thousands of pixels is only about several ten-thousandths of an inch wide. 
The CCD photosites accomplish the task of sensing incoming light through the 
photoelectric effect, which is a characterization of the action of certain materials to release an 
electron when hit with a photon of light. The electrons emitted within the CCD are fenced within 
nonconductive boundaries so that they remain within the area of the photon strike. As long as light 
is allowed to impinge on a photosite, electrons will accumulate in that pixel. When the source of 
light is extinguished (e.g., the shutter is closed), simple electronic circuitry and a microprocessor 
are used to unload the CCD array, count the electrons in each pixel, and process the resulting data 
into an image [23]. 
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3.1.8. Lighting 
During the entire experiment, the light source was provided by a fluorescent lamp that was 
directly illuminating the mortar bar surface. Its position was carefully adjusted in order that 
reflection would not occur to influence the image quality. 
3.2. Mix Design and Specimen 
3.2.1 Mix Design 
One of the purposes of this project is to test the possibility and repeatability of MATLAB-
based analysis on concrete alkali-silica reaction. This requires a throughout analysis on concrete 
with variable mix designs and aggregates with different reactivity.  
The concrete mortar was prepared based on ASTM c1260. There were four batches (see 
Table 3) developed in this project. Besides Batch 2, all the batches used water-cement ratio equal 
to 0.47. For Batch 2, the water-cement ratio was modified to 0.40.  
Table 3.Concrete mix design 
 Aggregate Cement Water Water/Cement 
Batch 1 (control) 990 440 206.8 0.47 
Batch 2 990 440 176.0 0.4 
Batch 3 990 440 206.8 0.47 
Batch 4 990 440 206.8 0.47 
In this project, aggregates that have size larger than 1.18mm were replaced by recycled 
glass or limestone. The gradating requirement and aggregate type are listed in Table 4.  
Batch 1 and 2 used the grading requirement that is specified in ASTM 1260. For Batch 3, 
the glass aggregate proportion was increased by 10% while for Batch 4, it was decreased by 10%. 
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Table 4.Grading requirement and aggregate type 
Passing 
4.75mm 
(No.4) 
2.36mm 
(No.8) 
1.18mm 
(No.16) 
600μm 
(No. 30) 
300μm 
(No. 50) 
Retained on 
2.36mm 
(No.8) 
1.18mm 
(No.16) 
600μm 
(No. 30) 
300μm 
(No. 50) 
150μm 
(No. 100) 
Batch 1 
Mass, % 10 25 25 25 15 
Aggregate type Glass Glass Sand Sand Sand 
Batch 2 
Mass, % 10 25 25 25 15 
Aggregate type Glass Glass Sand Sand Sand 
Batch 3 
Mass, % 15 30 20 20 15 
Aggregate type Glass Glass Sand Sand Sand 
Batch 4 
Mass, % 5 20 30 30 15 
Aggregate type Glass Glass Sand Sand Sand 
3.2.2. Curing  
According to ASTM c1260, the concrete was mixed with a Hobart Mixer following a 
specific procedure. There were three mortar bars cast for each batch. After the three mortar bars 
were moisture cured for 24 hours, they were striped from molds and then completely submerged 
in hot water with a constant temperature of 80oC for another 24 hours. 
For the success of measuring strain with MATLAB, it is indispensable to ensure a good 
speckle pattern on the surface of the mortar bar. So, after 24 hour hot water curing, one mortar bar 
(specimen 1) was removed from water and one side of it was cut by using a diamond blade saw 
such that glass aggregates could be easily seen on the surface. The cut specimen would be then 
used for image taking. The other two specimens (specimen 2 & specimen 3) were then placed into 
a HDPE container with 1M NaOH solution and placed in preheated oven at 80oC. 
3.3. NaOH Solution 
The reagent for this experiment is 1M NaOH solution. It was prepared based on ASTM 
1260 specification. Each liter of reagent contains 40.0g sodium hydroxide pellets dissolved in 
900mL deionized water. ASTM 1260 specifies that the volume proportion of reagent solution to 
mortar bars shall be 3.5-4.5 volumes of reagent solution to 1 volume of mortar bar. However in 
this experiment, greater volume of solution was required because immersion circulator needed a 
large volume of solution to accomplish the solution circulation between reservoir tank and 
plexiglass container. 
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3.4. Image Acquisition 
The camera is rotated so that the image has 2,592 pixels in vertical direction and 1,944 
pixels in horizontal direction. Large/Superfine is used for size/quality setting in this project. The 
Interval Timer Shooting was turned on to allow the camera take images at an every 30 minutes 
basis. In a 14 days experiment time frame, in total 672 JPEG images with a resolution of 
1,944×2,592 can be obtained based on the detail settings listed below: 
 Shooting Mode: Program AE; 
 Tv (Shutter Speed): 1/125; 
 Av (Aperture Value): 4.0; 
 AF mode: One-Shot AF/Single AF; 
 Flash Exposure Compression: 0; 
 Metering Mode: Evaluative; 
 White Balance: Auto; 
 IOS Speed: 50. 
3.5. Data Processing 
A free MATLAB code developed by Christopher Eberl is available to perform a fast 
analysis of images. First of all, image format and the naming of files should be considered. In the 
matab-based analysis, the preferred image format is *.TIF since .JPEG or other image formats 
would not provide with sub-pixel resolution because the original image tried to save as much 
storage space as possible. Batching and conversion of .JPEG images into .TIF could be done with 
the irafanview [17]. The script used to create a list of images to process (filelist_generator.m) was 
limited to a certain format. 
On running ‘filelist_generator’ in command window of MATLAB, the filenamelist could 
be manually created [17]. The following window would appear: 
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Figure 12.Input images to be used to create a filelist using filelist_generator.m 
The input numbers would be the number at the end of each filename. After depositing these 
numbers in the dialog the next window would ask for the first 4 letters of the filenames [17]. 
 
Figure 13.Input the image name using filelist_generator.m 
Then, the file name list could be saved into the folder with images for analysis. 
By using MATLAB DIC code, it is simple for users to define desired marker positions. 
The marker position in pixel had to be saved as a text based format where the x-position is saved 
as ‘grid_x.dat’ and the y-position saved as ‘grid_y.dat’ [17]. 
To start to apply markers onto the area of interest on the image, type the ‘grid_generator’ 
at the command window of MATLAB [17]. The following window would appear: 
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Figure 14.Open base image for grid creation 
In this dialog the base image could be chosen in which the marker positions could be 
defined [17]. After selecting this base image, the image will be opened and a new dialog pops up 
to allow selection of type of grid. 
 
Figure 15.Menu of grid type 
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There are five different types of grid can be selected. In this experiment, rectangular grid 
was used. Once rectangular grid was selected, the pointer could help to find the right position by 
select the two diagonal positions [17]. Thus, outer dimensions of the rectangular grid could be 
defined. 
 
Figure 16.Determining the position of grid 
In the following dialog, raster point distance in horizontal and vertical direction needed to 
be input. The horizontal and vertical resolution between raster points played a critical role in 
tracking and correlation process [17]. Therefore, different resolution values were input and the 
yielded strain results were then compared with results obtained by dial gauge in order to find the 
optimal values. 
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Figure 17.Horizontal and vertical resolution with 50 pixels between raster points in both 
direction 
Then, MATLAB would then automatically create the grid with input parameters and apply 
it on top of the base image. Then, the defined grid could be saved into the grid_x.dat and grid_y.dat 
[17]. 
 
Figure 18.Defined grid on top of base image 
In the next step, MATLAB would automatically do the tracking and correlating works by 
simply running automate_iamge.m which was created base on the algorism introduced in Section 
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2.2.1. When all the correlation was completed, MATLAB would write the files validx.mat, 
validy.mat, validx.txt and validy.txt [17]. 
Finally, by running displacement.m, the following dialog appeared to allow user to access 
the results. As can be seen in Figure 19, horizontal or vertical strain, and the strain field of a sample 
surface can be analyzed through the functions ‘1D Average Strain Measurement’ and ‘Full Strain 
Plots’ respectively. 
 
Figure 19.Menu of DIC results 
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CHAPTER 4 
Preliminary Test 
In this chapter, the image set from Batch 1, which was made according to ASTM c1260 
standard, is used for the MATLAB code accuracy test, subset size effect analysis, analysis of 
images with changed time interval, and comparison of horizontal and vertical strain. 
4.1. MATLAB Code Accuracy Test 
In order to verify the measurement accuracy of using the MATLAB code correlation 
algorithm, an accuracy test is performed by running the code on 5 images with progressive rigid 
body translation manually processed with the software IrfanView, 1 pixel displacement in both x 
and y direction between two consecutive images. Besides, it is known that the subset size 
significantly affects the accuracy of the algorithm because error may result while obtaining sub-
pixel resolution by the interpolation algorithm. On the other hand, the subset size directly 
determines the number of pixels that would be used for the computation of normalized cross-
correlation coefficients and adjustments of the displacement gradients, such that the shape of the 
deformed subset is influenced. The error caused by the subset size is evaluated based on the image 
set used in the rigid body translation test by varying the subset size from 10 to 80 pixels on a 
1,100×1,920pixels area with a fixed pattern of marker points (39×70). 
The strain result that represents the rigid body translation is shown in Figure 20. The 
maximum strain produced is 2.53×10-6% at the fourth image for which the corresponding 
maximum displacement error of individual markers is 4.08 pixels positioned at x=1,410, y=1,370. 
Ideally, a rigid body translation expects a strain value of 0. However, as shown in Figure 20, a 
greater strain error is produced as the displacement becomes larger. As indicated in Figure 21, the 
marker with the maximum displacement corresponds a transparent glass aggregate and visually it 
is not easy to distinguish the feature of the subset at this location. That is, the subset centered at 
x=1,410, y=1,370 does not carry a preferable spackle pattern to be precisely correlated by the 
normalized cross-correlation algorithm. Similar errors are found at position x=1,540, y=1,180 
where there is a green color glass aggregate and x=470, y=430 where there is a brown color glass 
aggregate. The error caused by speckle pattern is thought to be an algorithm-induced error that 
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may significantly influence the measurement accuracy of digital image correlation algorithms, not 
only the normalized cross-correlation. 
 
Figure 20.Strain error in rigid body translation test 
 
 
Figure 21.Maximum marker displacement and its corresponding position in the reference image 
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The strain error with respect to subset size change is shown in Figure 22. It is evident that 
the subset size significantly influences the strain error. By investigating the strain result associated 
with the displacement of 5 pixels, it is evident that the strain decreases when the subset size 
increases. 
 
 
Figure 22.Strain error produced by the MATLAB code with using different subset sizes 
4.2. Subset Size Effect 
As introduced in Section 2.2.1, a subset is the smallest unit to be tracked between reference 
and deformed images. In recent studies of DIC technique, it is a widely agreement that subset size 
is an important parameter for accurate DIC measurements. In practice, the selection of subset size 
is tedious work and the preferable subset size is dependent on the spackle pattern that is applied 
on the surface of the object. Pan, et al., [11] pointed out that using different spackle sizes lead to 
substantial difference in strain results for a given subset size. There is a trade-off between using a 
large or small subset size in a DIC study. Basically, a subset is required to contain features that 
can be distinguishable from other subsets. This means that larger subset size is preferable since it 
has more unique features than a smaller one. Moreover, a larger subset size suppresses the effect 
of random noise. However, Pan, et al., noticed that the measurement accuracy of first-order and 
second-order subset shape function is challenged when a large subset size is selected in a DIC 
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study. That is, a smaller subset size is preferable in approximation of the deformation of the subset 
when the object is subjected to rotation, shear, tension and compression [24].  
MATLAB code allows us manually to choose the subset size for the DIC analysis. In this 
study, the subset size varying from 10×10 to 80×80 pixels are input prior to the analysis and the 
strain results in longitudinal direction are shown in Figure 23.  
 
Figure 23.Strain results with varying subset size from 10×10 to 80×80 pixels 
According to Figure 23, curves describing strain versus time response to various subset 
sizes clearly show the influence of subset size selection. It is obvious that, the curve response to 
10×10 subset distinguishes from other curves. Other curves in the plot exhibit similar shape, even 
though there’re different strain values yielded. For the sake of comparison of the strain values, in 
Table 5, the day-by-day strain values with respect to eight different subset sizes are reported. 
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Table 5.Day-by-day MATLAB strain values with using subset size from 10×10 to 80×80 
Time 
[Day] 
10×10 20×20 30×30 40×40 50×50 60×60 70×70 80×80 
Strain 
[%] 
Strain 
[%] 
Strain 
[%] 
Strain 
[%] 
Strain 
[%] 
Strain 
[%] 
Strain 
[%] 
Strain 
[%] 
1 0.0281 0.0191 0.0185 0.0165 0.0161 0.0152 0.0146 0.0140 
2 0.0348 0.0290 0.0225 0.0175 0.0298 0.0226 0.0204 0.0225 
3 0.0495 0.0436 0.0411 0.0424 0.0495 0.0460 0.0381 0.0421 
4 0.0770 0.0675 0.0619 0.0686 0.0762 0.0704 0.0663 0.0691 
5 0.1237 0.1523 0.1535 0.1694 0.1724 0.1728 0.1683 0.1652 
6 0.1253 0.2009 0.2037 0.2346 0.2374 0.2394 0.2292 0.2312 
7 0.1376 0.2753 0.2882 0.3209 0.3213 0.3240 0.3156 0.3165 
8 0.1416 0.3458 0.3613 0.3959 0.3988 0.4038 0.3954 0.3949 
9 0.1445 0.4002 0.4154 0.4601 0.4572 0.4568 0.4468 0.4492 
10 0.1540 0.4578 0.4713 0.5171 0.5051 0.5095 0.4992 0.5000 
11 0.1615 0.5187 0.5363 0.5806 0.5687 0.5707 0.5622 0.5626 
12 0.1827 0.5797 0.5988 0.6345 0.6280 0.6358 0.6224 0.6251 
Based on the above table, the subset size of 60×60pixels yields the highest 12-day strain 
value which is 0.6345%. As the subset size becomes larger with up to 40×40 pixels, 12-day strain 
values increase. Beyond 40×40pixels, the four subset sizes from 50×50 to 80×80 yield similar 
results that range from 0.6224% to 0.6358%. The results validate that larger subsets, which 
contains more unique features than smaller ones, are preferable for the given speckle patterns in 
this test. As mentioned, the speckle pattern on the specimen is formed by recycled glass and sand 
particles of various sizes, and speckles of glass particles are usually large relative to sand particles. 
Thus, when small subsets are selected, they are more likely to be completely located within regions 
where large glass aggregates present and carry uniform grayscale values. However, use of larger 
subsets reduces the probability of completely lying within the region of glass particles, such that 
the measurement accuracy is improved.  
It is worth mentioning that as a purpose of reducing computation time, the MATLAB code 
specifies a search zone for each subset within which the MATLAB code searches the subset pixel-
by-pixel during correlation. By default, MATLAB sets the search zone size as twice the subset 
size. That is, for a 10×10pixels subset, during correlation, the MATLAB code scans within a 
20×20pixels area until the best matched region is found. In this case, the maximum allowable 
marker displacement for any single subset in horizontal or vertical direction is prescribed as shown 
in Eqn. 13 [25]. 
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𝑢𝑚𝑎𝑥 =
𝑆𝑢𝑏𝑠𝑒𝑡 𝑆𝑖𝑧𝑒
2
− 1                                                Eqn. 13 
Where, umax denotes the maximum allowable marker displacement in horizontal or vertical 
direction. In this way, when a larger subset size is selected, a larger search zone is allowed and it 
is advantageous in predicting relative large movements occurs on the surface of the object. As can 
be seen in Table 5, there exists a fast increase of strain in the fifth day of experiment and large 
marker displacements are expected. It is evident that at this particular day measurement with the 
subset size of 10×10pixels showing a distinctive smaller strain increment, as low as 0.0467% while 
all measurements with larger subset sizes shows increments varying from 0.0848% (20×20pixels) 
to 0.1024% (60×60pixels). This error associated to the correlation algorithm indicates that the 
MATLAB code mistakenly locates a region match with the reference subset within the search zone 
while in fact the real deformed subset lies outside of the search zone. In this way, a smaller marker 
displacement is predicted. Therefore, a large subset size in the strain measurement is recommended 
since it allows a larger search zone in which the real deformed subset is located accurately, 
especially when the object underwent a large movement relative to the subset size.  
In all, the MATLAB code predicts close strain results while using subset sizes from 
40×40pixels to 80×80pixels. Considering the fact that use of larger subset size increases the 
computation time of MATLAB, the subset size of 40×40pixels is recommended and the high 
accuracy of measurement with this subset size is further verified in vertical strain analysis in 
Section 5.1. 
4.3. Strain Analysis of Image Sets with Different Time Intervals 
The MATLAB code is computation-intensive if the whole set of over 600 digital images 
is analyzed. The computation time is dependent on the number of images, the number of applied 
marker points, subset size and strain field resolution (marker density), varying from few hours to 
over three days. When subset is large, strain field resolution is high or using a large number of 
markers, the computation time of MATLAB code is substantially long. As the purpose of this 
thesis is to test the repeatability of the code in concrete ASR study, to ensure the high efficiency 
of the code is one of the key concerns in its application.  
36 
 
As described in the previous chapter, image capturing for Batch 1 last 12 days, 576 images 
were captured by a Canon digital camera every 30 minutes, which means that consecutive images 
have a 30 minutes interval. In this section, images are extracted from the original image set with 3 
hour, 6 hours, 12 hours and 24 hours interval basis. This means, for instance, the new image set 
with 24 hours interval contains 24 images that were captured every 12 hours. These five image 
sets were then loaded into MATLAB for 1-D strain analysis with 1,025 marker points, a constant 
subset size of 50×50pixels and strain field resolution of 50×50pixels (see Figure 24). The 
computed vertical strain results for each image set are displayed in Figure 25.  
 
Figure 24.Applied pattern of marker points (25×41) in strain analysis of changed time interval 
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Figure 25.1-D strain results of image sets with images captured every 0.5 hour, 3 hours, 6 hours, 
12 hours and 24 hours 
As can be seen in Figure 25, strain-time curve of each image set intertwines with each other 
exhibiting similar tendency of growth. The strain-time curves of 0.5 hour and 3 hours intervals are 
most intimately intertwining over the 12 days duration and comparable 12-day strain values of 
0.548% and 0.563% are produced. The observation also indicates that strain-time curve becomes 
more distinguishing from the one of 0.5 hour as the time interval increases.  
These results suggest that the MATLAB code is more suitable for an image set in which 
the displacement between any two neighboring images is small. The MATLAB code does not uses 
a fixed reference image in image correlation. Instead, the MATLAB code defines the reference 
image to be the first image of any two neighboring images in the set. For instance, after completing 
correlating Image#1 and Image#2 with using Image#1 as the reference image, the code 
automatically re-defines Image#2 as the reference image to be used in the forthcoming correlation 
between Image#2 and Image#3. Considering that MATLAB prescribes a maximum allowable 
displacement based on the subset size, once the displacement of any two neighboring images 
exceeds this value, correlation errors may be produced. Since it is obvious that the difference of 
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two neighboring images with short time interval than with long time intervals, it is reasonable that 
the strain result is less accurate as the time interval increases. Therefore, to be concluded, it is 
highly recommended to use image set with shorter time interval if a high accuracy is required for 
the analysis. However, it is possible to use image set with larger time interval when changes 
between any two neighboring images are small relative to the maximum allowable displacement. 
In addition, the measurement accuracy is more susceptible to the effect of noise while using 
images with a large time interval. Figure 26 shows the day-by-day images from 1 day to 12 days. 
It can be clearly seen that the solution turns cloudy and the color of glass aggregates fades 
progressives over the test. When the image set of day-by-day images (24 hours interval) is used in 
the analysis, it becomes harder for the MATLAB code to track each subset accurately due to the 
large difference between two neighboring images. This should not be a problem while using image 
sets of short time interval because there is less noise-induced difference between two neighboring 
images. 
 
Figure 26.Day-by-day images from 1 day (Upper left) to 12 days (Bottom right) 
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4.4. Horizontal Strain Analysis 
As discussed previously, with using the subset size of 40×40pixels, the strain produced by 
MATLAB code closely matches with the real strain computed with dial gauge readings. In this 
section, the relation between horizontal and vertical strain is interested. The horizontal strain result 
is illustrated in Figure 27 along with the vertical strain result from the MATLAB analysis with 
subset size of 40×40pixels and step size of 30×30pixels. 
 
Figure 27.Compare of horizontal and vertical strain from MATLAB analysis 
Based on Figure 27, it is evident that the mortar specimen is subjected to a uniform 
expansion in horizontal direction. It can be explained by the fact that the mortar has a higher 
freedom to expand in horizontal direction due to less confinement in horizontal direction. However, 
in the vertical direction, greater confinement is produced by the skeleton of aggregates and the 
self-weight of the mortar. There can be seen a sharp decrease around 2.5 days that is attributed to 
a slight rotation of the specimen around the vertical axis. 
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CHAPTER 5 
RESULTS AND DISCUSSIONS 
In this chapter, image sets from four mortar mixtures are analyzed using the MATLAB-
based digital image correlation code. The vertical strain of each batch is computed through 
averaging the strain of each single subset by the code and an analysis is presented in 5.1. 
Furthermore, all these four image sets are processed with the strain mapping function of the 
MATLAB code and the generated strain fields from all image sets are interpolated in 5.2. 
5.1. Vertical Strain Analysis 
Figure 28 shows the 1D average strain result in vertical direction based on the analysis of 
576 images of Batch 1 with the subset size of 40 pixels and 2,829 markers. Specimen 1 and 
Specimen 2 reflected the day-by-day physical strain measurements of two samples stored in the 
oven and Dial Gauge represents the real strain of the sample which is used for image taking. 
 
Figure 28.Vertical strain from MATLAB analysis and true strains of specimens in Batch 1 
There can be seen from the plot that four curves have very similar in their shapes. During 
the first 3 days of the experiment, very little strain is observed and strain increased slowly and this 
is attributed to that fact that early age shrinkage balances out the expansion of the mortar and 
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cement pores and interfacial transition zone (ITZ) alleviate the expansive pressure caused by ASR. 
The strain from MATLAB is consistent with the dial gauge reading, and strain results of Specimen 
1 and 2 over this duration. The strain-time curves after the first 3 days exhibit a faster strain growth. 
At the fifth day of experiment, MATLAB strain starts to be slightly higher than the dial gauge 
readings but the gap between these two curves tend to narrow in the following days. The strain 
results of Specimen 1 and 2 are both become rather lower than MATLAB strain. At the 12 day 
point, MATLAB code produces a strain value of 0.634% that is equal to the dial gauge reading 
and higher than the strains of Specimen 1 and 2 (Table 6). 
Table 6.12 day point strain results of Batch 1 
  Strain [%] 
MATLAB 0.634 
Dial Gauge 0.634 
Specimen 1 0.596 
Specimen 2 0.611 
In all, the MATLAB produces a promising result that matches well with the real strain of 
the specimen. On the other hand, the subset size of 40×40 is verified to be an appropriate subset 
size option considering the speckle pattern on the specimen surface. 
To further verify the effectiveness of MATLAB in 1-D strain prediction, strain analysis is 
performed based on image series of Batch 2, Batch 3 and Batch 4. The subset size of 40×40 is used 
throughout the 1-D strain analysis.  
As can be seen from Figure 29, during the first 20 hours of experiment, MATLAB produces 
negative strain as large as -0.020%. At 1 day point, a strain of 0.057% that is comparable to the 
dial gauge reading is yielded. Start at the 2 day points, the MATLAB strain slowly grows and leads 
the dial gauge reading by over 0.050% until the 5 days. Subsequent to the low growth, it is noticed 
that strain starts to increase faster, illustrated by both MATLAB strain and dial gauge reading. 
However, from the 5 days, MATLAB strain leads the dial gauge reading again over a wide range. 
After 10 days, MATLAB strain tends to approach a steady strain level while the dial gauge reading 
increases much slower. A difference of 0.036% in 14 days strain between MATLAB strain and 
dial gauge reading is produced. Overall, during 14 days of experiment, the MATLAB strain grows 
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with a similar pattern as the dial gauge readings. The difference can be explained by reasons listed 
below: 
1. Improper selection of subset size to be used for analysis; 
2. Non-homogeneous property of the mortar; and, 
3. Correlation error associated to noise caused by cloudy solution in last few days of 
experiment (Figure 30). 
 
Figure 29.Vertical strain from MATLAB analysis and dial gauge readings and true strains of 
another specimens stored in oven in Batch 2 
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Figure 30.First image (Left) with clear solution and the last image (Right) with cloudy solution 
in the Batch 2 image set 
As shown in Figure 31 below, for Batch 3 the MATLAB strain result does not match with 
the dial gauge reading quite well almost from the beginning of the experiment. The MATLAB 
strain leads the dial gauge reading by around 0.08% over the whole range. However, a similar 
curve shape is found between MATLAB strain and dial gauge reading. Interestingly, there exists 
a decrease found on the strain-time curve produced by MATLAB between 7 and 8 days points. By 
investigating the digital images, it can be explained by tilting of the specimen in this duration. As 
can be seen in Figure 32, from Image#334 to Image#367, the specimen tilts progressively towards 
the left edge of the digital image. Since tilting of specimen caused small rotations of subsets and 
the searching function is not quite effective in tracking the rotation of subset, tilting may 
considerably influence the correlation. As the position of specimen is calibrated at Image #368, 
the strain-time curve turns to the expected pattern. 
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Figure 31.Vertical strain from MATLAB analysis and dial gauge readings and true strains of 
another specimens stored in oven in Batch 3 
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Figure 32.Tilting of specimen from Image#334 (Top) and Image#367 (Bottom) 
Figure 33 shows the strain of the mortar from Batch 4. It is evident that the MATLAB 
strain agrees with the dial gauge reading rather well. The MATLAB strain-time curve starts to 
differentiate from the dial gauge readings from the 1 day point. Although there is a difference 
between MATLAB strain and dial gauge reading over a wide range, the difference never exceeds 
0.020% and two curves exhibits a similar curve shape. From the 9 days point, two curves intertwine 
intimately and yield close result at 14 days. 
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Figure 33.Vertical strain from MATLAB analysis and dial gauge readings and true strains of 
another specimens stored in oven in Batch 4 
5.2. Strain Field Analysis 
In Chapter 2.2, the strain field computation algorithm in MATLAB is briefly described. In 
order to accurately measure the deformation of each subset, two displacements and four 
displacement gradients are adjusted through the algorithm while tracking a subset in deformed 
images. A displacement field can be obtained as a result. Ultimately, the MATLAB strain 
computation algorithm differentiates the displacement field to achieve the strain field. As 
discussed in the previous section, overall, the MATLAB code is an effective tool in predicting the 
1D strain change of specimen that is subjected to the alkali-silica reaction. The encouraging results 
in last section draw further interest regarding to the buildup process of the strain in the specimen. 
In this section, the strain fields of the specimen surfaces from four batches are analyzed and 
compared. 
The MATLAB code is not capable to provide a strain field with valuable information while 
using a high strain field resolution (see Figure 34). Empirically, a strain field produced with a step 
size smaller than 10×10 is readable in the analysis of images with the resolution of 1,944×2,592. 
However, in general, a decrease of step size exponentially increases the number of marker points 
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to be applied on the surface of the object, such that the computation time of the MATLAB code is 
increased. Considering the computation time is substantially long when using a too small step size 
even though it comes with a strain field with better resolution, a step size of 8×8 is selected as a 
compromise between the MATLAB computation time and strain field quality. 
 
Figure 34.Unreadable strain field (Right) with the step size of 30×30 and its corresponding 
specimen surface area of analysis (Left) 
For Batch 1, the strain field is computed with using a step size of 8×8 on a 1,200×936 area, 
in total 17,550 marker points.  The strain field at 12 days and the respective area of analysis are 
shown in Figure 35.  
 
Figure 35.Strain field at 12 days (Right) and the corresponding area of analysis (Left) for Batch 1 
Figure 35 clearly compared the specimen area of analysis and the non-homogeneous strain 
field at 12 days. As can be seen, the MATLAB code clearly predicted the locations of large glass 
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aggregates as black dots shown in the strain field. Whereas, the behavior of small aggregate 
particles, is not well plotted by the code and this can be explained by the fact of limited strain field 
resolution. The interface of glass aggregate particles and cement matrix shows relatively high 
strain that is probably a result of formation of alkali silica gel. There is an X-shape crack (marked 
with yellow curves) observed on the specimen surface and in the strain field a ligament of high 
strain corresponds to this crack is shown. In addition, areas around minor cracks (marked with red 
circles) show high strain. 
In Figure 36 the day-by-day change of the strain field is presented so that the progressive 
buildup of strain in the specimen can be easily observed. In all, the full field strain trends higher 
and higher from 1 days to 12 days. It is evident that strain builds up fast at the locations of large 
glass aggregates at the early stage. Then, the areas with high strain get larger and larger around the 
glass aggregate particles. The formation mechanism of alkali silica gel is sufficient to explain the 
observation. As siloxane bonds in glass aggregate particles are gradually broken in presence of the 
sodium hydroxide solution, the dissolved silica gel forms a network that is more readily to 
incorporate water molecules and swellings of particles are resulted. The swelling pressure causes 
the gradual buildup of the local strain in the cement matrix, such that the potential of cracking is 
developed. According to the observation on the whole image set, generally in the mortar containing 
glass particles, cracks initiate around the interfacial transition zone (ITZ), and tend to propagate 
along the ligament where a high strain has already built up. Therefore, for most of the cracks that 
observed, the length of the crack is directly related to the length of the ligament of high strain. The 
observation also indicates another cracking process that is special and interesting. The formation 
of the cracking can be separated into two processes. Firstly, as stated, the strain in cement matrix 
gradual builds up due to the swelling pressure, the cement matrix around the glass aggregate 
particles is thus subjected to a tensile stress, and the glass particles are subjected to compressive 
stress. The glass aggregate particles may be fractured when the strength of the cement matrix is 
higher than the strength of glass that may contain flaws. In this case, cracking firstly initiates and 
propagates within glass aggregate particles. This is sufficient to explain the cracking in some glass 
aggregate particles around which there’s no cracking in the cement matrix (see Figure 37Left). 
Unfortunately, the MATLAB code is not capable of detecting this type of cracking due to the 
limited strain field resolution. Secondly, after a long induction period during which the strain 
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builds up to a certain amount, cracks that are formed in the first stage propagate in the cement 
matrix (see Figure 37Right). In this case, the strain fields by the MATLAB code clearly show the 
potentials of cracking and predict the location where the cracking is likely to occur. In addition, 
similar to the most of the cracks, minor cracks initiate around the ITZ. However, based on the 
figure, their corresponding area of high strain seems isolated and not connecting with other high 
strain areas. Therefore, it is suggested that the isolation of the hot spot restricts the propagation of 
these cracks. 
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Figure 36.Day-by-day strain field for Batch 1 
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Figure 37.Two stages of the cracking. 
*Cracking firstly occurs in the aggregate (Left) and after a long induction period propagate in the 
cement matrix (Right) 
The strain field analysis of Batch 2 is performed by using the step size of 8×8 on a 
1,100×900 specimen surface area. The strain field at 14 days is shown in Figure 38 along with the 
specimen surface area of analysis. The cracks are labeled with yellow curves in the figure. It is 
evident in the middle-right of the strain field a horizontal ligament of high strain presents and 
indicates a crack on the specimen surface. There is a Y-shape crack located at the bottom-left of 
the figure while the strain field of this area cannot be readily identified. In addition, several minor 
cracks are not clearly indicated in the strain field as well. 
 
Figure 38.Strain field at 14 days (Right) and the corresponding area of analysis (Left) for Batch 2 
In Figure 39 the day-by-day change of the strain field for Batch 2 is shown. By comparing 
with Batch 1, it seems that the full strain field of Batch 1 shows lower strain than Batch 1 at any 
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time point.  It is suggested that the strain builds up slower in Batch 2 than in Batch 1 and this is 
due to the fact that the strength of the mortar is improved as the water to cement ratio is lowered 
from 0.47% to 0.40%. As a result, the cracks that are noticed on the specimen surface initiates 
somewhat later than in Batch 1. In addition, the cracks propagates much slower, such that more 
isolating cracks present and a network crack pattern is not shown at the last day of the experiment.  
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Figure 39.Day-by-day strain field for Batch 2 
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The strain field analysis of Batch 3 is performed on a 1,120×980 specimen surface area 
with use of 17,080 marker points. The specimen surface area that is analyzed and the strain field 
at 14 days are shown in Figure 40. As can be seen from the left figure, some white deposits shown 
at both sides of the image are precipitates of NaOH on the container surface. These deposits 
apparently influence the strain field computation of the MATLAB code as shown in the strain field 
plot. However, some conclusions can be made based on the central area of the strain field. It is 
obvious that a cracks form a network cracking pattern (marked with yellow curves) on the 
specimen surface, indicates that the mortar is subjected to a severe damage caused by the alkali 
silica reaction. Respectively, the evidence of network cracking can be easily seen on the strain 
field plot. 
 
Figure 40.Strain field at 14 days (Right) and the corresponding area of analysis (Left) for Batch 3 
In Figure 41, the day-by-day change of the strain field is shown. Apparently, the strain field 
plot at 10 days is significantly influenced by the NaOH precipitates. The figure shows the strain 
builds up faster in Batch 3 than in Batch 1, such that the potential of cracking is developed quickly. 
The cracks join each other to form a network pattern at approximately 9 days and the crack opening 
width gets larger and larger. Meanwhile, a series of minor cracks show on the specimen surface 
and tend to join the network. In summary, the mortar has a higher glass aggregate content suffers 
more severe damages from alkali silica reaction than the control batch at any time of experiments. 
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Figure 41.Day-by-day strain field for Batch 3 
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The specimen surface area of analysis and the strain field at 14 days are shown in Figure 
42. Even though there is no evidence to indicate cracking actually occurs on the specimen surface, 
the strain field indicates the high potential for cracking in several regions. The areas that have high 
strain are usually the locations of glass aggregate particles such as the sharp green aggregate at the 
bottom-left corner of Figure 42. The strain is high in the green aggregate while the strain in the 
surrounding paste is very low. 
 
Figure 42.Strain field at 14 days (Right) and the corresponding area of analysis (Left) for Batch 4 
Figure 43 shows the day-by-day change of the strain field. It can be seen that the strain 
increases with a much slower rate than Batch 1, and this can be explained by the fact that the glass 
aggregate content is lower. 
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Figure 43.Day-by-day strain field for Batch 4  
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CHAPTER 6 
CONCLUSIONS 
The MATLAB digital image correlation code is shown to be very effective for the analysis 
of the surface strains of mortar with alkali-silica reaction. The experiment is relatively simple to 
be set up without any physical contact with the test specimen.  
The MATLAB DIC code which is based on the normalized cross-correlation algorithm 
was validated through a set of preliminary tests. These tests deals with the systematic error that 
may be induced by the correlation algorithm itself. When running the code on the images of the 
rigid body translation, the results obtained from the code show high accuracy even though the error 
tends to be greater as the movement becomes larger. The observation proves that the subset size, 
which is a critical parameter in the correlation, significantly influences the systematic error. This 
finding is further verified in the subset size effect analysis by running the code on the image set of 
Batch 1 while using different subset sizes. It is concluded that the selection of the subset size 
should be heavily dependent on the speckle pattern of the images. Regarding to the speckle pattern 
in this study, it is observed that the small subset sizes, typically smaller than 40×40, show large 
errors. The large subset sizes, typically larger than 40×40, however produces expected 1D strain 
results and the strain results from those subset sizes larger than 40×40 are practically equivalent. 
After preliminary experiments, a subset size of 40×40 proved to be the best compromise for this 
apparatus. In addition, the search zone size, which is determined by the subset size, can be used as 
another explanation for errors. Since a larger search zone is permitted when a larger subset size is 
selected, less errors are produced when the object undergo a large movement.  
Based on the analysis of images with various time intervals, it was shown that image sets 
with large time intervals are not recommended. On one hand, when changes between any two 
neighboring images are large relative to the maximum allowable displacement that is defined by 
the search zone size, the code is unable to correctly locate the subset in the deformed images. On 
the other hand, since the sodium hydroxide solution turns cloudy and the color of glass aggregate 
particles fades during the experiment, the measurement accuracy can be challenged when the 
difference between two neighboring images is large. 
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The MATLAB DIC implementation produced promising results that closely matched the 
real strain measurement by dial gauge. There are some differences between the strain results from 
the MATLAB code and dial gauge in Batch 2 and 3 and can be explained by the less optimum 
subset size, the non-homogeneous property of the mortar and the low quality of the images at the 
late age.  
The MATLAB code is capable of providing valuable strain fields only when the step size 
is sufficiently small. The strain field for each batch clearly shows the strain buildup process in the 
mortar. The fracture process zone can be clearly seen in the strain field. Observations indicate that 
cracks usually initiate at the ITZ and tend to propagate in the zone where high strain has built up. 
In addition, some cracks initiate within the glass aggregate particles, and tend to propagate within 
the cement matrix after a long time. Furthermore, map cracking forms when the fracture process 
zones connect with each other. 
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CHAPTER 7 
FUTURE WORK 
In order to improve the accuracy and effectiveness of using the MATLAB digital image 
correlation code, some recommendations are summarized as following: 
1. The speckle pattern can be manually sprayed on the specimen surface by using an alkali-
resisting material. As previously mentioned, the speckle pattern of the image is formed by the glass 
and sand particles with various sizes. Large particles are found not suitable for the digital image 
correlation due to the uniformity of brightness in a single subset. It is believed that speckles with 
uniform size allows higher accuracy in the digital image correlation. 
2. Program a new MATLAB code that contains a higher order of subset shape functions. 
3. Reduce the image taken time interval from every 30 minutes to every 10 or 5 minutes. 
This is because the MATLAB DIC code does not prefer large changes between neighboring 
images. 
4. A filter is suggested in the solution that helps control the solution color at the late days 
of the experiment. As mentioned in Chapter 4, the sodium hydroxide solution usually turns cloudy 
at the last few days and the image quality is thus influenced. So, in order to maintain a high quality 
of images, a filter is suggested to be installed to control the solution color. 
5. It is highly recommended that a computer with higher performance be used in this 
experiment. The computer used in the project is a Lenovo Laptop with Intel Core i7-4700MQ CPU 
(2.4GHz). In the strain field analysis, when choosing a high strain field resolution, the computation 
lasts as long as 3 days. So, if the computation efficiency is a big concern, a higher performance 
computer is highly recommended. 
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APPENDIX A 
DAY-BY-DAY IMAGES FOR ALL BATCHES 
A1. Day-By-Day Images for Batch 1. 
 
Figure A1. Day-by-day images for Batch 1  
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A2. Day-By-Day Images for Batch 2 
 
Figure A2. Day-by-day images for Batch 2 
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A3. Day-By-Day Images for Batch 3 
 
Figure A3. Day-by-day images for Batch 3  
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A4. Day-By-Day Images for Batch 4 
 
Figure A3. Day-by-day images for Batch 3  
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APPENDIX B 
DAY-BY-DAY 3D MESH PLOT OF DISPLACEMENT FOR ALL 
BATCHES 
B1. Day-by-Day 3D Mesh Plot of Displacement for Batch 1 
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B2. Day-by-Day 3D Mesh Plot of Displacement for Batch 2 
 
 
0-Day                                                                           1-Day 
 
 
2-Day                                                                           3-Day 
 
 
4-Day                                                                           5-Day 
 
71 
 
 
6-Day                                                                           7-Day 
 
 
8-Day                                                                           9-Day 
 
 
10-Day                                                                           11-Day 
 
72 
 
 
12-Day                                                                           13-Day 
 
 
14-Day 
  
73 
 
B3. Day-by-Day 3D Mesh Plot of Displacement for Batch 3 
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B4. Day-by-Day 3D Mesh Plot of Displacement for Batch 4 
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APPENDIX C 
THE HEART FUNCTION OF THE MATLAB DIGITAL IMAGE 
CORRELATION CODE – CPCORR.M 
function xymoving = cpcorr(varargin) 
[xymoving_in,xyfixed_in,moving,fixed] = ParseInputs(varargin{:}); 
CORRSIZE = 20; 
% get all rectangle coordinates 
rects_moving = calc_rects(xymoving_in,CORRSIZE,moving); 
rects_fixed = calc_rects(xyfixed_in,2*CORRSIZE,fixed); 
ncp = size(xymoving_in,1); 
xymoving = xymoving_in; % initialize adjusted control points matrix 
  
for icp = 1:ncp 
    if isequal(rects_moving(icp,3:4),[0 0]) || ... 
       isequal(rects_fixed(icp,3:4),[0 0])  
        % near edge, unable to adjust 
        continue  
    end  
     
    sub_moving = imcrop(moving,rects_moving(icp,:)); 
    sub_fixed = imcrop(fixed,rects_fixed(icp,:));     
    movingsize = size(sub_moving); 
  
    if any(~isfinite(sub_moving(:))) || any(~isfinite(sub_fixed(:))) 
        % NaN or Inf, unable to adjust 
        continue 
    end 
  
    % check that template rectangle sub_moving has nonzero std 
    if std(sub_moving(:))==0 
        % zero standard deviation of template image, unable to adjust 
        continue 
    end 
  
    norm_cross_corr = normxcorr2(sub_moving,sub_fixed);     
    % get subpixel resolution from cross correlation 
    subpixel = true; 
    [xpeak, ypeak, amplitude] = findpeak(norm_cross_corr,subpixel); 
    % eliminate any poor correlations 
    THRESHOLD = 0.5; 
    if (amplitude < THRESHOLD)  
        % low correlation, unable to adjust 
        continue 
end 
 
    % offset found by cross correlation 
    corr_offset=[(xpeak-movingsize(2)-CORRSIZE)(ypeak-movingsize(1)-
CORRSIZE)]; 
  
    % eliminate any big changes in control points 
    ind = find(abs(corr_offset) > (CORRSIZE-1), 1); 
    if ~isempty(ind) 
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        % peak of norxcorr2 not well constrained, unable to adjust 
        continue 
    end 
  
    moving_fractional_offset = xymoving(icp,:)-
round(xymoving(icp,:)*1000)/1000; 
    fixed_fractional_offset = xyfixed_in(icp,:)- 
round(xyfixed_in(icp,:)*1000)/1000;     
     
    % adjust control point 
    xymoving(icp,:) = xymoving(icp,:) - moving_fractional_offset - 
corr_offset + fixed_fractional_offset; 
  
end 
  
%------------------------------- 
function rect = calc_rects(xy,halfwidth,img) 
  
% Calculate rectangles so imcrop will return image with xy coordinate inside 
center pixel 
  
default_width = 2*halfwidth; 
default_height = default_width; 
  
% xy specifies center of rectangle, need upper left 
upperleft = round(xy) - halfwidth; 
  
% need to modify for pixels near edge of images 
upper = upperleft(:,2); 
left = upperleft(:,1); 
lower = upper + default_height; 
right = left + default_width; 
width = default_width * ones(size(upper)); 
height = default_height * ones(size(upper)); 
  
% check edges for coordinates outside image 
[upper,height] = adjust_lo_edge(upper,1,height); 
[~,height] = adjust_hi_edge(lower,size(img,1),height); 
[left,width] = adjust_lo_edge(left,1,width); 
[~,width] = adjust_hi_edge(right,size(img,2),width); 
  
% set width and height to zero when less than default size 
iw = find(width<default_width); 
ih = find(height<default_height); 
idx = unique([iw; ih]); 
width(idx) = 0; 
height(idx) = 0; 
  
rect = [left upper width height]; 
  
%------------------------------- 
function [coordinates, breadth] = adjust_lo_edge(coordinates,edge,breadth) 
  
indx = find( coordinates<edge ); 
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if ~isempty(indx) 
    breadth(indx) = breadth(indx) - abs(coordinates(indx)-edge); 
    coordinates(indx) = edge; 
end 
  
%------------------------------- 
function [coordinates, breadth] = adjust_hi_edge(coordinates,edge,breadth) 
  
indx = find( coordinates>edge ); 
if ~isempty(indx) 
    breadth(indx) = breadth(indx) - abs(coordinates(indx)-edge); 
    coordinates(indx) = edge; 
end 
  
%------------------------------- 
function [xymoving_in,xyfixed_in,moving,fixed] = ParseInputs(varargin) 
  
narginchk(4,4); 
  
xymoving_in = varargin{1}; 
xyfixed_in = varargin{2}; 
if size(xymoving_in,2) ~= 2 || size(xyfixed_in,2) ~= 2 
    error(message('images:cpcorr:cpMatrixMustBeMby2')) 
end 
  
if size(xymoving_in,1) ~= size(xyfixed_in,1) 
    error(message('images:cpcorr:needSameNumOfControlPoints')) 
end 
  
moving = varargin{3}; 
fixed = varargin{4}; 
if ~ismatrix(moving) || ~ismatrix(fixed) 
    error(message('images:cpcorr:intensityImagesReq')) 
end 
  
moving = double(moving); 
fixed = double(fixed); 
  
if any(xymoving_in(:)<0.5) || any(xymoving_in(:,1)>size(moving,2)+0.5) || ... 
   any(xymoving_in(:,2)>size(moving,1)+0.5) || ... 
   any(xyfixed_in(:)<0.5) || any(xyfixed_in(:,1)>size(fixed,2)+0.5) || ... 
   any(xyfixed_in(:,2)>size(fixed,1)+0.5) 
    error(message('images:cpcorr:cpPointsMustBeInPixCoord')) 
end 
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APPENDIX D 
COMPUTER AND SOFTWARE INFORMATION 
 
Table D1. Basic information about the computer and software 
Model Lenovo® IdeaPad Y510P         
System 
Processor Intel Core i7-4700MQ Processor @ 2.40GHz 
Installed Memory 
(RAM) 
8.00 GB 
System Type 64-bit Operating System, x64-based processor 
Hard Drive 1TB 5400 RPM 
Windows Edition Windows 8.1 
MATLAB 
Edition MATLAB R2013B 
Source University of Illinois Webstore 
IrfanView 
Edition IrfanView4.37 
Source www.irfanview.com  
MATLAB DIC 
Code 
File Name Digital Image Correlation and Tracking 
File ID #12413 
Source www.mathworks.com  
 
