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A NOTE ON THE Lp INTEGRABILITY OF A CLASS OF
BOˆCHNER-RIESZ KERNELS
REUBEN WHEELER
Abstract. For a general compact variety Γ of arbitrary codimension, one can
consider the Lp mapping properties of the Boˆchner-Riesz multiplier
mΓ,α(ζ) = dist(ζ,Γ)
αφ(ζ)
where α > 0 and φ is an appropriate smooth cut-off function. Even for the
sphere Γ = SN−1, the exact Lp boundedness range remains a central open
problem in Euclidean Harmonic Analysis. In this paper we consider the Lp
integrability of the Boˆchner-Riesz convolution kernel for a particular class of
varieties (of any codimension). For a subclass of these varieties the range of
Lp integrability of the kernels differs substantially from the Lp boundedness
range of the corresponding Boˆchner-Riesz multiplier operator.
1. Introduction
When one studies Fourier multiplier operators Tm, with a compactly supported
multiplier m, T̂m(f)(ξ) = m(ξ)fˆ(ξ), a necessary condition for Tm to be bounded
on Lp(RN ) is that the kernel K = mˇ ∈ Lp. To see this, one can take a Schwartz
function φ with φˆ(ξ) = 1 for ξ ∈ suppm so that Tmφ = mˇ.
In a remarkable paper of Heo, Nazarov, and Seeger, [6], they show that this natural
necessary condition is also sufficient for Tm to be bounded on L
p in the range
1 < p < 2(N−1)N+1 whenever m is a compactly supported radial multiplier. The
Radial Multiplier Conjecture states that for radial multipliers m, mˇ ∈ Lp implies
Tm is bounded on L
p holds in the range 1 < p < 2NN+1 .
The canonical example of a compactly supported radial multiplier is the classical
Boˆchner-Riesz multiplier
mα(ξ) =
(
1− |ξ|2)α
+
.
The corresponding convolution kernel Kα = mˇα is well known to lie in L
p for
p > pα,N =
2N
N + 1+ 2α
;
see [7]. We also have, from the famous work of C. Fefferman on the ball multiplier,
[5], the following necessary condition. For N ≥ 2, if the multiplier operator Tmα is
bounded on Lp for p 6= 2, then α > 0. The Boˆchner-Riesz Conjecture states that
Tmα is bounded on L
p(RN ) if and only if
pα,N < p < p
′
α,N and α > 0.
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The restrictions on the parameters may be equivalently expressed as
α > max
{
N
∣∣∣∣12 − 1p
∣∣∣∣− 12 , 0
}
.
The radial multiplier Conjecture is a significant generalisation of the Boˆchner-Riesz
Conjecture. However, the result in [6] gives no new improvements on the Boˆchner-
Riesz Conjecture.
In this paper, we examine a class of compactly supported multipliers arising as
Boˆchner-Riesz multipliers associated to a family of embedded varieties, Γ, in RN
of arbitrary codimension.
We consider a compact neighbourhood about the origin, Γ, of the n-dimensional
variety
{(ξ,Ψ(ξ))} ⊂ RN ,
parametrised as the graph of smooth Ψ : Rn → RL. We write Ψ : Rn → RL
component-wise as
Ψ(ξ) = (ψ1(ξ), ψ2(ξ), . . . , ψL(ξ))) .
For a general variety Γ and some α > 0,
m(ζ) = d(ζ,Γ)αφ(ζ)
is called the Boˆchner-Riesz multiplier with exponent α > 0. Here φ is some appro-
priate bump function whose support intersects Γ.
We may assume that Γ is paramaterised as the graph of a smooth function Ψ,
with φ supported in a small neighbourhood of 0 and Ψ chosen such that such that
Ψ(0) = 0 and ∇Ψ(0) = 0. This is achieved using a smooth partition of unity,
translating and rotating. One can reduce the study of the Lp mapping properties
of the operators Tm defined by the above multipliers to the study of the L
p mapping
properties of related multiplier operators TmΓ,α , whose multipliers are given by
mΓ,α(ζ) = mΓ,α(ξ, η) = φ(ξ)|η −Ψ(ξ)|αχ(η −Ψ(ξ)). (1)
Here ζ = (ξ, η) ∈ Rn+L = RN , φ : Rn → R and χ : RL → R are appropriate
radial bump functions with small supports contained in Bn(0, δ) and BL(0, δ),
respectively. See [14] for details.
For a particular class of surfaces, we determine the precise Lp(RN ) integrability
range of the corresponding convolution kernel KΓ,α = mˇΓ,α. For a subclass of these
surfaces we also show that the range of integrability for the convolution kernel is
strictly larger than the Lp(RN ) boundedness range of the Boˆchner-Riesz operator
TmΓ,α . Although compactly supported, these multipliers are not radial multipliers.
Let Γ be a compact piece of the graph {(ξ,Ψ(ξ)) ∈ RN : ξ ∈ Rn} taken in a small
neighbourhood of the origin. Here
Ψ(x) = (a1|ξ|d1 , a2|ξ|d2 , . . . , aL|ξ|dL) (2)
and the dj ≥ 2 are distinct. The surface Γ has dimension n and codimension L.
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Theorem 1.1. Consider Γ as given as a neighbourhood about the origin of the
graph given by (2) with some coefficient aj 6= 0. Then the convolution kernel
KΓ,α = mˇΓ,α ∈ Lp(RN ) if and only if p > L+nL+α+n2 .
Without loss of generality, we henceforth assume that aj 6= 0, for 1 ≤ j ≤ L1,
d1 < d2 < . . . < dL1 , and aj = 0, for j > L1, for some L1 ≤ L. We will also make
use of the following Lemma, which is proved in Section 4.
Lemma 1.2. To prove Theorem 1.1, it suffices to assume that the non-zero coef-
ficients aj are all equal to 1. In particular, we may assume that a1 = a2 = . . . =
aL1 = 1.
The proofs of necessity and sufficiency in Theorem 1.1 are different. The kernel
KΓ,α is given as an oscillatory integral with an explicit phase. To prove that
KΓ,α ∈ Lp =⇒ p > L+ n
L+ α+ n2
(3)
we restrict our attention to a region where the critical point of the phase is non-
degenerate and use stationary phase techniques to obtain pointwise estimates on
the size of the kernel. To obtain the sufficient condition
p >
L+ n
L+ α+ n2
=⇒ KΓ,α ∈ Lp (4)
we adapt methods developed in work by A. Karatsuba, G. I. Arkhipov, and V.
Chubarikov, [8], which were used to settle a problem arising from Tarry’s problem
in Number Theory; rather than pointwise control on the size of the kernel, we form
a dyadic partition of space according to its size.
Remark 1.3. Theorem 1.1 holds for more general varieties including, for example,
the curves of standard type found in [13]; see [14].
We now consider results concerning the Lp(RN ) boundedness of the multiplier
operator TmΓ,α . We recall some known results and state a sharp result, which
is a consequence of our theorem and a sharp restriction theorem.
For general varieties Γ, it is well known that the Boˆchner-Riesz problem is connected
to another fundamental problem in Euclidean Harmonic Analysis, the Fourier re-
striction problem, which in this context is to determine the Lp(RN ) → Lq(Γ, µ)
mapping properties of the restriction operator Rf = fˆ |Γ, where µ denotes surface
measure on Γ. Even in the original setting of Γ = SN−1, as proposed by Stein in
the mid 1960’s, the Fourier restriction problem is unsolved for N ≥ 3.
Progress with the Boˆchner-Riesz Conjecture has historically paralleled progress with
the Restriction Conjecture. Tao established that the Boˆchner-Riesz Conjecture
implies the Restriction Conjecture on the sphere, [12]; the table contained therein
also outlines some of the parallel progress in these two areas.
4 REUBEN WHEELER
It is well known that sharp Lp estimates for Boˆchner-Riesz multiplier operators,
TmΓ,α , follow from L
2 Fourier restriction estimates for Γ;(∫ ∣∣∣fˆ(ξ,Ψ(ξ))∣∣∣2 φ(ξ)dξ) 12 ≤ C‖f‖Lq(RN ). (5)
This implication for sharp estimates and surrounding ideas date back to Fefferman’s
thesis, [4], where the analysis is for the sphere Γ = SN−1.
Recall that mΓ,α was defined only for α > 0. For varieties Γ of arbitrary codimen-
sion we have the following result of G. Mockenhoupt, [10]:
Theorem 1.4. Let Γ be a compact piece near the origin of the graph
{(ξ,Ψ(ξ)) ; ξ ∈ Rn} ⊂ Rn × RL.
Suppose that the restriction inequality (5) holds. Then, for 1 ≤ p ≤ q or q′ ≤ p <
∞, the Boˆchner-Riesz multiplier mΓ,α defined in (1) defines a multiplier operator
TmΓ,α which is bounded on L
p for
α > max
{
(n+ L)
∣∣∣∣1p − 12
∣∣∣∣− L2 , 0
}
.
In particular, when p ≤ q < 2, we see that TmΓ,α is bounded on Lp(RN ) if p >
L+n
L+α+n2
, which is precisely the Lp integrability range for the Boˆchner-Riesz kernels
KΓ,α considered in Theorem 1.1. Hence, for the varieties considered in Theorem 1.1,
we obtain sharp Lp estimates for TmΓ,α , provided the Fourier restriction inequality
(5) holds.
In this paper, we observe that there is a class of surfaces for which the range of
p such that the Boˆchner-Riesz kernel KmΓ,α = mˇΓ,α ∈ Lp differs from the Lp
boundedness range for TmΓ,α . These examples are instances of varieties Γ given as
a compact neighbourhood about the origin of{(
ξ, Ψ˜(ξ), 0
)}
,
with Ψ˜ : Rn 7→ RL1 . These lie in a hyperplane in RN if L1 < L, i.e. if there are
some 0 components of the graphing function. In this case it is well known that
the Fourier restriction inequality (5) can not hold for any 1 < q. Nevertheless, a
restriction inequality may hold within the ambient hyperplane Rn+L1 . Indeed, let
us write {
(ξ,Ψ(ξ)) ∈ Rn × RL} = {(ξ, Ψ˜(ξ), 0) ∈ Rn × RL1 × RL−L1} ,
where Ψ˜ : Rn → RL1 is smooth. We suppose(∫
Rn
|gˆ(ξ, Ψ˜(ξ))|2φ(ξ)dξ
) 1
2
≤ C‖g‖Lq(Rn+L1) (6)
holds for some 1 < q < 2 and some constant C. Then we have the following
generalisation of Theorem 1.4.
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Theorem 1.5. Let Γ be a compact piece near the origin of the graph{(
ξ, Ψ˜(ξ), 0
)
; ξ ∈ Rn
}
⊂ Rn × RL1 × RL2
and Γ′ be the corresponding projection to{(
ξ, Ψ˜(ξ)
)
; ξ ∈ Rn
}
⊂ Rn × RL1 .
Suppose that the Lq
(
Rn+L1
)→ L2(Γ, µ) restriction inequality (6) holds. Then, for
1 ≤ p ≤ q or q′ ≤ p < ∞, the Boˆchner-Riesz multiplier mΓ,α given by (1) defines
a multiplier operator TmΓ,α which is bounded on L
p if
α > max
{
(n+ L1)
∣∣∣∣1p − 12
∣∣∣∣− L12 , 0
}
.
The proof of Theorem 1.5 follows along known lines of argument (those which
establish Theorem 1.4); see [14].
Let Γ be a compact piece about the origin of the surface {(ξ,Ψ(ξ))}, with Ψ given
by (2) with a1, a2, . . . , aL1 6= 0, d1 < d2 < . . . < dL1 , and L1 < L. Then a necessary
condition for the restriction inequality (6) to hold is
q′
2
≥ 1 + D
n
, (7)
where D =
∑L1
j=1 dj . This follows from a standard Knapp example. The following
result has been established by J. Wright, [15].
Proposition 1.6. With Γ as above, if d1 ≥ n(L1+1), then (6) holds if q
′
2 ≥ 1+ Dn .
Proposition 1.6 gives us a class of varieties of arbitrary codimension where the
optimal L2 Fourier restriction estimate holds. Combining this with Theorem 1.5,
de Leuuw’s Multiplier Theorem, duality, and Theorem 1.1 we establish the following
sharp result; see Section 4.
Proposition 1.7. Let Ψ be given by (2) with L1 < L, d1 < d2, < . . . , < dL1 , and
d1 ≥ n(L1 + 1). Let Γ be a compact piece about the origin of the graph
{(ξ,Ψ(ξ))} ,
and q
′
2 = 1+
D
n . For 1 ≤ p ≤ q or q′ ≤ p <∞, TmΓ,α is bounded on Lp if and only
if L1+nL1+α+n2
< p < L1+nL1−α+n2
.
One expects these propositions to hold without the extra condition d1 ≥ n(L1+1).
For the curves described by the equation (2) when n = 1 and L1 = L (i.e. there
are no vanishing coefficients) this is indeed the case; see [3].
In distinction to proposition 1.7, Theorem 1.1 implies that the convolution kernel
KΓ,α = mˇΓ,α lies in L
p(RN ) if and only if p > L+nL+α+n2
. It is easily seen for α < n2
that L1+nL1+α+n2
≥ L+nL+α+n2 if L1 ≤ L, with strict inequality if L1 6= L. Hence, for the
varieties in Theorem 1.1 with L1 < L, the L
p boundedness range for TmΓ,α differs
from the Lp integrability range of KΓ,α.
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Regarding the Fourier restriction problem for (a neighbourhood of the origin of)
the moment curve,
(t, t2, t3, . . . , td),
there is the initial result of Drury [2], which tells us that the restriction inequality
(5) holds for q′ ≥ d(d+1). In the field, it was not known that this result was sharp
until the discovery of [8], where the necessary condition q′ ≥ d(d + 1) had been
established. As mentioned previously, it is a method from the same paper that we
adapt to show the implication (4) of Theorem 1.1: we form a dyadic partition of
space according to the size of the kernel.
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2. Outline of paper
Section 3 introduces notation and derives the Boˆchner-Riesz kernels. We also ob-
serve some basic properties of the kernels.
In Section 4 we show how Proposition 1.7 follows from Theorem 1.5 and Theorem
1.1 applied with reference to de Leeuw’s Theorem. We also prove Lemma 1.2.
In Sections 5 and 6 we prove Theorem 1.1. In Section 5 we prove the sufficient
condition for KΓ,α ∈ Lp, (4). In Section 6 the reverse implication, (3), is proved,
this is the necessary condition for KΓ,α ∈ Lp.
3. Notation
Throughout this paper C will be used to denote a constant, its value may change
from line to line. We use the notation X . Y or Y & X if there exists some implicit
constant C such that X ≤ CY . When we wish to highlight the dependence of the
implied constant C on some other parameter, say C = C(M), we will use the
notation X .M Y . We use the notation X ≪ Y or Y ≫ X if there exists some
suitable large constant D such that DX ≤ Y .
We denote by Bm(x, r) the Euclidean ball of radius r centred at x in Rm, or simply
B(x, r) if the dimension is clear.
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We use the notation
F (f) (ξ) = fˆ(ξ) =
∫
e−2piiξ·xf(x)dx,
for the Fourier transform and likewise for the inverse Fourier transform we write
F−1 (g) (x) = gˇ(x) =
∫
e2piix·ξg(ξ)dξ.
We also denote by σˆ the Fourier transform of the surface measure of the sphere
Sm−1:
σˆ(x) =
∫
Sm−1
e2piix·ωdσ(ω).
For p ∈ (1,∞) we denote by Mp the space of Borel measurable functions m for
which the multiplier operator defined a priori by
f 7→
(
m · fˆ
)ˇ
is bounded from Lp to Lp.
Recall that we write L = L1 + L2. Typically, in what follows x, y, and z will
denote points in Rn, RL1 , and RL2 , respectively. Since we may have that L2 = 0
but integrate with respect to dz we follow the convention that, when L2 = 0,
RL2 = R0 = {0} and dz is the counting measure. Similarly for S0, which we regard
as the set {−1, 1} equipped with the counting measure.
All multiplier operators are expressible as convolution operators. We turn our
sights to the convolution kernel of Tm, KΓ,α = mˇ, where m = mΓ,α, as given by
(1). Observe that
KΓ,α(x, y, z) =
∫
RL
∫
Rn
e2pii(x·ξ+(y,z)·η)m(ξ, η)dξdη
=
∫
RL
∫
Rn
e2pii(x·ξ+(y,z)·η)φ(ξ)|η −Ψ(ξ)|αχ(η −Ψ(ξ))dξdη
=
∫
RL
∫
Rn
e2pii(x·ξ+(y,z)·(η+Ψ(ξ)))φ(ξ)|η|αχ(η)dξdη
= Aα(y, z)
(∫
Rn
e2pii(x·ξ+(y,z)·Ψ(ξ))φ(ξ)dξ
)
(8)
= Aα(y, z)k(x, y), (9)
where
k(x, y) =
∫
Rn
e2pii(x·ξ+y·Ψ˜(ξ))φ(ξ)dξ and Aα(y, z) =
∫
RL
e2pii(y,z)·η|η|αχ(η)dη.
Unlike Aα, obtaining pointwise control k is a delicate matter. Such pointwise
control will only be required when we prove the necessary condition (3) in Section
6, where we establish a lower bound on |k| in a restricted region of Rn+L1 .
We now state bounds on the size of the function Aα.
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Lemma 3.1. For large |(y, z)|, there exist constants 0 < cα ≤ Cα such that
cα|(y, z)|−L−α ≤ |Aα((y, z))| ≤ Cα|(y, z)|−L−α. (10)
This is routine to establish and we omit the proof, it is presented in [14].
4. Preliminary Results
Proof of Proposition 1.7. By Proposition 1.6 we see that Lp → L2(Γ′, µ) restriction
holds for 1 ≤ p ≤ q. Therefore, we can apply Theorem 1.5 to see that, where
1 ≤ p ≤ q or q′ ≤ p < ∞, TmΓ,α is bounded on Lp for L1+nL1+α+n2 < p <
L1+n
L1−α+
n
2
.
Instead of considering the multiplier
mΓ,α(ξ, η, λ) = |(η, λ) −Ψ(ξ)|αχ ((η, λ) −Ψ(ξ))φ(ξ),
we restrict this continuous multiplier to V = Rn+L1 , corresponding to λ = 0. de
Leeuw’s Theorem, [1], tells us that ifmΓ,α ∈ Mp(RN ), then mΓ,α|V ∈ Mp(Rn+L1).
This is the Boˆchner-Riesz multiplier on Rn+L1 corresponding to the compact neigh-
bourhood Γ′ about the origin of the surface
{
(ξ, Ψ˜(ξ))
}
. We apply Theorem 1.1
to see that the corresponding kernel is in Lp only for p > L1+nL1+α+n2
. By duality, we
must also have p < L1+nL1−α+n2
for TmΓ,α to be bounded on L
p. 
In the following proof of Lemma 1.2 we use the notation (x, y) ∈ Rn × RL. It is
this proof and the arguments contained therein that justify the notation we will
use thereafter of (x, y, z) ∈ Rn × RL1 × RL2 . With the notation (x, y) ∈ Rn × RL,
we write (8) as
KΓ,α(x, y) = Aα(y)
∫
Rn
e2pii(x·ξ+y·Ψ(ξ))φ(ξ)dξ. (11)
Proof of Lemma 1.2. Let Ψ(ξ) =
(
a1|ξ|d1 , a2|ξ|d2 , . . . , aL|ξ|dL
)
be given as in (2),
where aj 6= 0 for 1 ≤ j ≤ L1 and d1 < d2 < . . . < dL1 . We have that KΓ,α(x, y) =
Aα(y)k(x, y), where
Aα(y) =
∫
RL
e2piiy·η|η|αχ(η)dη
and
k(x, y) =
∫
Rn
e2pii(x·ξ+y·Ψ(ξ))φ(ξ)dξ.
We set y˜ = My in the y integral defining k, whereM = diag(a1, a2, . . . , aL1 , 1, 1, . . . , 1)
is a diagonal matrix, to see that
k(x, y) = k˜(x,My)
where
k˜(x, y) =
∫
Rn
e
2pii
(
x·ξ+
∑L1
j=1 yj |ξ|
dj
)
φ(ξ)dξ.
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We denote by S˜0 a region with large |y˜| ∼ |M−1y˜| where we can use the comparison
|A(y˜)| ∼ |y˜|−L−α ∼ |M−1y˜|−L−α ∼ |A(M−1y˜)| = |A(y)|. Let S0 be the corre-
sponding region under the change of variables (x, y˜) 7→ (x,M−1y˜). We can make
the change of variables y˜ = My in the Lp integration of KΓ,α(x, y) = k(x, y)A(y).
The change of variables has a constant Jacobian. Using the comparison, it is simply
verified that
KΓ,α ∈ Lp(S0) ⇐⇒ KΓ˜,α
(
S˜0
)
,
where Γ˜ is a suitable small neighbourhood of the graph{
(ξ, |ξ|d1 , |ξ|d2 , . . . , |ξ|dL1 , 0, . . . , 0)} .
It remains to consider mutual Lp boundedness on the complements: with S1 = S
c
0
and S˜1 its image under the change of variables y˜ = My in the y coordinate, we
must show KΓ,α ∈ Lp(S1) ⇐⇒ KΓ˜,α(S˜1). In fact, one may routinely verify that
KΓ,α ∈ Lp(S1) for all 1 ≤ p ≤ ∞ using an L∞ estimate on KΓ,α and the method of
non-stationary phase. Likewise, one may verify KΓ,α ∈ Lp(S˜1) for all 1 ≤ p ≤ ∞.

5. Sufficency of Theorem 1.1; proof of (4)
In this section we prove one part of Theorem 1.1, the implication (4). That is the
sufficient condition for the kernel K, (9), to be in Lp. According with Lemma 1.2,
we consider those Ψ, (2), where we have
aj = 1, for j ≤ L1, aj = 0, for j > L1, and d1 < d2 < . . . < dL. (12)
We use the following lemma, this van de Corput estimate is essential to the proof
of our main result. It is a simple corollary of the van de Corput estimates proved
in [9], the corollary may be proved exactly as for the corresponding classical van de
Corput estimates for oscillatory integrals with smooth amplitude.
Lemma 5.1. Let Φ : R→ R be a polynomial of degree d and φ be a smooth function
with suppφ ⊂ (a, b). Given the bound inft∈[a,b]
∑d
j=1 |Φ(j)(t)|
1
j ≥ κ we have that∣∣∣∣∣
∫ b
a
e2piiΦ(t)φ(t)dt
∣∣∣∣∣ .d min{(b − a), κ−1} ‖φ′‖L1 .
In particular, we have that∣∣∣∣∣
∫ b
a
e2piiΦ(t)φ(t)dt
∣∣∣∣∣ . min{(b − a), κ−1} (b− a)‖φ′‖L∞ .
We now proceed with the analysis of our surfaces. Henceforth, until stated other-
wise, we denote by Φ(t) the phase appearing in certain one dimensional oscillatory
integrals I±(x, y) =
∫
e2piiΦ(t)φ0(t)dt. These phases are
Φ(t) = Φx,y,±(t) = ±|x|t+
L1∑
j=1
yjψj(t),
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with the ψj(t) = |t|di . For t ∈ [−δ, δ], we denote by Ht(x, y) and H(x, y) the
quantities
Ht(x, y) =
dL1∑
j=1
∣∣∣Φ(j)(t)∣∣∣ 1j and H(x, y) = inf
t∈[−δ,δ]
Ht(x, y).
We will make use the following lemma.
Lemma 5.2. For |y| & 1, H(x, y) & |y|
1
dL1 .
Proof. We relate H to a homogeneous H˜1, where
H˜1(x, y) = max
j=1,2,...,dL1
inf
t∈[−δ,δ]
∣∣∣Φ(j)x,y(t)∣∣∣ .
We show that this, which is clearly homogeneous of degree 1, is bounded positively
away from 0 on the sphere. We first show that it is non-vanishing on the sphere.
Suppose that H˜1(x, y) = 0. Then, in particular, |yL1 | ∼ inft∈[a,b]
∣∣∣Φ(dL1)x,y (t)∣∣∣ = 0 so
that yL1 = 0. Considering the dL1−1th derivative in turn we find that |yL1−1| ∼
inft∈[−δ,δ]
∣∣Φ(dL1−1)∣∣ = 0. Continuing in this fashion shows that, if H˜1(x, y) = 0,
then (x, y) = 0.
To show that inf(x,y)∈SN−1 H˜1(x, y) > 0 we suppose by way of contradiction that
there exists a sequence zn ∈ SN−1 with H˜1(zn) → 0. Passing to a subsequence if
necessary we can assume that zn → z ∈ SN−1. We see that
H˜1(zn) ≥ inf
t∈I
∣∣∣Φ(j)zn (t)∣∣∣ = ∣∣∣Φ(j)zn (tn)∣∣∣ ≥ ∣∣∣Φ(j)z (tn)∣∣∣ − ∣∣∣Φ(j)z (tn)− Φ(j)zn (tn)∣∣∣
≥ inf
t∈I
∣∣∣Φ(j)z (t)∣∣∣ − C|zn − z|.
Taking the maximum over j shows that
H˜1(zn) ≥ H˜1(z)− C|zn − z|.
We know that H˜1(z) 6= 0 and |zn − z| → 0 so taking n → ∞ we obtain a
contradiction, 0 > 0. Therefore we can conclude inf(x,y)∈SN−1 H˜1(x, y) > 0 (in
fact, using this, it is possible to show that H˜1 is continuous but this is not nec-
essary for our proof). As a consequence of this and homogeneity we have that
H˜1(x, y) & |(x, y)| ≥ |y|.
Now relating H to the homogenous H˜1 , which is non-vanishing on the sphere,
shows that H(x, y) & |y|
1
dL1 . Indeed, if H˜1(x, y) & 1, which we have if |y| & 1,
then there exists t∗ = t∗(x, y) ∈ I with H(x, y) = Ht∗(x, y). By an appropriate
choice of j0 we see that
|y|
1
dL1 ≤ |(x, y)|
1
dL1 .
(
H˜1(x, y)
) 1
dL1 .
(
H˜1(x, y)
) 1
j0
=
(
inf
t∈I
∣∣∣Φ(j0)(t)∣∣∣) 1j0
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≤
∣∣∣Φ(j0)(t∗)∣∣∣ 1j0 = max
j=1,...dL1
∣∣∣Φ(j)(t∗)∣∣∣ 1j ≤ dL1∑
j=1
∣∣∣Φ(j)(t∗)∣∣∣ 1j = Ht∗(x, y) = H(x, y).

We require the use of an asymptotic expansion before applying the van de Corput
estimate. As such, we introduce a cutoff function η, chosen such that η(r) = 0 for
r ≤ 12 and η(r) = 1 for r ≥ 1.
Lemma 5.3. With Φ(r) = Φx,y,±(r) = ±|x|r+
∑L1
j=1 yjψj(r). We define H(x, y) =
infr∈[−δ,δ]
∑dL1
j=1
∣∣Φ(j)(r)∣∣ 1j . If H(x, y) ≥ κ, then we have that∣∣∣∣∣
∫
e2piiΦ(r)
1
|rx|n−12
η(|x|r)φ0(r)rn−1dr
∣∣∣∣∣ . κ−1 1|x|n−12 .
Proof. When we apply Lemma 5.1 we see that, if H(x, y) ≥ κ, then∣∣∣∣∣
∫ ∞
0
e
2pii
(
±r|x|+
∑L1
i=1 yiψi(r)
)
1
|rx|n−12
η(|x|r)φ0(r)rn−1dr
∣∣∣∣∣ .d ‖φ˜′‖L1 min{1, κ−1} ,
where φ˜(r) = 1
|rx|
n−1
2
η(|x|r)φ0(r)rn−1 = 1
|x|
n−1
2
η(|x|r)φ0(r)r n−12 . We see that
φ˜′(r) =
1
|x|n−12
(
|x|η′(|x|r)φ0(r)r
n−1
2 + η(|x|r)φ′0(r)r
n−1
2 +
n− 1
2
η(|x|r)φ0(r)r
n−3
2
)
so that
‖φ˜′‖L1 ≤
1
|x|n−12
(∫ ∣∣∣|x|η′(|x|r)φ0(r)r n−12 ∣∣∣ dr + ∫ ∣∣∣η(|x|r)φ′0(r)r n−12 ∣∣∣ dr
)
+
1
|x|n−12
∫ ∣∣∣∣n− 12 η(|x|r)φ0(r)r n−32
∣∣∣∣ dr
.
1
|x|n−12
(
|x||x|− n−12 |x|−1 + 1 +
(
1 + |x|−n−12
))
∼ 1
|x|n−12
.

Proof of (4). We prove that k(x, y)(1 + |(y, z)|)−L−α ∈ Lp(RN , dxdydz) which,
combined with bounds on Aα, (10) and |Aα| ≤ C, gives the desired result. We
show the result for p ≤ 2, the full range of p follows because Lp ∩ L∞ ⊂ Lq for all
q ∈ [2,∞]. We will use the asymptotic expansion for the surface measure of the
sphere.
We first establish the regions where the kernel k(x, y)(1+|(y, z)|)−(L+α) contributes
what can be considered error terms in the Lp integration. The first of these is the
region R0, where |x| ≫ |y|. The next region is R−1, where |x| . 1, |y|. The
remaining region, where 1 . |x| . |y| and |y| ≫ 1, is the main region R. Trivially,
we always have the estimate |k(x, y)| ≤ C.
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In the region R0, we consider the phase function
Φ˜x,y(t) =
1
|x| (x · t+ y ·Ψ(t)) ,
for which ‖Φ˜x,y‖CM+1(B(0,δ)) .M 1 and
∣∣∣∇Φ˜x,y(t)∣∣∣ & 1, for |t| ≤ δ. Therefore, by
the non-Stationary Phase Lemma,
|k(x, y)| =
∣∣∣∣
∫
e2pii|x|Φ˜x,y(t)φ(t)dt
∣∣∣∣ . CM 1|x|M .
Integrating the resulting estimate we see∫ ∫ ∫
R0
|k(x, y)|p(1 + |(y, z)|)−p(L+α)dxdydz
.
∫ ∫ ∫
R0
1
(1 + |x|)Mp
1
(1 + |(y, z)|)p(L+α) dxdydz,
which is finite if, for example, M > n.
Next, we see for R−1 that∫ ∫ ∫
R−1
|k(x, y)|p(1 + |(y, z)|)−p(L+α)dxdydz
.
∫
|x|.1
1dx
∫ ∫
(1 + |(y, z)|)−p(L+α)dydz <∞.
Using polar integration and the fact that Ψ is radial with Ψ(t) = Ψ0(|t|) and
φ(t) = φ0(|t|) we expand
k(x, y) =
∫
e2pii(x·t+y·Ψ(t))φ(t)dt
=
∫ ∫
e2pii(x·rω+y·Ψ0(r))φ0(r)dσ(ω)r
n−1dr
=
∫
e2pii(y·Ψ0(r))
∫
e2pii(rx·ω)dσ(ω)φ0(r)r
n−1dr
=
∫
e2pii(y·Ψ0(r))σˆ(rx)φ0(r)r
n−1dr.
For n = 1 we have that σˆ(rx) = e2piir|x|+e−2piir|x|. For n > 1 we use the asymptotic
expansion for σˆ
σˆ(rx) =
1
|rx|n−12
(
be2piir|x| + ae−2piir|x| +R0,σ(rx)
)
,
for |rx| & 1, where the a and b are constants and |R0,σ(rx)| ≤ C|rx|−1; see, for
example, Chapter 8 of [11]. To make use of this we introduce the cut-off function
in r, η. We choose η such that η(r) = 0 for r ≤ 12 and η(r) = 1 for r ≥ 1. We see
k(x, y)
= E1(x, y) + I(x, y),
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where
E1(x, y) =
∫ ∞
0
e2pii
∑L
i=1 yiψi(r)σ̂(rx)(1 − η(|x|r))φ0(r)rn−1dr
and
I(x, y) =
∫ ∞
0
e2pii
∑L
i=1 yiψi(r)σ̂(rx)η(|x|r)φ0(r)rn−1dr.
Let us look first to I(x, y). Using the asymptotic expansion, we see that
I(x, y)
= I+(x, y) + I−(x, y) + E2(x, y),
where
I+(x, y) = b
∫ ∞
0
e2pii(r|x|+
∑L
i=1 yiψi(r)) 1
|rx|n−12
η(|x|r)φ0(r)rn−1dr,
I−(x, y) = a
∫ ∞
0
e2pii(−r|x|+
∑L
i=1 yiψi(r)) 1
|rx|n−12
η(|x|r)φ0(r)rn−1dr,
E2(x, y) =
∫ ∞
0
e2pii(
∑L
i=1 yiψi(r)) 1
|rx|n−12
R0,σ(rx)η(|x|r)φ0(r)rn−1dr.
The main terms are those I+ and I−. The phases we consider are thus
Φx,y,−(r) = −r|x| +
L1∑
i=1
yiψi(r)
and
Φx,y,+(r) = r|x| +
L1∑
i=1
yiψi(r).
We estimate the contributions of the terms I+(x, y) and I−(x, y) separately. We
apply Lemma 5.3 to analyse their contributions to the Lp estimates. Since the
analysis is the same in either case, we only present the argument for I+(x, y),
with the relevant phase denoted by Φ = Φx,y = Φx,y,+. We use the quantity
H(x, y) = infr≤δ
∑dL1
j=1
∣∣∣∣Φ(j)x,y(r)j!
∣∣∣∣
1
j
.
To carry out the Lp integration of I+(x, y)(1+ |(y, z)|)−(L+α), we perform a dyadic
partition on scales H ∼ 2l and |y| ∼ 2m. By Lemma 5.2 we have H(x, y) & |y|
1
dL1 .
It follows that, in R, l,m ≥ 0, provided |y| ≫ 1 with a large enough constant. When
H(x, y) ∼ 2l, we have as a consequence of Lemma 5.3 that |I+(x, y)|p . 1
|x|p
n−1
2
2−lp.
Thus we see ∫ ∫ ∫
|I+(x, y)|p 1
(1 + |(y, z)|)p(L+α) dxdydz
.
∑
m≥0
∑
l≥0
2−lp
∫ ∫ ∫
2l−1<H(x,y)≤2l;|x|,|z|.|y|∼2m
1
|x|pn−12
1
(1 + |y|)p(L+α) dxdydz
+
∑
m≥0
∑
l≥0
2−lp
∫ ∫ ∫
2l−1<H(x,y)≤2l;|x|.|y|∼2m.|z|
1
|x|pn−12
1
(1 + |z|)p(L+α) dxdydz
14 REUBEN WHEELER
.
∑
m≥0
∑
l≥0
2−lp2−p(L+α)2L1m
∫ ∫
2l−1<H(x,y)≤2l,|x|.|y|∼2m
1
|x|pn−12
dxdy
=
∑
m≥0
∑
l≥0
2−lp2−mp(L+α)2L1mJl,m,
where
Jl,m =
∫ ∫
2l−1<H(x,y)≤2l;|x|.|y|∼2m
1
|x|pn−12
dxdy.
We split the sum into two and write∑
m≥0
∑
l≥0
2−lp2−mp(L+α)2L1mJl,m = S1 + S2,
where
S1 =
∑
l≥0
2−pl
∑
m≥2l,0
2−pm(L+α)2L1mJl,m
and
S2 =
∑
l≥0
2−pl
∑
2l>m≥0
2−pm(L+α)2L1mJl,m.
We provide two different estimates on the size of Jl,m. The first estimate is the
trivial estimate
Jl,m ≤
∫ ∫
|y|.2m,|x|.2m
1
|x|pn−12
dxdy
≤ 2mL2mn−p(n−12 )m. (13)
The second estimate requires a little more care and it is here we work by the method
used in [8]. We now work via polar integration.
Since H(x, y) ∼ 2l we show that there exists
rj ∈
{
1
2l
[−2lδ], 1
2l
[−2lδ] + 1
2l
, . . . ,
1
2l
[2lδ]− 1
2l
,
1
2l
[2lδ]
}
such that |Φ′(rj)| . 2l. We now choose rj = 12l
[
2lr∗
]
, where
dL1∑
j=1
|Φ′(r∗)| 1j = inf
r∈[−δ,δ]
dL1∑
j=1
|Φ′(r)| 1j .
We have that
Φ′(rj) =
dL1−1∑
i=0
1
i!
Φ(1+i)(r∗)(rj − r∗)i.
We use the inequality |rj − r∗| ≤ 2−l and also H(x, y) ∼ 2l so that |Φ(i)(r∗)| . 2li
and
|Φ′(rj)| .
dL1−1∑
i=0
2l(i+1)2−li ∼ 2l.
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Now we make the change of variables s 7→ s˜ = Φ′(rj) = |x| +
∑L1
i=1 yiψ
′
i(r), where
s = |x| in the following polar integration. The change of variables has unit Jacobian.
We denote by e1 the vector (1, 0, . . . , 0) ∈ Rn and see that
Jl,m =
∫ ∫ ∫
2l−1<H(sω,y)≤2l,|y|∼2m,s.|y|
1
sp
n−1
2
dσ(ω)sn−1dsdy
.
[2lδ]∑
j=[−2lδ]
∫ ∫ ∫
|Φ′sω,y(rj)|.2l,|y|.2m,
1
sp
n−1
2
dσ(ω)sn−1dsdy
∼
[2lδ]∑
j=[−2lδ]
∫ ∫
|Φ′se1,y(rj)|.2l,|y|.2m,
sn−1−p
n−1
2 dsdy
∼
[2lδ]∑
j=[−2lδ]
∫ ∫
|s˜|.2l,|y|.2m
∣∣∣∣∣s˜−
L1∑
i=1
yiψ
′
i(rj)
∣∣∣∣∣
n−1−pn−12
ds˜dy
.
[2lδ]∑
j=[−2lδ]
∫ ∫
|s˜|.2l,|y|.2m
∣∣∣∣∣∣s˜n−1−p
n−1
2 +
∣∣∣∣∣
L1∑
i=1
yiψ
′
i(rj)
∣∣∣∣∣
n−1−pn−12
∣∣∣∣∣∣ ds˜dy
. 2l
∫
|y|.2m
(
2l(n−p
n−1
2 ) + 2l2m(n−1−p
n−1
2 )
)
dy
. 22l2L1m
(
2l(n−1−p
n−1
2 ) + 2m(n−1−p
n−1
2 )
)
,
We use this last estimate in the case that 2l ≤ m, in which case we see that
Jl,m . 2
2l2L1m2m(n−1−p
n−1
2 ). (14)
We use this bound to see that
S1 =
∑
l≥0
2−pl
∑
m≥2l,0
2−pm(L+α)2L1mJl,m
.
∑
m≥0
2−pm(L+α)2Lm2m(n−1−p
n−1
2 )
∑
0≤l≤m2
22l2−pl
.
∑
m≥0
2−pm(L+α)2Lm2m(n−1−p
n−1
2 )2m2−p
m
2 ,
which is finite if p > L+nL+α+n2
.
Using the trivial bound (13) we see that
S2 =
∑
l≥0
2−pl
∑
2l>m≥0
2−pm(L+α)2L1mJl,m
=
∑
m≥0
2−pm(L+α)2mL2mn−p(
n−1
2 )
∑
2l>m≥0
2−pl
.
∑
m≥0
2−pm(L+α)2mL2mn−p(
n−1
2 )2−p
m
2 ,
which is finite if p > L+nL+α+n2
.
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The analysis may be repeated for the contribution of I−(x, y).
It remains to consider the contribution of the error terms. For E2, we have that
|E2(x, y)| =
∣∣∣∣∣
∫ ∞
0
e2pii(
∑L
i=1 yiψi(r)) 1
|rx|n−12
R0,σ(rx)η(|x|r)φ0(r)rn−1dr
∣∣∣∣∣
≤ C 1
|x|n−12
1
|x|
∫ 1
1
2 |x|
−1
r−1r
n−1
2 dr ∼ 1
|x|n+12
.
For E1, we find
|E1(x)| =
∣∣∣∣
∫ ∞
0
e2pii
∑L
i=1 yiψi(r)σ̂(rx)(1 − η(|x|r))φ0(r)rn−1dr
∣∣∣∣
.
∫ |x|−1
0
rn−1dr ∼ 1|x|n .
Since we know in either case that |x| & 1, we see |Ei(x, y)| . 1
|x|
n+1
2
for each i.
Of course we also have the bound |Ei(x, y)| ≤ C for each i. Performing polar
integration, we find that
‖Ei(x, y)(1 + |(y, z)|)−L−α‖pLp(R,dxdydz)
.
∫ ∫
(1 + |(y, z)|)−p(L+α)(1 + |x|)−pn+12 dxdydz ∼
∫ ∞
1
r(n+L−1)−p(L+α+
n+1
2 )dr,
which is finite if p > n+L
L+α+n+12
. In particular, this is true if p > n+LL+α+n2
. 
6. Necessity of Theorem 1.1; proof of (3)
According with Lemma 1.2, we consider those Ψ, (2), where we have
aj = 1, for j ≤ L1, aj = 0, for j > L1, and d1 < d2 < . . . < dL. (15)
We turn to the proof of Theorem 1.1, necessary condition for certain Bochner-Riesz
kernels to be in Lp. We use the product expression, (9), for the kernel KΓ,α. Since
we have the lower bound |Aα(y, z)| ≥ cα|(y, z)|−α−L for large |(y, z)|, it suffices
to establish a lower bound for the oscillatory integral k(x, y) in a sufficiently large
region. In fact we prove the following.
Lemma 6.1. The region R is given as
R =
{
(x, y) ∈ Rn+L; δ1
2
≤ |x||y1| ≤ δ1,
|yi|
|y1| ≤ δ1 for i ≥ 2,
y1 ≥ E, yi ≥ 1 for i ≥ 2, |x| ≥ 1
}
,
(16)
the parameter δ1 is some sufficiently small constant, the parameter E is some suf-
ficiently large constant. For (x, y) ∈ R, |k(x, y)| & |x|− n2 .
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We will now show the resulting necessary conditions for KΓ,α ∈ Lp, Theorem 1.1.
Proof of (3). In the case p < 2 we see, using the bounds on |Aα| from Lemma 3.1,∫ ∫ ∫
(x,y)∈R
|KΓ,α(x, y, z)|pdxdydz &
∫ ∫ min{E,|z|}
E
(1 + |z|)−p(L+α)|δ1y1|L1−1
∫
δ1y1
2 ≤r≤δ1y1
r−
pn
2 +n−1drdy1dz
+
∫ ∞
E
y
−p(L+α)
1 |δ1y1|L1−1yL21
∫
δ1y1
2 ≤r≤δ1y1
r−
pn
2 +n−1drdy1
∼
∫ ∞
E
y
−p(L+α)−pn2 +n+L−1
1 dy1
Which is finite if and only if
L− pn
2
− p(L+ α) + n < 0 ⇐⇒ L+ n
p
− L+ n
2
− L
2
< α.

Proof of Lemma 6.1. We chose our polynomial to be symmetric so we know that
d1 is even. This will allow us to find a unique critical point of the relevant phase
function.
Using polar coordinates, we have
K(x, y) =
∫ ∞
0
e2piiΨy(r)rn−1ψ(r)
[∫
Sn−1
e2piirx·ω dσ(ω)
]
dr
where Ψy(r) = y1r
d1 + y2r
d2 + · · · and the inner integral is the Fourier transform
σˆ(rx) of the surface measure σ on Sn−1. Our aim is to decompose k(x, y) =
M(x, y)+E(x, y) where the error term E satisfies |E(x, y)| ≤ ǫ|x|−n/2 for arbitrarily
small ǫ > 0 and the main term M satisfies |M(x, y)| & |x|−n/2 on R. Of course,
this will prove Lemma 6.1.
We first decompose k = k1 + E1, where
E1(x, y) =
∫ |x|−1
0
e2piiΨy(r)σˆ(rx)rn−1ψ(r) dr
so that
|E1(x, y)| . |x|−n ≤ ǫ
3
|x|−n/2 on R. (17)
In the case n ≥ 2, for k1 where r ≥ |x|−1, we use the following well-known asymp-
totic formula (see, for example, Chapter 8 of [11]); for r|x| ≥ 1,
σˆ(rx) = a
e−2piir|x|
(r|x|)(n−1)/2 + b
e2piir|x|
(r|x|)(n−1)/2 + Rσ(r|x|)
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where a, b 6= 0 and |Rσ(r|x|)| . (r|x|)−(n+1)/2. In the case n = 1 this holds trivially
with a = b = 1 and Rσ = 0, since the measure is the counting measure on {−1, 1}.
This gives a corresponding decomposition for k1 = k1,1 + E2 + E3. We have
|E3(x, y)| . |x|−(n+1)/2
∫ 1
0
r(n−3)/2dr ≤ ǫ
3
|x|−n/2 on R, (18)
provided E is chosen large enough, since |x| ≥ δ1|y1|/2 ≥ δ1E/2. Furthermore,
E2(x, y) = b
1
|x|(n−1)/2
∫ ∞
|x|−1
e2pii(|x|r+Ψy(r))r(n−1)/2ψ(r) dr
and since y1 ≥ 0,
||x|+Ψ′y(r)| = ||x|+ k1y1rd1−1 +O(δy1rd1−1)| ≥ |x|+ d1y1rd1−1(1 − Cδ) ≥ |x|
for small enough δ > 0. Hence integrating by parts shows that
|E2(x, y)| . |x|(n+1)/2 ≤ ǫ
3
|x|−n/2 on R. (19)
Finally, we have
k1,1(x, y) = a
1
|x|(n−1)/2
∫ ∞
|x|−1
e2pii(−|x|r+Ψy(r))r(n−1)/2ψ(r)dr.
We make the change of variables r = σs where σd1−1 = |x|/y1 ∼ δ1 so that
k1,1(x, y) = g(x, y)
√
λ
∫ ∞
λ−1
e2piiλΦx,y(s)s(n−1)/2ψ(σs) ds
where λ = σ|x| ≫ 1 and g(x, y) = a|x|−n/2σn/2 ∼δ1 |x|−n/2 on R. Here the phase
is given by
Φx,y(s) = −s+ sd1 + ǫ2sd2 + · · ·+ ǫLsdL
where ǫj = ǫj(x, y) = O(δ) on R. Hence the phase Φx,y(s) has a unique nondegen-
erate critical point at s∗ ∼ 1 and so the classical stationary phase argument (see,
for example, [14]) shows that∣∣∣∫ ∞
λ−1
e2piiλΦx,y(s)s(n−1)/2ψ(σs)ds
∣∣∣ ∼ λ−1/2,
implying that
|k1,1(x, y)| & |x|−n/2 on R. (20)
Hence (17), (18), (19) and (20) show that we can write k(x, y) =M(x, y) +E(x, y)
where |E(x, y)| ≤ ǫ|x|−n/2 and |M(x, y)| & |x|−n/2 on R as desired. This finishes
the proof of Lemma 6.1 and hence the necessity of Theorem 1.1. 
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