Abstract. Mixed Integer Nonlinear Programming (MINLP) problems present two main challenges: the integrality of a subset of variables and nonconvex (nonlinear) objective function and constraints. Many exact solvers for MINLP are branch-and-bound algorithms that compute a lower bound on the optimal solution using a linear programming relaxation of the original problem.
1. Motivation: nonconvex MINLP. Mixed integer nonlinear programming is a powerful modeling tool for very generally defined problems in optimization [32] . A MINLP problem is defined as follows:
s.t. g j (x) ≤ 0 ∀j = 1, 2 . . . , m ℓ i ≤ x i ≤ u i ∀i = 1, 2 . . . , n x ∈ Z r × R n−r , where f : R n → R and g j : R n → R, for all j = 1, 2 . . . , m, are in general multivariate, nonconvex functions; n is the number of variables, r is the number of integer variables, and x is the n-vector of variables, whose i-th component is denoted by x i ; and ℓ i and u i are lower and upper bounds on variable x i . We assume that all these bounds are finite, as otherwise the problem is undecidable [33] .
We assume that f and all g j 's are factorable, i.e., they can be computed in a finite number of simple steps, starting with model variables and real constants, using unary (e.g., log, exp, sin, cos, tan) and binary operators (e.g., + , − , * , / ,ˆ). Note that this framework, although very general, excludes problems whose constraints or objective function are, for example, black-box functions or indefinite integrals such as the error function.
There are numerous applications of P 0 in Chemical Engineering [14, 26, 35] and Computational Biology [39, 40, 50] , among others. Special subclasses of MINLP, such as Mixed Integer Linear Programming (MILP), where f is linear and all g i 's are affine, and convex MINLPs (i.e., MINLPs whose continuous relaxation is a convex nonlinear program), admit special (and more efficient) solvers, therefore the only reason to use a generalpurpose nonconvex MINLP solver is that the problem cannot be classified as any of those special cases.
Effective algorithms for nonconvex optimization aim at finding a relaxation and obtaining a good lower bound on the optimal solution value. In the MILP case, a lower bound can be found by solving the LP relaxation obtained by relaxing integrality on the variables. In the convex MINLP case, relaxing integrality yields a convex nonlinear problem and hence a lower bound. In the general case, finding a relaxation and a lower bound on the global optimum for P 0 can be hard, since relaxing integrality yields a nonconvex NLP.
Disjunctions. When the relaxation does not obtain a strong lower bound, an approach to strengthening the relaxation is to use logical disjunctions that are satisfied by all solutions of P 0 . In their most general form, disjunctions are logical operators that return true whenever one or more of their operands are true [5] . In this work, we consider disjunctions involving linear inequalities, although more general disjunctions are possible. Let us denote as S the feasible set of P 0 , i.e., S = {x ∈ Z r × R n−r : ℓ i ≤ x i ≤ u i ∀i = 1, 2 . . . , n, g j (x) ≤ 0 ∀j = 1, 2 . . . , m}. A disjunction is an operator on a set of systems of inequalities over the set S, written as
where A h ∈ Q m h ×n , b h ∈ Q m h , m h is the number of inequalities in the h-th system, and Q is an index set. We say that the disjunction is true if there exist x ∈ S and h ∈ Q such that A h x ≤ b h .
The general definition (1.1) comprises several classes of disjunctions. Two important ones are the integer disjunction x i ≤ α ∨ x i ≥ α + 1, which is valid for any α ∈ Z if x i is an integer variable; and the spatial disjunction x i ≤ β ∨ x i ≥ β, with β ∈ R and x i a continuous variable.
If disjunctions are used in the branching step or to generate disjunctive cuts, two main problems need to be addressed: (i) how to describe the set of disjunctions and (ii) what disjunction should be used among the (possibly infinite) set of valid disjunctions.
Branch-and-bound algorithms. The branch operation partitions the feasible set of an optimization problem by imposing a disjunction. Each term of a disjunction (1.1) is associated with a subproblem P h of the form
in which the constraints (1.2) are those imposed by branching. We denote the feasible region of P h by S h .
A branch-and-bound (BB) algorithm applies this branching method recursively. Any MINLP with a bounded feasible region can be solved by a BB in a finite number of steps [32] . Note that an optimal solution of a subproblem P h is not necessarily optimal for P 0 , since the feasible regions of individual subproblems are subsets of the original feasible region and may not include an optimal solution of P 0 . Nevertheless, solutions obtained in this way are still feasible and hence yield valid upper bounds on the optimal value of f (x). An advantage of applying a branching method is that it allows to discard any subproblem whose associated lower bound exceeds the best upper bound found so far.
Disjunctive cuts. Disjunctions can also be imposed indirectly by deriving one or more implied constraints from them [5] . A valid inequality with respect to S consists of a pair (α, α 0 ) ∈ Q n+1 such that α ⊤ x ≤ α 0 for all x ∈ S. An inequality that is valid for S and violated by at least one member of the feasible region of the relaxation of P 0 is called a cut.
A disjunctive cut with respect to a disjunction of the form (1.1) is an inequality that is valid for S h for each h ∈ Q, or equivalently, for the convex hull of the union of these sets. Amending disjunctive cuts to the feasible region of a relaxation of P 0 is often an effective way of tightening a relaxation of S.
Disjunctive cuts have long been studied in the MILP context [7, 9, 49] . They have also been generated from disjunctions arising from MINLPs with a certain structure. For MINLP with binary variables and whose continuous relaxation is convex, Stubbs and Mehrotra [60] generalized the procedure proposed by Balas, Ceria and Cornuéjols [7] and described a separation procedure based on a convex optimization problem.
A specialized procedure has been successfully applied to Mixed Integer Conic Programming (MICP) problems, which are MILPs amended by a set of constraints whose feasible region is a cone in R n . The second order cone and the cone of symmetric semidefinite matrices are among the most important classes of conic constraints in this class. Ç ezik and Iyengar [19] and lately Drewes [25] proposed, for MICP problems where all disjunctions are generated from binary variables, an application of the procedure to the conic case, where disjunctive inequalities are obtained by solving a continuous conic optimization problem. Analogously, Frangioni and Gentile [27] describe a class of disjunctive cuts that can be used in convex MINLPs where binary variables are used to model semi-continuous variables, i.e., variables that take values in the set {0} ∪ [l, u] with 0 / ∈ [l, u]. Another interesting class of problems is that of Mathematical Programs with Complementarity Constraints (MPCC) [57] , i.e., MINLPs that contain nonconvex constraints x ⊤ y = 0, with x ∈ R k + , y ∈ R k + . These can be more easily stated as x i y i = 0 for all i = 1, 2 . . . , k, and give rise to simple disjunctions x i = 0 ∨ y i = 0. Júdice et al. [34] study an MPCC where the only nonlinear constraints are the complementarity constraints, and therefore relaxing the latter yields an LP. Disjunctive cuts are generated from solutions of the LP that violate a complementarity constraint (i.e., solutions where x i > 0 and y i > 0 for some i ∈ {1, 2 . . . , k}) through the observation that both variables are basic and by applying standard disjunctive arguments to the corresponding tableau rows.
Scope of the paper and outline. While the application to MILP of cuts derived from disjunctions has been studied for decades and efficient implementations are available, their practical application to MINLP has recently attracted a lot of attention: a notable example is the work by Saxena et al. [55, 56] , where disjunctive cuts are used to solve MINLPs with quadratic nonconvex objective and constraints.
In particular, [55] point out that " . . . even though the results presented in this paper focussed on MIQCPs, they are equally applicable to a much wider class of nonconvex MINLPs. All we need is an automatic system that can take a nonconvex MINLP and extract a corresponding MIQCP relaxation. Development of software such as Couenne [11, 12] is a step in this direction."
Our contribution is an attempt to follow that indication: we present an application of disjunctive programming to the context of nonconvex MINLP problems. We provide an Open Source implementation of a procedure that generates disjunctive cuts for MINLP problems, and present a set of computational results that substantiate the practical utility of this application.
Several exact solution methods for nonconvex MINLP rely, in order to obtain valid lower bounds, on reformulation and linearization techniques [46, 59, 61] , which we briefly introduce in the next section as their definition is essential to describe the type of disjunctions we use in this context. Section 3 describes the general disjunctions arising from reformulating an MINLP, and their use in separating disjunctive cuts is shown in Section 4.
A simple separation procedure based on the cut generating LP (CGLP) is discussed in Section 5. This procedure has been added to couenne, a general-purpose, Open Source solver for MINLP [11] , and tested on a set of publicly available nonconvex MINLP instances. These tests are presented in Section 6.
2. Lower bounds of an MINLP. Several MINLP solvers are BB algorithms whose lower bounding technique uses a Linear Programming (LP) relaxation constructed in two steps:
• reformulation: P 0 is transformed in an equivalent MINLP with a set of new variables, a linear objective function, and a set of nonlinear equality constraints; • linearization: each nonlinear equality constraint is relaxed by replacing it with a set of linear inequalities. Here we provide a brief description whose purpose is to introduce the derivation of disjunctions in Section 3.
Reformulation. If f and all g i 's are factorable, they can be represented by expression trees, i.e., n-ary trees where every node is either a constant, a variable, or an n-ary operator whose arguments are represented as children of the node, and which are in turn expression trees [21, Chapter 3] . While all leaves of an expression tree are variables or constants, each non-leaf node, which is an operator of a finite set O = {+, * ,ˆ, /, sin, cos, exp, log}, is associated with a new variable, denoted as auxiliary variable. As a result, we obtain a reformulation of P 0 [46, 59, 61] :
, that is, q auxiliary variables are introduced, s of which are integral and q − s continuous 1 . The auxiliary x n+q is associated to the operator that defines the objective function of P 0 . Each auxiliary x k is associated with a function ϑ k (x) from O and depends, in general, on one or more of the variables x 1 , x 2 . . . , x k−1 . Let us define the bounding box [ℓ, u] of P as the set {x ∈ R n+q :
In the reformulation, all nonlinear constraints are of the form x k = ϑ k (x) for all k = n + 1, n + 2 . . . , n + q, where ϑ k is an operator from O. It is then possible to obtain an LP relaxation of P, or linearization for short, by applying operator-specific algorithms to each such constraint [59] .
The nonconvex set of feasible solutions of the reformulation is therefore Θ = n+q k=n+1 Θ k . While finding a convex relaxation of Θ might prove very difficult, obtaining a convex relaxation of each Θ k , for all k = n + 1, n + 2 . . . , n + q, is in general easier and has been extensively studied [46, 59, 61, 41] . Several exact MINLP solvers [54, 12, 42] seek an LP relaxation of Θ k defined by the set
, and m k is the number of inequalities of the relaxation. In general, m k depends on ϑ k and, for certain constraints, a larger m k yields a better lower bound. However, in order to keep the size of the linearization limited, a relatively small value is used. For the linearization procedure we have used, m k ≤ 4 for all k. Let us denote LP = n+q k=n+1 LP k . Because LP k ⊇ Θ k for all k = n + 1, n + 2 . . . , n + q, we have LP ⊇ Θ. Hence, minimizing x n+q over the convex set LP gives a lower bound on the optimal solution value of P 0 .
The aforementioned MINLP solvers are branch-and-bound procedures that obtain, at every BB node, a linearization of P. It is crucial, as pointed out by McCormick [46] , that for each k = n + 1, n + 2 . . . , n + q, the linearization of Θ k be exact at the lower and upper bounds on the variables appearing as arguments of ϑ k , i.e., the linearization must be such that if a solution x ⋆ is feasible for the LP relaxation but not for P, then there exists an i such that
can be used.
In general, for all k = n + 1, n + 2 . . . , n + q, both B k and c k depend on the variable bounds ℓ and u: the tighter the variable bounds, the stronger the lower bound obtained by minimizing x n+q over LP. For such an approach to work effectively, several bound reduction techniques have been developed [30, 48, 52, 51, 58, 38] . Most of these techniques use the nonconvex constraints of the reformulation or the linear constraints of the linearization, or a combination of both. An experimental comparison of bound reduction techniques used in a MINLP solver is given in [12] .
Let us consider, as an example, a constraint
3 }, whose projection on the (x i , x k ) space is the bold curve in Figure 1 
admits a tighter linearization LP
′ , which is a proper subset of LP since the linearization is exact at u ′ i .
Disjunctions in MINLP.
In order to apply the paradigm of disjunctive programming to nonconvex MINLP, we need (i) a description of the set of valid disjunctions in P and (ii) a procedure for selecting, from said set, a disjunction violated by an optimal solution x ⋆ to the LP relaxation.
Deriving disjunctions. Nonconvex constraints in the reformulation P above are of two types:
• integrality of a subset of variables: x i for i ∈ {1, 2 . . . , r, n + 1, n + 1 . . . , n + s}; There has been extensive research on how to use this type of disjunction, how to derive disjunctive cuts from them, and how to efficiently add such inequalities, using a BB method coupled with a cut generating procedure [7, 8, 49] . Several generalizations can be introduced at the MILP level: a well known example is the split disjunction πx ≤ π 0 ∨ πx ≥ π 0 + 1, where (π, π 0 ) ∈ Z p+1 and x ∈ Z p is a vector of p integer variables [10, 17, 22, 36] . The reformulation of an MINLP problem is subject to both types of nonconvex constraints. The optimal solution to the LP relaxation, x ⋆ , may be infeasible for the integrality constraints or for one or more of the constraints of the reformulation, x k = ϑ k (x). In this work, we will primarily consider disjunctions arising from constraints of the second type, and will focus on the problem of finding a valid disjunction that is violated by a solution to the LP relaxation of P 0 .
although valid for any β ∈ [ℓ i , u i ], is not violated by x ⋆ . This is a point of departure with MILP, for which disjunctions over integer variables are valid and, obviously, violated by fractional solutions.
A violated disjunction for MINLP, however, can be derived by applying bound reduction and the linearization procedure. Suppose that the linearization for the set Θ
, and analogously, the linearization for Θ
we assume that the linear constraints include the new upper (resp. lower) bound β on x i . Assuming that the two linearizations LP ′ k and LP ′′ k are exact at the bounds on x i , we have
is valid and violated by x ⋆ , and can be used to generate a disjunctive cut or a branching rule.
Although it might seem intuitive to set
We define the infeasibility Ω nl (x i ) of x j as a convex combination of min k∈Dj γ k , k∈Dj γ k , and max k∈Dj γ k . If x j is also integer, the maximum between Ω nl (x i ) and Ω int (x i ) is used. We refer the reader to [12, §5] for a more detailed description, which is omitted here for the sake of conciseness.
A standard procedure for selecting disjunctions sorts them in nonincreasing order of infeasibility. When selecting a disjunction for branching, the one with maximum infeasibility is chosen. If a set of disjunctive cuts is desired, the first p disjunctions in the sorted list are chosen, for a given p ≥ 1, and p disjunctive cuts are generated.
As discussed in [1, 12] , this infeasibility measure may not be the best way to rank disjunctions. More sophisticated techniques have been proposed for disjunction selection in the branching process, for example strong branching [4] , pseudocosts branching [13] , reliability branching [1] , and Violation Transfer [43, 62] . A generalization of reliability branching [1] to the MINLP case has been recently presented [12] .
Disjunctions in special cases of MINLP. Some classes of MINLP problems exhibit nonconvex constraints that give rise to special disjunctions, and are used to generate disjunctive cuts. One such example has been studied for quadratically constrained quadratic programs (QCQPs) by Saxena et al. [55, 56] . These problems contain nonlinear terms of the form x i x j . Applying a reformulation such as that described in Section 2 would obtain auxiliary variables y ij = x i x j for 1 ≤ i ≤ j ≤ n. In matricial form, this corresponds to the nonconvex constraint Y = xx ⊤ , where Y is a symmetric, n × n matrix of auxiliary variables and x is the n-vector of variables (notice that there are n(n + 1)/2 new variables instead of n 2 , since y ij = y ji ). Rather than applying a linearization to each nonconvex constraint y ij = x i x j , such a constraint can be relaxed as Y − xx ⊤ 0, thus reducing a QCQP to a (convex) Semidefinite program, which yields comparably good lower bounds [31, 53, 3] . However, these SDP models are obtained from the original problem by relaxing the nonconvex constraint xx ⊤ −Y 0. In [55] , this constraint is used to generate disjunctions: given a vector v ∈ R n , the non-convex constraint (v ⊤ x) 2 ≥ v ⊤ Y v, which can be rewritten as w 2 ≥ z after a change of variables, is obtained from the negative eigenvalues of the matrixxx ⊤ −Ȳ , where (x,Ȳ ) is a solution to the relaxation. This is then used to generate a disjunction and disjunctive cuts 
is the value of x i and x k in the optimum of the LP relaxation. In (b), the spatial disjunction in x and Y . In a more recent development [56] , this procedure is modified to generate disjunctive cuts in the original variables x only.
4. Disjunctive cuts in nonconvex MINLP. Assume that the linearization step produces an LP relaxation that we denote min{x n+q : Ax ≤ a, ℓ ≤ x ≤ u}, where A ∈ Q K×(n+q) , a ∈ Q K , and K is the total number of linear inequalities generated for all of the nonlinear constraints x k = ϑ k (x) of the reformulation (we recall that K ≤ 4(n + q)), while ℓ and u are the vectors of the lower and upper bounds on both original and auxiliary variables. Let us denote the feasible set of the linear relaxation as
are created by amending to LP one constraint of the disjunction. As pointed out in the previous section, the disjunction alone does not eliminate any solution from LP ′ ∪ LP ′′ , because LP = LP ′ ∪ LP ′′ , while this does not hold for disjunctions on integer variables, where LP strictly contains the union of the two subproblems. Consider two problems P ′ and P ′′ , obtained by intersecting P with the constraints x i ≤ β and x i ≥ β, respectively. Apply bound reduction and the linearization procedure to P ′ and P ′′ , and denote the tightened problems as SLP ′ and SLP ′′ (see Figure  2(b) ). The two sets can be described as
We re-write these two sets in a more convenient form:
where
so as to include the initial linear constraints, the new linearizations inequalities, and the variable bounds in a more compact notation. We denote as K ′ (resp. K ′′ ) the number of rows of A ′ (resp. A ′′ ) and the number of elements of a ′ (resp. a ′′ ). As described by Balas [5] , an inequality α ⊤ x ≤ α 0 , where α ∈ Q n+q and α 0 ∈ Q, is valid for the convex hull of SLP ′ ∪SLP ′′ if α and α 0 satisfy:
Given an LP relaxation and its optimal solution x ⋆ , an automatic procedure for generating a cut of this type consists of finding vectors u and v such that the corresponding cut is maximally violated [7] . This requires solving the Cut Generating Linear Programming (CGLP) problem
where e is the vector with all components equal to one. An optimal solution (more precisely, any solution with positive objective value) provides a valid disjunctive cut that is violated by the current solution x ⋆ . Its main disadvantage is its size: the CGLP has (n + q + 1) + K ′ + K ′′ variables and 2(n + q) + 3 constraints, and is hence at least twice as large as the LP used to compute a lower bound. Given that the optimal solution of the CGLP is used, in our implementation, to produce just one disjunctive cut, solving one problem (4.1) for each disjunction of a set of violated ones, at every branch-and-bound node, might prove ineffective. To this purpose, Balas et al. [6, 9] present a method to implicitly solve the CGLP for binary disjunctions by applying pivot operations to the original linear relaxation, only with a different choice of variables. It is worth noting that, unlike the MILP case, here A ′ and A ′′ differ for much more than a single column. As shown in [2] , this implies that the result by Balas et al. does not hold in this case.
An example. Consider the continuous nonconvex nonlinear program P 0 : min{x 2 : x 4 ≥ 1}. It is immediate to check that its feasible region is the nonconvex union of intervals (−∞, −1] ∪ [+1, +∞), and that its two global minima are −1 and +1. Its reformulation is as follows:
It is crucial to note here that, although the problem is trivial and can be solved by inspection, state-of-the-art MINLP solvers that use reformulation ignore the relationship between the objective function and the constraint, i.e., y = w 2 . The tightest convex relaxations of the two nonlinear constraints are obtained by simply replacing the equality with inequality, therefore any LP relaxation generated by a MINLP solver is a relaxation of
whose optimal solution is (x, w, y) = (0, 0, 1), whose value is w = 0 and which is infeasible for P and hence for P 0 . Imposing the disjunction x ≤ 0∨x ≥ 0 to P yields two subproblems with the following convex relaxations:
both with the same optimal solution, (x, w, y) = (0, 0, 1). Bound reduction is crucial here for both subproblems, as it strengthens the bounds on x using the lower bound on y. Indeed, x ≤ 0 and 1 ≤ y = x 2 imply x ≤ −1, and analogously x ≥ 0 and 1 ≤ y = x 2 imply x ≥ 1. Hence, the relaxations of the two tightened subproblems are
and their optimal solutions are feasible for P 0 and correspond to the two global optima {−1, +1}. Hence, the problem is solved after branching on the disjunction x ≤ 0 ∨ x ≥ 0. However, the nonlinear inequality x 2 ≥ 1 is valid for both CR ′ and CR ′′ as it is implied by x ≤ −1 in the former and by x ≥ 1 in the latter. Since w ≥ x 2 , the (linear) disjunctive cut w ≥ 1 is valid for both (SCR ′ ) and (SCR ′′ ). If added to (CR), a lower bound of 1 is obtained which allows to solve the problem without branching. It is easy to prove that even using a linear relaxation and applying the CGLP procedure yields the same disjunctive cut. This simple example can be complicated by considering n variables subject each to a nonconvex constraint:
A standard BB implementation needs to branch on all variables before closing the gap between lower and upper bound, requiring an exponential number of subproblems as one needs to branch on all disjunctions. However, the disjunctive cuts w i ≥ 1∀i = 1, 2 . . . , n, where w i is the variable associated with the expression x 2 i , allow to find an optimal solution immediately. Although this example uses a nonlinear convex hull for the problem and the subproblems, it can be shown that the same disjunctive cut can be generated within a framework where linear relaxations are used and a CGLP-based method for generating disjunctive cuts is used.
A test with n = 100 was conducted using the two variants of couenne dc and v0 described in Section 6, respectively with and without disjunctive cuts. With disjunctive cuts generated at all nodes (at most 20 per node), the problem was solved to global optimality (the optimal solution has a value of 100) in 57 seconds and 18 BB nodes on a Pentium M 2.0GHz laptop, 41 seconds of which were spent in the generation of such cuts. Without disjunctive cuts, the solver was stopped after two hours of computation, more than 319,000 active BB nodes, and a lower bound of 14.
As a side note, one might expect a BB procedure to enforce all disjunctions as branching rules. Hence, at any node of depth d in the BB tree the d disjunctions applied down to that level determine the bound to be equal to d. Because all optima have objective value equal to n, an exponential number of nodes will have to be explored, so that the global lower bound of the BB will increase as the logarithm of the number of nodes.
This example can be interpreted as follows: the decomposition of the expression trees at the reformulation phase is followed by a linearization that only takes into account, for each nonlinear constraint y i = x 4 i , of the variables x i and y i only -this causes a bad lower bound as there is no link between the lower bound on y i and that on w i . The disjunctive cuts, while still based on a poor-quality LP relaxation, have a more "global" perspective of the problem, where the bound on y i implies a bound on w i .
5.
A procedure to generate disjunctive cuts. The procedure is sketched in Table 1 , and its details are discussed below. It requires a description of P, the feasible region of its linear relaxation LP = {x ∈ R n+q : Ax ≤ a}, lower and upper bounds ℓ, u, an optimal solution x ⋆ of the relaxation, and disjunction x i ≤ β ∨ x i ≥ β. Branch-and-bound procedures for MINLP recursively reduce the bounding box [ℓ, u], therefore the procedure sketched can be applied at every branch-and-bound node. Implementation details. We have used couenne [11, 23] , an Open Source software package included in the Coin-OR infrastructure [44] , for all experiments. It implements reformulation, linearization, and bound reduction methods, as well as a reliability branching scheme [12] . It also recognizes complementarity constraints, i.e., constraints of the form x i x j = 0, with i = j, as the disjunction
couenne is a BB whose lower bounding method is based on the reformulation and linearization steps as discussed in Section 2. At the beginning, the linearization procedure is run in order to obtain an initial LP relaxation. At each node of the BB, two cut generation procedures are used: up to four rounds of cuts to refine the linear relaxation and at most one round of disjunctive cuts.
Calls to the disjunctive cut generator. While the procedure that generates a linear relaxation of the MINLP is relatively fast and hence is carried out multiple times at every node of the BB tree, separating disjunctive cuts using a CGLP is CPU-intensive as it requires solving a relatively large LP for each disjunction. Therefore, in our experiments, disjunctive cuts are only generated at BB nodes of depth lesser than 10, and at most 20 violated disjunctions per node are used.
For each node where disjunctive cuts are separated, the first 20 disjunctions of a list provided by the branch-and-bound algorithm (which, in couenne's case, is cbc [18]) are selected. This list is sorted in nonincreasing order of the infeasibility of variable x i of the reformulation and a solution x ⋆ of the LP relaxation. Fig. 3 . Separable and non-separable points. In (a), although the point is infeasible for P, another round of linearization cuts is preferred to a disjunction (either by branching or through a disjunctive cut), as it is much quicker to separate. In (b), no refinement of the linear relaxation is possible, and a disjunction must be applied.
i ⌉ are also used in this framework, as they may also lead to two subproblems with refined relaxation and tightened bounds. A more efficient separation technique for generating disjunctive cuts based on integer disjunctions, CglLandP [20] , is available in the COIN-OR cut generation library [45] . couenne has an option for separating cuts using CglLandP, but can also use the procedure described above on integer disjunctions. The two procedures are different: while the first uses a variant of the method proposed by Balas et al. [6, 9] and is hence faster, the CGLP-based procedure in couenne takes advantage of the reduced bounds and the refined linearization, which are not available to CglLandP. In our experiments, we have turned off CglLandP and separated disjunctive cuts on integer variables with the method described in this paper, with the only difference that the disjunction used is of the form x i ≤ β ∨ x i ≥ β + 1, with β ∈ Z.
Branching priorities. In the software framework we chose for our implementation, integer and nonlinear disjunctions have a priority, i.e., a scalar Input: A problem P and a linear relaxation, LP: (A, a, ℓ, u) Optimal solution of LP:
Create P ′ from P by imposing x i ≤ β 2
Create P ′′ from P by imposing x i ≥ β 3
Apply bound reduction to
Generate linear relaxations
Construct CGLP (4.1) and solve it 8
Return (α, α 0 ) Table 1 Procedure for generating a disjunctive cut for problem P.
that determines precedences in choosing disjunctions: a disjunction can be selected only if there are no violated disjunctions with smaller priority. In our experiments, we have assigned the same priority to all disjunctions, therefore disjunctions are chosen based on their infeasibility only.
Rank of the generated inequalities. Suppose an LP relaxation LP and K disjunctions are available at a branch-and-bound node. In our implementation, after generating the disjunctive cut α ⊤ x ≤ α 0 for the j-th disjunction, the cut for the (j + 1)-st disjunction is generated using a CGLP constructed from the same LP relaxation LP, i.e., without the new cut α ⊤ x ≤ α 0 (couenne has an option to amend the CGLP with the cuts generated in the same round, which was not tested). This is done to limit the rank of the new cut, given that high-rank cuts may introduce numerical errors. In fact, the K-th generated cut would otherwise be of rank K even if LP contained no disjunctive cuts, and, in the worst case, its rank would be Kd if generated in a branch-and-bound node at depth d. Therefore, given the maximum node depth of 10 mentioned above, the maximum rank of the cuts separated in the tests below is 10. If, in the future, disjunctive cuts are generated at deeper nodes of the BB tree, mechanisms for controlling the rank of each cut, such as that used by [55] , might be necessary.
6. Experimental results. In order to assess the utility and effectiveness of the procedure to generate disjunctive cuts for MINLP described in this paper, we have performed a battery of tests on a set of 84 publicly available MINLP instances from the following repositories:
• MacMINLP [37] and minlplib [16] : a collection of MINLP instances, both convex and nonconvex; • nConv: a collection of nonconvex MINLPs 2 ; • MIQQP: Mixed Integer quadratically constrained quadratic pro-grams [47] ; model qpsi.mod was used;
• globallib: a collection of continuous NLP problems [29] ;
• boxQP: continuous, nonconvex, box-constrained quadratic problems; the smaller instances are from [63] and those with more than 60 variables are from [15] ; • airCond, a 2D bin-packing problem for air conduct design [28] . While most of these instances are nonconvex MINLP problems, the boxQP instances belong to a specific class of problems for which much more efficient methods exist. In particular, the one presented by Burer et al. [15] solves all these instances more quickly than couenne. It should also be noted that, for this type of problems, there are much stronger relaxations than that obtained through reformulation, see for example Anstreicher [3] . Table 3 describes the parameters of each instance: number of variables (var), of integer variables (ivar), of constraints (con), and of auxiliary variables (aux), or, in the notation used above: n, r, m, and q. The latter parameter is a good indicator of the size of the LP relaxation, as it is proportional to the number of linearization inequalities added.
We have conducted tests to compare two distinct branching techniques with disjunctive cuts, in order to understand what combination is most effective. The following four variants of couenne have been tested:
• v0: no disjunctive cuts, and the basic branching scheme br-plain described in [12] , Section 5.1; • rb: no disjunctive cuts, and an extension of reliability branching [1] to MINLP denoted int-br-rev in [12] ; • dc: disjunctive cuts separated until depth 10 of the BB tree and the br-plain branching scheme; • dc+rb: disjunctive cuts separated until depth 10 of the BB tree and reliability branching. The latter variant, apart from being a combination of more sophisticated methods, has a further advantage: since reliability branching is a method to rank branching rules and therefore disjunctions, disjunctive cuts are separated only using the most promising disjunctions.
All tests were performed on a computer with a 2.66GHz processor, 64GB of RAM, and Linux kernel 2.6.29. couenne version 0.2, compiled with gcc 4.4.0, was used. A time limit of two hours was set for all variants. Tables 4 and 5 report in detail the comparison between the four variants of couenne. If an algorithm solved an instance in less than two hours, its CPU time in seconds is reported. Otherwise, the remaining gap
is given, where z best is the objective value of the best solution found by the four algorithms, z lower is the lower bound obtained by this algorithm, and z 0 is the initial lower bound found by couenne, which is the same for all Table 2 Summary of the comparison between the four variants. The first three columns report, for those instances that could be solved within the time limit of two hours, the number of instances solved ("solved"), the number of instances for which the variant obtained the best CPU time or within the 10% of the best ("best time"), and analogously for the number of BB nodes ("best nodes"). The last column, "best gap," reports the number of instances, among those that could not be solved within two hours by any of the variant, for which a variant obtained the smallest gap, or within 10% of the smallest, in terms of the remaining gap.
variants. If no feasible solution was found by any variant, the lower bound is reported in brackets. The best performances are highlighted in bold. Table 2 summarizes our results by pointing out what variants perform better overall. For each variant, the column "solved" reports the number of instances solved by that variant before the time limit, while column "best time" reports the number of solved instances whose CPU time is best among the four variants, or at most 10% greater than the best time. An analogous measure is given in the third column, "best nodes," for the BB nodes. The last column, "best gap," refers to instances that were not solved before the time limit by any of the variants, and reports for how many of these the variant had the best gap, or within 10% of the best.
Although this gives a somewhat limited perspective, it shows that the variants with disjunctive cuts, especially the one coupled with reliability branching, have an edge over the remaining variants. They in fact allow to solve more problems within the time limit, on average, and, even when a problem is too difficult to solve, the remaining gap is smaller more often when using disjunctive cuts.
Variants with disjunctive cuts seem to outperform the others, especially for the boxQP instances (we recall that more efficient solvers are available for this type of problem [15] ). For some instances, however, disjunctive cuts only seem to slow down the BB as the CPU time spent in separation does not produce any effective cut. The tradeoff between the effectiveness of the disjunctive cuts and the time spent generating them suggests that a faster cut generation would increase the advantage.
We further emphasize this fact by showing the amount of time spent by reliability branching and disjunctive cuts, which is included in the total CPU time reported. Tables 6 and 7 show, for a subset of instances for which branching time or separation time were relatively large (at least 500 seconds), the CPU time spent in both processes and the number of resulting cuts or BB nodes. This selection of instances shows that, in certain cases, the benefit of disjunctive cuts is worth the CPU time spent in the generation. This holds especially for the boxQP instances: although a large amount of time is spent in generating disjunctive cuts, this results in a better lower bound or a lower CPU time. Again, the fact that the current separation algorithm is rather simple suggests that a more efficient implementation would obtain the same benefit in shorter time.
We also graphically represent the performance of the four variants using performance profiles [24] . Figure 4 (a) depicts a comparison on the CPU time. This performance profile only considers instances that could be solved in less than two hours by at least one of the variants. Hence, it also compares the quality of a variant in terms of number of instances solved. Figure 4 (b) is a performance profile on the number of nodes. Figure 4 (c) is a comparison on the remaining gap, and reports on all instances for which none of the variants could obtain an optimal solution in two hours or less. Note that this is not a performance profile: rather than the ratio between gaps, this graph shows, for each algorithm, the number of instances (plotted on the y axis) with remaining gap below the corresponding entry on the x axis.
The three graphs show once again that, for the set of instances we have considered, using both reliability branching and disjunctive cuts pay off for both easy and difficult MINLP instances. The former are solved in shorter time, while for the latter we yield a better lower bound.
7. Concluding remarks. Disjunctive cuts are as effective in MINLP solvers as they are in MILP. Although they are generated from an LP relaxation of a nonconvex MINLP, they can dramatically improve the lower bound and hence the performance of a branch-and-bound method.
One disadvantage of the CGLP procedure, namely having to solve a large LP in order to obtain a single cut, carries over to the MINLP case. Some algorithms have been developed, for the MILP case, to overcome this issue [6, 9] . Unfortunately, as shown in [2] , their extension to the MINLP case is not as straightforward. Table 4 Comparison between the four methods. Each entry is either the CPU time, in seconds, taken to solve the instance or, if greater than two hours, the remaining gap (6.1) after two hours. If the remaining gap cannot be computed due to the lack of a feasible solution, the lower bound, in brackets, is shown instead. Table 5 Comparison between the four methods. Each entry is either the CPU time, in seconds, taken to solve the instance or, if greater than two hours, the remaining gap (6.1) after two hours. If the remaining gap cannot be computed due to the lack of a feasible solution, the lower bound, in brackets, is shown instead.
