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Abstract—In this work we study two families of codes with
availability, namely private information retrieval (PIR) codes
and batch codes. While the former requires that every infor-
mation symbol has k mutually disjoint recovering sets, the
latter asks this property for every multiset request of k infor-
mation symbols. The main problem under this paradigm is to
minimize the number of redundancy symbols. We denote this
value by rP(n, k), rB(n, k), for PIR, batch codes, respectively,
where n is the number of information symbols. Previous re-
sults showed that for any constant k, rP(n, k) = Θ(
√
n) and
rB(n, k) = O(
√
n log(n)). In this work we study the asymp-
totic behavior of these codes for non-constant k and specifically
for k = Θ(nǫ). We also study the largest value of k such that
the rate of the codes approaches 1, and show that for all ǫ < 1,
rP(n, n
ǫ) = o(n), while for batch codes, this property holds for
all ǫ < 0.5.
I. INTRODUCTION
In this paper we study two families of codes with avail-
ability for distributed storage. The first family of codes, called
private information retrieval (PIR) Codes, requires that every
information symbol has some k mutually disjoint recovering
sets. These codes were studied recently in [2] due to their ap-
plicability for private information retrieval in a coded storage
system. They are also very similar to one-step majority-logic
decodable codes that were studied a while ago by Massey [7]
and later by Lin and others [5] and were prompted by appli-
cations of error-correction with low-complexity.
The second family of codes, which is a generalization of
the first one, was first proposed in the last decade by Ishai
et al. under the framework of batch codes [3]. These codes
were originally motivated by different applications such as
load-balancing in storage and cryptographic protocols. Here
it is required that every multiset request of k symbols can be
recovered by k mutually disjoint recovering sets.
Formally, we denote a k-PIR code by [N, n, k]P to be a cod-
ing scheme which encodes n information bits to N bits such
that each information bit has k mutually disjoint recovering
sets. Similarly, a k-batch code will be denoted by [N, n, k]B
and the requirement of mutually disjoint recovering sets is
imposed for every multiset request of size k. The main fig-
ure of merit when studying PIR and batch codes is the value
of N, given n and k. Thus, we denote by P(n, k), B(n, k) the
minimum value of N for which an [N, n, k]P, [N, n, k]B code
exists, respectively.
Since it is known that for all fixed k, limn→∞ Bq(n, k)/n =
limn→∞ Pq(n, k)/n = 1, [3], we evaluate these codes
by their redundancy and define rB(n, k) , B(n, k) −
n, rP(n, k) , P(n, k) − n. One of the problems we study
in the paper studies the largest value of k (as a function
of n) for which one can still have rP(n, k) = o(n) and
rB(n, k) = o(n), so the rate of the codes approaches 1.
We show that for PIR codes this holds for k = Θ(nǫ), for
all ǫ < 1, while for batch codes for all ǫ < 1/2. Since
rP(n, k), rB(n, k) > k, the result for PIR codes is indeed op-
timal. Furthermore, in order to have a better understanding
of the asymptotic behavior of the redundancy, we study the
values rP(n, k) and rB(n, k) when k = Θ(n
ǫ).
The results we achieve in the paper are based on two con-
structions. The first one uses multiplicity codes which general-
ized Reed Muller codes and were first presented by Kopparty
et al. in [4]. These codes were also used for the construction
of locally decodable codes [11]. The second construction we
use is based on the subcube construction from [3]. This ba-
sic construction can be used to construct both PIR and batch
codes. While the idea in the works in [2], [3] was to use mul-
tidimensional cubes in order to achieve large values of k, here
we take a different approach and position the information bits
in a two dimensional array and then form multiple parity sets
by taking different diagonals in the array.
The rest of the paper is organized as follows. In Section II,
we formally define the codes studied in this paper and review
previous results. In Section III, we review multiplicity codes.
Then, in Section IV we show how to use multiplicity codes to
construct PIR codes, and in Section V we carry the same task
for batch codes. Then, in Section VI, we present our array
construction and its results for PIR codes and batch codes.
Due to the lack of space some proofs in the paper are omitted.
II. DEFINITIONS AND PRELIMINARIES
Let Fq denote the field of size q, where q is a prime power.
A linear code of length N and dimension n over Fq will be
denoted by [N, n]q. For binary codes we will remove the no-
tation of the field. The set [n] denotes the set of integers
{1, 2, . . . , n}.
In this work we focus on two families of codes, namely
private information retrieval (PIR) codes that were defined
recently in [2] and batch codes that were first studied by Ishai
et al. in [3]. Formally, these codes are defined as follows.
Definition 1. Let C be an [N, n]q linear code over the field Fq.
1) The code C will be called a k-PIR code, and will be
denoted by [N, n, k]Pq , if for every information sym-
bol xi, i ∈ [n], there exist k mutually disjoint sets
Ri,0, . . . , Ri,k−1 ⊆ [N] such that for all j ∈ [k], xi is a
function of the symbols in Ri, j.
2) The code C will be called a k-batch code, and will be de-
noted by [N, n, k]Bq , if for every multiset request of sym-
bols {i0 , i1 , . . . , ik−1}, there exist k mutually disjoint sets
Ri0 , Ri1 , . . . , Rik−1 ⊆ [N] such that for all j ∈ [k], xi j is
a function of the symbols in Ri j .
We slightly modified here the definition of batch codes.
In their conventional definition, n symbols are encoded into
some m tuples of strings, called buckets, such that each batch
(i.e. request) of k information symbols can be decoded by
reading at most some t symbols from each bucket. In case
each bucket can store a single symbol, these codes are called
primitive batch codes, which is the setup we study here and
for simplicity call them batch codes. In this work we study
the binary and non-binary cases of PIR and batch codes.
The main problem in studying PIR and batch codes is to
minimize the length N given the values of n and k. We denote
by Pq(n, k), Bq(n, k) the value of the smallest N such that
there exists an [N, n, k]Pq , [N, n, k]
B
q code, respectively. Since
every batch code is also a PIR code with the same parameters
we get that Bq(n, k) > Pq(n, k). For the binary case, we will
remove q from these and subsequent notations.
In [3], it was shown using the subcube construction that
for any fixed k there exists an asymptotically optimal con-
struction of [N, n, k]Bq batch code, and hence
lim
n→∞ Bq(n, k)/n = limn→∞ Pq(n, k)/n = 1.
Therefore, it is important to study how fast the rate of
these codes converges to one, and so the redundancy
of PIR and batch codes is studied. We define rB(n, k)q
to be the value rB(n, k)q , B(n, k)q − n and similarly,
rP(n, k)q , P(n, k)q − n.
In [2], it was shown that for any fixed k > 3 there exists an
[N, n, k] PIR code where N = n +O(√n), so rP(n, 3) =
O(√n) and in [8] it was proved that rP(n, 3) = Θ(
√
n), by
providing a lower bound on the redundancy of 3-PIR codes.
These results assure also that for any fixed k, rP(n, k) =
Θ(
√
n) and also implied that for any fixed k, rB(n, k) =
Ω(
√
n). In [10], it was proved that for k = 3, 4, rB(n, k) =
Θ(
√
n), and for any fixed k > 5, rB(n, k) = O(
√
n log(n)).
In this paper, we will mostly study the values of rP(n, k) and
rB(n, k), when k is a function of n, for example k = Θ(n
ǫ).
One of the problems we will also investigate is finding the
largest ǫ for which rP
(
n, k = Θ(nǫ)
)
= o(n), and similarly
for batch codes.
There are several more constructions of PIR and batch
codes, which we summarize below.
1) rB(n, n
1/3) 6 n, [9].
2) rB(n, n
ǫ) 6 n7/8 for 7/32 6 ǫ 6 1/4, [9].
3) rB(n, n
ǫ) 6 n4ǫ for 1/5 < ǫ 6 7/32, [9].
4) B(n, n) 6 2n1.5, [1].
5) rP(n,
√
n) = O(n(log 3)/2), [5].
6) rP(n, n
ǫ) = O(n0.5+ǫ), [5].
III. MUTLIPLICITY CODES
In this section we review the construction of multiplicity
codes. This family of codes was first presented by Kopparty et
al. in [4] as a generalization of Reed Muller codes by calculat-
ing the derivatives of polynomials. We follow the definitions
of these codes as were presented in [4] and first start with the
definition of the Hasse derivative.
For a field F, let F[x1, . . . , xs] = F[x] be the ring of poly-
nomials in the variables x1, . . . , xs with coefficients in F. For
a vector i = (i1, . . . , is) of non-negative integers, its weight
wt(i) is ∑sj=1 i j, and let x
i denote the monomial ∏
s
j=1 x
i j
j .
The total degree of this monomial equals wt(i). For P(x) ∈
F[x], let the degree of P(x), deg(P), be the maximum total
degree over all monomials in P(x).
Definition 2. For a polynomial P(x) ∈ F[x] and a non-
negative vector i, the i-th Hasse derivative of P(x), denoted
by P(i)(x), is the coefficient of zi in the polynomial
P′(x, z) = P(x + z) ∈ F[x, z].
Definition 3. Let m, d, s be nonnegative integers and let q be a
prime power. Let Σ = F
|{i:wt(i)<m}|
q = F
(s+m−1s )
q . For a poly-
nomial P(x1, . . . , xs) ∈ Fq[x1, . . . , xs], we define the order m
evaluation of P at w ∈ Fsq, denoted by P(<m)(w), to be the
vector
P(<m)(w) =
(
P(i)(w)
)
i:wt(i)<m
∈ Σ.
The multiplicity code C(m, d, s, q) of order m evalua-
tions of degree d polynomials in s variables is defined as
follows. The code is over Σ, has length qs, and its coordi-
nates are indexed by elements in Fsq. For each polynomial
P(x) ∈ Fq[x1, . . . , xs] with deg(P) 6 d, there is a codeword
in C given by: Encm,d,s,q(P) =
(
P(<m)(w)
)
w∈Fsq ∈ (Σ)
qs .
That is,
C(m, d, s, q)={(P(<m)(w))
w∈Fsq∈Σ
qs: P∈Fq[x], deg(P)6d}.
The following lemma was proved in [4], Lemma 9.
Lemma 4. The multiplicity code C(m, d, s, q) has relative dis-
tance at least δ = 1 − dmq and rate (d+ss )/(s+m−1s )qs.
Lastly, we note that since the multiplicity code C(m, d, s, q)
is a linear code it can also be a systematic code and thus for
the rest of the paper we assume these codes to be systematic;
for more details see Lemma 2.3 in [11]. For the rest of the
paper and unless stated otherwise, we assume that m, d, s, q
are positive integers.
IV. PIR CODES FROM MULTIPLICITY CODES
In [4], multiplicity codes were used to construct locally de-
codable codes in order to retrieve the value of a single symbol
with high probability, given that at most a fixed fraction of
the codeword’s symbol has errors [11]. Since we are not con-
cerned with errors, we modify the recovering procedure so
that each information symbol has a large number of disjoint
recovering sets. For this end, we establish several properties
on interpolation sets of polynomials which will help us later
to construct the recovering sets, and thus PIR and batch codes.
Lemma 5. Let P(x) ∈ Fq[x1, . . . , xs] be an homogeneous
polynomial1 such that deg(P) = d. Let A1 , . . . , As−1
be subsets of Fq such that |Ai| = d + 1. Then the set
A = A1 × · · · × As−1 × {1} is an interpolation set2 of P(x),
where 1 ∈ Fq is the unitary element of the field.
The following definition will be used in the construction
of recovering sets for multiplicity codes.
Definition 6. Let Fq be a field, and S1, S2 ⊆ Fsq where s is
a positive integer. We say that the sets S1 and S2 are disjoint
under multiplication if for every x ∈ S1 andα ∈ Fq \ {0} it
holds thatαx /∈ S2.
Lemma 7. Let P(x) ∈ Fq[x1, . . . , xs] be an homoge-
neous polynomial such that deg(P) = d. Then there exists
⌊ qd+1⌋s−1 interpolation sets of P(x), each of size (d + 1)s−1,
which are mutually disjoint under multiplication.
Now we are in a good position to present the recovering
procedure for multiplicity codes. First, we show a general
structure of the recovering sets, and then we argue that many
disjoint sets can be constructed this way.
Theorem 8. Let m, d, s, q be such that d/m < q − 1, and
C = C(m, d, s, q) is the multiplicity code of length qs over
F
(s+m−1s )
q . Let A ⊆ Fsq be an interpolation set for homo-
geneous polynomials of degree at most m − 1. Then, for
1We say that P(x) ∈ Fq[x] is homogeneous if all the monomials of P(x)
have the same total degree.
2For P(x) ∈ Fq [x1 , . . . , xs] and R ⊆ Fsq, we say that R is an interpolation
set of P(x) if for every polynomial Q(x) such that P(x) = Q(x) for every
x ∈ R, it holds that P(x) = Q(x) for every x ∈ Fsq.
every y = (yw)w∈Fsq ∈ C , and for any w0 ∈ Fsq, the set of
coordinates indexed by the set
R = {w0}+ Fq A , {w0 + λv : v ∈ A, λ ∈ Fq \ {0}}
is a recovering set for the symbol yw0 .
Proof: The proof follows similar ideas to the one
from [4]. Recall that every codeword y = (yw)w∈Fsq ∈ C
corresponds to a polynomial P(x) ∈ Fq[x], of degree at
most d, where for all w ∈ Fsq, yw = P(<m)(w). Every vec-
tor v in the interpolation set A is called a direction and will
correspond to a line containing w0 in the direction v. Read-
ing the order m evaluations of the polynomial P(x) at these
lines will enable us to recover the value of P(<m)(w0). This
procedure consists of two steps, described as follows.
Step 1: For every direction v ∈ A, define the following uni-
variate polynomial pv(λ) = P(w0 + λv)
def
=∑dj=0 cv, jλ
j ∈
Fq[x]. Since the values and the derivatives of P(w0 + λv)
for all λ ∈ Fq \ {0} are known, and deg(pv) 6 d, one can
prove, as in [4], that pv(λ) is unique, and thus can be re-
covered.
Step 2: From Step 1, one can get that
pv(λ) = ∑
i
P(i)(w0)v
iλwt(i) =
d
∑
j=0
cv, jλ
j,
and therefore for 0 6 j 6 d, ∑i:wt(i)= j P
(i)(w0)v
i = cv, j.
Considering only the first m of these d + 1 equations, we get
that ui = P
(i)(w0) is a solution for the equations system
∑
i:wt(i)= j
uiv
i = cv, j, 0 6 j < m 6 d. (1)
Now we prove that the equations system (1) has a unique
solution. Indeed, if we denote Q j(x) = ∑i:wt(i)= j uix
i ∈
Fq[x1, . . . , xs] where 0 6 j < m, we get that the equations
in (1) are equivalent to Q j(v) = cv, j for every v ∈ A. But
since for every j we know that Q j is an homogeneous poly-
nomial of degree j, and A is an interpolation set for homoge-
neous polynomials of degree at most m − 1, we get that the
polynomial Q j(x) is unique. Therefore, we can recover the
value of P(<m)(w0) by solving the equations system (1).
The next theorem shows how to construct PIR codes from
Multiplicity Codes.
Theorem 9. For all m, d, s, q such that dm < q − 1, the
code C(m, d, s, q) is a k-PIR code [qs , n, k]PQ, where n =
(d+ss )
(s+m−1s )
, k = ⌊ qm ⌋s−1, and Q = q(
s+m−1
s ).
Proof: According to Theorem 8, every interpolation set
A for homogeneous polynomials of degree m − 1 defines a
recovering set, which consists of the lines containing w0 in
the directions of v for all v ∈ A. Therefore, in order to get
disjoint recovering sets, all we need to do is to pick different
lines. According to Lemma 7, there are ⌊ qm ⌋s−1 interpolation
sets for homogeneous polynomials of degree m − 1 which
are mutually disjoint under multiplication. This means that
each line cannot appear in two sets, thus the recovering sets
defined by these interpolation sets are disjoint.
The next theorem summarizes the results in this section.
Theorem 10. For every positive integer s > 2, 0 < α < 1,
and n sufficiently large, there exists a k-PIR code [N, n, k]PQ,
over FQ with redundancy r = N − n such that
k = Θ(n(1−
1
s )(1−α)), Q = nΘ(n
α), r = O(n1−αs ).
In particular, for 0 6 ǫ < 1, it holds that rP
(
n, k = Θ(nǫ)
)
=
O(nδ(ǫ)), where δ(ǫ) = mins:s> 11−ǫ {δs(ǫ)}, and δs(ǫ) =
0 0.5 1 1.5 2
0.5
1
1.5
2
ǫ
δ
δ3(ǫ)
δ5(ǫ)
δ7(ǫ)
δ20(ǫ)
ǫ > 1
old results
lower bound
Fig. 1. Asymptotic results for binary PIR codes
1 − 1s + ǫs−1 . For a given value of ǫ, the value s∗ that mini-
mizes δ(ǫ) is s∗ = ⌊ 21−ǫ⌋.
Now we use our last result in order to construct binary
k-PIR codes. The main idea is to convert every symbol of
the field FQ to log(Q) binary symbols. We say that f (n) =
Ω(na
−
) is for all τ > 0, f (n) = Ω(na−τ). Similarly we
define f (n) = O(na+) if for all τ > 0, f (n) = O(na+τ).
Theorem 11. For every positive integer 2 6 s, 0 < α < 1, and
n sufficiently large, there exists a binary k-PIR code [N, n, k]P,
with redundancy r = N − n such that
k = Θ
(( n
log(n)
)(1− 1s ) 1−α1+α ), r = O(n1−
α
s(1+α) (log(n))
α
s(1+α)
)
.
In particular, for 0 6 ǫ < 1, rP
(
n, k = Ω(nǫ
−
)
)
=
O(nδ(ǫ)+), where δ(ǫ) = mins:s> 11−ǫ {δs(ǫ)} and δs(ǫ) =
1 − s(1−ǫ)−1
2s(s−1) , and rP
(
n, k = Θ(nǫ)
)
= o(n).
The analysis so far dealt with constructing k-PIR when k =
Θ(nǫ) and 0 6 ǫ < 1. Now we show how to use these results
to construct k-PIR codes for ǫ > 1. The idea is to concatenate
a sufficient copies of k′-PIR codes, when k′ = Ω(n1−) such
that each bit will have k recovering sets.
Theorem 12. For all ǫ > 1 and n sufficiently large, there ex-
ists a binary k-PIR code [N, n, k]P2 , such that k = Θ(n
ǫ) and
N = O(nǫ+).
The length achieved by the PIR construction in Theorem 12
is nearly optimal. Recall that the length of k-PIR codes is
Ω(k) since every non-trivial recovering set must contain at
least one redundancy bit. Fig. 1 summarizes the results of bi-
nary PIR codes we achieved in this section together with the
previous results. We plot the curves δs(ǫ) for s = 3, 5, 9, 20
from Theorem 11 as well as the results for ǫ > 1 from The-
orem 12. The lower bound on the redundancy is given by
min{k,√n}.
V. BATCH CODES FROM MULTIPLICITY CODES
It turns out that multiplicity codes can be also an excellent
tool to construct batch codes. Unlike the PIR case, recovering
different entries in the codeword will cause intersection in the
corresponding lines, and thus intersecting recovering sets. In
order to overcome this obstacle, we reduce the degree d of
the polynomials such that a fewer number of points is needed
from every line. This will allow different lines to avoid points
which are used by other lines. That way, every recovering set
can ”drop out” points which are used by other sets, resulting
in disjoint recovering sets.
Lemma 13. For all m, s, q, d, k such that d 6 m(q − kms−1 − 2)
and k 6 ⌊ qm ⌋s−1, the code C(m, d, s, q) is a k-batch code
[qs , n, k]BQ, where n =
(d+ss )
(s+m−1s )
and Q = q(
s+m−1
s ).
Proof: The claim regarding the code dimension and field
size can be proven similarly to PIR codes. Now we prove that
every multiset request of size k can be recovered. As we saw
in the recovering procedure for PIR codes, every recovering
set contains ms−1 different lines. Since different lines can in-
tersect on at most one point, and there are k recovering sets, it
suffices to prove that Step 1 in the recovering procedure can
be completed even when kms−1 points on the line are not
used. But since the minimum distance of C(m, d, s = 1, q)
equals q− dm > kms−1 + 1, it can be shown in a very similar
way to PIR codes, that the polynomial pv(λ) in Step 1 can be
uniquely recovered, and thus also Step 2 can be completed.
Unlike the PIR case, it turns out that only the value s = 2
is useful for batch codes, thus getting the following theorem.
Theorem 14. For every 0 < α < 0.5 and n sufficiently large,
there exists a k-batch code [N, n, k]BQ overFQ with redundancy
r = N − n such that
k = Θ(n0.5−α), r = O(n1−α2 ), Q = nΘ(nα).
In particular, for 0 < ǫ < 0.5, it holds that rB
(
n, k =
Θ(nǫ)
)
= O(nδ(ǫ)), where δ(ǫ) = 34 + ǫ2 .
As in the PIR case, the last result can be extended for bi-
nary batch codes.
Theorem 15. For every 0 < α < 0.5 and n sufficiently large,
there exists a binary k-batch code [N, n, k]B with redundancy
r = N − n such that
k = Θ
(
(n/ log(n))0.5−α
)
, r = O(n1−α3 (log(n))α3 ).
In particular, for 0 < ǫ < 0.5, it holds that rB
(
n, k =
Ω(nǫ
−
)
)
= O(nδ(ǫ)+), where δ(ǫ) = 56 + ǫ3 , and
rB
(
n, k = Θ(nǫ)
)
= o(n). For ǫ > 0.5 there exists a binary
k-batch code [N, n, k]B2 of dimension n such that k = Θ(n
ǫ)
and N = O(n0.5+ǫ+).
VI. ARRAY CONSTRUCTION FOR PIR AND BATCH CODES
Our point of departure for this section is the subcube con-
struction from [3] which was also used in [2] to construct
PIR codes. The idea of this construction is to position the
information bits in a two-dimensional array, and add a sim-
ple parity bit for each row and each column. Our approach
here is to extend this construction by considering also diago-
nals with different slopes. As there are many different slopes,
this can greatly increase the number of recovering sets. How-
ever, we will have to guarantee that using the diagonals will
still result with disjoint recovering sets. By a slight abuse of
notation, in this section we let the set [n] denote the set of in-
tegers {0, 1, . . . , n− 1}. We use the notation 〈x〉m to denote
the value of (x mod m).
Definition 16. Let A be an r × p array, with indices
(i, j) ∈ [r] × [p]. For s ∈ [p] we define the following set of
sets Ps(r, p) = {Ds,0, Ds,1, . . . , Ds,p−1}, where for t ∈ [p],
Ds,t = {(0, t), (1, 〈t+ s〉p), . . . , (r− 1, 〈t + (r − 1)s〉p)}
The idea behind Definition 16 is to fix a slope s ∈ [p] and
then define p diagonal sets which are determined by the start-
ing point on the first row and the slope. We use these sets in
order to construct array codes, where every diagonal deter-
mines a parity bit for the bits on this diagonal.
Construction 1 (Array Construction) Let r, p, n be posi-
tive integers such that n = rp, and S ⊆ [p] a subset of size k.
We define the encoder Er,p,S, as a mapping Er,p,S : {0, 1}n →
{0, 1}k·p as follows. We denote S = {s0, s1 , . . . , sk−1}
where 0 6 s0 < s1 < · · · < sk−1 6 p − 1.The input
vector x ∈ {0, 1}n is represented as an r × p array, that is
x = (xi, j)(i, j)∈[r]×[p] and is encoded to the following kp
redundancy bits ρℓ,t, for ℓ ∈ [k], and t ∈ [p],
ρℓ,t = ∑
(i, j)∈Dsℓ,t
xi, j.
Let Er,p,S(x) = (ρ0,0, . . . ,ρ0,p−1, . . . ,ρk−1,0, . . . ,ρk−1,p−1),
and the code C(r, p, S) is defined to be
C(r, p, S) = {(x, Er,p,S(x)) : x ∈ {0, 1}n}.
We first list several useful properties.
Lemma 17. For all r, p, and s ∈ [p] the set Ps(r, p) is a parti-
tion of [r]× [p].
Lemma 18. For all r 6 p and S ⊆ [p]. If p is prime, then for
all s1 6= s2 ∈ S and t1, t2 ∈ [p], |Ds1,t1 ∩ Ds2,t2 | 6 1.
We only state here the result of this construction for PIR
codes, as we focus here mainly on batch codes.
Theorem 19. Let n = p2, where p is a prime number, and
k 6
√
n. The code C(r = p, p, S = [k]) is a k-PIR code with
redundancy k
√
n. In particular, for all k 6
√
n, rP(n, k) =
O(k√n).
For batch codes, this construction can result with good
batch codes as well as batch codes with restricted size for the
recovering sets [13]. Formally, a k-PIR code, k-batch code,
in which the size of each recovering set is at most r will be
called an (r, k)-PIR code, (r, k)-batch code, respectively.
The idea here is to choose the set S in a way that for every
bit, each of its recovering sets intersects with at most one
recovering set of any other bit. This property for constructing
batch codes from PIR codes was proved in [9] and is stated
below.
Lemma 20. Let C be an (r, k)-PIR code. Assume that for every
distinct indices i, j ∈ [n], it holds that each recovering set of
the ith bit intersects with at most one recovering set of the jth
bit. Then, the code C is an (r, k)-batch code.
The main challenge is to find sets S that will generate re-
covering sets which satisfy the condition in Lemma 20. For
that, we use the following definition.
Definition 21. Let r be a positive integer, and S be a set of non-
negative integers. We say that the set S does not contain an r-
weighted arithmetic progression modulo p if there do not
exist s1 , s2, s3 ∈ S and 0 < x, y < r − 1, where x + y < r,
such that xs1 + ys2 = (x + y)s3 mod p.
Given this definition, we prove the following theorem.
Theorem 22. Let r 6 p and S ⊆ [p], |S| = k. If p is prime,
and S does not contain an r-weighted arithmetic progression
modulo p, then the code C = C(r, p, S) is an (r, k)-batch code
of dimension rp.
Proof: Assume that S = {s0, s1, , . . . , sk−1}. One can
verify using Lemma 17 and 18 that for every (i, j) ∈ [r]× [p]
the following sets
R
(i, j)
ℓ = {ρℓ,tℓ} ∪ {xi′, j′ : (i′, j′) ∈ Dsℓ,tℓ \ {(i, j)}},
for ℓ ∈ [k] are k mutually disjoint recovering sets for xi, j,
where tℓ ∈ [p] is chosen such that (i, j) ∈ Dsℓ,tℓ . We denote
D(R
(i, j)
ℓ ) = Dsℓ,tℓ . Thus C is (r, k)-PIR, and it remains to
prove that C satisfies the condition of Lemma 20. Assume in
the contrary that there exist two bits (i, j), (i′, j′) ∈ [r]× [p]
such that (i, j) has a recovering set R
(i, j)
ℓ1
that intersects
with two recovering sets R
(i′, j′)
ℓ′1
, R
(i′, j′)
ℓ′2
of (i′, j′). Assume
b1 ∈ R(i, j)ℓ1 ∩ R
(i′, j′)
ℓ′1
and b2 ∈ R(i, j)ℓ1 ∩ R
(i′, j′)
ℓ′2
where b1, b2
are codeword entries. It can be verified that b1 , b2 don’t cor-
respond to parity bits. Therefore, we denote b1 = xi1, j1 ,
b2 = xi2, j2, for (i1 , j1), (i2, j2) ∈ [r] × [p]. Denote
D(R
(i, j)
ℓ1
) = Ds′1,t1
, D(R
(i′, j′)
ℓ′1
) = Ds′2,t2
, D(R
(i′, j′)
ℓ′2
) = Ds′3,t3
for s′1, s
′
2 , s
′
3 ∈ S and t1, t2, t3 ∈ [p]. Thus we get that
(i1, j1), (i2, j2) ∈ Ds′1,t1 , (i1, j1), (i
′, j′) ∈ Ds′2,t2 , and
(i2, j2), (i
′, j′) ∈ Ds′3,t3 . From Lemma 17 and 18 we de-
duce that s′1 6= s′2 6= s′3 and i′ 6= i1 6= i2. Assume w.l.o.g
i1 < i2 < i
′. It follows that:
j1 =〈t1 + i1s′1〉p, j2 = 〈t1 + i2s′1〉p
j1 =〈t2 + i1s′2〉p, j′ = 〈t2 + i′s′2〉p
j2 =〈t3 + i2s′3〉p, j′ = 〈t3 + i′s′3〉p
This implies that 〈(i2 − i1)s′1 + (i′ − i2)s′3〉p = 〈(i′ −
i1)s
′
2〉p, which is a contradiction since S does not contain an
r-weighted arithmetic progression modulo p.
In order to complete the construction of batch codes, we
are left with the problem of finding large sets S which satisfy
the condition in Theorem 22. That is, given r and p, our goal
is to find the largest such a set S. A simple greedy algorithm
can give the following result.
Theorem 23. Let r, p be positive integers, such that p is prime.
Then there exists a set S with no r-weighted arithmetic pro-
gression modulo p of size at least k, where k is the largest in-
teger such that p > 2k2r2.
The following theorem follows from these observations.
Theorem 24. For every r, k, let n = rp, where p is the small-
est prime number such that 2k2r2 < p. Then, there exists an
(r, k)-batch code of dimension n and rate rr+k . In particular,
the redundancy of the code equals kp.
According to Theorem 24 we are now at a point to construct
k-batch codes with good redundancy.
Corollary 25. For any n and k such that k = o(
√
n), there ex-
ists a k-batch code of dimension n and redundancyO(n 23 k 53 ).
In particular, for 0 < ǫ < 1/2, rB(n, n
ǫ) = O(n2/3+5ǫ/3).
Proof: For n and k, let us choose r = ⌈n 13 /k 23 ⌉, and
p is the smallest prime number such that 2k2r2 < p. Then,
according to Theorem 24, there exists an (r, k)-batch code
of dimension pr > n and redundancy kp. That is, the re-
dundancy satisfies kp = Θ(k3r2) = Θ(n
2
3 k
5
3 ). The second
statement in the corollary is established for k = nǫ in the last
equation.
Let us denote rB(k = n
ǫ) = O(nδ). In Fig. 2 we plot the
results on the asymptotic behavior of the redundancy of batch
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Fig. 2. Asymptotic results for binary batch codes
codes. These plots are received from Corollary 25 in this sec-
tion and Theorem 15 from Section V. Note that the array
construction improves the redundancy only for ǫ < 0.0755.
Lastly, we report on two more results that can be derived
using the Array Construction. Note that the second result im-
proves upon the one from [10], which states that rB(n, 5) =
O(√n log(n).
Theorem 26. For every 0 < α < 1, k = O(nα), and fixed
r > 3, there exists an (r, k)-batch code with rate rr+k .
Theorem 27. Let n = p2 where p is a prime number. The code
C , that extends C(r = p, p, S = [5]) by adding a global parity
bit, is a 5-batch code with redundancy 5p + 1 = Θ(
√
n), and
therefore rB(n, 5) = Θ(
√
n).
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