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Abstract
Bayesian nonparametric analysis of longitudinal data with non-ignorable
non-monotone missingness
By Yu Cao
A dissertation submitted in partial fulfillment of the requirements for the degree of Doctor of
Philosophy at Virginia Commonwealth University
Virginia Commonwealth University, 2019
Advisor: Nitai D. Mukhopadhyay, Ph.D., Associate Professor
Department of Biostatistics, Virginia Commonwealth University
In longitudinal studies, outcomes are measured repeatedly over time, but in reality
clinical studies are full of missing data points of monotone and non-monotone nature.
Often this missingness is related to the unobserved data so that it is non-ignorable. In
such context, pattern-mixture model (PMM) is one popular tool to analyze the joint
distribution of outcome and missingness patterns. Then the unobserved outcomes are
imputed using the distribution of observed outcomes, conditioned on missing pat-
terns. However, the existing methods suffer from model identification issues if data is
sparse in specific missing patterns, which is very likely to happen with a small sample
size or a large number of repetitions. We extend the existing methods using latent class
analysis (LCA) and a shared-parameter PMM. The LCA groups patterns of missing-
ness with similar features and the shared-parameter PMM allows a subset of param-
eters to be different among latent classes when fitting a model, thus restoring model
identifiability. A novel imputation method is also developed using the distribution of
observed data conditioned on latent classes. We develop this model for continuous
response data and extend it to handle ordinal rating scale data. Our model performs
better than existing methods for data with small sample size. The method is applied
to two datasets from a phase II clinical trial that studies the quality of life for patients
with prostate cancer receiving radiation therapy, and another to study the relationship
between the perceived neighborhood condition in adolescence and the drinking habit
in adulthood.
Keywords: Bayesian nonparametric analysis, longitudinal data, missing data, non-
ignorable missing data, non-monotone missing data
ix
Chapter 1
Introduction
1.1 Longitudinal Studies
In clinical studies, investigators answer the research questions by collecting and an-
alyzing the relevant data, including the outcome, predictors, as well as covariates.
When outcome is measured repeatedly over time, this design is referred to as a longi-
tudinal study (P. Diggle, P. J. Diggle, et al., 2002). Longitudinal studies are seen in a
lot of disciplines and they can take various forms, such as observational studies and
clinical trials. In observational studies, participants do not receive any intervention.
The endpoint is recorded at a series of time points from the beginning of the study.
For example, in the Coronary Artery Risk Development in Young Adults (CARDIA)
study (Friedman et al., 1988), investigators sought to identify if life style is a determi-
nant of the evolution of coronary artery risk during early adulthood. In experimental
longitudinal studies such as clinical trials, they aim to compare efficacy of treatments
among groups. Often times the response data is assessed before subjects receiving
any intervention (baseline) and post-baseline at pre-defined times. Leppik et al. (1987)
conducted a placebo-controlled clinical trial studying the efficacy of an anti-epileptic
drug by measuring the counts of epileptic seizures prior to receiving the treatment
and four times post baseline. The counts were compared between the placebo and the
treatment groups. In both types of studies, the goal is to detect the temporal impact of
1
specific factors and identify the patterns of change for the outcomes considering these
factors.
Because outcome is measured repeatedly over time, longitudinal analysis is able to
model the change of outcome directly. This feature allows it to evaluate the influence
of the predictor over time and estimate the generalized change of outcome by time,
not limited to specific time point as in its counterpart, the cross-sectional analysis.
We are also able to correct the time-dependent cohort effect, e.g. age at the point
of measurement. With the repeated measures, longitudinal data is clustered within
a single individual by different occasions. We can capture the within-individual and
between-individual variation. This allows us to account for the subject-level effect and
the variation between individual (Fitzmaurice, Laird, and Ware, 2012; Caruana et al.,
2015). The nature of longitudinal studies introduces more uncertainty in collecting the
response data. As the response is recorded over time, missingness is more likely to
happen, compared with the cross-sectional studies.
1.2 Linear Models for Longitudinal Data with continu-
ous responses
Descriptive methods provide information about the data and suggestions to precede
analytic models. We consider the graphical tools to describe the features of longitu-
dinal data. A simple and natural tool is the time plot. It is a scatter plot with the
response data on the vertical axis and the time of each response on the horizontal axis.
A time plot visualizes the relationship, especially the pattern of change between out-
come measures (Figure. 1.1).
Time plots are useful when there are few overlap in responses between individ-
uals. When many outcomes are the same over time, a spaghetti plot provides more
information about the data (P. Diggle, P. J. Diggle, et al., 2002). In a spaghetti plot, the
outcomes over time for the same individual are connected and form a trajectory. These
trajectories provide more information on the patterns of change and helps making as-
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Figure 1.1: Time plot of response score over time
sumptions for analysis (Figure. 1.2). Besides, the mean response plots (Figure. 1.3) by
time and conditions also suggest likely models on the flow of the responses tempo-
rally.
The spaghetti, the grouped mean response plots, along with investigators’ knowl-
edge on the data assess the functional forms of progression such as nonparametric,
linear, quadratic, and polynomial. Linear mixed-effects models are widely used to
analyze this progression for continuous responses (Locascio and Atri, 2011). A linear
mixed-effects model is a two stage model: the distribution of outcome measures are
invariant for the same subjects, but they may differ from one individual to another
(Laird and Ware, 1982). This is a reasonable assumption because multiple responses
are measured at subject level and heterogeneity may exist between subjects. Linear
mixed-effects models accounts for the heterogeneity by allowing some parameters to
vary randomly over individuals. In these models, the subject-level invariant parame-
ters are referred to as fixed effects and those varying between subjects are referred to
as random effects.
3
Figure 1.2: Spaghetti plot of response score over time
Figure 1.3: Mean plot of response score over time
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When each subject is assumed to have a different underlying base level of response
and other covariate associated parameters remain the same, it is a random intercept
model. Let Yij be response for subject i at time j, Xij be the covariates for subject i
at time j, β denote the corresponding parameters, bi denote the random effect of the
underlying level of response and εij be the random error for each response. Then Yij is
modeled as,
Yij = X′ijβ + bi + εij (1.1)
A random slope model is another type of mixed-effects models that allows parameters
besides the intercept to vary randomly between subjects. We are more interested in
the random intercept model because we are interested in the marginal treatment effect
over time to make a generalized inference on the study population. Therefore, we only
consider the model that the underlying level of response varies randomly. Extension
to other models is immediate.
Aforementioned linear mixed-effects models handle the normally distributed con-
tinuous outcome and they belong to the family of generalized linear mixed models
(GLMM). We can also analyze non-normal outcome data, such as categorical and or-
dinal, through specifying a link function in GLMM (Bolker et al., 2009). Other ap-
proaches such as transformation to achieve normality may also analyze non-normal
outcome data. However, the transformation may not always succeed and it can fail in
some data, e.g. count data with many zeros. Besides, the interpretation is challenging
with the transformation. GLMM overcomes these problems by using link functions
and exponential family (Bolker et al., 2009). All we need to do to analyze nonnormal
data in GLMMs is to specify the link functions and the underlying linear mixed-effects
model properly.
1.3 Estimation of GLMM
Both frequentist and Bayesian approaches can estimate GLMMs. Bayesian approaches
assume all the parameters are random, as opposed to the frequentist approaches,
5
which assume the unknown parameter are fixed except for the random effects.
Frequentist approaches estimate the parameter of interest with the belief that the
data is one random repetition of the same experiment. Take linear mixed-effects model
of the form y = Xβ + b + ε for example. Let y denote the response data and β denote
the unknown parameters. b ∼ N(0, τ) is the random effect with unknown variance
τ and ε ∼ N(0, σ2) is the random error with unknown variance σ2. The conditional
probability model of the observed data given the random effect is,
y|b, β, τ, σ2 ∼ N(Xβ + b, σ2) (1.2)
Frequentist approach often involves maximum likelihood (ML) or restricted max-
imum likelihood (REML) estimation. Both estimation methods maximize the likeli-
hood of the probability of observed data f (y|β, τ, σ2) and require integrating out the
random effect in (1.2), i.e. f (y|β, τ, σ2) =
∫
f (y|b, β, τ, σ2) f (b|τ)db. It is tractable for
continuous outcomes in linear mixed-effects models, however,it may not be achievable
when outcome is nonnormal, i.e. in GLMM (Schall, 1991). Various methods approxi-
mate the likelihood, including pseudo and penalized quasi-likelihood (Wolfinger and
O’connell, 1993), Laplace approximation (Raudenbush, Yang, and Yosef, 2000), and
Gaussian-Hermite quadrature (Pinheiro and Chao, 2006).
The Bayesian approaches make some assumptions on the unknown parameters
and refine the assumptions using the available data. This is achieved by defining a
prior distribution for the parameters based on previous knowledge and using the data
to update the prior to the posterior distribution. The posterior distribution is updated
using the Bayes’ rule,
f (θ|y) = f (y|θ) ∗ f (θ)
f (y)
(1.3)
where θ = (b, β, τ, σ2) are all the unknown parameters; f (θ) is the prior distribution of
unknown parameters and f (θ|y) is the posterior distribution of the parameters. Since
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f (y) is fixed for a given dataset, (1.3) is rephrased as,
f (θ|y) ∝ f (y|θ) ∗ f (θ) (1.4)
In the cases that more than one unknown parameter exist in the model, f (θ|y) has
a multivariate distribution. In GLMMs, f (θ|y) = f (b, β, τ, σ2|y) and our interest is to
derive the posterior distribution of parameter β. This requires to integrate out other
parameters in the joint distribution, f (β|y) =
∫
f (b, β, τ, σ2|y)db, τ, σ2. However, ex-
plicit integration is rarely possible; the density is approximated via sampling methods
(Smith and Gelfand, 1992).
Markov Chain Monte Carlo (MCMC) methods enable sampling the posterior dis-
tribution in a Bayesian framework. MCMC uses is a class of sampling algorithms that
simulates a probability distribution by constructing a Markov Chain. Gibbs sampler
and Metropolis-hasting algorithm are two basic MCMC methods (Gilks, Richardson,
and Spiegelhalter, 1995). The Gibbs sampler draws a new sample sequentially from
the complete distribution conditional on the previous sample (S. Geman and D. Ge-
man, 1984; Gelfand and Smith, 1990). When the complete conditional distribution is
not available, one can use the Metropolis-hasting algorithm by sampling from a can-
didate distribution for each parameter and accept with some probability (Metropolis
et al., 1953; Hastings, 1970; Chib and Greenberg, 1995). In this thesis, we perform our
analysis in this Bayesian framework.
1.4 Missing Data in Longitudinal Studies
Missing data is a common issue in longitudinal studies. This is because the data is
collected multiple times and the outcome measures may not always be accessible.
Missing data can exist in both covariate data and the response data. The missingness
occurs when participants are no longer able or willing to visit after a specific time,
also known as lost-to-follow-up. It also happens when participants do not show up
at one follow-up time and come back later. Besides, when responses are measured in
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questionnaires, participants may skip some items, which introduces missing data even
the participants are available at follow-up. In this project, we work on missingness in
response data, assuming the covariates are completely observed.
Let y stand for the response data, X for the covariates, and θ for the corresponding
parameters. Without the missing data, the response data has a likelihood function as
Ly;X,θ, and the Bayes inference is made based on the posterior distribution of θ,
p(θ; y) ∝ π(θ)Ly;X,θ (1.5)
where π(·) is the prior distribution of θ. When there is missing response data, the
outcome y = (yobs, ymis) and indicator of missingness R are analyzed jointly using
the likelihood function L(y, R|θ). Because ymis is not readily available, we need to
handle the missing data. Various techniques can handle this issue. Determination of
an appropriate method requires the assumption on the missing mechanism. Rubin
(1976) defined three missing mechanisms based upon the relationship between the
missingness and the data. They are missing completely at random (MCAR), missing
at random (MAR), and missing not at random (MNAR).
1.4.1 Missing Completely At Random
The missing mechanism is independent of the observed data and the unobserved data
when data is missing completely at random (MCAR). In other words, the probabil-
ity of observing the missingness does not depend on the values of the observed data,
given both the observed and unobserved data (Heitjan and Basu, 1996). With this as-
sumption, the observed data are a random subset of the complete data, meaning that it
is an unbiased representation of the complete data. Thus, the distribution between the
observed data and the complete data are similar (Bhaskaran and Smeeth, 2014). The
relationship between the missing mechanism regarding the probability of missingness
is,
P(R = 1|yobs, ymis, X, φ) = P(R = 1|X, φ) (1.6)
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where R = 1 if y is observed, yobs are observed outcomes, ymis are outcomes that would
have been observed, and φ are parameters.
As in (1.6), the missing mechanism is independent of both the observed and unob-
served data. The observed data is a random sample of all the information we have or
would have observed. Because it is a random sample, we may analyze the observed
data and ignore the missing data without introducing any bias. This type of missing-
ness happens when participates fail to show up due to reasons such as moving and
accidents, those are unrelated to either the outcome measures or factors relevant to the
outcome measures. MCAR also happens when the questionnaire a participant took is
lost accidentally. In longitudinal studies with MCAR, we can analyze only the data
with all the post-baseline responses completely recorded. This method is referred to
as complete data analysis (Rubin, 1976; Little and Rubin, 2014; Allison, 2001; Ibrahim
and Molenberghs, 2009; Enders, 2010). The complete data analysis is convenient al-
though it may lose efficiency.
1.4.2 Missing At Random
When data are missing at random, the missing mechanism is independent of the un-
observed data, given the observed data. Therefore, the probability of missing a re-
sponse depends on the observed data of the participant. For example, the probability
of observing an outcome is different between gender, race, or other demographic in-
formation. The relationship between the missing mechanism and the data is,
P(R = 1|yobs, ymis, X, φ) = P(R = 1|yobs, X, φ) (1.7)
As in (1.7), the data is missing at random conditional on the observed data and the
covariates. We can consider the missing data as a random subset of data given some
conditions. In this case, complete-case analysis introduces bias because the missing-
ness, which depends on observed data and covariates, is not a random subset of the
source population. We can handle data with the MAR assumption using imputation-
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based approaches. These approaches replace the unobserved data with some values;
there are a variety of methods which range from simple to complex. We will discuss
some widely used imputation methods in chapter 2.
1.4.3 Missing Not At Random
When data are missing not at random, the missing mechanism depends on both the
observed data and the data that would have been observed. In other words, the prob-
ability of failure to observe an outcome is conditional on the observed outcomes as
well as the unobserved outcomes. For example, a patient decides not to participate in
a clinical study anymore because the intervention he receives does not work well. An-
other example is that in a psychological study, patients may not fill in questionnaires
because they are not in a good mood. We can not simplify the relationship between
the missingness and the data without considering the unobserved data,
P(R = 1|yobs, ymis, X, φ) 6= P(R = 1|yobs, X, φ) (1.8)
Therefore, the missing data is non-ignorable and igonoring the missing data leads to
biased estimate. This is a major difference between MNAR and the other two assump-
tion. Because of the non-ignorableness, analyzing data with the MNAR missingness
requires consideration of the unobserved data. We will need to specify a model for
both missing data and the observed data, along with their relationships. More details
about these models are discussed in chapter 2.
1.5 Motivation
Analytic approaches for handling data with MCAR and MAR assumptions have re-
ceived substantial attention and are well developed. The models become complicated
when it comes to MNAR. It is mainly because missing patterns play a role in the model
fitting process. Selection models (P. Diggle and Kenward, 1994; Little, 1995; Ibrahim,
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Chen, and Lipsitz, 2001) and pattern-mixture models (PMM) (Little, 1993; Little and
Y. Wang, 1996; Hogan and Laird, 1997; Thijs et al., 2002) are two primary types of
approaches for analyzing longitudinal data with non-ignorable missingness. Most ap-
plication of these methods analyze such data with dropout (monotone missingness)
and limited post-baseline time points. Models that handle longitudinal data with
missing patterns other than aforementioned simpler cases, such as more follow-ups
and intermittent missingness, are rare and often only theoretical and lacking applica-
tion due to computational difficulty. Thijs et al. (2002) proposed a method analyzing
intermittent missingness using selection models, but it is intractable for more than
three follow-ups. Handling complex missing patterns is more challenging in pattern
mixture model because the model may become unidentifiable when there are many
patterns of missingness. Besides, most of the existing methods are developed for con-
tinuous responses; C. Wang et al. (2010) proposed a model to analyze binary response
and more work is needed to handle non-normal response data.
One challenge in pattern-mixture models is model identification. PMMs are more
likely to be weakly identified or non-identifiable when sample size is small or the num-
ber of repetitions is large. A small sample size is generally less than 50 observations
and it is often seen in phase II clinical trials (Huang et al., 2015); we consider as many
as ten post-baseline time points as the upper limit of larger repetitions. The identifi-
cation problem is due to the natural of pattern-mixture models: the data is analyzed
within patterns of missingness. When data is sparse in a stratum, less than enough in-
formation is provided to the unknown parameters, in the sense that unique estimates
are not achievable (Little, 2008).
Roy (2003) proposed a latent dropout class model to improve model identifiabil-
ity in PMM. It employs an ordinal regression model and requires specification of the
number of latent classes. This model improves model identification by not making a
common assumption in PMMs that the responses that only dropout at the same time
share same distribution. Instead, it allows the responses that dropout at different time
but in the same latent dropout class to have same distribution. However, this model
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is not applicable to the intermittent missing patterns that participants are measured
after they missed a visit. This is because it assumes the probability of being in the first
dropout class is progressively increasing or decreasing as the dropout time increases.
Linero (2017) proposed an imputation-based method analyzing the non-ignorable
intermittent missing data. This approach analyzes the conditional distribution of the
observed data given missing pattern within a non-parametric Bayesian framework fol-
lowed by the imputation. This model may become computationally inefficient when
missing patterns are included as covariates and it does not consider the heterogeneity
between subjects. Besides, these models are proposed to handle continuous responses
and how to deal with non-normal data was not explicitly discussed.
We are motivated to develop a new method to analyze non-ignorable missing re-
sponses with intermittent missing patterns. In clinical trials, an intermittent missing
pattern is referred to as nonmonotone missingness, as opposed to monotone missing-
ness for a dropout missing pattern. In this dissertation study, we will focus on clinical
trials with missing continuous and ordinal outcomes. We assume that the missing-
ness is associated with the data that would have been observed. We will propose a
new imputation method analyzing longitudinal data with non-ignorable nonmono-
tone missing responses. We stress that monotone missing pattern is a special case of
nonmotonone missingness and our model is flexible in dealing with the monotone pat-
terns as well. This model will be established in a non-parametric Bayesian framework
and utilize the pattern-mixture models. We will draw inferences about parameters
of interest within specific missing patterns through MCMC simulation. Then these
parameters will be used to estimate the unobserved responses. Finally, we will use
both observed and the estimated unobserved data to make inferences. Details will be
discussed in later chapters.
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1.6 Organization of this thesis
In Chapter 2, we will review some current statistical approaches analyzing longitu-
dinal data with MNAR assumption. Most of these approaches solely work for the
monotone missing patterns and are not able to handle nonmonotone missingness.
Even though some recent work has been proposed to analyze data with nonmono-
tone missingness, there are still limitations and strategies to study ordinal outcomes
are not well developed.
In Chapter 3, we will consider a clinical trial where endpoints have a normal dis-
tribution and propose a new pattern-mixture model which will extend the existing
pattern-mixture model for normally distributed continuous outcomes with nonmono-
tone missing responses. We will perform latent class analysis to reduce missing pat-
terns into latent classes and analyze the observed data stratified by latent class. Then
we analyze the observed data using latent-class based pattern-mixture model. In addi-
tion, we propose an imputation method that replaces the unobserved data with values
estimated from the observed data in certain latent class. To impute the unobserved
data, we assume the missing mechanism is MCAR within latent class. A simulation
study will be performed to compare the performance, specifically in accuracy of esti-
mates, power, and type I error.
In Chapter 4, we will focus on clinical trials where the endpoint is ordinal. Specif-
ically, we categorize the continuous outcomes by (5%, 25%, 50%, 75%, 95%). Then we
will analyze the ordinal outcomes using a generalized mixed effects model using a
cumulative probit link. Under this model, the ordinal outcome is transformed into
normally distributed latent continuous scores. We will analyze the latent continuous
scores by imputing the unobserved data based on the observed data and the latent
class of missing patterns. The performance of the proposed method will be evaluated
through simulation studies.
In Chapter 5, we will apply the proposed methodologies to two studies. We will
apply the proposed methodology in Chapter 3 to a phase II clinical trial studying the
quality of life for patients with prostate cancer receiving high-dose radiation therapy.
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We will also apply the proposed methodology in Chapter 4 to an observational study
estimating the influence of neighborhood on trajectories of alcohol use and misuse in
early adulthood.
In Chapter 6, we will discuss the two methodologies we proposed in the previous
chapters, and some plans for future work.
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Chapter 2
Current statistical approaches
analyzing missing responses for
continuous outcomes
Two assumptions are commonly considered for missingness in longitudinal studies:
missing at random (MAR) and missing not at random (MNAR). The MAR assump-
tion assumes the missingness is independent from the unobserved data. The MNAR
assumption assumes the missingness is associated with the data that would have been
observed as well. In this dissertation study, the proposed methodologies in chapter
3 and chapter 4 will be based on an imputation method for longitudinal data with
MNAR assumption. They will also be compared with an existing imputation method
with MAR assumption. So in this chapter, we are only going to review some com-
monly used imputation methods with different model specifications that can be used
to analyze data with both MAR and MNAR assumptions in clinical studies.
2.1 Imputation methods for missing response data
Imputation approaches are widely used because of the convenience and efficiency in
handling missing data. With MAR assumption, the imputation does not involve con-
sideration of unobserved data while the imputation with MNAR requires assump-
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tions on the unobserved data. We discussed the imputation approaches classified by
the number of repetitions: single-value imputation and model-based multiple impu-
tations.
A single-value imputation is a simple missing-data approach. We can impute the
missing values by the mean (mean imputation), median (median imputation), and
mode (mode imputation). The mean imputation replaces the missing values with
the mean of the observed values in the corresponding variable. Median imputation
and mode imputation work similarly, except that they replace the missing data with
the corresponding median and mode. The last-observation-carried-forward (LOCF)
method is another single imputation approach. It applies to the longitudinal stud-
ies with dropouts and replaces the unobserved values with the last observed value.
A disadvantage with these approaches is that they may distort the distribution of
the variable by underestimating the standard deviation; another disadvantage is that
they weaken the correlation between outcome and covariates. Single imputation ap-
proaches are appropriate when the portion of missingness is as small as 5% for one
single variable. However, when missing data exists in a few variables, and the infer-
ences are made jointly, single imputation may impair the accuracy of the inference,
even with only a small portion (Schafer, 1999). Single imputation approaches are not
preferred because they do not allow much uncertainty of the imputed values, leading
to an underestimated standard error of estimates.
The lack of uncertainty can be improved by multiple imputations. In multiple im-
putations (MI), the missing values are replaced with some values for multiple times
to obtain multiple completed datasets. These imputed datasets are then analyzed sep-
arately to get multiple sets of estimates. MI is a preferred method than single impu-
tation for its variability. It considers the variation between imputations so that the
inference made is less likely to overstate precision.
When imputing the missing values multiple times, we first need to decide the num-
ber of imputations, M. M is determined based on the relative efficiency of the esti-
mates. In the missing data framework, relative efficiency (RE) is the ratio of variance
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between an M imputation-based estimate and an infinite imputation-based estimate.
It is approximately (1 + λM )
−1, where λ is the proportion of missing data. Since RE
gets closer to 1 as m increases, we need to determine an optimal M to attain the com-
putational efficiency as well as relative efficiency. Because the standard deviation of
an estimate with five imputations is only 5% wider than that estimated with infinite
imputations for a missing rate λ = 50%, Rubin (2004), Schafer (1999), and Graham,
Olchowski, and Gilreath (2007) suggested a practically optimal imputation time M to
be no more than five to ten, unless the missing rate is severely high.
The inference is made as a combination of the estimate from each imputed data
set. As suggested by Rubin (1976), the final estimate θ̂ is the average of all imputation-
based estimates, θ̂ = 1M ∑
M
m=1 θ̂m. The standard error (SE) contains information of each
imputation-based estimate, SE1, · · · , SEM as well as the estimate itself. Specifically, SE
of estimates is the summation of variation within and between imputations,
Vβ = W + (1 +
1
M
)B, (2.1)
where W = 1M ∑
M
m=1 s
2
m is the within-imputation variation and B =
1
M−1 ∑
M
m=1(θ̂m −
θ̂)2 is the between-imputation variation.
In this dissertation study, we consider model-based imputation methods that allow
for multiple imputations to account for the uncertainty in unobserved data. In model-
based imputation, one should make assumptions about the joint distribution of all
variables, including the dependent variable and the predictors. The unobserved data
is then replaced by predictions estimated based on these assumption. We may use
imputation models to analyze data with MAR as well as MNAR assumptions. Details
on imputation models are discussed in the following sections.
2.2 Multivariate imputation by chained equations
Multivariate imputation by chained equations (MICE), also known as sequential re-
gression imputation, is an imputation technique assuming data is missing at random
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(Buuren and Groothuis-Oudshoorn, 2010). MICE allows missingness in both depen-
dent variable and independent variables. MICE is model-based; the algorithm in-
volves a series of regression models and impute the missing data in one variable con-
ditional on the other variables in the data. Specifically, each variable with missing
values is a dependent variable regressed on the other variables. The posterior distri-
bution of the missing data is obtained by sampling from the conditional distribution
of the form (Buuren and Groothuis-Oudshoorn, 2010):
P(X1|X−1, θ1)
...
P(XP|X−P, θP)
where X is a dataset with P variables, including the outcome. X−p is data X without
the pth variable; θ1, · · · , θP are unknown parameters for unknown parameter p, re-
spectively. For longitudinal study with missing continuous response data, the missing
data is replaced as (Enders, 2010):
ytij,mis ∼ N(X′ijβ + bi, σ2j ) (2.2)
where X′ij is the covariate vector and β is the corresponding parameter, b is the random
effect, and σ2j is the variance of the random error at time j. The MICE process can be
broken down into the following steps (Azur et al., 2011):
Step 1: Impute the mean for every missing value in each variable.
Step 2: Replace the mean with missingness for one variable.
Step 3: Regress the observed data in the previous variable on the other variables with
imputed data.
Step 4: Impute the missing data in the previous variable using the predicted value
from the regression model.
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Step 5: Repeat previous steps for each variable with missing data until the dataset is
completed.
For multiple imputation, the missing values are imputed multiple times and the
inference is made using Rubin’s rule (Rubin, 1976) to combine the estimates.
2.3 Imputation methods for missing not at random as-
sumption
Analyzing longitudinal data with missing not at random assumption (MNAR) is com-
plicated because it requires consideration of the unobserved data as well as the miss-
ing patterns. A missing pattern R is a vector of indicators of non-missingness of an
outcome at each follow-up time. Modeling non-ignorable missing response data in-
volves estimating the joint distribution of outcome and missing patterns f (Y, R). Se-
lection models and pattern-mixture models (PMM) are two widely used approaches.
These two models are distinct from each other as they factorize f (Y, R) differently. A
selection model factorizes the joint distribution into the marginal distribution of out-
come and the conditional distribution of missing pattern given outcome (Little, 2008;
Ibrahim and Molenberghs, 2009),
f (Y, R) = f (Y) ∗ f (R|Y) (2.3)
(2.3) are further factorized as,
f (Y, R) = f (Yobs) ∗ f (R|Ymis, Yobs) ∗ f (Yobs, Ymis) (2.4)
An advantage of the selection model is that it estimates the marginal distribution of
the unknown parameters directly. However, it yields the difficulty in performing sen-
sitivity analysis in evaluating the robustness of estimates regrading the imputed value.
This is due to the complicated relationship between the unobserved data and the miss-
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ing mechanism.
PMM factorizes the joint distribution into the conditional distribution of outcome
given missing pattern and the marginal distribution of missing pattern,
f (Y, R) = f (Y|R) ∗ f (R) (2.5)
Because we propose a method based on the pattern-mixture model, more details are
discussed in the following sections.
2.3.1 Pattern-mixture models
In a pattern-mixture model (PMM), the joint distribution of outcome and missing pat-
tern is factorized into the distribution of the outcome given missing pattern, and the
marginal distribution of the missing pattern. The conditional distribution is further
factorized as the distribution of the observed data given the missing pattern and the
distribution of the unobserved data given the observed data and the missing pattern
(Little, 1993; Little and Y. Wang, 1996; Ibrahim and Molenberghs, 2009),
f (Y, R) = f (Y|R) ∗ f (R) (2.6)
= f (Yobs|R) ∗ f (Ymis|Yobs, R) ∗ f (R)
Because the density of the unobserved data depends on the observed data and the cor-
responding missing pattern and it is free from the marginal distribution of the missing
pattern, we are able to perform sensitivity analysis by manipulating f (Ymis|Yobs, R)
without worrying about f (R). It makes the sensitivity analysis less complex and more
convenient (Ibrahim and Molenberghs, 2009). Because PMM is a pattern-specific ap-
proach, we need to consider the missing patterns. There are two types of missing
patterns: monotone missingness and non-monotone missingness. For a study with
J follow ups, if the response is available for up to time j and missing after j, then it
is missing monotonically, and the missing pattern is R = (1, · · · , 1, 0, · · · , 0). This
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missing pattern is also referred to as dropout. If the response is missing at some time
and available later, then the missing pattern is non-monotone, and the corresponding
missing pattern is a vector of mixed 0 and 1. Non-monotone missing patterns are also
referred to as intermittent missingness.
Imputation-based methods in PMM are so-called identifying-restriction strategies.
Specifically, these approaches either analyze the observed data within each missing
patterns in separate models or include missing patterns as covariates in the same
model, followed by imputing unobserved data using some rules. Then the imputed
data set can be analyzed using another pattern mixture model or any other desired
model (Molenberghs, Thijs, et al., 2004).
2.3.2 Identifying restrictions
Imputation in pattern-mixture models requires assumptions on relationship in terms
of density function between the missing data and the observed data; these assump-
tions are referred to as identifying restrictions. Identifying restrictions are well stud-
ied for data with monotone missing patterns. Suppose there are j = 1, · · · , J possible
dropout patterns for a study with J follow-up times and the response is observed for
up to time j for the jth pattern. The complete data density for pattern j is,
f j(y1, · · · , yJ) = f j(y1, · · · , yj) f j(yj+1, · · · , yJ |y1, · · · , yj) (2.7)
The first part in (2.7) is identified from the observed data directly; while the second
part requires assumptions on the unobserved data. Little (1993) proposed the com-
plete case missing values (CCMV) restriction that identifies the missing data by the
data that all the responses are completely observed,
f j(ys|y1, · · · , ys−1) = f J(ys|y1, · · · , yj−1), s = j + 1, · · · , J (2.8)
where f j(·) is the density of response with pattern j and f J(·) is the density of the
completely observed data. Therefore, the missing data at time j is identified from the
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data with missing pattern R = (1, · · · , 1).
An alternative to CCMV is the neighboring case missing values (NCMV). The in-
formation of the missing response is borrowed from the nearest pattern,
f j(ys|y1, · · · , ys−1) = fs(ys|y1, · · · , ys−1), s = j + 1, · · · , J (2.9)
Then the missing data at time s is always identified from the data dropout at s + 1.
Molenberghs, Thijs, et al. (2004) defined non-future dependent missing value re-
strictions (NFMV) that identifies the density of missing response using the information
of missing patterns matches certain criteria,
∀s ≥ 2, (2.10)
f j(ys|y1, · · · , ys−1) = f j′≥j+1(ys|y1, · · · , ys−1)
where j′ ≥ j + 1 are all the dropout after j. Instead of borrowing information from a
single pattern, NFMV identifies the missing information from the patterns that match
the restriction.
Identifying restrictions for data with non-monotone missing patterns are less stud-
ied. If we are to extrapolate the unobserved data at j based on the observed data with
the patterns that first missingness happens no earlier than j + 1, it is likely that the
observed data is not readily available. Linero (2017) defined observed-data-missing-
value (ODMV) identifying restriction that extrapolates the density of missing response
at time j with missing pattern R based on all the information of observed data with
similar missing patterns except response at j is observed,
fR(yj|YR) = fR∗(yj|YR∗) (2.11)
where R = R∗, except rj = 0 in R and rj = 1 in R∗. We extended ODMV to handle
non-monotone missing patterns.
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2.3.3 Latent Class Analysis
Model identification is a common issue in PMM. When there are many follow-up
times, even data with only dropouts may suffer from this issue. Roy (2003) proposed a
latent class analysis using a proportional odds model to reduce the monotone missing
patterns and improved model identifiability. Specifically, this model takes the form
logit[P(Si = k|Di)] = λ0k + λ1Di (2.12)
where K is the number of latent dropout classes and k = 1, · · · , K < J. Di is the
dropout pattern of subject i, Si is the indicator of latent class and Si = k if Di is in class
k. Then (Si|Di) ∼ Multinomial with probability (Pik) for k = 1, · · · , K. The observed
outcome is modeled conditional on the latent class and the covariates,
E(Yij|Si = k, Xij, Zij, bi) = X′ijβ + Z′ijβk (2.13)
where Zij are the covariates different among latent classes and βk are the correspond-
ing parameters. This is not an imputation-based method and the inference is then
made by marginalizing the parameters with probability Pik. However, this approach
does not work for the non-monotone missing patterns as it considers the latent class
as ordinal data and assumes that the increase in the dropout time has a monotone
relationship with the probability of being in the first k dropout classes. Besides, the
underlying assumption is that data is missing completely at random given observed
data and the missing pattern so that the unobserved data is not further imputed. Since
the assumption on unobserved data is untestable as the data is not available, a more so-
phisticated model with imputation can be developed that enables researchers to eval-
uate the influence of the unobserved data.
Linero (2017) proposed a non-parametric Bayesian model assuming the observed
data given missing pattern has a Dirichlet process prior distribution with respect to
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the location parameter. This model takes the form,
f (yj|R) =
K
∑
k=1
πk(R)N(yj|µkj, Σ) (2.14)
where N(yj|µkj, Σ) is the probability of the normal distribution with location param-
eter µkj, covariance Σ, and πk(R) is a function of missing pattern R. µkj is specified
as µj + ekj, ekj is the random error and ekj ∼ N(0, σ2j ). This model assumes that the
latent class of missing pattern is related to the random error but it does not depend on
µj. Then the unobserved data is imputed using the ODMV identifying restriction as
in (2.11). The assumption in this model is that the missingness is due to subject level
heterogeneity rather than the effect of any covariate. To accommodate the assump-
tion that the missingness is due to the unsatisfactory efficacy on some covariates, this
model can be modified by adding X′jβ
R to µkj, then µkj becomes,
µkj = µj + X′jβ
R + ekj (2.15)
However, this model is computationally inefficient when there are many patterns of
missingness, which is commonly seen in data with non-monotone missingness with
many followup.
We extended previously discussed methods and proposed a latent class analysis
on missing patterns and analyzed the observed data given the latent class, followed
by a proposed imputation method. More details will be discussed in later chapters.
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Chapter 3
Nonparametric Bayesian analysis of
longitudinal data with non-ignorable
non-monotone missingness with
continuous outcomes
In this chapter, we propose an innovative imputation method to analyze longitudi-
nal data with non-ignorable non-monotone missingness and continuous outcomes. In
section 3.1.1, we extended the existing pattern-mixture models by introducing a la-
tent class analysis to improve the model identifiability. In section 3.1.2, we used a
non-parametric Bayesian model to analyze the observed data. In section 3.1.3, we ex-
tended the existing identifying restrictions to impute the unobserved data. Finally in
section 3.2, we compared the proposed method with the Multivariate Imputation by
Chained Equations method through some simulation studies.
3.1 Proposed method
In classical pattern mixture models, the data is analyzed from each missing pattern
and the parameters of interest are marginalized over the estimates by missing patterns.
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These models either only consider the observed data or impute the unobserved data to
improve model identification. Most of these models handle non-ignorable monotone
missing patterns, as it is still challenging to analyze non-ignorable missingness with
non-monotone missing patterns. In this section, we proposed an innovative pattern-
mixture model that extended the classical PMM to improve model identifiability.
Suppose Yi is the primary endpoint and Ri is the corresponding missing pattern
for the ith subject. For a study followed-up for J times, Yi and Ri are vectors of length
J for all i. Specifically, we assume that the primary endpoints Yi have a multivariate
normal distribution with mean vector µ and variance-covariance matrix Σ. That is

Yi1
...
Yi J
 ∼ N(µ, Σ) (3.1)
where
µ =

µ1
...
µJ
 and Σ =

σ21 + τ τ τ . . . τ
τ σ22 + τ τ . . . τ
...
...
... . . . τ
τ τ τ . . . σ2J + τ

The missing pattern Ri is a vector of indicators with length J. We let Rij = 1 if the
outcome at time j is observed for the ith subject, otherwise Rij = 0.
Our proposed method involves three steps (Figure. 3.1):
Step 1: The missing patterns are grouped through a latent class analysis.
Step 2: The observed data is analyzed within a non-parametric Bayesian framework
assuming a subset of parameters were different between groups of missing
patterns; this model is referred to as a shared-parameter pattern-mixture model.
Step 3: The unobserved data is imputed using a proposed identifying restriction.
A completed data set is obtained after the imputation and we can analyze this data
using any model. In this dissertation work, we analyzed the imputed data using a
26
Figure 3.1: An overview of the proposed method
mixed-effects model with random intercept within a non-parametric Bayesian frame-
work.
3.1.1 Latent class analysis
Classic PMM analyzes the data within each missing pattern, i.e. each missing pattern
is treated as a stratum. The model may become non-identifiable when data is sparse
in a stratum. We reduced the number of the strata by grouping the missing patterns
into latent classes using a dimension-reduction technique along with a finite Dirichlet
process (finite DP) model. Because the ratio between f (Yi, Ri) and f (Yi, Si) was free of
unknown parameters,
f (Yi, Ri)
f (Yi, Si)
=
f (Ri|Yi)
f (Si|Yi)
(3.2)
maximizing f (Yi, Ri) was equivalent to maximizing f (Yi, Si), where Si is the latent
class that Ri belongs to. Equation (3.2) allowed us to make the assumption that the
joint distribution of Yi and Ri, f (Yi, Ri), is equivalent to that of Yi and Si, f (Yi, Si)
for Ri ∈ k. This assumption allowed fitting the responses in the same latent class
27
of missing patterns and improves the model identifiability. The latent class analysis
involved two models: i) a dimension-reduction technique that represented a vector
of missing pattern using a scalar; ii) a finite Dirichlet process (finite DP) model that
classified the scalar.
3.1.1.1 Autoencoder
We used an autoencoder to reduce the dimension of missing patterns. An autoencoder
is an unsupervised model, which is a specific type of the artificial neural network. It
learns features of the data without specifying an outcome variable. An autoencoder
consists of three components: an encoder, a code, and a decoder. An encoder is a
model that reduces the multidimensional input data into a lower dimensional variable.
This variable is referred to as a code. The code thus is the latent data produced by the
encoder. A decoder is another model that reconstructs the code to the output data with
same dimension as the input data. An autoencoder model is trained to minimize the
loss between the input data and the output data. Figure. 3.2 is an illustration of this
ANN (Liou et al., 2014).
In our model, the input data is the vectors of missing patterns Ri. We used an acti-
vation function f (·) to represent the input data and obtained an univariate continuous
code hi where hi = f (·). Specifically, f (·) is a function of the linear combination of Ri.
Let zi be the linear combination,
zi = WTRi + b (3.3)
=
J
∑
j=1
WjRij + b
where W and b are the unknown parameters; W is a vector of length J, and b is the
intercept. We specified the loss function as the mean squared error between the recon-
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Figure 3.2: An illustration of an artificial neural network (Commons, 2016)
structed data and the input data,
Li(W, b) =
1
2
‖g(hi)− Ri‖ (3.4)
=
1
2
‖g( f (zi))− Ri‖
where g(·) is the decoder that reconstructs the code to the same dimension as R. We
estimated W and b by minimizing the modified loss function as in (3.4) plus a regular-
ization term,
min
W,b
N
∑
i=1
Li(W, b) + λ ∗ ‖W‖0 (3.5)
where λ ∗ ‖W‖0 is the regularization term. This is a sparsity-based regularization
that reduces the risk of over-fitting: λ is the sparsity parameter and ‖W‖0 is the L0
norm that counts number of non-zero elements in vector W (Rosasco et al., 2009). We
selected the hyperbolic tangent function as the activation function f (·). The activation
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function is,
f (zi) =
ezi − e−zi
ezi + e−zi
(3.6)
Since we estimated the parameters through taking gradient of the modified loss func-
tion as in (3.5), model (3.6) was preferred because the optimization is easier, i.e. pa-
rameters were updated more smoothly when training the network (Glorot, Bordes,
and Bengio, 2011). Model (3.5) was trained through stochastic gradient descent (SGD)
(LeCun et al., 2012; Candel et al., 2016):
Step 1: Initialize W and b
Step 2: Repeat the following steps until the model is converged:
(a) Get the ith training data
(b) Update W and b:
i. wk = wk − α ∂L(W,b)∂wk
ii. b = b− α ∂L(W,b)∂b
where α = 0.005 to obtain a stable model that convergences fast (Candel et al., 2016).
We separated the input data into training data and validation data to compare models
with different sparse parameters and selected the model with smallest modified mean
squared error as in (3.4). The estimates of W and b enable us to represent Ri using hi
through (3.3) and (3.6). This ANN discovers the structure of the missing pattern Ri
and the hidden variable hi that contains information about Ri, it enables us to employ
hi to classify Ri in a finite DP model (R functions were included in C.3).
3.1.1.2 Finite DP model
We assumed that h followed a mixture of normal distribution with respect to location
parameter µ. Then the distribution of h was considered as a weighted normal distri-
bution,
fG(hi) =
K
∑
k=1
wkNµk(hi|µk, σ
2) (3.7)
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with wk as the probability of being in class k, µk as the mean of the normal distribution
in class k, K as the upper limit of the number of classes. We assumed the variances σ2
were the same in all classes. Model (3.7) is equivalent to a hierarchical model,
hi|si = k ∼ N(µk, σ2) (3.8)
µk|G ∼ G
G ∼ DP(M, G0)
p(si = k) = wk
Because the prior distribution on µk for k = 1, · · · , K are the same, then the prior
distributions on (µ1, · · · , µk) are exchangeable. Thus the posterior distribution of µks
are invariant under permutation when labelling the components. This results in iden-
tical marginal posterior distributions of the parameters µks. Therefore, during MCMC
estimation, we can not distinguish µk from (µ1, · · · , µk−1, µk+1, · · · , µK), and the labels
of µk are not identifiable. This problem is referred to as the label-switching issue (Jasra,
Holmes, and D. A. Stephens, 2005).
There have been many solutions to handle the label-switching problem. M. Stephens
and Phil (1997) suggested imposing an identifiability constraint to the prior distribu-
tion on µks such that (µ1 > · · · > µK). Then the posterior distributions of µks are no
longer exchangeable, so that the parameters are correctly labeled. (µ1, · · · , µk) has a
semi conjugate prior with the identifiability constraint,
π(µ1, · · · , µK|µ0, σ2) = ΠKi=1π(µk|µ0, σ2)I(µ1 > · · · > µK) (3.9)
We estimated wk through a truncated stick breaking process such that ∑Kk=1 wk = 1.
This process was achieved by introducing the auxiliary parameters v with length
K − 1. We let Beta(1, M) to be the prior distribution of v; we let w1 = v1, wk =
(1 − ∑k−1k′=1 wk′) ∗ vk, and wK = 1 − ∑
K−1
k=1 wk. σ
2 had an inverse Gamma(a,b) prior
distribution. We endowed mk with a Dirichlet process prior with base distribution
centering at G0 as in (3.8), G0 ∼ N(µ0, σ20 ). M is the concentration parameter that
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determines how far the sample distribution is from the base distribution.
In model (3.7), the parameters to be estimated are µ = (µ1, · · · , µK), σ2, and w =
(w1, · · · , wK) calculated from v = (v1, · · · , vK−1). Given the prior information, the
posterior distribution of µk is,
µk| · · · ∼ N(µ0,k, σ20,k) (3.10)
µ0,k = µ0 ∗
1
1 + σ20 ∗
Ak
σ2
+
1
Ak
∑ I(si = k)hi ∗
1
1 + σ20 ∗
Ak
σ2
σ20,k =
1
1
σ20
+ Ak
σ2
where Ak = ∑ I(si = k). Because the inverse Gamma distribution is a conjugate prior
distribution, the posterior distribution of σ2 is,
σ2| · · · ∼ IG(a1, b1) (3.11)
a1 = a +
1
2
N
b1 = b +
1
2 ∑i
(hi|si = k− µk)2
Since v has a Beta(a, b) prior distribution, which is conjugate, the posterior distribution
of v is.
vk| · · · ∼ Beta(Ak + 1, Bk + M) (3.12)
where Bk = ∑i I(si > k). The posterior probability of hi being in latent class k is
p(si = k| · · · ) =
wk fmk(hi)
∑Kk=1 wk fmk(hi)
(3.13)
∝ wk fmk(hi)
We estimated the posterior distribution using the Markov Chain Monte Carlo (MCMC)
method through the Gibbs sampling. The algorithm at the tth iteration is (Müller et al.,
2015):
Step 1. For i = 1, · · · , N, draw si with probability p(si = k|vt−1, mt−1, hi) ∝ wt−1k fmt−1k (hi)
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as in (3.13)
Step 2. With previously defined Ak and Bk, generate vk| · · · ∼ Beta(Ak + a, Bk + b) for
k = 1, · · · , K− 1.
Step 3. Calculate wk = (1−∑k−1k′=1 wk′) ∗ vk.
Step 4. Generate mk ∼ N(µ0,k, σ20,k) and σ20,k =
1
1
σ20
+
Ak
σ2
as in (3.10) for k = 1, · · · , K
Step 5. Sort m = (m1, · · · , mK) decreasingly; rearrange w accordingly.
Step 6. Repeat Steps 1-5 until model converges.
The set of posterior means in each sampling process was permuted in Step 5 to avoid
the label-switching issue. Because using too many latent classes increases the com-
plexity of the model thus increases the risk of over fitting, also specifying only a few
latent classes is able to capture the variability in missing patterns. Therefore, we chose
K = 5 as the upper limit of the number of clusters. We assigned hi to class k at each
iteration where p(si = k| · · · ) is maximized in k. We finally assigned hi to the class that
hi is assigned to most frequently in all the posterior sample after the burning in period.
Therefore, this is the class that Ri belongs to, as hi contains all the information of Ri.
The latent class analysis allows us to estimate the latent class of the possible missing
patterns not observed in the data. We predicted the code of new missing patterns
using the trained model and predicted the latent class of these new missing patterns
using the posterior mean and weight through the finite DP model (R functions were
included in C.3).
3.1.2 Non-parametric Bayesian analysis of the observed data
We analyzed the observed data using a mixed-effects model with random intercept.
This model was evaluated within a non-parametric Bayesian framework. Besides co-
variates such as baseline measure, time, treatment effect and the interaction effect be-
tween time and treatment, we allowed a subset of parameters to vary among latent
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classes that the corresponding missing pattern belongs to. This model takes the form
yij|(si = k) = X′ijβ + Z′ijβk + bi + eij (3.14)
where β are the parameters fixed for all classes and βk is the subset of parameters that
differ among classes. bi is the random effect for the intercept; eij is the random error.
Then the posterior distribution of the unknown parameters is
f (β, βk, b, σ2e |y) ∝ L(Y|β, βk, b, σe)π(β)π(βk)π(σe) f (b) (3.15)
where L(Y| · · · ) is the likelihood function, σ2e = (σ21 , · · · , σ2J ) is the variance of random
error at time j = 1, · · · , J. π(· · · ) are the prior distribution of the unknown parame-
ters.
In this model, we assumed that the parameters β and βk were independent and
had non-informative univariate normal prior distributions β ∼ N(0, σ2β) with variance
as a hyper-parameter with an inverse Gamma distribution, σ2β ∼ InvGamma(0.1, 0.1).
We assumed that the random effect b had a Dirichlet process prior distribution
respect to the scale parameter. Then the variances of random intercept are not as-
sumed to be the same among subjects, which allows subject level heterogeneity. We
could specify the inverse Gamma(ε, ε) as a non-informative prior distribution for the
variance. However, the posterior inferences are sensitive to ε. Instead, we used a
weakly informative prior distribution by introducing an auxiliary parameter ξ and
decomposing the random effect as bi = ξk ∗ zi. We assumed zi had a standard normal
prior distribution; ξk had a Dirichlet process prior distribution with a base distribu-
tion N(0, τξ). The overparameterization reduced the dependence among parameters
and improved the convergence efficiency (Gelman, 2006). We modeled ξ through a
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truncated stick-breaking process. so that random effect is,
f (bi) =
K
∑
k=1
wk f (bi|ξk) (3.16)
ξk ∼ DP(M, G
ξ
0)
Gξ0 ∼ N(0, τξ)
where w = (w1, · · · , wK) was the weight of ξ being in each latent classes and K was the
number of latent classes of the random effect. In a truncated stick-breaking process, K
is random and it depends on v through w, i.e. the length of v is not fixed. v is estimated
in the order of v1, v2, · · · and the estimation process does not stop until 1 − ∑Ll=1 vl
reaches a very small number, then L is the length of v and L + 1 is the length of w,
K = L + 1. However, the MCMC algorithm does not allow K to be random in the
sampling process, we fixed K at a large number (Barcella et al., 2016) and let K = 30.
This relative large number is the upper limit of the random K and wk = 0 when k is
greater than the actual number of latent classes.
We assumed the covariance matrix was constructed so that the variance of ran-
dom error was different among follow-up times. Let ΣY be the covariance matrix
of Y1, · · · , YJ , the diagonal of ΣY is σ21 , · · · , σ2J . We estimated the variance using the
Cholesky decomposition (Daniels and Pourahmadi, 2002). Specifically, we assumed
σ2j for j = 1, · · · , J had informative inverse Gamma prior distributions,
σ21 ∼ IG(δ, g11), (3.17)
σ2t ∼ IG(δ + 1, gtt,t−1) (t = 2, · · · , J)
where δ is the hyper-parameter, it has a non-informative prior distribution δ ∼ Gamma(0.1, 0.1).
G was the variance matrix of outcomes with missingness estimated using EM algo-
rithm. gtt,t−1 = gtt − g′tG−1t gt with gtt the tth entries of the diagonal of G, gt the
column vector of the first t − 1 entries of the tth column of G, and Gt the (t − 1)th
order principle sub-matrix of G.
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The observed data was modeled using Gibbs sampling method in R2jags (Su and
Yajima, 2015). At least 10000 posterior sample were collected in each of the two chains
until all the parameters in the model converged. The Gelman-Rubin diagnostic were
used as a numerical support to monitor the convergence.
3.1.3 Imputation of unobserved response data
We extrapolated the unobserved data using the estimated distribution of the observed
data. We proposed an identifying restriction that mapped the unobserved data to a
group of observed data. The extrapolation was performed by mapping the missing
patterns and the corresponding latent classes.
3.1.3.1 Proposed identifying restriction
For the ith subject with an unobserved response at jth time point, the missing pattern
is Ri with the jth element rij = 0. The missing data Yij is imputed based on the dis-
tribution of the jth response Y·j, estimated from the subjects in latent class sk that R∗
belongs to. R∗ is the missing pattern same as Ri except that the jth element is fixed at
1. This restriction expressed as,
P(Yij|Ri) = P(T(Y·j|R∗ ∈ sk)) (3.18)
Ri = R∗ except rij
where T(·) is a transformation function. T(·) can take the form T(·) = Yj + ζ. This
transformation function allows sensitivity analysis by varying ζ, which enables the
researchers to evaluate the robustness of the imputation.
We illustrated the proposed identifying restriction in Figure. 3.3. Take the outcome
with three follow-up times as an example. When the missing response data only exists
in the second follow up time, the missing pattern is R = (1, 0, 1). Then the distribution
of the unobserved data at j = 2 is extrapolated based on that of the observed data
in the latent class that the completely observed data belongs to, as in Figure. 3.3a.
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(a) (b)
Figure 3.3: Identifying restriction: an illustration
This is because the two missing patterns are the same except at the second follow-up.
When the missing pattern is R = (1, 0, 0), the distribution of the unobserved data at
j = 2 is estimated based on the observed data in the latent class that missing pattern
R = (1, 1, 0) belongs to (Figure. 3.3b). We stress that our model is able to impute all
the unobserved data even when the pattern R∗ that Ri is mapped to is not readily
available in the data. In these cases, we can predict the latent class of R∗ using the
model in 3.1.1.
A completed data set was obtained after the imputation and we can analyze it us-
ing any model. In this project, we analyzed the completed data using a mixed effect
model with random intercept and assumed the random intercept had a Dirichlet pro-
cess prior distribution.
3.2 Simulation studies
3.2.1 Simulation targets
In this section, some simulation studies were conducted to investigate the performance
of our proposed imputation method under different scenarios. We focused on clinical
trials with normally distributed longitudinal outcomes. We compared our proposed
algorithm with Multivariate Imputation by Chained Equations (MICE) that assumes
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data is MAR (Buuren and Groothuis-Oudshoorn, 2010). Details about MICE method
was introduced in 2.2. We used MICE as a comparator because it is a principled
method dealing with missing data and widely used by researchers as the software
is well developed (Azur et al., 2011). Performance of our method and MICE method
were assessed using several criteria. One was root mean squared error (MSE) that
measures square root of the average squared difference between the estimates from
the imputed data and the complete data. Other criteria used includes relative bias,
standard error, density, power, and type I error. In our simulation, we were interested
in: 1) how different missing rates affect the simulation results; 2) how different effect
sizes affect the simulation results; 3) the effect of sample size in simulation results.
3.2.2 Simulation settings
We studied continuous response data measured at baseline and followed up for J
times. The covariates in this model were time, treatment group, time by treatment.
We also included the baseline response data as a covariate. We assumed there was a
balanced design with two treatment groups. The relationship between time and the
outcome was assumed to be linear so that time was treated as a continuous covariate
in this model. Hence, the interaction effect between time and treatment was linear as
well.
In this design, the arm of treatment was binary and generated from a Bernoulli dis-
tribution with probability of 0.5. The effect of time for each subject was generated from
a normal distribution with µt and σ2t . Similarly, the effect of treatment for each subject
followed N(µtrt, σ2trt). The interaction effect of time by treatment for those receiving an
intervention follows N(µintr, σ2intr); since we assumed there was no interaction effect in
the placebo group, the interaction effect for those in the placebo group was generated
from N(0, σ2intr).
We generated the baseline measure from a normal distribution N(µ0, σ20 ). After
baseline, outcome of subject i at time j, Yij was generated from a 1st order autocorrela-
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tion model, Yij = δi + Yi,j−1 + εij for j > 2. δi takes the form
δi = βt,i + Xi ∗ βintr,i (3.19)
For j = 1,
Yi1 = δi + Yi0 + Xi ∗ βtrt,i + εi1 (3.20)
For j > 1,
Yij = δi + Yi,j−1 + εij (3.21)
βt,i, βtrt,i and βintr,i were the effects of time, treatment, and treatment over time for
subject i, respectively. σ20 , · · · , σ2J were variances and they were generated from inverse
Gamma distribution.
We simulated the missing mechanism with the MNAR assumption. We assumed
there were two latent classes: S = 1 and S = 2. We assigned the subjects whose
interaction effects were in the lower 50% to class S = 1 and others to class S = 2.
Because those receiving the intervention had a positive, non-zero interaction effect,
most patients in this group were assigned to class 2. The missing rates were specified
differently between groups so that the missing mechanism was MNAR. We set the
expected missing rates to be higher in class 1, indicating the missingness was due to
the unsatisfactory result of treatment. Let pj,k = P(Rj = 0|S = k) be the expected
missing rate for class S = k at time j, we assumed pj,k are the same for j = 1, · · · , J.
We explored three sets of missing rates between the two latent classes: low (pj,k=1 =
0.15 and pj,k=2 = 0.05), high (pj,k=1 = 0.55 and pj,k=2 = 0.45), and severely high
(pj,k=1 = 0.80 and pj,k=2 = 0.70). We also considered different effect sizes by generat-
ing the interaction effect from different means, specifically, µintr = (0, 1, 3, 5). Besides,
we studied sample size at 50 and 100 and varied the number of follow-up times from
4 to 10. We studied the number of follow-up times as small as 4 because model identi-
fication is more likely to be an issue in small sample sizes, with as many as 24 possible
missing patterns. These conditions enabled us to assess the performance of the pro-
posed method with adequate, moderate, and inadequate information from the data.
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Table. 3.1 showed the scenarios we considered to generate data. We studied the num-
ber of follow-up times from 4 to 10 for each of the scenario in Table. 3.1. One hundred
simulations were performed for each scenario, limited by the CPU time. We found
that the program became computational inefficient as the sample size increased.
3.2.3 Results
To investigate the performance of the proposed method in estimating the interac-
tion effect, we compared the following indicators with the Multivariate Imputation
by Chained Equations (MICE) method:
1. The root mean squared error (RMSE) of the estimates between the complete data
and the imputed data. We defined mean squared error (MSE) as the average
squared difference between complete data analysis and imputed data analysis in
estimating the interaction effect,
MSE =
1
Nsim
Nsim
∑
sim=1
(β̂
completedata
intr,sim − β̂
imputeddata
intr,sim )
2 (3.22)
RMSE is the square root of MSE as in (3.22).
2. The relative bias (RB) of the estimates between the complete data and the im-
puted data, defined as the difference between imputed data analysis and com-
plete data analysis in estimating the interaction effect divided by the estimate in
complete data analysis,
RB =
β̂
imputeddata
intr − β̂
completedata
intr
β̂
completedata
intr
(3.23)
3. The standard error of estimated interaction effect estimated using Rubin’s rule
(Rubin, 1976) as in (2.1).
4. The density of the estimated interaction effect
5. The power of rejecting H0 : βintr = 0
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6. The type I error
Table. 3.2, Figure. 3.4, and Figure. 3.5 showed a comparison of the proposed im-
putation method (proposed BNP PMM) and the Multivariate Imputation by Chained
Equation (MICE) method in terms of RMSE. RMSE decreased as the number of follow-
up times increased in all scenarios in both methods. We first summarized RMSE when
there was non-zero interaction effect. When N = 50 and missing rate was low, pro-
posed BNP PMM yielded smaller RMSE at J = 4, · · · , 7 and RMSE was similar in both
methods when the response was followed up for more than 7 times (Figure. 3.4a, 3.4d,
3.4g). When missing rate was high, RMSE was smaller using proposed BNP PMM
(Figure. 3.4b, 3.4e,3.4h). When missing rate was severely high, the two methods per-
formed similarly except that proposed BNP PMM yielded smaller RMSE when effect
size was 5 and 3 at J ≤ 6 (Figure. 3.4c, 3.4f,3.4i). When N = 100, BNP PMM yielded
smaller RMSE in all scenarios. Then we summarized RMSE in the cases that there
was no interaction effect. We found that proposed BNP PMM yielded slightly smaller
RMSE in most scenarios and it was comparable to MICE in other cases.(Figure. 3.4j-
3.4l). When N = 100, BNP PMM was preferable in all scenarios, in terms of RMSE
(Figure. 3.5j-3.5l).
Table. 3.3, 3.4, Figure. 3.6, and Figure. 3.7 showed a comparison between proposed
BNP PMM and MICE in terms of relative bias (RB) as defined in (3.23). When N = 50,
BNP PMM yielded smaller relative bias when missing rate was high and severely high
at effect size of 5 and 3; RB was comparable to MICE in other scenarios. We also noticed
that the variance of RB was smaller in BNP PMM in most scenarios. We found similar
patterns when N = 100. When effect size was 1 and 0, RB was inflated because it
was calculated by dividing the estimated interaction effect in complete data analysis.
Small values of this quantity resulted in the inflation. We included the violin plots of
bias in the appendix for more informative illustration (Figures. A.1 and A.2).
Table. 3.5, Table. 3.6, Figure. 3.8, and Figure. 3.9 showed a comparison between
proposed BNP PMM and MICE in terms of standard error (SE) of the estimated inter-
action effect. We found that SE decreased as the number of follow-up times increased
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using both methods; proposed BNP PMM produced smaller SE in almost all the sce-
narios. Similar pattern was found in both sample sizes.
Figure. 3.10 and Figure. 3.11 showed a comparison between BNP PMM and MICE
on density of estimated interaction effect. Because the true parameter was simulated
from a distribution for each subject and it was a vector in each simulated data, we were
not able to compare the estimates with a scalar. We compared the estimates from each
simulated data with the median of the corresponding vector of parameter to evaluate
how well the true parameter was approximated by the model. We found that both
methods well approximated the true density; proposed BNP PMM overestimated the
true density slightly whereas the density in MICE was more likely to shift to the left.
Table. 3.7 and Figure. 3.12 showed a comparison between proposed BNP PMM and
MICE on power of detecting the interaction effect. We found that proposed BNP PMM
had larger statistical power in detecting the interaction effect in all scenarios. Table. 3.8
showed a comparison between the two methods on type I error. We found the type
I error was slightly higher in proposed BNP PMM, but it was comparable to MICE
when missing rate was low in both sample sizes. MICE had lower type I error when
missing rate was high and severely high.
3.3 Discussion
We compared proposed BNP PMM with MICE because MICE is one of the most con-
venient algorithms handling missing data and it is widely used. Other models such as
a traditional pattern-mixture model (PMM) was a choice to be compared with as well.
However, a difficulty in PMM is that when missing rate is high or severely high, there
are so few observations in some missing patterns that the model is not identifiable.
Therefore, PMM was not an option for comparison considering the scenarios we are
interested in.
The simulation studies showed that proposed BNP PMM produced smaller MSE
when the true interaction effect was non-zero, compared with MICE. When the miss-
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ing rate and sample size are the same, MSE decreases as the number of follow-up times
J increases; for the same sample size and follow-up times, MSE is larger when there is
more missing response data. When there is no interaction effect, proposed BNP PMM
is comparable to MICE when the sample size is small (N = 50); after the sample size
increases (N = 100), proposed BNP PMM is preferable at all the scenarios. Proposed
BNP PMM provides more accurate estimates as the relative bias is smaller. Proposed
BNP PMM also produces more precise estimate as SE is smaller in most scenarios and
close to MICE in the remaining cases. It also had more power in detecting the inter-
action effect. When there is no interaction effect and the model is mis-specified with
the interaction effect, Bayesian models shrink the interaction effect toward zero, but
not exactly zero, which leads to inflated type I error. Since the power is high and MSE
is low in proposed BNP PMM, a large type I error does not add prediction error. As
we care more about minimizing the prediction error, the inflated type I error is less
concerned.
In conclusion, we found that proposed BNP PMM performs better than MICE
when there exists interaction effect. We also found proposed BNP PMM is compa-
rable to MICE when there is no interaction effect, which shows the robustness of the
method. This is because when there is no interaction effect, the missing rate between
the two groups are similar (Table. 3.9 and 3.10), then the missing mechanism does not
depend on the interaction effect, so that it is MAR which is not the MNAR mechanism
we assumed towards proposing our method.
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Missing Rate
Scenario Sample Size Effect Size Latent Class 1 Latent Class 2
Ia 50 5 15% 5%
Ib 50 5 55% 45%
Ic 50 5 80% 70%
IIa 50 3 15% 5%
IIb 50 3 55% 45%
IIc 50 3 80% 70%
IIIa 50 1 15% 5%
IIIb 50 1 55% 45%
IIIc 50 1 80% 70%
IVa 50 0 15% 5%
IVb 50 0 55% 45%
IVc 50 0 80% 70%
Va 100 5 15% 5%
Vb 100 5 55% 45%
Vc 100 5 80% 70%
VIa 100 3 15% 5%
VIb 100 3 55% 45%
VIc 100 3 80% 70%
VIIa 100 1 15% 5%
VIIb 100 1 55% 45%
VIIc 1 80% 70%
VIIIa 100 0 15% 5%
VIIIb 100 0 55% 45%
VIIIc 100 0 80% 70%
Table 3.1: Scenarios in simulation studies for continuous outcomes
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Scenario BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE
J=4 J=5 J=6 J=7 J=8 J=9 J=10
Ia 0.1929 0.2329 0.1559 0.1976 0.1159 0.1361 0.1062 0.113 0.1095 0.1077 0.0969 0.0953 0.0745 0.0955
Ib 0.7166 0.8073 0.4809 0.5697 0.4366 0.5122 0.388 0.4771 0.3326 0.3942 0.3147 0.3323 0.2629 0.2872
Ic 1.4614 1.8811 1.3346 1.7461 0.9097 0.9434 1.0094 1.0219 0.7391 0.7571 0.7063 0.7086 0.6047 0.5689
IIa 0.1787 0.2294 0.1631 0.1974 0.1114 0.1429 0.1068 0.1193 0.1101 0.1089 0.1087 0.097 0.0744 0.0998
IIb 0.614 0.7442 0.4507 0.609 0.4327 0.5227 0.3209 0.3964 0.2995 0.3527 0.2921 0.3212 0.2262 0.2624
IIc 1.586 1.8958 1.1669 1.3336 0.8833 1.1407 0.7937 0.9297 0.8222 0.8439 0.713 0.7041 0.6865 0.6568
IIIa 0.198 0.249 0.173 0.1984 0.1172 0.1508 0.0975 0.1165 0.125 0.1162 0.1082 0.1008 0.0834 0.0956
IIIb 0.6799 0.8 0.5656 0.6453 0.3478 0.4782 0.3481 0.4228 0.2836 0.3457 0.2656 0.3105 0.21 0.3081
IIIc 1.3211 1.4192 1.1614 1.2914 1.1248 1.1385 0.8885 0.7375 0.7611 0.6992 0.549 0.6591 0.6572 0.5287
IVa 0.206 0.1973 0.155 0.1674 0.1085 0.1378 0.1149 0.1205 0.1019 0.1039 0.089 0.0959 0.0792 0.0973
IVb 0.6537 0.7124 0.5123 0.5336 0.4246 0.5047 0.4089 0.4945 0.2563 0.3441 0.28 0.3478 0.2411 0.3126
IVc 1.4506 1.3729 1.2062 1.3345 0.8901 0.8701 0.7724 0.8209 0.7814 0.6575 0.7083 0.6162 0.7288 0.637
Va 0.1407 0.1642 0.092 0.1079 0.0986 0.1278 0.0755 0.0992 0.0729 0.084 0.0631 0.0695 0.0557 0.0717
Vb 0.4688 0.5554 0.3735 0.4229 0.2791 0.3734 0.2491 0.2995 0.2359 0.2661 0.1878 0.2362 0.1623 0.1815
Vc 0.8009 1.1761 0.7297 0.9565 0.5898 0.8034 0.4991 0.6146 0.3527 0.4697 0.3787 0.4597 0.3827 0.4155
VIa 0.1147 0.1439 0.1157 0.1335 0.0967 0.101 0.0769 0.084 0.0681 0.0849 0.0573 0.0789 0.0577 0.0679
VIb 0.4596 0.5757 0.293 0.3923 0.3004 0.3255 0.215 0.2665 0.2083 0.2344 0.1783 0.2221 0.1742 0.2193
VIc 0.7653 1.1217 0.6576 0.9217 0.5741 0.723 0.547 0.5884 0.449 0.5768 0.4307 0.5254 0.335 0.4031
VIIa 0.1237 0.149 0.0983 0.122 0.091 0.1119 0.0759 0.092 0.0723 0.0853 0.0567 0.0614 0.0541 0.0612
VIIb 0.4547 0.5617 0.3224 0.3613 0.2802 0.3162 0.2439 0.2803 0.2033 0.2412 0.1887 0.2152 0.173 0.1953
VIIc 0.9753 1.1272 0.7046 0.915 0.5481 0.7646 0.5188 0.5769 0.4486 0.5106 0.4204 0.527 0.3146 0.3791
VIIIa 0.1426 0.151 0.114 0.1255 0.0869 0.1054 0.0747 0.0882 0.075 0.0744 0.0631 0.0714 0.0601 0.0729
VIIIb 0.4675 0.5403 0.3225 0.3759 0.2832 0.3141 0.2481 0.306 0.1897 0.2313 0.1928 0.227 0.157 0.1919
VIIIc 1.0021 1.2035 0.8104 0.8021 0.4939 0.6765 0.5249 0.5849 0.3868 0.5199 0.3669 0.449 0.3664 0.4458
Table 3.2: Comparison of Root MSE by scenario
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Scenario BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE
J=4 J=5 J=6 J=7 J=8 J=9 J=10
Ia -0.6655* -0.4803 -0.2458* -0.3978 -0.2559 -0.3469 -0.1518 -0.144 0.0146 -0.2429 -0.0612 0.0278 0.076* 0.1059
(3.9841) (4.8346) (3.2008) (4.396) (2.4361) (2.8137) (2.1793) (2.3824) (2.411) (2.2493) (1.8707) (1.8588) (1.4989) (2.0442)
Ib 0.322 2.6626 1.2358* -2.118 0.6192* 0.8699 -0.7894 -1.2108 0.4498* 1.1989 1.4148 -0.0356 0.1269 -1.562
(14.7479) (16.234) (9.2643) (11.5065) (8.7909) (10.5426) (7.8236) (9.6233) (6.6391) (8.0682) (6.2647) (6.784) (5.521) (5.7622)
Ic 5.1722* -2.6878 5.5272* -2.8041 5.8635 -0.4795 4.0436 -4.2222 3.2098 0.566 1.8036 0.4744 -0.4618 -2.5471
(28.2251) (38.4213) (27.1843) (40.0388) (17.5101) (19.0838) (20.2518) (19.9043) (14.2305) (15.4201) (14.3973) (14.246) (12.1696) (11.2121)
IIa -0.4293* -0.8695 -0.2627* -0.4042 0.0304* -0.3525 -0.3253 -0.2215 -0.2147 -0.5602 -0.0477 -0.3898 -0.1434* -0.5544
(6.4636) (8.1792) (5.9696) (8.1716) (4.0915) (5.9716) (3.944) (4.4064) (4.6784) (4.3235) (3.4947) (3.2425) (2.5705) (3.5844)
IIb 6.813* 3.608 1.8325* -0.2766 -0.08* -1.455 0.8255* 1.608 3.3584* -0.6007 3.079 1.2891 -0.3337* 0.0335
(20.4356) (24.9718) (14.7219) (21.5946) (14.6733) (20.1047) (11.1483) (13.6738) (10.0385) (12.3609) (9.5208) (10.8592) (8.0149) (9.2103)
IIc 13.1944* 8.2198 5.906 -1.9764 8.5239* -3.068 9.5126 2.017 13.8388 4.954 6.9018 -0.7359 7.8033 -0.9622
(55.1169) (82.1171) (40.5106) (43.714) (31.3222) (43.2339) (25.6866) (31.3471) (28.9051) (29.9102) (24.02) (25.0267) (24.2298) (22.944)
IIIa -0.7461 -6.5489 -0.6263 1.9102 1.3712 -1.1529 -2.1938 1.4867 -1.1978 0.5 -0.8444 -0.0363 0.2353 -1.3083
(568.9828) (157.8266) (48.2711) (61.1883) (213.4297) (33.4053) (373.6712) (408.9503) (68.3142) (132.0335) (14.4438) (21.6721) (13.5239) (25.4508)
IIIb 24.6917 1.5354 13.1931 0.3619 8.1237 7.0537 -1.3853 -4.6982 9.7082* 5.3914 4.5495 1.7999 4.7629* -2.6334
(2414.8888) (167.1924) (581.556) (343.7706) (119.9583) (4799.8155) (97.537) (295.1086) (41.0293) (81.8494) (55.7644) (61.5223) (31.5661) (104.5153)
IIIc 43.8777 -17.1291 51.6055 -6.0881 41.5639 -21.6563 32.7457 -6.0148 31.6829 -17.5575 14.6533* -2.6024 17.245 -18.2728
(1029.6321) (598.5933) (899.942) (562.3896) (1273.5811) (100078.231) (2897.1027) (260.4945) (249.5969) (191.9319) (88.7377) (191.392) (661.9632) (137.3506)
IVa -3.4303 -0.4346 -3.5087 0.2291 -0.4708 4.8275 2.717 1.7225 6.8356 2.391 -3.4657 -2.2778 1.9928 0.5816
(533.3772) (5112.3279) (206.1614) (1087.506) (157.3506) (199.559) (257.1841) (346.4935) (104.5574) (103.2249) (326.7401) (769.1215) (597.4522) (1697.8418)
IVb 1.8622 -7.4536 3.3726 -11.4057 21.0941 11.8311 7.1935 -1.3945 -1.0781 -7.6065 2.6865 2.1636 -0.2683 -10.2655
(396.4033) (1499.6883) (1347.4094) (656.2634) (1695.8166) (6595.6133) (731.4896) (3101.0841) (907.4053) (282.0093) (1943.4659) (389.3213) (5881.3891) (503.4245)
IVc 11.4463 -8.731 19.3022 -28.1721 -16.5866 17.3811 4.1873 -37.159 19.5851 -16.3018 -23.2827 -12.4112 -25.9105 10.7069
(1420.8214) (1421.1786) (5187.3283) (1655.7167) (1550.3848) (959.7571) (12367.7411) (1236.7603) (2218.0571) (1075.4195) (5423.1281) (793.9081) (2620.0108) (3148.9004)
* indicates p<0.05 and relative bias is lower using the corresponding method in paired ttest.
Table 3.3: Summary of median relative bias (SD) by scenarios for scenarios Ia-IVc (N=50).
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Scenario BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE
J=4 J=5 J=6 J=7 J=8 J=9 J=10
Va 0.3618 -0.0003 0.3736* 0.1072 0.1657 0.3797 0.0515* -0.0568 0.1412 0.0101 0.2122 0.1328 -0.0086* -0.0834
(2.8064) (3.423) (1.8573) (2.1937) (2.0115) (2.5453) (1.5169) (2.0282) (1.485) (1.7238) (1.2774) (1.4326) (1.1275) (1.4623)
Vb 1.3425* -0.4947 1.8072 -0.479 1.2278* 0.9938 0.2089* -0.9483 0.8206 -0.1262 0.3229* 0.1256 0.3722* -0.3965
(9.0919) (11.0889) (7.649) (8.7031) (5.3256) (7.3049) (5.0227) (6.0947) (4.7026) (5.3038) (3.7685) (4.7499) (3.1923) (3.5985)
Vc 0.6452* -4.4613 2.2848* -2.0044 4.4887* 1.4941 2.7444* -0.0138 1.5544* 0.0664 -0.2148* -1.9056 1.4145 0.3036
(15.8302) (24.3061) (14.8645) (19.7912) (11.5026) (16.1814) (9.972) (12.5488) (7.0516) (9.374) (7.6564) (9.1867) (7.609) (8.4253)
VIa -0.254* 0.7721 -0.6793* -0.5044 -0.2626 0.0064 -0.4387 -0.502 -0.1473* -0.3658 -0.006* -0.1365 -0.1659* -0.5257
(3.9131) (5.1624) (3.8342) (4.8004) (3.2578) (3.4577) (2.5577) (2.8207) (2.2484) (2.8769) (1.9643) (3.9981) (1.9633) (2.3388)
VIb 1.8976* -0.7698 3.2884* 2.6435 3.3108 0.1317 0.4858* -0.265 -0.0375 -1.7158 0.4581* -0.1071 0.6401* 1.4036
(14.891) (19.7732) (10.072) (13.8739) (9.573) (11.2113) (7.3232) (9.2744) (7.0231) (7.8767) (6.017) (7.573) (6.0379) (7.3984)
VIc 9.5592* -5.164 3.8738* -2.4867 8.4695* -1.387 1.717 -0.1955 -2.9268* -6.0265 2.2855* -1.7678 3.0806* 0.9264
(22.481) (38.4729) (22.5506) (32.3354) (18.7698) (24.9115) (19.4595) (19.8479) (15.8126) (19.7697) (14.5546) (18.1663) (11.1897) (13.9165)
VIIa 2.7858* 2.2772 -0.7016* -1.2024 0.3654* 0.7599 -1.2743* -0.0272 -0.1042* 1.2121 -1.5915 -1.7233 -0.1963* -0.3596
(50.5942) (45.0825) (12.1581) (27.7129) (9.8965) (16.1119) (8.8067) (13.3077) (10.4089) (24.516) (22.637) (9.3243) (6.5582) (9.687)
VIIb 11.1733* -3.6194 7.4455* -3.6536 9.4499* 2.9733 -0.111 -6.2221 6.3583* -3.2094 0.0501 -1.6164 1.6976 -2.7913
(46.0931) (78.2657) (77.598) (124.8457) (38.5335) (47.7838) (56.9187) (124.3759) (20.73) (28.1258) (23.3329) (25.9132) (19.362) (23.8351)
VIIc 41.7013 -2.4806 35.6814* -3.6025 15.8361* -5.1627 14.4989 4.5186 7.823 -6.3645 11.0667 -4.8161 9.882* -0.8453
(145.8694) (443.7457) (109.2125) (207.5152) (61.0543) (89.1072) (63.7934) (316.5474) (61.8556) (80.4512) (256.4364) (81.3764) (35.6949) (52.9857)
VIIIa 4.8067 -1.6856 2.4924 -0.3241 1.8721 5.2258 -5.1615* -2.1213 -4.3582 -4.4911 3.0118 1.0243 -4.1424 -0.5677
(344.0862) (264.494) (115.6722) (1671.6915) (179.4259) (600.5281) (301.4708) (330.0592) (1406.5053) (143.4434) (2144.5088) (159.0647) (363.409) (926.3714)
VIIIb -16.5378 -16.0531 18.1971 8.5496 21.7193 -1.5862 -10.7119 -23.9195 -0.8268 4.8901 7.1354 0.3751 1.0762 -8.7236
(937.2537) (903.3026) (405.736) (482.732) (1071.1332) (1661.1393) (397.6857) (1939.3615) (2219.1677) (341.2376) (439.7408) (3352.5423) (1229.7539) (1856.8215)
VIIIc 13.199 15.4783 40.7214 12.2542 2.2919 -32.516 -59.5075 -45.6495 -0.8176 -2.8162 20.8559 -4.6598 -29.7192 -31.6963
(4017.7656) (3320.1608) (9575.0294) (5041.5254) (4546.3283) (5115.0606) (2590.6527) (2133.9681) (4619.0673) (1268.4107) (937.263) (1442.9529) (1633.5306) (387.1062)
* indicates p<0.05 and relative bias is lower using the corresponding method in paired ttest.
Table 3.4: Summary of median relative bias (SD) by scenarios for scenarios Va-VIIIc (N=100).
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Scenario BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE
J=4 J=5 J=6 J=7 J=8 J=9 J=10
Ia 0.3994* 0.4286 0.33* 0.3554 0.2841* 0.2995 0.2486* 0.2665 0.2252* 0.2359 0.205* 0.2175 0.1882* 0.1941
(0.0823) (0.1351) (0.063) (0.0986) (0.0566) (0.085) (0.0457) (0.0639) (0.0318) (0.0402) (0.026) (0.0351) (0.0382) (0.0397)
Ib 0.451* 0.685 0.3327* 0.5417 0.2793* 0.4418 0.2395* 0.389 0.215* 0.363 0.1941* 0.3095 0.1738* 0.2857
(0.1632) (0.2798) (0.0987) (0.2336) (0.0788) (0.1842) (0.0778) (0.1539) (0.0605) (0.0899) (0.0506) (0.1128) (0.0787) (0.0782)
Ic 0.9494* 1.3956 0.6442* 0.9008 0.5199* 0.8317 0.5092* 0.6486 0.3959* 0.5512 0.3532* 0.481 0.274* 0.4452
(0.5033) (1.0011) (0.375) (0.5066) (0.2954) (0.3464) (0.2534) (0.2883) (0.1792) (0.2741) (0.1511) (0.2136) (0.1618) (0.1537)
IIa 0.3951* 0.439 0.3264* 0.3477 0.2815* 0.2945 0.2462* 0.2644 0.2279* 0.237 0.205* 0.2186 0.1882* 0.1957
(0.082) (0.1326) (0.0617) (0.1111) (0.0549) (0.0872) (0.0463) (0.0644) (0.0324) (0.0405) (0.0253) (0.0372) (0.0289) (0.0364)
IIb 0.4123* 0.7002 0.3424* 0.545 0.2673* 0.492 0.2391* 0.3658 0.2092* 0.3384 0.193* 0.2949 0.1831* 0.2786
(0.1526) (0.2386) (0.1088) (0.1836) (0.0942) (0.2113) (0.065) (0.1245) (0.0569) (0.135) (0.0578) (0.0835) (0.0495) (0.0808)
IIc 0.8891* 1.3356 0.7412* 0.914 0.5459* 0.7637 0.4841* 0.6933 0.3616* 0.5594 0.3695* 0.4985 0.3189* 0.4547
(0.4675) (0.7736) (0.3982) (1.0529) (0.3141) (0.3699) (0.2473) (0.3447) (0.2006) (0.2379) (0.2005) (0.1934) (0.1532) (0.1818)
IIIa 0.393* 0.4335 0.3253* 0.3552 0.2864* 0.2961 0.2476* 0.265 0.2254* 0.2394 0.206* 0.2169 0.185* 0.1942
(0.0821) (0.138) (0.0657) (0.1029) (0.055) (0.0789) (0.0488) (0.065) (0.0333) (0.0389) (0.0286) (0.036) (0.0328) (0.0363)
IIIb 0.459* 0.6797 0.3388* 0.5203 0.3051* 0.4569 0.2628* 0.3674 0.2231* 0.3135 0.2112* 0.2954 0.1979* 0.2829
(0.1287) (0.2716) (0.1029) (0.1933) (0.0859) (0.1673) (0.0639) (0.1172) (0.0489) (0.0945) (0.0487) (0.08) (0.0502) (0.1167)
IIIc 0.866* 1.1307 0.677* 0.955 0.5959* 0.7299 0.4915* 0.6708 0.4305* 0.5715 0.3846* 0.4835 0.3224* 0.395
(0.4455) (0.7219) (0.3321) (0.5902) (0.2665) (0.3251) (0.2405) (0.3308) (0.193) (0.2178) (0.1598) (0.1746) (0.1606) (0.1691)
IVa 0.4064* 0.4245 0.3263* 0.3414 0.285* 0.2974 0.2524* 0.2609 0.2275* 0.2314 0.2101* 0.2132 0.1942 0.193
(0.0861) (0.1417) (0.0508) (0.0972) (0.039) (0.06) (0.0383) (0.048) (0.0374) (0.0603) (0.0269) (0.0439) (0.023) (0.0271)
IVb 0.3959* 0.6289 0.3343* 0.5167 0.2886* 0.4167 0.2655* 0.3986 0.226* 0.337 0.2115* 0.3025 0.2004* 0.2864
(0.1617) (0.2972) (0.1058) (0.1851) (0.0854) (0.1212) (0.0727) (0.1399) (0.0542) (0.1037) (0.0505) (0.0823) (0.0447) (0.0771)
IVc 0.7714* 1.2085 0.64* 0.8748 0.5357* 0.7429 0.4194* 0.6141 0.4475* 0.4921 0.3674* 0.4584 0.3529* 0.4303
(0.3988) (0.6916) (0.4417) (0.6319) (0.2032) (0.3428) (0.2446) (0.3598) (0.1907) (0.2265) (0.1628) (0.1635) (0.1279) (0.1287)
* indicates p<0.05 and standard error is smaller using the corresponding method in paired ttest.
Table 3.5: Summary of median standard error (SD) by scenarios for scenarios Ia-IVc (N=50).
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Scenario BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE
J=4 J=5 J=6 J=7 J=8 J=9 J=10
Ia 0.2827* 0.3176 0.2345* 0.243 0.1972* 0.2076 0.1794* 0.1851 0.1577* 0.1626 0.1464* 0.1515 0.1309* 0.133
(0.0507) (0.0755) (0.0301) (0.0567) (0.034) (0.0517) (0.0224) (0.0345) (0.0209) (0.0288) (0.0162) (0.0205) (0.0139) (0.0172)
Ib 0.2849* 0.4997 0.2383* 0.3873 0.1879* 0.3019 0.172* 0.2747 0.1439* 0.229 0.1316* 0.2099 0.1238* 0.1938
(0.1014) (0.211) (0.0724) (0.1286) (0.0401) (0.106) (0.0366) (0.0706) (0.0384) (0.0635) (0.026) (0.0617) (0.0218) (0.042)
Ic 0.4445* 0.9249 0.3447* 0.691 0.2551* 0.6095 0.2322* 0.456 0.1777* 0.3993 0.1727* 0.3277 0.145* 0.3007
(0.2128) (0.6118) (0.1851) (0.34) (0.142) (0.2815) (0.1101) (0.2021) (0.0733) (0.1495) (0.069) (0.1186) (0.0619) (0.1031)
IIa 0.2804* 0.3104 0.2228* 0.2393 0.1982* 0.2065 0.1746* 0.1789 0.1603* 0.1667 0.1454* 0.1455 0.1349* 0.1391
(0.0469) (0.0697) (0.0345) (0.049) (0.0269) (0.0438) (0.0225) (0.0348) (0.0224) (0.0276) (0.0169) (0.0351) (0.013) (0.0172)
IIb 0.2713* 0.4791 0.2123* 0.3786 0.1985* 0.3207 0.1626* 0.2715 0.1481* 0.2473 0.1344* 0.2196 0.1255* 0.2071
(0.0893) (0.1523) (0.0661) (0.1345) (0.0484) (0.1289) (0.0365) (0.0701) (0.0257) (0.0608) (0.0265) (0.0572) (0.0239) (0.0697)
IIc 0.4534* 1.0294 0.3433* 0.6685 0.2906* 0.5288 0.213* 0.4234 0.1659* 0.4072 0.1576* 0.3474 0.147* 0.3338
(0.1995) (0.6209) (0.1958) (0.3688) (0.1209) (0.2879) (0.1029) (0.1759) (0.0809) (0.1573) (0.0811) (0.1125) (0.0523) (0.1214)
IIIa 0.2824* 0.3035 0.2374* 0.2503 0.2038* 0.2113 0.1752* 0.177 0.1593* 0.1606 0.1447* 0.1487 0.1345* 0.136
(0.0602) (0.0975) (0.0337) (0.0479) (0.0291) (0.0418) (0.0233) (0.0377) (0.0224) (0.0267) (0.0156) (0.023) (0.0154) (0.0197)
IIIb 0.2726* 0.4377 0.2242* 0.3529 0.1835* 0.3108 0.1601* 0.2596 0.1479* 0.2329 0.1351* 0.2094 0.1267* 0.2006
(0.0843) (0.1903) (0.0601) (0.1193) (0.0394) (0.0941) (0.0305) (0.0669) (0.0286) (0.0578) (0.0295) (0.0598) (0.0289) (0.0415)
IIIc 0.4218* 1.0064 0.3328* 0.6811 0.2613* 0.5559 0.2374* 0.4217 0.18* 0.401 0.1738* 0.3405 0.155* 0.3045
(0.2691) (0.6478) (0.1805) (0.4897) (0.13) (0.2167) (0.0997) (0.23) (0.1032) (0.1359) (0.073) (0.1369) (0.063) (0.096)
IVa 0.2889* 0.296 0.2312* 0.2374 0.2035* 0.2101 0.1765* 0.1798 0.1637* 0.1664 0.1454* 0.1487 0.135 0.1351
(0.0521) (0.0753) (0.0468) (0.0575) (0.0264) (0.0367) (0.029) (0.0362) (0.0199) (0.0238) (0.0175) (0.0245) (0.0133) (0.0159)
IVb 0.2779* 0.4988 0.2241* 0.3581 0.1835* 0.3165 0.1728* 0.2759 0.1457* 0.2246 0.1429* 0.214 0.1254* 0.2003
(0.0967) (0.1742) (0.075) (0.1294) (0.0403) (0.1016) (0.043) (0.0888) (0.0335) (0.0556) (0.0348) (0.0629) (0.0252) (0.0462)
IVc 0.4482* 1.0669 0.3325* 0.6561 0.2494* 0.5186 0.241* 0.4118 0.1857* 0.3726 0.1974* 0.335 0.1602* 0.3113
(0.2574) (0.6296) (0.1745) (0.4778) (0.1471) (0.2475) (0.1122) (0.1758) (0.0864) (0.1385) (0.0803) (0.1273) (0.056) (0.109)
* indicates p<0.05 and standard error is smaller using the corresponding method in paired ttest.
Table 3.6: Summary of median standard error (SD) by scenarios for scenarios Va-VIIIc (N=100).
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Scenario BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE
J=4 J=5 J=6 J=7 J=8 J=9 J=10
Ia 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Ib 1 1 1 0.99 1 1 1 1 1 1 1 1 1 1
Ic 0.99 0.73 0.98 0.92 1 1 0.99 0.98 1 0.99 1 1 1 1
IIa 1 1 1 0.98 1 0.99 1 1 1 1 1 1 1 1
IIb 0.99 0.94 1 0.97 1 0.98 1 1 1 1 1 1 1 1
IIc 0.84 0.59 0.9 0.74 0.96 0.77 0.98 0.89 0.98 0.95 1 0.99 0.99 0.99
IIIa 0.7 0.6 0.78 0.72 0.84 0.68 0.87 0.77 0.87 0.8 0.9 0.85 0.91 0.86
IIIb 0.76 0.46 0.78 0.53 0.79 0.58 0.82 0.61 0.88 0.73 0.92 0.75 0.9 0.75
IIIc 0.52 0.19 0.62 0.24 0.63 0.32 0.6 0.28 0.69 0.35 0.76 0.52 0.74 0.46
Va 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Vb 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Vc 1 0.93 1 1 1 1 1 1 1 1 1 1 1 1
VIa 1 1 1 1 1 1 1 1 1 1 1 0.99 1 1
VIb 1 1 1 0.99 1 1 1 1 1 1 1 1 1 1
VIc 1 0.68 1 0.89 1 0.99 1 1 1 0.99 1 1 1 1
VIIa 0.96 0.82 0.9 0.85 0.99 0.96 0.96 0.94 0.96 0.97 0.98 0.97 0.98 0.97
VIIb 0.92 0.59 0.86 0.64 0.95 0.78 0.95 0.83 0.98 0.88 0.98 0.91 0.99 0.93
VIIc 0.75 0.24 0.8 0.32 0.81 0.48 0.86 0.6 0.89 0.55 0.92 0.67 0.96 0.74
Table 3.7: Power by scenarios and methods
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Scenario BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE
J=4 J=5 J=6 J=7 J=8 J=9 J=10
IVa 0.23 0.22 0.26 0.21 0.29 0.29 0.39 0.33 0.37 0.36 0.41 0.39 0.42 0.45
IVb 0.31 0.21 0.35 0.21 0.41 0.22 0.46 0.26 0.41 0.31 0.43 0.31 0.4 0.31
IVc 0.34 0.17 0.38 0.18 0.33 0.22 0.31 0.2 0.42 0.26 0.38 0.34 0.37 0.26
VIIIa 0.25 0.21 0.23 0.2 0.33 0.32 0.33 0.28 0.31 0.28 0.43 0.42 0.5 0.54
VIIIb 0.43 0.11 0.46 0.22 0.46 0.2 0.38 0.23 0.43 0.28 0.48 0.31 0.48 0.29
VIIIc 0.45 0.13 0.45 0.15 0.41 0.16 0.4 0.29 0.44 0.22 0.45 0.22 0.41 0.22
Table 3.8: Type I error by scenarios and methods
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Model Control Treatment Control Treatment Control Treatment Control Treatment Control Treatment Control Treatment Control Treatment
J 4 5 6 7 8 9 10
Scenario
Ia 0.1495 0.0521 0.1456 0.0546 0.1447 0.0548 0.1466 0.0548 0.1403 0.0565 0.1453 0.0551 0.1429 0.0555
(0.0337) (0.0231) (0.0332) (0.0213) (0.0301) (0.0205) (0.03) (0.0181) (0.0255) (0.0175) (0.0261) (0.0141) (0.0232) (0.0148)
Ib 0.5449 0.4554 0.5453 0.4466 0.5491 0.4552 0.5479 0.4574 0.5474 0.4611 0.5405 0.4583 0.5363 0.4538
(0.0512) (0.0468) (0.0527) (0.049) (0.043) (0.044) (0.0389) (0.0364) (0.0343) (0.037) (0.0358) (0.0358) (0.0339) (0.0303)
Ic 0.7883 0.6982 0.7934 0.702 0.7988 0.7023 0.7972 0.7031 0.7932 0.7094 0.7872 0.7055 0.7868 0.7008
(0.0454) (0.049) (0.0401) (0.04) (0.0331) (0.0424) (0.0317) (0.0423) (0.0311) (0.0341) (0.0295) (0.0306) (0.0283) (0.0303)
IIa 0.1471 0.0553 0.1431 0.0571 0.1418 0.0587 0.144 0.058 0.1377 0.0591 0.1412 0.0583 0.1405 0.0588
(0.0327) (0.022) (0.0328) (0.0211) (0.0302) (0.021) (0.0292) (0.0178) (0.0253) (0.0177) (0.0259) (0.0147) (0.0226) (0.0153)
IIb 0.5474 0.4512 0.5457 0.4636 0.5407 0.4522 0.5425 0.4565 0.536 0.4587 0.5368 0.4575 0.5434 0.4545
(0.0496) (0.0461) (0.0494) (0.0495) (0.0408) (0.0449) (0.0366) (0.0369) (0.0361) (0.0335) (0.0378) (0.0327) (0.0328) (0.036)
IIc 0.787 0.7123 0.7879 0.7041 0.7883 0.7036 0.7922 0.7109 0.7956 0.7105 0.7909 0.7046 0.7927 0.7061
(0.0467) (0.0439) (0.0371) (0.0414) (0.031) (0.0315) (0.0288) (0.0335) (0.0309) (0.0348) (0.0275) (0.0311) (0.0244) (0.0322)
IIIa 0.1241 0.0785 0.122 0.0783 0.1207 0.0796 0.1225 0.0814 0.1176 0.0812 0.1222 0.0803 0.1186 0.0801
(0.0308) (0.0267) (0.0317) (0.0246) (0.026) (0.0229) (0.0268) (0.0199) (0.0229) (0.0202) (0.0231) (0.0163) (0.0205) (0.0153)
IIIb 0.5293 0.4745 0.5185 0.4687 0.5218 0.4841 0.5199 0.4817 0.5169 0.4813 0.5214 0.4819 0.5173 0.485
(0.0461) (0.047) (0.0504) (0.0448) (0.0441) (0.0395) (0.039) (0.0422) (0.0396) (0.0367) (0.0334) (0.031) (0.0327) (0.032)
IIIc 0.7602 0.726 0.7682 0.7277 0.7734 0.7322 0.7681 0.7346 0.7696 0.7294 0.7656 0.7269 0.7679 0.7324
(0.0383) (0.0481) (0.0421) (0.0418) (0.035) (0.0344) (0.0326) (0.0333) (0.0343) (0.0345) (0.0341) (0.0304) (0.0258) (0.0321)
IVa 0.1012 0.1008 0.1042 0.1068 0.0987 0.1016 0.1018 0.1044 0.0973 0.1019 0.0975 0.1005 0.1017 0.1013
(0.0271) (0.0318) (0.0337) (0.03) (0.0239) (0.0245) (0.0216) (0.0255) (0.0209) (0.0215) (0.0192) (0.022) (0.0224) (0.0204)
IVb 0.4963 0.4998 0.4928 0.4984 0.5068 0.5061 0.4993 0.5027 0.5027 0.4992 0.5056 0.4961 0.4963 0.497
(0.053) (0.058) (0.0465) (0.0494) (0.0432) (0.0434) (0.0347) (0.039) (0.0357) (0.0325) (0.0358) (0.0376) (0.0295) (0.0318)
IVc 0.752 0.7534 0.7524 0.7476 0.7434 0.75 0.7514 0.7437 0.747 0.7496 0.7518 0.7458 0.7465 0.7529
(0.0451) (0.0417) (0.0362) (0.0418) (0.0352) (0.0391) (0.035) (0.037) (0.0305) (0.0309) (0.0281) (0.0286) (0.0341) (0.0244)
Table 3.9: Summary of missing rate (SE) by treatment for N = 50
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Model Control Treatment Control Treatment Control Treatment Control Treatment Control Treatment Control Treatment Control Treatment
J 4 5 6 7 8 9 10
Scenario
Va 0.1488 0.0536 0.1464 0.0532 0.1459 0.0541 0.1431 0.054 0.1437 0.0541 0.1462 0.0552 0.1485 0.0548
(0.0262) (0.0177) (0.0225) (0.0144) (0.0203) (0.0142) (0.0184) (0.0124) (0.0186) (0.0125) (0.0164) (0.0123) (0.0183) (0.0121)
Vb 0.5471 0.4475 0.547 0.4536 0.5484 0.4611 0.5467 0.4521 0.5485 0.4562 0.5438 0.452 0.542 0.4539
(0.0369) (0.035) (0.0329) (0.0297) (0.0269) (0.0299) (0.0242) (0.0249) (0.0248) (0.0259) (0.0258) (0.022) (0.0239) (0.0232)
Vc 0.7938 0.7082 0.7941 0.7024 0.7976 0.7006 0.796 0.7073 0.7942 0.7019 0.7982 0.703 0.7937 0.7021
(0.0301) (0.0308) (0.0279) (0.0316) (0.0239) (0.0281) (0.0213) (0.0216) (0.0204) (0.027) (0.0222) (0.0203) (0.0188) (0.0231)
VIa 0.1419 0.0574 0.1398 0.0576 0.147 0.057 0.1369 0.0589 0.1442 0.0583 0.144 0.0555 0.1414 0.0586
(0.0244) (0.02) (0.0222) (0.0154) (0.0219) (0.0169) (0.018) (0.0134) (0.0186) (0.0134) (0.016) (0.0129) (0.0165) (0.0119)
VIb 0.5391 0.4549 0.5464 0.4612 0.5413 0.458 0.5465 0.4582 0.5431 0.4548 0.5394 0.4612 0.5455 0.457
(0.0383) (0.0384) (0.0323) (0.0345) (0.0298) (0.0311) (0.0269) (0.0282) (0.0222) (0.0278) (0.0255) (0.0222) (0.0247) (0.0251)
VIc 0.7946 0.7089 0.7885 0.707 0.7901 0.7097 0.7927 0.7105 0.7916 0.7072 0.7947 0.7047 0.7879 0.7069
(0.0266) (0.0341) (0.0262) (0.0277) (0.0231) (0.025) (0.0225) (0.0237) (0.0194) (0.0245) (0.0209) (0.0198) (0.0203) (0.0224)
VIIa 0.1228 0.0797 0.1188 0.0818 0.122 0.081 0.1196 0.0807 0.1201 0.0804 0.1191 0.0782 0.1192 0.0827
(0.0241) (0.0228) (0.0225) (0.0158) (0.0186) (0.0141) (0.0179) (0.0149) (0.0168) (0.0147) (0.0152) (0.0125) (0.0139) (0.0114)
VIIb 0.5194 0.4777 0.5211 0.484 0.5215 0.4804 0.5214 0.4814 0.5178 0.4799 0.5194 0.4802 0.5215 0.479
(0.0348) (0.0367) (0.0307) (0.0317) (0.0313) (0.0293) (0.0266) (0.0271) (0.0262) (0.025) (0.0242) (0.0216) (0.0231) (0.0209)
VIIc 0.7719 0.7294 0.7649 0.7271 0.7697 0.7311 0.7727 0.7305 0.7677 0.7339 0.7684 0.7301 0.7686 0.728
(0.0282) (0.0279) (0.0293) (0.0278) (0.025) (0.0271) (0.0223) (0.0219) (0.0231) (0.0208) (0.0219) (0.0201) (0.018) (0.0207)
VIIIa 0.1016 0.1015 0.102 0.1018 0.0988 0.1026 0.1018 0.1 0.1001 0.1011 0.101 0.0998 0.0999 0.0997
(0.023) (0.0238) (0.0198) (0.0197) (0.0179) (0.0188) (0.017) (0.0154) (0.0165) (0.017) (0.0133) (0.0144) (0.0131) (0.0124)
VIIIb 0.5004 0.4968 0.5045 0.5014 0.5016 0.4992 0.5014 0.5002 0.4999 0.4983 0.4985 0.5003 0.5016 0.4971
(0.0355) (0.0357) (0.0313) (0.0323) (0.0325) (0.0288) (0.0266) (0.0275) (0.0246) (0.0265) (0.0248) (0.0223) (0.0243) (0.0212)
VIIIc 0.7564 0.7512 0.7524 0.7532 0.7481 0.7474 0.7491 0.7488 0.7465 0.7537 0.747 0.7549 0.7478 0.7463
(0.035) (0.0293) (0.0299) (0.0277) (0.0259) (0.0243) (0.0225) (0.0221) (0.021) (0.0212) (0.0198) (0.0244) (0.0191) (0.0213)
Table 3.10: Summary of missing rate (SE) for treatment for N = 100
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(a) Ia (b) Ib (c) Ic
(d) IIa (e) IIb (f) IIc
(g) IIIa (h) IIIb (i) IIIc
(j) IVa (k) IVb (l) IVc
Figure 3.4: Root mean squared error (RMSE) by model and missing rate for N = 50
(scenarios Ia-IVc).
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(a) Va (b) Vb (c) Vc
(d) VIa (e) VIb (f) VIc
(g) VIIa (h) VIIb (i) VIIc
(j) VIIIa (k) VIIIb (l) VIIIc
Figure 3.5: Root mean squared error (RMSE) by model and missing rate for N = 100
(scenarios Va-VIIIc).
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(a) Ia (b) Ib (c) Ic
(d) IIa (e) IIb (f) IIc
(g) IIIa (h) IIIb (i) IIIc
(j) IVa (k) IVb (l) IVc
Figure 3.6: Relative bias by model and missing rate for N = 50 (scenarios Ia-IVc).
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(a) Va (b) Vb (c) Vc
(d) VIa (e) VIb (f) VIc
(g) VIIa (h) VIIb (i) VIIc
(j) VIIIa (k) VIIIb (l) VIIIc
Figure 3.7: Relative bias by model and missing rate for N = 100 (scenarios Va-VIIIc).
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(a) Ia (b) Ib (c) Ic
(d) IIa (e) IIb (f) IIc
(g) IIIa (h) IIIb (i) IIIc
(j) IVa (k) IVb (l) IVc
Figure 3.8: Standard error by model and missing rate for N = 50 (scenarios Ia-IVc).
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(a) Va (b) Vb (c) Vc
(d) VIa (e) VIb (f) VIc
(g) VIIa (h) VIIb (i) VIIc
(j) VIIIa (k) VIIIb (l) VIIIc
Figure 3.9: Standard error by model and missing rate for N = 100 (scenarios Va-VIIIc).
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(a) Ia (b) Ib (c) Ic
(d) IIa (e) IIb (f) IIc
(g) IIIa (h) IIIb (i) IIIc
(j) IVa (k) IVb (l) IVc
Figure 3.10: Density by model and missing rate for N = 50 (scenarios Ia-IVc).
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(a) Va (b) Vb (c) Vc
(d) VIa (e) VIb (f) VIc
(g) VIIa (h) VIIb (i) VIIc
(j) VIIIa (k) VIIIb (l) VIIIc
Figure 3.11: Density by model and missing rate for N = 100 (scenarios Va-VIIIc).
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(a) Ia-Ic (b) IIa-IIc (c) IIIa-IIIc
(d) Va-Vc (e) VIa-VIc (f) VIIa-VIIc
Figure 3.12: Power by model and missing rate.
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Chapter 4
Semiparametric Bayesian analysis of
longitudinal data with non-ignorable
non-monotone missingness with
ordinal outcomes
Ordinal data is ordered categorical data, but the distance between the categories is
unknown, often seen in questionnaires and surveys. For such outcome, we are not
able to directly apply the previously proposed method. In this chapter, we are going
to propose a generalized linear mixed effects model (GLMM) with cumulative probit
link for clinical studies with ordinal outcomes. The cumulative probit link is com-
monly used to analyze non-normal outcome data. It transforms the ordinal outcome
into continuous latent score and enables us to apply the proposed method developed
for continuous outcome. Thus, we will use the GLMM with cumulative probit link
throughout this chapter.
63
4.1 GLMM using cumulative probit link
Consider an ordinal score Yij with C > 1 levels. The level of the ordinal score is
determined by its corresponding latent continuous score Y∗ij . Y
∗
ij is related to Yij via a
mechanism:
Yij =

1, if Y∗ij ≤ γ1
2, if γ1 < Y∗ij ≤ γ2
...
C, if γc−1 < Y∗ij
(4.1)
where −∞ < γ1 < · · · < γc−1 < ∞ are threshold parameters that determines the
level of ordinal score Yij from the latent continuous score Y∗ij . For an ordinal score with
C levels, we need C− 1 threshold parameters to evaluate the probability of the score
being in any level. Then the probability that Yij belongs to level c is,
pijc = P(Yij = c)
= P(γc−1 < Y∗ij ≤ γc)
And the probability that Yij is less than c is,
Pijc = P(Yij ≤ c)
=
k=c
∑
k=1
pijk
= P(Y∗ij ≤ γc)
The relationship between Yij and Y∗ij is illustrated in Figure. 4.1. The red curve is the
cumulative density curve of Y∗ij ; the area under the curve between γc−1 and γc is the
probability of Yij being in level c. Because Yij is transformed into Y∗ij using the cumu-
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Figure 4.1: An illustration on the probit link analyzing ordinal response with 5 levels
lative probit link, Yij is analyzed through modeling Y∗ij . We specified Y
∗
ij as,
Y∗ij = µij + εij (4.2)
εij ∼ N(0, σ2e )
As in (4.2), Yij is transformed into Y∗ij that centers at µij. The ordinal model specifies
the variance of random error σ2e = 1 that enables using a standard normal distribution
function to evaluate pijc, pijc = Φ(γc−µij)−Φ(γc−1−µij). Therefore, for each ordinal
outcome Yij, we aim to estimate the mean of the corresponding latent score, denoted
as µij, by fitting a linear mixed effects model with random intercept.
4.2 Proposed method
We determined the latent class of each missing pattern using the proposed latent class
analysis in Aim 1. Then we analyzed µij of the latent continuous score Y∗ij using a linear
mixed effects model with random intercept. We considered a clinical trial aiming to
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compare the treatment effect over time with a placebo/standard care, and the param-
eter of interest was the interaction effect between treatment and time. The covariates
in this model were Xij = (Yi0, timeij, treatmenti, time ∗ treatmentij). We included the
ordinal score at baseline to account for the baseline difference among subjects. Then
the latent mixed effects model is,
Y∗ij = µij + εij (4.3)
µij = Xijβ + bi
bi ∼ N(0, σ2b )
εij ∼ N(0, 1)
We considered two models to analyze the latent continuous score as in (4.3) that spec-
ified bi differently : the non-parametric Bayesian model and the parametric Bayesian
model.
4.2.1 Non-parametric Bayesian analysis of latent continuous score
In the non-parametric Bayesian framework, we assumed the random intercept bi had
a Dirichlet process prior, that is, the variance of bi was not the same for all the subjects.
As suggested by Gelman (2006), in order to improve convergence of the model, we
introduced an auxiliary variable ζ so that bi = ζk ∗ zi where ζk ∼ G had a Dirichlet
process prior and zi ∼ N(0, 1). We assumed the covariates, β, and the cut points, γ,
had parametric prior distributions. We specified the prior distribution of ζ as
ζ ∼ DP(M, G0)
G0|σ2ζ ∼ N(0, σ2ζ )
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Because we modeled the ordinal score using GLMM through a cumulative probit link,
f (Yij|Xij, β, γ, bi) = P(Yij ≤ c)− P(Yij ≤ c− 1) (4.4)
= Φ(γc − µij)−Φ(γc−1 − µij)
the posterior distribution is (Mukhopadhyay and Gelfand, 1997),
P(β, γ, b|Y, X) ∝ ΠNi=1
∫
f (Yi|Xi, β, bi)dG (4.5)
∝ ΠNi=1
∫
ΠJj=1 f (Yij|Xij, β, bi)dG
4.2.1.1 A simulation study using Bayesian non-parametric prior distribution
We performed a simulation study to evaluate the performance of the proposed method
in section 4.2.1. We simulated the continuous latent score and induced missingness
based on the value of interaction effect using same strategy as in chapter 3: subjects in
the group of lower 50% interaction effect were likely to have more missing data. In this
initial simulation study, the ordinal score had 6 levels; it was produced by categorizing
the corresponding latent score based on percentiles (5%, 25%, 50%, 75%, 95%). We
studied the scenarios with sample size N = 50 with follow-up times from 4, · · · , 10.
We also considered three sets missing rates: low (15% and 5%), high (55% and 45%),
and severely high (80% and 70%) between the two latent classes. We compared this
method with the Multivariate Imputation by Chained Equations (MICE) method on
root mean squared error (RMSE), relative bias, and standard error of the interaction
effect. The statistics were defined the same as those in chapter 3. Twenty simulations,
each with 5 imputations, were performed in each scenario. We also evaluated the
computation time and compared it with the Bayesian model using parametric prior
distributions.
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N=50 RMSE Relative bias SE
Missing rate J BNP PMM MICE BNP PMM MICE BNP PMM MICE
Low 4 0.1553 0.6229 -15.6326 -40.7891 0.3060 0.2586
5 0.2339 0.3491 -34.2907 -44.2037 0.1982 0.1877
6 0.1139 0.2095 -22.2047 -39.1731 0.1674 0.1485
7 0.0572 0.1205 -24.1251 -37.5103 0.1267 0.1217
8 0.0707 0.1037 -21.2069 -32.8789 0.1123 0.1144
9 0.0742 0.0891 -19.5399 -34.5722 0.0876 0.0912
10 0.0270 0.0651 -21.7437 -32.8722 0.0735 0.0824
High 4 1.5930 1.4996 -71.3064 -74.6298 0.2735 0.2194
5 0.7898 0.7722 -66.3416 -69.4283 0.1764 0.1625
6 0.5179 0.5691 -62.5662 -67.4365 0.1658 0.1214
7 0.2750 0.4072 -52.7060 -64.3999 0.1338 0.1022
8 0.2660 0.3399 -51.0567 -67.1099 0.1196 0.0806
9 0.1097 0.2397 -32.9977 -61.0834 0.1167 0.0684
Severely High 4 1.8422 1.6224 -65.1253 -72.9378 0.4840 0.1912
5 1.0690 0.9502 -73.3825 -78.3989 0.3089 0.1327
6 0.7457 0.7877 -64.3461 -77.4173 0.2397 0.1110
7 0.4237 0.4519 -67.6370 -70.3124 0.1918 0.0918
8 0.5495 0.4488 -72.9236 -72.2235 0.1473 0.0858
9 0.2466 0.3221 -54.6763 -73.5028 0.1334 0.0657
10 0.1825 0.3064 -56.9701 -77.9933 0.1267 0.0590
Table 4.1: Summary of statistics
4.2.1.2 Results
We summarized the statistics in Table. 4.1; they were also visualized in Figures. 4.2, 4.3,
and 4.4. We found that RMSE in our method was close to that in MICE. RMSE de-
creased as the number of follow-up times increased in all the missing rates 4.2. Specifi-
cally, when the missing rate was low, RMSE was lower using our proposed method for
all follow-up times (Figure. 4.2a); when the missing rate was high, RMSE was lower in
our method when follow-up time was more than 5, which indicated that the proposed
method performed slightly better (Figure. 4.2b); when the missing rate was severely
high, RMSE in both methods were similar (Figure. 4.2c).
As each simulation provided one relative bias, we obtained 20 relative biases in
this initial simulation study and compared the boxplots by scenario. We found that
MICE underestimated the interaction effect more than our method in most follow-up
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(a) Low missing rate (b) High missing rate (c) Severely high missing
rate
Figure 4.2: RMSE of interaction effect by model and missing rate
(a) Low missing rate (b) High missing rate (c) Severely high missing
rate
Figure 4.3: Relative bias of interaction effect by model and missing rate
times when the missing rate was low, except when J = 5 (Figure. 4.3a). When the
missing rate was high, both methods underestimated the interaction effect severely:
the proposed method performed better than MICE by providing smaller relative bias
(Figure. 4.3b). Both methods underestimated the interaction effect severely in terms of
relative bias when the missing rate was severely high (Figure. 4.3c). The boxplots also
showed that the variances of relative bias was larger in the proposed method in all the
scenarios.
We found that the standard error (SE) of interaction effect estimated using both
methods decreased as the number of follow-up times J increased. Specifically, SE was
smaller in our method in most scenarios with low and high missing rate (Figure. 4.4a
and 4.4b); MICE method produced smaller SE when missing rate was severely high
(Figure. 4.2c).
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(a) Low missing rate (b) High missing rate (c) Severely high missing
rate
Figure 4.4: Standard error of estimated interaction effect by model and missing rate
4.2.1.3 Discussion
The initial simulation study showed that the performance of the proposed method is
similar to MICE, in terms of RMSE, relative bias, and standard error. However, the
proposed method is more computationally expensive. This is due to three reasons:
i) the proposed model used a cumulative probit link with additional threshold pa-
rameters; ii) the random intercept had a non-parametric prior distribution; iii) five
imputations were performed in each simulation. Since we were not able to simplify
the model specification in the GLMM with cumulative probit link, we could either
improve the computational efficiency by specifying the prior distribution differently
or reducing the number of imputations. The latter strategy was not recommended
because the multiple imputations takes into account the uncertainty of the imputed
values. We improved the computation efficiency using a parametric prior distribution
for the random intercept. We compared the CPU time between the parametric model
with 5 imputations and the non-parametric model with 1 imputation (Table. 4.2). We
found that the average computation time was 2 hours to estimate data with sample
size N = 50 using the parametric model with 5 imputations while it took 4 hours
using the non-parametric model with 1 imputation. When sample size was 100, the
parametric model required 2.5 hours to fit the model but the non-parametric model
needed 6 hours to analyze the same data. Therefore, we adopt the parametric model
considering the efficiency of the methodology. Details are introduced in the next sec-
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Time (in hours)
J Nonparametric,M=1
Parametric
M=5
N=50
High missing rate J=4 3.6 1.7
J=10 4.2 8.3
Severely high missing rate J=4 2.9 1.8
J=10 1 1.2
N=100
High missing rate J=4 3.2 2.8
J=10 14.5 5.3
Severely high missing rate J=4 4.9 1.5
J=10 6.7 2.8
Table 4.2: Comparison of computation time
tion.
4.2.2 Parametric Bayesian analysis of latent continuous score
In the parametric Bayesian framework, we analyzed the observed ordinal score as-
suming the random intercept had a normal prior distribution. In this model, the mean
of the observed latent continuous score µij,obs takes the form,
µij,obs = X′ijβ + Z
′
ijβ
k + bi (4.6)
µij,obs was related to observed ordinal score through the cumulative probit link that
P(Yij,obs) = Φ(γc − µij,obs)−Φ(γc−1 − µij,obs) for Yij,obs in level c. In (4.6), β were the
coefficients of length Q and Z′ij were the subset of parameters different among latent
classes of missing patterns and βk were the corresponding coefficients. We specified
β and βk with non-informative normal distribution priors, N(0, σ2β). For the response
with C possible levels, the cut points γ was a vector of length C − 1, estimated in
this model as well. We specified the prior of γ1 as γ1 ∼ N(0, σ2γ) and γc as γc ∼
N(0, γ)I(γc > γc−1) for c > 1. We also decomposed the random effect bi as ζ ∗ zi. In
this model, ζ had a weak informative prior ζ ∼ N(0, σ2ζ ). Gelman (2006) suggested
specifying σ2ζ = 25 given that σβ was expected to be much smaller than 100. Then the
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posterior distribution in this model was,
P(β, γ, b|Y, X) ∝ π(β)π(γ)π(b)ΠNi=1P(Yi,obs|Xi, β, γ, bi) (4.7)
∝ π(β)π(b)ΠNi=1Π
J
j=1P(Yij,obs|Xij, β, γ, bi)
where π(·) are the priors for the unknown parameters. After the observed data was
analyzed, we imputed the expected value of the latent continuous score for the un-
observed ordinal response using the proposed identifying restriction as in (3.1.3) and
determined the corresponding ordinal level using the estimated cut points. We ana-
lyzed the imputed complete data using a GLMM with cumulative probit link within
the Bayesian parametric framework.
4.3 Simulation studies
4.3.1 Simulation targets
In this section, we conducted a number of simulations to evaluate the performance of
our proposed imputation method (proposed BNP PMM) for clinical trails with ordinal
rating scale outcome with non-ignorable missingness under different clinical scenar-
ios. Specifically, our proposed methodology was compared with Multivariate Impu-
tation by Chained Equation (MICE) for ordered categorical data proposed by Van Bu-
uren (2007), where the missing data is imputed by proportional odds model assuming
MAR.
Several characteristics were compared between proposed BNP PMM and MICE to
evaluate the performance of the new imputation method in estimating the interaction
effect between treatment and time: (1) the root mean squared error (RMSE); (2) the
power; (3) relative bias; (4) standard error; (5) density; (6) the type I error.
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4.3.2 Simulation settings
As we are interested in early phase clinical trials and the sample sizes could be as
small as 50 to 100 (Khan, Sarker, and Hackshaw, 2012), we studied these two sample
sizes. We also considered three sets of missing rates: low (15% in class 1 and 5% in
class 2), high (55% in class 1 and 45% in class 2), and severely high (80% in class 1 and
70% in class 2). The follow-up times we considered were 4, · · · , 10. We studied latent
effect sizes of 0, 5, and 15. We considered latent effect size of 15 because the effect
size in ordinal scale was diminished after the continuous data were categorized into
ordinal scores, due to lost of information. Table. 4.3 listed the different experimental
scenarios of our simulative study. Those with lower than 50% interaction effect were
assigned to latent class 1 and the rest were assigned to latent class 2. Furthermore, we
assumed that the missing rates were the same within the same latent class at all the
follow-up times. Scenarios Ia-IIIc studied the sample size N = 50 with different effect
size and missing rates; scenarios IVa-VIc corresponded to the sample size N = 100
with different effect size and missing rates.
We simulated the outcome with ordinal rating scale by categorizing the continuous
latent score. We first generated the baseline ordinal score, then simulated the latent
continuous outcome as a function of baseline ordinal score and covariates, including
time, treatment, and interaction between time and treatment,
µij = β0 ∗Yi0 + X′ijβ + bi (4.8)
Y∗ij ∼ N(µij, 1)
where Xij = (time,treatment,time*treatment) and β were the corresponding param-
eters. The missingness was induced using the same strategy as that mentioned in
chapter 3: we assigned the observations into two latent classes based on the interac-
tion effect and those in the lower 50% were in class 1 and the rest were in class 2. The
continuous outcome was categorized into 6 levels by percentiles of (5%, 25%, 50%,
75%, 95%). 100 simulations were performed in each scenario to evaluate the perfor-
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(a) 3 levels, effect size = 0 (b) 3 levels, effect size = 5 (c) 3 levels, effect size = 15
(d) 6 levels, effect size = 0 (e) 6 levels, effect size = 5 (f) 6 levels, effect size = 15
Figure 4.5: Comparison of median response by effect sizes
mance of our proposed methodology. Two chains were used to assess the Markov
Chain convergence.
4.3.3 Ordinal response with 3 levels
We also considered response data with 3 levels to reduce the computation time because
there were less parameters due to reduced cutoff points compared to the data with 6
levels. However, we found that the computation time was similar. It is because we
lose more information when categorizing data into less levels. The lost of information
resulted in little to none difference in slopes over time in the ordinal response. In this
case, the model is ill-specified with a non-zero interaction effect and it takes longer to
converge. Figure. 4.5 showed a comparison between the same data after categorizing
into different levels. The ordinal scores changes differently when there are 6 levels,
whereas the difference is weak with only 3 levels. Therefore, we only explored the
data with 6 levels in the simulation study.
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4.3.4 Results
We compared the proposed imputation method (proposed BNP PMM) with MICE
using proportional odds model. Specifically, we evaluated how well the two methods
estimated the interaction effect for ordinal response data. The indicators were: i) root
mean squared error (RMSE) as defined in chapter 3; ii) relative bias (RB) as defined
in chapter 3; iii) the standard error (SE) of the estimated interaction effect calculated
using Rubin’s rule (Rubin, 1976); iv) the density of the estimated interaction effect; v)
the power of rejecting the null hypothesis that the interaction effect is zero; and iv) the
type I error.
Table. 4.4, Figure. 4.6, and Figure. 4.7 showed a comparison of proposed BNP PMM
and MICE in terms of RMSE. When other conditions were the same, RMSE was smaller
when the missing rate was lower. This pattern held in both methods. We also found
that RMSE decreased when effect size was smaller, when other conditions were the
same. Specifically, when N = 50 with effect size of 15, RMSE was smaller in proposed
BNP PMM compared with MICE when missing rate was low, high, and severely high
(Figure. 4.6a-4.6c). When we reduced the effect size to 5, proposed BNP PMM per-
formed better than MICE when missing rate was low, but MICE was preferable when
missing rate was high and severely high, in terms of RMSE (Figure. 4.6d-4.6f). When
there was no effect, RMSE was similar in the two methods when missing rate was
low, but MICE provided smaller RMSE when missing rate was high and severely high
(Figure. 4.6g-4.6i). Patterns of RMSE were similar when sample size increased to 100,
except that MICE was preferable when effect size was zero in all missing rates (Fig-
ure. 4.6).
Table. 4.5, Table. 4.6, Figure. 4.8, and Figure. 4.9 summarized the relative bias by
scenarios. We found proposed BNP PMM overestimated the interaction effect whereas
MICE underestimated the interaction effect in all scenarios. Specifically, when sam-
ple size was 50, we found that when effect size was 15, proposed BNP PMM pro-
vided more precise estimates since the relative bias was smaller. When effect size was
smaller, proposed BNP PMM performed better than MICE only when missing rate
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was low. Similar patterns were found when sample size increased to 100. There were
several extreme values when effect size was small. It was because relative bias was es-
timated by dividing the different between two estimates by the estimate from the com-
plete data analysis and relative bias was inflated when the quantity was very small.
We included the plot of bias between the imputed data analysis and the complete data
analysis as an alternative illustration (Figure. B.1 and B.2).
We also compared standard error produced by the two methods and summarized
it in Table. 4.7 and 4.8. We found that when other conditions were the same, SE de-
creased as the number of follow-up times increased. Besides, SE decreased as the sam-
ple size increased in both methods, controlling for other conditions. When N = 50 and
effect size was 15, SE was smaller in BNP PMM when the missing rate was low and
high; MICE produced smaller SE when missing rate was severely high (Figure. 4.10a-
4.10c). When the effect size was 5, SE was smaller when missing rate was low using
proposed BNP PMM, whereas MICE produced smaller SE when missing rate was high
and severely high (Figure. 4.10d-4.10f). When there was no effect, proposed BNP PMM
produced smaller SE only when missing rate was low (Figure. 4.10g-4.10i). Similar
patterns were found when N = 100 (Figure. 4.11).
Figure. 4.12 and Figure. 4.13 compared the density between the true parameters
and that of the estimates using BNP PMM and MICE. When N = 50 and effect size was
15, both BNP PMM and MICE underestimated the true parameter when missing rate
was low; density estimated using BNP PMM was closer to the true parameter when
missing rate was high and severely high. The finding was similar when effect size was
5. When effect size was 0, the estimated density was similar using both methods, and
they were close to the true density. The conclusions were similar when N = 100.
We also compared power and type I error of the two methods. Table. 4.9 sum-
marized the power by scenarios. We found proposed BNP PMM always had more
power than MICE. When N = 50 and the effect size was 15, both methods had a large
power (power>0.8) when missing rate was low; while when missing rate was high
and severely high, only proposed BNP PMM had over 80% power to detect the in-
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teraction effect at all follow-up times. When effect size was 5, proposed BNP PMM
had over 80% power when missing rate was low and high; when missing rate was
severely high, proposed BNP PMM provided more power than MICE did, although
80% power was not attained in all the scenarios. When N = 100, both methods had
large power for effect size of 15 and 5, except that when effect size was 5 and miss-
ing rate was severely high, only proposed BNP PMM had more than 80% power. The
power analysis was visualized in Figure. 4.14. We found BNP PMM had larger type I
error compared to MICE (Table. 4.10).
4.3.5 Discussion
The simulation studies indicate that proposed BNP PMM performs better than MICE
in terms of mean squared error, standard error and power when the effect size is not
weak. When there is little to no interaction effect, BNP PMM and MICE perform equiv-
alently well and MICE performs better than BNP PMM in some cases. There were a
few outliers in bias and standard error using BNP PMM when the missing rate was
severely high. It is because some levels do not exist in the data when many responses
are not available. In this case, the possible values imputed are only the levels observed,
resulting in large bias and standard error. Therefore, the proposed BNP PMM is prefer-
able when the effect size was not small and the observed data well represents all the
levels of the outcome measure. However, it is difficult to quantify the effect size in or-
dinal scale where BNP PMM is preferable, future work could be done in determining
the optimal effect size in ordinal scale.
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Missing Rate
Scenario Sample Size Effect Size Latent Class 1 Latent Class 2
Ia 50 15 15% 5%
Ib 50 15 55% 45%
Ic 50 15 80% 70%
IIa 50 5 15% 5%
IIb 50 5 55% 45%
IIc 50 5 80% 70%
IIIa 50 0 15% 5%
IIIb 50 0 55% 45%
IIIc 50 0 80% 70%
IVa 100 15 15% 5%
IVb 100 15 55% 45%
IVc 100 15 80% 70%
Va 100 5 15% 5%
Vb 100 5 55% 45%
Vc 100 5 80% 70%
VIa 100 0 15% 5%
VIb 100 0 55% 45%
VIc 100 0 80% 70%
Table 4.3: Scenarios in simulation studies for ordinal outcomes
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Scenario BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE
J=4 J=5 J=6 J=7 J=8 J=9 J=10
Ia 0.1048 0.5612 0.0741 0.2124 0.0486 0.4797 0.0517 0.2115 0.0455 0.2146 0.046 0.2185 0.0419 0.2041
Ib 0.5715 0.6282 0.3987 0.8976 0.2837 0.7342 0.174 0.7402 0.1706 0.7499 0.1475 0.7123 0.1407 0.3926
Ic 1.1684 0.9049 0.7659 0.9376 0.6634 1.1688 0.4126 1.0302 0.3491 1.0201 0.24 0.9817 0.2299 0.9779
IIa 0.0773 0.0693 0.0493 0.0593 0.0373 0.0629 0.0379 0.0495 0.0291 0.0402 0.032 0.0448 0.0299 0.0431
IIb 0.4346 0.1877 0.2666 0.1799 0.2246 0.1602 0.1696 0.1555 0.1598 0.1266 0.142 0.1365 0.1357 0.1338
IIc 1.0288 0.3219 0.6926 0.2615 0.61 0.2216 0.4174 0.2146 0.3313 0.2011 0.2803 0.1926 0.2906 0.2008
IIIa 0.0653 0.0662 0.0442 0.0451 0.0399 0.0392 0.0293 0.0312 0.0211 0.0223 0.0227 0.0201 0.0175 0.0178
IIIb 0.3362 0.1696 0.1841 0.1124 0.1496 0.0872 0.113 0.0675 0.0835 0.0529 0.0728 0.0475 0.0706 0.0404
IIIc 0.7612 0.2794 0.4865 0.2121 0.3043 0.1233 0.2463 0.1139 0.2255 0.0933 0.1748 0.0751 0.1498 0.0659
IVa 0.0819 0.1581 0.0733 0.1698 0.0657 0.1694 0.0501 0.1596 0.0475 0.1814 0.0413 0.1663 0.0383 0.1646
IVb 0.5223 0.5373 0.3939 0.538 0.3104 0.5531 0.2729 0.5841 0.2437 0.5691 0.2061 0.5651 0.1762 0.5629
IVc 1.0298 0.7391 0.7855 0.7534 0.5386 0.8383 0.431 0.8317 0.3619 0.8454 0.3113 0.8423 0.2501 0.8488
Va 0.0531 0.0554 0.0359 0.0599 0.0301 0.0487 0.0244 0.0384 0.0219 0.0405 0.0192 0.0403 0.0168 0.0408
Vb 0.2922 0.1571 0.2146 0.1435 0.1851 0.1299 0.1565 0.1114 0.1318 0.117 0.1457 0.1106 0.1313 0.1073
Vc 0.8553 0.2324 0.606 0.1957 0.4256 0.1906 0.3587 0.1794 0.336 0.156 0.2373 0.1643 0.3127 0.1432
VIa 0.0468 0.044 0.0375 0.0306 0.0319 0.0239 0.0281 0.0185 0.0218 0.0165 0.0209 0.0154 0.0158 0.0108
VIb 0.2064 0.1235 0.1388 0.0706 0.143 0.0589 0.1074 0.0471 0.0868 0.0371 0.053 0.0352 0.0415 0.0292
VIc 0.5442 0.1868 0.3454 0.1352 0.2187 0.0896 0.2079 0.0803 0.1528 0.0671 0.1303 0.0527 0.1051 0.0424
Table 4.4: Comparison of Root MSE by scenario
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Scenario BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE
J=4 J=5 J=6 J=7 J=8 J=9 J=10
Ia 2.6733* -7.2516 0.163* -9.6674 0.1872* -8.8725 0.8487* -9.7202 0.3146* -9.8003 -0.0678* -10.7572 0.7948* -10.983
(7.2045) (12.3325) (5.5427) (8.9697) (4.0923) (10.6174) (4.3137) (8.6688) (4.1782) (8.9368) (4.0678) (8.6153) (4.0027) (7.7834)
Ib 18.7109 -33.7495 14.9346* -39.8925 11.5417* -40.7926 3.9155* -44.8709 2.7248* -46.0105 4.5446* -45.2859 8.6598* -39.1999
(34.4726) (22.3829) (28.04) (16.5404) (19.0287) (15.5513) (13.9412) (11.7165) (14.8219) (12.9725) (13.0318) (13.3744) (15.7095) (11.9648)
Ic 38.2562 -51.1336 23.861* -53.4614 19.3787* -60.5555 5.8678* -63.4719 1.6962* -66.7556 2.2728* -68.146 -5.8561* -69.1527
(71.8739) (27.9103) (50.9394) (22.7865) (50.7157) (20.9032) (36.0244) (15.5321) (31.2948) (12.828) (22.5482) (11.6358) (21.3671) (11.2389)
IIa 3.5829 -4.8828 1.7129 -5.7703 -0.5658* -8.1656 0.6278* -6.2143 2.4412* -7.0313 3.2361* -7.2718 2.8429* -7.1386
(21.4796) (18.8633) (13.4681) (12.6758) (9.9611) (10.9438) (9.1581) (8.8558) (6.556) (6.7119) (7.4439) (8.2105) (7.2937) (7.8562)
IIb 52.5912 -17.9804* 22.7748 -20.9002* 30.8623 -21.6062* 19.6074 -27.5519 24.5779 -24.9574 20.6595 -27.1369 28.4199 -27.736
(87.9411) (42.4775) (49.6114) (31.848) (38.1992) (22.3789) (34.3716) (20.8553) (29.1472) (16.3799) (26.7909) (16.7106) (22.6144) (15.7791)
IIc 108.8003 -30.1081* 64.9291 -37.8511* 62.3285 -28.9343* 55.4602 -39.3944* 46.3921 -38.4808* 44.5472 -40.8528* 50.2901 -43.5115*
(190.9822) (98.5267) (165.1384) (49.1197) (104.4691) (36.4056) (83.9416) (36.27) (65.3943) (26.2206) (59.9865) (21.7685) (55.9885) (23.3003)
IIIa 6.9599 -4.8637 4.335 -1.6684 7.7794 -12.6368 6.2898 -9.634 -3.2788 -12.5572 18.326 0.5052 1.3151 -14.3136
(1773.5544) (950.2331) (419.7378) (354.449) (141.84) (426.6907) (333.4219) (2983.5722) (232.9036) (3027.0156) (477.1854) (131.8429) (227.456) (6392.616)
IIIb 30.4324 -38.5934 88.8947 -4.3441 55.2963 0.363 41.0616 -29.8397* 13.5445 -14.1103 23.4689 -18.299 50.0252 -31.8234
(6589.3932) (10161.2082) (10736.5387) (14864.8332) (11267.3853) (436.2403) (14403.608) (379.7043) (2316.5849) (1692.9335) (5755.2599) (360.179) (3216.418) (791.9807)
IIIc 166.9635 -18.6919 74.5512 -26.0448 56.5863 -28.6995* 36.234 -24.5539* 13.9115 -20.897 11.9433 -49.1022 23.7347 -33.4933*
(6946.3139) (7658.9449) (2567.0272) (920.015) (2883.3203) (1576.8548) (3474.5381) (1599.755) (5855.6539) (1297.9272) (3875.9218) (1297.833) (3444.8143) (1348.6296)
* indicates p<0.05 and relative bias is lower using the corresponding method in paired ttest.
Table 4.5: Summary of median relative bias (SD) for scenarios Ia-IIIc (N=50).
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Scenario BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE
J=4 J=5 J=6 J=7 J=8 J=9 J=10
IVa 2.3022* -7.5285 2.0602* -7.3095 1.8661* -8.5451 1.6277* -8.1548 1.7803* -8.936 1.5087* -10.3192 1.7655* -9.6821
(5.2015) (7.2154) (4.6593) (7.1471) (4.5269) (7.143) (3.522) (6.2761) (3.3732) (6.4074) (3.1232) (5.7176) (2.5514) (6.034)
IVb 24.2356 -32.0161 22.5749* -33.7961 15.6878* -35.307 15.1551* -38.0147 16.777* -37.4825 13.3175* -37.7932 12.5773* -39.86
(25.2052) (13.9773) (18.7636) (10.3179) (15.0107) (10.9671) (13.5966) (10.308) (11.2907) (9.2566) (10.5433) (8.3827) (9.4089) (8.7558)
IVc 44.5419 -49.2664* 30.3931 -50.0015 25.1544* -54.5348 21.3575* -55.1895 18.4749* -56.8368 16.8027* -57.4486 7.2792* -60.2333
(54.0934) (19.8201) (47.6071) (15.7337) (31.7261) (12.5816) (22.9556) (9.6105) (22.0957) (9.0791) (20.3225) (10.4533) (20.8232) (9.3652)
Va 1.0532 -4.0292 -0.2426* -6.7866 -1.3456* -6.3828 1.3899* -4.3293 -0.0986* -5.4533 0.2979* -6.4727 0.7541* -6.6044
(10.7463) (10.7102) (8.084) (9.6098) (6.4563) (7.706) (5.3652) (7.3218) (5.1441) (6.5963) (4.5451) (6.0489) (4.0371) (6.0466)
Vb 32.0201 -22.0214* 32.232 -21.9507* 28.351 -21.2719* 23.6492 -19.6252* 23.6465 -24.836 30.3722 -23.7425* 29.456 -23.4134
(48.5446) (24.8359) (33.3312) (22.221) (26.5145) (16.4987) (25.3811) (15.5051) (18.9923) (12.3418) (18.8867) (11.972) (15.6825) (10.5653)
Vc 87.073 -26.8803* 70.2649 -25.791* 42.2897 -34.524* 54.8691 -32.9087* 55.9183 -31.501* 42.5505 -35.6806* 69.4753 -31.7681*
(154.4585) (41.9857) (106.2371) (35.1585) (74.3217) (23.8204) (56.0988) (21.7282) (49.3727) (18.4633) (36.8577) (14.5821) (43.3565) (15.5891)
VIa 14.5586 4.1646 11.2863 -10.8925 5.2335 -7.8822 18.934 -1.9155 18.7826 -13.7411* 15.6729 -8.0887 16.5405 -13.6646
(465.0181) (1118.5678) (4145.9709) (6061.0136) (319.8466) (948.0422) (708.4239) (409678.0523) (288.1911) (283.425) (302.5951) (186.3478) (571.4294) (276.9867)
VIb 39.3005 -40.0848 73.3295 -19.5612 56.1848 5.2243 90.068 -36.2866* 107.3296 2.2077* 13.8922 -31.0132 21.7577 -31.3386
(13265.9987) (2428.7151) (19264.2282) (2322.3057) (2417.0683) (1719.2838) (3348.4666) (1119.1021) (2014.0254) (708.6118) (632.3153) (1479.2693) (8584.4178) (930.5147)
VIc -13.1237 -8.3846* 58.2713 -29.7704* 82.4812 4.3602 77.6967 5.4217* 105.2484 -33.3789* 99.9213 -41.5996 89.661 -43.1828
(3023.7162) (689.4161) (2795.9025) (1810.0955) (3735.6999) (6871.3158) (3337.6185) (1195.255) (1965.9367) (605.8224) (18354.2618) (3078.6714) (1895.7952) (1266.7288)
* indicates p<0.05 and relative bias is lower using the corresponding method in paired ttest.
Table 4.6: Summary of median relative bias (SD) for scenarios IVa-VIc (N=100).
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Scenario BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE
J=4 J=5 J=6 J=7 J=8 J=9 J=10
Ia 0.2961* 0.3633 0.246* 0.3192 0.2149* 0.2996 0.1878* 0.2816 0.1721* 0.2647 0.1591* 0.2414 0.1404* 0.21
(0.049) (0.133) (0.0306) (0.1238) (0.0308) (0.1539) (0.0197) (0.1018) (0.0154) (0.1165) (0.0304) (0.1222) (0.0226) (0.0975)
Ib 0.396 0.3739 0.3143* 0.3446 0.2642* 0.3291 0.235* 0.3123 0.2039* 0.2861 0.1816* 0.2582 0.1125 0.1155
(0.0856) (0.1487) (0.0782) (0.1585) (0.0523) (0.1631) (0.0551) (0.1445) (0.0308) (0.1124) (0.022) (0.0902) (0.0299) (0.0445)
Ic 0.5322 0.302* 0.4558 0.2647* 0.3553 0.2053* 0.2841 0.2197* 0.2557 0.1832* 0.2183 0.1781* 0.1976 0.1472*
(0.2221) (0.1258) (0.1849) (0.1286) (0.1434) (0.1125) (0.1125) (0.0981) (0.1208) (0.0818) (0.0805) (0.0955) (0.0842) (0.0727)
IIa 0.171* 0.1775 0.1294* 0.1335 0.1052* 0.1089 0.09* 0.091 0.077* 0.0808 0.0687* 0.0731 0.0595* 0.0613
(0.0155) (0.0181) (0.0098) (0.0127) (0.0089) (0.0159) (0.0073) (0.0108) (0.0072) (0.0129) (0.0067) (0.0108) (0.0064) (0.0092)
IIb 0.229 0.1979* 0.1754 0.1515* 0.1484 0.1229* 0.118 0.1011* 0.1039 0.0867* 0.0904 0.075* 0.0799 0.0671*
(0.0482) (0.0352) (0.0311) (0.0269) (0.0277) (0.0245) (0.0223) (0.021) (0.0177) (0.0168) (0.0156) (0.0169) (0.0191) (0.0191)
IIc 0.409 0.2072* 0.2903 0.151* 0.2525 0.1248* 0.2061 0.1084* 0.1679 0.0857* 0.1367 0.0751* 0.1298 0.0674*
(0.2119) (0.0702) (0.1358) (0.033) (0.0985) (0.0315) (0.0762) (0.0242) (0.0619) (0.0213) (0.0455) (0.0178) (0.0558) (0.0204)
IIIa 0.1472* 0.1522 0.1054* 0.1084 0.0805* 0.0832 0.0648* 0.067 0.0539* 0.0559 0.0458* 0.0471 0.0396* 0.0403
(0.0063) (0.0087) (0.0036) (0.0054) (0.0032) (0.0057) (0.003) (0.0041) (0.0023) (0.0035) (0.0017) (0.0031) (0.0017) (0.0029)
IIIb 0.1849 0.1751* 0.1277 0.1268 0.099 0.096 0.0808 0.075* 0.0648 0.0607* 0.0551 0.0523* 0.0469 0.0441*
(0.0271) (0.0243) (0.0173) (0.0188) (0.0133) (0.0144) (0.0106) (0.0098) (0.0067) (0.0084) (0.0064) (0.0072) (0.0051) (0.0059)
IIIc 0.2884 0.1995* 0.2003 0.1352* 0.1539 0.1005* 0.1083 0.0798* 0.0917 0.0668* 0.078 0.0547* 0.0649 0.0478*
(0.1231) (0.0311) (0.0819) (0.0218) (0.0377) (0.0164) (0.0311) (0.0123) (0.0226) (0.0103) (0.019) (0.0096) (0.0234) (0.0083)
* indicates p<0.05 and standard error is smaller using the corresponding method in paired ttest.
Table 4.7: Summary of median standard error (SD) for scenarios Ia-IIIc (N=50).
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Scenario BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE
J=4 J=5 J=6 J=7 J=8 J=9 J=10
IVa 0.215* 0.2488 0.1939* 0.2281 0.1663* 0.2103 0.1495* 0.1881 0.1363* 0.1877 0.1255* 0.1687 0.1139* 0.1547
(0.0284) (0.0588) (0.0255) (0.0939) (0.0201) (0.056) (0.0173) (0.0754) (0.0131) (0.088) (0.0161) (0.0854) (0.0115) (0.0693)
IVb 0.2973 0.2884 0.2458 0.2427 0.2187* 0.246 0.1946* 0.2313 0.1794* 0.2353 0.1551* 0.216 0.1417* 0.181
(0.0563) (0.1025) (0.031) (0.0855) (0.0379) (0.1018) (0.0228) (0.099) (0.018) (0.0924) (0.0231) (0.0864) (0.0139) (0.0702)
IVc 0.3956 0.2371* 0.3223 0.1963* 0.2711 0.1745* 0.2376 0.1763* 0.216 0.161* 0.196 0.158* 0.1751 0.1564*
(0.1854) (0.0808) (0.0979) (0.0949) (0.0943) (0.0766) (0.0829) (0.064) (0.0855) (0.0807) (0.1045) (0.0686) (0.0636) (0.0687)
Va 0.1213* 0.1239 0.0915* 0.0936 0.0752* 0.0772 0.0626* 0.064 0.0543* 0.0563 0.048* 0.0493 0.0434* 0.0449
(0.0062) (0.0092) (0.0054) (0.0078) (0.0042) (0.0055) (0.0042) (0.0065) (0.0034) (0.0058) (0.0033) (0.0058) (0.0028) (0.0051)
Vb 0.1561 0.1373* 0.1186 0.1025* 0.0998 0.0871* 0.0821 0.0701* 0.0724 0.0605* 0.0648 0.0518* 0.0584 0.0477*
(0.0178) (0.0196) (0.0168) (0.0155) (0.0133) (0.0155) (0.0128) (0.0145) (0.0067) (0.011) (0.0104) (0.0119) (0.0078) (0.009)
Vc 0.2508 0.1443* 0.1971 0.1104* 0.1505 0.0841* 0.1309 0.0705* 0.113 0.0615* 0.0991 0.0534* 0.0868 0.0474*
(0.1017) (0.0291) (0.0693) (0.0192) (0.045) (0.0174) (0.0401) (0.017) (0.0357) (0.0147) (0.041) (0.0113) (0.0267) (0.0127)
VIa 0.1022* 0.1069 0.0731* 0.0767 0.056* 0.0584 0.0451* 0.0469 0.0375* 0.039 0.0315* 0.0326 0.0273* 0.0282
(0.0032) (0.0055) (0.0021) (0.0047) (0.0017) (0.0034) (0.0014) (0.0036) (0.0012) (0.0023) (0.0013) (0.0021) (0.001) (0.0016)
VIb 0.124 0.1262 0.0903 0.0907* 0.0704 0.0667* 0.0651 0.0533* 0.0524 0.0451* 0.0387 0.0364* 0.0326 0.0317
(0.0248) (0.0176) (0.0198) (0.0119) (0.0175) (0.0092) (0.0195) (0.0059) (0.0154) (0.0064) (0.0028) (0.0049) (0.0023) (0.0042)
VIc 0.2001 0.1301* 0.1283 0.0916* 0.0976 0.0708* 0.0741 0.0567* 0.0595 0.047* 0.051 0.0397* 0.0457 0.0331*
(0.0693) (0.0209) (0.0357) (0.0161) (0.0218) (0.0117) (0.0142) (0.0095) (0.0122) (0.0074) (0.0095) (0.0065) (0.0076) (0.0061)
* indicates p<0.05 and standard error is smaller using the corresponding method in paired ttest.
Table 4.8: Summary of median standard error (SD) for scenarios IVa-VIc (N=100).
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Scenario BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE
J=4 J=5 J=6 J=7 J=8 J=9 J=10
Ia 1 1 1 1 1 0.99 1 1 1 0.98 1 0.97 1 1
Ib 0.99 0.75 1 0.82 1 0.77 0.99 0.82 1 0.88 1 0.9 1 1
Ic 0.84 0.65 0.87 0.65 0.93 0.71 0.87 0.72 0.97 0.72 0.96 0.76 0.95 0.79
IIa 0.77 0.71 0.94 0.93 0.97 0.96 0.99 0.99 1 1 1 1 1 1
IIb 0.79 0.51 0.86 0.64 0.93 0.84 0.98 0.91 1 0.97 0.99 0.97 1 0.99
IIc 0.53 0.37 0.58 0.38 0.72 0.71 0.85 0.73 0.86 0.8 0.84 0.84 0.91 0.88
IVa 1 1 1 1 1 1 1 1 1 1 1 1 1 1
IVb 1 1 1 0.99 1 0.99 1 1 1 0.99 1 1 1 1
IVc 0.97 0.94 0.96 0.92 1 0.95 1 1 1 0.94 0.98 0.97 0.99 0.94
Va 1 0.98 1 0.99 1 1 1 1 1 1 1 1 1 1
Vb 0.94 0.78 0.97 0.94 0.99 0.98 1 1 1 1 1 1 1 1
Vc 0.76 0.64 0.86 0.74 0.93 0.9 0.96 0.9 1 0.99 0.98 1 1 1
Table 4.9: Comparison of power by scenario
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Scenario BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE BNP PMM MICE
J=4 J=5 J=6 J=7 J=8 J=9 J=10
IIIa 0.13 0.06 0.1 0.1 0.17 0.11 0.08 0.03 0.13 0.07 0.14 0.09 0.16 0.1
IIIb 0.37 0.1 0.32 0.08 0.26 0.07 0.29 0.09 0.28 0.07 0.27 0.07 0.29 0.09
IIIc 0.4 0.21 0.39 0.25 0.33 0.16 0.43 0.22 0.45 0.2 0.36 0.15 0.4 0.21
VIa 0.1 0.07 0.14 0.06 0.14 0.05 0.14 0.08 0.18 0.05 0.32 0.18 0.29 0.19
VIb 0.37 0.06 0.35 0.06 0.41 0.09 0.35 0.09 0.44 0.13 0.27 0.12 0.34 0.07
VIc 0.5 0.19 0.47 0.22 0.4 0.15 0.49 0.22 0.57 0.19 0.5 0.2 0.49 0.14
Table 4.10: Comparison of Type I error by scenarios
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(a) Ia (b) Ib (c) Ic
(d) IIa (e) IIb (f) IIc
(g) IIIa (h) IIIb (i) IIIc
Figure 4.6: Root mean squared error (RMSE) by model and missing rate for N = 50
(scenarios Ia-IIIc).
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(a) IVa (b) IVb (c) IVc
(d) Va (e) Vb (f) Vc
(g) VIa (h) VIb (i) VIc
Figure 4.7: Root mean squared error (RMSE) by model and missing rate for N = 100
(scenarios IVa-VIc).
87
(a) Ia (b) Ib (c) Ic
(d) IIa (e) IIb (f) IIc
(g) IIIa (h) IIIb (i) IIIc
Figure 4.8: Relative bias by model and missing rate for N = 50 (scenarios Ia-IIIc).
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(a) IVa (b) IVb (c) IVc
(d) Va (e) Vb (f) Vc
(g) VIa (h) VIb (i) VIc
Figure 4.9: Relative bias by model and missing rate for N = 100 (scenarios IVa-VIc).
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(a) Ia (b) Ib (c) Ic
(d) IIa (e) IIb (f) IIc
(g) IIIa (h) IIIb (i) IIIc
Figure 4.10: Standard error by model and missing rate for N = 50 (scenarios Ia-IIIc).
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(a) IVa (b) IVb (c) IVc
(d) Va (e) Vb (f) Vc
(g) VIa (h) VIb (i) VIc
Figure 4.11: Standard error by model and missing rate for N = 100 (scenarios IVa-VIc).
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(a) Ia (b) Ib (c) Ic
(d) IIa (e) IIb (f) IIc
(g) IIIa (h) IIIb (i) IIIc
Figure 4.12: Density by model and missing rate for N = 50 (scenarios Ia-IVc).
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(a) IVa (b) IVb (c) IVc
(d) Va (e) Vb (f) Vc
(g) VIa (h) VIb (i) VIc
Figure 4.13: Density by model and missing rate for N = 100 (scenarios IVa-VIc).
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(a) Ia-Ic (b) IIa-IIc
(c) IVa-IVc (d) Va-Vc
Figure 4.14: Comparison of power by scenarios.
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Chapter 5
Applications to clinical studies
We applied the proposed methods to two clinical studies. In the first application,
we studied the treatment efficacy of a new drug in improving quality of life for pa-
tients with prostate cancer receiving high-dose radiation therapy using the proposed
method analyzing continuous outcome. In the second application, we explored the
relationship between the perceived neighbourhood condition in early adulthood and
the alcohol use in later life using the proposed method analyzing ordinal outcome.
5.1 Application to the prostate cancer study
5.1.1 Introduction
We applied the method proposed in Chapter 3 to a phase II clinical trial studying the
quality of life for patients with prostate cancer receiving high-dose radiation therapy.
We investigated the secondary aim that evaluated the sexual function of patients re-
ceiving the radiation therapy along with a test drug. This aim was important because
it reflected how well the primary finding improved patients’ quality of life. This is a
placebo-controlled trial where a group of patients received the test drug and the other
group received the standard care. The secondary outcome was sexual function as-
sessed using the International Index of Erectile Function (IIEF). IIEF is a self-reported
survey that evaluates male sexual function. It contains 15 questions that studies 5
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Missing Rate
FD1 36.95%
FD2 40.47%
FD3 36.36%
FD4 35.92%
FD5 38.12%
Table 5.1: Summary of rate of missingness by functional domain (FD).
domains of sexual function. Each question is designed to score between 0 and 5: ques-
tions 1, 2, 3, 4, 5, and 15 are combined to study the erectile function; questions 9 and
10 study the orgasmic function; questions 11 and 12 study the sexual desire; questions
6,7, and 8 study the intercourse satisfaction; questions 13 and 14 study the overall
satisfaction (Rosen, 2008). Five scores are obtained after combining the questions by
functional domain, they were treated as continuous and the outcomes of interest. As
this survey is a self-reported measure of sexual function, it could bring psychometric
burden to patients, resulting in data attrition. Therefore, the missing mechanism is
prone to be non-ignorable.
Seventy-three patients participated in this study. The outcome was assessed at
baseline and 10 times post baseline at 4 weeks, 8 weeks, 4 months, 6 months, 9 months,
12 months, 15 months, 18 months, 21 months, and 24 months after the completion of
treatment. We excluded the patients whose baseline measure was not available. We
found that the missing rate was about 40% for each functional domain (Figure. 5.1).
The visualization of the observed response data over time by treatment group showed
a weak linear trend for all functional domains (Figure. 5.1). Given the sensitive nature
of this survey, the missingness can possibly be attributed to non-ignorable responses.
5.1.2 Methods
Before analyzing these data using proposed BMP PMM in Chapter 3, we assessed the
missing mechanism using the method proposed by Little (1988), P. J. Diggle (1989),
and P. Diggle and Kenward (1994). The available methods are able to test MAR vs.
MCAR and MNAR vs. MAR for monotone missing patterns. We assumed that MNAR
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Figure 5.1: Mean response by time and treatment group
in monotone missing data indicated MNAR in the data. This assumption allowed us
to employ the existing methods for assessment. We tested MCAR for imputed data
with monotone missingness using the method in P. J. Diggle, 1989. It tests the MCAR
assumption within treatment groups. Let dropout time Di denote the last time that
subject i is observed, 1 ≤ Di ≤ J. Within each group, we subset subjects whose last
observed outcome being equal to or greater than time j for 1 ≤ j < J, i.e. Di ≥ j and
computed the corresponding scores, hj(y1, · · · , yj), for each subjects. We then tested
if the scores were from the same population between those dropout at time j (Di = j)
and those dropped out at or after j (Di ≥ j) and obtained the p-value for each j. Then
uniformity of the p-values was tested for all treatment groups. This method required
definition of scores hj and test of uniformity on p-values. We specified hj(·) = ȳj =
1
j ∑
j
k=1 yk. We used Kolmogorov-Smirnov test to evaluate the hypothesis tests on the
p-values. The distribution of p-values was compared with 1000 random sample from
Uniform(0,1).
We tested the hypothesis of MAR versus MNAR using a logistic dropout model (P.
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p-value
MCAR vs. MAR MAR vs. MNAR
Erectile function 0.003 0.206
Orgasmic function 0.172 0.087
Sexual desire 0.005 0.197
Intercourse satisfaction 0.452 0.059
Overall satisfaction 0.064 0.036
Table 5.2: Assessment of missing mechanism by functional domain
Diggle and Kenward, 1994; Molenberghs and Verbeke, 2006). The model can take the
form of
logit[P(D = j)|D ≥ j, hij, yij, ψ] = ψ0 + ψ1yij + ψ2hij (5.1)
where hij = (yi1, · · · , yi,j−1) is constructed from previous information; we let hij =
1
j−1 ∑
j−1
k=1 yik (P. Diggle and Kenward, 1994). The hypothesis test of MNAR was per-
formed by testing H0 : ψ1 = 0 in a likelihood ratio test.
Then we analyzed the data using the proposed method in chapter 3. We grouped
the missing patterns using the proposed latent class analysis and analyzed the ob-
served data using the non-parametric Bayesian model, assuming the interaction be-
tween the treatment and time was different among latent classes. The unobserved
data was imputed using the proposed identifying restriction; we analyzed the com-
pleted data using a non-parametric Bayesian model with random intercept.
5.1.3 Results
Table. 5.2 summarized the assessment of missing mechanism in IIEF data. We found
that the dropout patterns in most of the functional domains were MAR, therefore,
we further tested MAR versus MNAR. We found that the response for overall satisfac-
tion was MNAR (p-value=0.036), and MAR assumption on the intercourse satisfaction
was skeptical (p-value=0.059). These hypothesis tests supported our assumption on
the MNAR missing mechanism that patients skipped these questions because of the
unsatisfied outcome.
Since the tests above supported our assumption of MNAR in this data set; we stud-
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ied the data using the proposed method for each functional domains. We first used the
proposed method to classify the patterns of missingness in to latent classes. The arti-
ficial neural network represented the vector of missing patterns with length 10 using
a scalar h as in (3.1.1). We found that the density of this scalar was bimodal in erectile
function, orgasmic function, intercourse satisfaction, and overall satisfaction; it was
unimodal in sexual desire. Then the finite DP model grouped the corresponding miss-
ing patterns based on the underlying mixture of normal distributions (Fig. 5.2). We
found the missing patterns in all the functional domains could be grouped into two to
three latent classes.
(a) Erectile function (b) Orgasmic function (c) Sexual desire
(d) Intercourse satisfaction (e) Overall satisfaction
Note: the dashed line was the kernel density of the latent continuous variable representing the missing
patterns and the dotted line was the fitted density.
Figure 5.2: IIEF data: Latent class analysis on missing patterns
We estimated the distribution of the observed data assuming the interaction ef-
fect between the treatment and time was different among latent classes. The unob-
served data was imputed based on the estimated distribution of observed data using
the proposed identifying restriction in (3.18). We compared the boxplots of imputed
responses with that of observed responses and included MICE as a reference (Fig. 5.3).
We found the imputed data using BNP PMM proposed in chapter 3 was least likely to
be right-skewed. This finding supported the MNAR assumption that the poor perfor-
mance of treatment was the reason for missingness.
We analyzed the imputed data in a mixed-effects model with non-parametric ran-
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Figure 5.3: Boxplots of imputed data by imputation methods compared with observed
data, by functional domains and time.
dom intercept. The model is
yij = X′ijβ + bi + eij (5.2)
where X′ij = (1, time, treatment, time*treatment), bi is the random intercept, and eij ∼
N(0, σ2) is the random error. We used MCMC gibbs sampler algorithm to collect sam-
ple from posterior distribution. We used Gelman-Rubin information criteria r̂ to diag-
nose model(5.2) and the model converged as r̂ < 1.1 for all parameters. The dataset
was imputed for five times; we sampled the posterior mean and estimated the stan-
dard error from each imputation and combined them to get a composite estimate (Ru-
bin, 2004; Luo et al., 2016).
Results were summarized in Table. 5.3. We compared the analysis assuming data
was MNAR versus the MAR assumption. We found that when data was MAR, none
of the functional domains was improved. The estimates using MICE method also pro-
duced larger standard error. With the MNAR assumption, BNP PMM yielded smaller
standard error so that the estimate was more precise. Specifically, we found that the
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BNP PMM MICE
Functional Domain Estimate (SE) Estimate (SE)
erectile function -0.100 (0.165) -0.437 (0.414)
orgasmic function -0.034 (0.069) -0.093 (0.095)
sexual desire 0.108(0.045)∗ 0.059 (0.073)
intercourse satisfaction -0.145 (0.102) -0.173 (0.159)
overall satisfaction -0.057 (0.063) -0.058 (0.093)
* indicates the interaction effect is different from 0.
Table 5.3: Estimated interaction effect (treatment*time) and standard error (SE) by
functional domains.
difference in change score for patients receiving the new drug compared with those
receiving standard care was -0.100 (SE = 0.165) for erectile function, -0.034 (SE = 0.069)
for orgasmic function, 0.108 (SE = 0.045) for sexual desire, -0.145 (SE = 0.102) for in-
tercourse satisfaction, and -0.057 (SE = 0.063) for overall satisfaction. There appeared
to be little evidence in the data that the test drug was superior to the standard care
in improving QoL for any functional domains except the sexual desire; we found that
sexual desire was improved for those receiving the test drug.
5.1.4 Discussion
We analyzed the IIEF data using proposed BNP PMM. Because there are roughly 40
missing patterns in the data, traditional pattern-mixture models require more than 40
models or 40 more parameters when analyzing the observed data. This is not feasible
considering both model identifiability and computational efficiency. Proposed BNP
PMM analyzes the observed data within latent class and imputed the unobserved
data using the proposed identifying restriction. It enables analysis of this data with
the MNAR assumption and we found that the test drug improves sexual desire for
patients receiving high-dose radiation.
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5.2 Application to national longitudinal study of adoles-
cent to adult health
5.2.1 Introduction
The national longitudinal study of adolescent to adult health (Add Health) is a longitu-
dinal study of adolescents enrolled in 7th through 12th grade in the 1994-1995 academic
years (Harris, 2013). Five waves of data was collected throughout the study. Begin-
ning in 1994, in-school surveys were collected from over 90,000 students, followed by
Wave I in-home surveys with 12105 adolescents in grades 7-12 in 1995. In 1996, Wave
II in-home surveys were collected. The participants in Wave II were those from Wave
I, excluding the adolescents in 12th grade who were not part of the genetic sample at
Wave I interview. Wave III in-home surveys were collected in 2001 from the partici-
pants from Wave I In-home Survey. Wave IV in-home surveys were collected in 2008
from the participants from Wave I In-home Survey. Wave V data collection began in
2016.
Add Health was initiated to study adolescent health. Wave I and II data focus
on factors that may have influence on adolescents’ health and risk behaviors, such as
schools, neighborhoods, and communities. Wave III data focuses on early adulthood
health and behaviors. Wave IV data, as a follow-up, allows researchers to study the
health trajectories of participants from adolescent to adulthood.
Barr (2018) studied the relationship between adolescent neighborhood conditions,
recorded at Wave I, and alcohol use throughout the study. The neighborhood condi-
tions are measured by neighborhood disadvantage/advantage scales and neighbor-
hood disorder; alcohol use was measured by current drinking status (dichotomous),
monthly consumption (continuous), and heavy drinking (ordinal). The missing rates
of the outcomes are around 20% at all waves. The missing data was imputed us-
ing multiple imputations by chained equations. This study found that neighborhood
advantage is not associated with any of the three outcomes, and neighborhood disad-
vantage and disorder have very small impact on drinking style in early life course.
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As alcohol use and neighborhood conditions was not correlated in previous re-
search, we want to find out if it is related to perceived neighborhood condition. Per-
ceived neighborhood condition is evaluated using perceived neighborhood contented-
ness (PNC) (Bazaco et al., 2016). PNC is an overall comfort level in the neighborhood
that an interviewee has. It is a composite score measuring the interviewees’ feeling of
safety, familiarity and comfort. The PNC score helps to understand how adolescents’
experiences in a neighborhood effect the alcohol use in their adulthood.
5.2.2 Methods
We assumed that the missing mechanism was MNAR, so that the missingness was
due to the extensive alcoholic consumption. We explored the relationship between the
ordinal outcome of heavy drinking and perceived neighborhood condition, using BNP
PMM, proposed in chapter 4.
The outcome is heavy drinking that ranges from 1 to 7 and higher score indicates
less alcohol consumption. The predictor is perceived neighborhood contentedness
(PNC). PNC index is a composite score of five questions from the Add Health data
(Bazaco et al., 2016). These questions are as follows:
1. Do you feel safe in your neighborhood?
2. Do you know most of the people in your neighborhood?
3. In the past month, have you stopped on the street to talk with someone who lives
in your neighborhood?
4. Do people in this neighborhood look out for each other?
5. Are you happy living in your neighborhood?
Question 5 is a dichotomized score from question "How happy are you living in your
neighborhood". The answers to these questions are all 0/1 and the PNC index is com-
puted by adding up the scores. Then it ranges from 0 to 5 and greater values indicates
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better neighborhood contentedness. Other covariates included demographic informa-
tion such as gender, and individual level measures related to either future alcohol use
or comorbidity as suggested in Barr, 2018, such as self-reported health (Kerr et al.,
2016), foreign-born status (Gfroerer and Tan, 2003), and low birth-weight (Aarnoudse-
Moens et al., 2009). We also included education as a covariate by dichotomizing the
highest education received into beyond high school and up to high school. We as-
sumed the missingness in the covariates was missing completely at random and ig-
nored the missing data.
We grouped the missing patterns into latent classes using the proposed latent class
analysis. Then we analyzed the observed data assuming the interaction effect, be-
tween time and perceived neighborhood, was different among latent classes. Then we
analyzed the observed data using the cumulative probit model (chapter 4),
P(Yij = c) = P(γc−1 < Y∗ij < γc) (5.3)
Y∗ij |Si=k = µij + eij
µij|Si=k = X
′
ijβ + Z
′
ijβ
k + bi
where Yij was the ordinal response, Y∗ij was the corresponding latent continuous score,
X′ij were the covariates and β were the coefficients. bi and eij were the random effect
and random error, respectively. We also assumed the interaction effect was different
between latent groups and included Zij to accommodate the difference. We imputed
the missing response data using the proposed identifying restriction. Five imputa-
tions were performed and the completed data was analyzed separately. We made the
inference by combining the estimates using Rubin’s rule (Rubin, 1976).
5.2.3 Results
We analyzed the 2751 observations after removing those with missing covariates and
those without any response data at all time points. About 40% response data was
missing. We grouped the missing patterns into 5 latent classes (Figure. 5.4) using the
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Note: the black line was the kernel density of the latent continuous variable representing the
missing patterns and green dashed line was the fitted density.
Figure 5.4: Latent class analysis on missing patterns.
proposed latent class analysis. We analyzed the observed data and imputed the miss-
ing values using the proposed BNP PMM in chapter 4, followed by analyzing the
complete data.
Table. 5.4 summarized the results. We compared the estimates using BNP PMM
and MICE. Although MICE provided smaller standard error, the root mean squared
predictive error was larger using MICE (2.584) than that using BNP PMM (1.207). Us-
ing BNP PMM, we found that when other conditions were the same, people lived in
better perceived neighborhood condition were more likely to drink less in later life;
those received education beyond high school tended to drink less; male, people with
better self-reported health, people born in US, and those with normal birth weight
were more likely to drink more often. Figure. 5.5 showed the predicted drinking habit
by education level and gender.
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BNP PMM MICE
Covariate Estimate (SE) Estimate (SE)
Perceived neighborhood condition (PNC) 0.001 (0.018) 0.025 (0.028)
Self-reported health -0.126 (0.041)* 0.057 (0.019)*
Foreign born status (in US) -0.573 (0.109)* -0.344 (0.065)*
Low birth weight (normal) -0.317 (0.070)* -0.150 (0.041)*
Gender (male) -0.938 (0.044)* -0.478 (0.020)*
Time -0.361 (0.025)* -0.054 (0.036)
PNC*time 0.083 (0.013)* -0.007 (0.009)
Education level (>high school) 0.388 (0.048)* 0.194 (0.029)*
* indicates p-value<0.05.
Table 5.4: Summary of estimates (SE)
Figure 5.5: Predicted drinking level by education level and gender.
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5.2.3.1 Discussion
We analyzed the Add health data using BNP PMM, proposed in chapter 4, to explore
the factors that may affect the drinking habit. We compared our method with MICE
and found that BNP PMM provided better estimates with smaller root predictive mean
squared error. Our findings indicate that adulthood drinking habit is related to per-
ceived neighborhood at adolescence, education level, gender, self-rated health, foreign
born status, and birth weight. A good perceived neighborhood has an positive effect
on the drinking habit; people receiving higher education also tend to drink less often.
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Chapter 6
Discussion
We have introduced a new method for analyzing longitudinal data with non-ignorable
non-monotone missing response data. We developed the method using a non-parametric
Bayesian framework for continuous outcome and a semi-parametric Bayesian frame-
work for ordinal outcome. Our method involves a latent class analysis that groups
the patterns of missingness and analyzes the observed data using a shared-parameter
pattern-mixture model. The proposed algorithm is unique in using components of
traditional statistical tools for longitudinal data and some tools from machine learn-
ing algorithms for pattern recognition. We improved the issue of model identifiability
in traditional pattern-mixture models, especially in data with small sample sizes or a
large number of repetitions.
We proposed an unsupervised classification method to group the missing patterns
into latent classes. This method employs an artificial neutral network along with a fi-
nite Dirichlet process model. The artificial neutral network not only reduces the higher
dimension of the missing pattern to lower dimension, but also represents the missing
pattern for latent class analysis using a continuous scalar. We then use the finite Dirich-
let process model to group the scalar into latent classes. The proposed classification
method is able to group missing patterns into latent classes, taking into account both
the indicator of missingness and when it occurs. This latent class analysis assigns each
missing pattern to one cluster. It can be extended by assigning the missing patterns to
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all clusters with probabilities (soft assignment). However, the number of latent classes
is no longer random in the soft assignment, and it requires more deliberated specifi-
cation regarding over fitting and model identification in the followed analysis. It will
also require marginalizing the imputed value to incorporate the probability.
In chapter 3, we proposed the non-parametric Bayesian model that relaxes the
parametric assumption on random effects and allows heterogeneity among subjects.
We compared the proposed method with MICE using the two level normal model. The
proposed method performs better than MICE when the effect size is non-zero; when
the effect size is zero, the proposed method is similar to or better than MICE, depend-
ing on the sample size. In this case, the missingness does not depend on the treatment
effect over time, then missing mechanism is missing at random. This missing mecha-
nism is different from the assumption we made that the missingness is MNAR. When
data is MAR, our proposed method is robust and it performs at least equally well as
MICE in most scenarios, which indicates that the proposed method is robust for con-
tinuous outcome when the assumption is different.
Our proposed method works well for small to medium sample sizes, but it could
be CPU intensive when sample size is large. This is partially because we fit the non-
parametric Bayesian models using Gibbs sampler and the Gibbs sampler can be slow
when learning models with moderate or large-sized data sets. Another reason is that
we analyze the data in a non-parametric Bayesian framework and assume the size
of latent class for the random effect is a fixed large number. This assumption re-
quires more time to estimate the extra parameters. In this project, we have explored
the model with non-parametric random intercept; more complex models could be ex-
plored with non-parametric random slopes at the expense of longer CPU time.
In chapter 4, we proposed an innovative method handling ordinal response data
with MNAR assumption. This is an extension of the method proposed in chapter
3. After grouping the patterns of missingness into latent classes, we analyze the ob-
served ordinal response with the latent classes as covariates. Instead of modeling
the observed ordinal response directly, we use a cumulative probit link to transform
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the ordinal scale data into continuous latent score. This transformation enables us
to apply the method proposed in chapter 3, as it was developed for the continuous
outcomes. We compared the proposed method with MICE that imputes the ordinal
data using proportional odds logistic regression. The proposed method performs bet-
ter than MICE when there is treatment effect over time in the continuous latent score,
while MICE is preferable when the effect is weak or there is no effect.
We performed a simulation study and analyzed the latent continuous score as-
suming the random intercept has a non-parametric prior distribution. However, this
model is computationally expensive. Therefore, we simplified this model by using
a parametric mixed-effects model and that made the Gibbs sampler run faster with
this modification. Similar to the proposed model for continuous outcome, this model
works better for small to medium-sized datasets in terms of computational efficiency.
Although we found that the proposed method performs better than MICE when there
is some treatment effect over time in the latent continuous score, we are not able to
quantify the difference in slope in the ordinal scale. More work could be done to
quantify the effect after transforming the latent continuous score to ordinal rating re-
sponse and guide the researchers to select appropriate analytic methods based on the
data.
In conclusion, our method allows for the imputation of the unobserved data based
on the observed data and sensitivity analysis that accounts for the uncertainty about
the untestable assumptions on the imputing distribution. It shows superior perfor-
mance than the conventional imputation-based methods. The issue of high CPU re-
quirement is expected to matter less and less with better computational resources.
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(a) Ia (b) Ib (c) Ic
(d) IIa (e) IIb (f) IIc
(g) IIIa (h) IIIb (i) IIIc
(j) IVa (k) IVb (l) IVc
Figure A.1: Bias by model and missing rate for N = 50 (scenarios Ia-IVc).
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(a) Va (b) Vb (c) Vc
(d) VIa (e) VIb (f) VIc
(g) VIIa (h) VIIb (i) VIIc
(j) VIIIa (k) VIIIb (l) VIIIc
Figure A.2: Bias by model and missing rate for N = 100 (scenarios Va-VIIIc).
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(a) Ia (b) Ib (c) Ic
(d) IIa (e) IIb (f) IIc
(g) IIIa (h) IIIb (i) IIIc
Figure B.1: Bias by model and missing rate for N = 50 (scenarios Ia-IIIc).
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(a) IVa (b) IVb (c) IVc
(d) Va (e) Vb (f) Vc
(g) VIa (h) VIb (i) VIc
Figure B.2: Bias by model and missing rate for N = 100 (scenarios IVa-VIc).
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Appendix C
Appendix C
C.1 JAGS model for observed data analysis in chapter 3
1 jags.model1 <- "model{
2
3 ## non -parametric random effect b
4
5 v[1] ~ dbeta(1, alpha)
6 xi[1] <- v[1]
7 r.xi[1] <- 1 - xi[1]
8
9 for (k in 2:(K-1)){
10 v[k] ~ dbeta(1, alpha)
11 xi[k] <- v[k] * r.xi[k-1]
12 r.xi[k] <- (1 - v[k]) * r.xi[k-1]
13 }
14
15 xi[K] <- r.xi[K-1]
16 tau.xi_b <- pow(prior.scale , -2)
17
18 for (k in 1:K){
19
20 xi_b[k] ~ dnorm(0, tau.xi_b)
21 sigma.b[k] <- abs(xi_b[k])
22
23 }
24
25 ## Prior for random error
26 delta ~ dgamma (0.1 ,0.1)
27
28 inv.sigma_e[1] ~ dgamma(delta , gtt [1])
29 sigma_e[1] <- 1/inv.sigma_e[1]
30
31 for (j in 2:J){
32 inv.sigma_e[j] ~ dgamma(delta+1, gtt[j])
33 sigma_e[j] <- 1/inv.sigma_e[j]
34 }
35
36 ## Prior for coefficients
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37 sigma_binv ~ dgamma (0.1 ,0.1)
38 sigma_b <- pow(sigma_binv ,-2)
39
40 for (i in 1:Q){
41 beta[i] ~ dnorm(1,sigma_b)
42 }
43
44 ## Model the data
45 for (i in 1:max.id){
46 C[i] ~ dcat(xi[])
47 b[i] ~ dnorm(0, 1)
48 xi_b1[i] <- xi_b[C[i]]
49 }
50
51 for (i in 1:N){
52 a[i] <- beta[] %*% X[i,] + xi_b1[id[i]] * b[id[i]]
53 Y[i] ~ dnorm(a[i],inv.sigma_e[t[i]])
54 }
55
56 ## Impute missing data
57
58 ## Use same category in this model
59 ## Use same random error as observed data
60
61 for (i in 1:N1){
62 a1[i] <- beta[] %*% X.imp[i,] + xi_b1[id1[i]] * b[id1[i]]
63 Y.imp[i] ~ dnorm(a1[i], inv.sigma_e[t1[i]])
64 }
65 }"
C.2 JAGS model for complete data analysis in chapter 3
1 jags.model2 <- "model{
2
3 ## non -parametric random effect b
4
5 v[1] ~ dbeta(1, alpha)
6 xi[1] <- v[1]
7 r.xi[1] <- 1 - xi[1]
8
9 for (k in 2:(K-1)){
10 v[k] ~ dbeta(1, alpha)
11 xi[k] <- v[k] * r.xi[k-1]
12 r.xi[k] <- (1 - v[k]) * r.xi[k-1]
13 }
14
15 xi[K] <- r.xi[K-1]
16 tau.xi_b <- pow(prior.scale , -2)
17
18 for (k in 1:K){
19 xi_b[k] ~ dnorm(0, tau.xi_b)
20 sigma.b[k] <- abs(xi_b[k])
21 }
22
23 ## prior of random error
24 delta ~ dgamma (0.1 ,0.1)
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25
26 inv.sigma_e[1] ~ dgamma(delta , gtt [1])
27 sigma_e[1] <- 1/inv.sigma_e[1]
28
29 for (j in 2:J){
30 inv.sigma_e[j] ~ dgamma(delta+1, gtt[j])
31 sigma_e[j] <- 1/inv.sigma_e[j]
32 }
33
34 ## Parametric Priors
35 sigma_binv ~ dgamma (0.1 ,0.1)
36 sigma_b <- pow(sigma_binv ,-2)
37
38 for (i in 1:Q){
39 beta[i] ~ dnorm(1,sigma_b)
40 }
41
42 ## Model the data
43
44 for (i in 1:max(id)){
45 C[i] ~ dcat(xi[])
46 b[i] ~ dnorm(0, 1)
47 xi_b1[i] <- xi_b[C[i]]
48 }
49
50 for (i in 1:N){
51 a[i] <- beta[] %*% X[i,] + xi_b1[id[i]] * b[id[i]]
52 Y[i] ~ dnorm(a[i],inv.sigma_e[t[i]])
53 }
54 }"
C.3 Proposed latent class analysis
1 autoenc <- function(R.train , R.pred = NA){
2 require(h2o)
3 require(data.table)
4 require(checkpoint)
5 require(caret)
6
7 cl <- h2o.init(
8 max_mem_size = "20G",
9 nthreads = 10)
10
11 h2odigits.train <- as.h2o(
12 R.train[,-1],
13 destination_frame = "h2odigitstrain")
14
15 if (sum(is.na(R.pred))==0){
16
17 if (is.matrix(R.pred[,-1])){
18 h2odigits.pred <- as.h2o(R.pred[,-1],
19 destination_frame = "h2odigitspred")
20 }else{
21 h2odigits.pred <- as.h2o(
22 matrix(R.pred[,-1],nrow = nrow(R.pred), byrow = TRUE),
23 destination_frame = "h2odigitspred")
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24 }
25 }
26
27
28 xnames <- colnames(h2odigits.train)
29
30 folds <- createFolds (1: nrow(R.train), k = 2)
31 hyperparams <- list(
32 list(
33 hidden = c(1),
34 input_dr = c(0),
35 hidden_dr = c(0),
36 sparsity_beta = 0),
37 list(
38 hidden = c(1),
39 input_dr = c(0),
40 hidden_dr = c(0),
41 sparsity_beta = 0.5),
42 list(
43 hidden = c(1),
44 input_dr = c(0),
45 hidden_dr = c(0),
46 sparsity_beta = 1))
47
48 fm <- lapply(hyperparams , function(v) {
49 lapply(folds , function(i) {
50 h2o.deeplearning(
51 x = xnames ,
52 training_frame = h2odigits.train[-i, ],
53 validation_frame = h2odigits.train[i, ],
54 activation = "Tanh",
55 autoencoder = TRUE ,
56 sparse = TRUE ,
57 hidden = v$hidden ,
58 epochs = 30,
59 sparsity_beta = v$sparsity_beta ,
60 input_dropout_ratio = v$input_dr ,
61 hidden_dropout_ratios = v$hidden_dr ,
62 l1 = 0,
63 l2 = 0
64 )
65 })
66 })
67
68 fm.res <- lapply(fm, function(m) {
69 sapply(m, h2o.mse , valid = TRUE)
70 })
71
72 fm.res <- data.table(
73 Model = rep(paste0("M", 1: length(hyperparams)), each = length(folds)),
74 # Model = rep(1: length(hyperparams), each = length(folds)),
75 MSE = unlist(fm.res))
76
77 p.erate <- ggplot(fm.res , aes(Model , MSE)) +
78 geom_boxplot () +
79 stat_summary(fun.y = mean , geom = "point", colour = "red") +
80 theme_classic ()
81
82 fm_mse <- fm.res[, .(Mean_MSE = mean(MSE)), by = Model][order(Mean_MSE)]
83 final.m <- as.numeric(substr(fm_mse$Model [1],2,2))
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84
85
86 fm.final <- h2o.deeplearning(
87 x = xnames ,
88 training_frame = h2odigits.train ,
89 activation = "Tanh",
90 autoencoder = TRUE ,
91 sparse = TRUE ,
92 hidden = hyperparams [[final.m]]$hidden ,
93 epochs = 30,
94 sparsity_beta = hyperparams [[final.m]]$sparsity_beta ,
95 input_dropout_ratio = hyperparams [[final.m]]$input_dr,
96 hidden_dropout_ratios = hyperparams [[ final.m]]$hidden_dr,
97 l1 = 0,
98 l2 = 0
99 )
100
101
102 fm.yhat <- h2o.deepfeatures(fm.final ,h2odigits.train ,layer = 1)
103
104 if (sum(is.na(R.pred))==0){
105 fm.yhat.pred <- h2o.deepfeatures(fm.final ,h2odigits.pred ,layer = 1)
106 fm.pred1 <- h2o.predict(fm.final , newdata = h2odigits.pred)
107 }else{
108 fm.yhat.pred <- NA
109 fm.pred1 <- NA
110
111 }
112
113 fm.pred <- h2o.predict(fm.final , newdata = h2odigits.train)
114
115
116 return(list(fm.yhat=fm.yhat ,
117 fm.yhat.pred = fm.yhat.pred ,
118 fm.pred=fm.pred ,
119 fm.pred1 = fm.pred1 ,
120 p.erate = p.erate))
121 }
122
123 ## Univarite DPMM
124 read.dta <- function(fm.yhat)
125 {
126 y <- as.matrix(fm.yhat)
127 n <- dim(y)[1]
128 return(list(y=y, n=n))
129 }
130
131 init.DPk <- function(k)
132 {
133 hc <- hclust(dist(y)^2, "cen")
134 n <- nrow(y)
135 r <- cutree(hc, k = k)
136 mh1 <- sapply(split(y,r),mean)
137 wh1 <- table(r)/n
138 idx <- order(mh1 ,decreasing=T)
139 mh <- mh1[idx]
140 wh <- wh1[idx]
141 return(list(mh=mh,wh=wh ,r=r))
142 }
143
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144 gibbs.H <- function(n.iter , sig , M, H, a, b, B0, m0, do.plot)
145 {
146 y.clst <- array(NA ,dim = c(n, H, n.iter))
147
148 G <- init.DPk(k = H)
149 sig <- sig
150 post.mh <- matrix(nrow = n.iter , ncol = H)
151 post.wh <- matrix(nrow = n.iter , ncol = H)
152 post.sig <- numeric(n.iter)
153
154 xgrid <- seq(from= -1, to=1,length =100) # range of y
155 fgrid <- NULL
156
157 if (do.plot == TRUE){
158 dens.y <- density(y)
159 plot(dens.y,xlab="Y",ylab="G",bty="l",type="l",
160 xlim = c(-1,1), ylim = c(0,ceiling(max(dens.y$y))), main = "")
161 }
162
163 ## Gibbs
164 for(iter in 1:n.iter){
165 G$r1 <- sample.r(G$wh ,G$mh,sig , H = H)
166 G$wh1 <- sample.vh(G$r1 , M = M, H = H)
167 G$mh1 <- sample.mh(G$wh1 ,G$r1,sig , B0 = B0 , m0 = m0, H = H)
168
169 th <- G$mh1[G$r1]
170 sig <- sample.sig(th , a = a, b = b)
171
172 idx <- order(G$mh1 ,decreasing=T)
173 G$mh <- G$mh1[idx]
174 G$wh <- G$wh1[idx]
175
176 post.mh[iter ,] <- G$mh
177 post.sig[iter] <- sig
178 post.wh[iter ,] <- G$wh
179
180
181 f <- fbar.H(xgrid ,G$wh,G$mh ,sig , H = H)
182 y.clst[,,iter] <- fmh(y,G$mh,sig ,wh = G$wh , H = H)
183
184 fgrid <- rbind(fgrid ,f)
185 }
186
187 fbar <- apply(fgrid ,2,mean)
188
189 if (do.plot == TRUE){
190 lines(xgrid ,fbar ,lwd=3,col="green",lty = 3)
191 }
192
193 py.bar <- apply(y.clst ,MARGIN = c(1,2), FUN = mean)
194 return(list(fgrid = fgrid , py.bar = py.bar , y.clst = y.clst ,
195 post.mh = post.mh , post.wh = post.wh , post.sig = post.sig))
196 }
197
198 sample.r <- function(wh,mh ,sig ,H){
199
200 r <- rep(0,n)
201 for(i in 1:n){
202 ph <- dnorm(y[i],m=mh ,sd=sig)*wh
203 r[i] <- sample (1:H,1,prob=ph)
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204 }
205 return(r)
206 }
207
208 sample.mh <- function(wh,r,sig , B0 , m0, H)
209 {
210 mh <- rep(0,H)
211 for(h in 1:H){
212 if(any(r==h)){
213 Sh <- which(r==h)
214 nh <- length(Sh)
215 ybarh <- mean(y[Sh])
216 varh <- 1.0/(1/B0 + nh/sig^2)
217 meanh <- varh*(1/B0*m0 + nh/sig^2*ybarh)
218
219 } else {
220 varh <- B0
221 meanh <- m0
222 }
223 mh[h] <- rnorm(1,m=meanh ,sd=sqrt(varh))
224 }
225 return(mh)
226 }
227
228 sample.vh <- function(r, M, H)
229 {
230 vh <- rep(0,H)
231 wh <- rep(0,H)
232 V <- 1
233 for(h in 1:(H-1)){
234 Ah <- which(r==h)
235 Bh <- which(r>h)
236 vh[h] <- rbeta(1, 1+ length(Ah), M+length(Bh))
237 wh[h] <- vh[h]*V
238 V <- V*(1-vh[h])
239 }
240 vh[H] <- 1.0
241 wh[H] <- V
242 return(wh)
243 }
244
245 fbar.H <- function(xgrid ,wh,mh ,sig ,H)
246 {
247 fx <- rep(0,length(xgrid))
248 for(h in 1:H)
249 fx <- fx + wh[h]*dnorm(xgrid ,m=mh[h],sd=sig)
250 return(fx)
251 }
252
253 fmh <- function(y,mh ,sig ,wh, H){
254 fx <- matrix(0, nrow = length(y), ncol = H)
255 for (h in 1:H){
256 fx[,h] <- dnorm(y,m=mh[h],sd=sig)*wh[h]
257 }
258 return(fx)
259 }
260
261
262 sample.sig <- function(th, a, b)
263 {
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264 s2 <- sum( (y-th)^2 )
265 a1 <- a+0.5*n
266 b1 <- b+0.5*s2
267 s2.inv <- rgamma(1,shape=a1,rate=b1)
268 return (1/sqrt(s2.inv))
269 }
270
271 plt.all <- function(fgrid ,sim=T,dens=T)
272 {
273 xgrid <- seq(from= -1, to=1,length =50)
274 M <- nrow(fgrid)
275 idx0 <- 21:M
276 fgrid0 <- fgrid[idx0 ,]
277 idx1 <- which(idx0 %% 5 == 0 )
278 fgrid1 <- fgrid[idx1 ,]
279 fbar <- apply(fgrid0 ,2,mean)
280 dens.y <-density(y)
281 plot(xgrid ,fbar ,xlab="y", ylab="G",
282 type="l",lwd=3,bty="l",ylim=c(0,ceiling(max(dens.y$y))))
283 if(sim){
284 matlines(xgrid ,t(fgrid1),col=1)
285 lines(xgrid ,fbar ,type="l",lwd=4,col="grey")
286 }
287 if (dens){
288 lines(density(y),col="yellow",lty=2,lwd =4)
289 }
290 }
291
292 plt.dta <- function ()
293 {
294 hist(y,main="",xlab="Y",ylab="FREQ",prob=T)
295 }
296
297 max.ind <- function(y){
298 ind = numeric(length(y))
299 ind[which.max(y)] = 1
300 return(ind)
301 }
302
303 S.autoenc <- function(R.train , # Observed missing patterns starting with baseline measure
304 R.pred = NA, # Possible missing patterns unobserved in data
305 a, # a as in Beta(a,b)
306 b, # b as in Beta(a,b)
307 M, # strength parameter in G(M, G0)
308 m0 , # initial value: location parameter
309 B0 , # initial value: variance of location parameter
310 sig , # initial value: variance of continuous latent values
311 do.plot = FALSE , # whether to plot kernel density
312 H, # maximum number of latent classes
313 n.iter , # number of iterations
314 burnin # burnin perior
315 ){
316
317 fit.autoenc <- autoenc(R.train = R.train , R.pred = R.pred)
318 fm.yhat <- fit.autoenc$fm.yhat
319 fm.yhat.pred <- as.vector(fit.autoenc$fm.yhat.pred)
320 dta <- read.dta(fm.yhat = fm.yhat)
321
322 attach(dta)
323
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324 gibbs.clst <- gibbs.H(n.iter=n.iter , sig = sig , M = M, H = H, a = a, b = b, B0 = B0, m0 = m0 ,
325 do.plot = do.plot)
326 detach(dta)
327 py.bar <- gibbs.clst$py.bar
328 y.clst <- gibbs.clst$y.clst
329
330
331 clst.ind <- apply(y.clst , MARGIN = c(1,3), max.ind)
332 clst.indt <- aperm(clst.ind , perm = c(2,1,3))
333
334 clst.indt_thin <- clst.indt[,,burnin:n.iter][,,seq(1, length(burnin:n.iter) ,5)]
335 pred.clst1 <- apply(apply(clst.indt_thin , MARGIN = c(1,2), sum), MARGIN = 1,
336 which.max)
337
338
339 all_miss <- c(1, rep(0, ncol(R.train) - 1))
340 cmpr <- apply(R.train , MARGIN = 1, all.equal , target = all_miss) == "TRUE"
341 count1 <- sum(cmpr)
342 count2 <- sum(pred.clst1 == pred.clst1[cmpr ][1])
343
344 if (count1 > 0 & count1 == count2){
345
346 return.pred <- pred.clst1
347
348 dta.clst <- unique(return.pred)[unique(return.pred)!=pred.clst1[cmpr ][1]]
349 post.mh <- gibbs.clst$post.mh[,dta.clst][ burnin:n.iter ,][seq(1, length(burnin:n.iter) ,5) ,]
350 post.wh <- gibbs.clst$post.wh[,dta.clst][ burnin:n.iter ,][seq(1, length(burnin:n.iter) ,5) ,]
351 post.sig <- gibbs.clst$post.sig[burnin:n.iter][seq(1, length(burnin:n.iter) ,5)]
352
353
354 L_post <- length(post.sig)
355
356 if (length(dta.clst > 1)){
357
358 pred.dens1 <- matrix(nrow = L_post , ncol = length(dta.clst))
359 for (i in 1:L_post){
360 for (j in 1: length(dta.clst)){
361 pred.dens1[i,j] <- dnorm(y[cmpr ][1], post.mh[i,j],post.sig[i]) *
362 post.wh[i,j]
363 }
364 }
365
366 clst.indt_m <- apply(pred.dens1 , MARGIN = 1, which.max)
367 tt <- table(clst.indt_m)
368 pred.clst1[cmpr] <- dta.clst[as.numeric(names(tt[which.max(tt)]))]
369
370
371 }else{
372
373 pred.clst1[cmpr] <- dta.clst
374
375 }
376
377 }
378
379 return.pred <- pred.clst1
380
381
382
383 if (sum(is.na(R.pred))==0){
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384 dta.clst <- unique(return.pred)
385
386
387 if (length(dta.clst) > 1){
388
389 post.mh <- gibbs.clst$post.mh[,dta.clst][ burnin:n.iter ,][seq(1, length(burnin:n.iter) ,5) ,]
390 post.wh <- gibbs.clst$post.wh[,dta.clst][ burnin:n.iter ,][seq(1, length(burnin:n.iter) ,5) ,]
391 post.sig <- gibbs.clst$post.sig[burnin:n.iter][seq(1, length(burnin:n.iter) ,5)]
392
393
394 L_post <- length(post.sig)
395 pred.dens <- array(NA,dim = c(length(fm.yhat.pred), length(dta.clst), L_post))
396
397 for (i in 1:L_post){
398 for (j in 1: length(dta.clst)){
399 pred.dens[,j,i] <- dnorm(fm.yhat.pred ,post.mh[i,j],post.sig[i]) *
400 post.wh[i,j]
401 }
402 }
403
404 clst.ind1 <- apply(pred.dens , MARGIN = c(1,3), max.ind)
405
406 if (dim(clst.ind1)[2] == 1){
407
408 pred.clst2 <- cbind(R.pred , dta.clst[which.max(apply(clst.ind1 ,
409 MARGIN = 1, sum))])
410 }else{
411
412 clst.indt1 <- aperm(clst.ind1 , c(2,1,3))
413 pred.clst2 <- cbind(R.pred , dta.clst[apply(apply(clst.indt1 ,
414 MARGIN = c(1,2), sum), MARGIN = 1,
415 which.max)])
416 }
417
418 }else{
419
420 pred.clst2 <- cbind(R.pred , rep(dta.clst , n = nrow(R.pred)))
421
422 }
423
424 }else{pred.clst2 <- NA}
425
426 return(list(pred.clst = return.pred , pred.clst.new = pred.clst2))
427 }
C.4 Proposed identifying restriction
1
2 ## identify the latent class of each missing data
3 identify.restriction <- function(data_file , # wide format data frame for response from baseline; including treatment
indicator (X) and id (id)
4 R, # missing patterns for the wide format response data from baseline
5 S, # latent classes estimated using function S.autoenc ()
6 clst.pred = NULL # latent classes of possible missing patterns not in the data
estiamted using function S.autoenc ()
7 ){
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8
9 id <- data_file$id
10
11 if (sum(is.na(clst.pred))==0){
12 R_Y <- rbind(unique(cbind(R, as.vector(S))),clst.pred)
13 }else{
14 R_Y <- unique(cbind(R, as.vector(S)))
15 }
16
17 J <- ncol(R)
18
19 R_Ymis <- R_Y[,1:J]
20 R_Ymis1 <- unique(R_Ymis[apply(R_Ymis , MARGIN = 1,sum)<J,])
21 R_Ymis2 <- matrix(nrow = dim(R_Ymis1)[1],
22 ncol = dim(R_Ymis1)[2])
23
24 S_pred <- R_Y[,J+1]
25 S.imp <- matrix(nrow = dim(R_Ymis1)[1],
26 ncol = dim(R_Ymis1)[2])
27
28 for (i in 1:nrow(R_Ymis1)){
29 for (j in 2:J){
30 R_Ymis2[i,] <- R_Ymis1[i,]
31
32 if (R_Ymis1[i,j] == 0) {R_Ymis2[i,j] <- 1
33
34 for (l in 1:nrow(R_Ymis)){
35 if (identical(R_Ymis2[i,], R_Ymis[l,])) {
36 S.imp[i,j] <- S_pred[l]
37 break
38 }
39 }
40 }
41 }
42 }
43
44 R_imp <- as.data.frame(cbind(R=R_Ymis1 , S.imp=S.imp))
45 ind <- apply(R, MARGIN = 1, sum)<J
46 dat_imp1 <- as.data.frame(cbind(R[ind ,],id = id[ind],
47 X = data_file$X[ind]))
48 by_names <- length(J)
49
50 for (j in 1:J){
51 by_names[j] <- paste("V",j, sep = "")
52 }
53
54 dat_imp2 <- merge(dat_imp1 , R_imp , by = by_names)[,-(1:J)]
55
56 return(list(id = dat_imp2$id,
57 S_imp = dat_imp2 [,-(1:2)],
58 X = dat_imp2$X))
59 }
60
61 ## Reshape data wide to long
62 reshape_dat <- function(Y, # wide format latent class indicator for missing pattern
63 # or wide format response from baseline to end of the study
64 X, # Treatment indicator
65 ID, # id
66 S = NULL # for wide format response data only
67 ){
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68 J = ncol(Y)
69 n = nrow(Y)
70
71 if (is.null(S)){
72 dat_wide <- as.data.frame(cbind(Y,X,ID))
73 colnames(dat_wide) <- c(paste0(rep("t", J) ,0:(J-1)),"trt","id")
74 dat_long1 <- reshape(dat_wide ,
75 varying = paste0(rep("t", J-1) ,1:(J-1)),
76 v.names = "S.autoenc",
77 timevar = "t",
78 times = seq (1:(J-1)),
79 new.row.names = 1:(n * (J-1)),
80 direction = "long")
81 dat_long <- dat_long1[!is.na(dat_long1$S.autoenc),]
82 }else{
83 dat_wide <- as.data.frame(cbind(Y,X,S,ID))
84 colnames(dat_wide) <- c(paste0(rep("t", J) ,0:(J-1)),"trt","S.autoenc","id")
85 dat_long <- reshape(dat_wide ,
86 varying = paste0(rep("t", J-1) ,1:(J-1)),
87 v.names = "y",
88 timevar = "t",
89 times = seq (1:(J-1)),
90 new.row.names = 1:(n * (J-1)),
91 direction = "long")
92 }
93 return(data.frame(dat_long))
94 }
C.5 Priors on random error
1
2 get.vars <- function(Y # wide format at baseline (t=0) and follow -up times (t>=1)
3 ){
4
5 require(norm)
6 J <- dim(Y)[2]
7
8 s <- prelim.norm(Y)
9 e <- tryCatch ({
10 em.norm(s)
11 }, error = function(e) {
12 rep(1, (J-1)*(J-1))
13 })
14
15 params <- getparam.norm(s,e)
16
17 G <- params$sigma
18 gtt <- diag(G)
19
20 gtt.tm1 <- numeric(J)
21 gtt.tm1 [1] <- gtt[1]
22
23 mu.phi <- list()
24 Gt.inv <- list()
25
26
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27 for (j in 2:J){
28
29 Gt.inv[[j]] <- tryCatch(solve(G[1:(j-1), 1:(j-1)]),
30 error = function(e){
31 require(MASS)
32 ginv(G[1:(j-1), 1:(j-1)])
33 })
34
35
36 gtt.tm1[j] <- gtt[j] - t(G[1:(j-1),j,drop = FALSE]) %*% Gt.inv[[j]] %*% G[1:(j-1),j,drop = FALSE]
37 mu.phi[[j]] <- Gt.inv[[j]] %*% G[1:(j-1),j,drop = FALSE]
38 }
39
40 return(list("gtt.tm1"=gtt.tm1[-1], "mu.phi"=mu.phi , "Gt.inv"=Gt.inv))
41 }
C.6 Examples
1 ## An example for one imputation
2
3 ## id: subject id
4 ## Y: response data (frome baseline to the last follow -up)
5 ## X: treatment
6 ## R: missing pattern of Y
7 ## R_pred: possible missing patterns not observed in the data
8
9
10 ## create data file as a list
11 data_file <- list(id = id ,
12 Y = Y,
13 X = X,
14 R = R,
15 R_pred = R_pred)
16
17 ## latent class analysis
18 fit_lca <- S.autoenc(R.train = R,
19 R.pred = R_pred ,
20 a = 40,
21 b = 2,
22 M = 2,
23 m0 = -0.5,
24 B0 = 1,
25 sig = 0.05,
26 do.plot = FALSE ,
27 H = 5,
28 n.iter = 2000,
29 burnin = 1000)
30
31 data_file$S <- fit_lca$pred.clst
32 data_file$S_pred <- fit_lca$pred.clst.new
33
34 ## identify latent class of unobserved data
35 S_miss <- identify.restriction(data_file = data_file ,
36 R = data_file$R,
37 S = data_file$S,
38 clst.pred = data_file$S_pred)
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39 data_mis <- reshape_dat(Y = S_miss$S_imp ,
40 X = S_miss$X,
41 ID = S_miss$id,
42 S = NULL)
43
44 ## reshape observed data
45 data_obs <- reshape_dat(Y = data_file$Y,
46 X = data_file$X,
47 ID = data_file$id ,
48 S = data_file$S)
49
50 data_all <- rbind(data_obs , data_mis)
51
52 ## create design matrix
53
54 S_design <- model.matrix(~S, data = data.frame(S = as.factor(dat_all$S.autoenc)))[,-1]
55 X_design <- cbind(1,
56 data_all$t0 ,
57 data_all$t,
58 data_all$trt ,
59 intrc = data_all$trt * data_all$t,
60 S_design * data_all$trt * data_all$t)
61
62 N1 <- nrow(data_obs)
63 N2 <- nrow(data_mis)
64
65 data_list <- list("Y" = data_obs$Y,
66 "X" = X_design [(1:N1),],
67 "t" = data_obs$t,
68 "Q" = ncol(X_design),
69 "N" = N1,
70 "J" = max(data_obs$t),
71 "id" = data_obs$id ,
72 "max.id" = max(data_all$id),
73 "K" = 30,
74 "prior.scale" = 25,
75 "alpha" = 2,
76 "gtt" = get.vars(Y = data_file$Y)$gtt.tm1 ,
77 "X.imp" = X_design [-(1:N1) ,],
78 "t1" = data_mis$t,
79 "id1" = data_mis$id,
80 "N1" = N2)
81 fit_imp <- jags(model.file = textConnection(jags.model1),
82 data = data_list ,
83 RNGname = "Wichmann -Hill",
84 parameters.to.save = c("beta","sigma_e","Y.imp"),
85 n.chains = 2,
86 n.iter = 10000,
87 n.burnin = 5000)
88 exclude_begin <- which(rownames(fit_imp$BUGSoutput$summary) == "Y.imp[1]")
89 exclude_end <- which(rownames(fit_imp$BUGSoutput$summary) == paste("Y.imp[",N2 ,"]",sep = ""))
90
91 ## imputed value
92 Y_imp <- fit_imp$BUGSoutput$summary [( exclude.begin:exclude.end),"50%"]
93
94 ## Complete data
95 data_all[-(1:N1), "y"] <- Y_imp # analyze this data using any model
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Appendix D
Appendix D
D.1 JAGS model for observed data analysis in chapter 4
1 model1 <- "
2
3 model{
4 for (i in 1:N) { #1
5
6 Y[i] ~ dcat(p[i, 1:C]) #3
7 mu[i] <- inprod(X[i,],beta []) + xi_b * b[id[i]]
8 # mu[i] ~ dnorm(mu1[i], 1)
9
10 p[i,1] <- max(q[i,1] ,0)
11 for (c in 2:C){
12 p[i,c] <- max(q[i,c] - q[i,c-1] ,0)
13 }
14
15
16 for (c in 1:(C-1)){
17 probit(q[i,c]) <- theta[c] - mu[i]
18 }
19 q[i,C] <- 1
20 }
21
22 theta [1] ~ dnorm(0, 1.0E-1)
23
24 # theta [1] <- 0
25 for (c in 2:(C-1)){
26 theta[c] ~ dnorm(0, 1.0E-1)T(theta[c-1],)
27 }
28
29
30
31 tau.xi_b <- pow(prior.scale , -2)
32
33 xi_b ~ dnorm(0, tau.xi_b)
34 sigma.b <- abs(xi_b)
35
36
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37 for (i in 1:max.id){
38 b[i] ~ dnorm(0, 1)
39 }
40
41 # prec.loc ~ dgamma (0.01 ,0.01)
42 for (i in 1:Q){
43 beta[i] ~ dnorm(0, 1.0E-1)
44 }
45
46 ## prediction
47
48 for (i in 1:N1){
49
50 mu.pred[i] <- inprod(X.imp[i,],beta []) + xi_b * b[id1[i]]
51 # mu.pred[i] ~ dnorm(mu.pred1[i], 1)
52
53
54 for (c in 1:(C-1)){
55 probit(q.pred[i,c]) <- theta[c] - mu.pred[i]
56 }
57 q.pred[i,C] <- 1
58
59 p.pred[i,1] <- max(q.pred[i,1],0)
60 for (c in 2:C){
61 p.pred[i,c] <- max(q.pred[i,c] - q.pred[i,c-1],0)
62 }
63
64 Y.imp[i] ~ dcat(p.pred[i, 1:C])
65 }
66 }"
D.2 JAGS model for complete data analysis in chapter 4
1 model2 <- "
2
3 model{
4 for (i in 1:N) { #1
5
6 Y[i] ~ dcat(p[i, 1:C]) #3
7 mu[i] <- inprod(X[i,],beta []) + xi_b * b[id[i]]
8 # mu[i] ~ dnorm(mu1[i], 1)
9
10 p[i,1] <- max(q[i,1] ,0)
11 for (c in 2:C){
12 p[i,c] <- max(q[i,c] - q[i,c-1] ,0)
13 }
14
15
16 for (c in 1:(C-1)){
17 probit(q[i,c]) <- theta[c] - mu[i]
18 }
19 q[i,C] <- 1
20 }
21
22 theta [1] ~ dnorm(0, 1.0E-1)
23
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24 # theta [1] <- 0
25 for (c in 2:(C-1)){
26 theta[c] ~ dnorm(0, 1.0E-1)T(theta[c-1],)
27 }
28
29
30
31 tau.xi_b <- pow(prior.scale , -2)
32
33 xi_b ~ dnorm(0, tau.xi_b)
34 sigma.b <- abs(xi_b)
35
36
37 for (i in 1:max(id)){
38 b[i] ~ dnorm(0, 1)
39 }
40
41 # prec.loc ~ dgamma (0.01 ,0.01)
42 for (i in 1:Q){
43 beta[i] ~ dnorm(0, 1.0E-1)
44 }
45 }"
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Appendix E
Appendix E
E.1 Assessment of missing mechanism
1 ## diggleMCAR: score h(Y) = avg(Y_1,...Y_j)
2 diggleMCAR <- function(Y, # wide formate response data starting at the first follow -up
3 # missing pattern in Y is monotone
4 dp, # dropout patterns in Y
5 arm , # treatment
6 s = 1000,
7 seed = 1234){
8
9 set.seed(seed)
10
11 dp1 <- sort(unique(dp))
12
13 ## Both arms
14
15 p.value1 <- list()
16 k = 1
17
18 for (treat in c("A","B")){
19 for (i in dp1){
20 h1 <- as.matrix(Y[dp==i & arm == treat , 1:(i-1)])
21 h2 <- as.matrix(Y[dp >=i & arm == treat , 1:(i-1)])
22
23 if (nrow(h1)*nrow(h2)!=0){
24 mean.h1 <- apply(h1,MARGIN = 1, mean)
25 mean.h2 <- apply(h2,MARGIN = 1, mean)
26 p.value1 [[k]] <- ks.test(mean.h1,mean.h2, exact = FALSE)$p.value
27 k = k + 1
28 }
29 }
30 }
31
32 p.value <- unlist(p.value1)
33
34 v1 <- runif(n = s, min = 0, max = 1)
35
36 diggle.p <- ks.test(x = p.value ,y = v1, alternative = c("two.sided"),exact = FALSE)$p.value
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37
38 return(diggle.p)
39
40 }
41
42 ## diggleMAR: beta_0 * Y_j + beta_1 * avg(Y_1,...,Y_(j-1))
43 diggleMAR <- function(Y, # wide formate response data starting at the first follow -up
44 # missing pattern in Y is monotone
45 dp , # dropout patterns in Y
46 arm # treatment
47 ){
48
49 ## Y includes baseline
50
51 Y_d <- NA
52 Y_dm1 <- NA
53 D <- NA
54 arm1 <- NA
55
56
57 for (i in unique(dp)){
58
59
60 Y_d.upd <- Y[dp==i, i]
61 ## mean of all previous observations
62 Y_dm1.upd <- apply(as.matrix(Y[dp==i,1:(i-1)]), MARGIN = 1, mean)
63 arm1.upd <- arm[dp==i]
64
65
66 Y_d <- c(Y_d,Y_d.upd)
67 Y_dm1 <- c(Y_dm1 ,Y_dm1.upd)
68 D <- c(D, rep(i, length(Y_d.upd)))
69 arm1 <- c(arm1 , arm1.upd)
70 }
71
72
73 df <- data.frame(D=as.factor(D),
74 Y_d = Y_d,
75 Y_dm1 = Y_dm1 ,
76 Arm = ifelse(arm1==2,"B","A"))
77
78 test <- MASS::polr(D ~ Y_d + Y_dm1 , data = df, Hess=TRUE)
79 test1 <- MASS::polr(D ~ Y_dm1 , data = df, Hess=TRUE)
80 p.value <- pchisq(test1$deviance -test$deviance , 1, lower.tail = FALSE)
81
82 return(p.value)
83 }
E.2 JAGS models for IIEF data
1
2 ## Model for imputation
3 jags.model1 <- "model{
4
5 v[1] ~ dbeta(1, alpha)
6 xi[1] <- v[1]
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7 r.xi[1] <- 1 - xi[1]
8
9
10 for (k in 2:(K-1)){
11 v[k] ~ dbeta(1, alpha)
12 xi[k] <- v[k] * r.xi[k-1]
13 r.xi[k] <- (1 - v[k]) * r.xi[k-1]
14 }
15
16 xi[K] <- r.xi[K-1]
17
18 tau.xi_b <- pow(prior.scale , -2)
19
20 for (k in 1:K){
21
22 xi_b[k] ~ dnorm(0, tau.xi_b)
23 sigma.b[k] <- abs(xi_b[k])
24
25 }
26
27
28 ## prior of random error
29 delta ~ dgamma (0.1 ,0.1)
30
31 inv.sigma_e[1] ~ dgamma(delta , gtt [1])
32 sigma_e[1] <- 1/inv.sigma_e[1]
33
34 for (j in 2:J){
35 inv.sigma_e[j] ~ dgamma(delta+1, gtt[j])
36 sigma_e[j] <- 1/inv.sigma_e[j]
37
38 }
39
40
41
42 ## Parametric Priors
43 sigma_binv ~ dgamma (0.1 ,0.1)
44 sigma_b <- pow(sigma_binv ,-2)
45
46 for (i in 1:Q){
47 beta[i] ~ dnorm(1,sigma_b)
48 }
49
50
51 for (i in 1:max(id)){
52 C[i] ~ dcat(xi[])
53 b[i] ~ dnorm(0, 1)
54 xi_b1[i] <- xi_b[C[i]]
55 }
56
57 for (i in 1:N){
58
59 a[i] <- beta[] %*% X[i,] + xi_b1[id[i]] * b[id[i]]
60 Y[i] ~ dnorm(a[i],inv.sigma_e[t[i]])
61
62 }
63
64
65 for (i in 1:N1){
66 a1[i] <- beta[] %*% X.imp[i,] + xi_b1[id1[i]] * b[id1[i]]
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67 Y.imp[i] ~ dnorm(a1[i], inv.sigma_e[t1[i]])T(L[i],U[i])
68 }
69 }"
70
71
72 ## Model for complete data
73 jags.model2 <- "model{
74
75
76 v[1] ~ dbeta(1, alpha)
77 xi[1] <- v[1]
78 r.xi[1] <- 1 - xi[1]
79
80
81 for (k in 2:(K-1)){
82 v[k] ~ dbeta(1, alpha)
83 xi[k] <- v[k] * r.xi[k-1]
84 r.xi[k] <- (1 - v[k]) * r.xi[k-1]
85 }
86
87 xi[K] <- r.xi[K-1]
88
89
90 tau.xi_b <- pow(prior.scale , -2) ## prior.scale = 25 according to Gelman
91
92
93 for (k in 1:K){
94
95 xi_b[k] ~ dnorm(0, tau.xi_b)
96 sigma.b[k] <- abs(xi_b[k])
97
98 }
99
100
101 delta ~ dgamma (0.1 ,0.1)
102
103 inv.sigma_e[1] ~ dgamma(delta , gtt [1])
104 sigma_e[1] <- 1/inv.sigma_e[1]
105
106 for (j in 2:J){
107 inv.sigma_e[j] ~ dgamma(delta+1, gtt[j])
108 sigma_e[j] <- 1/inv.sigma_e[j]
109
110 }
111
112
113
114 ## Parametric Priors
115 sigma_binv ~ dgamma (0.1 ,0.1)
116 sigma_b <- pow(sigma_binv ,-2)
117
118 for (i in 1:Q){
119 beta[i] ~ dnorm(1,sigma_b)
120 }
121
122
123 for (i in 1:max(id)){
124 C[i] ~ dcat(xi[])
125 b[i] ~ dnorm(0, 1)
126 xi_b1[i] <- xi_b[C[i]]
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127 }
128
129 for (i in 1:N){
130
131 a[i] <- beta[] %*% X[i,] + xi_b1[id[i]] * b[id[i]]
132 Y[i] ~ dnorm(a[i],inv.sigma_e[t[i]])
133
134 }
135
136 }"
E.3 JAGS models for ADD Health data
1 ## Model for imputation
2 model1 <- "
3
4 model{
5 for (i in 1:N) {
6
7 Y[i] ~ dcat(p[i, 1:C])
8 mu[i] <- inprod(X[i,],beta []) + xi_b * b[id[i]]
9
10 p[i,1] <- max(q[i,1] ,0)
11 for (c in 2:C){
12 p[i,c] <- max(q[i,c] - q[i,c-1] ,0)
13 }
14
15
16 for (c in 1:(C-1)){
17 probit(q[i,c]) <- theta[c] - mu[i]
18 }
19 q[i,C] <- 1
20 }
21
22 theta [1] ~ dnorm(0, 1.0E-1)
23
24 for (c in 2:(C-1)){
25 theta[c] ~ dnorm(0, 1.0E-1)T(theta[c-1],)
26 }
27
28
29
30 tau.xi_b <- pow(prior.scale , -2)
31
32 xi_b ~ dnorm(0, tau.xi_b)
33 sigma.b <- abs(xi_b)
34
35
36 for (i in 1:max.id){
37 b[i] ~ dnorm(0, 1)
38 }
39
40 for (i in 1:Q){
41 beta[i] ~ dnorm(0, 1.0E-1)
42 }
43
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44
45 # Imputation
46 for (i in 1:N1){
47
48 mu.pred[i] <- inprod(X.imp[i,],beta []) + xi_b * b[id1[i]]
49
50 for (c in 1:(C-1)){
51 probit(q.pred[i,c]) <- theta[c] - mu.pred[i]
52 }
53 q.pred[i,C] <- 1
54
55 p.pred[i,1] <- max(q.pred[i,1],0)
56 for (c in 2:C){
57 p.pred[i,c] <- max(q.pred[i,c] - q.pred[i,c-1],0)
58 }
59
60 Y.imp[i] ~ dcat(p.pred[i, 1:C])
61 }
62 }"
63
64 # Model for complete data
65 model2 <- "
66
67 model{
68 for (i in 1:N) {
69
70 Y[i] ~ dcat(p[i, 1:C])
71 mu[i] <- inprod(X[i,],beta []) + xi_b * b[id[i]]
72
73 p[i,1] <- max(q[i,1] ,0)
74 for (c in 2:C){
75 p[i,c] <- max(q[i,c] - q[i,c-1] ,0)
76 }
77
78
79 for (c in 1:(C-1)){
80 probit(q[i,c]) <- theta[c] - mu[i]
81 }
82 q[i,C] <- 1
83 }
84
85 theta [1] ~ dnorm(0, 1.0E-1)
86
87 for (c in 2:(C-1)){
88 theta[c] ~ dnorm(0, 1.0E-1)T(theta[c-1],)
89 }
90
91
92
93 tau.xi_b <- pow(prior.scale , -2)
94
95 xi_b ~ dnorm(0, tau.xi_b)
96 sigma.b <- abs(xi_b)
97
98
99 for (i in 1:max(id)){
100 b[i] ~ dnorm(0, 1)
101 }
102
103
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104 for (i in 1:Q){
105 beta[i] ~ dnorm(0, 1.0E-1)
106 }
107
108 ## prediction
109
110 for (i1 in 1:N1){
111
112 mu_pred[i1] <- inprod(X[i1 ,],beta []) + xi_b * b[id[i1]]
113
114 for (c in 1:(C-1)){
115 probit(q_pred[i1,c]) <- theta[c] - mu_pred[i1]
116 }
117 q_pred[i1,C] <- 1
118
119 p_pred[i1 ,1] <- max(q_pred[i1 ,1] ,0)
120 for (c in 2:C){
121 p_pred[i1,c] <- max(q_pred[i1,c] - q_pred[i1,c-1],0)
122 }
123
124 Y_pred[i1] ~ dcat(p_pred[i1, 1:C])
125 }
126
127 }"
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