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Jacobi operators along the structure flow on real
hypersurfaces in a nonflat complex space form
U-Hang Ki, Hiroyuki Kurihara and Ryoichi Takagi
Abstract
Let M be a real hypersurface of a complex space form with almost contact metric struc-
ture (φ, ξ, η, g). In this paper, we study real hypersurfaces in a complex space form whose
structure Jacobi operator Rξ = R(·, ξ)ξ is ξ-parallel. In particular, we prove that the con-
dition ∇ξRξ = 0 characterizes the homogeneous real hypersurfaces of type A in a complex
projective space or a complex hyperbolic space when RξφS = SφRξ holds on M , where S
denotes the Ricci tensor of type (1,1) on M .
1. Introduction
Let (Mn(c), φ, g˜) be a complex n-dimensional complex space form with Ka¨hler structure (φ, g˜)
of constant holomorphic sectional curvature 4c and let M be an orientable real hypersurface in
Mn(c). Then M has an almost contact metric structure (φ, ξ, η, g) induced from (φ, g˜).
It is known that there are no real hypersurface with parallel Ricci tensors in a nonflat
complex space form (see [6], [8]). This result say that there does not exist locally symmetric
real hypersurfaces in a nonflat complex space form. The structure Jacobi operator Rξ = R(·, ξ)ξ
has a fundamental role in contact geometry. Cho and the first author started the study on real
hypersurfaces in a complex space form by using the operater Rξ in [3], [4] and [5]. Recently
Ortega, Pe´rez and Santos [12] have proved that there are no real hypersurfaces in PnC, n ≥ 3
with parallel structure Jacobi operator∇Rξ = 0. More generally, such a result has been extended
by [13] due to them.
Now in this paper, motivated by results mentioned above we consideer the parallelism of the
structure Jacobi operator Rξ in the direction of the structure vector field, that is ∇ξRξ = 0.
In 1970’s, the third author [14], [15] classified the homogeneous real hypersurfaces of PnC
into six types. On the other hand, Cecil and Ryan [2] extensively studied a Hopf hypersurface,
which is realized as tubes over certain submanifolds in PnC, by using its focal map. By making
use of those results and the mentioned work of Takagi, Kimura [10] proved the local classification
theorem for Hopf hypersurfaces of PnC whose all principal curvatures are constant. For the case
HnC, Berndt [1] proved the classification theorem for Hopf hypersurfaces whose all principal
curvatures are constant. Among the several types of real hypersurfaces appeared in Takagi’s list
or Berndt’s list, a particular type of tubes over totally geodesic PkC or HkC (0 ≤ k ≤ n − 1)
adding a horosphere in HnC, which is called type A, has a lot of nice geometric properties. For
example, Okumura [11](resp. Montiel and Romero [10]) showed that a real hypersurface in PnC
(resp. HnC) is locally congruent to one of real hypersurfaces of type A if and only if the Reeb
flow ξ is isometric or equivalently the structure operator φ commutes with the shape operator
H.
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Among the results related Rξ we mention the following ones.
Theorem 1 (Cho and Ki [5]). Let M be a real hypersurface in a nonflat complex space
form Mn(c) which satisfies ∇ξRξ = 0 and at the same time RξH = HRξ. Then M is a Hopf
hypersurface in Mn(c). Further, M is locally congruent to one of the following hypersurfaces:
(1) In cases that Mn(c) = PnC with η(Hξ) 6= 0,
(A1) a geodesic hypersphere of radius r, where 0 < r < pi/2 and r 6= pi/4;
(A2) a tube of radius r over a totally geodesic PkC (1 ≤ k ≤ n − 2), where 0 < r < pi/2
and r 6= pi/4.
(2) In cases Mn(c) = HnC,
(A0) a horosphere;
(A1) a geodesic hypersphere or a tube over a complex hyperbolic hyperplane Hn−1C;
(A2) a tube over a totally geodesic HkC (1 ≤ k ≤ n− 2).
In this paper we study a real hypersurface in a nonflat complex space form Mn(c) which
satisfies ∇ξRξ = 0 and at the same time RξφS = SφRξ, where S denotes the Ricci tensor of
the hypersurface. We give another characterization of real hypersurfaces of type A in Mn(c)
by above two conditions. The main purpose of the present paper is to establish Main Thoerem
stated in section 5. We note that the condition RξφS = SφRξ is a much weaker condition.
Indeed, every Hopf hypersurface always satisfies this condition.
All manifolds in this paper are assumed to be connected and of class C∞ and the real hy-
persurfaces are supposed to be oriented.
2. Preliminaries
We denote by Mn(c), c 6= 0 be a nonflat complex space form with the Fubini-Study metric g˜
of constant holomorphic sectional curvature 4c and Levi-Civita connection ∇˜. For an immersed
(2n − 1)-dimensional Riemannian manifold τ : M → Mn(c), the Levi-Civita connection ∇ of
induced metric and the shape operator H of the immersion are characterized
∇˜XY = ∇XY + g(HX,Y )ν, ∇˜Xν = −HX
for any vector fields X and Y on M , where g denotes the Riemannian metric of M induced from
g˜. In the sequel the indeces i, j, k, l, . . . run over the range {1, 2, . . . , 2n − 1} unless otherwise
stated. For a local orthonormal frame field {ei} of M , we denote the dual 1-forms by {θi}. Then
the connection forms θij are defined by
dθi +
∑
j
θij ∧ θj = 0, θij + θji = 0.
Then we have
∇eiej =
∑
k
θkj(ei)ek =
∑
k
Γkijek,
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where we put θij =
∑
k Γijkθk. The structure tensor φ =
∑
i φiei and the structure vector
ξ =
∑
i ξiei satisfy∑
k
φikφkj = ξiξj − δij ,
∑
j
ξjφij = 0,
∑
i
ξ2i = 1, φij + φji = 0,
dφij =
∑
k
(φikθkj − φjkθki − ξihjkθk + ξjhikθk),(2.1)
dξi =
∑
j
ξjθji −
∑
j,k
φjihjkθk.
We denote the components of the shape operator or the second fundamental tensor H of M by
hij . The components hij;k of the covariant derivative of H are given by
∑
k hij;kθk = dhij −∑
k hikθkj −
∑
k hjkθki. Then we have the equation of Gauss and Codazzi
Rijkl = c(δikδjl − δilδjk + φikφjl − φilφjk + 2φijφkl) + hikhjl − hilhjk,(2.2)
hij;k − hik;j = c(ξkφij + ξiφkj − ξjφik − ξiφjk),(2.3)
respectively.
From (2.2) the structure Jacobi operator Rξ = (Ξij) is given by
(2.4) Ξij =
∑
k,l
hikhjlξkξl −
∑
k,l
hijhklξkξl + cξiξj − cδij ,
From (2.2) the Ricci tensor S = (Sij) is given by
(2.5) Sij = (2n+ 1)cδij − 3cξiξj + hhij −
∑
k
hikhkj,
where h =
∑
i hii.
First we remark
Lemma 1. Let U be an open set in M and F a smooth function on U . We put dF =
∑
i Fiθi.
Then we have
Fij − Fji =
∑
k
FkΓkij −
∑
k
FkΓkji.
Proof. Taking the exterior derivate of dF =
∑
i Fiθi, we have the formula immediately. 
Now we retake a local orthonormal frame field ei in such a way that (1) e1 = φν, (2) e2 is in
the direction of
∑2n−1
i=2 h1iei and (3) e3 = φe2. Then we have
(2.6) ξ1 = 1, ξi = 0 (i ≥ 2), h1j = 0 (j ≥ 3) and φ32 = 1.
We put α := h11, β := h12, γ := h22, ε := h23 and δ := h33.
Promise. Hereafter the indeces p, q, r, s, . . . run over the range {4, 5, . . . , 2n − 1} unless
otherwise stated.
Since dξi = 0, we have
θ12 = εθ2 + δθ3 +
∑
p
h3pθp,
θ13 = −βθ1 − γθ2 − εθ3 −
∑
p
h2pθp,(2.7)
θ1p =
∑
q
φqphq2θ2 +
∑
q
φqphq3θ3 +
∑
q
φqphqrθr.
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We put
(2.8) θ23 =
∑
i
Xiθi, θ2p =
∑
i
Ypiθi, θ3p =
∑
i
Zpiθi.
Then it follows from dφ2i = 0 that Ypi = −
∑
q φpqZqi or Zpi =
∑
q φpqYqi. The equations (2.4)
and (2.5) are rewritten as
Ξij = −αhij + h1ih1j + cδi1δj1 − cδij ,(2.9)
Sij = hhij −
∑
k
hikhjk − 3cδi1δj1 + (2n + 1)cδij ,(2.10)
respectively.
3. Real hypersurfaces satisfying ∇ξRξ = 0
First we assume that ∇ξRξ = 0. The components Ξij;k of the covariant derivativation of
Rξ = (Ξij) is given by
∑
k
Ξij;kθk = dΞij −
∑
k
Ξkjθki −
∑
k
Ξikθkj.
Substituting (2.9) into the above equation we have
∑
k
Ξij;kθk= −(dα)hij − αdhij + (dh1i)h1j + h1i(dh1j)
+ α
∑
k
hkjθki − αh1jθ1i − βh1jθ2i − cδj1θ1i
+ α
∑
k
hikθkj − αh1iθ1j − βh1iθ2j − cδi1θ1j.
(3.1)
Our assumption ∇ξRξ = 0 is equivalent to Ξij;1 = 0, which can be stated as follows:
ε = 0, αδ + c = 0, h3p = 0,(3.2)
(β2 − αγ)1 − 2α
∑
p
h2pYp1 = 0,(3.3)
(β2 − αγ − c)X1 + α
∑
p
h2pZp1 = 0,(3.4)
(αh2p)1 + α
∑
q
hpqYq1 + (β
2 − αγ)Yp1 − α
∑
q
h2qΓqp1 = 0,(3.5)
αh2pX1 −
∑
q
(αhqp + cδpq)Zq1 = 0,(3.6)
− (αhpq)1 + αh2qYp1 + α
∑
r
hrqΓrp1 + αh2pYq1 + α
∑
r
hprΓrq1 = 0.(3.7)
Hereafter we shall use (3.2) without quoting.
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Furthermore we assume that RξφS = SφRξ. Under the assumption ∇ξRξ = 0, we have the
following additional equations
(hδ − δ2 + (2n+ 1)c)h2p = 0,(3.8)
R˜ξφ˜A = 0,(3.9)
R˜ξφ˜S˜ = S˜φ˜R˜ξ.(3.10)
where A = t(h24, h25, . . . , h2,2n−1), R˜ξ = (Ξpq), φ˜ = (φpq), S˜ = (Spq).
Now, properly speaking, we should denote the equation (2.3) by, e.g., (23)ijk. In this paper
we denote it by (ijk) simply. Then we have the following equations (112)–(q1p).
(112) α2 − β1 = 0,
(212) β2 − γ1 − 2
∑
p
h2pYp1 = 0,
(312) (α− δ)γ − βX2 + (γ − δ)X1 − β
2 −
∑
p
h2pZp1 = −c,
(113) α3 + 3βδ − αβ + βX1 = 0,
(213) β3 − αδ + γδ + (γ − δ)X1 − β
2 −
∑
p
h2pZp1 = c,
(313) βX3 + δ1 = 0,
(223) γ3 − 2βδ + 2
∑
p
h2pYp3 + (γ − δ)X2 − βγ −
∑
p
h2pZp2 = 0,
(323)
∑
p
h2pZp3 − δ2 − (γ − δ)X3 = 0,
(1p1) αp + βYp1 = 0,
(12p) βp + 2
∑
q,r
h2qφrqhrp + βYp2 + α
∑
q
φqph2q = 0,
(13p) − 2δh2p + βYp3 + αh2p − βXp = 0,
(22p) γp + 2
∑
q
h2qYqp − h2p2 −
∑
q
hqpYq2 + β
∑
q
φqph2q + γYp2 +
∑
q
h2qΓqp2 = 0,
(23p) δXp + βh2p − γXp +
∑
q
h2qZqp − h2p3 −
∑
q
hqpYq3 + γYp3 +
∑
q
h2qΓqp3 = 0,
(33p) δp + h2pX3 −
∑
q
hqpZq3 + δZp3 = 0,
(21p) βp +
∑
q,r
h2qφrqhrp − h2p1 −
∑
q
hqpYq1 + γYp1 +
∑
q
h2qΓqp1 = 0,
(31p) − δh2p + αh2p − βXp + h2pX1 −
∑
q
hqpZq1 + δZp1 = 0,
(32p) δXp + βh2p − γXp +
∑
q
h2qZqp + h2pX2 −
∑
q
hpqZq2 + δZp2 = 0,
(1pq) 2
∑
r,s
hrpφsrhsq − α
∑
r
φrphrq + α
∑
r
φrqhrp − βYpq + βYqp = −2cφpq,
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(2pq) h2pq +
∑
r
hrpYrq − β
∑
r
φrphrq − γYpq −
∑
r
h2rΓrpq − h2qp
−
∑
r
hrqYrp + β
∑
r
φrqhrp + γYqp +
∑
r
h2rΓrqp = 0,
(q1p)
∑
r
hrqφsrhsp − α
∑
r
φrqhrq − βYqp − hpq1
+h2qYp1 +
∑
r
hrqΓrp1 + h2pYq1 +
∑
r
hrpΓrq1 = cφpq.
Remark. We did not write (p2q), (3pq), (p3q) and (pqr) since we can not use them.
4. Formulas and Lemmas
Promise. In the following, we shall abbreviate the expression “take account of the coefficient
of θi in the exterior derivative of · · · ” to “see θi of d of · · · ”.
In this section we study the crucial case where β 6= 0. By (3.6) and (31p) we have
(4.1) βXp = (α− δ)h2p.
This and (13p) imply that
(4.2) βYp3 = δh2p.
The equation (3.9) can be rewrittened as
(4.3)
∑
q,r
(αhpq + cδpq)φqrhr2 = 0,
which, together with (4.2), implies
β
∑
q,r
(hpq − δδpq)Zq3 = δ
∑
q,r
(hpq − δδpq)φqrYr3 = 0.
Hence it follows from (33p) and (1p1) that
(4.4) δp = −h2pX3 and αp = −βYp1.
Thus by (4.4) and αpδ + αδp = 0 obtained from (3.2) we have
(4.5) βδYp1 = −αh2pX3,
and so
∑
p h2pZp1 = 0. By (4.2), we have
(4.6)
∑
p
h2pZp3 =
∑
p,q
h2pφpqYq3 =
δ
β
∑
p,q
h2pφpqh2q = 0.
From (3.6), (4.3) and (4.5) we have
(4.7) h2pX1 = 0.
Now we shall prove the following key lemma.
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Lemma 2. H(e2) ∈ span{e1, e2}
Proof. Suppose that h2p 6= 0. Then from (4.7) we have X1 = 0. We can select the vector e4
so that h24 6= 0 and h25 = · · · = h2,2n−1 = 0. We put e5 := φe4 and ρ := h24(6= 0). Note that
φ54 = 1. Then by (4.3) we have
h55 = δ, hp5 = 0 (p 6= 5).
Put p = 5 in (32p). Then by above equation and (4.1) we have X5 = 0 and so Z45 = 0. Thus
we have Y55 = 0. Furthermore, put p = q = 5 in (q1p). Then, since Γ551 = Y55 = 0, we have
(4.8) α1 = δ1 = 0.
Thus, from (313), (323), (4.6) and (112) we have
X3 = 0,(4.9)
α2 = δ2 = 0,(4.10)
β1 = 0.(4.11)
By (4.4) and (4.9) we have αp = δp = 0. Thus it follows from (1p1) that
(4.12) αp = δp = Yp1 = Zp1 = 0.
Now we put F = α, i = 1 and j = p in Lemma 1. Then, from (2.7), (4.8), (4.10) and (4.12)
we have
0 = α1p − αp1 =
∑
k
αkΓk1p −
∑
k
αkΓkp1 = α3(Γ31p − Γ3p1) = α3h2p.
Thus we have α3 = 0. Hence it follows from (4.8), (4.10) and (4.12) that α and δ are constant,
which, together with (113), imply
(4.13) α = 3δ.
On the other hand, seeing θ1 ∧ θ3 of d of θ23, we have
(4.14) X2 = −2β.
Thus, from (312) and (4.13) we have
(4.15) 2δγ + β2 = −c.
Seeing θ1 and θ2 of d of (4.15) and taking account of (4.8), (4.11) and (212), we have
(4.16) γ1 = 0, β2 = 0 and γ2 = 0.
Moreover, seeing θ5 of d of (4.15), we have
(4.17) δγ5 + ββ5 = 0.
From (3.5) and (4.12) we have
h2p1 −
∑
q
h2qΓqp1 = 0.
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This, together with (21p) and (12p), implies
βp + ρh5p = 0,
βp + 2ρh5p + αρφ4p + βYp2 = 0.
Put p = 4, 5, 6, . . . , 2n− 1 in above two equations to get
(4.18)
βp =
{
0 (p 6= 5)
−ρδ (p = 5)
, Yp2 =
{
0 (p 6= 5)
ρ(α − δ)/β (p = 5)
,
Zp2 =
{
0 (p 6= 4)
−ρ(α− δ)/β (p = 4)
.
Hence from (4.1), (4.2), (4.17) and (4.18) we have
(4.19)
Xp =
{
0 (p 6= 4)
ρ(α− δ)/β (p = 4)
, Yp3 =
{
0 (p 6= 4)
−ρδ/β (p = 4)
,
Zp3 =
{
0 (p 6= 5)
−ρδ/β (p = 5)
, γp =
{
0 (p 6= 5)
−ρβ (p = 5)
.
Now, by (213), (223), (4.15) and (4.19) we have
β3 = β
2 − γδ = −αγ − c = 3δ(δ − γ),
γ3 = 3βγ − 4ρ
2δ/β.
(4.20)
On the other hand, if we put F = β and γ in Lemma 1, then from (4.11), (4.12), (4.15),
(4.16), (4.18) and (4.19) we have
γβ3 + ρβ5 = 0,
γγ3 + ργ5 = 0.
(4.21)
Eliminating β3, β5, γ3, γ5, ρ and β from (4.17), (4.18), (4.20) and (4.21), we have
4γ2 − 6γδ − c = 0.
Consequently, γ is constant, which contradicts γ5 = ρβ. 
Owing to Lemma 2 the matrix (hpq) is diagonalizable, that is, for a suitable choice of a
orthonormal frame field {ep} we can set
hpq = λpδpq.
Then it is easy to see
R˜ξ = −((αλp + c)δpq),
S˜ = ({hλp − (λp)
2 +K}δpq),
(4.22)
where we put K = (2n + 1)c.
Here we shall sum up all equations obtained from Lemma 2.
From (4.1), (4.2) and (4.4) we have
(4.23) Xp = Yp1 = Zp1 = Yp3 = Zp3 = 0, αp = δp = 0.
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This, together with (3.3) and (3.4), imply
(β2 − αγ)1 = 0,(4.24)
(β2 − αγ − c)X1 = 0.(4.25)
Put p = q in (3.7). Then we have
(4.26) (αλp)1 = 0.
Moreover, from (112)–(32p) we have
α2 − β1 = 0,(4.27)
β2 − γ1 = 0,(4.28)
(α− δ)γ − βX2 + (γ − δ)X1 − β
2 = −c,(4.29)
α3 + 3βδ − αβ + βX1 = 0,(4.30)
β3 − αδ + γδ + (γ − δ)X1 − β
2 = c,(4.31)
δ1 + βX3 = 0,(4.32)
γ3 − 2βδ + (γ − δ)X2 − βγ = 0,(4.33)
δ2 + (γ − δ)X3 = 0,(4.34)
βp = 0,(4.35)
Yp2 = 0, Zp2 = 0,(4.36)
γp = 0.(4.37)
It follows from (q1p) and (3.7) that
(4.38) αβYpq = αλpλqφpq − α
2λpφpq + α1λpδpq − cαφpq.
From this and (2pq) we have
(4.39) β2(λp + λq)φpq − (λp − γ)(λpλq − αλq − c)φpq − (λq − γ)(λpλq − αλp − c)φpq = 0.
5. Proof of Main theorem
In this section we prove
Main Theorem. Let M be a real hypersurface of a complex space form Mn(c), c 6= 0 which
satisfies ∇ξRξ = 0. Then M holds RξφS = SφRξ if and only if M is locally congruent to one
of the following:
(I) in case that Mn(c) = PnC with η(Hξ) 6= 0,
(A1) a geodesic hypersphere of radius r, where 0 < r < pi/2 and r 6= pi/4,
(A2) a tube of radius r over a totally geodesic PkC(1 ≤ k ≤ n− 2), where 0 < r < pi/2 and
r 6= pi/4;
(II) in case that Mn(c) = HnC,
(A0) a horosphere,
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(A1) a geodesic hypersphere or a tube over a complex hyperbolic hyperplane Hn−1C,
(A2) a tube over a totally geodesic HkC(1 ≤ k ≤ n− 2).
Proof. First step. We prove β = 0.
Suppose that β 6= 0. It follows from (4.22) that (3.10) is equivalent to
(ρpσq − σpρq)φpq = 0,
where ρp = αλp + c, σp = hλp − (λp)
2 +K. Therefore if φqp 6= 0, then we have
(5.1) (λp − λq){−ch + αλpλq + c(λp + λq) + αK} = 0.
Here we assert that if φpq 6= 0, then λp = λq. To prove this, we assume that there exist
indices p and q such that
φpq 6= 0, λp − λq 6= 0.
First we prepare three Lemmas.
Lemma 3. (Kα2 − cαh)1 = 0.
Proof. From (5.1) we have
(α2K − αhc) + (αλp)(αλq) + c(αλp + αλq) = 0.
Lemma 3 follows from this and (4.26). 
Lemma 4. 4nαα1 − (αγ)1 = 0.
Proof. From (4.26) we have (α
∑
p λp)1 = 0. Combining this equation with h = α+ γ + δ +∑
p λp, we have
(α(h − α− γ − δ))1 = 0.
Eliminate h from this and Lemma 3. 
Lemma 5. (γ − δ − 2nα)α1 = 0 and (γ − δ − 2nα)β1 = 0.
Proof. From (4.24) we have 2ββ1 − (αγ)1 = 0. Hence it follows from Lemma 4 that
(5.2) 2nαα1 − ββ1 = 0.
On the other hand, by (4.32) and (4.34) we have (γ − δ)δ1 − βδ2 = 0, and therefore (γ − δ)α1 −
βα2 = 0. Thus Lemma 5 follows from (4.27) and (5.2). 
We need to consider four cases.
Case I : Suppose that α1 6= 0 and X1 = 0. Owing to Lemma 5, we have γ− δ− 2nα = 0. Seeing
θ3 of d of this equation and making use of (4.29), (4.30) and (4.33), we have
(5.3) 2nα2(2nα2 − δ2 + 2nc) + β2{3δ2 + (6n + 4)c − 2nα2} = 0.
Seeing θ1 of d of (5.3) and taking account of (3.2) and (5.2), we have
(5.4) 4n2α4 + 2nα2{3δ2 + (8n + 4)c} − β2(3δ2 + 2nα2) = 0.
Eliminating β from (5.3) and (5.4), we have a polynomial of degree four with respect to δ
containing the term 12nα2δ4 6= 0. This shows that δ is constant since αδ + c = 0, which
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contradicts the assumption of Case I.
Case II : Suppose that α1 6= 0 and X1 6= 0. By (4.25) we have
β2 − αγ − c = 0.
Then from (4.39) we have
(−λpλq + 2c)(λp + λq) + 2(α+ γ)λpλq − 2cγ = 0.
Multiply above equation by α3 and see θ1 of d of this equation. Then, from Lemma 4 and
(4.26) we have
c(αλp + αλq − αγ) + (2n + 1)(αλp)(αλq)− 2cnα
2 = 0.
Again, seeing θ1 of d of above equation, we have cnαα1 = 0, which is a contradiction.
Case III : Suppose that α1 = 0 and β
2 − αγ − c 6= 0. From (4.24), (4.25), (4.27), (4.28), (4.32)
and (4.34) we have
(5.5) δ1 = α2 = δ2 = X3 = β1 = γ1 = β2 = X1 = 0.
Seeing θ2 ∧ θ3 of d of θ23 we have β3 − 2β
2 = γδ + 2c, which, together with (4.31) and (5.5),
imply
αδ − γδ − β2 = γδ + c.
Substituting of (4.14) and (5.5) into (4.29) we have
(5.6) αγ − γδ + β2 = −c.
Eliminating β from above two equations, we have
(5.7) αδ − 3γδ + αγ = 0.
Seeing θ2 of d of (5.6) and (5.7), we have (α − δ)γ2 = 0 and (α − 3δ)γ2 = 0. Hence we have
γ2 = 0.
Now put F = α, β, γ and i = 1, j = 2 in Lemma 1. Then, we have
α3γ = β3γ = γ3γ = 0.
If γ 6= 0, then from (4.14) and (4.33) we have a contradicton. Thus γ = 0, which contradicts
(5.7).
Case IV : Suppose that
α1 = 0,(5.8)
β2 − αγ − c = 0.(5.9)
Seeing θ2 of d of (5.9), we have
(5.10) (β2 − αγ)3 = 2ββ3 − γα3 − αγ3 = 0.
From (4.29)–(4.31), (4.33) and (5.9) we have the following:
− δγ − βX2 + (γ − δ)X1 = 0,(5.11)
α3 + 3βδ − αβ + βX1 = 0,(5.12)
β3 + (γ − δ)X1 + γδ − αγ − c = 0,(5.13)
γ3 − 2βδ + (γ − δ)X2 + βγ = 0.(5.14)
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Substituting of (5.12)–(5.14) into (5.10) we have
(δ − γ)(X1 − 4α) = 0,
by virtue of (5.11). If δ = γ, then by (5.9) we have a contradiction. Thus
(5.15) X1 = 4α.
Substituting of this equation into (5.11)–(5.13) we have
βX2 = 4α(γ − δ)− δγ,(5.16)
α3 + 3βδ + 3αβ = 0,(5.17)
β3 + 3αγ − 3αδ + γδ = 0.(5.18)
It follows from (4.33), (5.9) and (5.16) that
(5.19) αγ3 + β(3αγ − 6αδ − γδ) = 0.
From (4.32), (5.2) and (5.8) we have X3 = 0 and β1 = 0 and therefore α2 = δ2 = 0 because of
(4.27). Hence, seeing θ1 of d of (5.9), we have γ1 = 0, and so β2 = 0.
Now put F = α and β in Lemma 1. Then we have
α3(γ +X1) = 0, β3(γ +X1) = 0.
If γ +X1 6= 0, then we have α3 = β3 = 0. It follow from (4.23) and (4.35) that α, β and δ are
constant and that αi = βi = 0 for i = 1, 2. Furthermore, by (5.9) we see that γ is constant.
Thus from (5.17)-(5.19) we have
α+ δ = 0,
3αγ − 3αδ + γδ = 0,
3αγ − 6αδ − γδ = 0.
Hence, by (3.2) and (5.9) we have α2−c = 0 and 2β2+c = 0, which is a contradiction. Therefore
X1 = −γ, which, together with (5.15), implies γ = −X1 = −4α. Thus it follows from (5.17)
that γ3 = −4α3 = 12β(δ + α). Hence from (5.19) we have a contradiction αδ = 0.
Consequently, for all p, q such that φpq 6= 0, we have λp = λq. We take p, q such that φpq 6= 0
and put λ := λp = λq. Then by (4.39) we have
(5.20) β2λ− (λ− γ)(λ2 − αλ− c) = 0.
From (1pq) and (4.38) we have
(5.21) λ2 + αλ+ c = 0.
Seeing θ1 of d of above equation, we have λ1 = 0. This and (4.26) imply α1 = δ1 = 0. Thus
it follows from (4.32), (4.34) and (4.27) that X3 = α2 = δ2 = β1 = 0. Substituting (5.21) into
(5.20) we have β2− (λ− γ)λ = 0. Hence seeing θ1 of d of this equation, we have γ1 = 0. Thus,
from (4.28) we have β2 = 0. On the other hand, from (5.21) we have
β2 − αγ − c = β2 + λ2 6= 0.
Thus by (4.25) we have X1 = 0. Therefore by the same argument as that in Case III, we have
a contradiction. Consequantly we proved β = 0.
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Second step. From (1pq) we have
α(2λpλq − αλq − αλp − 2c)φqp = 0.
It follows from (q1p) and (3.7) that
(λpλq − αλp − c)φpq = 0.
From above two equations we have
(5.22) α2(λq − λp)φpq = 0.
The equations (312) and (213) imply
(α− δ)γ + (γ − δ)X1 = 0,
(γ − α)δ + (γ − δ)X1 = 0.
(5.23)
From above two equations we have
(γ − δ)(α + 2X1) = 0.
If γ 6= δ, then α+ 2X1 = 0 and so X1 6= 0. Then by (3.4) we have a contradiction
αγ + c = α(γ − δ) = 0.
Thus we have γ = δ. From this and (5.23) we have α = γ. Hence it follows from (5.22) that
Hφ = φH. Owing to Okumura’s work or Montiel and Romero’s work stated in the Introduction,
we complete the proof of our Main Theorem. 
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