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ABSTRACT
Orientable Single-Distance Codes for Absolute Incremental Encoders
Kristian Brian Sims
Department of Computer Science, BYU
Master of Science
Digital encoders are electro-mechanical sensors that measure linear or angular position
using special binary patterns. The properties of these patterns influence the traits of the resulting
encoders, such as their maximum speed, resolution, tolerance to error, or cost to manufacture. We
describe a novel set of patterns that can be used in encoders that are simple and compact, but
require some initial movement to register their position. Previous designs for such encoders, called
absolute incremental encoders, tend to incorporate separate patterns for the functions of tracking
incremental movement and determining the absolute position. The encoders in this work, however,
use a single pattern that performs both functions, which maximizes information density and yields
better resolution.
Compared to existing absolute encoders, these absolute incremental encoders are much
simpler with fewer pattern tracks and read heads, potentially allowing for lower-cost assembly of
high resolution encoders. Furthermore, as the manufacturing requirements are less stringent, we
expect such encoders may be suitable for use in D.I.Y. “maker” projects, such as those undertaken
recently by our lab.
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Chapter 1
Introduction

1.1

Digital Encoders

Digital position encoders are electronic sensors used to measure position or motion and are used
in applications from mouse wheels to printers to industrial robotics. As human input devices, they
offer high reliability, precision, and robustness. Recently, we explored the implications of input
devices that are up to a hundred times larger than their conventional counterparts to see how users
reacted [1]. However, building a functional version of these devices is not necessarily something
that can be done with off-the-shelf parts. So, we sought to design an external position encoder
that could be built on the structure of the devices themselves. This encoder would have to be
mechanically and electrically simple, scalable to large designs with high resolution, and easy to
assemble with relatively low-precision techniques while still yielding high-precision results.
Digital encoders work by reading a pattern embedded in a disk or track that represents the
encoder’s state. The pattern can be a series of markings or slits, detected optically; an arrangement
of magnetic poles, read magnetically; or a set of electrical contacts that mechanically complete a
circuit. In each case, the resolution of the encoder is defined as the number of distinct states
represented by the pattern. Encoders are generally divided into two categories: absolute encoders
and relative encoders. An absolute encoder reports its absolute position through its entire range
of motion, and its pattern has a unique representation for each step. A relative (or incremental)
encoder only outputs a simple repeating signal as it is moved, and the steps it takes are counted
to keep track of the position being measured.
Figure 1.1 shows how a relative encoder can be built. Two sensors called “read heads” move
relative to the pattern. In Figure 1.1a, the sensors, represented as blue and red circles, each read
from their own track in the pattern. For these examples, white is represented as 0 and black as
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1. As the read heads move along the pattern, the pattern changes such that the read heads detect
changes one after the other (never both at once), as shown in Figure 1.1c. The order in which the
transitions occur indicates the direction of the movement. Figure 1.1d shows the order of the states
for left-to-right motion. Right-to-left motion would cause state transitions in the opposite direction
of the arrows. The two read heads can also be arranged to read from the same track spaced in such
a way that the output is exactly the same, as shown in Figure 1.1b. This is called a single-track
relative encoder.

(a) Two-track relative encoder

(b) Single-track relative encoder

AB=00

10

01

11

A

B

(c) Output of both (a) and (b)

(d) Relative encoder states for left-to-right motion

Figure 1.1: Design and operation of a relative encoder. The read heads are represented by red and
blue circles.

This pattern of successive bit toggles is called a Gray code, specifically a two-bit binary
Gray code. Gray codes, for binary numbers, are orderings of n-bit binary strings arranged such
that neighboring strings differ by only one bit. This property is useful in digital encoders because
it provides an unambiguous signal when a transition occurs (Figure 1.1c); if multiple bits change at
once there is a possibility of reading erroneous intermediate states. While natural binary encoders
exist that accept this risk or manage it with software, in encoders intended for high-speed motion
or low-latency operation, use of a Gray code pattern is critical.
Gray codes are used in both relative and absolute encoders, but unlike relative encoders,
1

Part of the pattern wheel on the left is removed to show the light source behind it. In a functioning encoder, the
pattern goes all the way around for continuous operation.
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(a) Disassembled encoder1

(b) Zoomed view of Gray code

Figure 1.2: Internals of a 13-bit absolute encoder

absolute encoders report the exact state of the encoder at all times. They accomplish this by
increasing the number of read heads and pattern tracks, using either natural binary code or an nbit binary Gray code, as shown in Figure 1.2b and Figure 1.3a. Figure 1.2 shows a 13-bit absolute
encoder, with a resolution of 8192 ticks. Manufacturing an encoder with so many tracks and sensors
is more challenging and expensive than a two-track relative encoder. However, it is also possible
to design an absolute encoder with a single track, where the string for each state overlaps the
next [2]. To make this possible, a pattern is constructed in which every substring of length n is
unique, such as a DeBruijn sequence. A DeBruijn sequence is a cyclic sequence of length 2n in
which all length n strings are present exactly once as a contiguous subsequence. For example, in
the sequence 0000101101001111, all possible subsequences of length 4 are represented exactly once,
and the total length of the sequence is 24 = 16. A single-track absolute encoder built with this
sequence is shown in Figure 1.3b. Each offset for the four read heads yields a different reading,
which can be translated back into the index in the sequence, which is the position of the sensors
along the track. This concept is the basis for the large body of previous work in simplifying and
miniaturizing absolute encoders over several decades.

(a) Four-track absolute encoder

(b) Four-bit single-track absolute encoder

Figure 1.3: Two designs for a four-bit absolute encoder
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1.2

Related Work

Early work in single-track absolute encoders focused on algorithms that could be used for generating
and translating the sequences used to make a high-resolution encoder, as it was not practical at the
time to store all possible values in ROM. The first of these generated a binary sequence in which each
element was the parity of the Hamming weight (the number of 1 bits) in the binary representation of
its index [2]. This sequence was not a DeBruijn sequence, but it had other combinatorial properties
that allowed it to be used for an encoder, albeit less efficiently. For an integer n, the sequence
would have a length of exactly 2n − 1; and with 2n + 1 specifically arranged heads the input could
be translated back into a position.2 This method was quickly supplanted, however, by Petriu’s use
of linear-feedback shift registers (LFSRs), which can also generate a sequence of length 2n − 1 for
n-length binary subsequences but only need n read heads to recover position [21, 31]. An LFSR,
shown in Figure 1.4, is a state machine that holds its state in a shift register and advances by
shifting in a new bit determined by a linear function (typically XORs) on its previous state. The
advantage of LFSRs is that they can both generate a sequence and translate it back. This was
done by iterating the input pattern through a reverse LFSR until the initial condition was reached,
and the number of steps taken was the position of the encoder [21, 22]. The sequence produced
by an LFSR is called a pseudorandom binary sequence (PRBS), which has the same combinatorial
properties as a DeBruijn sequence, but is not the full length of a DeBruijn sequence. Encoders
based on these sequences are likewise called PRBS encoders.
2

This n is not to be confused with the number of tracks n in the next chapter, as these are single-track encoders.
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Figure 1.4: Example of a 16-bit LFSR

Figure 1.5: Early PRBS encoder

Petriu also suggested truncating a PRBS to make encoders with resolutions that did not
fit 2n − 1, but this required a second track solely to signal where the discontinuity was on rotary
encoders [21]. This “seam track” contained a single 1 where the seam occurred, and was monitored
by a set of read heads that could detect the position of the seam when it was in range as shown in
Figure 1.5. So, n heads were needed to read the code track, and another n−1 heads to keep track of
the seam, totaling 2n − 1 heads for up to 2n − 1 regions. Figure 1.5 shows a 25-step rotary encoder
that follows this design: 5 code heads are present on the outside track, with another 4 heads on the
inside track. Compared to newer solutions, including the one in this work, this is not a favorable
number of read heads to achieve a given resolution. Tomlinson offered an alternative to this method
by demonstrating that it is possible to construct an encoder with a shift register sequence of any
length, distinguishing an arbitrary number of regions up to 2n − 1 with only n read heads [31]. This
was done by recognizing certain states in hardware and jumping the sequence ahead to compatible
states to achieve the target length. More recently, it has also been demonstrated that a Galois
LFSR can be used to make arbitrary length sequences without such a brute force solution [4, 13].
All of these early solutions did not use a Gray code, so the encoders were susceptible
to errors when transitioning between states. Petriu addressed this by adding a second track for
synchronization [23, 25], which was used to trigger the sensor when the heads were aligned. The
synchronization track was a one-track Gray code, so it also could function independently as a
relative encoder. Another notable feature of this solution was that it allowed for the code to be
read bit-by-bit with a single head and recorded in a shift register, so fewer sensors were needed.

5

As a result, the encoder functioned as a relative encoder until enough bits were read to decode the
absolute position, making this an “absolute incremental encoder.” This was the first encoder of its
kind, and the most similar to the work presented in this thesis.
A linear encoder of this type was used in the designs for an automated guided vehicle
(AGV), shown in Figure 1.6 [25]. Note the three sensors, labeled AUT, VER, and x(n); AUT and
VER are offset by half a division, as in Figure 1.1b. However, the synchronization track still had
two read heads, which provided alignment for the code track and indicated the direction of travel
to the sensor. In practice, when the movement direction changed, the register was flushed and the
code had to be reassembled from nothing [25]. It was later suggested that this could be avoided by
using two code reading heads, as the code could be shifted and assembled from either side [3, 7, 28].
In addition, the trailing head could be used to double-check the position measured by the leading
head [28].3 This would be the last major improvement to externally synchronized PRBS encoders.
While there were a few small ideas developed to make them more efficient [18, 24, 26], they received
little attention after the invention of single-track Gray codes.

Figure 1.6: Absolute incremental encoder on AGV

Figure 1.7: Single-track Gray code

Single-track Gray codes are identical in function to ordinary absolute Gray code encoders
and early PRBS encoders in that they have enough read heads to measure absolute position immediately, without moving to scan. But unlike classic absolute encoders, they only need one track
3

This was first published by Ross [28] in 1989, but Arsić and Denić came to the same conclusion 1993, seemingly
independently [3, 7].
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of code to do so; and unlike the PRBS encoders, they still output a Gray code. Only one bit
changes at a time, and no external synchronization is needed. Effectively, a single-track Gray code
is a Gray code where each bit reads a cyclically shifted version of the same code, so the encoder
can be constructed by spacing the read heads appropriately about the pattern.4 Such a code had
been considered before,5 but it was not known whether these codes existed until a 1994 patent
was registered that showed several examples like Figure 1.7 [30]. Later work [11, 15] defined these
sequences on a more mathematical basis, but it is unclear whether they were aware of the patent
at the time.
Recent work in digital encoders focuses on changing the nature of the sensor used for reading
the pattern as electronics have become more advanced and accessible. This began with the use
of photodetector arrays with hundreds of sensors instead of discrete photodiodes, coupled with
signal processing algorithms to extract the estimated signal period and the underlying signal [8, 9].
Another project uses a high-speed CCD to capture a low-resolution image of the pattern area
and extracts the code using image processing, although the speed at which this method works
is limited [10]. Yet another proposes using colored patterns and sensors in order to create a
base-5 code and increase spatial efficiency, hoping to make smaller sensors [19]. Some of these
recent developments also signal interest in the information theory side of digital encoders. They
acknowledge the value of adding more tracks in order to require fewer sensors along one track, as
some take in 2 steps of n tracks [6, 10]. Also considered are methods to increase information density
in patterns by using graph theory to create the code instead of LFSRs [6, 10, 19].
In the context of very large input devices, sensor arrays at the scale of meters or greater
would be expensive to produce as a single printed circuit board and difficult to align precisely
otherwise. Thus, single-track Gray codes like Figure 1.7 are not suitable for this application, as they
require evenly spaced sensors about the entire pattern. Encoders made in the past for automated
guided vehicles (AGVs) like the one shown in Figure 1.6 [24, 25] or proposed for observatory
domes [17] consist of a self-contained sensor module that moves relative to a large pattern. We
propose an encoder similar to these and to other recent many-track solutions [6, 10], but with only
one sensor along each track, as in Figure 1.1a and Figure 1.3a. This allows for the simplest and most
4

This is mostly only practical for rotary encoders, as the sensing apparatus on a linear encoder is the length of
the whole track, which then has to be repeated on each end to be read entirely as it moves around.
5
See: https://www.math.uni-bielefeld.de/~sillke/PROBLEMS/gray
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compact sensor array. Also, a single sensor array can be used with any resolution pattern, as the
pattern does not have to line up with the spacing of sensors reading from the same track. Previous
designs might accommodate this by replacing the two-head one-track synchronization track with
a two-head, two-track encoder (Figure 1.1a). Still, these encoders only have one code track, so
relatively more positions must be read to obtain enough information for initialization. In the next
chapter, we present a novel design for an encoder that uses all tracks as both synchronization and
code tracks, optimizing for a quicker initialization. Such a design presents unusual challenges, most
importantly how to detect direction of movement without a traditional synchronization signal. Our
design solves this problem in a way that no previous absolute incremental encoder has.

8

Chapter 2
Orientable Single-Distance Codes for Absolute Incremental Encoders

The following is a paper to be submitted to the IEEE Sensors Journal, with some figures
that are already present in the previous chapter omitted, and some others added that will be too
large for the IEEE format, but are nonetheless informative.

Abstract
Absolute incremental encoders are a simple, compact alternative to absolute encoders that cannot
read absolute position on power up until some initial movement is made. In this paper we present an
algorithm to produce optimized codes that can be used in absolute incremental encoders with three
or more tracks. Instead of the traditional separate absolute and incremental parts, the encoders use
all tracks for a single-distance code that maximizes information density and yields higher resolution
with fewer tracks and shorter initialization windows than previous methods. Additionally, the codes
are orientable, so each subsequence is unique whether it is read forwards or backwards, allowing
for direction to be embedded in the sequence itself instead of in a separate quadrature signal. Once
position is detected for the first time, the encoder can operate as a relative encoder for speed and
efficiency, tracking the position relative to the known starting point. The absolute position can
also be checked for the purpose of detecting and correcting possible errors.

2.1

Introduction

Digital encoders are sensors that measure position or motion and output the measurement as a
digital signal. They are ubiquitous in devices with moving parts, from computer mice and printers
to cars and industrial machinery. Digital encoders (or just encoders) typically consist of a set of
sensors or contacts (“read heads”) that move relative to a pattern (“code,” sometimes called the
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“code wheel” in rotary-type encoders). The pattern is designed in such a way that the output of
the sensors can be interpreted to obtain the changes to position of the encoder, or the position
itself.
Encoders that only measure motion but not absolute position are called incremental encoders, relative encoders, or quadrature encoders. Incremental encoders output a signal that repeats many times over the full range of motion of the encoder, which is usually encoded with only
two binary outputs. The read heads are often arranged to read from a single pattern with staggered
spacing, as shown in Figure 1.1b. The order in which these read heads are triggered indicates the
direction of motion, and the number of pulses can be counted to measure displacement, which is
sufficient for many applications.
Absolute encoders, on the other hand, measure absolute position, and always present a
unique signal for each step in their range of motion. These encoders are more expensive and
complex to manufacture than incremental encoders, as they require at least n sensors in order to
distinguish up to 2n unique states, and often incorporate a pattern or code wheel with n separate
tracks as well. The number of unique states an absolute encoder can output determines its maximum
resolution, while an incremental encoder is only limited by the resolution of its sensors. This pattern
is often an n-bit Gray code, meaning adjacent states in the encoder differ in exactly one bit at a
time. This is advantageous because each transition from one position to another is clearly signaled
by a change in the output of one read head, and there are no ambiguous states between discrete
positions in which one read head is updated before another. There has also been work done to
reduce the number of tracks in absolute encoders [10, 32], although these approaches either have a
lower resolution than 2n or they cannot preserve the Gray code property, which reduces the speed
at which they can be reliably used. Of course, these encoders still require at least n read heads,
which may be distributed at various positions along the circumference of the code wheel’s tracks.
Most encoders fall under these two categories, but this work focuses on hybrid encoders
that can always be used to measure relative position, but also provide absolute position under
specific circumstances. These are called absolute incremental encoders, also known as quasi-absolute
encoders or locally-initializing incremental encoders. There are many different ways to design these,
but the predecessors for this work are designed with a simple one- or two-track incremental encoder
combined with a third track that embeds absolute position such as a shift register sequence or other
10

non-repeating sequence [16, 22]. The sequences are chosen such that any subsequence of a certain
length occurs only once in the sequence. By reading a series of bits from the third track, the position
can be extracted by searching for the subsequence in a lookup table or running the corresponding
shift register until a match is found.
In this paper we present an algorithm to produce optimized codes that can be used in absolute incremental encoders with three or more tracks. Instead of separate absolute and incremental
parts, the encoders use an n-bit single distance code (Gray code) that maximizes information density and yields higher resolution with fewer tracks and shorter initialization windows than previous
methods. Additionally, the codes can be made to be orientable, so each subsequence is unique
whether it is read forwards or backwards, allowing for direction to be embedded in the sequence
itself instead of in a separate quadrature signal. Once position is detected for the first time, the
encoder can operate as an incremental encoder for speed and efficiency, tracking the position relative to the known starting point. The absolute position can also be checked for the purpose of
detecting and correcting possible errors.

2.1.1

Related Work

Absolute incremental encoders have been proposed in the past to address the high cost and expensive scaling of traditional absolute encoders [17, 25]. Early examples were essentially incremental
encoders with a number of fixed reference points that provide an absolute position [14]. They were
followed by designs that added a new track (the “code track”) to incremental encoders (the “sync
track(s)”) which embedded pseudo-random binary sequences (PRBS’s) that could be read bit-bybit to extract the absolute position [16, 22]. These sequences were produced and interpreted by
linear-feedback shift registers (LFSR’s), and had a period of 2k − 1, where k represents the number
of bits in the shift registers. Once the encoder had registered k consecutive bits, the shift register
would run in reverse to determine the absolute state of the encoder.
Single-track Gray code encoders are absolute encoders that read a single-track pattern with
sensors distributed along the track, and the resulting signal is a Gray code [11, 29, 30]. The number
of sensors required for a given resolution varies greatly; the sequences may have a period of up to
2n − n if n is a power of 2 [11], but if a period of some 2n is desired then up to 2n sensors may be
needed [32]. However, recent work has shown that a 2n period two-track encoder can be constructed
11

that requires only n + 1 read heads [32]. As these are absolute encoders, they do not require initial
movement to determine their position. However, their read heads need to be precisely placed along
the code track, which can make them more difficult to assemble than less complex encoders.
Some recent work in encoders has focused on the use of CCD imaging sensors that can
read multiple tracks and multiple elements with a single sensor [10, 27]. These allow for easy
utilization of alternative encodings [10] and are less sensitive to alignment. However, they require
more processing power and are slower than sensor-based encoders, so they are not necessarily suited
for high-speed applications.
Finally, some recent work has proposed alternative patterns with discrete sensors that distinguish themselves by using multiple sensors on each of multiple tracks [6, 10, 20]. These more
complex encoders are absolute encoders, not absolute incremental encoders, so these designs have
the advantage that they can immediately detect absolute position on power-up. However, these
projects share this work’s core assertion that an optimal pattern can be described by its properties
and assembled via graph search. For their respective arrangements of sensors, they enumerate all
of the possible states that could be detected, and then assemble a graph of the states with edges
connecting states that could be adjacent. A Hamiltonian cycle over such a graph yields a contiguous sequence made of all the states, and this sequence can be used in an encoder with a lookup
table to provide translation. Unfortunately, this method does not scale well for high-resolution
codes, as the Hamiltonian cycle problem is NP-complete. One of the contributions of this work is
to demonstrate how this problem can be approached by searching for an Eulerian cycle on a similar
graph, which can be done much more quickly.

2.2

Sequence Properties

As stated above, our goal is to design a digital encoder that is mechanically simple, asynchronously
readable, and scalable to any resolution. The design we propose is simpler than absolute encoders
because it can be made with as few as three code tracks, and simpler than recent proposed encoders
described above because each track only has one read head. Read heads arranged along the length
of a track require more precision in design and assembly, as they must be spaced precisely to match
the pattern they are to read. Additionally, the spacing of these read heads generally fixes the
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resolution for the encoder; a smaller or larger pattern cannot be substituted without changing the
sensor. Without such a constraint, we can assume that a single sensor assembly is suitable to
be paired with any pattern wheel with the corresponding number of tracks, which offers greater
flexibility in manufacturing and assembly.
Obviously, with as few as three sensors overall, the encoder can only detect as few as 23 = 8
individual states at any moment. In order to scale to higher resolution, we gather extra information
from successive elements in the pattern. By ensuring that any k-length sequence of states is unique,
we can determine the absolute position of the encoder after reading k states. However, there are
restrictions on which elements can be neighbors in such a pattern. First, though it may be obvious,
subsequent elements must be different from each other. If two neighboring elements were the same,
they would be undetectable to the sensors reading them, as there would be no change in the sensors’
states to register any motion. Second, an element cannot be equal to another element two positions
away from itself, i.e., no code track can have two state changes without some other track changing
first. If this condition were violated, it would be impossible to distinguish movement through three
successive positions from movement that stops and reverses direction.
Finally, we require that subsequent elements differ from each other by exactly one binary
bit. This constraint allows the encoder to operate asynchronously, as each transition registered
by any of the read heads indicates that the encoder has moved exactly one step. Sequences with
this property are often called Gray codes, but as a Gray code is formally an ordering on a set of
binary tuples, we use the term “single-distance code.” Like traditional incremental encoders, our
encoder can efficiently measure relative position by simply counting the number of times any read
head registers a transition. Recall that if the same read head registers two successive (opposite)
transitions, it is clear that the encoder’s motion has reversed and moved a total of zero steps. In
this case, the direction of the count is reversed and the counting continues.
However, unlike normal incremental encoders, the direction of motion is not intrinsically
connected to the state of the encoder. That is, the repeated two-bit quadrature code in incremental
encoders has a fixed succession (00 → 01 → 11 → 10 → 00), and whether the states of the read
heads follow this indicate whether the encoder is moving forwards or backwards (Figure 1.1). The
sequences presented in this paper do not have such a constraint, so while changes to direction
can be immediately detected, we must derive the initial direction some other way. We use the
13

same method as we do for absolute position, recognizing a complete k-length subsequence and
simultaneously looking up its position and orientation. This places an additional requirement
on the subsequences used to determine absolute position, as they must be uniquely recognized
regardless of what direction the encoder moves while reading them. So, we must require that every
k-length subsequence be unique such that it only occurs once in the complete sequence and its
reverse not be present at all.
Formally, the sequence described above is a cyclic m-length sequence S of binary n-tuples
denoted by xi with 1 ≤ i ≤ m with the following properties:
1. The single-distance property: For all 1 ≤ i ≤ m, H(xi , xi+1 ) = 1, where H(a, b) is the
Hamming distance operator. Note that, as S is cyclic, xm+1 = x1 .
2. The encoder property: For all 1 ≤ i ≤ m, xi 6= xi+2 .
3. The window property: For a given k ≥ 3, let Sj represent the k-length subsequence in S
starting at xj :
Sj = (xj , xj+1 , . . . , xj+k−1 ) for 1 ≤ j ≤ m .
Again, as S is cyclic, xi = xi−m for i > m. The window property specifies that all “windows”
Sj are unique in S, so Si 6= Sj ∀ 1 ≤ i < j ≤ m. Note that these subsequences are overlapping,
not concatenated, so the last k − 1 elements of Sj are the same as the first k − 1 elements of
Sj+1 .
4. The orientable property [5]: An extension of the window property, the orientable property
requires that the reverse of every window not be present in S, so Sj−1 ∈
/ S ∀ 1 ≤ j ≤ m where
Sj−1 = (xj+k−1 , xj+k−2 , . . . , xj ).
5. Maximum length: For any given n ≥ 3 and k ≥ 3, there is a limited number of valid
subsequences that can be created, and a smaller number of subsequences that can coexist
in a sequence due to the constraint of the orientable property. A sequence that contains as
many valid subsequences as possible is said to be a maximum-length sequence, and it will
have length equal to the number of subsequences that comprise it.
In the next section, we describe an algorithm to find such a sequence for any n ≥ 3, k ≥ 3.
Sequences derived with this algorithm have the maximum theoretical length, being half of the
14

number of possible subsequences (a sequence with all possible subsequences would not satisfy the
orientable property). We can enumerate the possible subsequences constructively:
1. The first element of a subsequence can be any of 2n binary n-tuples.
2. The second element will differ from the first in exactly one of n bits.
3. Each of the remaining k − 2 elements differ from the previous in one of n − 1 bits, as the bit
that changed to create that previous element cannot be changed twice in a row.
Iterating over every combination of these choices gives us 2n n(n − 1)k−2 possible subsequences. As
half of these must be left out to satisfy the orientable property, the final length of the sequence is
2n−1 n(n − 1)k−2 ,

which is much greater than 2n (recall that n and k are both greater than 3), even while only
requiring n tracks and n read heads.

2.3

Sequence Construction

The following list outlines the generation of a graph and a search algorithm that can be used to
generate a sequence that satisfies all the above constraints. The process is described in more detail
afterward, along with some of the rationale that supports it.
1. Construct a directed hypercube graph that represents legal transitions for the sequence. Edges
on this graph represent potential pairs of sequence elements.
2. Generate a new graph with a vertex for every edge in this hypercube graph and edges for
successive pairs of edges in the hypercube. This is called the line graph of the hypercube
graph, and its edges represent 3-length subsequences of elements.
3. Some edges in the line graph represent subsequences that would violate the encoder property;
these are removed. If the desired window length k is greater than 3, apply the line graph an
additional k − 3 times, as each line graph has a k one greater than its predecessor.
4. Each edge in the final graph represents a k-length subsequence in the desired encoder sequence.
However, to be able to enforce the orientable property, we make a table relating each edge
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with the edge that represents its subsequence’s reverse.
5. Find a cycle in the graph, marking each edge and its reverse subsequence’s edge as traveled
as the search progresses.
6. Find more cycles starting at vertices in the path as before, splicing in the cycles to the original
until no edges are untraveled.
7. Travel the final cycle and compose the subsequences in order into a complete sequence.

2.3.1

Hypercube Graphs

We begin with an n-cube digraph, Qn , as shown in Figure 2.1. The vertices V (Qn ) of this graph is
the set of all binary n-tuples (b1 , b2 , . . . , bn ) where bi is 0 or 1. The edges E(Qn ) are ordered pairs
of binary n-tuples (u, v) such that u and v differ in exactly one bit. Naturally, this is a symmetric
relationship, and the resulting graph is symmetric as well. A directed graph D is symmetric if every
edge in D is reflected by another edge connecting the same vertices in the opposite direction, so
(u, v) ∈ E(D) ⇐⇒ (v, u) ∈ E(D). Qn is n-regular, as every vertex has in degree and out degree
equal to n, corresponding to the n.
The labels for these vertices are used in the algorithm and correspond to the binary n-tuples
that constitute the final sequence. The edges represent valid successions in the specified sequence
according to the single-distance property, or more specifically, 2-length subsequences. In fact, the
sequence as a whole can be described as a cycle on the underlying1 n-dimensional hypercube graph
in which no edge is traversed twice in a row, and every possible ordering of k adjacent vertices are
visited exactly once. This interpretation serves as motivation for the next step, as the line graph
operator is a natural means of solving this problem.

2.3.2

Line Graphs

The line graph L(G) of a graph G is a graph that contains a vertex for each edge in G, with vertices
adjacent in L(G) if the corresponding edges in G share a vertex. For a directed graph D, L(D)
has a vertex for every directed edge, i.e., V (L(D)) = E(D). In L(D), a directed edge connects
1

The underlying graph of a digraph D is an undirected graph with the same vertex set and an edge in place of
every directed edge or pair of symmetric directed edges in D. The underlying graph to an n-cube digraph is the
canonical n-cube graph.
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Figure 2.1: A 3-cube digraph, Q3 , with one edge labeled.
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vertex u to vertex v if the corresponding edges in G are adjacent such that the head of u is the
tail of v. That is, if u = (a, b) and v = (c, d) are edges in L(D) with a, b, c, d as vertices in D,
(u, v) ∈ E(L(D)) ⇐⇒ b = c.
Intuitively, these new edges in L(D) can be considered compound edges in D, composed
of two successive edges that make a 2-length path in D. Recall that an edge in the hypercube
corresponds to a 2-length subsequence of two adjacent sequence elements. Thus, an edge in the line
graph of a hypercube corresponds to a 3-length subsequence, the union of two successive 2-length
subsequences. To highlight this, we label the edges in our line graphs as (a1 , a2 , . . . , ak , bk ) where
k is the number of elements in the subsequences corresponding to vertices a and b. Note that
successive subsequences overlap in all but one element, so ai+1 = bi for 1 ≤ i ≤ k − 1. Figure 2.2
illustrates this relationship on a portion of L(Q3 ).
2.3.3

Single-Distance Encoder Graphs

As Qn is symmetric, each vertex L(Qn ) will be connected to exactly one other vertex by symmetric
pairs of edges.2 For each of these vertices, the vertex it is symmetrically connected to represents
its reverse subsequence, as these pairs of vertices were formed by pairs of symmetric edges in Qn
(see Figure 2.3). These symmetric edges in L(Qn ) represent invalid subsequences that violate
the encoder property and thus are undesired. We delete these edges and designate the result the
single-distance encoder graph for k = 3, A3n (Figure 2.4).3

V (A3n ) = V (L(Qn )) = E(Qn )
E(A3n ) = {(u, v) ∈ E(L(Qn )) | (v, u) ∈
/ E(L(Qn ))}
Every edge in A3n represents a valid 3-length subsequence, and by the nature of its construction, every possible valid 3-length subsequence is represented. If a sequence with k > 3 is desired,
we apply the line graph operator another k − 3 times, resulting in a single-distance encoder graph
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Figure 2.2: A subgraph of L(Q3 ). Edges represent an ordering of three successive vertices in Q3 .
Note that the label for each edge is the composition of the vertices it connects, accounting for the
overlapping elements.
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Figure 2.3: The line graph of the 3-dimensional hypercube L(Q3 ). Note the symmetric edges
connecting reversed 2-length subsequences.
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Figure 2.4: The single-distance encoder graph A33 .

21

1 1
0 0
0 1

Akn with an edge for every valid k-length subsequence of n-bit elements.
2.3.4

Seeking Orientability

An Eulerian cycle on this graph would yield a sequence that satisfies all of the above properties
except for the orientable property, as every subsequence has a reverse that should not be present
in the sequence with it. Using the edge labels, we assemble a table that relates edges to others
such that the subsequences represented by related edges are each others’ reverses. Naturally, this
relationship is involutory,4 as the reverse of a reversed subsequence is the original subsequence.
Also, it should be noted that it is not possible for any valid subsequence to be palindromic, as
that would violate the single-distance property for even k and the encoder property is k is odd.
Therefore, no edge is related to itself in this reverse-edge table. Using this table, we construct
a cycle very similar to an Eulerian cycle, but reverse edges are excluded one by one while it is
constructed. The cycle is assembled by splicing together smaller cycles, each of which is discovered
by a simple greedy search as described below.

2.3.5

Finding the Cycle

The following algorithm is a modified version of Hierholzer’s Algorithm [12], a simple and
efficient algorithm for finding Eulerian circuits in graphs. First, we select any vertex arbitrarily
and designate it the start of the cycle. Any edge directed away from the starting vertex is selected
and the destination vertex is appended to the path. We mark this edge as traveled, and the edge
indicated in the reverse edge table is marked as traveled as well. This process is repeated at each
vertex added to the path until the destination vertex is the same as the starting vertex, completing
the cycle. This final edge and its reverse are marked as traveled, but the vertex is not added to the
path.
Once one cycle has been found, we find additional cycles that can be inserted into the
original cycle in a similar manner. We select any vertex in the cycle with untraveled edges, and
repeat the same process from the previous step using this selected vertex as the new start. The
search continues until it arrives at the selected vertex as before, at which time the new cycle is
2

The vertices will also be connected to other vertices by directed edges without symmetrically opposed edges.
Coincidentally, a directed graph with no symmetric edges is called an “oriented graph.”
4
An involutory function is a function that is its own inverse.
3
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Figure 2.5: An example of the final encoder sequence for n = 3, k = 3 found using the algorithm
described in this work.

complete. This cycle is inserted into the original cycle before the position of the new start vertex,
such that the resulting cycle visits the vertex, follows the new cycle, returns to the vertex, and
continues along the original cycle.
This process is repeated until all vertices in the combined cycle are left without any untraveled edges. The labels from the vertices in the cycle are assembled by concatenating the first
element of each vertex’s subsequence, yielding the final sequence. An example of the final result is
shown in Figure 2.5.

2.3.6

Implementation Details

If implemented with proper data structures that ensure constant time look-ups and insertions, the
graph search can be completed in O(e) with e as the number of edges in Akn . The assembly of the
graph tends to take a similar amount of time as the search, but it can be made faster by forgoing
the complex vertex labels and only keeping the first element, which is all that is required for the
final sequence assembly. In this case, the reverse edge table must be made starting in Qn and
propagated with each application of the line graph, wherein the reverse edge mapping for the edge
e pointing from u to v can be defined as R(e) = (R(v), R(u)).
A simple Python implementation of the above algorithm successfully produces valid encoder
sequences for a variety of values of n and k. It has been tested on values up to n = 6 and k = 9,
with the final 15,000,000-element sequence requiring 146.6 seconds on a 5th-generation Intel Core
i7 processor at 3.1 GHz. As both the graph and path need to be stored in memory, the algorithm
can be memory intensive, especially if all of the subsequence labels are preserved as well.
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2.4

Discussion and Future Work

Unfortunately, any encoder constructed after this pattern would require a copy of the sequence in
a searchable form. This is likely to be the stronger constraint in any applications of this technology
than the difficulty in generating the sequence. However, high density flash memory is increasingly
available for use in embedded devices, and it is common for low power microcontrollers to have
several kilobytes of onboard storage. There may exist some relationship or algorithm that generates
and decodes a single-distance encoder sequence without the need to store the entire result (or use
an equivalent amount of memory), like linear-feedback shift registers do for binary sequences, but
such a solution would be outside the scope of this work. If any such solution exists, it does not
seem likely that it would resemble the above algorithm, as it is necessary to know at all times which
edges have been traversed.
A maximum length single-distance encoder sequence for a given n and k will have a length
of 2n−1 n(n − 1)k−2 , as that is the number of valid subsequences that can be present in a single
sequence. It is also possible to construct a sequence with a lesser length by leaving out one or
more of the cycles found while constructing the sequence, but it is not known whether an arbitrary
length sequence exists or can be found in a reasonable amount of time. That problem may be a
topic of future research.
Absolute incremental encoders provide a certain amount of resilience to error due to the
fact that they can operate as normal incremental encoders while also periodically or continuously
checking the correctness of their reading with the absolute component of their codes. Furthermore,
any incremental encoder can discern a “skipping” error when it detects 2 bit changes at once, which
often happens if the encoder is moved faster than its sensors or the associated electronics can be
updated. In an incremental encoder, a 2-tick skip registers as an error, but a 3-tick skip looks
like going backwards, as the repeating 4-element pattern is the same 3 ticks forward as it is 1 tick
backward. An encoder built with the above sequences extends this error resistance a bit further,
as even a 3-tick skip may differ from the previously registered state by more than one bit, and
the probability of correctly detecting such a skip immediately5 increases as n increases. However,
it may be possible to guarantee that 3-tick skips can always be detected immediately by placing
5

If the absolute state is being continuously checked, a skip will always be caught eventually.
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additional restrictions on the sequence such that elements 3 ticks apart differ in 3 bits, or perhaps
that elements 4 ticks apart may never be equal (so a 3-tick skip could never look like moving 1
tick backward). The former requirement is related to the thoroughly-studied “snake-in-the-box”
problem, which involves finding the longest path in a hypercube in which any adjacent vertices
are adjacent only along an edge in the path. Either restriction could likely be imposed during the
generation of the single-distance code graph by manually deleting edges that do not fulfill them,
but the question of whether the resulting graph also contains an Eulerian cycle remains for future
work.

2.5

Conclusion

The encoders described in this paper improve upon previous designs for absolute incremental encoders, using read heads more efficiently to deliver higher resolutions and smaller initialization
windows, while also allowing for natural scaling to any arbitrary number of tracks n ≥ 3. Like
other recent work on smarter encoders, we specify the combinatorial properties of our desired pattern and find a suitable sequence via graph search. Unlike those projects, however, we describe
an algorithm that can scale to large sizes without becoming intractable, as the Hamiltonian Path
problem is NP-complete. The method used to do this may likely be applied to those designs as
well.
The sequences that support these encoders guarantee a unique identification of the encoder
state after a small initial movement and provide a reasonable amount of error protection, as well.
The use of discrete sensors and a single-distance code allow these encoders to have higher rated
speeds and be more easily miniaturized, and it allows for a single set of sensors to accommodate
code disks of various resolutions. Digital encoders built after this design can be scaled to very
large or very small physical sizes, and may be useful in a number of fields, including microscopic
machinery and consumer robotics.
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