I. INTRODUCTION
Quantum chromodynamics (QCD) predicts a phase transition from hadronic matter to a partonic phase of matter, known as quark-gluon plasma (QGP), at high energy density and temperature. Ultrarelativistic heavy-ion collisions provide a unique tool to create and study this strongly interacting matter that was thought to have populated the universe microseconds after the big bang. The production of heavy quarkonia has been extensively used to probe the medium created in heavy-ion collisions, as these objects are expected to be suppressed in a deconfined medium owing to the Debye color screening of the heavy quark potential [1] [2] [3] [4] . Because of their large mass, heavy quarks are primarily created in the initial hard scattering of the collision and thus provide information about the early stages and the evolution of the system. The production of the cc bound state-meson J /ψ(1S) has been studied extensively at CERN Super Proton Synchrotron (SPS) [5] [6] [7] , BNL Relativistic Heavy Ion Collider (RHIC) [8, 9] , and CERN Large Hadron Collider (LHC) [10, 11] , and a J /ψ suppression has been observed in heavy-ion collisions.
There are various modifications other than color screening to the production of J /ψ in heavy-ion collisions, such as the recombination of charm quarks [12, 13] into bound-state charmonium, and comover absorption [14, 15] . The formation time of the J /ψ compared to the time required to emerge from the hot collisions volume may also allow for the escape of high-transverse-momentum (p T ) charmonium from the suppression region [16] (so-called "leakage" effect). However, recent measurements of J /ψ production at high p T at RHIC [9] show significant suppression in central Au + Au collisions at √ s NN = 200 GeV for p T > 5 GeV/c. Also, measurements at the LHC [11] show a large suppression at high p T , which suggests that there is only moderate leakage effect at RHIC and LHC energies. There are additional complications related to the feed-down from B-meson decays and excited states such as ψ and χ c . In p + p collisions, excited charmonia states contribute up to 40% of the produced J /ψ yield [17, 18] , while B → J /ψ yield depends strongly on p T : It is ∼2% at p T = 1 GeV/c and increases to 20% for p T > 7 GeV/c [9] . These sources will be modified in a hot medium and further influence the production in heavy-ion collisions. There are also modifications from cold nuclear matter (CNM) effects [19] , such as parton scattering [20] , modifications to parton distribution functions (PDFs) inside the nucleus (shadowing) [21] , and nuclear absorption [22] . To disentangle all of these effects a quantitative understanding of J /ψ production in p + p, p + A, and A + A is required. The suppression owing to CNM effects has been intensively studied experimentally at Fermilab [23] [24] [25] , SPS [26] [27] [28] , and RHIC [29] [30] [31] and a few significant effects were established (for instance, an energy dependence of nuclear absorption and a large suppression of ψ in central d + Au collisions at RHIC [30] ). However, a comprehensive understanding of the CNM effects is still missing.
An important step towards understanding of J /ψ inmedium interactions is a measurement of J /ψ elliptic flow, which is sensitive to the production mechanism [32] . J /ψ elliptic flow is consistent with zero for p T > 2 GeV/c [33] , indicating that J /ψ is not produced dominantly by coalescence from thermalized (anti-) charm quarks in this p T range. The collision centrality and transverse momentum dependence of production rates in heavy-ion collisions can provide further insight into the medium effects on J /ψ. Recombination is expected to primarily populate low p T in central collisions where the charm quark density is the highest, while leakage effect and gluon scattering may enhance high-p T production. The comparison of production rates in different collision systems, such as Au + Au and Cu + Cu, can provide information about the system-size dependence of the modifications, as J /ψ created in Au + Au collisions will experience higher temperatures and a longer average path length through the surrounding nuclear matter.
In this paper, the results for J /ψ production in Au + Au and Cu + Cu collisions at √ s NN = 200 GeV at the STAR detector are reported. The J /ψ p T spectrum and suppression at midrapidity (|y| < 1) for p T < 5 GeV/c in 0%-60% centrality collisions are presented, and the transverse momentum and centrality dependence of the results are discussed. These results provide a set of complete spectra from one experiment to cover a wide range of transverse momentum and serve as a consistency check between different experiments in the overlapping kinematics and centralities. This paper describes the experimental setup and data used in this analysis, followed by the analysis methods and associated efficiencies. The results are then discussed and compared to previous data and theoretical calculations.
II. EXPERIMENT AND DATA
The STAR experiment is a large-acceptance multipurpose detector which covers a full azimuth and pseudorapidity range of |η| < 1.8 [34] . The Au + Au data used in this analysis were obtained using a minimum-bias trigger, which was defined as a coincidence signal in the east and west vertex position detectors (VPDs) [35] located 5.7 m from the interaction point, in the pseudorapidity range of 4.2 η 5.1. The VPD detector was not available in 2005 when Cu + Cu data were collected, and zero-degree calorimeters (ZDCs) [36] (|η| > 6.3) were used instead in the minimum-bias trigger. An additional trigger was used in Au + Au collisions to identify central events (0%-5% most central collisions) by requiring a high occupancy in the time-of-flight (TOF) detector [37] . The collision vertex position was determined using a Minuit vertex finder (MinuitVF) [38] , and the vertex position along the beamline (V Z ) was required to be within 30 cm of the geometric center of STAR. This range was selected to maximize the uniformity of the detector acceptance. In the off-line analysis, a correlation between the V Z measured in the VPD detector (V VPD Z ) and the reconstructed collision vertex of |V Z − V VPD Z | < 3 cm was required to remove outof-time (pileup) events in Au + Au collisions. A total of 27 × 10 6 Cu + Cu and 189 × 10 6 Au + Au minimum-bias events, recorded in 2005 and 2010, respectively, in 0%-60% centrality collisions and satisfying the requirements described above, were used in this analysis. An additional 85 × 10 6 events in the 0%-5% most central Au + Au collisions recorded by the central trigger were also analyzed. 
III. ANALYSIS
J /ψ reconstruction was performed via the dielectron decay channel, J /ψ → e + + e − , with a branching ratio, B, of 5.9% [39] . The primary detector used for tracking and particle identification in this analysis is the time projection chamber (TPC). The barrel electromagnetic calorimeter (BEMC) [40] and the TOF detector [37] , were used in the Au + Au data analysis to improve the electron identification.
The TPC is a large-acceptance gas-filled detector and performs the tracking, momentum measurement and particle identification via the ionization energy loss (dE/dx) of charged particles. The TPC has a full azimuthal coverage and a pseudorapidity coverage of |η| < 1.8.
The charged-particle multiplicity was obtained from the number of reconstructed tracks in the TPC within |η| < 0.5. Collision centrality was then determined from the measured multiplicity using a Glauber model [41] . For each collision centrality, an average impact parameter, b , average number of participants, N part , and average number of binary collisions, N coll were related to an observed multiplicity range. The centrality definitions in Au + Au collisions are summarized in Table I , and the details on the centrality definitions for Cu + Cu can be found in Ref. [42] and Table II .
We applied basic cuts to ensure good track quality. For Au + Au data, we selected tracks with |η| < 1, p T > 0.2 GeV/c, at least 16 points in the TPC, and 52% of the maximum number of possible TPC points. The distance of closest approach (DCA) to the collision vertex was required to be less than 2 cm. For Cu + Cu data, we used the same η range but we required at least 25 points in the TPC, 55% of the maximum number of possible TPC points, and DCA < 1 cm. We required electron candidates to have p T > 1.1 GeV/c; it improved signal significance and did not affect the yield much because hadron rejection cuts, described below, removed the majority of electrons with p T < 1.1 GeV
The dE/dx distribution of charged particles in Au + Au collisions is shown versus the momentum in Fig. 1(a) . The expected dE/dx was obtained from Bichsel functions [43] and is shown for electrons, pions, kaons, and protons in Fig. 1 . The measured dE/dx was normalized to the expected electron dE/dx to obtain nσ e , which is approximately Gaussian with μ = 0 and σ = 1 for electrons,
where dE/dx| measured is the dE/dx measured by the TPC, dE/dx| Bichsel is the expected dE/dx for electrons obtained from the Bichsel functions, and σ dE/dx is the dE/dx resolution. For the Cu + Cu analysis, electrons were required to satisfy |nσ e | < 2. The TOF detector was not available when the Cu + Cu data were taken. To remove contamination in the dE/dx-crossover regions in the Cu + Cu analysis, hadrons were rejected using |nσ p | > 2.5, |nσ K | > 2, and (nσ π > 2.5) or (nσ π < −3), for protons, kaons, and pions, respectively. In Au + Au collisions, electrons were identified with the TPC by requiring −1 < nσ e < 2, and hadrons were further rejected using the TOF and BEMC, as described below.
The TOF was used in the Au + Au data analysis to improve the electron-hadron discrimination, especially where the electron and hadron dE/dx values overlap. The TOF measures the velocity of charged particles. Electrons were identified by selecting fast particles, which was done by requiring Fig. 2 , and the expected values for electrons, pions, kaons, and protons are also indicated. The inset in the diagram is the 1/β distribution for 0.8 < p < 0.85 GeV/c. The electrons and pions are clearly separated from the heavier hadrons such as kaons and protons. Owing to finite time resolution of the TOF, we observe a small number of tracks with 1/β < 1. The TPC has a limited capacity for separation of electrons from kaons and protons below ∼1 GeV/c. The TOF extends the electron identification capabilities to low p T by separating electrons and heavier hadrons for p < 1.5 GeV/c. The dE/dx distribution for charged particles in Au + Au collisions is shown in Fig. 1 (a) before using the TOF and Fig. 1 (b) after requiring |1/β − 1| < 0.03. After using the TOF, the heavier hadrons are removed and the electron band is separated from the remaining hadrons. Pions, which are too light to effectively separate from electrons using the TOF, as seen in Fig. 1(b) , are removed using dE/dx by requiring −1 < nσ e < 2. At high momentum, the TOF is no longer effective at separating electrons and hadrons. For p > 1.5 GeV/c, the BEMC is used to improve the electron identification, as described below.
1/β versus momentum for all charged particles is shown in
The BEMC is a lead-scintillator calorimeter segmented into 4800 towers with a tower size of η × φ = 0.05 × 0.05. This detector has a total radiation length of ∼20X 0 and achieves an energy resolution of dE/E ∼ 16%/ √ E [40] . The BEMC contains a barrel shower maximum detector at a radiation length of ∼5X 0 which consists of two layers of gas wire pad chambers along the η and φ planes. It was used to determine the position of energy deposits in the BEMC.
For p > 1.5 GeV/c, the BEMC was used to separate electrons from hadrons in Au + Au collisions using the energy-to-momentum ratio, E/p, where p is the momentum obtained from the TPC and E the single-tower energy obtained from the BEMC. The energy-to-momentum ratio is shown in Fig. 3 for a high-purity (>95%) electron sample from data, which was obtained by using dE/dx, TOF, and selecting photonic electrons (from photon conversion in the detector material or from Dalitz decays of π and η mesons).
Comparison of the measured electron E/p to that for Monte Carlo electrons from a full GEANT simulation [45] shows good agreement. There is a non-Gaussian tail at low E/p seen in real and simulated data owing to energy loss in neighboring towers when an electron strikes near the tower edge. The BEMC was used to discriminate electrons and hadrons by requiring 0.5 < E/p < 1.5.
IV. SIGNAL AND CORRECTIONS
The opposite-sign dielectron invariant mass spectrum is shown for Au + Au collisions with p T < 5 GeV/c and |y| < 1 in Fig. 4 , and was obtained from (a) minimum-bias data in 0%-60% centrality and (b) central-triggered data in 0%-5% centrality. Figure 5 shows similar distributions for Cu + Cu collisions for minimum-bias (0%-60%) and central (0%-20%) collisions. The combinatorial background was estimated using same-sign pairs from the same event and opposite-sign pairs from mixed events. The opposite-sign mixed-event background was normalized to the same-sign, same-event background in a mass range of 2.6 < m ee < 3.6 GeV/c 2 and subtracted from the dielectron invariant mass spectrum to obtain the J /ψ signal. An effect of possible different acceptance for same-sign and opposite-sign pairs was studied for the same data set in Ref. [46] . The ratio of same-sign and opposite-sign pairs is unity for m ee > 0.5 GeV/c 2 ; thus the impact on the mixed-event background normalization is negligible.
A signal-to-background ratio of 1 : 20 was achieved in 0%-60% centrality Cu + Cu collisions. This has substantially improved with the removal of γ -converting material of the inner-detector subsystems and the addition of the TOF. A The yield was calculated by counting the entries in a mass window of 2.7 < m ee < 3.2 GeV/c 2 as a function of collision centrality and transverse momentum. To account for residual background in Au + Au collisions, a straight line was included in the J /ψ signal shape fit to the J /ψ signal in the data. In Cu + Cu collisions, the simulated J /ψ signal shape does not reproduce the data well and we used a Gaussian instead. Furthermore, residual background had a different shape owing to the p T cut for electrons (especially for low-p T J /ψ); thus, a second-order polynomial was used to estimate this background. The residual background was then subtracted from the counts in the given mass range.
The fraction of J /ψ counts outside of the mass range of 2.7 < m ee < 3.2 GeV/c 2 was determined from the J /ψ signal shape obtained from simulation and was found to be 7%-8% for both Au + Au and Cu + Cu collisions. This was used to correct the number of J /ψ counts. A total of 370 ± 90 J /ψ were reconstructed in Cu + Cu collisions with signal significance S/ S = 4, where S is the uncertainty on the measured signal S. In Au + Au, 5636 ± 295 J /ψ were reconstructed in minimum-bias 0%-60% collisions with a significance of 19, while 4050 ± 322 J /ψ were reconstructed in central-trigger 0%-5% centrality collisions with a significance of 13.
The detector acceptance and tracking efficiency were determined using a Monte Carlo GEANT simulation and are shown in Fig. 8 for 0%-60% centrality collisions in (a) Au + Au and (b) Cu + Cu. The tracking efficiency is higher in Au + Au compared to Cu + Cu data due to stringent p T and track quality cuts for electron candidates. The electron identification efficiency in Cu + Cu exhibits a strong p T dependence owing to the hadron rejection requirements placed on dE/dx, which cause a drop in the identification efficiency for p T ∼ 1 GeV/c. The identification efficiency is lower in Au + Au due to the TOF matching efficiency of ∼65% and BEMC matching efficiency of ∼85%. The TOF and BEMC matching efficiencies were calculated from the ratio of all electron candidates to those which were successfully matched to the TOF and BEMC, respectively. The total J /ψ efficiency and acceptance correction is obtained by combining the tracking efficiency and acceptance with the total identification efficiency of both electron daughters and is ∼8%-15% (5%-15%) in Au + Au (Cu + Cu) collisions. The systematic uncertainties in the Au + Au analysis include uncertainties from the particle identification efficiency using the TPC (6%), TOF (3%), and BEMC (15%), the tracking efficiency and acceptance correction (7%), and the yield extraction methods (10%). The uncertainty on the yield extraction was determined by varying the width of the J /ψ signal shape from simulation, by varying the mass range in which the fit was performed, and by comparing the yields obtained from fitting and from counting. An additional 4% uncertainty was included to account for the contribution from radiative decay J /ψ → e + + e − + γ [47] , which are not included in the simulation.
In the case of the Cu + Cu analysis, the main sources of systematic uncertainty were from the estimation of the combinatorial background (∼13%-26%), and the tracking efficiency and acceptance correction (4%). The particle identification was performed using the TPC only, and resulted in an uncertainty of ∼3%. The systematic uncertainties in the Au + Au and Cu + Cu data for 0%-60% centrality and integrated p T are summarized in Table III . The centrality and transverse momentum dependence of the total systematic uncertainties, quoted as one standard deviation, are reflected in the results shown in Sec. V.
V. RESULTS
The J /ψ invariant yield is defined as
where N J/ψ is the uncorrected number of reconstructed J /ψ, B is branching ratio, N Ev is the number of events, and ε is [9] (solid squares) and PHENIX data [8] (open squares). Also shown is the yield in 0%-60% centrality Cu + Cu collisions for low p T (solid triangles) and high p T [48] (open triangles). The models are described in the text [49, 50] . The J /ψ cross section in p + p collisions is also shown in (d) at STAR (stars) and PHENIX [51] (diamonds), and the scale is indicated on the right axis. the total efficiency and acceptance correction factor. The p T dependence of the J /ψ invariant yield from this analysis is shown in Fig. 9 (d) for p T < 5 GeV/c and |y| < 1 in 0%-60% centrality Au + Au and Cu + Cu collisions and compared to the high-p T J /ψ yield for Cu + Cu collisions [48] (for 5 < p T < 8 GeV/c) and Au + Au collisions from STAR [9] (3 < p T < 10 GeV/c). The bars represent the statistical uncertainty, and the boxes represent the systematic uncertainty. The results for 0%-20%, 20%-40%, and 40%-60% centrality Au + Au collisions are also shown in Figs. 9(a)-9(c) and are compared to high-p T data. The STAR data in Au + Au collisions are consistent with the previously published results from PHENIX [8] for p T < 5 GeV/c and |y| < 0.35.
The J /ψ invariant yield in Au + Au collisions shown in Fig. 9 was compared to a Tsallis blast wave (TBW) model assuming that the J /ψ flows like lighter hadrons (dashed line) [49, 50] , i.e., assuming the radial flow velocity β = 0.41 for 0%-60% central collisions, 0.51 for 0%-20%, 0.44 for 20%-40%, and 0.28 for 40%-60% events. The normalization for the TBW model was determined from the high-p T data. The TBW model qualitatively agrees with our data for p T > 2 GeV/c: χ 2 over number of degrees of freedom (NDF), χ 2 /NDF = 7.2/4 for 0%-60% central events, taking into account statistical and systematic uncertainties. However, it underestimates the yield at lower p T : χ 2 /NDF = 100/9 = 11.1 for 0 < p T < 10 GeV/c in 0%-60% central collisions. The STAR data were also fitted with a TBW model in 0 < p T < 10 GeV/c that assumes a zero radial flow velocity (solid line) [49] . Figure 10 shows a ratio of J /ψ invariant yield in Au + Au collisions to the TBW model with β = 0. The agreement with the data at low p T is better for semicentral and peripheral events (χ 2 /NDF = 2.9/9 for 20%-40% and χ 2 /NDF = 13.1/9 for 40%-60% centrality classes). There is still some discrepancy for central and minimum-bias events: χ 2 /NDF = 26.5/9 for 0%-20% central events and χ 2 /NDF = 21.7/9 for 0%-60% events. It suggests that the J /ψ has a small radial flow or that there may be contributions from recombination. Recombination is expected to happen at low transverse momenta; thus, it would increase the J /ψ yield at low p T . The J /ψ yield, Bd 2 N/dydp T , is shown in Fig. 11 for various collision centralities. The results are compared to predictions from viscous hydrodynamics using a J /ψ decoupling temperature of T = 120 MeV and T = 165 MeV (dot-dashed lines) [53] . The predictions assume a zero chemical potential for J /ψ at kinetic freeze-out, and the scale of the predictions is determined from a fit to the data in the p T range of p T < 5 GeV/c. The data favor the higher decoupling temperature; however, the hydrodynamic calculations fail to describe the low p T J /ψ yield (p T < 2 GeV/c) and predict a large J /ψ elliptic flow at high-p T , while the measured elliptic flow for p T > 2 GeV/c is consistent with zero [33] .
The data are also compared to theoretical predictions that include J /ψ suppression due to color screening and the statistical regeneration of charm quarks in Au + Au by Liu et al. [52] (dashed line). The contribution from initial production dominates in peripheral events. Regeneration becomes more significant in central events and at low p T . The predictions describe the p T spectrum across the entire measured transverse momentum range (p T < 10 GeV/c).
The J /ψ yield is summarized in Tables IV-VII for Au + Au and Cu + Cu collisions, respectively. The uncertainties are separated into (A) statistical and (B) systematic uncertainties.
To quantify J /ψ suppression in A + A collisions, we calculate a nuclear modification factor R AA . R AA is obtained from the ratio of the J /ψ yield in A + A and p + p collisions, where the latter is scaled by the average number of binary collisions N coll in A + A,
where σ inel is the inelastic cross section in p + p collisions, σ inel = 42 ± 3 mb, N AA is J /ψ yield in A + A collisions, and d 2 σ pp /dydp T is the J /ψ cross section in p + p collisions. The integrated J /ψ cross section in p + p collisions, used as a baseline, was obtained by combining the STAR data for p T > 2 GeV/c [9] and low-p T (p T < 2 GeV/c) mid-rapidity measurements from PHENIX [51] . The global uncertainty combines the statistical and systematic uncertainty on the J /ψ p + p cross section (σ pp ) [9, 51] , the uncertainty on the inelastic cross section in p + p collisions (σ inel ) at STAR (8%) [55] and PHENIX (10%) [51] , and the uncertainty in N coll shown in Table I . The PHENIX results (for |y| < 0.35) were extrapolated to the STAR acceptance (|y| < 1) assuming that dσ/dy is constant at |y| < 1. We estimated the systematic error due to the extrapolation by fitting J /ψ dσ/dy distribution [56] with Gaussian and A exp[−b cosh(cy)] functions (where A, b, and c are free parameters), and then calculating the cross section at y = 0 using STAR rapidity coverage. We found that this systematic error is about 1%. Figure 9(d) shows the combined cross section in p + p collisions with the magnitude indicated by the scale on the right vertical axis. We present here only the PHENIX p + p data points used in the R AA calculations for the sake of clarity; nonetheless, STAR and PHENIX results agree very well in the overlapping p T range [9] .
The transverse momentum dependence of the nuclear modification factor is shown in Fig. 12 for various collision centralities in Au + Au and in Fig. 13 for 0%-60% centrality Cu + Cu collisions. The bars and boxes on the data points represent the statistical and systematic uncertainties, respectively. The statistical and systematic uncertainties on the J /ψ cross section in p + p collisions are indicated by the hatched and solid bands, respectively. The boxes on the vertical axes represent the uncertainty on N coll , combined with the uncertainty on the inelastic cross section in p + p collisions at STAR of 8% [55] . The Au + Au and Cu + Cu data are compared to the STAR high-p T results [9] for |y| < 1, and to PHENIX results [8, 54] in |y| < 0.35. The data in The centrality dependence of the J /ψ nuclear modification factor, R AA , is shown in Fig. 14 PHENIX previously reported a significant suppression in midcentral and central Cu + Cu collisions [54] . The STAR Cu + Cu data exhibit no suppression within sizable uncertainties. However, the difference between STAR and PHENIX results is less than 1.5 standard deviation when systematic and statistical uncertainties are taken into account.
The Au + Au data are suppressed for all centralities. The suppression increases with collision centrality up to N part ∼ 150 and then saturates. The data are compared to the PHENIX results in Au + Au collisions with |y| < 0.35 [8] . These results are consistent for peripheral and semicentral collisions (N part < 250). For the most central collisions (0%-5% and 0%-10%) the STAR data show a smaller suppression compared to PHENIX results. Nevertheless, the difference between these measurements is not statistically significant, taking into account statistical and systematic uncertainties: We test the consistency between these results using the z test: z = (μ 1 − μ 2 )/ √ σ 2 1 + σ 2 2 , where μ and σ is a mean and standard deviation of a given sample, σ = √ σ 2 stat. + σ 2 syst. , and the two samples are assumed to be independent of one another and have a normal distribution. The difference between STAR and PHENIX results for 0%-5% most central events is 2σ and 1.5σ for 5%-10% central events.
The centrality dependence of R AA for p T < 5 GeV/c from theoretical predictions for J /ψ production including the suppression of J /ψ owing to color screening and the statistical regeneration of charm quarks in Au + Au collisions from Zhao and Rapp [32] and Liu et al. [52] are also shown. The predictions are able to describe the data well across the collision centrality range, and we are unable to distinguish between the models. The J /ψ nuclear modification factor is summarized in Tables IV and V for Au + Au collisions and  Tables VI and VII [32] and dashed line [52] ). The uncertainty in p + p collisions is described by the box along the vertical axis, and the hatched bands indicate the uncertainty from N coll .
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PHYSICAL REVIEW C 90, 024906 (2014) with TBW model suggest that the J /ψ has a small radial flow or significant contribution from recombination at low p T .
In the case of Au + Au, we observed a strong suppression at low and moderate p T (p T < 3 GeV/c) with R AA < 0.6 for all centralities. The suppression decreases with increasing p T for p T > 2 GeV/c. Measurement of the nuclear modification factor as a function of centrality indicates a strong suppression in central and semicentral collisions. Centrality and p T dependence of R AA are well described by the models assuming an interplay between color screening and regeneration in the hot medium, as well as possible J /ψ escape effects. A detailed investigation of low-p T production, including a high-statistics analysis of elliptic flow, may provide a better understanding of this process.
