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Abstract
Three-dimensional Einstein gravity coupled to zero, one and two
forms is solved in terms of a polyhomogeneous asymptotic expansion,
generalising stationary black string solutions. From first order terms
we obtain, in closed form, a new solution evolving from the station-
ary black string structure to a geometry developing a singularity in
the future. This new solution itself may be extended to more general
ones. Taking into account subleading terms of the asymptotic expan-
sion, both singularities in the past and the future occur. This demon-
strates the unstable character of the stationary black string : tiny
perturbations generated by terms breaking the rotational invariance
of the stationary black string configurations lead to cosmological-like
singularities. The symmetry algebra of the conserved charges also is
determined: it is a finite dimensional one. In the general case the sur-
face charge associated to energy is not integrable. However we identify
a sub-class of solutions, admitting asymptotic symplectic symmetries
and as a consequence conserved charges that appear to be integrable.
1 Introduction
Black holes are some of the most fascinating solutions of general relativity.
They verify thermodynamic relations that provide a bridge between the
∗Email : philippe.spindel@umons.ac.be
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classical theory of gravity and its quantized version. Three dimensional
black strings appear naturally as target space geometries of gauged WZW
models [1, 2, 3, 4] i.e. of marginal deformation of the SL(2,R) WZW
model. They provide solutions of the field equations deduced from a low
energy string Lagrangian describing the coupling of Einstein gravity to a
dilaton (a scalar resulting from quantum effects), a Maxwellian (abelian one
form) and a Kalb–Ramond (two form) field.
Here we present a large class of solutions of 3 dimensional relativity in-
spired from heterotic string theory. The interest of such solutions is that
they unable us to understand some aspects of quantum gravity, at least in
the framework of low dimensional gravity. For instance they suggest inter-
esting deformations of the underlying sigma-model, as the one presented in
section 5.2 of ref.[4], inspired from the new solutions presented hereafter
(Eqs[71a–71h]). They also offer a framework to study asymptotic dynam-
ics in a much more easier way that in four dimensions. Indeed it is well
known that generic solutions of Einstein equations dont admit any local
symmetry (Killing vector field) that allows to define exact conserved quan-
tities. However, since the seminal work of Arnowitt, Deser and Misner [5]
(see also refs[6, 7]), the existence and relevance of asymptotic symmetries
has been put into evidence. In favorable case these asymptotic symmetries
lead to asymptotic conservation laws whose associated charges constitute
the generators of a symmetry algebra underlying the asymptotic dynamic.
An important part of this work is devoted to the integration of Einstein
equations coupled to a dilaton (scalar), a Maxwellian (abelian one-form)
and a Kalb-Ramond (two form) fields. This dynamical system offers, at
least, two distinct covariant phase space sectors exhibiting black holes. The
first one, where the roˆle of the cosmological constant is played by the Kalb-
Ramond flux, leads to the well known btz black holes configurations [8].
The second one, put into light by Horne and Horowitz [2], also provides
black string/brane configurations but where the (singular) behaviour of the
dilaton field dictates the behaviour of the geometry. As we shall show, the
latter defines a covariant phase space where this (two degrees of freedom)
dynamical problem appears to be exactly integrable in an asymptotic expan-
sion scheme involving inverse powers and logarithms of a radial coordinate.
These three dimensional configurations constitute toy models for study-
ing several aspects of gravity. In particular, we derive closed forms of ex-
act solutions exhibiting dynamical configurations. This was a totally unex-
pected result. We have also obtained a large class of solutions, extending
the stationary Horne and Horowitz black string solution, to much more gen-
eral configurations, without any symmetry. However they all appear to be
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unstable in the sense that under a tiny perturbation breaking the rotational
invariance, the static black string configuration develops new cosmological-
like curvature singularities. This result answers to a conjecture stated in ref.
[2], conjecture based on the first order analysis developed in ref. [9].
We have integrated the field equations similarly to the approach of
ref. [10] in the three-dimensional framework of Maxwell-Einstein equations.
However let us already mention that some non-trivial differences with this
work will emerge along the thread of our analysis. Indeed the presence of a
dilaton, singular at spatial infinity, leads to a modification of the asymptotic
behaviour of other fields. It is the dilaton itself, multiplicatively coupled to
the abelian field, that will provide the expected logarithmic terms needed to
obtain electric charges in three spacetime dimensions. They are extracted
from sub-leading terms appearing during the expansion of the gauge fields.
Of course the dilaton multiplying the abelian and the Kalb-Ramond can be
reabsorbed in their definitions, but at the price of introducing (apparently)
more complicated coupling terms.
A second part of this work is devoted to constructing configurations
leading to finite asymptotic conserved charges. In particular we obtain that
subdominant terms of the asymptotic expansion of the scalar fields occur
as non integrable components in the expression of the charge associated to
energy [see eq. (114)]. Our considerations are based on a lemma [proved
in appendix (C)] which guarantees the covariance of the expressions of the
charge density we consider. This allows us to perform the calculation in a
gauge where the expressions for the various field components are simpler and
from them infer conditions that lead to finite charges in more general situ-
ations, obtained by acting with so-called ”large diffeomorphisms” [a point
also discussed in appendix (C)].
2 Covariant phase space configurations
The geometries we consider in this work are solutions of the field equations
provided by the diffeomorphism invariant action:
S = 116piG
∫ √−g(R− 4∇µ Φ∇µΦ− 112 H2e−8 Φ − 18 kg F 2 e−4 Φ + δc3 e4 Φ)d3x ,
(1)
describing gravity coupled to a dilaton field Φ, an abelian (Maxwellian)
2-form :
F = dA , F 2 = FµνF
µν (2a)
3
and a Kalb-Ramond 3-form :
H = dB − kg4 A ∧ F , H2 = HµνρHµνρ . (2b)
This action is invariant with respect to diffeomorphisms and gauge trans-
formations of the potentials. Denoting their infinitesimal generators by ξµ,
Λα and λ, the transformations of the various fields are given by :
δgµν = Lξgµν , (3a)
δBαβ = LξBαβ + ∂[αΛβ] −
kg
4
∂[αλ ∧Aβ] , (3b)
δAα = LξAα + ∂αλ , (3c)
δΦ = LξΦ , (3d)
where ξ is a vector field, Λ a one-form and λ a zero-form.
Here after we make use of a natural length, that we denote by L, obtained
by rewriting the central charge as :
δc =:
12
L2
. (4)
Our interest for the problem at hand rests on the special solution that we
obtained some time ago [3], in the framework of an analysis driven by defor-
mations of the SL(2,R) wzw model. Written1 in term of a Boyer-Lindquist
retarded time [11], it is given by :
ds2 =Q2
(
− 4 ρ2 + V (0)(0,0) Lρ−
1
4
kg L
2
(
m
(0)
(0,0)
)2)
dτ2 − 2Q2 ρ dτ dρ+ 2Lω ρ dτ dθ
+ ρ2 dθ2 , (5a)
Φ = − 12 ln(ρ/L)− 12 ln Q , (5b)
A =L2
m
(0)
(0,0)
ρ
dτ + Lcθ dθ , F = L
2
m
(0)
(0,0)
ρ2
dτ ∧ dρ (5c)
B =
L3
Q2 ρ
(
ω +
kg
4
Q2m
(0)
(0,0) cθ
)
dτ ∧ dθ , H = ω L
3
Q2 ρ2
dτ ∧ dρ ∧ dθ .
(5d)
in which we use coordinates τ, ρ and θ whose meaning will be clarified by
eqs (49–50). Of course, if the range of the θ coordinate is the all real line, by
1The subscript (0, 0) and superscript (0) decorating the parameters V and m have been
introduced in anticipation of more general solutions described in the following sections.
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a coordinate rescaling and a gauge transformation, we always may assume
that Q = 1 and cθ = 0. However if, as from now we assume, θ is a cyclic
coordinate varying between 0 and 2pi, both Q and cθ acquire a non trivial
meaning [12] .
Geometrically the metric (5a) describes a black hole, displaying two Killing
horizons (an inner one ρ = r− and an outer one ρ = r+) located at :
r± =
L
8
(
V
(0)
(0,0) ±
√(
V
(0)
(0,0)
)2 − 4 kg (m(0)(0,0))2 − 16 ω2Q2
)
, (6)
assuming
(
V (0)
)2 ≥ (4 kg (m(0))2 + 16ω2)/Q2. In terms of r+ and r− the
previous field configurations, eqs (5a–5d), read :
ds2 = −Q2(4(ρ− r+)(ρ− r−) dτ + 2 ρ dρ)dτ + (ρ dθ + Lω dτ)2 ,
(7a)
F =
4L2√
kg ρ2
√
r+ r−
L2
− ω
2
4Q2
dτ ∧ dρ , H = ω L
3
Q2 ρ2
dτ ∧ dρ ∧ dθ .
(7b)
Asymptotically (i.e. for ρ/L→∞) the terms involving the metric param-
eters V (0), m(0) and ω disappear and the metric reduces to :
ds2as = −4Q2 ρ2 dτ2 − 2Q2 ρ dτ dρ+ ρ2 dθ2 (8a)
= L2 e
2
√
2
Q
x
(
− dt2 + dx2 + dθ2
)
, (8b)
where : τ =
1
2Q
(
t− x) , ρ = Le 2Q x . (8c)
It corresponds to the particular case presenting a naked singularity, ob-
tained by setting V (0) = m(0) = ω = 0. An embedding of this geometry as
submanifold of a 4 dimensional Minkowski space is described in appendix
(A).
The curvature of this metric decreases as 1/ρ2. However the asymptotic
structure of the space is not the one of the usual 3-dimensional Minkowski
space. Asymptotically the domain of this coordinate chart is only geodesi-
cally complete with respect to space-like and null geodesics. Time-like
geodesics always bounce at some maximal value (depending on the initial
conditions) of the ρ coordinate, just as they do on a Rindler coordinate
patch. Also, in general, the angular variable θ along the space-like and null
geodesics going to infinity performs an infinite number of turns with ρ 7→ ∞
: θ ∝ ± ln(ρ/L), τ ∝ − ln(ρ/L).
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Field equations
Field equations that determine the stationary configurations of the action
eq. (1) are :
16piG
δ
˙
L
δgµν
=
√−g (Tµν −Gµν) =: Eµν = 0 , (9)
where Tµν = TµνΦ + T
µν
H + T
µν
F + T
µν
c with :
TµνΦ = 4
(
∇µΦ∇νΦ− 1
2
gµν ∇αΦ∇αΦ
)
, (10a)
TµνH =
1
4
(
HµαβHναβ −
1
6
gµν HαβγHαβγ
)
e−8 Φ , (10b)
TµνF =
kg
4
(
FµαF να −
1
4
gµν FαβFαβ
)
e−4 Φ , (10c)
Tµνc =
1
6
gµν δc e4 Φ , (10d)
and
16piG
δ
˙
L
δΦ
=
√−g
(
2
3
H2 e−8 Φ +
kg
2
F 2 e−4 Φ +
4
3
δc e4 Φ + 8Φ
)
=: P = 0 ,
(11)
16piG
δ
˙
L
δAν
=
kg
√−g
2
(
∇µ
(
e−4 Φ Fµν − 1
2
e−8 ΦHµνρAρ
)
+
1
4
e−8 ΦHνµρFµρ
)
=: J ν = 0 ,
(12)
16piG
δ
˙
L
δBµν
=
√−g
2
∇α
(
e−8 ΦHαµν
)
=: Kµν = 0 . (13)
Before proceeding further note that :
• From the last equation above, we see that the abelian field equations
eq.(12) may be replaced by
J ν = kg
√−g
2
∇µ
(
e−4 Φ Fµν − e−8 ΦHµνρAρ
)
= 0 , (14)
• As the space-time dimension is 3, the Kalb-Ramond field equation (13)
is trivially solved in terms of a constant ω, the dilaton field and the
volume form η =
√−g dx0 ∧ dx1 ∧ dx2 :
Hµ ν ρ = ω
e8 Φ
L
ηµ ν ρ . (15)
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To solve the remaining equations we start by expressing the fields in Bondi
gauge, i.e. by choosing coordinates (denoted now by u, r and φ) obtained
by imposing the following gauge conditions :
(gµν) =
 guu gu r guφgu r 0 0
guφ 0 r
2
 , Ar = 0 , Bu r = Bφ r = 0 .
(16)
To perform the integration of the field equations we follow mutatis mutandis
the road exposed in ref.[10]. We assume u and φ to be dimensionless time
and angular coordinates and r a radial coordinate (of dimension L) and
adopt their parametrisation of the metric :
guu := r
2 U2(u, r, φ) + L2 eβ(u,r,φ) V (u, r, φ) , gu r := −Leβ(u,r,φ) , guφ := r2 U(u, r, φ) ,
gur := −e−β(u,r,φ)/L , grr := −e−β(u,r,φ) V (u, r, φ) , grφ := e−β(u,r,φ) U(u, r, φ)/L .
(17)
Moreover, we rewrite the dilaton as :
Φ =: −12 ln(r/L) + f(u, r, φ) . (18)
We proceed to integrate the field equations in two steps. First we show
that all the metric components and the temporal component of the Maxwell
field (Au) can be expressed in terms of radial integrals involving only the
dilatonic field f(u, r, φ), the abelian potential component Aφ(u, r, φ) and
five, a priori, non-trivial functions of the u and φ. At this stage the field
equations Er r = 0, J u = 0, Er φ = 0, Er u = 0 are satisfied. If moreover
the dilaton and the φ component Maxwell equation are verified (P = 0 and
J φ = 0), thanks to the Bianchi identities we only have to require that the
remaining equations J r = 0, Euφ = 0, and Euu = 0 are satisfied for a single
value of the radial coordinate, while the remaining equation Eφφ = 0 is then
automatically satisfied.
Thus we shall first obtain the expressions of the various functions in
terms of the dilaton and the relevant component of the Maxwell field. Then
we introduce an asymptotic expansion scheme and start to integrate the
hierarchy of equations it generates. In the very first steps of the procedure
we shall see that the remaining arbitrariness that the Bondi gauge con-
ditions left are just what will allows to drastically simplify the remaining
equations. Going back and forth between the equations, we shall obtain an
infinite triangular system of inhomogeneous equations, involving a “massive
7
heat differential operator” on the circle. At this stage the complete inte-
gration is reduced to a (cumbersome but elementary) algebraic problem. It
is the occurence of this heat operator that will made the evolution of the
generic solution blowing up exponentially in time (both in the past and in
the future), rendering the black string solution unstable.
Of course, the difficult task of proving the convergence of the all proce-
dure will not even be evoked in what follows (see for instance ref. [13] for a
discussion of the convergence of polyhomogeneous expansions of zero-rest-
mass fields in asymptotically flat spacetimes). However a truncate closed
subset of the solutions so constructed will be exhibited, showing that the
procedure could made sense.
Elementary integrations solving : Er r = 0, J u = 0, Er φ = 0,
Er u = 0
All functions depend on the coordinates u, r, φ (however we didn’t always
written them explicitly in the expressions that follow). Derivatives with
respect to φ are denoted by a prime (F ′ := ∂φF ), those with respect to u
by a dot (F˙ := ∂uF ). The r integrals that follows are indefinite. Thus,
arbitrary functions of u and φ appear as integration constants; they will be
written explicitly.
• From equation Er r = 0 we obtain :
β =
∫ ( kg
4L2
r e−4 f
(
∂rAφ
)2
+
1
r
(
1− 2 r ∂rf
)2)
dr + β(0,0)(u, φ)
(19)
• From J u = 0, and setting Fµν := √g(e−4 Φ Fµν − ω
L2
ηµ ν ρAρ
)
we
obtain :
m :=Fr u = e−(4 f+β) r
3
L3
(
U ∂rAφ − ∂rAu
)− ω
L
Aφ , (20a)
= −
∫
r
L2
(
e−4 f ∂rAφ
)′
dr +m(0,0)(u, φ) (20b)
.
Au =
∫ (
U ∂r Aφ − L
3
r3
e4 f+β (m+
ω
L
Aφ)
)
dr + Lau(0,0)(u, φ) .
(21)
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• From Er φ = 0, we obtain :
n := r2 e−β∂rU (22a)
=
1
r
∫ (
4L
(
1− 2 r ∂rf)f ′ + L
(
β′ − r ∂rβ′
)
+
kg
2
(
Lm+ ωAφ
)
∂rAφ
)
dr
+
L2
r
n(0,1)(u, φ) , (22b)
U =
∫
eβ
r2
ndr + U(0,0)(u, φ) . (23)
• Finally from Eu r = 0, and using gu r = −eβ/L, (along with the fact
that gr r = 0 and gr φ = 0 implies, using the gravitational field equa-
tions, that Rr r = Tr r and Rr φ = Tr φ) we obtain :
V =
∫ (
e8 f+β
ω2 L2
2 r3
+ e4 f+β
[− 4
r
+
kg
4 r3
(Lm+ ωAφ)
2
]
+
eβ
r
[
4 (f ′)2 +
1
2
(β′)2 + β′′
]
+
eβ
2L2 r
n2 +
1
L
(
2U +
1
r
eβ n
)′)
dr + V(0,0)(u, φ) (24)
• The calculation of the asymptotic charges requires the knowledge of
the Kalb-Ramond field. In the Bondi gauge that we adopt, its only
non-zero component is given by :
Bφu =
∫ (
e8 f+β
ω L4
r3
+ 14kg
(
Au Fr φ +Aφ Fu r
))
dr + L2 bφu(0,0)(u, φ) ,
(25)
Global electric and Kalb-Ramond charges and asymptotic ex-
pansions
The first assumption that we will impose on the asymptotic behaviour of the
fields is the requirement that the black string solution eqs (5a–5d) belongs
to the phase space we are looking for. Accordingly we assume as asymptotic
fall-off conditions on the geometry :
U(u, r, φ) = O(1) , V (u, r, φ) = O(r) , β(u, r, φ) = ln(r/L) +O(1) .
(26)
and on the dilaton field :
f(u, r, φ) = O(1) . (27)
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As a consequence, we obtain that asymptotically
√−g = O(r2).
From eq. (14), we infer that, on shell, an electric charge may be defined
as the integral on a circle2 u = u?, r = r? :
QM = 1
16piG
∮
C[u?, r?]
1
2
kg Fαβαβ γdxγ = 1
16piG
∫ 2pi
0
kg Fu r[u?, r?, φ] dφ .
(28)
Equation (20b) shows that this indeed make sense (is independent of r?);
we obtain :
QM = − 1
16piG
∫ 2pi
0
kgm(0,0)(u?, φ) dφ (29)
while Stokes theorem implies that the coefficient of the zero mode in the
Fourier expansion of −kg/(8G)m(0,0)(u, φ) must be a constant, see eq. (63),
equal to the so defined conserved electric charge.
Moreover a (non a priori conserved) “topological charge” (specific to the
3-dimensional context we are considering) may also be defined from the
Maxwell field :
QW (u?) = 1
16piG
∫
C[u?,∞]
Aφ dφ (30)
where
∫
C[u?,∞] denotes the integral on a circle at infinity, the limit for r? →
∞ of the same integral evaluated on the circles C[u?, r?]. As this only make
sense if this limit exists, we assume henceforth that there exists a gauge such
that the asymptotic behaviour of the φ component of the abelian potential
reduces to :
Aφ = O(1) . (31)
Finally, the constant ω in eq. (15) may also be seen as a conserved charge.
It is obtained by integrating eq. (13) contracted with the component of a
closed, but non exact 1-form, i.e. with
Λ = Λµ dx
µ = dF (u, r, φ) + Λ
(0)
φ dφ , Λ
(0)
φ = Cte , (32)
which leads to
∇α
(
e−8 ΦHαµβΛβ
)
= 0 , (33)
2More generally, on any closed curve of winding number 1.
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and to a Kalb-Ramond 3-D charge, defined similarly as the electric charge
(see ref. [12] for a general discussion involving p-forms in arbitrary dimen-
sions), by integration on a circle :
Λ
(0)
φ QKR :=
1
16piG
∮
C[u?, r?]
1
2
e−8 ΦHαβ µΛµ ηαβγdxγ
=
1
16piG
∫ 2pi
0
√−g e−8 ΦHu r φΛ(0)φ dxφ = −
ω
8GL
Λ
(0)
φ . (34)
All these considerations lead us to adopt the following asymptotic be-
haviour for the two main functions that drive the all dynamic :
f(u, r, φ) =
N∑
p=0
Lp
p∑
q=0
f(q,p)(u, φ)
lnq[r/L]
rp
+O
(
LN+1
lnN+1[r/L]
rN+1
)
,
(35)
Aφ(u, r, φ) =L
N∑
p=0
Lp
p∑
q=0
aφ(q,p)(u, φ)
lnq[r/L]
rp
+O
(
LN+1
lnN+1[r/L]
rN+1
)
.
(36)
Two fundamental simplifying relations
Inserting these ansatz into eqs (19–23) we obtain as leading terms of the
asymptotic expansions of β, Au and U :
β = ln(r/L) + β(0,0) − 4
L
r
(
ln(r/L)f(1,1) + f(0,1)
)
+O
(
L2 ln2(r/L)/r2
)
,
(37)
Au =Lau(0,0) +
L2
r
(
1
2 ln
2(r/L)
(
∂φ(e
β(0,0) aφ(1,1)) + e
β(0,0) aφ(1,1)∂φ(4 f(0,0) + β(0,0))
)
+ ln(r/L)
(
U(0,0) aφ(1,1) + ∂φ(e
β(0,0) aφ(1,1)) + e
β(0,0) aφ(1,1)∂φ(4 f(0,0) + β(0,0))
)
+ U(0,0) a(0,1) + e
4 f(0,0)+β(0,0)(m(0,0) + ω a(0,0))
+ ∂φ(e
β(0,0) aφ(1,1)) + e
β(0,0) aφ(1,1)∂φ(4 f(0,0) + β(0,0))
))
+O
(
L3 ln3(r/L)/r2
)
,
(38)
U = eβ(0,0)
(
4 f ′(0,0) + β
′
(0,0)
)
ln(r/L) + U(0,0) +O
(
L ln2(r/L)/r
)
.
(39)
Accordingly, in order to satisfy the first of the asymptotic conditions eq.
(26) we have to impose that :
β(0,0)(u, φ) = −4 f(0,0)(u, φ) + b(0,0)(u) . (40)
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On the other hand, solving the dilaton equation : P = 0, eq. (11), at
order 1 (the leading order for this equation) we obtain the condition :
U ′(0,0)(u, φ) = − 2U(0,0)(u, φ) f ′(0,0)(u, φ) + 2 f˙(0,0)(u, φ)
+ eb(0,0)(u)−4 f(0,0)(u,φ)
(
2 f ′′(0,0)(u, φ)− 4 (f ′(0,0)(u, φ)
)2)
.
(41)
The general solution of this equation reads :
U(0,0)(u, φ) = 2 e
b(0,0)(u)−4 f(0,0)(u,φ) f ′(0,0)(u, φ) + e
−2 f(0,0)(u,φ)∂uF (u, φ) (42)
with F (u, φ) =
∫ φ
0
e2 f(0,0)(u,ξ)dξ + h(u) . (43)
But in order for U(0,0)(u, φ) to be periodic, i.e. to have U(0,0)(u, 0) =
U(0,0)(u, 2pi), we require that :
∂u
∫ 2pi
0
e2 f(0,0)(u,φ)dφ = 0 , (44)
or equivalently that : ∫ 2pi
0
e2 f(0,0)(u,ξ)dξ = 2pi/Q , (45)
where Q is a (positive) constant.
Here comes a crucial simplification for the continuation of our discus-
sion on the asymptotic solutions. Since the Bondi gauge conditions do not
completely fix the coordinates, we may still perform two kinds of diffeomor-
phisms :
τ = T (u) and ρ = r/∂φH(u, φ) , θ = H(u, φ) . (46)
Of course to be well defined we have to impose the usual conditions (assum-
ing a choice of the orientations of the time and angular coordinates) :
∂uT (u) > 0 , ∂φH(u, φ) > 0 , H(u, 2pi)−H(u, 0) = 2pi ;
(47)
we remind that both φ and θ are assumed to be cyclic variables of period
2pi.
These conditions are exactly fulfilled by choosing T (u) and H(u, φ) as :
T (u) =
∫ u
0
eb0(υ) dυ and H(u, φ) = QF (u, φ) . (48)
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Thus by redefining the coordinates as :
τ =
∫ u
0
eb(0,0)(υ) dυ , ρ = e−2 f(0,0)(u,φ) r/Q , θ = QF (u, φ) ,
(49)
we see that we may always assume that we are working in a coordinate
system {τ, ρ, θ} such that :
f(0,0)(τ, θ) = −12 ln(Q) , b(0,0)(τ) = 0 i.e. β(0,0)(τ, θ) = 2 ln(Q) , U(0,0)(τ, θ) = 0 .
(50)
Here Q is a constant and the new angular coordinate, denoted by θ, still
varys between 0 and 2pi. It is on such a chart that actually the black string
geometry is described by eqs (5a–5d). A glance on the formulae that govern
the transformation of the asymptotic expansions of the various unknown
functions that have to be evaluated convinces rapidly on the usefulness to
work on a {τ, ρ, θ} chart, where eqs (50) are satisfyed. We could even
assume that Q = 1 and restoring it at the end of the integration by a
simple rescaling of the cyclic variable and an appropriate redefinition on the
summation index in the Fourier expansion of the various functions.
Note that all these diffeomorphisms are usually considered as being large
diffeomorphisms. Indeed the expressions of the asymptotic Killing vectors
we shall consider later, when discussing the asymptotic charges, are not left
invariant under their action. Thus, in principle, the values of the various
charges they define change when such diffeomorphisms act on a physical con-
figuration : large diffeomorphisms transform into distinct dynamical states
of the physical system. But this conclusion presuppose that after a large
diffeomorphism charges associated to the reducibility parameters given by
their original expressions are still defined. For the problem we consider here
it will be shown that this is not the case.
3 Integration of the asymptotic expansions
In this section we describe the path we have followed to integrate order by
order the remaining field equations. We almost completely fix the gauge
by imposing the choices (50). The remaining freedom only consists into the
choice of the lower bound of the integrals defining T (u) and F (u, φ), corre-
sponding to translations of the τ and θ variables.
The equations we have to consider consist of two standard evolution equa-
tions J θ = 0 and P = 0 governing the evolution of f and Aθ and three
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complementary equations that will fix the integration functions m(0,0)(u, φ),
n(0,1)(u, φ) and V(0,0)(u, φ), introduced in eqs (20b, 22b, 24).
We start with the expressions of β(0,0)(τ, θ) = −2 ln(Q) and U(0,0)(τ, θ) = 0
obtained in eqs (40, 50), that solve the equation P = 0 at order one. From
now we shall proceed order by order, taking into account at each order the
results established at the previous ones and represent τ -derivatives by dots
and θ-derivatives by primes.
At order (1), the equation J θ = 0 implies that :
aτ(0,0)(τ, θ) = λ˙(τ, θ) , aθ(0,0)(τ, θ) = λ
′(τ, θ) + cθ , (51)
where cθ is a constant. In other words these components reflect the expected
residual gauge freedom that preserves the Bondi gauge but also encode the
topological charge eq.(30) that, as a consequence of eq. (31), defines a
conserved charge.
At order ln(ρ/L)/ρ and 1/ρ, respectively, we obtain from the dilaton
equation P = 0 (11):
f˙(1,1)(τ, θ) = −Q2 f ′′(1,1)(τ, θ) , (52a)
f˙(0,1)(τ, θ) = −Q2 f ′′(0,1)(τ, θ) + 2 f˙(1,1)(τ, θ) + 4 f(1,1)(τ, θ) , (52b)
and from the Maxwell equation J θ = 0 (12):
a˙θ(1,1)(τ, θ) = −Q2 a′′θ(1,1)(τ, θ) , (52c)
a˙θ(0,1)(τ, θ) = −Q2 a′′θ(0,1)(τ, θ) + 2 a˙θ(1,1)(τ, θ) + 4 aθ(1,1)(τ, θ) .
(52d)
At order ρ−2 (in the field equations), we obtain nine equations :
• From P = 0 at order ln4(ρ/L)/ρ2 :
3
(
f ′(1,1)(τ, θ)
)2 − 2 f(1,1)(τ, θ) f ′′(1,1)(τ, θ) = 0 , (53a)
whose only periodic solution compatible with eq. (52a) is
f ′(1,1)(τ, θ) = 0 i.e. f(1,1)(τ, θ) = f
(0)
(1,1) , (53b)
with f
(0)
(1,1) an arbitrary constant.
• As a direct consequence of eq. (53b), equation J θ = 0 :
3 a′θ(1,1)(τ, θ) f
′
(1,1)(τ, θ)− 2 aθ(1,1)(τ, θ) f”(1,1)(τ, θ) = 0 (53c)
is satisfied at order ln4(ρ/L)/ρ2.
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• From J θ = 0 at order ln3(ρ/L)/ρ2 :
aθ(1,1)(τ, θ) f
′′
(0,1)(τ, θ)− a′θ(1,1)(τ, θ) f ′(0,1)(τ, θ) = f (0)(1,1) a′′θ(1,1)(τ, θ) .
(54a)
• From P = 0 at order ln3(ρ/L)/ρ2 :(
a′θ(1,1)(τ, θ)
)2 − aθ(1,1)(τ, θ) a′′θ(1,1)(τ, θ) = 32kg Q2 f (0)(1,1) f ′′(0,1)(τ, θ) .
(54b)
Assuming kg > 0 , eqs (54a, 54b) imply that
3:
a′(1,1)(τ, θ) = 0 i.e. aθ(1,1)(τ, θ) = a
(0)
θ(1,1) (55a)
with a
(0)
θ(1,1) a constant, see eq. (52c), and :
f(0,1)(τ, θ) = j(0,1)(τ) or f
(0)
(1,1) = 0 . (55b)
To proceed further let us restrict ourselves to the dynamical solution sector
and choose the solution f
(0)
(1,1) = 0.
Then, the solutions of eqs (52d,52b) are given by the superpositions of
modes :
f(0,1)(τ, θ) =
∑
n
f
(n)
(0,1)e
i n θ+Q2 n2 τ , (56a)
aθ(0,1)(τ, θ) =
∑
n
a
(n)
θ(0,1)e
i n θ+Q2 n2 τ + 4 τ a
(0)
θ(1,1) . (56b)
Of course we have to impose the reality conditions (always understood in
the following and that we shall not repeat explicitly) :
f
(n)
(0,1) =
(
f
(−n)
(0,1)
)?
, a
(n)
θ(0,1) =
(
a
(−n)
θ(0,1)
)?
. (57)
These modes are obviously unstable : they blow up exponentially when
τ increases.
But this is not the end of the story. It is interesting to pursue the
discussion to next order.
3Set κ =
√
2 kg Q/8, k = j(1,1) κ, f(0,1) = κ f , ζ = aθ(1,1) + i f , ξ = (k + i aθ(1,1)).
Equations (54a, 54b) imply that ζ′ ξ′ = ξ ζ′′, from which we conclude. Note that if kg < 0
other branches are possible, but then ghosts appear in the action [eq.(1)].
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• From the equation P = 0, at order ln2(ρ/L)/ρ2, we obtain :
f˙(2,2)(τ, θ) =−
Q2
3
f ′′(2,2)(τ, θ)−
8
3
f(2,2)(τ, θ) +
2
3
Q2
(
f(0,1)(τ, θ)f
′′
(0,1)(τ, θ)− 2
(
f ′(0,1)(τ, θ)
)2)
+
1
24
kg Q
2
(
Q2 a
(0)
(1,1) a
′′
θ(0,1)(τ, θ)− 4
(
a
(0)
(1,1)
)2)
.
(58a)
• From the equation J θ = 0, at order ln2(ρ/L)/ρ2 :
a˙θ(2,2)(τ, θ) = −
Q2
3
a′′θ(2,2)(τ, θ)−
8
3
aθ(2,2)(τ, θ)
+
2
3
Q2
(
(aθ(0,1)(τ, θ)− a(0)(1,1))f ′′(0,1)(τ, θ)− 2 a′θ(0,1)(τ, θ) f ′(0,1)(τ, θ)−
1
2
a
(0)
(1,1) n
′
(0,1)(τ, θ)
)
.
(58b)
• The equation P = 0, at order ln(ρ/L)/ρ2, leads to a similar equation
but involving the not yet fixed functions m(0,0)(τ, θ) and n(0,1)(τ, θ) :
f˙(1,2)(τ, θ) = −
Q2
3
f ′′(1,2)(τ, θ)−
8
3
f(1,2)(τ, θ)
+Q2
(kg
24
Q2
(
(aθ(0,1)(τ, θ) +
17
6
a
(0)
(1,1))aθ(0,1)(τ, θ)
′′ − (aθ(0,1)(τ, θ)′)2
)− kg
3
a
(0)
(1,1) aθ(0,1)(τ, θ)
)
+
4Q2
9
(
2 f(0,1)(τ, θ)f
′′
(0,1)(τ, θ)−
(
f ′(0,1)(τ, θ)
)2 − f ′′(2,2)(τ, θ))
+
Q2
3
(
2n(0,1)(τ, θ) f
′
(0,1)(τ, θ)− n′(0,1)(τ, θ) f(0,1)(τ, θ)
)
+
kg Q
2
24
a
(0)
(1,1)
(
m′(0,0)(τ, θ) + ω λ
′′(τ, θ)− 16
3
a
(0)
(1,1)
)
+
40
9
f(2,2)(τ, θ) . (59a)
• Equation J θ = 0, at the same order ln(ρ/L)/ρ2, implies that :
a˙θ(1,2)(τ, θ) = −
Q2
3
a′′θ(1,2)(τ, θ)−
8
3
aθ(1,2)(τ, θ)
+Q2
((14
9
aθ(0,1)(τ, θ)−
44
9
a
(0)
(1,1)
)
f ′′(0,1)(τ, θ)
− 4
9
a′′θ(2,2)(τ, θ)−
4
3
f(0,1)(τ, θ) a
′′
θ(0,1)(τ, θ) +
2
9
f ′(0,1)(τ, θ) a
′
θ(0,1)(τ, θ)
+
1
3
(
n(0,1)(τ, θ) a
′
θ(0,1)(τ, θ)− n′(0,1)(τ, θ)(aθ(0,1)(τ, θ) +
7
6
a
(0)
(1,1))
))
16
+
4
3
(
4 a
(0)
(1,1) f(0,1)(τ, θ)− (m(0,0)(τ, θ) + ω λ′(τ, θ))f ′(0,1)(τ, θ)
)
+
1
3
V(0,0)(τ, θ) a
(0)
(1,1) +
1
3
ω a′θ(0,1)(τ, θ)−
40
9
aθ(2,2)(τ, θ) . (59b)
The occurence, on the righthand sides, of a term proportional to what
is an arbitrary gauge parameter : λ′(τ, θ) in eq. (59b), λ′′(τ, θ) in
eq. (59a) is not surprising. Indeed, as we may see from eq. (20b)
it is the combination m(τ, θ) + ωAθ(τ, θ)/L and more specifically, in
the asymptotic expansion : m(0,0)(τ, θ) + ω aθ(0,0) (see eq. (38)), that
is gauge invariant with respect to the residual gauge transformation
that preserves the Bondi gauge. That this gauge invariant term and its
derivatives occur in equations governing subdominant terms of order
1/ρ2 in the expansions of f and Aθ results, as eq. (38) shows, from
the fact that “m(τ, θ) +ωAθ(τ, θ)/L” contributes to the order 1/ρ of
the expansion of Au: it is like an “au(0,1)” term.
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• From the equation P = 0, expanded at order 1/ρ2, we obtain :
f˙(0,2)(τ, θ) = −
Q2
3
f ′′(0,2)(τ, θ)−
8
3
f(0,2)(τ, θ)
−Q2
(2
9
kga
(0)
(1,1)aθ(0,1)(τ, θ)
+
1
24
kga
′
θ(0,1)(τ, θ)
(
m0,0(τ, θ) + ω aθ(0,0)(τ, θ)
)
− 1
24
kgaθ(0,1)(τ, θ)
(
m′(0,1)(τ, θ) + ω a
′
θ(0,1)(τ, θ)
)
+
1
6
kgaθ(0,1)(τ, θ)
2 − 1
9
f ′(0,1)(τ, θ)n(0,1)(τ, θ)
− 1
9
f(0,1)(τ, θ)n
′
(0,1)(τ, θ)−
37
27
(
f ′(0,1)(τ, θ)
)2
− 7
27
f(0,1)(τ, θ)f
′′
(0,1)(τ, θ) +
2
9
f1,2
(0,2)(τ, θ)
+
8
27
f ′′(0,2)(τ, θ) +
5
144
kga
(0)
(1,1)
(
m′(0,1)(τ, θ) + ω a
′′
θ(0,0)(τ, θ)
)
− 1
54
kga
(0)
(1,1)
2
+
1
12
n2(0,1)(τ, θ)
)
− 19
216
kgQ
4a
(0)
(1,1)a
′′
0,1(τ, θ)−
5
72
kgQ
4
(
a′0,1(τ, θ)
)2
+
11
72
kgQ
4aθ(0,1)(τ, θ)a
′′
0,1(τ, θ)
+
1
3
f(0,1)(τ, θ)V(0,0)(τ, θ) +
20
9
f(1,2)(τ, θ) +
8
27
f(2,2)(τ, θ) +
ω2
12Q2
.
(60a)
• Similarly, at order 1/ρ2, the equation J θ = 0 results in :
18
a˙θ(0,2)(τ, θ) = −
Q2
3
a′′θ(0,2)(τ, θ)−
8
3
aθ(0,2)(τ, θ)
−Q2
( 8
27
a′′θ(2,2)(τ, θ) +
2
9
a′′θ(1,2)(τ, θ)
+
52
27
a
(0)
(1,1)f(0,1)
(0,2)(τ, θ)− 19
108
a
(0)
(1,1)n
′
(0,1)(τ, θ)
+
26
9
a′′θ(0,1)(τ, θ)f(0,1)(τ, θ)
− 85
27
a′θ(0,1)(τ, θ)f
′
(0,1)(τ, θ) +
5
18
a′θ(0,1)(τ, θ)n(0,1)(τ, θ)
+
17
27
aθ(0,1)(τ, θ)f
′′
(0,1)(τ, θ) +
1
18
aθ(0,1)(τ, θ)n
′
(0,1)(τ, θ)
)
+
8
27
a2,2(τ, θ) +
20
9
a1,2(τ, θ) +
32
9
a
(0)
(1,1)f(0,1)(τ, θ)
+
7
18
ω a′θ(0,1)(τ, θ) +
16
3
aθ(0,1)(τ, θ)f(0,1)(τ, θ)
− 4
3
(
m′(0,0)(τ, θ) + ω aθ(0,0)
′′(τ, θ)
)
f(0,1)(τ, θ)
+
(
m(0,0)(u, θ) + ω a
′
θ(0,0)(τ, θ)
)( ω
3Q2
+
1
3
n(0,1)(τ, θ)−
8
9
f(0,1)
(0,1)(τ, θ)
)
+
(1
3
aθ(0,1)(τ, θ)−
4
9
a
(0)
(1,1)
)
V(0,0)(τ, θ) . (60b)
Before discussing the general structure of the hierarchy of equations, let us
turn to the complementary equations.
Solving J ρ = 0.
• The order ln(ρ/L) term of the expansion of J ρ is proportional to :
a˙′θ(0,1)(τ, θ) =U0(τ) a
′′
θ(0,1)(τ, θ)−Q2 a′′′θ(0,1)(τ, θ) , (61)
and thus, as a consequence of eqs (52d) and (55a), the corresponding
equation is satisfied at this order.
• At order 1, we obtain the equation :(
m(0,0)(τ, θ) + ω aθ(0,0)(τ, θ)
)˙
= −Q2(m(0,0)(τ, θ) + ω aθ(0,0)(τ, θ))′′
+ 4Q2 a′θ(0,1) − 2Q4 a′′′θ(0,1) ,
(62)
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whose general solution is given by a mode superposition similar to
those displayed in eqs (56a, 56b) :
m(0,0)(τ, θ) + ω aθ(0,0)(τ, θ) =
∑
n
m
(n)
(0,0)e
i n θ+Q2 n2 τ
+ τ
(
4Q2 a′θ(0,1) − 2Q4 a′′′θ(0,1)
)
.
(63)
So J ρ vanishes at infinity and thus, as a consequence of the Bianchi
identities, it vanishes everywhere.
Solving ρ Euφ ' 0 (at one point).
Here as well, we find that the leading coefficient of the expansion of ρ Euφ
(the term of order ln(ρ/L) vanishes as a consequence of eqs (52b) and (53b).
• At order 1, this equation leads to the equation :
n˙(0,1)(τ, θ) = −Q2 n′′(0,1)(τ, θ)− 16 f ′(0,1)(τ, θ) + 8Q2 f ′′′(0,1)(τ, θ) ,
(64)
whose general solution reads
n(0,1)(τ, θ) =
∑
p
n
(p)
(0,1)e
i p θ+Q2 p2 τ − τ (16 f ′(0,1) + 8Q2 f ′′′(0,1)) .
(65)
The equation ρ Euu = 0 also has to be only satisfied for a single value of ρ.
• Taking into account all previous equations, only the term of order 1
in the expansion of ρ Euu, provides a new condition, that fixes the last
unknown function V(0,0). It has to satisfy the equation :
V˙(0,0)(τ, θ) = −Q2 V ′′(0,0)(τ, θ) +Q2
(
32 f ′′(0,1)(τ, θ)− 4n′(0,1)(τ, θ)
)
+Q4
(
2n′′′(0,1)(τ, θ)− 24 f ′′′′(0,1)(τ, θ)
)
, (66)
whose solution is :
V(0,0)(τ, θ) =
∑
n
V
(n)
(0,0)e
i n θ+Q2 n2 τ + τ Q2
(
32 f ′′(0,1)(τ, θ)− 4n′(0,1)(τ, θ)
)
+ τ Q4
(
2n′′′(0,1)(τ, θ)− 24 f ′′′′(0,1)(τ, θ)
)
. (67)
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The general pattern for the complete integration of the field equations
emerges from these first steps. It is the following : at each order in 1/ρp ,
the equations driving, both f(q,p) and aθ(q,p) (here after generically denoted
by X(q,p)) have the following general structure :
DpX(q,p) = S(q,p) , (68)
where Dp is the parabolic differential operator (a massive heat flow operator)
:
Dp := ∂τ + Q
2
(2 p− 1)∂
2
θ +
4 p(p− 1)
(2 p− 1) . (69)
The general solution of the homogeneous equation DpX(q,p) = 0 is given by
the mode superposition :
Xhom(q,p) =
∑
n
x
(n)
(q,p)e
i n θ+
(Q2 n2−4 p (p−1))
(2 p−1) τ . (70)
Except for at most one of them, all the remaining modes are exponentially
unstable. Those with n > 2
√
p(p− 1)/Q blow up for τ going to +∞; those
with n < 2
√
p(p− 1)/Q diverge in the limit where τ → −∞.
The right-hand side of the equation (68) is given by a sum of products of
power τk of time variable τ and modes solving the homogeneous equation for
lower (or equal) values of the p index. As product of such modes constitute
in general eigenmodes of the operator Dp but with a non zero eigenvalue, it is
immediate that the special solution of the non-homogeneous equation with
the source term S(q,p) will be given by a sum of products of the same eigen-
modes multiplied by a polynomial of the τ variable. This polynomial may
be chosen to be equal to τk+1/(k+1) if the eigenmode of Dp is of zero eigen-
value ( for instance, see eqs (56b, 63, 65, 67) or equal to e−s τ∂kσ
(
eσ τ/σ
)|σ=s,
if the eigenmode is of non-zero eigenvalue s. But actually this procedure is
formal as it requires in general to manage products of series.
A special solution
As we have shown in the preceding sections, all the asymptotic solutions may
be obtained following a procedure involving solutions of the heat equation
on a circle. There is a particular subset of solutions that can be written in
closed form. Let us assume that for p ≥ 1 all the functions f(q,p)(τ, θ) and
aφ(q,p)(τ, θ) are vanishing. The hierarchy of equations is almost all trivially
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satisfied. The only remaining non-zero functions are :
f(τ, ρ, θ) = f(0,0)(τ, θ) = −
1
2
ln(Q) , (71a)
β(τ, ρ, θ) = ln(ρ/L) + β(0,0)(τ, θ) = ln(ρ/L) + 2 ln(Q) , (71b)
U(τ, ρ, θ) = L
ω
ρ
, (71c)
V (τ, ρ, θ) = −4 ρ
L
+
∑
n
V
(n)
(0,0) e
i n θ+Q2 n2 τ − 1
4
kg
L
ρ
(∑
n
m
(n)
(0,0) e
i n θ+Q2 n2 τ
)2 − Lω2
Q2 ρ
,
(71d)
Aτ (τ, ρ, θ) =
L2
ρ
∑
n
m
(n)
(0,0) e
i n θ+Q2 n2 τ + L∂τ λ(τ, θ) , (71e)
Aθ(τ, ρ, θ) = Lcθ + L∂θ λ(τ, θ) , (71f)
Bτθ(τ, ρ, θ) =
ω L3
Q2 ρ
+
kg
4
Aτ (τ, ρ, θ)Aθ(τ, ρ, θ) + L
2 bτθ(0,0)(τ, θ) ,
(71g)
Hτρθ(τ, ρ, θ) =
ω L3
Q2 ρ2
. (71h)
Actually this solution was obtained from a direct integration of the field
equations, under the working assumption f(q,p>0)(τ, θ) = 0, aθ(q,p>0)(τ, θ) =
0 [see appendix (B)], but it could be guessed4 from the previous equations
by noticing that eq. (60b) implies n(0,1) = −ω/Q2 which is (fortunately)
compatible with eq. (60a).
The Gauss curvature of the corresponding geometry (see eqs (17)) is given
by
R = − 8
Q2 ρ2
− L
∑
n V
(n)
(0,0) e
i n θ+Q2 n2 τ
Q2 ρ3
+
5L2 ω2
2Q4 ρ4
+ kg L
2
(∑
nm
(n)
(0,0) e
i n θ+Q2 n2 τ
)2
2Q2 ρ4
.
(72)
Solution (71a-71h) coincides with the black string (5a–5d) when τ goes to
−∞. It diverges on the timelike singularity ρ = 0 but also, when dynamical,
on the surface τ = +∞, developing a ”cosmological singularity”. Let us
remind that the more general solutions, discussed previously, present such
singularities both on τ = +∞ and on τ = −∞ [See eq. (70)]. These surfaces
correspond to Cauchy horizons of the stationary solution (5a–5d). These
4Guessed, because we have limited the hierarchy of equations at order p = 2.
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singularities the dynamical solutions develop are in accordance with the
analysis of Chandrasekhar and Hartle in the frame of Reissner–Nordstro¨m
black holes [9]. As already mentioned, the dynamical configurations [Eqs
(71a–71h)] constitute deformations of black string geometries, which present
two horizons [see Eqs(6)]. Accordingly we found interesting to examine the
behaviour of the null surfaces (hereafter denoted by Σ±) coinciding with
them asymptotically in the past. The evolution of these surfaces is obtained
by solving the partial differential equation :
∂τR = − kg
8
L2
R
(∑
n
m
(n)
(0,0) e
i n θ+Q2 n2 τ
)2 − (Q2 ∂θR− ω L)2
2Q2R
− 2R+ L
2
∑
n
V
(n)
(0,0) e
i n θ+Q2 n2 τ (73)
with the asymptotic condition [see eq.(6)] : limτ→−∞R = r±.
A large degree of arbitrariness characterises the geometry defined by the
configuration [71a–71h]. It is encoded in the function V (τ, ρ, θ) (Eq.[71d])
that appears in the gτ τ component of the metric. This function V (τ, ρ, θ)
involves two infinite series of arbitrary coefficients5 : V
(n)
0,0) and m
(n)
0,0). This
arbitrariness make it difficult (if not impossible) to discuss the general struc-
ture of these null surfaces for τ > 0. Of course, for τ → −∞ only
V
(0)
0,0) = 4
(r+ + r−)
L
and m
(0)
0,0) =
4√
kg
√
r+ r−
L2
− ω
2
4Q2
(74)
contribute and we recover the “Kerr-like horizon structure” discussed in ref.
[3].
Preliminary numerical integrations of eq. (73), for particular choices of the
V
(n)
(0,0) and m
(n)
(0,0) arbitrary coefficients, illustrate some aspects of the causal
structure of the dynamical geometries. In particular they show that some of
the Σ± generators may hit the singularity ρ = 0, while others run to infinity.
We illustrate this behaviour by considering the special configuration where
ω = 0 and where the equation :
∂θV (τ, ρ, θ) = 0 (75)
admits constant solutions θ = θ?, i.e. zeros independent of τ and ρ
6. In
such case the curves {θ = θ?, ρ = ρ?(τ) where ρ?(τ) is the solution of the
5Only subjected to reality conditions :V
(n)
0,0) = (V
(−n)
0,0) )
? and m
(n)
0,0) = (m
(−n)
0,0) )
?)
6For instance that will be the case if, for n 6= 0, the arbitrary coefficients V (n)(0,0) and
m
(n)
(0,0) are all real (resp. purely imaginary). In this case the series occurring in the
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first order (asymptotic) Cauchy problem :
dρ
dτ
=
L
2
V (τ, ρ, θ?) , (76a)
= −2
(
ρ− (r+ + r− + L/4∑
n 6=0
V
(n)
(0,0) e
i n θ?+Q2 n2 τ
)
+
kg
ρ
(√
r+ r−/kg + L/4
∑
n 6=0
m
(n)
(0,0) e
i n θ?+Q2 n2 τ
)2)
, (76b)
ρ?(−∞) = r+ (resp. ρ?(−∞) = r−) , (76c)
are generators of the external (resp. internal) horizon.
To go further let us specialise some more the arbitrariness of the geometry
we examine by fixing, for n 6= 0, all the m(n)(0,0) coefficients to zero. Equation
(76b) reduces to :
dρ
dτ
= −2(ρ− r+)(ρ− r−)
ρ
+
L
2
∑
n6=0
V
(n)
(0,0)e
i n θ?+Q2 n2 τ . (77)
For large positive value of τ , it is the values of
κ?(u) =
∑
n6=0
V
(n)
(0,0)e
i n θ?+Q2 n2 τ (78)
that drive the behaviour of the function ρ?(τ). If κ?(τ) grows to +∞ like
exp(k2 θ) (k ∈ N), ρ?(τ) also grows as exp(k2 θ). If on the other hand
κ?(τ) decreases exponentially to −∞, ρ?(τ) also will decrease and reach
zero for a finite value τ? of τ . For illustrative purposes let us choose∑
n6=0 V
(n)
(0,0)e
i n θ+Q2 n2 τ = cos(3 θ) exp(9 τ), r+ = 4L, r− = 2L, ω = 0 and
Q = 1. A numerical integration, whose results are displayed in Fig.(1) shows
the evolution of the external horizon from its asymptotically past circular
structure of radius r+ to a trefoil-like one. Three of the generators evolving
at fix values of θ : those with θ? = pi/3, pi/2, 5pi/3 decrease to ρ = 0, while
those with θ? = 0, 2pi/2, 4pi/3 blow up to +∞.
expression of V (τ, ρ, θ) only involves functions cos(n θ) (resp. sin(n θ)) and we obtain
θ? = 0 and pi (resp. θ? = ±pi/2). If moreover, for n 6= 0, the coefficients V (n)(0,0) and m(n)(0,0)
are non-zero only for one value of n than Eq.(75) will admit 2n solutions, equally spaced
by pi/n.
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r=0
λ−∞ = 4.00, λ0 = 4.00, λτ?/2 = 4.00, λ0.8τ? = 3.96, λτ? = 3.46
Figure 1: Pictural representation and sections of the external horizon of
the metric Eqs.[17, 71b–71d] for the parameter choice : r+ = 4L, r− = 2L,
ω = 0, Q = 1, m
(n>0)
(0,0) = 0, V
(n>0)
(0,0) = 0 excepted V
(3)
(0,0) = V
(−3)
(0,0) = 1/2. The
sections are considered at times : τ = −∞, 0, τ?/2, and τ0.8? up to the
moment τ? = 0.46 where it hits the singularity, that becomes naked. The
lengths λτ (in units 2pi L) of the horizon sections also are indicated.
The main purpose of this illustrative discussion is to show that the struc-
ture of the horizon of the black string is geometrically rich, far from being
completely understood, and deserves extra studies. Before stopping it, let
us show another sequence of horizon sections and their respective lengths
[Fig. (2) ] for a more general configuration, where ω 6= 0 and which in-
volves both sine and cosine functions : r+ = 4L, r− = 2L, Q = 1, ω = 5,∑
n 6=0 V
(n)
(0,0)e
i n θ+Q2 n2 τ = sin(θ) exp(τ) + cos(2θ) exp(4 τ). Here again we
see that some horizon generators hit the singularity (despite the absence of
symmetry) while others (apparently) go to infinity.
To make an end to these numerical considerations, let us mention that they
also indicate that the length of the horizon diminishes when the time vari-
able τ increases. This is not in contradiction with the usual theorem on
black holes as here the horizons are past horizons. A simple way to recon-
cile the behaviour of the horizon with the thermodynamic law of entropy
increase is to change τ into −τ . But then the τ variable has to be inter-
preted as a advanced time labelling J − and not as a retarded time on J +.
The corresponding solutions describe configurations where initially diver-
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λ−∞ = 4.00, λ0 = 4.00, λτ?/2 = 3.98, λ0.8τ? = 3.90, λτ? = 3.49
Figure 2: Sections of the external horizon of the metric Eqs.[17, 71b–
71d] for the parameter choice : r+ = 4L, r− = 2L, Q = 1, ω = 5,∑
n 6=0 V
(n)
(0,0)e
i n θ+Q2 n2 τ = sin(θ) exp(τ) + cos(2θ) exp(4 τ). . The sections
are considered at times : τ = −∞, 0, τ?/2, and τ0.8? up to the moment
τ? = 0.86 where it hits the singularity (represented by black dots) that be-
comes naked. The lengths λτ (in units 2pi L) of the horizon sections also
are indicated.
gent field modes vanish and futur horizons appear, masking an initial naked
singularity.
4 Charges and asymptotic charges
Solutions of gauge invariant theories that admit gauge transformations leav-
ing the field configuration invariant, i.e. a set of reducibility parameters
{ζ}, allow to define elementary charges, and, if integrable, finite charges
(see for example refs [14, 15, 16] and references therein). The elementary
charges are given by integration on closed surfaces of co-dimension 2, here
on closed curves C, of the elementary surface charge density (154), here :
k{ζ}ρ := k
µν
{ζ}ηµνρ. Those that we consider hereafter, are specifyed by choos-
ing the solutions of the linearised field equations, the definition of kζ requires,
given by arbitrary variations of the constants occurring in the expressions
of the background solutions. Let us notice that if {ξµ, Λα, λ} constitute a
set of reducibility parameters, they all transform covariantly with respect to
diffeomorphisms but under the gauge transformations :
Aα 7→ Aα + ∂αψ , (79)
Bαβ 7→ Bαβ + ∂[αΨβ] −
kg
4
∂[αψAβ] . (80)
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according to the rules :
ξµ 7→ ξµ , (81)
λ 7→ λ− ξα∂αψ + λc , (82)
Λα 7→ Λα + kg
4
(
2ψ ∂αλ− (ξβ∂βψ)∂αψ
)− ξβ∂βΨα + Λcα , (83)
where λc is an arbitrary constant (a closed zero-form) and Λcα the com-
ponents of an arbitrary closed one-form. Thus, without loss of general-
ity, from now we may assume that the functions bφu(0,0)(u, φ) in eq. (25),
bτ θ(0,0)(τ, φ) in eq. (71g), λ(u, φ) in eq.(51) and λ(τ, θ) in eqs (71e, 71f) to
be zero, respectively.
The black string configuration Eqs (5a–5d) admits such parameters {ζ} :=
{ξµ, Λα, λ} constituted by the Killing vector fields ∂τ and ∂θ of the metric,
ensuring that δgµν = 0 and leaving the dilaton invariant δΦ = 0, and gauge
parameters Λα (given by eq. (32) and λ (constant) such that δAα = 0 and
δBαβ = 0 respectively (see eqs (3a–3d)). They lead to elementary charges
that all appear to be integrable.
Its Killing horizons, located at r = r+ and r = r− [see eq. (6)], are generated
by the vector fields :
γ± = ∂τ − ω L
r±
∂θ . (84)
This structure allows us to obtain a first law relating variation of energy,
angular momentum and charges. It requires that the gauge parameter are
reducibility parameters, i.e. when, evaluated on the black string back-
ground, ξµ are the components of the Killing vector fields, λ is constant
and Λ = dF (τ, ρ, θ) + Λθ dθ. Associated to them are conserved charges: en-
ergy, angular momentum and abelian (29) and Kalb-Ramond (34) charges
respectively. A standard calculation, based on the surface charge density
provided in Appendix (C) leads to :
δE = 1
8piG
κ± δA± − ω L
r±
δJ + ΦMax δQMax + ΦKR δQKR . (85)
Here E = (r++r−)/(2G) is the energy, κ± =
√
−1/2 γµ±;ν γν±;µ = 2 (r± − r∓)/r±
is the surface gravity and A± = 2pi r± the length of the outer horizon
(r = r+) or the inner horizon (r = r−). Let us emphasize the contribution
of the topological term introduced in the angular component of the abelian
potential (71f) :
J := − L
8G
( ω
Q2
+ 2 cθ
√
kg
√
r+ r−
L2
− ω
2
4Q2
− kg
4
c2θ ω
)
. (86)
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The charges are given by eqs (29, 34) :
QMax = 1
8G
(
2
√
kg
√
r+ r−
L2
− ω
2
4Q2
− kg
2
cθ ω
)
, QKR = − ω
8GL
.
(87)
The Nœther-Wald surface charge expression (153) provides those of the as-
sociated potentials. For the abelian fields, it takes its usual expression :
Φ±Max = γ
µ
±Aµ
∣∣∣
r±
=
L2
r±
( 4√
kg
√
r+ r−
L2
− ω
2
4Q2
− cθ ω
)
. (88)
However, due to a more complicated gauge transformation rule of the B field
(3c), the corresponding potential linked to the Kalb-Ramond field reads :
Φ±KR = γ
µ
±
(
Bµ θ−kg
4
AµAθ)
∣∣∣
r±
= −L
3
r±
( ω
Q2
+2 cθ
√
kg
√
r+ r−
L2
− ω
2
4Q2
−kg
4
c2θ ω
)
.
(89)
Remarkably all these relations remain valid in the framework of the
solution described by eqs (71a–71h) if we lightly restrict the phase space by
fixing cθ, i.e. restricting the solutions of the linearised equations by imposing
δcθ = 0 . (90)
Indeed while the vector fields ∂τ and ∂θ are no longer the generators of
isometries preserving the matter fields (even asymptotically), they neverthe-
less constitute symplectic symmetries [17, 18] : the surface charge density
constructed with them and the fields eqs (71a–71h) is conserved.
We also may look for asymptotic symmetries. We restrict ourself to the
search of such symmetries leading to asymptotic conserved charges. Such
asymptotic charges that may be linked to the field configurations described
in the previous section rest on the existence of asymptotic reducibility pa-
rameters i.e. gauge transformations that preserve the asymptotic structure
of the field configurations. In our case the asymptotic field behaviour is de-
fined by eqs (26, 27) and the Bondi gauge conditions eqs (16). Such gauge
transformations are determined as follows (see ref. [10], appendix A.1).
Imposing on the metric the Bondi gauge condition, we have to maintain the
following three conditions :
gr r = 0 , gr φ = 0 , gφφ = r
2 , (91)
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i.e. in terms of the infinitesimal diffeomorphisms (3a) to impose that their
generators ξα satisfy the three conditions
Lξgr r = 0 which implies ∂rξu = 0
i.e. ξu = X(u, φ) , (92)
Lξgr φ = 0 which implies ∂rξφ − Le
β
r2
∂φX(u, φ) = 0
i.e. ξφ = Y (u, φ) + L∂φX(u, φ)
∫
eβ
r2
dr (93)
= ∂φX(u, φ) e
β(0,0) ln(r/L) +O(1) , (94)
Lξguφ = 0 which implies ξr = −r
(
U ∂φξ
u + ∂φξ
φ) . (95)
Moreover, imposing that gu r remains at order r :
Lξgu r = O(r) , (96)
leads to an equation dictated by the term of order O(ln(r/L)) in eq. 94:
∂φξ
u ∂φe
β(0,0)(u, φ) = 2 ∂φ
(
∂φξ
u eβ(0,0)(u, φ)
)
(97)
whose solution is
∂φξ
u = ∆(u) e−
1
2β(0,0)(u, φ) . (98)
But, for ξu to be periodic we have to require that ∆(u) = 0. As a conse-
quence we obtain :
ξu = X(u) , ξr = −r ∂φY (u, φ) , ξφ = Y (u, φ) . (99)
The remaining assumption on the asymptotic behaviour of the metric com-
ponents : guu = O(r2) and guφ = O(r2) and the dilaton field does not imply
any further condition. It is worthwhile to notice that in particular we obtain
:
LξΦ = O(1) (100)
in accordance with the ansatz eq. (18).
The Bondi gauge conditions eqs (16) on the abelian and the Kalb-
Ramond fields are preserved by the infinitesimal diffeomorphisms defined
by the vector field eq. (99). The residual gauge transformations Eqs(3c–3b)
that preserve conditions (16) are :
λ = `(u, φ) , Λ = dL(u, r, φ) + Pφ(u, φ) dφ . (101)
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This expression of the one-form Λ as written is not canonical. It can as well
be written in terms of three component functions :
Λ = Ku(r, u, φ) du+Kr(r, u, φ) dr +Kφ(r, u, φ) dφ (102)
linked by the two integrability conditions :
∂rKu(r, u, φ)− ∂uKr(r, u, φ) = 0, and ∂rKφ(r, u, φ)− ∂φKr(r, u, φ) = 0
(103)
The asymptotic symmetry algebra is thus expressed in terms of triples
s = (ξ, `, Λ) of vectors ξ of the form eq. (99), function λ of two variables
and one-form obeying the conditions eq. (103).
The algebra they satisfy is given, in terms of usual Lie derivatives L by
:
[(ξ1, `1,Λ1), (ξ2, `2,Λ2)] = (ξ, `,Λ) with (104)
ξ = Lξ2ξ1 − Lξ1ξ2 , ` = Lξ2`1 − Lξ1`2 , Λ = Lξ2Λ1 − Lξ1Λ2 +
kg
4
(
`1 d`2 − `2 d`1
)
.
(105)
In particular the asymptotic Killing vector fields realise the semidirect prod-
uct of two Wit algebras.
But this is not the end of the computation of asymptotic reducibility pa-
rameters. To simplify the analysis let us fix the background by imposing the
extra conditions eqs (50). To obtain conserved7 asymptotic charges, remem-
bering that we are considering polyhomogeneous asymptotic expansions, we
also have to require that :
∂α
(√−g kα τ) =O( ln[ρ/L]nτ
ρ2
)
, (106a)
∂α
(√−g kαρ) =O( ln[ρ/L]nρ
ρ
)
, (106b)
∂α
(√−g kα θ) =O( ln[ρ/L]nθ
ρ2
)
, (106c)
where nτ , nρ and nθ are all three non-negative integers. These conditions
insure both that the elementary charges defined by the integral (164) are
independent of the shapes of the loops on which the various integrals are
7Non conserved asymptotic charges and their algebra are considered in refs [10, 19, 4];
see also appendix (C).
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evaluated and that they are conserved in time. Imposing that the station-
ary black string configuration belongs to the phase space, a straightforward
calculation then leads to the conclusion that only constant reducibility pa-
rameters :
ξτ = Xh , ξ
θ = Yj , λ = ` , Λ = Λθ dθ (107)
constitute asymptotic reducibility parameters. Indeed we obtain that for
the stationary black string configuration eqs (7a, 7b) the relevant parts of
the components of the divergence of the charge density are given by :
∂α
(√−g kα τ) =0 , (108a)
∂α
(√−g kαρ) = 1
16piG
(
ρ
((
Q2 Y ′′′(τ, θ)− Y˙ ′(τ, θ))δQ
Q
+
kg
4
Q2
(
˙`′(τ, θ) + cθ Y˙ ′(τ, θ)
)
δcθ
)
+ 8G
(
X˙(τ) δE − Y˙ (τ, θ) δJ + L ˙`(τ, θ) δQMax − L2 K˙θ(τ, θ) δQKR
)
+
√
kg LQ
2 Y ′′(τ, θ)
(
2
√
r+ r−
L2
− ω
2
4Q2
δcθ − cθ δ
(√
r+ r−
L2
− ω
2
4Q2
))
−√kg LQ2 `′′(τ, θ) δ(
√
r+ r−
L2
− ω
2
4Q2
))
+O[1/r] ,
(108b)
∂α
(√−g kα θ) = 1
16piG
((
Y˙ (τ, θ)−Q2 Y ′′(τ, θ))δQ
Q
− kg
4
Q2
(
˙`(τ, θ) + cθ Y˙ (τ, θ)
)
δcθ
−L
ρ
X˙(τ) δω
)
. (108c)
However, if we restrict the phase space by fixing Q and cθ we obtain a larger
set of reducibility parameters :
ξτ = Xh , ξ
θ = Y [τ, θ] (arbitrary) , λ = −cθ Y [τ, θ] +
∑
n
`(n) ei n θ−Q
2 n2
2
τ ,
Λ =
(
−4)kg c
2
θ Q
2
Q2
Y [τ, θ] + Λθ
)
dθ . (109)
But if we only impose cθ constant on the all phase space, the reducibility
parameter set becomes more restricted. Instead to have ξθ arbitrary it must
be taken constant : ξθ = Yj constant to define conserved asymptotic charges.
Let us now consider the conditions eqs (106a–106c) applied on the more
general asymptotic solutions obtained in section (3) we are led to restrict
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the covariant phase space as follows. To satisfy the first of the conditions
eq. (106a) we have to require :
f(0,1)(τ, θ) = f
(0)
(0,1) , aθ(0,1)(τ, θ) = a
(0)
θ(0,1) + 4 τ a
(0)
θ(1,1) , a
(0)
θ(1,1) δcθ = 0 .
(110)
For instance, if the conditions (110) are not satisfyed, we obtain that, at
fixed value of τ = τ?, the integral of the surface charge density, on a circle
of large radius ρ = r?, behaves as :∫ 2pi
0
kτ,ρ{Xh,Yj ,`,Λθ}[τ?, r?, θ]dθ =4piXh LQ
2 kg δcθ aθ(1,1)
(
ln(r?/L) + 4 τ?
)
+ τ? and r? independent terms . (111)
The three conditions eq. (110), combined with eqs (63, 65, 67) imply
that :
δ
(
Q2
(
V˙(0,0)(τ, θ) +Q
2 V ′′(0,0)(τ, θ)
))
= 0 , (112)
and similar relations for m(0,0)(τ, θ) and n
′
(0,1)(τ, θ). Using them, we see
that to verify condition (106b), we also have to impose that :
n′(0,1)(τ, θ) δQ = 0 , m˙(0,0)(τ, θ) δcθ = 0 . (113)
Then the third condition (106c) implies no more restriction.
Thus in order to obtain conserved, well defined elementary charges, we
have, together with the first two conditions (110), four options to define
covariant phase spaces: to assume cθ fixed or a
(0)
θ(1,1) = 0 and m(0,0)(τ, θ) =
m
(0)
(0,0) and Q fixed or n(0,1)(τ, θ) = n
(0)
(0,1). According to the choice, we obtain
as elementary charges :
δE = 1
8G
(
δV
(0)
(0,0) − 16
f
(0)
(0,1)
Q
δQ+ 2 kg Q
2 a
(0)
θ(0,1)δcθ
)
, (114)
δJ =
1
8G
δ
(
n
(0)
(0,1) −
1
2
kg cθm
(0)
(0,0) −
1
4
ω c2θ
)
, (115)
δQMax = 1
16G
kg δ
(
m
(0)
(0,0) − ω cθ
)
, (116)
δQKR = − 1
8GL
δω . (117)
In the above expressions we have to set δcθ = 0 if we choose the phase space
sector to have a
(0)
(1,1) 6= 0. All these elementary charge remain integrable,
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excepted for the energy (the one linked to the asymptotically reducibility
parameter Xh, corresponding to τ translation), unless we assume Q and cθ
fixed, or more generally appropriate special Q and cθ dependences for the
f
(0)
(0,1) and a
(0)
θ(0,1) integration constants.
5 Conclusions
We have obtained a (formal) generalisation of our previous results of black
string configurations, established in ref. [3], that describes a general so-
lution of the Einstein-dilaton-abelian-Kalb-Ramond field equations. This
dynamical system depends on two degrees of freedom. The solution we ob-
tain depends on an infinite set of arbitrary functions of τ and θ that we
may reinterpret as Cauchy data expressed as series involving power of ρ and
log[ρ/L]. Surprisingly we have obtained a closed form solution of the prob-
lem without isometry–gauge invariance : a solution describing a dynamical
black string configuration. Nevertheless this solution exhibits a hidden sym-
plectic symmetry that allows us to define for it charges which are similar
to that of the stationary black string configuration. We also have shown,
that restricting some of the arbitrary functions occurring in the expansion
of the general asymptotic solution to constants, we may still define four
conserved elementary charges. Three of these charges are integrable. Only
the energy requires some extra conditions to be defined. Actually, that the
abelian and Kalb-Ramond charges always exist results from eqs (29, 34).
Less expected, on the contrary to what is necessary for the asymptotic en-
ergy, the asymptotic angular momentum didn’t require extra conditions to
be defined, .
A few other points deserve attention.
Firstly : the algebra of the asymptotic reducibility parameters may seem
frustrating: in general it coincides with the four-dimensional algebra of
isometry–gauge transformations preserving the stationary configuration.
Secondly : the black string configuration is proved to be unstable, as conjec-
tured by Horne and Horowitz on the basis of to the work of Chandrasekhar
and Hartle. Of course the link between these instabilities and their CFT
interpretation in terms of deformations by marginal operators of the under-
lying sigma-model will require extra work.
Thirdly : the subdominant terms occurring in the asymptotic expansion
of the general solution have to be restricted in order to obtain conserved
charges or even only finite non conserved charges [see appendix (C) ]
Fourthly : the asymptotic solutions are mainly determined by the two func-
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tions eqs (35, 36). Their expansion in terms of inverse powers or r and
power of ln[r/L] involves arbitrary (complex) constants determining the co-
efficients f(q,p)(u, φ) and a(q,p)(u, φ) and their time derivatives. Roughly
speaking they corresponds to the initial data of these two degrees of freedom
and thus, for each choice of them define inequivalent physical configurations.
A Geometrical description of the asymptotic ge-
ometry
On a four dimensional Minkowski space, with metric :
dS2 = dU dV + dX2 + dY 2 (118)
we have to consider the half-cones with equation :
U > 0 , p2 U V − q2(X2 + Y 2) = 0 , p2 + q2 = 1
4
p, q ∈]0, 12 [ ,
(119)
parametrised by :
U = q QL (ρ/L)
2 q−1
2 q e
−2q τ , V = q QL (ρ/L)
2 q+1
2 q e
2
q τ , X = pQρ cos( θpQ) , Y = pQρ sin(
θ
pQ) .
(120)
The p and q parameters have to satisfy the rationality condition (T being
the period of the cyclic coordinate θ, choosen to be 2pi in the main text):
T
2pi pQ
∈ Q , (121)
in order for the cones given by eq. (119) to constitute finite coverings of the
manifold we are looking for. The induced metric on this surface is given by
eq. (8a).
B Special solution
We start from the special field configuration ansatz :
Φ = −1
2
ln
(
Qρ
L
)
(122)
Aµ = {Aτ (τ, ρ, θ), 0, L cθ)} (123)
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but the general metric components (in Bondi gauge) :
gµν =
 gτ τ (τ, ρ, θ) gτ ρ(τ, ρ, θ) gτ θ(τ, ρ, θ)gτ ρ(τ, ρ, θ) 0 0
gτ θ(τ, ρ, θ) 0 ρ
2
 . (124)
The Hµνρ field components are given by eq. (15) :
Hτ ρ θ =
L3ω |gτ ρ(τ, ρ, θ)|
r3
. (125)
The Einstein equation Eρ ρ = 0 [see eqs 9] implies that :
gτ ρ(τ, ρ, θ) =
r
L
γτ ρ(τ, θ) , (126)
while Eρ θ = 0 provides :
gτ θ(τ, ρ, θ) = Lρ
(
γ
(1)
τ θ (τ, θ) + (r/L)
[
γ
(2)
τ θ (τ, θ) + γ
′
τ ρ(τ, θ)
(
1− ln (r/L)
)])
.
(127)
The abelian field equation J τ = 0 [see eqs (12)] leads to the expected radial
dependence of the potential :
Aτ (τ, ρ, θ) =
L2
ρ
m(τ, θ) + Laτ(0,0)(τ θ) . (128)
The equation J θ = 0 involves three terms, that are respectively proportional
to ρ−2, ρ−3 and ρ−4. The first two imply that :
aτ(0,0)(τ θ) =λ(τ) , (129)
γτ ρ =− b(τ) , (130)
where λ(τ) and b(τ) are arbitrary functions. Thanks to an appropriate
choice of gauge we may assume that λ(τ) = 0 and by redefining the τ
variable that b(τ) = Q2. With this choice of the τ variable the term of order
ρ−4 in the equation J θ = 0 fixes γ(1)τ θ :
γ
(1)
τ θ = ω . (131)
Let us now turn to the dilaton-field equation (11). It implies that :
gτ τ = Lργτ τ (τ, θ)− kg
4
L2Q2m(τ, θ)2 + ρ2
(
γ
(2)
τ θ (τ, θ)
2 + γ
(2)′
τ θ (τ, θ)− 4
)
,
(132)
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an expression that the gravitational equation Eqgv r = 0 simplify as it re-
quires that :
γ
(2)
τ θ (τ, θ) = a(τ) =: A˙(τ) . (133)
Here we have introduce a primitive A(τ) of the arbitrary function a(v).
The last abelian field equation J ρ = 0 leads us to the evolution equation of
the m(τ, θ) function :
m˙(τ, θ) = −Q2m′′(τ, θ) + a(τ)m′(τ, θ) (134)
whose general solution reads
m(τ, θ) =
∑
n
m
(n)
(0,0) e
i n(A(τ)+θ)+n2Q2 τ with m
(−n)
(0,0) = (m
(n)
(0,0))
? .
(135)
Similarly the last Einstein equation Eτ τ = 0 leads to an equation for the
function γτ τ (τ, θ) :
γ˙τ τ (τ, θ) =−Q2 γ′′τ τ (τ, θ) + a(τ)γ′τ τ (τ, θ) + 2Lω a˙(τ) (136)
whose solution reads :
γτ τ (τ, θ) =2ω a(τ) +Q
2 V(0,0)(τ, θ) (137)
with : V(0,0)(τ, θ) =
∑
n
V
(n)
(0,0) e
i n(A(τ)+θ)+n2Q2 τ and V
(−n)
(0,0) = (V
(n)
(0,0))
? .
(138)
Then the remaining two gravitational equations are identically satisfied.
To make an end let us notice that by redefining the angular variable as :
θ +A(τ) 7→ θ (139)
the metric simplifies into :
g(B)µν =
 −4Q2 ρ2 + LQ2 ρ V(0,0)(τ, θ)− kg4 L2Q2m2(0,0)(τ, θ) −Q2 ρ Lω ρ−Q2 ρ 0 0
Lω ρ 0 ρ2

(140)
and, thanks to a residual gauge transformation, the abelian potential may
be written as :
Aµ =
{
L2
ρ
m(0,0)(τ, θ), 0, L cθ
}
. (141)
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C Surface charges
A covariantisation lemma
In this appendix we want to show that for second order diffeomorphism
invariant theories, the surface charge density build by ”cohomological meth-
ods” (see for instance [14, 16]) even if not explicitly covariant actually is
covariant.
Let us denote tensorial background fields as φA and their variations as δφA.
The on-shell vanishing Noether current density can be expanded as :
·s
µ =
2∑
n=0
·s
µ,(ν)n,B∇(ν)nδφB =
2∑
n=0
·˜s
µ,(ν)n,B∂(ν)nδφB , (142)
where all the coefficients ·s
µ,(ν)n,B are tensor densities, depending on the
background fields and the reducibility parameters. The indices in the mul-
tisum are totally symmetrized. On-shell conservation ∂µ ·s
µ = 0 implies :
·s
(µ,ν1ν2),B = 0 . (143)
The two expansion coefficients occurring in eq. 142 are related by :
·˜s
µ,ν1ν2,B = ·s
µ,ν1ν2,B ,
·˜s
µ,ν,B = ·s
µ,ν,B − ·sµ,ν1ν2,C(Γνν1ν2δBC + 2ΓBC(ν1δνν2)) . (144)
The not manifestly covariant expression for the surface charge density is
given by :
·k
µν = ·˜s
[µ,ν],BδφB −
2
3
δφB∂ρ ·˜s
[µ,ν]ρ,B +
4
3
∂ρδφB ·˜s
[µ,ν]ρ,B , (145)
while the manifestly covariant one reads :
·κ
µν = ·s
[µ,ν],BδφB −
2
3
δφB∇ρ ·s[µ,ν]ρ,B +
4
3
∇ρδφB ·s[µ,ν]ρ,B . (146)
In order to check that on-shell ·k
µν = ·κ
µν , on one hand we expand ·k
µν using
(144), and on the other hand we expand the covariant derivatives in ·κ
µν and
compare the two expressions.
The terms proportional to ΓBCα are given
in ·k
µν by : − 2 ·˜s[µ,ν]ν2,CΓBCν2δφB , (147a)
in ·κ
µν by :
(
−2
3
− 4
3
)
δφB ·˜s
[µ,ν]ρ,CΓBCρ , (147b)
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and therefore are identical.
The terms proportional to Γραβ are given
in ·k
µν by : − ·s[µ,|ν1ν2|,BΓν]ν1ν2δφB , (148a)
in ·κ
µν by : − 2
3
δφBΓ
[µ
ρν2 ·s
|ν2|,ν]ρ,B − 2
3
δφBΓ
[ν
ρν2 ·s
µ],ν2ρ,B (148b)
= +
2
3
δφBΓ
[ν
ρν2 ·s
|ν2|,µ]ρ,B − 2
3
δφBΓ
[ν
ρν2 ·s
µ],ν2ρ,B . (148c)
Therefore, their difference is given by :
δφBΓ
[ν
ν1ν2
(
−1
3 ·
sµ],ν1ν2,B − 2
3 ·
s|ν1|,µ]ν2,B
)
(149)
= − 1
2
δφBΓ
ν
ν1ν2 ·s
(µ,ν1ν2),B − (µ↔ ν) (150)
= 0 (151)
in virtue of the conservation equation (143).
Let us mention that this elementary proof does not straightforwardly gen-
eralises to higher order theories.
Explicit expressions
In this appendix we write an explicit covariant expression of the surface
charge density used in section (4), based on the previous lemma. The dif-
feomorphism and gauge invariant action given by eq. (1) defines the presym-
plectic potential :
Θµ =∇αδgµα −∇µδg − 8∇µΦ δΦ− kg
4
e−4 Φ Fµα δAα
− 1
2
e−8 ΦHµαβ
(
δBαβ +
kg
2
Aα δAβ) , (152)
where δgµν , δAα and δBαβ are arbitrary variation of the various fields
(δgαβ := gαµgβ,νδgµν , δg =: g
µνδgµν). Following standard techniques (i.e.
using the contracting homotopy operator; see for instance refs [14, 16]), we
obtain the Nœther-Wald surface charge :
Qµν =
1
16piG
(
∇µ ξν +∇ν ξµ + kg
2
e−4 ΦFµν(ξαAα + λ)
+ e−8 ΦHµ ν α
(
ξβ Bβ α − kg
4
(ξβ Aβ + 2λ)Aα + Λα
))
, (153)
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where {ζ} := {ξµ, Λα, λ} are gauge parameters. The surface charge density8
may be written as the sum of four contributions :
·k
µν
{ζ} =
√−g
16piG
(
kµνE + k
µν
T + k
µν
H + k
µν
F
)
. (154)
A suffisant condition to be conserved (∂µ ·k
µν
{ζ} = 0) is that the background
configuration is left invariant with respect to the gauge transformation gen-
erated by ξµ, Λα and λ (in which case they constitute a set of reducibility
gauge parameters) and the field variations δgµν , δAα and δBαβ are solutions
to the field equations linearised around this background.
Defining Dσµων := gσωgµν − gσνgµω, the general covariant expression of the
surface charge is given by the sum of :
• Einstein tensor contribution
kµνE = 2
(
ξ[ν∇µ]δg −∇ρδgρ[µξν] + ξρ∇[νδgµ]ρ
)
−
(
∇[µξν]δg −∇ρξ[ν δgµ]ρ + δg[µρ ∇ν]ξρ
)
(155)
• Energy-momentum tensor contribution
kµνT = 8 (ξ
ν ∇µΦ− ξµ∇νΦ) δf
− 1
2
e−8 Φ ξ[µ ην]ρσ ? H
(
δBρσ +
kg
2
Aρ δAσ
)
+
kg
2
e−4 Φ
(
ξσ F
σ[µ gν]ρ − 3 ξ[ρ Fµν]
)
δAρ (156)
Here ?H := 13!η
αβγHαβγ and the Schouten identity is used to simplify
the second term.
• Scalar field contribution
As there is no derivative of the gauge parameter in case of scalar fields,
these fields only contribute via the other field equations
8We adopt here a commonly used terminology. Actually, what we are considering here
is an ”elementary surface charge density”, an object that when integrated will provide,
in principle, a one-form on the phase space that still must be exact in order to allow to
define true charges by an integration along a path, starting from a configuration where
the values of the charges are prescribed by convention.
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• 2-form field contribution (λ := ξρAρ + λ)
kµνF =
kg
2
{
λ e−4 ΦDρσνµ∇ρδAσ − 1
2
Dρσνµ∇ρ(λ e−4 Φ) δAσ
+ λ e−4 Φ
[(
2 gρ[νFµ]σ − 1
2
Fµνgρσ
)
δgρσ + 2D
µνσρ(∇σΦ)δAρ + 4Fµν δf
]
+λ e−8 Φ
[
gρ[νFµ]σ δBρσ +H
µνρ δAρ +
kg
2
gρ[µF ν]σ δA[ρAσ]
]}
(157)
• 3-form field contribution (Λα := ξρBρα − kg4 (ξρAρ + 2λ)Aα + Λα)
kµνH = e
−8 Φ
{
−1
3
Λβ
(
ηµβ(νηρ)σω − ηνβ(µηρ)σω
)(
∇ρ δBσω − kg
2
Aω∇ρ δAσ
)
+ 4∇ωΦ Λβ ηβω[µην]ρσ
(
δBρσ − kg
2
Aσ δAρ
)
+
kg
4
Λβ∇σAω
(
ηµβ[νησ]ωρ − ηνβ[µησ]ωρ
)
δAρ +
1
2
ΛωH
µνω hδg + 8 Λβ H
µνβδf
}
+
1
6
∇ρ
[
e−8 Φ Λβ
(
ηµβ(νηρ)σω − ηνβ(µηρ)σω
)]
δBσω
− kg
12
∇ρ
[
e−8 Φ Λβ Aω
(
ηµβ(νηρ)σω − ηνβ(µηρ)σω
)]
δAσ
(158)
Non conserved charges
The definition of physically relevant charges in the framework of gravity
is a subtle question. Inserting the expressions of the asymptotic solutions
obtained in sect. (3) and asymptotic symmetries (99, 101) in the previous
expression of the surface charge density, will in general leads to ill defined
(divergent) expressions. Nevertheless we may a priori restrict the phase
space by conditions insuring that the charges so obtained are finite, even if
they remain in general dependent on the curves on which the charge density
is integrated and thus, in particular, time dependent. The relevance of such
time dependent charge is particularly well illustrated by the Bondi mass
formula that describes the conversion of mass into gravitational radiation(see
for instance [20, 21, 22]).
Expanding the charge density (165) in terms of the radial coordinate ρ we
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obtain :
?k =
(
ρ kτ(0,−1)(τ, θ) + ln2[ρ/L] kτ(2,0)(τ, θ) + ln[ρ/L] kτ(1,0)(τ, θ)
)
dτ
+
(
ln2[ρ/L] kθ(2,0)(τ, θ) + ln[ρ/L] kθ(1,0)(τ, θ)
)
dθ
+
1
ρ
(
ln[ρ/L] kρ(1,1)(τ, θ) + kρ(0,1)(τ, θ)
)
dρ
+O[1] . (159)
This charge density is defined up to an exact one-form dF (τ, ρ, θ). Using
this freedom we obtain the following conditions of finiteness.
• To avoid linear divergences :
16piGkτ(0,−1)(τ, θ) =
(
Y˙ (τ, θ)−Q2 Y ′′(τ, θ)
)δQ
Q
− 1
4
kg Q
2
(
˙`(τ, θ) + cθ Y˙ (τ, θ)
)
δcθ
=0 (160a)
and some squared logarithmic ones :
16piG
(
kθ(2,0)(τ, θ)−
1
2
∂θkρ(1,1)(τ, θ)
)
=− 1
4
(
`′(τ, θ) + cθ Y ′(τ, θ)
)
δ
(
Q2 a
(0)
θ(1,1)
)
= 0 . (160b)
From these two conditions we infer that :
Y (τ, θ) =
∑
n
Y (n)ei n θ−n
2Q2 τ , `(τ, θ) = −cθ Y (τ, θ) + λc .
(161)
Let us emphasise the asymptotic behaviour of Y (τ, θ) that goes to
a constant when τ goes to infinity, on the contrary to the various
solutions of the heat equation met in the main text.
• There remains a squared logarithmic divergent term. Inserting in its
expression the previous conditions, we obtain :
16piG
(
kτ(2,0)(τ, θ)−
1
2
∂τkρ(1,1)(τ, θ)
)
=− 2L X˙(τ) δ
(
Q2 f ′(0,1)(τ, θ)
)
− LX(τ) δ
(
Q4 f ′′′(0,1)(τ, θ)
)
=0 (162)
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which imposes for being satisfied that we restrict f(0,1)(τ, θ) to be a
constant f
(0)
(0,1) and as a consequence the constant f
(0)
(1,1) to be zero (see
eqs (52b, 52a).
• Finally, to avoid logarithmic divergences two more conditions have to
be satisfied :
16piG
(
kθ(1,0)(τ, θ)− ∂θkρ(0,1)(τ, θ)
)
=kg LQ
2
(
X(τ)
(
2 a
(0)
(1,1)(τ, θ)−
1
2
Q2 a′′(0,1)(τ, θ)
)
− 1
2
(
Y ′(τ, θ) a(0)(1,1) − Y (τ, θ) a′(0,1)(τ, θ)
))
δcθ
− 4L
Q
Y ′(τ, θ) δ
(
Qf
(0)
(0,1)
)
=0 (163a)
16piG
(
kτ(1,0)(τ, θ)− ∂τkρ(0,1)(τ, θ)
)
=L X˙(τ) δ
(
Q2 n(0,1)(τ, θ)
)
− 4LQY ′′(τ, θ) δ
(
Qf
(0)
(0,1)
)
+
1
4
L
(
2X(τ)n′′(0,1)(τ, θ)− kg a′′(0,1)(τ, θ)λc
)
δ
(
Q4
)
− 1
4
kg LQ
4
((
Y (τ, θ) a′(0,1)(τ, θ)
)′
+
(
X(τ) a′(0,1)(τ, θ)
)˙
+ Y ′′(τ, θ) a(0)(1,1)
)
δcθ
= 0 (163b)
We shall not pursue the discussion of the various restrictions that may
be imposed on the phase space to satisfy these conditions. The important
point to notice is that subdominant terms of the asymptotic expansions
contribute to the divergent part of the asymptotic charges.
A comment about asymptotic charges and diffeomorphisms
Practically, on 3-dimensional spaces as such considered in the main text, the
elementary charges at infinity are given by integrals on closed loops located
at infinity :
δ¯Q =
∫
C
?kµ dx
µ (164)
of a one-form ?k = kµ dx
µ whose differential goes to zero as well as its
integral on two-dimensional surfaces (denoted S) located near infinity. Here
by infinity, we refer to the region parametrised by a radial variable (ρ or r)
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that grows without limit.
More precisely, on the τ, ρ, θ patch the one form ?k reads
?k = kτ (τ, ρ, θ) dτ + kρ(τ, ρ, θ) dρ+ kθ(τ, ρ, θ) dθ . (165)
Let us consider the loops given by the circles :
C[τ0, ρ0] = {τ = τ0, ρ = ρ0, θ ∈ [0, 2pi]} . (166)
Elementary charges are given by the integrals :
δ¯Q = lim
ρ0→∞
∫
C[τ0, ρ0]
?kµ dx
µ = lim
ρ0→∞
∫ 2pi
0
kθ(τ0, ρ0, θ)dθ . (167)
Performing a diffeomorphism like those considered in the main text [eqs (46,
48)] :
τ = T (u) =
∫ u
0
eb0(υ) dυ , ρ = r/(Q∂φF (u, φ)) = r e
−2 f(0,0)(u, φ)/Q ,
θ =QF (u, φ) = Q
(∫ φ
0
e2 f(0,0)(u, ξ) dξ + h(u)
)
, (168)
the one-form ?k transforms covariantly and reads :
?k = ku(u, r, φ) du+ kr(u, r, φ) dr + kφ(u, r, φ) dφ . (169)
On the new patch so defined, let us assume that elementary charges δ¯Q˜
are obtained from integrations on the circles :
C˜[u0, r0] = {u = u0, r = r0, φ ∈ [0, 2pi]} (170)
in the limit r0 →∞ :
δ¯Q˜ = lim
r0→∞
∫ 2pi
0
kφ(u0, r0, φ)dφ (171)
= lim
r0→∞
∫ 2pi
0
(k˜θ e
2 f(0,0)(u0, φ) − k˜ρ r e−2 f(0,0)(u0, φ) ∂φf(0,0)(u0, , φ)
)
dφ
(172)
where k˜θ,(resp. ρ)(u, r, φ) = kθ,(resp. ρ)
(
T (u), rQe
−2 f(0,0)(u,φ), QF (u, φ)
)
.
These circles does not coincide with the previous ones [eq.(166)] but nev-
ertheless δ¯Q will be equal to δ¯Q˜ if asymptotically d ? k and its integral
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on asymptotic surfaces S such that their boundaries are ∂S = C˜ − C also
vanishes :
lim
r0→∞
∫
S
d ? k = 0 implies that δ¯Q˜ = δ¯Q . (173)
Moreover in such case the elementary charges are conserved.
However, we also have to take into account that the gauge parameters
being covariantly transformed the two charges so obtained, while numerically
equal didn’t refer to the same physical quantities9. Indeed let us suppose
that we are considering, using coordinates {xα} := {τ, ρ, θ}, an elementary
charge with respect to the vector field :
ξα = {X(τ), −ρ ∂θY (τ, θ), Y (τ, θ)} . (174)
Once having performed the coordinate change defined by eqs (168), that
maps {xα} on {yβ} := {u, r, φ}, the charge given by eq. (171) refers to
another configuration, physically distinct, of the system (the previous one
transformed by a large diffeomorphism) but with respect the another vector
of components ζβ obtained by acting with the Jacobian ∂yβ/∂xα on ξα :
ζu = 1/∂uT (u)X(T (u)) , . . . ,
ζφ = (e−2 f(0,0)(u, φ)/Q)ξθ − (e−2 f(0,0)(u, φ)/∂uT (u))∂φF (u, φ) ξτ .
Thus the obtainment, for a black string configuration with an arbitrary
asymptotic expression f(u, φ) of the dilaton field, of the charge associated
to an asymptotic Killing vector ξ such that ξφ = ei n φ require the knowledge
of the inverse of the transformation eqs (168). A task that in general is
difficult to do analytically.
But as in the context of the field configurations discussed in the main text
the charges provided by general ξα (174) is not conserved, and becomes
dependent (in order to be finite) on the choice of the asymptotic curves on
which the density is integrated, we shall not pursue their discussion.
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