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Certain nonlinear evolution PDEs in 1+1 variables (time and space) are identiﬁed, featuring
a positive parameter ω and evolving, for a large class of initial data, periodically with the
ﬁxed period T = 2π/ω (or perhaps T˜ = pT with p a small integer). They are autonomous
(i.e., they do not feature any explicit dependence on the time variable), but they generally
(although not quite all of them) depend explicitly on the space variable hence are not
translation-invariant. They are integrable, having been obtained by applying an appropriate
change of dependent and independent variables to certain nonlinear evolution PDEs whose
integrable character has been recently ascertained. Solutions of some of these PDEs are
exhibited.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
A technique has been recently introduced, and extensively exploited, to modify dynamical systems – i.e., systems of
(coupled, generally nonlinear) Ordinary Differential Equations – so that the modiﬁed system thereby obtained is isochronous,
i.e. it features an open, fully-dimensional region of its phase space (possibly coinciding with its entire phase space) where
all its solutions are completely periodic – i.e., periodic in all their degrees of freedom with the same, ﬁxed period: for a
review of these ﬁndings see [1]. This technique has subsequently been extended to nonlinear Partial Differential Equations
(PDEs) as well as to systems of PDEs [2,3]; this development is also reported in the monograph [1] (see in particular
Chapter 7). The present paper provides an additional application of this approach, to certain, recently identiﬁed, hierarchies
of nonlinear evolution PDEs in 1 + 1 dimensions (space and time), which are integrable inasmuch as they are associated
with recursion operators and therefore possess an inﬁnite hierarchy of conservation laws [4,5]. Although a full theory of
their solvability is not yet in hand, these PDEs presumably possess lots of solutions that are meromorphic functions of their
two independent variables. Purpose and scope of this paper is to point out that, via a simple change of dependent and
independent variables – the so-called trick [1–3] – these PDEs can be ω-modiﬁed into analogous evolution PDEs, featuring
explicitly a positive parameter ω and having the property that, to every meromorphic solution of the original PDE, there
corresponds a solution of the ω-modiﬁed PDE which is periodic with the ﬁxed period
T = 2π
ω
, (1)
or perhaps T˜ = pT with p a, generally small, integer. The ω-modiﬁed PDEs obtained in this manner are autonomous (i.e.,
they do not feature any explicit dependence on the time variable), but they generally (albeit not quite all of them, see below)
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PDEs from which they have been obtained, hence they possess lots of isochronous solutions, periodic in the time t with a
ﬁxed period for all values of the space variable x – although they might (but need not) feature some polar singularities
for certain isolated values (possibly both real) of the space and time variables. Let us emphasize that this is a remarkable
property of autonomous nonlinear evolution PDEs. In the following we call isochronous the PDEs featuring this property.
In Section 2 we display the simplest isochronous PDEs identiﬁed in the manner described above, in Section 3 we exhibit
some solutions of these PDEs, and in Section 4 we exhibit inﬁnite hierarchies of presumably isochronous evolution PDEs.
A terse Section 5, entitled “Outlook”, completes the paper.
2. Isochronous PDEs
Let us take as starting point the three classes of integrable PDEs [4] whose recursion operators have been recently
identiﬁed [5]. We write them here as follows:
ϕτ = α0 + α1ϕξ + α2ϕ3ξ + α3ϕ−1ξ + α4
(
ϕξξξ −
3ϕ2ξξ
2ϕξ
)
, (2)
ϕτ = α0 + α1ϕξ + α2ϕ3ξ + α3
(
ϕ2ξ − c
)3/2 + α4
(
ϕξξξ −
3ϕξϕ2ξξ
2(ϕ2ξ − c)
)
, (3)
ϕτ = α0 + α1ϕξ + α2ϕ2ξ + α3ϕ3/2ξ + α4
(
ϕξξξ −
3ϕ2ξξ
4ϕξ
)
, (4)
where of course ϕ ≡ ϕ(ξ, τ ), and (here and hereafter) subscripted variables denote partial differentiations. The only non-
trivial modiﬁcation with respect to the formulation of Ref. [5] is the introduction of the additional constant α4, as can of
course be done via a rescaling of the coordinates (either ξ or τ or both). Note that also the constant α0 has been kept, in
spite of its trivial role (it could be eliminated by replacing ϕ(ξ, τ ) with ϕ(ξ, τ ) + α0τ ).
We then introduce the “trick” (a change of dependent and independent variables [1–3]):
u(x, t) = exp(iλωt)ϕ(ξ, τ ), ξ = xexp(iμωt), τ = exp(iωt) − 1
iω
. (5)
Notation. i is the imaginary unit, i2 = −1; λ and μ are two numbers that we reserve the right to adjust at our conve-
nience, see below; ω is a positive constant to which we associate the basic period T , see (1). We do not rescale away this
constant ω – clearly having the signiﬁcance, and dimensionality, of a circular frequency – because it helps to keep track of
the following developments: note in particular that for ω = 0 the trick becomes just the identity, see (5).
The interest of this transformation is that – if the function ϕ(ξ, τ ) is a meromorphic function of its two variables ξ and τ ,
and if the two numbers λ and μ are rational – then the function u(x, t) is clearly (for all values of x) a periodic function of
the time t , with a period T˜ = pT that is an integer multiple p of the basic period T (clearly p does not exceed the minimum
common multiple of the denominators of the two rational numbers λ and μ). On the other hand the integrable character
of the PDEs reported above implies that they possess a lot of meromorphic solutions ϕ(ξ, τ ). It is therefore of interest to
identify the corresponding PDEs satisﬁed by the function u(x, t), since these PDEs shall possess a lot of periodic solutions: a
nontrivial property for nonlinear evolution PDEs. Of course this property is remarkable only if these PDEs are autonomous:
if they are not autonomous, the explicit time dependence they feature shall be periodic, making the existence of lots of
periodic solutions expected rather than surprising. Let us now show that these PDEs are – for appropriate choices of the
two rational numbers λ and μ – indeed autonomous: they do not feature any explicit dependence on the time variable t
(although they generally feature an explicit dependence on the space variable x, see below).
Obtaining the PDEs satisﬁed by u(x, t) is an easy exercise, facilitated by the formulas
ut − iλωu − iμωxux = exp
[
i(λ + 1)ωt]ϕτ , (6a)
unx ≡ ∂
nu
∂xn
= exp[i(λ + nμ)ωt]ϕnξ ≡ ∂
nϕ
∂ξn
, n = 1,2,3, . . . , (6b)
which are themselves immediate consequences of (5). One thereby easily sees that (2) yields the following PDE for the
dependent variable u(x, t):
ut − iλωu − iμxux = exp
[
i(1+ λ)ωt]α0 + exp[i(1− μ)ωt]α1ux + exp[i(1− 2λ − 3μ)ωt]α2u3x
+ exp[i(1+ 2λ + μ)ωt]α3u−1x + exp[i(1− 3μ)ωt]α4
(
uxxx − 3u
2
xx
2ux
)
, (7)
and clearly this PDE becomes autonomous in the following 8 cases (in every case it is understood that the “coupling con-
stants” α j do not vanish unless they are explicitly identifying as vanishing):
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ut + 2
3
iωu − 1
3
iωxux = α3u−1x + α4
(
uxxx − 3u
2
xx
2ux
)
; (8a)
Case 1.2. λ = 0, μ = 1/3, α0 = α1 = α3 = 0,
ut − 1
3
iωxux = α2u3x + α4
(
uxxx − 3u
2
xx
2ux
)
; (8b)
Case 1.3. λ = −1, μ = 1/3, α1 = α2 = α3 = 0,
ut + iωu − 1
3
iωxux = α0 + α4
(
uxxx − 3u
2
xx
2ux
)
; (8c)
Case 1.4. λ arbitrary, μ = 1/3, α0 = α1 = α2 = α3 = 0,
ut − iω
(
λu + 1
3
xux
)
= α4
(
uxxx − 3
2
u2xx
ux
)
; (8d)
Case 1.5. λ = −1, μ = 1, α4 = 0,
ut + iωu − iωxux = α0 + α1ux + α2u3x +
α3
ux
; (8e)
Case 1.6. λ = 0, μ = 1, α0 = α1 = α2 = α4 = 0,
ut − iωxux = α3
ux
; (8f)
Case 1.7. λ arbitrary, μ = (1− 2λ)/3, α0 = α1 = α3 = α4 = 0,
ut − iλωu − i 1− 2λ
3
xux = α2u3x ; (8g)
Case 1.8. λ arbitrary, μ = −2λ − 1, α0 = α1 = α2 = α4 = 0,
ut − iλωu + (1+ 2λ)iωxux = α3
ux
. (8h)
In the last 4 cases the third-derivative term is missing; note moreover that we neglect (here and below) the trivial
(linear) cases (such as, here, those with λ = −1, μ arbitrary and α1 = α2 = α3 = α4 = 0 or λ arbitrary, μ = 1 and α0 =
α2 = α3 = α4 = 0). Let us also point out that in the last two cases, (8g) respectively (8h), via an appropriate choice of the
parameter λ, λ = 1/2 respectively λ = −1/2, the isochronous PDE becomes translation invariant.
Likewise, (3) yields via the change of variables (5) with μ = −λ the PDE
ut − iλωu − iμxux = exp
[
i(1+ λ)ωt][α0 + α1ux + α2u3x + α3(u2x − c)3/2]
+ exp[i(1+ 3λ)ωt]α4
(
uxxx − 3uxu
2
xx
2(u2x − c)
)
, (9)
and clearly this PDE becomes autonomous in the following 2 cases:
Case 2.1. λ = −1/3 (entailing μ = 1/3), α0 = α1 = α2 = α3 = 0,
ut + 1 iωu − 1 iωxux = α4
[
uxxx − 3uxu
2
xxx
2
]
; (10a)3 3 2(ux − c)
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ut + iωu − iωxux = α0 + α1ux + α2u3x + α3
(
u2x − c
)3/2
. (10b)
In the last case the third-derivative term is missing.
Finally, (4) yields, via the change of variables (5), the PDE
ut − iλωu − iμxux = exp
[
i(1+ λ)ωt]α0 + exp[i(1− μ)ωt]α1ux + exp[i(1− λ − 2μ)ωt]α2u2x
+ exp[i(2− λ − 3μ)ωt/2]α3u3/2x + exp[i(1− 3μ)ωt]α4
(
uxxx − 3u
2
xx
4ux
)
, (11)
and clearly this PDE becomes autonomous in the following 7 cases:
Case 3.1. λ = 1/3, μ = 1/3, α0 = α1 = α3 = 0,
ut − 1
3
iωu − 1
3
iωxux = α2u2x + α4
(
uxxx − 3u
2
xx
4ux
)
; (12a)
Case 3.2. λ = 1, μ = 1/3, α0 = α1 = α2 = 0,
ut − iωu − 1
3
iωxux = α3u3/2x + α4
(
uxxx − 3u
2
xx
4ux
)
; (12b)
Case 3.3. λ arbitrary, μ = 1/3, α0 = α1 = α2 = α3 = 0,
ut − iω
(
λu + 1
3
xux
)
= α4
(
uxxx − 3
4
u2xx
ux
)
; (12c)
Case 3.4. λ = −1, μ = 1/3, α1 = α2 = α3 = 0,
ut + iω
(
u − 1
3
xux
)
= α0 + α4
(
uxxx − 3
4
u2xx
ux
)
; (12d)
Case 3.5. λ = −1, μ = 1, α4 = 0,
ut + iωu − iωxux = α0 + α1ux + α2u2x + α3u3/2x ; (12e)
Case 3.6. λ arbitrary, μ = (1− λ)/2, α0 = α1 = α3 = α4 = 0,
ut + iωu − 1− λ
2
iωxux = α2u2x ; (12f)
Case 3.7. λ arbitrary, μ = (2− λ)/3, α0 = α1 = α2 = α4 = 0,
ut + iωu − 2− λ
3
iωxux = α3u3/2x . (12g)
In the last 3 cases the third-derivative term is missing, and the last two become translation invariant for λ = 1 respectively
λ = 2.
3. Some solutions
In this section we exhibit some solutions of the three integrable PDEs (2), (3) and (4). Via the change of variable (5) they
yield isochronous solutions of the isochronous PDEs (8), (10) and (12), as the diligent reader will verify.
Let us consider ﬁrstly the special case with α4 = 0, relevant to the isochronous Cases 1.4–1.7, 2.2 and 3.3–3.5. It is then
clear that a special solution of the three PDEs (2), (3) and (4) reads
ϕ(ξ, τ ) = α0τ + b(ξ − ξ0 − υτ), (13a)
with ξ0 an arbitrary constant and b a constant given by the following formulas: in the case of (2)
b2 = −(α1 + υ) ± [(α1 + υ)
2 − 4α2α3]1/2
, (13b)
2α2
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b = α
2
3 − 2(α1 + υ)α2 ± α3[α23 − 4(α1 + υ)α2]1/2
2α22
, (13c)
and in the case of (3) b is the square root of one of the three roots of the following cubic equation in b2:
(
α2 − α23
)
b6 + [2(α1 + υ)α2 + 3cα23]b4 + [(α1 + υ)2 − 3c2α23]+ c3α23 = 0. (13d)
If instead α4 = 0, setting
ϕ(ξ, τ ) = α0τ + F (z), z = ξ − υτ , F ′(z) =
[
g(z)
]q = f (z), (14)
the PDE (2) becomes, for q = −2, the ODE
2α4g
′′ = g[α1 + υ + α2g−4 + α3g4]. (15a)
Here and below appended primes denote differentiation with respect to the argument of the function they are appended
to.
Multiplying this ODE by g′ and integrating yields the quadrature
g(z)∫
dx
[
α3
6
x6 + α1 + υ
2
x2 + C − α2
2
x−2
]−1/2
= (α4)−1/2z, (15b)
hence, via x−2 = y (see (14)),
f (z)∫
dy
[
α3
6
+ α1 + υ
2
y2 + C y3 − α2
2
y4
]−1/2
= −2(α4)−1/2z. (15c)
Here and below C is an arbitrary (integration) constant. One is thus led to elliptic functions and, in some special cases (for
instance when α3 = 0, see Cases 1.2 and 1.3), just to inverse trigonometric functions.
Likewise it can be seen that a solution of the PDE (4) is again given by the ansatz (14) now with q = 4, leading to the
formula
f (z) = −16
(
α1 + υ
α3
)2{
1− A sin
[(
α1 + υ
α4
)1/2
(z − ξ0)
]}−2
, (16a)
A =
[
1− 16(α1 + υ)α2
3α23
]1/2
, (16b)
hence to the solution
ϕ(ξ, τ ) = α0(τ − τ0) + 3A[(α1 + υ)α4]
1/2
α2
cos θ
1+ A sin θ
+
(
3
α2
)3/2 α3α1/24
2
arctan
{(
3
α2
)1/2
α3
4(α1 + υ)1/2
[
A + tan
(
θ
2
)]}
,
θ =
(
α1 + υ
α4
)1/2
(ξ − ξ0 − υτ), (16c)
with τ0 and ξ0 arbitrary constants.
4. Isochronous hierarchies
The recursion operators associated to the integrable PDEs (2), (3) respectively (4) were found recently [5]. In the present
notation these differential operators, Λ1[ϕ], Λ2[ϕ] respectively Λ3[ϕ], depending (nonlinearly) on the function ϕ(ξ, τ )
(actually on its ﬁrst three partial derivatives with respect to ξ ), read as follows:
Λ1[ϕ] = D2ξ − 2
ϕξξ
ϕξ
Dξ + ϕξξξ
ϕξ
−
(
ϕξξ
ϕξ
)2
− 2
3
α3
α4ϕ
2
ξ
+ 2α2
α4
ϕ2ξ
− ϕξ D−1ξ ◦
(
ϕξξξξ
ϕ2
− 4ϕξξϕξξξ
ϕ3
+ 3ϕ
3
ξξ
ϕ4
+ 2α2
α4
ϕξξ − 2α3
α4
ϕξξ
ϕ4
)
− 8
3
α3
α4
D−1ξ ◦
(
ϕξξ
ϕ3
)
, (17)ξ ξ ξ ξ ξ
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ϕξϕξξ
ϕ2ξ − c
Dξ + ϕξϕξξξ
ϕ2ξ − c
− ϕ
2
ξ ϕ
2
ξξ
(ϕ2ξ − c)2
+ 2α3
α4
ϕξ
(
ϕ2ξ − c
)1/2 + 2α2
α4
ϕ2ξ +
2
3
α1
α4
− ϕξ D−1ξ ◦
(
ϕξξξξ
ϕ2ξ − c
− 4ϕξϕξξϕξξξ
(ϕ2ξ − c)2
+ 3ϕ
2
ξ + c
(ϕ2ξ − c)3
ϕ3ξξ +
α3
α4
2ϕ2ξ − 3c
(ϕ2ξ − c)3/2
ϕξϕξξ + 2α2
α4
ϕξξ
)
− c2 α3
α4
D−1ξ ◦
(
ϕξξ
(ϕ2ξ − c)3/2
)
, (18)
Λ3[ϕ] = D2ξ −
ϕξξ
ϕξ
Dξ + 1
2
ϕξξξ
ϕξ
− 1
4
ϕ2ξξ
ϕ2ξ
+ α3
α4
ϕ
1/2
ξ +
4
3
α2
α4
ϕξ
− 1
2
D−1ξ ◦
(
ϕξξξξ
ϕξ
− 2ϕξξϕξξξ
ϕ2ξ
+ ϕ
3
ξξ
ϕ3ξ
+ 3
4
α3
α4
ϕξξ
ϕ
1/2
ξ
+ 4
3
α2
α4
ϕξξ
)
+ 1
8
α3
α4
ϕξ D
−1
ξ ◦
(
ϕξξ
ϕ
3/2
ξ
)
. (19)
These recursion operators generate the following three hierarchies of, presumably integrable, evolution PDEs (with
m = 0,1,2, . . .):
ϕτ =
{
Λ1[ϕ]
}m ◦
[
α0 + α1ϕξ + α2ϕ3ξ + α3ϕ−1ξ + α4
(
ϕξξξ −
3ϕ2ξξ
2ϕξ
)]
, (20)
ϕτ =
{
Λ2[ϕ]
}m ◦
[
α0 + α1ϕξ + α2ϕ3ξ + α3
(
ϕ2ξ − c
)3/2 + α4
(
ϕξξξ −
3ϕξϕ2ξξ
2(ϕ2ξ − c)
)]
, (21)
ϕτ =
{
Λ3[ϕ]
}m ◦
[
α0 + α1ϕξ + α2ϕ2ξ + α3ϕ3/2ξ + α4
(
ϕξξξ −
3ϕ2ξξ
4ϕξ
)]
, (22)
whose ﬁrst members (with m = 0) reproduce the three integrable PDEs (2), (3) and (4).
It is now possible to apply the trick (5) to these three hierarchies of PDEs (with appropriate assignments for the param-
eters λ and μ), in a manner suﬃciently analogous to that described above not to require any additional elaboration here;
but note that this requires that the operator D−1ξ be now deﬁned as follows,
D−1ξ =
ξ∫
0
dξ (23a)
(note the lower limit of integration), so that, via the trick formulas (5),
D−1ξ = exp(iμωt)D−1x . (23b)
One obtains thereby the following three classes of hierarchies of presumably integrable evolution PDEs.
From (20) we obtain the following 3 hierarchies of autonomous, and presumably isochronous, PDEs:
Hierarchy 1.1. α0 = α1 = α2 = 0, α3 = 0, α4 = 0,
λ = − 2
3+ 2m , μ =
1
3+ 2m , (24a)
ut + i
(
ω
3+ 2m
)
(2u − xux) =
{
L[u]}m ◦
[
α3
ux
+ α4
(
uxxx − 3
2
u2xx
ux
)]
, m = 0,1,2,3, . . . , (24b)
L[u] = D2x − 2
uxx
ux
Dx + uxxx
ux
−
(
uxx
ux
)2
− 2
3
α3
α4u2x
− uxD−1x ◦
(
uxxxx
u2x
− 4uxxuxxx
u3x
+ 3u
3
xx
u4x
− 2α3
α4
uxx
u4x
)
− 8
3
α3
α4
D−1x ◦
(
uxx
u3x
)
. (24c)
For m = 0, when of course {L[u]}0 ≡ 1, the 3rd-order ω-modiﬁed evolution PDE (24b) coincides with (8a).
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λ = 0, μ = 1
3+ 2m , (25a)
ut − i
(
ω
3+ 2m
)
xux =
{
L[u]}m ◦
[
α2u
3
x + α4
(
uxxx − 3
2
u2xx
ux
)]
, m = 0,1,2,3, . . . , (25b)
L[u] = D2x − 2
uxx
ux
Dx + uxxx
ux
−
(
uxx
ux
)2
+ 2α2
α4
u2x − uxD−1x ◦
(
uxxxx
u2x
− 4uxxuxxx
u3x
+ 3u
3
xx
u4x
+ 2α2
α4
uxx
)
. (25c)
For m = 0 the 3rd-order ω-modiﬁed PDE (25b) coincides with (8b).
Hierarchy 1.3. α1 = α2 = α3 = 0, α4 = 0,
λ = arbitrary rational number, μ = 1
3+ 2m , (26a)
ut + i
(
ω
3+ 2m
)[
(1+ 2m)u − xux
]= {L[u]}m ◦
[
α0 + α4
(
uxxx − 3
2
u2xx
ux
)]
, m = 1,2,3, . . . , (26b)
L[u] = D2x − 2
uxx
ux
Dx + uxxx
ux
−
(
uxx
ux
)2
− uxD−1x ◦
(
uxxxx
u2x
− 4uxxuxxx
u3x
+ 3u
3
xx
u4x
)
. (26c)
Note that m = 0 is not included in this hierarchy, see (26b): the corresponding 3rd-order ω-modiﬁed PDE with the same
restrictions on the α j parameters is given above (see (8c)) but it requires that λ = −1 unless α0 vanishes, in which case no
restriction on λ is required and (26b) coincides with (8d).
From (21) we obtain the following hierarchy of autonomous, and presumably isochronous, PDEs:
Hierarchy 2.1. α0 = α1 = α2 = α3 = 0, α4 = 0,
λ = − 1
3+ 2m , μ =
1
3+ 2m , (27a)
ut + i
(
ω
3+ 2m
)
(u − xux) =
{
L[u]}m ◦
[
α4
(
uxxx − 3
2
ux
u2x − c
u2xx
)]
, m = 0,1,2,3, . . . , (27b)
L[u] = D2x − 2
uxuxx
u2x − c
Dx + uxuxxx
u2x − c
− u
2
xu
2
xx
(u2x − c)2
− uxD−1x ◦
(
uxxxx
u2x − c
− 4uxuxxuxxx
(u2x − c)2
+ 3u
2
x + c
(u2x − c)3
u3xx
)
. (27c)
For m = 0 the 3rd-order ω-modiﬁed PDE (27b) coincides with (10a).
From (22) we obtain the following 3 hierarchies of autonomous, and presumably isochronous, PDEs:
Hierarchy 3.1. α0 = α1 = α3 = 0, α2 = 0, α4 = 0,
λ = 1
3+ 2m , μ =
1
3+ 2m , (28a)
ut − i
(
ω
3+ 2m
)
(u + xux) =
{
L[u]}m ◦
[
α2u
2
x + α4
(
uxxx − 3
4
u2xx
ux
)]
, m = 0,1,2,3, . . . , (28b)
L[u] = D2x −
uxx
ux
Dx + 1
2
uxxx
ux
− 1
4
(
uxx
ux
)2
+ 4
3
α2
α4
ux − 1
2
D−1x ◦
(
uxxxx
ux
− 2uxxuxxx
u2x
+ u
3
xx
u3x
+ 4
3
α2
α4
uxx
)
. (28c)
For m = 0 the 3rd-order ω-modiﬁed PDE (28b) coincides with (12a).
Hierarchy 3.2. α0 = α1 = α2 = 0, α3 = 0, α4 = 0,
λ = 3
3+ 2m , μ =
1
3+ 2m , (29a)
ut − i
(
ω
)
(3u + xux) =
{
L[u]}m ◦
[
α3u
3/2
x + α4
(
uxxx − 3 u
2
xx
)]
, m = 0,1,2,3, . . . , (29b)
3+ 2m 4 ux
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uxx
ux
Dx + 1
2
uxxx
ux
− 1
4
(
uxx
ux
)2
+ α3
α4
u1/2x − 12 D
−1
x ◦
(
uxxxx
ux
− 2uxxuxxx
u2x
+ u
3
xx
u3x
+ 3
4
α3
α4
uxx
u1/2x
)
+ 1
8
α3
α4
uxD
−1
x ◦
(
uxx
u3/2x
)
. (29c)
For m = 0 the 3rd-order ω-modiﬁed PDE (29b) coincides with (12b).
Hierarchy 3.3. α1 = α2 = α3 = 0, α4 = 0,
λ = arbitrary rational number, μ = 1
3+ 2m , (30a)
ut − iω
(
λu + 1
3+ 2mxux
)
= {L[u]}m ◦
[
α0 + α4
(
uxxx − 3
4
u2xx
ux
)]
, m = 1,2,3, . . . , (30b)
L[u] = D2x −
uxx
ux
Dx + 1
2
uxxx
ux
− 1
4
(
uxx
ux
)2
− 1
2
D−1x ◦
(
uxxxx
ux
− 2uxxuxxx
u2x
+ u
3
xx
u3x
)
. (30c)
Note that m = 0 is not included in this hierarchy, see (30b): the corresponding 3rd-order ω-modiﬁed PDE with the same
restrictions on the α j parameters is given above (see (8c)) but it requires that λ = −1 unless α0 vanishes, in which case no
restriction on λ is required and (30b) coincides with (8d).
5. Outlook
The results reported in this paper open several research prospects. One option is to investigate in more detail than done
herein the special properties of the class of integrable PDEs discussed in this paper, analyzing in particular the kind of
isochronous solutions they feature. Another is to modify new interesting PDEs and classes of PDEs – in particular, integrable
ones – so that they also acquire the remarkable property to feature lots of isochronous solutions; and to identify and, if pos-
sible, explicitly exhibit such solutions. And, last but not least, the applicability of these ﬁndings to model phenomenological
situations is an appealing possibility, in view of the existence of natural phenomena displaying an isochronous behavior, as
well as the interesting perspective to create isochronous systems in the lab.
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