Прогнозування попиту на пасажирські перевезення таксі методами нейронної мережі by Згоба, М. І. & Грицюк, Ю. І.
 
Науковий вісник НЛТУ України, 2021, т. 31, № 3  Scientific Bulletin of UNFU, 2021, vol. 31, no 3 109 
 https://nv.nltu.edu.ua 
 https://doi.org/10.36930/40310317 
 Article received 30.03.2021 р. M. I. Zghoba 
 Article accepted 29.04.2021 р.  Mariia.Zghoba@gmail.com 
 UDC 004.738.5:316.[728+772] 
М. І. Згоба, Ю. І. Грицюк 
Національний університет "Львівська політехніка", м. Львів, Україна 
ПРОГНОЗУВАННЯ ПОПИТУ НА ПАСАЖИРСЬКІ ПЕРЕВЕЗЕННЯ ТАКСІ 
МЕТОДАМИ НЕЙРОННОЇ МЕРЕЖІ 
Розглянуто особливості прогнозування попиту на пасажирські перевезення таксі методами нейронної мережі за різних 
наборів вхідних даних, складу параметрів архітектури мережі, конфігурації апаратного забезпечення та його потужності. 
З'ясовано, що для зменшення тривалості очікування нових замовлень та відстані до клієнтів доцільно використовувати від-
повідні інформаційно-аналітичні системи, робота яких ґрунтується на штучному інтелекті. Це дасть змогу вирішити пробле-
му попиту на перевезення таксі у відповідний період доби з врахуванням погодних умов, святкових, вихідних і робочих 
днів, а також пори року. Врахування ж наявних транспортних об'єктів – авіарейсів, потягів чи автобусів значно покращують 
роботу такої дорадчої системи. Використана в роботі гібридна архітектура нейро-фаззі мережі дає змогу одночасно вирішу-
вати завдання короткотермінового прогнозування попиту на пасажирські перевезення таксі, а також проводити діагностику 
самої мережі, що полягає у виявленні різких змін властивостей обчислювального процесу. Для досягнення відповідної точ-
ності прогнозу в роботі опрацьовано набори вхідних даних у кількості 4,5 млн поїздок таксі. Для зменшення тривалості про-
цедури навчання нейронної мережі організовано паралельні обчислення між різними вузлами мережі за допомогою графіч-
них процесорів. 
Проведено навчання нейронної мережі на центральному процесорі, одному та двох графічних процесорах відповідно. 
З'ясовано, що організація паралельних обчислень на декількох графічних процесорах не завжди зменшує тривалість проце-
дури навчання мережі, оскільки витрати на синхронізацію градієнтів між активними процесами значно перевищують ко-
ристь від паралельних розрахунків. Встановлено, що за умови великого обсягу даних для організації паралельних обчислень 
та відповідної архітектури нейронної мережі можна досягти деякого зменшення тривалості процедури її навчання. Визначе-
но, що зменшення тривалості процедури навчання нейронної мережі залежить від таких чинників: її архітектури, кількості 
параметрів навчання, конфігурації апаратного забезпечення та організації паралельних розрахунків. 
Ключові слова: інформаційно-аналітична система; конфігурація апаратного забезпечення; машинне навчання, навчання 
нейронної мережі, пришвидшення процедури навчання, паралелізація процедури навчання. 
Вступ 
Найважливішим завданням будь-якої компанії-пере-
візника та водія таксі є зведення до мінімуму тривалос-
ті очікування нових замовлень та відстані до клієнтів на 
момент їх надходження. Аби досягти цієї мети, потріб-
но розуміти транспортну логістику та вміння оцінити 
місцевий попит на перевезення пасажирів залежно від, 
наприклад, погоди, пори дня, святкових чи вихідних 
днів, культурних заходів і т.п. Знання місця перебуван-
ня майбутніх пасажирів – це проблема, яку більшість 
водіїв таксі вирішують на свій розсуд залежно від ква-
ліфікації та набутого досвіду. Багато ж інших перевіз-
ників використовують поради, наприклад, інноваційних 
програмних продуктів [52], робота яких, зазвичай, по-
будована на штучному інтелекті. 
Існують різні підходи до розроблення систем штуч-
ного інтелекту [45]. Наприклад, структурний підхід [23] 
передбачає побудову таких систем шляхом моделюван-
ня роботи людського мозку за допомогою нейронних 
мереж [4]. Останнім часом вони стають особливо попу-
лярними, позаяк знайшли широке застосування для ви-
рішення різних завдань з багатьох областей знань, нап-
риклад, інтелектуального аналізу даних, прогнозування 
бізнес-діяльності, маркетингу продукції тощо. Однак, 
для того, щоб нейронна мережа давала хороші резуль-
тати, необхідно обробити значний обсяг вхідних даних 
для навчання мережі [26, 27]. Машинне навчання мере-
жі, яке стосується процесу самостійного отримання 
знань інтелектуальною системою під час її роботи, є 
найбільш ресурсномістким завданням. Для вирішення 
цієї проблеми застосовують розпаралелювання проце-
дури навчання мережі з використанням графічних про-
цесорів [21, 54]. 
Об'єкт дослідження – навчання нейронної мережі 
для прогнозування попиту на пасажирські перевезення 
таксі. 
Предмет дослідження – методи і засоби, що дають 
змогу пришвидшити процедуру навчання нейронної ме-
режі для прогнозування попиту на пасажирські переве-
зення таксі за різних умов зовнішнього середовища, 
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конфігурації апаратного забезпечення та його потуж-
ності. 
Мета роботи – визначити особливості прогнозуван-
ня попиту на пасажирські перевезення таксі методами 
нейронної мережі, що має архітектуру багатошарового 
персептрону, та швидкість її навчання за допомогою гра-
фічного процесора порівняно з традиційним підходом. 
Для досягнення зазначеної мети визначено такі ос-
новні завдання дослідження: 
● проаналізувати останні дослідження та публікацій, в яких 
наведено особливості передбачення попиту на пасажирські 
перевезення таксі; 
● визначити дані для навчання мережі, встановити її архітек-
туру, функцію втрат і метод оптимізації процедури навчан-
ня; 
● розробити архітектуру нейронної мереж, проаналізувати 
особливості її навчання на звичайному графічному проце-
сорах з використанням паралельних обчислень; 
● здійснити порівняння тривалості навчання нейронної мере-
жі на одному та двох графічних процесорах, а також нав-
чання на центральному процесорі; 
● обговорити результати дослідження та зробити висновки 
про ефективність проведеного дослідження. 
Наукова новизна отриманих результатів досліджен-
ня – розроблено підхід, який дає можливість провести 
навчання нейронної мережі для прогнозування попиту 
на пасажирські перевезення таксі за допомогою графіч-
них процесорів, що дало змогу дещо зменшити трива-
лість її навчання за різних наборів вхідних даних і кон-
фігурації апаратного забезпечення та його потужності. 
Практична значущість результатів дослідження 
полягає у тому, що запропонована архітектура багато-
шарової нейронної мережі дає змогу значно точніше 
прогнозувати попит на пасажирські перевезення таксі 
за різних умов завантаженості транспортної мережі та її 
інфраструктури, погодних умов, святкових і вихідних 
днів, пори року та періоду доби. 
Аналіз останніх досліджень та публікацій. Сучас-
ні підходи до вирішення завдань прогнозування попиту 
на надання послуг знаходять широке застосування у 
повсякденній роботі диспетчерів різних компаній на па-
сажирські перевезення таксі [12, 43]. Передбачення міс-
ця перебування майбутніх пасажирів залежно від ба-
гатьох обставин, транспортна логістики різних населе-
них пунктів – далеко не повний перелік питань, які до-
водиться враховувати диспетчеру перевезень таксі для 
прийняття рішень про їхнє чергове призначення за вик-
ликом [17, 51]. Однак, існують певні закономірності, 
які є складними для розуміння та вирішення людиною-
диспетчером, але їх можна формалізувати, сформулю-
вати у вигляді певних постановок задач і з достатньою 
точністю розв'язати за допомогою методів штучного ін-
телекту, наприклад, методами нейронних мереж [13] і 
їхнього машинного навчання [36]. 
У роботі [12] було запропоновано інформаційну 
систему, яка аналізує дані, зібрані з міської транспор-
тної мережі. На підставі отриманих знань проводить 
прогнозування попиту на пасажирські перевезення так-
сі, використовуючи інформацію про тривалість їхнього 
перебування в дорозі та швидкість переміщення відпо-
відно до стану дорожнього руху. Запропонована в робо-
ті інформаційна модель збалансовує кількість поїздок 
таксі та пропонує водієві місця для паркування на під-
ставі попередніх його платежів та наявних вільних 
місць. Робота системи спрямована на скорочення від-
стані до клієнтів і мінімізацію тривалості очікування 
водіями таксі замовлень, а потенційними клієнтами – 
їхнього прибуття. Результати оброблення статистичних 
даних показали, що за незмінної кількості таксі середнє 
співвідношення попиту на перевезення пасажирів і про-
позиції таксі зменшилися на 31,7 %, а середній загаль-
ний їхній пробіг без пасажирів скоротився на 10,13 %. 
У роботі [40] було визначено проблему ідентифіка-
ції сусідства таксі за великої кількості різних транспор-
тних об'єктів. Автори досліджували тривалість очіку-
вання водіями таксі пасажирів у аеропортах залежно від 
періоду доби, погоди, прибуття авіарейсів, потребою 
пасажирів на перевезення. Традиційно, раніше диспет-
чери таксі постійно контролювали авіарейси і давали 
вказівки водіям таксі забрати потенційних клієнтів з 
відповідних терміналів. Тепер, намагаючись підтриму-
вати черговість попиту на таксі, диспетчери почали зас-
тосовувати людино-машинні системи, внаслідок чого 
ефективність обслуговування пасажирів покращилась 
на 16,8 %. 
У роботі [51] було запропоновано інформаційну 
систему, в якій використано нейронні мережі для прог-
нозування попиту на пасажирські перевезення таксі на 
підставі історичних даних, отриманих за допомогою 
GPS. Вони використовували мережу змішаної щільності 
(MDN) разом з довготривалою пам'яттю (LSTM) для 
зберігання попередніх значень місця перебування таксі. 
Така інтелектуальна система дає змогу досягти 83 % точ-
ності прогнозування попиту на таксі. 
У роботі [53] було запропоновано інформаційну 
систему, у якій застосовують знання про ймовірність 
прибуття таксі за траєкторією його руху по GPS. Вони 
розробили ймовірнісну модель для формулювання за-
лежної від часу поведінки таксі (підбирання/висад-
ки/подорожі/паркування) та запровадили систему місь-
ких рекомендацій як для пасажирів, так і для водіїв так-
сі стосовно місця їх перебування. Також було вдоскона-
лено рекомендації водіям таксі щодо часу та величини 
черги на місцях паркування, а також день тижня та на-
явні погодні умови. 
У роботі [34] було розроблено метод прогнозування 
попиту потенційних пасажирів на таксі на найближчий 
30-хвилинний період. Метод враховує транспортні по-
дій за GPS-навігатором у реальному часі, передані в 
систему з 4,5 сотні таксі, яка визначає найбільший їхній 
попит. Автори порівняли прогнозовані дані з фактич-
ним попитом на 63 таксі в місті Порто, внаслідок чого 
випробовувана модель досягла точності понад 74 %. 
У роботі [35] було реалізовано подібний підхід до 
прогнозування попиту на пасажирські перевезення так-
сі для різних районів міста, враховуючи методику часо-
вих рядів. Вони згрупували наявні дані про 25 основних 
районів Токіо через кожні чотири години та передбачи-
ли попит на таксі у кожному районі міста на найближ-
чий період часу. Науковцям вдалося прогнозувати по-
пит на таксі з похибкою в межах 6-24 % для різних пе-
ріодів доби та районів міста [18]. Вони також врахували 
кількість опадів як булевий вхідний параметр – наяв-
ність чи відсутність дощу. Проте, цей параметр не мав 
статистичного значення, позаяк не враховував наяв-
ність постійних опадів або той факт, коли кількість опа-
дів досягає певного порогу. 
У роботі [17] було зроблено подібне прогнозування 
попиту на пасажирські перевезення таксі для Нью-Йор-
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ка. Поділивши місто на багато квадратів, автори нама-
гались передбачити кількість поїздок таксі цими квад-
ратами за годину. Вони використали три підходи до ма-
шинного навчання: лінійну регресію найменших квад-
ратів, регресію вектора підтримки (англ. Support Vector 
Machines) та регресію дерева рішень. У дослідженні бу-
ло використано різні набори функцій втрат, що врахо-
вують райони міста, період доби, день тижня та пого-
динну кількість опадів. Як і в роботі [35], вони вважа-
ють, що кількість опадів не є статистично значущим па-
раметром. 
У роботі [43] було досліджено методи прогнозуван-
ня попиту на пасажирські перевезення таксі в містах 
США, використовуючи для цього різноманітні парамет-
ри: кількість населення та рівень його зайнятості, гро-
мадський транспорт, рівень туризму та заходи, пов'яза-
ні з великими подіями, кількість ділових відвідувачів, 
частку населення з низьким рівнем доходу та володіння 
транспортними засобами. Внаслідок проведеного дослі-
дження було встановлено, що існують надзвичайно 
важливі параметри, здатні передбачати попит: кількість 
власних автомобілів, активність в аеропорту та поїздки 
в метро. 
У роботі [37] було досліджено метод гібридного па-
ралелізму, що є більш ефективним засобом зменшення 
загальної тривалості процедури навчання нейронної ме-
режі порівняно з послідовним надходженням даних чи 
обробленням їх у моделі системи. Водночас, у роботі 
[29] було запроваджено гібридний підхід до навчання 
згорткових нейронних мереж, який поєднує паралельне 
надходження даних у обчислювальні частини моделі 
(згорткові шари) разом із паралельним обробленням да-
них у моделі для шарів з великою кількістю параметрів 
(повністю зв'язані шари). Цей підхід дає змогу масшта-
бувати нейронні мережі значно краще, ніж усі альтер-
нативи сучасних конволюційних мереж [30]. 
У роботі [1] запропоновано нейро-фаззі мережу, 
призначену для вирішення завдань екстраполяції бага-
товимірних нестаціонарних стохастичних і хаотичних 
часових рядів за умов короткої навчальної вибірки. В 
основу мережі закладено багатовимірний нео-фаззі-
нейрон із спеціально організованим вхідним шаром і 
сплайн-функціями належності. Розроблена інформа-
ційна система забезпечує високу точність апроксимації 
щодо середньоквадратичної похибки та значну швид-
кість збіжності за рахунок використання процедури 
навчання другого порядку. Розроблене ПЗ, що реалізує 
запропоновану архітектуру нейро-фаззі мережі, дає 
змогу провести експерименти з дослідження її власти-
востей. Результати проведених експериментів підтвер-
дили придатність такої архітектури мережі до 
розв'язання задач Data Mining та більш високу точність 
прогнозування порівняно з традиційними нейро-фаззі 
системами. 
Необхідно зазначити, що під час моделювання часо-
вих рядів часто використовують нелінійну авторегре-
сійну екзогенну модель NARX (англ. Nonlinear Autoreg-
ressive Exogenous Model), яка має екзогенні входи [3]. 
Це означає, що така модель ставить поточне значення 
часового ряду у відповідність до минулих значень того 
самого ряду, та поточних і минулих значень приводно-
го (екзогенного) ряду – тобто, зовнішньо визначеного 
ряду, який впливає на цільовий ряд. Також ця модель 
містить член "похибки", який відповідає тому фактові, 
що знання інших членів не дає можливості передбачу-
вати поточне значення часового ряду точно. 
Отже, серед безлічі підходів, що використовують 
для вирішення завдань прогнозування попиту на паса-
жирські перевезення таксі, особливо ефективними по-
казали себе штучні нейронні мережі та нейро-фаззі ме-
режі [48], завдяки своїм універсальним апроксимацій-
ним і екстраполяційним можливостям і здатності навча-
тися в умовах істотної структурної та параметричної 
невизначеності про характеристики прогнозованих про-
цесів. При цьому, основу таких інформаційно-аналітич-
них систем становлять мережі з прямою передачею ін-
формації та елементами затримки у вхідних шарах. Ре-
алізують їх нелінійні моделі авторегресії з екзогенними 
входами (NARX-моделі), які є окремим випадком більш 
загальних структур, що містять компоненти ковзкого 
середнього, мають значну гнучкість та більш високу 
точністю прогнозування. NARMAX-моделі достатньо 
прості в реалізації на підставі рекурентних нейронних 
мереж [33], які з обчислювальної точки зору набагато 
ефективніші, ніж мережі з прямою передачею інформа-
ції [15, 20, 49]. 
Часовий ряд (англ. Time Series) – це ряд точок да-
них, проіндексованих (або перелічених, або відкладе-
них на графіку) в хронологічному порядку. Найчастіше 
часовий ряд є послідовністю, взятою на рівновіддале-
них точках у часі, які йдуть одна за іншою. Отже, він є 
послідовністю даних дискретного часу. Аналіз часових 
рядів (англ. Time Series Analysis) містить відповідні ме-
тоди аналізу даних, призначених для видобування зна-
чущих статистик та інших характеристик даних. Мето-
ди аналізу часових рядів розділено на лінійні й нелі-
нійні, одновимірні й багатовимірні. Прогнозування ча-
сових рядів (англ. Time Series Forecasting) – це застосу-
вання моделі для передбачення майбутніх значень на 
підставі значень попередньо спостережених. Зібрані да-
ні щодо місця перебування потенційних пасажирів на 
таксі, а також їхнього місцезнаходження – одне з наг-
лядних прикладів часових рядів, вирішення яких дасть 
змогу ефективно і точно прогнозувати попит на паса-
жирські перевезення таксі. 
В задачах оброблення нелінійних часових рядів 
найбільшого поширення набули три типи зворотних 
нейронних мереж: мережі Вільямса-Зіпсера [50], Елма-
на [11] і Джордана [24]. Для вирішення завдань аналізу 
та прогнозування часових рядів, а особливо – виявлен-
ня змін їх властивостей ці мережі вимагають деякої мо-
дифікації, що стосується, насамперед, алгоритмів ма-
шинного навчання. Причина в тому, що всі зазначені 
нейронні мережі можна навчити в пакетному режимі, 
позаяк вони не передбачають ситуацію, коли дані спос-
тережень часового ряду надходять на оброблення пос-
лідовно одне за іншим. Водночас, в завданні прогнозу-
вання попиту на пасажирські перевезення таксі в реаль-
ному часі дані в інформаційну систему надходять пос-
лідовно і безперервно протягом доби. 
В роботі [22] була наведена архітектура рекурентної 
штучної нейронної мережі, що є своєрідним гібридом 
багатошарового персептрона і рекурентної мережі 
Вільямса-Зіпсера, призначеної для оброблення нелі-
нійних часових рядів у режимі послідовного оброблен-
ня даних реального часу. Ця мережа має специфічну ар-
хітектуру з одним лінійним вихідним нейроном і одним 
додатковим лінійним нейроном (адаптивним лінійним 
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асоціатором) в першому прихованому шарі. Головною 
ж особливістю цієї мережі є відсутність контекстного 
шару зворотного зв'язку, замість якого між прихованим 
і вихідним шарами встановлені елементи чистого запіз-
нювання. Дана мережа реалізує прогнозну NARMAX-
модель з числовими екзогенними входами, її можна 
навчити за допомогою алгоритму градієнтного спуску з 
постійним кроком, налаштовуючи свої ваги нейронів 
мережі в міру надходження нових даних. 
До основних недоліків цієї мережі в завданні прог-
нозування попиту на пасажирські перевезення таксі на-
лежить неможливість оброблення інформації, заданої в 
нечисловій формі, яка надходить на оброблення в ре-
альному часі. Тому в цій роботі спробуємо синтезувати 
гібридну нейро-фаззі систему, яка має об'єднати реку-
рентну нейронну мережу [22] з її необхідною гнучкістю 
та простотою реалізації, а також багатошарову нейро-
фаззі мережу [4] зі значною швидкістю навчання та 
можливістю оброблення інформації, заданої як у число-
вій формі, так і в інших шкалах, наприклад, порядковій 
чи номінальних. 
Результати дослідження та їх обговорення 
Передбачення попиту на пасажирські перевезен-
ня таксі. Як і будь-яка компанія-перевізник, так і водії 
таксі прагнуть зменшити тривалість очікування нових 
замовлень та відстань до клієнтів на момент їх надхо-
дження 2. Зазвичай, водії самостійно вирішують, де че-
кати пасажирів так, щоб вони могли їх швидко забрати. 
Природно, що багато з них не завжди знають достовір-
но, де будуть знаходитися потенційні пасажири, однак 
досвідчені водії можуть здогадуватися та прогнозувати 
такі місця на підставі свого попереднього досвіду. Дис-
петчерська система відправки таксі ефективно допома-
гає як клієнтам, так і водіям значно скоротити трива-
лість очікування таксі й замовлень їхнім водіям [17, 43]. 
Проте, ця служба не зажди володіє достовірною інфор-
мацією про місця скупчення потенційних клієнтів і міс-
ця перебування таксі – на стоянці чи в дорозі. Тому 
диспетчер таксі-центру не в стані оперативно організу-
вати та надіслати необхідну кількість таксі до місць пе-
ребування пасажирів для їх перевезення [2, 12, 51]. 
Відомо [38], що попит на пасажирські перевезення 
таксі може мінятися під впливом різних чинників, а 
часто проблеми виникають й через відсутність місць 
паркування. Нерідко у певних районах, особливо ближ-
че до центральної частини міста, не вистачає вільних 
місць на парковці. А якщо вони й трапляються, то там 
стягують плату за стоянку, тобто очікування наступно-
го замовлення. Також бувають випадки, коли нові за-
мовлення клієнтів знаходяться дуже далеко від місця 
стоянки таксі. 
Отже, аби мінімізувати тривалість пасажирських пе-
ревезень таксі, потрібно мати розуміння транспортної 
логістики певної місцевості та вміння оцінити можли-
вий попит таксі залежно від погоди, району міста, пори 
дня, святкових чи вихідних днів, культурних заходів, на-
явності транспортних об'єктів (аеропорти, вокзали) і т.п. 
Дані для навчання мережі. Для навчання нейрон-
ної мережі у нашому дослідженні було використано на-
бір вхідних даних, що містить 4,5 млн поїздок таксі 
компанії Uber в межах Нью-Йорка за період з квітня по 
жовтень 2019 року [14]. Для більшої точності передба-
чень зібрано та додано до набору даних погодинні ме-
теорологічні спостереження за цей самий період, а саме 
– температуру повітря та наявність семи видів атмос-
ферних явищ [6]. 
Сформований набір вхідних даних має такі атрибу-
ти: день, місяць і рік поїздки, широта та довгота почат-
кової точки поїздки, температура повітря, наявність 
легкого, середнього та сильного дощу, наявність тума-
ну, серпанку, легкого снігу [46]. Широта та довгота 
точки – це атрибути, які нейронна мережа повинна пе-
редбачати для визначення місцезнаходження пасажира 
у заданий час та наявну погоду [16] і [41]. 
Для навчання нейронної мережі нами використано 
оптимізовану тензорну бібліотеку з відкритим кодом для 
глибинного навчання з використанням графічних проце-
сорів і процесорів PyTorch [39]. Вона забезпечує макси-
мальну гнучкість та швидкість виконання обчислень, 
що дає змогу швидко розробити потрібну кодову базу. 
Хороша документація та простий синтаксис дає можли-
вість розпаралелити процедуру навчання, тобто можна 
розподіляти паралельні розрахунки між декількома яд-
рами звичайного або графічного процесора [8]. 
Багатошаровий перцептрон. Для прогнозування 
попиту на пасажирські перевезення таксі нами викорис-
тано багатошаровий персептрон (англ. Multilayer Per-
ceptron) як один з видів нейронних мереж (рис. 1). Це 
різновид мережі прямого зв'язку з одним або декілько-
ма рівнями внутрішніх прихованих шарів між вхідним і 
вихідним шарами. Вхідний сигнал у такій мережі поши-
рюється від шару до шару. Вихідні одиниці представля-
ють гіперплощину в просторі шаблонів введення даних. 
Мережа містить M шарів, кожен з яких складається з 
, 1,mJ m M=  вузлів. Ваги нейронів мережі від (m–1)-го 
до m-го шару позначають wm-1. Функції зміщення, вихо-
ду та активації i-го нейрона в m-му шарі, відповідно, 
позначають як ( )miq , 
( )m
iq  та 
( )( )miψ ⋅  [10]. Кожна нейронна 
мережа має нелінійну функцію активації. 
 
Рис. 1. Архітектура багатошарового персептрону [10] 
Стохастичний градієнтний спуск. Найпоширені-
шою технікою для обчислення та оновлення ваг нейро-
нів мережі є стохастичний градієнтний спуск SGD 
(англ. Stochastic gradient descent), яка виконує ітератив-
но такі кроки [31]. Спочатку обчислюють крок передачі 
вперед, де вхідні вибірки даних обробляють шар за ша-
ром, поки не буде отримано прогноз після останнього 
шару. На наступному кроці (зворотному розповсю-
дженні) ваги нейронів мережі оновлюють на підставі 
обчисленої різниці (градієнтів) між прогнозованими та 
позначеними результатами. Ці кроки виконують ітера-
тивно для всіх міні-пакетів (англ. Mini-batch) у наборі 
даних. Як тільки всі міні-пакети опрацьовано, то одну 
епоху розрахунку вважають завершеною. Це означає, 
що весь набір вхідних даних передавався вперед і назад 
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через неї тільки один раз. Процес розрахунку продов-
жують протягом декількох наступних епох. Оскільки 
метод SGD прагне мінімізувати функцію втрати, знахо-
дячи ваги нейронів мережі, які мають відповідати ціло-
му набору даних, то процедура розрахунку на кожному 
кроці апроксимує дані для всієї навчальної вибірки [32]. 
У роботі [28] зазначено, що для оптимізації проце-
дури навчання нейронної мережі набуває популярності 
метод SGD Adam, який використовує квадратичні гра-
дієнти для масштабування швидкості навчання та його 
імпульсу, застосовуючи для цього ковзну середню гра-
дієнта замість самого градієнта. Також цей метод вико-
ристовує оцінки першого та другого моментів гра-
дієнта, щоб адаптувати швидкість навчання для кожної 
ваги нейронів мережі. Метод SGD Adam добре підхо-
дить для машинного навчання багатошарових нейрон-
них мереж з великими обсягами даних, насамперед, 
завдяки організації паралельних розрахунків. 
Функції втрати. Нейронну мережу можна навчати, 
використовуючи для цього попередні значення вхідних 
і результуючих даних для оновлення ваг нейронів мере-
жі, отримуючи при цьому правильний вихід. Така про-
цедура навчання пов'язана з потребою її оптимізації, де 
помилка навчання має бути мінімальною. Для мініміза-
ції помилки та правильного навчання мережі цю помил-
ку (її значення) потрібно встановити і визначити, чи 
відповідає вона функції втрат. 
Функція втрати (англ. Loss function) описує, нас-
кільки далеко знаходиться модель мережі від здійснен-
ня ідеальних прогнозів для заданих даних [42]. Резуль-
татом роботи функції втрати є відносне значення по-
милки навчання мережі. Якщо прогнози стають кращи-
ми, то значення функції втрати зменшується. Вибір ти-
пу функції для нейронної мережі значною мірою зале-
жить від проблеми, яку потрібно вирішити. Для прогно-
зування попиту на пасажирські перевезення таксі як 
функцію втрати найчастіше використовують середньок-
вадратичну помилку MSE (англ. Mean Square Error). 
Визначають як суму квадратів відстаней між цільовою 
змінною та передбаченими значеннями, поділених на їх 









E v y y
n =
= −∑ , (1) 
де: n – кількість нейронів мережі у схованому шарі; vi – 
вага синапсу j-го нейрона схованого шару мережі до ви-
хідного нейрона; yi – вихідне значення j-го нейрона схо-
ваного шару мережі (цільова змінна); yp – поріг вихід-
ного нейрона мережі (передбачене значення). 
Архітектура нейронної мережі. Для прогнозування 
попиту на пасажирські перевезення таксі нами вибрано 
рекурентну нейро-фаззі мережу, запропоновану і описа-
ну в роботі [1]. Мережа має три шари – перший прихо-
ваний шар фазифікації, другий прихований шар, вихід-
ний шар (рис. 2). Її складовими є стандартні нейрони – 
елементарні персептрони Розенблата з сигмоїдально ак-
тиваційними функціями втрат, адаптивним лінійним 
асоціатором, елементом затримки z-1 і блоками фазифі-
кації, призначеними для перетворення вхідних змінних, 
що характеризують вплив навколишнього середовища, 
в кількісну форму рівнів належності, розміщеними в ін-
тервалі [0, 1]. Блоки фазифікації, що використовують 
трикутні функції належності й сінглтон, формують пер-
ший прихований шар мережі, який повністю співпадає 
за структурою з першим прихованим шаром прогнозної 
нейро-фаззі мережі [4]. Нагадаємо, сінглтон (англ. 
Singleton – одинак) – породжувальний шаблон проекту-
вання, який гарантує, що об'єкт класу матиме тільки 
один екземпляр та надає глобальну точку доступу до 
нього. 
 
Рис. 2. Прогнозна рекурентна нейро-фаззі мережа 




(1) (1)( ) , 1, , 0,1,2, ...,iq k q i n k K = = =  , (2) 
з компонентами, що описують постійні та змінні харак-
теристики в числовій формі рівнів належності, надхо-
дять на другий прихований шар, утворений одним адап-
тивним лінійним асоціатором з додатковим входом зат-
риманого значення прогнозованого сигналу y(k–1) (де k 
– поточний дискретний час), в кількості n2 ідентичними 
нейронами з сигмоїдальними активаційними функціями 
втрат (2), 1,j j nψ =  і синаптичними вагами 
(2)
ijw  нейронів 
мережі. Виходи другого прихованого шару об'єднують 
в ((n2 + 1)×1)-вектор, а саме 
 
Т Т(2) (2) (2) (2)Т
2 0( ) ( ), 0, ( ), ( )jq k q k j n n q k q kψ   = = + =    . (3) 
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Між виходами елементарних персептронів Розен-
блата другого прихованого шару і входами вихідного 
шару, утвореного єдиним адаптивним лінійним асоці-
атором з синаптичними вагами (3)ijw  нейронів мережі, 
встановлено n2 елементів затримки z
-1 так, що вектор 
затриманих сигналів (2) ( 1)q kψ −  подають одночасно і на 
входи вихідного шару, і каналами зворотного зв'язку на 
входи другого прихованого шару. Отже, кожен нейрон 
другого прихованого шару має n + n2 + 1 входів (і від-
повідно n + n2 + 1 синаптичних ваг (2)ijw , а нейрон вихід-
ного шару має n2 + 1 входів і стільки ж синаптичних ваг 
нейронів мережі. 
З огляду на зазначене вище, відповідні перетворен-
ня, що реалізує архітектура нейро-фаззі мережі (див. 
рис. 2), можна записати у такому вигляді: 
 
2
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0 0
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y k w k q k w k q k
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= + −∑ ; (4) 
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q k n i n n−
− =

= ≤ ≤ = +
 − + ≤ ≤ +
ɶ . (8) 
Увівши далі два вектори: 
T
(2) ( 2)
2( ) ( ), 0,jq k q k j n n = = + ɶ ;
T
(3) (3)
2( ) ( ), 0,jw k w k j n = =  (9) 
розміром (n2 + 1)×1; 
 
T
(1) (1) ( 2)
2( ) ( 1); ( ), 1, ; ( 1), 1,j jq k y k q k j n q k j n = − = − = ɶ  (10) 
розміром (n + n2 + 1)×1; матриця синаптичних ваг 
нейронів другого прихованого шару мережі W(2) розмі-










































⋯ ⋯ ⋯ ⋯
⋯
(11) 
розміром (n2 + 1)×(n2 + 1), можна переписати співвідно-
шення (4)–(8) в такому компактному вигляді 
 ( )(3) T (2) (3) T (2) (2) (1)ˆ( ) ( ) ( ) ( ) ( ) ( )y k w k q k w k W k q k= = Ψɶ ɶ . (12) 
У процесі навчання нейро-фаззі мережі необхідно 
визначити оптимальні значення параметрів (3)ijw  і W
(2), а 
також моменти різкої зміни властивостей прогнозова-
ного процесу, які можуть проявитися в несподіваних 
"скачках" синаптичних ваг нейронів мережі. 
Навчання рекурентної нейро-фаззі мережі. Нав-
чання мережі (див. рис. 2) будемо проводити шляхом 
покрокової мінімізації значення стандартного середньо-
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за допомогою градієнтної процедури оптимізації з ура-
хуванням таких співвідношень: 
 2
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де η(k) – параметр кроку пошуку оптимального значен-
ня, який обирають з емпіричних міркувань і досить час-
то вважають, що він є постійною величиною. 
Спочатку розглянемо процес налаштування ваг ви-
хідного нейрона мережі. З рівнянь (14) і (15) отримаємо 
таке співвідношення 
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Для налаштування синаптичних ваг другого прихо-
ваного шару мережі використаємо стандартну процеду-
ру зворотного поширення помилки розрахунку в такій 
рекурентній формі [5]: 
(2) (2) (2) (1)
2 2( 1) ( ) ( ) ( ) ( ), 0, ; 0,i i j iw k w k k k q k j n i n nη δ+ = + = = +ɶ ,(18) 
де (2) ( )j kδ  – локальна помилка розрахунку другого при-
хованого шару, яку опишемо таким виразом 
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Отже, з врахуванням (19) остаточно процес налаш-
тування синаптичних ваг нейронів другого прихованого 
шару мережі (18) опишемо таким рекурентним співвід-
ношенням 
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Швидкість збіжності процесів (16) і (20) повністю 
встановлює вибране значення кроку пошуку η(k) і цю 
швидкість можна істотно збільшити шляхом спеціаль-
ного підбору цього кроку [4]. Завдяки цьому можна 
розглядати спільне завдання прогнозування та діагнос-
тики рекурентної нейро-фаззі мережі, що полягає у ви-
явленні різких змін властивостей обчислювального про-
цесу. 
У зв'язку з цим для навчання ваг вихідного шару ме-
режі доцільно використовувати процедуру, що володіє 
як фільтруючими (згладжування збурень і перешкод), 
так і відстежувальними (виявлення стрибків) власти-
востями рекурентної нейро-фаззі мережі. Оскільки ви-
хідний сигнал мережі лінійно залежить від синаптич-
них ваг вихідного нейрона, то для їх налаштування 
можна використати експоненціально зважений рекурен-
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де 0 < α < 1 – параметр "забування" застарілої інформа-
ції, що визначає компроміс між фільтруючими і відсте-
жувальними властивостями мережі. Чим більше значен-
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ня α, тим інерційніший процес навчання, а його менше 
значення вказує на швидке виникнення реакції на мож-
ливі зміни. 
Для виявлення цих змін часто використовують алго-





( 1) ( ) ( 1) ( );
( 1) ( 1) ( 1) ( ) ,
k k w k w k
k sign k w k w k
θθ η θ
µ θ
 + = + + −

+ = + + −
 (22) 
де 0 ≤ ηθ < 1. Якщо діагностуючий сигнал µ(k + 1) протя-
гом декількох підряд кроків пошуку набуває значення +1, 
то в контрольованому сигналі y(k) виникли різкі зміни. 
Отже, запропонована нейро-фаззі мережа забезпечує 
не тільки короткотермінове прогнозування попиту на 
пасажирські перевезення таксі, але й здійснює контроль 
за різкими його змінами, що надзвичайно важливо для 
ефективної роботи міських диспетчерських систем. 
Навчання нейронної мережі на графічному проце-
сорі. Для будь-якої нейронної мережі стадія її навчання 
є найбільш ресурсномістким завданням. Якщо архітек-
тура мережі має приблизно 10, 100 або навіть 100 000 
параметрів, то звичайний комп'ютер зможе впоратися з 
цим завданням за лічені хвилини. Проте, наявність в 
нейронній мережі декількох мільйонів параметрів приз-
веде до того, що її традиційне навчання буде проходити 
тижні чи навіть місяці. 
Глибинне машинне навчання (англ. Deep Machine 
Learning) – техніка оброблення даних різними алгорит-
мами, які дають змогу моделювати високорівневі аб-
стракції в даних, застосовуючи для цього глибинний 
граф із декількома обробними шарами, а також лінійні 
чи нелінійні перетворення. Особливістю глибинного 
навчання є заміна ознак ручної роботи дієвими алгорит-
мами автоматичного або напівавтоматичного навчання 
ознак та ієрархічного їх виділення [47]. 
Деякі дослідження [28] показали, як можна застосу-
вати техніку глибинного навчання для рекурентних 
нейронних мереж, передусім за допомогою звичайного 
алгоритму зворотного поширення помилки. Існує вели-
ка кількість модифікацій такого алгоритму, в яких ви-
користовують декілька правил налаштування ваг 
нейронів мережі. Наприклад, для навчання вагових ко-
ефіцієнтів ωij(k) використовують алгоритм стохастично-
го градієнтного спуску: 
 ( 1) ( ) , 1, ; 1,ij ij
ij
C
k k j m i nη
∂
ω + = ω + = =
∂ω
, (23) 
де: η – стала для регулювання величини поточного кро-
ку пошуку; C – функція втрат. Вибір функції втрат обу-
мовлений класом завдання машинного навчання (з учи-
телем, без учителя, з підкріпленням) і функцією актива-
ції. До основної проблеми глибинного навчання реку-
рентних нейронних мереж належить тривалість проце-
дури навчання та перенавчання. 
Багатошарові структури нейронних мереж більше 
схильні до перенавчання, оскільки значна кількість ша-
рів дає змогу моделювати високорівневі абстракції в да-
них, тому модель мережі може "вивчити" рідкісні ситу-
ації, зайві у її подальшій роботі. У цьому випадку засто-
совують різні методи регулювання процедури навчання 
мережі. Один з методів регулювання припускає вилу-
чення випадкових вузлів нейронної мережі під час нав-
чання. У деяких випадках це допомагає значно менше 
запам'ятовувати рідкісні ситуації в тренувальних набо-
рах даних. 
Через простоту реалізації та хорошу збіжність про-
цедури глибинного навчання рекурентних нейронних 
мереж для "правильного" їх навчання часто використо-
вують метод зворотного поширення помилки і гра-
дієнтний спуск. Однак, при навчанні прихованих шарів 
нейронів мережі виникає декілька проблем, які особли-
во важливі при оптимізації функції втрат у просторі ве-
ликої розмірності: кількість обчислювальних елементів, 
початкові умови для ваг нейронів мережі, а також кон-
станта регулювання величини кроку пошуку оптималь-
них значень. 
Окрім цього, алгоритм стохастичного градієнтного 
спуску відомий проблемою зникаючого градієнта (англ. 
Vanishing Gradient), яка полягає в ослабленні градієнта, 
а значить і зменшенні швидкості процедури навчання 
мережі в міру поглиблення від останніх її шарів до по-
чатку мережі. Через це приховані шари нейронної мере-
жі погано навчаються. Проте, деякі науковці [34, 37] за-
мість сигмоїдальної активаційної функції вузла мережі 
в багатьох нейронних мережах пропонують використо-
вувати різні види нелінійності ReLU (англ. Rectified Li-
near Unit), функція активації якої має вигляд max(0, x). 
За такого підходу в рекурентних нейронних мережах пра-
ктично відсутні проблеми ослаблення градієнта, тому 
вони добре навчаються методом градієнтного спуску. 
Глибинне навчання рекурентних нейронних мереж 
може проходити значно швидше, якщо всі операції ви-
конувати одночасно, а не одну за іншою. Застосування 
спеціалізованих графічних процесорів із виділеною 
пам'яттю, наприклад, GPU (англ. Graphics Processing 
Unit), дає змогу виконувати всі операції навчання одно-
часно, як це виконують для рендерингу графіки [9]. Та-
кі процесори ефективно обробляють та відображують 
комп'ютерну графіку завдяки спеціалізованій конвеєр-
ній архітектурі. Також вони оптимізовані для глибинно-
го навчання моделей штучного інтелекту, оскільки 
здатні виконувати паралельні розрахунки. 
Організація паралельних обчислень у нейронних 
мережах. Глибинне навчання нейронних мереж є важ-
ливою частиною їх підготовки до ефективної роботи. Зі 
збільшенням обсягу навчальних даних й складності ар-
хітектури мережі пропорційно зростає потреба в обчис-
лювальній потужності процесора та пам'яті комп'ютера. 
Зменшення тривалості процедури навчання мережі 
сприяє підвищенню якості роботи моделі, даючи їй 
можливість здійснити подальші розрахунки вже на ре-
альних наборах даних різної величини. 
Нагадаємо, що алгоритми глибинного навчання пе-
ретворюють свої входи крізь більшу кількість шарів, 
ніж алгоритми поверхневого навчання. На кожному ша-
рі сигнал перетворюють блоком оброблення (штучним 
нейроном), параметри якого "навчаються" шляхом тре-
нування [44]. Ланцюг перетворень від входу до виходу 
є шляхом передачі довіри (ШПД, англ. Credit Assignment 
Path, CAP). ШПД описують потенційно причинні зв'яз-
ки між входом і виходом, і можуть мати змінну довжи-
ну. Для нейронної мережі прямого поширення довжина 
шляхів передачі довіри і, відтак глибина цієї мережі, є 
числом прихованих шарів плюс один (вихідний шар та-
кож параметризовано). Для рекурентних нейронних ме-
реж, в яких сигнал може поширюватися через якийсь 
шар більше одного разу, ШПД має потенційно необме-
жену довжину. Універсально узгодженого порогу гли-
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бини, що відділяв би поверхневе навчання від глибин-
ного, не існує, але більшість дослідників у цій галузі 
погоджуються з тим, що глибинне навчання має декіль-
ка нелінійних шарів (ШПД > 2), а Шмідгубер розглядає 
ШПД > 10 як дуже глибинне навчання [44]. 
Паралельне глибинне навчання нейронних мереж 
має істотні переваги перед традиційним навчанням [7]. 
Часто буває, коли великі моделі штучного інтелекту не 
поміщаються в пам'яті одного звичайного процесора. 
Навчання різних частин моделі на графічних процесо-
рах GPU – простий спосіб подолати обмеження пам'яті 
будь-якого процесора. Водночас, застосування пара-
лельних навчальних стратегій приводять до дещо швид-
шого навчання нейронної мережі, розподіляючи перек-
риваючі обчислення між різними її вузлами. 
Під час навчання нейронної мережі (див. рис. 2) 
шляхом організації паралельних обчислень нами було 
враховано такі дві її характеристики: витрати на зв'язок 
між різними вузлами мережі для синхронізації гра-
дієнтів і витрати часу для виконання розрахунків [25]. 
Обговорення результатів дослідження. Дослі-
дження здійснено на центральному процесорі, одному 
графічному процесорі NVIDIA Tesla K80 та на двох та-
ких процесорах відповідно. Навчання нейронної мережі 
проведено на двох розмірах вхідних даних batch_size = 
16 та 2048 проб. Результати дослідження передбачають 
порівняння тривалості процедури навчання мережі для 
однієї епохи. 
 
Рис. 3. Залежність тривалості процедури навчання нейронної 
мережі від кількості використаних ресурсів: а) mini-batch = 
16 проб; б) mini-batch = 2048 проб 
Дані, наведені на рис. 3,а, показують порівняння 
тривалості процедури навчання нейронної мережі для 
однієї епохи на одному центральному процесорі, одно-
му та двох графічних процесорах, використовуючи для 
цього mini-batch розміром 16 проб. За функцію втрати 
взято середньоквадратичну помилку (1). 
Результати дослідження показали, що процедура 
навчання нейронної мережі на одному графічному про-
цесорі (червона лінія) проходить дещо швидше від ана-
логычного навчання на центральному процесорі (чорна 
лінія) у 1.0715 разів. Таке незначне покращення резуль-
тату пов'язане з малим розміром набору розпаралеле-
них даних (mini-batch = 16 проб) та значними витрата-
ми часу для їх передачі між графічним і центральним 
процесором, який керує процедурою навчання. 
Навчання нейронної мережі за допомогою двох гра-
фічних процесорів (синя лінія) погіршує тривалість цієї 
процедури порівняно з навчанням на одному графічно-
му або центральному процесорі. Причина – значні вит-
ратами часу для синхронізації градієнтів між двома гра-
фічними процесорами перед кожним оновленням пара-
метрів мережі (після кожної batch-ітерації). Витрати ча-
су на синхронізацію є більшими від організації пара-
лельних обчислень, оскільки розмір розпаралелених 
вхідних даних є занадто малим. 
Отже, при використанні mini-batch розміру 16 проб 
найоптимальнішим є навчання обраної архітектури 
нейронної мережі для прогнозування попиту на паса-
жирські перевезення таксі тільки на одному графічному 
процесорі. 
Дані, наведені на рис. 3,б, показують порівняння три-
валості процедури навчання нейронної мережі для од-
нієї епохи на одному центральному процесорі, одному 
та двох графічних процесорах, використовуючи mini-
batch розміром 2048 проб. Розмір розпаралелених вхід-
них даних у 128 разів більший за розмір вхідних даних, 
використаних для отримання результатів на рис. 3,а. 
 
Рис. 4. Зведена залежність тривалості процедури навчання від 
кількості використаних ресурсів 
Навчання нейронної мережі на одному (червона лі-
нія) та двох (синя лінія) графічних процесорах прохо-
дить швидше у 1.0861 та 1.0811 рази відповідно, ніж 
навчання на одному центральному процесорі (чорна лі-
нія). Порівняно з результатами для mini-batch розміру 
16 проб, навчання на двох графічних процесорах прохо-
дить дещо швидше, ніж на одному центральному про-
цесорі. Проте, немає значних успіхів між навчанням ме-
режі на одному та двох графічних процесорах, оскільки 
користь від організації паралельних обчислень на двох 
процесорах втрачають для синхронізації градієнтів між 
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цими процесорами перед кожним оновленням нейронів 
мережі. 
Інформація, наведена на рис. 4, показує залежність 
тривалості процедури навчання нейронної мережі для 
однієї епохи між усіма використаними у цьому дослі-
дженні апаратними конфігураціями комп'ютерної техні-
ки. Навчання на одному графічному процесорі з вико-
ристанням mini-batch розміру 2048 проб було наймен-
шим, водночас як аналогічне навчання на двох графіч-
них процесорах розміру 16 проб дещо більшим. 
Незначна різниця між тривалістю навчання нейрон-
ної мережі для однієї епохи не залежить від обраних 
апаратних складових комп'ютерної техніки та архітек-
тури мережі (див. рис. 2), яка містить велику кількість 
вузлів і відносно малу кількість обчислень, порівняно з 
іншими архітектурами. Наприклад, для згорткових 
нейронних мереж, де кількість обчислень відчутно біль-
ша, ефект від організації паралельних розрахунків на 
декількох графічних процесорах буде значно відчутні-
шим. Проте, витрати на синхронізацію градієнтів між 
графічними процесорами практично сталі. Отже, вико-
ристання організації паралельних обчислень для реалі-
зації процедури навчання нейронної мережі може дати 
значно кращі результати за умови обрання відповідної 
її архітектури. 
Висновки 
З'ясовано, що для мінімізації тривалості очікування 
нових замовлень та відстані до клієнтів на момент їх 
надходження доцільно використовувати відповідні ін-
формаційно-аналітичні системи, робота яких ґрун-
тується на штучному інтелекті. Це дасть змогу виріши-
ти проблему прогнозування попиту на пасажирські пе-
ревезення таксі як для їхньої кількості у відповідний 
період доби з врахуванням погодних умов, протягом 
тижня з врахуванням святкових, вихідних і робочих 
днів, так і протягом року залежно від його пори. Враху-
вання ж наявних транспортних об'єктів залежно від 
прибуття авіарейсів, потягів чи рейсових автобусів 
значно покращують роботу інформаційної системи. 
Використана в роботі архітектура нейро-фаззі мере-
жі є узагальненням багатошарового персептрона, реку-
рентної мережі Вільямса-Зіпсера та прогнозної багато-
шарової нейро-фаззі мережі. Така гібридна архітектура 
мережі дає змогу одночасно вирішувати завдання ко-
роткотермінового прогнозування попиту на пасажирсь-
кі перевезення таксі, а також проводити діагностику са-
мої мережі, що полягає у виявленні різких змін власти-
востей обчислювального процесу. 
Для досягнення значної точності у прогнозуванні 
попиту на пасажирські перевезення таксі в роботі оп-
рацьовано великий набір вхідних даних у кількості 4,5 
млн поїздок таксі. Для зменшення тривалості процеду-
ри навчання нейронної мережі організовано паралельні 
обчислення між різними вузлами мережі за допомогою 
графічних процесорів. 
Проведено навчання нейронної мережі на централь-
ному процесорі, одному та двох графічних процесорах 
відповідно. З'ясовано, що організація паралельних об-
числень на декількох графічних процесорах не означає 
зменшення тривалості процедури навчання мережі, ос-
кільки витрати на синхронізацію градієнтів між актив-
ними процесами значно перевищують користь від пара-
лельних розрахунків. За умови обрання достатньо вели-
кого обсягу даних (mini-batch розмір) для організації 
паралельних обчислень та відповідної архітектури 
нейронної мережі можна досягти деякого зменшення 
тривалості процедури її навчання. 
Визначено, що зменшення тривалості процедури 
навчання нейронної мережі залежить від багатьох чин-
ників: її архітектури, кількості параметрів навчання, 
конфігурації апаратного забезпечення та організації па-
ралельних розрахунків. 
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M. I. Zghoba, Yu. I. Hrytsiuk 
Lviv Polytechnic National University, Lviv, Ukraine 
FORECASTING THE DEMAND FOR PASSENGER TAXI TRANSPORT 
BY NEURAL NETWORK METHODS 
Peculiarities of forecasting the demand for passenger transportation by taxi by neural network methods for different sets of input 
data, composition of network architecture parameters, hardware configuration and its capacity are considered. It was found that to re-
duce the waiting time for new orders and the distance to customers, it is advisable to use appropriate information and analytical 
systems, the work of which is based on artificial intelligence. This will solve the problem of demand for taxi transportation in the re-
levant period of the day, taking into account weather conditions, holidays, weekends and working days, as well as the seasons. Ta-
king into account the existing transport facilities - flights, trains or buses significantly improves the work of such an advisory system. 
The hybrid architecture of the neural-phase network used in the work allows to simultaneously solve the problem of short-term fore-
casting of demand for passenger taxis, as well as to diagnose the network itself, which is to detect abrupt changes in the properties of 
the computing process. To achieve the appropriate accuracy of the forecast, the work developed input sets in the amount of 4.5 milli-
on taxi trips. To reduce the duration of the neural network training procedure, parallel calculations are organized between different 
network nodes using graphics processors. 
Neural network training on the CPU, one and two GPUs, respectively. It was found that the organization of parallel computing on 
several GPUs does not always reduce the duration of the network learning procedure, as the cost of synchronizing gradients between 
active processes far outweighs the benefits of parallel computing. It is established that with a large amount of data for the organizati-
on of parallel calculations and the corresponding architecture of the neural network, it is possible to achieve some reduction in the 
duration of the training procedure. It is determined that the reduction of the duration of the neural network learning procedure de-
pends on the following factors: its architecture, the number of learning parameters, hardware configuration and organization of paral-
lel calculations. 
Keywords: information-analytical system; hardware configuration; machine learning, neural network learning, acceleration of le-
arning process, parallelization of learning procedure. 
