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We investigated meta- and paracontrast masking using tasks requiring observers to judge the surface brightness or else the contours of
target stimuli. The contour task revealed strongest metacontrast at SOAs shorter than those obtained for the brightness task. Paracon-
trast revealed related temporal diﬀerences between the tasks. Additionally, the paracontrast results support the existence not only of pro-
longed inhibitory eﬀects but also of facilitatory eﬀects. The combined results comport with the existence of cortical mechanisms for: (i)
fast contour processing, (ii) slow surface-brightness processing, (iii) prolonged inhibition, and (iv) facilitation.
 2005 Elsevier Ltd. All rights reserved.
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Metacontrast and paracontrast are types of visual mask-
ing in which the visibility of one brieﬂy ﬂashed stimulus,
called the target, can be suppressed by a brieﬂy ﬂashed sec-
ond stimulus, called the mask, which precedes or follows
the target by varying onset asynchronies (SOAs). Perfor-
mance in visual masking studies depends on the criterion
content used by an observer (Bernstein, Fisicaro, & Fox,
1976; Hernandez & Lefton, 1977; Hofer, Walder, &
Groner, 1989; Kahneman, 1968; Petry, 1978; Stoper &
Mansﬁeld, 1978; Ventura, 1980). Criterion content is deter-
mined by the task requirements and refers to the stimulus
dimension along which an observer is asked to make his
or her perceptual judgment about the target. For instance,0042-6989/$ - see front matter  2005 Elsevier Ltd. All rights reserved.
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cut, CT, USA.if the observer is asked to respond to the mere occurrence or
location of a target stimulus, one often obtains no masking
eﬀect (Bernstein, Amundson, & Schurman, 1973; Fehrer &
Biederman, 1962; Fehrer & Raab, 1962; Harrison & Fox,
1966; O¨g˘men, Breitmeyer, & Melvin, 2003; Vorberg, Mat-
tler, Heinecke, Schmidt, & Schwarzbach, 2003, 2004).
However, if (s)he is asked to respond on the basis of per-
ceived brightness or form, one does obtain target suppres-
sion that varies as a U-shaped function with SOA
(Alpern, 1953; Breitmeyer, Love, & Wepman, 1974; Cavo-
nius & Reeves, 1983; Enns & Di Lollo, 1997; Kolers & Ros-
ner, 1960; O¨g˘men et al., 2003; Stober, Brussel, & Komoda,
1978; Tata, 2002; Weisstein, 1972). Even here the speciﬁc
shape and temporal characteristic of the U-shaped function
should depend on which of the two criterion contents,
brightness or form, is used. We base this hypothesis on
the following considerations.
According to current theorical modeling (Grossberg,
1994; Grossberg & Mingolla, 1985), supported by neuro-
physiological ﬁndings (DeYoe & Van Essen, 1988; Lamme,
contrast match
contour
discrimination
Fig. 1. Schematic diagram of target disks and mask rings used in the
brightness match procedure (upper panel) and in the contour discrimina-
tion procedure (lower panel). Plus signs designate the ﬁxation cross. See
text for further details.
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Felleman, 2003), a cortical Boundary-Contour-System
(BCS) and a cortical Feature-Contour-System (FCS) pro-
cess a visual object’s contour and surface properties,
respectively. Moreover, the BCS and FCS correspond to
the parvocellular, P-interblob and P-blob streams in the
cortical object object-processing pathway (Grossberg,
1994). Francis (1997) recently applied the BCS to modeling
of various metacontrast and other spatiotemporal phenom-
ena (Francis, 1996a, 1996b). As noted by Breitmeyer and
Ogmen (2000), a more complete model would require
incorporation of the FCS. Along with others (Arrington,
1994; Elder & Zucker, 1998; Lamme et al., 1999), we pro-
pose that the cortical processing of surface and contour
properties of a stimulus correspond to activities in a slow
FCS and a faster BCS. The purpose of the present study
is to use not only metacontrast but also paracontrast mask-
ing to investigate the distinctive temporal response proper-
ties of the cortical surface- and contour-processing streams.
2. Metacontrast
Diﬀerences between metacontrast masking of contour
and surface properties have been investigated previously
by Petry (1978) and Stober et al. (1978). In Stober et al.’s
(1978) study, observers were required to make subjective
magnitude estimates of the masked target’s brightness
and of its contour clarity or edge deﬁnition relative to an
unmasked target stimulus. Stober et al. (1978) reported a
negative correlation or dissociation between estimates of
target brightness and contour clarity at short SOAs and a
positive association between the two estimates at longer
SOAs. Similarly Petry (1978), required her observers to
estimate the brightness at the center and at the edge of a
target disk. Brightness estimations at the center of the tar-
get disk were consistently larger (thus indicating less mask-
ing) than estimations at the edge of the disk. However, in
both studies inter-observer diﬀerences of the temporal
waveforms and optimal SOAs for surface and edge mask-
ing make it diﬃcult to draw ﬁrm conclusions regarding
the temporal response properties of surface and contour
processing.
We employ a model-driven approach to make speciﬁc
predictions about diﬀerences between the time courses of
the metacontrast masking of surface and contour proper-
ties of the target. For a theoretical standpoint, we adopt
the RECOD model of masking recently proposed by
O¨g˘men (1993) and O¨g˘men et al. (2003). This model adopts
the sustained-transient channel approach originally pro-
posed by Breitmeyer and Ganz (1976) and updates it by
relating the sustained- and transient-channel activities to
activities in the parvocellular or P and magnocellular or
M pathways, respectively. It is assumed in this model that
besides inhibitory interactions within each of the pathways
(intrachannel inhibition), inhibitory interactions also exist
between the fast M and the slower P pathways (interchan-
nel inhibition). In the model, the latter interchannel inhib-itory interactions are primarily responsible for
metacontrast. Here, the fast M activity of the mask stimu-
lus can inhibit the target’s slower P contour-processing
activity as well as the target’s still slower P surface-process-
ing activity. Consequently one should obtain optimal met-
acontrast suppression of the contour and surface-contrast
at shorter and longer SOAs, respectively.
3. Methods
3.1. Observers
Four observers, including the authors BB (57-yr old male) and LM
(47-yr old female), were used in this study. The other two volunteer
observers, a 23-yr and a 22-yr old female, were practiced psychophysical
observers but naı¨ve as to the purposes of the experiment. All observers
had normal or corrected-to-normal vision.
3.2. Stimuli and apparatus
The experiment was performed in a dark room. The stimuli were dis-
played at 100 Hz frame rate on a Sony Trinitron color monitor. Stimulus
presentation and response recording were controlled by a Visual Stimulus
Generator (VSG2/5) card manufactured by Cambridge Research Systems.
Fig. 1 illustrates the stimulus conﬁguration used in the brightness judg-
ment and in the contour discrimination tasks. The ﬁxation mark consisted
of a small (0.4 deg · 0.4 deg) dark (0.5 cd/m2) cross in the center of the
screen. In the brightness judgment task, the stimuli consisted of a ring
mask which spatially surrounded the right disk and a two-disk display.
The right disk served as the target and the left disk as the comparison stim-
ulus. The target and comparison disks had a diameter of 0.85 deg and the
mask ring had inner and outer diameters of 0.85 and 1.27 deg, respective-
ly. The right target–mask sequence and the left comparison disk were cen-
tered 1.4 deg above ﬁxation and 1.6 deg to the right and left of ﬁxation,
respectively. The luminance of the target disk was 30.5 cd/m2; that of
the mask disk could be 56, 30.5, or 0.5 cd/m2. Against a uniform back-
ground luminance of 95 cd/m2, these three values corresponded to con-
trasts of 25, 51, and 99%. The mask-to-target contrast ratio (M/T ratio)
thus could be (approximately) 0.5, 1.0, or 2.0. The luminance of the com-
parison disk could be adjusted adaptively by the observer. The mask and
the target were presented for 10 ms each. In the contour identiﬁcation
task, the same mask ring was used. However, the target could consist of
a complete disk, a disk with a 0.37-deg wide upper contour deletion
(shown in Fig. 1) or a disk with the lower contour deletion of the same
size. The target (followed by the surrounding mask) could be shown at
the upper left or upper right stimulus locations described above. For both
tasks the following target–mask SOAs were used: 0, 10, 20, 40, 60, 80,
Fig. 2. (A) Log relative visibility of the target during metacontrast as a
function of SOA, shown separately for the brightness-match and the
contour-identiﬁcation tasks at each of three diﬀerent mask-to-target (M/
T) contrast ratios, as indicated in the inset. (B) Log relative visibility of the
target during metacontrast as a function of SOA, shown for the
brightness-match and the contour-identiﬁcation tasks averaged across
the three (M/T) contrast ratios, as indicated in the inset. Dashed arrows
indicate SOA at which maximum suppression of visibilities occur.
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condition was also used in order to obtain baseline performance for both
the brightness match and the contour identiﬁcation tasks.
3.3. Procedure
For the brightness matching task, an experimental session consisted of
three blocks of trials, one for each of the three M/T contrast ratios. The
order of contrast ratios was counterbalanced across three sessions. Within
each block, the order of metacontrast SOAs, ranging from 0 to 500 ms and
including the baseline, no-mask condition, was randomly determined. At
each SOA the luminance of the match stimulus changed according to
the subject’s response. Initially the comparison disk was either clearly
brighter or darker than the target disk. On any trial, the observer’s task
was to report, by pressing one of two response buttons, which of the
two disks, the target or the comparison, appeared brighter. The point of
subjective equality (PSE) was estimated by a 1-up 1-down staircase proce-
dure. If the comparison disk appeared darker than the target disk on a tri-
al, its luminance was increased stepwise on the next trial. Conversely, if the
comparison disk appeared brighter than the target disk, its luminance was
decreased on the next trial by the same amount. For the initial three rever-
sals the step sizes were in units of 10 (out of a total of 255) grey levels, cor-
responding to a luminance change of 2.4 cd/m2. After the third reversal,
step sizes were in units of one grey level, corresponding to a luminance
change of 0.24 cd/m2. At this step size luminance reversals of the compar-
ison disk were recorded, and the PSE of the target disk for a given SOA
was calculated as the average of the last six luminance reversals of the
comparison disk. As a result, three average brightness-match values were
obtained for each observer at each combination of SOA and M/T contrast
ratio, from which the observer’s overall mean was calculated. These served
as the data for oﬀ-line statistical analysis. For the contour identiﬁcation
task, the procedure was the same except for the following changes. At each
SOA, the location of the target–mask sequence was randomized across 30
trials, with half of the trials devoted to the upper left location, the remain-
ing half to the upper right location. Of the 30 trials, 10 were devoted to
each of the three possible target contours. Order of target contours was
randomized across the 30 trials. After each trial the observers were
required to indicate, by pressing one of three keys, which of the three tar-
gets was presented. If the observers did not see the target, they were asked
to guess. Here an observer’s proportion of correct contour identiﬁcations
was based on a total of 90 trials at each combination of SOA and M/T
contrast ratio. These proportions served as data again for oﬀ-line statisti-
cal analysis.
3.4. Results
The results are based on the log of normalized target visibilities. In the
brightness match task, target brightness visibilities at each SOA were nor-
malized relative to the target’s brightness match obtained in the baseline,
no-mask condition. In the contour identiﬁcation task, target contour vis-
ibilities were normalized relative to the range of correct-response propor-
tions obtained at the upper limit in the baseline, no-mask condition and at
the lower limit (when the target was invisible) by a guessing probability of
.33. These normalized visibilities averaged across the four subjects are
shown at each M/T contrast ratio in Fig. 2A. Both brightness match
and contour identiﬁcation tasks yield typical U-shaped metacontrast func-
tions, with target visibilities being high at an SOA of 0 ms, dropping to a
minimum at intermediate SOAs, and then increasing to a high value at an
SOA of 140 ms, after which the visibilities attain a constant, asymptotic
value. For that reason, a three-way (Task ·M/T Contrast Ratio · SOA)
within-subject ANOVA was limited to the eight SOAs ranging from 0
to 140 ms. While the overall eﬀect of task and contrast were not signiﬁcant
[F(1,3) = 0.24, p > .65; F(2,6) = 3.10, p > .11], the results of SOA were sig-
niﬁcant [F(7,21) = 11.21, p < .001]. Both tasks yielded a U-shaped mask-
ing function at SOAs ranging from 0 to 140 ms. Correspondingly a
within-subjects analysis of contrasts yielded a signiﬁcant quadratic trend
[F(1,3) = 20.06, p < .025]. In addition the interaction between task and
SOA also was signiﬁcant [F(7,21) = 3.21, p < .02]. The interaction, appar-ent from inspection of Fig. 2A, reveals that the SOA at which optimal sup-
pression of visibility occurred was consistently lower in the contour
identiﬁcation task than in the brightness matching task. Fig. 2B (see
dashed arrows) ampliﬁes this ﬁnding by showing the results for the two
tasks averaged across contrast ratios. The signiﬁcance of these ﬁndings
will be discussed below in Section 5.
4. Paracontrast
Here we again adopt the RECOD model of masking
(O¨g˘men, 1993; O¨g˘men et al., 2003). In the model, intra-
channel inhibitory interactions are primarily responsible
for paracontrast eﬀects. Like the eﬀects of metacontrast,
those of paracontrast also depend on task requirements
and thus on criterion contents. For instance, Kaitz, Mon-
itz, and Nesher (1985), who required their observers to rate
the overall visibility of the target, reported two paracon-
trast masking maxima; one occurring near an SOA of
0 ms, the other at SOAs falling between 100 and
200 ms. Since Kaitz et al. (1985) did not specify what
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Fig. 3. (A) Log relative visibility of the target during paracontrast as a
function of SOA shown separately for the brightness-match and the
contour-identiﬁcation tasks at each of three diﬀerent mask-to-target (M/
T) contrast ratios, as indicated in the inset. (B) Log relative visibility of the
target during paracontrast as a function of SOA shown for the brightness-
match and the contour-identiﬁcation tasks averaged across the three (M/
T) contrast ratios, as indicated in the inset. Dashed arrows indicate SOA
at which local maxima of the suppression of visibilities occur. Dotted
arrows indicate SOA at which local maxima of facilitation of visibilities
occur.
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maxima may have resulted because observers correspond-
ingly adopted two criterion contents; one based on contour
clarity and the other on perceived brightness. This is a rea-
sonable hypothesis in view of the following. Kolers and
Rosner (1960), using a form identiﬁcation task, report opti-
mal paracontrast suppression at relatively short SOAs of
40 ms (mask precedes the target). On the other hand, sev-
eral investigators (Cavonius & Reeves, 1983; Foster &
Mason, 1977; O¨g˘men et al., 2003) who employed a bright-
ness perception task obtained optimal paracontrast at
longer SOAs ranging from 100 to 200 ms. To more
ﬁrmly test this hypothesis, we compared paracontrast
masking in a contour identiﬁcation task to paracontrast
in a brightness matching task. The methods of procedure
were identical to those used in the metacontrast experi-
ment, except that the target–mask SOAs now assumed
the following values: 0, 10, 20, 40, 60, 80, 110,
140, 170, 200, 350, 500, and 750 ms.
4.1. Results
The results again are based on normalized target visibil-
ities as described above. These normalized visibilities aver-
aged across the four subjects are shown at each M/T
contrast ratio in Fig. 3A. Both brightness match and con-
tour identiﬁcation tasks tended to yield paracontrast func-
tions with somewhat complicated nonmonotonicities. In
particular, the functions show not only suppression of vis-
ibility over intermediate ranges of SOA values but also
some counteracting facilitation of visibility over shorter
ranges. These trends can be unraveled by taking a closer
look at the results of the three-way (Task ·M/T Contrast
Ratio · SOA) ANOVA. From inspection of Fig. 3 it
appears that visibility is overall more strongly suppressed
for the contour identiﬁcation than the brightness matching
task, although the main eﬀect of task approached, but did
not attain, signiﬁcance [F(1,3) = 6.74, p = .08]. The main
eﬀect of contrast was signiﬁcant [F(2,6) = 5.23, p < .05].
The overall target visibilities were 0.064, 0.047, and
0.064 for the M/T contrast ratios of 0.5, 1.0, and 2.0,
respectively. The eﬀect of M/T contrast ratio was thus non-
monotonic, as reﬂected in an analysis of within-subject
contrasts yielding a signiﬁcant quadratic trend of M/T con-
trast ratio [F(1,3) = 15.20, p < .03]. This nonmonotonic
eﬀect of M/T contrast on target visibilities appears some-
what paradoxical, since one would expect suppression of
target visibility to monotonically increase with the mask
contrast. However, since facilitation is observed in para-
contrast but not in metacontrast (compare Figs. 2 and 3),
it appears that in paracontrast the contrast-dependent sup-
pression eﬀect was counteracted by the facilitation eﬀect
that also depended on M/T contrast ratio. The main eﬀect
of SOA also was signiﬁcant [F(12,36) = 2.97, p < .006].
This can be seen in Fig. 3B by inspecting the curve labeled
‘Overall(combined)’, which displays target visibilities aver-
aged across contrasts and tasks. Relative to the baselinevisibility, variations of SOA generally produced a decrease
of target visibility, that varied nonmonotonically, with
local minima at SOAs at 170 and 10 ms and a local
maximum at an SOA of 40 ms. This nonmonotonicity
was reﬂected in a within-subjects analysis of contrasts that
yielded a signiﬁcant cubic eﬀect [F(1,3) = 23.48, p < .02].
Regarding two-way interactions, task and M/T contrast
ratio interacted signiﬁcantly [F(2,6) = 9.07, p < .015], as
did task and SOA [F(12,36) = 2.21, p < .035]. The former
interaction indicates that increases of the M/T contrast
ratio had divergent eﬀects on target brightness and contour
visibilities; i.e., the enhancement eﬀect increased in the
brightness matching task whereas the suppression eﬀect
increased in the contour identiﬁcation task. For the M/T
contrast ratios of 0.5, 1.0, and 2.0, the overall target visibil-
ities in the brightness matching task showed nonmonotonic
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whereas in the contour identiﬁcation task they showed a
decreasing trend with values of 0.083, 0.118, and
0.163, respectively. The latter, Task · SOA interaction
indicates that as SOAs approached 0 ms, the target bright-
ness visibilities generally tended to diverge increasingly
from the target contour visibilities. This can be seen by
comparing the diﬀerences between the two corresponding
curves in Fig. 3B as SOA proceeds from 750 to 0 ms.
The interaction between M/T contrast ratio and SOA
approached signiﬁcance [F(24,72) = 1.60, p = .065]. It
appears that while increases of M/T contrast ratios tended
to yield increasing suppression at SOAs ranging from 750
to 170 ms and an SOA of 10 ms, they yielded increases
of facilitation at the intermediate SOAs ranging from 140
to 20 ms. Finally, the three-way interaction among task,
M/T contrast ratio and SOA also was signiﬁcant
[F(24,72) = 2.80, p = .001]. This interaction indicates that
the above mentioned divergence of M/T contrast ratio
eﬀects with respect to task becomes more pronounced as
SOA approaches 0.
Also shown in Fig. 3B are local maxima and minima in
the masking functions obtained for the brightness match-
ing and the contour identiﬁcation tasks. A minimum of tar-
get brightness and contour visibilities (see left most dashed
arrow) is obtained at an SOA between 170 and 200 ms.
Beyond that value the target brightness visibility increases
dramatically, attaining an enhanced visibility (relative to
baseline) of 0.1 at an SOA of 40 ms (see right most dotted
arrow), and then decreases as SOA approaches 0 ms. In
comparison, target contour visibility is at an absolute min-
imum at an SOA of 10 ms (see right most dashed arrow),
where its brightness visibility is still at baseline. Between
the minima at 170 and 10 ms, there does not appear
to be a clear enhancement eﬀect, although a ‘‘local maxi-
mum’’ exists at an SOA of 80 ms (see left most solid
arrow).
5. Discussion
Although the variation of target visibilities with SOA
were more complex for paracontrast than for metacontrast,
the results overall indicate distinctions and dissociations
between a target’s contour and brightness visibilities during
both masking procedures. Below, we will present evidence
that these distinctions parallel activities in distinct cortical
contour and surface-brightness processing mechanisms.
We turn ﬁrst to a more detailed discussion of this dissoci-
ation obtained with metacontrast masking.
5.1. Metacontrast
The main ﬁnding of the metacontrast experiment was
the diﬀerent SOA values at which optimal suppression of
the target’s brightness and contour occurred. Somewhat
related ﬁndings have been reported by Stober et al.
(1978). Stober et al. reported a negative correlation or dis-sociation between estimates of target brightness and target
contour clarity at short SOAs and a positive association
between the two estimates at longer SOAs. These results
resemble ours in that our metacontrast functions developed
in parallel for longer SOAs ranging from 60 to 500 ms, but
attained optimal suppression of contour and brightness vis-
ibilities at distinct values of 10–20 and 40 ms, respectively
(see Fig. 2B). We take this as evidence for: (i) the existence
of separate cortical mechanisms responsible for processing
of a visual object’s contours and its surface brightness, and
(ii) related diﬀerences between their respective temporal
response characteristics, with the contour mechanism being
faster than the surface-contrast mechanism. The ﬁrst con-
clusion is supported not only by extant psychophysical
results (Arrington, 1994; Elder & Zucker, 1998; Paradiso
& Nakayama, 1991; Stoper & Mansﬁeld, 1978) but also
by neurophysiological ﬁndings (DeYoe & Van Essen,
1988; Lamme et al., 1999; Xiao et al., 2003) indicating that
activities in cortical P-interblob and P-blob pathways are
associated with the processing of form and surface proper-
ties, respectively (Grossberg, 1994). The second conclusion
is consistent again with prior psychophysical results
(Arrington, 1994; Elder & Zucker, 1998) and with neuro-
physiological results showing that contours of visual stim-
uli are processed faster than are its surface properties
(Lamme et al., 1999; Lee, Mumford, & Schiller, 1995). In
terms of the dual-channel RECOD model of masking
(O¨g˘men, 1993; O¨g˘men et al., 2003), these results can be
accommodated, as schematized in Fig. 4, by unlumping
the P-pathway driven post-retinal network into two net-
works, one processing contour and a second processing
surface-brightness information. In RECOD, the input is
processed ﬁrst by short-latency transient and longer-laten-
cy sustained retinal ganglion cells. These cells give rise to
parallel magnocellular (M) and parvocellular (P) pathways
projecting to post-retinal areas. Post-retinal areas that
receive dominant M and P inputs form the psychophysical-
ly identiﬁed transient and sustained channels, respectively.
One can identify two types of inhibitory connections that
play a major role in masking: Inhibition within each chan-
nel (intra-channel inhibition) and reciprocal inhibition
between the sustained and transient channels (inter-channel
inhibition) (Breitmeyer & Ganz, 1976). According to the
model, transient-on-sustained inter-channel inhibition is
the main mechanism of metacontrast. As depicted in
Fig. 5, each brieﬂy ﬂashed stimulus produces a fast tran-
sient (M) activation, a slower sustained (P) contour process
and in addition a still slower sustained (P) surface/bright-
ness process. Each of the latter activities produced by the
target can be suppressed (see dashed vertical arrow) by
the fast transient activity of the mask. Although only show-
ing the suppression of the target’s contour process, it is evi-
dent from Fig. 5 that the model correctly predicts that the
SOA of optimal suppression should be shorter for contour
visibility than for brightness visibility.
A complete description of the model is given in Appen-
dix A. Fig. 6 shows simulations of the model (bottom pan-
Fig. 4. REtino-COrtical Dynamics (RECOD) model. The input is processed by two retinal ganglion cells populations giving rise to magnocellular (M) and
parvocellular (P) pathways. As depicted in the ﬁgure, M and P pathways produce short-latency transient and longer-latency sustained responses,
respectively. Cortical networks that receive dominant M and P inputs form psychophysically identiﬁed transient and sustained channels, respectively. Post-
retinal targets of M and P pathways are represented as lumped networks. Here, we unlumped the sustained channel into separate contour and surface
networks as shown at the top right of the ﬁgure. A subcortical network has been added to account for facilitatory eﬀects in paracontrast. Open and closed
triangular symbols depict excitatory and inhibitory connections, respectively. The open circular connection denotes a multiplicative synaptic interaction.
For simplicity, only a small subset of connections are shown. For example, to avoid clutter, feedback connections in post-retinal areas are not shown. A
complete description of the model is given in Appendix A. Schematic depictions of responses for diﬀerent cell types are shown next to each sub-network.
The response depictions are used in Figs. 5 and 8 to provide an intuitive explanation of model predictions (adapted from O¨g˘men, 1993).
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metacontrast (positive SOAs) and paracontrast (negative
SOAs) results are shown together. As discussed in O¨g˘men
et al. (2003), due to computational limitations, simulations
of the model involves several simpliﬁcations: The simula-
tion is restricted spatially to one dimension only. Within
this single dimension, only a region of 3.2 deg extent
around the fovea is implemented. As a result, the stimuli
used in the simulations are only an approximation of the
physical stimuli used in the experiments (one dimensional
approximation placed closer to fovea). In our previous
study (O¨g˘men et al., 2003), we found that masking eﬀects
in the model were limited to a smaller range of SOAs com-
pared to experimental data. While parametric changes can
be made to extend the masking function to longer SOAs,
we preferred to keep the parameters same as in our previ-
ous study and make comparisons with data while keeping
in mind the fact that masking eﬀects in the model span a
smaller range of SOAs. Accordingly, the scales in the
abscissa for the top and bottom panels in Fig. 6 range from
500 to 400 ms for the data and from 200 to 200 ms for
the model. First, consider the results for metacontrast
(positive SOAs): Overall, the model captures well the shape
of the metacontrast functions. In agreement with data,
strongest metacontrast occurs at shorter SOA for the con-
tour network compared to the surface/brightness (20 ms
for contour vs. ca. 60 ms for surface) network. The values
of SOA where optimal suppression occurs compare well
with those observed in the data (10–20 ms for contour vs.
40 ms for surface).5.2. Paracontrast
The paracontrast results appear to present a more com-
plex picture. We analyze these results in terms of three pro-
cesses as depicted in Fig. 7. Two of these processes are
inhibitory. In our dual-channel model, a suppressive eﬀect
is produced by intrachannel center–surround antagonism
of sustained (P) neural activity. It is known that the inhib-
itory surround activation of classical receptive ﬁelds is
slower by 10–30 ms than activation of the center region
(Benardete & Kaplan, 1997; Maﬀei, Cervetto, & Fiorentini,
1970; Poggio, Baker, Lamarre, & Sanseverino, 1969; Singer
& Creutzfeldt, 1970). One would then expect that the sur-
rounding mask has to precede the target by SOAs of 10
to 30 ms to obtain optimal suppression of target-induced
excitatory activity. These intrachannel, center–surround
inhibitory eﬀects are most likely fast and of a short dura-
tion (Connors, Malenka, & Silva, 1988). However, our
paracontrast results indicate that an additional inhibitory
eﬀect lasts for up to 450 ms. As indicated in the empirical
results shown in Fig. 3B, suppression of target visibility
can begin when the mask precedes the target by about
450 ms. This eﬀect is explained in our model by a cortical
long-lasting intra-channel inhibition (O¨g˘men et al., 2003).
Evidence for both the brief and prolonged inhibition has
been found in visual cortex (Berman, Douglas, Martin, &
Whitteridge, 1991; Connors et al., 1988; Nelson, 1991). In
sum, according to our model the two suppressive eﬀects
in paracontrast are: (1) a relatively fast intrachannel inhibi-
tion realized in the center–surround antagonism of classical
Fig. 5. Schematic diagram of the optimal metacontrast suppression eﬀect
of a mask on the contour and brightness visibilities of a prior target
stimulus. Dashed vertical arrow indicates inhibition of the target’s
sustained activity by the mask’s transient activity. Same conventions as
in Fig. 4 are used in depicting activities. See text for details.
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Fig. 6. Combined paracontrast (negative SOAs) and metacontrast
(positive SOAs) empirical results are shown in the top panel. Results of
model simulations are plotted in the bottom panel. Open and closed
symbols represent contour and surface/brightness results, respectively.
Results are with respect to ‘‘target-only’’ baseline condition which is
normalized to a value of 1. Note that the scales of the abscissa for the top
and bottom panels are diﬀerent. See text for details.
Fig. 7. Schematic diagram of three processes that are proposed to underlie
paracontrast eﬀects.
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associated with other properties of cortical activity.
In addition, our paracontrast results show that a prior
mask can have not only suppressive eﬀects on target visibil-
ity but also a counteracting facilitating eﬀect. Evidence for
facilitatory eﬀects of a prior stimulus on the visibility of a
following one has also been reported elsewhere (Bach-
mann, 1988, 1994; Michaels & Turvey, 1979; Stober
et al., 1978). A plausible explanation for the enhancement
eﬀect has been proposed by Bachmann (1988, 1994, 1997)
in terms of his perceptual retouch (PR) approach. Accord-
ing to PR, a stimulus activates not only aﬀerent pathways
that project via the lateral geniculate nucleus to speciﬁc
visual cortical areas but also pathways projecting to non-
speciﬁc activating systems in the subcortical brain-stem
and midbrain, which in turn project to the speciﬁc cortical
areas and enhance activity there (Hartveit, Ramberg, &
Heggelund, 1993; Purpura, 1970; Singer, 1977; Singer,
Tretter, & Cynader, 1976; Steriade & McCarley, 1990).
The response of the subcortical nonspeciﬁc system is gener-
ally slower by about 50–60 ms than that of the cortical spe-
ciﬁc systems. Hence, if a stimulus is delayed by about 50 ms
2652 B.G. Breitmeyer et al. / Vision Research 46 (2006) 2645–2658relative to a prior one, the faster speciﬁc cortical activity
generated by the following stimulus will be maximally
enhanced by the slower nonspeciﬁc subcortical activation
produced by the preceding stimulus. As a result the visibil-
ity of the second of two stimuli will be maximally
enhanced. To account for the facilitation eﬀect in paracon-
trast, we introduced to our model an additional network
that we tentatively identify as a subcortical network. As
shown in Fig. 4, the output of this subcortical network
multiplicatively gates the input signals to the surface and
contour networks.
Fig. 8 illustrates how a facilitation produced by the
slower subcortical system could enhance the visibility of a
target’s brightness and contour during paracontrast. For
instance, as shown, the facilitatory eﬀect on visibility of a
target’s brightness is maximal when the mask precedes
the target at an SOA of a few tens of milliseconds.
Although not shown, it is evident from Fig. 8 that the facil-
itatory eﬀect on visibility of a target’s contour is maximal
when the mask precedes the target by a slightly larger
SOA. Corresponding model simulations are given in
Fig. 6. First consider the results for the contour network
(Fig. 6, negative SOAs, open symbols). One observes a
gradual long-lasting suppression coupled with a strongFig. 8. Schematic diagram of the optimal paracontrast enhancement eﬀect
of a mask on the contour and brightness visibilities of a following target
stimulus. Dashed vertical arrow indicates facilitation of the target’s
sustained activity by the mask generated subcortical activity. Same
conventions as in Fig. 4 are used in depicting activities. See text for details.suppression around SOA = 10 ms. For the surface net-
work (Fig. 6, negative SOAs, ﬁlled symbols), the long-last-
ing suppression is weaker and an enhancement occurs at
SOA = 40 ms. This enhancement is followed by a dip at
an SOA around 10 ms (the dip is much weaker in the
data). The seemingly diﬀerent morphologies for contour
and surface paracontrast functions are obtained in the
model by using an identical set of equations. The only dif-
ference was the diﬀerent weightings associated with the
inhibitory and facilitatory processes as they interact within
surface and contour networks. The long-lasting inhibitory
process had a higher weight for the contour network
(parameter Hpi in the Appendix A, with values 1.5 and
0.2 for contour and surface networks, respectively, as
shown in Table A.4) and the multiplicative action of the
facilitatory process had a higher gain for the surface net-
work (parameter ks in the Appendix A, with values 0.09
and 0.25 for contour and surface networks, respectively,
as shown in Table A.4).
The combined results of our metacontrast and paracon-
trast experiments indicate (a) that surface features such as
brightness and contour features are processed by separate
cortical pathways or processes and (b) that the temporal
response characteristics of these two processes are distinct,
with the contour process having a shorter latency than the
brightness process. The former conclusion is supported by
theoretical considerations (Grossberg, 1994; Grossberg &
Mingolla, 1985) as well as neurophysiological ﬁndings
(DeYoe & Van Essen, 1988; Lamme et al., 1999; Xiao
et al., 2003). The latter conclusion also is consistent with
prior theoretical considerations (Arrington, 1994) and psy-
chophysical (Elder & Zucker, 1998) as well as neurophysi-
ological (Lamme et al., 1999) ﬁndings. Furthermore, our
model simulations suggest that surface and contour net-
works have similar suppressive and facilitatory processes
but these processes interact with diﬀerent weights within
these two networks. It remains to be seen if these conclu-
sions apply also to other surface properties such as color
and texture and to contours deﬁned by chromatic and tex-
ture diﬀerences.
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Appendix A. Mathematical description of the RECOD
model and simulation methods
A.1. Introduction
The model was identical to that described in O¨g˘men
et al. (2003) with two extensions: (1) unlumping the post-
retinal network mainly driven by the P-pathway into sepa-
rate contour and surface networks to account for the diﬀer-
ences between these two processes, and (2) incorporation of
a subcortical network to account for the facilitatory eﬀects
B.G. Breitmeyer et al. / Vision Research 46 (2006) 2645–2658 2653observed in paracontrast. For sake of completeness, we
reproduced from O¨g˘men et al. (2003) the description of
the model and we highlight the aforementioned
modiﬁcations.
A.2. Fundamental equations of the model and their
neurophysiological bases
The ﬁrst type of equation used in the model has the form
of a generic Hodgkin-Huxley equation
dV m
dt
¼ ðEp þ V mÞgp þ ðEd  V mÞgd  ðEh þ V mÞgh;
ðA:1Þ
where Vm represents the membrane potential, gp, gd, gh are
the conductances for passive, depolarizing, and hyperpo-
larizing channels, respectively, with Ep, Ed, Eh representing
their Nernst potentials. This equation has been used exten-
sively in neural modeling to characterize the dynamics of
membrane patches, single cells, as well as networks of cells
(rev. Grossberg, 1988; Koch & Segev, 1989). For simplici-
ty, we will assume Ep = 0 and use the symbols B, D, and A
for Ed, Eh, gp, respectively to obtain the generic form for
‘‘multiplicative’’ or ‘‘shunting’’ equation (rev. Grossberg,
1988)
dV m
dt
¼ AV m þ ðB V mÞgd  ðDþ V mÞgh. ðA:2Þ
The depolarizing and hyperpolarizing conductances are
used to represent the excitatory and inhibitory inputs,
respectively.
The second type of equation is a simpliﬁed version of
Eq. (A.1), called the ‘‘additive’’, ‘‘leaky-integrator’’ model,
where the external inputs inﬂuence the activity of the cell
not through conductance changes but directly as depolariz-
ing and hyperpolarizing currents yielding the form:
dV m
dt
¼ AV m þ Excitatory Inputs Inhibitory Inputs.
ðA:3Þ
Mathematical analyses showed that, with appropriate con-
nectivity patterns, shunting networks can automatically ad-
just their dynamic range to process small and large inputs
(rev. Grossberg, 1988). Accordingly, we use shunting equa-
tions when we have interactions among a large number of
neurons [Eqs. (A.6), (A.8), (A.10) and (A.12)] so that a giv-
en neuron can maintain its sensitivity to a small subset of
its inputs without running into saturation when a large
number of inputs become active. We use the simpliﬁed
additive equations when the interactions involve few neu-
rons [Eqs. (A.7) and (A.11)]. For simplicity, we also used
an additive equation for the newly introduced subcortical
network (Eq. (A.9)). The output of this network multiplica-
tively gates signals which are normalized by a shunting
equation (A.10).
Finally, a third type of equation is used to express bio-
chemical reactions of the formSþ Z!c Y!d X!a Sþ Z;
where a biochemical agent, S, activated by the input, inter-
acts with a transducing agent, Z, (e.g., a neurotransmitter)
to produce an ‘‘active complex’’, Y, that carries the signal
to the next processing stage. This active complex decays to
an inactive state, X, which in turn dissociates back into S
and Z. It can be shown that (see Appendix in Sarikaya,
Wang, & O¨gˇmen, 1998), when the active state X decays
very fast, the dynamics of this system can be written as:
dz
dt
¼ aðb zÞ  csz; ðA:4Þ
with the output given by yðtÞ ¼ cd sðtÞzðtÞ, where s, z, y rep-
resent the concentrations of S, Z, and Y, respectively and c,
d, a denote rates of complex formation, decay to inactive
state, and dissociation, respectively. This equation has been
used in a variety of neural models, in particular to repre-
sent temporal adaptation, or gain control property, occur-
ring for example through synaptic depression (e.g. Abbott,
Varela, Sen, & Nelson, 1997; Carpenter & Grossberg, 1981;
Gaudiano, 1992; Grossberg, 1972; O¨g˘men, 1993; O¨g˘men &
Gagne´, 1990).
A.3. The retinal network
The retinal network is designed to capture the basic
spatio-temporal properties of the retinal output without
necessarily incorporating all details of the retinal circuitry.
To the extent possible, parameters of the model reﬂect the
physiologically measured parameters of the primate retina.
A.3.1. Retinal cells with sustained activities (parvocellular
pathway)
All the equations and the parameters are identical to
those used in (Purushothaman, Lacassagne, Bedell, &
O¨g˘men, 2002; O¨g˘men et al., 2003). The activities of sus-
tained retinal cells are described in three functional stages:
Stage 1: Temporal adaptation (gain control).We use Eq.
(A.4) to achieve temporal adaptation (gain control):
1
s
dzi
dt
¼ aðb ziÞ  cðJ þ I iÞzi; ðA:5Þ
where zi represents the concentration of a transducing
agent at the ith spatial location. J is a baseline input gener-
ating a dark current and Ii is the external input (luminance
value) at the ith spatial position. This temporal adaptation,
or gain control, stage causes the neural activity to decay to
a plateau level after an initial peak response to a sustained
input, as observed in sustained retinal ganglion cell
responses. The parameter s adjusts the time-constant of
the decaying response. The parameter values of this equa-
tion are given in Table A.1.
Stage 2: Spatial center–surround organization. Signals
from the ﬁrst stage are convolved by the kernels Gsek and
Gsik which represent the excitatory-center and the inhibito-
ry-surround of the receptive ﬁeld. The kernels are Gaussian
Table A.1
Choice of parameter values for Eq. (A.5)
Parameter Value
a 0.40
b 16.0
c 0.13
J 12.0
s 0.0035
Table A.2
Choice of parameter values for retinal network equations
Parameter Value
As 2.0
Bs 250.0
Ds 10.0
Js 6.0
Gse: Amp 1.0
Gse: sd (0.03 * 60.0 * 60.0)/23.0
Gsi: Amp 0.0135
Gsi: sd (0.18 * 60.0 * 60.0)/23.0
r 0.10
k 0.00125
Cs 230.877
ns 28.0
nt 40.0
At 2.0
Bt 600.0
d 1.0
Gtse: Amp 0.00743
Gtse: sd (0.1 * 60 * 60)/23.0
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 k2
sd2se and the parameters
Ampse and sdse were selected according to the receptor
spacing at the fovea (Coletta & Williams, 1987; Dacey,
1993) and the physiologically measured receptive ﬁeld
characteristics at the corresponding region of the primate
retina (Croner & Kaplan, 1995). For simplicity, only the
on-center, oﬀ-surround-cells were considered. The mem-
brane potential of the ith sustained cell, wi, is described by
1
s
dwi
dt
¼ Aswi þ ðBs  wiÞ
Xiþns
j¼ins
GsejiWðJ s þ IjÞzj
 ðDs þ wiÞ
Xiþns
j¼ins
GsijiWðJ s þ IjÞzj; ðA:6Þ
where the center and surround convolution sums provide
the excitatory and the inhibitory inputs to a shunting equa-
tion (compare Eqs. (A.2) and (A.6)). The input signal is
processed by a second order polynomial, W(.), whose coef-
ﬁcients were determined by ﬁtting the contrast response of
the model neurons to the physiological data from Kaplan
and Shapley (1986) (see Appendix A.1. and Fig. 6 in
Purushothaman et al., 2002).
Stage 3: Quadratic-nonlinearity-with-threshold and per-
sistence. The ‘‘membrane potential’’ of the ith cell is trans-
formed into an output signal (e.g., spike frequency)
through a quadratic nonlinearity with threshold,
k([wi  Cs]+)2, where [a]+ denotes the threshold, or half-
wave rectiﬁcation, function (i.e. [a]+ = a if a > 0 and
[a]+ = 0, otherwise). Parameters k, Cs represent the gain
and the threshold level of this function, respectively. The
thresholded signal provides the input to the additive
equation
dvi
dt
¼ rðvi þ kð½wi  CsþÞ2Þ; ðA:7Þ
whose parameter r determines the overall temporal persis-
tence of the signal in the parvocellular pathway.
A.3.2. Retinal cells with transient activities (magnocellular
pathway)
The spatial receptive-ﬁeld proﬁle of transient cells is
modeled using a Gaussian kernel whose parameters (see
Table A.2) reﬂect physiologically measured receptive ﬁeld
characteristics of the transient cells in the primate retina
(Croner & Kaplan, 1995). The surround of the receptive-
ﬁeld integrates inputs with low sensitivity but over a rela-
tively large retinal area. The relatively small one-dimen-sional stimuli used in our simulations do not produce any
appreciable surround response. Therefore, we used only
the center of the receptive ﬁeld in a shunting equation given
by:
dyi
dt
¼ Atyi þ ðBt  yiÞ
Xiþnt
j¼int
GtsejifI jðtÞ  Ijðt  dÞg. ðA:8Þ
A delayed version of the input (delay = d) is subtracted
from the input to generate transient responses (back-
ward-diﬀerence formula). The parameter values of the ret-
inal network equations are listed in Table A.2.
A.4. The subcortical network
This network has been added to the description in
O¨g˘men et al. (2003) to account for the facilitatory eﬀect
observed in paracontrast. The main requirement for this
network is a relatively slow activity that gates inputs to
the cortical surface network. However, for deﬁniteness, fol-
lowing Bachmann’s (1994) approach we identiﬁed this net-
work as a sub-cortical network. For simplicity we provide
an input to this network directly from retinal cells with
transient activities. The activity of the ith cell, si, in the sub-
cortical network is governed by the additive equation
dsi
dt
¼ rsðsi þ
XiþD
j¼iD
yjÞ. ðA:9Þ
Parameters rs, D represent the time constant of activity
dynamics and the spatial spread of the summation, respec-
tively. The values of these parameters are listed in Table
A.3.
A.5. The post-retinal network
Because of its staggering complexity, a detailed model of
the post-retinal network (lateral geniculate nucleus (LGN)
Table A.4
Choice of parameter values for post-retinal network equations
Parameter Value
Ap 1.0
Bp 1.0
g: Contour 2.0
g: Surface 7.0
ks: Contour 0.09
ks: Surface 0.25
npf 24
np 120
js 10.0
jp 9.0
Hpi: Amp Contour 1.5
Hpi: Amp Surface 0.2
Hpi: sd 100.0
Qmp: Amp 5.0
Qmp: sd 100.0
Aq 1.0
Bq 10.0
Am 10.0
Bm 1.0
jm 10.0
Hmi: Amp 7.0
Hmi: sd 56.0
Qpm: Amp 300.0
Qpm: sd 80.0
Table A.3
Choice of parameter values for the subcortical network equation
Parameter Value
rs 0.00035
D 60
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table. Our approach is to use a lumped network that is tai-
lored according to the requirements of the simulation. For
example, O¨g˘men et al.’s (2003) study did not investigate
separately surface and contour perception and a single
lumped post-retinal network was used to represent all cor-
tical targets of the P-pathway. Here, we split this lumped
network into two networks, one representing cells process-
ing contour properties and a second one representing cells
processing surface properties. For simplicity, we used iden-
tical networks and the only diﬀerences between the two net-
works were the values of three parameters as discussed
below.
A.5.1. Post-retinal cells mainly driven by the parvo-cellular
pathway (‘post-retinal sustained cells’’). The contour
network
The activity of the ith cell, pi, is given by the shunting
equation
1
s
dpi
dt
¼  Appi þ ðBp  piÞfUðpiÞ þ ð2þ ks½siðt  g jsÞþÞ
 viðt  gÞg  pi
 Xiþnpf
j¼inpf ;j 6¼i
UðpjÞ
þ
Xiþnp
j¼inp
Hpijivjðt  g jpÞ þ
Xiþnp
j¼inp
Qmpjimj

; ðA:10Þ
where the excitation consists of the aﬀerent parvocellular
signal and a feedback signal. The inhibitory signal consists
of feedback, feed-forward, inter-channel terms. Excitatory
and inhibitory recurrent (feedback, re-entrant) signals are
carried out through the nonlinear function U(a) = 10a
{(a + 1)2  1}, if a < 0.05 and U(a) = a(a + 0.975), other-
wise. This function and its parameters were chosen to
achieve sharpening of boundary signals for dynamic inputs
(O¨g˘men, 1993). The inhibitory kernels, Hpik and Q
mp
k , deter-
mine the spatial spread of intra- and inter-channel inhibi-
tion, respectively. Parameter g represents the relative
delay between the parvocellular and magnocellular signals.
Parameter jp reﬂects the relative delay of the inter-channel
inhibitory signal with respect to the excitatory signal. Com-
pared to the equivalent equation in O¨g˘men et al. (2003),
this equation has been modiﬁed to include a signal from
the subcortical network, ([si(t  g  js)]+), which modu-
lates the excitatory parvocellular signal multiplicatively.
Parameter ks determines the gain of this multiplicative ac-
tion. When it is zero, the equation becomes identical to that
in O¨g˘men et al. (2003). Parameter js represents the relative
delay between the parvocellular and sub-cortical network
signals.A.5.2. Post-retinal cells mainly driven by the parvo-cellular
pathway (‘post-retinal sustained cells’’). The surface
network
These cells obey an equation identical to the contour
network cell Eq. (A.10). The only diﬀerences between these
networks are the values of three parameters as shown in
Table A.4. Through parameter g, the surface network
has a longer latency than the contour network; through
parameter Hpi, the surface network has weaker magnitude
for the long-lasting intra-channel inhibition, and ﬁnally
through parameter ks the surface network has a stronger
gain for the multiplicative facilitatory action of the subcor-
tical network.
A.5.3. Post-retinal inhibitory inter-neurons
The post-retinal inhibitory inter-neurons carry the inhi-
bition from sustained cortical cells to transient cortical cells
via the additive equation:
dqi
dt
¼ Aqqi þ Bqpi; ðA:11Þ
where qi is the activity of the ith post-retinal inhibitory in-
ter-neuron.
A.5.4. Post-retinal cells mainly driven by the magno-cellular
pathway (‘‘post-retinal transient cells’’)
The post-retinal transient cells receive excitatory and
inhibitory inputs from the magnocellular pathway and a
post-retinal sustained-on-transient inhibition via the kernel
Qpmk yielding the shunting equation:
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dt
¼  Ammi þ ðBm  miÞ2½yiðtÞþþ
 mif
Xiþnp
j¼inp
Hmiji½yjðt  jmÞþþ þ
Xiþnp
j¼inp
Qpmjiqjg;
ðA:12Þ
where mi is the activity of the ith post-retinal transient cell.
The function [.]++ denotes full-wave rectiﬁcation that gen-
erates the ‘‘on–oﬀ’’ response characteristics of transient
cells. Parameter jm reﬂects the relative delay of the intra-
channel inhibitory signal with respect to the excitatory sig-
nal. The parameter values of the post retinal network equa-
tions are listed in Table A.4.
A.6. Simulation methods
The system of ordinary diﬀerential equations was solved
numerically with the CVODE package. This package uses
variable-coeﬃcient forms of the Adams and backward dif-
ferentiation formula methods (Cohen & Hindmarsh, 1994).
The programs were written in C and were run on SUN
workstations. Numerical solutions of large systems of
ODEs can be very time consuming. The model was simpli-
ﬁed to keep the simulations within reasonable bounds. The
model contains only one spatial dimension, which was
sampled at 500 positions (i.e. 1 6 i 6 500). At the foveal
inter-receptor spacing of 23 s, this results in a region of
3.2 deg extent. To simplify the computations, the convolu-
tion sums were carried out with a ﬁxed extent given by
ns = 28, nt = 40, and np = 120. The target covered 19 spa-
tial positions (at 23 s spacing, this corresponds to a size
of 7 min). It was ﬂanked on both sides by masks of the
same size. Center-to-center separation between the target
and the masks was 30 spatial positions, corresponding to
an edge-to-edge separation of 4 min. The magnitudes of
the target and the mask inputs were 1 (arbitrary) unit
above a background of 1 unit. The durations of the target
and mask stimuli were 2.5 simulation-time units. In O¨g˘men
et al. (2003), one simulation-time unit corresponded to
8 ms real-time. To bring the dips to the range observed in
the empirical data, here we used a calibration where 1 sim-
ulation-time unit corresponded to 4 ms real-time. With this
calibration, stimuli durations were 2.5 · 4 ms = 10 ms
each. Target visibility was computed as the space-time-inte-
grated activity of the post-retinal sustained cells responding
to the target (computed at the 19 positions occupied by the
target stimulus). The integrated space-time activity
obtained from the surface network provided ‘‘perceived
brightness’’. The integrated space-time activity obtained
from the contour network provided a measure of contour
visibility. In order to compare these to experimental data,
we used a single scaling procedure as follows: First we
divided space-time-integrated activities obtained when the
target is presented with the mask (Twith-mask) by the
space-time-integrated activities obtained when the target
is presented without the mask (Twithout-mask). This ratio,Twith-mask/Twithout-mask, provides a relative measure of tar-
get visibility with respect to the baseline where the target
is presented in isolation. To scale this ratio, we subtracted
the baseline value 1, multiplied by a scaling factor, and
added back the baseline value. We used the value 1.8 as
scaling factor giving the overall scaling equation:
T scaled ¼ 1:8 T with-maskT without-mask  1
 
þ 1. ðA:13ÞA.7. Parameter values
A ﬁxed set of parameters was used in all simulations.
These parameters were identical to those used in O¨g˘men
et al. (2003) with the aforementioned exceptions. The val-
ues of the parameters are given in Tables A.1–A.3.
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