h , with coefficients in a field K, normal if its continued fraction is not finite and all of the partial quotients, except perhaps the first, are linear. In [1] , Allouche, Mendès France, and van der Poorten show that the formal Laurent series (1.1)
defined over the field of rational numbers Q is normal. They do this by noting that, over a field of characteristic 3, F (X) equals 1/ 1 + 1/X. The latter has a periodic continued fraction and, as a consequence, they are able to explicitly verify that F (X) is normal. They then use an "automatic" proof to show that the Laurent series of F (X), defined over Q, is normal. Here we shall give a different proof of the latter result (Theorem 4, below) and show, more generally, that if a formal Laurent series Γ (X) defined over Q is defined and normal (mod p) for any prime p, then it is also normal over Q.
We shall also consider the continued fraction of the more general surd 1/ 1 + u/X + v/X 2 over any field not of characteristic 2. Put δ = u 2 /4−v and note that 1 + u/X + v/X 2 = 1 + u/(2X) when δ = 0. Hence, when δ = 0, the continued fraction expansion is trivial and is not normal. Define
so that, in particular, (1.3) α 0 = 1, α 1 = u/2, α n+1 = uα n − δα n−1 (n ≥ 1).
We will prove Theorem 1. Suppose that K is a field not of characteristic 2, that u, v ∈ K, and that δ = u 2 /4 − v is not 0. Then the continued fraction of 1/ 1 + u/X + v/X 2 , defined over the field K, is normal if and only if α n = 0 for all n ≥ 1.
Before giving the proof we make some comments, give more details concerning the definition of the continued fraction expansion and review the definition of continued fractions over fields of formal Laurent series. As a corollary of the proof we shall obtain explicit formulas for the convergents and partial quotients of the continued fraction of 1/ 1 + u/X + v/X 2 .
Of course, the cited theorem is the special case of our theorem over a field of characteristic 3 when u = 1 and v = 0. In that case, δ = 1 is not 0 and α n = (1/2) n+1 which is never 0. As another example, consider the continued fraction of
over the field Q. For this function, δ = −3/4 is not 0 and 2α
n is never 0. By Theorem 1 the series (1.4) is normal. However, over a field of characteristic 3,
and is certainly not normal.
Our theorem does not apply in characteristic 2. In [8] , Mesirov and Sweet consider a related problem over characteristic 2.
Note that if u = 0 in Theorem 1, then the partial quotients cannot be linear. Since α 1 = u, this condition is included in the statement of the theorem.
2. Background. We use the same continued fraction setup as is used in Artin [2] , Baum and Sweet [3, 4] , Cantor [5] , or France and van der Poorten [7] (note that in [5] the roles of X and 1/X are interchanged). We give a brief description of it here. For proofs see these references and the survey paper by Shallit [10] .
We work in the field of formal Laurent series of the form
where the γ h ∈ K and h 0 is an integer. If γ −h 0 is not 0 then we say that Γ (X) has degree h 0 . In the special case when Γ (X) is a polynomial this agrees with the usual definition of degree. A continued fraction is then an expression of the form
, where c 0 (X) is a finite formal Laurent series and where, when i ≥ 1, the c i (X) are polynomials in X of degree ≥ 1. The c i (X) are called the partial quotients of the continued fraction. We define the integer part of the series Γ (X), given in (2.5), to be the polynomial
The continued fraction algorithm for Γ (X) is obtained by putting Γ 0 (X) = Γ (X) and, inductively for n ≥ 0, putting
The algorithm terminates if, for some n, Γ n (X) = c n (X). This happens if and only if Γ (X) is a rational function. We define two sequences of polynomials {p n (X) | n ≥ −2} and {q n (X) | n ≥ −2} by putting
and, for n ≥ 0,
The pairs (p n (X), q n (X)) are called convergents to the continued fraction. It follows by induction from their definition that
It is immediate from (2.8) and (2.9) that when n ≥ 1, then
It is easy to verify that
and hence that
From (2.7) and (2.12) we obtain the basic approximation property of the convergents which is
The uniqueness of these convergents is the statement that if p(X) and q(X) are relatively prime polynomials such that
then there exists an integer n and a constant λ such that p(X) = λp n (X) and q(X) = λq n (X). By (2.13), c n+1 (X) has degree 1 if and only if
It will be convenient to let [1/X h ] denote an unspecified formal Laurent series of degree ≤ −h (there will be no confusion between this definition and the definition of [Γ (X)] in (2.6)). As stated at the beginning, we shall call a formal Laurent series Γ (X) =
is not a rational function) and all, except perhaps the first, of the partial quotients of its continued fraction are linear. It follows from (2.11) that this is equivalent to the statement that for all n ≥ 1, the denominator q n (X) of the nth convergent to Γ (X) has degree n. We obtain the following remark from (2.13) and the sentence preceding (2.15): R e m a r k 2.16. A continued fraction is normal if and only if, for all n ≥ 0, the "error term"
3. Main results. In this section we give the proof of Theorem 1 and the statement and proof of the other theorems of this paper. P r o o f o f T h e o r e m 1. Define
Substituting the expansion (3.18) in the definition of C(X) shows that
It follows that
Expanding C(X), as given in (3.17), by the binomial theorem, we obtain, when n ≥ 0,
where
are polynomials in X. In particular,
It is clear that A n (X) is a polynomial of degree n whose leading coefficient, when n ≥ 1, is 2 n−1 , and that, when n ≥ 1, B n (X) is a polynomial of degree n − 1 with leading coefficient 2 n−1 . We can obtain A n (0) and B n (0) by substituting X = 0 in (3.23) and (3.24). We find that
and that
.
Then P n (X) and Q n (X) are both polynomials of degree ≤ n. In particular, by (3.25), (3.27) P 0 (X) = 1, Q 0 (X) = 1,
The coefficient of X n is the same in both P n (X) and Q n (X) and equals 2 n α n . Substituting X = 0 in the definition of P n (X) shows that if v = 0, then
It is easy to verify that this is also true when v = 0, so that, in particular, P n (0) is never 0. Next, using (3.21), (3.22), and (3.26), we obtain
Thus, dividing by X yields
or, equivalently,
Thus the fraction P n (X)/Q n (X) is a convergent to the continued fraction of 1/ 1 + u/X + v/X 2 . It is now immediate from (3.29) and Remark 2.16 that 1/ 1 + u/X + v/X 2 is normal, in the sense defined above, if and only if α n = 0 for all n ≥ 1.
We have proved somewhat more than stated. In fact, we have Corollary. If δ = u 2 /4 − v is not 0, then the sequence of fractions {P n (X)/Q n (X) | α n = 0} is the sequence of convergents to the continued fraction of 1/ 1 + u/X + v/X 2 . P r o o f. By the above proof, this is a sequence of distinct convergents to 1/ 1 + u/X + v/X 2 . We must show that it includes all convergents. By (1.3) no two successive α n can be 0. The leading coefficient of both P n (X) and Q n (X) is 2 n α n . Hence, when α n = 0, then the degree of both P n (X) and Q n (X) is ≤ n − 1. Since P n−1 (X) and Q n−1 (X) both have degree n − 1 and are convergents, it must be that
and this convergent is in the sequence defined in the statement of this corollary.
Theorem 2. Using the notation of the proof of Theorem 1 and still assuming that K is a field whose characteristic is not 2 we have, for all n ≥ 1,
The element δ, the elements α n , the coefficients of the P n (X) and of the Q n (X) are all polynomials with rational coefficients in u and v. The denominators of the rational coefficients (when expressed in lowest form) are powers of 2 only. Thus the statement of this theorem amounts to certain formal identities between polynomials with rational coefficients in u and v. It therefore suffices to prove this when the ground field has characteristic 0. We shall prove it when the ground field is Q. If δ = 0, v > 0 and u > 2 √ v, then by (1.2) all of the α n are non-zero. In that case, by Theorem 1, p i (X)/q i (X) = P i (X)/Q i (X), for all i ≥ 0. Under these assumptions it follows from (2.9) that recurrences of the form
where the U n , V n , W n are elements of K, exist. We need three conditions to determine U n , V n , W n . These will be obtained by examining (1) the coefficient of X n in either of the recurrences (3.31), (2) the constant term in the first such recurrence, and (3) the coefficient of 1/X n−1 in the derived recurrence,
The first condition yields 2 n α n = 2 n−1 α n−1 U n or
By (3.29), the third condition yields U n α n (δ/2)
Using (3.28), the second condition yields δ n = V n δ n−1 + W n δ n−2 or
Simplifying yields the formula in the statement of the theorem.
Since, as stated above, δ, the α n , all of the coefficients of P n , and all of the coefficients of Q n are polynomials in u and v with rational coefficients, with only powers of 2 in the denominator, the statement of this theorem amounts to certain polynomial relations between u and v. Since these hold for infinitely many u, and for each such u, for infinitely many v, they are formal identities holding for all u and v, valid over any field not of characteristic 2.
An alternative proof of Theorem 2 can be obtained by defining
and then showing directly that, for all n ≥ 1,
To do this we note that the left-hand side of (3.33) is divisible by C(X) n−1 and, after dividing by it, we are left with the expression
, which, with some difficulty, can be directly verified to be identically 0.
We now derive the partial quotients of the continued fraction of 1/ 1 + u/X + v/X 2 . To this purpose define, for n ≥ 0,
if n is even and n = 2m,
if n is odd and n = 2m + 1.
Note that when n ≥ 2,
and for n ≥ 2, define
Then we have
Theorem 3. Suppose all α n are non-zero. Then the partial quotients of the continued fraction of 1/ 1 + u/X + v/X 2 are the c n (X). For n ≥ 0, the convergents are given by p n (X) = P n (X)/λ n and q n (X) = Q n (X)/λ n . P r o o f. Clearly p n (X)/q n (X) = P n (X)/Q n (X). It therefore suffices to show that p n (X) and q n (X) satisfy the recurrences of the shape of (2.9) when n ≥ 0. Since p 0 (X) = q 0 (X) = c 0 (X) = 1, (2.9) holds when n = 0. When n = 1 then
2 /2 so that, by (3.27),
Thus p 1 (X) = 1 + c 1 (X) and q 1 (X) = c 1 (X), as required. When n ≥ 2, we have, by Theorem 2,
n δλ n−2 p n−2 (X). Hence, using (3.34),
Similarly, q n (X) = c n (X)q n−1 (X) + q n−2 (X).
Theorem 4. Suppose that the formal Laurent series Γ (X) is defined over Q and suppose further that for some prime p, Γ (X) is defined and normal when read (mod p). Then Γ (X) is normal over Q. P r o o f. We denote the partial quotients and convergents to the continued fraction of Γ (X) in characteristic 0 by c n (X), p n (X), and q n (X), respectively. We denote the corresponding quantities for the continued fraction in characteristic p by c n (X), p n (X), and q n (X), respectively. We shall also write Γ (X) for the formal Laurent series Γ (X) when read (mod p). Put ε n (X) = p n (X) − q n (X)Γ (X) and ε n (X) = p n (X) − q n (X)Γ (X). The barred quantities c n (X), p n (X), q n (X), and ε n (X) are obtained by applying the algorithm described in (2.7), (2.8), and (2.9) to Γ (X) working (mod p), and by the definition in the preceding sentence. They are not obtained by reducing the corresponding unbarred quantities c n (X), p n (X), q n (X), and ε n (X) (mod p). Thus (3.35) below is not simply a restatement of the definition of the barred quantities. We shall show by induction that, under the hypotheses of this theorem, the barred quantities are congruent to the corresponding unbarred quantities (mod p). That is, (3.35) p n (X) ≡ p n (X) (mod p), q n (X) ≡ q n (X) (mod p), c n (X) ≡ c n (X) (mod p), ε n (X) ≡ ε n (X) (mod p), 
