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Application of DInSAR-GPS Optimization for
Derivation of Fine-Scale Surface Motion
Maps of Southern California
Sergey Samsonov, Kristy Tiampo, John Rundle, and Zhenhong Li
Abstract—A method based on random field theory and Gibbs–
Markov random fields equivalency within Bayesian statistical
framework is used to derive 3-D surface motion maps from sparse
global positioning system (GPS) measurements and differential
interferometric synthetic aperture radar (DInSAR) interferogram
in the southern California region. The minimization of the Gibbs
energy function is performed analytically, which is possible in the
case when neighboring pixels are considered independent. The
problem is well posed and the solution is unique and stable and not
biased by the continuity condition. The technique produces a 3-D
field containing estimates of surface motion on the spatial scale
of the DInSAR image, over a given time period, complete with
error estimates. Significant improvement in the accuracy of the
vertical component and moderate improvement in the accuracy of
the horizontal components of velocity are achieved in comparison
with the GPS data alone. The method can be expanded to account
for other available data sets, such as additional interferograms,
lidar, or leveling data, in order to achieve even higher accuracy.
Index Terms—Bayesian statistic, differential interferometric
synthetic aperture radar (DInSAR), global positioning system
(GPS), Markov random field.
I. INTRODUCTION
IN OUR previous paper [1], we presented a method thatallows the use of global positioning system (GPS) and
differential interferometric synthetic aperture radar (DInSAR)
data sets for generating 3-D high-resolution surface motion
maps.
The complementary nature of these two observation tech-
niques is apparent. The GPS measures 3-D coordinates of
continuous-recording GPS sites with high temporal but low
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spatial resolution. The best spatial resolution currently achieved
is about 25 km for the GPS Earth Observation Network in Japan
[2] and 10–25 km for the Southern California Integrated GPS
Network (SCIGN) in some areas of southern California [3].
DInSAR, on the other hand, measures the total deformation
between two acquisition scenes projected in the line of sight
(LOS) (direction between satellite and point on the ground)
with high spatial resolution over a wide area, but low temporal
resolution. The best temporal resolution of 35 days suitable for
long-term continuous measurements was achieved by European
Remote Sensing 1 and 2 (ERS-1/2) satellite missions between
1992–2005, when not considering tandem pairs with tempo-
ral resolution of one day between 1995–2000 which are not
suitable for long-term deformation studies but very useful for
coseismic measurements [4].
In [1], we showed that if each point of the surface is
considered independent of its neighborhood, than the method
proposed in [5] can be significantly simplified and a unique and
stable solution can be calculated analytically without appealing
to computationally expensive minimization techniques such as
Monte Carlo simulated annealing method.
Nevertheless, it is important to understand that the condition
of independence does not actually imply that the neighboring
points on the ground are independent. This condition simply
means that that part of the information which potentially could
be derived from their dependence is not considered in this
model. However, with this assumption, DInSAR and GPS
data can be joined together in a unique way, which is quite
significant because, by itself, DInSAR data is ambiguous for
the derivation of the vector velocity field.
In [1], we also presented the results of the computer sim-
ulations. There we recreated a synthetic surface motion map
and showed that accuracy (expressed as rms error) drastically
increases if two data sets such as GPS and DInSAR are used
in lieu of the GPS data set alone, again in comparison with the
original method proposed in [5].
In this paper, we apply this optimization method to data from
the southern California region. The GPS and DInSAR integra-
tion approach is particularly interesting for this region. This
is because the regional plate motion is inherently smooth in
southern California and can be successfully measured by GPS,
but in smaller fault areas it is not smooth due to local effects,
which can be successfully measured by DInSAR [6], [7]. At the
same time, complete understanding of the motion on both large
and small scales is very important for the understanding of local
seismicity.
0196-2892/$25.00 © 2007 IEEE
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Here, we show that proposed method significantly improves
the accuracy of the sparse velocity measurements derived from
the GPS data alone and also can be used to derive high-
resolution continuous maps of the surface velocity field, com-
plete with the corresponding horizontal and vertical errors, on
both large and small scales with improved accuracy.
II. METHOD
Our goal is to construct continuous velocity maps of a
given region, which will contain the information from two
data sources continuous GPS observations and DInSAR in-
terferograms. As it was shown in [1], the solution of this
problem is found by the minimization of the energy function
originally proposed in [5] with respect to its arguments. In that
form, the energy function combines GPS and DInSAR data in
unambiguous way and its solution can be found analytically.
The DInSAR interferogram can be related to components of
the velocity vector according to the following equations:
V iLOS =
[
vix, v
i
y, v
i
z
]
[Sx, Sy, Sz]T
= vixSx + v
i
ySy + v
i
zSz (1)
where V iLOS is the known differential interferogram defined on
a grid of N points, [vix, viy, viz] are unknown components of the
velocity vector and [Sx, Sy, Sz] are unit vectors pointing from
the ground toward the satellite.
The GPS velocities, which are known only at a few sparse
locations, have to be interpolated in order to create an initial
continuous velocity map with similar spatial resolution as the
DInSAR interferogram
V i =
[
V ix , V
i
y , V
i
z
]
. (2)
In this paper, we use an ordinary kriging [8], [9] interpola-
tion technique which was suggested in [5]. However, ordinary
kriging might not be always suitable and, therefore, different
interpolation method must be chosen depending on the nature
of the motion.
The energy function now can be rewritten in the following
form, where the first term corresponds to DInSAR and the last
three terms correspond to GPS:
u(vx, vy, vz) =
N∑
i=1
{
Ciins
(
V iLOS − Sixvix − Siyviy − Sizviz
)2
+Cix
(
V ix − vix
)2 + Ciy (V iy − viy)2 + Ciz (V iz − viz)2
}
(3)
with coefficients
Ciins =
1
2(σiins)2
Cix =
1
2(σix)2
Ciy =
1
2(σiy)2
Ciz =
1
2(σiz)2
(4)
where the σ’s are the standard deviations of the measurements.
In this form, the (3) very closely resembles the energy function
proposed in [5] but without the smoothness term.
The (3) is a function of 3×N variables [vix, viy, viz] where
N is the number of grid points. It consist of N nonnega-
tive terms corresponding to the same index i. Therefore, the
function u(vx, vy, vz) reaches its global minimum when each
subgroup with the same index i is minimal, and the first partial
derivatives (∂u)/(∂vix), (∂u)/(∂viy), (∂u)/(∂viz) are equal
to zero
∂u
∂vix
= −2CiinsSix
(
V iLOS − Sixvix − Siyviy − Sizviz
)
− 2Cix
(
V ix − vix
)
= 0
∂u
∂viy
= −2CiinsSiy
(
V iLOS − Sixvix − Siyviy − Sizviz
)
− 2Ciy
(
V iy − viy
)
= 0
∂u
∂viz
= −2CiinsSiz
(
V iLOS − Sixvix − Siyviy − Sizviz
)
− 2Ciz
(
V iz − viz
)
= 0. (5)
This set of three linear equations with three unknowns can
be constructed for each grid point. It can be rewritten in matrix
form, omitting i indexes
∣∣∣∣∣∣
a11 a12 a13
a21 a22 a23
a31 a32 a33
∣∣∣∣∣∣
∣∣∣∣∣∣
vx
vy
vz
∣∣∣∣∣∣ =
∣∣∣∣∣∣
CxVx + SxCinsVLOS
CyVy + SyCinsVLOS
CzVz + SzCinsVLOS
∣∣∣∣∣∣ (6)
where
a11 =S2xCins + Cx a12 = CinsSxSy a13 = CinsSxSz
a21 =CinsSySx a22 = S2yCins + Cy a23 = CinsSySz
a31 =CinsSxSz a32 = CinsSySz a33 = S2zCins + Cz.
(7)
When detA = |A| = CinsCyCzS2x + CinsCxCzS2y +
CinsCxCyS
2
z + CxCyCz is not equal to zero, the matrix A
can be successfully inverted, and the full solution can be
presented in the form
∣∣∣∣∣∣
vx
vy
vz
∣∣∣∣∣∣ =
1
|A|
∣∣∣∣∣∣
b11 b12 b13
b21 b22 b23
b31 b32 b33
∣∣∣∣∣∣
∣∣∣∣∣∣
CxVx + SxCinsVLOS
CyVy + SyCinsVLOS
CzVz + SzCinsVLOS
∣∣∣∣∣∣ (8)
where
|A| =CinsCyCzS2x+ CinsCxCzS2y+ CinsCxCyS2z + CxCyCz
b11 =CinsCzS2y + CinsCyS
2
z + CyCz
b12 = −CinsCzSxSy
b13 = −CinsCySxSz
b21 = −CinsCzSxSy
b22 =CinsCzS2x + CinsCxS
2
z + CxCz
b23 = −CinsCxSySz
b31 = −CinsCySxSz
b32 = −CinsCxSySz
b33 =CinsCxS2y + CinsCyS
2
x + CxCy. (9)
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Therefore, analytical minimization of (3) is always possible
and a unique and stable solution of the optimization problem
always exists, except in the particular case of |A| = 0.
III. ESTIMATION OF ERRORS OF
GPS–DINSAR OPTIMIZATION
Here, we want to estimate the errors of the calculated (8)
velocities vx, vy , vz assuming that both DInSAR and GPS
errors are known. According to [10], if z = f(x, y) is the
function of two variables x and y which are measured with the
errors σx and σy, then the total error of z will be calculated by
the following equation:
σ2z =
(
∂f
∂x
)2
σ2x +
(
∂f
∂y
)2
σ2y + 2
∂f
∂x
∂f
∂y
σxy (10)
where σxy is the covariance of the pair x, y.
Often the estimation of σxy is quite complicated, however, in
our case the second derivatives (∂f/∂x) · (∂f/∂y) are always
equal to zero, and the calculation of covariance is not required.
The errors of the newly estimated velocities, therefore, can
be calculated as follows:
σ2vx =
(
∂vx
∂VLOS
)2
σ2VLOS +
(
∂vx
∂Vx
)2
σ2Vx
+
(
∂vx
∂Vy
)2
σ2Vy +
(
∂vx
∂Vz
)2
σ2Vz
σ2vy =
(
∂vy
∂VLOS
)2
σ2VLOS +
(
∂vy
∂Vx
)2
σ2Vx
+
(
∂vy
∂Vy
)2
σ2Vy +
(
∂vy
∂Vz
)2
σ2Vz
σ2vz =
(
∂vz
∂VLOS
)2
σ2VLOS +
(
∂vz
∂Vx
)2
σ2Vx
+
(
∂vz
∂Vy
)2
σ2Vy +
(
∂vz
∂Vz
)2
σ2Vz (11)
where
∂vx
∂VLOS
=Cins(Sxb11 + Syb12 + Szb13)
∂vx
∂Vx
=Cxb11
∂vx
∂Vy
= Cyb12
∂vx
∂Vz
= Czb13
∂vy
∂VLOS
=Cins(Sxb21 + Syb22 + Szb23)
∂vy
∂Vx
=Cxb21
∂vy
∂Vy
= Cyb22
∂vy
∂Vz
= Czb23
∂vz
∂VLOS
=Cins(Sxb31 + Syb32 + Szb33)
∂vz
∂Vx
=Cxb31
∂vz
∂Vy
= Cyb32
∂vz
∂Vz
= Czb33. (12)
IV. DATA
Two data sets, GPS and DInSAR, are required for the
derivation of high-resolution surface velocity maps. The GPS
data must have sufficiently dense spatial resolution in order
to estimate correctly the large-scale motion. The approximate
number of the GPS stations required for this type of study must
be estimated separately for each particular region of interest and
will depend on it tectonic complexity.
In addition, in order to estimate velocities of the GPS sites
with acceptable accuracy by applying linear regression, as
in this paper, or by fitting a more complicated model, it is
necessary to have sufficiently long time series. However, the
long time span affects DInSAR data since interferometric mea-
surements decorrelate quickly over time, especially in regions
with strong vegetation coverage. Therefore, the optimal time
span suitable for both data sets must be chosen carefully. For
the regions without strong vegetation coverage the 2–3 years
time span seems to be optimal; however, it can be even longer
if additional interferograms, stacking, or a permanent scatters
analysis method [11] is used in conjunction with this technique.
A. Region Description
We computed here 3-D surface velocity maps for that part
of southern California between the Los Angeles basin and the
San Gabriel mountains. The total velocity field of this region is
quite complicated. It consists of the complex tectonic signal due
to plate motion as well as anthropogenic signals such as those
due to groundwater and oil extractions. Dense population and
rapid industrial development make this area very interesting for
earthquake hazard studies.
The most rapid movements in this region are nontectonic
deformations due to groundwater and oil extraction. Parts of
the Los Angeles basin exhibit seasonal vertical movement of up
to 110 mm per year due to annual variation in the elevation of
the water table [12]. The 40-km-long Santa Ana basin subsides
at the steady rate of 12 mm/year with the seasonal fluctuation
of 55 mm in the vertical direction and 7 mm in the horizontal
direction [7]. The horizontal movement is governed mostly by
plate tectonics ranging from 1.8 cm/year (south) to 0.9 cm/year
(north) in the north–south direction and from −4 cm/year
(southwest) to −3.2 (northeast) in the east–west direction. In
[12], it was estimated that after removing anthropogenic signals
the uniaxial contraction across the Los Angeles basin can be
observed with the rate of 0.44 cm/year in the northeast direction
perpendicular to the major strike-slip faults in this area.
B. GPS Data
In this paper, the time series from 140 GPS stations from
the SCIGN were used. The data was preprocessed in order
to remove outliers and offsets. Three components (north, east,
and up) of the velocity vector were calculated by applying linear
regression to the time series over a period corresponding to the
time span of differential interferogram.
C. Kriging of the GPS Data
Sparse velocity data was interpolated by ordinary kriging
[8], [9] with the help of GSTAT (program for geostatistical
modeling, prediction and simulation) [13] in order to form
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Fig. 1. Components of the surface velocity field with corresponding errors for the southern California region near Los Angeles, based on local GPS measurements
from the Southern California Integrated GPS Network. The velocities of the GPS sites (black dots) were interpolated by ordinary kriging in order to form a
continuous velocity map. The velocities at the GPS sites were calculate by applying linear regression to the time series. The known faults are shown as thin black
lines. (a) Kriged Vnorth component of velocity. (b) Kriged Veast component of velocity. (c) Kriged Vup component of velocity. (d) Standard deviation of Vnorth.
(e) Standard deviation of Veast. (f) Standard deviation of Vup.
three continuous velocity maps with the same discretization and
geocoding as the DInSAR image.
Kriging is a method of interpolation, which predicts un-
known values from data observed at known locations. This
method uses a variogram to express the spatial variation in the
data, and it minimizes the error of predicted values which are
estimated by the spatial distribution of the predicted values.
There are different types of kriging. However, the application
of ordinary kriging for the interpolation of GPS data was
suggested in [5] and works well, especially for the rough
approximation of the surface motion.
The ordinary kriging interpolation technique is very sensitive
to the choice of the variogram model. It has to be chosen in
such a way as to approximate the original semivariogram model
of the interpolated data, which in turns depends on spatial
distribution of sites (coordinates of the GPS stations) and its
values (velocities). We found that Gaussian variogram model in
horizontal directions and spherical variogram model in vertical
direction [13] matches best our semivariograms.
Results of the kriging are presented on Fig. 1(a)–(c). The
both horizontal components of velocity are smooth; the shorten-
ing effect is well observed in northeast direction perpendicular
to the most strike-slip faults in the area as it was noticed in [7].
The vertical velocity is almost zero everywhere in the region
with a few area of uplifts and subsidence with the velocity not
larger than 1 cm/year.
D. GPS Errors
There are two sources of errors in the interpolated GPS data:
those due to linear regression and those due to kriging. The
error due to the linear regression can be easily estimated as a
by-product of the regression analysis [14]. It mainly depends
on the linearity of the time series. However, this error is known
only at the sparse locations of the GPS sites.
The error due to kriging can be also estimated as a by-
product of the kriging [9]. This error estimation is valid for each
discretization point or pixel on the continuous GPS velocity
Authorized licensed use limited to: UNIVERSITY OF GLASGOW. Downloaded on September 16, 2009 at 04:15 from IEEE Xplore.  Restrictions apply. 
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Fig. 2. Comparison of the ERS-2 differential interferogram with a time span of 2.97 years (September 2, 2000–August 23, 2003) and a perpendicular baseline
Bp = 89 m with the synthetic interferogram calculated from the interpolated GPS measurements. The total error of the DInSAR interferogram consists of
the errors due to topography, decorrelation, atmospheric, and ionospheric noise. The total error of the synthetic interferogram was calculated according to the
following equation: σ2VLOS = S
2
xσ
2
Vx
+ S2yσ
2
Vy
+ S2zσ
2
Vz
. Both interferograms have the similar features and agree within the error. (a) ERS-2 000902-030823
DInSAR interferogram. (b) Standard deviation of DInSAR interferogram. (c) Interferogram calculated from GPS measurements. (d) Standard deviation of GPS
interferogram.
map. It is equal to zero at the location of the GPS sites and
increases with distance from the known position; therefore,
reaching it maximum at the most remote areas.
In order to estimate the total GPS accuracy these two errors
have to be combined, but in order to do this the error due to
linear regression must be interpolated. We propose to do this
by applying ordinary kriging interpolation again, but with the
different (more suitable) variogram model. Then, these two
errors can be combined by the following equation:
σ2total = σ
2
regression + σ
2
kriging. (13)
This method can be considered as the second approximation
of the GPS error in comparison with the kriging error alone (the
first approximation), as proposed in [5]. This total error is used
as a weighting term in the final optimization equation.
The total errors of GPS velocities are presented in
Fig. 1(d)–(f) for all three components. In general, the total
errors are smaller at the GPS locations, especially when the
GPS time series have a well-defined linear trend which then
can be estimated by linear regression. A few GPS stations have
large regression errors (for example in the southern part) which
are due to the fact that the time series of those stations do not
have a well-defined linear trend.
Authorized licensed use limited to: UNIVERSITY OF GLASGOW. Downloaded on September 16, 2009 at 04:15 from IEEE Xplore.  Restrictions apply. 
SAMSONOV et al.: APPLICATION OF DInSAR-GPS OPTIMIZATION FOR DERIVATION OF SURFACE MOTION MAPS 517
Fig. 3. Horizontal and vertical components of the velocities of the GPS sites with corresponding errors calculated from GPS measurements (blue) and optimized
by using GPS + DInSAR data (red) and the complete horizontal velocity field of the region. (d) Shows the dependence of the components of the optimized velocities
errors on the DInSAR error. The last plot (e) shows the results of cross validation test between projected on LOS GPS (marked as GPS) and DInSAR (marked as
DInSAR) data. Also five GPS station [stars on Fig. 3(c)] were excluded from the modeling and the values at the same locations were calculated by the ordinary
kriging interpolation (marked as krig. GPS). Then, optimization was performed for both sets with all GPS stations (marked as GPS + DInSAR) and without five
GPS stations (marked as krig. GPS + DInSAR). (a) Horizontal component of the velocity. (b) Vertical component of the velocity. (c) Vector velocity map of the area.
(d) Dependence of the optimized velocity errors on DInSAR error. (e) Cross validation of DInSAR and GPS range change rate.
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E. DInSAR Data
In this paper, we used a DInSAR interferogram shown
on Fig. 2(a) with a time span of 2.97 year (September 2,
2000–August 23, 2003). This interferogram was processed
from ERS-2 level 0 (raw data) using the Jet Propulsion Lab-
oratories (JPLs)/Caltech Repeat Orbit Interferometry Package
(ROI_PAC, version 2.3) [15]. To reduce water vapor effects
on the interferogram, the GPS/Moderate Resolution Imaging
Spectroradiometer (MODIS) integrated water vapor correction
model demonstrated in [16] was applied. This processing in-
volved the usual steps of image coregistration, interferogram
computation, baseline estimation from Delft precise orbits and
interferogram flattening, and removal of topographic phase by
using a 30-m shuttle radar topographic mission (SRTM) digital
elevation model (DEM). At this stage, a zenith path delay
difference map derived from GPS-calibrated MODIS near-
infrared water vapor fields was inserted into the interferomet-
ric processing sequence, followed by phase unwrapping and
baseline refinement. In order to obtain the unwrapped water-
vapor-corrected interferogram, a new simulated interferogram
was created using the refined baseline and topography, and was
subtracted from the unwrapped phase (including orbital ramp)
with the water vapor model removed [16].
Since interferometric synthetic aperture radar (InSAR) has
no absolute reference datum, the unwrapped phase Fig. 2(c) has
been shifted by the mean difference between InSAR and GPS
range changes when compared to GPS-derived range changes
in the LOS direction.
F. DInSAR Errors
Before the DInSAR interferogram can be used in this paper,
all source of errors needs to be precisely estimated and cor-
rected if possible. The error due to decorrelation was estimated
as Cramer–Rao bound [17] for the phase standard deviation
according to the following equation:
Cins =
1√
2Nl
√
1− γ2
γ
(14)
where Nl is the number of looks, equal to 8 in our case and
γ is the absolute value of correlation. The average value of
error due to decorrelation was estimated to be approximately
0.23 cm/year.
This interferometric pair has a small baseline of 89 m, and
the error in the SRTM DEM might lead to a phase error of up to
0.43 rad [16] or approximately 0.06 cm/year. This is assumed to
be insignificant in comparison with other sources of error. The
residual orbital tilts and offsets remaining in the interferogram
were removed by subtracting a plane fitted to the unwrapped
phase.
The atmospheric correction based on the GPS/MODIS inte-
grated model was estimated and subtracted from the unwrapped
interferogram. In order to validate the correction model, inde-
pendent 3-D GPS-derived displacements were compared with
InSAR results in the satellite LOS direction, which showed that
the rms difference between GPS and InSAR decreased from
1.2 to 0.8 cm [16]. Assuming that both GPS and InSAR have the
TABLE I
DEPENDENCE OF THE OPTIMIZED VELOCITY ERROR MEASUREMENTS
ON DInSAR ERROR CALCULATED FOR GPS SITE LOCATIONS ONLY
(FIRST PART) AND THE WHOLE AREA (SECOND PART)
same accuracy, the error of the corrected InSAR range changes
was estimated to be 0.19 cm/year (0.8/
√
2/2.97 = 0.19) and
constant for the entire interferogram in this paper.
Ionospheric errors were partially reduced by subtracting of
the fitted plane from the unwrapped interferogram since they
are usually long wavelength signals, linearly changing within
interferograms [4].
The total error shown on Fig. 2(b) was calculated as the
square root of the squared sum of all mentioned above errors
and then used as the weighting parameter in the final optimiza-
tion equation.
V. RESULTS
Once GPS and DInSAR data are selected and errors are cal-
culated, the optimized velocity maps can be calculated by direct
substitution into (8). Generally, this process is fast—it takes
approximately 20 min to complete the calculation for the 100 ×
100 km area on a 3-GHz Linux-based personal computer.
The output of the calculations is the three components of the
velocity vector. The process as presented here is completely
automated; however, it can be altered at any time, for example,
in order to remove systematic errors, eliminate noisy GPS
stations, or remove incorrectly unwrapped patches of DInSAR
interferogram.
A. Velocities at the GPS Locations
Fig. 3(a)–(b) presents the results for the calculations of
horizontal and vertical components of the velocity vector cal-
culated only at the GPS site locations. In this case, the kriging
interpolation routine is not applied and, therefore, only the
errors due to linear regression of the time series affect the GPS
velocity calculations.
The improvement in accuracy is achieved for Veast and Vup
components of the velocity. At the same time, the accuracy of
Vnorth component does not change significantly. This depen-
dence is expected, since the different components of the veloc-
ity vector contribute differently to the DInSAR interferogram.
According to the following equation: VLOS = VnorthSnorth +
VeastSeast + VupSup, where S is the unit vector pointing from
the point on the ground to the satellites (LOS direction). It
Authorized licensed use limited to: UNIVERSITY OF GLASGOW. Downloaded on September 16, 2009 at 04:15 from IEEE Xplore.  Restrictions apply. 
SAMSONOV et al.: APPLICATION OF DInSAR-GPS OPTIMIZATION FOR DERIVATION OF SURFACE MOTION MAPS 519
Fig. 4. Surface velocity field for the southern California region for the period between September 2, 2000 and August 23, 2003 with corresponding errors
calculated from GPS and DInSAR measurements, obtained by minimizing the Gibbs energy function. (a) GPS + DInSAR optimized Vnorth component of
velocity. (b) GPS + DInSAR optimized Veast component of velocity. (c) GPS + DInSAR optimized Vup component of velocity. (d) Standard deviation of Vnorth.
(e) Standard deviation of Veast. (f) Standard deviation of Vup.
has the following components {−0.08, 0.30, 0.95}. These
values slightly change within the interferogram. Therefore,
the contribution of the north component of the velocity to
the interferogram practically negligible. At the same time, the
contribution of the vertical component is quite significant, and
the contribution of the east component is moderate. It is worth
mentioning that the Sup factor is almost the same across the
scene. This is because the incidence angle of ERS-1/2 varies
with the limited range of (19.35◦−26.50◦) and a mean of 23◦
[18]. The contribution of each of the horizontal components
will vary depending on the satellite orientation in the chosen
coordinate system.
The first part of the Table I shows the average error for each
component of the velocity before and after optimization. Note
that, the improvement in accuracy for each particular point on
the ground will vary: it will be larger in cases where the original
error of the velocity is large and smaller where the original
error is small. The magnitude of the improvement depends on
the DInSAR error at that point in the way presented in the
Fig. 3(d). This figure shows the dependence of the errors of each
component of the optimized velocities on the DInSAR error.
B. Derivation of Continuous Velocity Maps
In this case, ordinary kriging is used in order to interpolate
GPS data at the intermediate locations. After that the optimized
velocities are calculated by the direct substitution into (8).
The optimization results are presented in Fig. 4(a)–(c) and the
errors, calculated by (11) are presented on Fig. 4(d)–(f). As for
the GPS sites alone, the improvement of accuracy is largest
for the vertical Vup component and moderate for the Veast
component. This error is analysis presented in the second part
of Table I.
The appearance of the northern image practically does not
change due to the orientation of the satellite in the current co-
ordinate system, as explained above. The eastern component of
the velocity, however, has more significant changes, especially
in the southern part. The strong velocity gradient in both north
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and east components is noticeable, which suggests that this
analysis can be used to improve the accuracy of the estimation
of shortening across the Los Angeles basin.
The vertical component shows the combination of signals
from both GPS and DInSAR measurements. A few areas are
of particular interest. A strong uplift with the approximate
velocity of 06–0.8 cm/year is observed in the southern part of
the Los Angeles basin (34.8 N, −118.2 E), due to seasonal
changes in the groundwater levels. These results are in good
agreement with those in [16] and [7]. A few areas of sub-
sidence are presented in the northern part of the image. The
middle region (around 34 N, −117.6 E) is the rapid subsidence
which is presented on many other interferograms starting from
approximately the mid-1990s [7]. The top right subsidence
(34.1 N, −117.2 E) that is originally presented only on the
DInSAR interferogram is amplified on the final image and
contours the fault.
All three components of the error maps have similar patterns
but differ in magnitude. The smallest error, present in the
middle of the image where dense GPS coverage is achieved,
suggests that the error due to kriging is minimal. The southeast
corner has very sparse GPS coverage and, therefore, larger
errors.
The vector map of the horizontal motion of combined north
and east components is presented on the Fig. 3(c).
In order to assess the possible uncertainty introduced by the
ordinary kriging interpolation, comparisons between interpo-
lated and measured values were performed in the LOS direc-
tion. Five randomly picked GPS sites (USC1, DYHS, FXHS,
CRHS, PVRS) from the spatially densest part of the region
[stars in Fig. 3(c)] were excluded in the interpolation processes
and were used later as a validation network. The results of this
test are presented in Fig. 3(e). It is clear that the interpolated
velocities (marked as krig. GPS) of four out of five GPS stations
(except USC1) agree well with those measured values (marked
as GPS) (i.e., within 1 sigma). Also, there is no systematic error
(bias) observed among GPS, krig. GPS, and DInSAR values. In
the GPS + DInSAR optimized case, the interpolated (marked
as krig. GPS + DInSAR) and measured (marked as GPS +
DInSAR) values are consistent with each other (i.e., within 1
sigma) for all the five stations. This means that this technique
is not sensitive to the number of GPS stations, at least when the
velocity field is smooth.
VI. SUMMARY AND CONCLUSION
We present here a method to derive continuous velocity
maps of the southern California region from spatially sparse
temporally dense GPS measurements and spatially dense tem-
porally sparse DInSAR interferograms. It is shown that this
technique can be used to improve the accuracy of the current
GPS velocities, and also to derive a continuous 3-D surface
velocity field with a high degree of accuracy.
The significance of this method is that it allows for the
statistically coherent combination of both GPS and DInSAR
data in an unambiguous way and at the same time to account
for the errors due to the measurements of both data sets.
The accuracy of the calculations can be significantly im-
proved if two (for example, ascending and descending) or more
interferograms are available and used for the optimization.
Also, there is the potential to include additional data sets to
this method, such as leveling data, lidar, or the SAR data
from different satellites. In addition, even GPS velocities with
small measurement errors potentially can be improved if a
stacked interferogram over a longer time span is used, instead
of a single DInSAR image. At the same time, in regions with
high vegetations where a DInSAR interferogram decorrelates
quickly, the new permanent scatters method can be incorporated
into the analysis.
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