Abstract-Network designers face a challenging problem when trying to control the traffic entered into a wireless cellular network. The reason is the rapidly growing number of multimedia applications, combined with user mobility. Additionally, the existence of multiple cellular providers leads to strong competition among them. Providers need to use efficient resource management schemes in order to keep existing clients satisfied and attract new customers, so that they can increase their revenue. In this work, we use traffic modeling for H.264 videoconference traffic in the implementation of a new Call Admission Control mechanism which makes decisions on the possible acceptance of a video call into the network not only based on the predicted bandwidth that users will need, but also on the revenue that the provider will make when degrading current users in order to accommodate new ones. Our mechanism is shown, via an extensive simulation study, to provide high Quality of Service (QoS) to wireless H.264 videoconference users.
I. INTRODUCTION
Call Admission Control (CAC) refers to a number of different strategies used to limit the number of call connections into the network in order to reduce network congestion. In this way, the system is able to provide the required QoS to newly incoming as well as existing users. The problem of providing efficient CAC is especially important in wireless cellular networks, where the traffic conditions in the cells can change very quickly due to user mobility.
Emerging wireless networks will need to accommodate significant traffic loads from real-time video services, and especially videoconference traffic [1] . Video packet transmission delays, which lead to video packet dropping when the delay exceeds an upper bound, result in user annoyance. For this reason, the QoS requirements of video users are particularly strict.
In recent work [2, 15] we have proposed an efficient CAC mechanism for MPEG-4 and H.263 videoconference traffic, respectively. Our mechanisms adopted the idea of a probabilistic service, as described in [4] . This type of service does not provide for the worst-case scenario, but instead guarantees a bound on the rate of lost/delayed packets based on statistical characterization of the traffic. However, our mechanisms did not adopt the standard method of implementation for this service type which is the use of an "equivalent bandwidth" estimation, larger than the average rate but less than the peak rate of the sources. Although widely used, "equivalent bandwidth"-based schemes are known to significantly overestimate the sources' actual bandwidth requirements and therefore to provide quite conservative CAC mechanisms, which fail to use efficiently all the available bandwidth [7, 9] . Instead, we proposed the use of our modeling approach [16, 17] for traffic originating from MPEG-4 and H.263 videoconference sources, in order to propose a new CAC mechanism for videoconference traffic transmission over wireless cellular networks. Our CAC mechanisms in [2, 15] use the traffic parameters (peak, mean, standard deviation) which the video source either declares at call setup or has agreed on in its contract with the wireless provider, in order to precompute or compute online a large number of traffic scenarios for their decision-making.
In the present work we use our proposed traffic model in [18] for videoconference traces encoded with H.264, the latest international video coding standard [3] , in order to propose a new CAC mechanism for wireless cellular networks. Our mechanism makes decisions not only based on the system's ability to accommodate newly arriving users in terms of the estimated bandwidth they will need (as in our previous work in [2, 15] and in the vast majority of the studies of the relevant literature), but also on the profit that can be made by the provider by choosing which users will be accepted and which will be degraded based on their willingness to pay for higher quality services, as stated in their contracts. When evaluating customer profitability, marketers are often reminded of the 80/20 rule (80% of the profits are produced by top 20% of profitable customers and 80% of the costs are produced by top 20% of unprofitable customers) [19] . This is especially true when discussing the case of bursty video users who may be willing to accept high costs but expect to transmit at high rates with excellent QoS, or, respectively, may not be willing to pay more than a minimum fee but are still attempting to send packet bursts over the network. Our CAC mechanism, which is evaluated over a one-dimensional cellular system, makes accurate decisions in order to accommodate the first category of users mentioned above, and to properly control the second. To the best of our knowledge, this is one of the first works in the relevant literature focusing on revenue-based CAC for videoconference traffic over wireless networks (the study in [22] addresses the pricing problem, but for pre-encoded video, not live videoconference and without taking CAC into account). A much earlier version of the algorithm, implemented on one cell of the network (therefore not considering mobility or bandwidth reservation in adjacent cells, as we do in the present work), using ad-hoc revenue weights (instead of the static pricing formula used in the present work) and focusing on MPEG-4 video traffic, was presented in [26] .
II. H.264 VIDEOCONFERENCE TRAFFIC MODEL
We have studied a large number of H.264/AVC encoded videos with low motion from the main profile and from the high definition (HD) online video trace libraries in [11] . More specifically, we have studied all versions (differing in the quantization parameters (QPs)) of the Sony Demo HD movie (7 versions ) and the respective movie in the main profile library (9 versions for each of the 5 quantizations, therefore 45 versions), as well as all versions of the "NBC News" trace from the main profile library (9 versions for each of the 4 quantizations, therefore 36 versions). We have investigated the possibility of modeling the traces with a number of well-known distributions (gamma, lognormal, log-logistic, exponential, geometric, Weibull, Pearson V). Our results (derived with the use of Q-Q plots [10] , Kolmogorov-Smirnov (KS) tests [10] and Kullback-Leibler (KL) tests [8] ) have shown that, similarly to our work in [16] on modeling MPEG-4 videoconference traffic, the best fit among these distributions for modeling a single movie is achieved for all traces examined with the use of the Pearson type V distribution (also known as the inverted gamma distribution). The data for each trace consists of a sequence of the number of cells per video frame. The length of the videos varies from 10 to 30 minutes. Due to space limitations, we have selected to present here three versions of each movie, characterizing them respectively as High Quality (HQ), Medium Quality (MQ) and Low Quality (LQ). For the HD Sony Demo movie, which has a structure of G12B2, meaning that the Group of Picture size is 12 and the number of B frames in between I/P frames is 2, we chose QP=38 as HQ, QP=42 as MQ and QP=48 as LQ. For the "regular" version of the same movie, we are using the G16B3 structure and QP=28, 38, 48 for HQ, MQ and LQ respectively; the same structure and QPs are used for the "NBC News" trace as well. Table 1 presents the trace statistics. The sets of parameters of the traces comprise the "modes" adopted by videoconference users in our study. The choice of the specific structures and QPs is made in order to have a significant variety of "modes" for users to choose from and therefore to show more clearly how the proposed CAC algorithm works. This will be further explained in Section 5.
However, although the Pearson V was shown to be the better fit among all distributions, the degree of goodness-of-fit for the Pearson V varied significantly, and even in the cases of a quite good fit, the fit was not perfectly accurate. This was expected, as the gross differences in the number of bits required to represent I, P and B frames impose a degree of periodicity on the video streams, based on the cyclic GOP formats. Hence, we proceeded to study the frame size distribution for each of the three different video frame types (I, P, B), in the same way we studied the frame size distribution for the whole trace. The Pearson V distribution once again provided the best fitting results for all types of video frames' sequences, and the modeling results were much improved in comparison with those of modeling the trace as a whole.
Based on these results we built, in [18] (where we worked on a subset of the traces used in the present work), a Discrete Autoregressive Model of order one (DAR(1)) [14] which was shown to accurately capture the behavior of multiplexed H.264 videoconference movies from VBR coders. The accuracy of our modeling approach will be used in our proposal for a revenuebased CAC mechanism for next generation cellular networks.
III. CHANNEL ERROR MODEL
Errors in the wireless channel due to noise typically occur over relatively short bursts and are highly correlated in successive slots, but uncorrelated over long time windows. In our simulation study we adopt a channel error model similar to the widely studied Gilbert-Elliot [12] model, where the channel switches between a "good state" and a "bad state", but with the modification that the good state is not always error-free, neither the bad state always with errors. In our model, we consider a case where the error probability in the bad state is in the order of 10 4 times larger than the error probability in the good state (this ratio is taken from one set of parameters in [5] ).
The parameters of our model are: P r (good) =0.99994, P r (good-bad) =0.000006, P r (bad-good) =0.1, Error probability (good state) =0.4*10 -4 , Error probability (bad state) =0.7. The total probability of a transmission error occurring is equal to: P r (good)*Error prob (good) + P r (bad)*Error prob (bad) =8.2*10 -5 . That is, the total probability of a transmission error is only slightly smaller than the maximum acceptable video packet dropping probability of 10 -4 [13] which we consider in this work for real-time videoconference traffic, making the need for very efficient call admission control imperative.
IV. SYSTEM MODEL Our system model is taken from [23, 25] . We use the notion of a cluster similar to the shadow cluster concept [25] . The idea is that every user exerts an influence upon neighboring base stations. As the mobile terminal travels to other cells, the region of influence also moves. The set of cells influenced by a user are said to constitute a cluster. Each user in the network with an active connection has a cluster associated with it. The cells in the cluster are chosen by the cell where the user resides. The shape and the number of cells of a user's cluster depend on factors such as the user's current call holding time, the user's QoS, terminal trajectory and velocity. We consider a wireless network where the time is divided into equal intervals at t=t 1 , t 2 , …, t m . Let j denote a base station in the network, and x a mobile terminal with an active wireless connection. Let K(x) denote the set of cells that form the cluster for the active mobile terminal x. We denote P x,j,k (t)=[P x,j,k (t 0 ), P x,j,k (t 1 ),… P x,j,k (t mx )] the probability that mobile terminal x, currently in cell j, will be active in cell k, and therefore under the control of base station k, at times t 0 ,t 1 , t 2 , …, t mx . P x,j,k (t), known as Dynamic Mobile Probability (DMP), represents the projected probabilities that a mobile terminal will remain active in the future and at a particular location. The parameter m x represents how far in the future the predicted probabilities are computed; it is not fixed for all users and can depend on the user QoS or the elapsed time since the start of the connection. The DMP can be based on simple or complex information. The latter case is considered in [25] and in the present work, as we compute DMP in the same way as in [25] , taking into consideration the mobile terminal direction, velocity and statistical mobility data (we assume for the sake of simplicity that mobile terminals are traveling along a highway, and that each mobile terminal has been observed in the past, and the probabilistic information on the times this mobile terminal typically spends in the cells along the highway has been collected and is available). This is the simplest environment, representing a one-dimensional cellular system. In our simulation study we have made the same assumptions as those in [23] . More specifically: a. time is quantized in intervals of T=10 seconds, b. the whole cellular system is composed of 10 linearly arranged cells, laid at 1 Km intervals, c. during each time interval connection requests are generated in each cell according to a Poisson process and a newly generated mobile terminal can appear anywhere in the cell with equal probability d. mobile terminals can have speeds of: 70, 90, or 105 Km/h (with equal probability) and can travel in either of two directions with equal probability. e. connection lifetimes are exponentially distributed with mean value equal to 180 seconds. f. m x is fixed for all users and for the duration of the connection and is equal to 18.This means that the DMPs are computed for 18 steps in the future. Several of the calculated active mobile probabilities P x,j,k (t) will be zero, since the probability that a mobile terminal will be in those cells at a given time may be zero. g. the size of the cluster K(x) is fixed for all users and is equal to 5. This means that four cells in the direction that the user is moving towards, along with the cell where the user resides, form the cluster.
V. THE PROPOSED CAC MECHANISM
The reason for which our mechanism in [2] excelled in comparison to the "equivalent bandwidth" approach was the use of the accurate MPEG-4 videoconference traffic model from [16] in order to precompute various traffic scenarios and combine that knowledge with online simulation, in order to be able to make accurate decisions on the acceptance or rejection of a new call. The precomputation, along with the online simulation, was made in [2] based on the traffic parameters declared by the video sources at call setup. These parameters are used for the "identification" of the source as a user adopting a specific mode. In order to explain what a mode is, we first note that a logical assumption for next generation wireless networks is that videoconference users will be allowed to adopt one of a few specific modes, each corresponding to a set of traffic parameters. Therefore, we used in our work each user's declared set of parameters in order to examine the respective precomputed traffic scenario, based on our model for a source with such a set of parameters. This approach is especially plausible for wireless videoconference traffic, as the number of variations between source bandwidth requirements is naturally restricted by the type of application (a much larger pool of modes would have to be used in the case of regular video traffic). In [15] we have shown that our mechanism works equally well for H.263 videoconference traffic and excels, again, in comparison to the equivalent bandwidth approach.
Similarly to our work in [2] , we denote in the present work as "modes" for the H.264 videoconference users the sets of traffic parameters presented in Table 1 . Hence, we use nine modes for H.264 videoconference traffic; one high, one medium and one low quality mode for each one of the three traces. High-paying users adopt the high quality (HQ) modes, due to the increased bandwidth these modes offer.
One important parameter not included in our study in [2] was that in a real-life scenario, the decision of admitting or rejecting a new call in the network will be made by the provider not only based on the capacity needed to accommodate the call, but also on the revenue that the admission of the new call will provide. For example, if the admission of a new call (and the subsequent increase in bandwidth utilization) can only be made with the degradation of a higher-paying customer who enjoys better QoS, the CAC module should compute whether this is a profitable decision.
Hence, in our new CAC mechanism we not only adopt the idea of [2] for precomputation and online computation of various traffic scenarios and implement it for H.264 traffic, but we also assign "revenue weights" to each one of the nine H.264 modes, thereby differentiating them into different service classes. It should be noted that some recent relevant studies (e.g., [20, 21] ) have proposed dynamic pricing strategies in mobile networks, as opposed to static pricing which we propose in this work and has also been proposed in other works in the literature (e.g., [24] , which however does not consider video traffic). Dynamic pricing gives negative incentives to users, based on current network conditions (e.g., congestion), in an attempt to shape the aggregate traffic in the network. However, dynamic pricing does not take into account the fact that frequent changes in the price of a call are certain to cause user dissatisfaction, as the user will have to choose constantly whether or not they will make or continue a call after receiving information from the network on how much the call will cost. For this reason, we believe that the use of a CAC mechanism combining accurate traffic prediction with static pricing, is the better choice.
We propose that the revenue weights are assigned based on the traffic parameters of the traces, i.e., based on the mean, standard deviation and peak (or the burstiness, defined as peak/mean ratio). We need to choose one parameter as the "revenue weight unit"; some good parameter choices (the choice depends on the provider's resources, short-term and long-term financial goals) can be:
a. The smallest mean, among all the LQ modes of the traces examined (shown in Table 1 ). The logic behind this choice is that the "weight unit" corresponds to the mean of the customer with the lowest mean bandwidth requirements. Alternatively, the median among all HQ, MQ and LQ mean values shown in Table 1 can also be used (the logic being that the "weight unit" corresponds to the mean of the customer who has average bandwidth requirements, and the provider is mainly interested in customers asking at least for this median bandwidth allocation). Both of these choices, however, do not take the burstiness of the video sources into account and for this reason are not used in our work. b. The smallest sum (μ+F(σ)), where μ is the mean of the video trace, σ is the standard deviation and F is a function. However, in the case of the videoconference traces under study, the standard deviation is very high (close to the peak) for all modes. As also shown in Table 1 , the burstiness (peak/mean ratio) of all modes is very high (>12). Additionally, it needs to be taken into account that the peak, as well as values close to the peak are seldom reached for all modes. Therefore, we should not let the standard deviation or burstiness of the sources be the ruling factor in our "revenue weight unit" choice. Hence, we have chosen in our work to use as a "revenue weight unit" the smallest sum (μ+U*σ), where U is the smallest constant equal to μ/σ among all modes. Therefore, what we are actually controlling in this way is that U*σ never becomes larger than μ for any of the modes, so that it doesn't become the ruling factor in the definition of the "revenue weight unit". Since σ is almost equal to the peak for all modes, the ratio μ/σ is equal to (Burstiness) -1 , and the smallest U is 1/28.33=0.0353 for the LQ mode of the NBC News trace. This is the value of the constant U used in our simulations, and by using it the smallest sum (μ+U*σ) among all modes is related to the LQ mode of the Sony Demo trace. This is used as our "revenue weight unit", and by computing the ratio of each one of the rest of the sums (μ+U*σ) versus the sum for the LQ Sony Demo trace, we get the last column of Table 1 , containing the revenue weights for all modes.
Users choose one of the nine modes with a probability when they enter the system (in Section 6 we will discuss our results when altering this probability). We consider that 50% of the users who adopt a high quality or a medium quality mode can accept (based on the contract they have signed with the provider) degradation to a lower quality mode of the same movie (i.e., to a medium or a low quality, respectively). The choice of the percentages of users who accept degradation is used here indicatively. We have experimented with changing these percentages and found that the change did not alter the nature of our results.
Our CAC mechanism uses our proposed video traffic model in order to precompute a number of traffic scenarios. Naturally, not all traffic scenarios can be precomputed, due to the very large number of all possible traffic loads; still, with the use of an adequate number of precomputed scenarios and our accurate video model, when a non-precomputed traffic load occurs in the system an online simulation can be conducted relatively quickly by our system in order to compute the "deviation" between the bandwidth needed currently and the "closest" (in terms of the synthesis of modes) precomputed traffic scenario. This new traffic scenario will then be added into the CAC mechanism's database of precomputed scenarios.
As already explained, our CAC does not make its decision based only on the maximization of system capacity, but also on the maximization of provider revenue. The current revenue R is computed as
where N i is the total number of video users of mode i, and W i is the revenue from each user of mode i (shown in the last columns of Table 1 ). Then our proposed CAC algorithm proceeds with the following steps, at the arrival of a new user request in a cell. At the end of the algorithm, we explain what we mean by the phrase "reserve the proper bandwidth in the cluster cells". Our CAC mechanism is mainly focused on the local cell (the cell in which a call is initiated or to which a call is hand-offed). The logic of the CAC algorithm is that, when a new video user arrives (either from within the picocell or from handoff), the system first checks whether it can be accommodated in terms of the total bandwidth which will be needed when the user is multiplexed with the existing users in the system. If this is not possible, the algorithm attempts to degrade the user, if the user accepts degradation. The rationale behind this decision is that the arrival of a new user should cause the minimum possible number of degradations, and hence irritation, to users who are already in the system, therefore it is preferable that the new user is accepted with degradation. One point which needs to be stressed here is that in most of the relevant works in the literature (including our work in [2, 15] ), it is commonly accepted that handoff calls have absolute priority in obtaining an equal amount of channel bandwidth as the one they were occupying in their previous picocell location, i.e., handoff calls are not expected to endure any quality degradation, as this would lead to user dissatisfaction. We take a different approach in this work. It is indeed crucial for a handoff user to not experience call dropping when moving from one picocell to the next, as this would lead to significant user irritation (call dropping is much more irritating than the blocking of the call of a new user who attempts to transmit). However, if the mobile user experiences, during handoff, a degradation for which he has agreed in his contract, this should not be a cause for user irritation and therefore is allowed in our algorithm. If after degradation (of either a new or a handoff videoconference call) the acceptance of the call is still not possible, the CAC mechanism checks all possibilities of degrading users of the same or lesser priority of the new call in order to accommodate it. If such a possibility exists and the call comes from handoff, it is accepted. If, however, it is a new call originating from within the picocell, it will be accommodated only if its acceptance will lead to higher revenue; otherwise, even if the total bandwidth that will be used with the acceptance of the new call is larger than the bandwidth previous used, there is no reason to degrade a significant number of users (and cause them even a slight irritation) if the provider will receive no extra revenue. If the new call does not accept any degradation, the attempt is still made to degrade lesser or equal priority users who are already in the system, and a new call from within the picocell is again accepted only if it leads to higher revenue.
As mentioned above, our CAC mechanism focuses mainly on the local cell. The reason is that, as good as the mobility prediction might be, it is impossible to ever predict with perfect accuracy to which cell a user might move, and additionally, video calls can be degraded, therefore even if the necessary bandwidth to accommodate a handoff user may not be available at a given time in its entirety, the additional needed bandwidth can be "squeezed" out of existing calls. Therefore, regarding the bandwidth reservation in the cluster cells, to which we refer in the algorithm, we use the probabilities P x,j,k (t) in order to make partial reservations in neighboring cells. More specifically, we use as an estimate the median among all probabilities that a mobile x might move into cell k at a future time and we reserve, in that cell, bandwidth equal to P med,x,j,k (t)*B, where B is the bandwidth currently utilized by the mobile in the cell where it resides. This partial reservation helps alleviate the problem of accommodating a new bursty video user who enters a cell, since part of the needed bandwidth has already been reserved and the rest will most likely be acquired through degradation of users who accept it. At the same time, since it is impossible to be certain whether a mobile will actually move to a next cell, it is impractical to reserve the whole of B in the cells comprising the cluster; this would hinder new calls originating from within cell k to acquire their needed bandwidth since a large portion of the cell's bandwidth would remain unused. The bandwidth reserved for possible handoffs, in our mechanism, is not dedicated to the user for whom it was initially reserved (since this user may never enter the cell, finally) but is entered into a reserved bandwidth pool, from which handoff users entering the cell can be serviced.
Regarding the applicability of our mechanism as a more general proposal for wireless cellular networks, it needs to be stressed that it is actually not necessary to adopt the same approach (i.e., of basing the CAC on traffic models) for all types of flows in the wireless network. If an accurate model exists for video traffic, which is the most bursty type of traffic in the network, this would be enough for the provision of a revenue-based CAC mechanism which will be much less conservative than the equivalent bandwidth probabilistic service approach, which was shown in [2, 15] to be inferior to the prediction-based approach. The remaining types of flows (e.g., voice and data flows), which are much less greedy in terms of their bandwidth requirements, could be admitted based simply on their declared mean rate, or with any other of the many efficient approaches proposed in the literature.
VI. RESULTS AND DISCUSSION
Fourth generation mobile data transmission rates are planned to be up to 20 Mbps, therefore in this work we study a channel of this rate. The maximum allowed transmission delay for the video packets of a Video Frame (VF) is equal to the time before the arrival of the next VF, with packets being dropped when the deadline is reached (the interframe period is 33.3 ms).
Our mechanism is evaluated over the traffic generated by the real video traces. We studied five scenarios: a. The nine modes in our study are used with a 11.11% probability (i.e., a user which "wakes up" chooses one of the nine modes with equal probability). These probabilities refer to the initial mode with which a user enters the network; this mode may change due to degradation, based on the user's contract. When studying this scenario, we found that the maximum number of users that the system could accommodate, without violating the strict QoS requirement of 0.01% maximum video packet dropping, was 42. As shown in the last column of Table 2 , this corresponds to less than 70% utilization of the channel capacity (13.41 Mbps). The burstiness of video traffic is responsible for the system's inability to accommodate more sources without violating their QoS requirements. b-d. In these 3 scenarios, one of the three LQ modes is selected with 20% probability (a different LQ mode for each scenario), while all other 8 modes are selected with 10% probability. The rationale behind this choice of scenarios was that low-paying users will be the majority among all customers of a wireless provider. The maximum number of users that the system could accommodate, depending on the traffic mix, was found to be 44 in these scenarios. e. In this scenario, each one of the HQ modes is selected with 5% probability, each one of the MQ modes is selected with 10% probability and each one of the LQ modes is selected with 18.3% probability. Again, the rationale here is that HQ modes will be selected by the minority of customers. The maximum number of users that the system could accommodate was found to be 48 in this scenario.
Each simulation point is the result of an average of 10 independent runs, each simulating three hours of network operation. Table 2 presents in its first column the bandwidth which is actually needed by the video traces, in its second column the estimated bandwidth that the traces will need based on our DAR(1) modeling approach, and in its third column the bandwidth that is utilized with the use of our CAC mechanism. Two significant conclusions can be drawn from Table 2 . The first is that the estimation provided by our video traffic modeling approach yields an overestimation of the actual bandwidth requirements of the superposed sources. The reason for this is the slight overestimation of the I frames size with the use of the DAR model and are explained in our modeling work in [16, 18] . Still, this overestimation is small and ranges in all simulated scenarios from a minimum of 4.06% to a maximum of 6.76%. The average overestimation provided by our mechanism is 5.47% over all the studied scenarios, which is acceptable, especially given that a small overestimation of the actual bandwidth requirements of video traffic is usually preferable, in order for the system to cope with the bursty nature of video users. The second conclusion has to do with the efficiency of our CAC mechanism. By comparing the three respective columns in Table 2 , it is clear that the actual bandwidth utilized when our revenue-based CAC is enforced is smaller than the bandwidth needed by the real traces, and hence also smaller than the estimated bandwidth with the use of the DAR(1) model. The difference between the bandwidth utilized with our CAC and the actual bandwidth needed by the traces ranges in all simulated scenarios from a minimum of 1.81% to a maximum of 4.49%, with an average of 3.11%. The reason for this difference is that a number of MQ and LQ videoconference calls are rejected from the system in order to achieve higher revenue; hence, with the use of the DAR(1) modeling approach we reserve slightly more bandwidth than actually needed, and then, with the use of the CAC mechanism we hinder a number of low-paying users from accessing the system in order to keep HQ users continuously content with the service they are receiving (i.e., they seldom need to be degraded).
It is also clear from Table 2 that the highest bandwidth utilization is achieved in all cases for the first scenario. This is intuitively expected, as in this scenario the percentage of HQ users is the highest among all the studied scenarios.
The high precision in our mechanism's predictions can show even better results with the use of a slightly larger pool of videoconference modes from which traffic scenarios will be precomputed. The use of a slightly larger number of modes will guarantee the existence of a larger variety of parameter sets, so that an incoming call's traffic parameters will always be well-matched with those of one of the modes in the pool.
We further investigate our mechanism's performance in the results presented in Figure 1 , where we present both the estimation provided by the DAR model and the actual bandwidth usage from our CAC mechanism; we also indicatively present the estimation provided by the use of the equivalent bandwidth approach from [6] . All the above are presented versus the normalized real system utilization; this indicates the actual traffic load generated by the traces, normalized to the channel capacity, e.g., a traffic load equal to 40% represents 40% of the 20 Mbps downlink capacity, i.e., 8 Mbps system throughput (these loads have been created for each of the five scenarios under study, and the results presented are the average over all the conducted simulations). As shown in Figure 1 , the equivalent bandwidth estimation significantly overestimates the actual traffic load in all cases (this confirms our results in [2, 15] ). Additionally, the points of the plot of the DAR model estimation fall very close to the 45-degree reference line, showing that our estimation is in all cases very accurate. Finally, and most importantly, the Figure shows once again that the use of our CAC mechanism leads to a slight underallocation to the videoconference users, in comparison to their offered load. The reason is that some of the MQ and LQ videoconference calls are rejected from the system in order to achieve higher revenue for the provider. As the offered load increases, this underallocation increases as well, in order not to allow low-paying users to fill the channel capacity at the cost of degrading high-paying ones. Finally, it should be noted that for a normalized offered load larger than 68.5% the QoS requirements of video users are violated (video packet dropping exceeds 0.01%), due to the high burstiness of video traffic. This is the reason that no results are included in the Figure for higher normalized loads.
VII. CONCLUSIONS
In this work we have proposed a new, highly efficient CAC mechanism for H.264 videoconference traffic transmission over next generation cellular networks. The novelty of the mechanism, which is evaluated over a cellular network with 5 cells per cluster, lies in the utilization of precomputed traffic scenarios for decision-making on the acceptance or rejection of a new H.264 videoconference call. The precomputation is based on the traffic parameters declared by the video source at call setup; these parameters are used for the "identification" of the source as a user adopting a specific mode from the pool of modes which have provided the basis for the precomputation of our traffic scenarios. Then, this precomputation is used in combination with an algorithm which maximizes the provider revenue, in order to make decisions on the acceptance or rejection of a new videoconference call. Our mechanism is shown to provide high QoS to wireless videoconference users and to outperform a CAC mechanism based on equivalent bandwidth estimation. FIGURE I. CAPACITY UTILIZATION WITH THE CAC SCHEME 
