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Abstract—In this paper, we propose trellis coded quantization
(TCQ) based limited feedback techniques for massive multiple-
input single-output (MISO) frequency division duplexing (FDD)
systems in temporally and spatially correlated channels. We
exploit the correlation present in the channel to effectively
quantize channel direction information (CDI). For multiuser
(MU) systems with matched-filter (MF) precoding, we show that
the number of feedback bits required by the random vector
quantization (RVQ) codebook to match even a small fraction
of the perfect CDI signal-to-interference-plus-noise ratio (SINR)
performance is large. With such large numbers of bits, the
exhaustive search required by conventional codebook approaches
make them infeasible for massive MISO systems. Motivated
by this, we propose a differential TCQ scheme for temporally
correlated channels that transforms the source constellation at
each stage in a trellis using 2D translation and scaling techniques.
We derive a scaling parameter for the source constellation
as a function of the temporal correlation and the number of
BS antennas. We also propose a TCQ based limited feedback
scheme for spatially correlated channels where the channel
is quantized directly without performing decorrelation at the
receiver. Simulation results show that the proposed TCQ schemes
outperform the existing noncoherent TCQ (NTCQ) schemes, by
improving the spectral efficiency and beamforming gain of the
system. The proposed differential TCQ also reduces the feedback
overhead of the system compared to the differential NTCQ
method.
Index Terms—Massive MISO limited feedback, trellis coded
quantization (TCQ), Ungerboeck trellis, Viterbi algorithm.
I. INTRODUCTION
MASSIVE multiple-input single-output (MISO) cellularsystems use large numbers of transmit antennas at a
base station (BS) to simultaneously serve a smaller number
of users [1]. This results in a higher spectral efficiency, less
inter-user interference and reduced energy consumption [1]–
[3]. The use of large numbers of antennas at the BS also
provides highly directional beamforming [4] and the array
gain from beamforming can improve the link budget. Due
to these and several other attractive features, massive MISO
is becoming a popular contender for 5G wireless systems.
However, there are a number of factors that limit the per-
formance of massive MISO systems, e.g. pilot contamination
[3], [5], reduced multiuser (MU) diversity gain due to channel
hardening [6] and high spatial correlation at the BS [7]. An
overview of massive multiple-input multiple-output (MIMO)
is described in [1] including information theoretic aspects and
linear transceivers along with the main design features and
practical challenges. The attractive features of massive MIMO
systems also apply to massive MISO systems.
The expressions for signal-to-noise ratio (SNR) and signal-
to-interference-plus-noise ratio (SINR) for massive MU MISO
systems are derived in [1] for both zero-forcing (ZF) and
matched-filter (MF) precoding schemes, respectively. At high
SNR, ZF precoding gives superior performance compared to
MF precoding because the interference is strong and ZF can-
cels the interference whereas MF only maximizes the desired
signal. In [8], it is observed that if a higher spectral efficiency
is required, ZF precoding is preferable in the high SNR region,
while MF (also known as conjugate beamforming) precoding
is preferable in terms of energy efficiency. Analytical spectral
efficiency approximations are derived in [9] with several
linear precoders and detectors for non-cooperative multi-cell
massive MISO systems using time-division duplexing (TDD)
operation. There are also several other studies that deal with
the performance of massive MIMO/MISO systems with linear
precoders [10]–[13]. In MU massive MISO systems, the
computational complexity increases with large numbers of
antennas and users. This increase causes delays in learning
the channel estimate at the BS, resulting in outdated precoders,
especially when the channel is changing rapidly over time. To
overcome this “channel aging”, a channel prediction method
has been proposed in [14].
In TDD transmission, the BS acquires downlink channel
state information (CSI) via uplink training and exploiting
channel reciprocity, whereas, in frequency division duplexing
(FDD) operation, this is achieved via a low-rate feedback link.
Although, most of the research on massive MISO consider
TDD transmission, most of the existing cellular systems use
FDD operation. In order to equip the transmitter with CSI,
TDD based MISO systems require tight RF synchronization
between transmit and receive antennas [15]. However, if there
are downlink/uplink synchronization errors in RF chains then
the channel estimated at the transmitter using reciprocity may
not be precise [15], [16]. In this paper, like many other studies
[16]–[19], we investigate massive MISO systems with FDD
operation.
The feedback overhead is large in massive MISO systems.
Conventional codebook-based limited feedback schemes, dis-
cussed for independent and identically distributed (i.i.d.)
Rayleigh fading channels in [20]–[22] and for correlated
channels in [23]–[29], are not feasible as the number of
codewords required in the codebook grows exponentially with
the number of transmit antennas, making a search for an
appropriate codeword a computationally complex task. There
are very few studies that explore limited feedback schemes
for massive MISO FDD systems that reduce the computational
2complexity of the search for an appropriate codeword at a user.
For a spatially correlated channel, a compressive sensing-
based feedback scheme is proposed in [18], where the feed-
back contents are dynamically configured depending on chan-
nel conditions. Recently, open-loop and closed-loop training
techniques have been proposed in [16] for massive MISO FDD
systems, where long-term channel statistics and previously
received training signals are used to increase the performance
of channel estimation at each user. Moreover, with a small
amount of feedback overhead, it is shown in [16] that the
closed-loop training scheme reduces the downlink training
overhead. Recently, trellis based channel quantization meth-
ods have drawn much attention in limited feedback massive
MISO FDD systems due to their low complexity compared to
conventional codebook approaches.
In trellis coded quantization (TCQ) based limited feedback
systems, the channel is quantized by the user using the
concept of a trellis with a source constellation and the Viterbi
algorithm. The input bit sequence of the selected trellis path
is then fed back to the BS, where the BS uses a convolutional
coder to regenerate the quantized channel and compute the
beamforming vectors. In conventional channel coding, the
Viterbi algorithm is run over the trellis stages where each stage
represents time. In contrast, in limited feedback MISO systems
with TCQ, each trellis stage corresponds to a particular BS
antenna element. One way of selecting the trellis path is by
using brute-force maximum-likelihood (ML) optimization that
searches for the best path (most likely sequence) from the
set of all the trellis paths (also known as trellis codewords).
However, due to the size of exhaustive search, it is not practical
to consider brute-force ML, therefore the Viterbi algorithm is
preferred as it reduces the search complexity by relying on the
surviving trellis paths only.
A trellis based channel quantization scheme is proposed in
[19] for single-user (SU) multi-cell MISO systems with large
numbers of BS antennas. The main idea is to use the TCQ
scheme [30] to quantize the channel at each user using Unger-
boeck’s trellis coded modulation (TCM) approach [31] and the
Viterbi algorithm. A noncoherent TCQ (NTCQ) approach for
a massive MISO system is proposed in [17], where a bank
of coherent detectors is implemented to realize near optimal
noncoherent detection. Here, TCQ with Ungerboeck’s trellis is
used to quantize the channel direction information (CDI) for
a SU massive MISO system. By adopting Ungerboeck’s TCM
structure, the TCQ scheme uses source constellations such as
QPSK, 8PSK or 16QAM to quantize each channel entry with
1 bit, 2 bits or 3 bits, respectively (this will be clarified for the
QPSK constellation in Section IV). The Viterbi algorithm [32]
is used to search for the optimal path in a trellis and a con-
volutional code is used at the BS to reconstruct the quantized
channel, using the trellis sequence as input and producing the
quantized channel vector at the output. Three different limited
feedback schemes are proposed in [17] for three different
channel models; an i.i.d. Rayleigh fading channel, a temporally
correlated channel and a spatially correlated channel. In [17],
the quantization process of the temporally correlated channel
requires additional feedback of optimization parameters, hence
increasing the feedback overhead. The adaptive TCQ method
proposed in [17] for spatially correlated channels requires
knowledge of the transmit correlation at the transmitter.
In this paper, we adopt the TCQ framework developed in
[30] to quantize the MISO channel at each user for temporally
correlated channels. Exploiting the temporal correlation in the
channel, we design a differential scheme that transforms the
source constellation at each stage in a trellis, such that it is
centered around the previously selected constellation point,
for the next feedback instance. We rely on 2D translation and
scaling schemes to transform the source constellation.
We also propose a TCQ based limited feedback scheme for
spatially correlated channels1 where we quantize the corre-
lated channel directly at the receiver. Hence, unlike [17], the
proposed scheme does not require knowledge of the transmit
correlation matrix at the transmitter. For spatially correlated
channels, we consider uniform linear array (ULA) and uniform
rectangular array (URA) antenna topologies.
The main contributions of this paper are summarized below:
• To motivate the TCQ based limited feedback approach,
we quantify the codebook dimension required for an
ordinary limited feedback approach. In particular, we de-
rive an expected SINR approximation for MF precoding
with random vector quantization (RVQ) codebook CDI.
This expected SINR approximation is used to derive the
number of feedback bits required to achieve a mean SINR
performance with RVQ codebooks which is z dB below
the mean SINR with the perfect CDI.
• We propose a differential TCQ method that uses a trans-
formed source constellation at each stage of the trellis
to quantize the MISO CDI. By efficiently utilizing the
temporal correlation information and successively trans-
forming the source constellation, the proposed method
reduces the feedback overhead and boosts the perfor-
mance of the MU massive MISO system compared to
the existing differential NTCQ scheme [17].
• In order to track the temporally correlated channel,
the proposed method uses 2D translation and scaling
techniques to transform the source constellation after
each feedback interval. We derive an expression for the
source constellation scaling parameter, as a function of
the temporal correlation and the number of BS antennas.
• We also propose a TCQ based limited feedback technique
for spatially correlated channels where the correlated
channel is quantized at the receiver directly without the
need to decorrelate it. The advantage of the proposed
scheme is that the transmitter reconstructs the channel
without requiring any knowledge of the spatial correla-
tion.
Additionally, we also compare two commonly used linear
precoding schemes, namely ZF and MF and evaluate their
performance in terms of mean values of the SINR and spectral
efficiency. The NTCQ scheme [17] serves as a baseline for this
study. Although the NTCQ method was originally proposed
for a SU massive MISO system, it can also be used in a MU
setting. In [17], multiple Viterbi algorithms run in parallel,
1Similar to [17], we also propose two separate TCQ schemes for temporally
and spatially correlated channels in Sections V and VI, respectively.
3each searching for the best output path over different values
of amplitude scalings and phase rotations. According to [17], a
parallel search in Euclidean space to quantize a channel vector
is approximately equal to a quantization on the Grassmannian
manifold. Moreover, due to the presence of parallel Viterbi
blocks, the overall process is described as noncoherent TCQ.
However, the mean beamforming gain due to the parallel set of
Viterbi algorithms does not improve significantly compared to
having a single Viterbi block, especially when using higher
source constellations (see Fig. 8 of [17]). Like the NTCQ
scheme, the proposed differential TCQ scheme can also be
implemented using parallel blocks of Viterbi algorithm, how-
ever, for simplicity and reduced complexity we only rely on a
single Viterbi block at each user.
The source constellation plays an important role in de-
ciding the required number of feedback bits. If the source
constellation consists of L symbols or constellation points,
then the length of the input bit sequence (or the number of
feedback bits) after TCQ becomes M (log2(L)− 1), where
M is the number of BS antennas. Therefore, in order to keep
the feedback overhead reasonable, we use QPSK and 8PSK
source constellations, requiring M and 2M feedback bits,
respectively. Another benefit is that all the constellation points
in a PSK constellation are positioned with uniform angular
spacing around a circle, hence making it a suitable candidate
for the proposed schemes in Section V and VI.
Notation: We use (·)H , (·)T and (·)−1 to denote the
conjugate transpose, the transpose and the inverse operations
respectively. ‖ · ‖ and | · | stand for vector and scalar norms
respectively. E[·] denotes expectation. Bold uppercase and
lowercase letters are used to represent matrices and vectors.
Lowercase italic letters denote elements of vectors/matrices.
II. DOWNLINK SYSTEM MODEL
Consider a single-cell MU MISO system with M transmit
antennas at the BS. The BS serves K single antenna users
simultaneously using a suitable precoding technique, where
K < M with a constant ratio q = M/K . On the downlink,
the received signal for the kth user can be written as
yk = hkx+ nk, k = 1, . . . ,K, (1)
where hk ∈ C1×M denotes the channel of the kth user and
nk is the noise assumed to be i.i.d. with nk ∼ CN (0, 1)
∀k. We assume uniform power allocation among K users.
Denoting SNR by ρ, the transmitted signal is given by x =√
ρ
K
∑K
k=1 wksk, where sk and wk are the data symbol and
M×1 unit-norm precoding vector for the kth user, respectively.
The data symbols are assumed i.i.d. with E
[|sk|2] = 1. The
received signal can be expressed as
yk =
√
ρ
K
(hkwk) sk︸ ︷︷ ︸
signal
+
∑
j 6=k
√
ρ
K
(hkwj) sj
︸ ︷︷ ︸
interference
+ nk︸︷︷︸
noise
. (2)
From (2), the SINR of the kth user is defined as
SINRk =
ρ
K |hkwk|2
ρ
K
∑K
j 6=k |hkwj |2 + 1
. (3)
Treating interference as noise, the expected spectral effi-
ciency for the MU MISO system is given by [33]
E [Rsum] = E
[
K∑
k=1
log2 (1 + SINRk)
]
. (4)
In this paper, we use a differential TCQ scheme (discussed
in Section V) to quantize the CDI vector, h¯k = hk‖hk‖ , for
each user. We denote the “quantized” CDI for the kth user
by h˜k. We next discuss the ZF [34] and MF [35], [36]
linear precoding schemes that are generally considered in MU
massive MISO systems.
A. ZF precoding
In ZF precoding, the perfect CDI vectors, h¯k, of all users
are concatenated into a single K × M matrix at the BS,
denoted by H = [h¯T1 . . . h¯TK ]T [34]. The precoding vector,
wk = vk , is the normalized kth column of the matrix V, where
V = HH(HHH)−1, such that vk = V(:, k)/‖V(:, k)‖. With
perfect CDI, ZF precoding completely eliminates interference
and using the results given in [1], [37], [38] for large M , the
expected SINR can be approximated as
E
[
SINRZFk
] ≈ ρ
K
E
[
|hkwk|2
]
= ρ (q − 1) . (5)
Unlike perfect CDI, with limited feedback based quantized
CDI, h˜k, ZF precoding does not eliminate the interference
completely due to quantization errors.
B. MF precoding
For MF precoding with perfect CDI, we have wk = h¯Hk and
the expected SINR approximation for the kth user, derived in
the Appendix, is given by
E
[
SINRMFk
] ≈ ρq
ρ(K−1)
K + 1
. (6)
At high SNR (ρ→∞), we can write (6) as
lim
ρ→∞
E
[
SINRMFk
] ≈ M
K − 1 . (7)
In contrast to (5), it is evident from (7) that there is no
improvement in the MF SINR in the limit as ρ increases, hence
limiting the SINR gain.
III. IMPRACTICALITY OF RVQ CODEBOOKS
In this section, we show that codebook based limited
feedback approaches are not practical in massive MISO sys-
tems. Although this is known in an intuitive sense, here we
quantify the scale of the problem by computing the size of the
codebook required. A similar analysis is derived in [33] for
ZF precoding where the spectral efficiency loss is investigated.
In contrast, we consider MF precoding with RVQ codebooks
and investigate the loss in SINR performance. In particular,
we derive the number of bits required to achieve an expected
SINR performance with RVQ codebooks that suffers a z dB
loss compared to the expected SINR performance with perfect
CDI. We also briefly discuss the search complexity of the
quantization process with RVQ codebooks. Such calculations
require the RVQ assumption but give a clear indication of the
order of the codebook size for other more practical schemes.
4Consider a limited feedback system where the CDI is
quantized using an RVQ codebook of size Nc, thus requiring
b = log2(Nc) feedback bits per user. Let us denote the selected
RVQ codeword vector of size M × 1 for the kth user as h˜k.
For MF precoding with RVQ limited feedback, the expected
SINR approximation for the kth user, denoted by E
[
SINRMFk
]
,
can be approximated using the approach given in [39] as
E
[
SINRMFk
]
≈
ρ
KE
[
|hkh˜Hk |2
]
ρ
KE
[∑K
j 6=k |hkh˜Hj |2
]
+ 1
(8)
=
ρ
KE
[‖hk‖2]E [|h¯kh˜Hk |2]
ρ
KE [‖hk‖2]
∑K
j 6=k E
[
|h¯kh˜Hj |2
]
+ 1
, (9)
where the bar denotes the SINR resulting from the limited
feedback RVQ CDI. Equation (9) comes from the indepen-
dence between the amplitude and direction of hk. It is shown
in [22], that the expectation E
[
|h¯kh˜Hk |2
]
is given by
E
[
|h¯kh˜Hk |2
]
= 1−NcB
(
Nc,
M
M − 1
)
∆
= 1− ξ, (10)
where B(·, ·) denotes a beta function. The quantity ξ repre-
sents the expected value of quantization errors. In [33], an
upper bound on ξ is given by
ξ ≤ 2 −bM−1 . (11)
Due to the independence between the unit norm vectors h¯k
and h˜j , the second expectation in the denominator of (9), is
E
[
|h¯kh˜Hj |2
]
= 1M and E
[‖hk‖2] = M . Substituting these
expectations and (10) into (9) gives the result
E
[
SINRMFk
]
≈ ρq (1− ξ)ρ
K (K − 1) + 1
. (12)
At high SNR (ρ→∞), (12) becomes
lim
ρ→∞
E
[
SINRMFk
]
≈ M (1− ξ)
K − 1 , (13)
since M = qK . The approximation for MF precoding with
RVQ codebooks allows us to compute the number of bits
required to achieve an expected SINR with RVQ which is
z dB below the expected SINR with perfect CDI, i.e.,
E
[
SINRMFk
]
10
z
10
= E
[
SINRMFk
]
. (14)
Substituting (6) and (12) in (14) gives
ρq
10
z
10
(
ρ(K−1)+1
K
) = ρq
(
1− 2 −bM−1
)
ρ
K (K − 1) + 1
. (15)
Using (15) and solving for the number of feedback bits
required, we have
bzreq = −(M − 1) log2
(
1− 10− z10 ) . (16)
Equation (16) allows us to determine the number of bits
required by RVQ codebooks to match the perfect CDI expected
SINR performance with a z dB loss. We note that in MF
precoding systems, unlike ZF precoding [33], the number of
feedback bits required in (16) does not depend on ρ. If M =
100 and z = 3 dB, the number of bits required to obtain a half
of the perfect CDI expected SINR performance is, bzreq = 99
bits i.e. a codebook of size 299 = 6.3383 × 1029. Even to
achieve a very low target where the signal power is equal to
the interference-plus-noise power, i.e. E
[
SINRMFk
]
→ 1, the
number of bits required is
breq = −(M − 1) log2
(
1− K − 1
M
)
. (17)
This is found by solving (15) with z = 0 and 1 on the
right hand side. For example, for M = 100 and K = 10,
using (17) we have breq = 13.4701 ≈ 14, which corresponds
to 16384 codebook entries per user. While the feedback
overhead with large M may be acceptable, the search for an
appropriate codeword within the codebook is very challenging
and becomes computationally infeasible as M increases. The
search complexity for the RVQ codebook quantization, given
by O(M2BM ), grows exponentially with large M . Therefore,
codebook-based limited feedback schemes are infeasible for
massive multi-antenna systems. This serves as a motivation
to seek a non-codebook approach for limited feedback MISO
systems.
IV. LIMITED FEEDBACK WITH TCQ
In this section, we review basic concepts of TCQ based
limited feedback MISO systems. Limited feedback schemes
based on TCQ are recently gaining attention in massive MISO
FDD systems due to their reduced complexity compared to
the conventional codebook approaches in searching for an
appropriate codeword.
The quantization of CDI at the user is performed using
TCQ, which consists of two key components; a trellis and
a source constellation. At the user, a trellis path that gives
the minimum squared Euclidean distance to the CDI is se-
lected using the Viterbi algorithm. The input bit sequence
corresponding to the selected path is then fed back to the
BS using a low-rate feedback link. At the BS, a convolutional
coder is implemented to decode the input bit sequence of the
path to obtain the corresponding output sequence. The output
sequence is then mapped to the source constellation to obtain
the quantized CDI at the BS. Thus, the decoder and encoder
of the TCM scheme are used, respectively, to quantize and
reconstruct a channel vector in the TCQ method. This is in
contrast to the role of decoder/encoder in a traditional TCM.
In this study, we rely on Ungerboeck’s trellis structure and the
corresponding convolutional coder.
The block diagram of the feedback process is shown in Fig.
1, where the perfectly estimated channel, h, is quantized at a
user with the N -state trellis decoder and source constellation,
using the Viterbi algorithm. The complexity of the Viterbi
algorithm is O(LNM), where L is the total number of points
in the source constellation and N is the number of states in
the trellis. Note that, before implementing TCQ, the channel
vector is normalized to obtain CDI, such that, h¯ = h/‖h‖.
After implementing the TCQ, the input bit sequence, b, (of
length M ) of the selected path is fed back to the BS, where
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Fig. 1: The block diagram of the TCQ feedback process with
QPSK constellation.
it is decoded to recover the corresponding output sequence
of length 2M , using a convolutional coder. The output bit
sequence is then mapped onto the source constellation to
reconstruct the quantized channel vector, h˜. Consider an
example with the QPSK constellation along with a trellis
structure having N = 4 states. The QPSK constellation
points are normalized by the number of transmit antennas,
M . The normalized QPSK constellation and the 4-state, rate
1/2 Ungerboeck trellis structure are shown in Fig. 2 and Fig.
3, respectively. The decimal numbers 0, 1, 2 and 3 (or 00,
01, 10, and 11 in binary) represent QPSK constellation points
in Fig. 2. In Fig. 3, there are only two state-transitions from
any given state. Each transition is mapped to a single QPSK
point, hence each channel entry of h¯ will be quantized with
one of the two BPSK sub-constellations represented by black
and white circles in Fig. 2.
The main idea in TCQ encoding is to advance through an
N-state trellis, where the mth stage corresponds to the mth
antenna channel. At any particular stage, there will be only
N survivor paths in the Viterbi algorithm. We label the paths
by their respective output symbols. For example, starting from
the state 0 and moving through all the paths in the trellis to
reach stage 3, gives 2N total paths. At stage 3, each state will
have two paths terminating at it. As illustrated in Fig. 3, we
have the following paths: [0,0,0] and [2,1,2] at state 0, [0,0,2]
and [2,1,0] at state 1, [0,2,1] and [2,3,3] at state 2, and [0,2,3]
and [2,3,1] at state 3.
The path p2 = [2, 1, 2] terminating at state 0 corresponds
to the output vector, out(p2) =
[
−1√
M
, +j√
M
, −1√
M
]
from the
QPSK constellation in Fig. 2 and the input bit sequence is
b = [1, 0, 0]. The user selects the best path from each state that
gives minimum squared Euclidean distance to the normalized
channel vector h¯. The path metric can be defined at the mth
stage as [17]
metric(p(m)) = ‖h¯(m) − out(p(m))‖22. (18)
where h¯(m) is a truncated normalized channel vector up to
1
2
3
0
Fig. 2: The normalized QPSK constellation points.
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Fig. 3: The 4-state, rate 1/2 Ungerboeck trellis structure.
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Fig. 4: The convolutional coder corresponding to the 4-state
rate 1/2 Ungerboeck trellis. In this figure, b is the input bit
sequence, while bout,1 and bout,2 are the corresponding
output bits for each entry of the input.
the mth channel entry. Equation (18) can also be written
recursively as [17]
metric(p(m)) = metric(p(m−1)) + |h¯(m) − out(p(m))|2,
(19)
where h¯(m) and p(m) are the mth entries of h¯ and p(m).
The solution to (19) is obtained via a Viterbi algorithm that
minimizes the path metric. This enables us to determine the
quantized CDI for large antenna numbers in a piecewise
manner. Figure 4 shows the convolutional coder corresponding
to the 4-state rate 1/2 Ungerboeck trellis, used to reconstruct
the quantized channel at the BS.
In this paper, we assume that the TCQ scheme always starts
from state 0. Therefore, it does not require the additional
log2(N) bits to be fed back to the BS indicating the start-
ing state. Due to large channel dimensions, we are dealing
with a long trellis structure, therefore the quantization errors
associated with always starting from state 0 are not significant.
The performance of the TCQ based limited feedback
scheme depends on the constellation size with larger constella-
tions giving smaller quantization errors. However, using higher
order source constellations increases the feedback overhead. In
this paper, we also consider an 8PSK source constellation that
consists of L = 8 constellation points. The 8-state, rate 2/3
Ungerboeck trellis structure and corresponding convolutional
coder are shown in Fig. 5(a) and Fig. 5(b), respectively. The
limited feedback TCQ method with an 8PSK constellation
is similar to QPSK constellation, where, with the 8PSK
constellation, each channel entry is quantized by 2 bits.
V. PROPOSED DIFFERENTIAL TCQ FOR TEMPORALLY
CORRELATED CHANNELS
In this section, we present the proposed differential TCQ
method for temporally correlated channels. The temporally
correlated channel is modeled by a first-order Gauss-Markov
process where the channel of the kth user at time t is given
by a 1×M vector
60/0  1/4  2/4  3/6
0/1  1/5  2/3  3/7
0/4  1/0  2/6  3/2
0/5  1/1  2/7  3/3
0/2  1/6  2/0  3/4
0/3  1/7  2/1  3/5
0/6  1/2  2/4  3/0
0/7  1/3  2/5  3/1
(a) 8-state rate 2/3 Ungerboeck trellis structure
for 8PSK constellation.
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4
5
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7
(b) Convolutional coder corresponding to 8-state rate 2/3
Ungerboeck trellis structure for 8PSK constellation.
Fig. 5: Trellis structure and convolutional coder for limited
feedback TCQ with 8PSK constellation.
hk[t] = ǫhk[t− 1] +
√
1− ǫ2gk[t], (20)
where hk[t] and hk[t−1] are the current and previous channel
vectors for the kth user, such that E[‖hk[t]‖2] = M , gk[t] is a
1×M i.i.d. CN (0, 1) vector and hk[0] is independent of the
gk[t]. The time correlation coefficient is denoted by ǫ, where
0 ≤ ǫ ≤ 1. The channel is highly correlated when ǫ → 1,
whereas when ǫ → 0, the temporal correlation vanishes and
the channel entries become independent over time.
The proposed technique uses the TCQ method discussed
in the previous section, to quantize the temporally correlated
massive MISO CDI after successively transforming (trans-
lating and scaling) the source constellation following each
feedback interval. This repositioning of the source constel-
lation allows the feedback process to track the channel of
each antenna. We assume that there is only a single Viterbi
block at each user. Hence, unlike [17], we do not minimize
the paths over multiple blocks of parallel coherent decoders
with different amplitude scalings and phase rotations, as this
offers limited gain.
A. Transformed source constellation at each stage
The basic idea in the proposed scheme is to keep track of
the selected source constellation points at each trellis stage
and define a new constellation for the next feedback centered
around the previously selected constellation points. For the
first feedback interval, we use the TCQ method described in
Section IV. Starting with the second feedback interval, the
source constellation points at time t are transformed for all
the stages such that the previously selected source constel-
lation points becomes the new centers of the transformed
constellations at time t + 1. For example, all four points in
the original non-normalized QPSK constellation [1, j,−1,−j]
are transformed into new points using translation and scaling
methods, to be discussed. Apart from this modification, the
quantization process follows the TCQ approach discussed in
Section IV. An example2 of the proposed method with a QPSK
constellation for the first 3 stages and N = 4 is shown in Fig.
6, where the first feedback at t = 0 is illustrated at the top
with red dots representing the selected QPSK constellation
points at each stage for the selected path [2, 1, 2]. At t = 1,
the transformed QPSK constellation at each stage is shown
in the middle of Fig. 6 for the selected path [0, 2, 1]. At any
given stage, the transformed QPSK constellation is centered
around the previously selected QPSK point (t = 0), with a
scaling factor δn (derived in Section V-B). It should be stressed
that this proposed transformation of the QPSK constellation is
achieved at both BS and user without sharing any additional
information through the feedback link. The BS also transforms
the QPSK constellation after each feedback such that the new
constellation at each stage is centered around the previously
selected QPSK point.
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Fig. 6: An example of scaled and rotated QPSK constellation
points at t = 1 centered around the previously selected point
at t = 0 for up to three antenna channels.
B. 2D translation and scaling techniques
The TCQ method for massive MISO channels uses the
Viterbi algorithm to quantize the channel and unlike con-
ventional MISO systems, it does not maintain a codebook
that is scaled and rotated to the desired location. Hence, we
introduce 2D translation and scaling transformations for the
non-normalized source constellation at each stage in the trellis.
For example, with the non-normalized QPSK constellation
[1, j,−1,−j], in order to have the previously selected QPSK
point, xˆ[t − 1] = aˆ[t − 1] + jbˆ[t − 1] at the center of the
transformed QPSK constellation, the translation of the ith
QPSK point, xi = a + jb, along with scaling by δn is given
by [40]

a˜[t]
b˜[t]
1

 =


1 0 aˆ[t− 1]
0 1 bˆ[t− 1]
0 0 1



δn 0 00 δn 0
0 0 1



ab
1

 , (21)
2Due to the space constraint, we restrict to the example of QPSK constel-
lation only.
7where x˜i[t] = a˜[t] + jb˜[t] is the ith transformed QPSK point.
All points in the QPSK constellation are translated and scaled
using (21). Note that scaling and translation are performed on
the non-normalized QPSK points.
In order to track the mth channel entry, h¯(m), over time,
the scaling factor, δn, needs to be carefully designed, such
that h¯(m) lies close to the transformed source constellation
points. We can define the mean channel variation due to the
temporal correlation for the mth antenna as the mean Euclidean
distance between the current and the previous normalized
channel values, that is
dmean = E
[∣∣∣h¯(m)[t− 1]− h¯(m)[t]∣∣∣] , (22)
= E
[∣∣∣∣h(m)[t− 1]‖h[t− 1]‖ − h
(m)[t]
‖h[t]‖
∣∣∣∣
]
, (23)
where h(m)[t − 1] and h(m)[t] denote the mth entry of the
channel vectors h[t−1] and h[t], respectively. Due to channel
hardening caused by the large dimensions of h[t] and h[t−1],
‖h[t]‖2
M and
‖h[t−1]‖2
M approach 1, and thus
h(m)[t]
‖h[t]‖ =
h(m)[t]/
√
M√‖h[t]‖2/M ≈ h
(m)[t]√
M
. (24)
This allows us to approximate (23) as
dmean ≈ 1√
M
E
[∣∣∣h(m)[t− 1]− h(m)[t]∣∣∣]
=
1√
M
E
[∣∣∣h(m)[t− 1]− (ǫh(m)[t− 1] +√1− ǫ2g(m)[t])∣∣∣]
=
1√
M
E
[∣∣∣h(m)[t− 1] (1− ǫ)−√1− ǫ2g(m)[t]∣∣∣] , (25)
where g(m)[t] denotes the mth entry of the vector g[t], (the
same vector as gk[t] in (20)). Denoting ℜ{h(m)[t − 1]} and
ℑ{h(m)[t − 1]}, ℜ{g(m)[t]} and ℑ{g(m)[t]} as the real and
imaginary parts of h(m)[t − 1] and g(m)[t], respectively, we
have
dmean ≈ 1√
M
E
[√
X2 + Y 2
]
, (26)
where
X = (1− ǫ)ℜ{h(m)[t− 1]} −
√
1− ǫ2ℜ{g(m)[t]},
and
Y = (1− ǫ)ℑ{h(m)[t− 1]} −
√
1− ǫ2ℑ{g(m)[t]}. (27)
Since ℜ{h(m)[t − 1]}, ℜ{g(m)[t]}, ℑ{h(m)[t − 1]} and
ℑ{g(m)[t]} are independent and distributed according to the
normal distribution N (0, 1/2), the random variables X and Y
are N (0, 1− ǫ). Therefore, we can define Z = √X2 + Y 2 to
be Rayleigh distributed with scale parameter σ =
√
1− ǫ, and
the mean value
√
1− ǫ√π/2 [41]. We can thus rewrite (26)
as
dmean ≈
√
π(1 − ǫ)
2M
. (28)
The mean channel variation includes the effects of both
temporal correlation and the number of transmit antennas at
the base station. It is noted that channel entries change slowly
over time as M increases. In order to track the slow varying
channels and to have the source constellation points closer to
each other for fine quantization, we use (28) as the scaling
value, δn, for the source constellation, after the first feedback
interval, such that
δn =
√
π(1− ǫ)
2M
, t > 0. (29)
The initial scaling factor for the source constellation, δ0 =
1/
√
M , is used only for the first feedback interval. Following
the first feedback interval, the value used to scale the source
constellation for the remaining feedback intervals is δn. Both
BS and user compute the scaling value in (29) using the tem-
poral correlation coefficient and the number of BS antennas.
We assume that perfect knowledge of ǫ is available at the BS
and the user. The scaling parameter in (29) needs not to be
computed after each feedback interval as long as the temporal
correlation statistic of the channel remains the same.
The proposed differential TCQ method for the temporally
correlated MISO channel does not increase the feedback
overhead and performance improvements are achieved via the
systematic translation and scaling of the source constellation.
It is important to note that the NTCQ differential scheme [17]
depends on two crucial operations: a) finding the null space of
the temporally correlated channel vector before quantization
and b) selecting the appropriate weights after quantization.
In contrast, the proposed TCQ scheme relies solely on the
transformation of the source constellation and does not require
finding optimal weights, thus reducing the complexity. The
feedback overhead is also reduced in the proposed scheme,
as it does not have to feedback additional bits (for optimal
weights) to the BS.
VI. PROPOSED TCQ FOR SPATIALLY CORRELATED
CHANNELS
In this section, we present a TCQ scheme to quantize
spatially correlated channels. In conventional MIMO systems,
the codebook design for a spatially correlated channel is fixed
where codebook entries are directed towards dominant eigen-
vectors of the transmit correlation matrix [23]. For massive
MISO systems, codebook based limited feedback techniques
are not practically feasible. Therefore an alternate method is
needed to quantize a spatially correlated channel. For this
purpose, an adaptive TCQ based limited feedback method is
developed in [17] that decorrelates the channel at the user
before quantization. The drawback of this method is that it
requires the knowledge of spatial correlation matrix at the
transmitter. In this paper, the spatially correlated massive
MISO channel is modeled by
h = hiidR
1/2, (30)
where hiid is a 1×M vector with entries distributed according
to CN (0, 1). R is the transmit spatial correlation matrix.
In this paper, we assume that entries of R, rij , follow an
exponential correlation model [16], [42]
rij = z
dij
t , (31)
8Fig. 7: Distribution of channel entries of the normalized
channel for M = 100 and different values of zt.
where dij is the distance between the antenna i and j. zt is a
spatial correlation coefficient with 0 ≤ zt ≤ 1, where 0 repre-
sents no spatial correlation and 1 represents a fully correlated
channel. We consider ULA and URA antenna topologies at the
BS. The physical dimension of the one-dimensional ULA is
much larger than that of URA, therefore the latter is practically
more suitable for massive MISO deployments. We constrain
the dimensions of the URA, such that for a given value of M ,
the dimensions of the URA are
√
M ×√M .
In order to design a TCQ scheme for spatially correlated
massive MISO channels, we first analyze the impact of zt on
the distribution of channel entries. For this purpose, we plot the
channel entries of the normalized spatially correlated channel
with M = 100, over a large number of channel realizations
in Fig. 7, for various values of zt. It is important to note that
Fig. 7 applies to both ULA and URA topologies. If h¯(i) is the
ith element of h/‖h‖ and h(i) is the ith element of h, then
in the i.i.d. case (zt = 0), |h¯(i)|2 = |h(i)|2/
∑M
j=1 |h(j)|2 and
since each |h(j)|2 is a standard exponential, |h¯(i)|2 has a Beta
distribution. Hence, the amplitude of h¯(i) is the square root of
the a Beta variable with range, 0 < |h¯(i)| < 1. Since the phase
of h(i) is uniform on [0, 2π], it follows that the normalized
channel entries are isotropic, as shown by the circular pattern
in Fig. 7. At the opposite extreme, when zt = 1, we have
perfectly or fully correlated entries. Denoting the ith element of
the fully correlated channel by h¯(i)f , where h¯
(i)
f = h¯f ∀i, then
|h¯(i)f |2 = |h(i)f |2/
∑M
j=1 |h(j)f |2 = 1/M . Hence, for zt = 1,
the channel entries lie on a circle of radius 1/
√
M , as shown
in Fig. 7. Clearly as zt varies from 0 to 1, the channel entry
distribution changes from a circular spread with random radius
to a fixed circle of radius 1/
√
M .
From Fig. 7, we also make the following observation.
As, the value of zt increases, the distribution of entries of
the normalized spatially correlated channel shows less spread
compared to i.i.d. Rayleigh channels (zt = 0). However, this
trend is mainly visible for high values of zt, such that zt → 1.
Even with zt = 0.9, the spread of the normalized channel
entries is similar to the zt = 0 case.
Motivated by these observations, we propose a TCQ scheme
for highly spatially correlated MISO channels, where we select
     Source
Constellation
TCQ Enc!"#$%
Fig. 8: The block diagram of channel quantization at the
user for spatially correlated channels.
the scaling parameter, δˆn, for the source constellation that
gives the minimum mean squared error (MMSE) between the
entries of the fully correlated normalized channel (zt = 1) and
the scaled source constellation, given by
δˆn = arg min
0≤i≤L
δˆn≥0
E
[
|h¯f − δˆnxi|2
]
, (32)
where xi corresponds to the ith point in the source constella-
tion. The solution that minimizes the MMSE in (32) is equal
to the standard deviation of the channel entries, h¯f , given by
1/
√
M . Therefore, for the proposed method, we set the scaling
parameter for the source constellation as
δˆn =
1√
M
. (33)
The proposed method uses the TCQ method discussed in
Section IV to quantize the channel, h, in (30), where the source
constellation (either QPSK or 8PSK) used is scaled by δˆn and
is fixed across all the stages in the trellis. The block diagram
of the proposed TCQ technique at the user/receiver is shown in
Fig. 8. Note that as discussed in Section IV and V, the channel
vector h is normalized before TCQ encoding. The channel
reconstruction at the transmitter follows the same procedure
discussed in Section IV.
Unlike [17], the proposed method does not decorrelate the
channel at the user in order to quantize hiid, instead it directly
quantizes the channel h. Therefore, the proposed method,
unlike [17], does not require the knowledge of the correlation
matrix at the transmitter to reconstruct the correlated channel,
hence reducing the feedback overhead of additional informa-
tion to the transmitter. The performance of the proposed TCQ
scheme for spatially correlated channels is demonstrated in
Section VIII with both ULA and URA topologies.
VII. BEAMFORMING GAIN
The performance of the TCQ based limited feedback tech-
niques proposed for temporally and spatially correlated chan-
nels presented in Section V and Section VI, respectively, can
also be evaluated in terms of the average beamforming gain.
The beamforming gain of the MISO system at time t, for any
single user, is defined as [17]
BF =
∣∣∣h[t]h˜H [t]∣∣∣2 , (34)
where the beamforming vector is denoted by h˜, which is the
quantized version of the CDI, such that ‖h˜‖ = 1. The average
beamforming gain can be expressed as
E [BF] = E
[∣∣∣h[t]h˜H [t]∣∣∣2] = ME [∣∣∣h¯[t]h˜H [t]∣∣∣2] . (35)
9The average beamforming gain in (35) is evaluated numeri-
cally and used as a performance metric in Section VIII.
VIII. NUMERICAL RESULTS
In this section, we present simulation results for the pro-
posed differential TCQ scheme and the proposed spatially cor-
related TCQ scheme in massive MISO systems. We compare
the performance of the proposed schemes with the differential
NTCQ and the adaptive NTCQ techniques in [17]. In order
to evaluate the performance of the proposed schemes, we
consider three types of channels: the temporally correlated
channel (20), the spatially correlated channel (30) and the
standardized WINNER II channel. In the case of a MU
MISO system we assume a constant ratio q = M/K = 10,
unless stated otherwise. The temporal correlation coefficient,
ǫ, follows Jake’s model, such that ǫ = J0(2πfdT ), where J0
is the zeroth order Bessel function of the first kind, fd is a
Doppler frequency and T is the channel feedback interval.
In this paper, the feedback interval is set to T = 5 ms
which is typically used to evaluate the performance of limited
feedback systems. Generally, the feedback interval is set less
than the coherence time of the channel, so that the BS gets
adequate time to compute beamforming vectors for the users.
The carrier frequency is 2.5 GHz. Although, in practical
settings, the feedback links are lossy with delays, in order to
focus the study on the performance of the CDI quantization
process, we assume that the feedback link is lossless with zero
delay in the simulations. For a fair comparison between the
proposed schemes and the NTCQ schemes [17], the source
constellations used are QPSK and 8PSK with N = 4 and
N = 8, respectively. A single block of the trellis decoder is
considered at the receiver.
In the figures, we refer to the differential NTCQ method
of [17] for temporally correlated channels as “Diff. NTCQ”.
The proposed differential TCQ method is referred to as “Prop.
Diff. TCQ”. Similarly, for spatially correlated channels, we
refer to the proposed TCQ scheme as “Prop. spatial corr.” and
the adaptive NTCQ scheme in [17] is referred as “Adaptive
spatial corr.”.
A. Temporally correlated channels
For temporally correlated channels, we use the channel
model in (20) and present the performance of the proposed
differential TCQ scheme in MU massive MISO systems.
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with M = 100 and M = 200 for ǫ = 0.9881(v = 3 km/h).
1) Beamforming gain: We use the average beamforming
gain metric [17] defined in (35) to evaluate the performance
of a MISO system. Fig. 9 shows average beamforming gain
results against 100 feedback blocks (size of each block is
5 ms) for the user velocity v = 3 km/h (ǫ = 0.9881) with
M = 100 and M = 200. The proposed differential scheme
provides approximately 1 dB gain compared to [17] for both
M = 100 and M = 200 with a QPSK constellation. The
average beamforming gain with the 8PSK constellation is
higher than the QPSK constellation because the former uses
2 bits to quantize each antenna channel, resulting in smaller
quantization errors.
It is important to note that the proposed scheme requires M
and 2M feedback bits with QPSK and 8PSK constellations,
respectively, whereas an additional 4 bits are required in the
differential NTCQ method [17] to equip the BS with optimal
weights, increasing the total number of feedback bits to M+4
and 2M + 4 for QPSK and 8PSK, respectively. Thus, in
addition to the improved beamforming gain, the proposed
method also reduces the feedback overhead.
2) MU spectral efficiency and SINR performance: For MU
MISO systems, we use ZF precoding and MF precoding to
compute average SINR and spectral efficiency results. Figs.
10(a) and 10(b) show the average spectral efficiency versus
feedback interval for a MU massive MISO system at ρ = 10
dB, with M = 100 and v = 3 km/h (ǫ = 0.9881) with QPSK
and 8PSK constellations, respectively. ZF precoding outper-
forms MF precoding in the temporally correlated channels. We
also note that the spectral efficiency performance of the pro-
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Fig. 10: Average spectral efficiency versus time with
M = 100 and ǫ = 0.9881 (v = 3 km/h).
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Fig. 11: Average spectral efficiency versus time with
M = 100 and ǫ = 0.9672 (v = 5 km/h).
posed scheme exceeds that of the differential NTCQ method.
Although, the NTCQ scheme takes less feedback intervals to
reach the maximum beamforming gain, the proposed scheme
starts to yield better performance as the number of feedback
intervals increases. In Fig. 10(a), the proposed differential
TCQ scheme provides nearly 13 bps/Hz and 2 bps/Hz average
spectral efficiency gains compared to the differential NTCQ
method with QPSK constellation, for ZF and MF precoding
schemes, respectively.
A similar trend is seen in Fig. 10(b) with 8PSK constellation
for ZF precoding, but for MF precoding, the performance gap
between the proposed differential TCQ scheme and the NTCQ
scheme decreases. As the velocity increases to v = 5 km/h, the
variations in the channel also increase which leads to a higher
spectral efficiency loss with ZF precoding, as seen in Fig. 11(a)
and Fig. 11(b). However, the spectral efficiency results with
MF precoding remain stable as velocity increases. A similar
trend is seen in Fig. 12(a) and Fig. 12(b), for v = 7 km/h.
The proposed differential TCQ scheme exhibits higher spectral
efficiency loss at high velocities compared to the differential
NTCQ scheme with ZF precoding, but still performs better
than the differential NTCQ scheme. Table I shows the average
spectral efficiency of the proposed differential TCQ and the
differential NTCQ scheme for various speed values with ZF
precoding and QPSK constellation. The proposed differential
TCQ yields better average spectral efficiency for slow speeds
compared to the differential NTCQ scheme. However, at v =
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Fig. 12: Average spectral efficiency versus time with
M = 100 and ǫ = 0.9363 (v = 7 km/h).
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13 km/h, both schemes have the same performance.
Figure 13 shows the average spectral efficiency against
different values of q for the proposed differential TCQ and
differential NTCQ schemes using a QPSK constellation with
TABLE I: Average spectral efficiency of the proposed
differential TCQ scheme and the differential NTCQ scheme.
v = 3 km/h v = 7 km/h v = 13 km/h
ǫ = 0.9881 ǫ = 0.9363 ǫ = 0.7895
Prop. Diff. TCQ 60 bps/Hz 52 bps/Hz 39 bps/Hz
Diff. NTCQ 50 bps/Hz 47 bps/Hz 39 bps/Hz
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constellation, M = 100 and ǫ = 0.9881 (v = 3 km/h).
M = 100, v = 3 km/h and ρ = 10 dB. The proposed scheme
achieves better spectral efficiency than the differential NTCQ
scheme, as the former yields less quantization error. It is seen
that as more users are added in the system, the performance
gain with the proposed scheme increases compared to the
differential NTCQ scheme.
The per user SINR cumulative distribution function (CDF)
is shown in Fig. 14 at ρ = 10 dB with a QPSK constellation.
For ZF precoding, the SINR CDF of the proposed differen-
tial TCQ scheme has a long-tail. This is because the basic
TCQ method (discussed in Section IV) is used for the first
feedback yielding low SINR performance, but with time the
SINR performance improves using the proposed differential
TCQ method. The SINR CDFs confirm the spectral efficiency
results i.e., the mean SINR of the proposed differential TCQ
scheme is greater than the differential NTCQ method for both
ZF and MF precoding schemes. For example by looking at the
median values of SINR CDFs with ZF precoding in Fig 14,
the difference between median SINR values for the proposed
scheme, SINRprop, and the NTCQ scheme, SINRNTCQ, is 4 [dB]
or on a linear scale, SINRprop = 2.5×SINRNTCQ, which gives a
spectral efficiency gain relative to differential NTCQ scheme
as K log2(1 + SINRprop) − K log2(1 + SINRprop2.5 ). In Fig 14,
for ZF precoding, the median value of SINRprop is 18.5 dB
and SINRNTCQ is 14.5 dB, therefore, the gain in the spectral
efficiency relative to the differential NTCQ scheme is 12.37
bps/Hz, which is also evident in Fig. 10(a).
B. Spatially correlated channels
For spatially correlated channels, we use the channel model
in (30) and present the performance of the proposed spatially
correlated TCQ scheme (discussed in Section VI) for MU
massive MISO systems. We consider both ULA and URA
antenna settings, as discussed in Section VI.
1) Beamforming gain: In Fig. 15, we compare the pro-
posed spatially correlated TCQ scheme and the adaptive TCQ
technique [17], in high spatially correlated channels, such
that zt → 1. The comparison is performed in terms of the
average beamforming gain for QPSK and 8PSK constellations
with ULA and URA. It is seen in Fig. 15 that the proposed
spatially correlated TCQ scheme performs slightly better than
the adaptive TCQ with both QPSK and 8PSK constellations.
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It is important to mention that the proposed scheme does
not require any knowledge (perfect or partial) of the transmit
correlation matrix, R, at the transmitter. On the other hand, it
is assumed in [17] that perfect knowledge of R is available at
the transmitter. Unlike [17], the proposed spatially correlated
TCQ scheme quantizes the channel without decorrelating the
spatially correlated channel. It is also noted that the ULA
provides higher beamforming gain compared to the URA.
This is due to the fact that the URA induces higher spatial
correlation in the channel than the ULA, thus resulting in
reduced beamforming gain. We plot average beamforming gain
in Fig. 16 for different values of M with fixed zt = 0.99.
At higher values of M , the gain of the proposed spatially
correlated TCQ scheme is approximately 0.5 dB and 1 dB
higher than the adaptive TCQ scheme, with QPSK and 8PSK
constellations, respectively.
2) MU spectral efficiency performance: The average spec-
tral efficiency of the MU MISO system is shown in Fig. 17 for
the proposed spatially correlated TCQ scheme with M = 100,
zt = 0.9 using the 8PSK constellation. ZF precoding is used
to compute precoding vectors at the BS. It is noticed that
the spatial correlation reduces the spectral efficiency of the
TCQ based limited feedback system. Also, interference due
to the quantization process is a limiting factor that causes
the spectral efficiency to saturate at high SNR values. Due
to higher numbers of adjacent antennas, the correlation in
the URA is higher compared to the ULA, which results in a
reduced spatial separation between users. Therefore, we note
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Fig. 17: Average spectral efficiency performance against
different SNR values for M = 100, q = 10 and zt = 0.9.
that the ULA provides significant improvement in the spectral
efficiency compared to the URA. The dominance of ULA
compared to other antenna topologies, in terms of the spectral
efficiency, has also been noted in [2], [43]–[45].
C. WINNER II channels
We also evaluate the performance of the proposed differ-
ential TCQ scheme in the standardized WINNER channel
model [46]. The WINNER II channel model is based on IMT-
Advanced (M.2135) channel model recommended by ITU-R.
For the WINNER II channel, we use M = 100 transmit
antennas in a ULA setting with 0.5λ spacing between them,
where λ denotes the wavelength of the carrier frequency. We
consider an urban macro (UMa) scenario with non-line-of-
sight (NLoS) propagation. The carrier frequency is 2.5 GHz
and the velocity of the receiver is v = 1 km/h. For the
parameters discussed above, we generate a WINNER II MISO
channel and plot the average beamforming gain for the massive
MISO system with both QPSK and 8PSK constellations. As
the WINNER II channel model is both temporally and spatially
correlated, we rely on the differential TCQ scheme (discussed
in Section IV) to keep track of the channel entries over
time. Assuming that the velocity and Doppler frequency is
perfectly estimated at the receiver, we compute corresponding
temporal coefficient, ǫ, as defined in FOGM channels, in order
to evaluate the scaling parameter for WINNER II channels.
The result shown in Fig. 18 has a similar trend to that of the
temporally correlated channel generated with the first-order
Gauss-Markov process. This validates the performance of the
proposed differential TCQ scheme in real-world channels.
IX. CONCLUSION
One of the major advantages of the TCQ technique is
that the selection and searching of the appropriate codeword
becomes simpler using the Viterbi algorithm. For MU trans-
mission, we have shown that RVQ codebooks require very
large numbers of codewords in a massive MISO system that
increases the search complexity for the appropriate codeword
enormously. In doing so, we derived the expected SINR ap-
proximation for the MF precoding scheme with RVQ CDI, and
used the expected SINR approximation to compute the number
of bits required to achieve an expected SINR performance with
RVQ codebooks which is z dB below the expected SINR with
perfect CDI.
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Fig. 18: Average beamforming gain versus feedback intervals
with M = 100 for ǫ = 0.9987 (v = 1 km/h).
In this paper, we have proposed efficient TCQ schemes to
quantize temporally correlated channels in a massive MISO
FDD systems. In the proposed differential TCQ scheme, we
transform the source constellation at each stage in a trellis
separately, such that the resulting constellation is centered
around the previously selected constellation point at that par-
ticular stage. Consequently, we have introduced 2D translation
and scaling techniques to transform the source constellation.
We have derived the scaling factor that exploits the temporal
correlation present in the channel and scales the constella-
tion accordingly for the given number of BS antennas and
the temporal correlation coefficient. For spatially correlated
channels, we propose a method where the correlated channel
is quantized using TCQ approach. The advantage of quantizing
the correlated channel directly without using decorrelation at
the receiver is that the transmitter can reconstruct the quan-
tized channel without requiring the knowledge of the spatial
correlation matrix. Finally, we have shown via simulations
that proposed TCQ methods outperform the existing NTCQ
methods for both temporally and spatially correlated channels,
by improving the spectral efficiency and beamforming gain of
the system and reducing the feedback overhead.
The proposed schemes can readily be extended to MIMO
channels. One possible solution is to quantize each received
antenna channel vector using TCQ approach. The extension to
massive MIMO will linearly increase the feedback overhead
by the amount equal to the number of receive antennas. The
TCQ schemes are also applicable to the single stream massive
MIMO transmission, however, some details of the procedure
would need to be adjusted in this scenario. This is left for
future work
APPENDIX
The expectation of the SINR in (3) can be written as
E [SINRk] = E
[
ρ
K
|hkwk|
2
ρ
K
∑K
j 6=k |hkwj |
2 + 1
]
= E
[
A
B
]
. (36)
Using the approach given in [39] to evaluate the expectation
over numerator, A, and denominator, B, where both are
functions of the same random variables, and M → ∞, we
can write (36) as
E [SINRk] ≈
ρ
K
E
[
|hkwk|
2
]
ρ
K
∑K
j 6=k E
[
|hkwj |
2
]
+ 1
. (37)
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For MF precoding with perfect CDI, we have wk = h¯Hk and
the expected SINR approximation for the kth user becomes
E
[
SINRMFk
]
≈
ρ
K
E
[
‖hk‖
2
]
E
[
|h¯kh¯
H
k |
2
]
ρ
K
E [‖hk‖2]
∑K
j 6=k E
[
|h¯kh¯Hj |
2
]
+ 1
, (38)
where we use the fact that amplitude and direction of hk are
independent. In (38), E[‖hk‖2] = M and E[|h¯kh¯Hk |2] = 1.
Also, the quantity E[|h¯kh¯Hj |2] = 1M , as h¯k and h¯j are
independent unit norm vectors. Therefore, we get
E
[
SINRMFk
]
≈
ρq
ρ(K−1)
K
+ 1
. (39)
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