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Alhoewel er literatuur beschikbaar is over organisatorische veranderingen, is er nog weinig tot niets 
bekend over de implementatie van Continuous Delivery in een organisatie. Continuous Delivery is 
relatief nieuw, lijkt vooralsnog lastig te implementeren en daarbij blijken zich diverse problemen 
voor te doen. 
Met de literatuurstudie zijn 40 implementatieproblemen geïdentificeerd, met deels een aantal 
bekende oorzaken en oplossingen. Voor het empirisch onderzoek zijn drie van deze 
implementatieproblemen met betrekking tot het system design in de diepte onderzocht. Dit is 
gedaan door te verkennen waarom deze problemen zich voordoen en of er oplossingen voor bekend 
zijn. 
Uit de resultaten blijkt dat ook binnen het Ministerie van Defensie een aantal van deze 
implementatieproblemen optreden. Daarbij is inzicht gegeven waarom deze problemen zich 
voordoen, is een nieuw probleem geïdentificeerd en zijn er mogelijke oplossingen aangedragen. 
 
Sleutelbegrippen 





Alhoewel er literatuur beschikbaar is over organisatorische veranderingen, is er nog weinig tot niets 
bekend over de implementatie van Continuous Delivery in een organisatie. Er is pas sinds enkele 
jaren informatie bekend over Continuous Delivery en er zijn signalen dat implementaties lastig 
verlopen. Continuous Delivery is daarmee nieuw en lijkt vooralsnog lastig te implementeren. 
De literatuurstudie heeft als doelstelling gehad om na te gaan welke problemen direct de 
implementatie van Continuous Delivery verhinderen. Dit is gedaan door te onderzoeken wat er 
bekend is over de implementatie van Continuous Delivery en welke stakeholders daarbij betrokken 
zijn. Met de literatuurstudie zijn 40 implementatieproblemen geïdentificeerd. Voor een deel van 
deze implementatieproblemen was reeds informatie over mogelijke oorzaken en oplossingen 
beschikbaar, maar deels ook niet. Van deze 40 problemen bleken de drie problemen in het thema 
system design zich vaak voor te doen en waren deze het meest kritiek bevonden. Daarnaast was niet 
duidelijk waarom deze problemen zich voordeden. Vanuit de theorie zijn ook de relevante 
stakeholders bij het proces van Continuous Delivery in kaart gebracht. Deze stakeholders zijn 
gebruikt om participanten voor het empirisch onderzoek te selecteren. 
Voor het empirisch onderzoek zijn de drie implementatieproblemen met betrekking tot het system 
design in de diepte onderzocht. Het onderzoek is gedaan door met een case study binnen het 
Ministerie van Defensie te verkennen waarom deze problemen zich voordoen en of er oplossingen 
voor bekend zijn. Binnen het Ministerie hebben slechts een deel van de ontwikkelstraten ervaring 
met het werken volgens Continuous Delivery. Voor het empirisch onderzoek zijn zeven medewerkers 
van drie ontwikkelstraten bereid gevonden om te participeren. 
De dataverzameling heeft plaatsgevonden middels semigestructureerde interviews. De interviews 
zijn uitgeschreven in een verslag en gecontroleerd door de participanten. Vervolgens is het proces 
van data-analyse gestart, door de uitspraken in de verslagen te coderen en vervolgens te 
categoriseren. De beschrijving van de gevormde categorieën en hun onderlinge relaties zijn de 
resultaten van dit onderzoek. 
Uit de resultaten blijkt dat ook binnen het Ministerie van Defensie een aantal van de geselecteerde 
implementatieproblemen optreden. Daarnaast is inzicht gegeven waarom deze problemen zich 
voordoen, is een nieuw probleem geïdentificeerd en zijn er een aantal mogelijke oplossingen 
aangedragen. 
De resultaten zijn praktisch relevant voor de onderzoeksorganisatie, omdat zij een beeld van de 
actueel spelende implementatieproblemen geven en het inzicht waarom ze optreden. Daarnaast zijn 
de resultaten wetenschappelijke relevant, omdat enerzijds het verkregen inzicht mogelijk maakt om 
oplossingen te zoeken voor de implementatieproblemen en anderzijds de participanten zelf 









Although literature on organizational change exists, not much research has been performed aimed 
at implementations of Continuous Delivery in organizations. Some signs indicate that organizations 
have difficulties regarding implementing Continuous Delivery in practice. In this respect, this thesis 
investigates Continuous Delivery in one case organization, and from a scientific view contributes to 
fill the larger research gap on this particular topic. 
The goal of the literature study was to identify key problems hindering the implementation of 
Continuous Delivery. This was done by investigating what is known about implementing Continuous 
Delivery and identifying the relevant stakeholders. The literature study resulted in identifying 40 
problems with implementing Continuous Delivery. Three of these problems in the theme system 
design were reported often, were identified as critical and have the least reported solutions. These 
three key problems were therefore selected as scope of the empirical research of this thesis. The 
relevant stakeholders of the Continuous Delivery process were derived from relevant literature. 
These stakeholders were used to select relevant participants for the empirical research. 
The empirical research was setup as case study within the Dutch Ministry of Defense and focused on 
investigating why the selected key problems arise and on identification of any solutions. Seven 
employees from three different development groups within the case organization participated in the 
research. The data collection was done using semi structured interviews. Each interview was 
transcribed fully and all participants verified these transcripts. The next step involved analyzing 
obtained data by coding the statements in the transcripts and categorizing these codes. This resulted 
in a description of each category and a mapping of relations between the different categories. 
Results from the research show that the three selected key problems also occur at some of the 
development groups within the Dutch Ministry of Defense. The results help understand why these 
problems occur, identified an additional problem and identify possible solutions. The results are 
relevant for the research organization, because they show which of these problems occur within the 
organization and improve insight on solutions. The results are scientific relevant because the insight 
on these key problems contribute to existing literature on organizational change and possibly 
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1. Introductie  
Dit onderzoek is uitgevoerd als afstudeeropdracht voor de opleiding Business Process Management 
& IT aan de Open Universiteit. De opdracht omvat een wetenschappelijk en empirisch uitgevoerd 
onderzoek. Dit document beschrijft het empirisch onderzoek en bevat daarnaast een samenvatting 
van het eerder uitgevoerde literatuuronderzoek. 
1.1. Probleemstelling 
Het vakgebied van softwareontwikkeling blijft in ontwikkeling; recent is Continuous Delivery (CD) 
binnen het Agile werkgebied naar voren gekomen, waarbij het boek van Humble & Farley (2010) 
over CD alom bekend en veelvoudig geciteerd is. CD focust zich op het software built, deploy, test en 
release proces, zodat betrouwbaar, snel en met weinig risico software opleveringen op een 
efficiënte manier in de handen van de gebruikers komen. In sommige organisaties kost het weken of 
zelfs maanden om softwarewijzigingen naar productie te brengen. CD moet het mogelijk maken om 
deze tijdspanne, ook wel bekend als de cycle-time, terug te brengen naar enkele uren of bij kritieke 
wijzingen zelfs naar slechts enkele minuten. 
Het streven naar een snellere cycle-time is niet nieuw; sinds midden jaren 90 is er al een 
verschuiving in de softwareontwikkeling community gaande. Oorspronkelijk werd met een plan 
gedreven aanpak gewerkt, zoals bijvoorbeeld met Personal Software Process (PSP), Team Software 
Process (TSP) en Rational Unified Process (RUP). Vervolgens ontstonden gelijktijdig verschillende 
nieuwe software ontwikkelmethodieken met een lightweight opzet, waarbij lightweight stond voor 
de minimale overhead van het ontwikkelproces, om de beschikbare tijd maximaal te steken in nuttig 
werk (Williams & Cockburn, 2003). In 2001 is de naam Agile bedacht voor deze lightweight 
methodieken (AgileManifesto, 2001). Agile methodieken, waaronder eXtreme programming (XP), 
Scrum, Lean Software Development, Feature-Driven Development (FDD) en de Crystal Methodieken, 
zijn ontstaan, omdat de bestaande plan gedreven methodieken te zwaar van opzet bleken. Deze 
nieuwe methodieken richten zich allen op samenwerking tussen mensen in plaats van strikte 
processen, het minimaliseren van (op dat moment) onnodig werk, betrekken van de klant en 
belanghebbenden en het accepteren en omarmen van onzekerheid tijdens het ontwikkel proces, om 
daarmee efficiënter software te kunnen ontwikkelen en opleveren (Dingsoyr, Nerur, Balijepally, & 
Moe, 2012). 
Alhoewel er literatuur beschikbaar is over organisatorische veranderingen, is er nog weinig tot niets 
bekend over de implementatie van CD in een organisatie (Chen, 2014; Wezelman, 2015). Er is pas 
sinds enkele jaren informatie bekend over CD (Humble & Farley, 2010) en er zijn signalen dat 
implementaties lastig verlopen (Chen, 2014; Neely & Stolt, 2013). CD is daarmee nieuw en lijkt 
vooralsnog lastig te implementeren. Daarbij is het voor organisaties vooraf niet duidelijk welke 
uitdagingen zich tijdens de implementatie van CD voor kunnen doen en hoe zij daarop kunnen 
acteren. Ook bij mijn eigen werkgever ontstaan problemen tijdens de implementatie van CD en 





In tabel 1 zijn de doelstellingen van het literatuur- en empirisch onderzoek opgenomen. 
Onderdeel onderzoek Doelstelling 
Literatuuronderzoek Het nagaan van problemen die direct de implementatie van Continuous 
Delivery verhinderen. 
Empirisch onderzoek Het beter begrijpen van de kritieke onderzoeks-items uit het thema 
system design (onderzoeks-item 1 t/m 3), door te onderzoeken waarom 
deze problemen zich in de praktijk soms wel en soms niet voordoen. 
Tabel 1:  Doestellingen bij het literatuuronderzoek en empirisch onderzoek. 
1.3. Onderzoeksmodel en methodiek 
Volgens de methodiek van Verschuren & Doorewaard (2005) is een onderzoeksmodel gemaakt. Dit 
model is weergegeven in figuur 1. 
 
Figuur 1:  Onderzoeksmodel volgens de methodiek van Verschuren & Doorewaard (2005). 
In het model is een fasering opgenomen, waarbij de volgende toelichting hoort: 
A. In deze fase zal de theorie van Continuous Delivery, do’s en don’ts en root cause analysis 
onderzocht worden, waarbij de focus ligt op problemen tijdens de implementatie van 
Continuous Delivery. Dit zal resulteren in een lijst met problemen, oorzaken en oplossingen 
tijdens de implementatie van Continuous Delivery. 
B. De lijst met problemen, oorzaken en oplossingen uit de theorie zal omgezet worden in een 
lijst met do’s en don’ts tijdens de implementatie van Continuous Delivery. 
C. Een aantal specifieke problemen (onderzoeks-items 1 t/m 3) zijn gekozen om in diepte te 
onderzoeken. 
D. Onderzoeks-items 1 t/m 3 worden met de stakeholders binnen de onderzoeksorganisatie 
onderzocht. De theorie van Continuous Delivery uit fase A bepaalt welke stakeholder daarbij 
betrokken worden. 
E. De resultaten worden geanalyseerd en vergeleken. 
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F. De uitkomst betreft problemen, oorzaken en oplossingen voor onderzoeks-items 1 t/m 3, 
waarvoor in de praktijk inzicht in is verkregen. 
1.4. Onderzoeksvragen 










Om antwoorden op deze vragen te kunnen geven is eerst bepaalde kennis nodig en zijn er daarom 
per vraag deelvragen opgesteld. Tabel 2 geeft een overzicht van de verschillende vragen en 
bijbehorende deelvragen (DV’en). 
Onderzoeksfase Vragen Deelvragen (DV'en) 
Literatuuronderzoek Vraag 1 (literatuuronderzoek): 
Wat is er bekend over de do’s en 
don’ts bij de implementatie van 
Continuous Delivery, de 
stakeholders en de type 
organisaties? 
DV1: Wat is Continuous Delivery en 
wat is er bekend over de 
implementatie van Continuous 
Delivery en de organisaties die ermee 
werken? 
DV2: Welke do’s en don’ts zijn er 
bekend bij de implementatie van 
Continuous Delivery? 
DV3: Welke stakeholders zijn volgens 
de theorie betrokken bij Continuous 
Delivery? 
Empirisch onderzoek Vraag 1 (empirisch onderzoek): 
Doen of hebben de problemen 
van onderzoeks-item 1 t/m 3 
zich in de onderzoeksorganisatie 
voorgedaan? 
DV1: Welke bijwerkingen doen of 
hebben zich rond onderzoeks-items 1 
t/m 3 bij de geselecteerde analyse 
eenheid voorgedaan? 
DV2: Aan welke kenmerken voldoet 
de geselecteerde analyse eenheid? 
Vraag 2 (empirisch onderzoek): 
Waarom doen of deden de 
problemen van onderzoeks-item 
1 t/m 3 zich wel of niet voor in 
DV1: Waarom doen of deden de 
bijwerkingen rond onderzoeks-items 1 
t/m 3 zich voor bij de geselecteerde 
analyse eenheid? 
Vraag 1 (literatuuronderzoek):  Wat is er bekend over de do’s en don’ts bij de implementatie van 
Continuous Delivery, de stakeholders en de type organisaties. 
 
Vraag 1 (empirisch onderzoek):  Doen of hebben de problemen van onderzoeks-item 1 t/m 3 zich 
in de onderzoeksorganisatie voorgedaan? 
Vraag 2 (empirisch onderzoek):  Waarom doen of deden de problemen van onderzoeks-item 1 
t/m 3 zich wel of niet voor in de onderzoeksorganisatie en zijn 
daar oplossingen voor bekend? 
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de onderzoeksorganisatie en zijn 
daar oplossingen voor bekend? 
DV2: Zijn er bij de analyse eenheid 
oplossingen bekend voor de 
geconstateerde bijwerkingen van 
onderzoeks-items 1 t/m 3? 
Tabel 2:  Overzicht met vragen en bijbehorende deelvragen. 
1.5. Relevantie  
Theoretische relevantie 
Er is nog weinig bekend over specifiek de implementatie van Continuous Delivery in een organisatie, 
echter benoemen diverse artikelen dat er belemmeringen zichtbaar zijn, bijvoorbeeld op 
organisatorisch en procesmatig vlak. Met het literatuuronderzoek zijn de reeds bekende problemen 
tijdens de implementatie van Continuous Delivery in kaart gebracht. Dit onderzoek richt zich op drie 
van deze problemen tijdens de implementatie van Continuous Integration en Continuous Delivery, 
welke benoemd zijn als de drie onderzoeks-items. Het beter begrijpen van deze onderzoeks-items 
moet een bijdragen leveren aan het verduidelijken onder welke condities deze zich in de praktijk wel 
en niet voordoen. Hiermee levert dit onderzoek een bijdrage aan de theorie rond problemen tijdens 
de implementatie van Continuous Integration en Continuous Delivery. 
Praktische relevantie 
Diverse organisaties zijn bezig met, of overdenken de implementatie van Continuous Delivery. Het 
verkregen inzicht moet een bijdrage leveren in het verklaren waarom sommige implementaties 
moeizaam verlopen en anderen niet. Organisaties kunnen deze informatie gebruiken om de 
implementatie van Continuous Delivery een grotere kans van slagen te bieden. Daarnaast geeft dit 
de onderzoeksorganisatie en beeld van mogelijke problemen tijdens de implementatie. 
1.6. Organisatie voor praktijkonderzoek 
Het onderzoek zal bij het Ministerie van Defensie worden uitgevoerd. Het Joint IV Commando (JIVC) 
en Operations (OPS) maken deel uit van het organisatieonderdeel Defensie Materieel Organisatie en 
vormen samen de IT-leverancier van het Ministerie van Defensie en haar ketenpartners.  
Het JIVC en OPS hebben een divers aantal ontwikkelstraten, waarin teams software maken, 
onderhouden en beschikbaar stellen voor gebruikers. Per ontwikkelstraat zijn diverse medewerkers 
met verschillende functies en rollen betrokken bij het proces van softwareontwikkeling. 
1.7. Leeswijzer 
In hoofdstuk twee is een samenvatting van de eerder uitgevoerde literatuurstudie opgenomen. 
 
Hoofdstuk drie beschrijft het doel van het empirisch onderzoek. Vervolgens is in hoofdstuk vier de 
onderzoeksmethode toegelicht. 
 
In hoofdstuk vijf is de uitvoering van het empirisch onderzoek toegelicht, waarna in hoofdstuk zes de 
resultaten zijn opgenomen. Hoofdstuk zeven beschrijft de discussie. Vervolgens zijn de conclusies en 
aanbevelingen in hoofdstuk acht opgenomen. 
 





In dit hoofdstuk is een samenvatting van de eerder uitgevoerde literatuurstudie opgenomen. De 
volledige literatuurstudie is terug te vinden in “Bijlage Z: Literatuurstudierapport”. 
2.1. Onderzoeksaanpak 
Om het doel van het literatuuronderzoek concreet te benoemen is de methode van splitsen van het 
onderzoeksmodel gebruikt (Verschuren & Doorewaard, 2005). Het doel van dit literatuuronderzoek 










Als aanpak is een lijst met zoektermen opgesteld om vervolgens met behulp van zoekmachines 
geschikte literatuur te vinden. Wanneer er te veel zoekresultaten waren om handmatig te scannen, 
dan zijn vervolgens zoekkaders gebruikt om gerichter te zoeken. De gevonden literatuur is 
vervolgens gecontroleerd op inhoudelijke geschiktheid. Additioneel is het sneeuwbalprincipe 
(Verschuren & Doorewaard, 2005) gebruikt om met doorverwijzingen naar ander onderzoek, 
mogelijk relevante informatie te verkrijgen. 
Van initieel gevonden literatuur is in eerste instantie alleen de titel gebruikt om te beoordelen of het 
relevant voor dit onderzoek was. Vervolgens zijn de samenvatting en conclusies van de artikelen 
doorgenomen. Als daaruit relatie met de deelvraag bleek, dan is het volledige artikel gelezen. 
2.2. Uitvoering 
Voor de gestelde deelvragen is gezocht naar de benodigde literatuur. In tabel 3 en tabel 4 is 
weergegeven met welke zoekterm en zoekkaders tot welk aantal zoekresultaten is gekomen. Voor 
het beantwoorden van deelvraag 3 is gebruik gemaakt van de eerder gevonden literatuur voor 
deelvraag 1. Er is geen extra zoekopdracht uitgevoerd. 
Stap Zoekterm Zoekkader Resultaten 
1 (TitleCombined:("Continuous 
Delivery")) 
  253 
2 (TitleCombined:("Continuous 
Delivery")) 
Sinds 1-1-2006 235 
3 (TitleCombined:("Continuous 
Delivery")) 
Sinds 1-1-2006, Scholarly & Peer-
Review 
44 
Tabel 3:  Gebruikte zoektermen en zoekkaders voor deelvraag 1. 
Stap Zoekterm Zoekkader Resultaten 
1 (TitleCombined:(continuous delivery)) 
AND ((do's and don'ts) OR 
(TitleCombined:(continuous 
integration))) AND (do's and don'ts) 
  0 
Vraag 1 (literatuuronderzoek):  Wat is er bekend over de do’s en don’ts bij de implementatie van 
Continuous Delivery, de stakeholders en de type organisaties. 
Deelvraag 1: Wat is Continuous Delivery en wat is er bekend over de implementatie van 
Continuous Delivery en de organisaties die ermee werken? 
Deelvraag 2: Welke do’s en don’ts zijn er bekend bij de implementatie van Continuous Delivery? 






2 (continuous delivery) AND (do's and 
don'ts) 
  163 
3 (continuous delivery) AND (do's and 
don'ts) 
Sinds 1-1-2006 91 
4 (continuous delivery) AND (do's and 
don'ts) 
Sinds 1-1-2006, en alleen het 
vakgebied "Computer science". 
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Tabel 4:  Gebruikte zoektermen en zoekkaders voor deelvraag 2. 
Van de zoekresultaten is per bron, conform het selectieproces, bekeken of ze relevant waren. Indien 
dit het geval was, dan is vervolgens een samenvatting gemaakt. 
Aanvullend is via het sneeuwbalprincipe de volgende relevante literatuur gevonden: 
• Continuous Delivery: Reliable Software Releases Through Build, Test, and Deployment 
Automation (Humble & Farley, 2010). 
• Continuous Integration (Fowler, 2006). 
• Continuous deployment of software intensive products and services: A systematic mapping 
study (Rodríguez et al., 2016). 
Het boek van Humble & Farley (2010) betreft geen wetenschappelijke literatuur, maar is wel als 
referentie in bijna alle wetenschappelijke artikelen opgenomen. Op Google Scholar is het tevens het 
meest geciteerd met betrekking tot Continuous Delivery (453 keer per januari 2017). Na overleg met 
de afstudeerbegeleider is daarom gekozen dit boek ook te gebruiken als bron. 
2.3. Resultaten en conclusies 
Tijdens uitvoering van de literatuurstudie is bevonden dat Continuous Integration, Continuous 
Delivery en Continuous Deployment inhoudelijk deels elkaar overlappen en daardoor soms met 
elkaar verward worden. Daarnaast is er nog relatief weinig literatuur specifiek over Continuous 
Delivery te vinden. Bij het zoeken naar literatuur over Continuous Delivery bleek Continuous 
Integration daarom van groot belang; enerzijds omdat Continuous Integration als geheel weer deel 
uitmaakt van Continuous Delivery en anderzijds omdat het reeds langer bestaat, waardoor er (meer) 
informatie van te vinden is. 
Na het analyseren van de literatuur is duidelijk geworden dat organisaties tijdens de implementatie 
van Continuous Integration en Continuous Delivery vaak op problemen stuiten. Dit biedt 
ondersteuning aan de doelstelling van dit onderzoek. Er zijn do´s en don´ts in de literatuur 
aangetroffen, echter is het daarbij niet duidelijkheid hoe men daartoe is gekomen. Laukkanen, 
Itkonena, & Lassenius (2016) bieden wel empirisch bewijs, echter in de vorm van problemen, 
oorzaken en oplossingen, welke via Root Cause Analysis aan elkaar gelinkt zijn. Met name de root 
causes zonder bekende oplossing zijn vanwege hun belang interessant om in de praktijk verder te 
bestuderen. Dit is als input gebruikt om do’s en don’ts tijdens de implementatie van Continuous 
Delivery op te stellen. In de literatuurstudie is een beslistabel opgezet, waarmee de problemen, 
oorzaken en oplossingen van Laukkanen et al. (2016) zijn omgezet naar do´s en don´ts. In de huidige 
vorm kunnen deze do’s en don’ts mogelijk al een meerwaarde voor organisaties bieden, echter 
zouden deze nog in de praktijk getoetst en waar mogelijk gecomplementeerd kunnen worden. 
In bestaande literatuur zijn diverse stakeholders met betrokkenheid tot het proces van Continuous 
Delivery gevonden. Deze stakeholders kunnen als contactpersonen gebruikt worden bij het 
vervolgonderzoek. Slechts een beperkt aantal stakeholders kwam veelvoudig en consistent in de 
literatuur voor. Er is daarom gekozen om in dit onderzoek alleen stakeholders mee te nemen die 
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minimaal tien keer in één van de bestudeerde bronnen voorkomen. Daarmee is tot de onderstaande 






In bestaand onderzoek blijken de contextuele kenmerken van organisaties geen tot minimale impact 
op de problemen tijdens de implementatie van Continuous Delivery te hebben, waarmee het 




3. Doel van het empirisch onderzoek 
In dit hoofdstuk is de scope en het doel van het empirisch onderzoek beschreven. Daarnaast is 
beschreven welke informatie nodig is om dit doel te bereiken. 
3.1. Scope 
In de literatuurstudie zijn een aantal problemen aangetroffen die in de praktijk de implementatie 
van Continuous Delivery kunnen belemmeren en waarvoor aanvullende acties nodig zijn om deze 
problemen op te lossen. De aantroffen problemen deden zich echter niet in elke organisatie en bij 
elk case voor. In het empirisch onderzoek ligt de focus op het beter begrijpen van de problemen 
tijdens de implementatie van Continuous Delivery. 
De problemen tijdens de implementatie van Continuous Delivery zullen vanaf nu onderzoeks-items 
genoemd worden. Dit om een duidelijk onderscheid te maken tussen problemen tijdens de 
implementatie van Continuous Delivery en problemen tijdens dit onderzoek. 
Uit de literatuurstudie zijn 40 onderzoeks-items naar voren gekomen, waarbij deze items aan zeven 
verschillende thema´s zijn toegewezen (Bijlage Z: Literatuurstudierapport, hoofdstuk 4). Dit aantal 
mogelijke onderzoeks-items is vanwege de benodigde diepgang te omvangrijk voor de beperkte 
tijdsduur van dit afstudeeronderzoek. De scope is daarom teruggebracht tot een haalbaar aantal 
onderzoeks-items. Leidend voor het bepalen van de scope is de conclusie van Laukkanen et al. 
(2016) dat items in het thema system design zich veel voordoen, veel andere problemen 
veroorzaken en weinig oplossingen kennen. De onderstaande onderzoeks-items uit het thema 
system design zijn daarbij door Laukkanen et al. (2016) het meest kritiek bevonden en zijn als focus 
van dit empirisch onderzoek genomen: 
Onderzoeks-item 1: Unsuitable architecture; system architecture limits continuous delivery. 
Onderzoeks-item 2: System modularization; the system consists of multiple units, e.g., modules or 
services. 
Onderzoeks-item 3: Internal dependencies; dependencies between parts of the software system. 
In het volgende hoofdstuk worden de onderzoeks-items per stuk in detail toegelicht. 
3.2. Doelstelling 
De doelstelling van het empirisch onderzoek luidt als volgt: Het beter begrijpen van de onderzoeks-
items uit het thema system design (onderzoeks-item 1 t/m 3), door te onderzoeken waarom deze 
zich in de praktijk soms wel en soms niet voordoen. 
3.3. Benodigde informatie 




Vraag 1 (empirisch onderzoek):  Doen of hebben de problemen van onderzoeks-item 1 t/m 3 zich in 
de onderzoeksorganisatie voorgedaan? 
Vraag 2 (empirisch onderzoek):  Waarom doen of deden de problemen van onderzoeks-item 1 t/m 3 
zich wel of niet voor in de onderzoeksorganisatie en zijn daar 
oplossingen voor bekend? 
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Om deze vragen te kunnen beantwoorden is de volgende informatie nodig: 
1. Informatie of de problemen van onderzoeks-items 1 t/m 3 zich wel of niet voordoen, of zich 
in het verleden hebben voorgedaan. 
o Het antwoord zal gezocht worden bij personen betrokken bij Continuous Delivery in 
de praktijk. 
o De verwachting is een ja of nee antwoord voor de verschillende onderzoeks-items. 
2. Informatie waaruit kan blijken waarom de problemen van onderzoeks-items 1 t/m 3 zich wel 
of niet voordoen. 
o Om deze vraag te beantwoorden moet onderzocht worden wat van invloed is of kan 
zijn, op de onderzoeks-items. Voor de onderzoeks-items is vanuit de literatuurstudie 
reeds informatie bekend, wat hierbij als tevens gebruikt kan worden om voor te 
leggen in de onderzoeksorganisatie.  
o Hiermee ontstaat een beschrijving per onderzoeks-item, waarin punten zijn 
opgenomen die van invloed zijn op de onderzoeks-items en daarmee het voorkomen 
van deze onderzoeks-items. 
3. Informatie over mogelijke oplossingsrichtingen voor de problemen van de onderzoeks-items 
1 t/m 3. 
o Ook dit antwoord zal gezocht worden bij dezelfde personen betrokken bij 
Continuous Delivery in de praktijk.  
o Mogelijk dat de onderzoeksorganisatie informatie heeft hoe de problemen van een 
onderzoeks-item zijn op te lossen, of kan meedenken voor een oplossing. 
Het resultaat van bovenstaande informatie moet antwoord geven in welke situaties de problemen 
van onderzoeks-items 1 t/m 3 zich wel en niet voordoen en of daar oplossingsrichtingen voor 
bekend zijn.  
Voor het empirisch onderzoek is een praktijkcase nodig waarbij men Continuous Delivery toepast of 
bezig is met de invoering van Continuous Delivery. Uit de literatuurstudie bleek dat niet elk 
probleem zich in elke organisatie voordeed. Het empirisch onderzoek biedt daarmee geen garantie 
op het vinden van cases waar onderzoeks-items 1 t/m 3 zich altijd of nooit voordoen. De materie 
experts bij de onderzoeksorganisatie kunnen dan alsnog gebruikt worden om te onderzoeken 






In dit hoofdstuk is de methode voor het empirisch onderzoek beschreven.  
4.1. Onderzoeksstrategie 
In deze paragraaf is beschreven hoe het onderzoek in grote lijn is aangepakt. Daarbij zijn een aantal 
kernbeslissingen gemaakt tussen mogelijke wegen en middelen. Per keuze is een onderbouwing van 
de bijkomende voor- en nadelen gegeven. 
Deductief versus inductief 
Het is belangrijk om na te denken over het gebruik van een deductieve versus een inductieve 
methode of combinatie van beide (Saunders, Lewis, & Thornhill, 2015; Verschuren & Doorewaard, 
2005). Voor dit onderzoek is eerst een literatuurstudie uitgevoerd, waarbij een aantal specifieke 
problemen tijdens de implementatie van Continuous Delivery zijn aantroffen. Het is echter niet 
duidelijk waarom deze problemen zich voordoen. Het is daarom niet mogelijk hypotheses op te 
stellen en te laten toetsen in de praktijk. Om deze ‘waarom’ vraag te kunnen beantwoorden is het 
noodzakelijk informatie uit de empirie te verzamelen. Vervolgens kan een betekenis gezocht worden 
door de verzamelde data te analyseren. Hiermee is gekozen voor een inductieve aanpak. 
Breedte versus diepte 
Om de ´waarom´ vraag van het empirisch onderzoek te beantwoorden, moet inzicht verkregen 
worden wat er precies aan de hand is. Door inzicht te krijgen in wat er aan de hand is, kan de aard 
van de problemen beter begrepen worden (Saunders et al., 2015; Verschuren & Doorewaard, 2005). 
Hierbij is diepgang belangrijk om tot detaillering te komen (Verschuren & Doorewaard, 2005). Te 
veel breedte zou het daarnaast lastig, of zelf onmogelijk maken om bij respondenten of organisaties 
in diepte de benodigde informatie te kunnen achterhalen. Diepte heeft wel als nadeel dat de 
uitkomsten minder te generaliseren zijn. Diepte past echter het best bij de doelstelling en ‘waarom’ 
vraag van dit onderzoek en is daarom geprefereerd. 
Kwantitatief versus kwalitatief 
Bij de doelstelling past een kwalificerende en interpreterende benadering, omdat de uitkomsten niet 
of lastig te kwantificeren zijn; de uitkomsten zullen vooral beschouwend gerapporteerd worden. Er 
zal daarom gekozen worden voor een kwalitatieve aanpak. Desondanks zal sommige informatie, 
bijvoorbeeld in welke mate een probleem zich voordoet, wellicht kwantitatief uitgedrukt kunnen 
worden. 
Afweging onderzoeksstrategie 
De hierboven genomen kernbeslissingen zijn als criterium opgenomen in tabel 5 en worden 




C1 Geschikt voor inductieve aanpak 
C2 Geschikt voor diepte 
C3 Geschikt voor kwalitatief onderzoek 
Tabel 5:  Overzicht kernbeslissingen als gestelde criteria voor een geschikte 
onderzoeksmethode. 
 
Bij de afweging voor een onderzoeksaanpak zijn de door Saunders et al. (2015) benoemde methodes 
overwogen, zoals weergegeven in de linker kolom van tabel 6. Alleen de methode archiefonderzoek 
is weggelaten, omdat deze methode niet past bij empirisch onderzoek. In deze tabel zijn tevens de in 
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deze paragraaf gestelde criteria (C1 t/m C3) opgenomen. Yin (2003) geeft aan dat er overlap tussen 
de verschillende methodes zit en men daarom vooral moet voorkomen een duidelijk niet-passende 
methode te kiezen. Per onderzoeksmethode is daarom met een plus- of min teken aangeven of deze 
volgens Saunders et al. (2015) en Verschuren & Doorewaard (2005) in meer of minder mate voldoet 
aan het gestelde criteria. 
Onderzoeksmethode C1 C2 C3 
Experiment - + - 
Surveyonderzoek - - - 
Casestudy + + + 
Action research + + + 
Grounded theory + + + 
Etnografie + + + 
Tabel 6:  Overzicht onderzoekmethodes (Saunders et al., 2015) versus gestelde criteria uit 
§4.1. 
Op basis van de gestelde condities vallen de volgende onderzoeksmethoden af: 
• Experiment; 
• Surveyonderzoek. 
De overgebleven methoden worden nu per stuk afgewogen versus de doelstelling van het onderzoek 
en de haalbaarheid. 
Case study – Tijdens een case study doet men empirisch onderzoek naar een bepaald 
verschijnsel binnen de actuele context, waarbij van verschillende soorten bewijsmateriaal 
gebruik wordt gemaakt (Saunders et al., 2015; Verschuren & Doorewaard, 2005). Hutjes & 
Buuren (1992) beschrijven daarbij: “Men wil inzicht verschaffen in de complexiteit van het 
onderzochte verschijnsel en zijn achtergronden zoals die bij het onderzochte geval (of gevallen) 
aan de orde zijn”. Dit past bij de doelstelling en beantwoorden van de gestelde ´waarom´ vraag. 
 
Action research – het doel van deze methode is onderzoek door middel van actie, in plaats van 
over actie (Saunders et al., 2015). Het doen van aanpassingen in een case waar men Continuous 
Delivery toepast kan ingrijpend en complex worden. Enerzijds omdat de specifieke problemen 
in het thema system design vermoedelijk veel impact hebben en anderzijds omdat het de vraag 
is of er ook daadwerkelijk een oplossing gevonden kan worden. Dit gaat verder dan de 
doelstelling van dit onderzoek, namelijk het beantwoorden van de ´waarom´ vraag. Action 
research valt daarom als methode voor dit onderzoek af. 
 
Grounded theory – de grounded theory, oftewel gefundeerde theoriebenadering, heeft 
raakvlakken met de eerdergenoemde case study (Verschuren & Doorewaard, 2005). Volgens 
Saunders et al. (2015) is grounded theory vooral nuttig om gedrag te voorspellen en te 
verklaren. Voor de problemen uit het thema system design is er geen relatie met gedrag. 
 
Etnografie – deze methode is volgens Saunders et al. (2015) geschikt om: “(…) het beschrijven 
en interpreteren van de sociale wereld door middel van een onderzoek uit de eerste hand”. De 
doelstelling van dit onderzoek legt de nadruk op problemen uit het thema system design. Er lijkt 
geen relatie met sociologie, waarmee ook deze methode is laten afvallen. 





In deze paragraaf zijn alle facetten voor het ontwerp van de case study en bijbehorende 
argumentatie opgenomen. Dit verduidelijkt wat er tijdens dit onderzoek zal worden gedaan. 
4.2.1. Verduidelijking onderzoeks-items 
Vanuit de literatuurstudie is informatie beschikbaar om vooraf structuur aan het ontwerp toe te 
brengen. Vanwege verschillen tussen onderzoeks-item 1 t/m 3, worden deze nu afzonderlijk 
toegelicht. 
In de onderzoeks-items is verwezen naar een casenummer, bijvoorbeeld [C1]. Deze casenummers 
zijn overgenomen uit het onderzoek van Laukkanen et al. (2016), welke de auteurs als secundaire 
bronnen hebben gebruikt. In figuur 2 wijst bijvoorbeeld C8 (effort) naar case 8 van Laukkanen et al. 
(2016). In “Bijlage B: Overzicht door Laukkanen et al. (2016) gebruikte secundaire bronnen” is 
vervolgens terug te vinden uit welke onderzoek de oorspronkelijke bevinding komt. 
Onderzoeks-item 1 – Unsuitable architecture 
Definitie: Unsuitable architecture; system architecture limits continuous delivery (Laukkanen et al., 
2016). 
Volgens Laukkanen et al. (2016) was unsuitable architecture geen probleem op zichzelf, maar heeft 
het een aantal problemen als bijwerking tot gevolg. Figuur 2 geeft dit schematisch weer. 
 
Figuur 2:  De bijwerkingen van unsuitable architecture op andere problemen (Laukkanen et al., 
2016). 
Unsuitable architecture blijkt in een aantal praktijkcases de problemen time-consuming testing 
[C3a], development effort [C8], testability [C22, C25c] en problematic deployment [C25c] tot gevolg 
te hebben. Dit zijn verschillende problemen uit diverse thema’s. Ook komen de diverse bijwerkingen 
in slechts een deel van de praktijkcases voor. Het lijkt daarmee ook logisch deze bijwerkingen 
individueel te onderzoeken. De problemen time-consuming testing [C3a], development effort [C8], 
testability [C22, C25c] en problematic deployment [C25c] zijn allen bijwerkingen van unsuitable 
architecture, maar zullen individueel onderzocht worden. 




• monolithic [C22, C261]; 
• coupled [C3a]; 
• consisted of multiple branches of code [C8]; 
• or there were unnecessary service encapsulation [C25c]. 
Bij het raadplegen van de door Laukkanen et al. (2016) gebruikte bronnen is niet duidelijk hoe zij tot 
deze conclusies zijn gekomen. Zo komt bijvoorbeeld de term monolithic niet voor in de secundaire 
bron van case 22 en heeft Laukkanen et al. (2016) geen verdere toelichting gegeven. Met de eerder 
opgestelde onderzoeksvragen zal opnieuw een verkenning plaatsvinden waarom deze problemen 
zich voordoen en is de informatie van de bovenstaande bullets niet gebruikt. 
Onderzoeks-item 2 – System modularization 
Definitie: System modularization; the system consists of multiple units, e.g., modules or services 
(Laukkanen et al., 2016). 
Laukkanen et al. (2016) merken op dat system modularization geen probleem op zichzelf is, maar 
bijwerkingen had op andere problemen: increased development effort [C17e], testing complexity 
[C21], complex build [C2] en problematic deployment [C25a]. Dit is in figuur 3 schematisch 
weergegeven. 
 
Figuur 3:  De bijwerkingen van system modularization op andere problemen (Laukkanen et al., 
2016). 
De modulaire opbouw van het system design heeft bij praktijkcases geleid tot bovenstaande 
bijwerkingen. Naast een probleem kan system modularization tevens een oplossing zijn voor 
problemen. De wel of niet modulaire opbouw van het system design zal getoetst worden met de 
mogelijke bijwerkingen op het gebied van system modularization, zoals weergegeven in figuur 3. Bij 
aanwezigheid van het probleem van dit onderzoeks-item, zal vervolgens worden nagegaan waarom 
dit zich voordoet. 
                                                          
1 Case 26 [C26] is in het artikel van Laukkanen et al. (2016) niet te herleiden naar één van de bijwerkingen van 
unsuitable architecture. In case 26 zou unsuitable architecture dus een probleem veroorzaken, alleen is niet 
duidelijk bij welke case. 
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Onderzoeks-item 3 – Internal dependencies 
Definitie: Internal dependencies; dependencies between parts of the software system (Laukkanen et 
al., 2016).  
Internal dependencies is de tegenpool van onderzoeks-item 3 system modularization; bij internal 
dependencies is er verwevenheid tussen softwarecomponenten, terwijl bij system modularization 
dit juist modulair is opgebouwd en individuele softwarecomponenten gemakkelijker te vervangen 
zijn. 
Laukkanen et al. (2016) merken op dat Internal dependencies een probleem veroorzaken wanneer 
een wijziging in een deel van het systeem conflicten geeft met andere delen van het systeem:  
“A unique challenge for Atlassian2 has been managing the online suite of products (i.e. the 
OnDemand products) that are deeply integrated with one another...Due to the complexity of cross-
product dependencies, several interviewees believed this was the main challenge for the company 
when adopting CD. – Case C5”. 
Internal dependencies in het system design heeft bij een praktijkcase het bovenstaande probleem 
tot gevolg gehad. Met dit onderzoek kan in de praktijk worden nagegaan of ook daar dit probleem 
zich voordoet en zo ja waarom. Daarnaast kan worden nagegaan of internal dependencies andere, 
nog onbekende bijwerkingen, kan hebben. 
Deelconclusie onderzoeks-items 
De bovenstaande beschrijving laat zien dat er reeds informatie beschikbaar is over de onderzoeks-
items en de mogelijke bijwerkingen per onderzoeks-item. Over deze bijwerkingen is voornamelijk 
bekend wie, wat, waar en wanneer heeft geconstateerd, maar ontbreekt nog informatie waarom de 
bijwerkingen zich voordoen. In dit empirisch onderzoek en in het verlengde van Laukkanen et al. 
(2016) zal worden nagegaan of de problemen van deze onderzoeks-items zich ook in de 
onderzoeksorganisatie voordoen. Daarnaast bestaan er mogelijk nog onbekende bijwerkingen, 
welke tevens zullen worden nagegaan. Vervolgens kan een verdiepingsslag worden gedaan door te 
onderzoeken waarom deze (bekende en nog onbekende) bijwerkingen zich voordoen. Dit heeft de 
volgende deelvragen tot gevolg: 
• Welke bijwerkingen doen of hebben zich rond onderzoeks-items 1 t/m 3 bij de 
geselecteerde analyse eenheid voorgedaan? 
• Waarom doen of deden de bijwerkingen rond onderzoeks-items 1 t/m 3 zich voor bij de 
geselecteerde analyse eenheid? 
• Zijn er bij de analyse eenheid oplossingen bekend voor de geconstateerde bijwerkingen van 
onderzoeks-items 1 t/m 3? 
Deze deelvragen zijn, met de toevoeging van een deelvraag nummer, opgenomen in §1.4 
“Onderzoeksvragen”. 
4.2.2. Kenmerken te analyseren eenheid 
De keuze voor een te analyseren eenheid is belangrijk, omdat het onmogelijk is om alles te meten en 
daarom het juiste gemeten moet worden. Een analyse eenheid moet hier gezien worden als een 
eenheid binnen het Ministerie van Defensie waar dit empirisch onderzoek zich op kan richten. 
                                                          
2 Atlassian Corporation Plc is een bedrijf en ontwikkelt softwareproducten. 
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Het onderzoek van Laukkanen et al. (2016) is relevant, aangezien dit onderzoek een vervolg geeft op 
de resultaten uit dat onderzoek. De auteurs hebben in hun onderzoek een overzicht van kenmerken 
per case, oftewel analyse eenheid, gegeven (zie “Bijlage A: Overzicht kenmerken per case”).  
De kenmerken ‘# of Devs’, ‘Maturity’ en ‘Context’ zijn kenmerken van eerdere, door Laukkanen et al. 
(2016), verzamelde eenheden. Daaruit kan bijvoorbeeld geconcludeerd worden dat de te analyseren 
eenheid ontwikkelaars omvat (# of Devs), die Continuous Integration of Continuous Delivery in de 
praktijk uitvoeren (Maturity) en in een commerciële of niet-commerciële organisatie (Context) 
werken.  
De kenmerken ‘# of Devs’, ‘Maturity’ en ‘Context’ zullen gebruikt worden om tijdens het empirisch 
onderzoek variaties in de te analyseren eenheid inzichtelijk te kunnen maken. Op basis van de 
kenmerken en resultaten uit het literatuuronderzoek is vastgesteld dat een analyse eenheid 
overeenkomt met een ontwikkelstraat binnen het Ministerie van Defensie. In het vervolg van dit 
rapport zal daarom de term ontwikkelstraat worden gebruikt. 
4.2.3. Dimensies van de case study 
Bij een case study zijn twee dimensies relevant (Hutjes & Buuren, 1992; Saunders et al., 2015; 
Verschuren & Doorewaard, 2005; Yin, 2003): 
1. De keuze voor een enkelvoudige- of meervoudige case; 
2. De keuze voor een holistische- of ingebedde case. 
Bij een case study is voldoende toegang tot de organisatie en potentiele data van belang (Yin, 2003). 
In paragraaf §1.6 is het Ministerie van Defensie kort toegelicht als onderzoeksorganisatie. De 
onderzoeker is werkzaam binnen de organisatie Ministerie van Defensie en heeft connecties richting 
de diverse ontwikkelstraten. Daarmee zijn de stakeholders voor de onderzoeker goed te benaderen. 
In andere organisaties zal dit vermoedelijk een uitdaging vormen. Daarnaast heeft dit onderzoek een 
beperkte tijdsduur. Om deze redenen is er voor een enkelvoudige case gekozen.  
Uit het literatuuronderzoek bleek dat de onderzoeks-items zich bij eerder onderzoek niet in elke 
praktijkcase voordeden (zie Bijlage Z: Literatuurstudierapport, §5.1). Door een aantal 
ontwikkelstraten binnen het Ministerie van Defensie te onderzoeken, kan er meer informatie 
verkregen en onderling vergeleken worden. Hiermee kan een breder beeld binnen het Ministerie 
van Defensie verkregen worden en is er een grotere kans om de problemen van de onderzoeks-
items aan te treffen. Hiermee is, naast de eerdere keuze voor een enkelvoudige case, gekozen voor 
een ingebedde case. 
4.2.4. Selectie te analyseren eenheid/ontwikkelstraat 
Om de resultaten tussen de ontwikkelstraten te kunnen vergelijken is het wenselijk om zo min 
mogelijk onderlinge variaties te hebben. Voor de definitieve selectie van de ontwikkelstraten zal 
daarom gezocht worden naar minimale variaties tussen eenheden. Verschuren & Doorewaard 
(2005) geven daarbij ondersteuning, vanwege het advies om bij weinig kennis van de kwestie, 
eenheden te zoeken die over het geheel genomen zoveel mogelijk op elkaar lijken. De mogelijk 
variaties in kenmerken zijn reeds toegelicht in paragraaf 4.2.2. 
4.2.5. Dataverzameling 




Vraag 1 - Doen of hebben de problemen van onderzoeks-item 1 t/m 3 zich in de onderzoeksorganisatie 
voorgedaan? 
Omdat de onderzoeks-items gaan over problemen tijdens de implementatie van Continuous 
Delivery, is het mogelijk dat deze problemen zich in het verleden hebben voorgedaan, maar 
inmiddels zijn opgelost. Om deze reden hebben observatie en documentanalyse niet de voorkeur en 
is gekozen om de beoogde data te verzamelen via een-op-een interviews. Dit heeft als bijkomend 
voordeel dat er persoonlijk contact is, wat kan helpen om toegang te krijgen tot de benodigde 
deelnemers en data. Daarnaast is de verwachting dat een beperkt aantal een-op-een interviews 
sneller voor medewerking van de betrokken afdelingen zorgt. 
Interviews zijn uit te splitsen naar verschillende categorieën, namelijk gestructureerd, 
semigestructureerd en ongestructureerd. De keuze voor een geschikte interview categorie is 
gebaseerd op de eerder opgestelde deelvragen, die voor het overzicht nogmaals zijn weergegeven: 
Deelvraag 1: Aan welke kenmerken voldoet de geselecteerde analyse eenheid? 
Deelvraag 2: Welke bijwerkingen doen of hebben zich rond onderzoeks-items 1 t/m 3 bij de 
geselecteerde analyse eenheid voorgedaan? 
Een gestructureerd interview past niet bij de deelvragen, omdat dit vaak gesloten vragen betreft en 
kwantitatieve data tot gevolg heeft, terwijl hier de diepte in moet worden gegaan. In paragraaf 
§4.2.1 is reeds bekende informatie uit het literatuuronderzoek over eerder gesignaleerde 
bijwerkingen en kenmerken opgenomen. Met behulp van deze informatie en voorbeelden kan er 
met thema’s richting gegeven worden aan de interviews. Er is daarom gekozen voor 
semigestructureerde interviews. 
De uitwerking van het interview is opgenomen in “Bijlage C: Interviewprotocol”. De vragenlijst in het 
protocol is uitgewerkt op basis van de bovenstaande deelvragen. Om structuur in het interview aan 
te brengen is gekozen de onderzoeks-items per thema te behandelen. Daarbij worden eerst de reeds 
bekende bijwerkingen (§4.2.1) voorgelegd. Daarna zal de participant worden gevraagd naar mogelijk 
(voor de onderzoeker) nog onbekende bijwerkingen en oplossingen. Het eerst voorleggen van 
voorbeelden kan de participant op ideeën brengen rond bevindingen in de praktijk. Daarnaast zou 
het omdraaien van de volgorde de participant het idee kunnen krijgen dat er sprake is van een 
controle, waarbij hij of zij mogelijk niet wil terugkomen om het eerder gegeven antwoord dat er 
geen bijwerkingen bekend zijn. In het interviewprotocol is gekozen bij de waarom vragen vijf keer 
door te vragen, om zo tot de root cause van het onderzoeks-item te komen. Dit conform het eerdere 
onderzoek van Laukkanen et al. (2016), waarin root cause analysis ook een rol speelde.  
Zoals beschreven in paragraaf 3.3 bestaat er een kans dat de problemen van de onderzoeks-items 
zich niet voordoen. Dit onderzoek kent echter beperkte middelen en doorlooptijd. Ongeacht of een 
onderzoeks-item zich wel of niet voordoet, zal in beide gevallen worden nagegaan waarom dit het 
geval is; de participant wordt daarbij als materie expert gebruikt om, ongeacht of het onderzoeks-
item zich voordoet, beter inzicht in de onderzoeks-items te krijgen. De geïnterviewden krijgen vooraf 
informatie over de thema’s die tijdens het interview aan bod komen, zodat ze daarover vooraf 
kunnen nadenken. In “Bijlage E: Voorbereiding participant op het interview, vooraf bekend gestelde 
informatie” is beschreven welke informatie vooraf naar de participanten is verzonden. 
Het is tijdens een case study gebruikelijk om via verschillende methoden data te verzamelen als 
bewijsmateriaal, ook wel bekend onder de naam methodentriangulatie (Hutjes & Buuren, 1992; 
Verschuren & Doorewaard, 2005; Yin, 2003). Het doel daarbij is om met verschillende soorten bewijs 
zoveel mogelijk zekerheid over de bevindingen te krijgen (Yin, 2003). Dat zou bijvoorbeeld met 
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documentanalyse of observatie kunnen worden gedaan. Het is vooraf echter niet bekend of er 
relevante documenten beschikbaar zijn en of observatie nuttig is. Tijdens het onderzoek zal daarom 
een verkenning plaatsvinden naar het gebruik van een additionele methode voor dataverzameling. 
Vraag 2 - Waarom doen of deden de problemen van onderzoeks-item 1 t/m 3 zich wel of niet voor in 
de onderzoeksorganisatie en zijn daar oplossingen voor bekend? 
Met deze vraag zal gezocht worden naar een verklaring voor het optreden van de onderzoeks-items 
1 t/m 3 en naar mogelijke oplossingen voor deze items. De deelvragen worden nu nogmaals 
weergegeven: 
Deelvraag 1: Waarom doen of deden de bijwerkingen rond onderzoeks-items 1 t/m 3 zich voor bij 
de geselecteerde analyse eenheid? 
Deelvraag 2: Zijn er bij de analyse eenheid oplossingen bekend voor de geconstateerde 
bijwerkingen van onderzoeks-items 1 t/m 3? 
Bij beide deelvragen moet de diepte in worden gegaan om informatie over actuele of reeds opgelost 
bijwerkingen en oplossingen te achterhalen. Er is daarom ook hier gekozen voor 
semigestructureerde interviews.  
De uitwerking van het interview is toegevoegd in “Bijlage C: Interviewprotocol”. Daarbij is gekozen 
om voor de dataverzameling voor vraag 1 en vraag 2 te combineren in één interview. De vragenlijst 
in het protocol is uitgewerkt op basis van de bovenstaande deelvragen. 
4.2.6. Data-analyse 
Voor de data-analyse zal een inductieve benadering worden toegepast; er is vooraf geen 
gedefinieerd theoretisch kader en met het verzamelen en analyseren van data zal getracht worden 
tot nieuw theoretisch inzicht te komen. Bij de data-analyse zal de transcriptie, oftewel het 
uitgewerkte verslag, als input worden gebruikt. Vervolgens start het proces van open coderen, 
waarbij in de transcripties een zo´n klein mogelijke eenheid van betekenis, bijvoorbeeld een woord, 
enkele woorden, een regel of enkele regels, een code krijgt. Na het doorlopen van de volledige 
transcriptie zal een totaallijst van deze codes worden opgesteld. Vervolgens wordt het aantal codes 
teruggebracht door overbodige of vergelijkbare codes te groeperen. Het doel daarbij tot een beperkt 
en bruikbaar aantal codes te komen, bijvoorbeeld 20 tot 25 stuks. Daarna start het gesloten-
coderen, waarbij de eerder bepaalde codes geplaatst worden onder een kleiner aantal 
subcategorieën. Deze subcategorieën worden vervolgens samengevat in ongeveer vijf tot zeven 
overkoepelende categorieën. Daarna zal worden gekeken of er een relatie of volgorde tussen de 
subcategorieën en categorieën bestaat. Ditzelfde proces zal vervolgens voor de overige transcripties 
worden doorlopen, als iteratief proces. 
Het kan tijdens de data-analyse wenselijk blijken om (een deel van) de kwalitatieve data te 
kwantificeren, bijvoorbeeld door een frequentie van een bepaalde gebeurtenis of verschijnsel te 
verduidelijken en te presenteren (Saunders et al., 2015). Dit zal echter alleen optioneel als aanvulling 
in de presentatie van de resultaten worden gebruikt en is op geen doel op zich. 
4.3. Betrouwbaarheid, validiteit en ethische aspecten 
Een onderzoek is betrouwbaar als het bij herhaling dezelfde uitkomsten geeft (Saunders et al., 
2015). Volgens Saunders et al. (2015) is de definitie van validiteit tweeledig, namelijk: 
1. “De mate waarin methoden voor het verzamelen van gegevens nauwkeurig meten wat ze 
zouden moeten meten”. 
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2. “De mate waarin onderzoeksresultaten werkelijk betrekking hebben op datgene waar ze 
betrekking op zouden moeten hebben”. 
In deze paragraaf worden de aspecten betrouwbaarheid en validiteit van dit onderzoek toegelicht. 
Daarna volgt een toelichting op de ethische aspecten van de data en dataverzameling. 
Betrouwbaarheid 
In dit onderzoek is gekozen om kwalitatieve data middels interviews te verzamelen. Dit brengt 
volgens Saunders et al. (2015) een aantal risico’s met zich mee, waarvoor maatregelen mogelijk zijn 
om dit te mitigeren. De volgende opsomming geeft een overzicht van de toegepaste- en risico 
beperkende maatregelen: 
• Met het literatuuronderzoek is eerst gezorgd om aan te sluiten bij reeds bekende informatie 
op het gebied van problemen tijdens de implementatie van Continuous Delivery. Daarnaast 
is de onderzoeker bekend met de organisatie waarbij het empirisch onderzoek plaatsvindt. 
Hiermee is de onderzoeker op de hoogte van het onderzoeksonderwerp en de context van 
de organisatie; 
• Per ontwikkelstraat zal gezocht worden naar minimaal twee deelnemers voor de af te 
nemen interviews. 
• De geïnterviewden krijgen vooraf achtergrondinformatie over het onderzoek en een 
toelichting over hun vrijwillige bijdrage. Dit moet de participant geruststellen en de 
bereidheid vergroten om informatie te delen. 
• In bijlage “Bijlage C: Interviewprotocol” is een interviewprotocol uitgewerkt, wat herleidbaar 
maakt hoe de introductie van het interview, vraagstelling en volgorde van vraagstelling is 
verlopen. 
• Figuren kunnen soms ondersteunen om informatie snel en duidelijk over te brengen. Er is 
ter verduidelijking gekozen om een aantal figureren tijdens de interviews te presenteren. 
Deze figureren zijn in een digitale presentatie opgenomen, welke is in te zien bij ”Bijlage D: 
Digitale presentatie als toelichting bij het interviewprotocol”. 
• De vraagstelling tijdens het interview zal zoveel mogelijk met open vragen gebeuren, zonder 
gebruik van ingewikkelde termen en met korte (duidelijke) vragen. 
• De interviews worden opgenomen, waarbij dit vooraf bij de betrokken personen zal worden 
toegelicht en om toestemming zal worden gevraagd. Daarnaast maakt de onderzoeker 
aantekeningen tijdens het interview en zal elk interview binnen enkele dagen digitaal 
worden uitgewerkt. Naderhand krijgen de geïnterviewden het verslag, oftewel transcriptie, 
ter controle aangeboden en kunnen daarop nog reageren. 
• Om te voorkomen dat vragen tijdens het interview toch onduidelijk blijken, zal er vooraf een 
proefinterview met een collega binnen het Ministerie van Defensie worden gehouden. Dit 
betreft een collega met ruime ervaringen in de IT en deze collega zal niet betrokken worden 
bij het echte interview. 
Ondanks bovenstaande maatregelen is niet te garanderen dat herhaling van het onderzoek dezelfde 
resultaten geeft. Dit omdat de situatie rondom Continuous Delivery binnen het Ministerie van 
Defensie onderhevig is aan verandering; ten tijde van dit onderzoek lopen diverse initiatieven om 
Continuous Integration en Continuous Delivery in de praktijk binnen het Ministerie van Defensie te 
beproeven. 
Saunders et al. (2015) benadrukken dat bij semigestructureerde interview voor kwalitatief 
onderzoek geen gebruik kan worden gemaakt van statistische generalisaties over de gehele 




Om de validiteit te bevorderen zijn de volgende maatregelen genomen: 
De geïnterviewden krijgen vooraf informatie over de thema’s die tijdens het interview aan bod 
komen, zodat ze daarover alvast kunnen nadenken. In “Bijlage E: Voorbereiding participant op het 
interview, vooraf bekend gestelde informatie” is beschreven welke informatie vooraf naar de 
participanten is verzonden. 
Bij de interviews worden alleen stakeholders met een rol binnen het proces van Continuous Delivery 
betrokken. Uitgangspunt zijn daarbij de stakeholders die tijdens het literatuuronderzoek in kaart zijn 
gebracht (zie Bijlage Z: Literatuurstudierapport, paragraaf 4.3). 
• De interviews worden in een vergaderzaal gehouden, zodat de kans op storen tijdens het 
interview zo klein mogelijk is. 
• Bij de interviews zal de onderzoeker na het verkrijgen van antwoorden als controlemiddel 
een samenvatting geven. 
Ethische aspecten van data en dataverzameling 
Saunders et al. (2015) geven de volgende uitleg bij onderzoeksethiek: “De gepastheid van het gedrag 
van de onderzoeker met betrekking tot de rechten van degenen die het onderwerp van een 
onderzoeksproject worden, of die de effecten daarvan ondervinden”.  
Met dit onderzoek bij het Ministerie van Defensie spelen ethische aspecten ook een rol. Zoals 
voorgeschreven voor deze afstudeeropdracht, volgt dit onderzoek de Nederlandse Gedragscode 
Wetenschappelijkebeoefening, zoals opgesteld door de Vereniging van Universiteiten (VSNU, 2014). 
Daarnaast zijn er enkele aanvullende maatregelen genomen om personen of gegevens te 
beschermen, namelijk: 
• Het onderzoek gaat over problemen tijdens de implementatie van Continuous Delivery en 
niet over de mensen die daarmee werken. De persoonlijke gegevens van de participant 
worden daarom geanonimiseerd. 
• De analyse-eenheden zijn vermoedelijk een-op-een te vertalen naar een afdelingsnaam. 
Deze afdelingsnaam komt mogelijk overeen met de gebruikte software binnen deze afdeling. 
Het is niet wenselijk om deze informatie buiten het Ministerie van Defensie te delen. Om 
deze reden is gekozen om afdelingsnamen te anonimiseren. 
• Participanten bij interviews krijgen naderhand een verslag toegestuurd. Ze kunnen daarmee 
zelf nog een controle uitvoeren op het uitlekken van ongewenste gegevens. 
• Deelname aan het onderzoek is vrijwillig. Vooraf zullen alle deelnemers geïnformeerd 
worden over de mogelijkheid om zich op elk moment geheel of gedeeltelijk terug te trekken, 





In dit hoofdstuk is de uitvoering van het empirisch onderzoek beschreven. Het geeft nadere details 
over de onderzoeksorganisatie in relatie tot dit onderzoek, de participanten en het verloop van het 
onderzoek. 
Proefinterview 
Initieel is gestart met het houden van een proefinterview, om daarmee te controleren of de 
geïnterviewde de vragen begrijpt. Het proefinterview is gehouden met een medewerker die bekend 
was met het begrip Continuous Delivery en werkzaam was binnen een van de ontwikkelstraten. 
Conform het interviewprotocol is een opname van het proefinterview gemaakt. Op basis van het 
interview zijn enkele verduidelijkingen in het interviewprotocol en de ondersteunende presentatie 
doorgevoerd. De resultaten van het proefinterview zijn niet gebruikt als resultaten van dit 
onderzoek, omdat de participant alleen theoretische kennis van Continuous Integration en 
Continuous Delivery had. 
Selectie ontwikkkelstraten 
Het Ministerie van Defensie kent diverse ontwikkelstraten. Om deze te identificeren is eerst via het 
intranet gezocht naar relevante informatie. Er is een lijst met elf ontwikkelstraten gevonden, echter 
bleek dit overzicht bij vervolgcontact verouderd. Om verdere onduidelijkheden te voorkomen is 
besloten eerst een presentatie voor de onderzoeksorganisatie te gegeven, waarbij 
vertegenwoordigers van de diverse ontwikkelstraten aanwezig waren. 
Tijdens de presentatie is het doel van het empirisch onderzoek toegelicht en de impact met 
betrekking tot de tijdsbesteding van de participanten verduidelijkt. De aanwezigen hebben 
vervolgens toegelicht welke ontwikkelstraten praktijkervaring met CI en CD hadden opgedaan. 
Vervolgens zijn relevante contactpersonen aan de onderzoeker doorgegeven, om nadere 
afstemming te zoeken.  
Na een kennismaking zijn participanten van drie ontwikkelstraten bereid gevonden om bij dit 
onderzoek mee te werken. Eén ontwikkelstraat is afgevallen, omdat men herhaaldelijk niet 
reageerde om een uitnodiging. De volgende tabel laat de geanonimiseerde code van de 
ontwikkelstraat en het aandachtsgebied zien. 






Tabel 7:  Codering ontwikkelstraat en bijbehorend aandachtsgebied. 
Selectie participanten 
Per ontwikkelstraat is een beperkt aantal participanten bij het onderzoek betrokken. Dit is enerzijds 
gedaan om de hoeveelheid interviews en daarmee hoeveelheid werk haalbaar te houden en 
anderzijds om de belasting voor de medewerkers beperken. Dit laatste is door de 
onderzoeksorganisatie verzocht om rekening mee te houden. 
                                                          
3 Ontwikkelstraat B kent meerder groepen ontwikkelaars, die elk een eigen aandachtsgebied hebben en 
daarmee twee verschillende klanten binnen het Ministerie van Defensie bedienen. Deze groepen werken 
echter met dezelfde programmeertaal om software te ontwikkelen en vallen onder dezelfde ontwikkelstraat. 
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Een aantal participanten bleek tijdens het onderzoek niet gebonden aan slechts één ontwikkelstraat. 
De onderstaande tabel laat per participant zien welk aandachtsgebied zij faciliteren en wat hun rol 
binnen het aandachtsgebied is. Met het interviewen van de verschillende participanten is elk 
aandachtsgebied vanuit minimaal twee participanten betrokken. 
Participant Aandachtsgebied Rol medewerker 
1 A Ontwikkelaar 
2 B Ontwikkelaar 
3 A, B en C Operations 
4 A, B en C Operations 
5 C Ontwikkelaar 
6 D Ontwikkelaar 
7 D Operations 
Tabel 8:  Nummering participant, met bijbehorend aandachtsgebied en rol binnen het 
aandachtsgebied. 
Uitvoering interviews  
Voor dit onderzoek zijn zeven participanten geïnterviewd. De interviews hebben plaatsgevonden 
vanaf medio november 2017 t/m januari 2018. De interviews hebben, exclusief de kennismaking en 
toelichting op het onderzoek, minimaal 45 minuten tot maximaal 75 minuten in beslag genomen. 
Alle interviews zijn zonder tussentijdse pauze doorlopen. Het is niet voorgekomen dat een 













In dit hoofdstuk zijn de resultaten van het onderzoek beschreven. 
6.1. Overzicht kenmerken ontwikkelstraat 
Tijdens de interviews zijn de kenmerken van de betrokken ontwikkelstraten geïnventariseerd. De 
onderstaande tabel geeft deze kenmerken weer. De volwassenheid is daarbij bij de participanten 
geïnventariseerd op een vijfpunts-Likertschaal, waarbij een hoger getal overeenkomt met een meer 
volwassen implementatie van Continuous Delivery. 
Ontwikkelstraat Aandachtsgebied 
Aantal 
ontwikkelaars Volwassenheid Context 
A I 4 4 Niet-commercieel 
B 
II 3.5 2 Niet-commercieel 
III 2 4 Niet-commercieel 
C IV 11 1 Niet-commercieel 
Tabel 9:  Overzicht kenmerken per ontwikkelstraat. 
6.2. Resultaten onderzoeks-items 
De volgende tabel geeft een overzicht of het probleem van de onderzoeks-items zich wel of niet 
voordeden en of de participanten bekend waren met een oplossing. Waar een participant geen 
praktijkervaring had, is daarbij niet van toepassing (n.v.t.) opgegeven. 
#Participant   




























































































Probleem herkenbaar? N N N N N N N J J 
Oplossing bekend? N J N J N N N N J 
2 
Probleem herkenbaar? J N N N N J N N N 
Oplossing bekend? J N N N N N N N N 
3 
Probleem herkenbaar? N N J J N N.v.t. N N.v.t. N 
Oplossing bekend? N N N N N N N N N 
4 
Probleem herkenbaar? N N.v.t. J J J N.v.t. N.v.t. N.v.t. J 
Oplossing bekend? N N N J N N N N J 
5 
Probleem herkenbaar? N N N J N N N N N 
Oplossing bekend? N N N J N N N N N 
6 
Probleem herkenbaar? J N N.v.t. N N N.v.t. N N N.v.t. 
Oplossing bekend? N N N N N N N N N.v.t. 
7 
Probleem herkenbaar? N N.v.t. J N.v.t. N J N N.v.t. J 
Oplossing bekend? N N N N N N N N N 
Tabel 10:  Overzicht herkenbare problemen en aangedragen oplossingen. 
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De onderzoeksvragen zijn leidend geweest om te bepalen welk deel van de resultaten in dit 
hoofdstuk is weergegeven. De volledige onderzoeksresultaten zijn opgenomen in “Bijlage F: 
Onderzoeksresultaten”. In hoofdstuk 8 zijn de bijbehorende conclusies en aanbevelingen 
beschreven. 
Onderzoeks-item 1 - Unsuitable architecture 
Dit onderzoeks-item bestaat uit vier bijwerkingen, die elk individueel zijn onderzocht. De resultaten 
zijn om deze reden ook per bijwerking beschreven. 
Bijwerking ‘Untestable code’ 
Participanten 2 en 6 herkennen het probleem van slecht testbare-, of niet-testbare code: 
• Testen middels mock object 
o “we hebben een hele grote repository class waar we tegenaan praten om data uit op 
te halen. Het is geen abstracte class of interface, dus als ik in deze in een test wil 
uitmocken (dus niet echt naar de database gaan) en ik wil wel data ophalen, dan 
maak je daar normaal gesproken een mock object van. Dus je geeft wel wat terug, 
alsof het uit de database komt. In dit voorbeeld kan dit niet, omdat het een fysieke 
implementatie heeft en geen interface implementeert.” participant 2 
• Scope van testen 
o “We hebben hier bij een applicatie last van. We hebben daar bijvoorbeeld het 
probleem dat de benodigde data niet in een ander informatiesysteem beschikbaar 
is. Iemand moet eerst met de andere afdeling contact opnemen om de benodigde 
data klaar te laten zetten.” participant 6 
De overige participanten hebben aangegeven het probleem niet te herkennen: 
• Scope van testen 
o “Alles wat we bouwen schrijven we testen voor.” participant 1 
o “Niet alle code is te testen, maar er zou heel veel getest kunnen worden.” 
participant 5 
Participant 5 herkent het probleem initieel niet, maar geeft aan dat niet alle code te testen is. 
Volgens de participant is niet alle code te testen, maar ziet de participant dit niet als probleem. 
Participant 2 heeft tijdens het interview oplossingen aangedragen: 
• Scope van testen 
o “Ja, er zijn wel oplossingen voor, daar heb je allerlei boeken over, bijvoorbeeld 
testen in brown-field applicaties, hoe je dat langzamerhand kunt verbeteren.” 
participant 2 
• Testen middels mock object 
o “Als ik het nu zou moeten oplossen, dan ben ik bijvoorbeeld een kleine class aan het 
testen en ik heb drie methodes nodig van die hele grote repository met tig 
methodes. Ik zou dan een kleine interface maken, waarin die drie methodes zitten. 
Ik zou tegen die grote repository zeggen, jij implementeert deze interface en dan 
kan ik in mijn code voortaan die interface gebruiken. In mijn class die ik dan aan het 
testen ben, gebruik ik dan dat interface en die laat ik injecteren met dependency 
injection. Die moet je natuurlijk configureren als iemand om die interface vraagt, dat 
hij dan de repository geeft. In mijn test class kan ik dan aangeven dat niet de echte 
repository teruggegeven moet worden, maar een mock object, wat dezelfde 
interface presenteert. Daarmee kan ik het wel testen.” participant 2 
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De participant draagt twee oplossingen aan, waarbij dit beide theoretische oplossingen blijken, 
zonder dat dit in de praktijk lijkt te zijn getoetst. 
De categorie test tooling is door vier van de zeven participanten besproken. Daarbij blijkt verschil in 
de opzet tussen de ontwikkelstraten: 
• Testengine 
o “Ja, daar gebruiken we een softwaretool voor, dat is een testengine waarmee je 
door je applicatie heen kunt klikken.” participant 1 
o “Wellicht zijn er wel tools die ergens automatisch op kunnen klikken.” participant 5 
• Effort 
o “Als je kijkt naar geautomatiseerd UI testen, dat is heel lasting.” participant 5 
o  “De hoeveelheid effort die je erin moet steken en wat het oplevert is iets om dat 
niet nu te doen. Wanneer je dit echt zou terugverdienen, daar zien wij nog niet het 
voordeel van in.” participant 5 
Participant 1 blijkt een testengine in de praktijk te gebruiken, waarvan participant 5 zich afvraagt of 
zo’n tool bestaat. 
Tot slot zijn een aantal uitspraken in de categorie te testen componenten opgevallen, namelijk: 
• Backend testen 
o “We hebben wel unit testen voor een stuk waar echt de berekeningen inzitten, 
omdat bij elke release hertesten niet te doen is.” participant 5 
o “Te veel om handmatig te testen en het is goed automatisch te testen, omdat je er 
duidelijke testen voor kunt schrijven met duidelijke input waarden.” participant 5 
o “De unittesten zijn wel de belangrijkste gegevens van het systeem. Die moeten echt 
goed zijn en die willen we dus altijd getest hebben.” participant 5 
• Frontend testen 
o “Maar het is wel goed, want we maken weleens iets, waardoor iets anders niet meer 
werkt. Dat komt dan wel uit de testen en ze werken dus wel. Het is dus niet zonde 
van de tijd.” participant 1 
Participant 5 geeft aan dat het component backend goed te testen is, teveel is om handmatig te 
testen en het meest belangrijke deel van het systeem zijn. Participant 1 merkt op dat het testen van 
de frontend ook nuttig is. 
Bijwerking ‘Time-consuming testing’ 
Geen van de participanten herkent het probleem van time-consuming testing. Participanten 4 en 7 
hadden met het item nog geen praktijkervaring opgedaan. 
Drie van de vijf participanten hebben uitspraken gedaan over de noodzaak voor automatisch testen: 
• Noodzaak  
o “Je hebt echter soms dat de testen aan het einde van een sprint komen en men 
weinig tijd heeft. Je zou dit dan toch graag automatisch willen kunnen testen.” 
participant 2 
o “Voor wat wij geautomatiseerd hebben, daarvan was het probleem dat als je dat 
handmatig zou moeten testen of hertesten, dat ga je niet redden.” participant 5 
Deze participanten noemen de noodzaak voor het automatisch testen van software. 
De categorie frontend en backend testen is ook door drie participanten besproken. Daarbij is 
bijvoorbeeld de doorlooptijd van het testen toegelicht: 
• Doorlooptijd backend testen 
o “Ja dat gaat redelijk snel, zeg een of twee minuten.” participant 1 
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o “De paar honderd automatische testen die we hebben, kunnen in enkele seconden 
doorlopen worden.” participant 2 
• Doorlooptijd frontend testen 
o “De frontend is wel iets uitgebreider denk ik. Hij duurt in ieder geval wat langer, 
omdat je software er doorheen moet klikken. Dat duurt voor de frontend ongeveer 
een minuut of vijf. Dus dat valt op zich wel mee.” participant 1 
De participanten zijn eensgezind dat de snelheid van de frontend en backend testen geen probleem 
zijn. Participant 2 had een opvallende opmerking wat toch als probleem kan worden ervaren: 
• Wachten op systeemklok 
o “Nou ja, wellicht wel bij testen die zich op een bepaald moment moeten 
plaatsvinden, bijvoorbeeld pas de volgende dag. Je zou dat eigenlijk willen kunnen 
simuleren. Je zou eigenlijk je systeemklok willen beïnvloeden, zodat er dan een dag 
voorbij is. Dat soort problemen met planning en roosters kun je wel hebben.” 
participant 2 
De participant ziet het beïnvloeden van de systeemklok als mogelijke oplossing. In de praktijk was 
deze oplossing nog niet door de participant toegepast. 
Bijwerking ‘Effort’ 
Participant 6 had geen praktijkervaring en is buiten de analyse gehouden. Vier van de zes 
participanten hebben gesproken over de categorie branching strategie: 
• Branching strategie -  
o “Het heeft wel iets tijd gekost om op te zetten, maar op zich viel dat mee. Het is een 
keer opzetten en daarna kopiëren naar alle applicaties die wij hebben.” participant 1 
• Modulaire opzet 
o “Stel dat je applicatie één grote file is en je werkt daar met tien man in, dan is dat 
een stuk lastiger. Het helpt dan zeker als je dit modulair opzet en iedereen een eigen 
stukje beet kan pakken.” participant 5 
o “Vooral omdat die generieke componenten niet voor een of twee, maar alle 
applicaties in gebruik zijn, moet je heel goed inzichtelijk hebben waar het allemaal 
impact op heeft.” participant 7 
De branching strategie blijkt voor de participanten geen issue. De modulaire opzet van de applicatie 
brengt voordelen in projecten met meerdere ontwikkelaars, alsmede complexiteit bij het inschatten 
van de impact bij wijzigingen. 
In de categorie opzet CD omgeving hebben drie participanten uitspraken gedaan: 
• Benodigde kennis 
o “Als beheerder moet je dus veel meer een programmeur worden.” participant 4 
• Beveiliging 
o “Je kunt dan alles onder local admin of root rechten doen, terwijl als je op productie 
zit, dan moet je aan het Defensiebeveiligingsbeleid voldoen.” participant 4 
• Ondersteunende tooling 
o “Als ik zelf mijn scripts wil testen, dan gaat dat niet, omdat ik geen eigen 
testomgeving heb. Ik heb alleen de OTAP-omgeving, maar die is productief in 
gebruik.” participant 3 
Participant 4 merkt op dat beheerders andere kennis nodig hebben en extra beveiligingseisen in 
productie voor verschillen in de OTAP-straat zorgen. Tot slot is opgemerkt dat het ontbreken van 
een testfaciliteiten voor de CD omgeving zelf lastig is. 
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Tot slot hebben twee participanten de samenwerking tussen ontwikkelaars en operations toegelicht, 
waarbij participant 4 de samenwerking nog als onvoldoende ziet: 
• Organisatorische scheiding 
o “De volgende stap die we willen maken is dat de technisch beheerders aansluiten, 
zodat de stap naar productie ook geautomatiseerd gaat. Dit gaat nu nog met een 
handmatig overdracht moment.” participant 1 
o “Meer DevOps en dan in de vroeg stadium gelijk rekening houden met het niet 
uitgeven van local admin rechten, maar alleen dat wat nodig.” participant 4 
Bijwerking ‘Problematic deployment’ 
Participant 7 had nog geen ervaring met deze bijwerking en is daarom niet in de analyse 
meegenomen. Verschillende participanten hebben uitspraken gedaan over de effort om de 
deployment in te richten: 
• Initiële opzet 
o “Het kost veel tijd om het neer te zetten.” participant 3 
o “Als je er dus eenmaal eentje hebt, dan heb je alle vergelijkbare applicaties ook 
gelijk.” participant 4 
Men benadrukt dat de initiële opzet tijd kost. 
Het automatisch deployen blijkt daarna diverse voordelen te hebben: 
• Automatisering werkzaamheden 
o “Ja dan dus het automatiseren. Je kan geen domme fouten meer maken.” 
participant 2 
o “Dit is opgelost door alles te automatiseren. De snelheid is daarmee beter en de 
kans of fouten is kleiner geworden.” participant 5 
o “Door het automatiseren van de activiteiten verliepen de deployments soepel en 
snel.” participant 6 
De participanten zien juist het automatiseren van de deployments als oplossing voor de problemen. 
Participanten 3 en 4 hadden een afwijkende blik op de release omgeving: 
• Handmatige werkzaamheden 
o “Bijvoorbeeld als een environment variabele gezet moet worden, als ze dat niet 
melden gaat de applicatie niet werken.” participant 3 
o “… maar wel erg foutgevoelig, want als er maar één klein puntje wijzigt, moeten we 
het hele script aanpassen en daar zijn we niet goed in.” participant 4 
Er blijken vanuit operations handmatige werkzaamheden te zijn, die nog niet in de CD straat zijn 
opgenomen. Dit blijkt foutgevoelig voor de werking te zijn. 
Een aantal participanten hebben het toepassen van container technologie aangedragen als oplossing 
voor de bijwerking problematic deployment: 
• Container technologie 
o “dan kom je er soms dus nog achter dat er verschillen in de OTAP-straat zijn. 
Ondanks dat we op dezelfde versie van servers draaien. Daarom ben ik juist heel blij 
met die container technologie, zodat de omgeving altijd hetzelfde is.” participant 1 
o “Dus dat is het voordeel van containers en dat je in een vroeg stadium al de 
middleware, de hardware en de policies op de container gezet zal worden. Dat 
wijzigt daarna niet meer.” participant 4 
• Server configuratie 
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o “We hebben toevallig gisteren afgesproken met een partij dat zij precies dezelfde 
server configuratie gaan afnemen, ook op de ontwikkel- en testomgevingen. Anders 
gaat het niet lukken. We zorgen er dus voor dat de gehele OTAP-omgeving gelijk is, 
wat eigenlijk rand voorwaardelijk is voor Continuous Integration en Continuous 
Delivery.” participant 3 
Onderzoeks-item 2 - System modularization 
Dit onderzoeks-item bestaat uit vier bijwerkingen, die elk individueel zijn onderzocht. De resultaten 
zijn om deze reden per bijwerking beschreven. 
Bijwerking ‘Effort’ 
Van de zeven participanten herkent alleen participant 4 de bijwerking in relatie tot de initiële effort: 
• Initiële opzet 
o “Ja, omdat we er bijvoorbeeld 40 hebben en we niet 40 dedicated uitrolstraten 
willen maken. Dat is niet te doen.” participant 4 
o  “Wij hebben dus al onze hosting dingen uitgeschreven in modules, taken of 
werkinstructies die we ontwikkelen. Dit zodat het een soort lego bouwstenen zijn, 
die we op de deployment kunnen toepassen.” participant 4 
De effort die hier nodig was betrof daarmee het opzetten van de CD omgeving en scripts. De 
uitspraken slaan daarmee niet op de bijwerking effort in relatie tot de applicatie zelf. 
Veel van de overige participanten zien voordelen in de modulaire opbouw van de applicatie: 
• Modulaire opzet 
o “Daarvoor gebruiken we versie branches, waardoor we wel iets kunnen wijzigen, 
zonder dat het gelijk iets kapot maakt op een andere plek.” participant 1  
o  “Het werkt juist beter omdat je dingen minder vaak hoeft te herhalen.” participant1 
o “Daar heb je dus weleens extra werk aan. Je moet objecten van laag naar laag 
doorgeven.” participant 2 
o “Nee dat maakt niet uit.” participant 3 
o “Voor mij zijn al die kleine delen of modules juist een voordeel, omdat ik alleen kan 
pakken wat ik nodig heb.” participant 6 
Alleen participant 2 noemt hierbij soms het extra werk wat daarbij meekomt, maar benoemde dit 
niet als probleem. 
Tot slot noemen enkele participanten de benodigde kennis en initiële effort die nodig is: 
• Initiële opzet 
o “Je moet deze configuratie zaken echter wel allemaal opnemen.” participant 3 
• Kennis 
o “Je moet alleen opletten dat als tijdens de ontwikkeling iets aangepast moet worden 
in de submodule waar deze van afhankelijk is, dan moet je eerst de submodule 
aanpassen en mergen en versioning toepassen, voordat je verder kunt met je 
applicatie. Dat is wel lastig.” participant 1 
o “Dit kan wel een probleem zijn als je het platform niet genoeg kent. Je moet wel 
weten wat je kunt hergebruiken.” participant 6 
Bij de participanten zijn geen oplossingen voor de bijwerking bekend. 
Bijwerking ‘Complex build´ 
Vier van de zeven participanten hebben uitspraken over deze bijwerking gedaan. Drie participanten 
hebben het automatisch builden van hun software toegelicht. 
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• Automatisch builden 
o “Dit is letterlijk gewoon een druk op de knop. Nog niet eens eigenlijk, want dit gaat 
automatisch.” participant 1 
o “Doordat het geautomatiseerd is hebben we daar nu geen problemen meer mee en 
is het niet complex.” participant 5 
• Initiële opzet 
o “Als je dingen gaat automatiseren, dan kom je erachter dat je dingen bij het ene 
stukje op de ene manier doet en bij een ander stuk juist anders. Je zorgt er dan voor 
dat het allebei op dezelfde manier werkt.” participant 5 
o “Ja, je moet niet denken dat je dat in een uurtje gedaan hebt. Je moet elke stukje 
bekijken en dan kun je naderhand vaak nog een slag maken door zaken generiek te 
maken voor elk stukje.” participant 5 
• Ondersteunende tooling 
o “De configuratie staat in een bestand van de ondersteunende tooling. Daarin staat 
alles in.” participant 1 
o “Ook daar helpt onze CD tooling best wel, want alle dependencies komen in één 
map terecht. We kunnen dat vervolgens met een druk op de knop bijwerken naar de 
meest recente versie.” participant 2 
De betrokken participanten hebben aangegeven dat het automatisch builden van software initieel 
tijd kost om op te zetten, maar daarna niet complex is en juist voor minder problemen zorgt. 
Participant 1 en 2 noemen het belang van de ondersteunende CD tooling, om overzicht te houden in 
de configuratie en dependencies tussen componenten. 
De overige uitspraken gaan over de complexiteit van het build proces, bijvoorbeeld: 
• Complexe build 
o “Wij gebruiken veel third-party libraries. Bij ons halen we dat binnen met NuGet als 
package manager. Die libraries hebben elk hun eigen versies en dependencies. Dat 
kan tot allerlei complexiteit leiden in de build.” participant 2 
o “We proberen zoveel mogelijk dezelfde versies te gebruiken” participant 2 
o “Wij hebben niet heel veel verschillende componenten of modules.” participant 5 
Ondanks dat het build proces niet complex is, blijken relaties tussen componenten wel complex. Niet 
elke ontwikkelstraat heeft dit probleem, omdat men bijvoorbeeld weinig verschillende 
componenten of modules heeft. 
Bij de participanten zijn geen oplossingen voor de bijwerking bekend. 
Bijwerking ‘Problematic deployment’ 
Geen van de participanten herkent de bijwerking problematic deployment, met de traagheid of 
foutgevoeligheid van het deployen. Dit blijkt bijvoorbeeld uit de volgende uitspraken: 
• Automatisering 
o “Nou, eigenlijk kost het niet meer tijd, want onze CI-omgeving regelt dit voor ons.” 
participant 1 
o “Sinds we dit geautomatiseerd hebben komt dit niet meer voor.” participant 2 
o “Daar kan ik mij ook weer niet in vinden, dat het veel tijd kost.” participant 5 
• CD tooling 
o “De deployments hebben steeds soepel gewerkt, door de geautomatiseerde 
deployment via onze CD tooling. Zodra ik wat incheck, staat het vijf minuten later op 
de benodigde omgeving.” participant 6 
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o “Je kan zelf bepalen wanneer de deployment plaats zal vinden. Dat kan met een tik 
op de knop.” participant 7 
Wat daarnaast opvalt is dat men veel heeft toegelicht over het inrichten en onderhouden van de 
Continuous Delivery omgeving: 
• Handmatige configuratie 
o “Je bent dan even bezig de build straat op orde te krijgen en je CI op orde te 
krijgen.” participant 2 
o “Tenzij er wijzigingen zijn, want het is allemaal heel flexibel. Dan moet dat stukje 
weer gecommuniceerd worden en heeft het wellicht impact op hoe wij de taken in 
het CI/CD systeem hebben uitgewerkt.” participant 3 
o “Bij een volledige nieuwe package of applicatie komt een extra stukje configuratie, 
wat de deployment lastiger zal maken.” participant 6 
Ondanks het automatiseren van de deployment blijken wijzigingen, zoals het toevoegen van een 
nieuwe applicatie in de CD omgeving, handmatig werk tot gevolg te hebben. 
Een aantal participanten hebben de relaties tussen componenten en daarmee de architectuur van 
de applicatie voor het deployen toegelicht: 
• Relaties tussen componenten 
o “Als er een database aanpassing is, dan moet het toch allemaal tegelijkertijd.” 
participant 5 
o “De manier waarop er deployed moet worden staat voor elk component vast.” 
participant 7 
Er blijken wel relaties tussen de componenten, maar deze participanten zien dit niet als probleem. 
Bijwerking ‘Complex testing´ 
Participanten 3, 4 en 7 hebben nog geen praktijkervaring met de bijwerking. Er zijn geen oplossingen 
aangedragen. Participant 1 herkent de bijwerking complex testing en geeft daarbij een voorbeeld: 
• Testen backend en/of frontend 
o “Het was wel even wat complexer, omdat je die sub-modules niet los kunt testen. 
Die kun je alleen testen nadat je ze hebt geïntegreerd in de frontend en backend.” 
participant 1 
o “De testen worden dan niet in de pipeline van de module zelf uitgevoerd, maar wel 
in pipeline van de complete backend.” participant 1 
Hieruit blijkt het bestaan van sub-modules die niet los te testen zijn, maar wel via de frontend of 
backend te testen zijn. Deze sub-modules worden daarmee als lastig te testen gezien.  
Daarnaast is de categorie testopzet ook door de overige participanten besproken. Men heeft 
bijvoorbeeld uitspraken gedaan over handmatig testen en de testautomatisering: 
• Handmatig testen 
o “… als de functioneel beheerders testen dan doen ze dit handmatig. Dan maakt het 
echter ook niet uit of het daaronder meerdere modules zijn; het zijn gewoon 
handmatige testen.” participant 5 
o “Bij onze generieke componenten, moet je eigenlijk het gehele systeem weer testen. 
Op dit moment testen wij dan niet het gehele systeem, omdat we dit nog niet als 
automatisch testen hebben ingericht.” participant 6 
• Testautomatisering 
o “Onze geautomatiseerde testen staan in de kinderschoenen. Over het algemeen zijn 
dat unittesten, dus die zijn niet heel complex.” participant 2 
37 
 
o “Hoe verder je testen gaat uitwerken, dan zal het misschien wel complexer worden.” 
participant 5 
Hieruit blijkt enerzijds het bestaan van handmatige testen en anderzijds de beperkte ervaring met 
het verder of volledig automatiseren van de testen. 
De participanten hebben tot slot gesproken over de architectuur van hun applicatie in relatie tot de 
testbaarheid: 
• Testbaarheid applicatie 
o “Het is meer dat we een aantal afhankelijke systemen hebben. Als we dan 
bijvoorbeeld een testsituatie in systeem vier willen bereiken, dan met ik eerst in 
systeem 1, vervolgens systeem 2 en systeem 3, om een testsituatie te bereiken in 
systeem vier.” participant 2 
o “Maar hoe kleiner de delen of modules, hoe simpeler het te testen is.” participant 5 
o “Stel je maakt van elke applicatie of deel een aparte test, dan maakt dit het testen 
juist gemakkelijker.” participant 6 
Participant 2 noemt de afhankelijkheid van elders beheerde systemen in relatie tot complexiteit bij 
het testen. Participanten 5 en 6 merken op dat kleinere delen van een systeem beter te testen zijn. 
Onderzoeks-item 3 - Internal dependencies 
Participanten 1, 4 en 7 herkennen het probleem van het onderzoeks-item. Participant 6 had met het 
item nog geen praktijkervaring opgedaan en is daarom buiten de analyse gehouden.  
Voor dit onderzoeks-item is de definitie van Laukkanen et al. (2016) overgenomen: “Internal 
dependencies; dependencies between parts of the software system”. Alle participanten hebben 
uitspraken gedaan over interne afhankelijkheden, maar tevens over externe afhankelijkheden: 
• Externe afhankelijkheden 
o “Om eerlijk te zijn herken ik dat niet. Behalve we als we qua dependencies buiten 
ons project komen. Bijvoorbeeld met koppelingen naar een andere ontwikkelstraat.” 
participant 2 
o “Onze afhankelijkheden zijn dus meer naar buiten toe. Invloeden buiten onze 
Continuous Integration straat kunnen dus onze werking verpesten.” participant 4 
• Interne afhankelijkheden 
o “We zijn nu bijvoorbeeld met een applicatie bezig, die afhankelijk is van een andere 
applicatie binnen onze groep. Applicatie A haalt informatie op uit applicatie B.” 
participant 1 
Ondanks dat het onderzoeks-item over interne afhankelijkheden gaat, noemt men specifiek 
problemen met externe afhankelijkheden. Daarnaast ziet één participant afhankelijkheden tussen 
verschillende applicaties in eigen beheer ook als interne afhankelijkheid. 
Participanten 1 en 4 hebben oplossingen voor het onderzoeks-item aangedragen. Alleen de door 
participant 1 aangedragen oplossing slaat op het onderzoeks-item: 
• Versioning 
o “We hebben dat opgelost met het toepassen van versioning.” participant 1 
o “We wijzigen bijvoorbeeld applicatie B, maar hebben daar verschillende versies van 
de services.” participant 1 
Men heeft de interne afhankelijkheden opgelost door versiebeheer op services toe te passen. 




o  “Precies, hij is dan een kwartiertje offline. Voor de gebruikers is dat nu geen 
probleem.” participant 5 
o “Als je naar een beschikbaarheid van 24*7 toe zou willen, dan is dit wel een 
probleem.” participant 5 
o “Dat kan allemaal wel, maar kost veel meer ontwikkeltijd.” participant 5 
De participant ziet geen noodzaak om het probleem met interne afhankelijkheden op te lossen, 








In dit hoofdstuk is ingegaan op de betrouwbaarheid en validiteit van de resultaten. 
Betrouwbaarheid 
Om diepgang te bereiken zijn zeven participanten geïnterviewd, waarbij semigestructureerde 
interviews zijn gehanteerd. Alle participanten waren werkzaam binnen het Ministerie van Defensie. 
Hiermee is de betrouwbaarheid van de resultaten laag. Er zijn diverse maatregelen genomen om de 
betrouwbaarheid te verhogen, door minimaal twee participanten per aandachtsgebied te 
interviewen, de participanten vooraf gerust te stellen over het doel en aanpak van het onderzoek, 
een interviewprotocol op te stellen, open vragen te stellen, het interview op te nemen en het 
uitgeschreven verslag door de participanten te laten controleren. Daarnaast is tijdens de data-
analyse het toewijzen van codes in de interviews bijgehouden en het categoriseren van alle codes in 
een overkoepelende spreadsheet. 
Bij het contact met de diverse ontwikkelafdelingen zijn geen documenten ontdekt of observatie 
mogelijkheden gevonden waarmee triangulatie mogelijk was. Vanwege de uitdaging om voldoende 
participanten te vinden en uitloop bij het onderzoek, is hier naderhand geen vervolg aan gegeven. 
Validiteit 
Om de validiteit te bevorderen zijn alleen participanten betrokken met minimaal zes maanden 
praktijkervaring met Continuous Integration of Continuous Delivery en zijn de interviews in een 
separate ruimte gehouden. Daarnaast is door de onderzoeker zo dicht mogelijk bij de data gebleven, 
door alle resultaten met citaten van de geïnterviewden te onderbouwen. 
Vanwege de gekozen aanpak van semigestructureerde interviews was het mogelijk om dieper op 
antwoorden in te gaan en waar nodig om verduidelijking te vragen. Door deze voorbereiding en 
aanpak hebben de antwoorden doorgaans een hoge mate van validiteit (Saunders et al., 2015). Wel 
is tijdens de data-analyse opgemerkt dat de antwoorden en discussies gedurende de interviews 
korter werden. Mogelijk is dit een gevolg van de tijdsduur van de interviews, maar alternatief 
kunnen de gelijkenissen tussen de onderzoeks-items ook dit tot gevolg hebben. Ondersteuning 
daarbij bieden de uitgeschreven verslagen, waarin soms is beschreven dat het antwoord al eerder 
was besproken. 
Tijdens de interviews zijn de kenmerken per ontwikkelstraat geïnventariseerd. De participanten 
konden het kenmerk van de applicatie architectuur echter niet in slechts een beperkt aantal 
woorden te omschrijven. Zonder voorkennis van de onderzoeker was het daarom niet mogelijk de 
architectuur te bepalen en eventuele verschillen tussen de ontwikkelstraten te verduidelijken. Dit 
kenmerk is daarom niet opgenomen in de resultaten van paragraaf 6.1. 
Ethische aspecten van data en dataverzameling 
Een van de zeven geïnterviewden had vooraf vragen over de gevoeligheid van de data. Na 
toelichting van de keuze om namen van mensen, afdelingen en software te filteren is het interview 
doorgegaan. Naderhand heeft de participant aangegeven dat het verslag geen gevoeligheden bevat 
en de zorgen daarmee waren weggenomen. 
Een deel van de participanten heeft enkele opmerkingen op het uitgeschreven verslag geplaatst. Dit 
betrof aanpassingen in de spelling of zinsopbouw. Ondanks dat de zinsopbouw soms incorrect was, 
is dit bewust letterlijk uitgeschreven, om dicht bij de uitspraken van de participant te blijven. De 
door de participant aangedragen verbeteringen zijn wel altijd overgenomen. 
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8. Conclusies en aanbevelingen 
In dit hoofdstuk zijn de getrokken conclusies beschreven. Dit is gedaan aan de hand van de eerder 
gestelde onderzoeksvragen en bijbehorende deelvragen. 
8.1. Conclusies 
Uit het literatuuronderzoek kwam informatie over problemen tijdens de implementatie van 
Continuous Integration en Continuous Delivery, echter was niet duidelijk waarom deze problemen 
zich voordeden. Met dit onderzoek is geïnventariseerd of deze problemen zich ook binnen het 
Ministerie van Defensie voordoen en is een verkenning gedaan waarom deze problemen zich daar 
wel of niet voordoen en of er oplossingen voor bekend zijn. Vanwege de benodigde diepgang om de 
waarom vraag te beantwoorden, zijn een beperkt aantal problemen voor het empirisch onderzoek 
geselecteerd. In het verlengde van Laukkanen et al. (2016) is gekozen de problemen in het thema 
system design te onderzoeken, omdat deze zich vaak voordeden en als meest kritiek bevonden 
waren. De scope van het empirisch onderzoek omvat daarmee drie onderzoeks-items. 
De eerste onderzoeksvraag betrof de vraag of de onderzoeks-items zich in de onderzoeksorganisatie 
voordoen. In paragraaf 6.2 “Resultaten onderzoeks-items” is voor de onderzoeks-items beschreven 
of deze door de verschillende participanten als probleem zijn herkend. Daarnaast zijn de kenmerken 
per ontwikkelstraat geïnventariseerd en weergegeven in paragraaf 6.1 “Overzicht kenmerken 
ontwikkelstraat”. Hiermee is een antwoord gegeven op de eerste onderzoeksvraag. 
De tweede onderzoeksvraag richt zich op de vraag waarom de problemen zich voordoen en of er 
oplossingen bekend zijn. De getrokken conclusies zijn hieronder per onderzoeks-item beschreven. 
Onderzoeks-item 1 - Unsuitable architecture 
Allereerst zijn de conclusies van de bijwerkingen van unsuitable architecture beschreven. 
Bijwerking ‘Untestable code’ 
De resultaten hebben aangetoond dat er verdeeldheid bestaat over de mogelijkheid 
om alle code te testen, maar tevens over de noodzaak om alle code te testen. 
Daarnaast blijkt tussen de ontwikkelstraten verschil in kennis en mogelijkheden van 
software om de frontend geautomatiseerd te testen. 
Het geautomatiseerd testen van het backend component is kritiek benoemd, 
vanwege de hoeveelheid benodigde testen en het belang van correcte werking. Het 
geautomatiseerd testen van de frontend lijkt een nuttige aanvulling daarop. 
Er zijn door een participant oplossingen aangedragen in de vorm van het testen 
middels een mock-object en het verwijzen naar een testen in brown-field applicaties. 
Dit zijn echter theoretische oplossingen, zonder dat dit in de praktijk is getoetst. 
Bijwerking ‘Time-consuming testing’ 
Er blijkt eensgezindheid over de noodzaak om geautomatiseerd te testen en dat de 
doorlooptijd daarbij geen issue is; de participanten herkennen het probleem van 
time-consuming testing niet. 
Sommige testen moeten op een bepaald moment plaatsvinden, bijvoorbeeld na 24 
uur van een gebeurtenis. Dit kan wel een issue bij het testen zijn, waarbij het 







Het onderzoek laat geen problemen bij het opzetten van de branching strategie zien, 
echter wel bij het opzetten van de Continuous Delivery omgeving. Daarbij worden 
kennis van beheerders, extra beveiligingseisen voor de productieomgeving en het 
ontbreken van testfaciliteiten voor de Continuous Delivery omgeving, als problemen 
gemeld. Ook de organisatorische scheiding tussen ontwikkelaars en operations is 
door beide stakeholders opgemerkt als belemmering. 
Bijwerking ‘Problematic deployment’ 
Resultaten over de bijwerking problematic deployment laten zien dat de initiële 
opzet om geautomatiseerd te deployen tijd kost, maar daarna juist de problemen 
rond problematische deployments verhelpt. 
Buiten het geautomatiseerd deployen van de applicatie blijken er door operations 
nog handmatige stappen te zijn die foutgevoelig blijken. Vanuit de ontwikkelaars en 
operations is hiervoor het toepassen van container technologie als oplossing 
aangedragen. 
Dit onderzoek geeft bevestiging aan de eerdere bevinding dat unsuitable architecture geen 
op zichzelf staand probleem is, maar de bijwerkingen ervan het probleem zijn. De 
participanten herkennen veelal een of een paar van de voorgelegde bijwerkingen, maar het 
verschilt per participant welke bijwerking(en) dit betreft. Er zijn geen overeenkomsten of 
patronen tussen de bijwerkingen ontdekt. Beschikbare oplossingen kunnen daarom 
vooralsnog individueel per bijwerking worden toegepast. 
Onderzoeks-item 2 - System modularization 
Hieronder zijn eerst de conclusies van de bijwerkingen van system modularization 
beschreven. 
Bijwerking ‘Effort’ 
De uitkomsten laten zien dat men de hoeveelheid effort om, met een modulair 
systeem en Continuous Delivery te werken, niet als probleem ziet. Wel is het van 
belang dat de medewerkers voldoende kennis hebben om met de omgeving te 
kunnen werken. 
Bijwerking ‘Complex build´ 
De resultaten maken duidelijk dat het automatiseren van het build proces minder 
problemen tot gevolg heeft. Relaties tussen componenten blijken wel complex. 
Geschikte Continuous Delivery tooling is daarbij van belang. 
Bijwerking ‘Problematic deployment’ 
Geen van de participanten herkennen het probleem van traagheid of 
foutgevoeligheid van een deployment. De architectuur en de modulaire opbouw van 
de applicatie blijkt niet van invloed. Wel blijft er een deel handmatig werk over als 
een nieuwe applicatie in de CD-pipeline moet worden opgenomen. 
Bijwerking ‘Complex testing´ 
Sub-modules kunnen lastig te testen zijn omdat ze soms niet direct aan te roepen 
zijn. In zo’n geval kunnen ze mogelijk wel indirect aan te roepen zijn, via een 
functionele test. Het gedeeltelijk handmatig testen van het systeem komt nog bij de 
42 
 
betrokken ontwikkelstraten voor. Daarnaast is de verdere automatisering nog 
slechts beperkt onderzocht. 
Het hebben van kleine- en individuele delen van de applicatie ziet men niet als 
probleem, maar juist als een gemak bij het testen van de applicatie. 
De resultaten bevestigen dat system modularization naast een probleem tevens een 
oplossing voor een aantal problemen is. De meeste participanten zien juist voordelen in het 
werken met een modulaire architectuur. Er zijn geen overeenkomsten of patronen tussen de 
bijwerkingen ontdekt. Beschikbare oplossingen lijken daarmee individueel per bijwerking te 
kunnen worden toegepast. 
Onderzoeks-item 3 - Internal dependencies 
De resultaten tonen aan dat er onduidelijkheid bestaat over de scope van het onderzoeks-
item; sommige participanten zien de interactie tussen verschillende applicaties binnen hun 
eigen beheer ook als interne afhankelijkheid. Daarnaast blijken externe afhankelijkheden 
een op zichzelf staand, maar nog niet eerder door Laukkanen et al. (2016) geïdentificeerd, 
probleem. 
Het gelijktijdig aanbieden van verschillende versies van functionaliteit, oftewel versioning, 
kan een bijdrage leveren om het probleem van dit onderzoeks-item op te lossen. Niet in alle 
gevallen blijkt er echter noodzaak om het probleem van het onderzoeks-item op te lossen. 
Met de bovenstaande conclusies is meer inzicht verkregen waarom de onderzoeks-items zich wel en 
niet voordoen en of er oplossingen voor beschikbaar zijn. De volgende paragraaf gaat in op de 
aanbevelingen naar aanleiding van dit onderzoek. 
8.2. Aanbevelingen 
Aanbevelingen voor de onderzoeksorganisatie 
Kennisdeling 
Tijdens het onderzoek bleek een van de ontwikkelstraten software te gebruiken om de frontend 
geautomatiseerd te testen, terwijl een collega van een andere ontwikkelstraat zich afvroeg of daar 
software voor bestond. De onderzoeksorganisatie zou een initiatief kunnen starten om de kennis en 
ervaringen rond Continuous Delivery in de organisatie te delen. 
Verhelpen aangetroffen problemen 
Met dit onderzoek zijn een aantal problemen met de implementatie van Continuous Delivery 
aantroffen. De aantroffen problemen kunnen vergeleken worden met bestaande richtlijnen en best-
practices voor het implementeren van Continuous Delivery en of ze daarmee op te lossen zijn. 
Aanbevelingen voor vervolgonderzoek 
Toetsen aangedragen oplossingen 
Met dit onderzoek zijn een aantal theoretische- en reeds getoetste oplossingen aangedragen. 
Vervolgonderzoek kan de aangedragen oplossingen gebruiken om deze elders te toetsen. Daarmee 
kan meer duidelijkheid verkregen worden of de oplossingen generiek toepasbaar zijn. 
Verkennen nieuw aangedragen probleem 
Dit onderzoek heeft een nieuw probleem bekend gemaakt, in de vorm van “externe 
afhankelijkheden” tussen ontwikkelstraten binnen het Ministerie van Defensie. Vervolgonderzoek 
zou zich kunnen richten op de vraag of dit probleem zich ook in andere organisaties voordoet en of 




De onderzoeksresultaten laten zien dat de onderzoeks-items zich soms binnen de organisatie 
voordoen. Vooraf bestond het vermoeden dat de applicatiearchitectuur van invloed is op het 
optreden van de onderzoeks-items. Tijdens het onderzoek bleek het echter niet mogelijk om, zonder 
voorkennis van de onderzoeker, de participanten zelf de applicatiearchitectuur in enkele zinnen te 
laten omschrijven. Bij vervolgonderzoek met dezelfde onderzoeks-items lijkt daarom verdieping in 
literatuur voor het bepalen en omschrijven van de applicatiearchitectuur wenselijk. 
Herhalen onderzoek 
Het onderzoek heeft plaatsgevonden bij een aantal ontwikkelstraten bij het Ministerie van Defensie. 
De onderzoeksopzet kan gebruikt worden om het onderzoek te herhalen in een andere 
onderzoeksorganisatie en daarmee de betrouwbaarheid van de resultaten te verhogen. 
Verkennen overige thema’s van Laukkanen et al. (2016) 
Dit onderzoek laat zien dat, in ieder geval bij het Ministerie van Defensie, de implementatie van 
Continuous Integration en Continuous Delivery nog volop loopt. Dit empirisch onderzoek heeft als 
scope de problemen in het thema system design uit het onderzoek van Laukkanen et al. (2016) 
gehad. Vervolgonderzoek kan zich richten op een soortgelijke verkenning voor problemen in de 
overige thema’s. 
Aanbevelingen voor overige organisaties 
Verhelpen problemen 
De onderzoeksresultaten en conclusies geven inzicht in een aantal problemen bij de 
onderzoeksorganisatie. Mogelijk dat organisaties deze problematiek herkennen en het verkregen 
inzicht kunnen gebruiken om hun eigen problemen aan te pakken. Daarnaast zijn er een aantal 




Terugkijkend op het onderzoek is het een lastig traject geweest en heeft het veel tijd gekost. 
Ondanks dat ik trots ben op het resultaat, zijn er achteraf een aantal zaken die ik anders had kunnen 
aanpakken. In dit hoofdstuk ga ik daar nader op in. 
Toen ik aan de literatuurstudie begon had ik nog geen idee waar het empirisch onderzoek zich op 
zou gaan richten. Ik wist vooraf alleen dat ik om mij heen veel hoorde over Continuous Delivery en 
dit afstudeertraject wilde aangrijpen om mijzelf daarin te verdiepen. Tijdens de literatuurstudie heb 
ik mijzelf gericht op do’s en don’ts bij de implementatie van Continuous Delivery, echter heb ik geen 
ondersteunende artikelen gevonden om op een wetenschappelijke manier do’s en don’ts op te 
stellen. Ik heb tijdens de literatuurstudie naar eigen inzicht een beslistabel opgezet om do´s en 
don´ts op te stellen. Daarnaast kwam halverwege mijn literatuurstudie het artikel van Laukkanen et 
al. (2016) online, wat nieuwe mogelijkheden voor vervolgonderzoek bracht. Ik voelde mij daarmee 
genoodzaakt een andere weg in te slaan voor het empirisch onderzoek en heb daardoor de 
beslistabel voor de do´s en don´ts niet meer gebruikt. 
Deze nieuwe richting betrof een verkenning naar de vraag waarom bepaalde problemen zich 
voordoen tijdens de implementatie van Continuous Delivery. Dit vroeg een inductieve aanpak met 
het verzamelen en analyseren van kwalitatieve data, waar ik slechts zeer beperkte ervaring mee had. 
Ik sta nog volledig achter deze keuze, omdat ik met dit onderzoek heb kunnen aansluiten bij eerder 
onderzoek en de aanpak daarnaast leerzaam was. Het heeft wel tot gevolg gehad dat ik met de 
studielast van het empirisch onderzoek ruim boven het gestelde aantal EC/uren ben gekomen. 
Tijdens het empirisch onderzoek heb ik ervoor gekozen om zoveel mogelijk ontwikkelstraten bij het 
onderzoek te betrekken, zonder eerst te inventariseren of de problemen van de onderzoeks-items 
zich bij de ontwikkelstraat voordeden. Ik had dit bijvoorbeeld vooraf eerst kunnen inventariseren 
middels een survey. Er was daarmee aan het begin onzekerheid of het onderzoek zou werken, 
omdat mogelijk geen van de betrokken ontwikkelstraten de problemen zouden herkennen. Tijdens 
de interviews bleek echter dat de participanten soms initieel een ja of nee antwoord gaven, maar bij 
doorvragen toch hun antwoord bijstelden. Met een survey had ik hierdoor mogelijk bepaalde 
ontwikkelstraten of participanten overgeslagen, terwijl hun informatie wel degelijk relevant was 
geweest. Achteraf had ik al de grootste moeite om voldoende participanten te vinden en had ik alle 
mogelijke participanten ook hard nodig, ongeacht het wel of niet voorkomen van de onderzoeks-
items. 
Een onderschat onderdeel betrof het verzamelen van data middels interviews. Op advies van mijn 
afstudeerbegeleider heb ik een proefinterview gehouden, waarna ik mijn interviewprotocol op een 
aantal punten heb aangepast. Dit heeft erg veel meerwaarde gehad, door ervoor te zorgen dat de 
vervolginterviews zoveel mogelijk op dezelfde wijze zijn verlopen. Desondanks heb ik bij de data-
analyse gemerkt dat de antwoorden per interview en de duur van de interviews steeds langer 
werden. Ik kan inmiddels beamen dat het afnemen van interviews iets is wat je moet oefenen om dit 
goed te beheersen. 
Tot slot wil ik mijn afstudeerbegeleider dr. ir. Karel Lemmen bedanken voor zijn scherpe blik, tips en 
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Bijlage A: Overzicht kenmerken per case 
In deze bijlage is een overzicht overgenomen uit het artikel van Laukkanen et al. (2016). Dit overzicht 
geeft een beeld van de door hen verzamelde kenmerken per praktijkcase.  
 





Bijlage B: Overzicht door Laukkanen et al. (2016) gebruikte secundaire 
bronnen 
Het onderzoek van Laukkanen et al. (2016) heeft diverse secundaire bronnen gebruikt voor het 
verzamelen van problemen tijdens de implementatie van Continuous Delivery. Omdat ook in dit 
onderzoek verwijzingen naar deze bronnen zijn gebruikt, is voor de herleidbaarheid hieronder een 
overzicht van deze bronnen weergegeven. 
 









Bijlage C: Interviewprotocol 
Deze bijlage bevat het interviewprotocol, wat als leidraad voor de af te nemen interviews zal worden 
gebruikt.  
In dit interviewprotocol is een aantal maal verwezen naar slides in een digitale presentatie. Die 
presentatie is opgenomen in “Bijlage D: Digitale presentatie als toelichting bij het 
interviewprotocol”. 
1. Introductie 
Tijdens de introductie worden de volgende punten toegelicht aan de participant: 
• Bedank participant voor medewerking. 
• Informele kennismaking tussen de onderzoeker en de participant. 
• Doel van het onderzoek schetsen. 
Slide 1 en 2 presenteren, als toelichting op het doel van het onderzoek. 
• Doel van dit interview toelichten. 
• Vragen gaan over de ervaringen van de participant in de praktijk met CI en CD. 
• Toelichting op anonimiteit van de participant en afdeling. 
• Recht om niet te antwoorden en op elk moment te stoppen met het interview. 
• Participant krijgt binnen enkele dagen een verslag van het interview en kan daarop nog 
reageren, voordat de gegevens definitief verwerkt worden. 
• Vraag of het interview mag worden opgenomen. 
• Indien de participant akkoord is, start nu de opname. 
• Vraag om toestemming om het interview nu te starten. 
2. Vragenlijst 
Thema 1. Kenmerken van de ontwikkelstraat 
# Vraag 
1 Hoeveel ontwikkelaars omvat jullie ontwikkelstraat?  
2 Bestaat de architectuur van jullie systeem uit meerdere eenheden, modules of services? 
(ja of nee) 
3 Is er sprake van afhankelijkheden tussen de delen (eenheden, modules en services) van het 
systeem? 
(ja of nee) 
4 Kun je in een zin of enkele zinnen de architectuur van jullie systeem samenvatten? 
 Slide 3 presenteren, toelichting CI en CD. 
5 Op een schaal van 1 t/m 5, hoe volwassen is jullie CD implementatie? 
(van laag naar hoge volwassenheid) 
6 In hoeverre worden niet-ontwikkelaars betrokken bij het CI of CD proces? 
- Wordt de stakeholder Operations (technisch beheer) betrokken? 
- Wordt de stakeholder Testers betrokken? 
- Wordt de stakeholder Managers betrokken? 
- Wordt de stakeholder Business (klant) betrokken? 
 
Thema 2. Nagaan of bijwerkingen rond onderzoeks-items 1 t/m 3 zich voordoen en waarom 
Onderzoeks-item 1 
# Vraag 
  Slide 4 presenteren, als toelichting op onderzoeks-item 1 
7 Untestable code, is dit probleem herkenbaar  
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(ja, nee, of n.v.t.) 
8 Waarom is dit wel of niet herkenbaar? 
(5x doorvragen) 
9 Is er een oplossing voor dit probleem bekend? 
- Zo ja, welke en waarom? 
10 Time-consuming testing, is dit probleem herkenbaar? 
(ja, nee, of n.v.t.) 
11 Waarom is dit wel of niet herkenbaar? 
(5x doorvragen) 
12 Is er een oplossing voor dit probleem bekend? 
- Zo ja, welke en waarom? 
13 Effort, is dit probleem herkenbaar? 
(ja, nee, of n.v.t.) 
14 Waarom is dit wel of niet herkenbaar? 
(5x doorvragen) 
15 Is er een oplossing voor dit probleem bekend? 
- Zo ja, welke en waarom? 
16 Problematic deployment, is dit probleem herkenbaar? 
(ja, nee, of n.v.t.) 
17 Waarom is dit wel of niet herkenbaar? 
(5x doorvragen) 
18 Is er een oplossing voor dit probleem bekend? 
- Zo ja, welke en waarom? 
  Slide 5 presenteren, als toelichting op de volgende vraag 
19 Zijn er nog andere (nog onbehandelde) bijwerkingen bekend? 




  Slide 6 presenteren, als toelichting op onderzoeks-item 1 
20 Effort, is dit probleem herkenbaar? 
(ja, nee, of n.v.t.) 
21 Waarom is dit wel of niet herkenbaar? 
(5x doorvragen) 
22 Is er een oplossing voor dit probleem bekend? 
- Zo ja, welke en waarom? 
23 Complex build, is dit probleem herkenbaar? 
(ja, nee, of n.v.t.) 
24 Waarom is dit wel of niet herkenbaar? 
(5x doorvragen) 
25 Is er een oplossing voor dit probleem bekend? 
- Zo ja, welke en waarom? 
26 Problematic deployment, is dit probleem herkenbaar? 
(ja, nee, of n.v.t.) 
27 Waarom is dit wel of niet herkenbaar? 
(5x doorvragen) 
28 Is er een oplossing voor dit probleem bekend? 
- Zo ja, welke en waarom? 
29 Complex testing, is dit probleem herkenbaar? 
(ja, nee, of n.v.t.) 
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30 Waarom is dit wel of niet herkenbaar? 
(5x doorvragen) 
31 Is er een oplossing voor dit probleem bekend? 
- Zo ja, welke en waarom? 
  Slide 7 presenteren, als toelichting op de volgende vraag 
32 Zijn er nog andere (nog onbehandelde) bijwerkingen bekend? 




  Slide 8 presenteren, als toelichting op onderzoeks-item 1 
33 Internal dependencies, is dit probleem herkenbaar? 
(ja, nee, of n.v.t.) 
34 Waarom is dit wel of niet herkenbaar? 
(5x doorvragen) 
35 Is er een oplossing voor dit probleem bekend? 
- Zo ja, welke en waarom? 
  Slide 9 presenteren, als toelichting op onderzoeks-item 1 
36 Zijn er nog (onbehandelde) bijwerkingen bekend? 
- Zo ja, welke en waarom? 
 
3. Afronding 
• Verkenning mogelijkheid documentanalyse en/of observatie. 
• Stoppen opname. 
• Aangeven wanneer het verslag ter review zal worden aangeboden. 




Bijlage D: Digitale presentatie als toelichting bij het interviewprotocol 
In het interviewprotocol is een aantal maal verwezen naar slides in een digitale presentatie. Deze 

































Bijlage E: Voorbereiding participant op het interview, vooraf bekend 
gestelde informatie 
Participanten bij de interviews krijgen vooraf informatie toegestuurd, als voorbereiding op het 
interview. Met deze informatie kunnen participanten vooraf al nadenken over mogelijk relevante 
informatie, wat het resultaat van dit onderzoek kan bevorderen. 
De onderstaande informatie is vooraf per email naar de participanten verzonden. 
-------------------------------------------------------------------------------------------------------------------------------------- 
Geachte dame, heer, 
Dank voor de interesse en hulp bij mijn afstudeeronderzoek. In deze email wil ik vooraf informatie 
bekend stellen, als voorbereiding op het interview.  
• In mijn onderzoek probeer ik na te gaan welke problemen zich tijdens de implementatie van 
Continuous Integration en Continuous Delivery kunnen voordoen en waarom. Tijdens mijn 
literatuuronderzoek heb ik diverse problemen uit eerder praktijkonderzoek geïdentificeerd. 
Ik ben benieuwd of deze problemen zich ook in jullie ontwikkelstraat/afdeling voordoen en 
of jullie mogelijk nog bekend zijn met andere problemen. 
• De vragen gaan over de ontwikkelstraat waarin jullie werkzaam zijn. Het betreft vragen over 
de volgende drie items: 
1. Unsuitable architecture : System architecture limits continuous delivery 
2. System modularization: The system consists of multiple units, e.g., modules or 
services 
3. Internal dependencies: Dependencies between parts of the software system 
• Relevant zijn de problemen die zich momenteel rond deze drie items voordoen, of in het 
verleden hebben voorgedaan. 
• Tijdens het interview zal ik een aantal reeds bekende problemen (uit andere organisaties) 
voorleggen. De vragen gaan over of deze problemen zich wel of niet voordoen en vervolgens 
probeer ik na te gaan waarom. Daarnaast zal ik vragen of jullie zelf nog bekend zijn met 
mogelijk andere (voor mij nog onbekende) problemen en oplossingen rond deze drie items. 
Met bovenstaande informatie hoop ik alvast uw gedachten te prikkelen, zodat u weet wat u kunt 
verwachten tijdens het interview. Een verdere voorbereiding is niet nodig! 
Alvast bedankt. 






Bijlage F: Onderzoeksresultaten 
In deze bijlage zijn de volledige onderzoeksresultaten opgenomen. In hoofdstuk “6 Resultaten” zijn, 
de door de participant meest genoemde categorieën en meest opvallende resultaten, nader 
toegelicht.  
Onderzoeks-item 1 - Unsuitable architecture 
Dit onderzoeks-item bestaat uit vier bijwerkingen, die elk individueel zijn onderzocht. De resultaten 
zijn om deze reden ook per bijwerking beschreven. 
Bijwerking ‘Untestable code’ 
Categorie 1: Test aanpak (7 van de 7 participanten) 
• Functioneel testen 
o “We testen echt op functionaliteit.” participant 1 
o “We bouwen REST API´s. Dat betekent dat als ik een aanroep naar bepaalde URL 
doe, dan verwacht ik iets terug. Als ik bepaalde input aan die URL geef, dan 
verwacht ik ook weer iets terug. Die testen bouwen we altijd.” participant 1 
o “Alleen het volledige functionele testen, van de gehele functionaliteit dat is lastig. 
Dat vergt nogal wat tijd, omdat je voor elk scenario, testscenario’s moet gaan 
beschrijven.” participant 7 
• Refactoring t.b.v. testen 
o “Daar lopen wij ook tegenaan. Soms passen we weleens een refactoring toe om het 
iets beter testbaar te maken.” participant 2 
o “Daar zijn ze (mijn collega’s) wel weer een beetje huiverig voor, omdat we niet 
bestaande code overhoop willen halen.” participant 2 
o “Eigenlijk wil je niet je software aanpassen voor een test, want dan moet je ook 
weer je software opnieuw testen.” participant 6 
o “Je zou wel een splitsing kunnen maken tussen een dummy call en een echte call 
naar het andere informatiesysteem. En die dummy call geeft dan altijd de beoogde 
en afgesproken data door.” participant 6 
• Scope van testen 
o “Alles wat we bouwen schrijven we testen voor.” participant 1 
o “Ja, er zijn wel oplossingen voor, daar heb je allerlei boeken over, bijvoorbeeld 
testen in brown-field applicaties, hoe je dat langzamerhand kunt verbeteren.” 
participant 2 
o “Om een website te configureren heb je een aantal taken of stappen die je moet 
doen. Bij elke stap bouw ik een controle stap in.” participant 3 
o “Dat is eigenlijk een beetje waar wij geen gat opvullen. Vanuit de bouwstenen 
krijgen wij servers aangeleverd. Hoe weten we nou of die server aangeleverd is zoals 
we dat graag willen en volgens de standaard. We bouwen dus een aantal pre-
requirement stappen in.” participant 3 
o “Niet alle code is te testen, maar er zou heel veel getest kunnen worden.” 
participant 5 
o “Als je kijkt naar het geheel aan testen, dan is het merendeel van de testen geen 
unittest.” participant 5 
o “We hebben hier bij een applicatie last van. We hebben daar bijvoorbeeld het 
probleem dat de benodigde data niet in een ander informatiesysteem beschikbaar 
is. Iemand moet eerst met de andere afdeling contact opnemen om de benodigde 
data klaar te laten zetten.” participant 6 
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o “Zodra de data uit het externe systeem komt, dan kunnen we dit niet zelf.” 
participant 6 
o “Dit is ook een probleem bij het implementeren van Continuous Integration en 
Continuous Delivery, want je moet alle services testen. Daarbij wil je ook dat alle 
testen geautomatiseerd zijn.” participant 6 
• Technisch testen 
o “Wij krijgen software en kijken alleen of die goed draait en kijken dus niet 
inhoudelijk in de software. Als wij iets met Continuous Integration doen, dan kijken 
wij alleen of het te installeren is, of het stabiel draait en geen memory leaks heeft. 
Wij kijken verder niet in de code.” participant 4 
o “Dat kan wel bij een aantal dingen, bijvoorbeeld vulnerability testen, performance 
testen etc. Dat kun je allemaal geautomatiseerd doen, alleen dat zijn dan de 
technische testen, die niets met de functionaliteit te maken hebben.” participant 4 
o “Wij testen meer of de applicatie stabiel draait, of die niet stuk gaat, omvalt, of er 
geen foutmeldingen of errors op de server ontstaan. Wij kijken op een heel ander 
niveau met testen als de functioneel eigenaar of bouwer.” participant 4 
• Testen alternatieve flow 
o “We testen ook dat als ik een specifiek iets stuur de test faalt. Of als ik de service op 
deze manier benader, dan mag de test juist niet slagen.” participant 1 
• Testen middels mock object 
o “we hebben een hele grote repository class waar we tegenaan praten om data uit op 
te halen. Het is geen abstracte class of interface, dus als ik in deze in een test wil 
uitmocken (dus niet echt naar de database gaan) en ik wil wel data ophalen, dan 
maak je daar normaal gesproken een mock object van. Dus je geeft wel wat terug, 
alsof het uit de database komt. In dit voorbeeld kan dit niet, omdat het een fysieke 
implementatie heeft en geen interface implementeert.” participant 2 
o “Als ik het nu zou moeten oplossen, dan ben ik bijvoorbeeld een kleine class aan het 
testen en ik heb drie methodes nodig van die hele grote repository met tig 
methodes. Ik zou dan een kleine interface maken, waarin die drie methodes zitten. 
Ik zou tegen die grote repository zeggen, jij implementeert deze interface en dan 
kan ik in mijn code voortaan die interface gebruiken. In mijn class die ik dan aan het 
testen ben, gebruik ik dan dat interface en die laat ik injecteren met dependency 
injection. Die moet je natuurlijk configureren als iemand om die interface vraagt, dat 
hij dan de repository geeft. In mijn test class kan ik dan aangeven dat niet de echte 
repository teruggegeven moet worden, maar een mock object, wat dezelfde 
interface presenteert. Daarmee kan ik het wel testen.” participant 2 
o “Er zit wel enig risico aan, want je moet enkele aanpassing doen, maar dat risico is 
zeer beperkt.” participant 2 
o “Ja, je moet hier wel nadenken hoe je de afhankelijkheden kan abstraheren. 
Langzaam introduceren we dit soort oplossingen, om het testen toch mogelijk te 
maken.” participant 2 
o “In ons project krijg ik echter niet altijd de handen op elkaar om dit allemaal te doen. 
We hebben in ons team een aantal testers die hun werk ook goed doen en er 
worden weinig problemen uit productie gemeld. Dus hoe rechtvaardig je dat je hier 
een tijdsinspanning voor levert.” participant 2 




o “Voor het team van de KMar is dit extra lastig, omdat het een afgesloten segment is. 
Het introduceert een aanvullend probleem om het geautomatiseerd uit het versie 
beheersysteem naar de KMar omgeving te krijgen.” participant 3 
o “Vanuit de andere omgeving is dit makkelijker omdat er geen apart beheerdomein 
nodig is.” participant 3 
o “Als je kijkt naar geautomatiseerd UI testen, dat is heel lasting.” participant 5 
o “De hoeveelheid effort die je erin moet steken en wat het oplevert is iets om dat 
niet nu te doen. Wanneer je dit echt zou terugverdienen, daar zien wij nog niet het 
voordeel van in.” participant 5 
o “De beste testers zijn soms de gebruikers zelf. Je kunt er heel veel tijd insteken om 
het te automatiseren, om er maar een paar kleine bugs uit te halen.” participant 5 
o “Onze business logica zou wel automatisch getest kunnen worden, alleen gezien de 
hoeveel werk die daarmee gemoeid is, is daar nu geen noodzaak voor.” participant 5 
o “Het hangt ook af van wat je voor meldingen uit productie ontvangt. Als je 
regelmatig fouten uit productie ontvangt en dat is steeds na een release, dan moet 
je daar misschien wel wat mee. Alleen hebben wij dat nu niet.” participant 5 
o “Je kunt ook zelf data in onze database modificeren, maar dat is redelijk 
ingewikkeld. Dit kan alleen als de benodigde data in onze eigen database staat.” 
participant 6 
• Testengine 
o “Ja, daar gebruiken we een softwaretool voor, dat is een testengine waarmee je 
door je applicatie heen kunt klikken.” participant 1 
o “We hebben daar inderdaad een tool voor. Die kijkt naar de bekende 
kwetsbaarheden van websites. Die checkt deze kwetsbaarheden op onze systemen 
en daar komen rapportages uit.” participant 3 
o “Wellicht zijn er wel tools die ergens automatisch op kunnen klikken.” participant 5 
• Testmodules 
o “Er bestaan modules waar die functionaliteiten inzitten. Daar zit heel veel logica in 
verwerkt en doen die teststappen al.” participant 3 
o “Wat ik nu zie is dat in een wat complexere module een bug zit, waardoor ik een 
aantal opties niet kan gebruiken. Ik moet daardoor al die functionaliteit zelf via 
scripting uitwerken. Vooral met grote functionaliteiten ben je dan wel even bezig.” 
participant 3 
Categorie 3: Test- en ontwikkelvolgorde (3 van de 7 participanten) 
• Ontwikkel volgorde 
o “Meestal beginnen we met het werk aan de backend. De backend heeft zijn eigen 
testen die starten vanuit de CI-omgeving. Daarna starten pas de werkzaamheden 
aan de applicatie.” participant 1 
o “We zorgen er dus voor dat eerst de backend klaar is, voordat we met de frontend 
beginnen. We kunnen wel parallel ontwikkelen, maar we zorgen eerst dat de 
backend draait en slaagt.” participant 1 
o “Ja en dat is wel iets waar je scherp op moet zijn. Je moet niet eerst de frontend 
code mergen, voordat je de backend code merged. Anders lopen die testen niet 
meer en faalt de pipeline.” participant 1 
o “Klopt, het zit niet in de deployment. Er zou tijdens de bouw al rekening mee 
gehouden moeten worden, maar dit komt nog weinig voor. Dit vraagt ook een 
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andere manier van coderen en ik weet niet in hoeverre zij zich daarvan bewust zijn.” 
participant 3 
• Test volgorde 
o “we zorgen eerst dat de backend draait en slaagt, voordat de frontend getest gaat 
worden.” participant 1 
o “Ja en dat doen we eerst voor de backend en vervolgens maken we de schermen 
voor de frontend. Daarna koppelen we die twee aan elkaar en gaan we nog een keer 
alles testen.” participant 1 
o “Nou ja, het wel enigszins verweven, want je moet eerst zorgen dat de backend 
staat, voordat je de frontend test.” participant 1 
o “Nee, dat vragen we aan de gebruiker. We kijken of het daar bijvoorbeeld een week 
stabiel draait. In de tijd dat het naar de volgende ‘stage’ gaat in de delivery, testen 
en controleren we of we dingen zien.” participant 4 
Categorie 4: Te testen componenten (2 van de 7 participanten) 
• Backend testen 
o “De backend heeft zijn eigen testen die starten vanuit de CI-omgeving.” participant 1 
o “We hebben wel unit testen voor een stuk waar echt de berekeningen inzitten, 
omdat bij elke release hertesten niet te doen is.” participant 5 
o “Te veel om handmatig te testen en het is goed automatisch te testen, omdat je er 
duidelijke testen voor kunt schrijven met duidelijke input waarden.” participant 5 
o “De unittesten zijn wel de belangrijkste gegevens van het systeem. Die moeten echt 
goed zijn en die willen we dus altijd getest hebben.” participant 5 
• Frontend testen 
o “Het kost wel wat tijd om deze testen te schrijven, want schermen wijzigen nog 
regelmatig.” participant 1 
o “Maar het is wel goed, want we maken weleens iets, waardoor iets anders niet meer 
werkt. Dat komt dan wel uit de testen en ze werken dus wel. Het is dus niet zonde 
van de tijd.” participant 1 
o “Klopt, de UI zaken zijn minder spannend.” participant 5 
o “wat nu vooral lastig is zijn de UI testen. Ik heb mij daar ook nog niet echt in 
verdiept.” participant 5 
Categorie 5: Beveiliging (1 van de 7 participanten) 
• Autorisaties 
o “Dat betekent dat als ze vanuit hun CI/CD omgeving een release doen en je doet dit 
op een manier dat de taken onder een local admin account worden uitgevoerd, dan 
hebben we geen controle over wie/wat doet. Dan kunnen we onze dienstverlening 
niet borgen en komt de beveiliging in het geding.” participant 3 
o “Ik ben daarbij uitgekomen op ´just enough administation´ waarbij de acties die uit 
dat systeem komen, alleen acties zijn die mogen. Er kan dan nooit meer gebeuren 
dan dat gedefinieerd is.” participant 3 
• Functiescheiding 
o “De CI/CD omgeving is door de ontwikkelaars ingericht. De omgeving is daarmee 
niet ingericht zoals wij dat in de beheeromgeving doen en zaken borgen. We kijken 
bijvoorbeeld wel naar welke data in het systeem zit, wie wat moet kunnen doen en 




Bijwerking ‘Time-consuming testing’ 
Categorie 1: Effort (3 van de 5 participanten) 
• Noodzaak  
o “Je hebt echter soms dat de testen aan het einde van een sprint komen en men 
weinig tijd heeft. Je zou dit dan toch graag automatisch willen kunnen testen.” 
participant 2 
o “Voor wat wij geautomatiseerd hebben, daarvan was het probleem dat als je dat 
handmatig zou moeten testen of hertesten, dat ga je niet redden.” participant 5 
o “Als je kijkt naar de generieke componenten, stel dat je die aanpast, dan raak dit 
heel het platform en dus alle applicaties. Dat betekent dus dat bij elk generiek 
component wat wij aanbieden en wijzigen, eigenlijk alle applicaties moet testen.” 
participant 6 
Categorie 2: Frontend en backend testen (3 van de 5 participanten) 
• Doorlooptijd backend testen 
o “Ja dat gaat redelijk snel, zeg een of twee minuten.” participant 1 
o “De paar honderd automatische testen die we hebben, kunnen in enkele seconden 
doorlopen worden.” participant 2 
o “Ja dat gaat in een seconde of vijftien, maar dat zal richting enkele minuten gaan als 
je dit verder uitwerkt. Wat we nu hebben is nog echt beperkt.” participant 2 
o “Nee, die testen zijn binnen 20 seconden klaar. Er worden dan ongeveer 400, of iets 
meer aan unittesten afgetrapt. Dat is dus geen probleem qua snelheid van de 
testen.” participant 5 
• Doorlooptijd frontend testen 
o “Als ik kijk naar de App qua doorlooptijd van de testen, dan is die met een paar 
minuten klaar.” participant 1 
o “De frontend is wel iets uitgebreider denk ik. Hij duurt in ieder geval wat langer, 
omdat je software er doorheen moet klikken. Dat duurt voor de frontend ongeveer 
een minuut of vijf. Dus dat valt op zich wel mee.” participant 1 
o “Zeker als ik kijk naar een van onze applicaties, de frontend testen heeft wel een 
stuk of 50 stappen waar die doorheen moet. En qua tijdsduur valt dat dus heel erg 
mee.” participant 1 
• Wachten op systeemklok 
o “Nou ja, wellicht wel bij testen die zich op een bepaald moment moeten 
plaatsvinden, bijvoorbeeld pas de volgende dag. Je zou dat eigenlijk willen kunnen 
simuleren. Je zou eigenlijk je systeemklok willen beïnvloeden, zodat er dan een dag 
voorbij is. Dat soort problemen met planning en roosters kun je wel hebben.” 
participant 2 
o “Jazeker, bij testen die dus een aantal opvolgende stappen hebben met een 
tijdsperiode ertussen. Puur dus omdat er verplicht een dag tussen moet zitten. Je wil 
dus de systeemklok aanpassen. Ik zou dit wel weer kunnen faken door een nep 
object te maken.” participant 2 
Categorie 3: Opzet CD omgeving (1 van de 5 participanten) 
• Container technologie 
o “Dat is in de container technologie die we gebruiken. Je kunt daar een aantal 
runners opgeven.” participant 1 
• Delen ontwikkelomgeving 
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o “Niet alleen wij, maar ook andere ontwikkelstraten kunnen daar gebruik van maken. 
Dan zit je wel te wachten op elkaar.” participant 1 
o “Soms zat je weleens een tijdje te wachten voordat de hele CI-omgeving ging lopen 
en de testen gingen beginnen.” participant 1 
• Optimalisatie ondersteunende software  
o “Deze software heeft nu meerdere ‘runners’ waarin die containers draaien en dat 
scheelt wel.” participant 1 
o “Ja eerst hadden we er maar een paar. Zeker als je met meerdere ontwikkelaars 
bezig bent en je commit wat en iemand anders ook. We maken gebruik van shared 
runners. Niet alleen wij, maar ook andere ontwikkelstraten kunnen daar gebruik van 
maken. Dan zit je wel te wachten op elkaar.” participant 1 
o Ja, en nu lopen we er eigenlijk niet meer tegenaan. We hebben momenteel tien 
runners en kunnen sowieso tien jobs tegelijk draaien. Dat is voor nu meer dan 
genoeg. 
Categorie 4: Testtooling (1 van de 5 participanten) 
• Ondersteunende tooling 
o “we hebben een tool waar verschillen functies in zitten, zoals version control, het 
builden van code en draaien van unittesten.” participant 5 
o “Vanuit onze ondersteunende CD tooling ben ik alleen bekend met het unittesten” 
participant 5 
Bijwerking ‘Effort’ 
Categorie 1: Branching strategie (4 van de 6 participanten) 
• Branching strategie 
o “Wij werken ook met meerdere branches. We werken via de Git flow opzet.” 
participant 1 
o “Het heeft wel iets tijd gekost om op te zetten, maar op zich viel dat mee. Het is een 
keer opzetten en daarna kopiëren naar alle applicaties die wij hebben.” participant 1 
o “De branching strategie is er gewoon en daar is op internet een standaard template 
voor te vinden.” participant 3 
• Modulaire opzet 
o “Stel dat je applicatie één grote file is en je werkt daar met tien man in, dan is dat 
een stuk lastiger. Het helpt dan zeker als je dit modulair opzet en iedereen een eigen 
stukje beet kan pakken.” participant 5 
o “De kans dat je echt aan dezelfde file tegelijkertijd werkt is daardoor inderdaad 
kleiner.” participant 5 
o “We hebben verschillende projecten lopen en die kunnen raakvlakken hebben op 
dezelfde generieke componenten.” participant 7 
o “Vooral omdat die generieke componenten niet voor een of twee, maar alle 
applicaties in gebruik zijn, moet je heel goed inzichtelijk hebben waar het allemaal 
impact op heeft.” participant 7 
• Ontwikkel volgorde 
o “we hebben ook verschillende projecten die bij elkaar horen. Bijvoorbeeld de 
frontend en backend horen bij elkaar, maar zijn aparte projecten. Je moet dus wel in 




Categorie 2: Opzet CD omgeving (3 van de 6 participanten) 
• Benodigde kennis 
o “Wij hebben nu een nieuwe collega die er minder dan een maand zit. Die heeft in 
ieder geval de hele branch werkwijze al door. Sterker nog, hij heeft ook al 
verbetering in de pipeline doorgevoerd.” participant 1 
o “Het deployen naar productie heeft hij nog niet gedaan, maar je moet alleen weten 
dat je eerst een release branch aanmaakt. Bij de release branch krijg je een 
handmatig knop waarbij je een tag moet aanmaken.” participant 1 
o “Ja, je moet alleen de branches en tag werkwijze weten. Dat moet er wel even 
inzitten.” participant 1 
o “Als je dit gaat opzetten moet je de Continuous Integration of Continuous Delivery 
omgeving leren kennen.” participant 2 
o “Voorheen hadden we die stappen in NANT, dus die stappen hadden we al. Die 
stappen moesten alleen in een andere omgeving geïmplementeerd worden.” 
participant 2 
o “Wij zijn meer klikkers en van commando´s geven en kunnen niet programmeren.” 
participant 4 
o “Als beheerder moet je dus veel meer een programmeur worden.” participant 4 
o “Ze zijn er nu van overtuigd dat het moet, omdat het de toekomst is. Overtuigd zijn 
dat het de toekomst is, betekent nog niet dat je het kan.” participant 4 
• Beveiliging 
o “Je kunt dan alles onder local admin of root rechten doen, terwijl als je op productie 
zit, dan moet je aan het Defensiebeveiligingsbeleid voldoen.” participant 4 
o “denk aan een firewall configuratie die je op ontwikkel en test niet hebt en op 
productie wel” participant 4 
o “Bij ons komt dan opeens het stuk security, rechten, vulnerability en logging bij.” 
participant 4 
• Ondersteunende tooling 
o “Ja, die helpt daarbij.” participant 1 
o “Ongelofelijk ja. Het is heel goed geïntegreerd.” participant 2 
o “Als ik zelf mijn scripts wil testen, dan gaat dat niet, omdat ik geen eigen 
testomgeving heb. Ik heb alleen de OTAP-omgeving, maar die is productief in 
gebruik.” participant 3 
o “Maar als ik sleutel aan een ‘core’ taak, bijvoorbeeld een website of ‘web application 
pool’ en ik maak daarin een fout, dan gaat een release de fout in.” participant 3 
o “dat we met exact hetzelfde Continuous Integration script naar ontwikkel gaan, als 
naar productie.” participant 4 
Categorie 3: DevOps (2 van de 6 participanten) 
• Organisatorische scheiding 
o “De volgende stap die we willen maken is dat de technisch beheerders aansluiten, 
zodat de stap naar productie ook geautomatiseerd gaat. Dit gaat nu nog met een 
handmatig overdracht moment.” participant 1 
o “Dat zijn dingen die niet door de ontwikkelaars gedaan worden, maar door ons als 
beheerafdeling.” participant 4 
o “Meer DevOps en dan in de vroeg stadium gelijk rekening houden met het niet 
uitgeven van local admin rechten, maar alleen dat wat nodig.” participant 4 
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Categorie 4: Effort (2 van de 6 participanten) 
• Effort 
o “In het geheel moet je dus tijd steken, maar dat verdien je naderhand dubbel en 
dwars terug.” participant 2 
o “Niet als oorzaak nee. Wel dat het veel werk geeft om initieel op te zetten dus.” 
participant 2 
o “Als het dit geautomatiseerd doet, dan moet het precies kloppen en moet de 
architectuur precies kloppen.” participant 4 
o “Omdat het bijvoorbeeld in de verkeerde volgorde zit en geautomatiseerd is dat 
heel belangrijk, of dat we stappen vergeten zijn omdat die logisch zijn want die doe 
je altijd, of dat stappen geautomatiseerd veel moeilijker zijn dan met de hand. ” 
participant 4 
Bijwerking ‘Problematic deployment’ 
Categorie 1: Automatisering (4 van de 6 participanten) 
• Automatisering werkzaamheden 
o “Nou dat het praktisch altijd werkt.” participant 2 
o “Ja dan dus het automatiseren. Je kan geen domme fouten meer maken.” 
participant 2 
o “Bijvoorbeeld met het gebruik van variabelen, om daar zo min mogelijk errors mee 
te krijgen.” participant 4 
o “Als het niet lukt, dan proberen ze het zelf al in een andere volgorde. Als je dit gaat 
programmeren, dan kan dat niet.” participant 4 
o “Dit is opgelost door alles te automatiseren. De snelheid is daarmee beter en de 
kans of fouten is kleiner geworden.” participant 5 
o “Door het automatiseren van de activiteiten verliepen de deployments soepel en 
snel.” participant 6 
Categorie 2: Effort (4 van de 6 participanten) 
• Benodigde kennis 
o “Alleen als er nieuwe stukjes bijkomen of nieuwe web services, dan moet je 
eenmalig wat inrichten om je pipeline weer goed te krijgen.” participant 5 
o “Ja en het grote voordeel is dan dat iedereen het releasen kan doen. Voorheen was 
het altijd dat de mensen met de kennis er moesten zijn.” participant 5 
o “Ja je moet dan wel weten waar je dat precies moet doen. Maar die kennis heb je 
niet elke drie weken nodig of niet elke dag. Dat komt weinig voor.” participant 5 
• Initiële opzet 
o “Het kost veel tijd om het neer te zetten.” participant 3 
o “Als je er dus eenmaal eentje hebt, dan heb je alle vergelijkbare applicaties ook 
gelijk.” participant 4 
o “Dit opzetten nam niet veel tijd in beslag.” participant 6 
o “Ja, dat is dan eenmalig en dan gaat het weer.” participant 4 
Categorie 3: Handmatig werk (3 van de 6 participanten) 
• Handmatige werkzaamheden 
o “Vroeger was dit inderdaad een hels karwei. Dan zat je zo een halve dag of hele dag 
te rommelen, voordat het werkte.” participant 2 
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o “We maken namelijk van wat configuratie dingen gebruik en als die verkeerd staan 
dan kan er iets misgaan.” participant 2 
o “Bijvoorbeeld als een environment variabele gezet moet worden, als ze dat niet 
melden gaat de applicatie niet werken.” participant 3 
o “De website geef je zaken zoals een ip adres, die met een certificaat moet werken en 
op een bepaalde poort.” participant 3 
o “maar wel erg foutgevoelig, want als er maar één klein puntje wijzigt, moeten we 
het hele script aanpassen en daar zijn we niet goed in.” participant 4 
o “Het issue met fouten zitten we wel mee, want ze hebben allemaal net even een 
setting die anders moet.” participant 4 
Categorie 4: OTAP-straat (3 van de 6 participanten) 
• Container technologie 
o “Ja, dan ervaren we geen problemen.” participant 1 
o “dan kom je er soms dus nog achter dat er verschillen in de OTAP-straat zijn. 
Ondanks dat we op dezelfde versie van servers draaien. Daarom ben ik juist heel blij 
met die container technologie, zodat de omgeving altijd hetzelfde is.” participant 1 
o “Daarom ben ik juist heel blij met die container technologie, zodat de omgeving 
altijd hetzelfde is.” participant 1 
o  “Als je met containers gaat opleveren i.p.v. software libraries, dan zal dit voordeel 
opleveren, omdat de container een vast gegeven is.” participant 4 
o “Dus dat is het voordeel van containers en dat je in een vroeg stadium al de 
middleware, de hardware en de policies op de container gezet zal worden. Dat 
wijzigt daarna niet meer.” participant 4 
o “Ik denk dat containers dus veel helpen bij het gemakkelijker deployen.” participant 
4 
• OTAP-straat 
o “We hebben ook overal standaard naamgeving, standaard inrichtingen voor 
gemaakt, overal werkinstructies voor gemaakt, flow schema´s gemaakt. Toen gingen 
we het echt gebruiken en kwamen we allerlei foutjes tegen.” participant 4 
o “Waar ik met errors tegenaan loop, is dat de environment wijzigt. Bijvoorbeeld 
omdat je patches krijgt op je operating system, of patches van je deployment tool, 
of patches vanuit security, of patches van netwerk.” participant 4 
o “Ja en dan fix je het niet op productie, maar gelijk al op ontwikkel.” participant 4 
o “Nu moet je dit borgen door afspraken te maken en straks is dat gewoon hard die 
container.” participant 4 
• Server configuratie 
o “We hebben toevallig gisteren afgesproken met een partij dat zij precies dezelfde 
server configuratie gaan afnemen, ook op de ontwikkel- en testomgevingen. Anders 
gaat het niet lukken. We zorgen er dus voor dat de gehele OTAP-omgeving gelijk is, 
wat eigenlijk rand voorwaardelijk is voor Continuous Integration en Continuous 
Delivery.” participant 3 
Categorie 5: DevOps (2 van de 6 participanten) 
• Samenwerking 
o “De deployment overdracht naar de technisch beheerders is wel nog foutgevoelig. 
Wij testen de software, alleen dan blijkt er toch nog soms iets wat problemen 
geeft.” participant 1 
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o “Nu is dus alleen die handmatige deployment door de technisch beheerders 
foutgevoelig of lastig.” participant 1 
o “Wij moeten de release straat dus eigenlijk maken en aan de ontwikkelaars geven, 
zodat zij de release straat kunnen gebruiken en het goed gaat.” participant 4 
Onderzoeks-item 2 - System modularization 
Dit onderzoeks-item bestaat uit vier bijwerkingen, die elk individueel zijn onderzocht. De resultaten 
zijn om deze reden ook per bijwerking beschreven. 
Bijwerking ‘Effort’ 
Categorie 1: Eigenschappen applicatie (6 van de 7 participanten) 
• Eigenschappen applicatie 
o “Daarvoor gebruiken we versie branches, waardoor we wel iets kunnen wijzigen, 
zonder dat het gelijk iets kapot maakt op een andere plek.” participant 1 
o  “Of het nou een klassieke applicatie is, of een API, dat maakt niet uit. Het wordt 
allemaal met de configuratie van de webserver geplaatst, met zaken zoals poorten, 
certificaten etc.” participant 3 
o “Wij hebben wel diverse services, maar dat zijn er geen honderden.” participant 5 
o “Ze delen bijvoorbeeld dezelfde database; services hebben niet een eigen 
database.” participant 5 
• Modulaire opzet 
o “Als ik kijk naar de frontend, die is wel modulair opgebouwd.” participant 1 
o “Het werkt juist beter omdat je dingen minder vaak hoeft te herhalen.” participant 1 
o “Daar heb je dus weleens extra werk aan. Je moet objecten van laag naar laag 
doorgeven.” participant 2 
o “Nee dat maakt niet uit.” participant 3 
o “Voor mij zijn al die kleine delen of modules juist een voordeel, omdat ik alleen kan 
pakken wat ik nodig heb.” participant 6 
o “Dat is zo omdat als je het component wil hergebruiken, dan moet het component 
alleen doen waar het voor gemaakt is en ook niet meer dan dat.” participant 6 
o “We hebben wel een kleine wijziging gedaan aan de Process Engine kant. De front-
end zat daarin verwezen en die hebben we recent losgetrokken als aparte package.” 
participant 7 
Categorie 2: Kennis en effort (4 van de 7 participanten) 
• Initiële opzet 
o “Je moet deze configuratie zaken echter wel allemaal opnemen.” participant 3 
o “Wij hebben dus al onze hosting dingen uitgeschreven in modules, taken of 
werkinstructies die we ontwikkelen. Dit zodat het een soort lego bouwstenen zijn, 
die we op de deployment kunnen toepassen.” participant 4 
o “Als het eenmaal draait, dan is het heel flexibel en kunnen wij het overal gebruiken.” 
participant 4 
o “We moeten dus altijd nadenken over rollen, autorisaties, functies etc. Daarom 
hebben we dus ook een eigen ontwikkelstraat, om onze eigen deployment te 
kunnen regelen.” participant 4 
• Kennis 
o “Je moet alleen opletten dat als tijdens de ontwikkeling iets aangepast moet worden 
in de submodule waar deze van afhankelijk is, dan moet je eerst de submodule 
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aanpassen en mergen en versioning toepassen, voordat je verder kunt met je 
applicatie. Dat is wel lastig.” participant 1 
o “Dit kan wel een probleem zijn als je het platform niet genoeg kent. Je moet wel 
weten wat je kunt hergebruiken.” participant 6 
o “Dit betreft vooral een stukje kennis en ervaring als medewerker met het platform.” 
participant 6 
Categorie 3: Opzet CD omgeving (3 van de 7 participanten) 
• Opzet CD omgeving 
o “Je doet echter een build en dan build de gehele solution inclusief alle 
onderliggende projectjes.” participant 2 
o “Onze CD tooling neemt dat al uit je handen. Voor ons is het echt een druk op de 
knop en het staat er al.” participant 2 
o “Nou, we hebben één build voor het gehele systeem. Als je build, dan gaat alles 
zoals de web services en client deel mee en worden deze released.” participant 5 
• Noodzaak 
o “Ja, omdat we er bijvoorbeeld 40 hebben en we niet 40 dedicated uitrolstraten 
willen maken. Dat is niet te doen.” participant 4 
Categorie 4: Ondersteunende tooling (2 van de 7 participanten) 
• CD tooling 
o “We hebben daar geen echt ondersteunende tooling voor.” participant 6 
• Handmatige deployment 
o “Je hebt echter wel een extra component, dus afhankelijk van de deployment ook 
meegenomen moet worden. Waar we voorheen één deployment package hadden, 
hebben we er nu een bij. Bij een functionele wijziging kan het dus voorkomen dat je 
twee deployments moet doen.” participant 7 
o “Als CI/CD is geïmplementeerd, dan merken we er niets van en gaat het 
automatisch. Op dit moment gaat het handmatig en moet je dus tweemaal een 
deployment starten.” participant 7 
• Ontwikkeltooling 
o “De ontwikkeltool zelf helpt hierin wel, omdat het visueel is en voor zichzelf 
spreekt.” participant 6 
Bijwerking ‘Complex build´ 
Categorie 1: Automatisch builden (3 van de 4 participanten) 
• Automatisch builden 
o “Dit is letterlijk gewoon een druk op de knop. Nog niet eens eigenlijk, want dit gaat 
automatisch.” participant 1 
o “Doordat het geautomatiseerd is hoeft elk developer daar niet over na te denken, 
want het builden gaat automatisch.” participant 5 
o “Doordat het geautomatiseerd is hebben we daar nu geen problemen meer mee en 
is het niet complex.” participant 5 
• Initiële opzet 
o “Als je dingen gaat automatiseren, dan kom je erachter dat je dingen bij het ene 
stukje op de ene manier doet en bij een ander stuk juist anders. Je zorgt er dan voor 
dat het allebei op dezelfde manier werkt.” participant 5 
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o “Ja, je moet niet denken dat je dat in een uurtje gedaan hebt. Je moet elke stukje 
bekijken en dan kun je naderhand vaak nog een slag maken door zaken generiek te 
maken voor elk stukje.” participant 5 
• Ondersteunende tooling 
o “De configuratie staat in een bestand van de ondersteunende tooling. Daarin staat 
alles in.” participant 1 
o “Ook daar helpt onze CD tooling best wel, want alle dependencies komen in één 
map terecht. We kunnen dat vervolgens met een druk op de knop bijwerken naar de 
meest recente versie.” participant 2 
Categorie 2: Complexiteit (3 van de 4 participanten) 
• Complexe build 
o “Wij gebruiken veel third-party libraries. Bij ons halen we dat binnen met NuGet als 
package manager. Die libraries hebben elk hun eigen versies en dependencies. Dat 
kan tot allerlei complexiteit leiden in de build.” participant 2 
o “We proberen zoveel mogelijk dezelfde versies te gebruiken” participant 2 
o “Ja, je moet er wel op letten, want dit kan misgaan als je in verschillende 
componenten van je systeem verschillende versies van libraries gebruikt.” 
participant 2 
o “Wij hebben dus niet heel veel verschillende componenten of modules.” participant 
5 
• Complexe build 
o “hier is het wel een zorg dat je de relaties met sub-modules op orde zijn en je daar 
versies van hebt.” participant 1 
Bijwerking ‘Problematic deployment’ 
Categorie 1: CD omgeving (6 van de 6 participanten) 
• Automatisering 
o “Nou, eigenlijk kost het niet meer tijd, want onze CI-omgeving regelt dit voor ons.” 
participant 1 
o “Sinds we dit geautomatiseerd hebben komt dit niet meer voor.” participant 2 
o “Daar kan ik mij ook weer niet in vinden, dat het veel tijd kost.” participant 5 
• CD tooling 
o “De deployments hebben steeds soepel gewerkt, door de geautomatiseerde 
deployment via onze CD tooling. Zodra ik wat incheck, staat het vijf minuten later op 
de benodigde omgeving.” participant 6 
o “Je kan zelf bepalen wanneer de deployment plaats zal vinden. Dat kan met een tik 
op de knop.” participant 7 
• Handmatige configuratie 
o “Je bent dan even bezig de build straat op orde te krijgen en je CI op orde te 
krijgen.” participant 2 
o “Alleen als je een nieuwe applicatie hebt.” participant 2 
o “Tenzij er wijzigingen zijn, want het is allemaal heel flexibel. Dan moet dat stukje 
weer gecommuniceerd worden en heeft het wellicht impact op hoe wij de taken in 
het CI/CD systeem hebben uitgewerkt.” participant 3 
o “Die taken kunnen we uit- en aanzetten. Als we een taak aanpassen, heeft dat z'n 
doorwerking op alles.” participant 3 
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o “Bij een volledige nieuwe package of applicatie komt een extra stukje configuratie, 
wat de deployment lastiger zal maken.” participant 6 
• Initiële opzet 
o “Je hebt het een keer uitgezocht en dan werkt het.” participant 2 
o “Voor ons is het meer opschalen; meer van hetzelfde en wat aanvullende 
configuratie.” participant 3 
Categorie 2: Applicatie architectuur (2 van de 6 participanten) 
• Relaties tussen componenten 
o “Als er een database aanpassing is, dan moet het toch allemaal tegelijkertijd.” 
participant 5 
o “De manier waarop er deployed moet worden staat voor elk component vast.” 
participant 7 
Categorie 3: Meerwaarde en noodzaak (2 van de 6 participanten) 
• Meerwaarde 
o “Dan heb je gewoon eenmalig met werk te maken en daarna heb je er heel veel 
plezier van.” participant 2 
• Geen noodzaak 
o “Een aanpassing waarmee we bijvoorbeeld sneller of vaker kunnen deployen.” 
participant 5 
o “Nee, als je alles deployed, dan kan het in ongeveer 15 minuten in productie staan. 
En dan hebben we eigenlijk best al een grote codebase.” participant 5 
Bijwerking ‘Complex testing´ 
Categorie 1: Applicatie architectuur (4 van de 4 participanten) 
• Applicatie architectuur 
o “Zo’n module heeft ook maar een single responsibility. Het zij data ophalen uit 
SharePoint of een authenticatiemodule. Dat zijn allemaal losse modules, die de 
backend uitbreiden.” participant 1 
• Testbaarheid applicatie 
o “Het is meer dat we een aantal afhankelijke systemen hebben. Als we dan 
bijvoorbeeld een testsituatie in systeem vier willen bereiken, dan met ik eerst in 
systeem 1, vervolgens systeem 2 en systeem 3, om een testsituatie te bereiken in 
systeem vier.” participant 2 
o “Soms hebben we relatie met een informatiesysteem buiten ons eigen beheer, maar 
we hebben daar zelf accounts voor.” participant 2 
o “Maar hoe kleiner de delen of modules, hoe simpeler het te testen is.” participant 5 
o “Stel je maakt van elke applicatie of deel een aparte test, dan maakt dit het testen 
juist gemakkelijker.” participant 6 
Categorie 2: Testopzet (4 van de 4 participanten) 
• Handmatig testen 
o “… als de functioneel beheerders testen dan doen ze dit handmatig. Dan maakt het 
echter ook niet uit of het daaronder meerdere modules zijn; het zijn gewoon 
handmatige testen.” participant 5 
o “Bij onze generieke componenten, moet je eigenlijk het gehele systeem weer testen. 
Op dit moment testen wij dan niet het gehele systeem, omdat we dit nog niet als 




o “Onze geautomatiseerde testen staan in de kinderschoenen. Over het algemeen zijn 
dat unittesten, dus die zijn niet heel complex.” participant 2 
o  “Nee dat is nu nog buiten scope. Dat zal in de praktijk ook lastig zijn.” participant 2 
o “Hoe verder je testen gaat uitwerken, dan zal het misschien wel complexer worden.” 
participant 5 
• Testen backend en/of frontend 
o “Het was wel even wat complexer, omdat je die sub-modules niet los kunt testen. 
Die kun je alleen testen nadat je ze hebt geïntegreerd in de frontend en backend.” 
participant 1 
o “De testen worden dan niet in de pipeline van de module zelf uitgevoerd, maar wel 
in pipeline van de complete backend.” participant 1 
Onderzoeks-item 3 - Internal dependencies 
Dit onderzoeks-item heeft geen bijwerkingen. De hieronder weergegeven resultaten slaan op het 
onderzoeks-item ‘internal dependencies’ zelf. 
Categorie 1: Interne en externe afhankelijkheden (6 van de 6 participanten) 
• Externe afhankelijkheden 
o “Om eerlijk te zijn herken ik dat niet. Behalve we als we qua dependencies buiten 
ons project komen. Bijvoorbeeld met koppelingen naar een andere ontwikkelstraat.” 
participant 2 
o “Onze afhankelijkheden zijn dus meer naar buiten toe. Invloeden buiten onze 
Continuous Integration straat kunnen dus onze werking verpesten.” participant 4 
• Interne afhankelijkheden 
o “Wij hebben wel generieke componenten, maar dat geeft geen probleem tot op 
heden” participant 2 
o “Als je daarop aanpassingen doet, moet het geheel wel blijven werken. Dat zorgt wel 
voor een stukje complexiteit. Je moet wel alles aftesten.” participant 2 
o  “We zijn nu bijvoorbeeld met een applicatie bezig, die afhankelijk is van een andere 
applicatie binnen onze groep. Applicatie A haalt informatie op uit applicatie B.” 
participant 1 
o “We hebben dus systemen die bestaan uit een aantal applicaties die samenwerken 
om een stuk dienstverlening richting de klant te verzorgen. Als je die in een CI/CD 
systeem zou willen plaatsen, dan heb je daarmee een uitdaging.” participant 3 
o “Wij leveren het geheel als één product op, vanuit onze CD straat. Willen we het in 
stukken doen, dan hebben we wel een uitdaging.” participant 5 
o “Bij ons loopt de database en applicatie dus in sync.” participant 5 
o “De dienst zoals wij die hebben opgezet bestaat uit meerdere componenten. 
Vandaar dat we hier ook releasemanagement op uitvoeren.” participant 7 
Categorie 2: Opzet Continuous Delivery omgeving (4 van de 6 participanten) 
• Continuous Delivery omgeving 
o “Ja, met ons eigen deployment straatje om de functies goed te kunnen testen, daar 
hebben we wel dependencies.” participant 4 
o “Die afhankelijkheden die je aangaf, hebben jullie dus opgelost door backwards 
compatibility in te bouwen” participant 4 
o “Het meest innovatieve wat we doen, is eigenlijk dat we twee deployments doen. 
Eén is de software van de ontwikkelaars, en een van onze eigen Continuous 
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Integration software. Die twee bij elkaar gebruiken we om de deployment uit te 
voeren en samen uit te rollen.” participant 4 
• Effort 
o “Maar we zijn hier eigenlijk niet mee bezig. Ik zie dit echt als een actie voor de 
ontwikkelaars om op te zetten.“ participant 3 
o “Nee, maar wel een heleboel werk en effort, kennis etc.“ participant 4 
o “Doordat we zelf functies hebben geschreven, kunnen we dat dus wel aanpassen en 
bij een volgende release gelijk gebruiken. Dat is echter dus niet standaard en hebben 
we zelf moeten bouwen.“ participant 7 
o “De wijzigingen die op de componenten uitgevoerd worden, moeten goed 
bijgehouden worden waar er iets is gewijzigd en naar welke omgevingen de 
componenten heen moeten.“ participant 7 
o “Ja, een release waarvan de invulling niet correct was, waardoor op de productie 
omgeving bleek dat er een verkeerde versie deployed was.“ participant 7 
o “Soms fouten qua deployment en soms fouten qua opstellen van de release.“ 
participant 7 
o “Dat zijn dan menselijk fouten, vanwege het handmatige werk.“ participant 7 
o “Dat is ook een menselijk iets.“ participant 7 
• Testen 
o “of wellicht juist uit-mocken (faken)“ participant 2 
o “Nee nu nog niet. Dat is een groeipad.“ participant 2 
o “Door bijvoorbeeld de beveiligingsrapportage als microservices aan te bieden en te 
integreren in de pipeline.“ participant 3 
o “Of dat men de functionaliteit niet goed heeft getest en het toch naar productie is 
gebracht, waarna er daarna snel een hotfix gemaakt moet worden.“ participant 7 
o “de volledige functionaliteit is niet getest, of de wijziging is niet of niet-volledig 
getest.“ participant 7 
o “Druk, stress … zo snel mogelijk de wijziging willen doorvoeren.“ participant 7 
o “Daarnaast testen we niet heel het systeem, dat kost veel te veel tijd om handmatig 
te testen.“ participant 7 
Categorie 3: Versiebeheer (1 van de 6 participanten) 
• Versioning 
o “We hebben dat opgelost met het toepassen van versioning.” participant 1 
o “We wijzigen bijvoorbeeld applicatie B, maar hebben daar verschillende versies van 
de services.” participant 1 
• Effort 
o “dat hebben we nu voor meerdere applicaties gedaan en dat werkt heel goed.” 
participant 1 
o “Het vergt wel wat extra werk, want je moet het versioning wel opzetten. We 
hebben er nu echter profijt van.” participant 1 
Categorie 4: Beschikbaarheid applicatie (1 van de 6 participanten) 
• Beschikbaarheid applicatie 
o “Nou, we zetten de applicatie gewoon offline.” participant 5 
o “Je zou kunnen zorgen dat je database al voorloopt op je release. Dus als je nieuwe 




o “Dit terwijl je applicatie nog geen weet heeft dat er iets gaat wijzigen.” participant 5 
• Noodzaak 
o “Dat kan allemaal wel, maar kost veel meer ontwikkeltijd.” participant 5 
o “Precies, hij is dan een kwartiertje offline. Voor de gebruikers is dat nu geen 
probleem.” participant 5 
o “Als je naar een beschikbaarheid van 24*7 toe zou willen, dan is dit wel een 
probleem.” participant 5 
o “Ja, alles kan, maar je moet het inderdaad afwegen.” participant 5 
Categorie 5: API-management (1 van de 6 participanten) 
• Documentatie 
o “In de API zelf maken we documentatie aan met een tool, waarmee je per model 
kunt beschrijven wat voor data je er naartoe kunt sturen en wat het terug moet 
geven.” participant 1 
o “Je kunt met deze tool ook het verschil zien tussen een versie 1 en versie 2 van een 
service.” participant 1 
o “Deze tool voegt echter toe dat als men naar een bepaalde URL gaat en daar niets 
achteraan opgeeft, dan kom je automatisch in de documentatie terecht.” participant 
1 
• Testen 
o “Je kunt het ook testen met knoppen.” participant 1 
o “Ze kunnen precies zien welke parameters ze kunnen opgeven en kunnen de 
testknoppen gebruiken.” participant 1 
Categorie 6: Applicatie architectuur (1 van de 6 participanten) 
• Architectuur 
o “Je zou hiervoor eigenlijk over moeten naar een andere architectuur. Bijvoorbeeld 
een microservice architectuur of een generiek webservices platform.” participant 3 
o “Zodat je dat platform gebruikt en alle systemen zoals databases en legacy 
systemen, webservices, via een generiek platform kunt ontsluiten.” participant 3 
o “Daar komt een stuk architectuur bij kijken.” participant 3 
• Effort 
o “Je moet dan een beweging of visie hebben om de legacy laag op die manier te 
ontsluiten.” participant 3 
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Alhoewel er literatuur beschikbaar is over organisatorische veranderingen, is er nog weinig tot niets 
bekend over de implementatie van Continuous Delivery in een organisatie. Continuous Delivery is 
relatief nieuw, lijkt vooralsnog lastig te implementeren en daarbij blijken zich diverse problemen 
voor te doen. 
Het doel van dit onderzoek is het opstellen van do’s en don’ts die kunnen bijdragen aan een 
succesvolle implementatie van Continuous Delivery in een organisatie, door de problemen, oorzaken 
en oplossingen tijdens het proces van Continuous Delivery te bestuderen. Dit document beschrijft de 
daarvoor uitgevoerde literatuurstudie. 
In bestaand onderzoek is bruikbare informatie aangetroffen, in de vorm van problemen, oorzaken en 
oplossingen, welke via root cause analysis aan elkaar gelinkt zijn. Via een beslistabel zijn deze 
problemen, oorzaken en oplossingen omgezet naar een lijst met do´s en don´ts, zodat deze 
informatie voor organisaties gemakkelijk te gebruiken is. In de huidige vorm kunnen deze do’s en 
don’ts mogelijk al meerwaarde voor organisaties bieden. 
Het empirisch vervolgonderzoek zal zich richten op het toetsen en waar mogelijk aanvullen van de 
problemen, oorzaken en oplossingen. Met name de root causes zonder bekende oplossing zijn 
vanwege hun belang interessant om in de praktijk verder te bestuderen. De bevindingen worden 
vervolgens gebruikt om de lijst met do´s en don´ts te verbeteren en aan te vullen. 
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Although existing literature describes organizational change, there is little to nothing known about 
implementing Continuous Delivery in an organization. Continuous Delivery is new, appears 
challenging to implement and a variety of problems can occur during the implementation. 
The goal of this study is to create a set of do’s and don’ts, that can help organizations successfully 
implement Continuous Delivery, by analyzing the problems, causes and solutions for the process of 
Continuous Delivery. This document describes the work done in the literature study. 
Existing literature provides information about the problems, causes and solutions while 
implementing Continuous Delivery and linked them to each other by using root cause analysis, but 
the information isn’t yet supplied in the format of do’s and don’ts. The problems, causes and 
solutions were transformed to do´s and don´ts trough a decision table, so that organizations can 
easily use the information as a complete set of do’s and don’ts. The set of do´s and don´ts can 
already help organizations which are implementing Continuous Delivery and encounter problems 
while doing so. 
The empirical follow-up study will focus on verifying the problems, causes and solutions in practice 
and complement them if possible. Especially the root causes without known solutions are interesting 
to further examine, because of their importance. The acquired knowledge will be used to improve 
and complement the list of do’s and don’ts. 
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1. Introductie  
Dit onderzoek is uitgevoerd als afstudeeropdracht voor de opleiding Business Process Management 
and IT aan de Open Universiteit. De opdracht omvat een wetenschappelijk en empirisch uitgevoerd 
onderzoek. Dit document beschrijft de daarvoor uitgevoerde literatuurstudie. 
1.1. Probleemstelling 
Het vakgebied van softwareontwikkeling blijft in ontwikkeling; recent is Continuous Delivery (CD) 
binnen het Agile werkgebied naar voren gekomen, waarbij het boek van Humble & Farley (2010) 
over CD alom bekend en veelvoudig geciteerd is. CD focust zich op het software built, deploy, test en 
release proces, zodat betrouwbaar, snel en met weinig risico software opleveringen op een 
efficiënte manier in de handen van de gebruikers komen. In sommige organisaties kost het weken of 
zelfs maanden om softwarewijzigingen naar productie te brengen. CD moet het mogelijk maken om 
deze tijdspanne, ook wel bekend als de cycle-time, terug te brengen naar enkele uren of bij kritieke 
wijzingen zelfs naar slechts enkele minuten. 
Het streven naar een snellere cycle-time is niet nieuw; sinds midden jaren 90 is er al een 
verschuiving in de softwareontwikkeling community gaande. Oorspronkelijk werd met een plan 
gedreven aanpak gewerkt, zoals bijvoorbeeld met Personal Software Process (PSP), Team Software 
Process (TSP) en Rational Unified Process (RUP). Vervolgens ontstonden gelijktijdig verschillende 
nieuwe software ontwikkelmethodieken met een lightweight opzet, waarbij lightweight stond voor 
de minimale overhead van het ontwikkelproces, om de beschikbare tijd maximaal te steken in nuttig 
werk (Williams & Cockburn, 2003). In 2001 is de naam Agile bedacht voor deze lightweight 
methodieken (AgileManifesto, 2001). Agile methodieken, waaronder eXtreme programming (XP), 
Scrum, Lean Software Development, Feature-Driven Development (FDD) en de Crystal Methodieken, 
zijn ontstaan, omdat de bestaande plan gedreven methodieken te zwaar van opzet bleken. Deze 
nieuwe methodieken richten zich allen op samenwerking tussen mensen in plaats van strikte 
processen, het minimaliseren van (op dat moment) onnodig werk, betrekken van de klant en 
belanghebbenden en het accepteren en omarmen van onzekerheid tijdens het ontwikkel proces, om 
daarmee efficiënter software te kunnen ontwikkelen en opleveren (Dingsoyr et al., 2012). 
Alhoewel er literatuur beschikbaar is over organisatorische veranderingen, is er nog weinig tot niets 
bekend over de implementatie van CD in een organisatie (Chen, 2014; Wezelman, 2015). Er is pas 
sinds enkele jaren informatie bekend over CD (Humble & Farley, 2010) en er zijn signalen dat 
implementaties lastig verlopen (Chen, 2014; Neely & Stolt, 2013). CD is daarmee nieuw en lijkt 
vooralsnog lastig te implementeren. Daarbij is het voor organisaties vooraf niet duidelijk welke 
uitdagingen zich tijdens de implementatie van CD voor kunnen doen en hoe zij daarop kunnen 
acteren. Ook bij mijn eigen werkgever ontstaan problemen tijdens de implementatie van CD en 
ontbreken handvatten om deze op te kunnen lossen, terwijl daar wel behoefte aan is. 
1.2. Doelstelling 
Het doel van dit onderzoek is het opstellen van do’s en don’ts die kunnen bijdragen aan een 
succesvolle implementatie van Continuous Delivery in een organisatie, door de problemen, oorzaken 
en oplossingen tijdens het proces van Continuous Delivery in de praktijk te bestuderen. 
1.3. Onderzoeksmodel en methodiek 
Volgens de methodiek van Verschuren & Doorewaard (2005) is een onderzoeksmodel gemaakt. Dit 




Figuur 1:  Onderzoeksmodel volgens de methodiek van Verschuren & Doorewaard (2005). 
In het model is een fasering opgenomen, waarbij de volgende toelichting hoort: 
G. In deze fase zal de theorie van Continuous Delivery, do’s en don’ts en root cause analysis 
onderzocht worden, waarbij de focus ligt op problemen tijdens de implementatie van 
Continuous Delivery. Dit zal resulteren in een lijst met problemen, oorzaken en oplossingen 
tijdens de implementatie van Continuous Delivery. 
H. De lijst met problemen, oorzaken en oplossingen uit de theorie zal omgezet worden in een 
lijst met do’s en don’ts tijdens de implementatie van Continuous Delivery. 
I. Vervolgens zal de lijst met problemen, oorzaken en oplossingen uit de theorie door 
stakeholders binnen de onderzoeksorganisatie getoetst worden. De theorie van Continuous 
Delivery uit fase A bepaalt welke stakeholder daarbij betrokken moeten worden. 
J. Daarna zullen de resultaten geanalyseerd en vergeleken worden. 
K. De uitkomst betreft een in de praktijk getoetste lijst met problemen, oorzaken en 
oplossingen tijdens de implementatie van Continuous Delivery. Om het gebruik in de praktijk 
te bevorderen, zal deze lijst met problemen, oorzaken en oplossingen omgezet worden naar 











Om antwoorden op deze vragen te kunnen geven is eerst bepaalde kennis nodig en zijn er daarom 
per vraag deelvragen opgesteld. Tabel 1 geeft een overzicht van de verschillende vragen en 
bijbehorende deelvragen (DV’en). 
Vragen Deelvragen (DV'en) 
Vraag 1 (literatuuronderzoek):  Wat 
is er bekend over de do’s 
en don’ts bij de 
implementatie van 
Continuous Delivery, de 
stakeholders en de type 
organisaties. 
DV1: Wat is Continuous Delivery en wat is er bekend over 
de implementatie van Continuous Delivery en de 
organisaties die ermee werken? 
DV2: Welke do’s en don’ts zijn er bekend bij de 
implementatie van Continuous Delivery? 
DV3: Welke stakeholders zijn volgens de theorie betrokken 
bij Continuous Delivery? 
Vraag 2 (literatuuronderzoek):  Hoe 
worden de vastgestelde 
do’s en don’ts beoordeeld 
door de bij Continuous 
Delivery betrokken 
stakeholders van een 
organisatie? 
DV4: Welke methode kan gebruikt worden om de 
benodigde informatie te achterhalen? 
DV5: Welke stakeholders zijn binnen de 
onderzoeksorganisatie betrokken bij Continuous Delivery? 
DV6: Op basis van welke criteria kunnen de stakeholders de 
do’s en don’ts beoordelen? 
Vraag 3 (literatuuronderzoek):  Wat 
leert de vergelijking van de 
analyseresultaten van de 
onderzochte organisatie 
voor het doen van 
conclusies en 
aanbevelingen voor do’s 




Tabel 1:  Overzicht met vragen en bijbehorende deelvragen. 
1.5. Relevantie  
Theoretische relevantie 
Er is nog weinig bekend over specifiek de implementatie van Continuous Delivery in een organisatie, 
echter benoemen diverse artikelen wel dat er belemmeringen zichtbaar zijn, bijvoorbeeld op 
Vraag 1 (literatuuronderzoek):  Wat is er bekend over de do’s en don’ts bij de implementatie van 
Continuous Delivery, de stakeholders en de type organisaties. 
Vraag 2 (literatuuronderzoek):  Hoe worden de vastgestelde do’s en don’ts beoordeeld door de 
bij Continuous Delivery betrokken stakeholders van een organisatie? 
Vraag 3 (literatuuronderzoek):  Wat leert de vergelijking van de analyseresultaten van de 
onderzochte organisatie voor het doen van conclusies en aanbevelingen voor do’s en 
don’ts tijdens de implementatie van Continuous Delivery? 
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organisatorisch en proces vlak. Dit onderzoek zal deze reeds bestaande bevindingen samenvoegen 
om dit vervolgens bij een organisatie voor te leggen. Het resultaat kan de betrouwbaarheid van 
bestaande bevindingen vergroten en mogelijk aanvullen. 
 
Praktische relevantie 
Diverse organisaties zijn bezig met, of overdenken de implementatie van Continuous Delivery. De 
uitkomsten van dit onderzoek, in de vorm van een lijst met do’s en don’ts, moet helpen om de 
implementatie van Continuous Delivery een grotere kans van slagen te bieden. 
1.6. Organisatie voor praktijkonderzoek 
Het onderzoek zal bij het Ministerie van Defensie worden uitgevoerd. Het Joint IV Commando (JIVC) 
en Operations (OPS) maken deel uit van het organisatieonderdeel Defensie Materieel Organisatie en 
vormen samen de IT-leverancier van het Ministerie van Defensie en haar ketenpartners.  
Het JIVC en OPS hebben een divers aantal ontwikkelstraten, waarin teams software maken, 
onderhouden en beschikbaar stellen voor gebruikers. Per ontwikkelstraat zijn diverse medewerkers 
met verschillende functies en rollen betrokken bij het proces van softwareontwikkeling. 
1.7. Leeswijzer 
In hoofdstuk twee is de opzet van de literatuurstudie beschreven. 
 
Hoofdstuk drie geeft een overzicht hoe de bronnen voor het literatuuronderzoek gevonden zijn en 
welke bronnen gebruikt zijn. 
 
Vervolgens zijn in hoofdstuk vier de resultaten van het literatuuronderzoek opgenomen. 
 
Tot slot geeft hoofdstuk vijf de conclusies naar aanleiding van het uitgevoerde literatuuronderzoek 





2. Opzet literatuuronderzoek 
In dit hoofdstuk is het doel en de opzet van het literatuuronderzoek beschreven dat geleid heeft tot 
het theoretische kader van dit onderzoek. 
 
Bij de opzet van de zoekstrategie zijn de boeken van Saunders et al. (2015) en Verschuren & 
Doorewaard (2005) gebruikt. 
2.1. Doel 
Om het doel van het literatuuronderzoek concreet te benoemen is de methode van splitsen van het 
onderzoeksmodel gebruikt (Verschuren & Doorewaard, 2005). Het doel van dit literatuuronderzoek 








Als aanpak is eerst een lijst met zoektermen opgesteld (§2.3) om vervolgens met behulp van 
zoekmachines (§2.4) geschikte literatuur te vinden. Wanneer er te veel zoekresultaten waren om 
handmatig te scannen, dan zijn vervolgens zoekkaders gebruikt om gerichter te zoeken (§2.5). De 
gevonden literatuur is vervolgens gecontroleerd op inhoudelijke geschiktheid (§2.6). 
Additioneel is het sneeuwbalprincipe (Verschuren & Doorewaard, 2005) gebruikt om met 
doorverwijzingen naar ander onderzoek, mogelijk relevante informatie te verkrijgen. 
2.3. Zoektermen 
Om de benodigde literatuur te vinden is eerst een lijst met zoektermen opgesteld. Deze lijst is via 
een brainstormsessie, samen met een software engineer met expertise op het gebied van CD, tot 
stand gekomen. 
Voor het literatuuronderzoek zijn verschillende deelvragen opgenomen. Per deelvraag is een 
specifieke lijst met zoektermen opgesteld. Hoofdstuk 3 geeft een overzicht van de gebruikte 
zoektermen. 
2.4. Zoekmachines  
Voor het zoeken naar literatuur is de digitale bibliotheek van de Open Universiteit gebruikt. Deze 
bibliotheek maakt gebruik van literatuur uit verschillende bronnen, welke in “Bijlage A – 
Bronnenoverzicht gebruikte zoekmachine”, zijn weergegeven. 
Vraag 1 (empirisch onderzoek):  Wat is er bekend over de do’s en don’ts bij de 
implementatie van Continuous Delivery, de stakeholders en de type organisaties. 
Deelvraag 1: Wat is Continuous Delivery en wat is er bekend over de implementatie van 
Continuous Delivery en de organisaties die ermee werken? 
Deelvraag 2: Welke do’s en don’ts zijn er bekend bij de implementatie van Continuous Delivery? 







Tabel 2 geeft met de opgenomen trefwoorden aan binnen welke kaders wel en niet is gezocht naar 
literatuur. Deze zoekkaders zijn alleen toegepast wanneer er te veel zoekresultaten waren om 
handmatig door te nemen. 
Trefwoord Keuze  Onderbouwing 
Taal Engels CD is een term uit de ICT-wereld, waarin Engelstalige 
begrippen gebruikelijk zijn. Initieel zal er alleen naar 
Engelstalige literatuur gezocht worden. Als dit te weinig 
materiaal opleverde, dan is ook in andere talen gezocht. 
Vakgebied Computer science CD is een term uit de ICT-wereld en valt daarmee binnen 
het vakgebied computer science. 
Bedrijfstak Alle 
bedrijfstakken 
ICT en daarmee CD is niet aan een specifieke bedrijfstak 
gebonden. 
Geografische locatie Wereldwijd ICT en daarmee CD is niet aan een specifieke 
geografische locatie gebonden. 
Publicatieperiode 10 jaar CD is een recente ontwikkeling (Chen, 2014; Humble & 
Farley, 2010). 
Tabel 2:  Overzicht van de aangehouden zoekkaders. 
2.6. Inhoudelijk selectieproces 
Van initieel gevonden literatuur zal in eerste instantie alleen de titel gebruikt worden om te 
beoordelen of het relevant voor dit onderzoek is. Vervolgens worden eerst de samenvatting en 
conclusies van het artikel doorgenomen. Als daaruit relatie met de deelvraag blijkt, dan zal het 
volledige artikel gelezen worden. 







3. Uitvoering literatuuronderzoek 
Dit hoofdstuk geeft een overzicht van de uitvoering van het literatuuronderzoek. Per deelvraag is 
een paragraaf opgenomen, waarin is beschreven welke zoektermen zijn gebruikt, welke bronnen 
daarmee gevonden zijn, hoeveel daarvan inhoudelijk bekeken zijn, welke relevant bleken en welke 
uiteindelijk in dit onderzoek zijn gebruikt. 
Daarnaast is literatuur door de afstudeerbegeleider aangereikt. Dit betreft de volgende bron: 
• The IT Manager’s Guide to Continuous Delivery (Philips, Sens, de Jonge, & van Holsteijn, 
2016). 
3.1. Deelvraag 1: Wat is Continuous Delivery en wat is er bekend 
over de implementatie van Continuous Delivery? 
In tabel 3 is een overzicht gegeven van het aantal genomen stappen om met behulp van zoektermen 
en zoekkaders de benodigde literatuur te vinden. De kolom resultaten geeft het aantal gevonden 
bronnen weer. Deze zoekopdracht is meermaals uitgevoerd, met als laatste uitvoerdatum 21 januari 
2017. 
Stap Zoekterm Zoekkader Resultaten 
1 (TitleCombined:("Continuous 
Delivery")) 
  253 
2 (TitleCombined:("Continuous 
Delivery")) 
Sinds 1-1-2006 235 
3 (TitleCombined:("Continuous 
Delivery")) 
Sinds 1-1-2006, Scholarly & Peer-
Review 
44 
Tabel 3:  Gebruikte zoektermen en zoekkaders voor deelvraag 1. 
• Omdat CD een recente ontwikkeling is (Humble & Farley, 2010) is gekozen in literatuur van 
de afgelopen 10 jaar te zoeken. 
• Om de kwaliteit van de resultaten hoog te houden, is gekozen alleen ‘scholarly & peer 
reviewed’ literatuur te gebruiken. 
In “Bijlage B – Zoekresultaten bij deelvraag 1” is een overzicht opgenomen van de 44 zoekresultaten. 
Per bron is de beoordeling op relevantie van de titel en inhoudelijke relevantie weergegeven, 
conform het selectieproces zoals beschreven in §2.6.  
Van de 44 zoekresultaten zijn steekproefsgewijs ook enkele bronnen over Continuous Delivery uit 
het medicinale vakgebied bekeken, om na te gaan of er overeenkomsten met Continuous Delivery in 
het vakgebied van ICT te vinden waren. In §4.1 is de uitkomst daarvan beschreven en is tevens 
toegelicht waarom het slechts bij steekproeven is gebleven. Aanvullend is via het sneeuwbalprincipe 
de volgende relevante literatuur gevonden: 
• Continuous Delivery: Reliable Software Releases Through Build, Test, and Deployment 
Automation (Humble & Farley, 2010). 
• Continuous Integration (Fowler, 2006). 
• Continuous deployment of software intensive products and services: A systematic mapping 
study (Rodríguez et al., 2016). 
Het boek van Humble & Farley (2010) betreft geen wetenschappelijke literatuur, maar is wel als 
referentie in bijna alle wetenschappelijke artikelen opgenomen. Op Google Scholar is het tevens het 
meest geciteerd met betrekking tot Continuous Delivery (453 keer per januari 2017). Na overleg met 
mijn afstudeerbegeleider is daarom gekozen dit boek wel te gebruiken als bron. 
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3.2. Deelvraag 2: Welke do’s en don’ts zijn er bekend bij de 
implementatie van Continuous Delivery? 
In tabel 4 is een overzicht gegeven van het aantal genomen stappen om met behulp van zoektermen 
en zoekkaders de benodigde literatuur te vinden. Deze zoekopdracht is uitgevoerd op 29 januari 
2017. 
Het vinden van literatuur over reeds bekende do’s and don’ts bij de implementatie van CD is lastig 
gebleken. In eerste instantie is er gezocht naar literatuur met de titel “Continuous Delivery” en “do’s 
and don’ts” of de titel “Continuous Delivery” en “do’s and don’ts”, echter kwamen daar geen 
resultaten op terug. Vervolgens is naar dezelfde termen gezocht, echter niet alleen in de titel, maar 
in elk willekeurig veld, wat in eerste instantie 163 resultaten opleverde. 
Middels zoekkaders zijn de zoekresultaten vervolgens specifiek gemaakt.  
• CD een recente ontwikkeling is (Humble & Farley, 2010), daarom is gekozen in literatuur van 
de afgelopen 10 jaar te zoeken. 
• Conform uitleg in paragraaf 4.1 zijn er verschillende vakgebieden waarin men de term CD 
gebruikt. Om niet-relevante literatuur te filteren is gekozen om een filter toe te passen om 
alleen literatuur in het vakgebied “Computer science” weer te geven. 
Stap Zoekterm Zoekkader Resultaten 
1 (TitleCombined:(continuous delivery)) 
AND ((do's and don'ts) OR 
(TitleCombined:(continuous 
integration))) AND (do's and don'ts) 
  0 
2 (continuous delivery) AND (do's and 
don'ts) 
  163 
3 (continuous delivery) AND (do's and 
don'ts) 
Sinds 1-1-2006 91 
4 (continuous delivery) AND (do's and 
don'ts) 
Sinds 1-1-2006, en alleen het 
vakgebied "Computer science". 
8 
Tabel 4:  Gebruikte zoektermen en zoekkaders voor deelvraag 2. 
In “Bijlage C – Zoekresultaten bij deelvraag 2” is een overzicht opgenomen van de acht 
zoekresultaten en is per bron de beoordeling op relevantie van de titel en inhoudelijke relevantie 
weergegeven. Omdat de zoekopdracht zelf geen relevante zoekresultaten opleverde, is gekozen de 
eerder gevonden literatuur van zoekopdracht 1 te gebruiken, aangezien daarin relevante bronnen 
waren aangetroffen. 
3.3. Deelvraag 3: Welke stakeholders zijn volgens de theorie 
betrokken bij Continuous Delivery? 
Voor het beantwoorden van deelvraag 3 is gebruik gemaakt van de eerder gevonden literatuur voor 
deelvraag 1. Er is geen extra zoekopdracht uitgevoerd.  
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4. Resultaten literatuuronderzoek 
Dit hoofdstuk beschrijft de resultaten van het literatuuronderzoek. De eerder opgestelde 
deelvragen, horende bij de eerste vraag, hebben betrekking op het literatuuronderzoek (Verschuren 
& Doorewaard, 2005). Voor elk van deze deelvragen zijn de resultaten in een separate paragraaf 
beschreven. 
In dit literatuuronderzoek is veelvoudig verwezen naar het systematisch uitgevoerde 
literatuuronderzoek van Laukkanen et al. (2016). Om deze reden volgt eerst een toelichting op dit 
onderzoek: 
• Het onderzoek van Laukkanen et al. (2016) tracht de problemen bij de implementatie van CD 
te achterhalen. In het onderzoek hebben de auteurs via vijf zoekdatabases 293 artikelen in 
relatie tot CD geïdentificeerd. Vervolgens zijn daarvan 30 artikelen geschikt bevonden voor 
verdere analyse, vanwege het empirische bewijs wat ze bevatten.  
• Laukkanen et al. (2016) beschrijven dat eerder onderzoek op het gebied van software 
ontwikkeling indicatie geeft dat: “Om complexe problemen te kunnen begrijpen moet men 
de onderliggende oorzaken en hun relatie identificeren (Lehtinen, Mäntylä, Vanhanen, 
Itkonen, & Lassenius, 2014)”. Om deze reden hebben zij in hun literatuur review 
onderscheid gemaakt tussen problemen, oorzaken en oplossingen tijdens de implementatie 
van CD, om middels Root Cause Analysis (RCA) de onderlinge relaties en root causes te 
achterhalen. 
• Als resultaat hebben ze in totaal 40 problemen, 28 oorzakelijke verbanden en 29 
oplossingen geïdentificeerd en de onderlinge relaties weergegeven. Gevonden problemen 
en oplossingen zijn door de auteurs in de volgende zeven thema’s ingedeeld: build design, 
system design, integration, testing, release, human and organization en tot slot resource.  
Hiermee vormt het onderzoek van Laukkanen et al. (2016) een geschikte basis voor mijn onderzoek. 
4.1. Wat is Continuous Delivery en wat is er bekend over de 
implementatie van Continuous Delivery? 
CD is een relatief nieuwe ontwikkeling, waarbij er nog geen eenduidige definitie van een organisatie 
zoals IEEE beschikbaar is, maar wel in verschillende bronnen definities terug te vinden zijn. Humble 
& Farley (2010) worden door elk van de geraadpleegde bronnen geciteerd en zijn ook op Google 
Scholar het meest geciteerd (453 keer per januari 2017). Humble & Farley (2010) beschrijven CD als 
volgt: “Continuous Delivery focust zich op het software built, deploy, test en release proces, zodat 
software opleveringen betrouwbaar, snel, met weinig risico en op een efficiënte manier in de 
handen van de gebruikers komen”. Daarnaast beschrijven ze het doel om software altijd in een staat 
te houden dat deze werkt en daarmee, inclusief de laatste wijzigingen, op elk moment ingezet kan 
worden. Chen (2014) beschrijft CD als een software ontwikkel methodiek, waarbij teams 
waardevolle software ontwikkelen in korte iteraties en zorgdragen dat deze software op elk moment 
ingezet kan worden. Laukkanen et al. (2016) geven een bijna vergelijkbare definitie, echter zonder 
het vermelden dat het waardevolle software betreft, wat juist wel één van de doelen van CD is 
(Chen, 2014; Humble & Farley, 2010; Philips et al., 2016). Om CD in één zin te beschrijven, vind ik 
daarom de beschrijving van Chen (2014) het meest passen en neem ik die definitie over: 
Chen (2014): “Continuous Delivery is a software engineering approach in which teams keep 
producing valuable software in short cycles and ensure that the software can be reliably released 
at any time”. 
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In de bestudeerde literatuur komt de relatie tussen Continuous Delivery en Continuous Integration 
(CI) veelvoudig aan bod. Fowler (2006) beschrijft CI als een werkwijze waarbij de ontwikkelaar 
tijdens de softwareontwikkeling direct de wijzigingen integreert met de overige code, waarbij het 
gebruikelijk is dat ontwikkelaars minimaal dagelijks hun wijzigingen integreren met de overige code. 
Als daar vervolgens automatische testen op draaien, moeten eventuele fouten direct gevonden 
worden en daarmee snel verholpen kunnen worden. Dit continue integreren van code en 
controleren op fouten moet voorkomen dat ontwikkelaars eerst langdurig zelfstandig ontwikkelen 
en de organisatie daarna veel tijd nodig heeft om de code te integreren met bestaande code en het 
geheel werkende te krijgen. 
CI legt daarmee de focus op het werk van ontwikkelteams, waarbij CD verder gaat dan dat en tevens 
het volledige test-, deployment- en feedbackproces omvat (Humble & Farley, 2010). CD bouwt voort 
op CI, waarbij de laatste gezien moet worden als voorganger en vereiste voor men begint met CD 
(Humble & Farley, 2010; Laukkanen et al., 2016). Figuur 2 geeft schematisch dit verschil in scope 
tussen CI en CD weer. 
 
Figuur 2:  verschil in scope tussen CI en CD (Laukkanen et al., 2016). 
 
CD ondersteunt het software build, deploy, test en release proces door middel van het concept van 
de Deployment Pipeline; een geautomatiseerde software productielijn, waarmee het mogelijk wordt 
om constante stroom van wijzigingen naar productie te brengen en daarmee CD te ondersteunen 
(Humble & Farley, 2010). De Pipeline moet feedback geven aan en inzicht geven in de stroom van 
wijzigingen aan alle betrokkenen bij oplevering van software (Philips et al., 2016). 
Het concept van de Deployment Pipeline is onlosmakelijk verbonden met CD, echter hoeft de 
invulling niet voor elke organisatie exact gelijk te zijn. Zo kan bijvoorbeeld een acceptatietest ook 
handmatige controles bevatten (Humble & Farley, 2010; Philips et al., 2016) en hoeft het inchecken 
van nieuwe code door een ontwikkelaar niet automatisch tot een deployment naar productie te 
leiden (Laukkanen et al., 2016).  
In bestaande theorie gebruikt men soms de termen Continuous Delivery en Continuous Deployment 
door elkaar, of noemt men het ene maar lijkt men het andere te bedoelen (Rodríguez et al., 2016). 
Laukkanen et al. (2016) waarschuwen om deze zaken niet door elkaar te halen en benoemen dat bij 
Continuous Deployment elke ingecheckte code automatisch naar de productie gaat en bij 
Continuous Delivery elke wijziging naar productie zou kunnen gaan, maar een organisatie dit niet in 
alle gevallen (direct) zal willen. 
Humble & Farley (2010) beschrijven dat er regelmatig onduidelijkheid is over de definitie wanneer 
een ontwikkelde feature done, oftewel klaar, is. Zij stellen dat een feature pas echt klaar is als deze 
door vertegenwoordigers van de business bekeken en uitgeprobeerd is in de productieomgeving of 
een daarmee vergelijkbare omgeving. Dat is namelijk ook het moment dat de business concrete 
feedback kan geven. De verzamelde feedback kan weer leiden tot input voor verdere verbeteringen. 
Dit start de feedback loop, wat een belangrijk aspect van Continuous Delivery is. Philips et al. (2016) 
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doen in relatie met Continuous Delivery en de feedback loop de volgende uitspraak: “Als eerste, zorg 
voor het beter kunnen opleveren van features. Zorg daarna voor het beter opleveren van betere 
features”. 
Invalshoeken van bestaand onderzoek 
In het onderzoek van Laukkanen et al. (2016) wijzen deze auteurs op de verschillende invalshoeken 
van bestaand onderzoek. Zo kan een organisatie welke nog geen CD toepast, interesse hebben in 
wat CD voor hen kan oplossen en welke problemen er tijdens de implementatie kunnen ontstaan, 
maar zal dit voor een organisatie welke CD al toepast anders zijn. De auteurs maken daarom 
onderscheid in de volgende invalshoeken: 
 
Laukkanen et al. (2016): 
• “Problems CD solves are problems that are not directly related to CD, but CD is promised to 
solve them. These include, e.g., slow feedback of changes and error-prone releases. 
• CD adoption problems are problems that are directly preventing CD adoption and additional 
actions need to be done to solve them. 
• Adoption actions need to be performed by an organization to adopt CD.  
• Problems of CD are problems that emerge when CD is adopted.  
• Benefits of CD are positive effects that are achieved after CD has been adopted”. 
In figuur 3 is schematisch de relatie en positie per invalshoek weergegeven. 
 
Figuur 3:  Weergave van mogelijke invalshoeken van onderzoek (Laukkanen et al., 2016). 
Het vervolg van dit onderzoek richt zich specifiek op de invalshoek CD adoption problems, waarmee 
gekeken wordt naar problemen die direct de implementatie van Continuous Delivery verhinderen en 
waarvoor aanvullende acties nodig zijn om deze problemen op te lossen. 
Invalshoek CD adoption problems 
In de inleiding van dit hoofdstuk is het belang van het onderzoek van Laukkanen et al. (2016) 
benoemd. Zij hebben problemen, oorzaken en oplossingen tijdens de implementatie van CD in 
bestaande bronnen geïdentificeerd, waarbij de problemen door hen zijn ingedeeld in zeven thema’s. 
Dit vormt een grote verzameling van bruikbare informatie uit de empirie. 
Laukkanen et al. (2016) concluderen dat de door hen verzamelde problemen, oorzaken en 
oplossingen in vervolgonderzoek nader onderzocht zouden kunnen worden. Daarbij merken ze op 
dat problemen in het thema system design zich veel voordoen, veel andere problemen veroorzaken 
en weinig oplossingen kennen. Dit thema lijkt daarmee het grootste probleem bij het 
implementeren van CD. Ook build design- en releaseproblemen kunnen verder onderzocht worden, 
maar vragen een volwassen onderzoeksorganisatie. Tot slot kunnen human and organizational 




Chen (2014) heeft ondervonden dat de grootste uitdaging lag op het vlak van organisatie, omdat de 
betrokken afdelingen elk hun eigen belangen hadden. Uiteindelijk heeft men een reorganisatie 
moeten uitvoeren om de barrières tussen deze afdelingen te doorbreken. Deze bevinding is ook 
terug te vinden als geïdentificeerd probleem in het onderzoek van Laukkanen et al. (2016): 
“Organizational structure: Organizational structure, e.g., separation between divisions causes 
problems”. 
In paragraaf 4.2 zal inhoudelijk op deze problemen, oorzaken en oplossingen en de relatie tot do´s 
en don´ts worden ingegaan.  
Invalshoek adoption actions 
Laukkanen et al. (2016) en Ståhl & Bosch (2014) melden dat er bij organisaties verschillen in de 
implementatie van CI zijn opgemerkt. Alhoewel dit onderzoek zich niet op deze invalshoek richt, is 
de bevinding wel relevant; organisaties kunnen door de implementatieverschillen, op andere 
problemen stuiten en tevens op verschillende momenten door deze problemen opmerken. 
Type organisaties 
Laukkanen et al. (2016) hebben voor de bestudeerde cases een overzicht gegeven van de 
contextuele verschillen. Per case is beschreven in welk jaar het onderzoek is gedaan, de omvang van 
de groep ontwikkelaars, focus op CI of CD en of het commerciële- of niet-commerciële organisaties 
betrof. 
 
Bij de bevindingen van Laukkanen et al. (2016) zijn geen grote verschillen in problemen en 
oplossingen tussen organisaties gevonden. Problemen met integratie en testen kwamen relatief 
vaker voor bij de grotere groepen ontwikkelaar en resource problemen eerder bij de kleinere 
groepen met ontwikkelaars. De overige problemen en oplossingen waren niet aan één contextuele 
factor toe te wijzen. 
Verschillende vakgebieden 
Bij het zoeken naar literatuur zijn veel bronnen gevonden in het vakgebied farmacie. 
Steekproefsgewijs zijn een aantal van deze bronnen nader bekeken. Zo hebben Cheron et al. (2016) 
onderzoek gedaan naar het continuous toedienen van medicijnen om daarmee de effecten van de 
ziekte van Parkinson zo stabiel mogelijk te onderdrukken. Martins et al. (2013) hebben onderzoek 
gedaan naar het continuous toedienen van het middel nimodipine om de overlevingskans van 
muizen bij de ziekte cerebral malaria te verhogen. Samaha et al. (2008) keken naar verschillen bij het 
pulserend of continuous toedienen van anti-psychotische middelen. De overeenkomst tussen deze 
onderzoeken is het onderzoeksdoel of medicijnen een ander effect hebben als men deze continuous 
toedient. 
CD kan in de ICT bijdragen aan een kortere time-to-market bij oplevering van software producten, 
maar niet elke wijziging moet direct naar productie (Humble & Farley, 2010). In de farmacie is het 
doel van het continuous toedienen van medicijnen om na te gaan of dit een positief effect op de 
patiënt heeft. Daarbij heeft het continuous toedienen soms positieve, maar soms ook negatieve 
effecten (Cheron et al., 2016; Martins et al., 2013; Samaha et al., 2008). Dit verschil heeft raakvlak 
met de invalshoeken “Problems of CD” en “Benefits of CD”, zoals eerder in deze paragraaf 
opgenomen en valt daarmee buiten het aandachtsgebied van dit onderzoek. 
Er is geen reden gevonden om de vergelijking tussen CD in de ICT en in de farmacie verder te 
onderzoeken. De overig gevonden literatuur met raakvlak farmacie is daarom niet relevant 
bevonden, zoals weergegeven in “Bijlage B – Zoekresultaten bij deelvraag 1”. 
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4.2. Welke do’s en don’ts zijn er bekend bij de implementatie van 
Continuous Delivery? 
Laukkanen et al. (2016) hebben 40 problemen, 28 oorzakelijke verbanden en 29 oplossingen in 
relatie tot de implementatie van CD beschreven. In het artikel is geen kant en klare lijst van do’s en 
don’ts opgenomen, echter zijn de bevindingen wel cruciaal, omdat het bevindingen uit de empirie 
zijn en een samenvatting uit diverse wetenschappelijke bronnen betreft. 
Laukkanen et al. (2016) hebben Root Cause Analysis (RCA) gebruikt om de problemen, oorzaken en 
oplossingen aan elkaar te kunnen relateren en schematisch weer te geven. RCA is een methode om 
gestructureerd onderzoek te doen naar de oorzaken van een probleem of gebeurtenis. RCA doet dit 
door niet alleen te identificeren wat en hoe iets is opgetreden, maar ook waarom. Alleen als 
duidelijk is waarom iets is opgetreden, is het mogelijk om acties te specificeren om de oorzaken weg 
te kunnen nemen, zodat dit zich in de toekomst niet meer zal voordoen (Lehtinen et al., 2014; 
Rooney & Heuvel, 2004). De volgende begrippen van RCA zijn in deze paragraaf van belang: 
(Laukkanen et al., 2016; Lehtinen et al., 2014; Rooney & Heuvel, 2004): 
• Root cause – de oorzaak waarom iets optreedt. Door de oorzaak weg te nemen zal het 
probleem niet opnieuw optreden. 
• Symptoom (Causal factor) – van invloed op een probleem, echter geen root cause en 
mogelijk een gevolg van de root cause. Het verwijderen van het symptoom kan een voordeel 
bieden, maar geeft geen zekerheid dat het probleem niet meer optreedt. 
• Oorzakelijke verbanden (Causal relationships) – de oorzakelijke verbanden tussen root 
causes en symptomen (causal factors). 
In figuur 4 zijn de oorzakelijke verbanden weergegeven, zoals beschreven door Laukkanen et al. 
(2016). Elk item heeft een kleur, wat aangeeft bij welk thema het item hoort. Bij Root causes is de 
tekst van het item onderstreept en schuingedrukte tekst geeft aan dat het item geen effect op een 
ander item heeft. Elke pijl wijst naar de daaraan gerelateerde symptomen. Bij elk item geven de 
auteurs een omschrijving en verwijzen ze naar de praktijkcase waar het probleem zich voor heeft 
gedaan. 
Ter verduidelijking van de figuur volgt nu een voorbeeld. Helemaal links in de figuur is te zien dat het 
probleem Time-consuming testing een probleem is, maar mogelijk slechts een symptoom is van de 
root cause Unsuitable architecture. Time-consuming testing betreft een te lange doorlooptijd van de 
testen, waarbij Laukkanen et al. (2016) verwijzen naar een praktijkcase, waarin het testen een 
doorlooptijd van vier uur tot maximaal twee dagen nodig had. Time-consuming testing heeft 
vervolgens (onder andere) een pijl naar Large commits. Large commits kan dus een gevolg zijn van 
Time-consuming testing; ontwikkelaars combineren verschillende wijzigingen omdat het testen een 
lange doorlooptijd nodig heeft. Het combineren van verschillende wijzigingen kan weer tot 









Figuur 4:  Schematische weergave oorzakelijke verbanden en root causes (Laukkanen et al., 2016). 
Naast de bevindingen van Laukkanen et al. (2016) is verder gezocht naar do’s en don’ts bij de 
implementatie van CD. In het artikel van Philips et al. (2016) is wel een lijst met do’s en don’ts 
opgenomen, echter ontbreekt daarin de wetenschappelijke onderbouwing. Daarnaast richten deze 
do’s en don’ts zich niet op implementatie problemen, maar schrijven ze voor hoe organisaties CD 
kunnen adopteren. Ook Humble & Farley (2010) richten zich op implementatiemaatregelen voor CD 
en niet zozeer op problemen tijdens de implementatie. Zoals beschreven in de vorige paragraaf, 
komt de bevinding van Chen (2014) over de organisatie structuur al terug in de bevindingen van 
Laukkanen et al. (2016) en hoeft dit punt niet toegevoegd te worden. Daarmee kunnen alleen de 
resultaten van Laukkanen et al. (2016) gebruikt worden, echter zijn deze nog als problemen, 
oorzaken en oplossingen beschreven en moeten ze nog omgezet worden naar do’s en don’ts.  
In dit onderzoek zijn vijf condities opgesteld, om daarmee te bepalen welke problemen wel en niet 
in de lijst met do’s en don’ts opgenomen kunnen worden. Tabel 5 geeft de opgestelde condities en 






C1. Root causes met bekende oplossing De root causes verhelpen daadwerkelijk het 
probleem en niet alleen een symptoom 
(Laukkanen et al., 2016; Lehtinen et al., 2014; 
Rooney & Heuvel, 2004). Daarmee moeten de 
root causes met oplossing als do's gebruikt 
worden. 
C2. Root causes zonder bekende oplossing De root causes verhelpen daadwerkelijk het 
probleem en niet alleen een symptoom 
(Laukkanen et al., 2016; Lehtinen et al., 2014; 
Rooney & Heuvel, 2004), echter bestaat er 
voor deze root causes nog geen bekende 
oplossing. Deze problemen kunnen daarom 
niet opgenomen worden in de lijst met do’s en 
don’ts en krijgen geen vervolgactie in de 
beslistabel. Vervolgonderzoek zou zich kunnen 
richten op het achterhalen van een oplossing. 
C3. Symptoom met bekende oplossing Het wegnemen van een symptoom kan een 
voordeel opleveren, maar biedt geen 
gegarandeerde oplossing voor een probleem 
(Laukkanen et al., 2016; Lehtinen et al., 2014; 
Rooney & Heuvel, 2004). Het kan daarmee in 
de lijst met do's opgenomen worden, echter 
moet een organisatie zich niet alleen op 
symptomen richten, als er een bovenliggende 
root cause met een bijbehorende oplossing 
bekend is. Voor problemen die aan deze 
conditie voldoen, moet daarom nog op een 
extra conditie worden gecontroleerd (zie C4). 
C4. Symptoom heeft tenminste één bekende 
bovenliggende root cause met bijbehorende 
oplossing 
Als een symptoom tenminste één bekende 
root cause met bijbehorende oplossing heeft, 
dan moet een organisatie overwegen zich op 
de root cause te richten en niet op het 
symptoom (Laukkanen et al., 2016; Lehtinen et 
al., 2014; Rooney & Heuvel, 2004). Deze 
punten worden daarom opgenomen in de lijst 
met don’ts. 
C5. Symptoom zonder bekende oplossing Het wegnemen van een symptoom kan een 
voordeel opleveren, maar biedt geen 
gegarandeerde oplossing voor een probleem 
(Laukkanen et al., 2016; Lehtinen et al., 2014; 
Rooney & Heuvel, 2004). Er is echter ook nog 
geen bekende oorzaak. Deze symptomen 
kunnen daarom niet opgenomen worden in de 
lijst met do’s en don’ts en krijgen geen 
vervolgactie in de beslistabel. 
Tabel 5:  Argumentatie bij de opgestelde condities. 
De 40 door Laukkanen et al. (2016) verzamelde problemen kunnen elk tegen deze vijf condities 
getoetst worden. In “Bijlage D – Volledige lijst met problemen” is met een kruisje aangegeven welke 
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condities per probleem van toepassing zijn. Daarbij is gebruik gemaakt van reeds bestaande 
informatie in het artikel van Laukkanen et al. (2016). 
Tabel 6 geeft de opgestelde condities en bijbehorende acties in een beslistabel weer. Met de 
opgestelde condities kunnen de 40 problemen aan maximaal vijf verschillende regels voldoen, welke 
in de tabel met regelnummer R1 t/m R5 zichtbaar zijn. 
Voorbeeld 1:  
• Unsuitable architecture is één van de 40 problemen en dit betreft een root cause zonder 
bekende oplossing. Conditie C2 is daarmee van toepassing (C2 = Y) en de overige condities 
niet. 
• Dit probleem doorloopt daarmee de beslistabel volgens regel R2. Het kan daarmee niet 
opgenomen worden als do, maar ook niet als don’t. 
Voorbeeld 2:  
• Time-consuming testing is een symptoom met een bekende oplossing (Monitor build 
length). Conditie C3 is daarmee van toepassing (C3 = Y). 
• Time-consuming testing heeft een bekende bovenliggende root cause (Unsuitable 
architecture), echter is daar geen oplossing voor bekend. Conditie C4 is daarmee niet van 
toepassing (C4 = N). 




R1 R2 R3 R4 R5 
C1. Root cause met bekende oplossing Y N N N N 
C2. Root cause zonder bekende oplossing N Y N N N 
C3. Symptoom met bekende oplossing N N Y Y N 
C4. Symptoom heeft tenminste één bekende bovenliggende root cause 
met bijbehorende oplossing 
N N Y N N 
C5. Symptoom zonder bekende oplossing N N N N Y 
Acties 1 2 3 4 5 
A1. Opnemen als do’s in lijst met do’s en don’ts X -  - X -  
A2. Opnemen als don’ts in lijst met do’s en don’ts - - X -  -  
Tabel 6:  Beslistabel met opgestelde condities en acties. 
In “Bijlage D – Volledige lijst met problemen" is per probleem aangegeven via welke regel ze de 
beslistabel hebben doorlopen (R1 t/m R5).  
Als uitkomst is een lijst met do’s en don’ts ontstaan, welke is opgenomen in “Bijlage E – Lijst met 
opgestelde do’s en don’ts”. 
4.3. Welke stakeholders zijn volgens de theorie betrokken bij 
Continuous Delivery? 
Om deze deelvraag te kunnen beantwoorden zijn diverse bronnen geraadpleegd, waarin gezocht is 
naar verschillende stakeholders binnen het proces van CD. Dit is gedaan door tijdens het lezen van 
een bron en de daarin beschreven stakeholders bij te houden. In tabel 7 is per bron weergegeven 




  Humble & Farley  
(2010) 
Laukkanen et al.  
(2016) 
Philips et al  
(2016) 
Opmerkingen 
Developers 251 34 26  
Operations 186 0 22  
DBA 3 0 0  
Testers 114 0 3  
Support staff 1 0 0  
Release manager 0 0 1  
Managers 28 3 4  
Business 133 2 86 Men gebruikt de term business soms in 
een andere context en niet als entiteit. 
Bijvoorbeeld: business value. 
Tabel 7:  Het aantal voorkomen van de verschillende stakeholders bij het proces van 
Continuous Delivery (Humble & Farley, 2010; Laukkanen et al., 2016; Philips et al., 2016). 
Het eerste wat opvalt is het verschil in het aantal benoemde stakeholders per bron. Humble & Farley 
(2010) en Philips et al. (2016) gaan uitgebreid in op wat CD is, in tegenstelling tot Laukkanen et al. 
(2016), die slechts een korte samenvatting van CD geven en daarna de focus leggen op de 
problemen die ontstaan tijdens de implementatie van CD. Daarmee verschilt de insteek per bron en 
daarmee mogelijk het verschillende aantal stakeholders en het aantal voorkomen daarvan. 
Het tweede wat opvalt is de nadruk op de stakeholders developers, operations en business. Het 
veelvoudig voorkomen van de stakeholders developers en operations is niet verrassend vanwege de 
overeenkomsten tussen DevOps en CD om nauw samen te werken tussen de verschillende 
stakeholders betrokken bij het release proces (Humble & Farley, 2010; Olsson, 2012; Philips et al., 
2016; Wettinger, Breitenbücher, Falkenthal, & Leymann, 2016). De stakeholder testers heeft in de 
theorie van CD een belangrijke rol en is dan ook veelvoudig terug te vinden. Dit laatste gaat ook op 
voor de stakeholder business, waarbij Philips et al. (2016) zelfs suggereren om de term DevOps uit te 
breiden naar BizDevOps om daarmee de focus op de business van ontwikkelteams expliciet te 
maken. 
Tot slot komt de stakeholder managers in verhouding tot de eerdergenoemde stakeholders minder 





5. Conclusies en discussie 
In dit hoofdstuk zijn de conclusies en discussie van het literatuuronderzoek beschreven. 
5.1. Conclusies 
Tijdens uitvoering van de literatuurstudie is bevonden dat Continuous Integration, Continuous 
Delivery en Continuous Deployment inhoudelijk deels met elkaar overlappen en daardoor soms met 
elkaar verward worden. Daarnaast is er nog relatief weinig literatuur van specifiek Continuous 
Delivery te vinden. Bij het zoeken naar literatuur over Continuous Delivery bleek Continuous 
Integration daarom van groot belang; enerzijds omdat Continuous Integration als geheel weer deel 
uitmaakt van Continuous Delivery en anderzijds omdat het reeds langer bestaat, waardoor er (meer) 
informatie van te vinden is. 
Na het analyseren van de literatuur is duidelijk geworden dat organisaties tijdens de implementatie 
van Continuous Integration en Continuous Delivery vaak op problemen stuiten. Dit biedt 
ondersteuning aan de doelstelling van dit onderzoek, om een lijst met do’s en don’ts op te stellen 
om organisaties te helpen met problemen tijdens de implementatie van Continuous Delivery. Er zijn 
do´s en don´ts in de literatuur aangetroffen, echter is het daarbij niet duidelijkheid hoe men daartoe 
is gekomen. Laukkanen et al. (2016) bieden wel empirisch bewijs, echter in de vorm van problemen, 
oorzaken en oplossingen, welke via Root Cause Analysis aan elkaar gelinkt zijn. Dit is als input 
gebruikt om do’s en don’ts tijdens de implementatie van CD op te stellen. 
In dit onderzoek is een beslistabel opgezet, waarmee de problemen, oorzaken en oplossingen van 
Laukkanen et al. (2016) zijn omgezet naar do´s en don´ts (zie Bijlage E – Lijst met opgestelde do’s en 
don’ts). In de huidige vorm kunnen deze do’s en don’ts mogelijk al een meerwaarde voor 
organisaties bieden, echter zal het vervolgonderzoek gebruikt worden om de door Laukkanen et al. 
(2016) verzamelde problemen, oorzaken en oplossingen in de praktijk te toetsen en waar mogelijk te 
complementeren. Met name de root causes zonder bekende oplossing zijn vanwege hun belang 
interessant om in de praktijk verder te bestuderen. 
In bestaande literatuur zijn diverse stakeholders met betrokkenheid tot het proces van Continuous 
Delivery gevonden. Bij het empirisch vervolgonderzoek zullen de do’s en don’ts aan deze 
stakeholders worden voorgelegd. Slechts een beperkt aantal stakeholders kwam veelvoudig en 
consistent in de literatuur voor. Er is daarom gekozen om in dit onderzoek alleen stakeholders mee 
te nemen die minimaal tien keer in één van de bestudeerde bronnen voorkomen. Daarmee is tot de 






In bestaand onderzoek blijken de contextuele kenmerken van organisaties geen tot minimale impact 
op de problemen tijdens de implementatie van Continuous Delivery te hebben, waarmee het 





In dit literatuuronderzoek is gezocht naar bestaande ervaringen om tot een lijst met do’s en don’ts 
voor de implementatie van Continuous Delivery te komen. De bevindingen van Laukkanen et al. 
(2016) zijn als input voor dit onderzoek gebruikt en vormen een belangrijke basis. De gebruikte input 
bestond uit problemen, oorzaken en oplossingen en moest nog omgezet worden naar do’s en 
don’ts. Om dat te kunnen doen is voor dit onderzoek een beslistabel opgezet, waarin herleidbaar is 
gemaakt op basis van welke condities is gekozen om de input om te zetten naar do’s en don’ts. De 
bestaande literatuur biedt slechts beperkte ondersteuning bij het opstellen van do’s en don’ts en 
daar is dan ook weinig wetenschappelijke literatuur van terug te vinden. Er is daarom in dit 
onderzoek gekozen voort te borduren op de problemen, oorzaken en oplossingen en de do’s en 
don’ts voornamelijk op te stellen voor bevordering van het gebruik in de praktijk. 
Omdat er variaties in de implementaties van Continuous Delivery zijn aangetroffen, lopen 
organisaties mogelijk tegen verschillende problemen en op verschillende momenten tegen deze 
problemen aan. De uitkomsten zijn daarmee niet automatisch te generaliseren naar elke organisatie. 
Organisaties kunnen de lijst met do´s en don´ts wel gebruiken om gemakkelijk na te gaan welk 
probleem ze herkennen en hoe dit mogelijk te verhelpen. De uitkomsten van dit onderzoek hebben 
daarmee voornamelijk een praktische bijdrage. 
In het empirische vervolgonderzoek kan de lijst met do´s en don´ts getoetst worden en gezocht 
worden naar aanvullingen in de vorm van oorzaken en oplossingen. Initieel voor mij onbekend was 
de door Laukkanen et al. (2016) gebruikte methode van Root Cause Analysis. Na een verdieping 
hierin lijkt dit een nuttig middel om ook in vervolgonderzoek extra informatie over problemen, 
oorzaken en oplossingen (en daarmee do’s en don’ts) te achterhalen. Zeker omdat nog niet voor elk 
probleem een oplossing of oorzaak bekend is. Dit kan de betrouwbaarheid van reeds bestaande 
kennis vergroten en mogelijk aanvullen met nieuwe bevindingen. 
Ten slotte is Continuous Deployment een interessant concept, waarvan komende jaren nog moet 
blijken of het voor organisaties bruikbaar blijkt. Het valt buiten scope van dit onderzoek, maar is 
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1 Continuous Delivery Huge Benefits, 
but Challenges Too 
Chen, L. Ja Ja
2 Continuous Delivery: Huge Benefits, 
but Challenges Too 
(* duplicaat van resultaat 1) 
Lianping Chen Ja Ja 
3 Collaborative gathering and 
continuous delivery of DevOps 
solutions through repositories 
Wettinger, Johannes; 
Breitenbücher, Uwe; 
Falkenthal, Michael; Leymann, 
Frank 
Ja Ja 
4 Continuous delivery of ropinirole by 
subdermal ProNeura (TM) implants 
Sreedharan, S; Bankiewicz, K; 
Patel, R 
Nee Niet  
beoordeeld 
5 Use of enteral access for 
continuous delivery of levodopa-
carbidopa in patients with 
advanced Parkinson's disease 
Cheron, J; Deviere, J; Ballarin, 
A; Supiot, F; Eisendrath, P; 
Toussaint, E; Huberty, V; 
Musala, C; Blero, D; Lemmers, 
A; Van Gossum, A; Arvanitakis, 
M 
Ja Nee 
6 Less Is More: Antipsychotic Drug 
Effects Are Greater with Transient 
Rather Than Continuous Delivery 
Samaha, Anne-Noël; Reckless, 
Greg E; Seeman, Philip; Diwan, 
Mustansir; Nobrega, José N; 
Kapur, Shitij 
Ja Nee 
7 Continuing efforts to obtain 
continuous delivery of levodopa 
Obeso, Jose A; Olanow, Warren Nee Niet  
beoordeeld 
8 The use of enteral access for 
continuous delivery of levodopa-
carbidopa in patients with 
advanced Parkinson’s disease 
(* duplicaat van resultaat 5) 
Cheron, Julian; Deviere, 
Jacques; Supiot, Frederic; 
Ballarin, Asuncion; Eisendrath, 
Pierre; Toussaint, Emmanuel; 
Huberty, Vincent; Musala, 
Carmen; Blero, Daniel; 
Lemmers, Arnaud; Van 
Gossum, André; Arvanitakis, 
Marianna 
Nee Niet  
beoordeeld 
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receptors 
Korpi, Esa R; Linden, Anni-
Maija; Hytönen, Heidi R; 
Paasikoski, Nelli; Vashchinkina, 
Elena; Dudek, Mateusz; Herr, 
Deron R; Hyytiä, Petri 
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beoordeeld 
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Delivery 
Olumide Akerele; Muthu 
Ramachandran; Mark Dixon 
Ja Nee 
11 Upgrading a Piped Water Supply 
from Intermittent to Continuous 
Delivery and Association with 
Waterborne Illness: A Matched 
Cohort Study in Urban India 
Ercumen, A; Arnold, BF; 
Kumpel, E; Burt, Z; Ray, I; 




12 Problems, causes and solutions 
when adopting continuous 
delivery—A systematic literature 
review 
Laukkanen, Eero; Itkonen, 
Juha; Lassenius, Casper 
Ja Ja 
13 Evaluating the Impact of Critical 
Factors in Agile Continuous Delivery 
Process: A System Dynamics 
Approach 
Olumide Akerele; Muthu 
Ramachandran; Mark Dixon 
Ja Nee 
14 Does continuous delivery of 
levodopa-carbidopa intestinal gel 
really improve levodopa induced 
dyskinesia in severe Parkinson's 
Disease patients? 
Colin, O; Benatru, I; Ouerdani, 
A; Lafay-Chebassier, C; Houeto, 
JL 
Nee Niet  
beoordeeld 
15 Heligmosomoides polygyrus 
excretory/secretory products can 
protect against T-cell-mediated 
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in vivo 
Smyth, D; Johnston, C; 
McSorley, H; Maizels, R 
Nee Niet  
beoordeeld 
16 Upgrading a Piped Water Supply 
from Intermittent to Continuous 
Delivery and Association with 
Waterborne Illness: A Matched 
Cohort Study in Urban India 
Ayse Ercumen; Benjamin F 
Arnold; Emily Kumpel; Zachary 
Burt; Isha Ray; Kara Nelson; 
John M Colford Jr 
Nee Niet  
beoordeeld 
17 Slow and continuous delivery of a 
low dose of nimodipine improves 
survival and electrocardiogram 
parameters in rescue therapy of 
mice with experimental cerebral 
malaria 
Martins, YC; Clemmer, L; 
Orjuela-Sanchez, P; Zanini, GM; 
Ong, PK; Frangos, JA; Carvalho, 
LJM 
Ja Nee 
18 Effect of Pulsed or Continuous 
Delivery of Salt on Sensory 
Perception Over Short Time 
Intervals 
Morris, Cecile; Koliandris, 
Anne-Laure; Wolf, Bettina; 
Hort, Joanne; Taylor, Andrew J 
Nee Niet  
beoordeeld 
19 Buffer storage for continuous 
delivery of video data 
Chand, Satish; Om, Hari Ja Nee 
20 Continuous delivery of ropinirole 
reverses motor deficits without 
dyskinesia induction in MPTP-
treated common marmosets 
Stockwell, K.A; Virley, D.J; 
Perren, M; Iravani, M.M; 
Jackson, M.J; Rose, S; Jenner, P 
Nee Niet  
beoordeeld 
21 Continuous delivery of rotigotine 
decreases extracellular dopamine 
suggesting continuous receptor 
stimulation 
Kehr, J; Hu, X.-J; Goiny, M; 
Scheller, D. K. A 
Nee Niet  
beoordeeld 
22 Continuous delivery of rhBMP2 and 
rhVEGF165 at a certain ratio 
enhances bone formation in 
mandibular defects over the 
delivery of rhBMP2 alone — An 
experimental study in rats 
Lohse, N; Moser, N; Backhaus, 
S; Annen, T; Epple, M; 
Schliephake, H 




23 Continuous Delivery of Biomaterials 
to the SkinPercutaneous Device 
Interface Using a Fluid Pump 
Peramo, Antonio; Marcelo, 
Cynthia L; Goldstein, Steven A; 
Martin, David C 
Nee Niet  
beoordeeld 
24 Continuous delivery of D-luciferin 
by implanted microosmotic pumps 
enables true real-time 
bioluminescence imaging of 
luciferase activity in vivo 
Gross, S; Abraham, U; Prior, JL; 
Herzog, ED; Piwnica-Worms, D 
Nee Niet  
beoordeeld 
25 Versatility Of A New Re-Usable 
Breath-Actuated Nebulizer (rban) 
Intended For Domiciliary Use With 
Its Table-Top Compressor: In Vitro 
Comparison In Breath-Actuated 
And Continuous Delivery Modes 
With A Continuous High Output Jet 
Nebulizer 
Coppolo, D; Mitchell, J; 
Avvakoumova, V; Ali, R; 
Schneider, H; Nagel, M 
Nee Niet  
beoordeeld 
26 Continuous Delivery of IFN-β 
Promotes Sustained Maturation of 
Intratumoral Vasculature 
Paxton V. Dickson; John B. 
Hamner; Christian J. Streck; 
Catherine Y.C. Ng; M. Beth 
McCarville; Christopher 
Calabrese; Richard J. 
Gilbertson; Clinton F. Stewart; 
Christy M. Wilson; M. Waleed 
Gaber; Lawrence M. Pfeffer; 
Stephen X. Skapek; Amit C. 
Nathwani; Andrew M. Davidoff 
Nee Niet  
beoordeeld 
27 Ex-Vivo Gene Therapy Approach for 
Continuous Delivery of BDNF and 
Its Potential Use for Neurological 
Disorders 
Gomez-Vargas, A; Hortelano, 
G; Rathbone, M 
Nee Niet  
beoordeeld 
28 Ex-Vivo Gene Therapy Approach for 
Continuous Delivery of BDNF and 
Its Potential Use for Neurological 
Disorders 
(* duplicaat van resultaat 27) 
Gomez-Vargas, A; Hortelano, 
G; Rathbone, M 
Nee Niet  
beoordeeld 
29 Continuous delivery of ropinirole in 
Parkinson's disease: from clinical 
trials to clinical practice 
Sampaio, C Nee Niet  
beoordeeld 
30 Continuous delivery of energy or L-
dopa: Identifying advantages and 
limitations of DBS and levodopa–
carbidopa intestinal gel in the 
absence of head-to-head 
comparisons 
Johansson, Anders; Nyholm, 
Dag 
Nee Niet  
beoordeeld 
31 Continuous Delivery of Biomaterials 
to the Skin-Percutaneous Device 
Interface Using a Fluid Pump 
Peramo, A; Marcelo, CL; 
Goldstein, SA; Martin, DC 
Nee Niet  
beoordeeld 
32 Continuous delivery as a new 
strategy to test neuroprotection in 
it rotenone rat model of Parkinson's 
disease 
Popcscu, BO; Stoica, R; 
Tuineag, M; Muresanu, DF; 
Popescu, LM 




33 Effect of continuous delivery of 
recombinant vascular endothelial 
growth factor on vascular reactivity 
in a SFLT-1 induced animal model of 
preeclampsia 
Mateus, J; Lu, FX; Tamayo, E; 
Yin, HZ; Hankins, GDV; Longo, 
M; Saade, GR 
Nee Niet  
beoordeeld 
34 Effect of continuous delivery of 
recombinant 
vascular endothelial growth factor 
on vascular reactivity 
in a SFLT-1 induced animal model of 
preeclampsia 
Mateus, Julio; Lu, Fangxian; 
Tamayo, Esther; Huaizhi, Yin; 
Hankins, Gary D.V; Longo, 
Monica; Saade, George R 
Nee Niet  
beoordeeld 
35 Continuous delivery of ropinirole: 
Improving the management of 
Parkinson's disease 
(GlaxoSmithKline) 
Schapira, Anthony Nee Niet  
beoordeeld 
36 Continuous delivery of ropinirole: 
Improving the management of 
Parkinson's disease 
(GlaxoSmithKline) 
(* duplicaat van resultaat 35) 
Schapira, A Nee Niet  
beoordeeld 
37 Continuous delivery of a 
monoclonal antibody against 
Reissner's fiber into CSF reveals 
CSF-soluble material 
immunorelated to the 
subcommissural organ in early chick 
embryos. 
Hoyo-Becerra, C; Lopez-Avalos, 
MD; Perez, J; Miranda, E; 
Rojas-Rios, P; Fernandez-
Llebrez, P; Grondona, JM 
Nee Niet  
beoordeeld 
38 Continuous delivery of IFN-beta 
sensitizes human gliomas to 
ionizing radiation 
Hamner, John B; Dickson, 
Paxton; Gaber, Mostafa W; Ng, 
Cathy; Zhou, Junfang; Davidoff, 
Andrew 
Nee Niet  
beoordeeld 
39 2.448 Reversal of motor deficits 
without dyskinesia induction by 
continuous delivery of ropinirole in 
MPTP-treated common marmosets 
Stockwell, K; Virley, D; Perren, 
M; Iravani, M; Jackson, M; 
Rose, S; Jenner, P 
Nee Niet  
beoordeeld 
40 Reversal of motor deficits without 
dyskinesia induction by continuous 
delivery of ropinirole in MPTP-
treated common marmosets 
Stockwell, K; Virley, D; Perren, 
M; Iravani, M; Jackson, M; 
Rose, S; Jenner, P 
Nee Niet  
beoordeeld 
41 Continuous delivery of D-luciferin 
by implanted micro-osmotic pumps 
enables true real-time 
bioluminescence imaging of 
luciferase activity in vivo. 
Gross, Shimon; Abraham, Ute; 
Prior, Julie L; Herzog, Erik D; 
Piwnica-Worms, David 
Nee Niet  
beoordeeld 
42 Continuous delivery of a 
monoclonal antibody against 
Reissner’s fiber into CSF reveals 
CSF-soluble material 
immunorelated to the 
subcommissural organ in early chick 
embryos 
C. Hoyo-BecerraM. D. López-
ÁvalosJ. PérezE. MirandaP. 
Rojas-RíosP. Fernández-
LlebrezJ. M. Grondona 




43 Continuous Delivery of IFN-
Promotes Sustained Maturation of 
Intratumoral Vasculature 
Dickson, P. V; Hamner, J. B; 
Streck, C. J; Ng, C. Y.C; 
McCarville, M. B; Calabrese, C; 
Gilbertson, R. J; Stewart, C. F; 
Wilson, C. M; Gaber, M. W; 
Pfeffer, L. M; Skapek, S. X; 
Nathwani, A. C; Davidoff, A. M 
Nee Niet  
beoordeeld 
44 Continuous delivery of human type 
I interferons (α/β) has significant 
activity against acute myeloid 
leukemia cells in vitro and in a 
xenograft model 
Benjamin, R; Khwaja, A; Singh, 
N; McIntosh, J; Meager, A; 
Wadhwa, M; Streck, C; Ng, C; 
Davidoff, AM; Nathwani, AC 
Nee Niet  
beoordeeld 






Bijlage C – Zoekresultaten bij deelvraag 2 




1 Product-Focused Software Process 
Improvement: 11th International Conference, 
PROFES 2010, Limerick, Ireland, June 21-23, 
2010. Proceedings 




2 Advances in Computer Entertainment: 9th 
International Conference, ACE 2012, 
Kathmandu, Nepal, November 3-5, 2012. 
Proceedings 




3 Knowledge Representation for Health-Care: 
ECAI 2010 Workshop KR4HC 2010, Lisbon, 
Portugal, August 17, 2010, Revised Selected 
Papers 
David Riaño, Annette 
ten Teije, Silvia 
Miksch, Mor Peleg 
Ja Nee 
4 A Pervasive Computing System for the 
Operating Room of the Future 
Agarwal, Sheetal; 
Joshi, Anupam; Finin, 
Tim; Yesha, Yelena; 
Ganous, Tim 
Nee Niet  
beoordeeld 
5 Advances in Grid and Pervasive Computing: 
7th International Conference, GPC 2012, Hong 
Kong, China, May 11-13, 2012. Proceedings 
Ruixuan Li, Jiannong 
Cao, Julien Bourgeois 
Ja Nee 
6 Human-Computer Interaction – INTERACT 
2009: 12th IFIP TC 13 International 
Conference, Uppsala, Sweden, August 24-28, 
2009, Proceedings, Part I 








7 The eventful genesis of educational media Westera, Wim Nee Niet  
beoordeeld 
8 Simulated Evolution and Learning: 8th 
International Conference, SEAL 2010, Kanpur, 







Santosh K. Gupta, 
Ashu Jain, Varun 
Aggarwal, Jürgen 
Branke, Sushil J. 
Louis, Kay Chen Tan 
Nee Niet  
beoordeeld  





Bijlage D – Volledige lijst met problemen, oorzaken en oplossingen 
In de onderstaande tabel zijn de uitkomsten van Laukkanen et al. (2016), in de vorm van problemen, 
oorzaken en oplossing, opgenomen. Om vertaalproblemen te voorkomen is gekozen de originele 
beschrijving in de Engelse taal te gebruiken. 
Als aanvulling zijn in paragraaf 4.2 condities opgesteld waaraan deze verschillende problemen 
kunnen voldoen en daarmee de beslistabel uit die paragraaf doorlopen. Voor de herleidbaarheid laat 
deze tabel per probleem zien aan welke condities deze voldoet (C1 t/m C5)en via welke regel de 
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  x       R2 
Internal 
dependencies  
    
        x R5 
Database schema 
changes 
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    x x   R3 
Long-running 
branches 
  No branches 











    x x   R3 
Slow integration 
approval 
    









    x x   R3 














    x     R4 
Hardware testing   Test 
adaptation 
Simulator 





x         R1 
UI testing             x R5 














    x     R4 








  Redundancy 
x         R1 
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Documentation   Tooling x         R1 
Feature discovery   Marketing 
blog 
x         R1 
Marketing   Marketing 
blog 
x         R1 
More deployed bugs   Rollback x         R1 
Third party 
integration 
    
        x R5 
Users do not like 
updates 
  Separate 
release 
processes 
x         R1 
Deployment 
downtime 
  Redundancy 














    x x   R3 





    x x   R3 





x         R1 




    x x   R3 
Changing roles   Collaboration x         R1 
Team coordination   More 
planning 
x         R1 
Organizational 
structure 
  Collaboration 












    x x   R3 
Insufficient hardware 
resources 
  Provide 
hardware 
resources 
x         R1 
Network latencies       x       R2 
Tabel 11:  Volledige lijst met gecategoriseerde problemen 
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Bijlage E – Lijst met opgestelde do’s en don’ts 
 
Do´s: 
# Probleem Oplossing 
1 Database schema changes - 
Software changes require 
changes of database 
schema. 
Hidden changes; enable incremental development of large 
features and changes with feature toggles and branch by 
abstraction. 
Database testing; database schema changes can be tested 
similarly to other changes. 
Tooling; provide tooling to make the process easier to follow, 
to allow interpreting the test result and to document a 
changing software system. 
2 Long-running branches - 
Code is developed in 
branches that last for long 
time. 
No branches; to prevent long-running branches causing 
problems, use a no-branch policy. 
3 Flaky tests - Tests that 
randomly fail sometimes. 
Testing tests; tests can be tested for flakiness. 
4 Hardware testing - Testing 
with special hardware that is 
under development or not 
always available. 
Test adaptation; tests are adapted so that later/manual tests 
are run earlier/automatically or vice versa. Hardware tests 
can be run with simulator. Solves ambiguous test result 
problem when earlier tests point to the root cause of failure 
faster than in later end-to-end tests. 
Simulator; custom hardware can be tested efficiently with a 
software simulator. 
5 Multi-platform testing - 
Testing with multiple 
platforms when developers 
do not have access to all of 
them. 
Comprehensive testing; ensure that every platform is tested. 
6 Customer data preservation 
- Preserving customer data 
between upgrades. 
Redundancy; employ redundancy in production systems to 
allow seamless upgrades. 
7 Documentation - Keeping 
the documentation in-sync 
with the released version. 
Tooling; provide tooling to make the process easier to follow, 
to allow interpreting the test result and to document a 
changing software system. 
8 Feature discovery - Users 
might not discover new 
features. 
Marketing blog; instead of marketing individual versions, 
concentrate on features and blog about them. 
9 Marketing - Marketing 
versionless system. 
Marketing blog; instead of marketing individual versions, 
concentrate on features and blog about them. 
10 More deployed bugs - 
Frequent releases cause 
more deployed bugs. 
Rollback; build a rollback mechanism to revert updates if 





11 Users do not like updates - 
Users might not like 
frequent updates. 
Separate release processes; let users decide whether they 
receive new updates or not. 
12 Deployment downtime - 
Downtime cannot be 
tolerated with frequent 
releases. 
Redundancy; employ redundancy in production systems to 
allow seamless upgrades. 
13 Lack of experience - Lack of 
experience practicing CI or 
CD. 
Situational help; providing help based on the situation at 
hand. 
Social rules; adopt social rules that are easy to follow even by 
novices. 
Low learning curve; organize the adoption of continuous 
delivery so that no leap of expertise is needed. 
14 Changing roles - Different 
roles need to adapt for 
collaboration. 
Collaboration; instead of individual responsibility, the 
organization as a whole should be responsible for delivery. 
15 Team coordination - 
Increased need for team 
coordination. 
More planning; apply more planning to coordinate teams. 
16 Organizational structure - 
Organizational structure, 
e.g., separation between 
divisions causes problems. 
Collaboration; instead of individual responsibility, the 
organization as a whole should be responsible for delivery. 
17 Insufficient hardware 
resources - Build and test 
environments require 
hardware resources. 
Provide hardware resources; provide hardware resources for 
production-like test environments and for parallelization if 
tests are too time-consuming. 
18 Large commits - Commits 
containing large amount of 
changes 
Hidden changes - enable incremental development of large 
features and changes with feature toggles and branch by 
abstraction. 
19 Time-consuming testing - 
Testing takes too much 
time. 
Monitor build length - team actively monitors build length 
and takes action when it grows too long. 
Test segmentation - segment tests based on speed, criticality 
and functionality. Solves time-consuming testing by running 
the most critical tests first and others later only if the first 
tests pass. 
Test parallelization - parallelizing tests to run simultaneously 
and on multiple machines speeds up testing. 
Provide hardware resources - provide hardware resources for 
production-like test environments and for parallelization if 
tests are too time-consuming. 
20 Untestable code - Software 
is in a state that it cannot be 
tested 
System modularization - modularize the system to units that 
can be independently tested and deployed. 
21 Problematic deployment - 
Deployment of the software 
is time-consuming or error-
prone 
System modularization - modularize the system to units that 
can be independently tested and deployed. 




# Probleem Opmerkingen 
1 Merge conflicts - Merging 
changes together reveals 
conflicts between changes. 
Merge conflicts is slechts een symptoom, waardoor de focus 
eerst moet liggen op het oplossen van de root cause(s). In dit 
geval is dat mogelijk het probleem van:  
- Long-running branches; code is developed in branches that 
last for long time. 
Dit is op te lossen door: 
- No branchesstrategie te hanteren; to prevent long-running 
branches causing problems, use a no-branch policy. 
2 Broken build - Build stays 
broken for long time or 
breaks often. 
Broken build is slechts een symptoom, waardoor de focus 
eerst moet liggen op het oplossen van de root cause(s). In dit 
geval is dat mogelijk het probleem van:  
- flaky tests; code is developed in branches that last for long 
time, en/of 
- Long-running branches; code is developed in branches that 
last for long time. 
Dit is op te lossen door: 
- Testing tests; tests can be tested for flakiness 
- No branchesstrategie te hanteren; to prevent long-running 
branches causing problems, use a no-branch policy. 
3 Work blockage - Completing 
work tasks is blocked or 
prevented by broken build 
or other integrations in a 
queue. 
Work blockage is slechts een symptoom, waardoor de focus 
eerst moet liggen op het oplossen van de root cause(s). In dit 
geval is dat mogelijk het probleem van:  
- flaky tests; code is developed in branches that last for long 
time, en/of 
- Long-running branches; code is developed in branches that 
last for long time. 
Dit is op te lossen door: 
- Testing tests; tests can be tested for flakiness 
- No branchesstrategie te hanteren; to prevent long-running 
branches causing problems, use a no-branch policy. 
4 Broken development flow - 
Developers get distracted 
and the flow of 
development breaks. 
Broken development flow is slechts een symptoom, waardoor 
de focus eerst moet liggen op het oplossen van de root 
cause(s). In dit geval is dat mogelijk het probleem van:  
- flaky tests; code is developed in branches that last for long 
time, en/of 
- Long-running branches; code is developed in branches that 
last for long time. 
Dit is op te lossen door: 
- Testing tests; tests can be tested for flakiness 
- No branchesstrategie te hanteren; to prevent long-running 
branches causing problems, use a no-branch policy. 
5 Ambiguous test result - Test 
result is not communicated 
to developers, is not an 
explicit pass or fail or it is 
not clear what broke the 
build. 
Ambiguous test result is slechts een symptoom, waardoor de 
focus eerst moet liggen op het oplossen van de root cause(s). 
In dit geval is dat mogelijk het probleem van:  
- flaky tests; code is developed in branches that last for long 
time 
Dit is op te lossen door: 
- Testing tests; tests can be tested for flakiness 
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6 Lack of discipline - Discipline 
to commit often, test 
diligently, monitor the build 
status and fix problems as a 
team. 
Lack of discipline is slechts een symptoom, waardoor de focus 
eerst moet liggen op het oplossen van de root cause(s). In dit 
geval is dat mogelijk het probleem van:  
- flaky tests; code is developed in branches that last for long 
time 
Dit is op te lossen door: 
- Testing tests; tests can be tested for flakiness 
7 Lack of motivation - People 
need to be motivated to get 
past early difficulties and 
effort. 
Lack of motivation build is slechts een symptoom, waardoor 
de focus eerst moet liggen op het oplossen van de root 
cause(s). In dit geval is dat mogelijk het probleem van:  
- flaky tests; code is developed in branches that last for long 
time, en/of 
- Long-running branches; code is developed in branches that 
last for long time. 
Dit is op te lossen door: 
- Testing tests; tests can be tested for flakiness 
- No branchesstrategie te hanteren; to prevent long-running 
branches causing problems, use a no-branch policy. 
8 More pressure - Increased 
amount of pressure because 
software needs to be in 
always-releasable state. 
More pressure is slechts een symptoom, waardoor de focus 
eerst moet liggen op het oplossen van de root cause(s). In dit 
geval is dat mogelijk het probleem van:  
- Lack of experience; lack of experience practicing CI or CD. 
Dit is op te lossen door: 
- Situational help; providing help based on the situation at 
hand. 
9 Effort - Initially setting up 
continuous delivery requires 
effort. 
Effort is slechts een symptoom, waardoor de focus eerst moet 
liggen op het oplossen van de root cause(s). In dit geval is dat 
mogelijk het probleem van:  
- flaky tests; code is developed in branches that last for long 
time, en/of 
- Long-running branches; code is developed in branches that 
last for long time. 
Dit is op te lossen door: 
- Testing tests; tests can be tested for flakiness 
- No branchesstrategie te hanteren; to prevent long-running 
branches causing problems, use a no-branch policy. 
Tabel 13:  Opgestelde lijst met don’ts 
 
 
 
 
 
