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Abstract 
Ubiquitous nature of social media has transformed the businesses and society. With the rise of AI, artificial 
accounts, known as bots, have become more pervasive in the society accomplishing complicated tasks. 
However, they are accompanied with detrimental effects. They can be easily used for spreading fake news 
or ill-intended information. Detecting such artificial accounts before they cause any harm is an important 
however complicated task.  To detect these spambots at their early stage, we propose a machine learning 
method that uses content features including n-grams (n many consecutive words) and information entropy. 
Our method builds up an n-gram dictionary from the content of spam tweets. This dictionary is then used 
as a benchmark for comparing the similarity of later tweets with the keywords of previous spam tweets. Our 
proposed n-gram based features have a better performance than the entropy-based feature alone. However, 
the best performance is achieved when n-gram features and entropy-based features combined.  In addition, 
by using only the first 5% of the data for building n-gram benchmarks, we achieved 85% accuracy in 
detecting the source authenticity in the remaining data. Our methodology provides insights into the early 
detection of spambots as well as distinguishing the differences between machine-generated and human-
generated information.  
Keywords 
Nature Language Processing, Classification, bot, Twitter, spam, social media. 
Introduction 
Social media provides significant improvements on how information is diffused into systems and 
businesses. Previous research has looked into the transformative impact of social media on organizations 
and society (Aral et al. 2013). However, the quality of the information shared and the intent for information 
sharing play a dominant role on whether or not their impact is positive.  For example, recent studies 
reviewed the use of social media for bullying among teenagers, also known as cyberbullying. Similarly, 
social media can be exploited for the widespread “fake” or low-quality information. Finding episodes of ill-
intended or incorrect information is a complex task. Often, it requires the understanding of the content 
being shared.  
The spread of false or low-quality information is typically handled with automated social media accounts, 
controlled by spambots in platforms such as Twitter. Such accounts have recently raised significant 
attention due to the potential consequence in political realm. NBC News has published a database of more 
than 200,000 tweets that Twitter has tied to "malicious activity" from Russia-linked accounts during the 
2016 U.S. presidential election (Popken 2018). In addition, there is evidence that Russia might choose the 
2018 US midterm elections as a potential target for Russian influence operations (Stukal et al. 2017). 
Therefore, identifying whether a social media account is authentic (manually managed) or operated by 
spambots as early as possible has become very important for public information security.  
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In our research, we categorize twitter accounts based on their authenticity by studying the content they 
publish. In particular, we study the relationships between the linguistic and information characteristics of 
social media content and the authenticity of their account. We first deploy a machine learning technique 
that involves using a sequence of words (n-grams) for detection. Second, drawing from information theory, 
we study the use of information entropy for the same task.  Finally, we propose a novel approach that 
combines these two techniques. Our experimental results show that the n-gram based approach 
outperforms the entropy-based model. However, the best performance is achieved when the two 
approaches are combined as proposed. Next, we study how early we can reach to the desired accuracy rate. 
That is how much content do we need to train our model in order to achieve acceptable accuracy rates. Our 
results indicate that as little as 5% of the data is enough to predict the authenticity of the accounts for the 
rest of the 70% of the tweets around 85% accuracy rate. 
This paper is organized as follows. We provide literature review in Section 2. Our proposed n-gram based 
method for spambot detection is presented in Section 3. We introduce our data collection and experiment 
design in Section 4. We discuss our results in Section 5. At last, we conclude the paper in Section 6. 
Literature Review 
The Positive and Negative Impact of Social Media 
Social media has become a critical platform  that provides many benefits to both organizations and society 
at large (Aral et al. 2013). Recent studies show that at the organizational level, social media can positively 
influence the public perception of organizations (Benthaus et al. 2016) and the brand recognition (Xie and 
Lee 2015) if their use are managed properly. They can help other marketing efforts (e.x. word-of-mouth) 
and can have significant effect on sales (Chen et al. 2015). From an operational perspective,  social media 
use can bring coherence in a decentralized work  setting (Forsgren and Byström 2018) or transform 
stakeholder relationships in service oriented domains such as healthcare (Spagnoletti et al. 2015).  
At the society level, social media has played a pivotal role in social change especially during recent 
significant events such as disasters and political movements. The literature on the social influence of social 
media suggests their use empowers communication in communities during crises  (Leong et al. 2015; Tim 
et al. 2017),  and foster collective action by enabling collective sense making (Oh et al. 2015).   
Another stream of research has studied use of social media platforms as large sensor systems to increase 
our awareness of society. Primary focus of this stream is the user sentiment and how it can  explain different 
phenomena such as user information sharing behavior (Stieglitz and Dang-Xuan 2013); brand and 
customer perception (Ghiassi et al. 2016); or stock market (Li et al. 2018). Other studies looked at the 
relationships between social media use and probability of default among borrowers (Ge et al. 2017); firm 
equity value (Luo et al. 2013); intensity of customer-firm relationships (Rishika et al. 2013); and 
cryptocurrency evaluation (Mai et al. 2018).   
The positive impact of social media can be accompanied with detrimental effects just like in traditional 
media (Miranda et al. 2016).  For example, heavy use of social media, accompanied with the ability to engage 
with others anonymously can lead to deviant behavior such as cyberbullying (Lowry et al. 2017; Lowry et 
al. 2016), potential misuse of data by peers (Ozdemir et al. 2017), or spread of incorrect information such 
as rumors (Oh et al. 2013) and “fake news” (Vosoughi et al. 2018). While the positive impacts have been 
heavily studied, their detrimental effects and the ill-intended use of social media is still a growing field for 
IS research.  
 
Detection in Social Media 
Finding useful or eliminating ill-intended information in social media requires retrieving human 
understanding of the high dimensional data that is in the form of text.  This poses significant challenges 
due to the volume of the information and the presence of a large body of irrelevant personal messages. 
Therefore, we rely on automated means to extract useful information and ignore others. Text mining is used 
to reduce this dimensionality for various purposes such as to classify (Martens and Provost 2013) or to 
provide simpler representation  of text collections (Blei 2012; Landauer 2007).   
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Various adoption of text mining techniques has been proposed to make sense of social media content. For 
example, Genc et al. (2011) proposed a methodology to classify tweets into their topics.  Some other 
implementation of text analytics on social media data such as sentiment analysis (Ghiassi et al. 2016; Li et 
al. 2018; Stieglitz and Dang-Xuan 2013) studies collective sense making processes (Oh et al. 2015).  
Similar approaches have been extended to detect deceptive use of social media such as the spread of rumors 
(Vosoughi et al. 2018) and fake news (Shu et al. 2017). Considering these deceptive actions are mostly 
conducted by unauthentic and often automated accounts (aka bots), finding these bots has been an integral 
part of detecting deception. To that end, many machine learning approaches were presented to solve this 
problem. These models used sentiment features (Ferrara et al. 2014) as well as others including cross-
correlating activities (Chavoshi et al. 2016), or a combination of linguistic or semantic measurements (Chu 
et al. 2012; Li et al. 2016). Bot detection has been operationalized as either classification (Stukal et al. 2017) 
or anomaly detection problem (Miller et al. 2014). 
However, the performance of the methods in detecting spambots can be further improved from the previous 
research. Furthermore, most of the methods in previous research require a large data size to train their 
models. In our research, we developed a new approach combining Natural Language Processing (NLP) and 
n-grams to identify twitter spam accounts. Our model is able to not only identify spam accounts with better 
accuracy rates at the early stage of spreading the spams, but also classify them with lower equal error rates. 
It would be a new direction to design features for social media content and its spam detection. 
Methodology 
Detection Methods 
The purpose of our research is to detect twitter accounts that utilized by spambots to post spam tweets. Our 
detection method is based only on the content of the tweets and not rely on meta-data associated with the 
tweets. We suspect that spam accounts used by the same spam bot always use the same set of keywords to 
spread and inflate news (Nimmo 2017). By calculating the likelihoods of words occur in the early tweets of 
known spam accounts, we hope to identify new spam accounts controlled by similar types of spambots.  
Twitter tweets are a series of text strings, consisting of alphabet, numbers, and special characters, each 
tweet contains 140 characters at the maximum and 280 characters in trials since Sep 26, 2017 (Perez 2017) 
when Twitter increased the maximum tweet size. Because of the size of tweets, the content of each tweet is 
typically a lot shorter than regular articles, such as novels or essays, and most electronic publications, such 
as blogs or Facebook posts. The size of the tweets presents a challenge for textual analysis.  
To solve this problem, we used a combination of techniques from both natural language processing and 
machine learning. Although the techniques from both are not new, to our knowledge the way we generate 
features needed for machine learning classifier is novel. We aggregated tweets by twitter account and 
selected a certain percentage of tweet corpus to create an n-gram based dictionary. These dictionaries then 
are used in the calculation of n-grams features that are needed for the classifier in additional to entropy-
based features. In this paper, we decide to use Random Forest, a very common supervised classification 
method, as the classifier for our experiments because of its performance.  
Random Forest Classifier 
Random forests or random decision forests are an ensemble learning method for classification. This 
method builds a multitude of decision trees at training time and outputs the class of the individual trees 
(Ho 1995). The main reason that we choose random forest classifier is because it overcomes the overfitting 
issue of decision tree by introducing random subset to split a region, which is efficient for the size of data 
that we have. Other classifiers can be used in the future with our design of features.   
A forest is the average of the predictions of its trees:  
 
𝑭(𝒙) =
𝟏
𝑱
∑ 𝒇𝒊(𝒙)
𝑱
𝒋=𝟏   (1) 
where J is the number of trees in the forest. 
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For a forest, the prediction is the average of the bias terms plus the average contribution of each feature 
where K is the number of features. The contribution of our research will focus on the n-gram design of 
obtaining features from the contents of the sample tweets before the learning process of the classifier. 
 
𝑭(𝒙) =
𝟏
𝑱
∑ 𝒄𝒋
𝑱
𝒋=𝟏 + ∑ (
𝟏
𝑱
∑ 𝒄𝒐𝒏𝒕𝒓𝒊𝒃𝒋(𝒙, 𝒌))
𝑱
𝒋=𝟏
𝑲
𝒌=𝟏   (2) 
Features 
In order to train with classifiers, we will need to calculate features for each tweet. In our n-gram approach, 
we define two types of features including entropy and n-gram based features. 
Entropy Based Feature 
In information theory, entropy is the expected value of the information contained in each message. This 
feature computes the entropy of character distribution and measures the randomness of the twitter tweets 
(Mitchell 1997). We use Shannon entropy which measures the amount of information in a message. Its 
formula can explicitly be written as 
 
𝑯(𝒙) = ∑ 𝑷(𝒙𝒊)𝑰(𝒙𝒊) = − ∑ 𝑷(𝒙𝒊)𝒍𝒐𝒈𝒃𝑷(𝒙𝒊)
𝒏
𝒊=𝟏
𝒏
𝒊=𝟏   (3) 
 
In (3), x is the input message, the content of a tweet in our case. I(x) is the information content of x. P(x) 
is the probability of the frequency on the input message. b is the base of logarithm, and in our research, we 
use base 10. Note that the lower the probability is, the higher the uncertainty is in the information.  
N-Gram Based Benchmark Features 
We noticed that spam bot accounts are mainly created by some scripts (Cresci et al. 2017). Those scripts 
use top word trend or a dictionary to generate spam content. Thus, we could compare the similarity between 
all of the tweets in a twitter account and the spam benchmark that have been identified to create previous 
spam tweets. Our research focuses on identifying this benchmark using a set of sample data containing 
spam contents. The benchmark might be different depending on the goals of the spambots. For example, 
some spambots are focusing on marketing, some provide information for coupon, and some are for 
advertisement. More specifically, if tweets of an account have higher similarity score from the previous 
spam data set, it is more likely to indicate that the account is spamming.  
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Our n-gram benchmark features are the similarity scores between the aggregated tweets in an account and 
a n-gram benchmark matrix, like a dictionary that includes keywords in tweets and the frequencies of these 
keywords. Algorithm 1 shows how the n-gram benchmark matrix, 𝐹𝑗,𝑘 , and the similarity score, S, are 
calculated for any given class or category j.   
 
 
Table 1. N-gram frequency matrix for a spam bot 
 Lj,k 
Tm,j 
sales 
have 
have discount 
sales 
make 
make 
money 
money buy 
buy 
gold 
sales have 
discount 
1 1 0 0 0 0 
have 
discount 
make money  
buy 
gold  
0 1 1 1 1 1 
Fj,n 1 2 1 1 1 1 
For example, in Table 1, we have two sample tweets: “…it is on sales, have discount…” and “… sales… to 
make money… buy gold …”. During text pre-processing, we extract only the nouns and verbs of the tweets. 
Therefore, we cleaned sample tweets and kept only noun and verb for spam bot j, Tm,j: “sales have discount” 
and “have discount make money buy gold”. More details about text cleaning techniques can be found in 
Text Processing Section. For n=2, we construct the bi-gram dictionary, Lj,k, from the cleaned sample tweets, 
= {sales have, have discount, sales make, make money, money buy, buy gold}. We then calculate the 
Algorithm 1: Calculate n-gram Benchmark and Similarity Score 
Input: Benchmark tweet vector 𝑇𝑚,𝑗 refers to the mth tweet in class j; m refers to the number of 
benchmark tweets that are used to build the benchmark; k refers to the size of the set containing n-
grams from the test tweets. j refers to a specific class or category. t refers to the tweet that to be tested. 
 
Output: Similarity score, 𝑆, of a tweet 
 
1:  for i = 1 to m 
2:    Compute 𝑛 − 𝑔𝑟𝑎𝑚 𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑎𝑟𝑦 𝐿𝑗,𝑘+= 𝑛 − 𝑔𝑟𝑎𝑚𝑠 for 𝑡𝑤𝑒𝑒𝑡 𝑇𝑖,𝑗 
3:  for i = 1 to k 
4:    Compute 𝐶𝑚,𝑘 = the frequencies of all 𝑇𝑚,𝑗 for 𝐿𝑗,𝑖 
5:  Compute 𝐹𝑗,𝑘 = ∑ 𝐶𝑖,𝑘
𝑚
𝑖=1  
6:  for i = 1 to k 
7:    Compute 𝑃𝑗,𝑘 = the frequency for t based on n-gram dictionary 𝐿𝑗,𝑖 
8:  Compute 𝑀 = 𝑃𝑗×𝑘 × [𝐹𝑗×𝑘]
𝑇 
9:  Return 𝑆 = 𝑙𝑜𝑔10𝑀 
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frequencies of each 2-gram in each tweet. For example, the bi-gram frequency vectors for each of the sample 
tweet would be [1,1,0,0,0,0] and [0,1,1,1,1,1], respectively. 1 refers that the bi-gram exists in the sample 
tweet and 0 refers that the bi-gram does not exist in the sample tweet. At the end, we calculate the bi-gram 
benchmark by summing up the frequencies of each sample tweet to obtain benchmark vector Fj,n for the n-
grams of spam bot j, = [1,2,1,1,1,1]. 
Table 2. Frequency vector of a test tweet for calculating similarity 
 Lj,k 
t 
sales 
have 
have 
discount 
sales 
make 
make 
money 
money 
buy 
buy 
gold 
click 
this link 
to have 
discount 
and 
make 
money 
0 1 0 1 0 0 
 Suppose we have another tweet “…click this link to have discount and … make money…”. Its frequency 
vector would be [0, 1, 1, 1, 0, 0], as in Table 2. Thus, the similarity score, S, measures the distance between 
the benchmark vector and the frequency vector of this tweet, as below. 
𝑆 = 𝑙𝑜𝑔10( [0,1,0,1,0,0] ×  [1,2,1,1,1,1]
𝑇) = 0.477 
 
Experiment Design 
 
Figure 1. Experiment Flowchart 
 
Figure 1 illustrates the data processing flow in our experiments. First, we pre-processed our tweeter data 
using NLP techniques. Second, we sorted our data chronologically and split our data in two sections. For 
each section, we aggregated tweets by accounts. Third, the first section of the data has a dynamic size and 
was used to build up spam n-gram dictionaries. We calculated n-gram-based features (similarity scores for 
all groups) and the entropy-based feature and then fit them into Random Forest classifier. Finally, we tested 
our model using the other section of data. Note that we fixed the portion our testing data as 70% so that we 
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may have a fair comparison of our experiment results when we adjusting the percentage of spam data usages 
for early detection. 
 
Data Collection 
The dataset was collected from MIB Datasets which includes five categories (Cresci et al. 2015). The data 
set includes tweets from genuine human accounts, tweets posted by traditional spambot, and tweets posted 
by two types of social spambots as well as tweets from fake followers. The data set is annotated by 
CrowdFlower (Cresci et al. 2017). Traditional spambot refers to the dataset used by Yang and social 
spambots refers to spammers of paid apps for mobile devices and products on sale at Amazon.com (Cresci 
et al. 2017; Yang et al. 2013).  
We re-labeled the dataset into 2 groups, as in Table 3. Our goal is to train the classifier to determine if a 
specific twitter account is controlled by a spambot based on the contents of the tweets posted by the account. 
This research problem is a binary classification problem in which each input entry, a Twitter account, would 
be classified as either human or spam. 
Table 3. Dataset Source 
Source 
Number of 
Accounts 
Number of 
Tweets 
Year 
Collected 
Label 
genuine accounts 3474 8377522 2011 human 
traditional 
spambots #1 
1000 145094 2009 spam 
social spambots #2 3457 428542 2014 spam 
social spambots #3 464 1418626 2011 spam 
fake followers 3351 196027 2012 spam 
Tweet Sampling & Aggregation 
Since our goal is to determine if an account is controlled by a spambot, we need to observe the aggregated 
behavior exhibited by all of the tweets posted by the same account. Therefore, in order to reduce 
computational complexity and re-balance the data, we randomly re-sampled the database by account, 
aggregated our dataset by accounts, and combined all of the tweets in each account as one data sample. 
Table 4 shows the volume of data in our experiments in each of the five sources with 1,000 different 
accounts in total. Pseudo code can be found in Appendix A. 
Table 4. The volume of the dataset in each category 
category Number of unique accounts Number of unique tweets Label 
human 400 209,794 human 
spam1 150 20,179 spam 
spam2 150 6,565 spam 
spam3 150 43,580 spam 
spam4 150 9,954 spam 
Total 1000 290,072  
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Text Processing 
Before we calculate features for our classification, we need to pre-process the tweets. Textual data such as 
tweets is different from numerical data. Such data is represented in human language and is not easy to 
directly convert it into quantitative format. In addition, processing raw text directly could be very noisy due 
to some of the text content may not contain useful information. We used natural language processing toolkit 
(NLTK) to process our data (Loper and Bird 2002). Detail processing steps are shown in Figure 2. The main 
texts of tweets were first extracted from raw data. Numbers and punctuations were then removed. The texts 
were then stemmed and lemmatized. Finally, the verbs and nouns were extracted and the stop words are 
removed.  
 
 
Figure 2. Text Processing 
 
Tweet’s Main Text 
A Twitter tweet contains five different entities (shown in Figure 3) including prefix RT, @username, text 
content, short-URL, and #hash-tag. Prefix RT indicates whether the tweet is re-broadcasted from another 
account. A short-URL is a dynamically generated URL of a website. @Username shows the interactive 
relation between each account. A hash-tag reflects the assigned topic. All of them are optional in a tweet 
except for the text content. In our research, we only focused on the analysis of text content because we 
would like to know how accurate we can detect the spambot only based on the text without other meta-data, 
such as how the tweets are posted and the interaction among the accounts. We removed all of other entities 
during text processing.  
 
 
Figure 3. Twitter’s Tweet Structure 
 
Remove numerical and punctuation characters 
In a main content of a tweet, it could contains a series of numerical characters (0-9) or punctuation 
characters (,.~!@#$%^&*()[]<>…). These characters would be treated as noisy signal in the analysis of text. 
Thus, we cleaned up those characters and kept only the alphabetic characters. 
Stemming and Lemmatizing 
The goal of both stemming and lemmatization is to reduce inflectional forms and sometimes derivationally 
related forms of a word to a common base form. Stemming algorithms work by cutting off the end or the 
beginning of the word, considering a list of common prefixes and suffixes that can be found in an inflected 
word. Lemmatization, on the other hand, takes into consideration the morphological analysis of the words. 
Figure 4 shows two examples.  
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Figure 4. Examples of Stemming and Lemmatizing 
 
In our text processing steps, we use both stemming and lemmatizing techniques to decrease the derivation 
of texts so that our textual analysis will work on the sole meaning of text content. More specifically, we use 
NLTK’s Snowball Stemmer and WordNet Lemmatizer to achieve our goal (Porter 2001). 
Extract Verbs and Nouns 
In human language, especially English, nouns and verbs are the main entities of communications. In a 
sentence, the majority of the useful meaning comes from verbs and nouns. Therefore, in our experiments, 
we extract only verbs and nouns for later textual analysis. 
Remove Stop-words and Single Letter Words 
A stop word is a commonly used word (such as “the”, “a”, “an”, “in”) that usually does not contribute too 
much in the content of text. Another example of stop-words is “www” in URL, “RT” in a tweet, and 
preposition in English. Therefore, removing those commonly used words would help increase with our 
textual analysis. 
Table 5. Samples of Clean Data 
account identifier category text 
482517693 human today collection daakuday  
1002202471 spam introduction tolkien review  
100219528 spam lost pounds ketones everyone 
Table 5 shows five samples of clean data after text processing. The clean data is then used to calculate 
features for classification experiments. 
Feature Calculations 
We first calculated the entropy of characters for all of the tweets in each account. We then used bi-gram 
(N=2) to calculate the n-gram benchmark matrix. We used 30% of spam accounts as our baseline in each 
source to construct the N-gram benchmark matrix. We will vary this percentage later and analyze its impact 
in the discussion section. When training and testing the classifier, we calculated similarity scores of an 
account between its tweets and each of the four n-gram benchmark matrixes. The higher the score is, the 
more likely this account is to come from that spam source. Table 6 shows samples of features for tweets of 
sample accounts. 
 
Table 6. Samples of Tweets and its Associated Similarity Scores  
Label text spam1 spam2 spam3 spam4 
spam confucius say  34.38 46.31 1409.29 16.44 
human shep help place  130.84 106.47 166.02 123.66 
spam koop huis… 25.53 3.86 13.85 7.31 
 
Stemming: cat, cats, cat's, cats’ => cat 
Lemmatizing: am, are, is => be 
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Results and Discussions 
Classification Results 
Using supervised machine learning method, we trained our data using Random Forest classifier. We used 
Python, Skit-learn and Matplotlib packages to implement the experiments (Rossum 1995) (Pedregosa et al. 
2011) (Hunter 2007). Note that we used L2-Normalization in our classification. 
Table 7. Testing Results1-30% Data for Benchmark Matrixes 
 spam 
TPR 0.967 
TNR 0.954 
FPR 0.046 
FNR 0.033 
FAR 0.020 
FRR 0.076 
EER 0.048 
ACC 0.959 
 
Table 7 shows the classification results using Random Forest classifier. True Positive Rates (TPR) for spam 
is 96.7%. True Negative Rates (TNR) is 95.4%. Equal Error Rates (EER) is 4.8%. Overall accuracy rates 
(ACC) is 95.9%. It shows how accurate our predictions are for the testing cases in our experiment. Note that 
our TPR is higher than TNR. It indicates our model can detect spam account better than non-bot account. 
Discussion 
In the first experiment, we used 30% of data to calculate four n-gram benchmark matrixes. In order to find 
an optimal percentage for constructing the matrixes and investigate how this percentage impact our results, 
we run several additional experiments.  
Early Detection of Spambots 
Our detection method will be helpful for social media platform if it can detect spam tweets at the early stage 
when a specific type of spambot is spreading spam tweets. To understand how effective our method is for 
early detection, we sorted our dataset chronologically and extracted only the first 5%-30% of tweets to 
calculate the n-gram benchmark matrixes. By doing so, this method can build up its spam keyword 
dictionary using the early tweets spread by spambot.  
Table 8 shows the classification results using a range from the first 5% to the first 30% of data for benchmark 
matrixes.  
 
 
                                                           
1 TPR: True Positive Rate; TNR: True Negative Rate; FPR: False Positive Rate; FNR: False Negative Rate; EER: Equal 
Error Rate; ACC: Accuracy Rate. 
 
 Detecting Social Media Spambots 
  
2018 Pre-ICIS SIGDSA Symposium on Decision Analytics Connecting People, Data & Things, San Francisco 2018 11 
Table 8. Model Comparisons for ACC 
Spam data 
Usages 
Entropy Ngram 
Entropy + 
Ngram 
5% 
0.615 
0.903 0.866 
10% 0.882 0.927 
15% 0.917 0.940 
20% 0.914 0.940 
25% 0.919 0.934 
30% 0.917 0.959 
 
We are also interested in understanding how effective our proposed n-gram features are without other types 
of features. We conducted the same experiments but varied the features in the classifier: one with only the 
entropy feature, the other with only the n-gram based features. Note that for entropy model, the changing 
of spam usages for dictionary will not affect the results. 
In Table 8, Entropy column shows the results using only one feature – entropy. The classification results 
are not accurate (61.5%). Results shows that using only the entropy feature is not able to achieve decent 
detection rates. The results using only our proposed n-gram based features are much better than those using 
entropy alone. The accuracy rates (ACCs) are arriving 88.2% when using first 10% of spam data. Overall 
accuracy rates are between 88.2%-91.9% when using Ngram features only and between 86.6%-95.9% when 
using both Ngram and entropy features. Our n-gram method alone seems to work very well for both human 
and spam groups. The n-gram based features contributed more than the entropy feature and the 
combination of entropy and Ngram. The reason is mainly because n-gram-based frequency is able to 
capture more variation in patterns of the texts than the entropy-based feature. Furthermore, our results 
indicate that the content of spambot tends to repeat or has similar patterns. 
Grid-search Experiment 
Since using both N-gram based and entropy features performs the best, we further varied the percentage of 
data in constructing the n-gram benchmark matrixes between 0% and 30%. These experiments would 
provide us information on how much data will be needed for an effective early detection.  
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Figure 5. EER Trend 
Figure 5 shows a trend of EER in spam detection with three models. Vertical axis is EER and horizontal axis 
stands for the percentage of spam accounts used for creating the dictionary benchmark. The model using 
only entropy features illustrates only a flat trend, which indicates the changes of spam features will not 
affect the results of entropy model. Both the model with spam features alone and model with spam and 
entropy features show a decreasing trend in EER. The model using both entropy and Ngram features 
performs the best. Specifically, the EER declines below 15% when using 5% of spam data. EER becomes 
relatively flat when they reach about 30% of data for n-gram benchmarks.  
 
Figure 6. ACC Trend 
While EER decreases, ACC has an increasing trend, as in Figure 6. The model using only entropy feature 
illustrates a flat trend. Both the model with spam features and model with spam and entropy features show 
an increasing trend. After using more than 8% of spam data for our benchmark, the model using both 
entropy and Ngram features performs the best. In particular, ACC becomes flat when the benchmark data 
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reaches around 20%. We notice that the ACC arrives above 85% when we only use 5% of spam data to build 
up the benchmark. 
 
Figure 7. TPR Trend 
Since our research is mainly focusing on detection of spambots, the trend of TPR is more important than 
those in TNR. In Figure 7, it shows a trend of TPR in spam detection with three models. Both the model 
using Ngram and the model using entropy and Ngram have an increasing trend. The model using both 
Ngram and entropy features performs the best. In particular, ACC are all above 90% and becomes relatively 
flat when we use 5% of spam data. This indicates that the combination of using Ngram and entropy features 
will improve spam true positive rate. 
Conclusion 
To detect social media spambots at their early stage, we proposed a method that combines a sequence of 
word frequencies and information entropy of the content to generate features for machine learning 
algorithms. Specifically, frequencies of bi-grams (two consecutive words) extracted from spam tweets 
allowed us to determine source authenticity with an average of 96.7% true positive accuracy and 95.9% 
overall accuracy. The accuracy of True Positive Rate was improved when an entropy-based feature is added 
to the algorithm.   In addition, we demonstrated that our method can be considered as an early detector of 
twitter spambots. By only using the first 5% of data for building bi-gram benchmarks, we achieved 85% 
accuracy in detecting the source authenticity for the remaining data.  
Since bots are heavily used in spreading ill-intended information, our methodology has important practical 
implications. By detecting such accounts early, we can stop the spread of false information in a timely 
manner. Our findings have also some theoretical implications. Our method implicitly shows that human 
generated and machine generated content differ in the way how the words are related to each other 
(frequencies of bi-grams show different patterns) and the amount of information they contain (information 
entropy is different). Acknowledging such differences can help developing information systems theories in 
the context of artificial intelligence and human computer interaction. 
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Appendix A: Pseudo Code in Python 
 
  
Algorithm: Sampling and Aggregation on Tweet Data 
Input: Tweet data frame, data with attributes {user_id, text, timestamp, category}, 
target sample size: sample_size 
 
Output: aggregated data frame data_agg 
 
1: for each category 
2:  user = random.sample(list(data.user_id.unique()), sample_size) 
3:  data_sample = data.loc[data['user_id'].isin(user).sort('timestamp')] 
4:  data_agg = data_sample.groupby(['user_id','category']))['text'].apply(' '.join) 
5: return data_agg 
 
 
Python Method Note: 
random.sample(): Return a k length list of unique elements chosen from the population 
sequence. 
groupby(): Group series using mapper (dict or key function, apply given function to 
group, return result as series) or by a series of columns. 
apply(): Apply a function along an axis of the DataFrame 
join(): Join columns with other DataFrame either on index or on a key column 
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