Abstract--Extraction of two-dimensional object locations using current techniques is a computationally intensive process. In this paper a parallel algorithm is presented that can specify the location of objects from edge streaks produced by an edge operator. Best-first searches are carried out in a number of non-interacting and localized edge streak spaces. The outcome of each search is a hypothesis. Each edge streak votes for a single hypothesis; it may also take part in the formation of other hypotheses.
INTRODUCTION
The boundaries of objects often provide important features in recognition and classification of visual patterns. Examples include industrial and biomedical applications. In industrial applications, parts are generally assumed to be fiat, that is, one of the dimensions is small compared to the other two. The methodology is to match features of the object boundary model against the features of the object boundaries in the image. The closest match in the sense of a metric space is then chosen as having the desired shape (partial occlusion is thus dealt with in some cases). The algorithm developed by Perkins, tn for example, is based on cross-correlating the tangent angle or the curvature as functions of the curve length between the scene description and the database of models. More recently, the algorithms proposed by Turney 12) and Gottschalk 131 improve on the time complexity of the previous results. Turney uses salient features of object boundaries for matching. Gottschalk et al. reduce the dimension of the feature vectors by projecting them onto a subspace by the KarhunenLo6ve transform before the actual matching. For a thorough review of relevant work relating to twodimensional object recognition the interested reader is referred to Turney (2) and KnollJ 4t * To whom correspondence should be addressed.
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In biomedical applications, a system designer has limited control over the environment and thus the problem of extracting object positions and contours still remains to be solved before pattern recognition and classification algorithms may be employed. Examples from biomedical applications include locating tumors in chest radiographs, finding boundaries of white blood cells in images, extraction of left ventricular outlines from serial angiocardiograms, extraction of lung outlines from digitized chest X-rays, recognition of muscle cells and the recognition of inner-ear hair cells in grey-level images. The latter application has been the primary motivation underlying the work reported here. It is expected that the results, however, are of much wider applicability.
Application of various operators to raw image data yields primitive edge elements. However, in noncontrolled environments in many instances, disconnected or spurious edge elements result due to noise in the data or inaccuracies of the operators. The resulting edge elements are relatively featureless; hence, additional processing must be done for grouping edge elements (or edge streaks) into structures better suited to the process of interpretation.
Several methods exist for extraction of contours from images. The Hough transform has been used to detect boundaries of shapes which can be specified using a small number of parameters. Kimme et al. ~51 have used the Hough technique for locating tumors which have circular shapes in chest radiographs. In the simplest form, the Hough technique involves a single transformation which is applied to all the edge points, mapping them into a parameter space. Each edge element then votes for a number of possible parameters; the parameters with the most number of votes are chosen as descriptions of object boundaries. The transformation itself is found by inverting the parametric characterization of the curve sought, finding the parameters as a function of the edge point locations.
In the dynamic programming formulation, 161 one must define a figure of merit which embodies the properties of the desired boundary. The procedure then is to optimize this figure of merit in stages, successively. In a variation of the dynamic programming formulation, instead of taking successive points on the grid for optimizing the figure of merit, points far apart are considered. (7) The goal of contour-tracing algorithms is to find the boundaries of all distinct regions in the image. The strategy is to keep extending the boundary by adding points in the contour direction. A more general and robust method is the heuristic graph searching technique. In this method an image of edge elements is represented as a graph. The problem then becomes one of determining an optimal path in the graph. Martelli (81 for example, applies the A* algorithm to minimize a cost function determined by the heuristics of the problem at hand. A* algolrithm has also been used by Lester 19 ) for boundary finding in white blood cell images. In a related representational form, Ashkar and Modestino (1°) formulate the contour extraction problem as a minimum-cost tree searching one. Branch costs or metrics are defined and a heuristic tree-searching algorithm (the ZJ stack algorithm) is used for carrying out the search. Ashkar and Modestino apply their algorithm to images of the left ventricular and the lungs.
In the algorithm that we describe, features of the graph search and Hough transform algorithms are combined in a parallel algorithm for producing hypotheses about objects using edge streaks.
DESCRIPTION OF THE ALGORITHM
Consider the general problem of contour extraction formulated as graph searching. First, let us define a few terms. A graph consists of a set {n~} of elements called nodes and a set {ee} of directed line segments called arcs. If epq is an element of the set {e0}, then there exists an arc from np to nq, and nq is called the successor of n r Costs can be associated with arcs. The cost of arc eq is represented by c~. An arc from n~ to nj does not imply the existence of an arc from nj to n~. If both arcs exist, in general c o :/: cj~. A tree is a directed graph with the following properties. There is one node, the initial or root node which has only outgoing arcs and no incoming arcs, whereas all other nodes have exactly one incoming arc and any number of outgoing arcs.
Given a point on the contour, it is clear that in the general formulation of graphsearching, the contour can be extended in eight possible directions, one for each of the eight nearest neighbors of the point. One can clearly see that optimization of a path metric can computationally be very expensive if the number of nodes in the graph is large. The problem is much more severe if a large number of objects are present in the image as would be in domains where one deals with the counting of objects. An alternate approach is to formulate the search in the space of edge streaks. Instead of considering the points on the sampling grid as the nodes in the graph consider the edge streaks in the plane (strongly eight-connected edge elements) as nodes of the search graph. The problem then becomes one of connecting the edge streaks into object boundaries by a search process. Formulating the problem in this fashion has clear computational advantages over the classical graph search formulation. In addition, in our formulation, no starting point needs to be specified for the search. Dependency of the classical graph search formulations on where the starting point is, can be a significant Shortcoming when a priori the starting point cannot be specified.
In the algorithm described here, object hypotheses are created by grouping edge segments in a polygonal model with the vertices of polygons being the centroid of each edge segment. The search for polygonal structures is controlled by a set of heuristic rules which picks the best next segment at every step in the search. In order to make use of possible redundancies and in eliminating the effect of segments produced by noise, a search is started for every edge segment in the image. This is done because there is no a priori evidence for knowing whether an edge segment is produced by noise or is caused by presence of an object in the scene. These searches proceed independently and thus can be considered as parallel.
In picking the best next segment at every step in a search, the set of possible candidates are ranked according to a cost function. The cost function captures the problem domain dependent features of the search. Starting from the least costly segment, a test is made to see if the candidate agrees locally with a convex polygon formation process. Figure 1 illustrates how a segment may be chosen from a set of candidate segments. Assume that the point marked with A is the centroid of a search starting segment and that the segments B and C are correctly chosen. Further assume that the set of possible next segment candidates include DI, D2 and D3. Clearly the segment that should be chosen is D1. The way that the algorithm reaches this conclusion follows. In the initial step, the three segments are ranked according to the cost function and the best segment is chosen. Following this step, a test is made to see if the centroids of the segments agree with a polygon formation process. Consider the vectors BP, CP1 and CP2 which are drawn in such a way that they are perpendicular to lines AC, BD1 and BD2 respectively. In order for a convex polygon to form an object contour, given any two such consecutive vectors X and Y, the angle 0 between them cannot be greater than ~ (Fig. 1) . In fact, it is easy to prove that a polygon is convex if and only if this is true for all such consecutive vectors. If one of D2 or D3 is incorrectly chosen, the algorithm backtracks and chooses the best next segment. In this fashion the algorithm is capable of exhausting the whole search space.
A method has also been devised which has a more global nature. The idea is to only consider the segments that are consistent with the current search direction (clockwise or counter clockwise).
The criterion for stopping a search started from a particular segment is that the algorithm reach the same segment that it started the search from. The algorithm will backtrack however if the sum of the external angles formed exceed or equal 2n without the starting segment having been reached (Fig. 2) . Figure 3 illustrates the nature of the searches and the voting mechanism. The outcome of each search is an object contour hypothesis; a set of grouped edge streaks satisfying both the local and the global relational constraints described before. In addition, if one starts from the starting segment of an object contour hypothesis and moves in the direction of the search along the contour, he will eventually reach the search starting segment. After the search in all the search spaces comes to a halt a poll of the "voted" object contour hypotheses is taken and "verified" object contour hypotheses are associated with the hypotheses that have the most number of votes and adhere to global figures of merit.
In the Hough transform method each edge element votes for a number of parameter values (in the case of the generalized Hough transform, parameter values are the shape's reference point coordinates). The parameter values with the most number of votes are chosen as they give the best description of the curve in terms of the class of shapes described by the parametric sl y s, sll HI: sl, s2, s8, sl0, s7, sl H2: s2, s8, s7, sl, s2 H3: s3, s4, s6, s9, s5, s3
Hl1: s11, sl0, s8, s9, sll If there are k segments in a given search space with at most m < k segments forming a closed contour, then a lower bound to the computational speed results when at each search level there is only a need to sort offsprings of one node, a total of ~ (k -i), hence a i=0 computational speed of O(klogk) [ The algorithm proposed here can be used as a first step in a larger shape matching system where in the first step locations are specified. Boundary matching can then be carried out on descriptions with the most number of votes. 3 . EXPERIMENTAL RESULTS Figure 4 shows an image of the inner-ear hair cells. Hair cells are responsible for transforming the mechanical energy of acoustic vibrations into electrochemical energy suitable for propagation on the auditory nerve. The objective here is to produce a count of the normal hair cells in assessing the damage done to the hearing of laboratory animals.
Application of the Canny edge operator 112) does not yield perfect cell contours. As is evident from Fig. 5 edge segments often belong to more than a single cell and those that do belong to a single cell contour are normally disconnected.
In dealing with the first problem curves are partitioned at the zero-crossings of their k -curvature functionY '14) Figure 5 illustrates the zero-crossings of the edge segments in this problem domain (these are points that the gray value changes.) Following partitioning, edge segments are grouped into cell contour hypotheses and are tested for fitness. As in any searching scheme the question of plausible strategies for limiting the search space arises; i.e. a way to reduce the branching in the search tree. As a reasonable strategy for example, it should be possible to search in the space of edge segments that are spatially proximate to a search starting segment. The only way to take advantage of such an idea is to rely either on a priori information about object sizes provided as input or have some way of measuring it based on problem domain constraints. The constraint that we use is the size of the spacing between the inner hair cells and the first row of outer hair cells. A cell area measure may be directly based on this. In order to find a quantitative measure of this spacing, an edge frequency histogram as a function of rows in the image is made. Since the number of edge pixels in this spacing is substantially less than the number of edge pixels in the areas where cell contours exist, we need only detect the start and end of the deepest valley in this histogram. It is worth noting that it may also be possible to locate different cell rows by detecting other valleys in the histogram (that is, the top and bottom of cells).
The cost function
In ranking the edge fragments we use: length, total curvature and distance. The intuitive idea here is that segments that are longer and closer to the current segment should be less costly. In addition, knowledge about concavity of the current segment and its position forces a constraint on the possible shape of the next segment.
The cost between fragment i, and fragment j, a possible successor is computed to be:
Cl) = --O~lZj + O~2700'P KJT + o~3d~.
Lj is the length of the jth segment, 0~ is the search orientation computed by finding the orientation of the line connecting the centroids of the ith and jth fragments, P is the position which can be one of top or bottom. This may be found otttine by determining whether the centroid of the segment is near the top or bottom of the cell. Computation of the 7 parameter is as follows:
(1) if P = top and -~/2 < 0~ < x/2 then y = 1; (2) if P = top and ~/2 _< 0~ < zt or -~t < 0~ < -zt/2 then 7 = -1; (3) ifP = bottom and -zr < 00 < 0 then ~ = -1; (4) ifP=bottomand0<00<ntheny=-l. Choosing ~ in this way reduces the cost for segments whose curvature has the correct sign.
K~. = ~ k~ with k~ being the curvature of the jth ~=l segment at the ruth point and dq is the smallest Euclidean distance between start or end of ith segment and start or end ofjth segment.
The value of the coefficients ~ > 0, ct2 > 0 and 0~3 > 0 are empirically set. During the search, the user is allowed to update these coefficients after each segment is chosen in order to reflect the importance of each feature in the search. In the future we intend to have a "feature-learning mechanism" which would compare the features of the wrongly chosen segment which lead to backtracking and the segment which should have been chosen in the first place. The coefficients can then be updated based on this measured difference. Such updating is expected to decrease the search time by reducing the need for backtracking. Figure 6 shows some of the typical cell hypotheses generated by the algorithm when the algorithm is run on the picture in Fig. 5 . In each case the smaller square corresponds to the centroid of the search starting segment, the bigger square corresponds to the centroid of the next segment found. In Fig. 7 we illustrate the best first search strategy used in hypothesizing the object contour corresponding to "bucket 0" of Fig. 6 . Part (a) of the figure illustrates the first step in the search where segments within a specified radius are marked with their associated costs. In part (b) the result of the best-first search strategy is seen where the segment marked with a cost of 1.000 in (a) is picked. The cost for all other segments are now measured relative to this newly found segment. Searches for hypotheses continue recursively in this fashion.
In one experiment, 224 search starting segments were present in the image. From this total, 21 correct cell contour hypotheses were associated with cell 1 and 31 with cell 2. Eighteen incorrect hypotheses were generated for cell 1 and 25 incorrect hypotheses were generated for cell 2. The remainder of the hypotheses could not be associated with either cell. Although meaningful contours were formed by linking some segments together, the number of votes that such objects received were not significant.
CONCLUSIONS
The algorithm presented here can be employed for locating objects in the plane. Once this is done more elaborate analysis of the region enclosed by the grouped edge fragments can be done for recognition or classification of the region. Shape matching and other higher level image interpretation algorithms may be ! Fig. 5 . Application of the Canny edge detector followed by curve partitioning. used for further abstracting the image data into symbolic descriptions using the connected edge fragments, o5) The algorithm has interesting features.
(1) As long as we know that there is any number of closed, well-behaved contours (any kind of closed object which might be non-analytic) in the image which are non-overlapping, the algorithm can produce their positions in the image.
(2) No starting point needs to be specified for the algorithm since there is a search for every segment.
(3) All searches can proceed in parallel (Fig. 3) . 
(b)
29.4 Fig. 7 . The calculated costs for segments within a specified radius of the starting segment in the first two steps of the search for the 0th hypothesis. (a) The searchstarting segment is marked with a small square; (b) the segment marked with the bigger square is the best segment that was found in (a).
but can contribute to any number of other hypotheses (Fig. 3) . (5) Once votes are gathered, global figures of merit may be invoked in order to remove "bad votes."
Experimental results in the domain of counting inner-ear hair cells are promising.
SUMMARY
Due to noise and variations in illumination, edge detection algorithms applied to images of real objects often produce incomplete object boundaries. We present a parallel algorithm that can specify the location of objects in the image plane based on edge streaks produced by an edge operator. Contour hypotheses are created by grouping edge segments in a polygonal model with the vertices of polygons being the centroids of edge segments. For every edge segment in the image a local search is carried out to find the most plausible boundary. The edge grouping process is a best-first search for convex, polygonal structures. Every edge segment in the image thus "votes" for a contour hypothesis; it may also be part of another contour hypothesis started from a different segment. In determining the correct hypotheses global figures of merit are applied to contours with the most votes, producing the final output of the algorithm.
Features of the algorithm are compared and contrasted mainly to graph search formulations and the Hough transform; both methods having been proposed in the literature for extraction of image features. In addition, an analysis of the time complexity of the algorithm is made and is compared to the Hough transform.
Experimental results are presented from a biomedical domain where the algorithm is applied to edge images as part of a two step process. In dealing with the problem of connected edge segments belonging to more than a single cell, edge segments are partitioned at the zero-crossings of their curvature function. In the second step the algorithm is applied to the resulting edge data in order to produce cell contour hypotheses. A cost function based on shape, distance and length of each edge segment is described which is utilized in picking the best next segment at each step of the search. Finally, conclusions are made about the efficacy of the approach.
