ABSTRACT Hyperspectral transmission imaging may provide a means for rapid screening of breast tumors, but tissue has a strong nature of scattering, thus causing a great difficulty in identifying heterogeneity. In this paper, a combination of frame accumulation and deep learning was proposed to detect heterogeneity, and we designed the simulation experiment of collecting phantom images. On the basis of frame accumulation preprocessing, the heterogeneous detection is performed on multispectral images by using faster regions with convolutional neural networks (R-CNN) features and a single shot multibox detector (SSD), two typical detection frameworks of deep learning. The results show that the mean average precision (mAP) of faster R-CNN and SSD reach 90.8% and 95.1%, respectively, when three classes (including background) are detected with the help of the dataset provided in this paper, and the mAP of two frameworks both reach 99.9% when two classes (including background) are detected. The detection efficiency of the SSD is higher than faster, SSD's detection speed can reach 50 fps, and the detection accuracy of the images after frame accumulation preprocessing is higher than that without frame accumulation processing. In summary, we validate the possibility of employing faster R-CNN and SSD to detect heterogeneity in multispectral images based on frame accumulation that improves image grayscale resolution, and it has a certain degree of reference significance for the application of deep learning in multispectral image detection.
I. INTRODUCTION
At present, breast cancer has become a major killer of women [1] , and its early detection is beneficial to the improvement of the cure rate. However, there are many shortcomings in existing clinical examination, such as high price and long detection time Therefore, it is necessary to conduct research on the self-test methods of early-stage breast tumors. In recent years, scholars have explored hyperspectral transmission tissue imaging and its treatment and screening for breast tumors [2] - [6] . Walter et al. [7] used breast spectroscopy to predict the density of mammograms by placing the light source and detector in a fixed position in four-sized breast-adapting cups to predict breast lesions. Yang et al. [8] The associate editor coordinating the review of this manuscript and approving it for publication was Qilian Liang. used solid and liquid as the phantom of biological tissues and heterogeneous tissues respectively to obtain the hyperspectral image by transillumination method and assess the spatial information of the lesion. However, the strong scattering of the tissue leads to weak signal and low signal-tonoise ratio (SNR) of the transmitted image, which is not conducive to edge detection and tissue classification, bringing great difficulties in identifying heterogeneity In terms of improving the quality of transmission images, wavelet transform filtering method, space-time domain joint filtering method and some classical image denoising methods (assuming noise obeys Gaussian distribution, Poisson distribution, etc.) [9] , [10] have been proposed in recent years but the filtering method often causes the loss of the image's edge details while denoising. The frame accumulation technique that has been successfully applied to various low-light-level image detection devices is one of the most effective methods for enhancing weak transmission image signals. Li et al. [11] and Yu et al. [12] greatly enhanced the signal-to-noise ratio (SNR) of the low-light transmission image by combining the frame accumulation and the shaping signal technology, and improve the detection sensitivity of the transmission image. In heterogeneous detection, many excellent algorithms have emerged in the field of object detection based on deep learning [13] , [14] , such as R-CNN [15] , Fast R-CNN [16] , Faster R-CNN [17] , SSD [18] , YOLO [19] and so on, among which Faster RCNN and SSD are typical representatives and have achieved excellent detection results under the VOC2007 data set. However, no predecessors have combined the two algorithms and applied in the detection of multispectral heterogeneity.
Therefore, we, for the first time, propose a method combining the frame accumulation technique and deep learning to detect heterogeneous tissues The experiment results show that, under the data set of this experiment, Faster R-CNN and SSD achieve 90.8% and 95.1% mAP [20] respectively while detecting 3 classes (including background), and both achieve 99.9% mAP while detecting 2 classes (including background) based on the frame accumulation improving the multi-spectral gray-scale resolution. The image detection accuracy is higher after preprocessing by frame accumulation than that of the image without frame accumulation, and the detection efficiency of SSD is greater than Faster, reaching a testing speed of 50fps which means that it takes only 0.02s to detect a 502 × 362 image on a NVIDIA Tesla P100 GPU, and almost a real-time detection is achieved. In a word, we verify the feasibility of applying Faster RCNN and SSD to detect two-dimensional multispectral images based on the frame accumulation preprocessing, which possibly alternates a testing method of heterogeneity detection with breast hyperspectral or multispectral transmission images.
II. RELATED TECHNOLOGY A. FRAME ACCUMULATION TECHNIQUE
The facts that the light intensity may be affected by the environment and individuals and the biological tissue has comparatively strong scattering and absorption characteristics in the process of self-test of the human body are taken into consideration, which thus inevitably leads to weak signal and insufficient image clarity. The weak signal has two implications: one is that the absolute value of the signal intensity is low, and the other is that the SNR and resolution of the signal are low. The frame accumulation technique that has been successfully applied to various low-light-level image detection devices is one of the most effective methods for detecting weak image signals. Therefore, we use frame accumulation technique to improve the SNR of images and gray-scale resolution to obtain high-precision multispectral images.
Gray level is the core of image accuracy and heterogeneity detection sensitivity. The higher the gray level resolution of the image is, the richer the image information is, the better the classification and analysis of the tissue will be. Low gray resolution becomes an obstacle to tissue classification and spatial information extraction, but the grayscale resolution can be improved to some extent by frame accumulation [11] . In the image processing algorithm, multi-frame accumulation is to add the gray values of the corresponding pixels of two images or multiple frames of images at different times to obtain their time-averaged images, which can multiply the SNR of the image.
B. OBJECT DETECTIONS
Currently, the object detection algorithm based on deep learning is generally divided into two categories: the R-CNN series based on regional proposals and the YOLO and SSD series without regional proposals, and Faster RCNN and SSD are typical representatives of these algorithms separately.
Faster R-CNN abandons the Selective Search [20] algorithm in this type of algorithm but introduces the RPN network, and adopts regional proposals to make the classification and regression share the convolution feature, thus further accelerating the detection process SSD was an object detection framework proposed in 2016. It has been one of the main detection frameworks so far. It has obvious speed advantage over YOLO, and remarkable mAP advantage over Faster R-CNN. SSD is a method of detecting objects in an image which employs a single deep neural network [18] and totally eliminates the resampling phase of candidate frames (A region candidate box indicating that n candidate frames are extracted from the possible regions in the image and then classified training) and their subsequent pixels or features in this type of region candidate and packages all computations in a single network, which makes SSD easy to train and integrate directly into systems that are needed to detect components. Experiment results from the PASCALVOC, MS COCO and ILSVRC data sets confirm that as for the accuracy, SSD is almost the same as that of regional proposal method, but much faster. SSD, even with a smaller input image size, still enjoys a great accuracy compared with other single-stage methods. For 300 × 300 input, SSD achieves 74.3% mAP on VOC2007 test at 59 FPS on a Nvidia Titan X outperforming the Faster R-CNN model [17] . Moreover, SSD can also directly detect the video without decomposing it into frames, which greatly simplifies the steps of the pre-image preprocessing and improves the efficiency of the entire detection system.
III. EXPERIMENT
According to the characteristics of breast tissue, we designed a simulation experiment of collecting the phantom image and found a better pretreatment method for heterogeneity detection based on the frame accumulation (Here, ''better'' means that the cooperation with the detection of the heterogeneous body is better) Then we detected heterogeneity of multispectral images using the two typical object detection frameworks of deep learning -Faster R-CNN and SSD. A series of procedures were taken: fine-tuning the two object detection frameworks, employing a very deep VGG16 network [21] , and adopting both enhanced and unenhanced edges of multi-spectral abstract images as training sample sets. Then each set was trained and tested in the Faster RCNN and SSD frameworks. Finally, the heterogeneity detection was performed, the heterogeneous tissues were marked, and then its spatial position information was obtained.
A. EXPERIMENTAL DEVICE Figure 1 depicts a schematic diagram of the experimental equipment The device consists of the following components: LED light source (0.5W), imitation [2] , mobile phone (model: Huawei mate9, frame rate: 59 fps, image resolution: 1080 × 1920), a computer (connected to mobile phone) for images handling, shading cloth. Phantom is composed of a PMMA (polymethyl methacrylate) cuboid container with a transmittance of 96% (the transmittance of the breast is higher than that of other human tissues), which contains a mixed solution of milk and water. We suspend pork and carrot cubes in the solution representing heterogeneity tissues in terms of optical properties of different materials under different wavelengths 
B. IMAGE ACQUISITION
Based on the experiment setups, the original multispectral images are obtained: milk solution + heterogeneity image.
The specific experiment procedures are as follows:
(1) Adjust and fix the distance between the light source and the experimental phantom and the distance between the mobile phone and the experimental phantom, and set up the blackout cloth. Turn on the light source and the phone camera to record the video of this phantom. (4) Each group of images in (3) is separated from RGB, and to obtain three single-channel images, and finally k = 36 kinds are achieved, and a total of m = 3n single-channel grayscale images is gained
We found a better pretreatment method with the heterogeneity detection on account of the frame accumulation mentioned in this paper.
(1) The original image of size 1080 × 1920 is reasonably cropped to 500 × 360 without affecting the accuracy and quality of the algorithm. For each group of single-channel images x q i,j , each N frames is averagely frame-accumulated. That is, for each group of images q = 1, 2, . . . , k we have:
average results after accumulation:
In the experiment, N is taken the value of 100, then get the 15,000 mean frame-accumulated imagesx q t,j = x t,1 , x t,2 , x t,3 (q = 1, 2, . . . , k; t = 1, 2, . . . , 15000, j = 1, 2, 3) of the original multispectral single-channel images according to formula (1) (2). Then it is subjected to a series of filtering and denoising operations.
(2) The single-channel grayscale imagesx q t,j (q = 1, 2, . . . , k; t = 1, 2, . . . , 15000, j = 1, 2, 3) obtained through averaging the frame-accumulated images are reconstructed to 15,000 color images x r (r = 1, 2, . . . , 15000) totally, and then edge-enhanced processing is performed to acquire edgeenhanced images x h (h = 1, 2, . . . , 15000).
D. HETEROGENEITY DETECTION 1) DATASET PRODUCTION
The images x r (r = 1, 2, . . . , 15000) is made into dataset-a, and their contents are divided into three classes: background, raw pork and carrot. The images x h (h = 1, 2, . . . , 15000) are processed into dataset-b, and their contents are classified into two classes: background and heterogeneity (raw pork and carrot are considered heterogeneity). Both a and b datasets are randomly divided into training set, validating set and testing set, and due to the small data class in our paper, the ratio is set to 6:2:2 according to the traditional division in the machine learning field.
2) TRAINING FASTER R-CNN AND SSD
Fine-tuning [22] : we modified the training parameters of the two frameworks, such as learning rate, step size, and the number of iterations, and debug for the dataset of the experiment And we used ImageNet to pre-train the network model. Samples of the heterogeneous tissues + milk solution images of dataset a and b were imputed into the network for training. In order to find the optimal model, a total of two data sets a and b were tested and trained four times. The learning rate and the number of iterations were 0.001 and 80k, 0.0001 and 80k, 0.0001 and 40k, 0.0001 and 20k. Finally, a special detection model for the phantom image in the paper was obtained.
3) TESTING
We prepared 3 kinds of test data for comparing: x: testing set image data within the data set of the experiment. y: a small amount of preprocessed image data excluded from the data set of the experiment. z: a small amount of unprocessed image data beyond the data set of the experiment. Three kinds of data were tested sequentially to obtain the position, score, category of the heterogeneity.
IV. RESULTS AND ANALYSIS

A. ANALYSIS OF FRAME ACCUMULATION PREPROCESSING RESULTS
After the multispectral images are processed by frame accumulation, the SNR is significantly enhanced, the grayscale level is stretched, and the grayscale resolution is improved, on the basis of which heterogeneous body detection experiment based on deep learning has achieved excellent results.
Frame accumulation significantly improves the quality of the phantom image. It is discovered through calculation that the peak signal-to-noise ratio (PSNR) of the image after frame accumulation is 57.32dB in the experiment, which is in accordance with the theoretical derivation in section II. A of the paper. Since the existing display device has only 256 gray levels, it is impossible to display images of higher gray levels. To show the effect of frame accumulation, we normalized the image and then stretched it to 256 grayscale The original single-channel images their N frame accumulated ones and the reconstructed color images after averaging frameaccumulated images are shown in Figure 3 . After filtering and frame accumulation averaging, the image quality of this experiment is evaluated by using the quality evaluation method without reference image [23] . Approximating the 3000-frame accumulated images as a true-value image, it is found that the mean signal-to-noise ratio (MSNR) of the single-channel grayscale image after frame accumulation is significantly improved.
B. HETEROGENEITY TESTING RESULTS
Fine-tuning the Fatser and SSD frameworks based on frame accumulating improved multispectral quality.
The two datasets of a and b were trained in multiple frames under two different frameworks with multiple learning rates and iterations to obtain the best detection model. In the object , the y-axis is the number of each gray level. And the x-axis of (a), (b), and (c) is the cumulative gray value, the y-axis of (a)-(c) is the number of each cumulative gray level. Count represents the number of gray levels of each accumulated image.
detection, Average Precision (AP) is the average accuracy of each class, and mAP [20] is the average value of all APs. For all APs of each class tested, the average value is achieved, thus mAP is obtained. The mAP is used as an indicator for measuring the accuracy of detection in the object detection.
The total number of detection classes is represented by Q R , then:
TABLE 2 shows the mAPs of the two frameworks in different training parameters.
The final 4 models selected from TABLE 2 are trained in 10 −4 learning rate and iterating 80k times: Model1: F + a, Model2: S + a, Model3: F + b, Model4: S + b. Explanation for the above models: F + a: data set a is trained on Faster R-CNN; S + a: data set a is trained on SSD; F + b: data set b is trained on Faster R-CNN; S+b: data set b is trained on SSD. We use these models as references for the final detection of heterogeneity.
It is obtained from TABLE 3: in the experiment, the mAP of Faster R-CNN trained by the phantom image in the paper is slightly lower than SSD, and the detection speed is also slower than SSD. Table 4 shows the detection accuracy of Model1 for each of the three kinds of test data. x: test set image data within the data set of experiment, total of 3000 images. y: a small amount of preprocessed image data excluded from the data set of experiment, total of 96 image. z: a small amount of unprocessed image data not within the data set of experiment, total of 96 images.
It can be seen from Table 4 that the detection accuracy of the three kinds of test data is x > y > z, which indicates that the SNR and resolution of the image have an influence on the detection accuracy. It also indicates that the frame accumulation technique improved the accuracy of detection to a certain extent, which is consistent with our expectation in the previous part of the paper. Figure 6 and Figure 7 shows some examples of 3 kinds of test data for the model trained by datasets of a and b on Faster R-CNN. Figure 8 and Figure 9 shows some examples of 3 kinds of test data for the model trained on the SSD. Analysis of testing results: regarding mAP as an indicator, and comparing the experiment data of Faster and SSD, it can be found that the mAP of the SSD is slightly higher than the Faster R-CNN in the same learning rate and number of iterations, and in terms of detection speed, the SSD is also slightly faster. It is found that the detection accuracy of the data subjected to the frame accumulation processing is higher than that of the data without such processing by comparing the accuracy of the three kinds of test data, which is in accordance with the theoretical analysis: the image processed by the frame accumulation method used in the paper enjoys higher SNR, sharper resolution, and more prominent heterogeneity.
V. CONCLUSION
In the paper, according to the characteristics of breast tissue, we designed the multispectral phantom image acquisition experiment, and then combined frame accumulation and deep learning to study the heterogeneity detection of multispectral images. In terms of image preprocessing, a better pretreatment method with the heterogeneity detection based on the frame accumulation is found. Then we use Faster R-CNN and SSD object detection framework concerning deep learning, the high-quality dataset is trained as a sample. Finally, an excellent testing result is obtained: the values of mAP of Faster R-CNN and SSD reach 90.8% and 95.1% respectively when 3 classes (including background) are detected under the dataset in the paper, and the mAP of two frameworks both reach 99.9% when 2 classes are detected (including background). The detection efficiency of SSD is higher than Faster and detection speed of SSD can reach 50fps, and more importantly, the accuracy of the images after frame accumulation preprocessing is higher than that without frame accumulation processing. In summary, we validate the possibility of using Faster RCNN and SSD to detect heterogeneity in multispectral images based on frame accumulation that improves image grayscale resolution, and it has a certain reference significance for the application of deep learning in multispectral image detection. WENRUI YAN is currently pursuing the master's degree with Tianjin Normal University, Tianjin, China. Her research interests include image processing, signal processing, and deep learning.
