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The standard way to train autoencoders is to use backpropagation to reduce the reconstruction error. It is difficult, however, to optimize the weights in non-linear autoencoders that have multiple hidden layers with many million parameters [3, 5] . We use our greedy learning algorithm to pretrain autoencoders. This pretraining stage discovers useful features efficiently.
After the pretraining stage, the model is "unfolded" to produce encoder and decoder networks that initially use the same weights. The global fine-tuning stage then uses backpropagation through the whole autoencoder to fine-tune the weights for optimal reconstruction. The key idea is that the greedy learning algorithm will perform a global search for a good, sensible region in the parameter space. Therefore, with this pretraining, we will already have a good data reconstruction model. Backpropagation is better at local fine-tuning of the model parameters than global search. So further training of the entire autoencoder using backpropagation will result in a good local optimum.
Learning Semantic Address Space (SAS) for Fast Document Retrieval. Most of the existing text retrieval algorithms in one way or another rely on comparing a given query document to all other documents from the large document collection, retrieving the most relevant ones. Typically, the larger the word vocabulary and the size of data collection, the longer it takes to retrieve relevant documents.
The DBN framework allows us to build a model that can learn to map documents into "semantic" binary codes. By using learned binary codes as memory addresses, we can learn Semantic Address Space, so a document can be mapped to a memory address in such a way that a small hamming-ball around that memory address contains semantically similar documents. This representation allows to retrieve a short-list of semantically similar documents on very large document sets in time independent of the number of documents. The short-list can then be given to a slower but more precise retrieval method, such as TF-IDF.
Using a simple implementation of a 20-bit Semantic Address Space in C, we performed a set of experiments on Reuters RCV2 dataset, containing 804,414 newswire stories, split randomly into 402,212 training and 402,212 test documents. For a given query, it takes about 0.5 milliseconds to create a short-list of about 3,000 semantically similar documents (hamming-ball of radius 4), and 0.01 seconds to retrieve the top few matches from that short-list using TF-IDF. Locality-Sensitive Hashing (LSH) [1] takes about 0.5 seconds to perform the same search using E LSH 0.1 software, provided by Alexandr Andoni and Piotr Indyk. SAS also achieves higher accuracy compared to LSH and TF-IDF alone.
Learning Nonlinear Embeddings. The DBN framework can also be used to efficiently learn a nonlinear transformation from the input space to a low-dimensional feature space in which K-nearest neighbour classification performs well [8] . This can be viewed as a nonlinear extension of NCA [4] .
By learning such a transformation, using many layers of nonlinearities, we achieve an error of 1.00% on a widely used version of the MNIST handwritten digit recognition task. This is compared to the best reported error rates (without using any domain-specific knowledge) of 1.6% for randomly initialized backpropagation and 1.4% for Support Vector Machines [2] . Linear methods such as linear NCA, LDA or PCA are much worse than nonlinear NCA (see Fig. 1 ). 
