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Abstract
Assuming the base field is algebraically closed, we classify, up to isomorphism, gradings
by arbitrary groups on non-exceptional classical simple Lie superalgebras, excluding
those of type A(1, 1), and on finite dimensional superinvolution-simple associative
superalgebras. We assume the characteristic to be 0 in the Lie case, and different from 2
in the associative case. Our approach is based on a version of Wedderburn Theorem for
graded-simple associative superalgebras satisfying a descending chain condition, which
allows us to classify superinvolutions using nondegenerate supersymmetric sesquilinear
forms on graded modules over a graded-division superalgebra. To transfer the results
from the associative case to the Lie case, we use the duality between G-gradings and
Ĝ-actions for finite dimensional universal algebras.
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One of the most basic concepts in high school mathematics is polynomials in one
variable. Each polynomial is a sum of monomials, which are expressions of the form
axn, where a is a real number, x is the variable and n is a nonnegative integer. If
a 6= 0, we say that the number n is the degree of the monomial. One simple but crucial
fact is that a monomial of degree n times a monomial of degree m gives a monomial
of degree n+m.
In simple terms, an algebra1 is a set whose elements can be added, multiplied by
numbers and multiplied with each other. For example, polynomials form an algebra,
and so do k × k matrices. A grading2 on an algebra is a choice of “building blocks” in
it such that
1. Every element of the algebra can be expressed as a sum of these building blocks;
2. To each building block is associated a degree, in a way that the product of
building blocks of degrees m and n is either zero or a building block of degree
m+ n.
We will not impose that the degree is an integer. It could be, for example, an element
of the set Z2 = {0̄, 1̄} with addition given by 0̄ + 0̄ = 0̄, 0̄ + 1̄ = 1̄, 1̄ + 0̄ = 1̄ and
1̄ + 1̄ = 0̄. One way of thinking about Z2 is that 0̄ means “even” and 1̄ means “odd”,
so the addition rules are nothing but the usual behaviour of even and odd numbers
under addition.
One example of an algebra with degrees in Z2 is the set of complex numbers. A
complex number is a sum a+ bi where a is a real number, b is a real number and i is
1A precise definition can be found, for example, in [Bre19, Chapter 1].
2We define it in the Introduction, Section 0.1.
iv
a symbol subject to the rule i2 = −1. We can take as building blocks the elements of
the form a+ 0i (real numbers), to which we assign degree 0̄, and the elements of the
form 0 + bi (purely imaginary numbers), to which we assign degree 1̄. It is easy to see
that this satisfies conditions 1 and 2 above.
More generally, we will consider the degrees to be elements of a group3, which is a
set with only one operation.
Some important algebras arising in Mathematics and Physics have a natural
grading with degrees in Z2; they are called superalgebras. This work is about the
additional gradings that we can put on certain superalgebras, namely, classical Lie
superalgebras. These superalgebras can be modeled using matrices with the operation of
supercommutator4 instead of the usual product. Note that matrices, unlike polynomials,
do not have canonical building blocks and degrees, but there are many natural and
interesting choices that we can make. In this work we classify all possible choices.
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Statement of contribution
In this thesis we present a classification of group gradings on the classical Lie su-
peralgebras of series A,B,C,D, P andQ, except type A(1, 1), over an algebraically
closed field F of characteristic 0 (see Theorems 5.7, 5.10, 5.20, 5.26 and 5.38). To this
end, we also classify group gradings on the finite dimensional superinvolution-simple
associative superalgebras over an algebraically closed field of characteristic different
from 2 (see Theorems 4.29, 4.55, 4.56, 4.70 and 4.74).
In previous works (together with Helen Samara Dos Santos and Mikhail Kochetov in
[HSK19], and with the same coauthors and Yuri Bahturin in [BHSK17]), we already
gave a complete classification of group gradings on the Lie superalgebras of series
P andQ and a partial classification (Type I gradings) for series A. Also, the Ph.D.
thesis [San19] of Helen Samara Dos Santos includes a classification of group gradings
on the Lie superalgebras of series B. Nevertheless, the techniques developed in this
work, in collaboration with Mikhail Kochetov, allow us to give a complete classification
for all series A,B,C,D, P andQ in a uniform fashion.
For some important results (Theorems 3.18, 3.27 and 3.37 and Corollary 4.8), no
assumptions on the base field are needed, and the conditions of finite dimensionality
and (superinvolution-)simplicity of the superalgebra is weakened to the descending
chain condition on graded one-side superideals and graded-(superinvolution-)simplicity.
Also, we present some known results in greater generality than found in the literature:
in Section 1.3, we develop the correspondence between G-gradings and Ĝ-actions (see,
for example, [EK13, Section 1.4]) for universal algebras (assuming the base field is
algebraically closed of characteristic 0 and G is a finitely generated abelian group); in
Section 3.6, we give a classification of finite dimensional graded-simple (rather than
simple as algebras, as was assumed in [HSK19]) associative superalgebras over an
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The use of group gradings in Lie theory can be traced back to 1888 (see [Kil88]),
when W. Killing introduced the root space decomposition of a complex semisimple Lie
algebra L, which gives us a Zn-grading, where n is the rank of L. Later, Z2-gradings
appeared in the work of E. Cartan on real semisimple Lie algebras (see [Car14]). The
interest in gradings increased in the 1960s, in connection with the works of J. Tits,
I.L. Kantor, and M. Koecher (see [Tit62, Kan64, Koe67]). V. Kac classified gradings
by cyclic groups on complex semisimple Lie algebras and used them in the theory of
symmetric spaces in differential geometry in [Kac68], and later for the construction
of the so called twisted loop algebras, which are fundamental for the theory of the
famous affine Kac–Moody Lie algebras (see, e.g., [Kac90]). A systematic classification
of group gradings on Lie algebras started with [PZ89] and remains an active area in
the theory of Lie algebras and their representations.
The first appearances of Lie superalgebras were related to cohomology (see [FN56,
Ger63, Ger64, MM65]), but they were independently introduced in physics, in rela-
tion to the so called supersymmetries (see [GN64, Miy68, Mic70]). They became a
mainstream topic in theoretical physics with the development of string theory in the
1970s.
In the present work, our main goal is to classify, up to isomorphism, the group
gradings (see Definition 0.4) on nonexceptional classical Lie superalgebras (see Subsec-
tion 0.3.2) over an algebraically closed field of characteristic 0. These Lie superalgebras
are defined in terms of associative superalgebras and superinvolutions. In Chapter 1, we
will give the basic definitions and tools we will use throughout the thesis. In particular,
in Section 1.3, we will present a result that will allow us to transfer the classification
of gradings on associative superalgebras with superinvolution to Lie superalgebras
(see Theorem 1.30). Chapter 2 is devoted to graded-simple associative superalgebras,
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which not only will give us a model for some of the gradings on Lie superalgebras
in series A and Q, but will also be the foundation for Chapters 3 and 4. In the
former, we will study super-anti-automorphisms and, in particular, superinvolutions on
graded-simple associative superalgebras (Theorems 3.18, 3.27 and 3.37); in the latter,
we will classify gradings on superinvolution-simple superalgebras (Theorems 4.29, 4.55,
4.56, 4.70 and 4.74). Finally, in Chapter 5, we prove that, except for type A(1, 1), the
classification of group gradings on nonexceptional classical Lie superalgebras is the
same as on the finite dimensional superinvolution-simple associative superalgebras (see
Corollary 5.4), and we work it out for each series of Lie superalgebras, giving explicit
models for the gradings (Theorems 5.7, 5.10, 5.20, 5.26 and 5.38).
0.1 Gradings and superalgebras
The main concepts in this work are group gradings and superalgebras, so let us define
these first. Gradings are usually defined for algebras, but it is useful to consider, more
generally, gradings on vector spaces. All vector spaces under consideration will be over
a fixed field F.
Definition 0.1. Let G be a group. A G-grading on a vector space V is a direct sum
decomposition




indexed by the elements of G. When endowed with a fixed G-grading Γ, V will be
called a G-graded vector space.
For each g ∈ G, the subspace Vg is called the homogeneous component of degree g.
An element v ∈ V is said to be homogeneous if it belongs to a homogeneous component.
Clearly, a nonzero homogeneous element v belongs to a unique component Vg and, in
this case, we say that g is the degree of v and write deg v = g. Whenever we refer to the
degree of an element, we will assume that it is a nonzero homogeneous element. Given
G-graded spaces V and W , we say that a linear map ψ : V → W is degree-preserving
or a homomorphism of graded vector spaces if ψ(Vg) ⊆ Wg. A subspace U ⊆ V is said
to be a graded subspace if U = ⊕g∈G(U ∩ Vg), i.e., if every element in U is a sum of
homogeneous elements in U .
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Definition 0.2. Let G be a group. A G-grading on an algebra A is a grading
Γ : A = ⊕g∈GAg on the vector space underlying A such that
∀g, h ∈ G, AgAh ⊆ Agh.
When endowed with a fixed G-grading Γ, A is called a G-graded algebra.
A homomorphism of G-graded algebras is a homomorphism of algebras that is also
a degree-preserving map. If V is a finite dimensional graded vector space, then the
endomorphism algebra End(V ) can be considered as a G-graded algebra by setting
End(V )g := {T ∈ End(V ) | ∀h ∈ G, T (Vh) ⊆ Vgh}. (0.2)
(Compare with Definitions 1.1 and 1.3). Note that End(V ) consists of all linear maps
and End(V )e consists of the degree-preserving linear maps.
Definition 0.3. A super vector space or superspace is a Z2-graded vector space. A
(general) superalgebra is a Z2-graded algebra.
It should be noted that this definition can be misleading, since it does not account
for different varieties of superalgebras; for example, a Lie superalgebra is not simply a
Z2-graded Lie algebra. We will expand on this in the next section.
The Z2-grading in Definition 0.3 will be called the canonical Z2-grading. We will
index the homogeneous components of the canonical Z2-grading by superscripts, i.e.,
for a superspace V , we will write Equation (0.1) as V = V 0̄ ⊕ V 1̄. The elements of
V 0̄ are said to be even and the elements of V 1̄ are said to be odd; we may use the
word “parity” instead of “degree” and write |v| instead of deg v. Also, in this situation,
we refer to graded subspaces as subsuperspaces. The subalgebras of a superalgebra
that are also subsuperspaces are called subsuperalgebras. This special notation and
nomenclature will serve to distinguish the canonical Z2-grading from an additional
group grading we may consider on A:
Definition 0.4. Let G be a group. A G-grading on a superalgebra A = A0̄ ⊕ A1̄ is a
G-grading Γ : A = ⊕g∈GAg on the underlying algebra such that Γ is compatible with
the canonical Z2-grading, i.e., all homogeneous components Ag are subsuperspaces or,
equivalently, A0̄ and A1̄ are G-graded subspaces. When endowed with a fixed grading
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Γ, A is called a G-graded superalgebra. Two G-gradings, Γ and Γ′, on a superalgebra A
are said to be isomorphic if (A,Γ) and (A,Γ′) are isomorphic as graded superalgebras.
Given a G-graded superalgebra A, we can combine the G-grading with the canonical
Z2-grading: we set G# := G× Z2 and define a G#-grading on the algebra underlying
A by setting A(g,i) := Ag ∩ Ai, for all g ∈ G and i ∈ Z2. Conversely, it is clear that
any G#-graded algebra can be seen as a G-graded superalgebra.
0.2 Varieties of superalgebras
A variety of algebras is a class of algebras defined by polynomial identities or, equiva-
lently, a class of algebras closed under subalgebras, homomorphic images and arbitrary
products (see, e.g., [GZ05, Coh81]). One can define a variety of superalgebras in a simi-
lar fashion by considering Z2-graded polynomial identities (see, e.g., [Bah87, BMPZ92]).
We now define the variety of superalgebras we are mainly interested in:
Definition 0.5. A superalgebra L = L0̄⊕L1̄, with product denoted by [·, ·] : L×L→ L,
is said to be a Lie superalgebra if, for all nonzero homogeneous elements a, b, c ∈ L, we
have5:
(i) [a, b] = −(−1)|a||b|[b, a] (super-anti-commutativity);
(ii) [a, [b, c]] = [[a, b], c] + (−1)|a||b|[b, [a, c]] (super Jacoby identity).
Note that if L0̄ = L, then we have the usual definition of a Lie algebra.
It is easier to define the variety of associative superalgebras:
Definition 0.6. A superalgebra R is said to be an associative superalgebra if the
algebra underlying R is associative.
The reader may be curious why we introduce signs in Definition 0.5 but not in
Definition 0.6. This has to do with the so called rule of signs. Roughly speaking, every
time two elements a and b exchange positions in a product in one of the identities that
5Some authors require additional conditions if charF = 2 or 3 (e.g., [BMPZ92, Subsection 1.2]).
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define the variety, we have to introduce the sign (−1)|a||b|. To make this more precise,
we will use the notion of Grassmann envelope.6
Definition 0.7. Let V be a vector space. The exterior or Grassmann superalgebra of









∧2iV and G(V )1̄ = +∞⊕
i=0
∧2i+1V.
Note that, if a, b ∈ G(V ) are homogeneous elements, then a ∧ b = (−1)|a||b|b ∧ a.
Superalgebras with this property are called (super)commutative.
Definition 0.8. Let V be a fixed vector space with a countably infinite basis. Given
a superalgebra A = A0̄ ⊕ A1̄, we define the Grassmann envelope of A to be the
algebra (A0̄ ⊗ G(V )0̄)⊕ (A1̄ ⊗ G(V )1̄). If V is a class of algebras, we say that A is a
V-superalgebra if the Grassmann envelope of A belongs to V.
One can easily see that, if V is the class of all Lie (respectively associative,
commutative) algebras, then the V-superalgebras are precisely the Lie (respectively
associative, commutative) superalgebras. This approach can be used to define other
varieties of superalgebras (e.g., Jordan).
Another kind of object that plays a major role in this work is associative superal-
gebras with superinvolution. By an involution on an algebra A we mean an involutive
anti-automorphism, i.e., a linear map ϕ : A→ A such that ϕ(ab) = ϕ(b)ϕ(a), for all
a, b ∈ A, and ϕ2 = idA.
Definition 0.9. Let A = A0̄ ⊕ A1̄ be a superalgebra. We say that a bijective linear
map ϕ : A→ A is a super-anti-automorphism if ϕ(A0̄) = A0̄, ϕ(A1̄) = A1̄ and
∀a, b ∈ A0̄ ∪ A1̄, ϕ(ab) = (−1)|a||b|ϕ(b)ϕ(a). (0.3)
If, further, ϕ2 = idA, we say that ϕ is a superinvolution.
6Another framework in which the rule of signs can be formulated is the symmetric monoidal
category of super vector spaces (see, e.g., [Var04, Chapter 3]).
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For example, the identity map id : G(V )→ G(V ) is a superinvolution. For compari-
son with Definition 0.8, note that a parity-preserving bijective linear map ϕ : A→ A
satisfies Equation (0.3) if, and only if, the map ϕ⊗ id : (A0̄⊗G(V )0̄)⊕ (A1̄⊗G(V )1̄)→
(A0̄ ⊗ G(V )0̄)⊕ (A1̄ ⊗ G(V )1̄) is an anti-automorphism.
Definition 0.10. Let (R,ϕ) be a superalgebra R endowed with a super-anti-automor-
phism ϕ. A G-grading on (R,ϕ) is a G-grading Γ : R = ⊕g∈GRg on the superalgebra
R such that ϕ(Rg) = Rg, for all g ∈ G.
We can always get a Lie superalgebra from an associative one by considering the
supercommutator:
Definition 0.11. Let R be an associative superalgebra. We define the supercommu-
tator [·, ·] : R→ R to be the bilinear map such that
∀a, b ∈ R0̄ ∪R1̄, [a, b] = ab− (−1)|a||b|ba.
The superalgebra R(−) is defined to be the superspace R endowed with the product
[·, ·]. If ϕ : R→ R is a super-anti-automorphism, then we define
Skew(R,ϕ) := {a ∈ R(−) | ϕ(a) = −a}.
It is straightforward to check that R(−) is a Lie superalgebra and that Skew(R,ϕ)
is a subsuperalgebra of R(−). If G is an abelian group, then a G-grading on R is also
a G-grading on R(−). Moreover, if (R,ϕ) is G-graded, then Skew(R,ϕ) is a graded
subsuperalgebra of R(−).
0.3 Simple superalgebras
Definition 0.12. Let A = A0̄ ⊕ A1̄ be a superalgebra. A superideal of A is an ideal
I ⊆ A that is also a subsuperspace. We say that A is a simple superalgebra if A ·A 6= 0
and the only superideals are 0 and A.
We are mainly interested in simple Lie superalgebras in this work, but many of
them are closely related to simple associative superalgebras, so we start with these. If
F is algebraically closed, the finite dimensional simple associative superalgebras are:
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• the matrix superalgebras M(m,n);
• the queer superalgebras Q(n).
This is a well known result, obtained in [Wal64]. We will also deduce it in Chapter 2
(Theorem 2.43) as a special case of the classification of graded-simple associative
algebras. The definitions of M(m,n) and Q(n) are given in Subsection 0.3.1, below.
If F is algebraically closed and charF = 0, the simple finite dimensional Lie
superalgebras (that are not Lie algebras) were classified by V. G. Kac (see [Kac77b]
and [Sch79b]). They are divided into two big classes according to the action of L0̄ on
L1̄ (note that, for any Lie superalgebra L = L0̄ ⊕ L1̄, L0̄ is a Lie algebra and L1̄ is an
L0̄-module).
Definition 0.13. Let L = L0̄ ⊕ L1̄ be a simple Lie superalgebra.
(i) We say that L is classical if L1̄ is a semisimple L0̄-module.
(ii) We say that L is of Cartan type if L1̄ has a nonzero largest proper submodule,
i.e., a proper submodule that contains all proper submodules.
Every simple finite dimensional Lie superalgebra (that is not a Lie algebra) is either
classical or of Cartan type. The classical ones are, in their turn, divided as follows:
• 4 series, A(m,n), B(m,n), C(n), D(m,n), which are analogous to the corre-
sponding series of simple Lie algebras;
• 2 series, P (n) and Q(n), which are called the strange Lie superalgebras;
• 3 exceptional cases: F (4), G(3) and the family D(2, 1, α), α ∈ F r {0,−1}.
The Lie superalgebras of Cartan type are analogs of the corresponding simple
(infinite dimensional) Lie algebras of Cartan type, as well as the simple restricted Lie
algebras of Cartan type. They are divided in the following series:
• the Witt superalgebras W (n);
• the special superalgebras S(n) and their deformations S̃(n);
8
• the Hamiltonian superalgebras H(n).
It is important to mention that there are restrictions on the parameters m and n
above. We are going to make them explicit when we give the corresponding definitions
in Subsections 0.3.2 and 0.3.3. Also note that the symbol Q(n) denotes both an
associative superalgebra and a Lie superalgebra; we will explicitly use the words
“associative” and “Lie” if there is a chance of confusion.
To define some of the simple Lie superalgebras listed above we will need superinvo-
lutions on simple associative superalgebras (which will be described in Subsection 0.3.1)
and also the following concepts:
Definition 0.14. Let L be a Lie superalgebra. The (super)center of L is the superideal
Z(L) := {x ∈ L | [x, L] = 0}. The derived superalgebra of L is L(1) := [L,L]. In the
case L = R(−) for an associative superalgebra R, we may also denote L(1) by R(1).
The notions of simplicity for superalgebras endowed with a super-anti-automorphism
and/or a grading will play a major role in this work:
Definition 0.15. Let A = A0̄ ⊕ A1̄ be a superalgebra endowed with a super-anti-
automorphism ϕ : A→ A. A superideal I is said to be ϕ-invariant if ϕ(I) ⊆ I. We
say that A is simple as a superalgebra with super-anti-automorphism if A · A 6= 0 and
the only ϕ-invariant superideals in A are 0 and A. In the case ϕ is a superinvolution,
we say that A is superinvolution-simple.
The classification of superinvolution-simple associative superalgebras is well known
(see, e.g., [Rac98]) and will be proved in Section 4.2 as a special case of the theory we
develop in this work.
Definition 0.16. Let A be a G-graded superalgebra. A graded superideal is a su-
perideal that is also a G-graded subspace. We say that A is a graded-simple superalgebra
if A ·A 6= 0 and the only graded superideals in A are 0 and A. If A is endowed with a
super-anti-automorphism ϕ : A→ A, we say that A is simple as a graded superalgebra
with super-anti-automorphism if the only ϕ-invariant graded superideals in A are 0 and
A. In the case ϕ is a superinvolution, we say that A is graded-superinvolution-simple.
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0.3.1 Simple associative superalgebras
The series M(m,n)
Let m,n ≥ 0 be integers that are not both zero. The matrix superalgebra M(m,n) is











 | B ∈Mm×n(F), D ∈Mn×m(F)
 .
Note that this is nothing but the matrix representation of the superalgebra
End(Fm|n), as in Equation (0.2), where Fm|n is defined to be the superspace V = V 0̄⊕V 1̄
with V 0̄ := Fm and V 1̄ := Fn.
Clearly, M(m,n) is simple. We note that M(m,n) ' M(m′, n′) if, and only if,
m = m′ and n = n′, or m = n′ and n = m′ (see Theorem 2.43).
There is an important super-anti-automorphism on M(m,n):







Note that, if charF 6= 2, the map X 7→ Xs> is not a superinvolution, it has order 4.
We also note that some authors define supertranspose differently, by putting the
negative sign in the bottom left block (see, e.g., [CW12, Subsection 1.1.2]).
If there is an element i ∈ F such that i2 = −1, there is a variation of supertranspose
that will be useful when working with Q(n) and A(n, n):








Superinvolutions onM(m,n) only exist for certain values of m and n: either m = n
or at least one of them is even (see, e.g., Proposition 4.19). They can be described in
matrix terms (see Definition 4.18), but it is worth describing them more abstractly, in
the model M(m,n) = End(Fm|n). To simplify notation, we will write V for Fm|n, as
above.
Definition 0.19. Let 〈·, ·〉 : V × V → F be a bilinear form. We say that 〈·, ·〉 is
supersymmetric if
∀u, v ∈ V 0̄ ∪ V 1̄, 〈u, v〉 = (−1)|u||v|〈v, u〉,
and super-skew-symmetric if
∀u, v ∈ V 0̄ ∪ V 1̄, 〈u, v〉 = −(−1)|u||v|〈v, u〉.
Also, we say that 〈·, ·〉 is even if 〈V 0̄, V 1̄〉 = 〈V 1̄, V 0̄〉 = 0, odd if 〈V 0̄, V 0̄〉 = 〈V 1̄, V 1̄〉 =
0, and homogeneous if it is either even or odd. If 〈·, ·〉 is homogeneous and nondegener-
ate, we define the superadjunction to be the unique linear map ϕ : M(m,n)→M(m,n)
such that
∀u, v ∈ V 0̄ ∪ V 1̄, ∀T ∈M(m,n)0̄ ∪M(m,n)1̄, 〈T (u), v〉 = (−1)|T ||u|〈u, ϕ(T )(v)〉.
The superadjunction is always a super-anti-automorphism, and it is a superin-
volution if, and only if, 〈·, ·〉 is supersymmetric or super-skew-symmetric (see, e.g.,
Theorem 3.37). In fact, all super-anti-automorphisms on M(m,n) arise in this way.
We note that using the isomorphism M(m,n) 'M(n,m) if necessary, we can avoid
super-skew-symmetric bilinear forms altogether. This is because if we exchange the de-
grees of the components V 0̄ and V 1̄ (i.e., change Fm|n to Fn|m), a super-skew-symmetric
form becomes supersymmetric.
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The (associative) series Q(n)
Let n > 0 be an integer. The queer associative superalgebra Q(n) is the subsuperalgebra





 | A,B ∈Mn(F)
 .
Another model of Q(n) is Mn(F)⊕ uMn(F), where Mn(F) is the even part and u
is an odd element commuting with all elements of Mn(F) and satisfying u2 = 1. In




While Q(n) is not simple as an algebra, it is simple as a superalgebra. Also,
Q(n) ' Q(n′) if, and only if, n = n′.
The queer supertranspose on M(n, n) restricts to Q(n), but, if charF 6= 2, Q(n)
does not admit any superinvolution (see, e.g., Corollary 4.13).
0.3.2 Classical Lie superalgebras
The series A




 := trA− trD.
The general linear Lie superalgebra gl(m|n) is defined to be M(m,n)(−). The special
linear Lie superalgebra sl(m|n) is the derived superalgebra of gl(m|n) or, equivalently,
sl(m|n) := {T ∈ gl(m|n) | strT = 0} .
If m 6= n then sl(m|n) is a simple Lie superalgebra. However, if m = n, then




 | λ ∈ F

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is a nontrivial superideal. The quotient sl(n|n)/F1 is a simple superalgebra if, and
only if, n > 1.
For m,n ≥ 0, the Lie superalgebra A(m,n) is defined to be sl(m + 1 |n + 1) if
m 6= n, and psl(n+ 1 |n+ 1) := sl(n+ 1 |n+ 1)/F1 if m = n.
Since A(m,n) ' A(n,m), one may impose m ≥ n to avoid repetition.
The series B, C and D
The orthosymplectic Lie superalgebra osp(m|n) is defined to be Skew(M(m,n), ϕ),
where ϕ is the superadjunction with respect to an even nondegenerate supersymmetric
bilinear form. Since we are assuming that F is algebraically closed and charF = 0,
we do not need to specify the form: this is well defined up to isomorphism (see, e.g.,
Proposition 4.19).
Since 〈V 0̄, V 1̄〉 = 0, any even nondegenerate supersymmetric bilinear form 〈·, ·〉
restricts to a nondegenerate symmetric bilinear form on V 0̄ = Fm and to a nondegen-
erate skew-symmetric bilinear form on V 1̄ = Fn. Hence the name “orthosymplectic”:
the superinvolution ϕ is a hybrid between orthogonal and symplectic involutions on
matrix algebras.
If m,n > 0, the Lie superalgebra osp(m|n) is simple. We define:
• B(m,n) := osp(2m+ 1 | 2n), for m ≥ 0 and n ≥ 1;
• C(n) := osp(2 | 2n− 2), for n ≥ 2;
• D(m,n) := osp(2m | 2n), for m ≥ 2 and n ≥ 1.
Since C(2) ' A(1, 0), one may impose n ≥ 3 in the C(n) case to avoid repetition.
The series P
The periplectic Lie superalgebra p(n) is defined to be Skew(M(n, n), ϕ), where ϕ is the
superinvolution with respect to an odd nondegenerate supersymmetric bilinear form.
As in the orthosymplectic case, the isomorphism class of p(n) does not depend on
the choice of the bilinear form, but in this case it is easier to prove and does not depend
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on the hypothesis that F is algebraically closed. Let 〈·, ·〉 be an odd nondegenerate
supersymmetric bilinear form on V = Fm|n. Since 〈V 0̄, V 0̄〉 = 〈V 1̄, V 1̄〉 = 0, we must
have V 1̄ ' (V 0̄)∗ via the map v 7→ 〈v, ·〉, hence, in particular, m = n. Using this
isomorphism to identify V 1̄ with (V 0̄)∗, we see that V is isomorphic to V 0̄ ⊕ (V 0̄)∗
endowed with the following form:
∀u, v ∈ V 0̄, ∀u∗, v∗ ∈ (V 0̄)∗, 〈u+ u∗, v + v∗〉 := u∗(v) + v∗(u).






 ∈M(n, n)(−) | B = B> andC = −C>
 .
The superalgebra p(n) is not simple. We define P (n) to be the derived superalgebra





 ∈M(n+ 1, n+ 1)(−) | trA = 0, B = B> andC = −C>
 .
It is known that P (n) is simple if, and only if, n ≥ 2.
The (Lie) series Q





 ∈ R(−) | trA = trB = 0
 .
Since Z(R(1)) = F1, we define the queer Lie superalgebra Q(n) to be R(1)/F1. It is
simple if, and only if, n ≥ 2.
Exceptional Lie Superalgebras
Since defining F (4), G(3) and D(2, 1, α) here would be a long detour, we refer the
reader to [Kac77b] or [FSS00]. We do not consider them in this work except D(2, 1, α)
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for α ∈ {1,−12 ,−2}, which are isomorphic to D(2, 1).
0.3.3 Lie superalgebras of Cartan type
Lie superalgebras of Cartan type are not considered in this work either. Since their
definitions do not require much background, we will briefly introduce them here.
The series W
Consider the Grassmann superalgebra G(Fn), as in Definition 0.7. A homogeneous
map D ∈ End(G(Fn)) is said to be a superderivation if
∀a, b ∈ G(Fn)0̄ ∪ G(Fn)1̄, D(a ∧ b) = D(a) ∧ b+ (−1)|D||a|a ∧D(b).
One can check that, if D1 and D2 are superderivations, then the supercommutator
[D1, D2] is also a superderivation.
We define the Witt superalgebra W (n) to be the linear span of the superderivations
in End(G(Fn))(−). It is simple for n ≥ 2, but W (2) ' A(1, 0) ' C(2), so we impose
n ≥ 3 in the list of simple Lie superalgebras of Cartan type.
To see what W (n) is in more concrete terms, let {e1, . . . , en} be the canonical basis
of Fn. For i ∈ {1, . . . , n}, we define ∂i ∈ W (n) to be the unique (odd) superderivation
such that
∀j ∈ {1, . . . , n}, ∂i(ej) := δij.
It is easy to see that every element ofW (n) is of the form ∑ni=1 fi∧∂i, where fi ∈ G(Fn)
for all i ∈ {1, . . . , n}.
The series S











S(n) is simple for n ≥ 3 but S(3) ' P (2), so we impose n ≥ 4.
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The series S̃





fi ∧ ∂i ∈ W (n) |
n∑
i=1
∂i(ω ∧ fi) = 0
}
.
S̃(n) is simple for n ≥ 4.
The series H
Let us define another multiplication on G(Fn), the Poisson bracket:




This bracket turns G(Fn) into a Lie superalgebra, which we denote by H̃(n). We have
Z(H̃(n)) = F1 and, hence, define the Hamiltonian superalgebra H(n) to be the derived
superalgebra of H̃(n)/F1.
We can see H(n) as a subsuperalgebra of W (n): we send every homogeneous
f ∈ H̃(n) to (−1)|f |∑ni=1 ∂i(f)∧∂i, extend this map linearly and induce an embedding
H(n)→ W (n).
Though the superalgebra H(n) is simple for n ≥ 4, we have H(4) ' A(1, 1), so we
impose n ≥ 5 in this case.
0.4 An overview of known results
The classification of gradings is best understood over algebraically closed fields, so in
this section we assume that F is algebraically closed, unless stated otherwise.
In the case charF = 0, there is a bijective correspondence between gradings
by a finitely generated abelian group G and actions of the character group Ĝ by
automorphisms (see Section 1.3). Using this, a classification of fine abelian group
gradings up to equivalence (see Definitions 1.37 and 1.39) on the associative algebra
Mn(F) was obtained in [HPP98], in terms of maximal abelian diagonalizible (MAD)
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subgroups of PGLn(F) ' Aut(Mn(F)). In [BSZ01, BZ02], G-gradings on Mn(F) were
described intrinsically, and those descriptions were extended to arbitrary characteristic
in [BZ03]. Degree-preserving involutions on graded matrix algebras were described in
[BZ07, BG08] and classified up to isomorphism in [BK10].
For classical simple Lie algebras, assuming charF = 0, a description of fine gradings
was obtained in [HPP98], and an incomplete description of G-gradings was obtained
in [BSZ05, BZ06]. The questions of equivalence and isomorphism of gradings were
left open. The equivalence problem for fine gradings was solved in [Eld10]. The
description of G-gradings was completed in [BK10] in any characteristic different
from 2; the isomorphism problem was also solved there. It is worth mentioning that
[BSZ05] introduced the idea of obtaining all gradings on non-exceptional simple Lie
and Jordan algebras from associative algebras. In this work we follow the same idea
for Lie superalgebras.
The classification of fine group gradings (up to equivalence) on finite dimensional
simple Lie algebras has recently been completed in characteristic 0 by the efforts of
many authors: see [EK13, Chapters 3–6] and the references therein, [Eld16] and [Yu16]
for types E6, E7 andE8; an overview can be found in [DE16].
The classification of all G-gradings (up to isomorphism) is complete for the classical
simple Lie algebras and also for types G2 and F4, in characteristic different from 2: see
[EK13, Chapters 3–6] and the references therein, also [EK15b] for type D4. Note that,
in positive characteristic, there are many more finite dimensional simple Lie algebras
than in characteristic 0, including Lie algebras of Cartan type (see [Str04, Str09, Str13]).
A classification of gradings in the restricted case for the Witt and special series was
obtained in [BK11] (see also [EK13, Chapter 7]).
Gradings have been classified for some non-simple algebras. For example, the
classification of G-gradings on semisimple algebras reduces to the classification of
graded-simple algebras, and this latter, if G is abelian, can be obtained using the
generalization of loop algebra construction introduced in [ABFP08] if we know the
gradings by quotients of G on simple algebras (see, e.g., [CE18]). Other examples
include the upper triangular matrices, considered as an associative [VZ07], Lie [KY17b]
or Jordan algebra [KY17a], and certain nilpotent Lie algebras [BGR16].
The situation is more complicated if the base field is not algebraically closed. For
real closed fields (for example, the field of real numbers), all group gradings on classical
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central simple and type G2 Lie algebras were classified in [BKR18] and [EK18].
Abelian group gradings on finite dimensional simple associative superalgebras were
described in [BS06], and those on superinvolution-simple but not simple associative
superalgebras were described in [BTT09]. Both papers imposed some restrictions on
characteristic and did not consider the isomorphism problem.
The Z-gradings on classical Lie superalgebras where classified in [Kac77a]. In
[Ser84], gradings by finite cyclic groups were considered and the corresponding twisted
loop superalgebras were classified. Fine gradings on the exceptional Lie superalgebras
were classified up to equivalence in [DEM11].
For a given graded associative or Lie algebra, there is a natural concept of graded
module (see Definition 1.5). A classification of graded-simple modules over semisimple
graded Lie algebras was obtained in [EK15a, EK15b, DEK17] and further studied in
[EK17]. Gradings on a Lie superalgebra L = L0̄⊕L1̄ can be approached by considering
L1̄ as a graded module over the graded algebra L0̄. This was used in [BHSK17] for the
series Q and in [HSK19] for the series P and A (only Type I gradings for the latter,
see Definition 5.12). As already mentioned, here we will follow a different approach
to all series of classical Lie superalgebras, namely, the reduction of the problem to a
suitable associative superalgebra with superinvolution (see Section 5.1). The easiest
case for this approach is series B, which was treated in [San19].
0.5 Some applications of gradings
Given the role of Lie superalgebras in Physics, gradings on Lie superalgebras have
applications in this field. In a quantum system, quantum numbers are eigenvalues
of operators that commute with the Hamiltonian. If the symmetries of the system
are described by a Lie (super)algebra L, then a grading on L gives rise to additive
quantum numbers (see [Jeu88, Pat89, PPS02]).
Physicists are also interested in contractions of Lie (super)algebras, to compare
phenomena in system with different symmetries (see [IW53]). Many interesting contrac-
tions arise from gradings (see [MP91]): if L = ⊕g∈G Lg is a G-graded (super)algebra,
with product denoted by [·, ·], and σ : G × G → F is any map, we define Lσ to be
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G-graded (super)algebra with product determined by
∀g, h ∈ G, ∀a ∈ Lg, ∀b ∈ Lh, [a, b]σ := σ(g, h) [a, b].
If L is a Lie (super)algebra, G is abelian and σ : G×G→ F× is a symmetric 2-cocycle
(see Definition 4.32), then Lσ is again a Lie (super)algebra. In this case, the operation
is invertible: (Lσ)σ−1 = L; it is known as cocycle twist.
The twist with a non-symmetric 2-cocycle can be used to transform color Lie
algebras into Lie superalgebras. Given an abelian group G and a skew-symmetric
bicharacter ε : G×G→ F× (see Definition 2.31), a color Lie algebra with commutation
factor ε is a G-graded algebra, with product [·, ·], such that, for all g, h ∈ G, a ∈ Lg,
b ∈ Lh and c ∈ L,
(i) [a, b] = −ε(g, h) [b, a];
(ii) [a, [b, c]] = [[a, b], c] + ε(g, h) [b, [a, c]].
Note that if G is trivial, we get a Lie algebra, and if G = Z2 and ε(i, j) = (−1)ij
for all i, j ∈ Z2, we get a Lie superalgebra. It was proven in [Sch79a] (for the case
G is finitely generated) and in [BM99] (in general) that, for any color Lie algebra L,
there exists a 2-cocycle σ : G × G → F× such that Lσ is a Lie superalgebra. Hence,
one possible approach to classify simple color Lie algebras is using gradings on Lie
superalgebras (see [BP09]).
The identities defining Lie superalgebras and color Lie algebras are examples of the
so called graded polynomial identities, which are polynomial identities that hold for all
elements of specified degrees in a graded algebra. Recently, the theory of such identities
and their combinatorial characteristics have been extensively studied, especially in the
associative case (see, e.g., [BD02, GZ05, AK10, KZ10, AG13, Gor13, AH14, Gor15,
YK18, BD19, BY19]). Graded identities for certain gradings on P (n) were recently
considered in [RZ17]. A classification of all gradings on simple Lie superalgebras opens
paths for further research in this area.
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0.6 Future Research
As mentioned before, in this work we classify, up to isomorphism, all group gradings
on the 6 series of classical simple Lie superalgebras, with the exception of type A(1, 1).
The most difficult case turns out to be gradings on the series A(m,n), which contain,
in a sense, all gradings on the other 5 series (see Subsections 5.3.2 and 5.3.4). The
remaining cases to complete the classification of gradings up to isomorphism on finite
dimensional simple Lie superalgebras are types A(1, 1), F (4), G(3), D(2, 1, α) and the
Cartan types. Finally, the classification of fine gradings up to equivalence is known
only for series B, P , Q and types F (4), G(3), D(2, 1, α).
Chapter 1
Generalities on gradings
The purpose of this chapter is to introduce the basic notions and constructions involving
gradings and also to fix notation and terminology.
Let G be a group. In Section 1.1, we introduce the concepts of homogeneous
linear maps, elementary G-gradings on matrix (super)algebras, G-graded modules,
tensor product of G-graded vector spaces and (super)algebras, and supercenter of an
associative superalgebra. In Section 1.2, we define universal algebra, so we can handle
gradings on different structures (such as algebras, superalgebras and superalgebras
with superinvolution) in a uniform manner. In Section 1.3, under the assumptions that
G is abelian, F is algebraically closed and charF = 0, we present the duality between
G-gradings and Ĝ-actions for universal algebras. This allows us to transfer G-gradings
between universal algebras with different signatures (see Definition 1.15 and Theo-
rem 1.30); we will use this in Chapter 5 to get a classification of gradings on classical
Lie superalgebras from a classification of gradings on associative superinvolution-simple
superalgebras. Finally, Section 1.4 is devoted to concepts related to refinement, coars-
ening and fine gradings, where we cannot keep the grading group fixed. We introduce
set gradings on universal algebras and define equivalence of gradings and universal
grading group in this context. We warn the reader that some terms appearing in
Section 1.4 are not used consistently in the literature (see discussion in [GS19, Section
2.7]); here we follow [EK13].
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1.1 Basic concepts
In this section, we will expand on concepts discussed in the Introduction and present
some basic constructions.
Let V be a vector space. The support of a G-grading Γ : V = ⊕g∈G Vg is the subset
of G given by
supp Γ := {g ∈ G | Vg 6= 0}.
If Γ is fixed, then we may refer to supp Γ as the support of V and denote it by suppV .
Definition 1.1. Let V = ⊕g∈G Vg and W = ⊕g∈GWg be G-graded vector spaces. A
linear map T : V → W is said to be homogeneous of degree g if
∀h ∈ G, T (Vh) ⊆ Wgh.
The subspace of Hom(V,W ) consisting of all linear maps of degree g is denoted by





In the case V = W , we denote Hom(V,W )g by End(V )g and Homgr(V,W ) by Endgr(V ).
If V is finite dimensional, it is easy to see that Homgr(V,W ) = Hom(V,W ). Also,
if U is another graded vector space and S : U → V and T : V → W are homogeneous
linear maps of degrees h and g, respectively, then T ◦S is a homogeneous map of degree
gh. In particular, Endgr(V ) is a G-graded algebra (compare with Equation (0.2)).
We emphasize that by a homomorphism of graded vector spaces we mean a degree
preserving linear map, i.e., an element of Hom(V,W )e.
The following is an easy result that will be used in Chapter 4:
Lemma 1.2. Let V be a G-graded vector space. If T : V → V is a degree preserving
map, then its eigenspaces are graded subspaces of V .
Proof. Let v ∈ V be an eigenvector with eigenvalue λ ∈ F and write v = ∑g∈G vg,
where vg ∈ Vg. On the one hand, T (v) = λv =
∑
g∈G λv. On the other hand,
T (v) = ∑g∈G T (vg). Since the sum of Vg, g ∈ G, is direct, we must have that
T (vg) = λvg for all g ∈ G, and the result follows.
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As we saw above, if V is a finite dimensional vector space, then any G-grading on
V gives rise to a grading on the associative algebra End(V ); gradings of this form are
called elementary. An elementary grading can be described in matrix terms. Given
a n-tuple γ = (g1, . . . , gn) of elements in G, we can define a G-grading on Fn by
setting deg ei = gi, where {e1, . . . , en} is the canonical basis of Fn. Clearly, any finite
dimensional G-graded vector space is isomorphic to Fn endowed with such a grading.
The grading on Mn(F) induced from Fn is the following:
Definition 1.3. The elementary grading defined by an n-tuple γ = (g1, . . . , gn) ∈ Gn
on Mn(F) is the G-grading determined by
Eij = gig−1j , 1 ≤ i, j ≤ n,
where Eij denotes the matrix with 1 in the (i, j)-entry and 0 in every other entry.
Recall that the superspace V = Fm|n is defined by setting V 0̄ = Fm and V 1̄ = Fn
(see Subsection 0.3.1). Given an m-tuple γ0̄ and an n-tuple γ1̄ of elements in G, we
can consider the gradings defined as above on Fm and Fn, and, hence, a grading on
Fm|n. The corresponding grading on M(m,n) is the following:
Definition 1.4. Let γ0̄ be an m-tuple and γ1̄ be an n-tuple of elements of G. The
elementary grading defined by γ0̄ and γ1̄ on the superalgebraM(m,n) is the elementary
grading on its underlying algebra Mm+n(F) defined by the concatenation of γ0̄ and γ1̄.
It is useful to consider gradings not only on vector (super)spaces and (super)algebras,
but also on modules:
Definition 1.5. Let R = ⊕g∈GRg be a graded associative algebra and let V =⊕
g∈G Vg be a graded vector space. If V has a structure of left R-module, we say that
V is a graded left module if
∀g, h ∈ G, Rg · Vh ⊆ Vgh,
i.e., if the image of the representation ρ : R→ End(V ) is in Endgr(V ) and ρ is degree-
preserving. One can define graded right modules and graded bimodules analogously.
In the case R is a superalgebra and V is a superspace with their canonical Z2-
gradings, we say that V is a left R-supermodule. A G-graded left R-supermodule is a
G#-graded R-module (recall the definition of G# in Section 0.1).
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Example 1.6. Any graded vector space V is a graded left Endgr(V )-module, with the
natural action. Also Homgr(V,W ) is a graded (Endgr(W ),Endgr(V ))-bimodule, with
the action given by map composition.
Definition 1.7. Let Γ : V = ⊕h∈G Vh be a grading on a vector space V . Given an
element g ∈ G, the right shift of Γ by g, denoted Γ[g], is the grading obtained by
replacing every index h ∈ G by hg, i.e., Γ[g] : V = ⊕h∈G V ′h where V ′h := Vhg−1 , for
all h ∈ G. Analogously, the left shift of Γ by g is defined to be [g]Γ : V = ⊕h∈G V ′′h
where V ′′h := Vg−1h, for all h ∈ G. If Γ is fixed, we define the right (respectively, left)
shift of the graded vector space V to be the underlying vector space endowed with Γ[g]
(respectively, [g]Γ) and denote it by V [g] (respectively, [g]V ).
If V is a graded left module over a graded algebra R, then V [g] is a graded left
R-module. Furthermore, [g]R[g−1] is a graded algebra and [g]V is a graded left module
over [g]R[g−1]. Of course, similar statements hold for graded right modules.
We are now going to define tensor product of graded spaces:
Definition 1.8. Let V = ⊕g∈G Vg and W = ⊕g∈GWg be G-graded vector spaces.
The tensor product of V andW is the vector space V ⊗W endowed with the G-grading
Γ : V ⊗W = ⊕g∈G(V ⊗W )g where




If G is an abelian group and R and S are G-graded algebras, then it follows that
R⊗ S is a graded algebra with the usual multiplication: (r ⊗ s)(r′ ⊗ s′) = rr′ ⊗ ss′.
Note that, in this case, the notion of graded bimodule can be reduced to the notion of
left module, as in the ungraded case.
For superalgebras, though, following the rule of signs mentioned in Section 0.2, one
often considers a different multiplication on the tensor product:
Definition 1.9. Let R = R0̄ ⊕ R1̄ and S = S 0̄ ⊕ S 1̄ be superalgebras. We define
the superalgebra R⊗S to be the Z2-graded tensor product R⊗ S endowed with the
multiplication determined by
∀r, r′ ∈ R0̄ ∪R1̄, s, s′ ∈ S 0̄ ∪ S 1̄, (r ⊗ s)(r′ ⊗ s′) = (−1)|s||r′| rr′ ⊗ ss′.
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If one of the superalgebras has trivial canonical Z2-grading, i.e., if R = R0̄ or
S = S 0̄, then the tensor product of superalgebras coincides with the tensor product of
algebras. We will encounter this situation in Chapter 2 (see Remark 2.57).
Definition 1.10. Let R be an associative superalgebra. The center of R is the set
Z(R) = {c ∈ R | cr = rc for all r ∈ R},
i.e., the center of R seen as an algebra, and the supercenter of R is the set sZ(R) :=
sZ(R)0̄ ⊕ sZ(R)1̄, where
sZ(R)i = {c ∈ Ri | cr = (−1)i|r|rc for all r ∈ R0̄ ∪R1̄}, i ∈ Z2.
Note that sZ(R) is, by definition, a subsuperalgebra. It is easy to see (and follows
from Lemma 1.13, below, by taking trivial G) that Z(R) is also a subsuperalgebra.
Example 1.11. Let V be a vector space and consider the Grassmann superalgebra
G(V ) (Definition 0.7). Then Z(G(V )) = G(V )0̄ while sZ(G(V )) = G(V ).
Example 1.12. Consider the associative superalgebra Q(n) = Mn(F) ⊕ uMn(F).
Then Z(Q(n)) is the subspace spanned by 1 and u, so Z(Q(n)) ' Q(1), while
sZ(Q(n)) = F1.
Lemma 1.13. Let G be an abelian group and let R be an associative G-graded superal-
gebra. Then the center Z(R) and the supercenter sZ(R) are G-graded subsuperalgebras
of R.
Proof. We consider R as a G#-graded algebra. Let c ∈ Z(R) and write c = ∑g∈G# cg,











Comparing the components of degree gh = hg, where h = deg r, we conclude that
rcg = cgr for all g ∈ G#. By linearity, rcg = cgr for all r ∈ R, hence cg ∈ Z(R).
The same argument works to show that sZ(R)0̄ is graded and, with straightforward
modifications, to show that sZ(R)1̄ is graded.
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1.2 Gradings on universal algebras
In the Introduction, we defined different graded structures: vector spaces, algebras,
superspaces, superalgebras and superalgebras endowed with a super-anti-automorphism.
The language of universal algebra allows us to consider all these in a uniform fashion.
This language will be particularly convenient in Section 1.3 to formulate Theorem 1.30,
which allows us to transfer gradings between different structures. It will also be used
in Section 1.4 to define fine gradings and universal grading groups in a uniform way
(Definitions 1.39 and 1.40) rather than ad hoc for each structure.
We note that universal algebras are usually defined in the category of sets (see,
e.g., [Coh81]), but we will work in the category of vector spaces over F. This approach
was used in [Raz94] and has recently been applied to gradings (and graded identities)
in [BY19].
Definition 1.14. An n-ary operation on a vector space V is a linear map V ⊗n → V ,
where V ⊗n := V ⊗ · · · ⊗ V︸ ︷︷ ︸
n times
.
In other words, an n-ary operation is a multilinear map V n → V . In the case
n = 0, we will follow the convention that V ⊗0 := F. In particular, a 0-ary operation is
determined by its value on 1 ∈ F and, hence, 0-ary operations are constants in V .
Definition 1.15. A signature Ω is a set with a partition Ω = ⋃n≥0 Ωn. An Ω-algebra or
a universal algebra with signature Ω is a vector space A endowed with n-ary operations
ωA for each ω ∈ Ωn, for all n ≥ 0. A homomorphism between Ω-algebras A and B is a
linear map such that for every ω ∈ Ωn we have
∀a1, . . . , an ∈ A, ψ(ωA(a1 ⊗ · · · ⊗ an)) = ωB(ψ(a1)⊗ · · · ⊗ ψ(an)).
Notation 1.16. When dealing with a fixed Ω-algebra A, we will usually drop the
superscript A in the operations ω, i.e., we will identify the signature Ω with its
corresponding set of operations on A.
Example 1.17. A vector space is an Ω-algebra with Ω = ∅.
Example 1.18. An algebra A in the usual sense, with a bilinear product · : A⊗A→ A,
is an Ω-algebra with Ω = Ω2 = {·}.
26
Example 1.19. A unital algebra A with product · and unity element 1A ∈ A is
an Ω-algebra with Ω = Ω0 ∪ Ω2 where Ω0 = {ω0}, with ω0 : F → A determined by
ω0(1) := 1A, and Ω2 = {·}. An algebra A with product · and involution ϕ : A→ A is
an Ω-algebra with Ω = Ω1 ∪ Ω2, where Ω1 = {ϕ} and Ω2 = {·}. A unital algebra A
with involution ϕ is an Ω-algebra with Ω = Ω0 ∪ Ω1 ∪ Ω2, where Ω0 = {ω0}, Ω1 = {ϕ}
and Ω2 = {·}.
Example 1.20. A superspace V = V 0̄ ⊕ V 1̄ can be seen as an Ω-algebra by taking
Ω = Ω1 = {π0̄, π1̄}, where π0̄, π1̄ : V → V are the projections onto the components V 0̄
and V 1̄, respectively. A universal algebra V with this signature is a superspace if, and
only if, for all x ∈ V , we have:
(i) π0̄(x) + π1̄(x) = x;
(ii) π0̄(π1̄(x)) = π1̄(π0̄(x)) = 0.
Example 1.21. A superalgebra A = A0̄⊕A1̄ is an Ω-algebra with Ω = Ω1∪Ω2, where
Ω2 = {·}, Ω1 = {π0̄, π1̄}. An algebra A with this signature is a superalgebra if, and
only if, we have identities (i) and (ii) as above and, for all x, y ∈ A and i, j ∈ Z2,
(iii) πi(x) · πj(y) = πi+j(πi(x) · πj(y)).
Example 1.22. Similarly to Example 1.19, a superalgebra A = A0̄ ⊕ A1̄ with super-
involution ϕ : A → A is an Ω-algebra with Ω = Ω1 ∪ Ω2 where Ω1 = {π0̄, π1̄, ϕ} and
Ω2 = {·}.
Remark 1.23. The signatures in Examples 1.20 and 1.21 can be generalized for G-
graded spaces/algebras, and, if G is finite, the axioms can be stated as identities,
which allows one to define these objects as varieties of algebras (see [BY19, Section
2]), but this is not the approach we are going to follow.
Definition 1.24. A G-grading on an Ω-algebra A is a G-grading on its underlying
vector space such that, for all ω ∈ Ω, the operation ωA : A⊗n → A is degree preserving
if we consider G-gradings on tensor products A⊗n induced by the G-grading on A (see
Definition 1.8). If Γ is fixed, we say that A is a G-graded Ω-algebra. A homomorphism
of G-graded Ω-algebras is a degree-preserving homomorphism of the underlying Ω-
algebras. Given two G-gradings Γ and ∆ on a fixed Ω-algebra A, we say that Γ is
isomorphic to ∆ if (A,Γ) ' (A,∆).
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It is straightforward to check that, for each of the Examples 1.17 to 1.22, the
notions of homomorphism and G-grading as Ω-algebras coincide with the notions of
homomorphism and G-grading we had before. Note that Definition 1.24 entails that,
in a unital algebra, the unity element is homogeneous of degree e, but this is automatic
according to Definition 0.2: if we write 1 = ∑g∈G ag, with ag ∈ Ag, then, for any
h ∈ G, ah = ah1 =
∑
g∈G ahag ∈ Ah and, since ahag ∈ Ahg, the only nonzero element





1ae = ae ∈ Ae.
1.3 G-gradings and Ĝ-actions
In this section, G will be assumed to be an abelian group. We will introduce an
important tool in the theory of gradings: the duality between G-gradings and Ĝ-actions.
For the purposes of this work, it will be of special importance in Chapter 5, where we
will use Theorem 1.30 to transfer our classification of G-gradings on superinvolution-
simple superalgebras (achieved in Chapter 4) to classical Lie superalgebras.
Here Ĝ denotes the group of characters of G, i.e., Ĝ is the group whose elements
are the group homomorphisms χ : G → F×, with point-wise multiplication of maps.
We will also assume that F is algebraically closed and charF = 0, since this is the only
case we need in this work. The reader interested in arbitrary fields can refer to [EK13].
Definition 1.25. Given a G-grading Γ : V = ⊕g∈G Vg on a vector space V , we define
a Ĝ-action by
∀χ ∈ Ĝ, g ∈ G, vg ∈ Vg, χ · vg := χ(g)vg.
The corresponding representation map will be denotes by ηΓ : Ĝ→ GL(V ).
With our assumptions on G and F, it is well known that Ĝ separates points, i.e.,
given distinct elements g, g′ ∈ G, there is a character χ ∈ Ĝ such that χ(g) 6= χ(g′).
Hence, we have
∀g ∈ G, Vg = {v ∈ V | ∀χ ∈ Ĝ, χ · v = χ(g)v},
Thus, we can recover the G-grading Γ from its corresponding Ĝ-action ηΓ.
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Proposition 1.26. Let A be an Ω-algebra and Γ be a G-grading on its underlying
vector space. Then Γ is a G-grading on A if, and only if, ηΓ(Ĝ) ⊆ Aut(A).
Proof. Let ω ∈ Ωn and let a1, . . . , an ∈ A be homogeneous elements of degrees
g1, . . . , gn ∈ G, respectively. Note that a1 ⊗ · · · ⊗ an ∈ A⊗n has degree g1 · · · gn.
The element ωA(a1 ⊗ · · · ⊗ an) has degree g1 · · · gn if, and only if,
∀χ ∈ Ĝ, χ · ωA(a1 ⊗ · · · ⊗ an) = χ(g1 · · · gn)ωA(a1 ⊗ · · · ⊗ an). (1.1)
Since we have
χ(g1 · · · gn)ωA(a1 ⊗ · · · ⊗ an) = χ(g1) · · ·χ(gn)ωA(a1 ⊗ · · · ⊗ an)
= ωA
(
χ(g1)a1 ⊗ · · · ⊗ χ(gn)an
)
= ωA(χ · a1 ⊗ · · · ⊗ χ · an),
Equation (1.1) holds for all homogeneous a1, . . . , an ∈ A if, and only if, ηΓ(χ) is an
automorphism for every χ ∈ Ĝ.
The following is straightforward:
Proposition 1.27. Two G-gradings Γ and ∆ on an Ω-algebra A are isomorphic if,
and only if, there is an automorphism ψ ∈ Aut(A) such that η∆(χ) = ψ ◦ ηΓ(χ) ◦ ψ−1,
for all χ ∈ Ĝ.
If G is a finite abelian group, it is well known (see, e.g., [FH91, §1.2]) that every
action by Ĝ on a finite dimensional vector space V is diagonalizable, i.e., V can be
written as a direct sum of subspaces in which each χ ∈ Ĝ acts as a nonzero scalar λχ.
It follows that the map χ 7→ λχ is a character of Ĝ and, by duality, there is a unique
g ∈ G such that λχ = χ(g), for every χ ∈ Ĝ. In summary, every Ĝ-action corresponds
to a G-grading.
This can be extended to the case of finitely generated G by considering actions of
algebraic groups (for a background on algebraic groups, we refer to [OV90], [Arz07] or
[EK13, Appendix A]). Both Ĝ and GL(V ) have natural structures of algebraic groups
(assuming dim V <∞) and the representation ηΓ : Ĝ→ GL(V ) is a homomorphism of
algebraic groups. The algebraic group Ĝ is a quasitorus, i.e., Ĝ ' (F×)n ×Gf where
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Gf is a finite abelian group. Every algebraic representation of a quasitorus H on a
finite dimensional vector space V is diagonalizable (see, e.g., [OV90, Chapter 3, §2,
Theorem 3] or [Arz07, Theorem 1.6.13]), i.e., V can be written as a direct sum of
subspaces in which each h ∈ H acts as a nonzero scalar λh. It can be shown that
the map h 7→ λh is an algebraic character, i.e., a homomorphism of algebraic groups
H → F×. The duality can be extended to this case: for every algebraic character
λ : Ĝ→ F×, there is a unique element g ∈ G such that λχ = χ(g). We then have the
following:
Proposition 1.28. Let V be a finite dimensional vector space and assume G is
finitely generated. Then the mapping Γ 7→ ηΓ is a one-to-one correspondence between
G-gradings on V and homomorphisms of algebraic groups Ĝ→ GL(V ).
For an Ω-algebra A, it is easy to see that Aut(A) is a (Zariski) closed subgroup of
GL(A), hence an algebraic group. Therefore, Propositions 1.26 and 1.28 imply that
the following is well defined:
Definition 1.29. Let A and B be finite dimensional universal algebras, not necessarily
with the same signature, and assume G is finitely generated. Given a homomorphism
of algebraic groups θ : Aut(A)→ Aut(B) and a G-grading Γ on A, we define θ(Γ) to
be the G-grading on B corresponding to the homomorphism θ ◦ ηΓ : Ĝ→ Aut(B).
Using Proposition 1.27, we get that if Γ and ∆ are isomorphic G-gradings on A,
then θ(Γ) and θ(∆) are isomorphic G-gradings on B. Finally, we note that we can
drop the hypothesis that G is finitely generated: every G-grading Γ on A can be seen
as a grading by the subgroup generated by supp Γ, which can be used to define θ(Γ).
We summarize these considerations in the following:
Theorem 1.30. Suppose F is an algebraically closed field of characteristic 0. Let
G be an abelian group and let A and B be finite dimensional universal algebras, not
necessarily with the same signature. If there is a isomorphism of algebraic groups
Aut(A) → Aut(B), then there is a bijection between the G-gradings on A and the
G-gradings on B preserving the isomorphism classes.
We note that this sort of transfer, between algebras with different signatures, has
been used in other works, but without having the result stated formally (see, e.g.,
[EK13, Remark 1.40]).
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1.4 Refinement, coarsening and equivalence
In this section, we will introduce some concepts that do not involve a fixed grading
group. For these, it is useful to have a “group free” notion of grading:
Definition 1.31. A set grading Γ on a vector space V is a vector space decomposition
indexed by elements of a set S, i.e., Γ : V = ⊕s∈S Vs. If V is a superspace, we further
impose that each component Vs is a subsuperspace. When endowed with a fixed set
grading Γ, we say that V is a set graded vector space.
Definition 1.32. Let Γ : V = ⊕s∈S Vs and ∆ : V = ⊕t∈T Vt be set gradings on a
vector space V . We say that Γ is a refinement of ∆, or that ∆ is a coarsening of Γ, if
for every s ∈ S there is t ∈ T such that Vs ⊆ Vt. If, for some s ∈ S, this inclusion is
strict, we say that the refinement/coarsening is proper.
As in Section 1.1, we define the support of a set grading Γ : V = ⊕s∈S Vs to be the
set supp Γ := {s ∈ S | Vs 6= 0}. Note that we can always replace S by supp Γ. If ∆ is
a coarsening of Γ as above and s ∈ supp Γ, then there is a unique element t ∈ T such
that Vs ⊆ Vt. This motivates the following:
Definition 1.33. Let V be a vector space and let Γ : V = ⊕s∈S Vs be set grading.
Given a set T and a map α : S → T , the coarsening of Γ induced by α is the set grading









Before defining set gradings on Ω-algebras, we need the following:
Definition 1.34. Let V = ⊕s∈S Vs and W = ⊕t∈T Wt be set graded vector spaces. A
linear map f : V → W is said to be graded if for any s ∈ S, there is t ∈ T such that
f(Vs) ⊆ Wt.
Note that, by definition, a grading Γ is a refinement of a grading ∆ on a vector
space V if, and only if, the identity map seen as (V,Γ)→ (V,∆) is a graded map.
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Definition 1.35. Let V = ⊕s∈S Vs and W = ⊕t∈T Wt be set graded vector spaces.
The tensor product of V and W is the the vector space V ⊗W endowed with the
grading




We note that the G-grading on the tensor product of two vector spaces (Defini-
tion 1.8) is the coarsening of the set grading in Definition 1.34 induced by the map
α : G×G→ G given by α(g, h) := gh, for all g, h ∈ G.
Definition 1.36. A set grading on an Ω-algebra A is a set grading Γ : A = ⊕s∈S As
on the underlying vector space of A such that ωA : A⊗n → A is a graded linear map
for all ω ∈ Ω.
In particular, if A is an algebra in the usual sense, a set grading on A is a vector
space decomposition Γ : A = ⊕ ss∈SAs such that, for any s1, s2 ∈ S there exists s3 ∈ S
such that As1As2 ⊆ As3 .
Definition 1.37. Let A and B be Ω-algebras endowed, respectively, with set gradings
Γ : A = ⊕s∈S As and ∆ = ⊕t∈T At. An equivalence ψ : A→ B is an isomorphism of
Ω-algebras such that both ψ and ψ−1 are graded maps. If A = B and there is an
equivalence ψ : (A,Γ)→ (A,∆), we say that Γ and ∆ are equivalent gradings.
Note that an equivalence ψ : A→ B determines a bijection α : supp Γ→ supp ∆
by ϕ(As) = Bα(s).
We will now bring groups and group gradings back to the picture:
Definition 1.38. We say that a set grading Γ on an Ω-algebra A can be realized
as an (abelian) group grading if there is an (abelian) group G and a injective map
α : supp Γ→ G such that αΓ is a G-grading on A.
Definition 1.39. Let A be an Ω-algebra and let Γ be a set grading on A. We say that
Γ is a fine (abelian) group grading if it can be realized as an (abelian) group grading
but no proper refinement of Γ can.
When a grading can be realized as an (abelian) group grading, it can be done in
many different ways. But there is a special realization that has a universal property:
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Definition 1.40. Let A be an Ω-algebra and let Γ be a set grading on A. A universal
(abelian) group of Γ is a group G together with a map ι : supp Γ→ G such that ιΓ is a
G-grading and, for every (abelian) group G′ and map ι′ : supp Γ→ G′ such that ι′Γ is
a G′-grading, there is a unique group homomorphism α : G→ G′ such that ι′ = α ◦ ι,





Clearly, Γ can be realized as an (abelian) group grading if, and only if, the map ι
above is injective. Also, we can construct a universal (abelian) group using generators
and relations: we take supp Γ as the set of generators and, for each n ≥ 0 and
ω ∈ Ωn, we consider relations s1 · · · sn = sn+1 for all s1, . . . , sn, sn+1 ∈ supp Γ such
that 0 6= ωA(As1 ⊗ · · · ⊗ Asn) ⊆ Asn+1 .
Remark 1.41. Let A be an Ω-algebra, G and G′ be groups and α : G→ G′ be a group
homomorphism. If Γ : A = ⊕g∈GAg is a G-grading, then it is easy to see that αΓ is a
G′-grading. We note that, by Definition 1.40, if G is the universal group of Γ, then
every G′-grading that is a coarsening of Γ is obtained this way.
By means of the duality between gradings and actions outlined in Section 1.3, the
fine abelian group gradings on a finite dimensional algebra A over an algebraically
closed field of characteristic 0 correspond to maximal quasitori in the algebraic group
Aut(A). Moreover, the group of algebraic characters of a maximal quasitorus is the
universal abelian group of the corresponding grading.
We conclude this chapter with some comments about the two types of classification
mentioned in the Introduction: fine gradings up to equivalence and G-gradings up to
isomorphism. Any group grading on a finite dimensional algebra A is a coarsening of
a fine group grading. So, if we have a classification of fine group gradings on A up to
equivalence and know their universal groups, we can obtain any G-grading as αΓ for
some fine grading Γ and homomorphism α from the universal group of Γ to G (see
Definition 1.40). However, Γ and α are not unique and in practice it is difficult to
determine when two such induced G-gradings αΓ and β∆ are isomorphic.
On the other hand, if we know all G-gradings on A, for any G, we can try to
33
determine which of them are fine and compute their universal groups. This was done




In this chapter we review some results about graded-simple associative algebras and
extend them to superalgebras. The resulting theory will serve as a foundation for
Chapters 3 and 4. Also, in Chapter 5, gradings on the associative superalgebras
M(m,n) and Q(n) will give us the so called Type I gradings (Definition 5.12) on the
Lie superalgebras of series A and Q. Throughout this chapter, G is a fixed group and
the term algebra means associative algebra.
In Section 2.1 we recall the theory of graded-simple algebras satisfying the descend-
ing chain condition (d.c.c.) on graded left ideals (Definition 2.1), following closely
[EK13, Chapter 2], although with some differences in notation (see Definitions 2.18
and 2.20 and Remark 2.19) and proofs. In Subsection 2.1.1, we consider graded-division
algebras (Definition 2.2) and classify their graded modules of finite rank. In Subsec-
tion 2.1.2, we reduce the classification of graded-simple algebras satisfying d.c.c. on
graded left ideals to these objects: Theorem 2.23 states that every such graded algebra
is isomorphic to EndD(U), where D is a graded-division algebra and U is a graded
right D-module of finite rank, while Theorem 2.27 describes isomorphisms between
these endomorphism algebras. In Subsections 2.1.3 and 2.1.4, we specialize to finite
dimensional algebras over an algebraically closed field. In the former we parametrize
the graded-division algebras (Proposition 2.32) and give the construction of the so
called standard realizations (Definition 2.36), which are models of graded-division
algebras that are simple as algebras; in the latter, we extend the parametrization to
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graded-simple algebras to get a classification result (Theorem 2.40), and use it to
recover the well-known classifications of gradings on matrix algebras (Corollary 2.42)
and of simple associative superalgebras (Theorem 2.43).
In Section 2.2, we extend this theory to graded-simple superalgebras, by seeing them
as G#-graded algebras, where G# = G× Z2 (see Section 0.1). The subsections follow
the same pattern as in Section 2.1, adapting the definitions and results to the “super”
setting. In Subsection 2.2.1 we define graded-division superalgebras (Definition 2.46),
which can be even or odd (Definition 2.50), and parametrize their graded supermodules
of finite rank in each case. In Subsection 2.2.2, we apply Theorem 2.23 to graded-
simple superalgebras satisfying d.c.c. on graded left ideals; these graded superalgebras
can also be even or odd depending on the graded-division superalgebra involved
(Definition 2.55). In Subsection 2.2.3, we parametrize finite dimensional graded-
division superalgebras over an algebraically closed field and give standard realizations
of type Q (Definition 2.63), which are graded-division superalgebras that are simple as
superalgebras but not as algebras. In Subsection 2.2.4, we extend this parametrization
to classify even and odd graded-simple superalgebras (Theorems 2.73 and 2.74), and
obtain as corollaries the classification of gradings onM(m,n) (Corollaries 2.76 and 2.78)
and on Q(n) (Corollary 2.80).
The parameters used to classify even gradings in Section 2.2 are in terms of the
group G, but the parameters used for odd gradings are in terms of the group G#
(except when the underlying superalgebra is Q(n)). In Section 2.3, we present a
parametrization of odd gradings in terms of G (see Definition 2.81). Subsection 2.3.1
handles the general case (Corollary 2.86), while Subsection 2.3.2 handles the case where
the underlying superalgebra is M(m,n), giving necessary and sufficient conditions on
the parameters for this to be the case (Lemma 2.96 and Proposition 2.99), and also
simplifying the parametrization (Theorem 2.103).
We note that in [BS06], a description of gradings on M(m,n) and Q(n) was given,
but the isomorphism problem was not considered. A classification of gradings on
M(m,n) was obtained in [HSK19] (see also [San19]).
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2.1 Graded-simple associative algebras
In this section, we will recall the classification of gradings on matrix algebras [BSZ01,
BZ02, BK10] and, more generally, that of graded-simple algebras satisfying the d.c.c.
on one-sided graded ideals (see below). We will follow the exposition of [EK13,
Chapter 2] but use a slightly different notation for parameters, which will be extended
to superalgebras in Section 2.2.
Our main interest is in finite dimensional graded algebras. It is clear that they
satisfy the following condition:
Definition 2.1. We say that a graded algebra R satisfies the descending chain
condition (or d.c.c.) on graded left ideals if, for every sequence {Ik}k∈N of graded left
ideals such that
k ≤ ` =⇒ Ik ⊇ I`,
there is n ∈ N such that
n ≤ ` =⇒ In = I`.
As we will see in Theorem 2.23, a graded-simple algebra satisfying this condition
can be described, up to isomorphism, by a graded-division algebra D and a graded right
D-module of finite rank. This is the graded analog of a classical result of Wedderburn.
2.1.1 Graded-division algebras and their modules
It is easy to see that if a G-graded algebra R has the unit element 1, then 1 ∈ Re.
Also, if an element r ∈ Rg is invertible, then r−1 ∈ Rg−1 .
Definition 2.2. A graded-division algebra is a unital graded algebra D such that
every nonzero homogeneous element has an inverse. In this case, we may also refer to
the G-grading on the algebra D as a division grading.
Example 2.3. The group algebra FG can be regarded as a graded algebra if we
declare Fg to be the homogeneous component of degree g, for all g ∈ G. It is a
graded-division algebra since (λg)−1 = 1
λ
g−1, for all 0 6= λ ∈ F.
Example 2.4. Another example of a graded-division algebra is the matrix algebra






 = (0̄, 0̄), deg
 0 1
1 0




 = (1̄, 0̄), deg
 0 −1
1 0
 = (1̄, 1̄).
Example 2.5. Example 2.4 can be generalized to define a Z` × Z`-grading on M`(F),
given that there exists a primitive `th-root of unity ξ ∈ F. Let
A :=

1 0 0 · · · 0
0 ξ 0 · · · 0
0 0 ξ2 · · · 0
... ... ... . . . ...




0 0 0 · · · 0 1
1 0 0 · · · 0 0
0 1 0 · · · 0 0
... ... ... . . . ... ...
0 0 0 · · · 1 0

.
Note that AB = ξBA and A` = B` = 1. One can check that setting degA = (1̄, 0̄)
and degB = (0̄, 1̄) defines a grading making M`(F) a graded-division algebra.
For what follows, let us fix a graded-division algebra D. We note that De is a
division algebra in the usual sense and that, if 0 6= Xt ∈ Dt, then Dt = XtDe.
Lemma 2.6. The support T := suppD is a subgroup of G.
Proof. As noted in Section 1.2, 1 ∈ De, so e ∈ T . Given s, t ∈ T , take 0 6= Xs ∈ Ds
and 0 6= Xt ∈ Dt. Since XsXt is invertible, it is a nonzero element in Dst, hence
st ∈ T . Finally, write X−1t =
∑
g∈G dg. Then 1 = XtX−1t =
∑
g∈GXtdg and 1 =
X−1t Xt =
∑
g∈G dgXt. Since 1 ∈ De, it follows that 1 = Xtdt−1 and 1 = dt−1Xt, so
X−1t = dt−1 ∈ Dt−1 .
Lemma 2.7. The group T is the universal group of the grading on D.
Proof. Denote the division grading on D by Γ : D = ⊕t∈T Dt, considered as a set
grading, and set ι : T → T to be the identity map. Let G′ be a group and let ι′ : T → G′
be a (set-theoretic) map such that ι′Γ is a G′-grading. It is straightforward that T ,
together with ι, satisfies the universal property in Definition 1.40 if, and only if, ι′ is
a group homomorphism. To prove the latter, let 0 6= Xs ∈ Ds and 0 6= Xt ∈ Dt and
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note that XsXt is a nonzero element of Dst. When considering the grading ι
′Γ, the
elements Xs, Xt and XsXt have degrees ι′(s), ι′(t), ι′(st) ∈ G′, respectively. Since ι
′Γ
is a group grading, it also follows that XsXt has degree ι′(s)ι′(t), so we conclude that
ι′(st) = ι′(s)ι′(t), as desired.
Graded D-modules will play an important role in this work. We will now recall
their classification up to isomorphism.
Consider a graded right D-module U = ⊕g∈GUg. Note that a homogeneous
component 0 6= Ug is a De-module but, unless D = De, it is not a D-submodule. It is
easy to see that the D-span of Ug is UgT :=
⊕
t∈T Ugt.
Definition 2.8. Given a left coset x ∈ G/T , the isotypic component Ux of a graded





Clearly, U = ⊕x∈G/T Ux.
Remark 2.9. The use of the terminology “isotypic component” here is consistent with
its common use. Recall that, in representation theory, an isotypic component is
defined as the sum of all simple submodules of a given isomorphism type. Since D is a
graded-division algebra, the right modules [g]D are simple D-modules. It is easy to see
that all simple D-modules are of this form. Indeed, if V is any graded right D-module
and 0 6= v ∈ Vg, then the map [g]D→ vD given by d 7→ vd is an isomorphism. It is
also easy to see when [g]D and [g′]D are isomorphic. Of course, since supp [g]D = gT
and supp [g′]D = g′T , a necessary condition for this to happen is g′g−1 ∈ T . Conversely,
if g′g−1 ∈ T , then we can pick 0 6= c ∈ Dg′g and define an isomorphism [g]D→ [g
′]D
by d 7→ cd.
Lemma 2.10. Two graded right D-modules U and V are isomorphic if, and only if,
the isotypic component Ux is isomorphic to Vx for all x ∈ G/T .
Proof. If ψ : U → V is a homomorphism of graded right D-modules, then it is clear
that ψ(Ux) ⊆ Vx, for all x ∈ G/T , and that ψ is determined by the maps ψ Ux : Ux →
Vx, x ∈ G/T . Moreover, ψ is an isomorphism if, and only if, each ψ x is an
isomorphism.
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Lemma 2.10 reduces the problem of classifying gradedD-modules up to isomorphism
to classifying their isotypic components. We will now reduce the latter to (ungraded)
modules over the division algebra De. Note that D can be regarded as a left De-module.
Definition 2.11. Let U be a graded D-module. A De-form of U is a graded De-
submodule Ũ ⊆ U such that the map Ũ ⊗De D → U given by u ⊗ d 7→ ud is an
isomorphism of graded right D-modules. If this is the case, we will use this map to
identify Ũ⊗De D with U.
Proposition 2.12. Let U be a graded right D-module and let g ∈ G. The homogeneous
component Ug is a De-form for the isotypic component UgT .
Proof. Since theD-span of Ug is UgT , the map ψ : Ug⊗DeD→ U given by ψ(u⊗d) = ud
is surjective. To see that ψ is injective, pick 0 6= Xt ∈ Dt for every t ∈ T . Let
u ∈ Ug ⊗De D. It is easy to see that {Xt}t∈T is a De-basis for D, so we can write
u = ∑t∈T ut ⊗ Xt, with ut ∈ Ug for all t ∈ T and ut = 0 for all but finitely many
t ∈ T . We then have that ψ(u) = ∑t∈T utXt and hence, if ψ(u) = 0, we have utXt = 0,
for every t ∈ T . Since Xt is invertible, we conclude that ut = 0 for every t ∈ T and,
therefore, u = 0.
Corollary 2.13. Let U and V be graded right D-modules and fix g ∈ G. Then UgT is
isomorphic to VgT if, and only if, Ug and Vg are isomorphic as De-modules.
Since De is an (ungraded) division algebra, every right De-module has a De-basis.
By Proposition 2.12, a De-basis for Ug is a D-basis for UgT . It follows that every
isotypic component has a D-basis consisting of elements of the same degree. Since U
is the direct sum of its isotypic components, we conclude that U has a graded basis:
Definition 2.14. Let U be a graded right D-module. A D-basis B of U is said to be
a graded basis of U if all the elements in B are homogeneous (of various degrees).
Remark 2.15. Alternatively, the existence of a graded basis can be proved with the
same arguments as in the ungraded setting (using Zorn’s Lemma).
Proposition 2.16. Let U be a graded right D-module. Let B be a graded basis and
set Bx := B ∩ Ux for any x ∈ G/T . Then the sets Bx form a partition of B and the
cardinality |Bx| is independent of the choice of B and equal to dimDe Ug for any g ∈ x.
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Proof. Let B be any graded basis of U and set Bx := B ∩ Ux for all x ∈ G/T . Since
every element in B is homogeneous, B = ⋃x∈G/T Bx, and, hence, Bx is a graded basis
for Ux, for all x ∈ G/T .
We claim that each Bx has cardinality dimDe Ug, where g is an arbitrary represen-
tative of the coset x. Indeed, let Bx = {uλ}λ∈Λx For every λ ∈ Λx, choose dλ ∈ D to
be a nonzero element of degree (deg uλ)−1g ∈ T . Then, clearly B′x = {uλdλ}λ∈Λx is
also a graded basis of UgT , of the same cardinality as Bx, but with all elements having
degree g. It is easy to see that B′x is a De-basis of Ug and, therefore, it has cardinality
dimDe Ug.
Definition 2.17. We define the rank or D-dimension of a graded right module U to
be the cardinality of one (and hence any) graded basis of U, and denote it by dimD(U).
We will now restrict ourselves to graded right D-modules of finite rank.
It is clear that a graded right D-module U has finite rank if, and only if, all
isotypic components have finite rank and only finitely many of them are nonzero.
In view of Lemma 2.10, Corollary 2.13, and Proposition 2.16, this means that an
isomorphism class of such modules is determined by the map κ : G/T → Z≥0 defined
by κ(x) := dimD(Ux), which has finite support. In other words, κ is a finite multiset
in G/T , where κ(x) is viewed as the multiplicity of the point x. As usually done for
multisets, we define |κ| := ∑x∈suppκ κ(x). Clearly |κ| = dimD(U).
Definition 2.18. Given a map κ : G/T → Z≥0 with finite support, we say that a
k-tuple γ = (g1, . . . , gk) ∈ Gk, where k := |κ|, realizes κ if the number of entries gi
with gi ∈ x is equal to κ(x) for every x ∈ G/T .
Clearly, we can always choose a k-tuple γ = (g1, . . . , gk) realizing κ. We can use
any such γ to construct the graded D-module U := [g1]D ⊕ · · · ⊕ [gk]D, which is a
representative of the isomorphism class of graded D-modules determined by κ.
Remark 2.19. Both parameters, the map κ and the the k-tuple γ realizing it, have
been used in previous works. Sometimes both are present, as in [EK13] (where the
tuple is defined so that all elements belong to different left cosets and the multiplicities
are recorded as a separate tuple) and [BHSK17, HSK19]; sometimes only the tuple,
as in [BK10]; sometimes only the multiset, as in [BKR18, KY19]. Here we follow the
notation of the latter.
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A systematic way to obtain γ from κ is using a set-theoretic section ξ : G/T → G
of the natural homomorphism π : G→ G/T (i.e., a map such that π(ξ(x)) = x for all
x ∈ G/T ) and a total order ≤ on the set G/T .
Definition 2.20. Let ξ : G/T → G be a set-theoretic section of the natural homomor-
phism π : G→ G/T and let ≤ be a total order on G/T . Given a map κ : G/T → Z≥0
with finite support, set k := |κ| and let γ be the k-tuple given by putting the elements
of {ξ(x) | x ∈ suppκ} ⊆ G following the order ≤ and repeating κ(x) times each
element ξ(x). We will call γ the k-tuple realizing κ according to ξ and ≤.
Let U and V be graded right D-modules. We will denote by HomD(U,V) the vector
space of all homomorphisms from U to V as D-modules, not as graded D-modules.
In other words, the elements of HomD(U,V) do not necessarily preserve degrees. As
usual, we also denote HomD(U,U) by EndD(U).
Of course, HomD(U,V) ⊆ HomF(U,V). If dimD(U) <∞, we can say more:
Proposition 2.21. Let U and V be graded right D-modules and suppose dimD U <∞.
Then HomD(U,V) = HomgrD (U,V) is a graded subspace of Hom
gr
F (U,V) (see Defini-
tion 1.1).
Proof. Let B = {u1, . . . , u`} be a graded basis for U and C = {vi}i∈I be a graded basis
for V, set gj := deg uj and hi := deg vi, for 1 ≤ j ≤ ` and i ∈ I.
Since B is, in particular, a basis forD as a freeD-module, aD-linear map f : U→ U
can be defined by its values on the elements of B. Given 1 ≤ j ≤ `, i ∈ I, t ∈ T and
0 6= d ∈ Dt, define fi,j,d : U→ V to be the D-linear map defined by fi,j,d(ur) = δjrvid,
for every r ∈ {1, . . . , `}. It is easy to see that fi,j,d : U→ V is a homogeneous element
in HomgrF (U,V) with
deg fi,j,d = hitg−1j . (2.1)
Since B is finite, it is clear that every map in HomD(U,V) is a finite sum of maps of
the form fi,j,d, concluding the proof.
Under the conditions of Proposition 2.21, we will always consider HomD(U,V) as
a graded vector space with the grading restricted from HomgrF (U,V). Note that, in
the case U = V, this makes EndD(U) a graded algebra and U a graded left EndD(U)-
module.
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As usual, if both U and V have finite rank over D, we can represent the elements
of HomD(U,V) as matrices with entries in D. More precisely, given graded bases B =
{u1, . . . , u`} and C = {v1, . . . , vk} for U and V, respectively, we have an isomorphism
of vector spaces HomD(U,V)→Mk×`(D) given by f 7→ (dij), where f(uj) =
∑
i vidij.
Under this isomorphism, the map fi,j,d defined in the proof of Proposition 2.21,
corresponds to the matrix Eij(d) ∈ Mk×`(D), i.e., the matrix which has d in the
position (i, j) and 0 elsewhere.
Remark 2.22. Note that we can identify Mk(D) = Mk(F) ⊗F D, with Eij(d) corre-
sponding to Eij ⊗ d. In the case G is abelian, Equation (2.1) implies that the grading
on Mk(F)⊗F D is the one of the tensor product of graded algebras (see Section 1.1),
where Mk(F) has an elementary grading (see Definition 1.3).
2.1.2 Graded Wedderburn theory
Let U be a nonzero graded right D-module of finite rank. In this subsection we will
study the endomorphism algebra EndD(U). The main reason for this is Theorem 2.23,
below. Special cases of this result appeared in several works, e.g., [BSZ01, NO04, BZ02].
Here we follow [EK13, Theorem 2.6], the converse of which also holds (see [EK13, page
31]).
Theorem 2.23. Let G be a group and let R be a G-graded graded-simple associative
algebra satisfying the d.c.c. on graded left ideals. Then there are a G-graded division
algebra D and a nonzero graded right D-module U of finite rank such that R ' EndD(U)
as graded algebras.
The next question is: when are two graded algebras EndD(U) and EndD′(U′)
isomorphic? We will need the following two definitions:
Definition 2.24. Let d ∈ D be a nonzero homogeneous element. We define the inner
automorphism Intd : D→ D by Intd(c) := dcd−1, for all c ∈ D.
Definition 2.25. Let ψ0 : D′ → D be a homomorphism of graded algebras and let U
be a graded right D-module. The module induced by ψ0 is the graded right D′-module
Uψ0 which is U as a vector space, but with D′-action defined by u · d := uψ0(d), for all
u ∈ U and d ∈ D′. In the case ψ0 : D→ D is an automorphism, Uψ0 is again a graded
right D-module, called the twist of U by ψ0.
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Remark 2.26. Note that, if ψ0 is surjective, a map f : Uψ0 → Uψ0 is D′-linear if, and
only if, f is D-linear as a map U → U. In other words, EndD′(Uψ0) is the same set
as EndD(U). Nevertheless, the matrix representation of f can be different in each
case. To be more precise, note that a subset B ⊆ U is a graded D′-basis of Uψ0 if,
and only if, it is a graded D-basis of U. Such a basis gives rise to isomorphisms
Mk(D′) ' EndD′(Uψ0) and Mk(D) ' EndD(U), and it is easy to see that the matrix
representing f in Mk(D′) is equal to the result of applying ψ0 to every entry of the
matrix representing f in Mk(D).
The next result is [EK13, Theorem 2.10] with a slightly different notation:
Theorem 2.27. Let R := EndD(U) and R′ := EndD′(U′), where D and D′ are
graded-division algebras, and U and U′ are nonzero right graded modules of finite rank
over D and D′, respectively. Given an isomorphism ψ : R → R′, there is a triple
(g, ψ0, ψ1), where g ∈ G, ψ0 : [g
−1]D[g] → D′ is an isomorphism of graded algebras,
ψ1 : U[g] → (U′)ψ0 is an isomorphism of graded right D-modules, such that
∀r ∈ R, ψ(r) = ψ1 ◦ r ◦ ψ−11 . (2.2)
Conversely, given a triple (g, ψ0, ψ1) as above, Equation (2.2) defines an isomorphism of
graded algebras ψ : R→ R′. Another triple (g′, ψ′0, ψ′1) defines the same isomorphism ψ
if, and only if, there are t ∈ suppD′ and 0 6= d ∈ D′t such that g′ = gt, ψ′0 = Intd−1 ◦ψ0
and ψ′1(u) = ψ1(u)d for all u ∈ U.
For the remainder of this subsection, fix a graded-division algebra D and a nonzero
graded right D-module of finite rank U, and set R := EndD(U). Thus, U is a graded
(R,D)-bimodule.
First, we state here a well-known result about ungraded algebras, for future
reference:
Proposition 2.28. The (ungraded) algebra R = EndD(U) is simple if, and only if,
the (ungraded) algebra D is simple.
The following result is essentially [EK13, Exercise 3 on page 60].
Lemma 2.29. As a left R-module, U is graded-simple. Also, the right action of D on
U gives an isomorphism ρ : D→ EndR(U).
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Proof. By the definition of a graded module, ρ is a homomorphism of graded algebras
D→ EndgrR (U). Since D is graded-simple and ρ(1) = idU 6= 0, ρ is injective.
Let {u1, . . . , uk} be a graded D-basis of U. Given u ∈ U, define r ∈ R = EndD(U)
to be the D-linear map such that ru1 = u and rui = 0 for 1 < i ≤ k. Let f ∈ EndR(U)
and write u1f =
∑
i uidi for d1, . . . , dk ∈ D. Then






Therefore f = ρ(d1), proving that the image of ρ is the whole EndR(U).
Finally, since any nonzero homogeneous element u1 ∈ U can be included in a graded
D-basis {u1, . . . , uk}, the maps r defined as above show that U = Ru1 and, hence, U
is graded-simple as an R-module.
Recall that, if G is abelian, the center of a graded algebra is a graded subalgebra
(Lemma 1.13).
Proposition 2.30. Suppose G is abelian. Then the map ι : Z(D)→ Z(R) given by
ι(d)(u) := ud, for all d ∈ Z(D) and u ∈ U, is an isomorphism of graded algebras.
Proof. First of all, ι is well-defined. Indeed, ι(d) : U→ U is D-linear for all d ∈ Z(D),
i.e., ι(d) ∈ R = EndD(U). Now, if r ∈ R and u ∈ U, then r(ι(d)(u)) = r(ud) =
r(u)d = ι(d)(r(u)). Hence ι(d) ∈ Z(R). Clearly, deg ι(d) = deg d.
To show that ι is an isomorphism, we identify D with EndR(U) via ρ as in
Lemma 2.29. Computations analogous to the ones above show that the map ι′ : Z(R)→
Z(D) given by ι′(r)(u) := r(u) is well-defined, and it is straightforward that ι′ is the
inverse of ι.
2.1.3 Finite dimensional graded-division algebras over an al-
gebraically closed field
The classification of graded-division algebras over F involves the classification of usual
division algebras and certain cohomology sets of G (see [Kar73]), which is unattainable
in general. Fortunately, for our purposes, we only need this classification in a very
special case. For gradings on (super)involution-simple associative (super)algebras or
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simple Lie (super)algebras, we may assume that G is abelian (see Propositions 3.1
and 5.1). Also, we will restrict ourselves to finite dimensional algebras over an
algebraically closed field. Hence, for the remainder of this subsection, we will assume
that G is abelian and that F is algebraically closed.
Let D be a finite dimensional graded-division algebra and set T := suppD, so T
is a finite subgroup of G. For every t ∈ T , let us fix 0 6= Xt ∈ Dt. Since De is a
finite dimensional division algebra and F is algebraically closed, De = F and, hence,
dimF Dt = dimFXtDe = 1 for all t ∈ T .
Definition 2.31. A map b : T × T → F× is said to be a bicharacter if, for every
t ∈ T , both maps b(t, ·) : T → F× and b(·, t) : T → F× are characters. We say that a
bicharacter b is
• symmetric if b(t, s) = b(s, t) for all t, s ∈ T ;
• skew-symmetric if b(t, s) = b(s, t)−1 for all t, s ∈ T ;
• alternating if b(t, t) = 1 for all t ∈ T .
Clearly, every alternating bicharacter is skew-symmetric. The radical of a (skew-)sym-
metric bicharacter is the subgroup of T defined by
rad b := {t ∈ T | b(t, T ) = 1}.
If rad b = {e}, we say that b is nondegenerate.
Since T is abelian and every homogeneous component is one-dimensional, for any
t, s ∈ T , there exists a nonzero scalar β(t, s) such that
XtXs = β(t, s)XsXt. (2.3)
Note that β(t, s) does not depend on the choice of Xt and Xs. It is easy to see that
the map β : T × T → F× is an alternating bicharacter and that rad β is the support of
Z(D). We will say that (T, β) is the pair associated to the graded-division superalgebra
D, or that D is a graded-superalgebra associated to the pair (T, β).
The following is a consequence of a well-known result in group cohomology (see
[EK15b, Section 2.2]), but we give a different proof here for completeness (see [BZ18,
Section 4]).
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Proposition 2.32. The pair (T, β) determines the isomorphism class of the graded-
division algebra D.
Proof. Write T = 〈t1〉 × · · · × 〈tk〉 and let ni denote the order of ti, for all 1 ≤ i ≤ k.
Since F is algebraically closed, scaling Xti if necessary, we can assume Xniti = 1.
Let F be the free associative algebra generated by the symbols Yt1 , . . . , Ytk . We
can make F a T -graded algebra by assigning deg Yti := ti. Let D denote the quotient
of F by the ideal generated by
Y niti − 1 and YtiYtj − β(ti, tj)YtjYti ,
for all 1 ≤ i, j ≤ k. Since the relators are homogeneous, D is also a T -graded algebra.
Note that D depends only on T , β and the choice of the elements t1, . . . , tk ∈ T .
Also, it is clear from the relators that D is spanned by the elements of the form
Y m1t1 Y
m2
t2 · · ·Y
mk
tk , where 0 ≤ mi ≤ ni − 1. In particular dimD ≤ |T | = dimD.
Clearly, there is a unique surjective algebra homomorphism ψ : D→ D such that
ψ(Yti) = Xti , which is degree preserving. We then must have that dimD ≥ dimD, so
dimD = dimD and, therefore, ψ is an isomorphism of T -graded algebras.
There remains the question of existence of a graded-division algebra D for a given
(T, β). This, again, follows from cohomology. We give another proof for completeness.
Lemma 2.33. Let T be a finite abelian group and let β : T ×T → F× be an alternating
bicharacter. Suppose that T = A×B for subgroups A,B ⊆ T and that there are graded-
division algebras A and B associated to (A, β A×A) and (B, β B×B), respectively.
Then there is a graded-division algebra associated to (T, β). Further, if β(A,B) = 1,
then this graded-division algebra is isomorphic to A⊗B (with its usual product).
Proof. Choose elements 0 6= Xa ∈ Aa and 0 6= Xb ∈ Bb, for all a ∈ A and b ∈ B. On
the graded vector space A⊗B, define a product by
(Xa ⊗Xb)(Xa′ ⊗Xb′) := β(b, a′)(XaXa′)⊗ (XbXb′),
for all a, a′ ∈ A and b, b′ ∈ B (this construction is called colour tensor product in
[BMPZ92, page 88], and is a special case of the concept of twisted tensor product
in [CSV95]). Clearly, this makes A ⊗ B a graded algebra, and it is associative (see
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[BMPZ92]) with identity element 1A ⊗ 1B. Since the homogeneous elements in A⊗B
are scalar multiples of Xa ⊗ Xb, a ∈ A, b ∈ B, we see that it is a graded-division
algebra, and that it is associated to (T, β).
Proposition 2.34. For every pair (T, β), there is a graded-division algebra associated
to it.
Proof. We write T = 〈t1〉 × · · · × 〈tk〉 and proceed by induction on k. If k = 1, then β
must be trivial: β(ti1, t
j
1) = β(t1, t1)ij = 1, for all i, j ∈ Z. Hence, the group algebra
FT is a graded-division algebra associated to (T, β). The induction step follows from
the case k = 1 and Lemma 2.33.
If we suppose that β is nondegenerate, than we can construct a graded-division
algebra associated to (T, β) using matrices. For that, we follow [EK15a, Remark 18]
(see also [EK13, Remark 2.16]).
First of all, we can decompose the group T as A×B, where the restrictions of β
to each of the subgroups A and B are trivial (see [EK13, page 36]) and, hence, A and
B are in duality by β, i.e., the map A→ B̂ given by a 7→ β(a, ·) is an isomorphism of
groups (note that, in particular, |T | is a perfect square).
Let V be the vector space with basis {eb}b∈B (i.e., V is the vector space underlying
the group algebra FB). For each a ∈ A, define Xa ∈ End(V ) by
∀b′ ∈ B, Xa(eb′) := β(a, b′)eb′ ,
and, for each b ∈ B, define Xb ∈ End(V ) by
∀b′ ∈ B, Xb(eb′) := ebb′ .
Finally, we define Xab := XaXb, for all a ∈ A and b ∈ B.
Proposition 2.35. The operators Xt, t ∈ T form a basis of the algebra End(V ) and
define a division grading associated to (T, β).
Proof. Clearly, the operators Xa and Xb (and, hence, Xab) are invertible, for all
a ∈ A and b ∈ B. It is easy to see that XaXa′ = Xaa′ and XbXb′ = Xbb′ , for all
a, a′ ∈ A and b, b′ ∈ B. Also, Xa(Xb(eb′)) = β(a, bb′)ebb′ = β(a, b)β(a, b′)ebb′ and
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Xb(Xa(eb′)) = β(a, b′)ebb′ , so XaXb = β(a, b)XbXa. It follows that, for all t, s ∈ T ,
XtXs = β(t, s)XsXt.
It remains to show that the operators Xt, t ∈ T , form a basis of End(V ). Since
|T | = |A||B| = |B|2 and dim V = |B|, it suffices to prove linear independence. Suppose∑
a,b λabXab = 0, for some λab ∈ F. Then for each b′ ∈ B, we have that
∑
a,b
λabXab(eb′) = λabβ(a, b)β(a, b′)ebb′ = 0.
Since {ebb′} is linearly independent, we have
∑
a
λabβ(a, b)β(a, b′) = 0,
for all b, b′ ∈ B. It follows that
∑
a
λabβ(a, b)β(a, ·) = 0,
for all b ∈ B. Since β is nondegenerate, the maps β(a, ·) ∈ B̂ are all distinct characters,
and since distinct characters are linearly independent, we have λabβ(a, b) = 0, for all
a ∈ A and b ∈ B. Therefore, λab = 0, as desired.
Definition 2.36. We will refer to these matrix models of D as its standard realizations.
Note that Example 2.5 is a standard realization for (T, β) where T = Z` × Z` and
β((i, j), (i′, j′)) = ξij′−i′j, for all i, i′, j, j′ ∈ Z`.
Corollary 2.37. The graded-division algebra D is simple as an (ungraded) algebra if,
and only if, β is nondegenerate.
Proof. If β is nondegenerate, then the construction of a standard realization above
shows that (T, β) has a model with a simple algebra and, hence, D must be simple by
Proposition 2.32.
Conversely, if D is simple as an algebra, then, since F is algebraically closed, D
must be central (i.e., Z(D) = F), so rad β = {e}.
We finish with a well-known result for future reference.
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Lemma 2.38. An F-linear map ψ0 : D→ D is an automorphism of the graded algebra
D if, and only if, there is χ ∈ T̂ such that ψ0(Xt) = χ(t)Xt for all t ∈ T .
Proof. Any invertible degree-preserving linear map ψ : D → D is determined by a
map χ : T → F× such that ψ(Xt) = χ(t)Xt, for all t ∈ T . It is easy to see that ψ is an
automorphism if, and only if, χ is a group homomorphism, i.e., χ ∈ T̂ .
2.1.4 Finite dimensional graded-simple algebras over an alge-
braically closed field
We continue assuming that F is algebraically closed and that G is abelian.
If R is a graded-simple algebra then, by Theorem 2.23, R ' EndD(U), where D
is a graded-division algebra and U is graded right D-module of finite rank, say, k.
Since EndD(U) ' Mk(D), we have that R is finite dimensional if, and only if, D is
finite dimensional if, and only if, D is associated to a pair (T, β) as in the previous
subsection.
Definition 2.39. Let D be a finite dimensional graded-division algebra over an
algebraically closed field F and let U be a graded right D-module of finite rank. If D
is associated to (T, β) and U is associated to κ : G/T → Z≥0 (see Subsection 2.1.1),
we say that (T, β, κ) are the parameters of the pair (D,U).
It is easy to see that, since G is abelian, U[g] is associated to g · κ, where the
G-action on functions G/T → Z≥0 is defined as usual: (g · κ)(x) := κ(g−1x) for all
x ∈ G/T . Note that if (g1, . . . , gk) is a k-tuple realizing κ (see Definition 2.18), then
(gg1, . . . , ggk) is a k-tuple realizing g · κ.
If ψ0 : D → D′ is an isomorphism of graded algebras and U′ is a graded right
D′-module associated to κ′, it is clear that dimD′ U′x = dimD(U′x)ψ0 , for all x ∈ G/T ,
and, hence, the graded D-module (U′)ψ0 is also associated to κ′.
Thus, Theorem 2.27 becomes the following:
Theorem 2.40. Let (D,U) and (D′,U′) be pairs as in Definition 2.39, and let (T, β, κ)
and (T ′, β′, κ′) be their parameters. Then EndD(U) ' EndD′(U′) if, and only if, T = T ′,
β = β′, and κ and κ′ belong to the same G-orbit.
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It should be noted that, combining Proposition 2.28 and Corollary 2.37, we have
that EndD(U) is simple as an (ungraded) algebra if, and only if, β is nondegenerate.
If this is the case, Theorem 2.40 gives us the classification of abelian group gradings
on matrix algebras up to isomorphism:
Definition 2.41. Let n > 0 be a natural number. Given a finite subgroup T ⊆ G,
a nondegenerate bicharacter β : T × T → F× and a map κ : G/T → Z≥0 with finite
support such that |κ|
√
|T | = n, consider
(i) a standard realization D (see Definition 2.36) of a matrix algebra with a division
grading associated to (T, β);
(ii) the elementary grading (see Definition 1.3) on Mk(F) defined by a k-tuple γ of
elements of G realizing κ, where k := |κ| (see Definition 2.18).
We define ΓM(T, β, κ) to be the grading on Mn(F) given by identifying Mn(F) with
the graded algebra Mk(F)⊗D via Kronecker product, i.e.,
deg (Eij ⊗ d) = gig−1j t,
for all 1 ≤ i, j ≤ k, t ∈ T and 0 6= d ∈ Dt. The algebra Mn(F) endowed with the
grading ΓM(T, β, κ) will be denoted by M(T, β, κ).
Note that we are abusing notation in Definition 2.41. The grading ΓM(T, β, κ)
actually depends on the choices of the standard realization D and of the k-tuple γ
realizing κ. Nevertheless, its isomorphism class depends only on (T, β, κ).
Corollary 2.42 ([BK10, Theorem 2.6],[EK13, Theorem 2.27]). Every G-grading
on Mn(F) is isomorphic to ΓM(T, β, κ) as in Definition 2.41. Two such gradings
ΓM (T, β, κ) and ΓM (T ′, β′, κ′) are isomorphic if, and only if, T = T ′, β = β′ and there
is g ∈ G such that g · κ = κ′.
As an application of Theorems 2.23 and 2.40, we can obtain the classification of
finite dimensional simple superalgebras over an algebraically closed field.
Theorem 2.43 ([Wal64]). Let R be a finite dimensional simple superalgebra over an
algebraically closed field F. Then R is isomorphic to either M(m,n) or Q(n), where
m,n ∈ Z≥0. Moreover,
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(i) M(m,n) 6' Q(n′);
(ii) M(m,n) 'M(m′, n′) if, and only if, either m = m′ and n = n′, or m = n′ and
n = m′;
(iii) Q(n) ' Q(n′) if, and only if, n = n′.
Proof. Since R is simple as a Z2-graded algebra, so, by Theorem 2.23, R ' EndD(U).
Let (T, β, κ) be the parameters of (D,U). Since T ⊆ Z2, we either have T = {0̄} or
T = Z2.
If T = {0̄}, then D = F and R ' EndF(U). The isomorphism class of U is
determined by the map κ : Z2/{0̄} = Z2 → Z≥0 defined by κ(i) = dimF(Ui) for all
i ∈ Z2. In other words, the isomorphism class of U is determined by the numbers
m := κ(0̄) and n := κ(1̄). By choosing bases for U0̄ and U1̄, we get R 'M(m,n). By
Theorem 2.40, we conclude that M(m,n) 'M(m′, n′) if, and only if, either m = m′
and n = n′ (for g = 0̄), or m = n′ and n = m′ (for g = 1̄).
If T = Z2, we first note that the only alternating bicharacter β : Z2 × Z2 → F×
is the trivial one. Hence, D ' FZ2 ' Q(1) and R ' EndQ(1)(U). The isomorphism
class of U is determined by a map κ : Z2/Z2 → Z≥0, i.e., by the single number
n := κ(Z2) = dimQ(1)(U).
To conclude the proof, we will show that EndQ(1)(U) ' Q(n). By Proposition 2.12,
we can take a graded basis B for U with all elements having degree 0̄. We, then, can
write EndQ(1)(U) ' Mn(Q(1)) ' Mn(F) ⊗ Q(1) as graded algebras (Remark 2.22),
where the grading on Mn(F) is trivial. Finally, using the Kronecker product, we get
Mn(F)⊗Q(1) ' Q(1)⊗Mn(F) ' Q(n).
Definition 2.44. Let R be a finite dimensional simple associative superalgebra. If
R 'M(m,n), for some m,n ≥ 0, we say that R is of type M . If R ' Q(n), for some
n ≥ 0, we say that R is of type Q.
2.2 Graded-simple associative superalgebras
We will now adapt the results of the previous section to graded-simple superalge-
bras. For any abelian group G, we obtain a classification of G-graded graded-simple
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superalgebra over an algebraically closed field of any characteristic, following the
approach used in [HSK19] for M(m,n). A different (and more complicated) approach
was used in [BS06] to obtain a description of G-gradings (with some restrictions on
characteristic), but the isomorphism problem was not solved there.
Let G be a group. Recall that a G-graded superalgebra R can be seen as a
G# := G × Z2-graded algebra (see Section 0.1) by defining R(g,i) = Rg ∩ Ri, for all
g ∈ G and i ∈ Z2. We identify G with G× {0̄} ⊆ G#. Clearly, R is graded-simple as
a G-graded superalgebra if, and only if, it is graded-simple as a G#-graded algebra.
This allows us to easily transfer the results of the previous section to gradings on
superalgebras, but at the cost of working in the group G# instead of G.
Remark 2.45. If the canonical Z2-grading is a coarsening of the G-grading by means
of a homomorphism p : G→ Z2 (referred to as the parity homomorphism), then we
could work with the pair (G, p) instead of the group G#. Note that, in this case we
would have another isomorphic copy of G in G#, namely, the image of the embedding
g 7→ (g, p(g)), which contains the support of the G#-grading.
2.2.1 Graded-division superalgebras and their supermodules
Definition 2.46. A G-graded superalgebra D is said to be a graded-division superalge-
bra if every nonzero element which is homogeneous with respect to both the G-grading
and the canonical Z2-grading is invertible. In this case, we may also refer to the
G-grading on the superalgebra D as a division grading.
In other words, the graded-division superalgebras with respect to the G-grading
are precisely the graded-division algebras with respect to the G#-grading. Recall that
T := suppD is a subgroup of G#, so we can see D as a T -graded algebra and the
canonical Z2-grading is the coarsening by the group homomorphism p : T ⊆ G# → Z2
given by p(g, i) = i for all (g, i) ∈ G#. We will denote the kernel of p by T+, i.e.,
T+ := T ∩ (G× {0̄}) = suppD0̄. Similarly, we define T− := T ∩ (G× {1̄}) = suppD1̄.
Notation 2.47. For graded-division superalgebras we will use subscripts to refer to the
T -grading, i.e., Dt refers to the homogeneous component Dig where t = (g, i) ∈ T ⊆ G#.
Example 2.48. Let 〈u〉 be a cyclic group of order 2 and let G = 〈h〉 where h has
order at most 2. The group algebra D := F〈u〉, with canonical Z2-grading given by
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D0̄ := F1 and D1̄ = Fu, becomes a G-graded graded-division superalgebra if we declare
the G-degree of u to be h. In this case G# = 〈h〉×Z2 and T = 〈(h, 1̄)〉 ' Z2 (compare
with Example 2.3). Note that D ' Q(1) as a superalgebra.
Example 2.49. Example 2.4 can be seen as a division Z2-grading onM(1, 1), charF 6=
2. In this case, G# = Z2 × Z2.
Let U = U0̄⊕U1̄ be a graded right D-supermodule of finite rank. The isomorphism
class of the graded right D-supermodule U is, as in Subsection 2.1.1, determined by
the map κ : G#/T → Z≥0 given by κ(x) = dimD Ux for all x ∈ G#/T . We also have a
description only in terms of the group G, but for that we separate the graded-division
superalgebras in two classes:
Definition 2.50. If D = D0̄ (i.e., D1̄ = 0) we say that D is an even graded-division
superalgebra, and if D 6= D0̄ (i.e., D1̄ 6= 0) we say that D is an odd graded-division
superalgebra.
Note that if D is odd and finite dimensional, then dimF D0̄ = dimFD1̄.
Lemma 2.51. If D is odd and D 'M(m,n) as a superalgebra, then m = n.
Proof. We have that dimM(m,n)0̄ = m2 + n2 and dimM(m,n)1̄ = 2mn. Hence
dimM(m,n)0̄ = dimM(m,n)1̄ if, and only if, m = n.
Assume that D is an even graded-division superalgebra. Then both U0̄ and U1̄ are
graded D-submodules, hence we can describe their isomorphism classes, respectively,
by maps κ0̄, κ1̄ : G/T → Z≥0 given by κi(x) = dimUix for all i ∈ Z2 and x ∈ G/T .
Note that, in this case, G#/T = G#/T+ is the disjoint union of G/T and (e, 1̄) ·G/T
and, clearly, κ((g, i)T ) = κi(gT ), for all i ∈ Z2 and g ∈ G.
Now assume that D is odd. In this case, unless U = 0, the graded subspaces U0̄
and U1̄ are not D-submodules. But we can follow a different approach.
Definition 2.52. A graded basis of a graded supermodule U is said to be an even
basis if it consists only of even elements.
Let B = {uλ}λ∈Λ be any basis for U, and let 0 6= d1 ∈ D1̄. For every λ ∈ Λ, if uλ
is an odd element, let us replace it by uλd1. The resulting set is, clearly, an even basis
of U.
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Convention 2.53. If D is an odd graded-division superalgebra, we choose the graded
basis B to be an even basis.
It follows that the canonical Z2-grading on U is determined only by D. To see
that, take any even basis of U and let Ũ be its De-span. Clearly, Ũ ⊆ U0̄ and it is
a De-form of U, i.e., we can identify U = Ũ ⊗De D and, hence, U0̄ = Ũ ⊗De D0̄ and
U1̄ = Ũ⊗De D1̄.
This can also be seen from the point of view of the map κ. Note that, every coset
x ∈ G#/T has an even representative. This entails that the map ι : G/T+ → G#/T
given by ι(gT+) = (g, 0̄)T is a bijection, so we can work with κ ◦ ι, which we will, by
abuse of notation, also denote by κ.
It should be noted that, even though U0̄ and U1̄ are not D-submodules, they are
D0̄-submodules. Clearly, the map κ : G/T+ → Z≥0 above is the map associated to
both U0̄ and U1̄, and an even graded D-basis for U is a graded D0̄-basis for U0̄.
Remark 2.54. Set R := EndD(U). IfD is even, then we can identify R0̄ with EndD(U0̄)⊕
EndD(U1̄). If D is odd, then we can identify R0̄ with EndD0̄(U0̄).
2.2.2 Graded Wedderburn theory for superalgebras
Let R be a G-graded superalgebra. Note that the graded (left) superideals of R
are precisely the graded (left) ideals of R as a G#-graded superalgebra. Hence,
Theorems 2.23 and 2.27 translate to graded superalgebras by simply attaching the
“super” prefix wherever it is needed.
Let R be a graded-simple superalgebra satisfying the d.c.c. on graded left su-
perideals and write, as in Theorem 2.23, R ' EndD(U) where D is a graded-division
superalgebra and U is a graded right D-supermodule of finite rank. Since the prop-
erty of being an even or an odd a graded-division superalgebra is invariant under
isomorphism, by Theorem 2.27, we can extend Definition 2.50 to R:
Definition 2.55. If D is an even graded-division superalgebra, we say that the grading
on R is even; if D is an odd graded-division superalgebra, we say that the grading on
R is odd.
For the remaining part of this subsection, fix a graded-division algebra D and a
nonzero graded right D-module of finite rank U, and set R := EndD(U).
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By the discussion on Subsection 2.2.1, if the grading on R is even, all the information
related to the canonical Z2-grading on R is encoded in the graded right D-supermodule
U = U0̄ ⊕ U1̄. More explicitly,
R0̄ = EndD(U0̄)⊕ EndD(U1̄) andR1̄ = HomD(U0̄,U1̄)⊕ HomD(U1̄,U0̄).
This can also be seen by fixing a graded basis {u1, . . . , uk0̄} of U
0̄ and a graded
basis {uk0̄+1, . . . , uk0̄+k1̄} of U
1̄. Then R can be identified with Mk0̄|k1̄(D) as a graded
superalgebra. If G is an abelian group, following Remark 2.22, we can identify R with
the tensor product of G#-graded algebras Mk0̄|k1̄(F) ⊗D. So, R
0̄ = Mk0̄|k1̄(F)
0̄ ⊗D
and R1̄ = Mk0̄|k1̄(F)
1̄ ⊗D.
Remark 2.56. Note that, if the G-grading on R is even, we can refine the G#-grading to
a G×Z-grading by defining R−1 := HomD(U1̄,U0̄), R0 := R0̄ = EndD(U0̄)⊕EndD(U1̄)
and R1 := HomD(U0̄,U1̄).
If the grading on R is odd, then, again by the discussion on Subsection 2.2.1, all the
information about the canonical Z2-grading is encoded in D. To see it more explicitly,
let us follow Convention 2.53 and recall the maps fi,j,d ∈ R = EndD(U) defined in the
beginning of Subsection 2.1.2. Those maps generate R and, by Equation (2.1), their
parity depend only on d ∈ D.
If G is an abelian group, again, this can also be seen from the identification
R = Mk(F) ⊗ D in Remark 2.22. The grading on Mk(F) is elementary grading
defined by a tuple of elements in G = G × {0̄} and, hence, R0̄ = Mk(D) ⊗D0̄ and
R1̄ = Mk(D)⊗D1̄.
Remark 2.57. Recall that, for superalgebras, the tensor product is defined with a
different multiplication on the superspaceMk(F)⊗D (Definition 1.9). But since we are
following Convention 2.53, either Mk(F) or D will have trivial canonical Z2-grading,
hence the tensor product of superalgebras coincides with that of algebras.
Note that we already have a description of even gradings only in terms of the
group G. For odd gradings, though, we still need to describe D only in terms of the
group G, which is a harder task, and we are going to do that only for the case R is a
finite dimensional superalgebra over an algebraically closed field (see Subsection 2.2.3
and Section 2.3).
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Proposition 2.58. The superalgebra R = EndD(U) is simple if, and only if, the
superalgebra D is simple.
Proof. Pick a graded basis for U following Convention 2.53 and use it to identify R
with Mk(D) = Mk(F)⊗D, as in Remark 2.57.
It is well known that the ideals of Mk(D) are precisely the sets of the form Mk(I)
for I an ideal of D. We will prove an analog of this for superideals.
If I is a superideal, Mk(I) = Mk(F)⊗ I is also a superideal since it is spanned by
a set of Z2-homogeneous elements, namely, the elements of the form Eij ⊗ d where
1 ≤ i, j ≤ k and d ∈ I 0̄ ∪ I 1̄. Conversely, if J = Mk(I) is a superideal, then we can
write I = {d ∈ D | E11 ⊗ d ∈ J}. For every d ∈ I, write d = d0̄ + d1̄, where dα ∈ Dα,
α ∈ Z2. Since the Z2-homogeneous components of E11 ⊗ d are E11 ⊗ d0̄ and E11 ⊗ d1̄
and they belong to J , we have d0̄, d1̄ ∈ I.
We also could easily adapt the correspondence between the centers of EndD(U)
and D (Proposition 2.30) to a correspondence between supercenters. It turns out,
though, that the correspondence between centers is more useful even in the case
of superalgebras. For example, if charF 6= 2, then sZ(M(m,n)) = sZ(Q(n)) = F
while Z(M(m,n)) 6= Z(Q(n)), so we can use the centers to distinguish the types of
superalgebra (see Proposition 4.16).
2.2.3 Finite dimensional graded-division superalgebras over
an algebraically closed field
We will now focus on the case where G is abelian and F is algebraically closed. For
many of the results in this section we will also assume that charF 6= 2, but this
hypothesis is not necessary for the classification results in Subsection 2.2.4.
Let D be a finite dimensional graded-division superalgebra and consider the pair
(T, β) associated to it, where T ⊆ G# is a finite subgroup of G# and β is an alternating
bicharacter on T . As we did in Subsection 2.2.1, let p : T → Z2 be the restriction
to T of the projection on the second component of G# = G × Z2 → Z2, and set
T+ = ker p = T ∩ (G × {0̄}) and T− = T ∩ (G × {1̄}). We will also denote by β+
the restriction of β to T+ × T+. As done in Subsection 2.1.3, for every t ∈ T we fix
0 6= Xt ∈ Dt.
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It is useful to consider another bicharacter on T . We define β̃ : T × T → F× by
∀t, s ∈ T, β̃(t, s) := (−1)p(t)p(s)β(t, s). (2.4)
In other words, we have that
∀t, s ∈ T, XtXs = (−1)p(t)p(s)β̃(t, s)XsXt
(compare with Equation (2.3)). Clearly, the support of sZ(D), the supercenter of D,
is rad β̃.
The following result is the first step in the reduction of Lie colour algebras to Lie
superalgebras, due to M. Scheunert (see [Sch79a]).
Proposition 2.59. Suppose charF 6= 2. Let T be an abelian group and β̃ be a skew-
symmetric bicharacter on T . Then there is a alternating bicharacter β on T and a
group homomorphism p : T → Z2 such that β̃(t, s) = (−1)p(t)p(s)β(t, s) for all t, s ∈ T .
Proof. Since β̃ is skew-symmetric, β̃(t, t) = β̃(t, t)−1, so β̃(t, t) ∈ {±1}. Define
h : T → {±1} by h(t) := β̃(t, t), for all t ∈ T . We have that
h(ts) = β̃(ts, ts) = β̃(t, t)β̃(t, s)β̃(s, t)β̃(s, s) = h(t)h(s),
for all t, s ∈ T , so h is a group homomorphism. We define p : T → Z2 as the unique
group homomorphism such that h(t) = (−1)p(t) for all t ∈ T .
Finally, we define β : T × T → F× by β(t, s) := (−1)p(t)p(s)β̃(t, s) for all t, s ∈ T .
Clearly, β is a bicharacter and β̃(t, s) = (−1)p(t)p(s)β(t, s). It remains to show that
β is alternating: β(t, t) = (−1)p(t)p(t)β̃(t, t) = (−1)p(t)β̃(t, t) = h(t)β̃(t, t) = 1, for all
t ∈ T .
Proposition 2.59 tells us that a pair (T, β̃), where β̃ is a skew-symmetric bicharacter
on T , carries the same information as a triple (T, β, p), where β is an alternating
bicharacter and p : T → Z2 is a group homomorphism. Throughout this work we
decided to use the triples (T, β, p) to parametrize finite dimensional graded-division
superalgebras over an algebraically closed field, since we refer to the bicharacter β
and the homomorphism p frequently and also because this parametrization is valid
even in the case charF = 2. We we will say that the graded-division superalgebra D
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is associated to triple (T, β, p) if the graded-division algebra D is associated to (T, β)
and p is its parity homomorphism.
Remark 2.60. If D is considered as a G#-graded algebra, the parameter p is redundant.
Nevertheless, it is convenient to keep it since there are situations where we may want
to regard D as a T -graded algebra or as a G-graded superalgebra.
Lemma 2.61. Suppose charF 6= 2. Then rad β̃ = (rad β) ∩ T+ and, therefore,
sZ(D) = Z(D) ∩D0̄.
Proof. Let t ∈ T+. In this case β̃(t, ·) = β(t, ·), so β̃(t, T ) = 1 if, and only if,
β(t, T ) = 1. Hence (rad β̃) ∩ T+ = (rad β) ∩ T+.
Now let t ∈ T−. In this case β̃(t, t) = (−1)|t| = −1, so t 6∈ rad β̃. Therefore
rad β̃ = (rad β̃) ∩ T+, concluding the proof.
Note that if charF = 2, then β̃ = β. Hence, regardless of the characteristic, we
have that if β is nondegenerate, then so is β̃. The converse, however, is not true. In
view of Lemma 2.61, if charF 6= 2, the next result characterizes the case where β̃ is
nondegenerate but β is degenerate.
Lemma 2.62. Suppose β is degenerate. Then β+ is nondegenerate if, and only if,
(rad β) ∩ T+ = {e}. If this is the case, then rad β = 〈t1〉 for an element t1 ∈ T− of
order 2.
Proof. By definition of radical, it is clear that (rad β) ∩ T+ ⊆ rad β+, hence if β+ is
nondegenerate, then (rad β) ∩ T+ = {e}.
Conversely, suppose (rad β) ∩ T+ = {e}. Since rad β 6= {e}, there is t1 ∈ (rad β) ∩
T−. For any t′1 ∈ (rad β) ∩ T−, we have t1 t′1 ∈ (rad β) ∩ T+ = {e}, so t′1 = t−11
and, hence, t1 has order 2 and rad β = 〈t1〉. To show that β+ is nondegenerate, let
t0 ∈ rad β+. Then β(t0, T+) = 1 and, clearly, β(t0, t1) = 1. It follows that t0 ∈ rad β
and, since t0 ∈ T+, t0 = {e}, concluding the proof.
In Definition 2.36 we introduced the standard realizations for finite dimensional
graded-division algebras that are simple as algebras. We are now going to extend
this definition for finite dimensional graded-division superalgebras that are simple as
superalgebras, i.e., to include superalgebras of type Q.
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If D ' Q(n), then D0̄ ' M(n) is a graded-division algebra that is simple as
an algebra. Clearly, D0̄ is associated to the pair (T+, β+), so by Corollary 2.37
and Lemma 2.62, we have that rad β = 〈t1〉 for an element t1 ∈ T− of order 2, hence
t1 = (h, 1̄) ∈ G# for an element h ∈ G of order at most 2.
Conversely, given a finite subgroup T+ ⊆ G, a nondegenerate alternating bicharacter
β+ : T+ × T+ → F× and an element h ∈ G of order at most 2, let D0̄ be a standard
realization (see Definition 2.36) of a matrix algebra with a division grading associated
to (T+, β+), set t1 := (h, 1̄) and T := 〈t1〉 × T+, and define β : T × T → F× by
β(sti1, tt
j
1) := β+(s, t). It is clear that β is an alternating bicharacter and that rad β =
〈t1〉. If we consider Q(1) = F〈u〉 as in Example 2.48, with h the G-degree of u,
then Q(1) is the graded-division superalgebra associated to (〈t1〉, β 〈t1〉×〈t1〉). By
Lemma 2.33, D := Q(1)⊗D0̄ is the G#-graded graded-division algebra associated to
(T, β), and, via Kronecker product, it is easy to see that D is a superalgebra of type Q.
Definition 2.63. The G-graded superalgebra D := Q(1)⊗D0̄ = D0̄⊕ uD0̄, where we
declare the G-degree of u to be h, will be referred to as a standard realization of type
Q superalgebra with division grading associated to (T+, β+, h).
Corollary 2.64. The graded-division superalgebra D is simple as a superalgebra if,
and only if, (rad β) ∩ T+ = {e}. More precisely, if this is the case, then
(i) D is a superalgebra of type M if, and only if, β is nondegenerate;
(ii) D is a superalgebra of type Q if, and only if, if β is degenerate.
Proof. If D is simple as a superalgebra, then by Theorem 2.43, D ' M(m,n) or
D ' Q(n) as superalgebra. In both cases, sZ(D) = F, so β̃ is nondegenerate.
Conversely, suppose β̃ is nondegenerate. If β is nondegenerate, then D is simple as
an algebra, by Corollary 2.37. If β is degenerate, then combining Lemma 2.62 with
Lemma 2.33, we get that, as a G#-graded algebra, D ' A⊗B, where A is the graded-
division algebra associated to (rad β, β (radβ)×(radβ)) and B is the graded-division
algebra associated to (T+, β T+×T+).
By Lemma 2.62, it is easy to see that A ' Q(1), where we declare the elements of
Q(1)1̄ to have degree t1. By Lemma 2.62 and Corollary 2.37, B is a G#-graded matrix
algebra, say Mn(F), with suppB = T+. Hence, as a superalgebra, D ' A ⊗ B '
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Q(1) ⊗ Mn(F) ' Q(n), where the second isomorphism is given by the Kronecker
product.
Remark 2.65. Clearly, if charF 6= 2, Lemma 2.61 and Corollary 2.64 imply that
D is simple as a superalgebra if, and only if, β̃ is nondegenerate (compare with
Corollary 2.37).
Recall that, any nonzero G#-homogeneous element d ∈ D gives rise to the inner
automorphism Intd : D → D defined by Intd(c) := dcd−1, for all c ∈ D (Definition
2.24). We will now generalize this to graded superalgebras:
Definition 2.66. Let d ∈ D be a nonzero G#-homogeneous element. We define the
superinner automorphism sIntd : D→ D by sIntd(c) := (−1)|c||d|dcd−1, for all c ∈ D.
Proposition 2.67. Let ψ0 : D→ D be an automorphism that restricts to the identity
on Z(D) ∩D0̄. Then ψ0 = sIntXt for some t ∈ T .
Proof. By Lemma 2.38, there is a character χ ∈ T̂ such that ψ0(Xt) = χ(t)Xt,
for all t ∈ T . Since ψ0 is the identity on sZ(D), we have that χ(t) = 1 for all
t ∈ rad β̃ = (rad β) ∩ T+ = rad β̃.
Set T := T/ rad β̃ and let π : T → T denote the quotient homomorphism. It is
clear that b : T × T → F× given by b(π(s), π(t)) := β̃(s, t) is well-defined and that b is
a nondegenerate skew-symmetric bicharacter on T . Therefore the map T → T̂ given
by t 7→ b(t, ·) is a group isomorphism.
Since χ is trivial on rad β̃, there is χ̄ ∈ T̂ such that χ = χ̄ ◦ π and, since b is
nondegenerate, there is an element t ∈ T such that b(π(t), ·) = χ̄. A straightforward
computation shows that ψ0 = sIntXt .
Definition 2.68. We say that tp ∈ T is a parity element if β̃(tp, t) = (−1)p(t) for all
t ∈ T .
Clearly, tp is a parity element if, and only if, sIntXtp = ν, where ν : D → D is
the parity automorphism ν(Xt) = (−1)p(t)Xt for every t ∈ T . For Example 2.48, the
parity automorphism is given by sIntu, hence 1̄ = deg u ∈ T− is a parity element. For






hence deg d = (1̄, 0̄) ∈ T+ is a parity element.
Corollary 2.69. There always exists a parity element tp ∈ T , and the set Tp of all
parity elements in T is the coset tp(rad β̃).
Proof. Existence follows from Proposition 2.67, since the parity automorphism is trivial
on Z(D) ∩D0̄. The second assertion is clear from the definition.
We can describe the set Tp = tp(rad β̃) differently:
Lemma 2.70. Suppose charF 6= 2. If T− = ∅, then the set of all parity elements
is rad β̃ = rad β = rad β+. Otherwise, Tp ∩ T+ = (rad β+) r (rad β) and Tp ∩ T− =
(rad β) ∩ T−.
Proof. If T− = ∅, then (−1)p(t) = 1 for all t ∈ T , so Tp = rad β̃ and β̃ = β = β+. We
will now suppose T− 6= ∅.
If tp is an even parity element, then clearly tp ∈ rad β+ but tp 6∈ rad β. Conversely,
if tp ∈ rad β+ r rad β, let t1 ∈ T−. Since β(tp, T+) = 1, we have β(tp, T−) =
β(tp, t1T+) = β(tp, t1) 6= 1. Since t21 ∈ T+, β(tp, t1)2 = β(tp, t21) = 1 and, hence,
β(tp, t1) = −1, proving that tp is a parity element.
Finally, an odd element tp is a parity element if, and only if, β̃(tp, t) = (−1)p(t) =
(−1)p(tp)p(t) for all t ∈ T which, by the definition of β̃, is equivalent to β(tp, t) = 1 for
all t ∈ T . The result follows.
Note that, if charF 6= 2, then, by Lemma 2.61, all elements in Tp have the same
parity, i.e., either Tp ∩ T+ = ∅ or Tp ∩ T− = ∅.
Corollary 2.71. Let tp ∈ T be a parity element. If tp ∈ T+, then rad β = rad β̃
and rad β+ = (rad β̃) ∪ tp(rad β̃). If tp ∈ T−, then rad β = (rad β̃) ∪ tp(rad β̃) and
rad β+ = rad β̃.
2.2.4 Finite dimensional graded-simple superalgebras over an
algebraically closed field
We are now going to specialize the main results of Subsection 2.1.4 to the superalgebra
case, so we continue assuming that F is algebraically closed and that G is abelian.
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Recall from Subsection 2.2.1 that our classification of graded D-modules of finite rank
depend on D being even or odd.
Definition 2.72. Let D be a finite dimensional graded-division superalgebra over an
algebraically closed field F, associated to the triple (T, β, p), and let U be a graded
right D-supermodule of finite rank. We define the parameters of the pair (D,U) as:
(i) the quadruple (T, β, κ0̄, κ1̄), if D is even and U is associated to the maps
κ0̄, κ1̄ : G/T → Z≥0;
(ii) the quadruple (T, β, p, κ), if D is odd and U is associated to the map κ : G/T+ →
Z≥0.
Recall that for every map κ : G/T → Z≥0 with finite support, we define |κ| :=∑
x∈G/T κ(x). We, then, have that Theorem 2.40 translates the following result in the
“super” case:
Theorem 2.73. Let (D,U) and (D′,U′) be pairs as in Definition 2.72, with both D
and D′ even. Let (T, β, κ0̄, κ1̄) and (T ′, β′, κ′0̄, κ′1̄) be the parameters of (D,U) and
(D′,U′), respectively. Then EndD(U) ' EndD′(U′) if, and only if, T = T ′, β = β′,
p = p′ and there is g ∈ G such that either g · κ0̄ = κ′0̄ and g · κ1̄ = κ′1̄, or g · κ0̄ = κ′1̄
and g · κ1̄ = κ′0̄.
Theorem 2.74. Let (D,U) and (D′,U′) be pairs as in Definition 2.72, with both D
and D′ odd. Let (T, β, p, κ) and (T ′, β′, p′, κ′) be the parameters of (D,U) and (D′,U′),
respectively. Then EndD(U) ' EndD′(U′) if, and only if, T = T ′, β = β′, p = p′ and
there is g ∈ G such that κ′ = g · κ.
Gradings on simple associative superalgebras will be needed in Chapter 5 and are
interesting in their own right. Proposition 2.58 and Remark 2.65 together imply that
EndD(U) is simple as a superalgebra if, and only if, (rad β) ∩ T+ = {e}, which, in the
case charF 6= 2, is equivalent to β̃ being nondegenerate (Lemma 2.61). If this is the
case, Theorems 2.73 and 2.74 give a classification of abelian group gradings on finite
dimensional simple superalgebras, as follows. We note that, in the same way it as with
Definition 2.41, there is an abuse of notation in Definitions 2.75, 2.77 and 2.79.
We start with even gradings on superalgebras of type M :
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Definition 2.75. Let m,n ∈ Z≥0, not both zero. Given a finite subgroup T ⊆ G, a
nondegenerate bicharacter β : T × T → F× and maps κ0̄, κ1̄ : G/T → Z≥0 with finite
support such that |κ0̄|
√
|T | = m and |κ1̄|
√
|T | = n, consider:
(i) a standard realization D (see Definition 2.36) of a matrix algebra with a division
grading associated to (T, β);
(ii) the elementary grading (see Definition 1.4) onM(k0̄, k1̄) defined by (γ0̄, γ1̄), where
γ0̄ and γ1̄ are a k0̄-tuple and a k1̄-tuple of elements of G realizing κ0̄ and κ1̄,
respectively, where k0̄ := |κ0̄| and k1̄ := |κ1̄| (see Definition 2.18).
We define ΓM(T, β, κ0̄, κ1̄) to be the even grading on M(m,n) given by identifying
M(m,n) with the graded superalgebra M(k0̄, k1̄)⊗D via Kronecker product, i.e.,
deg (Eij ⊗ d) = gig−1j t,
for all 1 ≤ i, j ≤ k0̄ + k1̄, t ∈ T and 0 6= d ∈ Dt. We will denote the superalgebra
M(m,n) endowed with ΓM(T, β, κ0̄, κ1̄) by M(T, β, κ0̄, κ1̄).
Corollary 2.76. Every even G-grading on M(m,n) is isomorphic to ΓM (T, β, κ0̄, κ1̄)
as in Definition 2.75. Two such gradings ΓM(T, β, κ0̄, κ1̄) and ΓM(T ′, β′, κ′0̄, κ′1̄) are
isomorphic if, and only if, T = T ′, β = β′ and there is g ∈ G such that either g ·κ0̄ = κ′0̄
and g · κ1̄ = κ′1̄, or g · κ0̄ = κ′1̄ and g · κ1̄ = κ′0̄.
Note that ifm 6= n, then k0̄ 6= k1̄ and, hence, only the case g ·κ0̄ = κ′0̄ and g ·κ1̄ = κ′1̄
is possible.
Now let us consider the odd gradings on M(m,n). Note that in this case, by
Lemma 2.51, we have that m = n.
Definition 2.77. Let n > 0 be a natural number. Given a finite subgroup T ⊆
G#, T 6⊆ G, a nondegenerate alternating bicharacter β : T × T → F× and a map
κ : G/T+ → Z≥0 with finite support such that |κ|
√
|T | = n, consider
(i) a standard realization D (see Definition 2.36) of a matrix algebra with a division
grading associated to (T, β), viewed as a G-graded superalgebra with canonical
Z2-grading given by the projection on the second entry p : T ⊆ G# → Z2;
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(ii) the elementary grading (see Definition 1.3) on Mk(F) defined by a k-tuple γ of
elements of G realizing κ, where k := |κ| (see Definition 2.18).
We define ΓM (T, β, p, κ) to be the odd grading onM(n, n) given by identifyingM(n, n)
with the graded superalgebra Mk(F)⊗D via Kronecker product. We will denote the
superalgebra M(n, n) endowed with ΓM(T, β, p, κ) by M(T, β, p, κ).
Corollary 2.78. Every odd G-grading onM(n, n) is isomorphic to ΓM (T, β, p, κ) as in
Definition 2.41. Two such gradings ΓM (T, β, p, κ) and ΓM (T ′, β′, p, κ′) are isomorphic
if, and only if, T = T ′, β = β′, p = p′ and there is a g ∈ G such that g · κ = κ′.
Finally, we classify the gradings on the superalgebra Q(n). Note that we only have
odd gradings in this case.
Definition 2.79. Let n > 0 be a natural number. Given a finite subgroup T+ ⊆ G, a
nondegenerate bicharacter β : T+× T+ → F×, an element h ∈ G such that h2 = 1 and
a map κ : G/T+ → Z≥0 with finite support such that |κ|
√
|T+| = n, consider
(i) a standard realization D (see Definition 2.63) of a superalgebra of type Q with a
division grading associated to (T+, β+, h);
(ii) the elementary grading (see Definition 1.3) on Mk(F) defined by a k-tuple γ of
elements of G of elements of G realizing κ, where k := |κ| (see Definition 2.18).
We define ΓQ(T+, β+, h, κ) to be the grading on Q(n) given by identifying Q(n) with
the graded superalgebra Mk(F) ⊗ D via Kronecker product. We will denote the
superalgebra Q(n) endowed with ΓQ(T+, β+, h, κ) by Q(T+, β+, h, κ).
Corollary 2.80. Every G-grading on Q(n) is isomorphic to ΓQ(T+, β+, h, κ) as in
Definition 2.41. Two such gradings ΓQ(T+, β+, h, κ) and ΓQ(T ′+, β′+, h′, κ′) are iso-
morphic if, and only if, T+ = T ′+, β+ = β′+, h = h′ and there is a g ∈ G such that
g · κ = κ′.
2.3 Odd gradings on simple associative superalge-
bras in terms of G
In Section 2.2, our results about both odd graded-simple and odd simple G-graded
superalgebras were in terms of the group G#. We will now present a classification in
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term of the group G. Throughout this section, F will be assumed algebraically closed.
2.3.1 Odd graded-simple superalgebras
Let D be an odd finite dimensional graded-division superalgebra associated to (T, β, p).
It is clear that D0̄ is a graded-division algebra associated to (T+, β+). Also, given any
t1 ∈ T−, then t1 = (h, 1̄) for some h ∈ G such that h2 ∈ T+ and the map χ : T+ → F×
given by χ(t) := β(t1, t) is a character in T̂+ such that χ(h2) = 1 and χ2 = β+(h2, ·).
Definition 2.81. We say that the odd graded-division superalgebra D is associated
to the quadruple (T+, β+, h, χ). If U is a graded right D-supermodule of finite
rank associated to the map κ : G/T+ → F×, we say that (T+, β+, h, χ, κ) are the
G-parameters of the pair (D,U).
Any quadruple (T+, β+, h, χ) associated to D has enough information to recover T
and β, since T− = (h, 1̄)T+ and
∀s, t ∈ T+, ∀i, j ∈ Z, β(s ti1, t t
j
1) = β+(s, t)χ(s)−j χ(t)i, (2.5)
and, therefore, (T+, β+, h, χ) determines the isomorphism class of the graded-division
superalgebra D.
Definition 2.82. Let T+ be any finite subgroup of G and let β+ be an alternating
bicharacter on T+. A pair (h, χ) ∈ G× T̂+ is said to be (T+, β+)-admissible if h2 ∈ T+,
χ(h2) = 1 and χ2 = β+(h2, ·). We will denote the set of all (T+, β+)-admissible pairs
by O(T+, β+).
For each (T+, β+)-admissible pair (h, χ), we can construct a triple (T, β, p) corre-
sponding to a odd graded-division superalgebra. First, we set t1 := (h, 1̄) and define
T := T+ ∪ t1T−. Since h2 ∈ T+, T is a subgroup of G#. We take β : T × T → F× to
be as in the following:
Lemma 2.83. There is a unique alternating bicharacter β on T such that β T+×T+=
β+ and β(t1, t) = χ(t), for all t ∈ T+.
Proof. Clearly, a bicharacter β satisfies the conditions above if, and only if, Equa-
tion (2.5) is satisfied. It follows that there is at most one such bicharacter.
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Let T̃ be the direct product of T+ and the infinite cyclic group generated by a new
symbol τ , and let φ : T̃ → T be the unique group homomorphism such that φ(t) = t
for all t ∈ T+ and φ(τ) = t1. It is easy to see that kerφ = 〈h2τ−2〉 and that φ is
surjective.
Let us define b : T̃ × T̃ → F× by b(sτ i, tτ j) := β+(s, t)χ(s)−j χ(t)i, for all s, t ∈ T+
and i, j ∈ Z. Clearly, b is an alternating bicharacter. We claim that h2τ−2 ∈ rad b.
Indeed, for all t ∈ T+ and j ∈ Z,
b(h2τ−2, tτ j) = β+(h2, t)χ(h2)−j χ(t)−2 = χ(t)2 χ(h2)−j χ(t)−2 = χ(h2)−j = 1.
It follows that kerφ ⊆ rad b and, hence, b induces an alternating bicharacter
β : T × T → F such that b = β ◦ (φ× φ). From the definition of b, it follows that β
satisfies Equation (2.5).
Combining this with Lemma 2.33, we obtain:
Proposition 2.84. Let (h, χ) ∈ O(T+, β+). Then there exists an odd graded-division
superalgebra D associated to the quadruple (T+, β+, h, χ).
We now have a parametrization of odd graded-division superalgebras in terms
of the group G. It remains to see when different quadruples determine isomorphic
graded-division superalgebras.
We define a T+-action on O(T+, β+) by
∀ t ∈ T+, ∀ (h, χ) ∈ O(T+, β+), t · (h, χ) := (th, β+(t, ·)χ) . (2.6)
To see it is well defined, note that (th)2 = t2h2 ∈ T+, β+(t, (th)2)χ((th)2) =
β+(t, h2)χ(t2)χ(h2) = χ−2(t)χ2(t) = 1 and β+((th)2, ·) = β+(t, ·)χ, so, indeed,
t · (h, χ) ∈ O(T+, β+). It is straightforward that the axioms of action are satisfied.
Theorem 2.85. Let D and D′ be finite dimensional odd graded-division superalgebras
associated to quadruples (T+, β+, h, χ) and (T ′+, β′+, h′, χ′), respectively. Then D ' D′
as graded algebras if, and only if, T+ = T ′+, β+ = β′+, and the pairs (h, χ) and (h′, χ′)
are in the same T+-orbit in O(T+, β+).
Proof. Let (T, β, p) and (T ′, β′, p′) be the triples associated to D and D′, respectively.
By Proposition 2.32, D ' D′ if, and only if, T = T ′ and β = β′.
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Let t1 := (h, 1̄) and t′1 := (h′, 1̄). By definition, T = T ′ if, and only if, T+ = T ′+
and t1T+ = t′1T+. Clearly, the latter condition is equivalent to h′ = th for some
t ∈ T+.
Now suppose T = T ′ and let t ∈ T+ be such that h′ = th. By Lemma 2.83, β = β′
if, and only if, β+ = β′+ and β(t1, ·) = β′(t1, ·). Since t′1 = tt1, the latter condition is
equivalent to χ′ = β+(t, ·)χ.
Combining this with Theorem 2.74, we obtain:
Corollary 2.86. Let (D,U) and (D′,U′) be pairs as in Definition 2.81 and let
(T+, β+, h, χ, κ) and (T ′+, β′+, h′, χ′, κ) be the G-parameters of (D,U) and (D′,U′),
respectively. Then EndD(U) ' EndD′(U′) if, and only if, T+ = T ′+, β+ = β′+, the
pairs (h, χ) and (h′, χ′) are in the same T+-orbit in O(T+, β+), and there is g ∈ G
such that κ′ = g · κ.
2.3.2 Odd G-gradings on simple superalgebras
For specific cases, the parametrization obtained in the previous subsection can be
simplified using the following general observation about group actions, which will also
be useful in the following chapters:
Lemma 2.87. Let H be a group, let X and Y be H-sets, and let π : X → Y be an
H-equivariant map. For every y ∈ Y , the H-action on X restricts to a StabH(y)-action
on π−1(y) and, if the H-action on Y is transitive, the inclusion map π−1(y) ↪→ X
induces a bijection between StabH(y)-orbits in π−1(y) and H-orbits in X.
Proof. The first assertion is straightforward: if x ∈ π−1(y) and g ∈ StabH(y), then
g · x ∈ π−1(y).
Now suppose that the H-action on Y is transitive. It is clear that the StabH(y)-
orbit of any x ∈ π−1(y) is contained in the H-orbit of x. Conversely, given x ∈ X, by
transitivity, there is g ∈ H such that g · π(x) = y and, hence, g · x ∈ π−1(y). We claim
that the intersection of the H-orbit of x with π−1(y) is precisely the StabH(y)-orbit
of g · x. Indeed, if for some g′ ∈ H we have g′ · x ∈ π−1(y), then y = π(g′ · x) =
(g′g−1) · π(g · x) = (g′g−1) · y, so g′g−1 ∈ StabH(y).
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As an application of this lemma, we will revisit the classification of graded-division
superalgebras of type Q. Recall that in this case β+ is nondegenerate.
Let π : O(T+, β+) → T̂+ be the projection on the second entry, which is T+-
equivariant if we define the action of T+ on T̂+ by t · χ = β+(t, ·)χ, for all t ∈ T and
χ ∈ T̂+. Since β+ is nondegenerate, the map T → T̂+ sending s → β+(s, ·) is an
isomorphism of T+-sets, hence this T+-action on T̂+ is simply transitive.
By Lemma 2.87, it follows that the T+-orbits in O(T+, β+) are in bijection with
points in π−1(1), where 1 denotes the trivial character of T+. By Definition 2.82,
(h, 1) ∈ O(T+, β+), (h, 1) if, and only if, h2 ∈ T+ and h2 ∈ ker β+, that is, if, and only
if, h2 = e.
We note that, in this case, (h, 1̄) ∈ ker β, hence, in view of Lemma 2.62, we have
ker β = 〈(h, 1̄)〉 and D is isomorphic to a standard realization of a graded-division
superalgebra of type Q associated to (T+, β+, h) (see Definition 2.63). Thus, we recover
Corollary 2.80 from Corollary 2.86.
We will now focus on the case of graded superalgebras of type M . Let us fix a
finite dimensional odd graded-division superalgebra D associated to a triple (T, β, p).
Since D is odd, T− is a non-empty coset of T+ and, hence, |T | = |T+|+ |T−| = 2|T+|.
Lemma 2.88. Suppose charF = p > 0. If p divides |T |, then β is degenerate.
Proof. Let t ∈ T be an element of order p. For every s ∈ T , we have 1 = β(e, s) =
β(tp, s) = β(t, s)p, hence, since charF = p, β(t, s) = 1, i.e., t ∈ rad β.
Since we are interested in the case whenD is of typeM , i.e., that β is nondegenerate,
from now on we will assume that charF 6= 2.
We start with a necessary condition on the pair (T+, β+) for β be nondegenerate:
Proposition 2.89. If β is nondegenerate, then there is an element tp ∈ T+ of order
2 such that rad β+ = 〈tp〉. Moreover, β(tp, T−) = −1.
Proof. Consider χ ∈ T̂ given by χ(t) = (−1)p(t). Since β is nondegenerate, there is
tp ∈ T of order 2 such that χ = β(tp, ·). Since β(tp, tp) = 1 = (−1)p(tp), tp is even.
Hence tp ∈ rad β+.
If 0 6= t ∈ rad β+, using again that β is nondegenerate, there is t1 ∈ T− such that
β(t, t1) 6= 1. Since t21 ∈ T+, β(tp, t1)2 = β(t, t21) = 1. It follows that β(t, t1) = −1, and
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since T− = t1T+, β(t, s) = −1 for all s ∈ T−. Hence β(t, s) = (−1)p(s) and, therefore,
t = tp.
We note that tp is the (unique) parity element of (T, β, p) (see Definition 2.68).
As we will see in Example 2.95, not every pair (T+, β+) with | rad β+| = 2 is a
restriction of a triple (T, β, p) with β nondegenerate (see Example 2.95). Roughly
speaking, this is because some information about the squares of elements in T− is
encoded in (T+, β+). To make this precise, we will need the following:
Definition 2.90. Let H be an abelian group and b be a symmetric or skew-symmetric
bicharacter on H. For every subgroup A ⊆ H, we define the orthogonal complement
to A with respect to b to be the subgroup
A⊥ := {h ∈ H | b(h,A) = 1}.
Lemma 2.91. Let H and b be as in Definition 2.90, and suppose that H is finite and
b is nondegenerate. Then for every subgroup A ⊆ H, we have that |A⊥| = [H : A] and
(A⊥)⊥ = A.





given by t 7→ β(t, ·) is an isomorphism
of groups. Also, since β is nondegenerate, by Lemma 2.88, charF does not divide







, proving the first assertion.
Since b is symmetric or skew-symmetric, it is clear that A ⊆ (A⊥)⊥. Using the first
assertion, we have that |A| = |(A⊥)⊥| and, therefore, A = (A⊥)⊥.
Definition 2.92. Let A be an abelian group and m ∈ Z. We define A[m] := {am | a ∈
A} and A[m] := {a ∈ A | am = e}.
Note that (T+)[2] ⊆ T [2] ⊆ T+, but we can have (T+)[2] 6= T [2].
Lemma 2.93. Let H and b be as in Definition 2.90, and suppose that H is finite and
b is nondegenerate. Then, for every m ∈ Z, (H[m])⊥ = H [m].
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Proof. By Lemma 2.91, it suffices to prove that (H [m])⊥ = H[m]:
(H [m])⊥ = {h ∈ H | b(h, gm) = 1 for all g ∈ H}
= {h ∈ H | b(hm, g) = 1 for all g ∈ H}
= {h ∈ H | hm = e}
= H[m],
where we are using that b is nondegenerate in the third line.
Now suppose β is nondegenerate, let tp be as in Proposition 2.89, set G := G/〈tp〉,
let θ : G → G be the natural homomorphism, set T+ := θ(T+) and let β+ be the
bicharacter on T+ induced by β+. Note that β+ is nondegenerate. Next result explains
what was meant by “some information about the squares of elements in T−” above. It
is similar to Lemma 2.93, but does not follow from it.
Proposition 2.94. Consider θ(T [2]) and θ(T+[2]) as subgroups of T+. We have that
θ(T [2]) is the orthogonal complement of θ(T+[2]) with respect to β+, i.e., θ(T
+
[2])⊥ = θ(T [2]).
In particular, θ(T+[2])⊥ ⊆ G
[2].
Proof. By Lemma 2.91, it suffices to prove that θ(T [2])⊥ = θ(T+[2]):
θ(T [2])⊥ = {θ(t) | t ∈ T+ and β+(θ(t), θ(s2)) = 1 for all s ∈ T}
= {θ(t) | t ∈ T+ and β+(t, s2) = 1 for all s ∈ T}
= {θ(t) | t ∈ T+ and β(t2, s) = 1 for all s ∈ T}
= {θ(t) | t ∈ T+ and t2 = e}
= θ(T+[2]),
where we are using that β is nondegenerate in the fourth line.
Example 2.95. Take G := T+ := Z2 × Z4 and define β+ : T+ × T+ → F× by
β+((i, j), (i′, j′)) := (−1)ij′−i′j, for all i, j, i′, j′ ∈ Z. It is easy to see that β+ is an
alternating bicharacter and that rad β+ = 〈(0̄, 2̄)〉. We have that T+[2] = 〈(1̄, 0̄), (0̄, 2̄)〉
and, hence, θ(T+[2]) = 〈θ(1̄, 0̄)〉. Since θ(T
+
[2]) is cyclic, θ(1̄, 0̄) ∈ θ(T
+
[2])⊥. But it is clear
that θ(1̄, 0̄) 6∈ G[2], so the pair (T+, β+) cannot be obtained from a triple (T, β, p) with
β nondegenerate.
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From now on, let T+ be a finite subgroup of G and β+ be an alternating bicharacter
on T+ such that rad β+ = 〈tp〉, where tp ∈ T+ is an element of order 2, and define G, θ,
T+ and β+ as above. In Proposition 2.99, we will see that the condition θ(T+[2])⊥ ⊆ G
[2]
is sufficient to extend (T+, β+) to a triple (T, β, p) with β nondegenerate.
Lemma 2.96. Let (h, χ) ∈ O(T+, β+) and let D be a graded-division superalgebra
associated to (T+, β+, h, χ). Then D is of type M if, and only if, χ(tp) = −1.
Proof. Let (T, β, p) be the triple constructed from (T+, β+, h, χ) and let t1 = (h, 1̄).
If β is nondegenerate, then χ(tp) = β(t1, tp) = −1 by Proposition 2.89.
Conversely, assume χ(tp) = −1. Then β(tp, T−) = β(tp, t1T+) = β(tp, t1) =
χ(tp)−1 = −1. We conclude that (rad β) ∩ T− = ∅ and that tp 6∈ rad β. Also, it is
clear that (rad β) ∩ T+ ⊆ rad β+ = 〈tp〉, hence (rad β) ∩ T+ = {e} and, therefore,
rad β = {e}.
We define OM(T+, β+) := {(h, χ) ∈ O(T+, β+) | χ(tp) = −1}. Since tp ∈ rad β+,
we see that the T+-action on O(T+, β+) restricts to OM(T+, β+).
Lemma 2.97. The set Y := {χ ∈ T̂+ | χ(tp) = −1} is non-empty.
Proof. Since β+ is a nondegenerate bicharacter, by Lemma 2.88, charF does not divide
|T+|. Using that |T+| = 2|T+| and charF 6= 2, it follows that charF does not divide
|T+|. It is well-known that, in this case, every character on a subgroup of T+ can be
extended to a character of T+. We can define a character χ on 〈tp〉 by χ(tp) = −1,
and, extending χ, we conclude that Y 6= ∅.
Lemma 2.98. Given χ ∈ Y , there is a unique element a ∈ T+ such that χ2 = β+(a, ·)
and χ(a) = 1. Further, an element h ∈ G is such that (h, χ) ∈ OM(T+, β+) if, and
only if, h2 = a.
Proof. Since χ2(tp) = 1, χ2 can be seen as a character on T+. It follows that there
is a unique element ā ∈ T+ such that χ2(t̄) = β̄(ā, t̄), for all t̄ ∈ T+. We have that
θ−1(ā) = {a, atp} for some a ∈ T+. Since χ2(a) = χ2(ā) = 1, χ(a) = ±1. Relabeling
if necessary, we can assume χ(a) = 1 and χ(atp) = −1. This shows existence and
uniqueness. The “further” part follows directly from Definition 2.82.
Proposition 2.99. The set OM (T+, β+) is non-empty if, and only if, θ(T+[2])⊥ ⊆ G
[2].
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Proof. The “only if” part follows from Proposition 2.94. For the “if” part, let us fix
χ ∈ Y , which exists by Lemma 2.97, and take a ∈ T+ as in Lemma 2.98. We want to
find h ∈ G such that (h, χ) ∈ OM(T+, β+), i.e., h2 = a.
By the definition of a, for any b ∈ T+[2] we have that
β+(θ(a), θ(b)) = β+(a, b) = χ2(b) = χ(b2) = χ(e) = 1,
so θ(a) ∈ θ(T+[2])⊥ and, hence, θ(a) ∈ G
[2].
Let h ∈ G be such that θ(a) = θ(h)2, so either a = h2 or a = h2tp. If tp ∈ G[2],
we can change h if necessary to make a = h2. If tp 6∈ G[2], it is straightforward that
θ(T+[2]) = θ(T+)[2], so, using Lemma 2.93, we have
a ∈ θ(T+[2])
⊥ = (θ(T+)[2])⊥ = θ(T+)[2],
and, hence, we can take h ∈ T+. In this case, h2 satisfies the same conditions as a in
Lemma 2.98:
∀t ∈ T+, χ2(t) = β+(a, t) = β+(h2, t)
and
χ(h2) = χ2(h) = β+(a, h) = β+(θ(a), θ(h)) = β+(θ(h)2, θ(h)) = 1.
By the uniqueness of a, it follows that h2 = a, concluding the proof.
Combining Corollary 2.86 and Lemma 2.96, we can get a classification result
for finite dimensional odd graded superalgebras of type M in terms of orbits of the
T+-action on OM(T+, β+). But, as we did for Q in the end of Subsection 2.3.2, we
can simplify this classification using Lemma 2.87. To this end, define a T+-action on
Y by t · χ = β+(t, ·)χ, which is well defined since tp ∈ rad β+.
Lemma 2.100. The T+-action on Y is transitive.
Proof. Let χ, χ′ ∈ Y . We have (χ′χ−1)(tp) = 1, hence (χ′χ−1) can be seen as a
character on T+ = T+/〈tp〉. By nondegeneracy of β+, there is t ∈ T+ such that
(χ′χ−1) = β+(t̄, ·) as a character on T+. It follows that (χ′χ−1) = β+(t, ·) as a
character on T+, so χ′ = β(t, ·)χ. We conclude that χ′ = t · χ, as desired.
In the case of superalgebras of type Q, we were able to fix the character to be the
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trivial one. In the present case, we can also fix the character χ ∈ Y , but there is no
canonical choice for it.
Definition 2.101. Given χ ∈ T̂+ such that χ(tp) = −1, let a ∈ T+ be the unique
element as in Lemma 2.98. We define OM(T+, β+)χ := {h ∈ G | h2 = a}.
The projection onto the second entry π : OM(T+, β+) → Y is a T+-equivariant
map and, clearly, OM(T+, β+)χ is in bijection with π−1(χ). In what follows, for each
pair (T+, β+) we fix an arbitrary character χ ∈ Y and its corresponding element
a ∈ T+ as above.
Definition 2.102. Given a finite subgroup T+ ⊆ G, an alternating bicharacter
β+ : T × T → F× such that rad β+ is generated by an order 2 element tp ∈ T+, an
element h ∈ OM(T+, β+)χ and a map κ : G/T+ → Z≥0 with finite support, we define
ΓM(T+, β+, h, κ) to be the G-grading ΓM(T, β, p, κ) on M(n, n) (see Definition 2.77),
where n := |κ|
√
2|T+| and (T, β, p) is constructed from T+, β+, h and χ as in
Subsection 2.3.1. The superalgebra M(n, n) endowed with ΓM(T+, β+, h, κ) will be
denoted by M(T+, β+, h, κ).
Theorem 2.103. Every odd G-grading on M(n, n) is isomorphic to ΓM (T+, β+, h, κ)
as in Definition 2.102. Two such gradings ΓM(T+, β+, h, κ) and ΓM(T ′+, β′+, h′, κ′)
are isomorphic if, and only if, T+ = T ′+, β+ = β′+, h′ ∈ {h, htp} and there is g ∈ G
such that κ′ = g · κ.
Proof. From Corollary 2.78, every grading is isomorphic to one of this form. The
isomorphism condition follows from Corollary 2.86 and Lemma 2.87, by noting that,





In this and in the next chapter we will study graded associative superalgebras with
superinvolution. Here we will focus on the graded-simple case, adapting the approach
of [Eld10] (see also [EK13, Section 2.4]) to superalgebras. We also take inspiration
from [BKR18], even though we do not use results from there. As we will see in
Chapter 5 (assuming that F is algebraically closed and charF = 0), the gradings on
superinvolution-simple associative superalgebras making them graded-simple give us
all gradings on the Lie superalgebras of series B, C, D and P and the Type II gradings
(Definition 5.12) on the Lie superalgebras of series A and Q, except for type A(1, 1).
Throughout this chapter, the term (super)algebra will mean associative (su-
per)algebra. We start in a very general setting, adding more assumptions as the
chapter develops. In Section 3.1, we introduce the concept of superdual for graded
supermodules over a graded-division superalgebra D and for D-linear maps between
them. In Sections 3.2 to 3.4, we deal with graded-simple superalgebras satisfying d.c.c.
on graded left superideals, over an arbitrary field. Sections 3.2 and 3.3 handle the
problem more abstractly: in the former, we describe super-anti-automorphisms in
terms of sesquilinear forms (see Definition 3.13 and Theorem 3.18) and, in the latter, we
solve the isomorphism problem for graded superalgebras with super-anti-automorphism
in terms of this description (see Theorem 3.27 and Corollary 3.29). In Section 3.4,
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we express super-anti-automorphisms in the language of matrices with entries in D
(Proposition 3.32). In Section 3.5, we study necessary and sufficient conditions on
the sesquilinear form for the super-anti-automorphism to be involutive, assuming that
the homogeneous components of the graded-division superalgebra are 1-dimensional
(Theorem 3.37). Finally, Section 3.6 is devoted to classification results (up to isomor-
phism) assuming the base field is algebraically closed with characteristic different from
2. It is divided into three subsections: Subsection 3.6.1 deals with graded-division
superalgebras, Subsection 3.6.2 with graded supermodules with sesquilinear forms and
Subsection 3.6.3 with graded-simple superalgebras with superinvolution. The main
classification result is Theorem 3.54.
We will assume the grading group G to be abelian. We can do this without loss of
generality because of the next result, which is a generalization of [BSZ05, Theorem 1]
(see also [EK13, Proposition 2.49] and its proof, which works in this more general
situation).
Proposition 3.1. Let (R,ϕ) be an associative G-graded superalgebra with super-anti-
automorphism. If R does not have nonzero proper graded ϕ-invariant superideals, then
the subgroup of G generated by the support of R is abelian.
3.1 The superdual
Let D be a graded-division superalgebra. We start with the definition of the superdual
for G-graded D-supermodules or, equivalently, the dual for G#-graded D-modules (see
[EK13, Definition 2.56]).
Definition 3.2. Let U be a graded right D-supermodule of finite rank. The superdual
of U is defined to be U? := HomD(U,D), with its usual G#-grading (see Proposi-
tion 2.21). We give U? the structure of a graded left D-module: if d ∈ D and f ∈ U?,
then we define (df)(u) = d f(u) for all u ∈ U.
We have used right supermodules over a graded-division superalgebra to classify
graded-simple superalgebras (see Subsections 2.1.1 and 2.2.1). Hence, it is convenient
to see the superdual of a right supermodule again as a right supermodule over a
suitable graded-division superalgebra.
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Definition 3.3. Let R be a G-graded superalgebra. We define the superopposite G-
graded superalgebra Rsop to be R as a graded superspace, but with a different product.
When an element r ∈ R is regarded as an element of Rsop, we will denote it by r̄. The
product on Rsop is defined by r̄ s̄ = (−1)|r||s| sr for all r, s ∈ R0̄ ∪R1̄.
Note that Rsop being a G-graded superalgebra depends on the assumption that G
is abelian.
Remark 3.4. If ϕ : R→ S is a super-anti-isomorphism between the G-graded super-
algebras R and S, then the map ϕ can be viewed as an isomorphism R → Ssop or
Rsop → S.
It is easy to see that Dsop is also a graded-division superalgebra. If V is a graded left
D-supermodule, then we can regard V as a graded right Dsop-supermodule by means
of the action vd̄ := (−1)|d||v|dv, for all d ∈ D0̄ ∪D1̄ and v ∈ V0̄ ∪ V1̄. In particular, if
U is as in Definition 3.2, then the left D-supermodule U? can be regarded as a graded
right Dsop-supermodule.
Definition 3.5. Let U and V be graded right D-modules of finite rank. Given a
homogeneous D-linear map L : U→ V, we define the superdual of L to be the F-linear
map L? : V? → U? defined by
L?(f) = (−1)|L||f |f ◦ L,
for all f ∈ (V?)0̄ ∪ (V?)1̄. It is easy to see that L? is Dsop-linear. We extend the
definition of superdual to every map in HomD(U,V) by linearity.
Definition 3.6. If B = {u1, . . . , uk} is a graded basis, we can consider its two
superdual bases ?B = {?u1, . . . , ?uk} and B? = {u?1, . . . , u?k} in U?, where ?ui : U→ D
is defined by ?ui(uj) = δij and u?i : U→ D is defined by u?i (uj) = (−1)|ui||uj |δij . Clearly,
deg(?ui) = deg(u?i ) = (deg ui)−1.
Remark 3.7. In the case D = F, if we denote by [L] the matrix of L with respect
to the graded bases B of U and C of V, then the supertranspose [L]s> is the matrix
corresponding to L? with respect to the superdual bases C? and B?.
Since U? is a graded right Dsop-supermodule of finite rank, we can define U?? :=
HomDsop(U?,Dsop), which is a graded left Dsop-supermodule and, hence, a graded
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right D-supermodule. As with finite dimensional vector spaces, there is a canonical
isomorphism U→ U??:
Lemma 3.8. The F-linear map εU : U → U?? defined by εU(u)(f) = (−1)|u||f | f(u),
for all u ∈ U0̄ ∪ U1̄ and f ∈ (U?)0̄ ∪ (U?)1̄, is an isomorphism of graded right D-
supermodules.
Proof. For brevity, we will write ε for εU. First we check that ε(u) belongs to U??, i.e.,
it is a Dsop-linear map. Let f ∈ (U?)0̄ ∪ (U?)1̄ and d ∈ D0̄ ∪D1̄. Then,
ε(u)(fd̄) = (−1)|u||fd̄| fd̄(u) = (−1)|u|(|f |+|d|) (−1)|f ||d| df(u)
= (−1)|u||f |+|u||d|+|f ||d|(−1)(|f |+|u|)|d| f(u) d̄
= (−1)|u||f | f(u)d̄ = ε(u)(f)d̄.
It is easy to see that ε(u) has the same G#-degree as u, for all u ∈ U.
To show D-linearity of ε, we compute:
ε(ud)(f) = (−1)|ud||f | f(ud) = (−1)(|u|+|d|)|f | f(u)d
= (−1)|u||f |+|d||f |(−1)(|f |+|u|)|d|d̄ f(u)
= (−1)|u||f |+|d||u|d̄ f(u) = (−1)|d||u|d̄ ε(u)(f),
for all f ∈ (U?)0̄ ∪ (U?)1̄, so
ε(ud) = (−1)|d||u|d̄ε(u) = ε(u)d.
To see that ε is an isomorphism, let {u1, . . . , uk} be a graded basis of U. We have
that ε(ui)(u?j) = (−1)|ui||uj | u?j(ui) = δij, i.e., ε(ui) = ?(u?i ) = (?ui)?. Therefore, ε sends
a graded basis to a graded basis, concluding the proof.
We note in passing that the sign in the definition of εU is essential: without it, εU
would not be well-defined in the case of odd D.
Definition 3.9. Let U and V be graded right D-supermodules of finite rank. For
every D-linear map L : V? → U?, we define ?L : U → V to be the map ε−1V ◦ L? ◦ εU,
where εU and εV are as in Lemma 3.8.
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The following result is a straightforward computation:
Proposition 3.10. Let U be a nonzero graded right D-supermodule of finite rank.
The map EndD(U) → EndDsop(U?) defined by L 7→ L? is a degree-preserving super-
anti-isomorphism and its inverse is given by L 7→ ?L.
Since G is abelian, G#/T is a group and, hence, the map G#/T → G#/T given
by x 7→ x−1 is well-defined. From the construction of the superdual basis, it is easy
to see that dimD Ux = dimDsop U?x−1 , for all x ∈ G#/T . Hence, if κ : G#/T → Z≥0
is the map associated to U as a G#-graded right D-module (see Subsection 2.1.1),
then κ? : G#/T → Z≥0 defined by κ?(x) = κ(x−1) is the map associated to U? as a
G#-graded right Dsop-module.
It is straightforward to translate this to the maps G/T → Z≥0 (even D) and
G/T+ → Z≥0 (odd D) associated to the G-graded supermodule U, as in Subsec-
tion 2.2.1. If D is even and κ0̄, κ1̄ are the maps associated to U, then κ?0̄, κ?1̄ are the
maps associated to U?. If D is odd and κ is the map associated to U, then κ? is the
map associated to U?.
Finally, let us assume that F is algebraically closed and D is finite dimensional. If
(T, β, p) is the triple associated to D, then it is clear that suppDsop = T and that the
parity map for Dsop is also p. Moreover, if s, t ∈ T , 0 6= Xs ∈ Ds and 0 6= Xt ∈ Dt,
then, following the notation in Definition 3.3, we have:
XsXt = (−1)|s||t|XtXs = (−1)|s||t| β(t, s)XsXt = β(t, s)XtXs = β(s, t)−1XtXs.
We conclude that (T, β−1, p) is the triple associated to Dsop.
3.2 Super-anti-automorphisms and
sesquilinear forms
Let D be a graded-division superalgebra and let U be a nonzero graded right D-
supermodule of finite rank. Consider the graded superalgebra R := EndD(U). Then U
is an (R,D)-superbimodule. By Lemma 2.29, we have a natural identification between
D and EndR(U).
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As we saw on Section 3.1, U? = HomD(U,D) is a graded right Dsop-supermodule,
through fd̄ = (−1)|f ||d|df . Also, we can make U? a graded right R-supermodule by
defining (fr)(u) := f(ru) for all f ∈ U?, r ∈ R and u ∈ U (i.e., fr = f ◦ r, since
R = EndD(U)). Hence, we can consider U? as a graded left Rsop-supermodule via
r̄f = (−1)|r||f |fr, and, in this way, U? becomes an (Rsop,Dsop)-superbimodule.
Lemma 3.11. As a left Rsop-supermodule, U? is graded-simple. Also, the right action
of Dsop on U? gives an isomorphism Dsop → EndRsop(U?).
Proof. By definition of the superdual of an operator, the left Rsop-action on U?
corresponds to the representation Rsop → EndDsop(U?) given by r 7→ r?, which is an
isomorphism since U is a graded D-supermodule of finite rank (Proposition 3.10).
Identifying Rsop and EndDsop(U?) via this isomorphism, we can apply Lemma 2.29.
Now let ϕ : R → R be a super-anti-automorphism that preserves the G-degree
(i.e., is homogeneous of degree e with respect to the G-grading). We can see it as an
isomorphism R → Rsop, r 7→ ϕ(r), and use it to identify R with Rsop. In particular,
we will make the left Rsop-action on U? into a left R-action via r · f = ϕ(r)f , for all
r ∈ R and all f ∈ U?. In other words,
r · f = (−1)|r||f |f ◦ ϕ(r). (3.1)
We will now consider U? as an (R,Dsop)-superbimodule. In particular, the superal-
gebra EndR(U?) should be understood as the set of R-linear maps with respect to the
R-action on the left (which is the same set as EndRsop(U?)). Also, since the action is
on the left, we will follow the convention of writing R-linear maps on the right.
From Lemma 3.11, it follows that U? is a simple graded left R-supermodule and
that we can identify Dsop with EndR(U?) = EndRsop(U?). But from [EK13, Lemma
2.7], R has only one graded-simple supermodule up to isomorphism and shift, hence
there is an invertible R-linear map ϕ1 : U→ U? which is homogeneous of some degree
(g0, α) ∈ G#. Fix one such ϕ1.
Lemma 3.12. A map ϕ′1 : U→ U? is R-linear and homogeneous with respect to the
G#-grading if, and only if, there is an element d̄ ∈ Dsop = EndR(U?) homogeneous
with respect to the G#-grading such that ϕ′1 = ϕ1d̄, where juxtaposition represents
composition of maps written on the right.
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Proof. This follows from the fact that ϕ−11 ϕ′ ∈ Dsop = EndR(U?) if, and only if,
ϕ′ ∈ HomR(U,U?).
We will use the R-linear map ϕ1 to construct a nondegenerate sesquilinear form B
on U.
Definition 3.13. We say that a map B : U×U→ D is a sesquilinear form on U if it
is F-bilinear, G#-homogeneous if considered as a linear map U⊗ U→ D, and there is
ϕ0 : D→ D a degree-preserving super-anti-automorphism such that, for all u, v ∈ U
and d ∈ D,
(i) B(u, vd) = B(u, v)d;
(ii) B(ud, v) = (−1)(|B|+|u|)|d|ϕ0(d)B(u, v).
If we want to specify the super-anti-automorphism ϕ0, we will say that B is sesquilinear
with respect to ϕ0 or that B is ϕ0-sesquilinear. The (left) radical of B is the set
radB := {u ∈ U | B(u, v) = 0 for all v ∈ U}. We say that the form B is nondegenerate
if radB = 0.
Lemma 3.14. Let B 6= 0 be a sesquilinear form on U. Then there is a unique
super-anti-automorphism ϕ0 on D such that B is sesquilinear with respect to ϕ0.
Proof. Since B 6= 0, there are homogeneous elements u, v ∈ U such that B(u, v) 6= 0
and, hence, B(u, v) is an invertible element of D. Suppose B is sesquilinear with
respect to super-anti-automorphisms ϕ0 and ϕ′0 on D. Then, for all d ∈ D0̄ ∪D1̄, we
have
B(ud, v) = (−1)(|B|+|u|)|d|ϕ0(d)B(u, v) = (−1)(|B|+|u|)|d|ϕ′0(d)B(u, v)
and, therefore, ϕ0(d) = ϕ′0(d).
Suppose for now that a degree-preserving super-anti-automorphism ϕ0 : D→ D
is given. We can use it to define a right D-action on U? by interpreting it as an
isomorphism from D to Dsop and putting
f · d := fϕ0(d), (3.2)
for all f ∈ U? and d ∈ D. Using this action, we have EndD(U?) = EndDsop(U?). We
also have the following:
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Proposition 3.15. Let ϕ0 : D→ D be a a degree-preserving super-anti-automorphism
and consider the right D-supermodule structure on U? given by Equation (3.2). Then
the ϕ0-sesquilinear forms B : U × U → D are in a one-to-one correspondence with
the homogeneous D-linear maps θ : U→ U? via B 7→ θ where θ(u) := B(u, ·), for all
u ∈ U or, inversely, θ 7→ B where B(u, v) := θ(u)(v), for all u, v ∈ U. Moreover, B is
nondegenerate if, and only if, θ is an isomorphism.
Proof. Suppose B is given. Condition (i) of Definition 3.13 tells us that θ defined this
way is, indeed, a map from U to U?. Also, it is easy to check that θ is homogeneous of
the same parity and degree as B.
Recalling the left D-action on U?, condition (ii) tells us that, for all u ∈ U and
d ∈ D,
θ(ud) = (−1)|d|(|θ|+|u|)ϕ0(d)θ(u),
which, by the definition of the right Dsop-action on U?, is equivalent to θ(ud) =
θ(u)ϕ0(d), i.e., θ is, indeed, D-linear considering the left D-action on U? given by
Equation (3.2).
To show that the correspondence is bijective, note that all the considerations above
can be reversed when, given θ : U→ U?, we define B(u, v) := θ(u)(v).
The “moreover” part follows from the fact that radB = ker θ, so the nondegeneracy
of B is equivalent to θ being injective. But U and U? have the same (finite) rank over
D, so θ is injective if, and only if, it is bijective.
Coming back to our map ϕ1 : U→ U? and using the identifications D = EndR(U)
and Dsop = EndR(U?) introduced above, consider the map D → Dsop sending d 7→
(−1)|d||ϕ1|ϕ−11 dϕ1, where juxtaposition denotes composition of maps on the right. It is
straightforward to check that this map is an isomorphism and, hence, we can consider
it as a super-anti-automorphism ϕ0 : D→ D. Then, for all u ∈ U and d ∈ D, we have
(ud)ϕ1 = u(dϕ1) = u(ϕ1ϕ−11 dϕ1) = (−1)|d||ϕ1|(uϕ1)ϕ0(d). (3.3)
Definition 3.16. Let V and V′ be left R-supermodules and let ψ : V → V′ be a
Z2-homogeneous R-linear map. We define ψ◦ : V → V′ to be the following map,
written on the left:
∀v ∈ V0̄ ∪ V1̄, ψ◦(v) = (−1)|ψ||v|vψ.
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For example, using the identification Dsop = EndR(U?) as before, the left D-action
on U? is given by df = d̄◦(f), for all d ∈ D and f ∈ U?.
Lemma 3.17. Under the conditions of Definition 3.16, we have that, for all r ∈ R0̄∪R1̄
and v ∈ V, ψ◦(rv) = (−1)|ψ||r|rψ◦(v). Further, given another Z2-homogeneous R-linear
map τ : V′ → V′′, we have (ψτ)◦ = (−1)|ψ||τ |τ ◦ψ◦.
Using the notation just introduced, we can rewrite Equation (3.3) as follows:
ϕ◦1(ud) = (−1)|ϕ1|(|u|+|d|)(ud)ϕ1
= (−1)|ϕ1||u|(uϕ1)ϕ0(d) = ϕ◦1(u)ϕ0(d),
which means, considering the right D-action defined via Equation (3.2), that ϕ◦1 is
D-linear. (Note, however, that Lemma 3.17 shows that ϕ◦1 is not R-linear, in general.)
Now we define B : U × U → D by B(u, v) = ϕ◦1(u)(v). By Proposition 3.15, we
have that B is a nondegenerate ϕ0-sesquilinear map. Using Lemma 3.17 and Equation
(3.1), we have















We have proved one direction of Theorem 3.18, below. Recall the superinner automor-
phism sIntd (Definition 2.66).
Theorem 3.18. Let D be a graded-division superalgebra and let U be a nonzero right
graded module of finite rank over D. If ϕ is degree-preserving super-anti-automorphism
on R := EndD(U), then there is a pair (ϕ0, B), where ϕ0 is a degree-preserving super-
anti-automorphism on D and B : U×U→ D is a nondegenerate ϕ0-sesquilinear form,
such that
∀r ∈ R0̄ ∪R1̄, ∀u, v ∈ U0̄ ∪ U1̄, B(ru, v) = (−1)|r||u|B(u, ϕ(r)v). (3.4)
Conversely, given a pair (ϕ0, B) as above, there is a unique degree-preserving super-
anti-automorphism ϕ on R satisfying Equation (3.4). Moreover, another pair (ϕ′0, B′)
determines the same super-anti-automorphism ϕ if, and only if, there is a nonzero
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G#-homogeneous element d ∈ D such that B′(u, v) = dB(u, v) for all u, v ∈ U, and,
hence, ϕ′0 = sIntd ◦ ϕ0.
Proof. The first assertion is already proved. For the converse, let ϕ0 be a degree-
preserving super-anti-automorphism on D, let B : U × U → D be a nondegenerate
ϕ0-sesquilinear form and consider θ as in Proposition 3.15. Then Equation (3.4) is
equivalent to:






and, hence, equivalent to
∀r ∈ R0̄ ∪R1̄,∀u ∈ U0̄ ∪ U1̄, θ(ru) = (−1)|r||u|θ(u) ◦ ϕ(r). (3.5)
Recalling the definition of superadjoint operator, Equation (3.5) becomes













which is the same as





In other words, we have




= (−1)|r||θ| θ ◦ r ◦ θ−1. (3.6)
Since U has finite rank over D, the superadjunction map EndD(U)→ EndDsop(U?) is
invertible and, hence, ϕ is uniquely determined. Also, the properties of superadjunction
imply that ϕ is, indeed, a super-anti-automorphism of R.
For the “moreover” part, let d be a nonzero G#-homogeneous element of D and
consider ϕ′0 = sIntd ◦ϕ0 and B′ = dB. We have that B′ is ϕ′0-sesquilinear since, for all
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c ∈ D0̄ ∪D1̄ and u, v ∈ U0̄ ∪ U1̄,
B′(uc, v) = dB(uc, v) = (−1)(|B|+|u|)|c|dϕ0(c)B(u, v) (3.7)
= (−1)(|B|+|u|)|c|dϕ0(c)d−1dB(u, v)
= (−1)(|B|+|u|)|c|(−1)|c||d|(sIntd ◦ϕ0)(c) dB(u, v)
= (−1)(|B′|+|u|)|c|(sIntd ◦ϕ0)(c)B′(u, v).
To show that B′ is nondegenerate, note that dB(u, v) = 0 implies B(u, v) = 0, hence
radB′ ⊆ radB. Finally, it is straightforward that Equation (3.4) is still true if we
replace B by B′.
To prove the other direction, we consider, again, the left R-supermodule structure
on U? given by Equation (3.1) and let θ : U → U? be as above, i.e., θ(u) = B(u, ·).
Similarly, let θ′ : U→ U? be defined by θ′ := B′(u, ·).
Combining Equations (3.1) and (3.5), we have that
θ(ru) = (−1)|θ||r|r · θ(u). (3.8)
Define the map θ̃ : U→ U?, written on the right, by u θ̃ = (−1)|u||θ|θ(u), for all u ∈ U
(compare with Definition 3.16 and note that θ = (θ̃)◦). Then Equation (3.8) becomes
(ru)θ̃ = r · (u θ̃), i.e., θ̃ is R-linear.
All these considerations about θ are also valid for θ′, so we define θ̃′ : U→ U? by
u θ̃′ := (−1)|u||θ′|θ′(u) and we get another R-linear map from U to U?. By Lemma 3.12,
there is d̄ ∈ Dsop such that θ̃′ = θ̃d̄. Applying Lemma 3.17, this implies
θ′ = (−1)|θ||d̄|d̄◦θ.
But d̄◦θ(u) = dθ(u), where in the last term we use the left D-action on U?. Therefore
B′(u, v) = θ′(u)(v) = dθ(u)(v) = (−1)|θ||d|dB(u, v), for all u, v ∈ U. Replacing d by
(−1)|θ||d|d, we get B′ = dB.
It remains to check that ϕ′0 = sIntd ◦ϕ0. Since B′ = dB, Equation (3.7) is
valid, hence B′ is (sIntd ◦ϕ0)-sesquilinenar. We then have, for all c ∈ D0̄ ∪ D1̄ and
u, v ∈ U0̄ ∪ U1̄,
ϕ′0(c)B′(u, v) = (−1)(|B
′|+|u|)|c|B′(uc, v) = (sIntd ◦ϕ0)(c)B′(u, v).
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The form B′ is nondegenerate, so we can choose G#-homogeneous u, v ∈ U with
B′(u, v) 6= 0. Then B′(u, v) is invertible, hence ϕ′0(c) = (sIntd ◦ϕ0)(c), concluding the
proof.
The “conversely” part of Theorem 3.18 motivates the following:
Definition 3.19. Let D be a graded-division superalgebra, U a graded right D-module
of finite rank and B a nondegenerate sesquilinear form on U. The unique super-anti-
automorphism ϕ on EndD(U) defined by Equation (3.4) is called the superadjunction
with respect to B and, for every r ∈ EndD(U), the D-linear map ϕ(r) is called the
superadjoint of r. We will denote by E(D,U, B) the graded superalgebra EndD(U)
endowed with this super-anti-automorphism ϕ.
Remark 3.20. Under the conditions of Theorem 3.18, if D is an odd graded division
superalgebra (i.e., D1̄ 6= 0), then we can choose the form B to be even. This is possible
since, by the “moreover” part, we can substitute an odd form B by dB, for some
d ∈ D1̄.
Proposition 3.21. Recall the isomorphism of G#-graded algebras ι : Z(D)→ Z(R)
given by ι(d)(u) := ud, for all d ∈ Z(D) and u ∈ U (see Proposition 2.30). We have
that ϕ(ι(d)) = (−1)|B||d|ι(ϕ0(d)).
Proof. Fix d ∈ Z(D)0̄ ∪ Z(D)1̄ and let u, v ∈ U0̄ ∪ U1̄. On the one hand,
B(ud, v) = B(ι(d)(u), v) = (−1)|d||u|B(u, ϕ(ι(d))v).
On the other hand,
B(ud, v) = (−1)(|B|+|u|)|d|ϕ0(d)B(u, v) = (−1)(|B|+|u|)|d|B(u, v)ϕ0(d)
= (−1)|B||d|+|u||d|B(u, vϕ0(d)) = (−1)|B||d|(−1)|u||d|B(u, ι(ϕ0(d))(v)).
Since B is nondegenerate, we conclude that ϕ(ι(d)) = (−1)|B||d|ι(ϕ0(d)), as desired.
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3.3 Isomorphisms of graded-simple superalgebras
with super-anti-automorphism
In this section, we are going to describe isomorphisms between G-graded superalgebras
with super-anti-automorphism that are graded-simple and satisfy the d.c.c. on graded
left ideals. As we have seen, such superalgebras are, up to isomorphism, of the form
EndD(U) where the super-anti-automorphism is given by the superadjunction with
respect to a nondegenerate homogeneous sesquilinear form B : U× U→ D.
Even though, as superalgebras, EndD(U) is the same as EndD(U[g]) for every
g ∈ G#, an extra care should be taken when considering super-anti-automorphisms.
If g ∈ G# is odd, a ϕ0-sesquilinear form B on the D-module U is not ϕ0-sesquilinear
if considered on the D-module U[g], and Equation (3.4) does not determine the same
super-anti-automorphism ϕ. This motivates the following:
Definition 3.22. Let U be a graded right D-module and ϕ0 : D→ D be a super-anti-
automorphism. Given a homogeneous ϕ0-sesquilinear form B on U and g ∈ G#, we
define the ϕ0-sesquilinear form B[g] on U[g] by B[g](u, v) := (−1)|u||g|B(u, v), for all
u, v ∈ U.
Remark 3.23. Note that degB[g] = g−2 degB and, in particular, |B[g]| = |B|.
Lemma 3.24. For every g ∈ G#, B[g] is a homogeneous ϕ0-sesquilinear form on U[g].
Further, if B is nondegenerate, then so is B[g] and the superadjunction with respect to
both is the same super-anti-automorphism ϕ on EndD(U) = EndD(U[g]).
Proof. Let u, v ∈ U0̄ ∪ U1̄. To avoid confusion, we will denote u and v by u[g] and v[g],
respectively, when regarded as elements of U[g]. For all d ∈ D0̄ ∪D1̄, we have:
B[g](u[g], v[g]d) = (−1)|g||u|B(u, vd) = (−1)|g||u|B(u, v)d = B[g](u[g], v[g])d
and




Also, for all r ∈ R0̄ ∪R1̄, we have:
B[g](ru[g], v[g]) = (−1)|g||ru|B(ru, v) = (−1)|g|(|r|+|u|)(−1)|r||u|B(u, ϕ(r)v)
= (−1)|r|(|g|+|u|)(−1)|u||g|B(u, ϕ(r)v)
= (−1)|r||u[g]|B[g](u[g], ϕ(r)v[g]).
Recall the concept of a module induced by a homomorphism of algebras (Definition
2.25).
Lemma 3.25. Let D and D′ be graded-division superalgebras and let ψ0 : D→ D′ be
an isomorphism. If U′ is a D′-supermodule and B′ is a homogeneous ϕ′0-sesquilinear
form on it, then ψ−10 ◦B′ is a homogeneous (ψ−10 ◦ ϕ′0 ◦ ψ0)-sesquilinear form on the
D-supermodule (U′)ψ0 of the same degree as B′. Further, if B′ is nondegenerate, then
so is ψ−10 ◦ B′, and the superadjunction with respect to both is the same super-anti-
automorphism ϕ′ on EndD((U′)ψ0) = EndD′(U′).
Proof. To simplify notation, let us put B′′ := ψ−10 ◦ B′ and ϕ′′0 := ψ−10 ◦ ϕ′0 ◦ ψ0. It
is clear that degB′′ = degB and, hence, |B′′| = |B′|. Let u, v ∈ (U′)0̄ ∪ (U′)1̄. To
avoid confusion, we will denote u and v by uψ0 and vψ0 , respectively, when regarded
as elements of (U′)ψ0 . For all d ∈ D0̄ ∪D1̄, we have:












d = B′′(uψ0 , vψ0) d
and






















= (−1)(|B′′|+|u|)|d|ϕ′′0(d)B′′(uψ0 , vψ0).
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Also, for all r ∈ R0̄ ∪R1̄, we have:









Definition 3.26. Let U and U′ be graded right D-supermodules, and let B and
B′ be homogeneous sesquilinear forms on U and U′, respectively. An isomorphism
from (U, B) to (U′, B′) is an isomorphism of graded modules θ : U → U′ such that
B′(θ(u), θ(v)) = B(u, v), for all u, v ∈ U.
Note that if (U, B) and (U′, B′) are isomorphic, then B and B′ have the same
degree in G# and are sesquilinear with respect to the same ϕ0.
Theorem 3.27. Let R := EndD(U) and R′ := EndD′(U′), where D and D′ are graded
division superalgebras, and U and U′ are nonzero right graded supermodules of finite
rank over D and D′, respectively. Let ϕ and ϕ′ be degree preserving super-anti-
automorphisms on R and R′ determined, as in Theorem 3.18, by pairs (ϕ0, B) and
(ϕ′0, B′), respectively. If ψ : (R,ϕ)→ (R′, ϕ′) is an isomorphism, then there are g ∈ G#,
a homogeneous element 0 6= d ∈ D, an isomorphism ψ0 : D→ D′, and an isomorphism
ψ1 : (U[g], dB[g])→ ((U′)ψ0 , ψ−10 ◦B′) (3.9)
such that
∀r ∈ R, ψ(r) = ψ1 ◦ r ◦ ψ−11 . (3.10)
Conversely, for any g, d, ψ0 and ψ1 as above, Equation (3.10) defines an isomorphism
ψ : (R,ϕ)→ (R′, ϕ′).
Proof. Given an isomorphism of graded superalgebras ψ : R→ R′, define
ϕ̃ := ψ−1 ◦ ϕ′ ◦ ψ.
Then ψ is an isomorphism (R,ϕ)→ (R′, ϕ′) if, and only if, ϕ = ϕ̃.
89
Since ψ is an isomorphism of G#-graded algebras, we can apply Theorem 2.27 to
conclude that there are g ∈ G#, an isomorphism of graded superalgebras ψ0 : D→ D′,
and an isomorphism of graded modules ψ1 : U[g] → (U′)ψ0 such that ψ(r) = ψ1 ◦r◦ψ−11 ,
for all r ∈ R.
As in the proof of Lemma 3.25, consider ϕ′′0 := ψ−10 ◦ ϕ′0 ◦ ψ0 and B′′ := ψ−10 ◦ B′.
Then define B̃ : U[g] × U[g] → D by




for all u, v ∈ U[g]. We claim that B̃ is ϕ′′0-sesquilinear. Indeed, by Lemma 3.25, we
have












d = B̃(u, v)d
and













Also, ϕ̃ is the superadjunction with respect to B̃:

































where we have used Lemma 3.25 in the third line and the definition of ϕ̃ on the fourth
line. Hence, applying Theorem 3.18 for U[g] and Lemma 3.24, we conclude that ϕ = ϕ̃
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if, and only if, there is a homogeneous 0 6= d ∈ D such that B̃ = dB[g]. The result
follows.
We can interpret Theorem 3.27 in terms of group actions. For that, fix a fixed
graded-division superalgebra D. We will define three (left) group actions on the class
of pairs (U, B), where U 6= 0 is a graded D-supermodule and B is a nondegenerate
homogeneous sesquilinear form. Recall that, by Lemma 3.14, B is ϕ0-sesquilinear for





\{0}, the group of nonzero homogeneous elements of D.
Given d ∈ D×gr, we define
d · (U, B) := (U, dB). (3.11)
Note that dB is (sIntd ◦ ϕ0)-sesquilinear by Theorem 3.18.
Let A := Aut(D), the group of automorphisms of D as a graded superalgebra.
Given τ ∈ A, we define
τ · (U, B) := (Uτ−1 , τ ◦B).
Note that τ ◦B is (τ ◦ ϕ0 ◦ τ−1)-sesquilinear by Lemma 3.25.
Finally, consider the group G#. Given g ∈ G#, we define
g · (U, B) := (U[g], B[g]). (3.12)
Note that B[g] is ϕ0-sesquilinear by Lemma 3.24.
Lemma 3.28. The three actions defined above give rise to a (D×gr o A)×G#-action,
where A acts on D×gr by evaluation.
Proof. Let d ∈ D×gr, τ ∈ A, g ∈ G# and u, v ∈ U. First note that the action of d does
not change U, so we only have to consider its effect on B. Since













the D×gr-action combined with the A-action gives us a (D×gr oA)-action. The G#-action
commutes with the D×gr-action since
(dB)[g](u, v) = (−1)|g||u|dB(u, v) = dB[g](u, v).
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Finally, the G#-action also commutes with the A-action since (Uτ−1)[g] = (U[g])τ−1 and




= (−1)|g||u|(τ ◦B)(u, v) = (τ ◦B)[g](u, v).
Corollary 3.29. Under the assumptions of Theorem 3.27, if D 6' D′, then (R,ϕ) 6'
(R′, ϕ′). Otherwise, fix an isomorphism ψ0 : D→ D′. Then (R,ϕ) ' (R′, ϕ′) if, and
only if,
(
(U′)ψ0 , ψ−10 ◦B′
)
is isomorphic to an object in the (D×gr o A)×G#-orbit of
(U, B).
3.4 Matrix representation of a super-anti-automor-
phism
In this section, we are going to express the super-anti-automorphism (not necessarily
involutive) ϕ in terms of matrices with entries in D. One could do that by following
Equation (3.6), but we will take a different path.
As before, we suppose D is a graded division superalgebra, U is a nonzero right
graded module of finite rank over D, R = EndD(U) and ϕ is a degree-preserving
super-anti-automorphism on R. Also, let ϕ0 be a super-anti-automorphism on D and
B be a nondegenerate ϕ0-sesquilinear form on U determinig ϕ as in Theorem 3.18.
Definition 3.30. Given a graded basis {u1, . . . , uk} of U, the matrix representing the
form B is defined to be Φ = (Φij) ∈Mk(D), where Φij = B(ui, uj).
From now on, let B = {u1, . . . , uk} be a fixed homogeneous D-basis of U, following
Convention 2.53 (i.e., if D is odd, we take B with only even elements). We will use B
to identify R = EndD(U) with Mk(D). Also, we will denote |ui| simply by |i| for all
i ∈ {1, . . . , k}.
Definition 3.31. Let X = (xij) be a matrix in Mk(D). We define ϕ0(X) to be the
matrix obtained by applying ϕ0 in each entry, i.e., ϕ0(X) := (ϕ0(xij)). We also extend





Note that, with our choice of B in the case of odd D, we have that Xs> = X>, the
ordinary transpose.
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Proposition 3.32. Let Φ be the matrix representing B. For every r ∈ R0̄ ∪ R1̄, let
X ∈Mk(D) be the matrix representing r and let Y ∈Mk(D) be the matrix representing
ϕ(r). Then, if D is even, we have that
Y = Φ−1 ϕ0(Xs>) Φ, (3.13)
and, if D is odd, following Convention 2.53, we have
Y = (−1)|B||r|Φ−1 ϕ0(Xs>) Φ. (3.14)
Proof. First of all, note that Equation (3.4) is equivalent to the following:
∀ui, uj ∈ B, B(rui, uj) = (−1)|r||i|B(ui, ϕ(r)uj),
which, by the definitions of X, Y and Φ, becomes














Fix arbitrary p, q ∈ {1, . . . , k} and suppose that the (p, q)-entry of X is a nonzero
G#-homogeneous element of D and xij = 0 elsewhere, i.e., X represents the map
r ∈ EndD(U) defined by rui = δiqupxpq. By the F-linearity of Equation (3.13), it
suffices to consider such X. Note that |r| = |up|+ |xpq| − |uq| = |p|+ |q|+ |xpq|. Then,







= B(upxpi, uj) = (−1)(|B|+|p|)|xpi|ϕ0(xpi)B(up, uj)
= (−1)(|B|+|p|)|xpi|ϕ0(xpi)Φpj,

















Therefore, Equation (3.15) is equivalent to, for all i, j ∈ {1, . . . , k},













The left-hand side is the (i, j)-entry of ΦY . The right-hand side is only nonzero if
i = q, so it can be rewritten as (−1)(|p|+|i|)|i|ϕ0(xpi)Φpj . Recalling our choice of X, this
is equal to ∑k`=1(−1)(|`|+|i|)|i|ϕ0(x`i)Φ`j, since x`i is only nonzero if ` = p. Hence the
right-hand side is the (i, j)-entry of ϕ0(Xs>)Φ, and Equation (3.13) follows.





which, by the same reasoning as above, implies (−1)|B||r|ϕ0(Xs>)Φ = ΦY .
Proposition 3.33. The superalgebra R is ϕ-simple if, and only if, the superalgebra
D is ϕ0-simple.
Proof. Pick a homogeneous D-basis for U following Convention 2.53 and use it to
identify R with Mk(D) = Mk(F)⊗D. By Proposition 3.32, for every X ∈Mk(D)0̄ ∪
Mk(D)1̄, we have ϕ(X) = (−1)|B||X|Φ−1ϕ0(Xs>)Φ, where Φ ∈ Mk(D) is the matrix
representing B.
It was proved in Proposition 2.58 that the superideals of Mk(D) = Mk(F)⊗D are
precisely the sets of the form Mk(I) = Mk(F)⊗ I, where I an superideal of D. We are
going to show that Mk(I) is ϕ-invariant if, and only if, I is ϕ0-invariant.
Suppose I is ϕ0-invariant. Then if X ∈Mk(D)0̄ ∪Mk(D)1̄, it is clear that ϕ0(Xs>)
is also in Mk(I). It follows that ϕ(X) = (−1)|B||X|Φ−1ϕ0(Xs>)Φ ∈ Mk(I) since
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Mk(I) is an ideal. Conversely, suppose Mk(I) is ϕ-invariant. Take d ∈ I 0̄ ∪ I 1̄
and define X := E11 ⊗ d ∈ Mk(I)0̄ ∪ Mk(I)1̄. Then E11 ⊗ ϕ0(d) = ϕ0(Xs>) =
(−1)|B||X|Φϕ(X) Φ−1 ∈Mk(I), which shows that ϕ0(d) ∈ I.
3.5 Superinvolutions and sesquilinear forms
Our goal now is to specialize the results of Section 3.2 to the case where ϕ is a
superinvolution. To this end, let us investigate what super-anti-automorphism of D
and what sesquilinear form on U determine the super-anti-automorphism ϕ−1. Again,
we suppose D is a graded division superalgebra, U is a nonzero right graded module
of finite rank over D and put R = EndD(U).
Definition 3.34. Given a super-anti-automorphism ϕ0 on D and a ϕ0-sesquilinear
form B on U, we define B : U × U → D by B(u, v) := (−1)|u||v|ϕ−10 (B(v, u)) for all
u, v ∈ U.
Proposition 3.35. Under the conditions of Definition 3.34, we have that B is a ϕ−10 -
sesquilinear form of the same degree and parity as B. Further, if B is nondegenerate
and ϕ is the super-anti-automorphism on R determined by (ϕ0, B) as in Theorem 3.18,
then B is nondegenerate and ϕ−1 is determined by (ϕ−10 , B), i.e.,
∀r ∈ R0̄ ∪R1̄, ∀u, v ∈ U0̄ ∪ U1̄, B(ru, v) = (−1)|r||u|B(u, ϕ−1(r)v). (3.17)
Proof. Since B is F-bilinear, so is B. Also, since ϕ0 preserves degree and parity, B
is homogeneous of the same degree and parity as B. Let us check the conditions of
Definition 3.13 and Equation (3.17).
Condition (i):










B(v, u))d = B(u, v)d.
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Condition (ii):
















= (−1)(|B|+|u|)|d|ϕ−10 (d)B(u, v).
For Equation (3.17), note that replacing r for ϕ−1(r), Equation (3.4) can be rewritten
as
B(v, ru) = (−1)|r||v|B(ϕ−1(r)v, u).
Hence, we have that














Finally, Equation (3.17) together with B being nondegenerate implies that B
is nondegenerate. To see that, let u be a nonzero homogeneous element in radB.
Then for for every r ∈ R0̄ ∪ R1̄ and v ∈ U0̄ ∪ U1̄, we have that B(u, ϕ−1(r)v) = 0,
hence B(ru, v) = 0. Since r ∈ R0̄ ∪ R1̄ and v ∈ U0̄ ∪ U1̄ were arbitrary, this implies
B(Ru,U) = 0. But U is simple as a graded R-supermodule, so we would have
B(U,U) = 0 and then, using that ϕ0 is bijective, B(U,U) = 0, a contradiction.
Lemma 3.36. Under the conditions of Definition 3.34, let d be a nonzero G#-
homogeneous element of D and consider ϕ′0 := sIntd ◦ϕ0 and B′ := dB. Then
B′ = (−1)|d|ϕ−10 (d)B.
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Proof. Note that (ϕ′0)−1 = ϕ−10 ◦ sInt−1d = ϕ−10 ◦ sIntd−1 . Hence, for all u, v ∈ U0̄ ∪ U1̄,





= (−1)|u||v|(−1)|d| ϕ−10 (d)ϕ−10 (B(v, u)) = (−1)|d| ϕ−10 (d)B(u, v).
We are primarily interested in the case F is an algebraically closed field and D is
finite dimensional. In this case, we have that D0̄e = F1, so we are under the hypothesis
of the following theorem, which is a graded version of [Rac98, Theorem 7]:
Theorem 3.37. Let D be a graded division superalgebra such that De = F1, let U be
a nonzero right graded module of finite rank over D and let ϕ be a degree-preserving
super-anti-automorphism on R := EndD(U). Consider a super-anti-automorphism ϕ0
on D and a nondegenerate ϕ0-sesquilinear form B on U determining ϕ as in Theorem
3.18. Then ϕ is a superinvolution if, and only if, B = ±B. Moreover, if this is the
case, then ϕ0 is a superinvolution.
Proof. Using Proposition 3.35 and Theorem 3.18, we conclude that ϕ = ϕ−1 if, and
only if, there is a G#-homogeneous element 0 6= δ ∈ D such that B = δB. Hence, it
only remains to prove that, in this case, we have δ ∈ {±1} and ϕ20 = idD.
Since B and B have the same G#-degree, B = δB implies that δ ∈ De. By Lemma
3.36, we have that
B = B = δB = (−1)|δ|ϕ−10 (δ)B = ϕ−10 (δ)B = ϕ−10 (δ)δB,
hence ϕ−10 (δ)δ = 1. Since we are assuming De = F1, we have that ϕ−10 (δ) = δ, so
δ2 = 1 and, therefore, δ ∈ {±1}.
To see that ϕ20 = idD, note that, from Theorem 3.18, ϕ−10 = sIntδ ◦ϕ0 = ϕ0.
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3.6 Classification of graded-simple superalgebras
with superinvolution
In this section we introduce parameters that describe the graded finite dimensional
associative superalgebras with superinvolution (R,ϕ) where R is graded-simple and,
then, we give a classification result in terms of these parameters. We follow the ideas
used in [BKR18, Sections 2 and 3] to classify graded-simple associative algebras with
involution over the field of real numbers. Throughout this section, we will assume that
F is an algebraically closed field with charF 6= 2.
Recall from Theorems 2.23, 3.18 and 3.37 that, under the above assumptions, we
have that R ' EndD(U) and that ϕ is determined by a superinvolution ϕ0 on D and
a nondegenerate homogeneous ϕ0-sesquilinear form B on U.
3.6.1 Parametrization of (D, ϕ0)
Recall, from Subsection 2.2.3, that the isomorphism class of a finite dimensional graded-
division superalgebra D is determined by a triple (T, β, p) where T := suppD ⊆ G# is
a finite abelian group, β : T × T → F× is an alternating bicharacter and p : T → Z2 is
a group homomorphism. Also recall that we define the skew-symmetric bicharacter
β̃ : T × T → F× by β̃(a, b) = (−1)p(a)p(b)β(a, b), for all a, b ∈ T (see Equation (2.4)).
Recall that, since each component Dt of D is one-dimensional, an invertible degree-
preserving map ϕ0 : D→ D is completely determined by a map η : T → F×.
Proposition 3.38. Let ϕ0 : D→ D be the invertible degree-preserving map determined
by a map η : T → F× as follows: ϕ0(Xt) = η(t)Xt for all t ∈ T and Xt ∈ Dt. Then
ϕ0 is a super-anti-automorphism if, and only if,
∀a, b ∈ T, η(ab) = β̃(a, b)η(a)η(b). (3.18)
Moreover, D admits a super-anti-automorphism if, and only if, β̃ (or, equivalently, β)
only takes values ±1.
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Proof. For all a, b ∈ T , let Xa ∈ Da and Xb ∈ Db. Then:
ϕ0(XaXb) = (−1)p(a)p(b)ϕ0(Xb)ϕ0(Xa)
⇐⇒ η(ab)XaXb = (−1)p(a)p(b)η(a)η(b)XbXa
⇐⇒ η(ab)XaXb = (−1)p(a)p(b)η(a)η(b)β(b, a)XaXb
⇐⇒ η(ab) = (−1)p(a)p(b)η(a)η(b)β(b, a)
⇐⇒ η(ab) = β̃(b, a)η(a)η(b)
If a and b are switched, since T is abelian, we get η(ab) = β̃(a, b)η(a)η(b), as desired.
Also, it follows that β̃(b, a) = β̃(a, b). Using that β̃ is skew-symmetric, i.e., β̃(b, a) =
β̃(a, b)−1, we have that β̃(a, b)2 = 1 and, hence, β̃ only takes values ±1, proving
one direction of the “moreover” part. The converse follows from the fact that the
isomorphism class of Dsop is determined by (T, β−1, p), so if β takes only values
in {±1}, there must be an isomorphism from D to Dsop, which can be seen as a
super-anti-automorphism of D.
Corollary 3.39. The graded-superalgebra D admits a super-anti-automorphism if,
and only if, t2 ∈ rad β̃, for all t ∈ T .
Next definition is borrowed from the theory of group cohomology, and allows a
compact statement of Equation (3.18). It will also be used in Section 4.4.
Definition 3.40. Let H and K be groups and let f : H → K be any map. We
define df : H ×H → K to be the map given by (df) (a, b) = f(ab)f(a)−1f(b)−1 for
all a, b ∈ H. The maps H ×H → K of this form are called 2-coboundaries.
Hence Equation (3.18) can be written simply as dη = β̃.
If ϕ0 is a super-anti-automorphism on D as in Proposition 3.38, we say that (D, ϕ0)
is a graded-division superalgebra with super-anti-automorphism associated to the
quadruple (T, β, p, η). It follows from Lemma 2.33 and Proposition 3.38 that for any
finite abelian group T , alternating bicharacter β : T × T → F×, group homomorphism
p : T → Z2 and map η : T → F× such that dη = β̃, there is a graded-division superal-
gebra with super-anti-automorphism associated to (T, β, p, η). Thus the quadruples
(T, β, p, η) parametrize the isomorphism classes of finite dimensional graded-division
superalgebra with super-anti-automorphism. It is clear that the corresponding ϕ0 is a
superinvolution if, and only if, η(t) ∈ {±1} for all t ∈ T .
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Remark 3.41. By Proposition 2.59, it follows that from (T, η), where T is a finite
abelian group and η : T → F× is a map such that dη is a skew-symmetric bicharacter,
we can recover both β and p.
Corollary 3.42. Suppose η determines a superinvolution on D, i.e., η takes values
in {±1}. For every element t ∈ T , η(t2) = (−1)p(t) for all t ∈ T . In particular, every
element in T− has order at least 4.
Proof. By Equation (3.18), we have η(t2) = β̃(t, t)η(t)2 = (−1)p(t)β(t, t) = (−1)p(t).
Now let t ∈ T−. Every odd power of t is also an odd element, so t cannot have an
odd order. But η(t2) = −1, hence t2 6= e.
3.6.2 Parametrization of (U, B)
Let (D, ϕ0) be a fixed graded-division superalgebra with super-anti-automorphism
associated to (T, β, p, η).
Recall that a G-graded supermodule U can be regarded as a G#-graded module
and that its isomorphism class is determined by the map κ : G#/T → Z≥0 with finite
support (see Subsection 2.1.1). Explicitly, κ(gT ) = dimD UgT , where UgT is the isotypic
component associated to the coset gT .
We will now consider a homogeneous ϕ0-sesquilinear form B on U, degB = g0 ∈ G#.
Since B has degree g0 and takes values in D, if B(Ug,Uh) 6= 0 for some g, h ∈ G#,
then g0gh ∈ T . In terms of isotypic components, this means that, given UgT , there
is at most one isotypic component UhT such that B(UgT ,UhT ) 6= 0, namely, Ug−10 g−1T .
We say that the components UgT and Ug−10 g−1T are paired by B.
We will now reduce the study of B to the study of F-bilinear forms. Fix a set-
theoretic section ξ : G#/T → G# of the natural homomorphism G# → G#/T , i.e.,
ξ(x) ∈ x for all x ∈ G#/T , and fix a nonzero element Xt ∈ Dt for all t ∈ T . Note that
Uξ(x) ⊗D ' Ux via the map u⊗ d 7→ ud and, hence, an F-basis of Uξ(x) is a graded
D-basis for Ux. In view of Convention 2.53, if D is odd we choose ξ to take values in
G = G× {0̄}.
For a given x ∈ G#/T , set y := g−10 x−1 ∈ G#/T and t := g0ξ(x)ξ(y) ∈ T . Also, set
Vx := Ux +Uy (so Vx = Ux if x = y and Vx = Ux⊕Uy if x 6= y) and Vx := Uξ(x) +Uξ(y)
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(so Vx ' Vx ⊗ D). We will denote the restriction of B to Vx by Bx and define the
bilinear map B̃x : Vx × Vx → F by
B̃x(u, v) := X−1t Bx(u, v),
for all u, v ∈ Vx. It is clear that B is nondegenerate if, and only if, Bx is nondegenerate
for every x ∈ G#/T . If this is the case, Ux and Uy are dual to each other and, hence,
κ(x) = κ(y).
Lemma 3.43. The ϕ0-sesquilinear form Bx is nondegenerate if, and only if, the
bilinear form B̃x is nondegenerate.
Proof. Assume Bx is nondegenerate and let u ∈ Vx be such that B̃x(u, v) = 0 for
all v ∈ Vx. Then Bx(u, v) = XtB̃x(u, v) = 0 for all v ∈ Vx and, hence, Bx(u, vd) =
Bx(u, v)d = 0 for all d ∈ D. It follows that Bx(u, v) = 0 for all v ∈ Vx = VxD and,
therefore, u = 0.
Now assume B̃x is nondegenerate and let u ∈ Vx be such that Bx(u, v) = 0 for
all v ∈ Vx. Let v ∈ Vx be homogeneous and write u =
∑
g∈G# ug where ug ∈ Ug.
Then 0 = Bx(
∑
g∈G# ug, v) =
∑
g∈G# Bx(ug, v) and, since the summands have pairwise
distinct degrees, Bx(ug, v) = 0 for all g ∈ G#. Also, since ξ(gT )−1g ∈ T , we have
that ug = ũgd for some homogeneous elements ũg ∈ Vx and 0 6= d ∈ D. Then
0 = Bx(ug, v) = (−1)|d|(|B|+|ũg |)ϕ0(d)Bx(ũg, v), and hence Bx(ũg, v) = 0. It follows that
B̃x(ũg, v) = 0, for all v ∈ Vx, which implies ũg = 0. Therefore, u = 0, concluding the
proof.
We are interested in the case when the superadjunction with respect to B is
involutive. By Theorem 3.37, if this is the case, then ϕ0 is also involutive. Hence, from
now on, we will assume that η takes values in {±1}.
Lemma 3.44. Let δ ∈ {±1}. Then Bx = δBx if, and only if,
B̃x(v, u) = (−1)|u||v|η(t)δB̃x(u, v)
for all u, v ∈ Vx, where t := g0ξ(x)ξ(g−10 x−1).
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Proof. Let u, v ∈ Vx. By definition of Bx, we have:
Bx(u, v) = (−1)|u||v|ϕ−10 (Bx(v, u)) = (−1)|u||v|ϕ−10 (XtB̃x(v, u))
= (−1)|u||v|B̃x(v, u)ϕ−10 (Xt) = (−1)|u||v|B̃x(v, u)η(t)−1Xt,
where we have used the fact that B̃x(v, u) ∈ F. Hence, Bx(u, v) = δBx(u, v) if, and
only if, (−1)|u||v|B̃x(v, u)η(t)−1Xt = δXtB̃x(u, v), and the result follows.
Recall the identification Mk(D) = Mk(F)⊗D (see Remark 2.57). In the next two
propositions we consider a component paired to itself and two components paired to
one another.
Proposition 3.45. Let δ ∈ {±1}. Suppose g0x2 = T , and set t := g0ξ(x)2 ∈ T . Then
µx := (−1)|ξ(x)|η(t)δ ∈ {±1}
does not depend on the choice of the section ξ : G#/T → G#. Moreover, the restriction
Bx of B to Ux is nondegenerate and satisfies Bx = δBx if, and only if, there is a D-
basis of Ux consisting only of elements of degree ξ(x) such that the matrix representing
Bx is given by
(i) Iκ(x) ⊗Xt if µx = +1;




Proof. Let g := ξ(x). If ξ′ : G#/T → G# is another section, then there is s ∈ T such





= (−1)|g|+|s|η(g0g2)(−1)|s|η(s)2 = (−1)|g|η(g0g2),
where we have used Equation (3.18) twice.
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For the “moreover” part, it follows from Lemmas 3.43 and 3.44 that Bx is nonde-
generate and Bx = δBx if, and only if, B̃x is nondegenerate and Bx(u, v) = µxBx(v, u),
for all u, v ∈ Vx = Uξ(x). Then the result follows from the well-known classification
of (skew-)symmetric bilinear forms over an algebraically closed field of characteristic
different from 2 and the fact that an F-basis for Uξ(x) is a D-basis for Ux.
Remark 3.46. Even though µx does not depend on ξ, the element t = g0ξ(x)2 may
depend on ξ.
Proposition 3.47. Let δ ∈ {±1}. Suppose g0xy = T for x 6= y and set t :=
g0ξ(x)ξ(y) ∈ T . Then the restriction Bx of B to Ux⊕Uy is nondegenerate and satisfies
Bx = δBx if, and only if, there is a D-basis of Ux with all elements having degree
ξ(x) and a D-basis of Uy with all elements having degree ξ(y) such that the matrix
representing Bx is  0 Iκ(x)
(−1)|ξ(x)||ξ(y)|η(t)δIκ(x) 0
⊗Xt.
Proof. Assume that Bx is nondegenerate. Then by Lemma 3.43, the bilinear form B̃x
on Vx = Uξ(x)⊕U∗ξ(y) is nondegenerate, and hence, the map Uξ(x) → Uξ(y) given by u 7→
B̃x(u, ·) is an isomorphism of vector spaces. Hence, we can fix a basis {u1, . . . , uκ(x)}
for Uξ(x) and take its dual basis {v1, . . . , vκ(x)} for Uξ(y), i.e., B̃x(ui, vj) = δij . If we also
assume Bx = δBx, then by Lemma 3.44, we have B̃x(vi, uj) = (−1)|ξ(x)||ξ(y)|η(t)δδij.
This proves the only if part. The converse is clear.
Definition 3.48. Let U 6= 0 be a graded D-module of finite rank and B be a
nondegenerate homogeneous sesquilinear form with respect a superinvolution ϕ0 on D
and such that B = δB for some δ ∈ {±1}. We say that the quadruple (η, κ, g0, δ) is
the inertia of (U, B), where η defines ϕ0 by ϕ0(Xt) = η(t)Xt (see Subsection 3.6.1),
g0 = degB ∈ G# and κ(x) = dimDUx for all x ∈ G#/T .
By the results above, the quadruple (η, κ, g0, δ) satisfies the following:
Definition 3.49. Given η : T → {±1}, κ : G#/T → Z≥0, g0 ∈ G# and δ ∈ {±1}, we
say that the quadruple (η, κ, g0, δ) is admissible if:
(i) dη = β̃ (see Equation (2.4) and Definition 3.40);
(ii) κ has finite support;
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(iii) κ(x) = κ(g−10 x−1) for all x ∈ G#/T ;
(iv) for any x ∈ G#/T , if g0x2 = T and µx = −1, then κ(x) is even (where
µx := (−1)|g|η(g0g2)δ for g ∈ x, see Proposition 3.45).
The set of all admissible quadruples will be denoted by I(D) or I(T, β, p).
Given a quadruple (η, κ, g0, δ) ∈ I(D), we can construct a pair (U, B) such that
(η, κ, g0, δ) is its inertia. To see that, fix a total order ≤ on the set G#/T . We define
Wx := (Fκ(x))[ξ(x)], and U =
∑
x∈G#/T Ux where Ux := Wx ⊗D, for all x ∈ G#/T . For
all x, y ∈ G#/T such that g0xy = T and x ≤ y, we let Bx be the ϕ0-sesquilinear on
Ux + Uy represented, relative to the standard basis of Wx + Wy, by the matrices in
Proposition 3.45, if x = y, or in Proposition 3.47, if x 6= y.
Theorem 3.50. Suppose F is an algebraically closed field and charF 6= 2. Let D be
a finite dimensional graded-division superalgebra and let ϕ0 be a degree preserving
superinvolution on D. The assignment of inertia to a pair (U, B) as in Definition 3.48
gives a bijection between the isomorphism classes of these pairs and the set I(D).
Proof. Suppose there is an isomorphism ψ : (U, B)→ (U′, B′). Since, in particular, ψ
is an isomorphism of graded D-modules, both U and U′ correspond to the same map
κ : G#/T → Z≥0. Also, from the fact that B′(ψ(u), ψ(v)) = B(u, v) for all u, v ∈ U, it





















for all u, v ∈ U. Since ψ is bijective, it follows that B′ = δB′.
Conversely, suppose that (U, B) and (U, B′) have the same inertia (κ, g0, δ). To
show that (U, B) and (U, B′) are isomorphic, it suffices to find homogeneous D-bases
{u1, . . . , uk} of U and {u′1, . . . , u′k} of U′ such that deg ui = deg u′i, 1 ≤ i ≤ k, andB and
B′ are represented by the same matrix. Indeed, in this case theD-linear map ψ : U→ U′
defined by ψ(ui) = u′i, 1 ≤ i ≤ k, is degree preserving, and B(ui, uj) = B(u′i, u′j),
1 ≤ i, j ≤ k, implies B(u, v) = B(ψ(u), ψ(v)) for all u, v ∈ U. The existence of such
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bases follows from dimD(Ux) = dimD(U′x) = κ(x), for all x ∈ G#/T , and Propositions
3.45 and 3.47.
3.6.3 Parametrization of (R,ϕ)
We start with a definition to have a concise description of the graded superalgebras
with superinvolution we are working on:
Definition 3.51. Let D be a finite dimensional graded-division superalgebra over
an algebraically closed field F, charF 6= 2, let U 6= 0 be a graded right D-module
of finite rank and let B be a nondegenerate homogeneous sesquilinear form on U
such that B = ±B. By Theorem 3.37, E(D,U, B) (see Definition 3.19) is a (finite
dimensional) graded superalgebra with superinvolution. If D is associated to (T, β, p)
(see Subsection 2.1.3) and (U, B) has inertia (η, κ, g0, δ) ∈ I(T, β, p) (see Definitions
3.48 and 3.49), then we say that (T, β, p, η, κ, g0, δ) are the parameters of the triple
(D,U, B).
By Theorems 2.23, 3.18 and 3.37, any finite dimensional graded-simple superalgebra
with superinvolution (R,ϕ) is isomorphic to E(D,U, B) for some triple (D,U, B) as in
Definition 3.51. We will now classify these graded superalgebras with superinvolution
in terms of the parameters (T, β, p, η, κ, g0, δ). Let (D,U, B) and (D′,U′, B′) be triples
as in Definition 3.51, and let (R,ϕ) := E(D,U, B) and (R′, ϕ′) := E(D′,U′, B′).
Consider the corresponding parameters (T, β, p, η, κ, g0, δ) and (T ′, β′, p′, η′, g′0, δ′, κ′).
If (R,ϕ) ' (R′, ϕ′), then D ' D′ and, hence, T = T ′, β = β′ and p = p′.
Lemma 3.52. Let ψ0 : D → D′ be a degree preserving isomorphism. Then (U′, B′)
and ((U′)ψ0 , ψ−10 ◦B′) have the same inertia (η′, κ′, g′0, δ′) ∈ I(T, β, p).
Proof. By Lemma 3.25, ψ−10 ◦ B′ is (ψ−10 ◦ ϕ′0 ◦ ψ0)-sesquilinear. Let Xt ∈ Dt. Then




= η′(t)ψ0(Xt). It follows that (ψ−10 ◦ϕ′0◦ψ0)(Xt) =
η′(t)Xt, therefore the superinvolution (ψ−10 ◦ ϕ′0 ◦ ψ0) also corresponds to the map
η′ : T → F×.
Since dimD′ Ux = dimD(Ux)ψ
−1
0 , for all x ∈ G#/T , the graded D-modules U and
Uψ
−1
0 correspond to the same κ. Also, it is clear that deg(ψ0 ◦ B) = degB. Finally,
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using that ψ−10 ◦ ϕ0 ◦ ψ0 and ϕ0 are involutive, we have that


















= δ(ψ−10 ◦B)(u, v),
for all u, v ∈ U0̄ ∪ U1̄.
By Corollary 3.29, (R,ϕ) ' (R′, ϕ′) if, and only if, (η′, g′0, δ′, κ′) is in the orbit of
(η, κ, g0, δ) under the action of the group (D×gr o A)×G# on I(T, β, p) determined by
its action on the isomorphism classes of (U, B) (see Lemma 3.28). Let us compute
this action explicitly.
First, applying Lemma 3.52 in the case D′ = D, we have that the A-action on
I(T, β, p) is trivial.
Let us now consider the D×gr-action. Let t ∈ T and 0 6= d ∈ Dt and let (η′, κ′, g′0, δ′)
be the parameters corresponding to d · (U, B) = (U, dB) (see Equation (3.11)). To
compute η′, recall that dB is (sIntd ◦ ϕ0)-sesquilinear. Let s ∈ T and c ∈ Ds. Then
(sIntd ◦ ϕ0)(c) = sIntd(η(s)c) = (−1)|t||s|η(s)dcd−1
= (−1)|t||s|η(s)β(t, s)cdd−1 = β̃(t, s)η(s)c
and, hence, η′(s) = β̃(t, s)η(s) for all s ∈ T . Since the action by d does not change U,
we have κ′ = κ. Clearly g′0 = deg(dB) = tg0. It remains to compute δ′. Using Lemma
3.36, we have
dB = (−1)|t|ϕ0(d)B = (−1)|t|η(t)dδB = (−1)|t|η(t)δ(dB),
so δ′ = (−1)tη(t)δ. Note that (η′, κ′, g′0, δ′) depends only on t, so the D×gr-action on
I(T, β, p) factors through the action of T ' D×gr/F×.
Finally, we consider the G#-action. Let g ∈ G and let (η′′, κ′′, g′′0 , δ′′) be the
parameters corresponding to g · (U, B) = (U[g], B[g]) (see Equation (3.12)). Since B[g] is
ϕ0-sesquilinear, η′′ = η. By the definition of U[g], κ′′ = g · κ where (g · κ)(x) = κ(g−1x)
for all x ∈ G#/T . As noted in Remark 3.23, g′′0 = degB[g] = g0g−2. Also, for all
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u, v ∈ U0̄ ∪ U1̄, and writing u[g] and v[g] for u and v when they are considered as
elements of U[g], we compute:













= (−1)|g|(−1)|g||u|δB(u, v) = (−1)|g|δB[g](u[g], v[g]),
We conclude that δ′′ = (−1)|g|δ.
Definition 3.53. The group T ×G# acts on I(T, β, p) by
t · (η, κ, g0, δ) := (β̃(t, ·)η, κ, tg0, (−1)|t|η(t)δ)
and
g · (η, κ, g0, δ) := (η, g · κ, g0g−2, (−1)|g|δ),
for all t ∈ T , g ∈ G# and (η, κ, g0, δ) ∈ I(T, β, p).
In view of these considerations, Corollary 3.29 can be restated as follows:
Theorem 3.54. Let (D,U, B) and (D′,U′, B′) be triples as in Definition 3.51, and let
(T, β, p, η, κ, g0, δ) and (T ′, β′, p′, η′, κ′, g′0, δ′) be their parameters. Then E(D,U, B) '
E(D′,U′, B′) if, and only if, T = T ′, β = β′, p = p′, and (η, κ, g0, δ) and (η′, κ′, g′0, δ′)
lie in the same orbit of the T ×G#-action in I(T, β, p) given in Definition 3.53.
We will now proceed to simplify our parameter set and the group acting on it, by
using Lemma 2.87. To this end, consider the following equivalence relation among all
possible η.
Definition 3.55. Let η, η′ : T → {±1} be maps such that dη = dη′ = β̃. We say that
η and η′ are equivalent, and write η ∼ η′, if there is t ∈ T such that η′ = β̃(t, ·)η.
We partition the set I(T, β, p) according to the equivalence class of η and refer
to {(η′, κ, g0, δ) ∈ I(T, β, p) | η′ ∼ η} as the η-block of the partition. Note that if
(η, κ, g0, δ), (η′, κ′, g′0, δ′) ∈ I(T, β, p) are in the same T ×G#-orbit, then, clearly, η′ ∼ η.
In other words, the T×G#-action on I(T, β, p) restricts to each η-block of the partition.
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We wish to fix η. Given η : T → {±1} such that dη = β̃, we define
I(T, β, p)η := {(κ, g0, δ) | (η, κ, g0, δ) ∈ I(T, β, p)}.
It is clear from Definition 3.53 that the action by (t, g) ∈ T ×G# does not change
η if, and only if, t ∈ rad β̃. Thus, the T ×G#-action on I(T, β, p) induces an action of
the subgroup (rad β̃)×G# on I(T, β, p)η given by
t · (κ, g0, δ) := (κ, tg0, η(t)δ) and
g · (κ, g0, δ) := (g · κ, g0g−2, (−1)|g|δ),
for all t ∈ rad β̃ = (rad β)∩T+ (recall Lemma 2.61), g ∈ G# and (κ, g0, δ) ∈ I(T, β, p)η.
Now we wish to fix δ = 1. Note that in every orbit we have a triple with δ = 1
since the action by (e, 1̄) ∈ G# = G× Z2 changes the sign of δ. We define
I(T, β, p)+η := {(κ, g0) | (η, κ, g0, 1) ∈ I(T, β, p)}. (3.19)
By the definition of the (rad β̃)×G#-action on I(T, β, p)η, we see that the action of
(t, g) does not change δ if, and only if, η(t) = (−1)|g|. Note that η rad β̃ is a group
homomorphism, since dη = β̃ = 1 on rad β̃. Hence
G := {(t, g) ∈ (rad β̃)×G# | η(t) = (−1)|g|} (3.20)
is a subgroup of (rad β̃)×G#. Thus, the (rad β̃)×G#-action on I(T, β, p)η induces a
G-action on I(T, β, p)+η given by
t · (κ, g0) := (κ, tg0) and
g · (κ, g0) := (g · κ, g0g−2),
(3.21)
for all (t, g) ∈ G and (κ, g0) ∈ I(T, β, p)+η .
Lemma 2.87 implies the following:
Proposition 3.56. Fix a map η : T → {±1} such that dη = β̃. Then the map
ι : I(T, β, p)+η → I(T, β, p) given by ι(κ, g0) := (η, κ, g0, 1) induces a bijection between
the G-orbits in I(T, β, p)+η and the T ×G#-orbits in the η-block of I(T, β, p).
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Therefore, the classification up to isomorphism of G-graded superalgebras with
superinvolution that are finite dimensional and graded-simple over an algebraically
closed field F, charF 6= 2, reduces to the classification of finite subgroups T ⊆ G#,
alternating bicharacters β : T×T → {±1}, equivalence classes of η (see Definition 3.55)
and G-orbits in I(T, β, p)+η . This gives a useful simplification when we have one
equivalence class of η, as it will be the case in the next chapter, where we will study
gradings on superinvolution-simple associative superalgebras.
In the case T− 6= ∅, another simplification can be made, but it has to be done
before fixing η. As noted in Remark 3.20, we can make the sesquilinear form B even,
i.e., we can choose g0 such that |g0| = 0̄. Equivalently, every T × G#-orbit has a
element (η, κ, g0, δ) with |g0| = 0̄. We let
I(T, β, p)0̄ := {(η, κ, g0, δ) ∈ I(T, β, p) | |g0| = 0̄}.
If we wish to restrict the action to only these elements, we have to act by T+ ×G#.
Definition 3.57. Let η, η′ : T → {±1} be maps such that dη = dη′ = β̃. We say
that η and η′ are evenly equivalent, and write η ∼0̄ η′, if there is t ∈ T+ such that
η′ = β̃(t, ·)η.
We partition the set I(T, β, p)0̄ according to this new equivalence relation: the
η-block is now {(η′, κ, g0, δ) ∈ I(T, β, p)0̄ | η′ ∼0̄ η}. If (η, κ, g0, δ), (η′, κ′, g′0, δ′) ∈
I(T, β, p)0̄ are in the same T+ ×G#-orbit, then η′ ∼0̄ η. Hence, the T+ ×G#-action
on I(T, β, p)0̄ restricts to each η-block of the partition.
Remark 3.58. It should be noted that the equivalence class of η according to the
relation ∼0̄ is, in general, smaller than the equivalence class according to ∼. This
implies that graded superalgebras corresponding to points in the same η-block of
I(T, β, p) may correspond to different η-blocks of I(T, β, p)0̄.
As before, we wish to fix η and make δ = 1. Given η : T → {±1} such that dη = β̃,
we define
I(T, β, p)0̄,+η := {(κ, g0) | (η, κ, g0, 1) ∈ I(T, β, p) and |g0| = 0̄}.
Following the same reasoning as above, we get a G-action on I(T, β, p)0̄,+η , where G
is defined by Equation (3.20) and the action by Equation (3.21). Then Lemma 2.87
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implies:
Proposition 3.59. Suppose T− 6= ∅ and fix a map η : T → {±1} such that dη = β̃.
Then the map ι : I(T, β, p)0̄,+η → I(T, β, p)0̄ given by ι(κ, g0) := (η, κ, g0, 1) induces a





The main goal of this chapter is to classify (up to isomorphism) the G-gradings
on the finite dimensional superinvolution-simple associative superalgebras over an
algebraically closed field of characteristic different from 2. Not only is this classification
of independent interest, but also, in Chapter 5 (assuming the characteristic is 0), it
will be translated to a complete classification of G-gradings on the Lie superalgebras of
series A, B, C, D, P and Q, with the sole exception of type A(1, 1). As in Chapter 3,
the term (super)algebra will mean associative (super)algebra and the grading group G
will be assumed abelian (see Proposition 3.1).
In Section 4.1, we consider more general objects: graded-superinvolution-simple
superalgebras, and show that they are either graded-simple or of the form S × Ssop,
with exchange superinvolution, where S is graded-simple (Proposition 4.6). The
former case was already classified in Chapter 3 (Theorems 3.18, 3.27 and 3.54), so we
complete the classification in the latter case (Lemma 4.5 and Theorems 4.9 to 4.11).
In Section 4.2, we specialize to trivial G and obtain the well-known classification of
superinvolution-simple associative superalgebras, which are of the following 3 types:
M , M ×M sop and Q×Qsop (see Definition 4.15).
The gradings on superinvolution-simple superalgebras of type M are classified
in Section 4.3 (Theorem 4.29). For superalgebras of types M ×M sop and Q×Qsop,
we first develop a way to construct division gradings, in Section 4.4, and then use
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them to classify all gradings, in Section 4.5: Theorems 4.55 and 4.56 consider the
gradings on the superalgebras of types M ×M sop and Q×Qsop that do not make them
graded-simple, whereas Theorems 4.70 and 4.74 consider the remaining gradings. The
latter theorem deals with the case of odd gradings and gives a classification in terms of
G#, so we derive Corollaries 4.75 and 4.76 to express it in terms of G. A description
of gradings for types M ×M sop and Q×Qsop (assuming that G is finite and charF
does not divide |G|) was obtained in [BTT09, Theorems 4 and 5] using a different
method, which, however, does not lend itself to a classification up to isomorphism.
We note that elementary gradings on superinvolution-simple superalgebras of type
M were described in [TT06, Theorems 5.2 and 5.3], but the description of general
gradings in this preprint is incorrect.
4.1 Graded-superinvolution-simple superalgebras
In [Rac98], finite dimensional superinvolution-simple superalgebras are classified over
any field F with charF 6= 2. In this section we adapt some of the results there to
classify the finite dimensional graded-superinvolution-simple superalgebras in the case
of algebraically closed F. Most of the following results are valid for any F.
Definition 4.1. Let S be a G-graded superalgebra and consider the G-graded superal-
gebra S ×Ssop with the homogeneous component of degree g ∈ G being Sg ×Ssopg . We
define the exchange superinvolution on S×Ssop to be the map ϕ : S×Ssop → S×Ssop
given by ϕ(s1, s̄2) = (s2, s̄1) (recall from Section 3.1 that s̄ denotes the element s ∈ S
seen as an element of Ssop). Unless stated otherwise, we will always consider S × Ssop
to be endowed with exchange superinvolution.
We will now give two examples where G is trivial, which will play a role in
Section 4.2.
Example 4.2. The simplest possible example is to take S = F, with superalgebra
structure. If charF 6= 2, then S × Ssop = F[ζ] where ζ = (1,−1) and the exchange
superinvolution is given by ϕ(1) = 1 and ϕ(ζ) = −ζ. Note that F[ζ] ' FZ2 with the
trivial superalgebra structure.
Example 4.3. Consider S = Q(1), so S 0̄ = F1 and S 1̄ = Fu where u2 = 1. Note
that S is isomorphic to FZ2, but this time with the superalgebra structure given by
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its natural Z2-grading. If charF 6= 2, we claim that R := S × Ssop is isomorphic to
FZ4. Indeed, the element ω := (u, ū) ∈ S × Ssop has order 4 and generates S × Ssop:
ω2 = (1,−1), ω3 = (u,−ū) and ω4 = (1, 1). Hence R0̄ = F1⊕Fω2 and R1̄ = Fω⊕Fω3.
Also, the exchange superinvolution on R is given by ϕ(1) = 1, ϕ(ω) = ω, ϕ(ω2) = −ω2
and ϕ(ω3) = −ω3.
We are now going to see when S × Ssop with exchange superinvolution is graded-
superinvolution-simple.
Lemma 4.4. Let S be a graded superalgebra and consider the exchange superinvolution
on S×Ssop. Then S×Ssop is graded-superinvolution-simple if, and only if, S is graded-
simple.
Proof. Suppose S × Ssop is graded-superinvolution-simple and let I ⊆ S be a graded
ideal. We have that I×Isop is a superinvolution-invariant graded superideal in S×Ssop,
and, hence, either I × Isop = 0 or I × Isop = S × Ssop. In the first case I = 0 and in
the second I = S, hence S is graded-simple.
Conversely, suppose S is graded-simple. It is clear that Ssop is also graded-simple
and, hence, by a standard argument, the graded superideals of S×Ssop are 0, {0}×Ssop,
S×{0} and S×Ssop. Among those, only 0 and S×Ssop are superinvolution-invariant,
concluding the proof.
Lemma 4.5. Let S1 and S2 be graded-simple superalgebras. Then S1×Ssop1 ' S2×S
sop
2
as graded superalgebras with superinvolution if, and only if, S1 ' S2 or S1 ' Ssop2 as
graded superalgebras.
Proof. Let ψ : S1 × Ssop1 → S2 × Ssop2 be an isomorphism of graded superalgebras
with superinvolution. Since the only nonzero proper graded superideals of Si × Ssopi
are {0} × Ssopi and Si × {0}, i = 1, 2, we have that ψ(S1 × {0}) = S2 × {0} or
ψ(S1 × {0}) = {0} × Ssop2 .
For the converse, we can suppose S1 ' S2 by relabeling S2 with Ssop2 if necessary. If
θ : S1 → S2 is an isomorphism of graded superalgebras, it is clear that ψ : S1 × Ssop1 →
S2×Ssop2 given by ψ(x, ȳ) := (θ(x), θ(y)), for all x, y ∈ S1, is an isomorphism of graded
superalgebras with superinvolution.
Proposition 4.6. Let (R,ϕ) be a graded superalgebra with superinvolution. Then
(R,ϕ) is graded-superinvolution-simple if, and only if, either R is a graded-simple
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or (R,ϕ) is isomorphic to S × Ssop with the exchange superinvolution, for some
graded-simple superalgebra S.
Proof. Suppose (R,ϕ) is graded-superinvolution-simple but R is not graded-simple.
Let 0 6= I ( R be a graded superideal. Note that ϕ(I) is also a graded superideal,
hence I∩ϕ(I) and I+ϕ(I) are ϕ-invariant graded superideals. Since I∩ϕ(I) ⊆ I 6= R,
we have I ∩ ϕ(I) = 0, so we can write I + ϕ(I) = I ⊕ ϕ(I). Since 0 6= I ⊆ I ⊕ ϕ(I),
we conclude that R = I ⊕ ϕ(I). Clearly, this implies that (R,ϕ) is isomorphic to
I × Isop with exchange superinvolution. By Lemma 4.4, I must be simple as a graded
superalgebra.
The converse is obvious if R is graded-simple, and follows from Lemma 4.4 otherwise.
It is sometimes convenient to replace Ssop by an isomorphic graded superalgebra.
Explicitly, suppose θ : S → S ′ is a super-anti-isomorphism of graded superalgebras.
Then S × Ssop with the exchange superinvolution is isomorphic to S × S ′ endowed
with the superinvolution (s1, s2) 7→ (θ−1(s2), θ(s1)).
Definition 4.7. Let D be a graded-division superalgebra and U be a graded right
D-supermodule of finite rank. Recall that U? := HomD(U,D) (Definition 3.2) is a
graded right Dsop-module, and that the map EndD(U)→ EndDsop(U?) given by L 7→ L?
(Definition 3.5) is a super-anti-isomorphism whose inverse is L 7→ ?L (Proposition 3.10).
We define Eex(D,U) to be the graded superalgebra EndD(U)× EndDsop(U?) endowed
with the superivolution (L1, L2) 7→ (?L2, L?1).
Combining Proposition 4.6 and Theorems 2.23 and 3.18, we have:
Corollary 4.8. Let (R,ϕ) be a graded superalgebra with superinvolution and suppose
R satisfies the d.c.c. on graded left superideals. Then (R,ϕ) is graded-superinvolution-
simple if, and only if, there exists a graded-division superalgebra D and graded right
D-supermodule U of finite rank such that either (R,ϕ) ' Eex(D,U) or (R,ϕ) '
E(D,U, B), for some nondegenerate sesquilinear form B on U.
Let us now assume that F is algebraically closed and charF 6= 2. We are in a
position to classify up to isomorphism the finite dimensional graded-superinvolution-
simple superalgebras over F. The ones that are graded-simple are classified in Theorem
114
3.54. The classification of the ones that are not graded-simple is a consequence of
Theorems 2.73 and 2.74, Lemma 4.5 and the description of parameters for Dsop and
U? at the end of Section 3.1:
Theorem 4.9. Let (D,U) and (D′,U′) be pairs as in Definition 2.72, with both D and
D′ even. Let (T, β, κ0̄, κ1̄) and (T ′, β′, κ′0̄, κ′1̄) be the parameters of (D,U) and (D′,U′),
respectively. Then Eex(D,U) ' Eex(D′,U′) if, and only if, T = T ′ and one of the
following conditions holds:
(i) β′ = β and there is g ∈ G such that either κ′0̄ = g · κ0̄ and κ′1̄ = g · κ1̄, or
κ′0̄ = g · κ1̄ and κ′1̄ = g · κ0̄;
(ii) β′ = β−1 and there is g ∈ G such that either κ′0̄ = g · κ?0̄ and κ′1̄ = g · κ?1̄, or
κ′0̄ = g · κ?1̄ and κ′1̄ = g · κ?0̄.
Theorem 4.10. Let (D,U) and (D′,U′) be pairs as in Definition 2.72, with both D
and D′ odd. Let (T, β, p, κ) and (T ′, β′, p′, κ′) be the parameters of (D,U) and (D′,U′),
respectively. Then Eex(D,U) ' Eex(D′,U′) if, and only if, T = T ′, p = p′ and one of
the following conditions holds:
(i) β′ = β and there is g ∈ G such that κ′ = g · κ;
(ii) β′ = β−1 and there is g ∈ G such that κ′ = g · κ?.
The case where D and D′ are odd can also be classified in terms of G-parameters
(see Definition 2.81). We recall the set O(T+, β+) and the T+-action on it (see
Definition 2.82 and Equation (2.6)).
Theorem 4.11. Let (D,U) and (D′,U′) be pairs as in Definition 2.81, and let
(T+, β+, h, χ, κ) and (T ′+, β′+, h′, χ′, κ′) be G-parameters of (D,U) and (D′,U′), re-
spectively. Then Eex(D,U) ' Eex(D′,U′) if, and only if, T+ = T ′+ and one of the
following conditions holds:
(i) β′+ = β+, (h′, χ′) is in the same T+-orbit of (h, χ) in O(T+, β+) and there is
g ∈ G such that κ′ = g · κ;
(ii) β′+ = (β+)−1, (h′, χ′) is in the same T+-orbit of (h−1, χ) in O(T+, β+) and there
is g ∈ G such that κ′ = g · κ?.
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Proof. Using Equation (2.5), it is straightforward that Dsop is associated to the
quadruple (T+, (β+)−1, h−1, χ) and, hence, (T+, (β+)−1, h−1, χ, κ?) are G-parameters
for (Dsop,U?). The result follows from Corollary 2.86.
4.2 Finite dimensional superinvolution-simple
superalgebras
As an application of our results of Sections 3.6 and 4.1, we can obtain the known
classification of superinvolution-simple superalgebras over an algebraically closed field
F with charF 6= 2.
We start with a general observation:
Lemma 4.12. Let (R,ϕ) be a superalgebra with super-anti-automorphism. Then Z(R)
is ϕ-invariant.
Proof. By Lemma 1.13, with G = Z2, we have Z(R) = Z(R)0̄ ⊕ Z(R)1̄, so it is
sufficient to show that if c ∈ Z(R)0̄ ∪ Z(R)1̄, then ϕ(c) ∈ Z(R). Let r ∈ R0̄ ∪ R1̄.
Since cϕ−1(r) = ϕ−1(r)c, we can apply ϕ on both sides and get (−1)|c||r|rϕ(c) =
(−1)|c||r|ϕ(c)r and, hence, rϕ(c) = ϕ(c)r.
The following result was achieved by similar methods in [GS98, Theorem 8.1] and
[EV08, Theorem 28].
Corollary 4.13. If charF 6= 2, the associative superalgebra Q(n) does not admit a
superinvolution.
Proof. The center of Q(n) is isomorphic to F1⊕ Fu, where u is an odd element with
u2 = 1. Let ϕ be a super-anti-automorphism on Q(n). Since u is odd and central,
ϕ(u) is odd and central. Hence there is λ ∈ F such that ϕ(u) = λu. Using that u2 = 1,
we have 1 = ϕ(1) = ϕ(u2) = −ϕ(u)2 = −λ2. But then ϕ2(u) = λ2u = −u 6= u, hence
ϕ2 6= id.
Remark 4.14. Corollary 4.13 could also be deduced from Lemma 4.20 (assuming F is
algebraically closed), which shows that if D is a graded-division superalgebra that is
simple as a superalgebra and has a nontrivial odd component, then D does not admit a
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superinvolution (in the case D is of type M , this result appeared in [BTT09, Theorem
3], where it is erroneously stated that D does not admit a super-anti-automorphism).
It follows from Theorem 2.43 and Proposition 4.6 that, over an algebraically closed
field F with charF 6= 2, every finite dimensional superinvolution-simple superalgebra
is of one of the following 3 types:
Definition 4.15. Let (R,ϕ) be a finite dimensional superinvolution-simple superalge-
bra.
(i) If R is of type M , we say that (R,ϕ) is of type M ;
(ii) If (R,ϕ) ' M(m,n) ×M(m,n)sop, for some m,n ≥ 0, we say that (R,ϕ) is of
type M ×M sop;
(iii) If R ' Q(n)×Q(n)sop, for some n ≥ 0, we say that (R,ϕ) is of type Q×Qsop.
We can distinguish these types using the center:
Proposition 4.16. Let (R,ϕ) be a superalgebra with superinvolution.
(i) If (R,ϕ) is of type M , then (Z(R), ϕ) ' (F, id);
(ii) If (R,ϕ) is of type M ×M sop, then (Z(R), ϕ) is isomorphic to the superalgebra
with superinvolution in Example 4.2;
(iii) If (R,ϕ) is of type Q×Qsop, then (Z(R), ϕ) is isomorphic to the superalgebra
with superinvolution in Example 4.3.
Proof. Item (i) follows from the fact that Z(Mm+n(F)) ' F. It is easy to check that
Z(S × Ssop) = Z(S) × Z(S)sop for any superalgebra S, so items (ii) and (iii) follow
from Z(Mm+n(F)) ' F and Z(Q(n)) ' Q(1).
The classification of the superalgebras with superinvolution of types M ×M sop
and Q×Qsop is easier. The following result is valid over any field.
Proposition 4.17. Let m,m′, n, n′ ≥ 0. Then
(i) M(m,n)×M(m,n)sop 'M(m′, n′)×M(m′, n′)sop if, and only if, either m = m′
and n = n′, or m = n′ and n = m′;
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(ii) Q(n)×Q(n)sop ' Q(n′)×Q(n′)sop if, and only if, n = n′.
Proof. Let S1 and S2 be simple superalgebras. From Lemma 4.5 with trivial G,
S1 × Ssop2 ' S1 × S
sop
2 if, and only if, S1 ' S2 or S1 ' Ssop2 . In our case, we claim that
S1 ' S2 or S1 ' Ssop2 if, and only if, S1 ' S2.
Indeed, if S1 and S2 are of type M , then S1 ' Ssop2 implies S1 ' S2 since Ssop2 ' S2
via supertransposition. If S1 and S2 are of type Q, then S1 ' Ssop2 implies S1 ' S2 by
dimension count.
The isomorphism condition follows from Theorem 2.43.
It remains to classify the superinvolution-simple superalgebras of typeM . It should
be noted that M(m,n) does not admit a superinvolution for all values of m and n.
Also, M(m,n) endowed with different superinvolutions may lead to non-isomorphic
superalgebras with superinvolution.














It is straightforward to see that ϕ(X) := Φ−1Xs>Φ defines a superinvolution on
M(m,n). We will denote the superalgebra with superinvolution (M(m,n), ϕ) by
M∗(m,n, p0).
We note that the superalgebras with superinvolution M∗(m,n, p0) are the ones
used in the Introduction to define orthosymplectic Lie superalgebras (series B, C and
D) and the periplectic superalgebra (series P ).
Proposition 4.19. Every superalgebra with superinvolution of type M is isomorphic
to M∗(m,n, p0) for some m,n ≥ 0 and p0 ∈ Z2 as in Definition 4.18. Moreover,
M∗(m,n, p0) 'M∗(m′, n′, p′0) if, and only if m = m′, n = n′ and p0 = p′0.
118
Proof. This is precisely the case of graded-simple superalgebras considered in Sec-
tion 3.6, but with trivial G (and, hence, with G# = Z2). By Subsection 3.6.3, these
graded superalgebras are parametrized by (T, β, p, η, κ, g0, δ) where (T, β, p) are asso-
ciated to a graded-division superalgebra (see Subsection 3.6.1), and (η, κ, g0, δ) ∈ I(D)
(see Definition 3.49).
Superalgebras of typeM are of the form EndF(U) for a finite dimensional superspace
U , so we have D = F and, hence, T is the trivial group and β, p and η are trivial
maps. Since we have only one possible η, we have only one equivalence class of η and,
therefore, our parametrization reduces to elements of I(F)+η (see Proposition 3.56),
i.e., we choose δ = 1 and the only parameters left are κ : G#/T = Z2 → Z≥0 and
p0 := g0 ∈ G# = Z2.
Then, the isomorphism classes are in bijection with the orbits by G-action (see
Equation (3.20)) on I(F)+η . In the present case, it is clear that G is trivial, hence the
isomorphism classes are in bijection with points in I(F)+η . Let us describe these points
and find a representative for each isomorphism class.
The map κ : G#/T ' Z2 → Z≥0 is determined by the numbers m := κ(0̄) and
n := κ(1̄), so our parametrization reduces to triples (m,n, p0) satisfying some conditions
that come from Definition 3.49. The only conditions that are not automatically satisfied
are (iii) and (iv). Condition (iii) is tautological if p0 = 0̄, and equivalent to m = n if
p0 = 1̄. Condition (iv) simplifies to the following: if p0 = 0̄ and g = 1̄, then n = κ(g)
is even. In other words, conditions (iii) and (iv) become equivalent to n being even if
p0 = 0̄, and m = n if p0 = 1̄.
A representative for each point in I(F)+η can be found by using the matrices in
Propositions 3.45 and 3.47.
4.3 Gradings on superinvolution-simple
superalgebras of type M
For this section we assume F is algebraically closed and charF 6= 2. The next result
can be found in [TT06, Theorem 4.3] (assuming that G is finite and charF = 0).
Lemma 4.20. Let D be a finite dimensional graded-division superalgebra that is simple
as a superalgebra. If D admits a degree-preserving superinvolution, then D is even and
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T := suppD is an elementary 2-group.
Proof. By Corollary 3.39, we have that t2 ∈ rad β̃ = {e} for all t ∈ T , so T is an
elementary 2-group. Hence, by Corollary 3.42, T− is empty.
Let (R,ϕ) be a finite dimensional graded superalgebra with superinvolution of
type M . Since R is simple as a superalgebra, (R,ϕ) is graded-simple and, hence, by
Subsection 3.6.3, (R,ϕ) ' E(D,U, B) for some triple (D,U, B) as in Definition 3.51.
Let (T, β, p, η, κ, g0, δ) be the parameters of (D,U, B) and let ϕ0 be the superinvolution
on D determined by η. Since E(D,U, B) = EndD(U) is of typeM , by Proposition 2.28,
we have that (D, ϕ0) is of type M . By Lemma 4.20, D is even and T is an elementary
2-group. In particular, β̃ = β.
Since D is even and of type M , we have that D ' EndF(N) as a superalgebra,
where N = N 0̄ is a finite dimensional superspace. From now on, let us identify D with
EndF(N). Since N is a left D-supermodule, we can define U := U⊗D N . Note that U
is a superspace, with U 0̄ = U0̄ ⊗D N and U 1̄ = U1̄ ⊗D N , but it is not G-graded since
N is not G-graded. Also, U is not a D-supermodule.
Recall that the F-span of any graded D-basis of U is an F-form of U (see Defini-
tion 2.11 with De = F).
Lemma 4.21. If Ũ is an F-form of U, then Ũ ⊗F N is canonically isomorphic to
U⊗D N by u⊗F v 7→ u⊗D v, for all u ∈ Ũ and v ∈ N .
Proof. By Definition 2.11, the map Ũ⊗FD→ U given by u⊗Fd 7→ ud is an isomorphism
of (graded) right D-modules. Hence, we have canonical isomorphisms:
Ũ⊗F N ' Ũ⊗F (D⊗D N) ' (Ũ⊗F D)⊗D N ' U⊗D N,
whose composition sends u⊗F v to u⊗D v.
It follows that if {u1, . . . , uk} is a graded D-basis of U and {v1, . . . , v`} is an F-basis
of N , then {ui ⊗D vj | 1 ≤ i ≤ k and 1 ≤ j ≤ `} is an F-basis of U .
Lemma 4.22. The map ψ : EndD(U) → EndF(U) given by ψ(L) := L⊗D idN is an
isomorphism of superalgebras.
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Proof. It is clear that ψ is a homomorphism and that it preserves the Z2-degree. To
show that ψ is an isomorphism, recall the canonical isomorphism N ⊗FN∗ ' EndF(N),
where N∗ := HomF(N,F). Since N is a left D-module, N∗ is a right D-module. So we
obtain canonical isomorphisms:
U ⊗F N∗ = (U⊗D N)⊗F N∗ ' U⊗D (N ⊗F N∗) ' U⊗D D ' U.
We claim that ψ′ : EndF(U)→ EndD(U ⊗F N∗) defined by ψ′(L) := L⊗F idN∗ is the
inverse of ψ under the canonical isomorphisms above. Indeed,
(ψ′ ◦ ψ)(L) = (L⊗D idN)⊗F idN∗ = L⊗D (idN ⊗F idN∗) = L⊗D 1D = L.
The result follows since dimF EndD(U) = k2`2 = dimF EndF(U).
Note that ψ ◦ ϕ ◦ ψ−1 = ψ ⊗D idN . We are now going to construct an F-bilinear
form on U whose superadjunction is ψ ⊗D idN .
It is well-known (and also follows from Theorem 3.18 with trivial grading) that
there is a bilinear form 〈 , 〉N : N × N → F such that ϕ0 is the (super)adjunction
with respect to 〈 , 〉N . Since ϕ0 is a (super)involution, 〈 , 〉N is either symmetric or
skew-symmetric. We will write δN := 1 in the former case and δN := −1 in the latter.
Lemma 4.23. There is an F-bilinear map 〈 , 〉U : U × U → F determined by
〈u⊗D v, u′ ⊗D v′〉U := 〈v,B(u, u′)v′〉N ,
for all u, u′ ∈ U and v, v′ ∈ N . This bilinear map is supersymmetric if δδN = 1 and
super-skew-symmetric if δδN = −1. Moreover, ϕ ⊗ idN is the superadjunction with
respect to 〈 , 〉U .
Proof. For every u ∈ U, let Cu : U × N → F be defined by C(u′, v′) := B(u, u′)v′.
Clearly, Cu is F-bilinear. Further, it is D-balanced:




v′ = B(u, u′)(dv′) = Cu(u′, dv′).
Hence, there is a unique F-linear map U⊗D N → N , which we will also denote by Cu,
such that u′⊗Dv′ 7→ B(u, u′)v′. It is easy to see that the mapping U→ HomF(U⊗N,N)
also is F-linear.
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Now u′ ⊗F v′ ∈ U ⊗D N fixed, and let C ′ : U × N → F be given by C ′(u, v) :=
〈v, Cu(u′, v′)〉N , i.e., C ′(u, v) = 〈v,B(u, u′)v′〉N . Clearly, C ′ is F-bilinear. Further, it
is D-balanced:
C ′(ud, v) = 〈v,B(ud, u′)v′〉N = 〈v, (−1)(|B|+|u|)|d|ϕ0(d)B(u, u′)v′〉N
= 〈v, ϕ0(d)B(u, u′)v′〉N = 〈dv,B(u, u′)v′〉N ,
for all u ∈ U0̄ ∪ U1̄, v ∈ N and d ∈ D = D0̄. It follows that there is a unique F-linear
map U⊗ V→ F such that u⊗D v 7→ C ′(u, v). We conclude that the F-bilinear map
〈 , 〉U : U × U → F is well-defined.
The form 〈 , 〉U is supersymmetric or super-skew-symmetric, depending on δδN ,
since
〈u′ ⊗D v′, u⊗D v〉U = 〈v′, B(u′, u)v〉N = 〈v′, (−1)|u||u
′|δ ϕ0(B(u, u′))v〉N
= (−1)|u||u′|δ〈B(u, u′)v′, v〉N = (−1)|u||u
′|δδN〈v,B(u, u′)v′〉N
= (−1)|u||u′|δδN〈u⊗D v, u′ ⊗D v′〉U ,
for all u, u′ ∈ U0̄ ∪ U1̄ and v ∈ N = N 0̄.
For the “moreover” part, recall from Lemma 4.22 that every element in EndD(U)
is of the form L⊗D idN for some L ∈ EndD(U). Also, we have:
〈(L⊗D idN)(u⊗D v), u′ ⊗D v′〉U = 〈L(u)⊗D v, u′ ⊗D v′〉U = 〈v,B(L(u), u′)v′〉N
= 〈v, (−1)|L||u|B(u, ϕ(L)(u′))v′〉N
= (−1)|L||u|〈u⊗D v, ϕ(L)(u′)⊗D v′〉U
= (−1)|L||u|〈u⊗D v, (ϕ(L)⊗D idN)(u′ ⊗D v′)〉U ,
for all L ∈ EndD(U)0̄ ∪ EndD(U)1̄, u, u′ ∈ U0̄ ∪ U1̄ and v, v′ ∈ N .
Proposition 4.24. As a superalgebra with superivolution, E(D,U, B) is isomorphic
to M∗(m,n, p0), where m := dimU0̄ ⊗D N , n := dimU1̄ ⊗D N and p0 := |B|.
Proof. It is clear that the bilinear form 〈 , 〉U : U × U → F defined in Lemma 4.23
has the same parity as B, which is p0. By Propositions 3.45 and 3.47, we can find
a (Z2-graded) basis of U where the matrix representing ϕ ⊗D idN is the one as in
Definition 4.18, so (EndF(U), ϕ⊗D idN ) 'M∗(m,n, p0). By Lemma 4.22, we have the
122
desired result.
To state the classification theorem of gradings on M∗(m,n, p0), we will revisit
Definition 2.36. Let T be a finite abelian group, let β be a nondegenerate alternating
bicharacter on T . Decompose T as A × B where β(A,A) = β(B,B) = 1, and let
D := EndF(N) be the corresponding standard realization of a graded-division algebra,
where N is a vector space with a fixed basis {eb}b∈B.
Lemma 4.25. If we identify D with a matrix algebra using the basis {eb}b∈B, we have
that X>ab = β(a, b)Xab−1, for all a ∈ A and b ∈ B.
Proof. Let 〈 , 〉U : U × U → F be the bilinear form determined by
〈eb, eb′〉N :=
1, if b = b
′
0, if b 6= b′ .
Clearly, the adjunction with respect to 〈 , 〉U correspond to the transposition.
Let a ∈ A. Then
〈Xaeb′ , eb′′〉N = β(a, b′)〈Xaeb′ , eb′′〉N = β(a, b′′)〈Xaeb′ , eb′′〉N = 〈eb′ , Xaeb′′〉N ,
for all b′, b′′ ∈ B, so X>a = Xa. Let b ∈ B. Then
〈Xbeb′ , eb′′〉N = 〈ebb′ , eb′′〉N = 〈eb′ , eb−1b′′〉N = 〈eb′ , Xb−1eb′′〉N ,
for all b′, b′′ ∈ B, so X>b = Xb−1 . Finally,
X>ab = (XaXb)> = Xb−1Xa = β(b−1, a)XaXb−1 = β(b, a)−1Xab−1 = β(a, b)Xab−1 .
Proposition 4.26. Suppose T is a elementary 2-group. Then there is a unique
equivalence class (see Definition 3.55) of maps of the form η : T → F× such that
dη = β̃ = β.
Proof. Let D be the standard realization of (T, β) as before. Since T is an elementary
2-group, by Lemma 4.25, the transposition gives us a degree-preserving involution on
D, corresponding to the map η : T → F× given by η(ab) = β(a, b).
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Let η′ : T → F× be a map corresponding to another degree-preserving involution ϕ0
onD. Clearly, ϕ0 is the transposition composed with a degree-preserving automorphism
of D, so, by Lemma 2.38, η′ = χη, for some χ ∈ T̂ . Since β̃ = β is nondegenerate,
there is a t ∈ T such that χ = β̃(t, ·), and hence η′ ∼ η.
We are now in a position to define explicit models for gradings on M∗(m,n, p0).
The choice of ϕ0 to be the transposition on D (when D is realized as a matrix algebra)
is convenient if we view a matrix X ∈Mk0̄|k1̄(D) as a (block) matrix with entries in
F by interpreting the entries of X as matrices with entries in F, or, in other words,
if we identify M(k0̄, k1̄)⊗D with M(m,n) via Kronecker product. This corresponds
to the isomorphism EndD(U)→ EndF(U) of Lemma 4.22 if we use a graded D-basis
{u1, . . . , uk} for U and the basis ui ⊗D eb for U , ordered lexicographically. Then
ϕ0(X)s> in Equation (3.13) becomes Xs>.
We reformulate the conditions on κ of Definition 3.49 in terms of κ0̄ and κ1̄:
Definition 4.27. Let T ⊆ G be a finite subgroup, β : T × T → F× be an alternating
bicharacter, η : T → {±1} be a map such that dη = β, g0 = (h0, p0) ∈ G# and
κ0̄, κ1̄ : G/T → Z≥0 be maps with finite support. If p0 = 0̄, we say that (κ0̄, κ1̄) is
g0-admissible if, for all i ∈ Z2 and x ∈ G/T ,
(i) κi(x) = κi(h−10 x−1);
(ii) if h0x2 = T and, for some (and, hence, any) g ∈ x, η(h0g2) = −(−1)i, then κi(x)
is even.
If p0 = 1̄, we say that (κ0̄, κ1̄) is g0-admissible if, for all x ∈ G/T ,
(iii) κ1̄(x) = κ0̄(h−10 x−1).
Under the conditions of Definition 4.27, let p : T → Z2 be the trivial homomorphism
and define κ : G#/T → Z≥0 by κ((g, i)T ) = κi(gT ), for all i ∈ Z2 and g ∈ G. It
is easy to see that (κ0̄, κ1̄) is g0-admissible if, and only if, (κ, g0) ∈ I(T, β, p)+η , i.e.,
(η, κ, g0, 1) ∈ I(T, β, p) (see Definition 3.49 and Equation (3.19)). In other words,
(κ0̄, κ1̄) is g0-admissible if, and only if, there is a pair (U, B) whose inertia is (η, κ, g0, 1)
(see Definition 3.48). In this case, we say that (U, B) has inertia determined by (κ0̄, κ1̄).
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In what follows, for each pair (T, β) where T is a finite abelian group and
β : T × T → F× is a nondegenerate alternating bicharacter, we fix D to be a standard
realization associated to (T, β), and define ϕ0 : D→ D to be the transposition on D
and η : T → F× to be the corresponding map, which satisfies dη = β (= β̃).
Definition 4.28. Let T ⊆ G be a finite 2-elementary subgroup, let β : T × T → F× be
a nondegenerate alternating bicharacter, let g0 = (h0, p0) ∈ G# and let κ0̄, κ1̄ : G/T →
Z≥0 be g0-admissible maps. Choose a graded D-supermodule U and a nondegenerate
sesquilinear form B : U× U→ D such that (U, B) has inertia determined by (κ0̄, κ1̄).
We define M∗(T, β, κ0̄, κ1̄, g0) to be E(D,U,B). With a choice of a graded basis for U,
this becomes the graded superalgebra M(T, β, κ0̄, κ1̄), i.e., the superalgebra M(m,n)
endowed with the grading ΓM(T, β, κ0̄, κ1̄), where m := |κ0̄|
√
|T | and n := |κ1̄|
√
|T |
(see Definition 2.75), and the superinvolution ϕ is given by
ϕ(X) := Φ−1Xs>Φ,
for all X ∈M(m,n), where Φ is the matrix representing B with respect to the chosen
basis (viewed as a matrix with entries in F rather than D).
Theorem 4.29. Suppose the superalgebra with superinvolution M∗(m,n, p0) is en-
dowed with a G-grading. Then it is isomorphic, as a graded superalgebra with super-
involution, to M∗(T, β, κ0̄, κ1̄, g0) as in Definition 4.28, where p0 = |g0|. Moreover,
M∗(T, β, κ0̄, κ1̄, g0) 'M∗(T ′, β′, κ′0̄, κ′1̄, g′0) if, and only if, T = T ′, β = β′ and there is
g ∈ G such that κ′0̄ = g · κ0̄, κ′1̄ = g · κ1̄ and g′0 = g−2g0.
Proof. The first assertion follows from the discussion above. The isomorphism con-
dition follows from Proposition 3.56 by noting that, in this case, G = {e} × G (see
Equation (3.20)).
4.4 Graded-division superalgebras of types
M ×M sop and Q×Qsop
In the next section, we will classify all group gradings on the superinvolution-simple
superalgebras of types M ×M sop and Q×Qsop. To this end, we will first construct
division gradings on those.
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We will assume F is algebraically closed and charF 6= 2. Fix i ∈ F a primitive
fourth-root of unity, i.e., i2 = −1.
Next subsection presents some well-known concepts and results from the theory of
group extensions (see, for example, [Mac95]). We put it here for completeness and for
fixing notation.
4.4.1 Abelian group extensions
Definition 4.30. Let H,K be groups. A group extension of H by K is a group E
together with homomorphisms ι : K → E and π : E → H such that
0→ K ι−→ E π−→ H → 0
is a short exact sequence, i.e., ι is injective, π is surjective and im ι = kerπ (and, hence,
H ' E
ι(K)). An equivalence between two extensions K
ι−→ E π−→ H and K ι
′
−→ E ′ π
′
−→ H







commutes. It is easy to see that α is necessarily an isomorphism. An equivalence from
an extension to itself will be referred as a self-equivalence.










⊆ {±1,±i} × T,
and let ι : {±1} → E and π : E → T be the homomorphisms given by ι(δ) := (δ, e), for
all δ ∈ {±1}, and π(x, t) := t, for all x ∈ {±1,±i} and t ∈ T . Then {±1} ι−→ E π−→ T
is an extension of T by {±1}.
Let us fix the abelian groups H and K for the remainder of the section.
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Definition 4.32. A map σ : H×H → K is said to be a 2-cocycle if, for all a, b, c ∈ H,
we have σ(a, b)σ(ab, c) = σ(a, bc)σ(b, c). If, further, we have that σ(a, b) = σ(b, a),
we say that σ is symmetric, and if we have σ(a, e) = σ(e, a) = e, we say that σ is
normalized. In the case σ(h1, h2) = e for all h1, h2 ∈ H, we say that σ is trivial.
Example 4.33. Let f : H → K be any map. Recall (Definition 3.40) that its 2-
coboundary is the map df : H ×H → K defined by df (a, b) = f(ab)f(a)−1f(b)−1 for
all a, b ∈ H. It is easy to see that df is a 2-cocycle, which is symmetric since both H
and K are abelian. If f(e) = e, df is also normalized.
Example 4.34. Let T be an abelian group and let b : T × T → F× be a symmetric
bicharacter. It is also easy to see that b is a normalized symmetric 2-cocycle.
Example 4.35. Let D be a finite dimensional graded-division superalgebra associated
to (T, β, p). If β and β̃ only take values in {±1}, then both are symmetric and, hence,
normalized symmetric 2-cocycles. This is not only a particular case of Example 4.34,
but also of Example 4.33 (by Proposition 3.38).
Given a normalized symmetric 2-cocycle σ, we define the abelian group K ×σ H to
be the set K ×H with product ∗σ given by:
(k1, h1) ∗σ (k2, h2) = (σ(h1, h2)k1k2, h1h2),
for all k1, k2 ∈ K and h1, h2 ∈ H. The condition of σ being a symmetric 2-cocycle is
precisely what is needed for the associativity and commutativity of ∗σ. The identity
element is (e, e) and the inverse is given by (k, h)−1 = (k−1σ(h, h−1)−1, h−1). Note
that the usual product on K ×H is recovered as the particular case when σ is trivial.
Definition 4.36. The (abelian) group extension corresponding to K×σH is the group
K ×σ H together the group homomorphisms ι : K → K ×σ H and π : K ×σ H → H
defined by ι(k) = (k, e) and π(k, h) = h, for all k ∈ K and h ∈ H. If σ is trivial, we
say that the extension is trivial.
Example 4.37. Under the conditions of Example 4.35, with β̃ only taking values ±1,
we have a group extension {±1} ι−→ {±1} ×β̃ T
π−→ T .
The next result tells us that, essentially, these are all abelian group extensions:
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Proposition 4.38. Every abelian group extension K ι−→ E π−→ H is equivalent to the
abelian group extension corresponding to K ×σ H for some normalized symmetric
2-cocycle σ : H → K.
Proof. Fix τ : H → E a set- theoretic section of τ such that τ(e) = e. For every x ∈ E,
we have that x(τ(π(x)))−1 is in kerπ and, hence, it is equal to ι(k) for a unique kx ∈ K.
It follows that x = ι(kx)τ(π(x)). Define α : E → K × H by α(x) = (kx, τ(π(x))).
Clearly, α is bijective, so we can make it an isomorphism by using it to define a
product on K ×H. It is easy to check that this product is the one on K ×σ H where
σ : H × H → K is given by σ(h1, h2) = τ(h1)τ(h2)τ(h1h2)−1 and α is the desired
equivalence.
We will now see when two extensions determined by different normalized symmetric
2-cocycles are equivalent.
Proposition 4.39. Let σ, σ′ : H×H → K be normalized symmetric 2-cocycles. A map
α : K ×σ H → K ×σ′ H is an equivalence between the corresponding group extensions
if, and only if, there is a map f : H → K such that α(k, h) = (f(h)k, h), for all k ∈ K
and h ∈ H, and σ′σ−1 = df .
Proof. The result follows from the following claims:
Claim 1. Suppose α is an isomorphism. Then α is an equivalence if, and only if, there
is a map f : H → K such that α(k, h) = (f(h)k, h), for all k ∈ K and h ∈ H.
Suppose α(k, h) = (f(h)k, h). First, it is clear that πα = π. Also, since α(e, e) =
(e, e), it follows that f(e) = e and, hence, αι = ι.
Now suppose α is an equivalence. Since for all h ∈ H (πα)(e, h) = π(e, h) = h,
we have that α(e, h) = (f(h), h) for some map f : H → K. Also, since for all
k ∈ K (αι)(k) = ι(k), we have that α(k, e) = (k, e). It follows that α(k, h) =
α((k, e) ∗σ (e, h)) = α(k, e) ∗σ′ (e, h) = (f(h)k, h).
Claim 2. Suppose there is a map f : H → K such that α(k, h) = (f(h)k, h), for all
k ∈ K and h ∈ H. Then α is an isomorphism if, and only if, σ′σ−1 = df .
First, it is easy to check that the map K ×σ′ H → K ×σ H given by (k, h) 7→
(f(h)−1k, h) is the inverse of α, so α is bijective.
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If h1, h2 ∈ H and t1, t2 ∈ T , then, on the one hand,
α((h1, t1) ∗σ (h2, t2)) = α(σ(t1, t2)h1h2, t1t2) = (f(t1t2)σ(t1, t2)h1h2, t1t2)
and, on the other hand,
α((h1, t1)) ∗σ′ α((h2, t2)) = (f(t1)h1, t1) ∗σ′ (f(t2)h2, t2)
= (σ′(t1, t2)f(t1)f(t2)h1h2, t1t2).
Comparing both, we conclude that α is a homomorphism if, and only if, df = σ′σ−1.
Corollary 4.40. The set of self-equivalences of an abelian group extension K ι−→ E π−→
H is in bijection with the set of homomorphisms from H to K.
Proof. By Proposition 4.38, we can assume our extension is the one corresponding
to K ×σ H, for some normalized symmetric 2-cocycle σ. The result follows from
Proposition 4.39 and the observation that df = 0 if, and only if, f is a homomorphism.
4.4.2 Quadratic maps and (super-)anti-automorphisms
Let D be a finite dimensional graded-division superalgebra associated to (T, β, p)
and choose elements 0 6= Xt ∈ Dt for all t ∈ T . Recall from Proposition 3.38 that
super-anti-automorphisms of D are in bijection with maps η : T → F× such that
dη = β̃. The same computation with p trivial shows that anti-automorphisms of D
are in bijection with maps η : T → F× such that dη = β (see also [EK13]).
Even though we are mainly interested in superinvolutions, some super-anti-au-
tomorphisms which are not involutive (and even some anti-automorphisms) will be
useful in what follows and also in Chapter 5. We will need the ones that correspond
to quadratic maps.
Definition 4.41. Let µ : T → F× be a map. We say that µ is a (multiplicative)
quadratic map if µ(t−1) = µ(t) for all t ∈ T and the map dµ : T × T → F× is a
bicharacter, which is referred to as the polarization of µ.
Remark 4.42. In the literature, the additive notation is commonly used in the context
of quadratic maps. In general, for a given commutative ring K and K-modules A and
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B, a quadratic map q : A→ B is a map satisfying that q(kx) = k2x, for all k ∈ K and
x ∈ A, and that the map A × A → B defined by (x, y) 7→ q(x + y) − q(x) − q(y) is
bilinear. In the case of abelian groups (i.e., K = Z), the first condition is equivalent to
q(−x) = q(x), justifying our nomenclature.
In next example, a quadratic map is used to construct an anti-isomorphism between
different graded-division superalgebras:
Example 4.43. Let µ0 : T → F× be given by µ0(t) = 1 for all t ∈ T+ and µ0(t) = i
for all t ∈ T−. It is clear that µ0(t−1) = µ0(t). Also, we have that dµ0 (a, b) =
µ0(ab)µ0(a)−1µ0(b)−1 = (−1)p(a)p(b), which is a symmetric bicharacter. This quadratic
map determines an anti-isomorphism D → Dsop, Xt 7→ µ0(t)Xt. Note that, in
particular, Dsop is isomorphic to Dop.
Lemma 4.44. Let µ : T → F× be a map and let ψ : D→ D be the linear map defined
by ψ(Xt) = µ(t)Xt for every t ∈ T and Xt ∈ Dt. Then:
(i) If dµ = β̃, then:
µ is a quadratic map ⇐⇒ µ(t) ∈ {±1} for all t ∈ T+ and µ(t) ∈ {±i} for
all t ∈ T− ⇐⇒ ψ is a super-anti-automorphism such that ψ2 is the parity
automorphism on D;
(ii) If dµ = β, then:
µ is a quadratic map ⇐⇒ µ(t) ∈ {±1} for all t ∈ T ⇐⇒ ψ is an involution
on D.
Proof. From Equation (3.18), we have β̃(t, t−1) = µ(tt−1)µ(t)−1µ(t−1)−1, which simpli-
fies to (−1)p(t) = µ(t)µ(t−1). Therefore µ(t−1) = µ(t) if, and only if, µ(t)2 = (−1)p(t),
proving (i).
Item (ii) follows from (i) once we consider D as an algebra, i.e., if we consider p to
be the trivial homomorphism.
We will now refine the statement about existence of η in Proposition 3.38:
Proposition 4.45. If β takes values in {±1}, then there are quadratic maps on T
whose polarizations are β and β̃.
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Proof. To show there is a quadratic map whose polarization is β, consider the group
T := Tradβ and let t 7→ t̄ be the natural projection on the quotient. Also, we denote by
β̄ : T × T → F× the bicharacter induced by β.
Since β̄ is nondegenerate and takes values ±1, T is an elementary 2-group. Choose
a standard realization D associated to (T , β̄). By Lemma 4.25, the transposition is
a degree-preserving involution of D, so it is determined by a map µ̄ : T → F×. By
Lemma 4.44, µ̄ is a quadratic map taking values in {±1} whose polarization is β̄.
Define µ : T → F× by µ(t) = µ̄(t̄) for all t ∈ T . Then µ takes values in {±1} and
β = dµ.
To get a quadratic map with polarization β̃, simply multiply µ by the quadratic
map µ0 of Example 4.43.
4.4.3 Division gradings on D×Dsop
We are now in position to apply these concepts and results to our original problem.
Theorem 4.46. Let D be a graded division superalgebra associated to (T, β, p). Con-
sider E := D×Dsop with its natural T -grading Γ: E = ⊕t∈T Dt ×Dt and let ϕ be the
exchange superinvolution on E. There is a division grading on (E, ϕ) refining Γ if, and
only if, β takes values in {±1}. If this is the case, then:
(i) For each such refinement ∆, associated to (T∆, β∆, p∆, η∆), T∆ fits into a unique
group extension {±1} ι−→ T∆ π−→ T such that π∆ = Γ. Moreover, β∆ = β ◦ (π×π),
p∆ = p ◦ π and η∆ ◦ ι = id{±1}.
(ii) If ∆̃ is another refinement, associated to (T∆̃, β∆̃, p∆̃, η∆̃), there is a unique
equivalence between the corresponding group extensions α : T∆ → T∆̃ such that
α∆ = ∆̃. Moreover, β∆ = β∆̃ ◦ (α× α), p∆ = p∆̃ ◦ α and η∆ = η∆̃ ◦ α.
(iii) There is a refinement ∆0 corresponding to the extension {±1} ι−→ {±1}×β̃T
π−→ T
(Example 4.37), for which the map η∆0 : {±1} ×β̃ T → {±1} determining the
exchange superinvolution is the projection onto the first component.
Proof. We will first prove the main assertion of (i). Recall that, for a division grading,
its support is its universal group (Lemma 2.7). Since Γ is a coarsening of ∆, by the
universal property of the universal group, there is a unique homomorphism π : T∆ → T
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such that π∆ = Γ. Also, since |T∆| = 2|T |, we must have | kerπ| = 2, and therefore
there is a unique monomorphism ι : {±1} → T∆ with ι({±1}) = ker π.
We claim that all division gradings on (E, ϕ) refining Γ must have the same set
of subspaces of E as their homogeneous components. Indeed, for each t ∈ T , let Et
denote the homogeneous component of degree t of Γ. Clearly, Et is 2-dimensional
and (Xt, Xt) and (Xt,−Xt) are eigenvectors of ϕ, associated to the eigenvalues 1 and
−1, respectively. Hence, the eigenspaces of ϕ Et are 1-dimensional. By Lemma 1.2,
it follows that (Xt, Xt) and (Xt,−Xt) are homogeneous in any grading ∆ on (E, ϕ)
refining Γ. If ∆ is a division grading, all the components are 1-dimensional, so they
must be the subspaces E(δ,t) := F(Xt, δXt), for t ∈ T and δ ∈ {±1}.
Now, for all a, b ∈ T and δ1, δ2 ∈ {±1}, we have:
(Xa, δ1Xa)(Xb, δ2Xb) = (XaXb, δ1δ2XaXb)
= (XaXb, δ1δ2(−1)p(a)p(b)XbXa)
= (XaXb, δ1δ2(−1)p(a)p(b)β(a, b)XaXb)
= (XaXb, δ1δ2β̃(a, b)XaXb).
On the one hand, if β(a, b) 6= ±1 for some a, b ∈ T , the direct sum decomposition
E = ⊕E(δ,t) not a grading of E as a superalgebra. On the other hand, if β takes values
in {±1}, it follows that E(δ1,a)E(δ2,b) = E(δ1δ2β̃(a,b),ab). Therefore we have a grading ∆0
with support {±1} ×β̃ T . Clearly, the exchange superinvolution is determined by the
projection on the first entry {±1} ×β̃ T → {±1}, π : {±1} ×β̃ T → T is the projection
on the second entry and that kerπ = {±1} ×β̃ {e}, proving item (iii).
We will use the universal property of the universal group again to prove item (ii).
Let {±1} ι−→ T∆ π−→ T and {±1} ι̃−→ T∆̃
π̃−→ T be the group extensions corresponding
to ∆ and ∆̃, respectively. Since they have the same components, ∆ is an (improper)
refinement of ∆̃, so there is a unique group homomorphism α : T∆ → T∆̃ such that
α∆ = ∆̃. By the uniqueness of π, we have π = π̃α and, by the uniqueness of ι̃, we
have ι̃ = αι, hence α is an equivalence between the corresponding extensions. Since
the component of ∆ of degree t is the same subspace as the component of ∆̃ of degree
α(t), we get β∆ = β∆̃ ◦ (α× α), p∆ = p∆̃ ◦ α and η∆ = η∆̃ ◦ α.
Finally, the “moreover” part of item (i) is trivial for ∆0, and it follows in general
by item (ii).
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Example 4.47. The (trivially) graded superalgebra with superinvolution F× Fsop =
M(1, 0)×M(1, 0)sop of Example 4.2 admits a Z2-grading (refining the trivial grading)
that makes it isomorphic to FZ2: deg(1, 1) = 0̄ and deg(1,−1) = 1̄. The exchange
superinvolution is determined by η(0̄) = 1 and η(1̄) = −1.
Example 4.48. The graded superalgebra with superinvolution Q(1) × Q(1)sop of
Example 4.3 admits a Z4-grading (refining the trivial grading) that makes it isomorphic
to FZ4: deg(1, 1) = 0̄, deg(u, ū) = 1̄, deg(1,−1) = 2̄ and deg(u,−ū) = 3̄. The exchange
superinvolution is determined by η(0̄) = 1, η(1̄) = 1, η(2̄) = −1 and η(3̄) = −1. By
Theorem 4.46, up to relabeling the components, those are the only possible gradings
on these superalgebras with superinvolutions.
It is straightforward that, if ∆ is as in item (i), {±1} → E → T is another group
extension and α : T∆ → E is an equivalence of extensions, then α∆ is a refinement
corresponding to {±1} → E → T . Hence, we get:
Corollary 4.49. Under the conditions of Theorem 4.46, the set of all refinements ∆
such that supp ∆ = T∆ and π∆ = Γ is in bijection with the group homomorphisms
from T to {±1}.
Proof. It follows from item (ii) and Corollary 4.40.
Note that all these refinements are nonisomorphic as graded superalgebras with
superinvolution (since they have different η), but they are isomorphic as graded
superalgebras (since they have the same β and p).
We can use quadratic forms to replace the extension in Example 4.37 and Theo-
rem 4.46 by an equivalent one, which does not depend on β̃.
Lemma 4.50. Under the conditions of Theorem 4.46, suppose β takes values in {±1}
and let ∆0 be the refinement in item (iii). Then every quadratic map µ : T → F× such
that dµ = β̃ gives us an equivalence α : {±1}×β̃ T → E := ({±1}×T+)∪ ({±i}×T−)
between the group extensions of Examples 4.37 and 4.31 given by α(δ, t) := (δµ(t), t).
Further, in the grading α∆0, the exchange superinvolution is determined by the map
η : E → {±1} given by η(λ, t) = λµ(t)−1, for all (λ, t) ∈ E.
Proof. By Lemma 4.44, µ(T+) ⊆ {±1} and µ(T−) ⊆ {±i}. Hence, by Proposition 4.39,
the map α′ : {±1,±i} ×β̃ T → {±1,±i} × T given by α′(λ, t) := (λµ(t), t), for all
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λ ∈ {±1,±i} and t ∈ T , is an equivalence between the corresponding extensions.
Restricting α′ to {±1}×β̃ T , we get precisely α, proving that it is an equivalence. The
“further” part follows from item (ii) in Theorem 4.46.
Lemma 4.50 can be seen as taking a different model for D×Dsop. Recall that µ
defines a super-anti-automorphism on ψ : D→ D, which can be seen as an isomorphism
ψ : Dsop → D. Then the map D×Dsop → D×D given by (d1, d̄2) 7→ (d1, ψ(d2)), for
all d1, d2 ∈ D, is an isomorphism of graded superalgebras with superinvolution, where
we consider the superinvolution (d1, d2) 7→ (ψ−1(d2), ψ(d1)) on D × D. Under this
isomorphism, the element (Xt, δXt) goes to (Xt, δµ(t)Xt) (compare with the formula
for α). If one follows the proof of Theorem 4.46 with D×D instead of D×Dsop, the
group E would naturally appear in the place of {±1} ×β̃ T .
We will now construct an example of an odd graded-division superalgebra of type
M × M sop, which will play an important role in the next section. Let D be the
graded-division superalgebra of Example 2.49, i.e., D = M(1, 1) with the grading by




 = (0̄, 0̄), deg
 0 1
1 0




 = (1̄, 0̄), deg
 0 −1
1 0
 = (1̄, 1̄).
Following the proof of Theorem 4.46, we get a {±1} ×β̃ T -grading refining the natural
T -grading on D×Dsop, given by deg(Xt, δXt) = (δ, t), for all δ ∈ {±1} and t ∈ T .
To use Lemma 4.50 and get a simpler model for the group, we need a quadratic map
whose polarization is β̃. To construct one, we can follow the proof of Proposition 4.45.
First, let µ′ : T → {±1} be the quadratic map determining the transposition on
D = M(1, 1), i.e., µ′(0̄, 0̄) = 1, µ′(0̄, 1̄) = 1, µ′(1̄, 0̄) = 1 and µ′(1̄, 1̄) = −1. Then we
define µ := µ′µ0, where µ0 is the quadratic map of Example 4.43. In other words, µ
is the map determining the queer supertranspose on D (see Definition 0.18). Then,
by Lemma 4.50, we construct a refinement as in Theorem 4.46 with grading group
E =
(




{±i} × Z2 × {1̄}
)
.
Finally, we have a group isomorphism E → Z2 × Z4, defined by (1, 1̄, 0̄) 7→ (1̄, 0̄)
and (i, 0̄, 1̄) 7→ (0̄, 1̄). We then get:
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Example 4.51. Let O denote the superalgebra M(1, 1) ×M(1, 1)sop endowed with




































































 = (1̄, 1̄).
Then O is an odd graded division superalgebra and the exchange superinvolution on it
preserves degrees. Thus η takes value 1 on (0̄, 0̄), (1̄, 0̄), (0̄, 1̄) and (1̄, 3̄), and value −1
on (0̄, 2̄), (1̄, 2̄), (0̄, 3̄) and (1̄, 1̄).
We note that, by Corollary 4.49, there are 4 different gradings by Z2 × Z4 on the
superalgebra with superinvolution M(1, 1)×M(1, 1)sop refining the Z2 × Z2-grading.
The above is one of these 4 gradings.
The next result gives us a characterization of graded-division superalgebras with
superinvolution that appear in Theorem 4.46.
Proposition 4.52. Let (E, ϕ0) be a finite dimensional graded-division superalgebra
with superinvolution associated to a quadruple (TE, βE, pE, ηE). Then there is a graded-
division superalgebra D such that (E, ϕ0) is isomorphic to D × Dsop with exchange
superinvolution and natural grading refined as in Theorem 4.46 if, and only if, there is
an order 2 element f ∈ rad β̃E such that ηE(f) = −1.
Proof. For the “only if” direction, let (T, β, p, η) be the quadruple associated to D. By
item (i) of Theorem 4.46, the element f := ι(−1) has order 2 and satisfies ηE(f) = −1.
Also, f ∈ kerπ, so f ∈ rad β̃E.
For the “if” direction, define T := TE/〈f〉, let π : TE → T be the natural homomor-
phism, and let β : T × T → {±1} and p : T → Z2 be the maps induced by βE and pE,
respectively. They are well defined since f ∈ rad β̃ = (rad β) ∩ T+. Thus, TE fits into
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an extension {±1} ι−→ TE π−→ T where ι(−1) = f . For each t ∈ T , there precisely 2
elements of TE, t′ and t′′, with image t under π, but η(t′) = −η(t′′) since t′′ = t′f . We
define a set-theoretic section τ : T → TE of π by taking τ(t) to be the element such
that η(τ(t)) = 1. Then the map α : TE → {±1} ×β̃ T given by α(τ(t)) = (1, t) and
α(fτ(t)) = (−1, t), for all t ∈ T , is an equivalence from TE to the extension in item
(iii) in Theorem 4.46 (compare with the proof of Proposition 4.38).
We conclude with a result that will be useful in Chapter 5.
Proposition 4.53. Let (E, ϕ0) be as in Proposition 4.52, with f ∈ ker β̃ and η(f) =
−1. Let V be a graded right E-supermodule associated to a map κ : G/TE → Z≥0 and
suppose there is a superinvolution ϕ on R := EndE(V) determined by a nondegenerate
ϕ0-sesquilinear form on V. Set G := G/〈f〉, G
# := G× Z2 ' G#/〈f〉, TE := TE/〈f〉,
and let π : G→ G be the natural homomorphism and let β̄ and p̄ be the maps induced
by β and p, respectively. Then the coarsening (πR,ϕ) is isomorphic to S × Ssop
with exchange superinvolution, where S ' E(TE, β̄, p̄, κ), seeing κ as a map from
G
#
/T ' G#/T to Z≥0.
Proof. Recall that rad β̃ = suppZ(E)0̄. Let ζ ∈ Z(E)0̄ be an element with degree f
and, scaling it if necessary, we may assume that ζ2 = 1. Since η(f) = −1, ϕ0(ζ) = −ζ.
By Proposition 3.21, we can identify (Z(E)0̄, ϕ0) and (Z(R)0̄, ϕ), so ζ ∈ Z(R)0̄ with
ϕ(ζ) = −ζ (recall that the ground field F is algebraically closed). Set ε := 1+ζ2 and
ε′ := 1−ζ2 . Clearly, ε and ε
′ are orthogonal central idempotents and 1 = ε+ ε′. It follows
that we can write R = S⊕S ′, a direct sum of superideals, where S := εR and S ′ := ε′R.
If we consider on R the G#-grading, the elements ε and ε′ are homogeneous, so S
and S ′ are graded superideals. Since ϕ(ε) = ε′, it follows that ϕ(S) = S ′ and, hence,
S ′ ' Ssop as G-graded superalgebras. It remains to prove that S is graded-simple and
describe its parameters.
Set U := Vε and U′ := Vε′. Clearly, U and U′ areG-graded right E-supermodules and
V = U⊕U′. For any E-linear map r ∈ R = EndE(V), it is clear that εr(u) = r(u)ε ∈ U
for all u ∈ U and, since εε′ = 0, εr(u′) = 0 for all u′ ∈ U′. It follows that we can
identify S = εR with EndE(U).
Set D := εE. Restricting the action of E on U, we can consider U as a D-
supermodule. We claim that if f : U→ U is D-linear, then it is also E-linear. Indeed,
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u = uε for every u ∈ U, so f(ud) = f(uεd) = f(u)εd = f(u)d. We conclude that
EndE(U) = EndD(U).
We claim that D is a graded-division superalgebra. Clearly, ε ∈ D is the identity
element. For every t ∈ TE, choose 0 6= Xt ∈ Et. Note that, for every t ∈ TE, we have
Xft ∈ FζXt and, hence, εXft ∈ FXt since εζ = ε. It follows that the G-homogeneous
component Dt̄ is spanned by εXt. Since εXt is invertible in D, with inverse εX−1t ,
we have that D is a graded-division superalgebra and that suppD = TE. Also,
εXsεXt = εXsXt = β(s, t)εXtXs = β(s, t)εXtεXs, for all s, t ∈ T , so D is associated
to (TE, β̄, p̄).
Finally, to see that the map κ : G#/TE ' G
#
/TE → Z≥0 is associated to the
graded right D-supermodule U, let {v1, . . . , vk} be a G-graded E-basis for V. We claim
that B = {v1ε, . . . , vkε} is a G
#-graded D-basis for U. Indeed, for every v ∈ V, write
v = v1d1 + · · ·+vkdk, where d1, . . . , dk ∈ E. Then vε = v1d1ε+ · · ·+vkdkε = (v1ε)(d1ε)+
· · ·+(vkε)(dkε). We conclude that U is the D-span of B. For the D-linear independence,
we note that if (v1ε)(d1ε) + · · · + (vkε)(dkε) = 0, then v1d1ε + · · · + vkdkε = 0, so
d1ε = · · · = dkε = 0.
Remark 4.54. The G-graded superalgebra S ′ ' Ssop is also isomorphic to E(TE, β̄, p̄, κ),
so S admits a super-anti-automorphism. Nevertheless, we cannot construct one
canonically. We will revisit this point in Subsection 5.3.1.
4.5 Gradings on superinvolution-simple
superalgebras of types M ×M sop and Q×Qsop
As before, we continue assuming that F is algebraically closed and charF 6= 2.
Let R := S × Ssop where S is a finite dimensional simple superalgebra, and let
ϕ denote the exchange superinvolution. By Lemma 4.4, (R,ϕ) is a superinvolution-
simple superalgebra. If we endow (R,ϕ) with a grading, then it becomes, clearly,
graded-superinvolution-simple, but not necessarily graded-simple.
In the case R is not graded-simple, by Corollary 4.8, we have R ' Eex(D,U). Since
S × {0} and {0} × Ssop are the only nonzero proper superideals of R, EndD(U) and,
hence, D must be simple. The isomorphism conditions are given by Theorems 4.9
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and 4.11, specialized to the simple case. Recall that gradings on finite dimensional
simple superalgebras were classified in Corollaries 2.76 and 2.80 and Theorem 2.103.
For odd gradings onM(n, n), also recall that, for each pair (T+, β+) with rad β+ = 〈tp〉
of order 2, we fixed a character χ ∈ T̂+ such that χ(tp) = −1 (see Subsection 2.3.2).
Theorem 4.55. Let (R,ϕ) be a superinvolution-simple superalgebra of type M ×M sop
endowed with a G-grading and suppose it is not graded-simple. Then (R,ϕ) is iso-
morphic to either M(T, β, κ0̄, κ1̄) × M(T, β, κ0̄, κ1̄)sop (see Definition 2.75), or to
M(T+, β+, h, κ)×M(T+, β+, h, κ)sop (see Definition 2.102), but not both, where we
consider the exchange superinvolution in both cases.
Moreover, M(T, β, κ0̄, κ1̄)×M(T, β, κ0̄, κ1̄)sop 'M(T ′, β′, κ′0̄, κ′1̄)×M(T ′, β′, κ′0̄, κ′1̄)sop
if, and only if, T = T ′ and one of the following conditions holds:
(i) β′ = β and there is g ∈ G such that either κ′0̄ = g · κ0̄ and κ′1̄ = g · κ1̄, or
κ′0̄ = g · κ1̄ and κ′1̄ = g · κ0̄;
(ii) β′ = β−1 and there is g ∈ G such that either κ′0̄ = g · κ?0̄ and κ′1̄ = g · κ?1̄, or
κ′0̄ = g · κ?1̄ and κ′1̄ = g · κ?0̄;
andM(T+, β+, h, κ)×M(T+, β+, h, κ)sop 'M(T ′+, β′+, h′, κ′)×M(T ′+, β′+, h′, κ′)sop
if, and only if, T+ = T ′+ and one of the following conditions holds:
(iii) β′+ = β+, h′ ∈ {h, htp} and there is g ∈ G such that κ′ = g · κ;
(iv) β′+ = (β+)−1, h′ ∈ {h−1, h−1tp} and there is g ∈ G such that κ′ = g · κ?.
Theorem 4.56. Let (R,ϕ) be a superinvolution-simple superalgebra of type Q×Qsop
endowed with a G-grading and suppose it is not graded-simple. Then (R,ϕ) is isomor-
phic to Q(T+, β+, h, κ)×Q(T+, β+, h, κ)sop (see Definition 2.79), where we consider
the exchange superinvolution.
Moreover, Q(T+, β+, h, κ)×Q(T+, β+, h, κ)sop ' Q(T+, β+, h, κ)×Q(T+, β+, h, κ)sop
if, and only if, T+ = T ′+, h = h′ and one of the following conditions holds:
(i) β′+ = β+ and there is g ∈ G such that κ′ = g · κ;
(ii) β′+ = (β+)−1 and there is g ∈ G such that κ′ = g · κ?.
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Now let us focus on the graded-simple case. By Corollary 4.8, if (R,ϕ) is a finite
dimensional superalgebra with superinvolution with R graded-simple, then (R,ϕ) '
E(D,U, B) for some triple (D,U, B) as in Definition 3.51. Let (T, β, p, η, κ, g0, δ) be
the parameters of (D,U, B) and let ϕ0 be the superinvolution on D determined by η.
Proposition 4.57. The superalgebra with superinvolution (R,ϕ) is superinvolution-
simple but not simple if, and only if, rad β̃ = 〈f〉, where f has order 2 and η(f) = −1.
If this is the case, then (R,ϕ) has the same type as (D, ϕ0), which is M ×M sop if
rad β = rad β̃ and Q×Qsop if rad β 6= rad β̃.
Proof. Suppose (R,ϕ) is superinvolution-simple but not simple. Propositions 2.28
and 3.33 imply that (D, ϕ0) is also superinvolution-simple but not simple. By Proposi-
tion 2.30, Z(R) is isomorphic to Z(D), and by Proposition 4.16, different types have
nonisomorphic centers, hence (R,ϕ) has the same type as (D, ϕ0).
Define ϕ′0 := ϕ0 if B is even and ϕ′0 := υϕ0 if B is odd, where υ is the parity
automorphism. By Proposition 3.21, (Z(R), ϕ) is isomorphic to (Z(D), ϕ′0). Again
by Proposition 4.16 and by Theorem 4.46, (Z(D), ϕ′0) must be one of the graded-
division superalgebras of Examples 4.47 and 4.48, up to relabeling the homogeneous
components. In any case, we get that suppZ(D)0̄ = (rad β) ∩ T+ = rad β̃ is a cyclic
group of order 2 and η has value −1 on the generator.
For the converse, by Propositions 2.28 and 3.33, it suffices to prove that D is
ϕ0-simple. Let D be a graded-division superalgebra associated to (T/〈f〉, β̄, p̄), where
β̄ and p̄ are induced by β and p, respectively. Clearly, the bicharacter induced by β̃
on T/〈f〉 is nondegenerate, so, by Corollary 2.64, D is simple as a superalgebra. By
Proposition 4.52, with D taking the role of E and D taking the role of D, (D, ϕ0) is
isomorphic to D×Dsop, with exchange superinvolution, endowed with a graded-division
refinement of its natural grading. We conclude, by Proposition 4.6, that D is ϕ0-simple,
as desired.
From now on, let us suppose (R,ϕ) is superinvolution-simple of type M ×M sop or
Q×Qsop and get some corollaries from Proposition 4.57.
Corollary 4.58. If the superalgebra with superinvolutionM(m,n)×M(m,n)sop admits
a grading that makes it graded-simple with D odd, then m = n.
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Proof. If M(m,n) ×M(m,n)sop has an odd division grading, then dim(M(m,n) ×
M(m,n)sop)0̄ = (M(m,n)×M(m,n)sop)1̄. Similar to Lemma 2.51, this only happens
when m = n.
For the general case, by Proposition 4.57, we have that M(m,n)×M(m,n)sop '
M(k) ⊗D, where D ' M(m′, n′) ×M(m′, n′)sop and m = km′, n = kn′. It follows
that m′ = n′ and, hence, m = n.
Corollary 4.59. The subgroup T+ ⊆ T is 2-elementary and, for every t ∈ T−, t2 = f .
Proof. By Proposition 4.57, we can write rad β̃ = {e, f}, with η(e) = 1 and η(f) = −1.
Let t ∈ T . By Corollary 3.39, t2 ∈ rad β̃. If t is even, then η(t2) = η(t)2 = 1, hence
t2 = e. If t is odd, then, η(t2) = −η(t)2 = −1, hence t2 = f .
For the next results, we recall the notion of parity element (Definition 2.68).
Corollary 4.60. There are precisely 2 parity elements in T , tp and t′p, and η(tp) =
−η(t′p).
Proof. From Corollary 2.69, we know that there are 2 parity elements and that t′p = ftp.
Then η(tp) = −η(t′p) since f ∈ rad β̃ and η(f) = −1.
Definition 4.61. We define the η-parity element of T to be the unique parity element
tp ∈ T such that η(tp) = 1.
Note that if T = T+, then the η-parity element is e ∈ T .
We will now investigate what happens if we change the map η. Let η′ : T → {±1}
be another map such that dη′ = β̃ and let ϕ′0 be the corresponding superinvolution on
D.
Lemma 4.62. The graded-division superalgebra with superinvolution (D, ϕ′0) is super-
involution-simple if, and only if, η′ ∼ η (see Definition 3.55).
Proof. By Proposition 4.57, (D, ϕ′0) is superinvolution-simple if, and only if, η′(f) =
−1. Suppose η′ ∼ η. Then there is t ∈ T such that η′ = β̃(t, ·)η and, hence,
η′(f) = β̃(t, f)η(f) = −1.
Conversely, if η′(f) = −1, define χ : T → {±1} by χ(t) = η(t)η′(t), for all t ∈ T .
Since dη′ = β̃ = dη, dχ = 1, i.e., χ is a character of T . Also, χ(f) = 1. Hence χ induces
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a character of T/〈f〉 and, since β̃ induces a nondegenerate skew-symmetric bicharacter
on T/〈f〉, there is t ∈ T such that χ = β̃(t, ·). We conclude that η′ = β̃(t, ·)η, i.e.,
η′ ∼ η.
The following is straightforward:
Lemma 4.63. Suppose η′ ∼ η. Then the η′-parity element of T is the same as the
η-parity element of T if, and only if, η′ ∼0̄ η (see Definition 3.57).
Proposition 4.64. Let tp ∈ T be a parity element of T . Then:
(a) If (R,ϕ) is even of type M ×M sop, then rad β+ = rad β = 〈f〉 ' Z2;
(b) If (R,ϕ) is odd of type M ×M sop, then rad β+ = 〈f, tp〉 ' Z2 × Z2 and rad β =
〈f〉 ' Z2;
(c) If (R,ϕ) is of type Q × Qsop, then rad β+ = 〈f〉 ' Z2, rad β = 〈tp〉 ' Z4 and
t2p = f .
Proof. This follows from Corollaries 2.71 and 4.59 and Proposition 4.57.
Theorem 4.65. Let (D, ϕ0) be a finite dimensional superinvolution-simple graded-
division superalgebra, not simple as a superalgebra, associated to (T, β, p, η), and let tp
be its η-parity element. If D is odd of type M ×M sop, choose t1 ∈ T−. Then there
are superinvolution-simple graded-division superalgebras (C, ϕC) and (M, ϕM) such that
(D, ϕ0) ' (C⊗M, ϕC ⊗ ϕM), (M, ϕM) is of type M (and, hence, even) and
(a) If D is even of type M ×M sop, C = α(FZ2) considered as an even graded-division
superalgebra with superinvolution ϕC as in Example 4.47, and α : Z2 → rad β+ is
the unique group isomorphism;
(b) If D is odd of type M × M sop, then C = αO, where O is the graded-division
superalgebra with superinvolution ϕC as in Example 4.51, and α : Z2×Z4 → 〈tp, t1〉
is the group isomorphism given by α(1̄, 0̄) := tp and α(0̄, 1̄) := t1;
(c) If D is of type Q×Qsop, then C = α(FZ4), where FZ4 is the odd graded-division
superalgebra with superinvolution ϕC as in Example 4.48, and α : Z4 → 〈tp〉 given
by α(1̄) := tp.
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Proof. Since, by Corollary 4.59, T+ is an elementary 2-group, it is a vector space over
the field with 2 elements. Fix a basis B for rad β+ and complete it to a basis B∪B′ of
T+. In the case D is odd of type M ×M sop, we can choose B′ such that β̃(t1, b) = 1
for all b ∈ B′. Indeed, if β̃(t1, b) = −1, we replace b by tpb; note that we still get a
complement for B since tp ∈ rad β+.
We define K ⊆ T+ to be the subgroup generated by B′. Then T+ = (rad β+)×K
and, hence, β+ K×K= β K×K is a nondegenerate alternating bicharacter. Let M be a
graded division algebra associated to (K, β K×K), and let ϕM be the superinvolution
determined by η K .
For each of the possibilities for D, we can write T = C ×K where β(C,K) = 1,
and then apply Lemma 2.33 to finish the proof. If D is even of type M ×M sop, take
C := rad β+ = rad β ' Z2. If D is of type Q×Qsop, take C := rad β = 〈tp〉 ' Z4. If
D is odd of type M ×M sop, take C := 〈rad β+, t1〉 = 〈tp, t1〉 ' Z2×Z4 (note that here
we are using our choice of B′ to have β(C,K) = 1). In every case, it is easy to see
that (C, ϕC) as in the statement is a graded-division superalgebra with superinvolution
associated to (C, β C×C , p C , η C).
Note that, in cases (a) and (c) in the proof above, we chose K to be an arbitrary
complement of rad β+ in T+. The next result shows that we can do the same in case
(b), and then choose the element t1 ∈ T− depending on K.
Lemma 4.66. Let (T, β, p) be as in Theorem 4.65(b), and let K ⊆ T+ be any subgroup
such that T+ = (rad β+)×K. Then the set S := {t1 ∈ T− | β(t1, K) = 1} is a coset
of rad β+.
Proof. Given t1 ∈ S, it is straightforward that t′1 ∈ S if, and only if, t−11 t′1 ∈ rad β+.
Hence we only have to show that S 6= ∅. Let χ be the character of T+ determined
by χ(K) = χ(f) = 1 and χ(tp) = −1, and extend χ to a character of T . Since
rad β̃ = 〈f〉, χ induces a character on T/ rad β̃ and, by the nondegeneracy of the
bicharacter induced by β̃ on T/ rad β̃, there is t1 ∈ T such that χ = β̃(t1, ·). Since
β̃(t1, tp) = χ(tp) = −1, t1 ∈ T−, and hence, since β̃(t1, K) = χ(K) = 1, t1 ∈ S.
We will now adapt the proof of Theorem 4.65 to construct standard realizations of
superinvolution-simple graded-division superalgebras that are not simple as superalge-
bras.
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Definition 4.67. Let T ⊆ G# be a finite subgroup, let β : T × T → {±1} be an
alternating bicharacter and let p : T ⊆ G# → Z2 be the restriction of the projection
on the Z2 component of G# = G × Z2. Define T+, T− ⊆ T , β̃ : T × T → {±1} and
β+ : T+ × T+ → {±1} as usual (see Subsections 2.2.1 and 2.2.3). Suppose that:
• rad β̃ = 〈f〉 for an element e 6= f ∈ T+ ;
• T+ is an elementary 2-group;
• for every t ∈ T−, t2 = f .
Under these assumptions, we have precisely 2 parity elements in T . Let tp ∈ T be one
of them, taking tp := e in the case T = T+. Also note that:
(a) if tp = e, then T = T+ and β+ = β = β̃;
(b) if e 6= tp ∈ T+, then rad β+ = 〈f, tp〉 and rad β = 〈f〉;
(c) if tp ∈ T−, then rad β+ = 〈f〉 and rad β = 〈tp〉;
where we have used Corollary 2.71 for (b) and (c). Then choose:
(i) a subgroup K ⊆ T+ such that (rad β+)×K = T+;
(ii) a standard realization M (see Definition 2.36) of a matrix algebra with a division
grading associated to (K, β K×K);
(iii) if we are in case (b), an element t1 ∈ T− such that β(t1, K) = 1.
A subgroup K in item (i) exists because T+ is an elementary 2-group, and a standard
realization in item (ii) is defined since β K×K= β+ K×K is, clearly, nondegenerate.
Finally, in case (b), the element t1 in (iii) exists by Lemma 4.66.
Let ϕM denote the transposition on M, and let (C, ϕC) be as in Theorem 4.65:
item (a) if tp = e, item (b) if e 6= tp ∈ T+, and item (c) if tp ∈ T−. We say that
(C ⊗M, ϕC ⊗ ϕM) is a standard realization of a graded-division superalgebra with
superinvolution associated to (T, β̃, tp).
For any t ∈ T , we choose Xt to be Xr ⊗ Xs, where t = rs, r ∈ suppC, s ∈
suppM = K, Xr is the homogeneous element of Cr as in Examples 4.47, 4.48 and 4.51,
and Xs ∈Ms is as in Proposition 2.35.
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Remark 4.68. The map η : T → {±1} corresponding to ϕC ⊗ ϕM is characterized by
the following conditions: dη = β̃, η K is the map associated to the transposition on
M and one of
(a) if tp = e, then η(f) = −1;
(b) if e 6= tp ∈ T+, then η(tp) = 1 and η(t1) = 1;
(c) if tp ∈ T−, then η(tp) = 1.
In particular, in all cases η(f) = −1 and the chosen tp is the η-parity element of T .
Also, a different choice t′1 in (iii) leads to η′ = η if t′1 ∈ {t1, ftpt1}, and to η′ = β̃(tp, ·)η
if t′1 ∈ {ft1, tpt1}; in both cases, η′ T+= η T+ .
In what follows, for each triple (T, β̃, tp), we will fix a standard realization (D, ϕ0).
Definition 4.69. Let T , β and tp be as in Definition 4.67 with T+ = T (so tp = e),
let g0 ∈ G# be any element, and let κ0̄, κ1̄ : G/T → Z≥0 be g0-admissible maps (see
Definition 4.27).
Choose a graded D-supermodule U and a sesquilinear form B : U× U→ D such
that (U, B) has inertia determined by (κ0̄, κ1̄). The graded superalgebra with superin-
volution M ex(T, β, κ0̄, κ1̄, g0) is defined to be E(D,U,B). With a choice of a graded
basis for U, this becomes the graded superalgebra Mk0̄|k1̄(D), where k0̄ := |κ0̄| and
k1̄ := |κ1̄|, endowed with the superinvolution ϕ given by
ϕ(X) := Φ−1ϕ0(Xs>)Φ,
for all X ∈Mk0̄|k1̄(D), where Φ is the matrix representing B with respect to the chosen
basis.
Note that, as an ungraded superalgebra with superinvolution,M ex(T, β, κ0̄, κ1̄, g0) '
M(m,n)×M(m,n)sop, where m = k0̄
√
|T |/2 and n = k1̄
√
|T |/2.
Theorem 4.70. Suppose the superalgebra with superinvolution M(m,n)×M(m,n)sop
is endowed with an even G-grading making it graded-simple. Then it is isomorphic, as a
graded superalgebra with superinvolution, to M ex(T, β, κ0̄, κ1̄, g0) as in Definition 4.69.
Moreover, M ex(T, β, κ0̄, κ1̄, g0) 'M ex(T ′, β′, κ′0̄, κ′1̄, g′0) if, and only if, T = T ′, β = β′
and there is g ∈ G such that one of the following conditions holds:
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(i) κ′0̄ = g · κ0̄, κ′1̄ = g · κ1̄ and g′0 = g−2g0;
(ii) κ′0̄ = g · κ1̄, κ′1̄ = g · κ0̄ and g′0 = fg−2g0.
Proof. By Theorems 3.18 and 3.37, our graded superalgebra with superinvolution is
isomorphic to E(D,U, B), with (D,U, B) as in Definition 3.51. Let (T, β, p, η, κ, g0, δ)
be the parameters of (D,U, B), and define κ0̄, κ1̄ from κ as usual. Using Theorem 3.54
and Lemma 4.62, we can assume that η is the one from the fixed standard real-
ization associated to (T, β̃, tp), where tp = e. Then E(D,U, B) is isomorphic to
M ex(T, β, κ0̄, κ1̄, g0) by Theorem 3.54 and Proposition 3.56.
The isomorphism condition follows from Theorem 3.54 and Proposition 3.56 and









We now classify odd graded superalgebras with superinvolution of types M ×M sop
and Q×Qsop. Recall that in this situation the map κ : G#/T → Z≥0 carries the same
information as a map G/T+ → Z≥0 which, by abuse of notation, is also denoted by κ
(see Subsection 2.2.1).
Definition 4.71. Let T+ ⊆ G be a finite subgroup, β+ : T+ × T+ → F× be an
alternating bicharacter let η+ : T+ → {±1} be a map such that dη+ = β+ and let
g0 ∈ G = G× {0̄} ⊆ G#. We say that a map κ : G/T+ → Z≥0 with finite support is
g0-admissible if
(i) κ(x) = κ(g−10 x−1) for all x ∈ G/T+;
(ii) if g0x2 = T+ and for some (and, hence, any) g ∈ x, we have η+(g0g2) = −1, then
κ(x) is even.
For η+ := η T+ , it is straightforward to check that κ : G/T+ → Z≥0 is g0-admissible
if, and only if, (κ, g0) ∈ I(T, β, p)0̄,+η (see Definition 3.49, where κ should be regarded
as a function G#/T → Z≥0). In other words, κ is g0-admissible if, and only if, there
is a pair (U, B) whose inertia is (η, κ, g0, 1) (see Definition 3.48). In this case, we say
that (U, B) has inertia determined by κ.
Definition 4.72. Let T , β and tp be as in Definition 4.67 with T+ 6= T , let g0 ∈ G
be any element and let κ : G/T+ → Z≥0 be a g0-admissible map. Choose a graded
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D-supermodule U and a nondegenerate sesquilinear form B : U× U → D such that
(U, B) has inertia determined by κ. The graded superalgebra with superinvolution
E(D,U,B) will be denoted byM ex(T, β, tp, κ, g0), if tp ∈ T+, and by Qex(T, β, tp, κ, g0),
if tp ∈ T−. With a choice of an even graded basis for U, E(D,U,B) becomes Mk(D),
where k := |κ|, endowed with the superinvolution ϕ given by
ϕ(X) := Φ−1ϕ0(X>)Φ,
for all X ∈Mk(D), where Φ is the matrix representing B with respect to the chosen
basis.
Remark 4.73. Recall from Definition 4.67(b) that the fixed standard realization (D, ϕ0)
depends on the choice of the element t1 in item (iii). If t′1 is another such ele-
ment, then, by Lemma 4.66, t′1 ∈ t1(rad β+). By Remark 4.68, t′1 gives the same
map η+ : T+ → {±1} as t1. Hence, the set of g0-admissible κ’s is the same (see
Definition 4.71). Nevertheless, M ex(T, β, tp, κ, g0)′ obtained from t′1 may not be iso-
morphic to M ex(T, β, tp, κ, g0) obtained from t1. More precisely M ex(T, β, tp, κ, g0)′ '
M ex(T, β, tp, κ, g0) for t′1 ∈ {t1, ftpt1}, and M ex(T, β, tp, κ, g0)′ ' M ex(T, β, tp, κ, tpg0)
if t′1 ∈ {ft1, tpt1}. This follows from Remark 4.68 and Theorem 3.54.
Note that, as an ungraded superalgebra with superinvolution, M ex(T, β, tp, κ, g0) '
M(n, n)×M(n, n)sop, where n = |κ|
√
|T |/8, and Qex(T, β, tp, κ, g0) ' Q(n)×Q(n)sop,
where n = |κ|
√
|T |/4.
Theorem 4.74. Suppose the superalgebra with superinvolution M(n, n)×M(n, n)sop
(respectively, Q(n)×Q(n)sop) is endowed with a G-grading making it graded-simple
and odd. Then it is isomorphic, as a graded superalgebra with superinvolution, to
M ex(T, β, tp, κ, g0) (resp., Qex(T, β, tp, κ, g0)) as in Definition 4.72. Moreover, the
graded superalgebras with superinvolution M ex(T, β, tp, κ, g0) and M ex(T ′, β′, t′p, κ′, g′0)
(resp., Qex(T, β, tp, κ, g0) and Qex(T ′, β′, t′p, κ′, g′0)) are isomorphic if, and only if, T =
T ′, β = β′, tp = t′p and there is g ∈ G such that κ′ = g · κ and g′0 = g−2g0.
Proof. Suppose M(n, n) ×M(n, n)sop (Q(n) × Q(n)sop) is endowed with an odd G-
grading making it graded-simple. By Theorems 3.18 and 3.37, it is isomorphic to
E(D,U, B), with (D,U, B) as in Definition 3.51. Let (T, β, p, η, κ, g0, δ) be the parame-
ters of (D,U, B) and let tp be its η-parity element. Using Theorem 3.54 and Lemma 4.63,
we can assume that η is the one from the fixed standard realization associated to
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(T, β̃, tp). Then E(D,U, B) is isomorphic to M ex(T, β, κ0̄, κ1̄, g0) (Qex(T, β, κ0̄, κ1̄, g0))
by Theorem 3.54 and Proposition 3.56.
To prove the isomorphism condition, let κ̃ : G#/T → Z≥0 and κ̃ : G#/T ′ → Z≥0 be
the maps in terms of G# corresponding to κ′ and κ′, respectively. By Theorem 3.54,
Proposition 3.59, and Lemma 4.63, the gradings are isomorphic if, and only if, T = T ′,
β = β′, tp = t′p and (κ̃, g0) and (κ̃′, g′0) are in the same G-orbit in I(T, β, p)0̄,+η . Note that















{e} × (G × {0̄})
)
, for any t̃ ∈ T−. We claim the
action by (f, t̃) is trivial. Indeed, (f, t̃) · (κ̃, g0) = (t̃ · κ̃, f t̃−2g0) (see Equation (3.21)),
and we have that t̃ · κ̃ = κ, since t̃ ∈ T , and f t̃−2 = e. Therefore, the G-orbits coincide
with the
(
{e} × (G× {0̄})
)
orbits. The result follows.
As done in Chapter 2 for Q(n), gradings on Q(n)×Q(n)sop can be easily reduced
to gradings on (Q(n)×Q(n)sop)0̄ 'M(n, 0)×M(n, 0)sop. Let (T, β̃, tp) be as in case
(c) in Definition 4.67, and let h ∈ G be the projection of tp onto G, i.e., tp = (h, 1̄).
Then (T+, β+, e) is as in case (a) and h2 = f . Conversely, given (T+, β+, e) as in case
(a) and an element h ∈ G with h2 = f , we can define tp := (h, 1̄), T := T+ ∪ tpT+ and
β̃ : T × T → F× by β̃(stip, ttjp) = β+(s, t), for all s, t ∈ T+ and i, j ∈ Z. Then (T, β̃, tp)
is a triple as in case (c). Hence, we can reparametrize (T, β̃, tp) by (T+, β+, h). Also,
g0 ∈ G and the g0-admissibility condition involves only the map η+ := η T+ , which is
characterized by:
dη+ = β+, η+ K is associated to transposition onM, and η+(f) = −1. (4.1)
Therefore, the graded superinvolution-simple superalgebra Qex(T, β, tp, κ, g0) in Defini-
tion 4.72 will also be denoted by Qex(T+, β+, h, κ, g0), with all parameters in terms of
the group G.
By Theorem 4.74, we have:
Corollary 4.75. Suppose the superalgebra with superinvolution Q(n)×Q(n)sop is en-
dowed with a G-grading making it graded-simple. Then it is isomorphic, as a graded su-
peralgebra with superinvolution, to Qex(T+, β+, h, κ, g0) as above. Moreover, the graded
superalgebras with superinvolution Qex(T+, β+, h, κ, g0) and Qex(T ′+, β′+, h′, κ′, g′0) are
isomorphic if, and only if, T+ = T ′+, β+ = β′+, h = h′ and there is g ∈ G such that
κ′ = g · κ and g′0 = g−2g0.
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This reparametrization has the following interpretation in terms of gradings. Let
(R,ϕ) := Qex(T, β, tp, κ, g0). Clearly, there is an invertible homogeneous element
ω ∈ Z(D)1̄ of degree tp such that ϕ0(ω) = ω. Scaling ω if necessary, we can
suppose ω2 = ζ where ζ := (1,−1) ∈ Z(D)0̄. By Proposition 3.21, we can re-
gard ω as an element of Z(R)1̄, and ϕ(ω) = ω. Then R = R0̄ ⊕ ωR1̄. Note
that (R0̄, ϕ R0̄) ' M ex(T+, β+, κ, 0, g0), where 0 denotes the identically zero map
G/T+ → Z≥0. Conversely, let (R0̄, ϕ R0̄) := M ex(T+, β+, κ, 0, g0) then let (R,ϕ) be
the graded superalgebra with superinvolution defined by R := R0̄ ⊕ ωR0̄, where ω
is a new symbol of degree tp := (h, 1̄) that commutes with every element in R0̄ and
satisfies ω2 = ζ ∈ R0̄ and ϕ(ω) = ω. Then (R,ϕ) ' Qex(T, β, tp, κ, g0).
We can also reparametrize the odd graded superalgebras with superinvolution of
type M ×M sop in terms of G. Let M ex(T, β, tp, κ, g0) be as in Definition 4.72.
As done in Subsection 2.3.1, we can recover the triple (T, β, p) from T+, β+, an
arbitrary element t1 ∈ T− and the character χ := β(t1, ·) ∈ T̂+ (see Equation (2.5)).
Let K ⊆ T+ be the subgroup chosen in item (i) of Definition 4.67(b), and let S be the
coset of rad β+ determined by K as in Lemma 4.66. We can use any representative of
S as t1. Then χ is determined by
χ(K) = χ(f) = 1 and χ(tp) = −1. (4.2)
Let C be the image of S under the projection G# → G. By Corollary 4.59, f is the
square of every element in S and, hence, of every element in C. It follows that we can
recover (T, β̃, tp) from T+, β+, tp, K and the coset C.
Now let M be the standard realization chosen in item (ii) of Definition 4.67(b).
Clearly, the choice of t1 ∈ S in item (iii) is equivalent to the choice of h ∈ C
via t1 := (h, 1̄), so we have all the data necessary to construct a graded-division
superalgebra with superinvolution in terms of G only. In particular, by Remark 4.68,
the map η+ : T+ → {±1} is characterized by
dη+ = β+, η+ K is associated to transposition onM,
η+(f) = −1 and η+(tp) = 1.
(4.3)
Thus, M ex(T, β, tp, κ, g0) can be recovered from T+, β+, tp, K, h, M, g0 and κ.
Conversely, let T+ ⊆ G be a 2-elementary subgroup, let e 6= tp ∈ T+, let h ∈ G
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be such that f := h2 ∈ T+ r 〈tp〉, and let β+ : T+ × T+ → {±1} be an alternating
bicharacter such that rad β+ = 〈tp, f〉. Fix a complement K ⊆ T+ to rad β+ and
a standard realization M of a matrix algebra with division grading associated to
(K, β+ K×K). Let χ ∈ T̂+ be defined by Equation (4.2). It is straightforward to
check that (h, χ) ∈ O(T+, β+), see Definition 2.82. Set t1 := (h, 1̄), T− := t1T+ and
T := T+ ∪ T−, and define β : T × T → {±1} as in Lemma 2.83. It follows that
tp is a parity element and that f ∈ rad β, hence, by Corollary 2.71, we have that
rad β = rad β̃ = 〈f〉. Therefore, (T, β̃, tp) is as in Definition 4.67(b). Further, since
β(t1, K) = χ(K) = 1, we can use K, M and t1 as the choices in items (i), (ii) and (iii).
We will denote the graded superalgebra with superinvolution M ex(T, β, tp, κ, g0),
constructed using the choices above, by M ex(T+, β+, tp, h, κ, g0).
Corollary 4.76. Suppose the superalgebra with superinvolution M(n, n)×M(n, n)sop
is endowed with a G-grading making it graded-simple and odd. Then it is isomorphic,
as a graded superalgebra with superinvolution, to M ex(T+, β+, tp, h, κ, g0) as above.
Moreover, M ex(T+, β+, tp, h, κ, g0) and M ex(T ′+, β′+, t′p, h′, κ′, g′0) are isomorphic if,
and only if, T+ = T ′+, β+ = β′+, tp = t′p, h′ ∈ h(rad β+) and there is g ∈ G such that
κ′ = g · κ and
(i) g′0 = g−2g0 if h′ ∈ {h, ftph};
(ii) g′0 = tpg−2g0 if h′ ∈ {fh, tph}.
Proof. The first assertion follows immediately from Theorem 4.74. The second as-
sertion also follows from Theorem 4.74, but we have to take into account that in
the isomorphism condition there, the element t1 was fixed for each triple (T, β̃, tp).
Therefore, when comparing M ex(T+, β+, tp, h, κ, g0) and M ex(T+, β+, tp, h′, κ′, g′0), we
have to apply Remark 4.73 to bring t′1 = (h′, 1̄) to t1 = (h, 1̄).
Chapter 5
Gradings on Special Linear,
Orthosymplectic, Periplectic and
Queer Lie Superalgebras
In this chapter we present a classification up to isomorphism of group gradings on
the simple Lie superalgebras in series A, B, C, D, P and Q, except for the ones of
type A(1, 1). We note that gradings for series B were classified in [San19], series P
in [HSK19] and series Q in [BHSK17], but the techniques we have developed here
allow us to recover those results. We also note that in [HSK19] there is a partial
classification of gradings for series A (more precisely, the gradings of Types I, IM and
IQ according to our present terminology, see Definitions 5.15, 5.28 and 5.29).
Section 5.1 shows that the results about gradings on superinvolution-simple asso-
ciative superalgebras in Chapter 4 can be transferred to the corresponding simple Lie
superalgebras: in Subsection 5.1.1, we use Theorem 3.27 to compute the well-known
automorphism groups of the superinvolution-simple associative superalgebras (Propo-
sition 5.2), and in Subsection 5.1.2 we compare them to the automorphism groups of
the classical Lie superalgebras found in [Ser84, GP04], allowing us to use the tools
in Section 1.2 to transfer our classification results (Corollary 5.4). It follows that
gradings (and their isomorphism classes) on the simple Lie superalgebras in series B,
C, D and P correspond to gradings (and their isomorphism classes) on the associative
superalgebras M(m,n) with appropriate superinvolutions that we used to define these
Lie superalgebras in Section 0.3. In Section 5.2, we give a classification for these
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series (Theorems 5.7 and 5.10). For the simple Lie superalgebras in series A and
Q, only some gradings come from the simple associative superalgebras S = M(m,n)
or Q(n) used to define them, but all gradings come from the superinvolution-simple
superalgebras S × Ssop. The goal of Section 5.3 is to present models for all gradings in
terms of the Lie superalgebra S(−). In Subsection 5.3.1, we give a general procedure
to construct these models, and in Subsections 5.3.2 to 5.3.4 we adapt this procedure
to the Lie superalgebras of types A(m,n) (for m 6= n), Q(n) and A(n, n), respectively
(see Theorems 5.20, 5.26 and 5.38).
As in Chapters 3 and 4, we will assume that the group G is abelian. We can do
this without loss of generality because of the next result, which is a generalization of
[BZ06, Lemma 2.1] or [DM06, Proposition 1] (see also [EK13, Proposition 1.12] and
its proof, which works in this more general situation, as was observed in [HSK19]).
Proposition 5.1. Let L be a simple Lie superalgebra endowed with a G-grading. Then
the subgroup of G generated by the support of L is abelian.
5.1 Automorphism groups
In this section, we will present the groups of automorphisms of the finite dimensional
simple associative superalgebras (with and without superinvolution), as well as of the
classical Lie superalgebras of the 6 infinite series A, B, C, D, P and Q. The goal is to
transfer the results about the classification of gradings from the associative to the Lie
case (see Corollary 5.4).
The automorphism groups of the simple associative superalgebras, respectively
superinvolution-simple associative superalgebras, are easy to compute, and follow from
our results in Chapter 2, respectively Chapters 3 and 4. The (outer) automorphism
groups of the finite dimensional simple Lie superalgebras were computed in [Ser84].
It is worth mentioning that the algebraic group schemes of automorphisms of these
Lie superalgebras are presented in [GP04, Theorem 4.1], and the description there is
closer to the one we present here.
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5.1.1 Associative superalgebras
The automorphisms of the associative superalgebrasM(m,n) and Q(n) are well known
and can be computed from Theorem 2.27 with G = Z2, D = D′ and U = U′.
For the case of M(m,n), we have D = F, which forces ψ0 = idD in Theorem 2.27
and, hence, every automorphism ofM(m,n) is the conjugation by an invertible element
in M(m,n)0̄ ∪M(m,n)1̄, namely, ψ1 in Theorem 2.27. We define E(m,n) to be the
normal subgroup consisting of the conjugations by the invertible elements in M(m,n)0̄.




where x ∈Mm(F) and y ∈Mn(F) are invertible. Clearly,
E(m,n) ' (GLm×GLn)/F×,
where F× is identified with scalar matrices. An odd invertible matrix is necessarily of
the form 0 x
y 0
 ,
where x ∈ Mm×n(F) and y ∈ Mn×m(F) are invertible and, hence, m = n. Therefore,
Aut(M(m,n)) = E(m,n) if m 6= n, and we can write Aut(M(n, n)) = E(m,n) o 〈π〉,





To compute the automorphism group of Q(n), let us first consider n = 1. We know
that Q(1) ' FZ2 is a graded-division algebra, so we can apply Lemma 2.38 to conclude
that there are only 2 automorphisms: the identity and the parity automorphism
ν : Q(1) → Q(1). Now let n be any natural number. Recall that, using Kronecker
product, we can write Q(n) ' Mn(D) with D := Q(1), where Q(n)i corresponds
to Mn(Di) (see the proof of Theorem 2.43). By Theorem 2.27 and Remark 2.26,
an automorphism of Mn(D) is a conjugation by a homogeneous element of Mn(D),
152
followed by applying an automorphism of D to each entry of the result. In our case,
applying the parity automorphism to each entry of a matrix in Mn(D) is the same
as applying the parity automorphism to the matrix. Hence, the automorphism group
of Q(n) is generated by the conjugations by homogeneous elements of Q(n) and the
parity automorphism ν : Q(n) → Q(n). Since Π is an odd element in the center of




with invertible x ∈ Mn(F). The parity automorphism commutes with all automor-
phisms, so we have Aut(Q(n)) = Aut(Mn(F))× 〈ν〉 ' PGLn×Z2. Note that every au-
tomorphism of Q(n) is of the form sIntA for some invertible element A ∈ Q(n)0̄∪Q(n)1̄,
since the parity automorphism is sIntΠ.
We will now focus on the finite dimensional superinvolution-simple superalgebras.
If R = S × Ssop, where S is either M(m,n) or Q(n), and ϕ : R→ R is the exchange
superinvolution, then the automorphisms of (R,ϕ) can be computed following the
proof of Lemma 4.5. Explicitly, an automorphism of (R,ϕ) is either of the form
∀x, y ∈ S, ψθ(x, ȳ) := (θ(x), θ(y)), (5.1)
where θ : S → S is an automorphism, or of the form
∀x, y ∈ S, ψθ(x, ȳ) := (θ(y), θ(x)), (5.2)
where θ : S → S is a super-anti-automorphism. It is straightforward to check that
Equations (5.1) and (5.2) define an isomorphism Aut(S)→ Aut(R,ϕ), where Aut(S)
is the group of automorphisms and super-anti-automorphisms of the superalgebra S.
Recall that, even though there may be no superinvolution on S ∈ {M(m,n), Q(n)}
in general, we always have a super-anti-automorphism (for example, the queer super-
transpose of Definition 0.18), so Aut(S) is a subgroup of index 2 in Aut(S) (excluding
the case of M(1, 0)).
It remains to consider the case (R,ϕ) = M∗(m,n, p0). Let 〈 , 〉 : Fm|n × Fm|n → F
be the nondegenerate symmetric bilinear form with matrix Φ as in Definition 4.18. By
Theorem 3.27, we have that every automorphism of M∗(m,n, p0) is the conjugation
153
by an invertible matrix A ∈M(m,n)0̄ ∪M(m,n)1̄ such that
∃λ ∈ F×, ∀u, v ∈ (Fm|n)0̄ ∪ (Fm|n)1̄, 〈Au,Av〉 = λ(−1)|A||u|〈u, v〉, (5.3)
(This comes from Equation (3.9) together with Definition 3.22.) We claim that A must
be even. Indeed, let u, v ∈ Fm|n with |u| = 0̄ and |v| = p0 such that 〈u, v〉 6= 0. Then,
since the form is supersymmetric, we have 〈u, v〉 = 〈v, u〉. Comparing
〈u, v〉 = λ−1〈Au,Av〉
and
〈v, u〉 = λ−1(−1)|A| p0〈Av,Au〉
= λ−1(−1)|A| p0(−1)(|A|+p0)|A|〈Au,Av〉
= λ−1(−1)|A|〈Au,Av〉,




where x ∈ GLn and y ∈ GLm.
Then Equation (5.3) implies that 〈u, ϕ(A)Av〉 = λ〈u, v〉, so ϕ(A) = λA−1. Since
F is algebraically closed and we are only interested in the conjugations by A, we
can multiply A by 1/
√
λ and assume ϕ(A) = A−1. We conclude that the group of
automorphism is
Aut(M∗(m,n, p0)) =
{A ∈M(m,n)0̄ | A is invertible and ϕ(A) = A−1}
{±Im+n}
.
For M∗(m,n, 0̄), we have that x ∈ Om and y ∈ Spn, so
Aut(M∗(m,n, 0̄)) ' Om× Spn
{±Im+n}
.






, so ϕ(A) = A−1 if, and only if,
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y = (x>)−1. We conclude that




Proposition 5.2. The automorphism groups of the finite dimensional simple or
superinvolution-simple associative superalgebras are:
(i) Aut(M(m,n)) = E(m,n) ' (GLm×GLn)/F×, if m 6= n;
(ii) Aut(M(n, n)) = E(n, n) o 〈π〉;
(iii) Aut(Q(n)) = Aut(Mn(F))× 〈ν〉 ' PGLn×Z2;
(iv) Aut(S × Ssop, ϕ) ' Aut(S), where S is either M(m,n) or Q(n), and ϕ is the
exchange superinvolution;
(v) Aut(M∗(m,n, 0̄)) ' (Om× Spn)/{±Im+n};
(vi) Aut(M∗(n, n, 1̄)) ' GLn /{±In}.
5.1.2 Lie superalgebras and transfer of gradings
We will now compare the automorphism groups of Proposition 5.2 with the automor-
phism groups of classical Lie superalgebras.
Let R be any associative superalgebra. Given an automorphism ψ : R→ R, it is
clear that ψ is also an automorphism of the Lie superalgebra R(−). Moreover, ψ can be
restricted to R(1) := [R(−), R(−)] and, also, induces an automorphism on the quotient
superalgebra L := R(1)/Z(R(1)), since an automorphism maps central elements to
central elements. This gives us an algebraic group homomorphism Aut(R)→ Aut(L).
In the case R is the associative superalgebra M(m,n) (respectively, Q(n)), L is
simple of type A(m − 1, n − 1) (resp. Q(n − 1)). Comparing [Ser84, Theorem 1]
and [GP04, Theorem 4.1] with Proposition 5.2(i, ii, iii), we see that the homomor-
phism Aut(R) → Aut(L) is injective but not surjective. This means we cannot use
Theorem 1.30 to reduce the classification of gradings on L to gradings on R.
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This problem can be avoided, for almost all cases, if we consider associative superal-
gebras with superinvolution. If (R,ϕ) is one, set L := Skew(R,ϕ)(1)/Z(Skew(R,ϕ)(1)).
The considerations above are still valid, and we have an algebraic group homomorphism
Aut(R,ϕ)→ Aut(L) given by restriction modulo the center.
If we take R := S×Ssop with exchange superinvolution ϕ, where S is the associative
superalgebra M(m,n) (respectively, Q(n)), then L is simple of type A(m− 1, n− 1)
(resp. Q(n− 1)). Indeed, Skew(R,ϕ) = {(s,−s̄) | s ∈ S} and, hence, the projection
R → S restricts to an isomorphism of Lie superalgebras Skew(R,ϕ) → S(−). Then,
by Proposition 5.2(iv), the homomorphism Aut(R,ϕ)→ Aut(L) is an isomorphism of
algebraic groups, except for the case L ' psl(2|2) of type A(1, 1).
The same reasoning holds for the orthosymplectic and periplectic Lie superalgebras
if we take R := M∗(m,n, p0). To summarize, we have the following:
Proposition 5.3. Let (R,ϕ) be a finite dimensional superinvolution-simple associative
superalgebra with R1̄ 6= 0, set L := Skew(R,ϕ)(1)/Z(Skew(R,ϕ)(1)) and assume that L
is not of type A(1, 1). Then the map Aut(R,ϕ) → Aut(L), given by restriction and
reduction modulo the center, is an isomorphism of algebraic groups.
Together with Theorem 1.30, we get:
Corollary 5.4. Let (R,ϕ) and L be as in Proposition 5.3. Then every grading on
L is a restriction and reduction modulo the center of a grading on (R,ϕ), and two
gradings on L are isomorphic if, and only if, they come from isomorphic gradings on
(R,ϕ).
Together with our results from Chapters 2 and 4, this gives us a classification of
gradings on the Lie superalgebras in the series A, B, C, D, P and Q, except A(1, 1).
In the following sections, we will develop this in detail.
5.2 Gradings on simple Lie superalgebras of series
B, C, D and P
We will now classify the gradings on orthosymplectic and peripletic Lie superalgebras,
i.e., the Lie superalgebras of the form L := Skew(R,ϕ)(1) where (R,ϕ) = M∗(m,n, p0)
(see Definition 4.18).
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By Corollary 5.4, these gradings are precisely the restrictions of the gradings on
M∗(m,n, p0), which are classified in Theorem 4.29. Here we will get a more explicit
description of these gradings and, for the Lie superalgebras of types B and P , recover
the classification results in [San19] and [HSK19], respectively.
In what follows, for each pair (T, β), where T is a finite abelian group and
β : T × T → F× is a nondegenerate alternating bicharacter, we fix a standard re-
alization D of a matrix algebra with a division grading associated to (T, β) (see
Definition 2.36). Recall that this gives us a choice of elements 0 6= Xt ∈ Dt, for all
t̄ ∈ T . We also fix ϕ0 : D→ D to be the transposition on D and η : T → {±1} to be
the corresponding map, which satisfies dη = β (= β̃).
5.2.1 Gradings on periplectic Lie superalgebras
The gradings on P (n−1) correspond to the gradings onM∗(n, n, 1̄). By Theorem 4.29, if
we endowM∗(n, n, 1̄) with a grading, then it becomes isomorphic toM∗(T, β, κ0̄, κ1̄, g0)
as in Definition 4.28, with |g0| = 1̄. Let h0 ∈ G be the element such that g0 = (h0, 1̄) ∈
G#.
Recall that (κ0̄, κ1̄) is g0-admissible (Definition 4.27), so since |g0| = 1̄, κ0̄ encodes
the same information as (κ0̄, κ1̄). More precisely, for any map κ0̄ : G/T → Z≥0 with
finite support, there is a unique map κ1̄ : G/T → Z≥0 such that (κ0̄, κ1̄) is g0-admissible,
namely, the one defined by κ1̄(x) := κ0̄(h−10 x−1).
The argument above can be seen from the point of view of the gradedD-supermodule
U = U0̄ ⊕ U1̄ and the nondegenerate ϕ0-sesquilinear form B : U × U → D that
we have to choose in Definition 4.28. Recall that, since D is even, both U0̄ and
U1̄ are G-graded right D-supermodules. Since g0 = degB is odd, B defines an
isomorphism (U1̄)[h0] → (U0̄)? by u 7→ B(u, ·). Recall that (U0̄)? is a right D-module
by (f · d)(u) := ϕ0(d)f(u), for all d ∈ D, f ∈ (U0̄)? and u ∈ U0̄ (see Section 3.1).
This gives us an explicit way to construct the pair (U, B). Let γ = (g1, . . . , gk),
where k := |κ0̄|, be a k-tuple of elements in G realizing κ0̄ (see Definition 2.18). Then
define U0̄ := D[g1] ⊕ · · · ⊕D[gk], U1̄ := ((U0̄)?)[h−10 ], U := U0̄ ⊕ U1̄ and B : U× U→ D
by




1̄, B(u0̄ + u1̄, u′0̄ + u′1̄) := u1̄(u′0̄) + ϕ0(u′1̄(u0̄)).
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One can check that B̄ = B and (U, B) has inertia determined by (κ0̄, κ1̄).
Let B = {u1, . . . , uk} be the canonical graded basis of U0̄ (i.e., ui has 1 in the i-th
entry and zero elsewhere). Then B ∪B? is a graded basis for U. Using this basis, the





As in Definition 4.28, we identify EndD(U) with Mk|k(D) and, then, with M(n, n) by






and, hence, the superinvolution ϕ of Definition 4.28 becomes precisely the superinvolu-
tion of Definition 4.18 (with p0 = 1̄).
Definition 5.5. Let n ≥ 2, let T ⊆ G be a finite 2-elementary subgroup, let
β : T × T → F× be a nondegenerate alternating bicharacter, let h0 ∈ G and let
κ0̄ : G/T → Z≥0 be a map with finite support such that k
√
|T | = n + 1, where
k := |κ0̄|. Choose a k-tuple γ0̄ = (g1, . . . , gk) of elements in G realizing κ0̄, and define
γ1̄ := (h−10 g−11 , . . . , h−10 g−1k ). Consider the elementary grading on M(k, k) determined
by (γ0̄, γ1̄) (see Definition 1.4) and let Γ be the grading on M(n+ 1, n+ 1, 1̄) given by
identifying it with M(k, k)⊗D via Kronecker product. We define ΓP (T, β, κ0̄, h0) to
be the restriction of Γ to P (n).
Remark 5.6. In [HSK19], the k-tuple γ := γ0̄ is taken as a parameter instead of the
map κ0̄, which is denoted by Ξ(γ) there, and our element h0 corresponds to g−10 there.
The following result is a consequence of Theorem 4.29 (compare with [HSK19,
Theorem 6.9]).
Theorem 5.7. Let n ≥ 2. Every grading on the simple Lie superalgebra P (n) is
isomorphic to some ΓP (T, β, κ0̄, h0) as in Definition 5.5. Moreover, ΓP (T, β, κ0̄, h0) '
ΓP (T ′, β′, κ′0̄, h′0) if, and only if, T = T ′, β = β′ and there is an element g ∈ G such
that κ′0̄ = g · κ0̄ and h′0 = g−2h0.
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5.2.2 Gradings on orthosymplectic Lie superalgebras
The gradings on osp(m|n) correspond to the gradings on M∗(m,n, 0̄). By Theo-
rem 4.29, if we endow M∗(m,n, 0̄) with a grading, then it becomes isomorphic to
M∗(T, β, κ0̄, κ1̄, g0) as in Definition 4.28, with |g0| = 0̄.
Unlike in the case of Subsection 5.2.1, our construction of the pair (U, B) will
be closer to the one in Subsection 3.6.2. Let ξ : G/T → G be a set-theoretic section
of the natural homomorphism, and let ≤ be a total order on the set G/T with
no elements between x and g−10 x−1. Changing ξ if necessary, we may assume that
ξ(g−10 x−1) = g−10 ξ(x)−1 if x < g−10 x−1. For each i ∈ Z2, set ki := |κi|, and construct
tuples γ0̄ = (g1, . . . , gk0̄) and γ1̄ = (h1, . . . , hk1̄) realizing κ0̄ and κ1̄, respectively,
according to ξ and ≤ (Definition 2.20). Then define U0̄ := D[g1] ⊕ · · · ⊕ D[gk0̄ ],
U1̄ := D[h1] ⊕ · · · ⊕D[hk1̄ ] and U := U0̄ ⊕ U1̄.
To define the ϕ0-sesquilinear form B, we will use the following:
Definition 5.8. Let i ∈ Z2 and x ∈ G/T . If g0x2 = T , we put t := g0ξ(x)2 ∈ T and
define Φ(i, x) to be the following κi(x)× κi(x)-matrix with entries in D:
(i) Iκi(x) ⊗Xt if (−1)iη(tx) = +1;
(ii) Jκi(x) ⊗Xt, where Jκi(x) :=
 0 Iκi(x)/2
−Iκi(x)/2 0
, if (−1)iη(tx) = −1 (recall that,
in this case, κi(x) is even by Definition 4.27).






Let B = {u1, . . . , uk0̄+k1̄} be the canonical G
#-graded basis of U, and let x1 < · · · <
x`0̄ be the elements of {x ∈ suppκ0̄ | x ≤ g
−1
0 x
−1} and, similarly, let y1 < . . . < y`1̄ be
the elements of {y ∈ suppκ1̄ | y ≤ g−10 y−1}.
Let B : U× U→ D be the nondegenerate ϕ0-sesquilinear form represented by the
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Then B̄ = B and (U, B) has inertia determined by (κ0̄, κ1̄).
As in Definition 4.28, we use the graded basis B to identify EndD(U) withMk0̄|k1̄(D)
and, then, consider each entry in D as a block matrix with entries in F, so X and Φ
can be seen as elements of M(m,n), and
∀X ∈M(m,n), ϕ(X) = Φ−1Xs>Φ. (5.5)
Note that, unlike in the case |g0| = 1̄ (Subsection 5.2.1), this ϕ does not necessar-
ily correspond to the superinvolution of Definition 4.18 (with p0 = 0̄). Nevertheless,
disregarding the G-grading, (M(m,n), ϕ) must be isomorphic toM∗(m,n, 0̄) by Propo-
sition 4.24.
Definition 5.9. Let T ⊆ G be a finite 2-elementary subgroup, let β : T × T → F× be a
nondegenerate alternating bicharacter, let g0 ∈ G = G×{0̄} and let κ0̄, κ1̄ : G/T → Z≥0
be g0-admissible maps. Set ki := |κi|, i ∈ Z2, and let γi the ki-tuple according to ξ
and ≤ (Definition 2.20). Consider the elementary grading on M(k0̄, k1̄) determined by
(γ0̄, γ1̄) (see Definition 1.4), and let R = M(m,n), wherem := k0̄
√
|T | and n := k1̄
√
|T |,
be the graded superalgebra with grading given by identifying it with M(k0̄, k1̄)⊗D
via Kronecker product. Consider on R the superivolution ϕ defined by Equation (5.5),
where Φ is the matrix given by Equation (5.4). We define osp(T, β, κ0̄, κ1̄, g0) to be
the graded Lie superalgebra Skew(R,ϕ).
Note that, disregarding the grading, osp(T, β, κ0̄, κ1̄, g0) is isomorphic to osp(m|n).
The following result is a consequence of Theorem 4.29, since (R,ϕ) in the definition
above is isomorphic to M∗(T, β, κ0̄, κ1̄, g0) in Definition 4.28:
Theorem 5.10. Let L be an orthosymplectic Lie superalgebra endowed with a G-
grading. Then L is isomorphic to some osp(T, β, κ0̄, κ1̄, g0) as in Definition 5.9.
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Moreover, osp(T, β, κ0̄, κ1̄, g0) ' osp(T ′, β′, κ′0̄, κ′1̄, g′0) if, and only if, T = T ′, β = β′
and there is an element g ∈ G such that κ′0̄ = g · κ0̄, κ′1̄ = g · κ1̄ and g′0 = g−2g0.
Recall that the Lie superalgebras osp(m|n) are separated into series B, C and D:
the ones for which m is odd constitute series B, the ones for which m = 2 constitute
series C and the remaining ones constitute series D (see Subsection 0.3.2). The
restriction on the values of m allows us to simplify the classification of G-gradings on
the Lie superalgebras of series B.
Consider a graded Lie superalgebra osp(T, β, κ0̄, κ1̄, g0) as in Definition 5.9 and, as
before, set m := k0̄
√
|T | and n := k1̄
√
|T |.
Assume m odd. The group T is 2-elementary, so
√
|T | is a power of 2. It follows
that T must be the trivial group and, hence, m = k0̄. We will identify G/T with G
and, hence, consider G to be the domain of κ0̄ and κ1̄.
We claim that the element g0 ∈ G must be a square. Indeed, suppose g0 6= g2, for
all g ∈ G. Then g−1 6= g−10 g and, since (κ0̄, κ1̄) is g0-admissible, κ(g−1) = κ(g−10 g).
Therefore k0̄ = |κ0̄| =
∑
g∈G κ0̄(g) is an even number, a contradiction. By Theorem 5.10,
osp(T, β, κ0̄, κ1̄, g0) ' osp(T, β, g · κ0̄, g · κ1̄, e), where g2 = g0. In other words, we can
restrict ourselves to the case where g0 = e and, hence, (κ0̄, κ1̄) is e-admissible.
For every e-admissible pair (κ0̄, κ1̄), we define ΓB(κ0̄, κ1̄) to be the grading on
osp(m|n) given by the isomorphism with osp({e}, β, κ0̄, κ1̄, e), where β is the trivial
bicharacter on T = {e}. In [San19], this corresponds to Definition 4.4.3, and the
following result corresponds to Theorems 4.4.4 and 4.4.6:
Corollary 5.11. Let m ≥ 0 and n > 0. Every grading on B(m,n) = osp(2m+ 1|2n)
is isomorphic to some ΓB(κ0̄, κ1̄). Moreover, two gradings ΓB(κ0̄, κ1̄) and ΓB(κ′0̄, κ′1̄)
are isomorphic if, and only if, there is an element g ∈ G such that g2 = e, κ′0̄ = g · κ0̄
and κ′1̄ = g · κ1̄.
We can define gradings on the Lie superalgebras in the series C and D in a similar
fashion. If m = 2, we can denote by ΓC(T, β, κ0̄, κ1̄, g0) the grading on osp(2|n)
given by the isomorphism with osp(T, β, κ0̄, κ1̄, g0). If m > 2 is even, we can define
ΓD(T, β, κ0̄, κ1̄, g0) analogously. However, in these cases, we cannot simplify the
parameters of these gradings, as we have done for series B.
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5.3 Gradings on simple Lie superalgebras of series
A and Q
By the discussion in Section 5.1 (Corollary 5.4), we have a classification of G-gradings
on the Lie superalgebras of series A and Q in terms of the model Skew(R,ϕ), where
R = S × Ssop and ϕ is the exchange superinvolution. We want to describe these
gradings in terms of the original model, S(−), where S is either M(m,n) or Q(n) for
some positive integers m and n. We use an approach similar to [BKR18, Appendix].
We will also express the parameters of the grading in terms of the group G rather
than G# = G× Z2.
5.3.1 Undoubling
Let L be a finite dimensional simple Lie superalgebra in the series A or Q, and suppose
L is not of type A(1, 1). By definition, we have that L = S(1)/Z(S(1)). On the
other hand, Corollary 5.4 allows us to classify the gradings on L by considering its
isomorphic copy L̃ := Skew(R,ϕ)(1)/Z(Skew(R,ϕ)(1)), where R = S × Ssop and ϕ is
the exchange superinvolution: the gradings (and their isomorphism classes) on L̃ are
in bijection with the gradings (and their isomorphism classes) on (R,ϕ). The goal
of this subsection is to translate the classification of gradings on L from (R,ϕ) to S.
Recall that the isomorphism L̃→ L is induced by the projection R→ S.
Definition 5.12. A grading on L is said to be of Type I if it is obtained by restriction
and reduction modulo the center from a (unique) grading on S. Otherwise, the grading
on L is said to be of Type II.
As recalled above, all gradings on L̃ ' L come from gradings on (R,ϕ). Type I and
Type II gradings can be distinguished in this model as follows. Recall that gradings
on (R,ϕ) were divided in two classes: those that make R graded-simple, classified in
Theorems 4.70 and 4.74, and those that do not, classified in Theorems 4.55 and 4.56.
We claim that these classes correspond to the Type II and Type I gradings on L̃,
respectively. Indeed, consider a Type I grading on L and the corresponding grading
on S. Then (R,ϕ) is naturally graded so that S × {0} and {0} × Ssop are graded
superideals, and the projection R→ S is a homomorphism of graded superalgebras.
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This grading on (R,ϕ) induces a grading on L̃ and the isomorphism of Lie superalgebras
L̃→ L preserves degrees. This proves that the gradings on L̃ corresponding to Type I
gradings on L (under the isomorphism L̃→ L) come from the gradings on R that do
not make it graded-simple. By Proposition 4.6, every grading on (R,ϕ) such that R is
not graded-simple is of this form, so the converse follows.
By definition, Type I gradings are described in terms of S, so we will now focus on
Type II gradings.
Suppose (R,ϕ) is endowed with a grading Γ making R graded-simple. By Theo-
rem 3.54, there is a triple (D,U, B) with parameters (T, β, p, η, κ, g0, δ) as in Definition
3.51 such that (R,ϕ) ' E(D,U, B). Recall that, in this case, rad β̃ = 〈f〉 for an
element f ∈ T+ of order 2 such that η(f) = −1 (Proposition 4.57).
Set G = G/〈f〉, let π : G→ G be the natural homomorphism and write ḡ := π(g),
for all g ∈ G. By Proposition 4.53, πR is the sum of two graded-simple superideals,
S × {0} and {0} × Ssop, so the restriction of πΓ to S ' S × {0} induces a G-grading
on L of Type I.
To recover Γ from its coarsening πΓ, fix a character χ ∈ Ĝ# such that χ(f) = −1
(which exists since F is algebraically closed) and let ψ : R→ R be the automorphism
given by the action of χ, i.e., ψ(r) := χ(g)r for every r ∈ Rg. Clearly, ψ restricts to
Rḡ = Rg ⊕ Rgf and acts as the multiplication by χ(g) on Rg and by χ(gf) = −χ(g)
on Rgf . Hence:
Rg = {r ∈ Rḡ | ψ(r) = χ(g)r}. (5.6)
Let ζ := (1,−1) ∈ Z(R)0̄. We have that ϕ(ζ) = −ζ and, by Proposition 3.21,
ζ is homogeneous of degree f with respect to Γ. Let θ : R → R be the super-anti-
automorphism defined by θ := ϕψ = ψϕ. By the definition of ψ, ψ(ζ) = −ζ and, hence,





= (1, 0), so θ(S×{0}) = θ((1, 0)R) = S×{0}.
Hence, θ restricts to a super-anti-automorphism on S. Then, it is straightforward to
see that
ψ(s1, s2) = (θ(s2), θ(s1)), (5.7)
for all s1, s2 ∈ S. Since Skew(R,ϕ) = {(s,−s̄) | s ∈ S}, combining Equations (5.6)
and (5.7), we get that the Type II grading on L corresponding to Γ can be recovered
from the restriction of πΓ to S as follows: we define a G-grading S(−) = ⊕g∈G S(−)g by
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setting
∀g ∈ G, S(−)g := {s ∈ Sḡ | θ(s) = −χ(g)s}, (5.8)
and induce a G-grading on L = S(1)/Z(S(1)). Hence, a Type II grading on L can be
described in terms of a G-grading on S and a super-anti-automorphism on S.
Definition 5.13. We will call L endowed with the G-grading constructed above the
undoubled model of Skew(R,ϕ)/Z(Skew(R,ϕ)), or simply the undoubled model if (R,ϕ)
is fixed in the context.
Our next goal is to describe the undoubled model without reference to (R,ϕ). First,
we need the parameters of S endowed with the restriction of πΓ. By Proposition 4.53,
S ' E(T , β̄, p̄, κ), where T := T/〈f〉, β̄ and p̄ are the maps induced by β and p on T ,
and κ : G#/T → Z≥0 is seen as a map κ : G
#
/T → Z≥0 via the canonical isomorphism
G#/T ' G#/T .
It remains to describe the super-anti-automorphism θ : S → S. Let us write
θ : R→ R in matrix terms. Let B = {u1, . . . , uk} be a G-graded basis of U, following
Convention 2.53, and use it to identify EndD(U) with Mk(D). We will also assume
that B is even if D is odd (Remark 3.20). Set gi := deg ui. By Proposition 3.32,
we have ϕ(X) = Φ−1ϕ0(X)s>Φ, for all X ∈ Mk(D), where Φij = B(ui, uj). Also,
given i, j ∈ {1, . . . , k} and 0 6= d ∈ Dt, t ∈ T , we have ψ(Eij(d)) = χ(gitg−1j )Eij(d) =
χ(gi)χ(t)χ(gj)−1Eij(d). Let Λ ∈ Mk(D) be the diagonal matrix with Λii = χ(gi) for
all i ∈ {1, . . . , k}, and let ψ0 denote the action of χ on D. Then ψ(X) = Λψ0(X)Λ−1,
for all X ∈Mk(D). Define θ0 := ψ0ϕ0 = ϕ0ψ0. Then:
∀X ∈Mk(D), θ(X) = (ΛΦ)−1 θ0(X)s> (ΛΦ). (5.9)
Clearly, θ0 is a super-anti-automorphism on D associated to the map µ := ηχ. Note
that µ(f) = 1 and, hence, we can see µ as a map µ̄ : T → F×. Indeed, since f ∈ ker β̃,
we have
∀t ∈ T, µ(tf) = β̃(t, f)µ(t)µ(f) = µ(t)µ(f) = µ(t),
so the map µ̄ : T → F× given by
∀t̄ ∈ T , µ̄(t̄) := η(t)χ(t) (5.10)
is well-defined. Recall, from Corollary 4.59, that T+ is an elementary 2-group and for
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every t ∈ T−, t2 = f . Hence, χ takes values ±1 on T+ and ±i on T−. By Lemma 4.44,
µ̄ is a quadratic map on T .
Let ε := (1, 0) ∈ Z(R)0̄ be the identity element of S, and consider it also as an
element of Z(D)0̄ using Proposition 3.21. Following the proof of Proposition 4.53,
with D playing the role of E and U playing the role of V, we have that S ' EndD(Ū),
where D := Dε and U := Uε, and that Bε := {u1ε, . . . , ukε} is a G
#-graded D-basis of
U. Using this basis, we can identify EndD(Ū) with Mk(D).
By definition, if Y ∈ Mk(D) is the matrix representing an operator r ∈ R with
respect to the basis B, then ruj =
∑k
i=1 uiYij, for all 1 ≤ j ≤ k. It follows that







i.e., X ∈Mk(D), given by Xij := Yijε, is the matrix representing εr ∈ S with respect
the basis Bε. From Equation (5.9), we now get that
∀X ∈Mk(D), θ(X) = Θ−1 θ0(X)s>Θ, (5.11)
where
Θ := ΛΦε ∈Mk(D) (5.12)
or, equivalently, Θij = χ(gi)B(ui, uj)ε, and θ0 is the super-anti-automorphism on D
associated to µ̄.
Finally, we note that the refinement obtained in Equation (5.8), from θ given by
Equation (5.11), is determined by the values of χ on the subgroup T ⊆ G#.
Lemma 5.14. Let χ̃ ∈ Ĝ# be a character such that χ T= χ̃ T , let ψ̃ : R→ R be the
action by χ̃, and set θ̃ := ψ̃ϕ = ϕψ̃. Then, for every s ∈ Sḡ, θ̃(s) = −χ̃(g)s if, and
only if, θ(s) = −χ(g)s.
Proof. Set σ := χ̃χ−1, so χ̃ = σχ. Then σ is a character on G# with σ(T ) = 1 and,
in particular, can be seen as a character on G#/〈f〉. Every element in Sḡ is a sum of
elements of the form Eij(d), where 1 ≤ i, j ≤ k and d ∈ Dt̄, such that ḡit̄ḡ−1j = ḡ. By
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Equation (5.11),
θ̃(Eij(d)) = σ(gi)σ(g−1j )θ(Eij(d)) = σ(ḡi)σ(ḡ−1j )θ(Eij(d))
= σ(t̄−1ḡ)θ(Eij(d)) = σ(ḡ)θ(Eij(d)).
We conclude that θ̃(s) = σ(ḡ)θ(s), for all s ∈ Sḡ.
To summarize, once χ ∈ T̂ is fixed, the undoubled model is determined by
the G-graded superalgebra Mk(D) with parameters given by Proposition 4.53, the
map µ̄ : T → F× defined by Equation (5.10), which is associated to a super-anti-
automorphism θ0 on D, and the matrix Θ ∈Mk(D) defined by Equation (5.12), which
is used to define the super-anti-automorphism θ on Mk(D) by Equation (5.11).
In the following subsections, we specialize these considerations to the cases of
A(m,n) and Q(n). As in Section 5.2, we fix a standard realization of a matrix algebra
with a division grading associated to each finite abelian group with a nondegenerate
alternating bicharacter (see Definition 2.36).
5.3.2 Gradings on A(m,n) for m 6= n
We now discuss the case where S = M(m+1, n+1) andm 6= n, so L = sl(m+1|n+1) =
S(1) is a simple Lie superalgebra of type A(m,n). (As seen before, in this case
Z(S(1)) = {0}.)
We first parametrize the Type I gradings. Since m 6= n, by Lemma 2.51, every
grading on S is even in this case. In particular, κ : G#/T → Z≥0 corresponds to a pair
(κ0̄, κ1̄) (see Subsection 2.2.1).
In the next definition, we allow the possibility of m = n for future reference (in
Subsection 5.3.4).
Definition 5.15. Let m,n ∈ Z≥0, not both zero, T ⊆ G be a finite subgroup,
β : T × T → F× be a nondegenerate alternating bicharacter, and κ0̄, κ1̄ : G/T → Z≥0
be maps with finite support such that m+1 = |κ0̄|
√
|T |/2 and n+1 = |κ1̄|
√
|T |/2. We
will denote by Γ(I)A (T, β, κ0̄, κ1̄) the restriction to S(1) of the grading ΓM(T, β, κ0̄, κ1̄)
on S (see Definition 2.75).
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Parametrizing Type II gradings is more involved. As we have seen in Subsec-
tion 5.3.1, those correspond to gradings on (R,ϕ) making R graded-simple, where
R := S × Ssop and ϕ is the exchange superinvolution. Again, since m 6= n, these
gradings on R are even (see Corollary 4.58). Hence, by Theorem 4.70, a Type II grading
on L corresponds to a grading on (R,ϕ) making it isomorphic to M ex(T, β, κ0̄, κ1̄, g0)
(Definition 4.69), where T ⊆ G is a finite 2-elementary subgroup, β : T × T → F×
is an alternating bicharacter with rad β = 〈f〉 for some e 6= f ∈ T , g0 is an element
in G#, and κ0̄, κ1̄ : G/T → Z≥0 are g0-admissible maps (see Definition 4.27) such
that |κ0̄|
√
|T |/2 = m+ 1 and |κ1̄|
√
|T |/2 = n+ 1. Since m 6= n, the g0-admissibility
implies that g0 ∈ G. Recall that the graded algebra M ex(T, β, κ0̄, κ1̄, g0) corresponds
to (η, κ, g0, δ) ∈ I(T, β, p), where η : T → {±1} is fixed, p : T → Z2 is the trivial
homomorphism, and δ = 1. The map η was determined by fixing a standard real-
ization D for (T, β, e) (see Definition 4.67), namely, η is the map associated to the
superinvolution ϕC ⊗ ϕM on D.
We will use the parameters (T, β, κ0̄, κ1̄, g0) to construct a representative for the
Type II grading in terms of the undoubled model, i.e., we will construct a G-grading on
S, where G := G/〈f〉, and a super-anti-automorphism θ : S → S, as in Subsection 5.3.1.
As in that subsection, let π : G→ G denote the natural homomorphism, set T := T/〈f〉,
let β̄ be the (nondegenerate) bicharacter on T induced by β, and consider κ0̄ and κ1̄
as maps defined on G/T ' G/T .
Let D be the chosen standard realization associated to (T , β̄), and let µ̄ : T → F×
be the map associated to the transposition map.
Fix a complement K for 〈f〉 in T , i.e., a subgroup K ⊆ T such that T = K × 〈f〉
(it can be done, since T is a elementary 2-group). Let χ : T → F× be the character
defined by χ(K) = 1 and χ(f) = −1, and set µ := µ̄ ◦ π T . Then set
∀t ∈ T, η(t) := µ(t)χ−1(t). (5.13)
Clearly, dη = β. Note that this definition agrees with Definition 4.67(a) (see the proof
of Proposition 5.19).
Extend χ to G. It remains to define a graded right D-supermodule U and the
matrix Θ. The following is analogous to the construction in Subsection 5.2.2.
Let ξ : G/T → G be a set-theoretic section of the natural homomorphism, and let
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≤ be a total order on the set G/T ' G/T with no elements between x and ḡ−10 x−1.
Changing ξ if necessary, we may assume that ξ(g−10 x−1) = g−10 ξ(x)−1 if x < g−10 x−1.
For each i ∈ Z2, set ki := |κi|, let γi be the ki-tuple of elements in G realizing κi
according to ξ and ≤ (see Definition 2.20), and let γ̄i be the tuple of elements in G
consisting of the images under π : G → G of the entries of γi (i.e., γ̄i is the ki-tuple
realizing κ according to π ◦ ξ and ≤). Consider on Mk0̄|k1̄(F) the elementary grading
determined by (γ̄0̄, γ̄1̄) (see Definition 1.4). We identify the G-graded superalgebra
Mk0̄|k1̄(D) = Mk0̄|k1̄(F)⊗D with S = M(m+ 1, n+ 1) via Kronecker product.
Definition 5.16. Let i ∈ Z2 and x ∈ G/T . If g0x2 = T , we put t := g0ξ(x)2 ∈ T and
let t̄ ∈ T be its image under the natural homomorphism T → T . We define Θ(i, x) to
be the following κi(x)× κi(x)-matrix with entries in D:
(i) Iκi(x) ⊗Xt̄ if (−1)iη(t) = +1;
(ii) Jκi(x) ⊗Xt̄, where Jκi(x) :=
 0 Iκi(x)/2
−Iκi(x)/2 0
, if (−1)iη(t) = −1 (recall that,
in this case, κi(x) is even by Definition 4.27).


























We define the super-anti-automorphism θ : S → S by Equation (5.11), where θ0 : D→
D denotes the transposition on D. Note that θ0(X)s> ∈ Mk0̄|k1̄(D) becomes X
s> ∈
M(m+ 1, n+ 1). Hence, Equation (5.11) reduces to
∀X ∈M(m+ 1, n+ 1), θ(X) = Θ−1Xs>Θ. (5.15)
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Finally, we define a G-grading on L = S(1) by
∀g ∈ G, Lg := {s ∈ S(1)ḡ | θ(s) = −χ(g)s}. (5.16)
In the next definition, we summarize what has been done for future reference. We
also allow the case m = n.
Definition 5.17. Let m,n ∈ Z≥0, not both zero. Let T ⊆ G be a finite 2-elementary
subgroup and let β : T × T → F× be an alternating bicharacter with rad β = 〈f〉, for
some e 6= f ∈ T . Set G := G/〈f〉 and T := T/〈f〉, and let β̄ be the nondegenerate
alternating bicharacter on T induced by β. Consider the chosen standard realization
D of a matrix algebra with division grading associated to (T , β̄) and the chosen
subgroup K ⊆ T such that T = K × 〈f〉, and define η : T → {±1} by Equation (5.13).
Then, let g0 ∈ G be any element and let κ0̄, κ1̄ : G/T → Z≥0 be g0-admissible maps
(Definition 4.27) such that m+ 1 = |κ0̄|
√
|T |/2 and n+ 1 = |κ1̄|
√
|T |/2. Choose:
(i) a set-theoretic section ξ : G/T → G for the natural homomorphism G→ G/T ;
(ii) a total order ≤ on G/T such that there are no elements between x and ḡ−10 x−1,
for all x ∈ G/T ;
and construct tuples γ̄0̄ and γ̄1̄ realizing κ0̄ and κ1̄, respectively, according to π ◦ ξ
and ≤ (Definition 2.20), where π : G → G is the natural homomorphism. Consider
the G-grading ΓM (T , β̄, κ0̄, κ1̄) on S := M(m+ 1, n+ 1) constructed using the choices
of D, γ̄0̄ and γ̄1̄ above (see Definition 2.75), and consider its restriction to S(1). Define
Θ ∈ S by Equation (5.14) and θ : S → S by Equation (5.15). Finally, we define
Γ(II)A (T, β, κ0̄, κ1̄, g0) to be the G-grading on S(1) by Equation (5.16).
The following is an easy result that will also be used in Subsections 5.3.3 and 5.3.4.
Lemma 5.18. Let T be a finite abelian group, β : T × T → {±1} be an alternating
bicharacter and K ⊆ T be a subgroup such that T = K × (rad β). Set T := T/ rad β
and let β̄ : T × T → {±1} be the (nondegenerate) bicharacter induced by β. Then the
natural homomorphism π : T → T induces a bijection between standard realizations
D associated to (T , β̄) and standard realizations M associated to (K, β K×K) (see
Definition 2.36). Further, if µ̄ : T → {±1} is the map associated to the transposition
on D, then the restriction of µ := µ̄ ◦ π to K is the map associated to the transposition
on M.
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Proof. Recall that a standard realization D associated to (T , β̄) is obtained by choosing
subgroups Ā and B̄ of T such that T = Ā × B̄ and β̄(Ā, Ā) = β̄(B̄, B̄) = 1. Since
π K : K → T is an isomorphism, and β(s, t) = β̄(π(s), π(t)), for all s, t ∈ K, the
choice of the subgroups Ā and B̄ as above is equivalent to a choice of subgroups
A,B ⊆ K such that K = A × B and β(A,A) = β(B,B) = 1. The “further” part
follows from Lemma 4.25: since µ̄(āb̄) = β̄(ā, b̄), for all ā ∈ Ā and b̄ ∈ B̄, we have that
µ(ab) = µ̄(āb̄) = β̄(ā, b̄) = β(a, b), for all a ∈ A and b ∈ B.
Proposition 5.19. Consider (R,ϕ) := M ex(T, β, κ0̄, κ1̄, g0) (Definition 4.69). Then
Skew(R,ϕ)(1) is isomorphic to M(m+ 1, n+ 1)(1) endowed with Γ(II)A (T, β, κ0̄, κ1̄, g0).
Proof. We will show how the choices in Definition 5.17 correspond to the choices in
Definitions 4.67(a) and 4.69.
In view of Lemma 5.18, the choices of K and D give us the same information
as the choices of K in item (i) and M in item (ii) of Definition 4.67(a), and the
map associated to the transposition on M is µ K . Let (D, ϕ0) denote the standard
realization constructed using these choices. Note that the map η : T → {±1} defined in
Equation (5.13) is such that dη = β, η K= µ K and η(f) = −1, so, by Remark 4.68(a),
η is the map associated to ϕ0. In particular, the g0-admissibility condition for κ is the
same in Definitions 4.72 and 5.17.
We can use the choices in items (i) and (ii) in Definition 5.17 to choose the pair
(U, B) as in Definition 4.69, by following the same construction as in Subsection 5.2.2.
With respect to the graded basis B = {u1, . . . , uk} used there, B is represented by the
matrix Φ ∈Mk0̄|k1̄(D) as in Equation (5.4).
We will now follow Subsection 5.3.1 to undouble M ex(T, β, κ0̄, κ1̄, g0), constructed
with the choices above. Consider the central idempotent ε := 12(1 +Xf ) ∈ D and the
G-graded-division superalgebra Dε. By Proposition 4.53, Dε has parameters (T , β̄, p̄),
so Dε ' D. Specifically, an isomorphism is given by Xtε 7→ Xπ(t), for all t ∈ T . From
now on, we will identify Dε with D. Also, by Equation (5.13), the map µ̄ as defined
in Equation (5.10) coincides with the map µ̄ defined above, i.e., the map associated to
the transposition on D.
Let Λ ∈ Mk(D) be the diagonal matrix with entries Λii := χ(deg ui), for all






Λ−1ii ui, if (deg ui)T = g−10 (deg ui)−1T ;
Λ−1ii ui, if (deg ui)T < g−10 (deg ui)−1T ;
ui, if (deg ui)T > g−10 (deg ui)−1T.
(5.17)
Let Φ̃ be the matrix representing B with respect to the graded basis B̃. Under the
identification Dε = D, the matrix ΛΦ̃ε becomes Θ as in Equation (5.14). Therefore,
all the data in the description of the undoubled model of Skew(R,ϕ) coincide with
the data in Definition 5.17, concluding the proof.
Recall that, for every κ : G/T → Z≥0, we defined κ? : G/T → Z≥0 by κ?(x) =
κ(x)−1, for all x ∈ G/T (see Section 3.1).
Theorem 5.20. Let m,n ∈ Z≥0, m 6= n. Every grading on sl(m + 1|n + 1) is
isomorphic to either Γ(I)A (T, β, κ0̄, κ1̄) or Γ
(II)
A (T, β, κ0̄, κ1̄, g0) as in Definitions 5.15
and 5.17. Gradings belonging to different types are not isomorphic. Within each type,
we have:
Type I
Γ(I)A (T, β, κ0̄, κ1̄) ' Γ
(I)
A (T ′, β′, κ′0̄, κ′1̄) if, and only if, T ′ = T and one of the following
conditions holds:
(i) β′ = β and there is g ∈ G such that κ′0̄ = g · κ0̄ and κ′1̄ = g · κ1̄;
(ii) β′ = β−1 and there is g ∈ G such that κ′0̄ = g · κ?0̄ and κ′1̄ = g · κ?1̄.
Type II
Γ(II)A (T, β, κ0̄, κ1̄, g0) ' Γ
(II)
A (T, β, κ0̄, κ1̄, g0) if, and only if, T ′ = T , β′ = β and there is
g ∈ G such that κ′0̄ = g · κ0̄, κ′1̄ = g · κ1̄ and g′0 = g−2g0.
Proof. The result follows from Theorem 4.55 (Type I gradings) and Theorem 4.70
(Type II gradings). Indeed, by Corollary 5.4, the isomorphism classes of gradings
on sl(m+ 1 |n+ 1) are in bijection with the isomorphism classes of gradings on
M(m+ 1, n+ 1) ×M(m + 1, n + 1)sop endowed with the exchange superinvolution.
Type I gradings are already described in terms ofM(m+1, n+1), and Type II gradings
are described in Proposition 5.19. Note that, since m 6= n, the isomorphism conditions
in Theorems 4.55 and 4.70 simplify: we cannot have κ′1̄ = g · κ0̄ or κ′1̄ = g · κ?0̄.
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5.3.3 Gradings on Q(n)
We will now discuss the case where S is the associative superalgebra Q(n + 1), so
L = S(1)/Z(S(1)) is the Lie superalgebra Q(n).
Let us first parametrize Type I gradings. As seen in Subsection 2.2.4, every
grading on S is odd. Nevertheless, we can use parameters in terms of the group G to
parametrize the gradings (see Definition 2.79 and Corollary 2.80).
Definition 5.21. Let n ∈ Z>0, T+ ⊆ G be a finite subgroup, β+ : T+×T+ → F× be a
nondegenerate bicharacter, h ∈ G be an element such that h2 = 1, and κ : G/T+ → Z≥0
be a map with finite support such that n + 1 = |κ|
√
|T+|. We will denote by
Γ(I)Q (T+, β+, h, κ) the grading on L induced from the grading ΓQ(T+, β+, h, κ) (see
Definition 2.79) by reduction modulo the center.
For Type II gradings on L, set R := S × Ssop and let ϕ be the exchange superinvo-
lution on it. At the end of Section 4.5, just before Corollary 4.75, we introduced a
parametrization of gradings on (R,ϕ) that make R graded-simple. By Corollary 4.75,
(R,ϕ) endowed with such a grading is isomorphic to Qex(T+, β+, h, κ, g0), where
T+ ⊆ G is a finite 2-elementary subgroup, β+ : T+ × T+ → F× is an alternating
bicharacter with rad β+ = 〈f〉 for some e 6= f ∈ T+, h ∈ G is an element in G such
that h2 = f , g0 ∈ G, and κ : G/T+ → Z≥0 is a g0-admissible map (see Definition 4.71)
such that n+ 1 = |κ|
√
|T+|/2.
We will use the parameters (T+, β+, h, κ, g0) to construct a representative of the
corresponding isomorphism class of Type II gradings directly on the superalgebra
L instead of going through Skew(R,ϕ). Recall that the parametrization above for
gradings on Skew(R,ϕ) was obtained by writing R = R0̄⊕ uR0̄, where 0 6= u ∈ Z(R)1̄,
and using that (R0̄, ϕ R0̄) is of type M ×M sop. We will follow an analogous strategy
here. Recall that S = Q(n+ 1) = S 0̄⊕uS 0̄, where u :=
 0 In+1
In+1 0
 ∈ Z(S)1̄, that
Z(S) = F1⊕ Fu can be identified with the associative superalgebra Q(1), that S 0̄ can
be identified with Mn+1(F) = M(n+ 1, 0) and that S can be identified with Q(1)⊗ S 0̄
via Kronecker product.
Let G := G/〈f〉. We will, first, construct a G-grading and a (super-)anti-
automorphism on S 0̄, following the same steps as in Subsection 5.3.2, but with
T+ playing the role of T and β+ playing the role of β, and, then, we will extend the
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grading and the super-anti-automorphism to S. Let π : G → G denote the natural
homomorphism, set T+ := π(T+), let β+ : T+ × T+ → F× be the (nondegenerate)
bicharacter on T+ induced by β+, and consider κ as a map defined on G/T+ ' G/T+.
Let D0̄ be the chosen standard realization associated to (T+, β+), let µ+ : T+ → F×
be the map associated to the transposition on D0̄, and set µ+ := µ+ ◦ π T+ . Fix a
subgroup K ⊆ T+ such that T+ = K × 〈f〉, and let χ : T+ → F× be the character
defined by χ(K) = 1 and χ(f) = −1. Then define η+ : T+ → {±1} by
∀t ∈ T+, η+(t) := µ+(t)χ−1(t). (5.18)
Since dµ+ = β+, we get dη+ = β+. In the proof of Proposition 5.25, we will show that
η+ is the map associated to the superinvolution on the even part of a graded-division
superalgebra as in Definition 4.67(c).
Extend χ to G and set k := |κ|. Following the construction after Equation (5.13)
in Subsection 5.3.2 with κ0̄ := κ and κ1̄ being the zero map, we get an elementary
G-grading on Mk(F) = M(k, 0). We identify the G-graded superalgebra Mk(D
0̄) =
Mk(F)⊗D







where x1 < · · · < x` are the elements of the set {x ∈ suppκ | x ≤ g−10 x−1}, and Θ(0̄, x),
for x ∈ G/T+, is as in Definition 5.16. We, then, define the (super-)anti-automorphism
θ : S 0̄ → S 0̄ by
∀X ∈Mn+1(F), θ(X) := Θ−10̄ X
>Θ0̄.
We extend the G-grading on S 0̄ to S = S 0̄ ⊕ uS 0̄ by declaring deg u = h̄, i.e., we
define S 1̄
h̄ḡ
= uS 0̄ḡ , for all ḡ ∈ G. In terms of the identification S = Q(1) ⊗ S 0̄, this
corresponds to the usual tensor product of graded superalgebras.
Remark 5.22. Note that S = Q(1)⊗ S 0̄ = Q(1)⊗Mk(F)⊗D
0̄ 'Mk(F)⊗Q(1)⊗D
0̄.
Hence, this G-grading is isomorphic to ΓQ(T+, β+, h̄, κ) (see Definition 2.79), by




We also extend the (super-)anti-automorphism θ to S, by declaring θ(u) = iu. In
terms of the identification S = Q(1)⊗ S 0̄, this corresponds to






Note that, differently from Equation (5.15), we are using the queer supertranspose
(Definition 0.18) here.
Finally, we define a G-grading on S(1) by
∀g ∈ G, S(1)g := {s ∈ S
(1)
ḡ | θ(s) = −χ(g)s}, (5.22)
and reduce it modulo the center to obtain a G-grading on L.
The following definition summarizes the above construction:
Definition 5.23. Let n ∈ Z>0 and let S denote the associative superalgebra Q(n+ 1).
Let T+ ⊆ G be a finite 2-elementary subgroup, let β+ : T+ × T+ → F× be an
alternating bicharacter with rad β+ = 〈f〉, for some element e 6= f ∈ T and let
h ∈ G be an element such that h2 = f . Set G := G/〈f〉 and let π : G → G be
the natural homomorphism. Set T+ := π(T+), and let β+ be the (nondegenerate)
alternating bicharacter on T+ induced by β+. Consider the chosen standard realization
D
0̄ of a matrix algebra with division grading associated to (T+, β+), fix a subgroup
K ⊆ T+ such that T+ = K × 〈f〉, and define η+ : T → {±1} by Equation (5.18).
Then, let g0 ∈ G be any element and let κ : G/T+ → Z≥0 be a g0-admissible map
(Definition 4.71) such that n+ 1 = |κ|
√
|T+|/2. Choose:
(i) a set-theoretic section ξ : G/T+ → G for the natural homomorphism G→ G/T+;
(ii) a total order ≤ on G/T+ such that there are no elements between x and ḡ−10 x−1,
for all x ∈ G/T+;
and construct a tuple γ̄ realizing κ according to π ◦ξ and ≤ (Definition 2.20). Consider
the G-grading ΓM(T+, β+, κ) on S 0̄ ' Mn+1(F) constructed using the choices of
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0̄ and γ̄ above (see Definition 2.41), and extend it to S by declaring deg u := h̄.
Define Θ0̄ ∈ Mn+1(F) by Equation (5.19), Θ ∈ S by Equation (5.21) and θ : S → S
by Equation (5.20) Finally, we define Γ(II)Q (T+, β+, h, κ, g0) to be the G-grading on
L = S(1)/Z(S(1)) induced from the G-grading S(1) given by Equation (5.22).
Remark 5.24. We note that in [BHSK17, Theorem 5.1] it is described how to extend a
G-grading Γ on the even part of the Lie superalgebra Q(n) to the whole superalgebra,
without using a full description of Γ. The construction above corresponds to the case
where Γ is of Type II.
Proposition 5.25. Consider (R,ϕ) := Qex(T+, β+, h, κ, g0), as defined before Corol-
lary 4.75. Then the graded Lie superalgebra Skew(R,ϕ)(1)/Z(Skew(R,ϕ)(1)) is isomor-
phic to the Lie superalgebra Q(n) endowed with Γ(II)Q (T+, β+, h, κ, g0).
Proof. First recall that, by definition, Qex(T+, β+, h, κ, g0) = Qex(T, β, tp, κ, g0) (see
Definition 4.72), where tp := (h, 1̄), T := T+ ∪ tpT+, β : T × T → F× is the unique
alternating bicharacter extending β+ such that rad β = 〈tp〉, and κ is seen as defined
on G#/T ' G/T+.
We will now show how the choices in Definition 5.23 correspond to the choices in
Definition 4.67(c) and Definition 4.72.
By Lemma 5.18, with (T+, β+) playing the role of (T, β), the choices of K and
D
0̄ give us the same information as the choices of K in item (i) and M in item (ii)
of Definition 4.67(c), and the map associated to the transposition on M is µ+ K .
Let (D, ϕ0) denote the standard realization of a graded-division superalgebra with
superinvolution constructed using these choices. Note that the map η+ : T → {±1}
defined in Equation (5.18) is such that dη+ = β+, η K= µ+ K and η(f) = −1, so, by
Equation (4.1), η+ is the map associated to ϕ0 D0̄ . In particular, the g0-admissibility
condition for κ is the same in Definitions 4.72 and 5.23.
In Definition 4.72, we have to choose a graded right D-supermodule U and a
ϕ0-sesquilinear form B : U×U→ D such that (U, B) has inertia determined by κ. We
will first construct a graded right D0̄-supermodule U0̄ and a (ϕ0 D0̄)-sesquilinear form
B0̄ : U× U→ D such that (U0̄, B0̄) has inertia determined by (κ0̄, κ1̄), where we take
κ0̄ := κ (seen as a map defined on G/T+) and κ1̄ to be the zero map. To that end, it
suffices to follow the same construction as in Subsection 5.2.2. In other words, define
D0̄ := (D0̄)[g1]⊕· · ·⊕(D0̄)[gk], where (g1, . . . , gk) is the k-tuple of elements in G realizing
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κ according to ξ and ≤, and define B by B(ui, uj) := Φij, where B := {u1, . . . , uk}
is the canonical graded D0̄-basis of U0̄ and Φ ∈ Mk(D0̄) is the matrix defined by
Equation (5.4). We then define U := U0̄⊗D0̄ D. Note that B is an even graded D-basis
of U, and let B : U× U→ D be the unique ϕ0-sesquilinear extension of B0̄, which is
also represented by Φ, seen as a matrix in Mk(D).
We will now follow Subsection 5.3.1 to undouble Qex(T+, β+, h, κ, g0), constructed
with the choices above. Consider the central idempotent ε := 12(1 +Xf ) ∈ D and the
G-graded-division superalgebra Dε. By Proposition 4.53, Dε has parameters (T , β̄, p̄).
Also, rad β̄ = 〈t̄p〉, so Dε is isomorphic to a standard realization of type Q associated
to (T+, β+, h̄) (see discussion preceding Definition 2.63), specifically, it is isomorphic
to D := Q(1)⊗D0̄ as in Remark 5.22. From now on, we will identify Dε with D.
We need to extend χ to G#. Since χ(f) = −1, we can do it in a way such that
χ(tp) = i. Let η : T → {±1} be the map associated to ϕ0 and let µ̄ : T → F× be
as defined in Equation (5.10). We have already shown that η T+= η+ and, hence,
by Equation (5.18), we have that µ̄ 
T+= µ+. By Remark 4.68(c), we have µ̄(t̄p) =
η(tp)χ(tp) = i. It follows that µ̄ is the map associated to the queer supertranspose on
D.
As in the proof of Proposition 5.19, let Λ ∈ Mk(D) be the diagonal matrix with
entries Λii := χ(deg ui), consider a different graded D-basis B̃ = {ũ1, . . . , ũk} of U,
where ũi is defined as in Equation (5.17), and let Φ̃ ∈Mk(D) be the matrix representing
B with respect to B̃. Clearly, all the entries of Φ̃ are in D0̄. We will denote Φ̃ by
Φ̃0̄ when seen as a matrix in Mk(D0̄). In Subsection 5.3.1, Mk(D)ε was identified
with Mk(D), so we now identify Mk(D0̄)ε with Mk(D
0̄). Under this identification, the
matrix ΛΦ̃0̄ε becomes Θ0̄ as in Equation (5.19). Also, following the isomorphisms
Mk(D) 'Mk(F)⊗D 'Mk(F)⊗Q(1)⊗D
0̄ ' Q(1)⊗Mk(F)⊗D
0̄ ' Q(1)⊗ S 0̄,
the G-grading onMk(D) becomes the G-grading we defined on S = Q(1)⊗S 0̄, and ΛΦ̃ε
is sent to I2⊗Θ0̄ = Θ. Therefore, all the data in the description of the undoubled model
of Skew(R,ϕ) coincide with the data in Definition 5.23, concluding the proof.
Theorem 5.26. Let n ≥ 2. Every grading on the simple Lie superalgebra Q(n) is
isomorphic to either Γ(I)Q (T+, β+, h, κ) or Γ
(II)
Q (T+, β+, h, κ, g0) as in Definitions 5.21




Γ(I)Q (T+, β+, h, κ) ' Γ
(I)
Q (T ′+, β′+, h′, κ′) if, and only if, T ′+ = T+, h′ = h and one of
the following conditions holds:
(i) β′+ = β+ and there is g ∈ G such that κ′ = g · κ;
(ii) β′+ = (β+)−1 and there is g ∈ G such that κ′ = g · κ?.
Type II
Γ(II)A (T+, β+, h, κ, g0) ' Γ
(II)
A (T ′+, β′+, h′, κ′, g′0) if, and only if, T ′+ = T+, β′+ = β+,
h′ = h and there is g ∈ G such that κ′ = g · κ and g′0 = g−2g0.
Proof. The result follows from Theorem 4.56 (Type I) and Corollary 4.75 (Type II).
Indeed, by Corollary 5.4, the isomorphism classes of gradings on the Lie superalgebra
Q(n) are in bijection with the isomorphism classes of gradings on the associative
superalgebra Q(n+ 1)×Q(n+ 1)sop endowed with the exchange superinvolution. Type
I gradings are already described in terms of the associative superalgebra Q(n+ 1), and
Type II gradings are described in Proposition 5.25.
5.3.4 Gradings on A(n, n)
We now go to our final series of Lie superalgebras, A(n, n). Let S = M(n+ 1, n+ 1),
so L = psl(n+ 1, n+ 1) = S(1)/Z(S(1)).
Gradings on S are separated into two classes: even gradings, which are similar to
what we saw in Subsection 5.3.2, and odd gradings. The gradings on L induced by
even gradings on S will be said to be of Type IM, and the gradings on L induced by
odd gradings on S will be said to be Type IQ.
Remark 5.27. Our notation is justified by the following fact: every G-grading of Type
I on the Lie superalgebra Q(n) gives rise to a G× Z2-grading of Type IQ on A(n, n).
Indeed, the associative superalgebra Q(n+ 1) consists of the fixed points of the order
2 automorphism π of M(n + 1, n + 1), and any automorphism of Q(n + 1) extends
uniquely to an automorphism of M(n+ 1, n+ 1) commuting with π (see Section 5.1).
Definition 5.28. Let n ∈ Z>0, T ⊆ G be a finite subgroup, β : T × T → F× be a
nondegenerate alternating bicharacter, and κ0̄, κ1̄ : G/T → Z≥0 be maps with finite
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support such that |κ0̄|
√
|T | = |κ1̄|
√
|T | = n + 1. We define Γ(IM)A (T, β, κ0̄, κ1̄) to be
the grading on L induced from the grading Γ(I)A (T, β, κ0̄, κ1̄) on M(n + 1, n + 1)(1)
(Definition 5.15) by reduction modulo the center.
To parametrize the gradings of Type IQ, we recall the parametrization of odd
gradings on S in terms of the group G (Subsection 2.3.2). The character χ0 ∈ T̂+ in
the next definition plays the role of χ there.
Definition 5.29. Let T+ ⊆ G be a finite subgroup, let β+ : T+ × T+ → F× be an
alternating bicharacter with rad β+ = 〈tp〉, where tp ∈ T+ is an element of order 2,
and let κ : G/T+ → Z≥0 be a map with finite support such that |κ|
√
2|T+| = n + 1.
Choose a character χ0 ∈ T̂+ such that χ0(tp) = −1. Then let a ∈ T+ be the unique
element such that χ20 = β+(a, ·) and χ0(a) = 1 (see Lemma 2.98). For each element
h ∈ G such that h2 = a, we set t1 := (h, 1̄) ∈ G#, T− := t1T+ ⊆ G# and T := T+∪T−.
Let p : T → Z2 be the homomorphism with kernel T+, and let β : T × T → F× be
the unique alternating bicharacter such that β T+×T+= β+ and β(t1, t) = χ(t), for
all t ∈ T+ (see Lemma 2.83). We will denote by Γ(IQ)A (T+, β+, h, κ) the grading on L
induced from the grading ΓM(T, β, p, κ) on S (see Definition 2.77) by restriction and
reduction modulo the center.
Recall that an element h ∈ G (and, hence, a grading Γ(IQ)A (T+, β+, h, κ)) exists if,
and only if, θ(T+[2])⊥ ⊆ G
[2] (see Definitions 2.90 and 2.92 and Proposition 2.99).
The Type II gradings on L will also be subdivided into different types. As in the
case m 6= n (Subsection 5.3.2), these gradings correspond to gradings on (R,ϕ) making
R graded-simple, where R := S × Ssop and ϕ is the exchange superinvolution.
If the grading on (R,ϕ) is even, then, by Theorem 4.70, R is isomorphic to
M ex(T, β, κ0̄, κ1̄, g0), where T is a finite elementary 2-group, β : T × T → F× is an
alternating bicharacter with rad β = 〈f〉 for some e 6= f ∈ T , g0 is an element in
G#, and κ0̄, κ1̄ : G/T → Z≥0 are g0-admissible maps (see Definition 4.27) such that
|κ0̄|
√
|T | = |κ1̄|
√
|T | = n+ 1 (see Definition 4.69). Write g0 as (h0, p0), with h0 ∈ G
and p0 ∈ Z2. If p0 = 0̄, we will say that the corresponding grading on L is of Type
IIosp. If p0 = 1̄, we will say that the corresponding grading on L is of Type IIP.
Remark 5.30. A G-grading on the Lie superalgebra osp(n + 1|n + 1) (respectively,
P (n)) gives rise to a G× Z2-grading on A(n, n) of Type IIosp (respectively, IIP).
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Recall that, before Equation (5.13), we fixed a subgroup K ⊆ T+ such that
T+ = K × 〈f〉, which was used in Definition 5.17.
Definition 5.31. Let n ∈ Z>0. We define Γ(IIosp)A (T, β, κ0̄, κ1̄, h0) to be the grading on
L induced from the grading Γ(II)A (T, β, κ0̄, κ1̄, h0) on M(n+ 1, n+ 1)(1) (Definition 5.17)
by reduction modulo the center.
To construct a model for gradings of Type IIP, we follow a similar approach as
for Type IIosp, but it is simpler since we do not need to choose ξ and ≤ to define the
matrix Θ (in the same way, these choices were needed in Subsection 5.2.2 but not in
Subsection 5.2.1). Also, κ1̄ is determined by κ0̄ and h0 (recall Definition 4.27).
Definition 5.32. Let G := G/〈f〉, T := T/〈f〉, and let β̄ be the nondegenerate
alternating bicharacter on T induced by β. Choose a k-tuple γ0̄ = (g1, . . . , gk) of
elements in G realizing κ0̄. Let µ̄ : T → F× be the map associated to the transposition
on D, let χ ∈ T̂ be the character such that χ(K) = 1 and χ(f) = −1, and extend χ
to a character of G, which will also be denoted by χ. Then define µ := µ̄ ◦ π T , where
π : G→ G is the natural homomorphism, and fix η : T → {±1} as in Equation (5.13).
Also, set γ1̄ = (h−10 g−11 , . . . , h−10 g−1k ). Consider the G-grading ΓM(T , β̄, κ0̄, κ1̄) on
S := M(n+ 1, n+ 1) using the choices above (see Definition 2.75), and consider its













and θ : S → S as in Equation (5.15). We define Γ(IIP)A (T, β, κ0̄, h0) to be the G-grading
on L = S(1)/Z(S(1)) induced from the grading S(1) = ⊕g∈G S(1)g , where
S(1)g := {s ∈ S
(1)
ḡ | θ(s) = −χ(g)s},
for all g ∈ G.
We now proceed to the last case, the odd gradings of Type II, which will be referred
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to as gradings of Type IIQ.
Remark 5.33. Similar to Remark 5.27, we have that every G-grading of Type II on the
Lie superalgebra Q(n) gives rise to a G× Z2-grading of Type IIQ on A(n, n), which
justifies the notation.
At the end of Section 4.5, just before Corollary 4.76, we introduced a parametriza-
tion of odd gradings on (R,ϕ) that make R graded-simple. By Corollary 4.76, (R,ϕ)
endowed with such a grading is isomorphic to M ex(T+, β+, tp, h, κ, g0), where T+ ⊆ G
is a finite 2-elementary subgroup, e 6= tp ∈ T+, h ∈ G is such that f := h2 ∈ T+ r 〈tp〉,
β+ : T+ × T+ → {±1} is an alternating bicharacter such that rad β+ = 〈tp, f〉,
g0 ∈ G, and κ : G/T+ → Z≥0 is a g0-admissible map (see Definition 4.71) such that
n+ 1 = |κ|
√
|T+|/2.
We will use the parameters (T+, β+, tp, h, κ, g0) to construct a representative of the
corresponding isomorphism class of Type IIQ gradings directly on the superalgebra L
instead of going through Skew(R,ϕ). Let S̃ denote the algebra Mn+1(F). Using the
Kronecker product, we can identify S = M(n+ 1, n+ 1) with M(1, 1)⊗ S̃.
Let G := G/〈f〉. We will, first, construct a G-grading and a (super-)anti-
automorphism on S̃, in a fashion similar to what we did for S 0̄ in Subsection 5.3.3,
and, then, we will extend the grading and the super-anti-automorphism to S. Fix a
subgroup K ⊆ T+ such that T+ = K × (rad β+). Let π : G→ G denote the natural
homomorphism, set T+ := π(T+) and K := π(K), let β+ : T+ × T+ → F× be the
bicharacter on T+ induced by β+, and consider κ as a map defined on G/T+ ' G/T+.
Also, let χ, χ0 : T+ → F× be the characters defined by χ(K) = 1, χ(f) = −1 and
χ(tp) = 1, and χ0(K) = 1, χ0(f) = 1 and χ0(tp) = −1 (we note that χ0 was denoted
by χ in Equation (4.2)).
Since β+ K×K is nondegenerate, we have a chosen standard realization D̃ associated
to (K, β+ K×K). Let µ̃ : K → F× be the map associated to the transposition on D̃,
and let µ+ : T+ → F× be the map extending µ̃ defined by µ+(t̄t̄p) = µ+(t̄) := µ̃(t̄), for
all t̄ ∈ K. Set µ+ := µ+ ◦ π T+ and define η+ : T+ → {±1} by
∀t ∈ T+, η+(t) := µ+(t)χ−1(t). (5.23)
Since dµ̃ = β+ K×K , we get dµ+ = β+ and, hence, dη+ = β+. In the proof of
Proposition 5.37, we will show that η+ is the map associated to the superinvolution
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on the even part of a graded-division superalgebra as in Definition 4.67(b).
















(Compare with Examples 2.4 and 2.49.) Set k := |κ| and fix a set-theoretic sec-
tion ξ : G/T+ → G of the natural homomorphism G → G/T+. As we did in Sub-
section 5.3.3, we follow the construction after Equation (5.13) in Subsection 5.3.2
with κ0̄ := κ and κ1̄ being the zero map to construct an elementary G-grading on
Mk(F) = M(k, 0). We identify the G-graded superalgebra Mk(D̃) = Mk(F) ⊗ D̃
with S̃ = Mn+1(F) via Kronecker product and, then, get a G-grading on S =
M(n+ 1, n+ 1) = M(1, 1)⊗ S̃.
Remark 5.34. Note that S = M(1, 1)⊗S̃ = M(1, 1)⊗Mk(F)⊗D̃ 'Mk(F)⊗M(1, 1)⊗D̃.
Hence, this G-grading is isomorphic to ΓM (T+, β+, t̄p, κ) (see Definition 2.102), where
the fixed character is taken to be χ0.
We will now construct a super-anti-automorphism on S. The next definition is
similar to Definition 5.16.
Definition 5.35. Let x ∈ G/T+. If g0x2 = T+, we put t := g0ξ(x)2 ∈ T+ and
t̃ := π(prK(t)), where prK : T+ → K is the projection on K corresponding to the
decomposition T+ = K × (rad β+). We define δx := χ0(t) and ΘK(x) to be the
following κ(x)× κ(x)-matrix with entries in D̃:
(i) Iκ(x) ⊗Xt̃ if η+(t) = +1;
(ii) Jκ(x) ⊗Xt̃, where Jκ(x) :=
 0 Iκ(x)/2
−Iκ(x)/2 0
, if η+(t) = −1 (recall that, in this
case, κ(x) is even by Definition 4.71).








Let x1 < · · · < x` be the elements of the set {x ∈ suppκ | x ≤ g−10 x−1}, and set













We, then, define the super-anti-automorphism θ : S → S by
∀X ∈M(n+ 1, n+ 1), θ(X) := Θ−1Xs>Q Θ. (5.26)
Finally, we define a G-grading on S(1) by
∀g ∈ G, S(1)g := {s ∈ S
(1)
ḡ | θ(s) = −χ(g)s}, (5.27)
and reduce it modulo the center to obtain a G-grading on L.
In summary:
Definition 5.36. Let n ∈ Z>0, and denote the associative superalgebraM(n+1, n+1)
by S. Let T+ ⊆ G be a 2-elementary subgroup, let e 6= tp ∈ T+, let h ∈ G be such that
f := h2 ∈ T+ r 〈tp〉, and let β+ : T+ × T+ → {±1} be an alternating bicharacter such
that rad β+ = 〈tp, f〉. Let π : G→ G := G/〈f〉 be the natural homomorphism, fix a
subgroup K ⊆ T+ such that T+ = K × 〈f〉, set T+ := π(T+) and K := π(K), and let
β+ be the alternating bicharacter on T+ induced by β+. Consider the chosen standard
realization D̃ of a matrix algebra with division grading associated to (K, β+ K×K),
and define η+ : T → {±1} by Equation (5.23). Then, let g0 ∈ G be any element and let




(i) a set-theoretic section ξ : G/T+ → G for the natural homomorphism G→ G/T+;
(ii) a total order ≤ on G/T+ such that there are no elements between x and ḡ−10 x−1,
for all x ∈ G/T+;
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and construct a tuple γ̄ realizing κ according to π ◦ ξ and ≤ (Definition 2.20).
Consider the G-grading on M(1, 1) given by Equation (5.24) and the G-grading
ΓM(K, β+ K×K , κ) on Mn+1(F) constructed using the choices of D̃ and γ̄ above (see
Definition 2.41). We, then, identify S := M(n+ 1, n+ 1) with the graded superalgebra
M(1, 1)⊗Mn+1(F). Define Θ ∈ S by Equation (5.25) and θ : S → S by Equation (5.26)
Finally, we define Γ(IIQ)A (T+, β+, tp, h, κ, g0) to be the G-grading on L = S(1)/Z(S(1))
induced from the G-grading S(1) given by Equation (5.27).
Proposition 5.37. Consider (R,ϕ) := M ex(T+, β+, tp, h, κ, g0), as defined before
Corollary 4.76. Then the graded Lie superalgebra Skew(R,ϕ)(1)/Z(Skew(R,ϕ)(1)) is
isomorphic to the Lie superalgebra A(n, n) endowed with Γ(IIQ)A (T+, β+, tp, h, κ, g0).
Proof. Recall that M ex(T+, β+, tp, h, κ, g0) = M ex(T, β, tp, κ, g0) (see Definition 4.72),
where t1 := (h, 1̄), T := T+∪t1T+, β : T×T → F× is the unique alternating bicharacter
extending β+ such that rad β = 〈f〉 and β(t1, ·) = χ0, and κ is seen as defined on
G#/T ' G/T+.
We will now show how the choices in Definition 5.36 correspond to the choices in
Definition 4.67(b) and Definition 4.72.
By Lemma 5.18, with (T+, β+) playing the role of (T, β), the choices of K and
D̃ give us the same information as the choices of K in item (i) and M in item (ii)
of Definition 4.67(b), and the map associated to the transposition on M is µ+ K .
Let (D, ϕ0) denote the standard realization of a graded-division superalgebra with
superinvolution constructed using these choices. Note that the map η+ : T → {±1}
defined in Equation (5.23) is such that dη+ = β+, η+ K= µ+ K , η+(f) = −1 and
η+(tp) = 1, so, by Equation (4.3), η+ is the map associated to ϕ0 D0̄ . In particular,
the g0-admissibility condition for κ is the same in Definitions 4.72 and 5.36.
In Definition 4.72, we have to choose a graded right D-supermodule U and a
ϕ0-sesquilinear form B : U × U → D such that (U, B) has inertia determined by κ.
To this end, set U := D[g1] ⊕ · · · ⊕D[gk], where (g1, . . . , gk) is the k-tuple realizing κ
according to ξ and ≤, and B(ui, uj) = Φij, where B := {u1, . . . , uk} is the canonical








(see Definition 5.8 and Equation (5.4)).
We will now follow Subsection 5.3.1 to undouble M ex(T+, β+, tp, h, κ, g0), con-
structed with the choices above. Recall that, by Definition 4.67(b), D = αO ⊗M,
where O is the graded-division superalgebra of Example 4.51, and α : Z2×Z4 → 〈tp, t1〉
is the group isomorphism given by α(1̄, 0̄) := tp and α(0̄, 1̄) := t1. Consider the
central idempotent ε := 12(1 + Xf) ∈ D and the G-graded-division superalgebra
Dε. Clearly, ε ∈ O. It is straightforward that Oε is isomorphic to M(1, 1) with
grading given by Equation (5.24), and that Mε is isomorphic to D̃. It follows that
Dε ' D := M(1, 1) ⊗ D̃. We will identify Dε with D and consider D as a matrix
superalgebra via Kronecker product.
We need to extend χ to G#. Since χ(f) = −1, we can do it in a way such that
χ(t1) = i. Let η : T → {±1} be the map associated to ϕ0 and let µ̄ : T → F× be
as defined in Equation (5.10). We have already shown that η T+= η+ and, hence,
by Equation (5.23), we have that µ̄ 
T+= µ+. By Remark 4.68(b), we have µ̄(t̄1) =
η(t1)χ(t1) = i. It follows that µ̄ is the map associated to the queer supertranspose on
D.
As in the proof of Proposition 5.19, let Λ ∈ Mk(D) be the diagonal matrix with
entries Λii := χ(deg ui), consider a different graded D-basis B̃ = {ũ1, . . . , ũk} of U,
where ũi is defined as in Equation (5.17), and let Φ̃ ∈Mk(D) be the matrix representing
B with respect to B̃. Note that the entries of Φ̃ are in D0̄ = (αO)0̄ ⊗M, and that
suppD0̄ = (rad β+)×K. Given t ∈ T+, write t = rs, with r ∈ rad β+ and s ∈ K, and
recall that we chose Xt ∈ D0̄ to be Xr⊗Xs, where Xr ∈ (αO)0̄ and Xs ∈M. Under the







It follows that Φ̃ε ∈ Mk(D) goes to Θ ∈ S = M(1, 1) ⊗ Mk(D̃), as defined in
Equation (5.25), if we follow the isomorphisms
Mk(D) 'Mk(F)⊗D 'Mk(F)⊗M(1, 1)⊗D̃ 'M(1, 1)⊗Mk(F)⊗D̃ 'M(1, 1)⊗Mk(D̃).
Therefore, all the data in the description of the undoubled model of Skew(R,ϕ)
coincide with the data in Definition 5.36, concluding the proof.
Theorem 5.38. Every grading on the simple Lie superalgebra psl(n+ 1|n+ 1), n ≥ 2,
is isomorphic to one of Γ(IM)A (T, β, κ0̄, κ1̄), Γ
(IQ)
A (T+, β+, h, κ), Γ
(IIosp)
A (T, β, κ0̄, κ1̄, h0),
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Γ(IIP)A (T, β, κ0̄, h0) or Γ
(IIQ)
A (T+, β+, tp, h, κ, g0), as in Definitions 5.28, 5.29, 5.31, 5.32
and 5.36. Gradings belonging to different types are not isomorphic. Within each type,
we have:
Type IM
Γ(IM)A (T, β, κ0̄, κ1̄) ' Γ
(IM)
A (T ′, β′, κ′0̄, κ′1̄) if, and only if, T = T ′ and one of the following
conditions holds:
(i) β′ = β and there is g ∈ G such that either κ′0̄ = g · κ0̄ and κ′1̄ = g · κ1̄, or
κ′0̄ = g · κ1̄ and κ′1̄ = g · κ0̄;
(ii) β′ = β−1 and there is g ∈ G such that either κ′0̄ = g · κ?0̄ and κ′1̄ = g · κ?1̄, or
κ′0̄ = g · κ?1̄ and κ′1̄ = g · κ?0̄.
Type IQ
Γ(IQ)A (T+, β+, h, κ) ' Γ
(IQ)
A (T ′+, β′+, h′, κ′) if, and only if, T ′+ = T+ and one of the
following conditions holds:
(i) β′+ = β+, h′ ∈ {h, htp} and there is g ∈ G such that κ′ = g · κ;
(ii) β′+ = (β+)−1, h′ ∈ {h−1, h−1tp} and there is g ∈ G such that κ′ = g · κ?;
where tp is the nontrivial element in rad β+.
Type IIosp
Γ(IIosp)A (T, β, κ0̄, κ1̄, g0) ' Γ
(IIosp)
A (T ′, β′, κ′0̄, κ′1̄, g′0) if, and only if, T = T ′, β = β′ and
there is g ∈ G such that one of the following conditions holds:
(i) κ′0̄ = g · κ0̄, κ′1̄ = g · κ1̄ and g′0 = g−2g0;
(ii) κ′0̄ = g · κ1̄, κ′1̄ = g · κ0̄ and g′0 = fg−2g0.
Type IIP
Γ(IIP)A (T, β, κ0̄, h0) ' Γ
(IIP)
A (T ′, β′, κ′0̄, h′0) if, and only if, T = T ′, β = β′ and there is
g ∈ G such that one of the following conditions holds:
(i) κ′0̄ = g · κ0̄ and h′0 = g−2h0;
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(ii) κ′0̄ = gh
−1
0 · κ?0̄ and h′0 = fg−2h0.
Type IIQ
Γ(IIQ)A (T+, β+, tp, h, κ, g0) ' Γ
(IIQ)
A (T ′+, β′+, t′p, h′, κ′, g′0) are isomorphic if, and only if,
T+ = T ′+, β+ = β′+, tp = t′p, h′ ∈ h(rad β+) and there is g ∈ G such that κ′ = g · κ
and
(i) g′0 = g−2g0 if h′ ∈ {h, ftph};
(ii) g′0 = tpg−2g0 if h′ ∈ {fh, tph}.
Proof. The result follows from Theorem 4.55 (Types IM and IQ), Theorem 4.70 (Types
IIosp and IIP, taking into account in the latter case that κ1̄ = h−10 ·κ?0̄) and Corollary 4.76
(Type IIQ). Indeed, by Corollary 5.4, the isomorphism classes of gradings on the Lie
superalgebra A(n, n) are in bijection with the isomorphism classes of gradings on
the associative superalgebra M(n+ 1, n+ 1)×M(n+ 1, n+ 1)sop endowed with the
exchange superinvolution. Gradings of Types IM and IQ are already described in terms
of M(n+ 1, n+ 1). Proposition 5.19 gives such a description for gradings of Type IIosp
and IIP, and Proposition 5.37 for Type IIQ.
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