Continuum-based fracture mechanics breaks down at the nanoscale where the discrete nature of atoms cannot be neglected. Intriguingly, this work shows that the concept of stress intensity factor is still valid if the atoms are modeled. Molecular statistics simulations are conducted on single-edge cracked samples of ideal brittle silicon, varying the size until few nanometers. The local virial stress, derived as the functional derivative of the free energy of a molecular system with respect to the deformation tensor, is used as a measure of the mechanical stress at the atomic level. Then, stress intensity factor at failure is evaluated. The results show that regardless of the size, the atomistic stress field varies according to the classical 1/r 0.5 relation, and discrete stress intensity factors can be derived for all the geometries. Continuum values, in contrast, fail to describe the fracture when the length of the singular stress field is smaller than 4-5 times the fracture process zone. Thus, this work shows that the stress intensity factor from atomic stress may be useful to describe the fracture criterion at extremely small dimensions, provided that virial stress is accepted as a representation of mechanical stress at the atomic level.
Introduction
With recent developments in the field of nanotechnology, the size of components has been approaching a few nanometers. A classic example is provided by nano-electro-mechanical systems which have high-density integration and are commonly used as sensors and actuators, and flexible nanoelectronics. [1, 2] These devices may have complex geometries and features such as notches and cracks, which are classic design issues addressed by linear elastic fracture mechanics (LEFM). However, at such a small scale, critical questions arise on the validity of the LEFM since continuum assumptions can be questioned. Therefore, several researchers have tried in the recent past to propose new approaches, extend classic ones, and to quantify the low limit of continuum-based fracture mechanics. [3] [4] [5] [6] [7] [8] [9] [10] Studies are particularly numerous for ideal brittle fracture where atomistically informed fracture criteria are desirable, but works on other advanced materials are available as well. [11, 12] Indeed, it is DOI: 10.1002/adts. 201900146 well-known that brittle fracture is ultimately governed by atomic bonds breaking. [13, 14] Pugno et al. [15, 16] proposed an energybased theory, namely Quantized Fracture Mechanics, which modifies continuumbased fracture mechanics by introducing finite differences in Griffith's criterion. [17] Shimada et al. [18] quantified the breakdown of continuum fracture mechanics, that is, when the singular stress field at the crack-tip is in the range of 3-6 times the fracture process zone, and proposed a discrete-based energy release rate that goes beyond that limit. Similarly, extensions or reformulations of Griffith's criterion to take into account the discrete nature of atoms at extremely small scales have been also proposed by other researchers. [19, 20] Alternatively, a reformulated strain energy density averaged over the fracture process zone has been successfully used to quantify the breakdown of continuum fracture mechanics and to characterize the fracture until a sample of few nanometers in length. [21] When the fracture mechanisms are more complex than the ones of ideal brittle fracture, simple approaches inspired by Griffith's energy balance may not be sufficient, and the fracture becomes a multiscale problem where transmission of the properties across scales is crucial. [22] − [26] While energy-based approaches seem to be very successful in characterizing fracture at small scales, stress-based methods face additional challenges. Stress is indeed a continuum concept, and discussion on the difference between continuum stress and atomic stress is very delicate and challenging. Moreover, in the presence of defects, the classic formulation of Irwin (or Westergaard) [27, 28] gives an "unrealistic" infinite stress at the crack-tip, in clear contradiction with atomistic simulations. When investigating fracture at the atomic scale by atomistic simulations, the stresses are usually extracted from the virial stress tensor, which is a measure of mechanical stress on the atomic scale. For homogenous systems, at zero Kelvin (i.e., all velocities are zero), the instantaneous volume averaged virial stress is given by
of the atoms q and p. f j (pq) is the jth component of the force between the atoms p and q computed by using interatomic potentials. There have been several studies investigating the near-tip stress distribution by use of the virial stress definition as well as trying to provide a sort of equivalence with the continuum stress. [29] [30] [31] [32] [33] Other works even questioned the validity of the virial stress as a representation of mechanical stress. [34] However, the studies available do not provide details on the evaluation of concepts like stress intensity factors and comparison with continuum solutions. In the present work, by considering the virial stress, the author demonstrates the existence of the trend of inverse square root singularity in the atomistic system for ideal brittle fracture and shows that computation of a stress intensity factor according to the classic Irwin's definition is possible. Moreover, through the comparison with the continuum finite-element (FE) method solutions, we defined a critical size at which continuum-based LEFM seems to fail. In contrast to previous works which focus on energy approaches as briefly summarized earlier, this paper evaluates, the breakdown of continuum-based LEFM by considering the stress analyses. The well-known modified Stillinger-Weber (SW) potential, [35] widely used to investigate stress concentration phenomena of silicon, [36] is employed. It is thus shown that the stress intensity factor from atomic stress may be beneficial to describe the fracture criterion at extremely small dimensions, provided that virial stress is accepted as a representation of mechanical stress at the atomic level.
It is worth noting that the equivalence between continuum and atomistic stress is not discussed and it is not the target of this study. Instead, focus lies on the stress distribution in the cracktip region of a molecular system by considering the case of ideal brittle fracture. Continuum-based analyses are carried out only for a qualitative comparison and to evaluate the breakdown of continuum fracture mechanics. Therefore results are presented in a "normalized" form. The work is limited only to ideal brittle fracture, and single-edge cracked samples loaded under mode I.
Results: Crack-Tip Stress Field
The present work aims to investigate the crack-tip stress field from molecular statistics (MS) numerical experiments at failure conditions, and to compare the results with continuum-based FE analyses. To this aim, single-edge cracked samples depicted in Figure 1 have been defined at several sizes. Specifically, the width W has been varied from 198.41 nm down to 9.81 nm, while the crack length a is kept equal to W/3. This choice ensures that regardless of effective crack length, condition of validity of continuum-based LEFM is always met, that is, small crack in an infinite plate. Finally, in order to ensure that there is no influence of the boundary conditions, the total height of the specimen is fixed to 2W. Table 1 summarizes the geometrical parameters of all the samples. The orientation of the specimens is also depicted in Figure 1 : the crack plane coincides with the cleavage plane (111), and it is perpendicular to the direction [111] . Details of the MS numerical experiments and mechanical properties derived from the SW potential are reported in Section 5 and in ref. 21 where analyses in terms of strain energy density of similar samples is presented. A stepwise in- Figure 1 . Schematics a) of the cracked samples and simulation box employed in the molecular statistics analyses (visualized through OVITO [52] ), orientation, and b) constraints configuration of FE model with critical displacement; t is the thickness of the simulation cell; the crack is slightly open to facilitate visualization. Table 1 . Specimens width W, displacement at fracture obtained from MS analyses d C , and singular stress field lengths from continuum-based FE and MS analyses; the length is defined as the distance from crack-tip (or atom at crack-tip) at which the stresses deviate from the expected 1/r 0.5 singularity; crack length a = W/3 while specimen height is 2W. crement of strain ɛ is applied at the upper and lower layers of atoms of the specimens, as shown in Figure 1a , until the maximum critical displacement before final fracture, namely d C , is reached. Therefore, critical displacement d C represents the failure condition, and values are summarized in Table 1 . It should be noted that a linear behavior until final failure is observed for all samples, which are globally always under linear elastic conditions. [21] Moreover, phenomena such as atomic reconstruction, surface reconstruction, or phase transformation did not occur at the crack-tip or crack surfaces. Once the critical displacement is exceeded, the crack propagates instantaneously. The stress field of the geometries is investigated later by using FE analyses by applying the critical displacement d C obtained from the MS simulations (see Figure 1b and Section 5). At the critical displacement d C , the stress intensity factor at failure K If is evaluated according to the definition provided by Irwin. [27] In the case of the atomistic stress intensity factor it assumes the following form
where V is the atomistic mechanical stress perpendicular to the crack plane from MS analyses according to the virial theorem, and r is the distance from the crack-tip, along the crack plane. The crack is hypothetically centered between atoms at the cracktip (see Figure 2a ). It should be noted that atomic stress computed from MS analyses is a "stress × volume" formulation, meaning that the computed quantity is in units of "pressure × volume". Therefore, before employing MS atomic stress in Equation (2), it needs to be divided by a per-atom volume to have units of stress (pressure). In general, in simple configurations such as perfect crystal case, the per-atom volume is evaluated dividing the volume of the simulation cell by the number of atoms. However, this may be true when the simulation cell is filled by atoms entirely, that is, the system is homogenous, while it becomes questionable when the system is only partially occupied by atoms, for example in the case of crack or notch. In such configurations, the virial stress must be calculated by considering only the volume of the regions effectively filled by atoms. Besides, when the simulated system is subjected to relevant deformations, the volume should be re-evaluated at each strain level. Thus, each loading condition would have its own atomic volume. On top of these considerations, in the case of cracks or notches, some regions are severely deformed/stressed (e.g., crack-tip) while others are not. In this case, the volume may also change locally, meaning the virial stress should consider the local variation of volume. In the present work, the focus is on the stresses near the crack-tip in the critical condition (before final failure), in a region severely deformed and subjected to stress and strain very close to the ideal material strength (i.e., the strength of a component defect-free). For this reason, to obtain the correct stress state near the cracktip, the atomic volume at high strain state (close to the critical strain of the ideal material strength) has been employed. The value is then kept constant for simplicity. The current SW potential gives an ideal material strength IS of 35.2 GPa in the direction [111], at a critical strain ɛ C of 0.3. [21] At these conditions, the per-atom volume is 24.55 Å 3 , clearly larger than the volume gen-erated by the lattice constant, that is, 20.01 Å 3 . It seems this problem is generated by the fact that, in the case of cracks and notches, the assumption of homogeneity does not hold for the reasons explained above. This aspect is well-known and addressed by several other researchers [29, 37] − [39] by imposing the convergence of local and whole volume-averaged virial stress of a perfect crystal.
On the other hand, the continuum-based stress intensity factor at failure is
where zz is the stress obtained from FE analyses perpendicular to the crack plane, and r is the distance from the crack-tip along the crack plane (see Figure 2b) . Figure 3 shows the crack-tip stress fields from MS analyses only for some selected geometries for the sake of clarity. It is worth recalling that the atomistic mechanical stress V in Figure 3 is effectively expressed as a pressure (per-atom volume already considered). Stress intensity factors at the critical displacement d C are depicted in Figure 4 . These results are discussed in Section 3.
Discussion
At first look at Figure 3a , it is clear that the MS analyses do not predict infinite stress at crack-tip. The stress at the crack-tip is, indeed, almost identical to the ideal material strength IS of 35.2 GPa. These results indicate that the fracture is ultimately governed by the bond of atoms at the crack-tip. When the stress on these atoms reaches the ideal material strength, the crack propagates instantaneously by breaking of the subsequent atomic bond. This "crack-tip bond-dominated fracture" in the case of ideal brittle material is well-known and verified by several other authors who employed more sophisticated analyses, for example density functional theory calculations. [20] The missing singularity, instead, has been a long-standing concern in the scientific community, which led to questions on the validity of linear elasticity theory in the vicinity of the crack-tip region. Results in Fig 1/r 0.5 as expected from linear elastic theory. For the sake of clarity, Figure 3 reports only the results related to the specimen W = 9.81, 19.87, 39.81, and 198.41 nm, respectively, but the trend is the same for all the considered geometries. When the sample scales down, the length of the inverse square root stress field also shrinks: the smallest sample W = 9.81 nm shows that variation with 1/r 0.5 extends for ≈6.9-10.3 Å, therefore, for just a few atomic bonds from the crack-tip. The length increases to ≈98 Å Figure 4 . Stress intensity factor at failure K If from molecular statistics analyses versus the width of the samples W; the picture depicts also literature values of the "upper limit" of the fracture toughness from density functional theory (DFT), the "lower limit" given by Griffith's criterion, experimental values of small-scale silicon samples with scatter band, and bulk silicon specimens fracture toughness.
for the largest specimen. This conclusion is relevant and further confirms what is found by other researchers [40] : the crack-tip region in a molecular system can be described by linear elastic fracture mechanics, at least in the case of static crack and ideal brittle material containing no other defects. Values of the length of 1/r 0.5 stress fields are summarized in Table 1 and indicated as Λ K-MS ; the length of the singular stress fields from continuum-based FE analyses is reported as Λ K . These values have been evaluated as the distance from atoms at the crack-tip at which the stress fields, V for MS analyses or zz for FE analyses, deviate more than 5% from the expected 1/r 0.5 slope.
Based on these results, analyses on stress intensity factors at failure have been performed. Figure 4 depicts the stress intensity factor at failure K If versus the specimen width W and the comparison with other works. The values have almost no variation, and all the samples seem to fail for the same K If of ≈0.97 MPa√m. Since K If is evaluated at fracture, it can be regarded as a good approximation of the fracture toughness, which shows a clear scale independence. The same picture demonstrates that values are in good agreement with experimental fracture toughness K IC of ≈ 0.95 ± 0.07 MPa√m for micro, nano, and bulk silicon samples. [10, 41] Also, it is within the range of expected "upper" and "lower" limit of K IC , that is, 1.08 MPa√m and 0.767 MPa√m, of which the first is evaluated by using density functional theory analyses including lattice trapping, while the second is the theoretical value provided by Griffith's criterion. [20, 42] To investigate the behavior of the stress intensity factors at fracture on the continuum side, the values of K If are normalized with respect to the K If obtained for the largest specimen W = 198.41 nm and compared in Figure 5 . It should be recalled that FE analyses are conducted based on the failure conditions obtained from MS analyses. As already mentioned in Section 1, the focus is on the trend of the K If rather than on a direct comparison of the stress fields between MS and continuum-based analyses which would require clarification on the equivalence between atomic and continuum stress. This is a challenging and complex topic that Figure 5 . Normalized stress intensity factors at failure obtained from FE and MS analyses plotted against the length of the singular stress field, Λ K , evaluated from continuum-based FE analyses; Λ K is defined as the distance from the crack-tip at which the stress deviates more than 5% from expected 1/r 0.5 singularity; picture includes values of the fracture process zone R FPZ taken from the literature; from right to left, the points correspond to decreasing specimens width W, starting from W = 198.41 nm (far-right point) to W = 9.81 nm (far-left point); Table 1 reports numerical values.
Adv. Theory Simul. 2019, 1900146 deserves a specific paper. For the sake of clarity, it should be mentioned that the FE analyses give slightly larger stresses. A hypothesis is that employment, eventually, of two-parameters model [43] or inclusion of the T-stress [44] would correct the differences. [45] Going back to the results of Figure 5 , the normalized K If are plotted against the length of the singular stress field from FE analyses Λ K . For large specimens, a constant trend is obtained for both MS and continuum-based FE analyses. However, when the samples are reduced in size, the continuum-based normalized K If at failure starts to deviate from the expected ratio of 1. This result can be explained in terms of the breakdown of continuum-based fracture mechanics evaluated recently by other researchers. [18, 21] The given references defined a so-called fracture process zone (R FPZ ) and K-dominant region Λ K , that is, the length of the singular stress field showing the 1/r 0.5 dependence (until a deviation of 5%, as in the present work). When reducing the sample width, the R FPZ remains constant, while the K-dominant region shrinks. If the Λ K remains geometrically larger than the fracture process zone, continuum-based fracture mechanics is valid; when the Λ K is geometrically approaching the R FPZ , continuum-based fracture mechanics fails and shows an apparent size-dependent fracture toughness. In reality, this behavior is due to the fact that Λ K is not "large enough" in respect of the R FPZ as assumed by the continuum-based formulation, and it is not able to characterize the fracture. By assuming the R FPZ reported in the given references, that is 0.4 nm (average value), the continuum-based fracture mechanics fails for a critical Λ K /R FPZ ratio of about 4-5. This result is in perfect agreement with values reported by other authors which evaluated similar range by using averaged strain energy density approach and energy release rate. [18, 21] Therefore, provided that the virial stress is accepted as a representation of mechanical stress at the atomic level, the breakdown of the continuum-based fracture mechanics can also be evaluated in terms of stress from MS analyses. As a last comment on Figure 5 , the same trend can be obtained if the normalized critical K If is plotted against specimen widths. Indeed, the K-dominant region Λ K varies and shrinks down following the specimen width W, as reported in Table 1 . Alternatively, results of Figure 5 can also be plotted against the singular stress field length obtained from MS analyses Λ K-MS . However, since the author wanted to underline the breakdown of the continuum formulation, Λ K was employed. Additionally, Table 1 reports the values of Λ K-MS and intriguingly shows that the Λ K-MS is on average always larger than Λ K . However, as mentioned earlier, a direct comparison between stress fields should be carried out cautiously, and the values are reported for the sake of completeness only.
Conclusion
The present work presented a series of virial stress-based molecular statistics (MS) analyses on single-edge cracked samples made of ideal brittle silicon, while scaling down the sample until few nanometers. The virial stress was used as a measure of the mechanical stress at the atomic level, and stress intensity factor at failure is evaluated according to Irwin's definition. Subsequently, a series of continuum-based FE analyses were realized based on the failure conditions obtained from the MS analyses. Provided that the virial stress is accepted as a measure of the stress at the atomic level, the main findings can be summarized as follows
• As the specimen width is reduced, the atomistic stress field shrinks down but still varies with 1/r 0.5 , according to classic formulation; and a stress intensity factor at failure can be derived for all the geometries based on the virial stress. • The stress intensity factor at failure from virial stress is constant and in perfect agreement with values available in the literature for nanosamples, microsamples, and bulk material. • It is demonstrated again that the fracture toughness in the case of ideal brittle fracture in silico is scale-independent. • Linear elastic fracture mechanics applied to the atomic stress field is still able to characterize the crack-tip region, at least for ideal brittle fracture and static crack. • Continuum values, obtained from FE analyses, show a constant stress intensity factor at failure only for large specimens and fail to describe the fracture below a critical size of W ≈ 50 nm. • The breakdown of continuum-based fracture mechanics in the case of ideal brittle fracture is explained based on the singular stress field length and fracture process zone: when the ratio Λ K /R FPZ is about 4-5 (i.e., Λ K = 1.6 to 2 nm), continuum formulation does not hold and gives an apparent size-dependent (decreasing) stress intensity factor at fracture (failure conditions).
The present work demonstrated that the concept of stress intensity factor is still surprisingly valid if the atoms are modeled, and thus shows that values from atomic stress may be useful to describe the fracture criterion at extremely small dimensions. As a future step, it would be interesting to realize a direct comparison of the stress fields, investigate their equivalence, and to employ two-parameters models to consider non-singular terms in the continuum formulation.
Experimental Section
Molecular Statistics (MS) Simulations: The fracture tests are conducted by using the open-source code LAMMPS. [46] The modified Stillinger-Weber (SW) interatomic potential [13, 14, 35] is employed in the simulations, that is, ideal brittle fracture in silico is considered. The potential provides a good description of the stress concentration phenomena, [36, 40] and it is therefore employed in the present study. The samples have the facecentered diamond-cubic structure of single-crystal silicon and are oriented as depicted in Figure 1a . The crack plane coincides with the cleavage plane (111), and it is perpendicular to the direction [111]. The elasticity tensor for a cubic crystal symmetry has three independent constants and assumes the following form in the crystal frame: [47, 48] 
Note that the elasticity tensor has to be rotated from the crystal frame to the sample orientation before to be employed in FE simulations. The SW potential gives the following properties: material constants C 11 , C 12 , and C 44 of 201 GPa, 51.4 GPa and 90.5 GPa, respectively; a lattice constant of 5.431 Å; ideal material strength IS of 35.2 GPa at a critical strain ɛ C of 0.3 along the direction [111] . The ideal material strength is the maximum ideal strength of a component ideally defect-free, and it has been evaluated from the un-cracked sample. [21] A stepwise increment of strain ɛ is applied at the upper and lower layers of atoms of the specimens, as shown in Figure 1 . The strain is increased at each load-step until the maximum displacement before final fracture d C is reached. Periodic boundary conditions are applied along the z-direction while the simulation box has a finite thickness t in the zdirection of ≈0.384 nm. At the beginning of each strain/load increment, relaxation is ensured by using the damped dynamics method Fast Inertial Relaxation Engine (FIRE) [49] until all forces on atoms become less than 1.0 × 10 −5 N. The traction-free crack is realized by deleting interactions between atoms along the pre-crack surfaces artificially. Note: the atomic stress computed by LAMMPS is a stress × volume formulation, meaning the computed quantity is in units of pressure × volume. It would need to be divided by a per-atom volume to have units of stress (pressure). In the present work, the per-atom volume is calculated using the unit cell volume at the critical strain ɛ C = 0.3 rather than the volume given by the lattice constant. The single crystal silicon has a diamond cubic structure with eight atoms in a single unit cell, which gives a per-atom volume of 24.55 Å 3 (at the critical strain). See Section 2 for additional comments and justifications. Analyses are conducted at a temperature of 0 K and fully including the lattice trapping, [50, 51] as commented in Section 2.
Finite-Element (FE) Analyses: Samples were modeled by using the Ansys APDL 15.0 finite element software package. A 2D eight-node element-type PLANE183 and plane strain condition were assumed. Elements close to the crack-tip were approximately smaller than a/10 6 (where a is the crack length). The linear elastic anisotropic material model was used. Note that the elasticity tensor provided before has to be rotated from the crystal frame to the sample orientation of Figure 1 before to be employed in the FE simulations. Moreover, Ansys APDL 15.0 expects the order of vector as {x, y, z, xy, yz, xz}, whereas for some published materials the order is given as {x, y, z, yz, xz, xy}. Therefore, the stiffness matrix has to be first rotated and later converted to the expected format.
The constraints configuration of the model is shown in Figure 1b . Displacement at critical load before final fracture d C , obtained from MS simulations, was applied for each geometry. Thus, the continuum FE analyses are based on the failure conditions obtained from MS analyses.
