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ABSTRACT
We construct dual Lagrangians for G/H models in two space-time dimensions for arbitrary
Lie groups G and H ⊂ G. Our approach does not require choosing coordinates on G/H, and
allows for a natural generalization to Lie-Poisson duality. For the case where the target metric
on G/H is induced from the invariant metric on G, the dual system is a gauged Higgs model,
with a nonconstant metric and a coupling to an antisymmetric tensor. The dynamics for the
gauge connection is governed by a BF -term. Lie-Poisson duality is relevant once we allow for
a more general class of target metrics, as well as for couplings to an antisymmetric tensor, in
the primary theory. Then the dual theory is written on a group G˜ dual to G, and the gauge
group H (which, in general, is not a subgroup of G˜) acts nonlinearly on G˜. The dual system
therefore gives a nonlinear realization of a gauge theory. All dual descriptions are shown to be
canonically equivalent to the corresponding primary descriptions, at least at the level of the
current algebra.
1
1 Introduction
Cosets models have been around for a long time. There are many well known examples,
including the O(3) nonlinear σ-model, the SU(N) × SU(N) chiral model and CPn−1 model.
The standard Lagrangian L for a G/H model contains terms quadratic in velocities, and can
be written on the tangent manifold TG of G. It is invariant under local transformations
by H ⊂ G, and also possibly global transformations by G. Our interest here concerns the
question of possible dual Lagrangians. Motivated by developments in string theory, techniques
have been devised for finding dual Lagrangian descriptions of field theories in two space-time
dimensions. Here we refer more specifically to the techniques of nonabelian T-duality, as they
can be applied to G/H models.[1] In the original approach, one makes a choice of coordinates
on the manifold, whereby isometry directions are distinguished from non-isometry directions,
and then introduces a gauge connection for every isometry. This then means that various
coset manifolds must be analyzed separately, and more often than not, the analysis may be
quite formidable. It therefore seems safe to say that following such an approach, the general
structure of the dual theory for G/H models is not very transparent.
In this article, we instead write down a dual Lagrangian L˜ for G/H models without relying
on coordinate charts on G/H, and we check that it leads to the same dynamics as the standard
Lagrangian. The result applies for arbitrary Lie groups G and H, and furthermore, we are
able to do this for a variety of target space metrics. We show that at the level of currents, the
dual descriptions are canonically equivalent to the standard ones. Our approach differs from
previous ones[2] which realize coset models as gauged Wess-Zumino-Witten models[3]. It is
more closely related to the treatments in refs. [4], [5] and [6], which are based on Lie-Poisson
T-duality.[7]
We now summarize some of the features of the dual Lagrangian L˜. While the standard
Lagrangian L, which we also refer to as the primary Lagrangian, can be written without
the use of gauge connections or topological terms, connections, as well as topological terms,
enter in the dual description. In L˜ the dynamics of gauge fields is governed by a BF term. To
illustrate some of the structures of the dual theory, we first consider the example of G = SU(2)
and H = U(1), where one recovers the familiar dynamics of the O(3) nonlinear σ-model. Its
dual theory can be written in terms of a scalar doublet coupled to a U(1) gauge field, whose
field strength is proportional to the instanton number. The scalars fields are also coupled
to a nonconstant metric and an antisymmetric tensor. It is convenient to also introduce an
auxiliary scalar field in the dual description, which then allows for a local expression for the
metric. The auxiliary field couples to the U(1) connection, as well. By choosing a gauge and
eliminating the auxiliary variables it should be possible to recover all previous expressions for
the dual Lagrangian. If in L˜ one introduces the a kinetic energy term for the gauge field, this
corresponds to adding a higher order term in the primary Lagrangian L. There is some recent
interest in such theories in connection with knot solitons.[8]
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For the case of arbitrary G and H, with the constant group metric appearing in the primary
Lagrangian L, the dual system is a gauged Higgs theory with a nonconstant metric and coupling
to an antisymmetric tensor. Now there are dim[G/H] scalar fields, as well as dim[H] auxiliary
fields, coupled to dim[H] gauge connections. Once we drop the restriction of constant target
metrics in the primary theory, as well as allow for a coupling an antisymmetric tensor, a
more interesting structure emerges in the dual theory. The latter is now written on a group
G˜ dual to G (in the Lie-Poisson sense), and the gauge group H (which, in general, is not a
subgroup of G˜) has a nonlinear action on G˜. As a result, one ends up expressing the dual
Lagrangian L˜ in terms of nonlinear covariant derivatives on G˜, and the gauge symmetry is not
immediately obvious. But our construction of L˜, starting from the Hamiltonian formalism,
ensures gauge invariance, and thus provides a technique for constructing nonlinear realizations
of gauge theories.
In section 2, we review the standard Lagrangian description of G/H models, and then
specialize to the O(3) nonlinear σ-model in section 3. There, we construct the dual theory,
and demonstrate that the role of identities and equations of motion are interchanged in the
two formulations. The analysis is generalized to the case of arbitrary G and H in section 4.
In section 5, we construct the corresponding Hamiltonian descriptions of the two theories and
demonstrate that, at least locally, the two theories are canonically equivalent. We also show
that these theories are canonically equivalent to an equivalence class of Kac-Moody algebras
associated with the cotangent bundle group T ∗G. In section 6, following [6],[9], we generalize
to Kac-Moody algebras associated with the Drinfeld double group [10]. This leads to Lie-
Poisson T-duality, [7] and allows for nonconstant metrics and antisymmetric tensors in both
the primary and dual descriptions.
2 Standard Lagrangian Description
We now introduce our notation, and review the standard Lagrangian description of G/H
models.
Say G and H ⊂ G are N and N −M dimensional groups, respectively, with the former
generated by ei, i = 1, 2, ..N , and having commutation relations:
[ei, ej ] = c
k
ijek . (2.1)
We can split the generators into ea, a = 1, 2, ...M and eˆα = eM+α, α = 1, 2, ...N −M , the
latter generating H,
[eˆα, eˆβ ] = cˆ
γ
αβ eˆγ , cˆ
γ
αβ = c
M+γ
M+α M+β . (2.2)
We will assume that the metric gij on G is nondegenerate and block diagonal, i.e.
ga M+α = 0 . (2.3)
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The structure constants satisfy
ccM+α M+β = 0 , c
M+γ
M+α b = 0 . (2.4)
The second relation in (2.4) follows from the first, using (2.3) and the invariance property
cijkgiℓ = gjic
i
kℓ.
We can now give the expression for the primary Lagrangian density L. We take the fun-
damental fields g(x) to have values in G. L is a quadratic function of the velocity components
(g−1∂µg)
a, where µ = 0, 1 is the space time index and g−1∂µg = (g
−1∂µg)
iei. Utilizing the
group metric gij projected onto G/H, and following[11],[12], we write
L = −
κ
2
gab(g
−1∂µg)
a(g−1∂µg)b , (2.5)
where a, b = 1, 2, ...M and κ is an arbitrary constant. L is gauge invariant under
g(x)→ g(x)h(x) , h(x) ∈ H , (2.6)
and consequently defines a theory on G/H. L is also invariant under global transformations
g → g0g , g0 ∈ G . (2.7)
For the case G = SU(2) and H = U(1) we obtain the dynamics of the O(3) nonlinear σ-model.
G = SU(n) × SU(n) and H = SU(n)diagonal yields the G = SU(n) × SU(n) chiral model,
while G = U(n) and H = U(n − 1)× U(1) corresponds to the CPn−1 model. In sections 3-5,
we shall discuss the dual description of all such models in two space-time dimensions.
In section 6, we obtain the dual for the more general system obtained by replacing gab
in (2.5) by a nonconstant metric γ(g)ab. We further consider the addition of a term with a
coupling to an antisymmetric tensor ρ(g)ab. The primary Lagrangian then has the form
L = −
κ
2
γ(g)ab(g
−1∂µg)
a(g−1∂µg)b −
κ
2
ǫµνρ(g)ab(g
−1∂µg)
a(g−1∂νg)
b . (2.8)
Now gauge invariance under (2.6) follows only for certain metrics γ(g)ab and antisymmetric
tensors ρ(g)ab, i.e. those which gauge transform under the adjoint action of H,
γ(gh)ab = a(h)
c
a a(h)
d
b γ(g)cd , (2.9)
where heah
−1 = a(g) ba eb , and we have the same transformation property for ρ(g). Thus the
target space is again G/H. On the other hand, the global symmetry (2.7) is broken. Starting
with the Hamiltonian formalism, we shall obtain a class of metrics and antisymmetric tensors
consistent with the gauge symmetry, and for every such metric and antisymmetric tensor there
is a corresponding dual Lagrangian description.
4
3 O(3) nonlinear σ-model
3.1 Primary Formulation
The simplest nontrivial example of the above system is the O(3) nonlinear σ-model. The
target space in this case is S2. Thus we can introduce the fields ψi(x), i = 1, 2, 3, satisfying the
constraint ψi(x)ψi(x) = 1. The standard Lagrangian density for the O(3) nonlinear σ-model
is
L = −
κ
2
∂µψ
i∂µψi . (3.1)
Alternatively, we can rewrite the Lagrangian according to (2.5), with G = SU(2) and H =
U(1). For this we first realize the constraint by writing
ψi(x)ei = g(x)e3g(x)
−1 , (3.2)
g(x) being SU(2)-valued fields and ei being SU(2) generators. Since ψ
i are invariant under
g(x)→ g(x)eλ(x)e3 , (3.3)
we have thus introduced a U(1) gauge symmetry, the generator being eˆ1 = e3. The structure
constants and invariant metric for SU(2)) are ckij = ǫijk and gij = δij . It is not hard to
show[11],[12] that the Lagrangian density (3.1) may be reexpressed according to
L = −
κ
2
(g−1∂µg)
a(g−1∂µg)a , (3.4)
where a = 1, 2. The Lagrangian, like ψi, is invariant under (3.3), and the physical degrees of
freedom therefore span SU(2)/U(1) ≃ S2.
The equations of motion resulting from variations of g imply the existence of conserved
currents ∂µJ
iµ = 0, where
J iµ = [a(g) ia (g
−1∂µg)a] , (3.5)
where a(g) denotes the adjoint matrix representation of g, geig
−1 = a(g) ji ej . Due to the
gauge symmetry there are only two equations in (3.5). To see this, let us rewrite the equations
in terms of a new set of variables πaµ and Aµ:
πaµ = ǫµν(g
−1∂νg)a , (3.6)
Aµ = (g
−1∂µg)
3 . (3.7)
Aµ transforms as a U(1) connection under (3.3), while π
a
µ undergo a rotation in the internal
space. We can define the covariant derivative for the latter variables according to
(Dµπν)
a = ∂µπ
a
ν − ǫabAµπ
b
ν , (3.8)
where ǫab = ǫab3 . Now by using ∂µa(g)
j
i = ǫikℓ a(g)
j
k (g
−1∂µg)
ℓ , we see that the equations of
motion state that the covariant curl of πa is zero:
ǫµν(Dµπν)
a = 0 . (3.9)
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In addition to the equations of motion (3.9), we have a set of three Maurer-Cartan equations.
In terms of Aµ and π
a
µ, these three identities can be expressed as
(Dµπµ)
a = 0 , (3.10)
F =
1
2
ǫabǫ
µνπaµπ
b
ν , (3.11)
F being the U(1) curvature, F = ǫµν∂µAν . When expressed in terms of the fields on S
2, it is
given by
F = 4π
(
−
1
8π
ǫijkǫ
µνψi∂µψ
j∂νψ
k
)
, (3.12)
the quantity in parenthesis being the instanton number density.
In summary, the dynamical system is determined by the equations of motion (3.9), as well
as identities (3.10) and (3.11). We note that there are not an equal number of equations of
motion and identities. We next present a dual formulation of the above system, where eqs.
(3.10) and (3.11) are equations of motion and eq. (3.9) follows from an identity (evaluated
on-shell).
3.2 Dual Formulation
The dual Lagrangian L˜ will be expressed in terms of three unconstrained scalar fields θ and
χa, a = 1, 2, and a U(1) connection Aµ. θ ends up playing the role of an auxiliary variable.
Before considering the full system, we first examine a Lagrangian L˜0 depending only on χa
and Aµ:
L˜0 = −
α
2
(Dµχ)a(D
µχ)a −
β
2
ǫµνǫab(Dµχ)a(Dνχ)b , (3.13)
where the covariant derivative (Dµχ)a is defined by (Dµχ)a = ∂µχa − ǫabχbAµ . L˜0 is gauge
invariant under the following infinitesimal variations:
δχa = λǫabχb
δAµ = ∂µλ , (3.14)
where here we take λ to be infinitesimal. αδab and βǫab represent the dual metric and antisym-
metric tensor, respectively. Upon assuming for the moment that α and β are constants, we
get (3.10) as the equations of motion associated with variations of χa, provided we now define
πaµ (up to an overall constant) by
πaµ = −α(Dµχ)a − βǫµνǫab(D
νχ)b . (3.15)
This definition leads to the identity
ǫab(D
µχ)aπ
b
µ = 0 . (3.16)
Using the equations of motion (3.10), this can be rewritten as ǫab∂
µ(χaπ
b
µ) = 0, which is locally
solved by writing
ǫµν∂
νθ = ǫabχaπ
b
µ . (3.17)
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We use this equation to define the scalar field θ, which we now promote to a degree of freedom
to be varied in the action. (More precisely, as stated earlier, it will play the role of an auxiliary
variable.) This will allow us to recover eq. (3.17), as well as (3.11) from an action principle,
through variations of Aµ and θ, respectively. The Lagrangian L˜0 is, however, insufficient for
this purpose, as we shall need to add a BF or instanton term. Furthermore, α and β now need
to be functions of θ. [This won’t spoil the result of (3.10) for the equations of motion.] The
total Lagrangian is then
L˜ = L˜0 + ǫ
µν∂µθAν . (3.18)
θ is assumed to be gauge invariant. Then, although L˜ is then no longer gauge invariant under
(3.14), the corresponding action integral is. Now it easily follows that variations with respect
to Aµ lead to (3.17). Since the latter is associated with an identity, there are no true dynamical
degrees of freedom in Aµ. Variations with respect to θ lead to
F = −
α′
2
(Dµχ)a(D
µχ)a −
β′
2
ǫµνǫab(Dµχ)a(Dνχ)b , (3.19)
the prime indicating a derivative with respect to θ. Using (3.15), this agrees with (3.11)
provided that
α′ = 2αβ , β′ = β2 − α2 . (3.20)
These equations are solved by
α =
κ
κ2 + θ2
, β = −
θ
κ2 + θ2
, (3.21)
κ again denoting an arbitrary constant. From the Hamiltonian analysis (see section 5), we find
that this constant can be identified with the constant κ appearing in the primary Lagrangian.
It remains to obtain (3.9). It follows from another useful identity. For this let us invert (3.15),
using (3.21), to solve for (Dµχ)a:
(Dµχ)a = −κπ
a
µ − θǫµνǫabπ
νb . (3.22)
Now take the covariant curl to get
κǫµν(Dµπν)
a = ǫab
(
Fχb − ∂
µθπbµ − θ(Dµπ
µ)b
)
. (3.23)
The right hand side is seen to vanish upon imposing the equations of motion (3.10), (3.11) and
(3.17), and hence we recover the equation of motion of the primary formulation (3.9).
We thus have obtained all the dynamical equations of the primary formulation. We note
that while the coefficient κ of the kinetic energy term in the standard description is a constant,
the analogue in the dual description goes like (κ + θ2/κ)−1. (A nonlocal expression for the
latter results if we use (3.17) to eliminate θ.) This relation between coefficients resembles
the R ↔ 1
R
correspondence in Abelian T-duality.[13] Concerning symmetries, while the U(1)
gauge symmetry is obvious in the dual description, the global SU(2) symmetry (2.7) is not.
In the dual theory, the latter can only be defined nonlocally. It should now be possible to
recover all previous expressions for the dual Lagrangian by choosing the appropriate gauge
and eliminating the auxiliary variable θ.
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3.3 Higher Order Terms
It is easy to consider the possibility of adding higher order terms to the primary Lagrangian
(2.5) or (3.1). For example, we can add the quartic term
Lquar =
ξ
2
F 2 , (3.24)
where ξ is a constant and F is defined in terms of SU(2) group elements g through (3.2) and
(3.12). Then the equation of motion (3.9) is replaced by
κǫµν(Dµπν)
a = −ξǫab∂
µFπbµ . (3.25)
The identities (3.10) and (3.11) are, of course, unchanged. One adds precisely the same term
(3.24) to the dual Lagrangian (3.18), only there Aµ is treated as an independent degree of
freedom. Thus a kinetic energy is now associated with Aµ. Its variations leads to
ǫµν∂
ν(θ + ξF ) = ǫabχaπ
b
µ , (3.26)
replacing (3.17). None of the other equations of motion for the dual system are affected. Upon
substituting (3.26), as well as (3.10) and (3.11), into the identity (3.23), we once again get
(3.25).
4 General Coset Models
Here we find the dual Lagrangian description associated with the primary Lagrangian (2.5),
for the case of arbitrary Lie groups G and H ⊂ G .
4.1 Primary Formulation
We begin with the primary Lagrangian (2.5). There are now M equations of motion resulting
from variations of g, and they once again can be written as (3.9). For this, πaµ is again defined
as in (3.6), while
Aαµ = (g
−1∂µg)
M+α . (4.1)
Aαµ transforms as an H connection under (2.6). The covariant derivative is now defined by
(Dµπν)
a = ∂µπ
a
ν + c
a
M+β cA
β
µπ
c
ν . (4.2)
In addition to the equations of motion (3.9), we have the generalization of the identities (3.10)
and (3.11) corresponding to N Maurer-Cartan equations:
(Dµπµ)
a =
1
2
cabcǫ
µνπbµπ
c
ν , (4.3)
Fα =
1
2
cM+αbc ǫ
µνπbµπ
c
ν . (4.4)
Now, in general, the covariant divergence of πaµ need not vanish. F
α is the H curvature,
Fα = ǫµν(∂µA
α
ν +
1
2
cˆαβγA
β
µA
γ
ν) . (4.5)
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4.2 Dual Formulation
For the dual theory, we introduce N scalar fields, χa and θα, along with the Yang-Mills con-
nection one form Aα, which undergo gauge transformations
δχa = c
b
M+α aλ
αχb (4.6)
δθα = cˆ
γ
βαλ
βθγ (4.7)
δAα = dλα + cˆαβγA
βλγ , (4.8)
λ = λαeˆα being an infinitesimal element of the Lie algebra H of H. Upon defining the
covariant derivative of χa according to (Dχ)a = dχa + c
b
a M+αA
αχb , we can construct the
following Lagrangian density:
L˜ = −
1
2
αab(Dµχ)a(D
µχ)b −
1
2
ǫµνβab(Dµχ)a(Dνχ)b − θαF
α , (4.9)
generalizing (3.18). Now the dual metric αab and the antisymmetric tensor βab are functions
of χa and θα. Neither α
ab nor βab are gauge invariant. Gauge invariance demands that αab
and βab transform, respectively, as symmetric and antisymmetric second rank tensors. The
form for L˜, including the BF -term, is similar to previous expressions in the literature.[1] Here
we are able to write down αab and βab without having to specify coordinates on the original
target manifold G/H.
To determine the coefficients αab and βab we demand that the equations of motion resulting
from variations in the scalar fields are (4.3) and (4.4). Variations of χf give the former equation
provided that
∂αab
∂χf
= cfdc(β
daαcb − αdaβcb)
∂βab
∂χf
= cfdc(β
daβcb − αdaαcb) , (4.10)
while variations of θα give the latter equation provided that
∂αab
∂θα
= cM+αdc (β
daαcb − αdaβcb)
∂βab
∂θα
= cM+αdc (β
daβcb − αdaαcb) . (4.11)
πaµ is now defined by
πaµ = −α
ab(Dµχ)b − β
abǫµν(D
νχ)b . (4.12)
To write down solutions to eqs. (4.10) and (4.11) we introduce a matrix f˜ with matrix elements
which are linear functions of θα and χa,
f˜(θ, χ)ij = c
c
ijχc + c
M+α
ij θα . (4.13)
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Then a little work shows that
α =
(
κg−
1
κ
f˜g−1f˜
)−1
, β = −
1
κ
g−1f˜α , (4.14)
which generalizes the solution (3.21) found for the coefficients of the dual nonlinear σ-model.
The underline indicates the submatrix obtained by projecting onto G/H. Thus the matrix
g consists only of matrix elements g
ab
= gab, a, b = 1, 2, ...M . As before, κ is an arbitrary
constant, which we shall identify with the coefficient κ appearing in the primary Lagrangian.
The matrix α in (4.14) is symmetric by inspection, while antisymmetry for β follows after
using the identity
f˜αg = gαf˜ . (4.15)
The solution (4.14) easily reduces to (3.21) when G = SU(2) and H = U(1), and we thus
recover the dual formulation of the nonlinear σ-model.
As in the dual formulation of the nonlinear σ-model, the connections are nondynamical
degree of freedoms and their variations do not lead additional conditions. Varying Aαµ in (4.9)
gives
ǫµν(Dνθ)α = c
c
b M+αχcπ
µb , (4.16)
generalizing (3.17). Here (Dµθ)α = ∂µθα + cˆ
γ
αβA
β
µθγ . By taking the covariant divergence of
both sides of (4.16) one gets
cˆγαβF
βθγ = c
c
b M+α(Dµχ)cπ
µb + ccb M+αχc(Dµπ
µ)b . (4.17)
Now applying the equations of motion (4.3) and (4.4), this becomes
1
2
ciabǫ
µνπaµπ
b
ν f˜M+α i = c
c
b M+α(Dµχ)cπ
µb . (4.18)
Eq. (4.18) generalizes (3.16), the latter being an identity for the dual O(3) nonlinear σ-model.
It is not too hard to show that eq. (4.18) is also an identity. The procedure is the same
as before. One inverts (4.12), solving for (Dµχ)a using the solutions (4.14) found for the
coefficients:
(Dµχ)a = −κgabπ
b
µ − ǫµν f˜abπ
νb , (4.19)
and then substitutes into the right hand side of (4.18).
Finally, if we take the covariant curl of (4.19) we get another identity
κgabǫ
µν(Dµπν)
b = cbM+α aF
αχb − f˜ab(Dµπ
µ)b −
(
ccab(Dµχ)c + c
M+α
ab (Dµθ)α
)
πµb , (4.20)
which generalizes (3.23). The right hand side of this equation vanishes upon applying (4.16),
(4.3) and (4.4) and hence we recover the equations of motion (3.9) of the standard formalism.
We thereby recover all the dynamical equations of the standard formalism.
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5 Hamiltonian descriptions
In this section, we note that the Hamiltonian descriptions for the primary formulation and
dual formulation of G/H models are, at least locally, canonically equivalent.
5.1 Primary Formulation
The Hamiltonian description corresponding to the primary Lagrangian is written on an equiv-
alence class of the loop group LT ∗G of the cotangent bundle T ∗G. To describe it we can
introduce a 2N dimensional phase space, spanned by the fields g(x) and Ki(x), the latter
generating, for example, right translations on G, i.e.
{Ki(x), g(y)} = −g(x)eiδ(x − y)
{Ki(x),Kj(y)} = −c
k
ijKk(x)δ(x − y) . (5.1)
As usual, we assume the Poisson brackets between two group elements vanishes. The phys-
ical subspace is 2M dimensional, and it is obtained after moding out gauge transformations
generated by the N −M first class constraints
KM+α ≈ 0 . (5.2)
Up to Lagrange multiplier terms involving the constraints (5.2), the canonical Hamiltonian
can be written
H(g,Ki) =
1
2
∫
dx
(
κgab(g
−1∂1g)
a(g−1∂1g)
b +
1
κ
gabKaKb
)
, (5.3)
where gabgbc = δ
a
c . The Hamiltonian (5.3) and constraints (5.2) define the primary Hamiltonian
description.
5.2 Dual Formulation
In the dual description, we start with a 6N − 4M dimensional phase space spanned by χa,
θα, A
α
µ and their corresponding conjugate momenta. π
a = π0a, as defined in (4.12), are the
momenta conjugate to χa. If we integrate by parts the topological term in (4.9), we get that
the momenta πM+α conjugate to θα are constrained by
πM+α −Aα1 ≈ 0 , (5.4)
and there are 2(N−M) additional primary constraints stating that the momenta Πµα conjugate
to Aαµ vanish,
Πµα ≈ 0 . (5.5)
In addition, there are N −M secondary constraints of the form
(D1θ)α + c
c
M+α bπ
bχc ≈ 0 . (5.6)
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They are analogous to the Gauss law constraints. Up to the constraints, the Hamiltonian is
given by
H˜ =
1
2
∫
dx αab
(
(D0χ)a(D0χ)b + (D1χ)a(D1χ)b
)
=
1
2
∫
dx
(
κgabπ
aπb +
1
κ
gab [(D1χ)a + f˜acπ
c] [(D1χ)b + f˜bdπ
d]
)
. (5.7)
To write the second line, we used the identity
κg+ f˜αf˜ = κ2gαg , (5.8)
which follows from (4.14).
To summarize, we get 6N − 4M phase space variables subject to 4(N −M) constraints.
The constraints can be evenly divided into a first class and second class set. For the latter, we
take (5.4) and Π1α ≈ 0. To implement the second class constraints we can go to a 4N − 2M
dimensional reduced phase space spanned by Dirac variables. A choice for Dirac variables is:
Aα0 , Π
0
α, χi and π
i, i = 1, 2, ..., N , where we define
χM+α = θα −Π
1
α . (5.9)
The variables Aα0 and Π
0
α are nondynamical and can be eliminated. This is because Π
0
α ≈ 0 are
first class, and Aα0 do not appear in the Hamiltonian. On the reduced phase space the latter
is expressed by
H˜(χi, πi) =
1
2
∫
dx
(
κgabπ
aπb +
1
κ
gab [∂1χa + c
j
aiπ
iχj] [∂1χb + c
ℓ
bkπ
kχℓ]
)
. (5.10)
The remaining 2N variables χi and π
i are canonically conjugate, their equal time Poisson
brackets being
{χi(x), π
j(y)} = δji δ(x− y) . (5.11)
They are subject to the remaining constraints (5.6), which can be expressed by
φα = ∂1χM+α + c
j
M+α iπ
iχj ≈ 0 . (5.12)
They are first class since
{φα(x), φβ(y)} = −cˆ
γ
αβφγ(x)δ(x − y) . (5.13)
Thus as in the primary Hamiltonian description, the resulting physical subspace is 2M dimen-
sional. It is obtained after moding out gauge transformations, now generated by (5.12), from
the space spanned by χi and π
i.
It is now evident that the two dual Hamiltonian descriptions for coset models are canonically
equivalent, at least locally. The Hamiltonian (5.10) and constraints (5.12) are obtained from
(5.3) and (5.2) using the canonical transformation[6] :
Ki → ∂1χi + c
k
ijπ
jχk (5.14)
(g−1∂1g)
i → πi . (5.15)
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This is the same canonical transformation that has been used to relate the standard description
of the SU(2) Principal Chiral Model with its dual description,[14] and it is a special case of
the canonical transformation linking theories which are Lie-Poisson dual.[9],[6] We consider the
more general class of canonical transformations in the next section. Concerning (5.14), using
the canonical Poisson brackets (5.11), we can easily show that the right hand side generates
the group G. Concerning (5.15), we get that the canonical momenta πa in the dual theory are
identified with π0a defined by (3.6) in the primary formulation. Similarly, from (5.4) πM+α
gets identified with Aα1 as defined by (4.1) in the primary formulation.
5.3 Current Algebra
The Poisson algebra of currents for the two theories can be reexpressed in terms of an equiva-
lence class of Kac-Moody algebras associated with the cotangent bundle group T ∗G. The latter
is generated by ei, along with another N generators e
i , which have commutation relations
[ei, ej ] = c
i
jke
k
[ei, ej ] = 0 . (5.16)
We can introduce a nondegenerate invariant scalar product on the Lie algebra spanned ei and
ei:
< ei|ej >= δ
i
j , < e
i|ej >=< ei|ej >= 0 .
In terms of the phase space variables Ki and g of the primary Hamiltonian description, we
now define the current
v = Kie
i + g−1∂1g . (5.17)
Its resulting Poisson algebra is the central extension of the loop group of T ∗G:
{ v(x)
1
, v(y)
2
} = −[C, v(x)
1
]δ(x − y) + C∂xδ(x− y) , (5.18)
where we use tensor product notation, the 1 and 2 labels referring to two separate vector
spaces, with v(x)
1
= v(x)⊗1l, v(y)
2
= 1l⊗ v(y), and 1l being the unit operator. C in (5.18) is a
constant adjoint invariant tensor defined by C = ei⊗ ei+ ei⊗ e
i . Of course, the same algebra
results if we express v in terms of the dual phase space variables χi and π
i according to
v = (∂1χi + c
k
ijπ
jχk)e
i + πiei . (5.19)
The equivalence class results after moding out the H gauge transformations generated by (5.2),
i.e.
< eˆα|v(x) >≈ 0 . (5.20)
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In terms of the currents, the Hamiltonian is
H(v) =
1
2
∫
dx < κgabe
a ⊗ eb +
1
κ
gabea ⊗ eb | v(x)⊗ v(x) > , (5.21)
and it is preserved under such transformations.
6 Lie-Poisson Generalizations
The kind of duality we have been studying so far can be regarded as traditional nonabelian
T-duality. It has also been referred to as semiabelian duality. This is because while the fields
of the primary theory take values in a nonabelian group, the fields in the dual theory are
associated with an N dimensional Abelian group, which we shall denote by G˜. It is the group
generated by ei, i = 1, 2, ...N . One may then ask whether or not it is possible to generalize our
formalism to the case of nonabelian G˜. The answer is yes, and we claim that there is a natural
generalization of the Lagrangian (4.9) to one written on TG˜, where the function f˜ appearing
in the dual metric and antisymmetric tensor becomes a nonlinear function of the fields. ∗
6.1 Generalizing the Current Algebra
The natural choice for G˜ is that it be dual of G in the Lie-Poisson sense. This means that,
G and G˜ are maximally isotropic subgroups of a group GD known as the Drinfeld double.[10]
Then dim[G] = dim[G˜] = 12dim[GD ]. GD is generated by all of ei and e
i. In the case where ei
and ei satisfy commutation relations (2.1) and (5.16), GD is T
∗G. More generally, if we denote
by cijk the structure constants of G˜, we can have
[ei, ej ] = c
i
jke
k − cikj ek
[ei, ej ] = cijk e
k , (6.1)
along with (2.1). Now in addition to the usual Jacobi identities for the Lie algebras associated
with G and G˜, we have
ckijc
ℓm
k = c
ℓ
kic
mk
j − c
m
kic
ℓk
j − c
ℓ
kjc
mk
i + c
m
kjc
ℓk
i . (6.2)
We next ask, given the above generalization of the Lie algebra GD spanned by e
i and
ei, whether or not the Hamiltonian dynamics of the previous section can still be utilized to
describe G/H coset models. More specifically, using the current algebra (5.18), which now is
the Kac-Moody algebra associated with GD, is the Hamiltonian (5.21) still (at least, weakly)
invariant under gauge transformations generated by (5.20)? It is easy to check that this is
indeed the case provided that we have the following restriction on the structure constants of
G˜:
cbcM+α = 0 , (6.3)
∗For another approach to this subject see refs. [4] and [5].
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along with the conditions (2.4) and (2.3). This then means that, in addition to G having an
N −M dimensional subgroup H, G˜ must have an M dimensional subgroup, which we denote
by H˜. The latter is generated by ea, a = 1, 2, ...M .
An example of a Drinfeld group GD with this kind of structure for the maximally isotropic
subgroups is the Lorentz group or SL(2, C). There we can take G = SU(2) and G˜ = SB(2, C),
the Borel group. The structure constants for the former are ckij = ǫijk, and for the latter are
cijk = ǫijℓǫℓk3. e3 generates a H = U(1) subgroup of SU(2), while e
1 and e2 generate a two
dimensional Abelian subgroup H˜ of SB(2, C). Since SU(2)/U(1) is the target space for the
O(3) nonlinear σ-model, we can thus expect to find another dual description of this model,
this time in terms of fields spanning SB(2, C). As we shall see below, the primary Lagrangian
then corresponds to (2.8).
More generally, instead of restricting to the dynamics resulting from the Hamiltonian (5.21),
we could consider an arbitrary quadratic Hamiltonian as is done in [6], i.e.
H(v) =
1
2
∫
dx < Φije
i ⊗ ej + Γijei ⊗ ej + 2Θ
j
i e
i ⊗ ej | v(x)⊗ v(x) > , (6.4)
where Φij, Γ
ij and Θ ji are constant matrices (the first two being symmetric). We must impose
a number of conditions on the constant matrices in order to have a local H invariance. They
are:
ΦM+α i = Θ
b
M+α = Φbjc
b
k M+α +Φbkc
b
j M+α = 0
Φcjc
bc
M+α −Θ
b
c c
c
j M+α +Θ
c
j c
b
c M+α = 0 (6.5)
Γibcci M+α +Θ
b
a c
ca
M+α + Γ
iccbi M+α +Θ
c
a c
ba
M+α = 0 .
We will not examine this more general possibility below, but rather restrict to Hamiltonian
dynamics given by (5.21).
6.2 Primary Formulation
Even though GD is no longer restricted to being T
∗G, the current algebra (5.18) can still be
realized in terms of fields valued in T ∗G, i.e. g(x) and Ki(x), satisfying (5.1).[6], [9] Now,
however, for nonzero cijk the expression (5.17) for the currents v in terms of g(x) and Ki(x)
must be modified†:
v = Kie
i + f(g)ijKjei + g
−1∂1g , (6.6)
where the matrix valued function f(g) is defined by
f(g)ij =< geig−1 ⊗ gejg−1|ek ⊗ ek > . (6.7)
†Alternatively, we can write v(x) in terms of left generators on G, as is done in [6].
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f(g) is antisymmetric. This follows from
f(g)ij + f(g)ji =< geig−1 ⊗ gejg−1|C > = < ei ⊗ ej | g
1
−1 g
2
−1C g
1
g
2
>
= < ei ⊗ ej |C >= 0 . (6.8)
The semiabelian case discussed in the previous section corresponds to setting f = 0. To verify
that the Poisson algebra (5.18) applies even when f 6= 0, we can first compute the Poisson
bracket of Ki with f(g)
jk:
{Ki(x), f(g)
jk(y)} =
(
−cjki + c
j
iℓf(g)
ℓk(y)− ckiℓf(g)
ℓj(y)
)
δ(x− y) . (6.9)
Eq. (5.18) then follows after using the identity
c
[ij
ℓ f
k]ℓ = f ℓ[icjℓmf
k]m , (6.10)
the brackets indicating antisymmetrized indices. This identity can be proved from the re-
sult that the scalar product of the commutator of two G˜ generators, which can be expressed
according to
ei = f(g)ijej+ < ge
ig−1|ej > g
−1ejg ,
with a third G˜ generator is zero.
Writing the Hamiltonian (5.21) in terms of g and Ki, we now get
H(g,Ki) =
1
2
∫
dx
(
κgab [(g
−1∂1g)
a+f(g)acKc] [(g
−1∂1g)
b+f(g)bdKd] +
1
κ
gabKaKb
)
, (6.11)
generalizing (5.3). The constraints are still given by (5.2). The corresponding Lagrangian is
(2.8), where the metric γ and antisymmetric tensor ρ are
κγ =
(
1
κ
g−1 − κfgf
)−1
, ρ = −κgfγ . (6.12)
As before the underline indicates that we are restricting to the submatrix with elements in
G/H. Since, provided (6.3) holds, the Hamiltonian dynamics is invariant under H gauge
transformations, so is the Lagrangian dynamics. It can be checked that the solution (6.12)
for the metric γ and the antisymmetric tensor ρ is consistent with the gauge transformation
property (2.9). Thus, by construction, (2.8) is invariant under (2.6). On the other hand, it is
no longer invariant under global G transformations (2.7) (except, of course, when f = 0). In
the semiabelian case, i.e. f = 0, we easily recover the Lagrangian (2.5) from (2.8), since when
f is zero, so is ρ, while γ reduces to the constant metric g.
6.3 Dual Formulation
Concerning the dual Hamiltonian formulation, we introduce phase space variables g˜(x) ∈ G˜
and K˜i(x) with values in T ∗G˜. The nonzero Poisson brackets are
{K˜i(x), g˜(y)} = −g˜(x)eiδ(x− y)
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{K˜i(x), K˜j(y)} = −cijk K˜
k(x)δ(x − y) . (6.13)
Just as the current algebra (5.18) can be realized in terms of fields valued in T ∗G, so can it be
realized in terms of fields valued in T ∗G˜. In analogy to (6.6), we have
v = K˜iei + f˜(g˜)ijK˜
jei + g˜−1∂1g˜ , (6.14)
where we replace the previous definition of f˜ given in (4.13) by
f˜(g˜)ij =< g˜eig˜
−1 ⊗ g˜ej g˜
−1|ek ⊗ e
k > . (6.15)
To recover the previous definition, we can write g˜ = exp(χie
i) and set cijk = 0. Then f˜(g˜)ij =
ckijχk . Returning to the general case, upon comparing with (6.6), we see that the duality
transformation is now given by
Ki → (g˜
−1∂1g˜)i + f˜(g˜)ijK˜
j (6.16)
(g−1∂1g)
i + f ij(g)Kj → K˜i , (6.17)
generalizing the canonical transformations (5.14) and (5.15) of the semiabelian case. As is also
true in the semiabelian case, the canonical transformation between phase space coordinates,
here (g,Ki) and (g˜, K˜
i), can only be defined locally.
Writing the Hamiltonian (5.21) in terms of the T ∗G˜ variables, we now get
H˜(g˜, K˜i) =
1
2
∫
dx
(
κgabK˜
aK˜b +
1
κ
gab [(g˜−1∂1g˜)a+f˜(g˜)aiK˜
i] [(g˜−1∂1g˜)b+f˜(g˜)bjK˜
j ]
)
, (6.18)
while the constraints are
φα = (g˜
−1∂1g˜)M+α + f˜(g˜)M+α iK˜
i ≈ 0 . (6.19)
From (6.18) and (6.19) we easily recover the Hamiltonian (5.10) and constraints (5.12) for the
dual system in the semiabelian case.
As gauge transformations are generated by the constraints (6.19), we can now see how the
gauge group H acts on the dual group G˜, and its corresponding Lie algebra G˜. (Note that,
in general, H is not a subgroup of G˜.) These transformations are nonlinear. Infinitesimal
variations δg˜ of g˜ ∈ G˜ are of the form:
δg˜ = λαf˜(g˜)M+α i g˜e
i = g˜λ − < λ|g˜−1eig˜ > eig˜ , (6.20)
where λ = λαeˆα are infinitesimal elements of the Lie algebra H of H. (6.20) gives the Lie-
Poisson generalization of (4.6) and (4.7). For the purpose of writing down the corresponding
dual Lagrangian, we introduce the ‘covariant derivative’ D on G˜. For this we first note that
as a result of (6.20), left invariant one forms on G˜ undergo the following gauge variations:
δ(g˜−1dg˜)i = dλ
αf˜(g˜)M+α i + λ
α
(
cjM+α i − c
jk
M+αf˜(g˜)ki
)
(g˜−1dg˜)j . (6.21)
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Let us now define the covariant derivative for left invariant one forms according to:
(g˜−1Dg˜)i = (g˜
−1dg˜)i + f˜(g˜)i M+αA
α , (6.22)
Aα being an H connection one form. Then using (4.8), (6.20) and (6.21), it undergoes the
gauge variations
δ(g˜−1Dg˜)i = λ
α
(
cjM+α i − c
jk
M+αf˜(g˜)ki
)
(g˜−1Dg˜)j . (6.23)
For this we also needed the ‘dual’ of the identity (6.10), i.e.
cℓ[ij f˜k]ℓ = f˜ℓ[ic
ℓm
j f˜k]m . (6.24)
We can use (6.23) to define ‘covariant’ vectors on G˜. In other words, a ‘covariant’ vector
w = wie
i having values in the Lie algebra of G˜ undergoes H variations of the form
δw = [w, λ] − < [w, λ]|g˜−1eig˜ > g˜−1eig˜ . (6.25)
The second term introduces a nonlinear contribution to the transformation. It vanishes in the
semiabelian case, and there we recover the usual adjoint action. (6.25) agrees with (6.23) for
w = g˜−1Dg˜. Moreover, if x = xαeˆα ∈ H gauge transforms under the adjoint action of H, i.e.
δx = [x, λ], then w = f˜(g˜)i M+αx
αei is a covariant vector in G˜.
We now claim that the dual Lagrangian is
L˜ = −
1
2
αab(g˜) (g˜−1Dµg˜)a(g˜
−1Dµg˜)b −
1
2
ǫµνβab(g˜)(g˜−1Dµg˜)a(g˜
−1Dν g˜)b
+ ǫµν(g˜−1∂µg˜)M+αA
α
ν −
1
2
ǫµν f˜(g˜)M+α M+βA
α
µA
β
ν . (6.26)
This is a straightforward generalization of (4.9). The first line gives the coupling to the target
metric and antisymmetric tensor, while the second line generalizes of the topological term
−θαF
α appearing in (4.9). Now, in general, the latter is not separately gauge invariant (not
even up to a total divergence). Rather, the gauge symmetry is hidden, and follows only after
considering all terms in the action.
To check that the expression (6.26) is correct, and also to determine the functional form
for the dual metric αab(g˜) and antisymmetric tensor βab(g˜), we apply the Dirac procedure
to recover the above Hamiltonian description. The analysis is essentially the same as in the
semiabelian case. Following [12], let us parametrize the G˜ group elements by N variables,
which we denote by ξi; g˜ = g˜(ξi). The momenta πi conjugate to these variables are then
πi = (g˜−1
∂g˜
∂ξi
)j
(
δja α
ab(g˜)(g˜−1D0g˜)b − δ
j
a β
ab(g˜)(g˜−1D1g˜)b + δ
j
M+αA
α
1
)
. (6.27)
Right generators K˜i are obtained after introducing matrices N ij(g˜), defined by
ei = N ij(g˜) g˜
−1 ∂g˜
∂ξj
, (6.28)
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and writing
K˜i = N ij(g˜)π
j . (6.29)
As a result, we get that g˜ and K˜i satisfy Poisson brackets (6.13). From (6.27),
K˜a = αab(g˜)(g˜−1D0g˜)b − β
ab(g˜)(g˜−1D1g˜)b , (6.30)
and in analogy to (5.4), we get the primary constraints
K˜M+α −Aα1 ≈ 0 . (6.31)
Also, as in the semiabelian case, there are the additional primary constraints (5.5) stating that
the momenta Πµα conjugate to A
α
µ vanish. The secondary, or Gauss law, constraints (5.6) now
become
(g˜D1g˜)M+α + f˜(g˜)M+α bK˜
b ≈ 0 , (6.32)
while the Hamiltonian is given by
H˜ =
1
2
∫
dx αab(g˜)
(
(g˜−1D0g˜)a(g˜
−1D0g˜)b + (g˜
−1D1g˜)a(g˜
−1D1g˜)b
)
(6.33)
We can use (6.30) to reexpress (g˜−1D0g˜)a in H˜ in terms of phase space coordinates.
Now let us proceed with the constraint analysis. As in the semiabelian case, Aα0 are
nondynamical, and thus they may be eliminated and Π0α may be strongly set equal to zero.
The constraints (6.31), along with Π1α ≈ 0, form a second class set, and they are eliminated by
going to the constrained surface. For this we introduce Dirac variables K∗i and g∗,
K∗i = K˜i − cαij K˜
jΠ1α
g∗ = g˜ ̺(Π1) ,
∂̺
∂Π1α
̺−1 = −eα , (6.34)
where ̺(Π1) takes values in G˜ and we assume it to be weakly equal to the identity element.
It is easily checked that these variables have (weakly) zero Poisson brackets with (6.31) and
Π1α ≈ 0. Moreover, the algebra of Dirac variables is identical to that of K˜
i and g˜. Thus the
cotangent bundle algebra is preserved upon projecting onto the constraint surface, and we
recover (6.13). Finally, we note that the remaining set of constraints (6.32) agree with (6.19)
upon using (6.31). The Hamiltonian (6.33) is equivalent to (6.18) provided that the dual metric
α and antisymmetric tensor β are once again given by the expressions (4.14). Now, of course,
f˜ is, in general, not a linear function of the scalar fields, but rather is given by (6.15). We note
that the identity (4.15) still holds in this case.
To summarize, the solution for the metric κγ and antisymmetric tensor κρ (6.12) in the
primary Lagrangian are expressed in terms of the functions f(g), while their dual counterparts
α and β (4.14) expressed in terms of f˜(g˜). By comparing these expressions, we see that a
duality transformation corresponds to
κg↔
1
κ
g−1 , f(g)↔ f˜(g˜) . (6.35)
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The duality transformation for coset theories is, however, more involved then this, since it
also requires replacing the ordinary derivatives appearing in the primary Lagrangian with
covariant derivatives (6.22) in the dual Lagrangian, as well as, including a topological term.
The Lagrangian (2.8) and its dual (6.26) are valid for any pair (G, G˜) of isotropic subgroups
of the Drinfeld double group GD, and for any subgroup H of G, provided the restrictions
(2.3), (2.4), (6.3) on the structure constants and invariant metric on G hold. Conditions (2.3)
and (2.4) were necessary already in the semiabelian case. Condition (6.3) implied that G˜ has
a subgroup H˜ of dimension dim[H˜ ] = dim[G] − dim[H]. It is curious that we end up with
complimentary subgroups in G and G˜. In our formalism, however, H˜ plays a different role than
H, since it is not gauged. Of course, provided that there is a metric on G˜ which is invertible
and block diagonal, we can reverse the roles of the two subgroups, gauging H˜ and not H.
Then the gauge group would have a linear action on G˜, and a nonlinear one on G. A more
intriguing possibility would be if we gauged part (i.e. a subgroup) of H and part of H˜. Then
the primary and dual Lagrangians would have both a linear and nonlinear realization of the
full gauge symmetry.
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