Abstract-Images produced by ultrasound systems are adversely hampered by a stochastic process known as speckle. A despeckling method based upon removing outlier is proposed. The method is developed to contrast enhance B-mode ultrasound images. The contrast enhancement is with respect to decreasing pixel variations in homogeneous regions while maintaining or improving differences in mean values of distinct regions. A comparison of the proposed despeckling filter is compared with the other well known despeckling filters. The evaluations of despeckling performance are based upon improvements to contrast enhancement, structural similarity, and segmentation results on a Field II simulated image and actual B-mode cardiac ultrasound images captured in vivo.
1 Some algorithms utilize the features of speckle and do not consider speckle as noise. The use of the term noise in the context of this paper is based upon the visual observation that speckle may cloud visual or automated detection of edges and significant borders of the object being imaged. a sum of a large number of complex phasors, a.k.a. a complex random walk. These complex phasors can have either constructive or destructive relationship with each other. Thus, bright and dark points can be observed in close proximity. The relationship and relevance of acoustic speckle to laser speckle is given by Abbott and Thurstone in [2] . More relevant and detailed descriptions of ultrasound image formation and the statistics of ultrasound speckle can be found in [3] , [4] .
The experimentation performed in [3] provides evidence that the intensity or prelogarithm compressed envelop detection amplitudes can be modeled as the multiplicative model given in (1) ( 1) where the multiplicative noise is samplewise independent and uncorrelated to the ideal image pixel value and is the point spread function (PSF) of the ultrasound imaging system. The multiplicative model could be made equivalent to the additive model (2) if the additive noise term is made dependent upon the ideal image or other additive noise values. The intuition behind the proposed despeckling method is that speckle as seen in the intensity image or as a logarithmically compressed intensity image, commonly called B-mode image, is a stochastic process where outliers inevitably occur. The despeckling of the B-mode image that is proposed iteratively removes outliers. The essence of our despeckling method has been proposed in [5] to remove highly dense impulse noise. The ultimate goal of this paper is to enhance ultrasound slices for the purpose of providing optimal contrast enhancement, which will subsequently be used to segment substantial anatomic features via a gradient based edge detection method.
A smoothing of speckle and preservation of edges are in a general sense divergent. This problem is not only directly relevant to enhancing ultrasound images, but also relevant to enhancing synthetic aperture radar (SAR), optical laser, and other imaging modalities. A wide variety of methods have been proposed to address speckle removal or reduction for a variety of applications. When addressing speckle as unwanted noise, adaptive filtering methods like the Nagao [6] , Lee [7] , Frost [8] , Kuan [9] , [10] , adaptive weighted median filter (AWMF) [11] , speckle reducing anisotropic diffusion [12] , and other [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] methods have been proposed.
The comparison in this paper is unlike the one published in [29] , which was based upon subjective interpretation by expert radiologists. The results reported in [29] found that adaptive local statistics filters like the Lee [7] , the Frost et al. [8] , and the Kuan et al. filters [10] were robust in providing a visually enhanced image to make an accurate diagnosis of the amount, composition, and texture of plaque in the carotid artery.
Our application differs from the one in [29] in that we are interested in autonomous or semi-autonomous segmentation. We will rely on several performance metrics to quantify improvements to contrast, structural similarity, and segmentation. The general goal being to determine which despeckling method best removes speckle while producing the best contrast and preservation of edges. Best contrast is meant in the sense of decreasing the variance in a homogeneous region while distinct regions are well defined. Although the proposed despeckling method has been favorably evaluated in [30] , the evaluation offered in Section IV is based upon three objective metrics. A generalization of the Fisher discriminant [31] and the structural similarity (SSIM) index [32] are used to quantify how well various algorithms achieve this general goal. Additionally, an evaluation of a despeckling method's ability to promote robust segmentation of actual B-mode ultrasound cine data of a mouse heart captured in vivo is performed where a shape metric is used to evaluate the results.
II. THEORETICAL BACKGROUND
If it is allowed to assume that the complex-valued data is modeled as a sum of complex phasors as Goodman suggests in [1] for some positive integer , then it can be shown that the amplitudes of the data in a constant reflectivity region are Rayleigh or more generally Rician distributed when is sufficiently large and with the added assumptions that the amplitudes and phases are independent. 2 Logarithmically transformed random variables that are Rayleigh or Rician distributed has been shown to follow a Fisher-Tippett distribution [33] . Fig. 1(a) shows a eight bit full scale contrast stretched B mode ultrasound image of a phantom consisting of three disks representing regions with various return echo intensities. This B mode image was acquired from a Siemens Sequoia system. The location of the linear array transducer operating at 3 Mhz is at the top of the image. In Fig. 1 -(e) the histograms of the pixel values enclosed in the yellow, green, blue, and red boxes in Fig. 1(a) are shown, respectively. These histograms highlight that the pixel values in a homogeneous region are the result of some stochastic process.
The following subsections will outline some methods that were tested in Section IV. The algorithms outlined in the following subsection are not meant to be a comprehensive list or even a list of the most robust despeckling methods. Rather, each algorithm was chosen because it represents a unique approach to achieve despeckling. Moreover, most recent methods have com-pared their results with at least one or more of the following methods.
A. Wiener Filter
Suppose the detected image is given as the additive model in (2) where the PSF is known or estimated. Applying the Wiener filter as described in [34] to the detected image results in a low-pass filtered approximation of the ideal image . The Wiener filtered image is determined as where , likewise for and , respectively, if otherwise and is the variance of the noise.
B. Lee Filter
Lee in [7] proposed methods to contrast enhance an image and to restore an image corrupted by noise. Lee's noisy image models in [7] are given in (1) and (2) where the PSF is ignored. Lee's paper proposes an adaptive filter to aggressively smooth, via local averaging, in homogeneous regions while regions that contain significant image features are to be left unmolested.
Contrast enhancement is promoted at each pixel by a linear rescaling of the local mean summed with the multiplication of a gain applied to the difference of the pixel value with the local mean to determine a new pixel value. Formally, let be the original noisy pixel value, then the new pixel value is determined as (3) where is the local mean. The function is a linear rescaling of the mean that is where the parameters were determined to allow the new pixel value to utilize the full eight bit dynamic range. As pointed out in [7] , if , then (3) determines a smoothing filter, i.e., a low-pass filter. When the gain is greater than one, then (3) attempts to "sharpen" image features that is enhance the edges.
The gain is adaptively chosen as a function of the local statistics. The gain is determined as (4) where is the local variance in the same window about that determined and is the global noise variance. When , the gain parameter is less than but approximately one, in which case the filter in (3) performs like an identity filter that is . If the local variance is greater than but nearly equal to the global noise variance , then and the filter specified by (3) serves as a low-pass filter. Since the global noise variance can only be greater than or equal to zero, the gain parameter can never exceed one. Thus, in homogeneous regions should be set to zero and (3) provides local smoothing. When is determined to be an edge pixel, then should be set to one and the pixel is left undeteriorated. When the image is determined or assumed to be degraded by multiplicative noise as in (1) , then Lee in [7] approximates the image as an additive noise model of the form (5) where are chosen so that mean square error between the of the multiplicative model from (1) and of the additive model in (5) is minimized. Since the image polluted by multiplicative noise is recast as an image with additive noise, the adaptive filter employed in the additive case, given in (3), can be used, though the gain parameter is redefined. Given an a priori determination of the mean and variance of the stationary noise, and respectively, the adaptive gain parameter is determined as where is the mean of determined as within some fixed window and is the local mean of within the same window. The variable is determined as where is the local variance of within some window.
C. Speckle Reduction by Using Anisotropic Diffusion
The speckle reducing anisotropic diffusion (SRAD) method of Yu and Acton in [12] adaptively applies an anisotropic diffusion method. Inspired by the time dependant heat diffusion equation, Perona and Malik in [35] published a method to perform anisotropic diffusion on noisy images. In [35] , the diffusion equation of an image with continuous variables over time is given as (6) where div is the divergence operator, is the gradient operator, is the Laplacian operator, represents the dot product of two vectors, and . When is a constant, then (6) defines isotropic diffusion. For anisotropic diffusion, the function known as the conduction coefficient (a.k.a. coefficient of variation, diffusion coefficient)
is given as where is some constant and is the norm.
Yu and Acton in [12] proposed a anisotropic diffusion method where the coefficient of variation is determined as a function of the ratio of the local variance to the local squared mean. In other words, SRAD utilizes the instantaneous coefficient of variation (ICOV) as a variable in their conduction coefficient function. The ICOV of SRAD determines whether a pixel should be smoothed or left intact. The SRAD algorithm iteratively processes a nonzero valued image according to (7) and (8) where is the outward normal vector to , the border of . Equations (7) and (8) are known as the SRAD partial differential equations. The diffusion coefficient is defined as the quotient (9) or as the exponential function (10) In (9) and (10), if , then and smoothing with respect to (7) is enacted. If , then the diffusion coefficient is very small and smoothing in a local region around is averted. When at time , if resides in a homogeneous region, then smoothing can be promoted by allowing . When lie on an edge or in the vicinity of an edge, then defining would prohibit deterioration of the edge. Yu and Acton defined , the coefficient of variation in fully developed speckle, as the ratio of the noise standard deviation to the noise mean (11) and the ICOV is defined as
The standard deviation and the mean of the noise in (11) are determined by calculating the mean and standard deviation within a homogeneous region.
Lastly, it should be noted that although the intuitive ideas of SRAD is outlined using continuous variables , our implementation of SRAD used in the evaluation given in Section IV is the discrete form which is detailed in [12] .
III. MATERIALS AND METHODS
Since the publication of the Lee filter [7] , numerous despeckling techniques [8] [9] [10] [11] [12] [13] , [16] , [19] have been proposed that utilized the same basic adaptive filtering concept. The general concept of these filters is to adaptively determine some degree of local smoothing that should be performed. The differences of the various despeckling methods are the various methods used to choose how to smooth and/or the diverse criteria used to determine the degree of smoothing. The parameter in (3) determines the degree or amount of smoothing and is generally derived from some function of the local statistics. This parameter usually can be any continuous value between zero and one. Ideally, the smoothing should occur when the pixel is within a homogeneous region and the local mean should be the mean determined from this homogeneous region. If the pixel value lies on an edge due to some significant anatomical feature of interest, then the original pixel value should be preserved.
The propose despeckling method is aimed at removing outliers. Removal of outliers for denoising images is a method suggested by Abreu et al. in [5] to remove highly dense impulse noise. The general concept of the proposed despeckling method is outlier pixel values are smoothed aggressively. Otherwise, the current pixel value is preserved. Thus, the adaptive parameter of (3) is binary (either or ) in the proposed despeckling method. Iteratively filtering in this manner the variance in each homogeneous region or class (a collection of similar regions) is reduced while the mean values from differing regions or classes are maintained.
The proposed despeckling method relies on how outliers are defined. Although there are numerous definitions of an outlier that merit investigation, the proposed despeckling method considers the pixel value that is being scrutinized an outlier if it is a local extremum. As prescribed in [5] the outliers are replaced by a value which does not rely on the outlier value. The impulse removal method in [5] replaces the outliers with the rank order mean, which is determined from ordering the pixel values in some odd size window (the outlier value is not included in this window) and the average of the two middle values of this ordering, i.e., the median value from an even number of windowed samples, is used to replace the outlier.
Although the rank order mean is worth considering in future improvements, we prefer to adhere to computational efficiency (no ordering of pixel values is needed) and replace each outliers with the local mean from some surrounding neighborhood where the outlier value is not a member of . The choice of the neighborhood is important. A large neighborhood fully contained in a homogeneous region will produce a local mean that is close to the mean of the homogeneous region. Yet, a neighborhood that is too large will extend past the homogeneous region and yield a misleading value. If a small neighborhood is used, then more iterations will be needed to achieve the same result as with a larger neighborhood. A small neighborhood would be beneficial in preserving fine structure(s) in an ultrasound image.
Each iteration of the propose method produces a sequence with locally reduced variance. The local extrema of the new sequence are consider outliers and the process is iterated. The steps of our proposed iterative method applied to a 1-D signal or a 2-D image are described in the following. For the sake of clarity in explanation, the steps of the proposed despeckling algorithm is illustrated in 1-D in Fig. 2. 1) The algorithm is initialized by the original speckled image 2) White Gaussian noise with a small variance is initially and periodically added to the the current image
This step ensures that the filter acts on a local region of the current signal or image . An illustration using a signal of fifty samples is shown in Fig. 2 . Fig. 2(a) show the ideal noise free signal in green, the noisy signal (the ideal signal with Gaussian noise added) in black. The red upward pointed and blue downward pointed triangles denote the local peaks and valleys of the noisy signal, respectively. These local extrema are considered outliers. 4) Without using the local extrema values, the algorithm replaces each extremum with the local mean taken from neighboring samples. For all where is some local neighborhood of is the cardinality of set , and . In the 1-D illustration shown in Fig. 2 the local maximums shown as s and the local minimums shown as s in Fig. 2(a) are replaced with corresponding local averages. The local averages are depicted as either red or blue circles ( or ) in Fig. 2(b) . That is each value in Fig. 2(a) is replace with the corresponding value in Fig. 2(b) and each value in Fig. 2(a) is replace with the corresponding value depicted in Fig. 2(b) .
This produce the reduced local variance red signal shown in Fig. 2 
(c). 5) If convergence is attained, that is
for some predefined and the total number of iteration is not met, then the process is iterated from either step 2 or step 3, depending upon whether more zero mean small variance noise should be added. If the total number of iterations is met, then the filtering process is terminated. By removing outliers at each iteration, this method reduces the local variance of the signal/image. In effect, this method produces a converging sequence of signals or images by squeezing or compressing the stochastically distributed pixel values to some limiting value. Since the proposed filtering method described is able to compress the distribution of pixel values, the proposed method is fittingly named the squeeze box filter (SBF).
IV. RESULTS

A. Using a Field ii Simulated Image
To evaluate the despeckling performance of various filters against the proposed SBF despeckling method, a template image was created and is denoted as . An eight bit full scale contrast stretched template image is used as the ideal noise free images and is shown in Fig. 3(a) . The template consists of three classes. The background class is shaded in gray and the pixel values in this class are set at one. In the template , a class consisting of five disks of various diameter vertically aligned on the left is shaded in white and the pixel values in this class are set at five. The pixel values of the vertically aligned class of five black disk of various diameters on the right of template are set at zero.
The ultrasound image of template is shown in Fig. 3(b) . The indices of the images in Fig. 3 represents distances in units of millimeters (mm). The simulation is generated with the linear array transducer at the top of the image. Thus, the row indices indicate axial distance away from the transducer and the column indices indicate lateral distance. The five small bright white dots along the left side at axial distances 40, 50, 60, 70, and 80 of Fig. 3(b) were placed to simulate the ultrasound system's PSF at various distance from the transducer. These simulated PSFs are not included in any of the classes. The other relevant parameters of the Field II simulation of an ultrasound system attached to a linear array are listed in Table I .
The image in Fig. 3(c) is the eight bit full scale contrast SSIM index map of the Field II simulated image in Fig. 3(b) Fig. 3(a) . The SSIM index provides a metric based upon local measures of luminance and contrast. The SSIM index compares the local structural similarity of an image against an ideal image, which is free of noise and distortion. The SSIM index varies between and 1, where indicates the worst local similarity to the ideal image and 1 indicates the best local similarity to the ideal image. The image in Fig. 3(c) shows the SSIM at each pixel of the Field II simulated image in Fig. 3(b) against the template image in Fig. 3(a) . In Fig. 3(c) , whiter pixels would indicate better structural similarity and darker pixels would indicate poorer structural similarity. The SSIM index map in Fig. 3(c) shows that there are only three regions in the Field II simulated image that exhibit good structural similarity. The three regions of good structural similarity are located within the three larger dark disks in Fig. 3(b) . Fig. 3(c) shows the Canny edge map of the Field II simulated image in Fig. 3(b) . This edge map does not exhibit any edge gradient that are relevant to the dark and white disks. Thus, the Field II simulated image in Fig. 3(b) accurately portrays most actual ultrasound images.
Evaluation of despeckling methods' improvements to an ultrasound image requires a meaningful quantifiable measure. This measure should indicate when different homogeneous regions are properly defined. Additionally, this metric should account for differences in pixel values from the mean of a class. A class is taken to be a collection of homogeneous regions. This measure in essence will determine how well an algorithm despeckles the simulated ultrasound image while keeping the distinct classes well separated.
The method we propose to quantify the improvements made to an ultrasound image is as follow: 1) A despeckling algorithm is applied to the simulated image in Fig. 3(b) to produce the eight bits full scale contrast stretched processed image, denoted as . 2) The means and variances in each predefined class of are computed.
3) The ratio of the average squared differences of the interclass means to the sum of the intraclass variances are calculated and this quantity is denoted as . Explicitly, the quantity to evaluate the performance of a despeckling algorithm to preserve distinct classes and promote smoothing within homogeneous regions of each class is given as (12) where and denotes the number of pixels in class . 4) To avoid sensitivity to resolution, the quantity we will use to measure the improvements to the image due to algorithm alg is
We refer to this relative performance metric as the ultrasound despeckling assessment index (USDSAI). If the classes are well separated, then the numerator in (12) will be large. If the segmentation or restoration algorithm produces small intraclass variances, then the denominator of (12) will be small, resulting in the USDSAI quantity to be large. A large value would indicate that alg produces the desirable restoration result. If is greater than one, then the algorithm being tested improved the ultrasound image . Larger values indicate better performance when comparing various algorithms. If is less than one, then we consider the algorithm being tested as detrimental to the ultrasound image . If is equal to one, then the contrast of an image provide by the algorithm being tested is equivalent to the contrast of the original unprocessed image.
To elucidate the significance of the USDSAI quantity defined in (13), we examine the three extreme cases. In the first case, the simulated image is not constant and the resulting image of some algorithm is constant. Clearly, , which we define as zero. Thus, the quantity is equal to zero. We consider algorithms that yield small values, less than one, as indicative of poor performance.
In the second case, the simulated image is neither a constant nor a scaled version of the template image. The resulting image of some algorithm is the template image, that is . In this case when the average of the squared differences of the interclass means represented as is not equal to zero. We will consider this quantity as indicative of an ideal improvement to the image and the algorithm being tested performed ideally.
In the third and final case, the simulated image is composed of classes and the pixel values of the resulting image is some constant except for a single point within each class , without loss of generality, say the pixel values are all zero except at differing points in each class have values , where and is the number of pixels in class . In other words, the algorithm being tested sets the pixels in each class to the same constant except one pixel, which differs from the rest. In this case, the sum of the interclass mean differences squared is (14) The inequality of (14) is attained from the safe assumption that for all . The variance for each class where is
The sum of the intraclass variances is Let , so that (15) Using the inequalities from (14) and (15), the quantity defined in (12) is bounded above by (16) In this present case, the algorithm being evaluated produces an image composed of a scaled Kronecker delta function in each class. When is very large, the original unprocessed image contains large classes of homogeneous regions and the metric returns a small number. Thus, the value would be smaller than . To present an objective comparison, we perform a mesh search algorithm varying the parameters of each algorithm so that the USDSAI value was maximized. It should be noted that the mesh search optimization method is problematic in attaining optimal performance, since the search can get stuck on a local values and never attain global optimality. 3 The USDSAI values along with the mean SSIM (MSSIM) of the various tested filter (AWMF, wavelet soft thresholding, Lee, SRAD, Wiener, and SBF) are given in Table II . The USDSAI and MSSIM of the unprocessed simulated image is listed in Table II for reference. The USDSAI and MSSIM values and given in Table II are slightly greater than the USDSAI of the unprocessing image , indicating that the contrast improvements and the structural similarity improvements against the ideal template image due to these two filters are modest.
The USDSAIs , and indicate significant contrast enhancement by the Lee, SRAD, and Wiener filters, respectively, are possible. The images despeckled by the Lee, SRAD, and Wiener filters are shown in Fig. 4(a), (b) ,, and (c), respectively. The unprocessed pixel values enclosed in the green box of the SRAD filtered image shown in Fig. 4(b) are used to initialized the ICOV of the SRAD algorithm. The eight bit full scale contrast stretched SSIM index map of the Lee, SRAD, and Wiener filters images are shown in Fig. 4(e) , (f), and (g), respectively. It is interesting and should be noted that 3 The best method to obtain global optimality of each algorithm is beyond the scope of this paper.
the MSSIM of the Wiener filter is remarkably decreased when compared to the MSSIM of the unprocessed image. This is due to the poor local SSIM in the class composed of the five white disks and the background class. The SSIM indices of the Wiener filtered image shown in Fig. 4 (g) are displayed as black in these regions, which indicate low local values. But the SSIM index in the dark disks of the Wiener filtered image exhibit excellent structural similarity, which are shown as white in the SSIM index map of Fig. 4(g) .
Since the SBF require periodic addition of noise, it is stochastic in nature. The SBF algorithms was also optimized using a mesh search over a wide range of parameters. The SBF algorithm was evaluated using the optimal parameters, which include size of the neighborhood to compute the local mean and total number of iterations, with adding Gaussian distributed noise of standard deviation equal to 0.1 at the zeroth and 50th iterations and 100 total iterations. The SBF algorithm was applied ten consecutive times to the Field II simulated image shown in Fig. 3(b) . After each application of SBF, the USDSAI and MSSIM index were computed. The SBF USDSAI and MSSIM index listed in Table II are the mean USDSAI and the mean MSSIM index, respectively, from the ten application of SBF with the optimized parameters. The standard deviation of each index is listed within parentheses in Table II . Since the mean USDSAI and mean MSSIM index are greater than the USDSAI and MSSIM indices from the other despeckling method, it is possible to achieve better despeckling results with the SBF method than with the other tested methods. Additionally, since the standard deviation is small, the SBF method is capable of providing consistently robust despeckling results.
B. In Vivo Mouse Heart
The ability to capture the left ventricle (LV) of the heart is of great importance to cardiac research and a potentially valuable tool to clinically assess cardiac health. We performed an experiment on short axis cardiac cine ultrasound data of a mouse heart. The data was acquired in vivo using a specifically designed small animal echocardiograph (ECG) ultrasound imaging system manufactured by VisualSonics ® Inc. (Toronto, Ontario, Canada). The VisualSonics ® ultrasound system used a signal element mechanically sweeping transducer, which operated at 30 Mhz. 4 The VisualSonics system is able to attain 1000 frames per second capture rate. Mouse heart rate is roughly ten cardiac cycles per second. Thus, the VisualSonics ® ultrasound system is able to provide image samples well over the Nyquist rate. Moreover the system is connected to an ECG system so that image acquisition can be begin and finish at End Diastole (where the heart is most relaxed). This system produces roughly 100 frame cine data over one mouse cardiac cycle. Figs. 5 and 6 show the B-mode short axis slices of the LV of a mouse heart at various times during the cardiac cycle that are produced by the VisualSonics ® system. Fig. 5 is the zeroth frame of the cine data and shows the mouse heart near End Diastole. Fig. 6(a) shows frame 30 of the cine data, which is the mouse heart at a midway point between End Diastole and End Systole (where the heart is most compressed). Frame 60 is shown in Fig. 6(b) . This image shows the short axis cross section of the mouse heart at End Systole. Frame 80 is shown in Fig. 6(c) , which is a cross section of the mouse heart near a midpoint betweeen End Systole and End Diastole. Fig. 6(d) shows the mouse heart at End Diastole again.
The yellow contours in Figs. 5 and 6, and later in the images of Figs. 7 and 8 are the manually defined contours of the endocardial border of the LV. These yellow contours are used as the gold standard to evaluate the segmentation results produced from despeckles the B-mode images, then applying a balloon force active contour (BFAC) [38] segmentation algorithm to segment the endocardial border of the LV of each frame. The green contour is the initial contour. The green initial contour is a circle whose center is determined as the mean of the manually defined contour of each frame. The radius of the initial circular contour of each frame is one quarter the average distance of all the manually defined contour points to the center.
The BFAC is used to autonomously segment the endocardial border after each despeckling filter has been applied. The red chaotic contour in Fig. 5 is the final BFAC segmentation after 150 iterations were applied to the unprocessed frame 0 image. The chaotic contour is due to significant gradients caused by speckle in a region that is occupied by blood. An accurate segmentation of the LV would require the speckle within the LV to be smoothed. Yet, the endocardial border of the LV should Table III .
The average directed Hausdorff distance [39] is used to provide a quantitative assessment of the segmentation results. The directed Hausdorff distance of a point on the red contour to the yellow contour is the minimum Euclidean distance from the point on the red contour to some point on the yellow manually defined contour. The average directed Hausdorff distances of all points on each final BFAC red contour are used to quantify the robustness of the despeckling-segmentation results. A smaller average directed Hausdorff distance equate to a contour that is closer to the manually defined yellow contour of each frame.
Since the SBF is a stochastic method to despeckle ultrasound images, the SBF despeckling followed by BFAC segmentation is performed ten times on each test frame. The average and standard deviation (SD) of the average directed Hausdorff distances from these ten applications of despeckling with SBF followed by BFAC segmentation are given in the last two rows of Table IV. The Lee, SRAD, Wiener, and SBF filters were tested. Since the performance of each despeckling method is dependent upon the choice of various parameters, the optimal choice of parameters of each despeckling method was determined through trial and error so that the BFAC segmentation of frame 0 was optimal with respect to minimizing the average directed Hausdorff distance of the final red contour to the frame 0 manually defined yellow contour. The results of the trial and error optimization are shown in Fig. 7 , where the red contours are the results of the segmentation. The blue contours in Fig. 7 show the evolution of the BFAC, in that each blue contour represents the BFAC at every 50th iteration. That is the most inner contour is the BFAC at iteration 50. Each blue contour outward represents the BFAC after an additional 50 iterations. The optimal parameters of each despeckling algorithm determine by trial and error in frame 0 were used to despeckle the remaining test frames of the ultrasound cine data.
The experiment was performed on frames of the in vivo short axis cardiac B-mode cine data. The average directed Hausdorff distance of all tested methods on the tested frames are given in Table IV . The segmentation results of each despeckling method for frames 30, 60, 80, and 100 are shown in Fig. 8 .
It should be noted than all tested despeckling algorithm perform well with respect to segmentation of the LV endocardial border. A visual inspection of Fig. 8 shows that the segmentation of the SRAD processed image is the worst. Although SRAD performed well in frame 80, which is shown in Fig. 8(g) , the BFAC segmentation results in frame 30, 60, and 100, which are Fig. 8(e), (f) , and (h), respectively, poorly reflect the manual segmented yellow contours of each respective frame. The BFAC red contours in these SRAD processed frames consist of erroneous loops and extend well beyond the endocardial border. These errors are most evident in the End Systole frame 60 shown in Fig. 8(f) . These errors are reflected in Table IV where the Hausdorff distance of the final BFAC contour of the SRAD despeckled frame 60 is 18.6815. This is the largest Hausdorff distance of all resulting BFAC.
It should also be noticed that all four BFAC segmentations of frame 100 failed to capture the left endocardial border of the LV. This is due to image drop out, weak contrast of edges that are axially parallel to the transducer. This problem is inherent to all ultrasound imaging system. The solution of this problem is beyond the scope of this paper. It is suspected that the segmentation errors caused by the image drop out in frame 100 is the cause of significantly large Hausdorff distances in the second rightmost column of Table IV. The quantitative results of Table IV shows that SBF despeckling provided a better BFAC segmentation in six out the eleven frames. The SBF despeckling method promoted a better BFAC segmentation more often than when despeckling with the other three methods. The mean average directed Hausdorff distance, listed in the rightmost column of Table IV , is smaller when despeckling with SBF. Further, except in the frame 20 evaluation, the small standard deviation of the average directed Hausdorff distances from contours produced by ten trials of SBF despeckling followed by BFAC segmentation signify that the SBF despeckling promotes consistently accurate BFAC segmentation. When evaluating the segmentation results using frame 20, the Hausdorff distances of the Wiener and Lee filtered images produced contours that are within one standard deviation of the average directed Hausdorff distance produced by the SBF processed image. Thus, it is reasonable to concede that the Lee, Wiener, and SBF despeckling algorithms provided equivalently accurate BFAC segmentation results in frame 20.
V. DISCUSSION
The evaluation in this paper provides evidence that despeckling ultrasound images to promote robust contrast enhancement is possible with the adaptive Lee filter, the linear Wiener method, the anisotropic SRAD method, and the stochastically driven SBF method. The evaluation was based upon the US-DSAI and SSIM (or rather MSSSIM) indices produced by each method's ability to despeckle a Field II simulated image. Although the optimized Wiener filter was able to achieve a USDSAI close to the Lee and SRAD USDSAI performance, the MSSIM index was decreased when compared to the MSSIM index of the unprocessed Field II simulated image. Surprisingly, the SSIM map of the Wiener despeckled simulated image exhibited excellent local similarity in the class composed of the five dark disks, while the remainder of the Wiener processed image exhibited poor local structural similarity. Both SRAD and SBF were able to attain excellent contrast enhancement (high USDSAI) and high MSSIM index. The SRAD and SBF SSIM maps showed poor performance in the class consisting of the five dark disks of varying size. An interesting method that is left for future work would be to despeckle using a hybrid of SBF (or SRAD) with Wiener filtering. This method might consist of replacing a speckle polluted image pixel with a pixel from a Wiener, SBF, or SRAD filtered version of that image.
When testing on actual ultrasound B-mode images, the BFAC was used to determine if the degree of despeckling provide by the Lee, SRAD, Wiener, and SBF methods were sufficient enough to provide a robust segmentation of a mouse LV. Although the BFAC parameters given in Table III were fixed throughout the experiment performed in Section IV.B, it may be possible to conjointly tune the parameters of a despeckling method with the parameters of the BFAC (or other segmentation method) to provide better performance than reported in Section IV.
Great efforts were made in optimizing the tested algorithms. It is foreseeable that optimization of a despeckling algorithm would be dependent of transducer geometry, operating frequency, focal point(s), distribution of pixel values due to speckle, subject being scanned, etc. Automatic selection of optimal despeckling algorithm's parameters would provide a useful tool for research and clinical applications.
The evaluations provide in this paper are far from being comprehensive and all inclusive. More algorithms need to be tested and for more applications to include contrast enhancement and automatic segmentation. The evaluation should include metric that are based upon visual information, information fidelity, perception, and other novel concepts.
VI. CONCLUSION
The removal or reduction of speckle while preserving or enhancing edge information of an ultrasound image is an challenging task. An evaluation of various despeckling algorithms is presented. In general, the previously published despeckling methods scrutinize every pixel values and attempt to determine the amount or degree of local or global smoothing to apply. In contrast, an iterative despeckling method, SBF, that at each iteration smoothes only outlying pixel values, is proposed. Outliers are described as local extrema. Without using the outlier values, the SBF method replaces these outliers with the local mean. Each iteration of the proposed method compresses the image pixel values so that the differences in interclass means are preserved or possibly enhanced while the intraclass variance is decreased. The superior contrast enhancement and structural similarity performances of the SBF method are established by experimentation using a Field II simulated ultrasound image and evaluated with the USDSAI and SSIM (or MSSIM) performance metrics.
An evaluation using actual B-mode in vivo cardiac cine data was performed. This evaluation consist of applying a BFAC segmentation to B-mode images despeckled by the Lee, SRAD, Wiener, and SBF methods. Robust segmentation was determined by the lowest average directed Hausdorff distance. Although all tested despeckling algorithms provided robust segmentation of a mouse LV throughout the cardiac cycle, the quantitative results showed that the SBF method consistently and more often provided contours that better resembled the manually defined contours.
