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A POINTWISE INEQUALITY FOR A BIHARMONIC EQUATION
WITH NEGATIVE EXPONENT AND RELATED PROBLEMS
QU´ˆOC ANH NGOˆ, VAN HOANG NGUYEN, AND QUOC HUNG PHAN∗
Abstract. Inspired by a recent pointwise differential inequality for positive
bounded solutions of the fourth-order He´non equation ∆2u = |x|aup in Rn
with a > 0, p > 1, n > 5 due to Fazly, Wei, and Xu [Anal. PDE 8 (2015)
1541–1563], first for some positive constants α and β we establish the following
pointwise inequality
∆u > αu−
q−1
2 + βu−1|∇u|2
in Rn with n > 3 for positive C4-solutions of the fourth-order equation
∆2u = −u−q in Rn
where q > 1. Next, we prove a comparison property for Lane–Emden system
with exponents of mixed sign. Finally, we give an analogue result for parabolic
models by establishing a comparison property for parabolic system of Lane–
Emden type. To obtain all these results, a new argument of maximum principle
is introduced, which allows us to deal with solutions with high growth at
infinity. We expect to see more applications of this new method to other
problems in different contexts.
1. Introduction
Pointwise estimates for solutions of partial differential equations (PDEs) have
had tremendous impact on the existing theory of nonlinear PDEs. Various cele-
brated pointwise estimates for certain elliptic equations and systems have profound
applications to tackle important problems in the research fields. For interested
readers, we refer to the introduction of [FWX15] where several concrete examples
of pointwise estimates as well as their impact are mentioned.
The motivation of writing this paper goes back to the work of Fazly, Wei, and
Xu [FWX15] in which an important pointwise differential inequality for positive
bounded solutions of the fourth-order He´non equation
∆2u = |x|aup (1.1)
in Rn with a > 0, p > 1, and n > 5 was found. To understand the surprising
pointwise differential inequality in [FWX15] and its role, let us consider the special
case a = 0. In this scenario, the equation (1.1) can be rewritten as the system{
−∆u = v,
−∆v = up,
(1.2)
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in Rn. Apparently, this system is closely related to the famous Lane–Emden system{
−∆u = vr,
−∆v = up
(1.3)
in Rn where, without loss of generality, we may assume p > r > 0. A very inter-
esting question concerning the system (1.3) is the Lane–Emden conjecture, which
states that system (1.3) has no entire positive solution if and only if
1
p+ 1
+
1
r + 1
> 1−
2
n
. (1.4)
Toward tackling the Lane–Emden conjecture, a pointwise differential inequality for
positive solutions of (1.2) was found by Souplet. To be more precise, it was proved
in [Sou09, Lemma 2.7] that
up+1
p+ 1
6
vr+1
r + 1
. (1.5)
This inequality was then extended to positive solutions of the He´non–Lane–Emden
system in [Pha12]. Such a comparison as in (1.5) is highly important as it allows
us to obtain various Liouville-type results for stable solutions, see e.g., [WY13,
WXY13, FG14, Cow13]. We would like to mention that this kind of comparison
property was proved for Dirichlet problem in bounded domain by Bidaut-Ve´ron in
[BV00, Remark 3.2].
Clearly, the inequality (1.5) in the particular case r = 1 provides a pointwise
inequality for solutions of the equation (1.2) with a = 0 as
−∆u >
√
2
p+ 1
u
p+1
2 (1.6)
in Rn. Motivated by the pointwise inequality (1.6) for solutions of (1.1) with a = 0,
the main result of [FWX15] is to improve this inequality by slightly increasing the
coefficient
√
2/(p+ 1) and adding a positive term involving gradient u−1|∇u|2 to
the right hand side. To be exact, the inequality
−∆u >
√
2
p+ 1− cn
u
p+1
2 +
2
n− 4
|∇u|2
u
(1.7)
was proved, where cn = 8/(n(n− 4)).
In the present paper, we are interested in a counterpart of [FWX15] by consid-
ering pointwise inequalities for positive C4-solutions of the elliptic equation
∆2u = −u−q (1.8)
in Rn with a negative exponent −q < −1. To understand why we work on such
an equation, let us mention that equations of the form (1.1) are essentially the
projection of the fourth-order Q-curvature equation on Sn onto Rn with n > 5 via
the stereographic projection. Under the dimension constraint n > 5, the resulting
equations have positive exponents. However, since the Q-curvature equations can
be posed on S3, also via the stereographic projection, the projected equations on
S
3 now have negative exponents of the form (1.8), see [CX09]. However, in order to
provide a good tool for analysis, Eq. (1.8) can also be studied in Rn with arbitrary
n > 3. For interested readers, we refer to [MR03, Xu05, GW08, CX09, DFG10,
Gue12, GW14, ND17] for various studies related to Eq. (1.8).
Inspired by the pointwise inequality (1.7) for solutions of (1.1), the first purpose
of this paper is to establish certain pointwise inequality for positive C4-solutions of
the equation (1.8). To seek for a candidate, we observe that a weak inequality in
a same fashion of (1.6) was already found by Guo and Wei in [GW14, Proposition
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2.5]. The weak inequality in [GW14] can be stated as follows: Let u > 0 be a
C4-solution to (1.8) in Rn with q > 1. Then the following inequality holds
∆u >
√
2
q − 1
u−
q−1
2 (1.9)
in Rn with n > 3. Inspired by the inequality (1.7) for positive bounded solutions
of (1.1) and the inequality (1.9) for positive solutions of (1.8), the first task of this
paper is to prove the following result.
Theorem 1.1. Let u > 0 be a C4-solution to (1.8) in Rn with n > 3 and q > 1.
Assume that two positive constants α, β satisfy

α 6
1
2
,
β 6
√
2
q − 1− 4α/n
,
q > 3α+
√
9α2 + (1− 2α)(1 + 16α/n).
(1.10)
Then the following pointwise inequality
∆u > αu−1|∇u|2 + βu−
q−1
2 (1.11)
holds in Rn for any solution u satisfying the growth condition
u(x) = o
(
|x|2/(1−γ)
)
as |x| → ∞, (H)
where γ is arbitrary in [0, 1) such that

α+
4α(1− 2α)
n
− 3αγ − γ2 + γ >0,
q − 1−
8α
n
− 2γ >0.
(1.12)
In particular, the pointwise inequality (1.11) always holds under the assumption
(1.10) and
u(x) = O(|x|2) as |x| → ∞. (1.13)
We note that the assumptions n > 3 and q > 1 in Theorem 1.1 are necessary,
since there is no positive classical solution when n = 1, 2, or n ≥ 3 and 0 < q ≤ 1,
see [LY16, Theorem 1.3 and Remark 4.4]. Also, the assumption (H) (or (1.13) in
particular) is not too strict since, it was shown in [LY16, Corollary 4.3] that, all
radial solutions of Eq. (1.8) in Rn grow at most quadratically at infinity.
The proof of Theorem 1.1 is a refinement of the technique of Fazly, Wei, and Xu
used in [FWX15], which is based on a Moser iteration-type argument, maximum
principle, and a feedback argument, see [Sou09]. However, unlike the case of equa-
tions with positive exponents, significant new ideas have to be introduced due to
the difficulties arising in the case of negative exponents. For instance, the technique
in [FWX15] requires a sufficiently decay of solutions at infinity in order to control
the integrals on the sphere |x| = R as R→∞. Hence, the boundedness assumption
of solutions is initially assumed in [FWX15] to get more decay estimates. Such a
boundedness assumption is reasonable since all radial positive solutions of (1.1)
with a = 0 is of growth |x|−4/(p−1) as |x| → ∞, for example see [GG06].
As noticed above, the situation is more challenging in case of (1.8) with negative
exponent since there do exist solutions which grow linearly or super-linearly at
infinity, see e.g., [CX09, MR03, Gue12, ND17]. Motivated by recent paper of Cheng,
Huang, and Li [CHL16], we develop a new argument of maximum principle, which
allows to deal with all solutions with high growth (or even oscillation) at infinity,
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see assumption (H). Surprisingly, it is worth noticing that our new argument of
maximum principle can be applied to the parabolic system of Lane-Emden type,
see Theorem 1.5 below.
Concerning the pointwise inequality for problem (1.8), the Moser-type iteration
argument introduced in [FWX15] encounters some restriction on the control of
I
(3)
ε,αk,βk
given in [FWX15, page 1551], which leads to an additional condition that
q must be sufficiently large. To avoid any restriction on q, we introduce a new
approach without using iteration argument to establish the pointwise inequality
which is capable of handling any q > 1. When looking back at (1.10), it is likely to
restrict q. However, a careful examination shows that
qα := 3α+
√
9α2 + (1− 2α)(1 + 16α/n)→ 1
as αց 0 and
qα := 3α+
√
9α2 + (1− 2α)(1 + 16α/n)→ 3
as α ր 1/2. In other words, our pointwise estimate (1.11) can handle any q > 1;
however, as a price we pay, the closer q to 1 we want, the smaller α we must assume.
As a direct consequence of Theorem 1.1, by taking α = 1/2, we obtain the
following pointwise inequality:
Corollary 1.2. Let u > 0 be a C4-solution to (1.8) in Rn with n > 3 which satisfies
the growth assumption
u(x) = o(|x|τ ) (1.14)
as |x| → ∞, with
τ := min
{
4,
4
(−q + 3 + 4/n)+
}
.
Then the following pointwise inequality
∆u >
1
2
|∇u|2
u
+
√
2
q − 1− 2/n
u−
q−1
2 (1.15)
holds in Rn for all q > 3.
In Corollary 1.2 above, it is worth noticing that
min
{
4,
4
(−q + 3 + 4/n)+
}
> min
{
4, n
}
> 3
for any q > 3. In addition, as an immediate consequence of (1.15), we can show that
under the conformal change g = u2/(n−2)gRn , this new metric has strictly negative
scalar curvature everywhere in Rn. This is because
scalg = −
2(n− 1)
n− 2
(
∆u−
1
2
|∇u|2
u
)
u−
n
n−2 .
In Theorem 1.1, we restrict ourselves to the case α, β > 0 for simplicity of
the presentation. However, by an argument totally similar to the one used in the
proof of Theorem 1.1, one can separately consider the case α = 0 or β = 0. In
the case α = 0, via this technique the largest β is
√
2/(q − 1), leading us to the
pointwise inequality (1.9) without assumption (H). In the case β = 0, noting that
the conditions I3 > 0 and K2 > 0 can be relaxed when considering the inequality
(2.2), we then get the following result:
Corollary 1.3. Let u > 0 be a C4-solution to (1.8) in Rn with n > 3 which satisfies
the growth assumption
u(x) = o(|x|4) (1.16)
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as |x| → ∞. Then the following pointwise inequality
∆u >
1
2
|∇u|2
u
(1.17)
holds in Rn for all q > 1.
We see that the growth assumption on solutions is not required when α = 0.
Heuristically, this is due to the fact that the term u−(q−1)/2 looks small in com-
parison with the term ∆u when u grows fast. However, it is an open question
whether the growth assumption (H) is necessary in the case α > 0. From the weak
inequality (1.9), even when β is small, it seems difficult to obtain (1.11) for some
α > 0 without assuming any restriction on the growth of solutions at infinity. This
is supported by the fact that the term u−(q−1)/2 is not large enough when u grows
fast.
The second topic concerns the comparison property of the Lane–Emden system
with exponents of mixed sign. Let us consider the positive solutions of the following
system {
∆u = vr,
∆v = −u−q,
(1.18)
in Rn, where q > 1 and r > 0. Due to the super polyharmonic property in [LY16,
Lemma 4.1], Eq. (1.8) can be considered as a special case of system (1.18) when
r = 1. Our second result is the following:
Theorem 1.4. Let (u, v) be a positive solution of system (1.18) in Rn with q > 1
and r > 0. Then we have the following pointwise inequality
vr+1
r + 1
>
u−q+1
q − 1
(1.19)
in Rn.
We stress that the pointwise inequality (1.19) holds for any r > 0 and q > 1.
Moreover, no additional assumption on the growth of solutions is required.
The proofs of Theorems 1.1 and 1.4 follow the standard way which consists of
two steps. The first step is to derive an appropriate differential inequality for an
auxiliary function, then in the second step, we apply the maximum principle to
prove that the auxiliary function has a sign. In a standard way, the maximum
principle can only be applied when solutions have enough decay at infinity. How-
ever, we show that the decay of solutions is not necessary in the proof of pointwise
inequality in some particular cases.
In the last part of this paper, we would like to highlight our approach used in
this paper by proving a poinwise inequality for parabolic problems. We provide
here an application by considering the parabolic system of Lane–Emden type{
ut −∆u = v
r,
vt −∆v = u
p,
(1.20)
in Rn × R, where p, r > 0 and pr > 1. Our result is as follows:
Theorem 1.5. Let (u, v) be a positive solution of system (1.20) in Rn×R. Assume
that p > r > 0 and pr > 1, then we have the following pointwise inequality
vr+1
r + 1
>
up+1
p+ 1
(1.21)
in Rn × R.
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We note that the Liouville-type theorem for system (1.20) is conjectured to hold
with (p, r) in the range (1.4) and pr > 1. However, it is still an open question, even
in dimension n = 1 or in the class of radial solutions, we refer to papers [EH91,
AHV97, Zaa01] for some partial results. It is expected that the pointwise inequality
(1.21) is an important step to tackle the Liouville-type for the system (1.20).
The rest of the paper is organized as follows. Sections 2, 3, and 4 are devoted to
the proofs of Theorems 1.1, 1.4, and 1.5, respectively.
Contents
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2. Pointwise inequality for the biharmonic equation (1.8): Proof of
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Theorem 1.5 12
Acknowledgments 14
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2. Pointwise inequality for the biharmonic equation (1.8): Proof of
Theorem 1.1
For simplicity, we denote by p = (q − 1)/2, A = u−1|∇u|2, and B = u−p. We
define the functions w by
w = −∆u+ αA+ βB, (2.1)
where α and β are positive constants to be chosen later. The key step in the proof
of Theorem 1.1 is the following lemma.
Lemma 2.1. Let u be a smooth positive solution of the equation (1.8) in Rn. Then
the function w defined in (2.1) satisfies in Rn the differential inequality
u∆w > −2α∇u · ∇w +
2α
n
w2 +K1αAw +K2βBw + I1αA
2 + I2B
2 + I3βAB,
(2.2)
where 

I1 :=
2
n
(1− 2α)2 − 2α2 + α,
I2 := 1 +
2
n
αβ2 −
q − 1
2
β2,
I3 :=
q − 1
2
(q + 1
2
− α
)
− α
(
q −
8α
n
+
4
n
)
,
K1 := 1 +
4(1− 2α)
n
,
K2 :=
q − 1
2
−
4α
n
.
(2.3)
Proof. We write the Laplacian of w as follows
∆w = −∆2u+ α∆(A) + β∆(B) = u−q + α∆(A) + β∆(B). (2.4)
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We shall compute ∆(B) and find a lower bound of ∆(A). First, for the term ∆(B),
a straightforward computation shows that
∆(B) = −pu−p−1∆u+ p(p+ 1)u−p−2|∇u|2
= −pu−p−1(−w + αu−1|∇u|2 + βu−p) + p(p+ 1)u−p−2|∇u|2.
Hence,
u∆(B) = pBw + p(p+ 1− α)AB − pβB2. (2.5)
For the term ∆(A), we have
∆(A) =
∆|∇u|2
u
− 2
∇(|∇u|2) · ∇u
u2
+ |∇u|2∆(u−1)
= 2
‖∇2u‖2
u
+ 2
∇u · ∇∆u
u
− 4
∇2u(∇u) · ∇u
u2
+ |∇u|2
(
2u−3|∇u|2 − u−2∆u
)
,
where ∇2u denotes the Hessian matrix of u and ‖ · ‖ denotes the Hilbert–Schmidt
norm on matrices defined to be
‖M‖ =
(∑
i,j
|mij |
2
)1/2
,
where the matrix M is given as follows M = (mij). Using ∆u = −w + αA + βB,
we have
∇u · ∇∆u =∇u · ∇(−w + αu−1|∇u|2 + βu−p)
=−∇u · ∇w + 2αu−1∇2u(∇u) · ∇u− αu−2|∇u|4 − pβu−p−1|∇u|2.
Therefore,
u∆(A) =− 2∇u · ∇w + 2
∥∥∥∥∇2u+ (α− 1)∇u⊗∇uu
∥∥∥∥
2
− 2α(α− 1)u−2|∇u|4
− 2pβu−p−1|∇u|2 − |∇u|2u−1∆u
=− 2∇u · ∇w + 2
∥∥∥∥∇2u+ (α− 1)∇u⊗∇uu
∥∥∥∥
2
− 2α(α− 1)A2
− 2pβAB −A∆u.
For any n×n matrix M , it is elementary that ‖M‖2 = Tr(M tM) > n−1(Tr(M))2,
hence ∥∥∇2u+ (α− 1)u−1∇u⊗∇u∥∥2 > n−1(∆u+ (α − 1)u−1|∇u|2)2
= n−1
(
−∆u+ (1− α)A
)2
,
which implies that
u∆(A) > −2∇u · ∇w+
2
n
(
−∆u+(1−α)A
)2
− 2α(α− 1)A2− 2pβAB+A(−∆u).
Replacing −∆u by w − αA− βB in the preceding estimate, we deduce that
u∆(A) >− 2∇u · ∇w +
2
n
w2 +
4
n
(
(1− 2α)A− βB)
)
w +
2
n
(
(1 − 2α)A− βB)
)2
− 2α(α− 1)A2 − 2pβAB +Aw −A(αA + βB).
From this we obtain
u∆(A) >− 2∇u · ∇w +
2
n
w2 +
4
n
(
(1− 2α)A− βB
)
w +Aw
+
( 2
n
(1 − 2α)2 − 2α2 + α
)
A2
−
(
1 + 2p+
4
n
(1− 2α)
)
βAB +
2
n
β2B2.
(2.6)
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Combining (2.4), (2.5), and (2.6) we arrive at
u∆w >B2 − 2α∇u · ∇w +
2α
n
w2 +
4α
n
(
(1− 2α)A− βB)
)
w + αAw
+ α
( 2
n
(1− 2α)2 − 2α2 + α
)
A2 −
(
1 + 2p+
4
n
(1 − 2α)
)
αβAB +
2
n
αβ2B2
+ pβBw + p(p+ 1− α)βAB − pβ2B2.
By a simple computation, we get
u∆w >− 2α∇u · ∇w +
2α
n
w2 +
(4α(1− 2α)
n
+ α
)
Aw + (p−
4α
n
)βBw
+ α
( 2
n
(1− 2α)2 − 2α2 + α
)
A2 +
(
1 +
2
n
αβ2 − pβ2
)
B2
+
(
p(p+ 1− α)− α(1 + 2p−
8α
n
+
4
n
)
)
βAB;
(2.7)
hence the lemma follows. 
To make use of the maximum principle, we are forced to require that I1, I2, I3 > 0
and that K1,K2 > 0. We will eventually make these conditions precise. First,
by requiring I1, I2, I3 > 0 (and taking into account K1,K2 > 0 eventually), the
following lemma is a direct consequence of Lemma 2.1.
Lemma 2.2. Let u be a smooth positive solution of the equation (1.8) in Rn.
Assume (1.10), then the function w defined in (2.1) satisfies in Rn the differential
inequality
u∆w > −2α∇u · ∇w +
2α
n
w2 +K1αAw +K2βBw, (2.8)
where K1,K2 are defined in (2.3).
With Lemma 2.2 in hand, we are in position to prove Theorem 1.1.
Proof of Theorem 1.1 completed. We first note that the assumption (1.10) in The-
orem 1.1 guarantees I1, I2, I3 > 0. Let γ ∈ [0, 1) verifying (1.12). Let wγ := u
−γw,
we have the following
∇w = uγ∇wγ + γu
γ−1wγ∇u. (2.9)
Using Lemma 2.2, we compute lower estimate of ∆wγ as follows.
∆wγ = u
−γ∆w + 2∇(u−γ) · ∇w +∆(u−γ)w
> u−γ−1
(
− 2α∇u · ∇w +
2α
n
w2 +K1αAw +K2βBw
)
+ 2∇(u−γ) · ∇w +∆(u−γ)w
= u−γ−1
(
− 2(α+ γ)∇u · ∇w +
2α
n
w2 +K1αAw +K2βBw
)
+
(
− γu−γ−1∆u+ γ(γ + 1)u−γ−1A
)
w.
Substituting ∇w = uγ∇wγ + γu
γ−1wγ∇u and −∆u = w − αA − βB, we get
∆wγ >− 2(α+ γ)u
−γ−1∇u · (uγ∇wγ + γu
γ−1wγ∇u) +
2α
n
u−γ−1w2
+ u−γ−1w
(
K1αA+K2βB + γ(w − αA− βB) + γ(γ + 1)A
)
.
Taking into account w = uγwγ we obtain
u1−γ∆wγ > J1w
2
γ + u
−γ(−2J2∇u · ∇wγ + L1Awγ + L2Bwγ), (2.10)
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where 

J1 :=
2α
n
+ γ,
J2 := α+ γ,
L1 := K1α− 3γα− γ
2 + γ,
L2 := (K2 − γ)β.
It is noted that the condition (1.12) guarantees L1, L2 > 0. We shall show that
wγ 6 0 by way of contradiction. Suppose that
M = sup
Rn
wγ > 0.
(Clearly M 6 +∞.) We have the following two possible cases:
Case 1. Suppose that wγ has the global maximum. In this scenario, there exists
some x0 ∈ R
n such that
wγ(x0) =M = max
Rn
wγ > 0.
Clearly at x0, we have that ∇wγ(x0) = 0 and that ∆wγ(x0) 6 0. The inequal-
ity (2.10) at x = x0 gives
0 > J1M
2,
which is impossible.
Case 2. Suppose that the supremum of wγ is attained at infinity. Let ψ : R
N →
[0, 1] be a smooth cuff-off function in RN satisfying{
ψ = 1 in B1/2 and
ψ = 0 if |x| > 1.
Let also ϕ = ψ2. Then for some uniform constant C > 0 we have the upper bounds
|∆ϕ| 6 C, ϕ−1|∇ϕ|2 6 C. (2.11)
For R > 1, let ϕR(x) = ϕ(x/R) and
wγ,R = ϕR wγ .
Noting that wγ,R is zero if |x| > R, then there exists xR ∈ BR such that
MR := max
Rn
wγ,R = wγ,R(xR).
The choice of ϕ implies that MR →M as R→∞. In what follows, we shall derive
a contradiction by passing R → ∞. Since M > 0, we may assume without loss of
generality that MR > 0 for all R > 1. The property of local maximum gives
∇wγ =−
∇ϕR
ϕR
wγ ,
0 >∆wγ,R at x = xR.
Hence, at x = xR, we have
0 >ϕR∆wγ + 2∇ϕR · ∇wγ +∆ϕRwγ
=ϕR ∆wγ − 2ϕ
−1
R |∇ϕR|
2wγ +∆ϕRwγ .
This combined with (2.11) yields
CR−2wγ > ϕR ∆wγ (2.12)
at x = xR. Next, combining this with inequality (2.10), at x = xR we have
Cu1−γR−2wγ > J1ϕRw
2
γ + ϕRu
−γ(−2J2∇u · ∇wγ + L1Awγ + L2Bwγ)
= J1ϕRw
2
γ + ϕRu
−γ(2J2ϕ
−1
R ∇u · ∇ϕR + L1A+ L2B)wγ
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> J1ϕRw
2
γ + ϕRu
−γ
(
− ε−1J22ϕ
−2
R |∇ϕR|
2u+ (L1 − ε)A+ L2B
)
wγ ,
where we have used the Cauchy–Schwarz inequality
2J2ϕ
−1
R ∇u · ∇ϕR > −ε
−1J22ϕ
−2
R |∇ϕR|
2u− εA
at x = xR once to get the latter estimate. Consequently,
C(ε)u1−γR−2wγ > J1ϕRw
2
γ + ϕRu
−γ
(
(L1 − ε)A+ L2B
)
wγ (2.13)
at x = xR. Where C(ε) is a postive constant depending on ε but it does not depend
on R. Choosing ε > 0 small such that L1 > ε, keeping only the first term of the
right hand side of (2.13), we have at x = xR
C(ε)u1−γR−2 > J1ϕRwγ = J1MR → J1M (2.14)
as R→∞. From the assumption (H) that u(x) = o
(
|x|2/(1−γ)
)
, we have a contra-
diction in (2.14) when R is sufficiently large. Hence, wγ ≤ 0 and (1.11) follows.
Finally, to treat the last part of the theorem, we first deduce from q > 1 and the
third inequality of (1.10) that
q − 1−
8α
n
> 0. (2.15)
Next, the first inequality of (1.10) guarantees
α+
4α(1 − 2α)
n
> 0. (2.16)
It follows from (2.15) and (2.16) that (1.12) holds for sufficiently small γ > 0. In
this setting, the hypothesis (H) immediately implies that u(x) = O(|x|2). Theorem
is proved. 
3. Pointwise inequality for the system (1.18): Proof of Theorem 1.4
The section is devoted to a proof of Theorem 1.4. For simplicity, we denote
w = luσ − v,
where σ = (1 − q)/(r + 1) and l = (−σ)−1/(r+1). Hence to conclude the theorem,
it suffices to establish w 6 0. Note that σ < 0, a direct calculation leads us to
∆w =lσuσ−1∆u+ lσ(σ − 1)|∇u|2 −∆v
>lσuσ−1∆u−∆v
=lσuσ−1vr + u−q
= − lσuσ−1(lruσr − vr).
Replacing uσ = l−1(w + v) we have,
∆w > −lσ
(
l−1(w + v)
)(σ−1)/σ(
(w + v)r − vr
)
Or we can write
∆w > C(w + v)(σ−1)/σ
(
(w + v)r − vr
)
(3.1)
We now prove w 6 0 by way of contradiction. Suppose that
M = sup
Rn
w(x) > 0.
(Clearly M 6 +∞.) There are two possible cases:
Case 1. If x0 is a global maximum point of w in R
n, that is w(x0) = supx∈Rn w(x)
with ∆w(x0) 6 0. Clearly this cannot be the case since w(x0) > 0 implies from
(3.1) that ∆w(x0) > 0.
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Case 2. The supremum of w is attained at infinity. Let ψ : RN → [0, 1] be a
smooth cuff-off function in RN such that ψ = 1 in B1/2 and ψ = 0 if |x| > 1. Let
also ϕ = ψm for some m > 0 to be chosen later. Then as always, there is some
uniform constant C > 0 such that
|∆ϕ| 6 Cϕ1−2/m, ϕ−1|∇ϕ|2 6 Cϕ1−2/m. (3.2)
For each R > 1 we set
ϕR(x) = ϕ(x/R), wR = ϕRw.
Noting that wR is zero if |x| > R, then there exists xR ∈ BR such that
MR := max
Rn
wR = wR(xR).
The choice of ϕ implies that MR → M as R → ∞. This implies that MR > 0 for
R large. We may assume that MR > 0 for all R > 1. Next, the property of local
maximum gives 
∇w =−
∇ϕR
ϕR
w,
0 >∆wR at x = xR.
Hence, at x = xR, we have
0 >ϕR∆w + 2∇ϕR · ∇w +∆ϕR w
=ϕR ∆w − 2ϕ
−1
R |∇ϕR|
2w +∆ϕRw.
This combined with (3.2) yields
CR−2ϕ
1−2/m
R w > ϕR ∆w (3.3)
at x = xR. We now consider two cases of r. If r > 1 then using the inequality
(a+ b)r − ar > br for a, b > 0, it follows from (3.1) and (3.3) that, at x = xR
CR−2ϕ
1−2/m
R w > ϕR (w + v)
(σ−1)/σ
(
(w + v)r − vr
)
> ϕR (w + v)
(σ−1)/σwr
> ϕR w
(σ−1)/σ+r .
Hence,
CR−2 > ϕ
2/m
R (xR) w
(σ−1)/σ+r−1(xR).
Choosing m > 0 such that 2/m = (σ − 1)/σ + r − 1, we arrive at
CR−2 > ϕ
2/m
R (xR) w
2/m(xR) =M
2/m
R ,
which is impossible when R is large. If r < 1 then the concavity of function
f(s) = sr in (0,∞) implies that
(w + v)r − vr > rw(v + w)r−1 (3.4)
at x = xR. We deduce from (3.1), (3.3) and (3.4) that, at x = xR,
CR−2ϕ
1−2/m
R w > ϕR (w + v)
(σ−1)/σ
(
(w + v)r − vr
)
> ϕR (w + v)
(σ−1)/σrw(v + w)r−1
= rϕR (w + v)
(σ−1)/σ+r−1 w
> rϕR w
(σ−1)/σ+r .
Hence,
CR−2 > ϕ
2/m
R (xR) w
(σ−1)/σ+r−1(xR).
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Again, choosing m > 0 such that 2/m = (σ − 1)/σ + r − 1, we arrive at
CR−2 > ϕ
2/m
R (xR) w
2/m(xR) =M
2/m
R ,
which is impossible when R is large. The proof is complete.
4. Pointwise inequality for the parabolic system (1.20): Proof of
Theorem 1.5
In this section, we prove Theorem 1.5. Denote
w = u− lvσ,
where σ := (r+1)/(p+1) and l := σ−1/(p+1). By a direct computation and taking
into account σ ∈ (0, 1], we have
∆w > ∆u− lσvσ−1∆v
= ut − v
r + lσvσ−1(up − vt)
= lσvσ−1(up − lpvσp) + wt. (4.1)
We prove w 6 0 by way of contradiction. Suppose that
M = sup
Rn×R
w(x, t) > 0.
(Clearly M 6 +∞.) There are two possible cases:
Case 1. If (x0, t0) is a global maximum point of w in R
n × R, that is
w(x0, t0) = sup
(x,t)∈Rn×R
w(x) =M > 0
with ∆w(x0, t0) 6 0 and wt(x0, t0) = 0. We have a contradiction with (4.1) at
(x0, t0).
Case 2. The supremum of w is attained as |x| + |t|1/2 → ∞. Let ψ : RN → [0, 1]
be a smooth cuff-off function in RN such that ψ = 1 if |x|+ |t|1/2 6 1/2 and ψ = 0
if |x| + |t|1/2 > 1. Let also ϕ = ψm for some m > 0 to be chosen later. Then we
have the upper bound
|ϕt|+ |∆ϕ|+ ϕ
−1|∇ϕ|2 6 Cϕ1−2/m. (4.2)
For each R > 0 we set
ϕR(x, t) = ϕ(x/R, t/R
2), wR = ϕRw.
Since wR is zero if |x|+ |t|
1/2 > R, then there exists (xR, tR) such that
MR := max
Rn×R
wR = wR(xR, tR).
The choice of ϕ implies thatMR →M as R→∞. The property of local maximum
gives 

wt =−
(ϕR)t
ϕR
w,
∇w =−
∇ϕR
ϕR
w,
0 >∆wR at (xR, tR).
Combining this with (4.1), at (xR, tR), we have
0 >ϕR∆w + 2∇ϕR · ∇w +∆ϕR w
≥ϕR
(
lσvσ−1(up − lpvσp) + wt
)
+ 2∇ϕR · ∇w +∆ϕRw
=ϕR lσv
σ−1(up − lpvσp)− (ϕR)tw − 2ϕ
−1
R |∇ϕR|
2w +∆ϕRw
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This combined with (4.2) yields
CR−2ϕ
1−2/m
R w > ϕR lσv
σ−1(up − lpvσp) (4.3)
at (xR, tR). We now consider following two subcases.
Case 2.1. If the sequence v(xR, tR) is bounded, then v
σ−1(xR, tR) is bounded below
away from zero. Recalling p > 1, then using the elementary inequality
(a+ b)p − ap > bp, a, b > 0, (4.4)
it follows from (4.3) that, at (xR, tR)
CR−2ϕ
1−2/m
R w > CϕR w
p.
Hence,
CR−2 > ϕ
2/m
R (xR, tR) w
p−1(xR, tR).
Choosing m > 0 such that 2/m = p− 1, we arrive at
CR−2 > ϕp−1R (xR, tR) w
p−1(xR, tR) =M
p−1
R ,
which is impossible when R is large.
Case 2.2. If the sequence v(xR, tR) is unbounded, then, up to a subsequence, we
may assume that
lim
R→∞
v(xR, tR) =∞.
Since pr > 1 and p > 1, there exists ε > 0 small enough such that pr−1−ε(r+1) > 0
and p > 1 + ε. For 0 < b < a, using the convexity of function f(s) = sp/(1+ε) in
(0,∞) and (4.4), we have
ap − bp = (a1+ε)p/(1+ε) − (b1+ε)p/(1+ε)
>
p
1 + ε
(b1+ε)p/(1+ε)−1(a1+ε − b1+ε)
=
p
1 + ε
(bp−ε−1)(a1+ε − b1+ε)
>
p
1 + ε
(bp−ε−1)(a− b)1+ε.
Taking a = u(xR, tR), b = lv
σ(xR, tR), we deduce from (4.3) that, at (xR, tR),
CR−2ϕ
1−2/m
R w > ϕR v
σ−1vσ(p−ε−1)w1+ε
= ϕRv
pr−1−ε(r+1)
p+1 w1+ε
> CϕRw
1+ε.
where C > 0 independent of R, and in the last inequality we used the unbounded-
ness of the sequence v(xR, tR). Hence,
CR−2 > ϕ
2/m
R (xR, tR) w
ε(xR, tR).
Again, choosing m > 0 such that 2/m = ε, we arrive at
CR−2 > ϕεR(xR, tR) w
ε(xR, tR) =M
ε
R,
which is impossible when R is large. Theorem is proved.
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