Abstract. We provide an explicit bound on the number of periodic points of a rational function defined over a number field, where the bound depends only on the number of primes of bad reduction and the degree of the function, and is linear in the degree. More generally, we show that there exists an explicit uniform bound on the number of periodic points for any rational function in a given finitely generated semigroup (under composition) of rational functions of degree at least 2. We show that under stronger assumptions the dependence on the degree of the map in the bounds can be removed.
Introduction
In this article we prove the following theorem. Theorem 1. Let K be a number field and S a finite set of places of K containing all the archimedean ones. Let φ, ψ : P 1 → P 1 be rational maps defined over K, where the degree d φ of φ is ≥ 2. Assume that both maps have good reduction outside S . Then the number of K-rational periodic points of the composition ψ • φ is bounded by κd φ + λ, for some positive integers κ and λ depending only on the cardinality of S , and the bound can be effectively computed.
We remark that the constants κ and λ in the theorem depend only on the cardinality of S and thus implicitly on the degree [K : Q] but not on the field K itself.
We say that P ∈ P 1 is periodic for a rational map φ : P 1 → P 1 , defined over some base field K, if there exists a positive integer n such that φ n (P) = P (where φ n is the n-th iteration by composition of the map φ). The minimal such n is called the period of P. For a point P ∈ P 1 (K), the set O φ (P) = {φ i (P) | i ∈ N, i ≥ 0} is called the (forward) orbit of P with respect to φ. We say that a point P is preperiodic for φ when its orbit contains a periodic point, i.e., when the orbit of P is finite.
A rational map φ : P 1 → P 1 defined over a number field K is said to have good reduction at a prime p of K if φ can be written as φ = [F(X, Y) : G(X, Y)] where F, G ∈ R p [X, Y] are homogeneous polynomials of degree d, such that the resultant of F and G is a p-unit, where R p is the localization 1 of the ring of integers of K at p. For a fixed finite set S of places of K containing all the archimedean ones, we say that φ has good reduction outside of S if it has good reduction at each place p S .
The set of preperiodic points in P 1 (K) of a rational map φ : P 1 → P 1 of degree d ≥ 2 defined over a number field K, whereK is the algebraic closure of K, is of bounded height (this is a special case of Northcott's theorem [Nor50] ). Since a number field K possesses the Northcott property (i.e., that every set of bounded height is finite, cf. [BG06, §4.5]), the set of K-rational preperiodic points of φ is finite, so in particular the set of Krational periodic points of φ is finite too. The problem is to find a bound on the number of preperiodic points that depends in a "minimal" way on the map φ. One of the main motivations for our research is the following conjecture of Morton and Silverman [MS94] .
Conjecture 1 (Uniform Boundedness Conjecture). Let φ : P N → P N be a morphism of degree d ≥ 2 defined over a number field K. Then the number of K-rational preperiodic points of φ is bounded by a bound depending only on N and the degrees of K/Q and φ.
The statement of Theorem 1 is trivially true when ψ is a constant map. If in Theorem 1 we take ψ to be the identity map, then we immediately obtain the following corollary.
Corollary 1. Let K, S , φ and d φ be as in Theorem 1. Then the number of K-rational periodic points of φ is bounded linearly in d φ , with coefficients that depend only on the cardinality of the set S .
The techniques used in the proof of Theorem 1 can be extended to prove uniform boundedness on the number of periodic points in a large class of finitely generated semigroups of rational maps.
Corollary 2. Let K be a number field and let I be a finitely generated semigroup, with respect to composition, of rational maps P 1 → P 1 of degree ≥ 2 defined over K. Then there exists a uniform bound B, depending on I, such that any φ ∈ I has at most B periodic points in P 1 (K).
The bound B in Corollary 2 is effectively computable. Let G be any given finite set of generators of I, and let S be a finite set of places of K containing all the archimedean ones, such that all the elements in G have good reduction outside of S. Our proof of the corollary provides a bound B depending only on the cardinality of S and the maximal degree of the elements of G.
We would like to remark that while this work shares some of the techniques used in [Can06] and [Can07] , Corollary 2 does not follow from any of the results therein, and requires the new methods developed in this article.
We also extract the following special case from the proof of Theorem 1.
Corollary 3. Let φ : P 1 → P 1 be a rational map of degree d ≥ 2 defined over Q with everywhere good reduction (i.e., the map has good reduction at every non-archimedean place of K), then the number of Q-rational periodic points of φ is bounded by d + 5.
Let φ be a monic polynomial of degree at least 2 with coefficients in Z. Note that φ has good reduction at every prime. This imposes strong conditions on the Q-rational periodic points of φ. For instance φ can have Q-rational periodic points of period at most 2 (this fact can be proved with elementary arguments, e.g. [Nar95, Theorem 12.9]). During the preparation of this article, the authors were informed by W. Narkiewicz of an unpublished proof of G. Baron from 1990 , showing that the number of Q-rational periodic points of monic polynomials of degree ≥ 2 with integer coefficients is at most d + 1, including the fixed point at infinity, which is better (for the special case of polynomials) than the bound we obtained in Corollary 3. For the reader's convenience, we reproduce Baron's result in Section 7. Baron's bound is sharp; for example, for any positive integer d ≥ 2 the polynomial
The following example of Baron shows that the number of periodic points of period 2 must also depend on the degree of the map. Let n 1 , . . . , n d , with d ≥ 2, be distinct positive integers. Then the monic polynomial
is of degree 2d with everywhere good reduction, and has 2d periodic points of period 2, namely ±n 1 , ±n 2 , . . . ,
is greater than 1. Under this terminology, Baron's special case of monic polynomials can be identified as rational maps with everywhere good reduction having a totally ramified fixed point. Motivated by this idea of imposing ramified periodic points to obtain smaller bounds, one can in fact eliminate the dependence on the degree in Theorem 1 by making stronger assumptions.
Theorem 2. Let K, S , φ be as in Theorem 1. Suppose that there exists a set A ⊂ P 1 (K) of periodic points with the property
Then the number of K-rational periodic points of φ is bounded by 3 · 7 4s + 3, where s = |S |.
The left hand side of (1.3) counts the number of ramified points in A together with the number of non-periodic points whose images are periodic points in φ(A).
where g(x) is any polynomial defined over a number field K with good reduction outside of a finite set of places S containing all the archimedean ones. Then f (x) has at most 3 · 7 4s + 3 periodic points, where s = |S |. In fact, take A = {0, ∞}; these are two ramified periodic points, and together with 1 whose image 0 is in φ(A), we have at least 3 in the left hand side of (1.3).
We obtain the following corollary from the proof of Theorem 2.
Corollary 4. Let φ : P 1 → P 1 be a rational map of degree d ≥ 2 defined over Q with everywhere good reduction. Suppose there exists a set A ⊂ P 1 (K) as in Theorem 2, then the number of Q-rational periodic points is at most 4. Remark 1. Theorem 2 and Corollary 4 are still true if instead of ramified periodic points we take periodic points with ramified points in their orbits (see Remark 6.1). We say that such a point belongs to a ramified cycle. In particular, under this modification Corollary 4 implies that there is no rational map defined over Q with everywhere good reduction and more than four Q-rational points belonging to a ramified cycle.
In [MS94] Morton and Silverman proved that if φ : P 1 → P 1 is a rational map of degree d ≥ 2 defined over a number field K, with good reduction at all but t − 2 primes of K, and P ∈ P 1 (K) is a periodic point for φ with period n, then
The first author studied in [Can07] the same problem considered by Morton and Silverman, but for preperiodic points. He proved that for φ, K and S as in Thereom 1, and P ∈ P 1 (K) a preperiodic point for φ, we have
where s = |S |. Note that the bounds in (1.4) and (1.5) are independent of the degree of φ. By using elementary techniques (cf. the proof of [CP16, Corollary 1.1]) and the bounds (1.4) and (1.5) one can obtain bounds for the cardinalities of the sets Per(φ, K) and PrePer(φ, K) that are polynomial in the degree d of φ, with large exponents depending on the cardinality of S . In Theorem 1 we prove in fact that the cardinality of the set Per(φ, K) can be linearly bounded with respect to d and coefficients depending only on |S |.
Benedetto in [Ben07] gave a bound for the size of PrePer(φ, K) in terms of the set S of places of bad reduction of φ, for polynomial maps φ ∈ K[t]. Benedetto's bound is of the form O(|S | log |S |) where the big-O constant is essentially (d 2 − 2d + 2)/ log d (of course, the bound also depends on the degree of K over Q). Benedetto's techniques are quite different from ours and involve the filled Julia set associated to the map φ. We should also mention that the goal of Benedetto was to minimize dependence on |S |, while we tried to minimize dependence on the degree d.
To obtain our results, we make use of well known explicit bounds on the number of solutions for equations of the form (1.6) a 1 x 1 + . . . + a n x n = 1 with coefficients a i ∈ C * and the solutions (x 1 , . . . ,
n , where Γ is a finitely generated subgroup of C * (when Γ is a group of Sunits in a number field, equation (1.6) is known as the S -unit equation in the literature). When n > 2 the solutions must also satisfy a nondegeneracy property, such that i∈I a i x i 0 for every nonempty subset I of {1, . . . , n}.
We will denote a bound for the number of solutions of (1.6) by c(n, r), where r is the rank of the group Γ, and in the special case when n = 2 we denote the bound by b(r).
When Γ is the group of S -units of a number field K, the best known bounds are due to Evertse (see [Eve84, Eve95] ) : c(n, s − 1) = 2 35n 4 s and b(s − 1) = 3 · 7 4s , where s = |S |. However, for technical reasons explained in section 3, we will need to work with extensions of the group of S -units, so that more general bounds are needed. One can use b(r) = 2 8(2r+2) (see [BS96] ; note that the bound given there is different due to notational differences and the fact that we need a bound for ax + by = 1 rather than for x+y = 1) and c(n, r) = e (6n) 3n (nr+1) (see [ESS02] ; same caveat as the previous reference). Since the groups we will be dealing with are of rank r = |S | − 1 (see section 3) we will use throughout the article the notation B(s) = b(s−1) and C(n, s) = c(n, s − 1), where s = |S |. 
As in [MS95] , we define the p-adic chordal valuation on P 1 (K) for a finite place p in a number field K by
Our Theorem 1 follows from the next lemma, which is free from dynamical arguments, and might be useful in other settings as well.
Four-Point Lemma. Let K be a number field and S a finite set of places of K containing all the archimedean ones. Let φ : P 1 → P 1 be a rational map of degree d ≥ 2 defined over K with good reduction outside S . Let A, C, E, G ∈ P 1 (K) be four distinct points such that also the images φ(A), φ(C), φ(E), φ(G) are distinct. Let P be the set of points P ∈ P 1 (K) satisfying the following four equations for all p S .
Then P is finite and
The lemma is proved by showing that the p-adic chordal distance properties in the lemma induce unit equations as in (1.6).
The S -unit equation theorem for the equation u + v = 1, is equivalent to saying that the set of points of the affine curve P 1 \ {0, ∞, 1} that are Sintegral with respect to the divisor {0, ∞, 1} is finite. This in turn is equivalent to saying that the set of points P ∈ P 1 (K) such that δ p (P, Q) = 0, for all Q ∈ {0, ∞, 1} and all p S , is a finite set. Presented in this way, the S -unit equation theorem is similar to our Four-Point Lemma.
Can the Four-Point Lemma be improved? The linear dependence on the degree d in the lemma cannot be eliminated, as can be seen from examples (1.1) and (1.2). It is also easy to show that no analogous result holds for just one or two points. We do not know whether a general three-point lemma with a bound that is polynomial in the degree of the map can be obtained. Following a suggestion of P. Corvaja, however, we were able to prove a useful three-point lemma under stronger hypotheses. The bound obtained is independent of the degree of the map φ, and allows in particular to prove Theorem 2.
Three-Point Lemma. Let K be a number field and S be a finite set of places of K of cardinality s = |S | containing all the archimedean ones. Let φ : P 1 → P 1 be an endomorphism defined over K of degree ≥ 2 with good reduction outside S . Let A ⊂ P 1 (K) be a set with the property
Then the set
for all A ∈ A and p S } is finite and its cardinality is bounded by 3 · 7 4s .
Remark 2. A set A as in the Three-Point Lemma exists if and only if (at least) one of the following conditions is satisfied:
• φ has three distinct K-rational ramified points.
• φ has two distinct ramified points A 2 , A 3 ∈ P 1 (K) and a third point A 1 ∈ P 1 (K) (not necessarily distinct from A 2 and A 3 ) such that the fiber φ −1 (φ(A 1 )) contains at least one point B {A 1 , A 2 , A 3 }.
• φ has one ramified point A 3 ∈ P 1 (K) and there exists a set B =
• There exists a set B = {A i } 1≤i≤k ⊂ P 1 (K) with 1 ≤ k ≤ 3 such that the set φ −1 (φ(B)) \ B contains at least three K-rational points in P 1 (K).
By applying the Three-Point Lemma we also prove the following theorem. 
Corollary 5. Let K, S , φ and ψ be as in Theorem 3, such that the degree of φ is 2. Then
In general we have seen (examples (1.1) and (1.2)) that it is not possible to bound the cardinality of the set Per(ψ, K) independently of the degree of ψ. Our corollary affirms that if we take the map ψ(x 2 ) instead of ψ(x) (in the affine model), then the cardinality of Per(ψ(x 2 ), K) has a bound independent on the degree of ψ, depending only on the cardinality of the set S , where ψ has good reduction outside S . Note that we can obtain a similar bound by applying Theorem 1 with d = 2, but the Three-Point Lemma provides a better bound.
One of the main ingredients needed in our proofs of Theorems 2 and 3 is Corollary 2.8. During the preparation of the article, the authors became aware that Sebastian Troncoso was working on similar problems. Troncoso was kind enough to share a preprint with us, and we realized that it already contains the same result as in Corollary 2.8 (see [Tro16,  
Proposition 2.19]).
We remark that the idea of using unit equation theorems in the setting of dynamical systems is originally due to Narkiewicz ([Nar89]).
It would be interesting to extend our result and obtain a bound for the cardinality of PrePer(φ, K). One needs some improvements of our methods, but many of our ideas can be useful also in this more general setting. Acknowledgements. We would like to thank Pietro Corvaja for his suggestions in the direction of the Three-Point Lemma. We also thank Fabrizio Barroero, Rob Benedetto, Laura Capuano, Jan-Hendrik Evertse, Patrick Ingram, Aaron Levin, Olaf Merkert, Władysław Narkiewicz, Sebastian Troncoso, and Umberto Zannier for their comments and suggestions. The second author was partially supported by the ERC-Grant "Diophantine Problems," No. 267273 during the preparation of this article. Finally, we are grateful to the referee for the comments, corrections and suggestions.
Properties of the p-adic chordal valuation
Recall that we defined the p-adic chordal valuation on P 1 (K) for a finite place p in a number field K by
Note that δ p (P 1 , P 2 ) = 0 if and only if the two points P 1 and P 2 are distinct modulo p.
Proposition 2. Let K be a number field and p a finite place of K. Let φ : P 1 → P 1 be a rational map with good reduction at p. Then for any P, Q ∈ P 1 (K) we have
Proposition 2 directly follows from [MS95, Proposition 5.2]. We provide a short alternative proof of this proposition for the convenience of the reader.
Proof of Proposition 2. Up to replacing φ by g • φ • f, where f, g are appropriate automorphisms in PGL 2 (R p ), where R p is the localization of the ring of integers of K at p, we may assume that P = [0 : 1] = φ(P). If Q does not equal P modulo p we are done because δ p (P, Q) = 0. Therefore we assume now that Q ≡ P (mod p), so that we can choose coordinates
Lemma 2.1. Let K be a number field and p a finite place of K. Let φ : P 1 → P 1 be a rational map defined over K with good reduction at p. Let P, Q ∈ P 1 (K) be two periodic points for φ. Then
Proof. Let n and m be the minimal periods for P and Q respectively. By Proposition 2 we have
for any positive integer i. Therefore it is enough to prove that there exists a positive integer i with φ i (P) = P and
Lemma 2.2. Let K, p, φ be as in Lemma 2.1 and let ψ : P 1 → P 1 be a rational map defined over K with good reduction at p. Let P, Q ∈ P 1 (K) be two periodic points for the composed map ψ • φ. Then
Proof. The composition ψ • φ has good reduction at p (cf. Silverman [Sil07, Theorem 2.18]). From Lemma 2.1 and Proposition 2 we have
Thus (2.1) holds.
Remark 2.3. In general if P, Q are periodic points for ψ • φ, it does not imply that they are also periodic for φ. Therefore (2.1) does not follow directly from Lemma 2.1. Also, ψ • φ having good reduction at p does not imply that φ and ψ have good reduction at p (see [Sil07, Remark 2.19(c)]).
Let A be a point in P 1 (K). A point P ∈ P 1 (K) is said to be S -integral with respect to A if and only if δ p (P, A) = 0 for all p S . Let A be a finite set of points in P 1 (K). We say that a point P ∈ P 1 (K) is S -integral with respect to A if P is integral with respect to A for all A ∈ A. We also say that P is an S -integer in P 1 \ A.
Lemma 2.4. Let K be a number field and S a finite set of places of K containing all the archimedean ones. Let φ : P 1 → P 1 be a rational map defined over K with good reduction outside S . Let Q ∈ P 1 (K) be a ramification point of φ and let P ∈ P 1 (K) be a point distinct from Q such that
for all p S . Then δ p (P, Q) = 0 for all p S , i.e., P is an S -integer with respect to Q.
holds for all P 1 , P 2 ∈ P 1 (K) (i.e., the p-adic distance is preserved under automorphisms of P 1 with good reduction at p). For any map f ∈ PGL 2 (R p ) let B = f −1 (Q) and let A = f −1 (P) and choose an automorphism g ∈ PGL 2 (R p ) such that g(φ( f (B))) = B, then
Hence by taking B = 0 and g • φ • f instead of φ we can assume that Q = [0 : 1] and Q is fixed by φ (note that g • φ • f has good reduction at p and B is ramified for g
1] is ramified for φ and φ has good reduction at p, there exist two homogeneous polynomials
where s(0, 1) is a p-unit. Suppose n is a positive integer such that δ p (P, Q) = n. Therefore there exist x P , y p ∈ R p such that P = [x P : y P ] with v p (x P ) = n and v p (y P ) = 0. By the good reduction of φ at p we have that the two polynomials X 2 r(X, Y) and s(X, Y) have no common factors modulo p so that v p (s(x P , y P )) must be 0, and therefore s(x P , y P ) is a p-unit. We get
Contradiction. Therefore δ p (P, Q) = n = 0 as required.
Corollary 2.5. Let K, S , φ be as in Lemma 2.4. Let P, Q ∈ P 1 (K) be distinct periodic points of φ such that the orbit of Q contains a ramified point. Then δ p (P, Q) = 0 for all p S , i.e., P is an S -integer with respect to Q.
Proof. Let p S . Let k ≥ 0 be such that φ k (Q) is a ramified (periodic) point. Then φ k (P) and φ k (Q) are distinct and satisfy the conditions of Lemma 2.4 with φ k instead of φ. Therefore δ p (φ k (P), φ k (Q)) = 0. By Lemma 2.1 we get
Lemma 2.6. Let K, S , φ be as in Lemma 2.4. Let P, Q ∈ P 1 (K) be distinct points such φ(P) = φ(Q). Let R ∈ P 1 (K) be a point such that R P and
for all p S . Then δ p (Q, R) = 0 for all p S , i.e., R is an S -integer with respect to Q.
Proof. Let p S . Suppose that δ p (Q, R) > 0. Since φ has good reduction at p we have that δ p (φ(Q), φ(R)) > 0 (by Proposition 2). Hence
By the triangle inequality proved in [MS95, Proposition 5.1] we have
Therefore the reduction of P modulo p is a ramified point of the reduced map φ p . With a proof similar to that of Lemma 2.4 we obtain δ p (P, R) = 0, contradicting our assumption δ p (Q, R) > 0.
Remark 2.7. As for Lemma 2.4, the requirements of Lemma 2.6 can only be satisfied by a map of degree d ≥ 2.
Corollary 2.8. Let K, S , φ be as in Lemma 2.4. Let P ∈ P 1 (K) be a periodic point, and let Q ∈ P 1 (K) such that P Q and φ(P) = φ(Q) (i.e., Q is a tail point of length 1 for φ(P)). If R is any periodic point distinct from P then R is an S -integer with respect to Q.
Proof. Apply Lemma 2.1 and Lemma 2.6.
S -coprime integral coordinates
Let P ∈ P 1 (K) where K is an arbitrary number field. Let S be a finite set of places containing all the archimedean ones. There exist a, b ∈ R S such that P = [a : b]. We say that the homogeneous coordinates
The main property of S -coprime integral coordinates that we will need is the following.
Lemma 3.1. Let P 1 , P 2 ∈ P 1 (K) be points that can be written in S -coprime integral coordinates P 1 = [x 1 : y 1 ] and P 2 = [x 2 : y 2 ]. Then for any p S δ p (P 1 , P 2 ) = ν p (x 1 y 2 − x 2 y 1 ).
Proof. This is clear from the definitions of S -coprime integral coordinates and the p-adic chordal valuation.
Unfortunately, if the ring R S is not a principal ideal domain, there exist points in P 1 (K) that do not have S -coprime integral coordinates. We could avoid this problem by taking a larger set S of places of K containing S , such that the ring R S is a principal ideal domain. Indeed, the class number of R S (i.e., the order of the fractional ideal class group) is finite (e.g., see Corollary in Chapter 5 in [Mar77] ). We denote by h the class number of R S . By a simple inductive argument, we can choose S such that |S| ≤ s + h − 1. By working with S, we will obtain bounds depending also on h. Instead, we use the same argument as in [Can07] (also in [CP16] ) in order to avoid the presence of h in our bounds.
Let H be a subgroup of an abelian group G, then the set 
domain. This is again a consequence of the finiteness of the class group of K, and the construction of the minimal extension L with the required property is described in detail in [Can07] (after the statement of Theorem B in that article). Any point P ∈ P 1 (L) can thus be written in S L -coprime integral coordinates (by S L -coprime integral coordinates we mean S -coprime integral coordinates with S = S L ). Furthermore, the coordinates can be normalized in such a way that given any two points P 1 = [x 1 : y 1 ] and P 2 = [x 2 : y 2 ] (written in these normalized coordinates), we have
This normalization is described in the proof of Theorem 1 in [Can07] . We call such a choice of coordinates S -radical coprime integral coordinates (this type of coordinates was named
Lemma 3.2. Let P 1 , P 2 , P 3 , P 4 ∈ P 1 (K), and let L and S L be as discussed above. Consider P 1 , P 2 , P 3 , P 4 as points in P 1 (L). Then
for eachp S L if and only if there exist S -radical coprime integral coordinates
for some u ∈ √ R * S . Proof. Since P 1 , P 2 , P 3 , P 4 ∈ P 1 (K) we can choose S -radical coprime integral coordinates such that
The other implication is trivial.
Remark 3.3. In the proof of Theorem 1, the finitely generated group √ R * S takes the place of the group Γ in the unit equation (1.6). Since this is not necessarily the group of S -units of a number field, we will not be able to use Evertse's bounds for S -unit equations (described in the introduction).
Proof of the Four-Point Lemma
Proof of the Four-Point Lemma. Let K, S and φ be as in the statement of the lemma (see also Remark 3.3), and let L be the extension of K and S L the set of places as described in Section 3. Let
be written in S -radical coprime integral coordinates. We can assume that none of the images φ(A), φ(C), φ(E), φ(G) is the point [0 : 1], as otherwise we can conjugate φ by a suitable automorphism α ∈ PGL 2 (R S ) and move these points away from [0 : 1]. We replace φ by the conjugate map α • φ • α −1 and the points A, C, E and G by the points α(A), α(C), α(E) and α(G), respectively. This does not cause problems since α • φ • α −1 still has good reduction outside S , the degree of the map does not change and the p-adic chordal valuation remains invariant under the change in coordinates, via an automorphism with good reduction at p.
Let P ∈ P be a general point and let [x 1 : y 1 ] and [x 2 : y 2 ] be S -radical coprime integral coordinates for P and φ(P), respectively (notice that we do not rule out the possibility that P is equal to φ(P) or to any of the points A, C, E and G). We assume in what follows that P [1 : 0] (i.e., [1 : 0] P), and then add 1 to the bound that we obtain with P [1 : 0]. By Lemma 3.2, the four equalities in (1.7) are satisfied if and only if there exist four units u i ∈ √ R * S , i ∈ {1, 2, 3, 4} such that the following system of equations is satisfied (4.1)
Note that in the system in (4.1) we may assume that one of the u i is 1, for example u 4 = 1. In fact, it is enough to take u 4 x 1 , u 4 y 1 instead of x 1 , y 1 , respectively, and replace u i by u i /u 4 for i ∈ {1, 2, 3} (note that [u 4 x 1 : u 4 y 1 ] are still S -radical coprime integral coordinates for P). By assumption, the system in (4.1) has a nonzero solution (x 1 , y 1 , x 2 , y 2 ) (0, 0, 0, 0). Therefore the rank of the matrix
associated to the system in (4.1) has to be less than 4. By considering the 2 × 2 minors in the first two columns one sees that each pair of rows of the matrix M is linearly independent, since the points A, C, E and G are distinct. This implies that the rank of M is at least 2. Case 1: In this case we consider all cases where the fourth row in (4.1) is a linear combination of two other rows in (4.1). Suppose first that the fourth row in (4.1) is a linear combination of the first two rows. We consider the (3, 4) minor of M: one of these solutions. By considering the first and last equations of the system (4.1), we obtain the system (4.3) .1), and such that the fourth row in (4.1) is a linear combination of any other two rows in (4.1). Case 2: In this case we assume that the fourth row in (4.1) is not a linear combination of any other two rows in (4.1). This means that the rank of the matrix M must be exactly 3, so that there is at most one solution (x 1 /y 1 , x 2 /y 1 , y 2 /y 1 ) determined by each set of values of (u 1 , u 2 , u 3 ) (recall that y 1 0 since P [1 : 0]). Moreover, if such a solution exists it is in fact determined by any pair (u i , u j ) for distinct i, j in {1, 2, 3}, since we assumed that the fourth equation of (4.1) is independent of any two other equations.
The determinant of the matrix M is zero, as the space of solutions of the system in (4.1) has positive dimension by the assumption of the existence of a point P in P. Thus we have
By the assumptions on the points A, C, E, G, each of the coefficients of the units u 1 , u 2 , u 3 , u 1 u 2 , u 1 u 3 , u 2 u 3 in (4.5) is nonzero. Subcase where in Now we take into consideration the subcases where in (4.5) there are vanishing subsums. These can be sorted into three types: the subcase "3+3" where the sum in (4.5) can be divided into two vanishing subsums each one with three addends; the subcase "2+2+2" where the sum in (4.5) can be divided into three vanishing subsums; finally, the subcase "4+2" containing all other possible vanishing subsums.
To ease notation we denote
so that (4.5) assumes the form (4.6) αβu 1 + γδu 2 + ηνu 3 + µλu 1 u 2 + ǫρu 1 u 3 + ωζu 2 u 3 = 0.
Subcase "3+3": There are exactly 10 possible pairs of vanishing subsums in this subcase. Let us first assume that the following two subsums vanish:
The above system is equivalent to:
There are at most 2 pairs (u 1 /u 3 , u 2 /u 3 ) in √ R * S 2 satisfying (4.8). Indeed, if we set x = u 1 /u 3 and y = u 2 /u 3 , and denote the four coefficients in the system by a, b, c and d, then (4.8) assumes the following form.
(4.9) ax + by = 1 dx + cy = xy.
This system has at most two possible solutions (intersection of a line with a non-degenerate conic). Fix one of these two solutions (m 1 , m 2 ) ∈ √ R * S 2 .
Therefore we have u 1 = m 1 u 3 and u 2 = m 2 u 3 . By considering the first, second and fourth equation in the system (4.1) we obtain (4.10)
where the variables are x 1 , y 1 , x 2 , y 2 and u 3 is considered a free parameter in √ R * S . Each nontrivial solution of the system (4.10) must satisfy equalities of the following form:
where q 1 , q 2 , q 3 are quadratic rational functions with coefficients in L. This can be seen by applying Cramer's rule to (4.10), solving for (x 1 /y 1 , x 2 /y 1 , y 2 /y 1 ). Since the denominators of q 1 , q 2 and q 3 are all equal to the determinant of (4.10) with respect to (x 1 /y 1 , x 2 /y 1 , y 2 /y 1 ), we get that x 1 /y 1 and x 2 /y 2 are also at most quadratic rational functions in u 3 with coefficients in L (if y 2 is zero so we have [ Let us now assume that the following two subsums vanish:
(4.12) αβu 1 + γδu 2 + µλu 1 u 2 = 0 ηνu 3 + ǫρu 1 u 3 + ωζu 2 u 3 = 0.
After cancelling out u 3 form the second equation, we see that there are at most 2 solutions (u 1 , u 2 ) ∈ √ R * S 2 for (4.12) (once again, we have an intersection of a line with a non-degenerate conic). Each pair (u 1 , u 2 ) determines uniquely a triple (x 1 /y 1 , y 2 /y 1 , x 2 /y 1 ), since the first, second and fourth equations of system (4. We obtain the same bound for the vanishing subsums
We assume now that the following two subsums vanish:
(4.13) αβu 1 + γδu 2 + ωζu 2 u 3 = 0 ηνu 3 + µλu 1 u 2 + ǫρu 1 u 3 = 0.
There are at most B(|S |) solutions (u 1 /u 2 , u 3 ) ∈ √ R * S 2 for the first equation in (4.13). For each such solution (m 1 , m 2 ), the second equation of (4.13) becomes ηνm 2 + µλm 1 u (4.14) αβu 1 + γδu 2 + ηνu 3 + µλu 1 u 2 = 0 ǫρu 1 u 3 + ωζu 2 u 3 = 0.
We eliminate u 1 to get
Note that − αβωζ ǫρ + γδ 0 as this would imply that the subsum ηνu 3 + µλu 1 u 2 vanishes, but we are in the case "4+2". Therefore there are at most B(|S |) solutions (u 2 , u 3 /u 2 ) for equation (4.15). Together with the second equation in (4.14), each solution determines a triple (u 1 , u 2 , u 3 ) which in turn determines uniquely the points [x 1 : y 1 ] and [x 2 : y 2 ]. Thus the vanishing subsums in (4.14) provide at most B(|S |) pairs of points [x 1 : y 1 ], [x 2 : y 2 ] ∈ P 1 (K) with φ([x 1 : y 1 ]) = [x 2 : y 2 ] satisfying (4.12). There exactly 3 pairs of vanishing subsums as in (4.14); namely where the "short" equation contains a monomial in u i u j and a monomial in u j u k with {i, j, k} = {1, 2, 3}.
Let us assume now that the following two subsums vanish (4.16)
We use the second equation to eliminate u 3 and get
This equation admits at most C(3, |S |) solutions (
Each such triple determines two possible values for u 2 , so there are at most 2C(3, |S |) We assume now that the two vanishing subsums are the following ones:
(4.17)
This system is equivalent to (4.18) Finally, we assume now that the two vanishing subsums are the following ones:
We use the first equation to eliminate u 1 and get
There are at most B(|S |) solutions (4.20)
Note that we should have det αβ γδ ǫρ ωζ = 0 since u 1 , u 2 , u 3 cannot be zero, so that we can drop the third equation from the system. The system (4.20) is therefore equivalent to
By using the same argument as the one for the first subcase "3+3", i.e., system (4.7), we see that at most 2d +2 values are possible for u 1 . Therefore we conclude that for the case of vanishing subsums in We assume now that the three vanishing subsums are the following ones:
This system admits at most one solution (u 1 , u 2 , u 3 ) ∈ √ R * S We assume now that the three vanishing subsums are the following ones:
This system is equivalent to
Therefore there are at most 4 solutions (u 1 , u 2 , u 3 ) ∈ √ R * S 3 for the system Putting together all possible subcases of "Case 1" , "Case 2" and P = [1 : 0] we find that there are at most
points in P, which is the number in (1.8).
Proof of the Three-Point Lemma
In order to prove the Three-Point Lemma, we will use the following well known result.
Lemma 5.1. Let K be a number field and S a finite set of places of K of cardinality |S | = s containing all the archimedean ones. Let A 1 , A 2 , A 3 ∈ P 1 (K) be three distinct points. Then the number of S -integral points of P 1 \ {A 1 , A 2 , A 3 } is finite and is bounded by 3 · 7 4s .
Lemma 5.1 is a direct consequence of Evertse's explicit bound on the number of solutions for the S -unit equation in two variables (see [Eve84,  Theorem 1]), by writing the system of linear equations corresponding to the S -integral conditions δ p (P, A i ) = 0 for all i ∈ {1, 2, 3} and p S .
Proof of the Three-Point Lemma. The inequality (1.9), together with Lemmas 2.4 and 2.6, implies that there exist three distinct points Q 1 , Q 2 , Q 3 ∈ φ −1 (φ(A)) such that the set P A is contained in the set of S -integral points in P 1 \ {Q 1 , Q 2 , Q 3 }. Now it is enough to apply Lemma 5.1.
Proofs of the theorems and their corollaries
Proof of Theorem 1 and Proposition 1. We assume that there are at least four distinct periodic points in Per(ψ • φ, K), as otherwise we are done. We choose four distinct periodic points and denote them by A, C, E and G, respectively. Since A, C, E, G are four distinct periodic points, the points φ(A), φ(C), φ(E), φ(G) are also four distinct points.
Let P ∈ P 1 (K) be a periodic point for ψ • φ. By Lemma 2.2 the four equalities in (1.7) hold. Therefore
where P is the set defined in the Four-Point Lemma. Therefore, by the Four-Point Lemma we may choose κ = 3B(|S |) + 13 and λ = 27B(|S |) + C(5, |S |) + 6C(3, |S |) + 32. However, we may then decrease λ by 1, since we can first move all the periodic points away from [0 : 1] by conjugating φ by an appropriate element in PGL 2 (R S ), so that even if [0 : 1] is in P it is not periodic (recall that in the proof of the Four-Point Lemma we always add 1 to include the possibility that [0 : 1] is in P).
Proof of Corollary 2. Let G = {φ 1 , . . . , φ n } be a minimal set (with respect to inclusion) of generators of the semigroup I, such that φ 1 , . . . , φ n have degrees d 1 , . . . , d n respectively. Let S be the set of places of K containing all the archimedean ones and all the places of bad reduction of all the maps in G. Therefore each map in I has good reduction outside S . Furthermore each map in I can be presented as ψ • φ i for some i ∈ {1, . . . , n} and ψ is either the identity map or ψ ∈ I. In both cases we have that ψ has good reduction outside S . Let d = max 1≤i≤n {d i }. We may apply our Theorem 1 to obtain: |Per(ψ • φ i , K)| ≤ κd + λ where the numbers κ and λ are the ones given in the proof of Theorem 1.
Proof of Corollary 3.
Here S contains only the archimedean absolute value, and the group of S -units is just {±1}. Let a, b ∈ C * , then the unit equation ax + by = 1 has only one solution with x, y ∈ {±1}, since only one of the equations a + b = 1, a − b = 1, b − a = 1, a + b = −1 can be satisfied simultaneously. Therefore we can take B(|S |) to be 1.
In Case 1 in the proof of the Four-Point Lemma, we only need the case where the fourth row of (4.1) is a linear combination of the first and second rows. This subcase of Case 1 has at most d + 1 solutions. Suppose now that the first, second and fourth rows are linearly independent. As mentioned in Case 2 of the proof, any solution of the system is then determined uniquely by the values of u 1 and u 2 , but these have at most 4 values. Thus Case 2 collapses to checking if (4.1) has solutions with these four values of (u 1 , u 2 ).
Thus in total there are at most d + 5 periodic points defined over Q.
Proof of Theorem 2. Lemma 2.2 implies that the set of K-rational periodic points of φ is contained in the set P A in the Three-Point Lemma. Thus the theorem follows immediately from the Three-Point Lemma.
Proof of Corollary 4. As remarked after the statement of the Three-Point Lemma, we may assume that |A| ≤ 3. Over Q, with S containing only the archimedean place, we have R * S = {±1}. Thus, for given a, b ∈ Q, the S -unit equation ax + by = 1 has at most one solution for x, y ∈ R * S . In the proof of Theorem 2, the bound for the cardinality of the set of K-rational periodic points for φ is B + 3, where B is the bound for the solutions in R * S of he S -unit equation ax + by = 1. In the setting of the present corollary, the number B is 1, that proves the corollary.
Remark 6.1. As pointed out in Remark 1 in the introduction, the ramified periodic points in Theorem 2 and Corollary 4 can be replaced by periodic points with ramified points in their orbit. This can be proved by combining Corollaries 2.5 and 2.8 together with Lemma 5.1.
Proof of Theorem 3. By Lemma 2.2 we have
Per(ψ • φ, K) ⊆ P A where P A is the set defined in Three-Point Lemma. Therefore, by the Three-Point Lemma the inequality (1.10) holds.
Proof of Corollary 5. If ψ • φ has less than three K-rational periodic points we are done. Suppose that ψ• φ has at least three K-rational periodic points. We choose as A a set with three K-rational periodic points for ψ • φ. By Lemma 2.2 we have Per(ψ • φ, K) ⊆ P A . Since φ has degree 2, each point in A ∈ A either is a ramification point for φ or the fiber over φ(A) admits a K-rational preperiodic points that is not periodic, so not in A. Hence we conclude by applying Three-Point Lemma.
Polynomials with integer coefficients
In this section, we reproduce the main results from G. Baron's unpublished article, providing alternative shorter proofs (we emphasize that the lemmas below already appeared in Baron's original manuscript). Proof. Since the degree is ≥ 2, then a, b, e ∈ Z (all periodic points of f are roots of monic polynomials with integer coefficients, and therefore must be integral over Z). The polynomial map f has good reduction at any prime of Z, so that it has good reduction outside S = {∞}, the set containing only the unique archimedean place of Q. The only S -units are ±1. Proof. Suppose that all the periodic points of f in P 1 (Q) are fixed. Then the bound d + 1 holds, as fixed points are roots of f (x) − x. Suppose that f has a periodic point a ∈ Q that is not fixed. Then the period of a is two, and we set h = a + f (a). By Lemmas 7.1 and 7.2 we have b + f (b) = h for any periodic point b ∈ Q (so in Z). Therefore any such b is a root of the polynomial equation f (x) − x − h = 0, which has degree d. Thus there are at most d periodic points in Q. Together with the point at infinity we get d + 1.
