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WEAKLY GLOBULAR TAMSAMANI N -CATEGORIES
AND THEIR RIGIDIFICATION
SIMONA PAOLI
Abstract. We introduce a new class of higher categorical struc-
tures called weakly globular Tamsamani n-categories. These gener-
alize the Tamsamani-Simpson model of higher categories by using
the new paradigm of weak globularity to weaken higher categorical
structures. We prove this new structure is suitably equivalent to
a simpler one previously introduced by the author, called weakly
globular n-fold categories.
1. Introduction
In this paper we introduce a new higher categorical structure, called
a weakly globular Tamsamani n-category and we prove its equivalence
with a simpler higher categorical structure introduced by the author in
[27], called a weakly globular n-fold category.
Higher category theory witnessed an explosion of interest in recent
years and found applications to disparate fields, such as homotopy the-
ory [9] [23], algebraic geometry [33], mathematical physics [24], logic
and computer science [40],[39].
In a category there are objects, arrows, identity arrows, and compo-
sition of arrows that are associative and unital. Higher categories gen-
eralize categories by admitting higher arrows (also called higher cells)
and compositions between them. The behaviour of these compositions
determine two main classes: strict and weak higher categories.
For each of these classes, there are higher categories which admits
cells in every dimensions, and those that have cells in dimensions only
up 0 to n. The former have been studied extensively in relation to ap-
plications to homotopy theory, giving rise to several notions of (∞, n)-
category [7], [8], [9], [4], [24], [23] as well as weak ω-category [38].
In this work we concentrate on the second ’truncated’ case, with cells
in dimensions 0 up to n. This is close to one of the original motiva-
tions for the development of higher categories, namely the modelling
of the building blocks of spaces, the n-types, and it is of fundamental
importance for higher category theory. It also leads to applications to
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homotopy theory in the search for a combinatorial description of the
k-invariants of spaces and of simplicial categories.
In a strict higher category, compositions are associative and unital,
and there is a simple way to describe strict n-categories via iterated
enrichment. Although simple to define, strict n-categories are insuffi-
cient for many applications and the wider class of weak n-categories is
needed.
In a weak n-category, higher cells compose in a way that is associative
and unital only up to an invertible cell in the next dimension, and
these associativity and unit isomorphisms are suitably compatible or
coherent.
In low dimensions, the prototype of a weak n-category is the classi-
cal the notion of bicategory [6] (when n=2) and tricategory [16](when
n=3). In dimension n > 3, writing explicitly the coherence data for a
weak n-category is too complex. Instead, different combinatorial mod-
els of weak n-category were developed, using a variety of techniques
such as operads [5], [13], [21], simplicial sets [33], [36], opetopes [14]
and many others.
A good notion of weak n-category needs to satisfy the homotopy
hypothesis of giving an algebraic model of the building blocks of spaces
(the n-types) when the cells in the structure are weakly invertible, that
is in the weak n-groupoid case.
A very important model of higher categories was developed by Tam-
samani and Simpson [33], [36]. This model is based on the combina-
torics of multi-simplicial sets. The latter are combinatorial models of
spaces and feature prominently in homotopy theory [15].
The idea of the Tamsamani-Simpson model stems from a well-known
connection between categories and simplicial sets, via the nerve functor
N : Cat → [∆
op
, Set] .
This functor is fully faithful and a characterization of its image can be
given in terms of Segal maps. Given a simplicial set X the Segal maps
for each k ≥ 2 are maps of sets
Xk → X1×X0
k
· · ·×X0 X1.
Then X is the nerve of a category if and only if all the Segal maps are
isomorphisms. Thus the Segal maps are natural candidates for the com-
position in a category, and the condition that they are isomorphisms
determines the structure of a category.
Segal maps can be defined for any n-fold simplicial setX ∈ [∆n
op
, Set].
Namely, viewing X as a simplicial object in (n− 1)-fold simplicial sets
in n different directions affords corresponding Segal maps. These are
candidates for the compositions of the higher cells in the structures.
In the Tamsamani-Simpson model Tan, the higher cells are encoded
as discrete structures (that is, sets) in the respective dimensions. This
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is called the globularity condition, since it gives rise to the globular
shape of the higher cells in the structure.
If in addition to the globularity condition we require the Segal maps
in all simplicial directions to be isomorphisms we obtain a strict n-
category, described in multi-simplicial language.
The Tamsamani-Simpson model is a suitable weakening of this con-
struction. Namely, the globularity condition is maintained, but the
Segal maps are no longer isomorphisms but suitably defined higher
categorical equivalences.
In this paper we introduce a new Segal-type model of higher cat-
egories based on multi-simplicial structures, called a weakly globular
Tamsamani n-category and denoted by Tanwg. This model uses a new
paradigm to weaken higher categorical structures, which is the notion
of weak globularity. This notion was introduced by the author in [27]
with the category Catnwg of weakly globular n-fold categories.
In the weakly globular approach to higher categories the globularity
condition is replaced by weak globularity: the cells in each dimension (0
up to n) no longer form a set but have a categorical structure on their
own which is equivalent in a suitable sense to a discrete one. More
precisely, it is a homotopically discrete n-fold category in the sense
defined by the author in [26].
The behaviour of the compositions is controlled by the induced Segal
maps, which for X ∈ Tanwg have the form for each k ≥ 2
Xk → X1×Xd0
k
· · ·×Xd0 X1.
Here Xd0 is the discretization of the homotopically discrete object X0.
In a weakly globular Tamsamani n-category the induced Segal maps
are required to be suitable higher categorical equivalences. The formal
definition of X is given by induction on dimension. The Segal maps
are in general not isomorphisms.
Weakly globular n-fold categories satisfy the weak globularity condi-
tion and their induced Segal maps are higher categorical equivalences
but, being n-fold categories, all their Segal maps are isomorphisms.
There are embeddings
Catnwg ⊂ Ta
n
wg and Ta
n ⊂ Tanwg .
Thus weakly globular Tamsamani n-categories are a generalization
both of the Tamsamani-Simpson model and of weakly globular n-fold
categories.
The main result of this paper, Theorem 7.4, asserts the existence of
a functor, called rigidification
Qn : Ta
n
wg → Cat
n
wg
such that for each X ∈ Tanwg there is a suitable higher categorical
equivalence QnX → X . This result means thatX can be approximated
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with the more rigid and therefore simpler structure QnX . In particular,
this implies (see Corollary 7.5) that the two categories Catnwg and Ta
n
wg
are equivalent after localization with respect to the n-equivalences.
Rigidification of structures defined up to homotopy is an important
topic in homotopy theory, where it is often tackled with model the-
oretic techniques [1]. In the higher categorical setting, rigidification
results have been proved for (∞, 1)-categories [9] but not for the more
complex case of weak n-categories for general n > 0. Our result is
an important step in the study of rigidification in the general higher
categorical setting, and paves the way for further developments and
applications.
In a subsequent paper [29] we will show that the rigidification functor
Qn leads to a suitable equivalence between Cat
n
wg and the Tamsamani
n-categories Tan, exhibiting Catnwg as a new model of weak n-categories
satisfying, in particular, the homotopy hypothesis. This model will lead
to new connections between different combinatorics modelling higher
structures, as well as to applications to homotopy theory.
The rigidification functor factors through the category
SegPs[∆n−1
op
,Cat ]
of Segalic pseudo-functors introduced by the author in [27] whose stric-
tification gives weakly globular n-fold categories (see [27]). That is, Qn
is the composite
Qn : Ta
n
wg −→ SegPs[∆
n−1op,Cat ]
St
−→ Catnwg .
where St is the classical strictification of pseudo-functors, see [20], [30].
The functor from Tanwg to Segalic pseudo-functors further factorizes as
Tanwg
Pn−→ LTanwg
Tr n−−→ SegPs[∆n−1
op
,Cat ]
where LTanwg is a full subcategory of Ta
n
wg from which it is easy to
construct a pseudo-functor using a general categorical technique known
as of ’transport of structure along an adjunction’. The functor Pn
produces a functorial approximation (up to n-equivalence) of an object
of Tanwg with an object of LTa
n
wg.
This paper is organized as follows. In Section 2 we recall some basic
multi-simplicial techniques used throughout the paper, the classical
theory of strictification of pseudo-functors as well as the technique of
transport of structure to produce pseudo-functors.
In Section 3 we recall the definition of the category Catnwg of weakly
globular n-fold categories and of Segalic pseudo-functors introduced in
[27].
In Section 4 we introduce the category Tanwg of weakly globular Tam-
samani n-categories and of n-equivalences and we prove its main prop-
erties. In particular we show in Proposition 4.13 a criterion for an
n-equivalence in Tanwg to be a levelwise equivalence of categories. This
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is used crucially in Section 6 in the proofs of Lemma 6.6 and Theorem
6.7.
In Section 5 we continue the study of the category Tanwg and we focus
on the important functor
q(n) : Tanwg → Ta
n−1
wg .
This functor generalizes to higher dimensions the connected compo-
nents functor q : Cat → Set. For each X ∈ Tanwg there is a map
γ(n) : X → d(n)q(n)X where d(n) is the inclusion of Tan−1wg in Ta
n
wg as
a discrete structure in the top dimension. We study the properties of
pullbacks along this map playing a crucial role in Section 6.
In Section 6 we introduce the subcategory LTanwg ⊂ Ta
n
wg and we
show in Theorem 6.7 and Corollary ?? that every object of Tanwg is
n-equivalent to an object of LTanwg.
In Section 7, Theorem 7.3 we prove the existence of a functor
Trn : LTa
n
wg → SegPs[∆
n−1op,Cat ]
We then use the functor Trn and the results of Section 6 to build
the rigidification functor Qn.
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2. Preliminaries
In this section we review some basic simplicial techniques that we will
use throughout the paper as well as some categorical background on
pseudo-functors and their strictification, and on a technique to produce
pseudo-functors. The material in this section is well-known, see for
instance [11], [15], [19], [30], [20].
2.1. Simplicial objects. Let ∆ be the simplicial category and let ∆n
op
denote the product of n copies of ∆op. Given a category C, [∆n
op
, C] is
called the category of n-simplicial objects in C (simplicial objects in C
when n = 1).
Notation 2.1. IfX ∈ [∆n
op
, C] and k = ([k1], . . . , [kn]) ∈ ∆
nop, we shall
denote X([k1], . . . , [kn]) by X(k1, . . . , kn), as well as Xk1,...,kn and Xk.
We shall also denote k(1, i) = ([k1], . . . , [ki−1], 1, [ki+1], . . . , [kn]) ∈ ∆
nop
for 1 ≤ i ≤ n.
Every n-simplicial object in C can be regarded as a simplicial object
in [∆n−1
op
, C] in n possible ways. For each 1 ≤ i ≤ n there is an
isomorphism
ξi : [∆
nop, C]→ [∆
op
, [∆n−1
op
, C]]
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given by
(ξiX)r(k1, . . . , kn−1) = X(k1, . . . , ki−1, r, ki+1, . . . , kn−1)
for X ∈ [∆n
op
, C] and r ∈ ∆op.
Definition 2.2. Let F : C → D be a functor, I a small category.
Denote
F : [I, C]→ [I,D]
the functor given by
(FX)i = F (X(i))
for all i ∈ I.
Definition 2.3. Let X ∈ [∆
op
, C] be a simplicial object in any category
C with pullbacks. For each 1 ≤ j ≤ k and k ≥ 2, let νj : Xk → X1 be
induced by the map [1]→ [k] in ∆ sending 0 to j − 1 and 1 to j. Then
the following diagram commutes:
Xk
ν1
tt❥❥❥❥
❥❥❥❥
❥❥❥❥
❥❥❥❥
❥❥❥❥
❥❥
ν2
⑦⑦
⑦⑦
⑦⑦
⑦
νk
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
X1
d1
⑧⑧
⑧⑧
⑧⑧
⑧
d0
❄
❄❄
❄❄
❄❄
X1
d1
⑧⑧
⑧⑧
⑧⑧
⑧
d0
❅
❅❅
❅❅
❅❅
. . . X1
d1
||③③
③③
③③
③③ d0
❄
❄❄
❄❄
❄❄
X0 X0 X0 . . .X0 X0
(1)
IfX1×X0
k
· · ·×X0 X1 denotes the limit of the lower part of the diagram
(1), the k-th Segal map for X is the unique map
µk : Xk → X1×X0
k
· · ·×X0 X1
such that prj µk = νj where prj is the j
th projection.
Definition 2.4. Let X ∈ [∆
op
, C] and suppose that there is a map
γ : X0 → X
d
0 in C γ : X0 → X
d
0 such that the limit of the diagram
X1
γd1
✄✄
✄✄
✄✄
✄
γd0
❀
❀❀
❀❀
❀❀
X1
γd1
✄✄
✄✄
✄✄
✄
γd0
  ❆
❆❆
❆❆
❆❆
❆
· · · k · · · X1
γd1
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥ γd0
❀
❀❀
❀❀
❀❀
Xd0 X
d
0 X
d
0 · · · · · ·X
d
0 X
d
0
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exists; denote the latter by X1×Xd0
k
· · ·×Xd0 X1. Then the following
diagram commutes, where νj is as in Definition 2.3, and k ≥ 2
Xk
ν1
tt✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐
ν2
⑦⑦
⑦⑦
⑦⑦
⑦
νk
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
X1
γd1
⑧⑧
⑧⑧
⑧⑧
⑧
γd0
❄
❄❄
❄❄
❄❄
X1
γd1
⑧⑧
⑧⑧
⑧⑧
⑧
γd0
❄
❄❄
❄❄
❄❄
. . . X1
γd1
}}③③
③③
③③
③③ γd0
❄
❄❄
❄❄
❄❄
Xd0 X
d
0 X
d
0 . . .X
d
0 X
d
0
The k-th induced Segal map for X is the unique map
µˆk : Xk → X1×Xd0
k
· · ·×Xd0 X1
such that prj µˆk = νj where prj is the j
th projection.
2.2. n-Fold internal categories. Let C be a category with finite lim-
its. An internal category X in C is a diagram in C
X1×X0 X1
m // X1
d0 //
d1 // X0
s
oo
(2)
wherem, d0, d1, s satisfy the usual axioms of a category (see for instance
[11] for details). An internal functor is a morphism of diagrams like
(2) commuting in the obvious way. We denote by Cat C the category
of internal categories and internal functors.
The category Catn(C) of n-fold categories in C is defined induc-
tively by iterating n times the internal category construction. That
is, Cat1(C) = Cat and, for n > 1,
Catn(C) = Cat (Catn−1(C)).
When C = Set, Catn(Set) is simply denoted by Catn and called the
category of n-fold categories (double categories when n = 2).
2.3. Nerve functors. There is a nerve functor
N : Cat C → [∆
op
, C]
such that, for X ∈ Cat C
(NX)k =


X0, k = 0;
X1, k = 1;
X1×X0
k
· · ·×X0 X1, k > 1.
When no ambiguity arises, we shall sometimes denote (NX)k by Xk
for all k ≥ 0.
The following fact is well known:
Proposition 2.5. A simplicial object in C is the nerve of an internal
category in C if and only if all the Segal maps are isomorphisms.
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By iterating the nerve construction, we obtain the multinerve functor
N(n) : Cat
n(C)→ [∆n
op
, C] .
Definition 2.6. An internal n-fold category X ∈ Catn(C) is said to be
discrete if N(n)X is a constant functor.
Each object of Catn(C) can be considered as an internal category in
Catn−1(C) in n possible ways, corresponding to the n simplicial direc-
tions of its multinerve. To prove this, we use the following lemma,
which is a straightforward consequence of the definitions.
Lemma 2.7.
a) X ∈ [∆n
op
, C] is the multinerve of an n-fold category in C if and
only if, for all 1 ≤ r ≤ n and [p1], . . . , [pr] ∈ ∆
op, pr ≥ 2
X(p1, ..., pr, -) ∼=
∼= X(p1, ..., pr−1, 1, -)×X(p1,...,pr−1,0,-)
pr
· · ·×X(p1,...,pr−1,0,-) X(p1, ..., pr−1, 1, -)
(3)
b) Let X ∈ Catn(C). For each 1 ≤ k ≤ n, [i] ∈ ∆op, there is
X
(k)
i ∈ Cat
n−1(C) with
N(n−1)X
(k)
i (p1, . . . , pn−1) = N(n)X(p1, . . . , pk−1, i, pk, . . . , pn−1)
Proof.
a) By induction on n. By Proposition 2.5, it is true for n = 1.
Suppose it holds for n − 1 and let X ∈ Cat (Catn−1(C)) with objects
of objects (resp. arrows) X0 (resp. X1); denote (NX)p = Xp. By
definition of the multinerve
(N(n)X)(p1, . . . , pr, -) = N(n−1)Xp1(p2, . . . , pr, -) .
Hence using the induction hypothesis
N(n)X(p1...pr -) = N(n−1)Xp1(p2...pr -)
∼=
∼= N(n−1)Xp1(p2...pr−1 1 -)×N(n−1)Xp1 (p2...pr−1 0 -)
pr
· · ·×N(n−1)Xp1 (p2...pr−1 0 -) N(n−1)Xp1(p2...pr−1 1 -) =
= N(n)X(p1...pr−1 1 -)×N(n)X(p1...pr−1 0 -)
pr
· · ·×N(n)X(p1...pr−1 0 -) N(n)X(p1...pr−1 1 -).
Conversely, supposeX ∈ [∆n
op
, C] satisfies (3). Then for each [p] ∈ ∆op,
X(p, -) satisfies (3), hence
X(p, -) = N(n−1)Xp
for Xp ∈ Cat
n−1(C). Also, by induction hypothesis
X(p, -) = X(1, -)×X(0,-)
p
· · ·×X(0,-) X(1, -) .
Thus we have the object X ∈ Catn(C) with objects X0, arrows X1 and
Xp = X(p, -) as above.
b) By part a), there is an isomorphism for pr ≥ 2
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N(n)X(p1...pn) =
N(n)X(p1...pr−1 1...pn)×N(n)X(p1...pr−1 0...pn)
pr
· · ·×N(n)X(p1...pr−1 0...pn) N(n)X(p1...pr−1 1...pn) .
In particular, evaluating this at pk = i, this is saying the (n − 1)-
simplicial group taking (p1...pn) to N(n)X(p1...pk−1 i...pn−1) satisfies
condition (3) in part a). Hence by part a) there exists X
(k)
i with
N(n−1)X
(k)
i (p1...pn−1) = N(n)X(p1...pk−1 i...pn−1)
as required. 
Proposition 2.8. For each 1 ≤ k ≤ n there is an isomorphism ξk :
Catn(C) → Catn(C) which associates to X = Catn(C) an object ξkX of
Cat (Catn−1(C)) with
(ξkX)i = X
(k)
i i = 0, 1
with X
(k)
i as in Lemma 2.7.
Proof. Consider the object of [∆
op
, [∆n−1
op
, C]] taking i to the (n− 1)-
simplicial object associating to (p1, ..., pn−1) the object
N(n)X(p1...pk−1 i pk+1...pn−1) .
By Lemma 2.7 b), the latter is the multinerve of X
(k)
i ∈ Cat
n−1(C).
Further, by Lemma 2.7 a), we have
N(n−1)X
(k)
i
∼= N(n−1)X
(k)
1 ×N(n−1)X(k)0
i
· · ·×
N(n−1)X
(k)
0
N(n−1)X
(k)
1 .
Hence N(n)X as a simplicial object in [∆
n−1op, C] along the kth direction,
has
(N(n)X)i =
{
N(n−1)X
(k)
i , i = 0, 1;
N(n−1)(X
(k)
1 ×X(k)0
i
· · ·×
X
(k)
0
X
(k)
1 ), for i ≥ 2.
This defines ξkX ∈ Cat (Cat
n−1(C)) with
(ξkX)i = N(n−1)X
(k)
i i = 0, 1 .
We now define the inverse for ξk. Let X ∈ Cat (Cat
n−1(C)), and let
Xi = X1×X0
i
· · ·×X0 X1 for i ≥ 2. The n-simplicial object Xk taking
(p1, . . . , pn) to
N(n)Xpk(p1...pk−1pk+1...pn)
satisfies condition (3), as easily seen. Hence by Lemma 2.7 there is
ξ′kX ∈ Cat
nC such that N(n)ξ
′
kX = Xk. It is immediate to check that
ξk and ξ
′
k are inverse bijections. 
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Definition 2.9. The nerve functor in the kth direction is defined as
the composite
N (k) : Catn(C)
ξk−→ Cat (Catn−1(C))
N
−→ [∆
op
,Catn−1(C)]
so that, in the above notation,
(N (k)X)i = X
(k)
i i = 0, 1 .
Note that N(n) = N
(n)...N (2)N (1).
Notation 2.10. When C = Set we shall denote
Jn = N
(n−1) . . . N (1) : Catn → [∆n−1
op
,Cat ] .
Thus Jn amounts to taking the nerve construction in all but the
last simplicial direction. The functor Jn is fully faithful, thus we can
identify Catn with the image Jn(Cat
n) of the functor Jn.
Given X ∈ Catn, when no ambiguity arises we shall denote, for each
(s1, . . . , sn−1) ∈ ∆
n−1op
Xs1,...,sn−1 = (JnX)s1,...,sn−1 ∈ Cat
and more generally, if 1 ≤ j ≤ n− 1,
Xs1,...,sj = (N
(j) . . . N (1)X)s1,...,sj ∈ Cat
n−j .
Let ob : Cat C → C be the object of object functor. The left adjoint to
ob is the discrete internal category functor d. By Proposition 2.8 we
then have
CatnC
ξn
∼= Cat (Catn−1C)
ob //
Catn−1C .
d
oo
We denote
d(n) = ξ−1n ◦ d for n > 1, d
(1) = d .
Thus d(n) is the discrete inclusion of Catn−1C into CatnC in the nth
direction.
The following is a characterization of objects of [∆n−1
op
,Cat ] in the
image of the functor Jn in 2.10.
Lemma 2.11. Let L ∈ [∆n−1
op
,Cat ] be such that, for all k ∈ ∆n−1
op
,
1 ≤ i ≤ n− 1 and ki ≥ 2, the Segal maps are isomorphisms:
Lk ∼= Lk(1,i)×Lk(0,i)
ki
· · ·×Lk(0,i) Lk(1,i) . (4)
Then L ∈ Catn.
Proof. By induction on n. When n = 2, L ∈ [∆
op
,Cat ], k ∈ ∆op, i = 1,
k(1, i) = 1, k(0, i) = 0, ki = k = 2 and
Lk ∼= L1×L0
k
· · ·×L0 L1 .
Thus by Proposition 2.5, L ∈ Cat2.
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Suppose the lemma holds for (n−1) and let L ∈ [∆n−1
op
,Cat ] be as in
the hypothesis. Consider Lj ∈ [∆
n−2op,Cat ] for j ≥ 0. Let r ∈ ∆n−2
op
and denote k = (j, r) ∈ ∆n−1
op
. Then, for any 2 ≤ i ≤ n− 1, ki = ri−1
and
Lk = (Lj)r, Lk(1,i) = (Lj)r(1,i−1), Lk(0,i) = (Lj)r(0,i−1) .
Therefore (4) implies
(Lj)r = (Lj)r(1,i−1)×(Lj)r(0,i−1)
ri−1
· · ·×(Lj)r(0,i−1) (Lj)r(1,i−1) .
This means that Lj satisfies the inductive hypothesis and therefore
Lj ∈ Cat
n−1. Taking i = 1 in (4) we see that, for each k1 ≥ 2 and
r = (k2, . . . , kn−1) ∈ ∆
n−2op,
(Lk1)r = (L1)r×(L0)r
k1
· · ·×(L0)r (L1)r .
That is, we have isomorphisms in Catn−1
Lk1
∼= L1×L0
k1
· · ·×L0 L1 .
We conclude from Proposition 2.5 that L ∈ Catn.

Lemma 2.12. Let P be the pullback in [∆n−1
op
,Cat ] of the diagram in
A → C ← B. Suppose that for each k ≥ 2 there are isomorphisms of
Segal maps in [∆n−2
op
,Cat ]
Ak ∼= A1×A0
k
· · ·×A0A1, Ck
∼= C1×C0
k
· · ·×C0C1, Bk
∼= B1×B0
k
· · ·×B0B1 .
Then Pk ∼= P1×P0
k
· · ·×P0 P1.
Proof. We show this for k = 2, the case k > 2 being similar. Since the
nerve functor N : Cat → [∆
op
, Set] commutes with pullbacks (as it is
right adjoint) and pullbacks in [∆n−1
op
,Cat ] are computed pointwise,
for each s ∈ ∆n−1
op
we have a pullback in Set
(NP )2s //

(NA)2s

(NC)2s // (NC)2s
where
(NA)2s = (NA)1s×(NA)0s (NA)1s
and similarly for NC and NB. We then calculate
(NP )2s = (NA)2s×(NC)2s (NB)2s =
= {(NA)1s×(NA)0s (NA)1s}×(NC)1s ×(NC)0s (NC)1s {(NB)1s×(NB)0s (NB)1s}
∼=
∼= {(NB)1s×(NC)0s (NB)1s}×(NA)1s ×(NC)0s (NA)1s {(NB)1s×(NC)0s (NB)1s} =
= (NP )1s×(NP )0s (NP )1s .
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In the above, the isomorphism before the last takes (x1, x2, x3, x4) to
(x1, x3, x2, x4). Since this holds for all s, it follows that
P2 ∼= P1×P0 P1 .
The case k > 2 is similar.

2.4. Some functors on Cat . The connected component functor
q : Cat → Set
associates to a category its set of paths components. This is left adjoint
to the discrete category functor
d(1) : Set→ Cat
associating to a set X the discrete category on that set. We denote by
γ(1) : Id⇒ d(1)q
the unit of the adjunction q ⊣ d(1).
Lemma 2.13. q preserves fiber products over discrete objects and sends
equivalences of categories to isomorphisms.
Proof. We claim that q preserves products; that is, given categories C
and D, there is a bijection
q(C × D) = q(C)× q(D) .
In fact, given (c, d) ∈ q(C ×D) the map q(C ×D)→ q(C)× q(D) given
by [(c, d)] = ([c], [d]) is well defined and is clearly surjective. On the
other hand, this map is also injective: given [(c, d)] and [(c′, d′)] with
[c] = [c′] and [d] = [d′], we have paths in C
c −−− · · · −−− c′
d −−− · · · −−− d′
and hence a path in C × D
(c, d) −−− · · · −−− (c′, d) −−− · · · −−− (c′, d′) .
Thus [(c, d)] = [(c′, d′)] and so the map is also injective, hence it is a
bijection, as claimed.
Given a diagram in Cat C
f
// E D
g
oo with E discrete, we have
C×E D =
∐
x∈E
Cx ×Dx (5)
where Cx, Dx are the full subcategories of C and D with objects c, d
such that f(c) = x = g(d). Since q preserves products and (being left
adjoint) coproducts, we conclude by (5) that
q(C×E D) ∼= q(C)×E q(D) .
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Finally, if F : C ≃ D : G is an equivalence of categories, FG C ∼= C and
FGD ∼= D which implies that qF qG C ∼= qC and qF qGD ∼= qD, so qC
and qD are isomorphic. 
The isomorphism classes of objects functot
p : Cat → Set
associates to a category the set of isomorphism classes of its objects.
Notice that if C is a groupoid, pC = qC.
Lemma 2.14.
a) Let X
f
−→ Z
g
←− Y be a diagram in Cat . Then
p(X×Z Y ) ⊆ pX×pZ pY .
b) Suppose, further, that g0 = Id. Then
p(X×Z Y ) ∼= pX×pZ pY .
Proof.
a) The map
j : p(X×Z Y )→ pX×pZ pY
is determined by the maps
p(X×Z Y )→ pX and p(X×Z Y )→ pY
induced by the projections
X×Z Y → X and X×Z Y → Y .
Thus, for each (a, b) ∈ X×Z Y ,
j p(a, b) = (p(a), p(b)) . (6)
Let (a, b), (a′, b′) ∈ X×Z Y be such that p(a, b) = p(a
′, b′). It follows
by (6) that p(a) = p(a′) and p(b) = p(b′). Thus there are isomorphisms
α : a ∼= a′ in X and β : b ∼= b′ in Y and in Z we have
fα = gβ : fa = gb ∼= fa′ = gb′ .
Thus (α, β) : (a, b) ∼= (a′, b′) is an isomorphism in X×Z Y and so
p(a, b) = p(a′, b′). This shows that j is injective, proving a).
b) By a) the map j is injective. We now show that, if g0 = Id, then j is
also surjective. Let (px, py) ∈ pX×pZ pY be such that g0 = Id. Then
fp(x) = pf(x) = gp(y) = pg(y) = p(y) .
Also, f(x) = g(f(x)), so that (x, f(x)) ∈ X×Z Y . It follows that
j(x, f(x)) = (p(x), pf(x)) = (p(x), p(y))
so that j is surjective. Hence j is a bijection.

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2.5. Pseudo-functors and their strictification. We recall the clas-
sical theory of strictification of pseudo-functors, see [30], [20].
The functor 2-category [∆n
op
,Cat ] is 2-monadic over [ob(∆n
op
),Cat ]
where ob(∆n
op
) is the set of objects of ∆n
op
. Let
U : [∆n
op
,Cat ]→ [ob(∆n
op
),Cat ]
be the forgetful functor (UX)k = Xk. Its left adjoint F is given on
objects by
(FH)k =
∐
r∈ob(∆n
op
)
∆n
op
(r, k)×Hr
for H ∈ [ob(∆n−1
op
),Cat ], k ∈ ob(∆n−1
op
). If T is the monad corre-
sponding to the adjunction F ⊣ U , then
(TH)k =
∐
r∈ob(∆n
op
)
∆n
op
(r, k)×Hr
A pseudo T -algebra is given by H ∈ [ob(∆n
op
),Cat ],
hn :
∐
r∈ob(∆n
op
)
∆n
op
(r, k)×Hr → Hk
and additional data, as described in [30]. This amounts precisely to
functors from ∆n
op
to Cat and the 2-category Ps-T-alg of pseudo T -
algebras corresponds to the 2-category Ps[∆n
op
,Cat ] of pseudo-functors,
pseudo-natural transformations and modifications.
The strictification result proved in [30] yields that every pseudo-
functor from ∆n
op
to Cat is equivalent, in Ps[∆n
op
,Cat ], to a 2-functor.
Given a pseudo T -algebra as above, [30] consider the factorization of
h : TH → H as
TH
v
−→ L
g
−→ H
with vk bijective on objects and gk fully faithful, for each k ∈ ∆
nop. It
is shown in [30] that it is possible to give a strict T -algebra structure
TL → L such that (g, Tg) is an equivalence of pseudo T -algebras. It
is immediate to see that, for each k ∈ ∆n
op
, gk is an equivalence of
categories.
Further, it is shown in [20] that St : Ps[∆n
op
,Cat ] → [∆n
op
,Cat ] as
described above is left adjoint to the inclusion
J : [∆n
op
,Cat ]→ Ps[∆n
op
,Cat ]
and that the components of the units are equivalences in Ps[∆n
op
,Cat ].
2.6. Transport of structure. We now recall a general categorical
technique, known as transport of structure along an adjunction, with
one of its applications. This will be used crucially in the proof of
Theorem 7.3.
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Theorem 2.15. [19, Theorem 6.1] Given an equivalence η, ε : f ⊣ f ∗ :
A→ B in the complete and locally small 2-category A, and an algebra
(A, a) for the monad T = (T, i,m) on A, the equivalence enriches to
an equivalence
η, ε : (f,
=
f) ⊢ (f ∗,
=
f ∗) : (A, a)→ (B, b, bˆ, b)
in Ps-T -alg, where bˆ = η, b = f ∗a · Tε · Ta · T 2f ,
=
f = ε−1a · Tf ,
=
f ∗ = f ∗a · Tε.
Let η′, ε′ : f ′ ⊢ f ′∗ : A′ → B′ be another equivalence in A and
let (B′, b′, bˆ′, b′) be the corresponding pseudo-T -algebra as in Theorem
2.15. Suppose g : (A, a) → (A′, a′) is a morphism in A and γ is an
invertible 2-cell in A
B
B′
A
A′
f∗oo
h

f ′∗
oo
g

γ
Let γ be the invertible 2-cell given by the following pasting:
TB TB′
B B′
TA TA′
A A′
Th //
b

b′

h
//
Tg
//
 g //
Tf∗
__❄❄❄❄❄❄
f∗⑧⑧
⑧⑧
⑧⑧
Tf ′∗
??⑧⑧⑧⑧⑧⑧
f ′∗
❄
❄❄
❄❄
❄
(Tγ)−1
γ
=
f ′∗
=
f∗
Then it is not difficult to show that (h, γ) : (B, b, bˆ, b) → (B′, b′, bˆ′, b′)
is a pseudo-T -algebra morphism.
The following fact is essentially known and, as sketched in the proof
below, it is an instance of Theorem 2.15
Lemma 2.16. [25] Let C be a small 2-category, F, F ′ : C → Cat be
2-functors, α : F → F ′ a 2-natural transformation. Suppose that, for
all objects C of C, the following conditions hold:
i) G(C), G′(C) are objects of Cat and there are adjoint equiva-
lences of categories µC ⊢ ηC, µ
′
C ⊢ η
′
C,
µC : G(C) ⇄ F (C) : ηC µ
′
C : G
′(C) ⇄ F ′(C) : η′C ,
ii) there are functors βC : G(C)→ G
′(C),
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iii) there is an invertible 2-cell
γC : βC ηC ⇒ η
′
C αC .
Then
a) There exists a pseudo-functor G : C → Cat given on objects
by G(C), and pseudo-natural transformations η : F → G, µ :
G → F with η(C) = ηC, µ(C) = µC; these are part of an
adjoint equivalence µ ⊢ η in the 2-category Ps[C,Cat ].
b) There is a pseudo-natural transformation β : G → G′ with
β(C) = βC and an invertible 2-cell in Ps[C,Cat ], γ : βη ⇒ ηα
with γ(C) = γC.
Proof. Recall [30] that the functor 2-category [C,Cat ] is 2-monadic over
[ob(C),Cat ], where ob(C) is the set of objects in C. Let
U : [C,Cat ]→ [ob(C),Cat ]
be the forgetful functor. Let T be the 2-monad; then the pseudo-T -
algebras are precisely the pseudo-functors from C to Cat .
Then the adjoint equivalences µC ⊢ ηC amount precisely to an ad-
joint equivalence in [ob(C),Cat ], µ0 ⊢ η0, µ0 : G0 ⇄ UF : η0
where G0(C) = G(C) for all C ∈ ob(C). This equivalence enriches to
an adjoint equivalence µ ⊢ η in Ps[C,Cat ]
µ : G ⇄ F : η
between F and a pseudo-functor G; it is UG = G0, Uη = η0, Uµ =
µ0; hence on objects G is given by G(C), and η(C) = Uη(C) = ηC ,
µ(C) = Uµ(C) = µC.
Let νC : IdG(C) ⇒ ηCµC and εC : µCηC ⇒ IdF (C) be the unit and
counit of the adjunction µC ⊢ ηC . Given a morphism f : C → D in C,
it is
G(f) = ηDF (f)µC
and we have natural isomorphisms:
ηf : G(f)ηC = ηDF (f)µCηC
ηDF (f)εC
====⇒ ηDF (f)
µf : F (f)µC
νF (f)µC
===⇒ µDηDF (f)µC = µDG(f).
Also, the natural isomorphism
βf : G
′(f)βC ⇒ βDG(f)
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is the result of the following pasting
G(C) G′(C)
G(D) G′(D)
F (C) F ′(C)
F (D) F ′(D)
βC //
G(f)

G′(f)

βD
//
αC //
F (f)

F ′(f)

α′
D
//
__❄❄❄❄❄
⑧⑧
⑧⑧
⑧
??⑧⑧⑧⑧⑧
❄
❄❄
❄❄
γC
γ−1
D
η′
fηf

3. Weakly globular n-fold categories
In this section we review the notions of weakly globular n-fold cat-
egory and of Segalic pseudo-functors introduced by the author in [27].
These will be used throughout the paper.
3.1. Homotopically discrete n-fold categories. We first recall the
category of homotopically discrete n-fold categories, introduced by the
author in [26]. This is needed to define weakly globular n-fold cate-
gories.
Definition 3.1. Define inductively the full subcategory Catnhd ⊂ Cat
n
of homotopically discrete n-fold categories.
For n = 1, Cat1hd = Cathd is the category of equivalence relations.
Denote by p(1) = p : Cat → Set the isomorphism classes of objects
functor.
Suppose, inductively, that for each 1 ≤ k ≤ n−1 we defined Catkhd ⊂
Catk and k-equivalences such that the following holds:
a) The kth direction in Catkhd is groupoidal; that is, if X ∈ Cat
k
hd,
ξkX ∈ Gpd(Cat
k−1) (where ξkX is as in Proposition 2.8).
b) There is a functor p(k) : Catkhd → Cat
k−1
hd making the following
diagram commute:
Catkhd
N(k−1)...N(1) //
p(k)

[∆k−1
op
,Cat ]
p¯

Catk−1hd N(k−1)
// [∆k−1
op
, Set]
(7)
Note that this implies that (p(k)X)s1...sk−1 = pXs1...sk−1 for all
(s1...sk−1) ∈ ∆
k−1op.
18 SIMONA PAOLI
Catnhd is the full subcategory of [∆
op
,Catn−1hd ] whose objects X are
such that
(i) Xs ∼= X1×X0
s
· · ·×X0 X1 for all s ≥ 2.
In particular this implies that X ∈ Cat (Gpd(Catn−2)) =
Gpd(Catn−1) and the nth direction in X is groupoidal.
(ii) The functor
p¯(n−1) : Catnhd ⊂ [∆
op
,Catn−1hd ]→ [∆
op
,Catn−2hd ]
restricts to a functor
p(n) : Catnhd → Cat
n−1
hd
Note that this implies that (p(n)X)s1...sn−1 = pXs1...sn−1 and that
the following diagram commutes
Catnhd
N(n−1)...N(1) //
p(n)

[∆n−1
op
,Cat ]
p¯

Catn−1hd N(n−1)
// [∆n−1
op
, Set]
(8)
Definition 3.2. Denote by γ
(n)
X : X → d
(n)p(n)X the morphism given
by
(γ
(n)
X )s1...sn−1 : Xs1...sn−1 → dpXs1...sn−1
for all (s1, ..., sn−1) ∈ ∆
n−1op. Denote by
Xd = d(n)d(n−1)...d(1)p(1)p(2)...p(n)X
and by γ(n) the composite
X
γ(n)
−−→ d(n)p(n)X
d(n)γ(n−1)
−−−−−−→ d(n)d(n−1)p(n−1)p(n)X → · · · → Xd .
For each a, b ∈ Xd0 denote by X(a, b) the fiber at (a, b) of the map
X1
(d0,d1)
−−−−→ X0 ×X0
γ(n)×γ(n)
−−−−−→ Xd0 ×X
d
0 .
Definition 3.3. Define inductively n-equivalences in Catnhd. For n = 1,
a 1-equivalence is an equivalence of categories. Suppose we defined
(n− 1)-equivalences in Catn−1hd . Then a map f : X → Y in Cat
n
hd is an
n-equivalence if, for all a, b ∈ Xd0 , f(a, b) : X(a, b) → Y (fa, fb) and
p(n)f are (n− 1)-equivalences.
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3.2. Weakly globular n-fold categories. We recall the category
of weakly globular n-fold categories and some of its main properties
needed in this paper.
Definition 3.4. For n = 1, Cat1wg = Cat and 1-equivalences are equiv-
alences of categories.
Suppose, inductively, that we defined Catn−1wg and (n−1)-equivalences.
Then Catnwg is the full subcategory of [∆
op
,Catn−1wg ] whose objects X are
such that
a) Weak globularity condition X0 ∈ Cat
n−1
hd .
b) Segal condition For all k ≥ 2 the Segal maps are isomorphisms:
Xk ∼= X1×X0
k
· · ·×X0 X1 .
c) Induced Segal condition For all k ≥ 2 the induced Segal maps
Xk → X1×Xd0
k
· · ·×Xd0 X1
(induced by the map γ : X0 → X
d
0 ) are (n− 1)-equivalences.
d) Truncation functor There is a functor p(n) : Catnwg → Cat
n−1
wg
making the following diagram commute
Catnwg
Jn //
p(n)

[∆n−1
op
,Cat ]
p

Catn−1wg
N(n−1) // [∆n−1
op
, Set]
Given a, b ∈ Xd0 , denote by X(a, b) the fiber at (a, b) of the map
X1
(∂0,∂1)
−−−−→ X0 ×X0
γ×γ
−−→ Xd0 ×X
d
0 .
We say that a map f : X → Y in Catnwg is an n-equivalence if
i) For all a, b ∈ Xd0
f(a, b) : X(a, b)→ Y (fa, fb)
is an (n− 1)-equivalence.
ii) p(n)f is an (n− 1)-equivalence.
This completes the inductive step in the definition of Catnwg.
Remark 3.5. It follows by Definition 3.4, Definition 3.1 and [27,
Proposition 3.4] that Catnhd ⊂ Cat
n
wg.
Definition 3.6. Given X ∈ Catn and k ≥ 0, let N (2)X ∈ [∆
op
,Catn−1]
as in Definition 2.9 so that for each k ≥ 0, (N (2)X)k = X
(2)
k ∈
[∆
op
,Catn−2] is given by
(X
(2)
k )s =


X0k, s = 0;
X1k, s = 1;
Xsk = X1k×X0k
s
· · ·×X0k X1k, s ≥ 2.
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The following property of weakly globular n-fold categories will be
used in Section 6.
Proposition 3.7. The functor N (2) : Catn → [∆
op
,Catn−1] restricts to
a functor
N (2) : Catnwg → [∆
op
,Catn−1wg ] .
Proof. See [27, Proposition 3.16 a)] 
Definition 3.8. For each 1 ≤ j ≤ n denote
p(j,n) = p(j)p(j−1) · · ·p(n) : Catnwg → Cat
j−1
wg
p(n,n) = p(n) .
Lemma 3.9. [27, Lemma 3.8] For each X ∈ Catnwg, 1 ≤ j < n and
s ≥ 2 it is
p(j,n−1)Xs ∼= p
(j,n−1)(X1×X0
s
· · ·×X0 X1) =
= p(j,n−1)X1×p(j,n−1)X0
s
· · ·×p(j,n−1)X0 p
(j,n−1)X1 .
(9)
Remark 3.10. It follows immediately from Lemma 3.9 that if X ∈
Catnwg, for all s ≥ 2
Xds0 = (X10×X00
s
· · ·×X00 X10)
d ∼= Xd10×Xd00
s
· · ·×Xd00 X
d
10 . (10)
In fact, by (9) in the case j = 2, taking the 0-component, we obtain
p(1,n−2)(X10×X00
s
· · ·×X00 X10)
∼=
= p(1,n−2)X10×p(1,n−2)X00
s
· · ·×p(1,n−2)X00 p
(1,n−2)X10
which is the same as (10).
3.3. Segalic pseudo-functors. We now recall the notion of Segalic
pseudo-functor from [27].
Let H ∈ Ps[∆n
op
,Cat ] be such that Hk(0,i) is discrete for all k ∈
∆n−1
op
and all i ≥ 0. Then the following diagram commutes, for each
ki ≥ 2.
Hk
Hk(1,i) Hk(1,i) Hk(1,i)
Hk(0,i) Hk(0,i) Hk(0,i) Hk(0,i) Hk(0,i)
· · ·
· · ·
ν1
zz✈✈
✈✈
✈✈
✈✈
✈✈
✈
ν2
		✒✒
✒✒
✒✒
✒
νk
&&▼▼
▼▼▼
▼▼▼
▼▼▼
▼▼▼
d1
✞✞
✞✞
✞
d0
✴
✴✴
✴✴
d1✞✞
✞✞
✞
d0
✴
✴✴
✴✴ d1
✞✞
✞✞
✞ d0
✼
✼✼
✼✼
There is therefore a unique Segal map
Hk → Hk(1,i)×Hk(0,i)
ki
· · ·×Hk(0,i) Hk(1,i) .
WEAKLY GLOBULAR TAMSAMANI N-CATEGORIES AND THEIR... 21
Definition 3.11. We define the subcategory SegPs[∆n
op
,Cat ] of
Ps[∆n
op
,Cat ] as follows:
For n = 1, H ∈ SegPs[∆
op
,Cat ] if H0 is discrete and the Segal maps
are isomorphisms: that is, for all k ≥ 2
Hk ∼= H1×H0
k
· · ·×H0 H1
Note that, since p commutes with pullbacks over discrete objects, there
is a functor
p(2) : SegPs[∆
op
,Cat ]→ Cat ,
(p(2)X)k = pXk .
That is the following diagram commutes:
SegPs[∆
op
,Cat ] 
 //
p(2)

Ps[∆
op
,Cat ]
p

Cat // [∆
op
, Set]
When n > 1, SegPs[∆n
op
,Cat ] is the full subcategory of Ps[∆n
op
,Cat ]
whose objects H satisfy the following:
a) Discreteness condition: Hk(0,i) is discrete for all k ∈ ∆
n−1op and
1 ≤ i ≤ n.
b) Segal condition: All Segal maps are isomorphisms
Hk ∼= Hk(1,i)×Hk(0,i)
ki
· · ·×Hk(0,i) Hk(1,i)
for all k ∈ ∆n−1
op
, 1 ≤ i ≤ n and ki ≥ 2.
c) Truncation functor : There is a functor
p(n+1) : SegPs[∆n
op
,Cat ]→ Catnwg
making the following diagram commute:
SegPs[∆n
op
,Cat ] 
 //
p(n+1)

Ps[∆n
op
,Cat ]
p

Catnwg N(n)
// [∆n
op
, Set]
The main property of Segalic pseudo-functors is the theorem be-
low stating that that the classical strictification of pseudo-functors,
when applied to a Segalic pseudo-functors, yields weakly globular n-
fold categories. This result is used crucially in Section 6 to build the
rigidification functor Qn.
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Theorem 3.12. [27, Theorem 4.5] The strictification functor
St : Ps[∆n−1
op
,Cat ]→ [∆n−1
op
,Cat ]
restricts to a functor
Ln : SegPs[∆
n−1op,Cat ]→ JnCat
n
wg
where JnCat
n
wg denotes the image of the fully faithful functor Jn :
Catnwg → [∆
n−1op,Cat ] . Further, for each H ∈ SegPs[∆n−1
op
,Cat ] and
k ∈ ∆n−1
op
, the map (LnH)k → Hk is an equivalence of categories.
4. Weakly globular Tamsamani n-categories
In this section we introduce the category Tanwg of weakly globular
Tamsamani n-categories and discuss their properties. The definition is
inductive on dimension starting with Cat when n = 1.
In dimension n > 1, a weakly globular Tamsamani n-category X is a
simplicial object in the category Tan−1wg satisfying additional conditions.
These conditions encode the weakness in the structure in two ways: one
is the weak globularity condition, requiring X0 to be a homotopically
discrete (n − 1)-fold category. The second is the induced Segal maps
condition, requiring that the induced Segal maps for all k ≥ 2
µˆk : Xk → X1×Xd0
k
· · ·×Xd0 X1 (11)
are (n− 1)-equivalences.
By unravelling the inductive Definition 4.1 we obtain the embedding
Jn : Ta
n
wg → [∆
n−1op,Cat ] .
The inductive Definition 4.1 also requires the existence of a truncation
functor
p(n) : Tanwg → Ta
n−1
wg
obtained by applying levelwise to JnX the isomorphism classes of ob-
ject functor p : Cat → Set.
This truncation functor is used to define n-equivalences in Tanwg. This
notion is a higher dimensional generalization of a functor which is fully
faithful and essentially surjective on objects. A useful characterization
of n-equivalences is given in Proposition 4.11.
Under certain conditions, an n-equivalence f is such that Jnf is a
levelwise equivalence of categories (see Proposition 4.13) and this will
be used in Section 5.
Definition 4.1. We define the category Tanwg by induction on n. For
n = 1, Ta1wg = Cat and 1-equivalences are equivalences of categories.
We denote by p(1) = p : Cat → Set the isomorphism classes of object
functor.
Suppose, inductively, that we defined for each 1 < k ≤ n− 1
Takwg

 // [∆k−1
op
,Cat ]
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and k-equivalences in Takwg as well as a functor
p(k) : Takwg → Ta
k−1
wg
sending k-equivalences to (k−1)-equivalences and making the following
diagram commute:
Takwg
Jk //
p(k)

[∆k−1
op
,Cat ]
p

Tak−1wg
N(k−1) // [∆k−1
op
, Set]
(12)
Define Tanwg to be the full subcategory of [∆
op
,Tan−1wg ] whose objects X
are such that
a) Weak globularity condition X0 ∈ Cat
n−1
hd .
b) Induced Segal maps condition. For all s ≥ 2 the induced Segal
maps
Xs → X1×Xd0
s
· · ·×Xd0 X1
(induced by the map γ : X0 → X
d
0 ) are (n− 1)-equivalences.
To complete the inductive step, we need to define p(n) and n-equivalences.
Note that the functor
p(n−1) : [∆
op
,Tan−1wg ]→ [∆
op
,Tan−2wg ]
restricts to a functor
p(n) : Tanwg → Ta
n−1
wg .
In fact, by (12) p(n−1) preserves pullbacks over discrete objects so that
p(n−1)(X1×Xd0
s
· · ·×Xd0 X1)
∼= p(n−1)X1×(p(n−1)Xd0 )
s
· · ·×(p(n−1)Xd0 ) p
(n−1)X1 .
Further, p(n−1)Xd0 = (p
(n−1)X0)
d and p(n−1) sends (n− 1)-equivalences
to (n− 2)-equivalences.
Therefore, the induced Segal maps for s ≥ 2
Xs → X1×Xd0
s
· · ·×Xd0 X1
being (n− 1)-equivalences, give rise to (n− 2)-equivalences
p(n−1)Xs → p
(n−1)X1×(p(n−1)X0)d
s
· · ·×(p(n−1)X0)d p
(n−1)X1 .
This shows that p(n)X ∈ Tan−1wg . It is immediate that (12) holds at step
n.
Given a, b ∈ Xd0 , denote by X(a, b) the fiber at (a, b) of the map
X1
(∂0,∂1)
−−−−→ X0 ×X0
γ×γ
−−→ Xd0 ×X
d
0 .
We say that a map f : X → Y in Tanwg is an n-equivalence if
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i) For all a, b ∈ Xd0
f(a, b) : X(a, b)→ Y (fa, fb)
is an (n− 1)-equivalence.
ii) p(n)f is an (n− 1)-equivalence.
This completes the inductive step in the definition of Tanwg.
Remark 4.2. It follows by Definition 3.4 that Catnwg ⊂ Ta
n
wg.
Definition 4.3. An object X ∈ Tanwg is called discrete if N(n−1)X is a
constant functor.
Example 4.4. Tamsamani n-categories.
A special case of weakly globular Tamsamani n-category occurs when
X ∈ Tanwg is such that X0 and X r1...10
are discrete for all 1 ≤ r ≤ n− 2.
The resulting category is the category Tan of Tamsamani’s n-categories.
Note that, ifX ∈ Tan thenXs ∈ Ta
n−1 for all n, the induced Segal maps
µˆs coincide with the Segal maps
νs : Xs → X1×X0
s
· · ·×X0 X1
and p(n)X ∈ Tan−1. Hence this recovers the original definition of Tam-
samani’s weak n-category [36].
Example 4.5. Weakly globular Tamsamani 2-categories.
From the definition, X ∈ Ta2wg consists of a simplicial object X ∈
[∆
op
,Cat ] such that X0 ∈ Cathd and the induced Segal maps
µˆk : Xk
µk−→ X1×X0
k
· · ·×X0 X1
νk−→ X1×Xd0
k
· · ·×Xd0 X1
are equivalences of categories.
The existence of the functor p(2) : Ta2wg → Cat making diagram
(12) commute is in this case automatic so this condition does need
to be imposed as part of the definition. In fact, since p : Cat →
Set sends equivalences to isomorphisms and preserves pullbacks over
discrete objects, we obtain isomorphisms for each k ≥ 2
pµˆk : pXk ∼= p(X1×Xd0
k
· · ·×Xd0 X1)
∼=
∼= pX1×pXd0
k
· · ·×pXd0 pX1
∼= pX1×(pX0)d
k
· · ·×(pX0)d pX1 .
Since pXk = (p
(2)X)k for all k, the Segal maps for the simplicial set
p¯X are isomorphisms. Therefore p¯X is the nerve of a category. We
therefore have a functor p(2) given as composite
p(2) : Ta2wg
p¯
−→ NerCat ⊂ [∆
op
, Set]
P
−→ Cat
where NerCat is the full subcategory of [∆
op
, Set] consisting of nerves
of categories and P is the left adjoint to the nerve functor N : Cat →
[∆
op
, Set].
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Notation 4.6. For each 1 ≤ j ≤ n− 1 denote
p(j,n) = p(j)p(j+1)...p(n) : Tanwg → Ta
j−1
wg ,
p(n,n) = p(n).
In the following lemma we give a criterion for a weakly globular
Tamsamani n-category to be in Catnwg.
Lemma 4.7. Let X ∈ Tanwg be such that
a) Xs ∈ Cat
n−1
wg for all s.
b) Xs ∼= X1×X0
s
· · ·×X0 X1 for all s ≥ 2.
c) For all s ≥ 2 and 1 ≤ j ≤ n− 1
p(j,n−1)Xs ∼= p
(j,n−1)(X1×X0
s
· · ·×X0 X1) =
= p(j,n−1)X1×p(j,n−1)X0
s
· · ·×p(j,n−1)X0 p
(j,n−1)X1
(13)
then X ∈ Catnwg.
Proof. By induction on n. When n = 2, let X ∈ Ta2wg satisfy a), b), c).
Then X0 ∈ Cathd and by b), X ∈ Cat
2. Since X ∈ Ta2wg the induced
Segal maps
Xs → X1×Xd0
s
· · ·×Xd0 X1
are equivalences of categories for all s ≥ 2. Thus, by definition, X ∈
Cat2wg.
Suppose, inductively, that the lemma holds for (n− 1) and let X ∈
Tanwg satisfy a), b), c). Then X0 ∈ Cat
n−1
hd , Xk ∈ Cat
n−1
wg for all k ≥ 0
and, since X ∈ Tanwg, the induced Segal maps
Xs → X1×Xd0
s
· · ·×Xd0 X1
are (n− 1)-equivalences for all s ≥ 2.
By hypothesis b) and the definition of Catnwg, to show that X ∈ Cat
n
wg
it is enough to prove that p(n)X ∈ Catn−1wg . We do so by proving that
p(n−1)X satisfies the inductive hypothesis.
For all s ≥ 0, (p(n)X)s = p
(n−1)Xs ∈ Cat
n−2
wg since, by hypothesis a),
Xs ∈ Cat
n−1
wg . Thus p
(n)X satisfies the inductive hypothesis a). Also,
from hypothesis c) for X in the case j = n− 1 for all s ≥ 2,
p(n−1)Xs ∼= p
(n−1)(X1×X0
s
· · ·×X0 X1)
∼=
∼= p(n−1)X1×p(n−1)X0
s
· · ·×p(n−1)X0 p
(n−1)X1
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that is, p(n)X satisfies inductive hypothesis b). From this and from
hypothesis c) for X we deduce, for all s ≥ 2 and 1 ≤ j ≤ n− 2
p(j,n−2)((p(n)X)1×(p(n)X)0
s
· · ·×(p(n)X)0 (p
(n)X)1) =
= p(j,n−2)(p(n−1)X1×p(n−1)X0
s
· · ·×p(n−1)X0 p
(n−1)X1) =
= p(j,n−2)p(n−1)(X1×X0
s
· · ·×X0 X1) =
= p(j,n−1)X1×p(j,n−1)X0
s
· · ·×p(j,n−1)X0 p
(j,n−1)X1 =
= p(j,n−2)(p(n)X)1×p(j,n−2)(p(n)X)0
s
· · ·×p(j,n−2)(p(n)X)0 p
(j,n−2)(p(n)X)1 .
This shows that p(n)X satisfies inductive hypothesis c). Hence we con-
clude that p(n)X ∈ Catn−1wg , as required.

Lemma 4.8. Let f : X → Y in Tanwg be a levelwise (n−1)-equivalence
in Tan−1wg . Then f is an n-equivalence.
Proof. By induction on n. Let n = 2. If f0 is an equivalence of cate-
gories, Xd0
∼= Y d0 . Hence
Y1 =
∐
a′,b′∈Y d0
Y (a′, b′) ∼=
∐
fa,fb∈Y d0
Y (fa, fb) . (14)
X1 =
∐
a,b∈Xd0
X(a, b) . (15)
Since f1 is an equivalence of categories it follows from (14) and (15)
that f(a, b) is an equivalence of categories. Further, fk is an equivalence
of categories for all k ≥ 0 so that pfk = (p
(2)f)k is an isomorphism,
hence p(2)f is an isomorphism; we conclude that f is a 2-equivalence.
Suppose the lemma holds for (n−1) and let f be as in the hypothesis.
Since f0 is a (n−1)-equivalence in Cat
n−1
hd , X
d
0
∼= Y d0 , so that (14) holds.
Since f1 is a (n−1)-equivalence it follows from (14) and (15) that f(a, b)
is a (n− 1)-equivalence for all a, b ∈ Xd0 .
Since fk is an (n−1)-equivalence for all k ≥ 0, p
(n−1)fk = (p
(n)f)k is
a (n−2)-equivalence. So p(n)f satisfies the induction hypothesis and is
therefore a (n−1)-equivalence. In conclusion, f is an n-equivalence. 
Remark 4.9. Applying inductively Lemma 4.8 it follows immediately
that if a morphism f in Tanwg is such that Jnf is a levelwise equivalence
of categories, then f is an n-equivalence.
Definition 4.10. A morphism f : X → Y in Tanwg is said to be a local
(n− 1)-equivalence if for all a, b ∈ Xd0 , f(a, b) : X(a, b)→ Y (fa, fb) is
a (n− 1)-equivalence in Tan−1wg .
In the following proposition, we give a useful description of n-equiva-
lences in Tanwg.
WEAKLY GLOBULAR TAMSAMANI N-CATEGORIES AND THEIR... 27
Proposition 4.11.
a) Let f be a morphism in Tanwg which is an n-equivalence. Then
f is a local (n− 1)-equivalence and p(1,n)f is an isomorphism.
b) Let f be a morphism in Tanwg which is a local (n−1)-equivalence
and is such that p(1,n)f is surjective. Then f is an n-equivalence.
c) Let X
g
−→ Z
h
−→ Y be morphisms in Tanwg, f = hg and suppose
that f and h are n-equivalences. Then g is an n-equivalence.
d) Let X
g
−→ Z
h
−→ Y be morphisms in Tanwg, f = hg and suppose
that g and h are n-equivalences. Then f is an n-equivalence.
e) Let X
g
−→ Z
h
−→ Y be morphisms in Tanwg, f = hg and let g
d
0 :
Xd0 → Z
d
0 be surjective; suppose that f and g are n-equivalences.
Then h is an n-equivalence.
Proof. By induction on n. It is clear for n = 1. Suppose it is true for
n− 1.
a) Let f : X → Y be an n-equivalence in Tanwg. Then, by defini-
tion, f is a local (n−1)-equivalence and p(n)f is a (n− 1)-equivalence.
Therefore, by induction hypothesis applied to p(n)f , p(1,n)f is an iso-
morphism.
b) Suppose that f : X → Y is a local (n − 1)-equivalence in Tanwg
and p(1,n)f is surjective. To show that f is a n-equivalence we need to
show that p(n)f is a (n− 1)-equivalence. For each a, b ∈ Xd0
(p(n)f)(a, b) = p(n−1)f(a, b)
Since f(a, b) is a (n−1)-equivalence, p(n−1)f(a, b) is a (n−2)-equivalence;
that is, p(n)f is a local (n− 2)-equivalence.
Since p(1,n)f = p(1,n−1)p(n)f is surjective, by inductive hypothesis
applied to p(n)f we conclude that p(n)f is a (n− 1)-equivalence as re-
quired.
c) For all a, b ∈ Xd0 ,
f(a, b) = h(ga, gb)g(a, b) (16)
with f(a, b) and h(ga, gb) (n− 1)-equivalences. By inductive hypothe-
sis, g(a, b) is therefore a (n− 1)-equivalence.
By hypothesis and by part a), p(1,n)f and p(1,n)h are isomorphisms.
Since
p(1,n)f = (p(1,n)h)(p(1,n)g) (17)
it follows that p(1,n)g is an isomorphism, hence in particular it is sur-
jective. By part b), this implies that g is a (n− 1)-equivalence.
d) Suppose that h and g are n-equivalences. By (16), f is a local
(n− 1)-equivalence and by (17) p(1,n)f is an isomorphism. By b), f is
thus a n-equivalence.
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e) By hypothesis, for each a′, b′ ∈ Zd0 , a
′ = ga, b′ = gb for a, b ∈ Xd0 .
It follows that h(a′, b′) = h(ga, gb). Since, by induction hypothesis
and by (16), h(ga, gb) is a (n − 1)-equivalence, it follows that such is
h(a′, b′). That is, h is a local equivalence.
By hypothesis and by part a), p(1,n)f and p(1,n)g are isomorphisms, so
by (17), such is p(1,n)h. We conclude by part b) that h is a n-equivalence.

Lemma 4.12. Consider the diagram in Tanwg
X
f //
α

Z Y
goo
β

X ′
f ′
// Z Y ′
g′
oo
with Z discrete. Then:
a) X×Z Y , X
′×Z′ Y
′ ∈ Tanwg, where the pullback are taken in
[∆n−1
op
,Cat ].
b) p(n)(X×Z Y ) ∼= p
(n)X×p(n)Z p
(n)Y .
c) If α, β are n-equivalences such is
(α, β) : X×Z Y → X
′×Z′ Y
′ .
Proof. By induction on n. It is clear for n = 1 since the maps f, g, f ′, g′
are isofibrations as their target is discrete. Suppose, inductively, that
the lemma holds for (n− 1).
a) Since pullbacks in [∆n−1
op
,Cat ] are computed pointwise, for each
k ≥ 0
(X×Z Y )k = Xk×Z Yk ∈ [∆
n−2op,Cat ]
with Xk, Yk ∈ Ta
n−1
wg . It follows from inductive hypothesis a) that
(X×ZY )k ∈ Ta
n−1
wg . Also, (X×ZY )0 = X0×ZY0 ∈ Cat
n−1
hd sinceX0, Y0 ∈
Catn−1hd and Z is discrete, (see [26, Lemma 3.10 c)]).
To show that X×Z Y ∈ Ta
n
wg it remains to prove that the induced
Segal maps µˆk for X×Z Y are (n− 1)-equivalences. We prove this for
k = 2, the case k > 2 being similar. Note that, by [26, Lemma 3.10
c)].
(X×Z Y )1×(X×Z Y )d0 (X×Z Y )1
∼= (X1×Xd0 X1)×Z (Y1×Y d0 Y1) . (18)
Consider the commutative diagram in Tan−1wg
X2 //
µˆ2(X)

Z Y2oo
µˆ2(Y )

X1×Xd0 X1
// Z Y1×Y d0 Y1
oo
(19)
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The vertical maps are the induced Segal maps for X and Y , hence they
are (n−1)-equivalences. By inductive hypothesis b) applied to (19) we
conclude that the induced map of pullbacks is a (n − 1)-equivalence.
By (18) the latter is the induced Segal map µˆ2 for X×Y Z. The proof
for k > 2 is similar and we conclude that X×Y Z ∈ Ta
n
wg.
b) By (12), for all k ∈ ∆n−2
op
(p(n)(X×Z Y ))k = p(X×Z Y )k . (20)
Since pullbacks in [∆n−1
op
,Cat ] are computed pointwise and p com-
mutes with pullbacks over discrete objects, we have
p(X×Z Y )k = p(Xk×Zk Yk)k = pXk×pZk pYk =
=(p(n)X)k×(p(n)Z)k (p
(n)Y )k .
(21)
Since this holds for all k, (20) and (21) imply b).
c) For each (a, b), (c, d) ∈ (X×Z Y )
d
0 = X
d
0×Z Y
d
0 we have
(X×Z Y )((a, b), (c, d)) = X(a, c)× Y (b, d)
(X ′×Z Y
′)((fa, fb), (gc, gd)) = X ′(fa, gc)× Y ′(fb, gd) .
Since α, β are n-equivalences, α(a, c) and β(b, d) are (n−1)-equivalences,
hence such is
(α, β)((a, b), (c, d)) = α(a, c)× β(b, d) .
Since p(n) commutes with pullbacks over discrete objects for each n, so
does p(1,n), hence
p(1,n)(X×Z Y ) = p
(1,n)X×Z p
(1,n)Y .
From the hypothesis and from Proposition 4.11 a), p(1,n)α and p(1,n)β
are isomorphisms, thus so is p(1,n)(α, β). Since, from above, (α, β) is
a local (n − 1)-equivalence, we conclude by Proposition 4.11 b) that
(α, β) is a n-equivalence. 
Proposition 4.13. Let f : X → Y be a morphism in Tanwg with n ≥ 2,
such that
a) f is a n-equivalence.
b) p(n−1)X0 ∼= p
(n−1)Y0,
c) For each 1 ≤ r < n− 1 and all k1, . . . , kr ≥ 0,
p(n−r−1)Xk1,...,kr, 0
∼= p(n−r−1)Yk1,...,kr, 0 .
Then Jnf is a levelwise equivalence of categories.
Proof. By induction on n. Let f : X → Y be a 2-equivalence in Ta2wg
such that pX0 = X
d
0
∼= pY0 = Y
d
0 . Since f0 is a morphism in Cathd
it follows that f0 is an equivalence of categories. Since f(a, b) is an
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equivalence of categories for all a, b ∈ Xd0 there is an equivalence of
categories
f1 : X1 =
∐
a,b∈Xd0
X(a, b)→ Y1 =
∐
a′,b′∈Y d0
Y (a′, b′) =
∐
fa,fb∈Y d0
Y (fa, fb).
Hence there are equivalences of categories for k ≥ 2
Xk ∼ X1×Xd0
k
· · ·×Xd0 X1 ∼ Y1×Y d0
k
· · ·×Y d0 Y1 ∼ Yk .
In conclusion Xk ∼ Yk for all k ≥ 0.
Suppose, inductively, that the statement holds for (n − 1) and let
f : X → Y be as in the hypothesis. We show that Jn−1fk is a levelwise
equivalence of categories for each k ≥ 0 by showing that fk satisfies the
inductive hypothesis. It then follows that Jnf is a levelwise equivalence
of categories since
(Jnf)k1...kn−1 = (Jn−1fk1)k2...kn−1 .
Since X0 ∈ Cat
n−1
hd , from b) and [26, Lemma 3.8] we obtain
Xd0 = p
(1,n)X0 ∼= p
(1,n)Y0 ∼= Y
d
0 . (22)
Thus, by [26, Lemma 3.8] again, f0 : X0 → Y0 is a (n− 1)-equivalence.
Further, by hypothesis c),
p(n−2)X00 ∼= p
(n−2)Y00
p(n−r−2)X0 k1...kr 0
∼= p(n−r−2)Y0k1...kr 0
for each 1 ≤ r < n − 2 and all k1...kr. Thus f0 : X0 → Y0 satisfies the
inductive hypothesis and we conclude that f0 is a levelwise equivalence
of categories. By (22) we also have
f1 :
∐
a,b∈Xd0
X(a, b)→ Y1 =
∐
a′,b′∈Y d0
Y (a′, b′) =
∐
fa,fb∈Y d0
Y (fa, fb) .
Since f is a local (n− 1)-equivalence, it follows that f1 : X1 → Y1 is a
(n− 1)-equivalence. Further, by hypothesis c)
p(n−2)X10 ∼= p
(n−2)Y10
p(n−r−2)X1 k1...kr 0
∼= p(n−r−2)Y1k1...kr 0
for all 1 ≤ r < n− 2. Thus f1 satisfies the inductive hypothesis, and is
therefore a levelwise equivalence of categories.
For each k ≥ 2 consider the map
(f1, ..., f1) : X1×Xd0
k
· · ·×Xd0 X1 → Y1×Y d0
k
· · ·×Y d0 Y1 .
Since Xd0
∼= Y d0 and, from above, f1 is a (n− 1)-equivalence, then
(f1, ..., f1) is also a (n− 1)-equivalence.
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There is a commutative diagram in Tan−1wg
Xk
µˆk //
fk

X1×Xd0
k
· · ·×Xd0 X1
(f1,...,f1)

Yk
µˆk
// Y1×Y d0
k
· · ·×Y d0 Y1
where the horizontal induced Segal maps are (n−1)-equivalences since
X, Y ∈ Tan−1wg and the right vertical map is a (n− 1)-equivalence from
above. It follows from Proposition 4.11 c) and d) that fk is a (n− 1)-
equivalence. Further, from hypothesis c),
p(n−1)Xk0 ∼= p
(n−2)Yk0
p(n−r−2)Xk k1...kr 0
∼= p(n−r−2)Yk k1...kr 0 .
Thus fk satisfies the induction hypothesis and we conclude that fk is
a levelwise equivalence of categories.
In conclusion, fk is a levelwise equivalence of categories for all k ≥
0. Since this holds for each k ≥ 0 this implies that f is a levelwise
equivalence of categories. 
5. The functor q(n).
This section introduces the functor
q(n) : Tanwg → Ta
n−1
wg
This functor is a higher dimensional generalization of the connected
component functor q : Cat → Set and comes equipped with a morphism
γ(n) : X → d(n)q(n)X
for each X ∈ Tanwg, where d
(n) is as in Notation 2.10 . It will be used
crucially in Section 6 to replace a weakly globular n-fold category X
with a simpler one (Theorem 6.7). This will involve taking pullbacks
along the map γ(n). The last part of this Section establishes several
properties of these pullbacks needed in Section 6.
Proposition 5.1. There is a functor q(n) : Tanwg → Ta
n−1
wg making the
following diagram commute.
Tanwg
Jn //
q(n)

[∆n
op
,Cat ]
q

Tan−1wg N(n−1)
// [∆n−1
op
, Set]
(23)
where q : Cat → Set is the connected component functor. The functor
q(n) sends n-equivalences to (n−1)-equivalences and preserves pullbacks
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over discrete objects. If X ∈ Catnhd, then q
(n)X = p(n)X; further, for
each X ∈ Tanwg, there is a map γ
(n) : X → d(n)q(n)X natural in X.
Proof. By induction on n; for n = 1, q(1) = q : Cat → Set is the
connected components functor which, by Lemma 2.13, has the desired
properties. If X ∈ Cathd, in particular X is a groupoid, so pX = qX .
Suppose there is a q(n−1) with the desired properties, let X ∈ Tanwg.
We claim that q(n−1)X ∈ Tan−1wg . In fact, for each s ≥ 0, by induction
hypothesis
(q(n−1)X)s = q
(n−1)Xs ∈ Ta
n−2
wg .
Also, by induction hypothesis and by Definition 3.1,
(q(n−1)X)0 = q
(n−1)X0 = p
(n−1)X0 ∈ Cat
n−1
hd
as X0 ∈ Cat
n−1
hd . Further, since
µˆk : Xk → X1×Xd0
k
· · ·×Xd0 X1
is a (n− 1)-equivalence, by induction hypothesis the map
q(n−1)Xk → q
(n−1)(X1×Xd0
k
· · ·×Xd0 X1)
∼= q(n−1)X1×Xd0
k
· · ·×Xd0 q
(n−1)X1
is a (n− 2)-equivalence; in this we used the fact that q(n−1)Xd0
∼= Xd0 ,
which follows from diagram (23) at step (n− 1).
This shows that q(n−1)X ∈ Tan−1wg . We therefore define
q(n)X = q(n−1)X .
The fact that q(n) satisfies diagram (23) is immediate from the defini-
tions and the induction hypothesis.
If X ∈ Catnhd, by definition Xk ∈ Cat
n−1
hd for each k, so by induction
hypothesis p(n−1)Xk = q
(n−1)Xk. It follows that (p
(n)X)k = (q
(n)X)k
for all k. That is p(n)X = q(n)X .
Let f : X → Y be a n-equivalence in Tanwg and let a, b ∈ X
d
0 . Then
from the definitions
(q(n)f)(a, b) = q(n−1)f(a, b) .
Since f(a, b) is a (n-1)-equivalence, by induction hypothesis q(n−1)f(a, b)
is a (n− 2)-equivalence. By Proposition 4.11, to prove that q(n)f is a
(n− 1)-equivalence, it is enough to show that p(1,n−1)q(n)f is an surjec-
tive.
Recall that for any category C there is a surjective map p C → q C
natural in C. Applying this levelwise to JnX we obtain a map
α
(n)
X : p
(n)X → q(n)X
natural in X . The map α(n) induces a functor
p(2,n−1)α
(n)
X : p
(2,n−1)p(n)X → p(2,n−1)q(n)X , (24)
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which is identity on objects. In fact, on object this map is given by
p(1,n−2)p(n−1)X0 → p
(1,n−2)q(n−1)X0
and since X0 ∈ Cat
n−1
hd , p
(n−1)X0 = q
(n−1)X0 so this map is the identity.
It follows that the map in Set
p(1,n−1)α
(n−1)
X : p
(1,n−1)p(n)X → p(1,n−1)q(n)X
is surjective. We thus have a commuting diagram
p(1,n−1)p(n)X
p(1,n−1)p(n)f //
p(1,n−1)α
(n)
X

p(1,n−1)p(n)Y
p(1,n−1)α
(n)
Y

p(1,n−1)q(n)X
p(1,n−1)q(n)f // p(1,n−1)q(n)Y
in which the top arrow is an isomorphism (by Proposition 4.11) and
from above the vertical arrows are surjective. It follows that the bottom
map is also surjective. By Proposition 4.11 b) we conclude that q(n)f
is a (n− 1)-equivalence.
Finally, the map γ(n) : X → q(n)X is given levelwise by the maps
Xs → q
(n−1)Xs, which exist by induction hypothesis. 
Remark 5.2. For each X ∈ Tanwg, from the proof of Proposition 5.1
the functor p(2,n−1)α
(n)
X is identity on objects. It is also surjective on
morphisms since, by the proof of Proposition 5.1, the map
(p(2,n−1)α
(n)
X )1 : p
(1,n−1)p(n−1)X1 → p
(1,n−2)q(n−1)X1 ,
is surjective. It follows that p(2,n−1)α
(n)
X is an isofibration.
Lemma 5.3. Let X ∈ Catnhd, Z ∈ Cat
n−1
hd , r : Z → q
(n)X. Consider
the pullback in [∆n−1
op
,Cat ]
P //

X
γ(n)

d(n)Z
d(n)r
// d(n)q(n)X
then P ∈ Catnhd and p
(n)P = Z.
Proof. By induction on n. For n = 1, since d(1)q(1)X is discrete, the
map γ(1) : X → d(1)q(1)X = Xd is an isofibration. Therefore, since γ(1)
is an equivalence of categories (as X ∈ Cathd) we have an equivalence
of categories
P = d(1)Z×d(1)q(1)X X ≃ d
(1)Z×d(1)q(1)X d
(1)q(1)X = d(1)Z
Thus P ∈ Cathd and pP = Z.
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Suppose, inductively, that the lemma holds for n − 1 and let P be
as in the hypothesis. Since pullbacks in [∆n−1
op
,Cat ] are computed
pointwise, for each k ≥ 0 we have a pullback in [∆n−2
op
,Cat ]
Pk //

Xk

d(n−1)Zk // d
(n−1)q(n−1)Xk
where Xk ∈ Cat
n−1
hd (since X ∈ Cat
n
hd) and Zk ∈ Cat
n−2
hd (since Z ∈
Catn−1hd ). By induction hypothesis, we conclude that Pk ∈ Cat
n−1
hd .
We now show that, for each k ≥ 2
Pk ∼= P1×P0
k
· · ·×P0 P1 . (25)
We illustrate this for k = 2, the case k > 2 being similar. Since
X ∈ Catnhd, q
(n)X = p(n)X ∈ Catn−1hd , so
q(n−1)X2 = p
(n−1)X2 = p
(n−1)(X1×X0 X1) =
= p(n−1)X1×p(n−1)X0 p
(n−1)X1 = q
(n−1)X1×q(n−1)X0 q
(n−1)X1 .
Since X2 ∼= X1×X0 X1 and Z2
∼= Z1×Z0 Z1, it follows from Lemma
2.12 that P2 ∼= P1×P0 P1.
To prove that P ∈ Catnhd it remains to show that p
(n)P ∈ Catn−1hd .
Since p commutes with fiber products over discrete objects, for each
s ∈ ∆n−1
op
we have
(p(n)P )s = p Ps = p(dZs×dqXs Xs) = Zs×qXs pXs = Zs
where we used the fact that, since Xs is a groupoid, pXs = qXs. Since
this holds for each s we conclude that p(n)P = Z ∈ Catn−1hd as required.

Lemma 5.4. Let Y ∈ Tanwg and let
X → q(n)Y ← p(n)Y (26)
be a diagram in Tan−1wg such that X×q(n)Y p
(n)Y ∈ Tan−1wg . Then for all
1 ≤ j ≤ n− 1
p(j,n−1)(X×q(n)Y p
(n)Y ) = p(j,n−1)X×p(j,n−1)q(n)Y p
(j,n−1)p(n)Y .
Proof.
By induction on n. For n = 2, the functor p(2)Y → q(2)Y is the
identity on objects, therefore by Lemma 2.14
p(X×q(2)Y p
(2)Y ) = pX×pq(2)Y pp
(2)Y .
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Suppose, inductively, that it holds for n− 1. Then for each k ≥ 0
(p(j,n−1)(X×q(n)Y p
(n)Y ))k =
= p(j−1,n−2)(Xk×q(n−1)Yk p
(n−1)Yk) =
= p(j−1,n−2)Xk×p(j−1,n−2)q(n−1)Yk p
(j−1,n−2)p(n−1)Yk =
= (p(j,n−2)X)k×(p(j,n−2)q(n−1)Y )k (p
(j,n−2)p(n−1)Y )k .
(27)
Since this holds for each k ≥ 0, the lemma follows. 
Proposition 5.5. Let d(n)A
d(n)f
−−−−→ d(n)q(n)C
g
←−− C be a diagram in
Tanwg where f : A → q
(n)C is a morphism in Tan−1wg and consider the
pullback in [∆n−1
op
,Cat ]
P = d(n)A×d(n)q(n)C C .
a) Then P ∈ Tanwg and
p(1,n)P = p(1,n−1)A×p(1,n−1)q(n)C p
(1,n)C . (28)
b) Consider the commutative diagram in Tanwg
d(n)A
d(n)f //
a

d(n)q(n)C
b

C
c

goo
d(n)D
d(n)h
// d(n)q(n)F F
l
oo
(29)
where a, b, c are n-equivalences. Then the induced maps of pull-
backs
(a, c) : d(n)A×d(n)q(n)C C → d
(n)D×d(n)q(n)F F
is a n-equivalence in Tanwg.
c) If f is an (n− 1)-equivalence, P
w
−→ C is an n-equivalence.
Proof. By induction on n. When n = 1, the maps f, g, h, l are isofi-
brations since their target is a discrete category. Therefore, since a, b, c
are equivalences of categories, the induced map of pullbacks
(a, c) : dA×dqC C → dD×dqF F
is an equivalence of categories and p(dA×dqC C) = A×qC pC.
Suppose, inductively, that the proposition holds for n− 1.
a) We have
(d(n)A×d(n)q(n)C C)0 = d
(n−1)A0×d(n−1)q(n−1)C0 C0 .
Since, by hypothesis, A ∈ Tan−1wg and C is in Ta
n
wg, by definition A0 ∈
Catn−2hd and C0 ∈ Cat
n−1
hd . Therefore by Lemma 5.3
d(n−1)A0×d(n−1)q(n−1)C0 C0 ∈ Cat
n−1
hd .
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Further, for each k ≥ 1,
(d(n)A×d(n)q(n)C C)k = d
(n−1)Ak×d(n−1)q(n−1)Ck Ck
where, by hypothesis, Ak ∈ Ta
n−2
wg and Ck ∈ Ta
n−1
wg . It follows by
inductive hypothesis that
d(n−1)Ak×d(n−1)q(n−1)Ck Ck ∈ Ta
n−1
wg .
To prove that d(n)A×d(n)q(n)C C ∈ Ta
n
wg, it remains to show that its
induced Segal maps µˆs are (n− 1)-equivalences for all s ≥ 2. We show
this for s = 2, the case s > 2 being similar. We have
µˆ2 : (d
(n)A×d(n)q(n)C C)2 →
→ (d(n)A×d(n)q(n)C C)1×(d(n)A×
d(n)q(n)C
C)d0
(d(n)A×d(n)q(n)C C)1 .
By Lemma 5.3,
(d(n)A×d(n)q(n)C C)
d
0 = (p
(n−1)(d(n−1)A0×d(n−1)q(n−1)C0 C0))
d = Ad0 =
= Ad0×d(n−1)q(n−1)Cd0 C
d
0
where we used the fact that, since q(n−1)d(n−1) = Id,
d(n−1)q(n−1)Cd0 = d
(n−1)q(n−1)d(n−1)...d(1)p...p(n−1)C0 =
= d(n−1)d(n−2)...d(1)p...p(n−1)C0 = C
d
0 .
Recalling that q(n−1) commutes with pullbacks over discrete objects,
we obtain
(d(n)A×d(n)q(n)C C)1×(d(n)A×
d(n)q(n)C
C)d0
(d(n)A×d(n)q(n)C C)1 =
= (d(n−1)A1×d(n−1)q(n−1)C1 C1)×(Ad0×d(n−1)q(n−1)Cd
0
Cd0 )
(d(n−1)A1×d(n−1)q(n−1)C1 C1) =
= d(n−1)(A1×Ad0 A1)×d(n−1)q(n−1)(C1 ×Cd
0
C1) (C1×Cd0 C1) .
On the other hand
(d(n)A×d(n)q(n)C C)2 = d
(n−1)A2×d(n−1)q(n−1)C2 C2 .
Hence we see that the map µˆ2 is the induced map on pullbacks from
the diagram in Tan−1wg
d(n−1)A2 //

d(n−1)q(n−1)C2

C2oo

d(n−1)(A1×Ad0 A1)
// d(n−1)q(n−1)(C1×Cd0 C1) C1×Cd0 C1
oo
(30)
In this diagram, the left and right vertical maps are (n−1)-equivalences
since they are induced Segal maps of d(n)A and C respectively. The
map
q(n−1)C2 → q
(n−1)(C1×Cd0 C1) = q
(n−1)C1×(q(n−1)C0)d q
(n−1)C1
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is the induced Segal map for q(n)C ∈ Tan−1wg , and is therefore a (n− 2)-
equivalence. The central vertical map in (30) is therefore in particular
a (n−1)-equivalence. We can therefore apply the induction hypothesis
b) to the diagram (30) and conclude that the induced map on pullbacks
is a (n− 1)-equivalence. That is µˆ2 is a (n− 1)-equivalence.
Similarly one shows that µˆs is a (n − 1)-equivalence for all s ≥ 2.
This concludes the proof that d(n)A×d(n)q(n)CC ∈ Ta
n
wg and (28) follows
from Lemma 5.4.
b) We now show that (a, c) is a n-equivalence. By Proposition 4.11
b), it is enough to show that it is a local (n− 1)-equivalence and that
p(1,n)(a, c) is an isomorphism.
Let
(x1, y1), (x2, y2) ∈ (d
(n)A×d(n)q(n)C C)
d
0 = A
d
0×d(n−1)q(n−1)Cd0 C
d
0 .
Then the map
(a, c)((x1, y1), (x2, y2))
is the induced map on pullbacks of the diagrams
d(n)A(x1, x2)
f(x1,x2) //
a(x1,x2)

d(n−1)q(n−1)C(fx1, fx2)
b(fx1,fx2)

C(y1, y2)
g(y1,y2)oo
c(y1,y2)

d(n−1)D(ax1, ax2)
h(ax1,ax2)
// d(n−1)q(n−1)F (hax1, hax2) C(cy1, cy2)
C(cy1,cy2)
oo
(31)
The vertical maps in (31) are (n− 1)-equivalences. By the induc-
tive hypothesis b), since a, b, c are n-equivalences we conclude that
the induced map of pullbacks is a (n− 1)-equivalence. This shows
that (a, c) is a local (n− 1)-equivalence. By Lemma 5.4, p(n−1)(a, c) =
(p(1,n)a, p(1,n)c).
Applying the functor p(1,n) to the diagram (29) we obtain a commu-
tative diagram in Set
p(1,n−1)A //
p(1,n−1)a

p(1,n−1)q(n)C
p(1,n)b

p(1,n−1)p(n)Coo
p(1,n)c

p(1,n−1)D // p(1,n−1)q(n)F p(1,n−1)p(n)Coo
Since, by hypothesis, a, b and c are n-equivalences, by Proposition
4.11 a) the vertical maps are isomorphisms, hence such is p(1,n)(a, c)
as required. We conclude from Proposition 4.11 b) that (a, c) is an
n-equivalence.
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c) By a), we have a commutative diagram in Tanwg
d(n)A
f //
f

d(n)q(n)C C
goo
d(n)q(n)C d(n)q(n)C C
g
oo
in which the vertical maps are n-equivalences. It follows by b) that the
induced map of pullbacks
P = d(n)A×d(n)q(n) C
w
−→ d(n)q(n)C×d(n)q(n) C = C
is an n-equivalence.

6. The category LTanwg.
In this section we introduce the subcategory LTanwg of Ta
n
wg. We will
show in Section 7 how to associate to this category a Segalic pseudo-
functor, which in turn will lead to the contruction of the rigidification
functor Qn.
The main result of this section is Theorem 6.7 establishing that that
every object of Tanwg can be approximated up to an n-equivalence with
an object of Tanwg.
Definition 6.1. Define inductively the subcategory LTanwg ⊂ Ta
n
wg. For
n = 2, LTa2wg = Ta
2
wg. Suppose we defined LTa
n−1
wg ⊂ Ta
n
wg. Let LTa
n
wg
be the full subcategory of Tanwg whose objects X are such that
i) Xk ∈ LTa
n−1
wg for all k ≥ 0.
ii) The maps in [∆n−2
op
,Cat ]
vk : Jn−1Xk → Jn−1(X1×d(n−1)p(n−1)X0
k
· · ·×d(n−1)p(n−1)X0 X1)
are levelwise equivalences of categories for all k ≥ 2
iii) p(n)X ∈ Catn−1wg .
Definition 6.2. Let L(n)Ta
n
wg be the full subcategory of Ta
n
wg whose
objects X are such that
i) The maps in [∆n−2
op
,Cat ]
vk : Jn−1Xk → Jn−1(X1×d(n−1)p(n−1)X0
k
· · ·×d(n−1)p(n−1)X0 X1)
are levelwise equivalences of categories for all k ≥ 2
ii) p(n)X ∈ Catn−1wg .
Lemma 6.3. Let X ∈ Tanwg. Then X ∈ LTa
n
wg if and only if
a) X ∈ L(n)Ta
n
wg.
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b) For each 1 < r ≤ n−1 and each k1, ..., kn−r ∈ ∆
op, Xk1,...,kn−r ∈
L(r)Ta
r
wg
Proof. By induction on n. It holds for n = 2 since LTa2wg = L(2)Ta
2
wg =
Ta2wg. Suppose it holds for (n − 1) and let X ∈ LTa
n
wg. Then by
definition X ∈ L(n)Ta
n
wg. Also by definition Xk1···kn−r ∈ LTa
r
wg and
therefore Xk1···kn−r ∈ L(r)Ta
r
wg.
Conversely, suppose that X ∈ Tanwg satisfies a) and b). By a), vk
is a levelwise equivalence of categories and p(n)X ∈ Catn−1wg ; by b),
Xk ∈ L(n−1)Ta
n−1
wg and, further, Xk itself satisfies b). Thus by induction
hypothesis applied to Xk we conclude that Xk ∈ LTa
n−1
wg . By definition,
this shows that X ∈ LTanwg. 
Corollary 6.4. Let X ∈ Catnwg. Then X ∈ LTa
n
wg.
Proof. We claim that X ∈ L(n)Ta
n
wg. We prove the claim by induction
on n. For n = 2, if X ∈ Cat2wg, for each s ≥ 2 there is an equivalence
of categories
Xs ≃ X1×Xd0
s
· · ·×Xd0 X1 = X1×d(1)p(1)X0
s
· · ·×d(1)p(1)X0 X1 .
Thus, by definition, X ∈ L(2)Ta
2
wg. Suppose, inductively, that the
statement holds for n − 1 and let X ∈ Catnwg. Then, by Proposi-
tion 3.7, X
(2)
k ∈ Cat
n−1
wg for all k ≥ 0. Hence by inductive hypothesis
X
(2)
k ∈ L(n−1)Ta
n−1
wg . From the definition of X
(2)
k this means that, for all
s ≥ 2 and k ≥ 0, the map
Jn−2Xsk → Jn−2(X1k×d(n−2)p(n−2)X0k
s
· · ·×d(n−2)p(n−2)X0k X1k)
is a levelwise equivalence of categories. Since this holds for every k ≥ 0,
this implies that the map
Jn−1Xs → Jn−1(X1×d(n−1)p(n−1)X0
s
· · ·×d(n−1)p(n−1)X0 X1)
is a levelwise equivalence of categories. Since p(n)X ∈ Catn−1wg this
implies that X ∈ L(n)Ta
n
wg, as claimed.
Since X ∈ Catnwg, by definition Xk1...kn−r ∈ Cat
r
wg, thus, from above
Xk1...kn−r ∈ L(r)Ta
r
wg. Hence, by Lemma 6.3, X ∈ LTa
n
wg. 
Remark 6.5. If X ∈ Catnwg, not only the map
Jn−1Xk → Jn−1(X1×d(n−1)p(n−1)X0
k
· · ·×d(n−1)p(n−1)X0 X1)
is a levelwise equivalence of categories, but so is the map
Jn−1Xk → Jn−1(X1×d(j,n−1)p(j,n−1)X0
k
· · ·×d(j,n−1)p(j,n−1)X0 X1) (32)
where d(j,n−1) = d(n−1)...d(j) for j = 1, ..., n − 1. We can see this by
induction on n. The case n = 2 is as in proof of Corollary 6.4. Suppose,
inductively, that the statement holds for n−1 and letX ∈ Catnwg. Then,
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by Proposition 3.7, X
(2)
k ∈ Cat
n−1
wg for all k ≥ 0. Hence by inductive
hypothesis, for all k ≥ 2 the map
Jn−2Xsk → Jn−2(X1k×d(j−1,n−2)p(j−1,n−2)X0k
k
· · ·×d(j−1,n−2)p(j−1,n−2)X0k X1k)
is a levelwise equivalence of categories. Since this holds for all k ≥ 0,
this means that (32) is a levelwise equivalence of categories.
The following lemma is used in the proof of the main result of this
section, Theorem 6.7.
Lemma 6.6. Let B
∂0−→ X
∂1←− B be a diagram in Tanwg with X ∈ Cat
n
hd
and let
A
α
−→ B×X B
β
−→ B×Xd B
be maps Tanwg (where β is induced by the map γ : X → X
d) such that
i) p(n−1)α0, and p
(n−r−1)αk1...kr 0 are isomorphisms for all 1 ≤ r <
n− 1.
ii) (B×X B)
d
0
∼= Bd0 ×Xd0 B
d
0
(B×X B)
d
k1...kr 0
∼= Bdk1...kr 0×Xdk1...kr 0
Bdk1...kr 0
iii) βα is a n-equivalence.
Then Jnα is a levelwise equivalence of categories.
Proof. Let x, x′ ∈ Ad0. By hypothesis i) and ii),
Ad0
∼= (B×X B)
d
0 = B
d
0 ×Xd0 B
d
0 ⊂ B
d
0 ×Xd B
d
0
where the last inclusion holds because the map γ0 : X0 → (X
d)0 factors
through Xd0 . Let αx = (a, b) ∈ B
d
0 ×Xd0 B
d
0 and αx
′ = (a′, b′). We have
(B×X B)(x, x
′) = B(a, a′)×X(∂0a,∂0a′) B(b, b
′)
(B×Xd B)(βx, βx
′) = B(a, a′)×Xd(γa,γa′) B(b, b
′) = B(a, a′)× B(b, b′)
where in the last equality we used the fact that da = da′ so that
Xd(γa, γa′) = {·} since Xd is discrete.
The map γ : X → Xd factors as
X → d(n)...d(2)p(2)...p(n)X → d(n)...d(2)dp...p(n)X = Xd
and we have
(d(n)...d(2)p(2)...p(n)X)(p∂0a, p∂0a
′) = X(∂0a, ∂0a
′)d .
Thus the map β(x, x′) factors as
B(a, a′)×X(∂0a,∂0a′) B(b, b
′)
s
−→ B(a, a′)×X(∂0a,∂0a′)d B(b, b
′)
t
−→ B(a, a′)× B(b, b′) .
On the other hand, since p(2,n)X ∈ Cathd, the set p
(2,n)X(p∂0a, p∂0a
′)
contains only one element. Thus X(∂0a, ∂0a
′)d is the terminal object,
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and t = Id. Since, by hypothesis, βα is a n-equivalence βα(x, y) is a
(n− 1)-equivalence, so by the above the composite
A(x, y)
α(x,y)
−−−→ B(a, a′)×X(∂a,∂a′) B(b, b
′)
s
−→ B(a, a′)×X(∂a,∂a′)d B(b, b
′)
(33)
is a (n− 1)-equivalence.
We now proceed to the rest of the proof by induction on n. When
n = 2, since X(∂0a, ∂0a
′) ∈ Cathd, the map s is fully faithful. Since
sα(x, y) is an equivalence of categories, it is essentially surjective on
objects, and therefore s is essentially surjective on objects. It follows
that s is an equivalence of categories, and therefore such is α(x, y).
Since by hypothesis pα0 is a bijection, the map p
(2)α is bijective on
objects, thus pp(2)α is surjective. From Proposition 4.11 we deduce
that α is a 2-equivalence.
Thus α satisfies the hypotheses of Proposition 4.13 and we conclude
that it is a levelwise equivalence of categories.
Suppose, inductively, that the lemma holds for n− 1. We show that
the maps (33) satisfy the inductive hypothesis.
Since sα(x, y) is a (n− 1)-equivalence, inductive hypothesis iii) holds.
Since by hypothesis p(n−1)α0 is an isomorphism, so is
p(n−2)α0(x, y) = (p
(n−1)α0)(x, y)
as well as
p(n−r−2){αk1...kr 0(x, y)} = (p
(n−r−1)αk1...kr 0)(x, y) .
Thus inductive hypothesis i) holds for the maps (33). Further, using
hypothesis ii) we compute
((B×X B)(x, y))
d
0 = (B1×X1 B1)
d
0(x, y) =
= (Bd10×Xd10 B
d
10)(x, y) = B(x, y)
d
0×X(x,y)d0 B(x, y)
d
0
and similarly
((B×X B)(x, y))
d
k1...kr 0
= (B×X B)
d
1k1...kr 0
(x, y) =
∼= Bd1k1...kr 0(x, y)×Xd1k1...kr 0(x,y)
Bd1k1...kr 0(x, y) =
= Bk1...kr 0(x, y)
d×Xk1...kr 0(x,y)d Bk1...kr 0(x, y)
d .
Thus the inductive hypothesis ii) holds for the maps (33).
We conclude by induction that Jn−1α(x, y) is a levelwise equivalence
of categories, hence in particular it is a (n− 1)-equivalence. Since by
hypothesis p(n−1)α0 is an isomorphism, so is
(p(2,n)α)0 = p
(1,n−1)α0
so that p(1,n)α is surjective. Since, from above, α is a local (n − 1)-
equivalence, from Proposition 4.11 it follows that α is a n-equivalence.
Together with hypothesis i) this shows that α satisfies the hypotheses
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of Proposition 4.13 and we conclude that Jnα is a levelwise equivalence
of categories. 
Theorem 6.7. Let X ∈ Tanwg, and let r : Z → d
(n)q(n)X be a map in
Tan−1wg with Z ∈ Cat
n−1
wg and consider the pullback in [∆
n−1op,Cat ]
P
w //

X
γ(n)

d(n)Z
d(n)r
// d(n)q(n)X
Then
a) For all k ≥ 2
α : Jn−1Pk → Jn−1(P1×d(n−1)p(n−1)P0
k
· · ·×d(n−1)p(n−1)P0 P1)
is a levelwise equivalence of categories.
b) q(n)P and p(n)P are in Catn−1wg .
c) P ∈ L(n)Ta
n
wg.
d) If r is a (n− 1)-equivalence then w is a n-equivalence.
e) P ∈ LTanwg.
Proof. By induction in n. When n = 2, we know by Proposition 5.5
that P ∈ Ta2wg = L(2)Ta
2
wg, proving a) and c). Part b) is trivial since
p(2)P and q(2)P are in Cat . Part a) follows from Lemma 5.5 c). Part
e) holds since tawg2 = LTa2wg
Suppose, inductively that the theorem holds for n− 1.
a) We first show that for each k ≥ 2
P1×d(n−1)p(n−1)P0
k
· · ·×d(n−1)p(n−1)P0 P1 ∈ Ta
n−1
wg .
We illustrate this for k = 2, the case k > 2 being similar. Since p
commutes with pullbacks over discrete objects we have
p(n)P = Z×q(n)X p
(n)X
and, (since q(n−1)X0 = p
(n−1)X0 as X0 ∈ Cat
n−1
hd )
p(n−1)P0 = Z0×q(n−1)X0 p
(n−1)X0 = Z0 .
Also, P1 = d
(n−1)Z1×d(n−1)q(n−1)X1 X1. Therefore
P1×d(n−1)p(n−1)P0 P1 =
= (d(n−1)Z1×d(n−1)q(n−1)X1 X1)×d(n−1)Z0 (d
(n−1)Z1×d(n−1)q(n−1)X1 X1) =
= d(n−1)(Z1×Z0 Z1)×d(n−1)q(n−1)(X1×X1) (X1 ×X1) .
By Proposition 5.5, this is an object of Tan−1wg .
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The induced Segal map µˆ2 for P can therefore be written as com-
posite of maps in Tan−1wg
P2
α
−→ P1×d(n−1)p(n−1)P0 P1
β
−→ P1×P d0 P1 . (34)
We show that the maps (34) satisfies the hypotheses of Lemma 6.6.
Since P ∈ Tanwg, µˆ2 = βα is a (n− 1)-equivalence, so hypothesis iii)
of Lemma 6.6 holds for the maps (34) .
To check hypothesis i), note that
p(n−2)P20 = p
(n−2)(d(n−2)Z20×d(n−2)q(n−2)X10 d
(n−2)p(n−2)X10) = Z20
p(n−2)(P1×d(n−1)p(n−1)P0 P1)0 =
= p(n−2)P10×p(n−2)P00 p
(n−2)P10 = Z10×Z00 Z10
∼= Z20
where the last isomorphism holds since Z ∈ Catn−1wg . Hence p
(n−2)α0 is
an isomorphism. Similarly
Ps1...sr = Zs1...sr×q(n−r−1)Xs1...sr Xs1...sr
p(n−r−1)Ps1...sr = Zs1...sr×q(n−r−1)Xs1...sr Xs1...sr .
Thus
p(n−r−2)P2k1...kr0 = Z2k1...kr0
p(n−r−2)(P1×d(n−1)p(n−1)P0 P1)k1...kr0 =
= p(n−r−2)(P1k1...kr0×d(n−r−1)p(n−r−1)P0k1...kr0 P1k1...kr0) =
= p(n−r−2)P1k1...kr0×p(n−r−1)P0k1...kr0
p(n−r−2)P1k1...kr0 =
= Z1k1...kr0×Z0k1...kr0 Z1k1...kr0
∼= Z2k1...kr0 .
where the last isomorphism holds since Z ∈ Catn−1wg . This shows that
p(n−r−2)αk1...kr0 is an isomorphism, proving hypothesis i) of Lemma 6.6
for the maps (34).
To check hypothesis ii) of Lemma 6.6 note that P d20 = Z
d
20 while
(P1×d(n−1)p(n−1)P0 P1)
d
0 = (P10×d(n−2)p(n−2)P00 P10)
d
0 =
= (Z10×d(n−2)p(n−2)Z00 Z10)
d = Zd10×Zd00 Z
d
10
∼= Zd20
where the last isomorphism holds because Z ∈ Catnwg (apply Remark
3.10 to Z
(2)
0 which is an object of Cat
n−2
wg by Proposition 3.7). Similarly
(P2)
d
k1...kr0 = Z
d
2k1...kr0
(P1×d(n−1)p(n−1)P0 P1)
d
k1...kr0
=
= (Z1k1...kr0×d(n−1)p(n−1)Z0k1...kr0 Z1k1...kr0)
d =
= Zd1k1...kr0×Zd0k1...kr0
Zd1k1...kr0 = Z
d
2k1...kr0 .
where the last equality holds because Z ∈ Catn−1wg and therefore Zk0...kr ∈
Catn−r−1wg by applying Remark 3.10 to (Zk0...kr)
(2)
0 which is an object of
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Catn−r−1wg by Proposition 3.7. This proves that hypothesis ii) of Lemma
6.6 holds for (34).
So all hypotheses of Lemma 6.6 holds for the maps (34) and we
conclude that Jn−1α is a levelwise equivalence of categories.
The proof that, for each s > 2 the map
Ps → P1×d(n−1)p(n−1)P0
s
· · ·×d(n−1)p(n−1)P0 P1
is a levelwise equivalence of categories is similar.
b) We have q(n)P = Z ∈ Catnwg, p
(n)P ∈ Tan−1wg since P ∈ Ta
n
wg by
Proposition 5.5. We now show that p(n)P satisfies the hypotheses of
Lemma 4.7, which then shows that p(n)P ∈ Catn−1wg .
We have the pullback in [∆n−2
op
,Cat ] for each k ≥ 0,
Pk //

Xk

Zk // d
(n−1)p(n−1)Xk
which satisfies the induction hypothesis. Therefore, by induction,
p(n−1)Pk ∈ Cat
n−2
wg which is hypothesis a) of Lemma 4.7. Since, by part
a), the map
t2 : P2 → P1×d(n−1)p(n−1)P0 P1
is a levelwise equivalence of categories, it induces an isomorphism
p(n−1)P2 = p
(n−1)(P1×d(n−1)p(n−1)P0 P1) = p
(n−1)P1×p(n−1)P0 p
(n−1)P1
and similarly all the other Segal maps of p(n)P are isomorphisms. This
proves hypothesis b) of Lemma 4.7 for p(n)X .
To prove hypothesis c) of Lemma 4.7, we first note that
P1×d(j,n−1)p(j,n−1)P0 P1 ∈ Ta
n−1
wg (35)
where we denote
p(j,n−1) = p(j)...p(n−1), d(j,n−1) = d(n−1)...d(j) .
In fact, since p(n−1)P0 = Z0 we have
P1×d(j,n−1)p(j,n−1)P0 P1 =
= (d(n−1)Z1×d(n−1)q(n−1)X1 X1)×d(j,n−1)p(j,n−1)Z0 (d
(n−1)Z1×d(n−1)q(n−1)X1 X1) =
= {d(n−1)Z1×d(j,n−1)p(j,n−1)Z0 d
(n−1)Z1}×d(n−1)q(n−1)(X1×X1) (X1 ×X1) =
= d(n−1)(Z1×d(j,n−2)p(j,n−1)Z0 Z1)×d(n−1)q(n−1)(X1×X1) (X1 ×X1) .
(36)
By Remark 6.5, Z1×d(j,n−2)p(j,n−2)Z0 Z1 ∈ Cat
n−1
wg ; by Proposition 5.5
and (36) we conclude that (35) holds. It follows that
p(j+1,n−1)(P1×d(j,n−1)p(j,n−1)P0 P1) =
= p(j+1,n−1)P1×d(j)p(j)p(j+1,n−1)P0 p
(j+1,n−1)P1 ∈ Ta
j
wg .
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Since P ∈ Tanwg, p
(j+1,n)P ∈ Tajwg so that the induced Segal map
p(j+1,n−1)P2 → p
(j+1,n−1)P1×(p(j+1,n−1)P0)d p
(j+1,n−1)P1
are (j − 1)-equivalences. From above, this map factorizes as composite
of maps in Tajwg
p(j+1,n−1)P2
α
−→ p(j+1,n−1)P1×d(j)p(j)p(j+1,n−1)P0 p
(j+1,n−1)P1
β
−→
β
−→ p(j+1,n−1)P1×(p(j+1,n−1)P0)d p
(j+1,n−1)P1 .
It is not difficult to check that this satisfies the hypotheses of Lemma
6.6; thus we conclude that Jjα is a levelwise equivalence of categories.
Therefore p(j)α is an isomorphism, that is
p(j,n−1)P2 ∼= p
(j)(p(j+1,n−1)P1×d(j)p(j)p(j+1,n−1)P0 p
(j+1,n−1)P1) =
= p(j,n−1)P1×p(j,n−1)P0 p
(j,n−1)P1 .
Similarly one shows that all the other Segal maps for p(j+1,n)P are
isomorphisms, which proves condition c) in Lemma 4.7 for p(n)P . Thus
by Lemma 4.7 we conclude that p(n)P ∈ Catnwg, proving b).
c) By definition of L(n)Ta
n
wg, this follows from a) and b).
d) Consider the commuting diagram in Tanwg
d(n)Z
d(n)r //
d(n)r

d(n)q(n)X Xoo
d(n)q(n)X d(n)q(n)X Xoo
By hypothesis, d(n)r is a n-equivalence. Thus by Proposition 5.5 the
induced map of pullbacks
P = d(n)Z×d(n)q(n)X X
w
−→ d(n)q(n)X×d(n)q(n)X X = X
is a n-equivalence, as required.
e) By c) and by Lemma 6.3, to show that P ∈ LTanwg it is enough to
show that, for each k1, ..., kn−s ∈ ∆
op, Pk1,...,kn−s ∈ L(s)Ta
s
wg, 1 < s ≤
n− 1. We have a pullback in [∆n−1
op
,Cat ]
Pk1...kn−s
wk1...kn−s //

Xk1...kn−s

d(s)Zk1...kn−s
d(s)rk1...kn−s
// d(s)q(s)Xk1...kn−s
(37)
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where Xk1...kn−s ∈ Ta
s
wg (since X ∈ Ta
n
wg) and Zk1...kn−s ∈ Cat
s−1
wg (since
Z ∈ Catn−1wg ).
Thus (37) satisfies the hypotheses of the theorem and we conclude
from c) that Pk1...kn−s ∈ L(s)Ta
s
wg, as required.

7. Ridigifying weakly globular Tamsamani n-categories
In this section we show the main result of the paper, Theorem 7.4,
establishing the existence of a rigidification functor
Qn : Ta
n
wg → Cat
n
wg
replacing X ∈ Tanwg with an n-equivalent object QnX .
The construction of the functor Qn uses three main ingredients: the
first is the approximation up to n-equivalence of any object of Tanwg
with an object of LTanwg established in the previous section. The second
ingredient is a functor Trn from the category LTa
n
wg to the category of
Segalic pseudo-functors, which we establish in this section in Theorem
7.3. The third ingredient is the functor from Segalic pseudo-functors to
weakly globular n-fold categories from [27] recalled in Theorem 3.12.
The construction of the functor Trn is based on a general categor-
ical technique which we recalled in Lemma 2.16. We can apply this
technique to objects of the category LTanwg thanks to a property of the
latter, which we establish in Lemma 7.2.
We first fix a notation for the induced Segal maps of categories for
an object X of Tanwg when all but one simplicial directions in JnX are
fixed.
Notation 7.1. Let X ∈ Tanwg, k = (k1, . . . , kn−1) ∈ ∆
n−1op, 1 ≤ i ≤
n− 1. Then there is X ik ∈ [∆
op
,Cat ] with
(X ik)r = Xk(r,i) = Xk1...ki−1rki+1...kn−1
so that (X ik)ki = Xk. Since Xk1,...,ki−1 ∈ Ta
n−i+1
wg , Xk1,...,ki−10 ∈ Cat
n−i
hd
and thus by [26, Lemma 3.1]
Xk1...ki−10ki+1...kn−1 = Xk(0,i) ∈ Cathd.
We therefore obtain induced Segal maps in Cat for all ki ≥ 2.
ν(k, i) : Xk → Xk(1,i)×Xd
k(0,i)
ki
· · ·×Xd
k(0,i)
Xk(1,i) . (38)
Lemma 7.2. Let X ∈ LTanwg; then for each k ∈ ∆
n−1op, 1 ≤ i ≤ n− 1
and ki ≥ 2 the maps ν(k, i) as in (38) are equivalences of categories.
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Proof. By induction on n. It holds when n = 2 since LTa2wg = Ta
2
wg
and, for k ≥ 2, ν(k, 1) is the induced Segal map
Xk → X1×Xd0
k
· · ·×Xd0 X1
which is an equivalence of categories by definition of Ta2wg.
Suppose the lemma holds for (n−1) and letX be as in the hypothesis.
Consider first the case 1 < i ≤ n − 1. Since X ∈ LTanwg, by definition
Xk1 ∈ LTa
n−1
wg . Denoting r = (k2...kn−1) we have
Xk = (Xk1)r
Xk(1,i) = (Xk1)r(1,i−1) Xk(0,i) = (Xk1)r(0,i−1) .
(39)
The induction hypothesis applied to Y = Xk1 implies the equivalence
of categories for each ri−1 ≥ 2
Yr ≃ Yr(1,i−1)×Y d
r(0,i−1)
ri−1
· · ·×Y d
r(0,i−1)
Yr(1,i−1) .
By (39) this means that ν(k, i) is an equivalence of categories for all
1 < i ≤ n− 1.
Consider the case i = 1. By definition of LTanwg the map in [∆
n−2op,Cat ]
Xk1 → X1×d(n−1)p(n−1)X0
k1
· · ·×d(n−1)p(n−1)X0 X1
is a levelwise equivalence of categories for each ki ≥ 2. Therefore, for
each r = (k2...kn−1) there is an equivalence of categories.
(Xk1)r ≃ (X1)r×dp(X0)r
k1
· · ·×dp(X0)r (X1)r .
Since (X1)r = Xk(1,1) and dp(X0)r = X
d
k(0,1) we obtain the equivalence
of categories
Xk ≃ Xk(1,1)×Xd
k(0,1)
ki
· · ·×Xd
k(0,1)
Xk(1,1) .
In conclusion ν(k, i) is an equivalence of categories for all 1 ≤ i ≤
n− 1. 
Theorem 7.3. There is a functor
Trn : LTa
n
wg → SegPs[∆
n−1op,Cat ]
together with a pseudo-natural transformation tn(X) : TrnX → X for
each X ∈ LTanwg which is a levelwise equivalence of categories.
Proof. Given X ∈ LTanwg define the diagram TrnX in [ob(∆
n−1op),Cat ]
as follows: for each k ∈ ∆n−1
op
and 1 ≤ i ≤ n− 1
i) If kj = 0 for some 1 ≤ j ≤ n− 1
(TrnX)k = X
d
k .
ii) If kj 6= 0 for all 1 ≤ j ≤ n− 1 and ki = 1,
(TrnX)k = Xk(1,i) = Xk .
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iii) If kj 6= 0 for all 1 ≤ j ≤ n− 1 and ki > 1,
(TrnX)k = Xk(1,i)×Xd
k(0,i)
ki
· · ·×Xd
k(0,i)
Xk(1,i) .
We claim that, for all k ∈ ∆n−1
op
there is an equivalence of categories
(TrnX)k = Xk .
In fact, in case i), Xk ∈ Cathd thus there is an equivalence of categories
(TrnX)k = X
d
k ≃ Xk .
In case ii) we have
(TrnX)k = Xk(1,i) = Xk .
In case iii) by Lemma 7.2 we have an equivalence of categories
(TrnX)k = Xk(1,i)×Xd
k(0,i)
ki
· · ·×Xd
k(0,i)
Xk(1,i) ≃ Xk .
This proves the claim.
We can therefore apply Lemma 2.16 with C = ∆n−1
op
and conclude
that TrnX lifts to a pseudo-functor
TrnX ∈ Ps[∆
n−1op,Cat ]
with (TrnX)k as in i), ii) and iii). We check that TrnX is a Segalic
pseudo-functor.
Conditions a) in Definition 3.11 is satisfied by construction. As for
condition b), let k ∈ ∆n−1
op
be such that kj = 0 for some 1 ≤ j ≤ n−1
and let ki ≥ 2 for 1 ≤ i ≤ n. Since by Lemma 7.2 there is an equivalence
of categories
Xk ≃ Xk(1,i)×Xd
k(0,i)
ki
· · ·×Xd
k(0,i)
Xk(1,i)
and since Xk ∈ Cathd, Xk(1,i) ∈ Cathd, there is an isomorphism
Xdk
∼= dp(Xk(1,i)×Xd
k(0,i)
ki
· · ·×Xd
k(0,i)
Xk(1,i)) ∼= X
d
k(1,i)×Xd
k(0,i)
ki
· · ·×Xd
k(0,i)
Xdk(1,i)
which is the same as
(TrnX)k ∼= (TrnX)k(1,i)×(TrnX)k(0,i)
ki
· · ·×(TrnX)k(0,i) (TrnX)k(1,i) .
Thus condition b) in Definition 3.11 holds in this case.
Suppose kj 6= 0 for all 1 ≤ j ≤ n− 1, ki ≥ 2. Then
(TrnX)k = Xk(1,i)×Xd
k(0,i)
ki
· · ·×Xd
k(0,i)
Xk(1,i) ∼=
∼= (TrnX)k(1,i)×(TrnX)k(0,i)
ki
· · ·×(TrnX)k(0,i) (TrnX)k(1,i) .
So condition b) in Definition 3.11 also holds in this case. As for con-
dition c), we note that the equivalence of categories (TrnX)k ≃ Xk for
each k ∈ ∆n−1
op
implies the isomorphism
p(TrnX)k ∼= pXk = (p
(n)X)k .
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Since X ∈ LTanwg, p
(n)X ∈ Catn−1wg hence p
(n)TrnX ∈ Cat
n−1
wg . By def-
inition this means that TrnX ∈ SegPs[∆
n−1op,Cat ]. By Lemma 2.16
there is a morphism in Ps[∆n−1
op
,Cat ], tn(X) : TrnX → X which is
a levelwise equivalence of categories. 
We now prove the main result of this paper, which is the existence
of a rigidification functor from Tanwg to Cat
n
wg replacing any object of
Tanwg with a suitably equivalent object in Cat
n
wg.
Theorem 7.4. There is a functor
Qn : Ta
n
wg → Cat
n
wg
and for each X ∈ Tanwg a morphism in Ta
n
wg sn(X) : QnX → X,
natural in X, such that (sn(X))k is a (n−1)-equivalence for all k ≥ 0.
In particular, sn(X) is an n-equivalence.
Proof. By induction on n. When n = 2, let Q2 be the composite
Q2 : Ta
2
wg
Tr2−−→ SegPs[∆
op
,Cat ]
St
−→ Cat2wg
where Tr2 is as in Theorem 7.3. By Theorem 3.12, Q2X ∈ Cat
2
wg.
Recall [20] that the strictification functor
St : Ps[∆
op
,Cat ]→ [∆
op
,Cat ]
is left adjoint to the inclusion
J : [∆
op
,Cat ]→ Ps[∆
op
,Cat ]
and that the components of the unit are equivalences in Ps[∆
op
,Cat ].
By Theorem 7.3 there is a morphism in Ps[∆
op
,Cat ]
t2(X) : Tr2X → JX .
By adjunction this corresponds to a morphism in [∆
op
,Cat ]
Q2X = St Tr2X
s2(X)
−−−→ X
making the following diagram commute
Tr2X
η //
t2(X)
$$■
■■
■■
■■
■■
■■
■■
■■
■■
■
JSt Tr2X
Js2(X)

JX
Since η and t2(X) are levelwise equivalences of categories, such is s2(X).
Suppose, inductively, that we defined Qn−1. Define the functor
Pn : Ta
n
wg → LTa
n
wg
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as follows. Given X ∈ Tanwg, consider the pullback in [∆
n−1op,Cat ]
PnX
w(X)
//

X
γn

d(n)Qn−1q
(n)X
d(n)sn−1(q(n)X)
// d(n)q(n)X
By Theorem 6.7, PnX ∈ LTa
n
wg. Define
QnX = St TrnPnX.
By Theorem 3.12, QnX ∈ Cat
n
wg. Let sn(X) : QnX → X be the
composite
sn(X) : QnX
hn(PnX)
−−−−−→ PnX
w(X)
−−−→ X .
where the morphism in [∆n−1
op
,Cat ]
QnX = St TrnPnX
hn(PnX)
−−−−−→ PnX
corrersponds by adjunction to the morphism in Ps[∆n−1
op
,Cat ]
TrnPnX
tn(PnX)
−−−−−→ JPnX
(where tn(PnX) is as in Theorem 7.3) such that the following diagram
commutes
TrnPnX
η //
tn(PnX)
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
JSt TrnPnX = JQnX
Jhn(PnX)

JPnX
We need to show that (sn(X))k is an (n− 1)-equivalence. Since η and
tn(PnX) are levelwise equivalence of categories, such is hn(PnX) so in
particular (hn(PnX))k is a levelwise equivalence of categories, and thus
is a (n− 1)-equivalence (see Remark 4.9).
Since pullbacks in [∆n−1
op
,Cat ] are computed pointwise, there is a
pullback in [∆n−2
op
,Cat ]
(PnX)k
(w(X))k //

Xk

d(n−1)(Qn−1q
(n)X)k
d(n−1)(sn−1(q(n)X))k
// d(n−1)q(n−1)Xk
where Xk ∈ Ta
n−1
wg (since X ∈ Ta
n
wg) and (Qn−1q
(n)X)k ∈ Cat
n−2
wg (since
Qn−1q
(n)X ∈ Catn−1wg ) and, by induction hypothesis, (sn−1(q
(n)X))k is
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a (n − 2)-equivalence. It follows by Theorem 6.7 that (w(X))k is a
(n− 1)-equivalence.
In conclusion both (hn(PnX))k and (w(X))k are (n−1)-equivalences
so by Proposition 4.11 such is their composite
(sn(X))k : (QnX)k
(hn(PnX))k
−−−−−−−→ (PnX)k
(w(X))k
−−−−→ Xk
as required. By Lemma 4.8, it follows that sn(X) is an n-equivalence.

Corollary 7.5. The functor Qn : Ta
n
wg → Cat
n
wg induces an equivalence
of categories
Tanwg/∼
n ≃ Catnwg/∼
n (40)
after localization with respect to the n-equivalences.
Proof. Let i : Catnwg →֒ Ta
n
wg denote the embedding of Cat
n
wg into Ta
n
wg.
Given X ∈ Tanwg, by Theorem 7.4 there is an n-equivalence in Ta
n
wg
iQnX → X , therefore iQnX ∼= X in Ta
n
wg/∼
n.
Let Y ∈ Catnwg; then iY ∈ Ta
n
wg so by Theorem 7.4 there is an n-
equivalence in Tanwg iQniY → iY . Since i is fully faithful, QniY → Y
is an n-equivalence in Catnwg. It follows that QniY
∼= Y in Catnwg/∼
n.
In conclusion Qn and i induce the equivalence of categories (40). 
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