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Effiziente wellenoptische Simulationsmethodiken zur Modellie-
rung mikro-optischer Elemente
Die stetige Entwicklung optischer Technologien hat in vielen Bereichen den modernen techni-
schen Fortschritt geebnet. So ist beispielsweise die Herstellung moderner Computerchips und
die Datenübertragung des Internets untrennbar mit der Entwicklung von innovativen Lithogra-
ﬁeverfahren und Glasfasernetzwerken verbunden. Darüber hinaus hat die kontinuierliche Wei-
terentwicklung optischer Fertigungsprozesse es ermöglicht, die Funktionalität optischer Kompo-
nenten immer weiter zu erhöhen. Auf Grundlage dieser Entwicklungen können nahezu beliebig
komplexe optische Komponenten höchster Qualität realisiert werden. Dies ermöglicht es neu-
artige Freiheitsgrade in der Auslegung und Konzeption optischer Systeme zu verwenden. Die
Herausforderung besteht jedoch darin, diese neuen Möglichkeiten gezielt in der Optimierung op-
tischer Systeme ausnutzen zu können. Dies erfordert die stetige Weiterentwicklung numerischer
Simulationswerkzeuge, um diese optischen Systeme zu modellieren, zu charakterisieren und zu
designen.
Ein Ziel dieser Arbeit ist es verbesserte numerische Techniken zur Modellierung mikro-
optischer Systeme einzuführen und zu diskutieren. Darüber hinaus ist ein weiteres Ziel dieser
Arbeit, das Potential dieser verbesserten Simulationsmethoden sowohl zur Charakterisierung als
auch dem Design mikro-optischer Komponenten zu untersuchen.
Im ersten Abschnitt der Arbeit wird die zugrundeliegende numerische Methodik vorgestellt.
Insbesondere werden Simulationsansätze für mikro-optische Systeme diskutiert. Diese Systeme
sind durch charakteristische Strukturgrößen im Bereich von einigen bis zu mehreren hundert
Lichtwellenlängen deﬁniert. In diesem Bereich können rigorose Simulationsverfahren, wie bei-
spielsweise die finite difference time domain method oder die rigorously coupled wave analysis,
typischerweise nicht angewendet werden. Die Speicheranforderungen und der Rechenaufwand
sind für diese Art von Simulationsszenarien selbst mit heutigen Computerressourcen zu auf-
wendig. Alternativ müssen approximierende Verfahren verwendet werden, welche eﬃzientere
Simulationen ermöglichen.
In einem ersten Schritt werden verschiedene Ansätze eingeführt, analysiert und diskutiert. In
einem weiteren Schritt werden vielversprechende Algorithmen gezielt weiterentwickelt, um de-
ren Recheneﬃzienz zu steigern. Dies kann den Anwendungsbereich der Simulationsmethodiken
stark erweitern und eröﬀnet tiefere Einsichten über die Wechselwirkung von Licht mit mikro-
strukturierten Komponenten. Dies ermöglicht die Entwicklung neuartiger Charakterisierungs-
und Designansätze für mikro-optische Komponenten, welche im zweiten Hauptteil der Arbeit
diskutiert werden. Hierfür, wird im ersten Schritt die Charakterisierung mikro-optischer Kompo-
nenten diskutiert. Zum Einem wird das Einschreibeverfahren von Faser-Bragg Gittern analysiert
und zum Anderen ein Charakterisierungsverfahren optischer Fasern diskutiert.
Während der Herstellung von Faser-Bragg Gittern können ungewollte Störungen in der Glas-
matrix auftreten, welche eine charakteristische und reproduzierbare Symmetrie zeigen. Um ein
besseres Verständnis der zugrundeliegenden Ursachen der Störungen zu erhalten, wird der Ein-
schreibevorgang der Faser-Bragg Gitter numerisch modelliert. Auf Grundlage der Simulations-
ergebnisse kann eine umfassende Erklärung für das Auftreten der Störungen der Glasmatrix
gefunden werden und eine Lösungsstrategie entwickelt werden.
Im darauﬀolgenden Kapitel wird ein zerstörungsfreies Messverfahren zur Charakterisierung
optischer Fasern vorgestellt. Dieses Konzept kann prinzipiell in den Herstellungsprozess opti-
scher Fasern integriert werden und damit die Überwachung von Faserparametern ermöglichen.
Hierfür wird ein in-line holograﬁsches Messverfahren verwendet und die zu untersuchende Faser
mit einem kohärenten Laserstrahl seitlich beleuchtet. Auf einem entfernten Detektor wird die
Beugungsantwort der Faser gemessen und ausgewertet. Zusätzlich wird der gesamte Messaufbau
numerisch modelliert. Der direkte Vergleich zwischen den Simulationen und den Messungen er-
möglicht die Charakterisierung der untersuchten Faser. Auf Grundlage der Simulationen können
auch systematische Einﬂussfaktoren evaluiert werden, welche die Genauigkeit der Charakterisie-
rung beeinﬂussen. Auf dieser Grundlage können verschiedene methodische Verbesserungen des
Messaufbaus realisiert werden.
Im letzten Kapitel der Arbeit wird ein integriertes Strahlformungskonzept vorgestellt, wel-
ches komplexe Beleuchtungsverteilungen in einem hochgradig miniaturisierten Ansatz ermög-
licht. Hierfür wird eine Freiformﬂäche designt, welche die Strahlformung der Grundmode der
Faser in die gewünschte Zielverteilung ermöglicht. Der optische Designprozess wird gezielt opti-
miert, um Probleme klassischer diﬀraktiver Strahlformung zu umgehen. Insbesondere wird die
Unterdrückung von Falschlicht der nullten und höheren Beugungsordnungen gezielt analysiert.
Die ﬁnal designten Oberﬂächen werden mit Hilfe der Multiphotonen Lithograﬁe monolithisch auf
der Faserspitze realisiert. Dieser Ansatz ermöglicht die Nutzung von strukturierter Beleuchtung
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3The continuous development of optical technologies paves the way for modern technical progress
in many diﬀerent scientiﬁc and economic areas. The ability to exchange information across
continental boundaries almost at the speed of light is intrinsically linked to the development
of ﬁber-optic networks for data transmission. Alternatively, the observation and detection of
gravitational waves requires unprecedented precision to resolve tiny ﬂuctuations in space. These
possibilities are exceptionally provided by high-end laser interferometric techniques.
These advancements of modern optical technologies allow to increase the functionality of optical
devices. They enable to realize optical components between the very nanoscopic regime and
macroscopic scales without symmetries and with extraordinary accuracies. For instance, modern
lithography processes enable the realization of intricate nanoscopic structures, which allows to
manipulate light on smallest subwavelength scales [1,2]. Moreover, modern fabrication processes,
such as femtosecond two-photon direct laser writing even enable 3d-printing of micro-optical
structures on arbitrary substrates. This can open up novel avenues in the miniaturization and
integration of optical components [3]. Finally, modern diamond turning manufacturing processes
allow for the fabrication of large optical components without an underlying rotational symmetry,
which opens up the ﬁeld of freeform optics [4]. While these diﬀerent fabrication technologies
enable the realization of optical components with nearly an arbitrary degree of freedom, the
ability to take direct advantage out of these developments is intrinsically linked to profound
numerical simulation tools to analyze, model and design these systems. Consequently, these
demands trigger the steady development and improvement of algorithms, which advances the
optical design process and therewith the functionality of related devices.
In addition, algorithms are no longer just important parts in the toolbox of an optical de-
signer. In particular, the algorithmic post-processing of recorded data is of growing importance
for the overall functionality of optical devices. This marks a paradigm shift and algorithmic de-
velopment work emerges to one of the driving forces of technological progress in optical research
and industry. Nowadays, the numerical post-processing of measurements allows either to reduce
the complexity of an optical system and/or to increase the quality of gathered information.
These ideas are often referred to as computational sensing or -imaging and become state-of-the-
art technologies. In particular, every modern camera features digital correction steps not only
to improve the quality of images but also to enhance the functionality of the camera itself. For
instance, in panoramic imaging a sequence of individual images under diﬀerent viewing angles
are computationally processed and merged to a single panoramic image with a wide ﬁeld of view.
Hence, a respectively simple camera lens is used to mimic the behavior of an expensive and com-
plex wide angle lens. In addition, there also is a strong scientiﬁc research focus to go way beyond
state-of-the-art concepts and which aims to further reduce the complexity of high performant
imaging devices. In particular, modern computational imaging approaches can overcome the
necessity of traditional camera lenses at all. Over the years, a huge amount of these so-called
lensless imaging concepts emerged [5–9], but they share a similar underlying idea. In each of
these cases, no direct image of the scene is captured by the sensor and the requested information
is only gathered in an encrypted manner. A subsequent post-processing of these measurements
allows to decrypt the respective information by solving the so-called inverse imaging problem.
4This is achieved by relying on an underlying physical model to describe the imaging process
and a proper calibration of the setup. This conceptual idea has the potential to enable imaging
processes that were previously unthinkable. To this end, the ability to look through a frosted
glass window, i.e., a translucent surface, is shortly discussed in the following. In this case, in-
herent scattering processes on the glass surface are likely to destroy any information about the
scene behind the window and therewith any recovery of the scene seems impossible. However,
this is not the case in reality and the frosted glass window does not destroy the underlying
information than rather encrypt it. To be more precise, every individual object point in the
scene will produce a distinct speckle pattern behind the window under coherent illumination.
One might interpret this speckle pattern as a coherent point spread function of the system. By
measuring the entire number of distinct point spread functions one can model the entire im-
age formation process. This allows to solve the inverse imaging problem and therewith enables
the reconstruction of the hidden scene by using coherent illumination [10–15]. Thus, looking
through a frosted glass window and grasping information as if the window would be transparent
actually becomes possible in the framework of computational imaging. This particular example
highlights the opportunities, which an algorithmic post-processing of measurements can open
up. Consequently, computational sensing is nowadays not only used in the framework of lens-
less imaging but actually throughout the entire spectrum of optical applications. For instance,
in nano-optics the interpretation of measurements is often only possible by relying on subse-
quent simulations of the entire structure. Moreover, modern microscopic methods to overcome
the fundamental resolution limit as deﬁned by Abbe are entirely founded on a computational
imaging approach [16–18]. In addition, algorithmic post-processing of measured data forms the
basis in holographic imaging approaches [19,20] and is of essential importance in optical quality
assurance and the metrology of optical surfaces [21,22].
Nevertheless, beside the stunning aspects which become possible by computational imaging con-
cepts, there are still many challenges and there is a high potential to improve the individual
approaches. In particular, solutions of the inverse imaging problem are founded on speciﬁc mod-
els to describe the image formation process. Hence, the overall accuracy is directly inﬂuenced
by the quality of this underlying model. However, an improvement of the model is a trade oﬀ
in between its accuracy, i.e., the physical modeling depth, and the computational eﬀort to solve
the inverse imaging problem. As a consequence, a reﬁnement is often unfeasible as the rising
computational eﬀort becomes too demanding. To overcome these challenges, there is a strong
need to improve the algorithms, which model the underlying physical aspects.
It is one aim of this thesis to introduce and to discuss improved numerical techniques to
model micro-optical systems. Moreover, it is a second aim of this thesis to also investigate
the potential of these improved simulation methodologies to solve inverse problems for the
characterization of micro-optical components. In particular, the ability to resolve the origin of
glass matrix distortions during ﬁber Bragg grating inscriptions will be discussed. Moreover, a
computational sensing concept to characterize optical ﬁbers will be introduced. Finally, it is a
third aim of this thesis to also discuss the design of micro-optical systems. In particular, an
5integrated illumination concept is introduced, which can take direct advantage of the abilities
provided by two-photon direct laser writing.
The individual numerical modeling techniques, which are considered in this thesis are intro-
duced in part II. In particular, simulations in the micro-optical regime are considered, where
feature sizes of the investigated components are in the range of a few up to several hundred times
the wavelength of light. In this case, rigorous simulation techniques such as the ﬁnite diﬀerence
time domain method or the rigorously coupled wave analysis can typically not be applied. The
memory requirements and the computational eﬀort for these kind of simulation scenarios are
too demanding even with nowadays computational resources [23]. To overcome these issues the
computational complexity of the simulations needs to be reduced. These aspects are thoroughly
discussed in chapter 1 of this thesis, which follows to this introduction. There, a general overview
about the diﬀerent simulation techniques in a micro-optical regime is given. In a ﬁrst step, suit-
able approximations are introduced and their validity is discussed. This is the scalar optical
approximation and the unidirectional modeling of inhomogeneous media. In a subsequent step,
individual state-of-the-art algorithms for micro-optical simulations are introduced. First, this is
the thin-element approximation as a combined wave- and geometrical optical model. Then, the
wave propagation method and diﬀerent beam propagation methods are introduced as extended
modeling concepts to overcome the restrictions of the thin-element approximation.
In the appending chapter 2, a reformulation of the wave propagation method is introduced,
which allows to increase the simulation speed for piecewise homogeneous media signiﬁcantly.
This reformulated algorithm is evaluated in comparison to the beam propagation methods to
assess the ability to overcome apparent limitations of the thin-element approximation. In a rep-
resentative scenario the individual algorithms are compared against rigorous simulations with
respect to accuracy, sampling requirements, and computational performance. These insights
can provide new opportunities for the modeling of micro-optical structures and are used, for
instance, in chapter 4 to establish a computational sensing concept for the characterization of
optical ﬁbers. Moreover, to further increase the computational performance of the wave propa-
gation method, it is specialized into a rotationally symmetric formulation to exploit this kind of
underlying symmetry. This so-called Hankel-WPM is well suited to analyze e.g. micro-optical
lenses and is assessed by evaluating diﬀractive lenses. On the one hand, this example allows to
evaluate the reformulated algorithm. On the other hand, it is of practical importance, as diﬀrac-
tive lens concepts are of indispensable value for the steady miniaturization of optics. Moreover,
diﬀractive inﬂuences are assessed, which are not predicted within the TEA formalism. These
insights allow for a deeper understanding of diﬀractive lenses and diﬀractive optical elements in
general. This can pave the way for improved design algorithms, which are discussed detailed
in chapter 5. Overall, these improved numerical simulation tools allow to gain deeper insights
about micro-optical elements, which can trigger the improvement or even the development of
novel applications. These aspects are discussed detailed in part III of this thesis.
Chapter 3 discusses ﬁber Bragg gratings (FBGs), which are of special importance in inte-
grated sensing concepts [24–26]. In particular, the inscription of FBGs is considered and special
emphasis is placed on glass matrix distortions that might occur during their inscription.
FBGs are structural modiﬁcations of the refractive index along the optical axis of a ﬁber. They
6allow to tailor the spectral transmission and reﬂection characteristics of the ﬁber by carefully re-
alizing speciﬁcally designed refractive index proﬁles along the optical axis. This is achieved by a
side illumination technique of the ﬁber, where an intensity modulated light sheet inscribes these
structural modiﬁcations into a photosensitive core. However, beside these intended changes of
the glass matrix also unwanted modiﬁcations can occur, which can inﬂuence the mechanical
and optical properties of the ﬁber. These glass matrix defects show a distinct and reproducible
symmetry and the origin was not understood in depth. By numerically modeling the FBG
inscription process and by comparing these results to microscopic measurements of inscribed
ﬁbers, the origin of these glass matrix defects is revealed. These simulations allow for a better
understanding of the situation, which even enables the development of a possible solution strat-
egy.
The appending chapter 4 focuses on a non-invasive computational sensing technique to charac-
terize optical ﬁbers. This metrological concept is potentially suited to be integrated into the
manufacturing process of optical ﬁbers, which could enable a real-time monitoring of ﬁber pa-
rameters during their manufacturing. To this end, an inline holographic measurement setup is
used, where the investigated ﬁber is side illuminated by a coherent beam. At the position of a
distant detector the diﬀraction response of the ﬁber is measured and evaluated. In contrast to
ordinary in-line holographic measurements, high index contrasts, e.g., between glass and air, are
involved in this scenario. As a consequence, usual approximations considered for the evaluation
of holographic measurements cannot be applied here. Hence, to overcome these apparent re-
strictions an alternative evaluation concept is required. Here, simulations of the entire structure
are directly compared to the measurements. By changing characteristic parameters of the ﬁber
in the simulations, e.g., the core diameter, an optimal match is examined. The potential and
suitability of the approach is examined by investigating and assessing diﬀerent ﬁbers. Overall,
this proposed methodology can overcome the restrictions of conventional evaluation models in
diﬀractive imaging concepts. This is of particular importance for modern holographic measure-
ment principles [20,27,28].
Finally, in chapter 5 an integrated beam shaping concept is introduced, which allows to realize
complex illumination patterns in a highly integrated approach. To this end, a freeform surface is
realized monolithically on the tip of an optical ﬁber to redistribute the fundamental eigenmode
into a desired illumination. A novel design methodology is discussed to overcome apparent lim-
itations in conventional diﬀractive beam shaping. In particular, the suppression of zeroth order
false light and ghost images due to the excitation of higher diﬀraction orders is examined. The
fabrication of these designed micro-optical freeform elements is challenging and the potential
of two-photon direct laser writing is assessed to realize these surface proﬁles with a required
accuracy.
Overall, this approach can allow for a high degree of miniaturization of illumination concepts
without critical adjustments. In addition, the mechanical ﬂexibility of the ﬁber is maintained
and the approach can enable the application of structured illumination in previously inaccessi-
ble domains. These abilities could be of particular importance, for instance, in structured light
microscopy, endoscopy, and laser-based material processing.
7Part IV summarizes the main results of this thesis in respect to the challenges of optical
design and modeling in a micro-optical regime. Fundamental conclusions are drawn, presenting





In this chapter the theoretical foundation of the algorithms is introduced, which are used to simu-
late micro-optical structures within this thesis. The fundamental basis are, of course, Maxwell’s
Equations which ultimately describe the nature and interaction of light with matter. Their
numerical solution results in high computational demands. On the one hand, the simulation
volume needs to be discretized, where the wavelength λ deﬁnes the characteristic measure. On
the other hand, all vectorial ﬁeld components, namely the three electric and magnetic ones,
have to be considered simultaneously. These aspects limit the application of rigorous solutions
to respective small simulation volumes even with nowadays standard computational resources.
As an example, the widespread Finite-Diﬀerence-Time-Domain (FDTD) method is mentioned,
which numerically solves Maxwell’s Equations on a Cartesian grid in the time-domain [29]. The
length scales of the simulation volume are typically in the order of several wavelengths in three
dimensions1. Alternatively, there exist many other rigorous solution techniques, i.e., the greens-
tensor-technique [31] or solvers in the spectral frequency domain [32]. These algorithms are more
appropriate for speciﬁc scenarios but share similar limitations regarding the simulation volume.
To overcome these limitations, the computational complexity of rigorous simulations needs to be
reduced. To this end, often underlying symmetries are exploited, which are shortly mentioned
in the following. On the one hand, for periodic structures the Fourier-Modal-Method (FMM) or
the rigorously coupled wave-analysis (RCWA) are used, which rely on the Bloch-theorem [33].
Then, the simulation of a periodic unit-cell is suﬃcient to characterize the response of the
structure. As a typical example, gratings or periodic meta materials are mentioned here. Fur-
thermore, structures with a translational invariance along one dimension, i.e., the optical axis,
are eﬀectively modeled by relying on eigenmode solvers. These algorithms are typically used for
nanowires or optical ﬁbers of any kind. Moreover, the interaction of light with rotationally sym-
metric structures, e.g., core-shell particles, is eﬃciently described by Mie-theory. The mutual
interaction of individual spherical nano particles is modeled by coupled Mie-theory [34]. This
approach provides the backbone to simulate, e.g., Huygens meta-surfaces [35]. Nevertheless, the
individual simulation techniques are still demanding. In order to decrease the complexity for a
numerical simulation, approximations have to be considered within Maxwell’s Equations.
In particular, there are two important approximations: On the one hand, the vectorial
electromagnetic character of light is neglected. On the other hand, the limit of a vanishing
wavelength λ −→ 0 is treated. The prior leads to the scalar optical description of light. In
this case, it is fundamentally assumed that an optical component does not aﬀect or interact
with the polarization state of an incoming beam. This approximation remains mostly valid for
micro-optical components. There, characteristic length scales, i.e., changes in the topology of
the component, are larger than the considered wavelength of light. It is especially this regime,
which will be considered in the following chapter and the entire thesis.
A vanishing wavelength λ −→ 0 equals the fundamental limit of geometrical optics where any
inﬂuence of diﬀraction is neglected. While this assumption seems to be a strong restriction, it
1In the literature simulations with size dimensions of more than 100 wavelengths are reported by relying on
several independent and stitched simulations [30]. Nevertheless, the effort for these kind of simulations is high.
Special care has to be taken into account to combine the individual fields of the independent simulations.
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actually constitutes a valid approximation in many practical cases. Then, the phase of the wave
at a speciﬁc point is connected to the optical path length of individual rays. In other words,
the wavefronts are deﬁned as the surfaces of constant optical path length. Furthermore, the
amplitude of the wave is related to the local density of rays at a given point2. This allows to
interchange between ray- and wave-optical simulations. This connection establishes the foun-
dation of the most important approximation to simulate micro-optical components. Namely,
this is the thin-element approximation (TEA). In this framework, a wave is propagated to the
position of the element. Then, the impact of the micro-optical component is approximated as
an induced phase delay an incoming wavefront is altered. This treatment is founded on a ge-
ometric optical viewpoint. As a consequence, any inﬂuence of diﬀraction occurring inside the
component is neglected. Then, the retarded wave is propagated further in space. In order to
model and simulate micro-optical components with a higher accuracy, extended algorithms are
required. It is the aim of this chapter to introduce and discuss these algorithms. In particular,
uni-directional algorithms are considered to simulate micro-optical systems. These algorithms
consider the evolution of light in an optical system in forward direction only and neglect any
kind of backward propagating ﬁeld components such as reﬂections. This aspect is in common
with classical sequential ray-tracing, where reﬂected ﬁeld components are similarly neglected.
In addition, diﬀraction is considered in these algorithms. Hence, they are extended formulations
of geometric optical approximations, like the thin-element approximation. Moreover, these al-
gorithms can also be extended by diﬀerent concepts to also model backward propagating ﬁeld
components [33].
The following chapter will be organized as follows: First, in Sec. 1.1 the formal transition
from Maxwell’s equations to the scalar optical description will be discussed, while afterwards the
unidirectional approach will be introduced. Second, in Sec. 1.2 the thin-element approximation
will be derived and be discussed in detail. Finally, in Sec. 1.3 and 1.4 the beam propagation
methods (BPM) and the wave propagation method (WPM) will be introduced, which will be
considered for extended simulations beyond the thin-element approximation.
1.1 General statement of the problem
1.1.1 Maxwell’s equations
Throughout the thesis all simulations are considered in the spectral domain, i.e., for monochro-
matic light characterized by the angular frequency ω. Therefore, Maxwell’s Equations (MWEQ)
are introduced in its spectral formulation and the subsequent notations and discussions follow
mainly the standard textbooks [40–42]. In the absence of free charges and currents they read as
∇×E(r, ω) = iωB(r, ω) , ∇ ·B(r, ω) = 0 ,
∇×H(r, ω) =−iωD(r, ω) , ∇ ·D(r, ω) = 0 .
(1.1)
2This statement belongs to conventional ray-tracing programs, i.e., Zemax, where the intensity of a given field
is encrypted through the local density of rays. However, there are several extended approaches, i.e., differential
ray-tracing [36,37] or path integration methods [38,39].
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The complex and time dependent electric ﬁeld, analogue for the remaining ﬁeld components, is












E(r, t) eiωtdt .
The individual electromagnetic ﬁeld components are not independent from each other and
are connected via material relations speciﬁc to a considered problem. At optical frequencies
most materials are non-magnetic
B(r, ω) = µ0H(r, ω) ,
where µ0 is the vacuum permeability. Moreover, only linear, local and isotropic materials will
be considered. Then the dielectric response is given as
D(r, ω) = ǫ0ǫ(r, ω)E(r, ω) .
Here ǫ0 denotes the vacuum permittivity and ǫ(r, ω) the dielectric function characterizing the
speciﬁc material. These relations are connected to the refractive index n(r, ω) of a material via
ǫ(r, ω) = n(r, ω)2. Based on these material relations MWEQ reduce to
∇×E(r, ω) = iωµ0H(r, ω) , ∇ ·H(r, ω) = 0 ,
∇×H(r, ω) =−iωǫ0ǫ(r, ω)E(r, ω) , ∇ · (ǫ(r, ω)E(r, ω)) = 0 .
(1.2)
Relying on the product rules and standard identities of the nabla-operator calculus the MWEQ
according Eqn. 1.2 can be transformed into an inhomogeneous wave equation for both the electric














ǫ(r, ω)H(r, ω) = (∇×H)× ∇ǫ(r, ω)
ǫ(r, ω)
. (1.4)
This approach can reduce the complexity to solve Maxwell’s Equations, as in this case only
three of the six ﬁeld components are coupled with each other. In particular, one needs only
a solution to either one of these equations. Then, from the knowledge of either the electric
or the magnetic ﬁeld components the respectively missing ones are directly derived relying on
Eqns. 1.2. Nevertheless, the right hand side of equations 1.3 and 1.4 still couple the individual
electric or magnetic ﬁeld components. This makes a general solution diﬃcult and only for spe-
cial cases a further decoupling is possible. These situations are shortly discussed in the following.
This is the case for an inhomogeneous medium invariant along one dimension, e.g., ∂yǫ(x, y, z) = 0.
Then, for an initial ﬁeld H = Hey the right hand sides of Eqn. 1.4 vanish and reduces to a
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Helmholtz equation. Moreover, if the electric ﬁeld is polarized along the y-dimension E = Eey,
Eqn. 1.3 similarly reduces to the Helmholtz equation, which is given in this case as
∆E(x, z, ω) +
ω2
c2
ǫ(x, z, ω)E(x, z, ω) = 0 . (1.5)
These two individual cases are referred to as TM- and TE-polarization respectively. Together
they form the complete set of solutions in two dimensions. In other words, every two dimensional
incoming ﬁeld can be decomposed into these two polarization states. Therefore, Maxwell’s
equations can be solved in two dimensions based on two individual solutions of a scalar Helmholtz
equation.
Additionally, Eqn. 1.3 and 1.4 decouple for a constant dielectric permitivity ǫ(r, ω) = ǫ, i.e.,
a medium characterized by a constant refractive index n =
√
ǫ. Then, the inhomogeneous wave




n2(ω)E(r, ω) = 0 . (1.6)
In this case, no cross-coupling terms are occurring and the individual ﬁeld components can be
treated separately. A complete set of solutions are plane waves E(r, ω) = E˜(ω)eikr, where the
magnitude of the wave number |k| =
√
k2x + k2y + k2z =
ω
c
n(ω) is ﬁxed. The wavelength λ, i.e.,
the distance of 2π phase changes along the propagation direction, is connected to the absolute
value of the wave vector via |k| = k0n = 2πλ0n, where k0 and λ0 are respectively the wave vector
and wavelength in vacuum. Moreover, the individual ﬁeld components have still to obey the
full set of Maxwell’s Eqn. 1.2. The requirement of a vanishing divergence of the electric ﬁeld
∇E(r, ω) = 0 requires the wave vector k to be orthogonal to the electric ﬁeld k · E = 0. Thus,
only two of the three electric ﬁeld components can be chosen independently. Given E˜x and E˜y,
the component E˜z is uniquely deﬁned by the relation
E˜z = −kxE˜x + kyE˜y
kz
. (1.7)
Moreover, also the magnetic ﬁeld components H are uniquely deﬁned by exploiting the remain-
ing MWEQ. Thus, only two out of the six electromagnetic ﬁeld components can be chosen
independently. These two individual solutions of the homogeneous space are referred to as the
individual polarization states of light. Due to the linearity of the Helmholtz equation, every
linear combination of plane waves remains a valid solution of Eqn. 1.6. Therefore, these wave-
forms provide a set of fundamental eigensolutions in a homogeneous space. To calculate the
entire electromagnetic ﬁeld distribution in space only two ﬁeld components need to be known in
an initial plane, i.e., Ex(x, y, z0) and Ey(x, y, z0). Then the ﬁeld components in a parallel plane
at distance ∆z are given as
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E˜x,y(kx, ky, z0) =
∫
Ex,y(x, y, z0)e−i(kxx+kyy)dxdy =F {Ex,y(x, y, z0)} ,







= F−1 {F {Ex,y(x, y, z0)} eikz∆z} kz =√k20n2 − k2x − k2y .
(1.8)
Eqns. 1.8 allow to propagate an initial ﬁeld given in a plane Ex,y(x, y, z = 0) to an arbitrary
distance. This approach is referred to angular spectrum of plane wave decomposition (ASPW)
and is eﬃciently implemented by relying on the numerical fast Fourier transform. To derive the










Nevertheless, away from these special cases of a invariant or a homogeneous medium, rigorous
solutions to Eqn. 1.3 are diﬃcult to ﬁnd. The major diﬃculty is connected to the right hand side
of Eqn. 1.3, which couples the electric ﬁeld components. Therefore, it is preferable to neglect
the right hand side of this equation whenever possible. This approximation usually is referred
as scalar optics. In a strict sense, this assumption remains valid if the inhomogeneous medium
varies slowly, i.e., ∇ǫ(r, ω)≪ 1. However, often optical components are piecewise homogeneous,
i.e., optical ﬁbers, lenses or nano structured materials. In every of these cases the gradient of
the permitivity distribution diverges at the material interfaces and it is hard to judge on the
validity to neglect the RHS at all. On the one hand, experience shows us that the eigenmode of a
classical optical ﬁber is described accurate enough by a scalar approach. On the other hand, the
interaction of light with nano structured materials needs to be considered on rigorous grounds.
Thus, the pertinent question is connected to the conditions a scalar approximation remains valid.
In general, this is far from being trivial. To approach an answer to this question an alternate
viewpoint is introduced in the following to judge the validity of a scalar approximation. This
enables a more intuitive understanding about this situation.
1.1.2 Scalar wave equation
The RHS of Eqn. 1.3 couples the individual electric ﬁeld components. In general, this aﬀects an
initial polarization state of a wave will and it will be changed due to the optical system. Only for
the two special cases previously discussed the initial polarization state will be preserved. Thus,
the RHS of the equation is referred to as depolarization term in the following. As a consequence,
if the change in the polarization of an initial ﬁeld due to an optical component is suﬃciently
small, the neglection of the right hand side in Eqn. 1.3 remains valid. This corresponds to two
fundamental assumptions:
(i) The considered optical system does not show a distinctive response depending upon the
incident polarization.
(ii) There is no cross coupling between individual polarization components.
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Often, the impact of an optical system on the polarization is characterized by the Jones matrix
Jˆ . It describes the response of the component onto the initial polarization states, e.g., linearly
x- and y-polarized ﬁelds Einx,y(x, y, zin). Then, the modiﬁed polarization components of the ﬁelds
Eoutx,y (x, y, zout) are given by
(
Eoutx (x, y, zout)




Jxx(x, y) Jxy(x, y)
Jyx(x, y) Jyy(x, y)
)(
Einx (x, y, zin)
Einy (x, y, zin)
)
.
The two enforced requirements result in Jxx = Jyy = J , i.e., an independent response upon the
incident polarization state, and Jxy = Jyx = 0, i.e., no cross polarization terms. Clearly, these
aspects can be veriﬁed by experimental methods, i.e., by measuring spatially resolved the Jones-
matrix. Although the enforced requirements are never fulﬁlled in a strict mathematical sense
considering Maxwell’s Equations, they remain approximately fulﬁlled within a predominant part
of micro-optics. In this regime optical structures have characteristic length scales in the order of
multiple wavelengths and polarization inﬂuences are often negligible. In this case, the governing
equation to model the optical system is then given by
∆E(r, ω) + k20n
2(r, ω)E(r, ω) = 0 . (1.10)
This equation is referred to as semi-vectorial formulation of scalar optics in the following. In this
framework, the vectorial character of light is not neglected. The major assumption belongs to the
polarization independent behavior of the component. Hence, the change of the polarization of
an initial ﬁeld caused by the optical system is ignored. Within this semi-vectorial scalar optical
description, the remaining ﬁeld components are derived from the two individual polarizations,
e.g., Eoutx,y (r, ω), relying on Eqn. 1.9.
In case, one of the polarization components is dominating, Eqn. 1.10 can be further simpliﬁed.
In this case it is suﬃcient to only consider the dominating ﬁeld component in Eqn. 1.10
∆E(r, ω) + k20n
2(r, ω)E(r, ω) = 0 . (1.11)
This regime is usually considered as scalar optics. Nevertheless, due to the decoupled structure
of Eqn. 1.10 the remaining ﬁeld components are derived straight forward.
Until now, conditions were discussed that justify a scalar optical description of optical systems.
Moreover, this viewpoint can also provide interesting implications for the assessment of nano-
structured systems. In particular, meta-lenses and related components are of growing importance
[2]. They are composed of specially designed subwavelength structures. Similarly to conventional
diﬀractive optical elements (DOEs) these devices allow to manipulate an incoming wavefront on
demand. In addition, they can also enable to tailor dispersive or polarization properties [44].
To model these components, it is well known, that rigorous simulations are required to correctly
describe the interaction of these structures with the incoming wave [2]. While these devices
can enable a polarization multiplexing, however, for various applications such as meta-lenses a
polarization independent functionality is desired. In other words, in these cases a scalar behavior
is desired. However, this intention contrasts the necessity of solutions to the full set of Maxwell’s
equations. In particular, the need of rigorous simulations implies, that the components will aﬀect
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an initial polarization. As a consequence, at least cross-polarization terms Jxy,yx 6= 0 will emerge.
This excitation of cross-polarization terms should lower the overall diﬀraction eﬃciency of these
devices. Hence, in contrast to classical DOEs these meta-devices should not reach the theoretical
diﬀraction eﬃciency of 100% in the individual polarization states.
Finally, to get a coarse feeling for errors introduced by neglecting the depolarization term, a
representative example is discussed in the following: The eigenmodes of an artiﬁcial ﬁber with
a refractive index of the core ncore = 1.5 surrounded by air n = 1 considered at a wavelength
of λ = 632 nm are compared between a rigorous approach and a scalar one. The core has an
elliptical shape with a major axis of a = 2 µm and a minor axis of b = 1 µm. These are typical,
or even small, size dimensions in micro-optical simulations, i.e., with feature sizes in the range
of just a couple of wavelengths. Moreover, a typical index-contrast between glass and air is
considered.
The broken symmetry, i.e., the elliptical ﬁber core, lifts the degenerated character of the mainly
x- and y-polarized eigenmodes and induces a certain anisotropy. This eﬀect is of full vectorial
nature and not considered within the semi-vectorial extension of a scalar approach. Hence,
analyzing connected eigenmodal properties, allows to assess the errors induced by the approx-
imations. The individual eigenmodes, numbered by the index k, can be written in the form
Ek(r, ω) = ek(x, y, ω) ei
2pi
λ
nkeff(ω)z, where ek(x, y, ω) is the vectorial eigenmodal ﬁeld proﬁle and
nkeff(ω) the eﬀective mode-index. In Fig. 1.1 the comparison between the rigorous and the scalar
solution for the mainly x-polarized eigenmodes is shown. For the scalar case, an eigenmode
















































































































Figure 1.1: Top: Mainly x-polarized vectorial eigenmode of an elliptical ﬁber with a major-
and minor-axis of a = 4 µm and b = 2 µm. The ﬁber is characterized by a refractive index
of n = 1.5 surrounded by air n = 1. Middle: A scalar eigenmode solver was used to calculate
the eigenmode. The longitudinal Ez component is retrieved by Eqn. 1.12. Bottom: Diﬀerences
between the individual modal ﬁeld proﬁles |EVeci | − |EScali | are evaluated.
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the longitudinal Ez component is retrieved using the divergence theorem ∇ · E = 0 for the







By comparing the eigenmodal ﬁeld proﬁles of the vectorial and the semi-vectorial extension
of the scalar approach an amplitude error can be evaluated. It gets evident that there is an
high similarity and relative deviations are in the range of 10−2 recognizable for the Ey ﬁeld
component. To also assess phase errors, the eﬀective mode indices of the mainly x- and y-
polarized vectorial eigenmode will be compared to the scalar one. The respective indices for
vectorial eigenmodes are given as nx-poleff = 1.4888, n
y-pol
eff = 1.4896 and for the scalar one as
nscaleff = 1.4891. Therefore, respective errors are in the range 10
−4. While the errors in the range
of one percent in the amplitudes will be acceptable in a majority of scenarios, this situation
diﬀers for the phase errors. The absolute error in phase accumulates with the propagation in
z-direction and most notably a change in the polarization state of the initial ﬁeld will occur.
A phase error of 2π by relying on the scalar eigenmode is connected to a propagation distance
of more than 10mm. This could be problematic within the usual working areas of ﬁber optics.
However, in micro-optics often optical components are considered, which have only a very small
longitudinal extension in the low micrometer regime along the z-direction, i.e., diﬀractive optical
elements or diﬀractive lenses. In these regimes this induced phase error is mostly negligible.
Finally, to assess the limits of a scalar model, additional simulations are performed. To this
end, the eigenmodes of varying elliptical waveguides are evaluated. In particular, the index
contrast and the ratio between the minor and major axis are kept constant in accordance to the
previous example. Then, the minor axis is varied in between a = .2µm and a = 3µm and the
eigenmodes are calculated for a wavelength of λ = 632nm. The calculates modes are normalized
by their overall power and the amplitude error
ǫAmplitude = 0.5
∫ (∣∣∣∣∣∣∣EVecx ∣∣∣2 − ∣∣∣EScalx ∣∣∣2
∣∣∣∣+
∣∣∣∣∣∣∣EVecy ∣∣∣2 − ∣∣∣EScaly ∣∣∣2
∣∣∣∣+




is evaluated. A maximum value of one is achieved in case the modes are entirely disjunct. More-
over, the phase error is evaluated by assessing the ratio of the eﬀective mode indices between





. These results are shown in Fig. 1.2. It
turns out, that the amplitude errors ǫAmplitude fall below a value of ﬁve percent for diameters
of approximately 1.5 wavelengths and this error might be acceptable in a majority of scenarios.
Nevertheless, the phase errors accumulate with the propagation distance and their overall in-
ﬂuence is problem speciﬁc. For the considered scenarios in this thesis, where respectively thin
micro-optical elements are investigated, this phase error is negligible.
This rather heuristic example was discussed in order to evaluate the validity of the scalar approx-
imation. It seems questionable to neglect the depolarization term at all in a strict mathematical
sense. However, regarding the proposed example, it seems to be suﬃcient also in the wider range
of typical micro-optical elements.
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Figure 1.2: Blue: Evaluation of the amplitude
error ǫAmplitude for the mainly x-polarized vecto-
rial eigenmode in comparison to the scalar one.
Orange: Evaluation of the phase error ǫPhase for
the individual vectorial eigenmodes in compari-
son to the scalar one. The solid line corresponds
to the mainly y-polarized eigenmode and the
dotted one to the mainly x-polarized one. Note,
the minor axis is scaled in wavelengths.
1.1.3 Unidirectional modeling of inhomogeneous media
In this section the unidirectional approximation of scalar optics will be discussed. Then, any
backward propagating ﬁeld components such as reﬂected ﬁelds are neglected. Therefore, reso-
nant structures, where the interaction of forward and backward propagating ﬁeld components
is essential, cannot be treated within this approximation. To introduce the formal separation of




Ex,y = 0 , (1.14)
HT = ∂2x + ∂2y + k20 n2(x, y, z) ,
where HT is the transverse Helmholtz operator. One may formally rewrite Eqn. 1.14 as [45–47]
(
i
√HT + ∂z) (i√HT − ∂z) Ex,y = 0 .
Here, the square root Helmholtz operator
√HT is introduced, being formally deﬁned in terms of
a power-series. Moreover, it is assumed that the commutator [∂z,
√HT ] can be neglected, which
physically implies that back reﬂections within the inhomogeneous medium are ignored. Then,
the forward Helmholtz-Equation is identiﬁed as [45–48]
∂zEx,y = i
√HTEx,y , (1.15)
which obeys a formal solution according to
Ex,y(x, y, z0 + z) = eiz
√HTEx,y(x, y, z0) . (1.16)
In the previous chapter, plane waves and eigenmodes were shortly discussed. These rigorous
solutions are fundamental eigensolutions of Eqn. 1.15. The amplitudes are given by the eigen-
functions and the propagation constants as corresponding eigenvalues. It is the aim of section
1.3 and 1.4 to ﬁnd and discuss further approximate solutions of either Eqn. 1.15 or 1.16. This
leads to the Beam-Propagation-Methods (BPM) and the Wave-Propagation-Method (WPM)
to simulate inhomogeneous structures. Before these algorithms are introduced, the following
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section discusses the thin-element approximation. This simulation technique corresponds to the
most-widespread algorithm to assess micro-optical elements.
1.2 Thin-element approximation
In this section the thin-element approximation (TEA) will be discussed. Then, micro-optical
structures are simulated as a combined ray- and wave-optical approach. On the one hand, in
homogeneous subspaces, i.e., before and behind the component, the beam is propagated by wave
optical algorithms. On the other hand, the impact of the component itself is approximated by
a geometric-optical approach. To discuss this concept in more depth, the connection between a
geometric and wave-optical picture needs to be introduced in more detail.
For a vanishing wavelength λ −→ 0 geometrical- and wave optics converge to the same limit.
On the one hand, the direction vector n of the rays is proportional to the gradient of the phase
n ∝ ∇ϕ of the wave. On the other hand, the phase value ϕ(r) of this wave is identiﬁed as the










where T denotes this trajectory of the ray path and n(s(r)) denotes the local refractive index as a
function of propagation length s along the curve T . This connection between the phase of a wave
and the geometrical rays allows to interchange and switch between them. This aspect lies the
foundation of the thin-element approximation (TEA). The eﬀect of a micro-optical element for
the outgoing wave Eout(x, y, z0) is approximated as a transmission function t(x, y) which changes
the incoming wave Eout(x, y, z0) = t(x, y)Ein(x, y, z0) assuming an optical element of vanishing
thickness. If the micro-optical element is non-absorbing only the incoming phase is altered by the
micro-optical element and the transmission function takes the form t(x, y) = ei∆ϕ(x,y). To derive
this phase change ∆ϕ(x, y), an incoming collimated beam parallel to the z-axis is considered.
For a suﬃciently thin micro-optical element, one might approximate the trajectory T in Eqn.
1.17 as a straight line. Hence, any ray bending inside the component is neglected. Then, the






n(x, y, z˜)dz˜ , (1.18)
where z corresponds to the fundamental propagation direction. For the important case of a
surface proﬁle z(x, y) realized on a substrate characterized by a refractive nsub in a surrounding




(nsub − nsurr)z(x, y) + const. . (1.19)
The constant term in Eqn. 1.19 does not aﬀect the physical simulations and it will be neglected
in the following.
Fig. 1.3 visualizes the aspect of the neglected ray bending inside the micro-optical component,
which in the following is analyzed in more detail. In reality, refraction causes a redirection of
the ray and the real optical path length is diﬀerent. Clearly, the error induced by the TEA is
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be used. Then the phase change ∆ϕ is calculated by which an incident wavefront must be
changed, so that an incoming intensity distribution is converted into an almost arbitrary target
distribution. The actual surface proﬁle of the component is calculated by the TEA from the
retrieved phase ∆ϕ. However, in reality the performance of a device might by lower than
predicted by the application of the TEA. To cope these challenges, models beyond the TEA are
required to assess the as-built performance realistically. Then, the phase-retrieval algorithms
should be tuned to keep the ﬁnal design within the limits of the TEA. These aspects are discussed
detailed within a practical example in chapter 5, where an integrated illumination concept
is introduced, which can overcome the limitations of classical diﬀractive beam shaping.The
algorithms, which enable an improved modeling of micro-optical elements are discussed in the
following Sec. 1.3 and 1.4.
1.3 Beam propagation methods
In this section the beam propagation methods (BPMs) will be shortly reviewed. These algo-
rithms are well established for the simulation and analysis of integrated photonic devices such as
waveguides. Over the years, a huge variety of diﬀerent formulations emerged, which allows to ef-
ﬁciently model diﬀerent scenarios. Here, the formulations that were introduced by Hadley [48,54]
are considered, which are known as Padé-BPMs. These are the most wide-spread ones for mod-
eling paraxial and non-paraxial phenomena3. As these methods are state-of-the-art, only the
essential aspects will be reviewed in the following. For further details the book of Kawano et
al. [57] and the technical background section of the commercial OptiBPM software manual [58]
is referred, which provide a great overview.
The individual beam propagation methods were formally developed for guided wave phe-
nomena. For their derivation, a slowly varying envelope approximation is typically considered
to separate high-frequency oscillations in the amplitude and phase evolution from the slowly
varying ones. To this end, a wave of the form E(r, ω) = E(r, ω)eik0nrefz is considered, where
an eﬀective reference index nref describes the highly oscillatory part eik0nrefz. Substitution into
Eqn. 1.15 gives
∂zE(r, ω) = i
(√
P + k20n2ref − k0nref
)
E(r, ω) , (1.20)
where P = k20
(
n(x, y, z)2 − n2ref
)
+∆⊥. Within Eqn. 1.20 a square root operator
√
P + k20n2ref
emerges, being formally deﬁned in terms of a power-series. It was the achievement of Hadley
in [48,54] to show that a Padé-series yields the best accuracy with the fewest terms of expansion
for this purpose. It was suggested to rewrite Eqn. 1.20 into a Padé-series of order (K,L) with
expansion coeﬃcients ak, bk as
(√









3Another important formulation was introduced by Feit and Fleck [55], known as the Fast-Fourier transform
BPM. However, this formulation was mentioned by Chung and Dagli in [56] to be inferior compared to the
lowest-order formulation of the Padé BPM. Therefore, the fast Fourier transform BPM is not considered in the
following.
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Thus, every additional expansion order provides a more accurate approximation of the ﬁeld
evolution operator. The Padé-approximates describe the transition from paraxial- to wide-angle
BPM formulations and they are summarized as follows [48], where kref = k0nref:





























In order to derive a ﬁeld propagation algorithm, the longitudinal derivative ∂z is approxi-
mated in Eqn. 1.20 as
∂zE(x, y, z, ω) = E(x, y, z +∆z, ω)− E(x, y, z, ω)∆z .
This corresponds to a second-order approximation of the derivative at the position z + ∆z2 .











(E(x, y, z +∆z, ω) + E(x, y, z, ω)) .
Then, Eqn. 1.20 and 1.21 can be rewritten in the form





(E(x, y, z +∆z, ω) + E(x, y, z, ω)) ,
or equivalently
(2D − i∆zN) E(x, y, z +∆z, ω) = (2D + i∆zN) E(x, y, z, ω) . (1.22)
To propagate an initial beam the operator matrix (2D − i∆zN) needs to be inverted. This
typically requires the solution of large sparse matrix equations. This can slow down the compu-
tations. Alternatively, direct marching schemes like the forward-euler scheme would be desirable.
However, these schemes can result in numerical instabilities and the implicit ones are usually
preferred [58].
Padé(1,1) in two dimensions
In the following, the numerical BPM algorithm for the ﬁrst-order Padé(1,1) approximate in two
dimensions, i.e., one longitudinal z and one transverse x-dimension, will be outlined. Then Eqn.


















E(x, z, ω) ,
P = ∂2x + k20
(




These relations can be solved numerically by approximating the second order derivative by
∂2xE(x, z, ω) =
E(x−∆x, z, ω)− 2E(x, z, ω) + E(x+∆x, z, ω)
(∆x)2
.
The operators Lˆ and Rˆ are then represented in real space by sparse matrices. In two dimensions,
these matrices are tridiagonal with the diagonal terms








n(x, z)2 + n20
))
,
and the constant oﬀ diagonal terms








For the operator Lˆ the substitution α stands for α = +1. The above relations also hold for the
operator Rˆ for α = −1. An initial ﬁeld E(x, z0, ω) known in the plane z = z0 can be iteratively
propagated along the +z-direction through the medium by inverting the tridiagonal matrix Lˆ
which gives rise to the recurrence formula
E(x, z +∆z, ω) = Lˆ−1Rˆ E(x, z, ω) . (1.23)
Due to the tridiagonal structure of the arising matrices, the inversions are eﬃciently calculated
by the Thomas-algorithm [59]. In particular, this algorithm is a simpliﬁed form of Gaussian
elimination taking advantage of the tridiagonal structure. Then, the matrix inversions have a
complexity O(n), where (n, n) is the size of the matrix.
Boundary conditions
One important additional aspect is the consideration of proper boundary conditions, i.e., the
treatment of the oﬀ-diagonals L0,−1, LN,N+1. If the ﬁeld is set to zero, E = 0, outside the
computational grid, the boundary acts as an ideal reﬂector. This leads to unphysical behav-
iors as soon as the propagated ﬁeld reaches this boundary. Instead, one would like to allow
the radiation to escape the computational domain without any reﬂections. To this end, several
boundary conditions have been developed in the past. The three most common ones are ab-
sorbing boundary conditions (ABC) [60], transparent boundary conditions (TBC) [61, 62] and
perfectly matched layers (PMLs) [63]
The ABC artiﬁcially reduces the ﬁeld components close to the boundary by multiplying the
ﬁeld after each computational step with a transmission function t(x), which damps the ﬁeld






xmax −A+ 1, xb < |x| < xmax
1, |x| < |xb|
, (1.24)
where A < 1.
For TBCs it is assumed that the ﬁeld values in close proximity to the boundary is described
accurately enough by a plane wave. Then the boundary value is estimated from the knowledge of
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the ﬁeld close to the boundary. PMLs can be viewed as an artiﬁcial anisotropic medium, which
is especially designed to avoid reﬂections occurring at the interface between this medium and
the actual computational domain. Hence an incoming wave enters this medium without back-
reﬂection. Additionally, this medium is absorbing and damps the wave. Hence, this boundary
condition is ideal to imitate an unbounded and open computational domain. Nevertheless, the
numerical eﬀort is the highest for this approach. Within this thesis the ABC boundary conditions
are considered. They provide good performance at low computational cost.
Higher Padé orders
For higher Padé orders higher powers of the operator P arise. This requires the numerical
approximation of higher order derivatives, which leads to an increased bandwidth of the resulting
band matrices Lˆ and Rˆ. Then, the very eﬃcient Thomas-algorithm can no longer be applied for
the required matrix inversions. To resolve this issue, Hadley proposed the multi step method for
wide-angle beam propagation [54]. The main idea belongs to the decomposition of a Padé(n,n)-
approximate into a factorized version of Padé(1,1) approximates by formally rewriting terms of
the form




E(x, y, z, ω) =
∏N




)E(x, y, z, ω) . (1.25)
This requires the solution of a N-th order algebraic equation to determine the coeﬃcients ck.
Finally, every Padé(1,1) operator term acts individually on the ﬁeld, which suggests to propagate
an initial ﬁeld in a sequence of N steps to the next plane
E k+1
N





(x, y, z +∆z, ω) . (1.26)
This procedure reduces the propagation of an initial ﬁeld in a higher-order Padé approximation
to a sequence of N Padé(1,1)-propagation steps. In two dimensions, for each of the N steps, the
eﬃcient Thomas-algorithm can be used to perform the necessary matrix inversions, which can
speed up the simulations considerably.
Three-dimensional simulations
For three-dimensional simulations the operator P = k20
(




y gives rise to
an increased bandwidth of the matrices, which in fact become only block-diagonal. Thus, the
application of the eﬃcient Thomas-algorithm is not possible. In order to decrease the numerical
complexity of the inversions, the individual Padé operator terms may be approximated by [64]
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This procedure is known as the alternating direction implicit method (ADI) and it decouples
the individual transverse dimensions, i.e, x and y. As a consequence, the individual matrices
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1 + ckTx,y become tridiagonal in shape and an iterative solution procedure similar to the multi
step method in 2D is suggested. Then, the propagation of the initial ﬁeld is realized by relying
on the Thomas algorithm. Despite this advantage, there, nevertheless, appears a splitting error
of the form ckTxTy. This error can reduce the accuracy of the Padé approximate. Only for the
paraxial Padé(1,0)-BPM this error reduces with O(∆z2) and by a suﬃcient small step size ∆z it
becomes negligible. For the higher order Padé-formulations this splitting error is of zeroth order
[65] and the ADI-splitting cannot be applied. Thus, Padé-based BPMs in three dimensions have
a substantially increased computational complexity and overcoming these limitations remains an
area of current research. Several eﬀorts have been devoted to overcome appearing splitting errors,
while relying on iterative or approximate techniques [33, 65–69]. To invert the resulting sparse
matrices, it is well established to rely on iterative indirect solvers like BiCGStab [70]. While
these iterative matrix-solvers provide an increased computational performance in comparison to
direct solvers, a ﬁnite residual error remains due to the iterative process. Nevertheless, these
residual errors can be controlled and therefore nearly arbitrary small errors can be achieved.
It can be summarized at this stage, that the BPMs have a substantially decreased compu-
tational performance to model non-paraxial phenomena in three dimensions. In these cases the
BPMs cannot be formulated as iterative solutions of tridiagonal matrices for which eﬃcient so-
lution techniques, i.e., the Thomas-algorithm, exist. Instead, algorithms need to be used which
have an increased computational complexity and thus increase the computational runtime. To
this end, it is desirable to estimate a lowest order BPM formulation for a given optical system in
advance. In Sec. 2.3.1 this issue will be addressed, which rather easily allows to choose a valid
BPM-formulation. Moreover, in this section also sampling requirements of the BPMs are ad-
dressed, which was omitted here. However, alternative algorithms are desirable which certainly
can overcome the shortcomings of the BPMs.
1.4 Wave propagation method
An alternative approach to propagate light through an inhomogeneous media was proposed by
Brenner et al. [71] named the wave propagation method (WPM). It was introduced in order to
overcome the paraxial restrictions of the standard formulations of the BPMs, i.e., the fast Fourier
transform-BPM and the Padé(1,0)-BPM. The algorithm is a direct extension of the angular
spectrum of plane-wave decomposition as given in Eqn. 1.8 and suggests to propagate an initial
ﬁeld through the optical system by locally varying the propagation constant in a given plane z0
according to the refractive index distribution kz(x, y, kx, ky) =
√
k20n(x, y, z0)2 − k2x − k2y. Then
the ﬁeld distribution in a subsequent plane is described as
E(x, y, z0 +∆z) =
∫
E˜(kx, ky, z0)eikz∆zei(kxx+kyy)dkxdky ,
E˜(kx, ky, z0) = F−1 {E(x, y, z0, ω)} , (1.27)
kz(x, y, kx, ky) =
√
k20n(x, y, z0)2 − k2x − k2y .
The WPM algorithm might be viewed as direct extension of geometrical optics. For an inho-
mogeneous medium every plane wave characterized by the wave-vector k = (kx, ky, kz)T locally
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obeys the dispersion relation |k|2 = k20 n2(x, y, z0). Hence, individual plane waves are propa-
gated locally into the directions k as dictated by the analytic dispersion relation. This suggests
an accurate propagation of the phase of an initial beam throughout the inhomogeneous medium.
Moreover, across interfaces the transverse wave-vector (kx, ky)T remains preserved and the longi-
tudinal component kz gets adapted. This ensures, the correct application of the law of refraction.
Within this perspective the WPM seems to be ideally suited for the simulation of challenging
micro-optical scenarios. These abilities were veriﬁed by discussing representative application
scenarios, e.g., by Brenner and Singer in [71, 72]. There, the characteristics of gradient index
lenses were investigated and compared to analytic results. These ﬁndings indicate correct phase
propagation for angles of up to 85◦ degrees. These abilities of the algorithm motivated further
development and resulted into a vectorial extension of the scalar formulation [73]. For instance,
this algorithm is able to predict cross-polarization inﬂuences in high numerical aperture systems.
Based upon these insights the WPM seems to be an ideal candidate to overcome the re-
strictions of the TEA. Hence, this algorithm will be assessed in detail against the diﬀerent
formulations of the BPMs in the following chapter and a more detailed discussion about sam-
pling requirements and boundary conditions is omitted here. There, also a derivation of the
algorithm from a rigorous background is provided. This was previously missing and an analytic
estimation of errors was not available in a strict sense. Moreover, based on a reformulation, the
algorithm can be accelerated for piecewise homogeneous media.
2 Improved Modeling Beyond the Thin-Element
Approximation
In this chapter the methodology for the improved modeling of micro-optical elements is devel-
oped. In particular, the wave propagation method is reformulated for piecewise homogeneous
structures, which enables a serious advantage in runtime since it allows to use fast Fourier trans-
forms. This derivation is shown in Sec. 2.2. Moreover, this reformulated algorithm is assessed
in comparison to the individual formulations of the Padé beam propagation methods for a chal-
lenging scenario including both high-index contrasts and non-paraxial conditions. Thus, the
chosen example will be representative to assess the applicability to overcome the limitations of
the TEA. These results are discussed in Sec. 2.3. Moreover, in Sec. 2.3.1 certain pitfalls and
diﬃculties connected to BPM simulations will be discussed and a methodology is proposed to
estimate the required Padé-order and sampling density based on ﬁrst order principles. Finally,
in Sec. 2.4 the algorithm of the WPM is specialized into a rotationally symmetric formulation.
This can increase the computational performance further and in Sec. 2.4.1 the algorithm is used
to analyze false light of diﬀractive lenses. It turns out, that the rings of segmentation of the
diﬀractive lens proﬁle induce diﬀractive eﬀects, which are not predicted within the TEA formal-
ism. These aspects are discussed in detail, as they are also of particular importance within the
design of general diﬀractive optical elements.
A part of these results was developed together with Simon Thiele from the Institut für
technische Optik in Stuttgart. To be precise, he provided the rotationally symmetric Comsol
model, which was used to evaluate false light of diﬀractive lenses in Sec. 2.4.1. Moreover, results
presented in Sec. 2.3.1 were developed together with Asis Saad Rodriguez in the framework of
a guided research, which resulted in his Research labwork thesis [74].
Several parts of the results in the upcoming chapter have been published in Optics Express
in [75] and in Optics Letters in [76].
2.1 Error assessment of the wave propagation method
In this section, errors of the WPM-algorithm will be assessed. To this end, a theoretical deriva-
tion of the algorithm is evaluated ﬁrst. Afterwards, these issues are discussed in a representative
example.
The intrinsic coupling of Fourier- and spatial variables in the WPM-algorithm (see Eqn. 1.27)
is unusual and makes a derivation of the algorithm intricate. The theory of pseudo-diﬀerential
operators [77, 78] is required and provides the theoretical foundation of the algorithm [79]. De-
tails about the derivation are provided within Appendix A. It turns out, that the algorithm
corresponds to the zeroth expansion order of a pseudo-diﬀerential operator series [77–79].
In the following the results are shortly discussed for the two dimensional case, i.e., one
transverse and one longitudinal dimension, to achieve a compact notation. The leading error
contribution ∆k0z(x, kx) according to Eqn. A7 in Appendix A is connected to the propagation
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constant kz(x, kx) within Eqn. 1.27. For a single propagation step in the inhomogeneous medium
nz0(x) = n (x, z0) it reads as
∆k0z(x, kx) ∼ i
k 20 nz0(x) kx ∂xnz0(x)
kz(kx, x)3
. (2.1)
This error becomes large for strong index changes perpendicular to the optical axis, i.e., ∂xnz(x) 6=
0, and for non-paraxial conditions, i.e., kz −→ 0. For propagating ﬁeld components, where the
imaginary part of the wave vector is zero ℑ{kz} = 0, the error term is purely imaginary and
thus only aﬀects the amplitude of the ﬁeld upon propagation. As a consequence, the phase
propagation is correct in leading order. Thus, the WPM can indeed be identiﬁed as an ideal
candidate to overcome the limitations of the TEA, where essentially the induced phase change
∆ϕ of a micro-optical component is of interest.
In order to assess the error in more detail, a representative example is discussed in the
following. The ﬁeld evolution of an initial Gaussian beam with a waist of σ = 2µm at a
wavelength λ = 1µm in a slab waveguide with a width of w = 40µm and a refractive index of the
ncore = 1.5 surrounded by air nsub = 1.0 is considered. Thus, the example is characterized by
an high-index contrast of typical glass to air interfaces. The ﬁeld distribution is shown in Fig.
2.1 (a) in comparison to the same scenario simulated by the Padé(4,4)-BPM in Fig. 2.1 (d). It
gets evident that both the WPM and the BPM are in good agreement for propagation distances
z ≤ 2500µm. The algorithms predict the self-imaging point, similar to the Talbot eﬀect, at the
|E(x,z)|



































































Figure 2.1: Field distribution in a slab wave guide with a width of w = 40µm characterized
by a refractive indices of ncore = 1.5 and nsub = 1.0 for an initial gaussian beam with a waist
of σ = 2µm at a wavelength λ = 1µm. Respectively, in the top and bottom row the simulation
results of the WPM and the Padé(4,4) BPM are compared. (a),(d): The direct ﬁeld distributions
are shown. (b),(e): The transverse Fourier spectra of the ﬁeld distribution are shown. (c),(f):
The energetic error according to Eqn. 2.2 is displayed (Note the diﬀerent scales between the
WPM and BPM simulations).
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same position. Nevertheless, at distances of approximately z = 3000µm the WPM gets unstable
and a tremendous ﬁeld enhancement takes place. In order to evaluate this aspect in more detail
Fig. 2.1 (b) and (d) shows the Fourier-spectra |E(kx, z)| and Fig. 2.1 (e) and (f) the relative
power error
∆P (z) =
∫ |E(x, z)|2dx− ∫ |E(x, 0)|2dx∫ |E(x, 0)|2dx . (2.2)
The instability is along with the spurious rise of spatial frequencies close to the cutoﬀ frequency
kz −→ 0, i.e., kx −→ k0, where Eqn. 2.1 gets singular (see inset in Fig. 2.1 (b)). To reg-
ularize the WPM, an artiﬁcial damping κ(kx, ky) with ℑ{κ(kx, ky)} > 0 can be introduced
to damp wave components with high spatial frequencies, kx and ky, above a certain thresh-
old value close to the spatial cutoﬀ-frequency. Therefore, the propagation factor is replaced
by kz(kx, ky) −→ kz(kx, ky) + κ(kx, ky). Introducing this kind of artiﬁcial absorption function
κ(kx, ky) can stabilize the algorithm, but, nevertheless, is motivated on a rather heuristic base.
Therefore, the application of this procedure is not recommended in general. Instead, higher
Padé-order BPMs should be used in cases where the WPM tends to get unstable. Therefore,
within all of the examples discussed in the following chapters 2-5 the damping term κ(kx, ky) is
set to zero and skipped in the following.
While this currently gives the impression the BPMs are superior in comparison to the WPM,
this is not the case in general. The major strength of the WPM algorithm gets evident for the
simulation of micro-optical elements that are otherwise described by the thin-element approxima-
tion. For these scenarios the amplitude errors are negligible and the accurate phase propagation
characteristics enables accuracies close to rigorous calculations. Moreover, based on a reformu-
lation of the algorithm the computational performance is increased substantially for piecewise
homogeneous structures. This aspect is discussed in the following.
2.2 Accelerated algorithm of the wave propagation method
The wave propagation method (WPM) was introduced in Sec. 1.4 and corresponds to an adapted
formulation of the angular spectrum of plane wave decomposition (ASPW) for the modeling of
inhomogeneous media. While the ASPW can formally be written in terms of Fourier transforma-
tions, which allows to implement the procedure by relying on FFTs, this is not possible for the
WPM algorithm. In particular, the dependence of the propagation constant kz(x, y, kx, ky) on
the spatial variables (x, y)T prohibits the application of FFTs. Instead, time consuming direct
integrations need to be used. Nevertheless, while explicitly excluding gradient-index media and
restricting to step index structures, the algorithm can be reaccelerated relying on FFTs. This
reformulation will be shown in this section.
Often, actually mostly, micro-optical systems can be decomposed into a ﬁnite number
M of pairwise disjoint and homogeneous subregions with index nm. Then, the index dis-





m (x, y), where
Θ z0m (x, y) =

1 nz0(x, y) = nm ,0 nz0(x, y) 6= nm , (2.3)
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is the characteristic function of the subregion m. This enables to rewrite Eqn. 1.27 as a weighted
sum over M propagation steps inside a homogeneous medium with index nm. Then the WPM
can be interpreted in terms of fast Fourier transforms:
E(x, y, z0 +∆z) =
∑
m




z (kx,ky)∆zF {E(x, y, z0)}
}
, (2.4)




m − k 2x − k 2y .
This approach can strongly increase the computational performance of the algorithm. Instead of
O(N2D) operations in the case of a direct integration of Eqn. 1.27, the modiﬁed WPM requires
only O(M ND log(N)) operations, where M is the discrete number of refractive indices, N the
number of grid points and D the number of transverse dimensions.
From a numerical point of view the eﬃcient implementation of the WPM is connected to
two individual steps. On the one hand, the ASPW needs to be implemented, which is straight
forward. On the other hand, the characteristic function according to Eqn. 2.3 needs to be
evaluated. This requires in every propagation step to search within the numerical array of the
current refractive index distribution nz0(xi, yj) = ni,j for the individual refractive indices nm.
There are two ways to treat the task and only one is computationally eﬃcient. On the one hand,
a logical matrix mˆ for every individual refractive index nm is set up, for which ni,j = nm leads
to a logical 1. Then, the logical matrix is used within the additional steps. On the other hand,
a list of matrix-indices (i, j) is build up, which satisfy the condition ni,j = nM . This is the same
as converting the logical matrix mˆ into its respective indices (i, j). While the prior is referred to
as logical indexing in Matlab, the latter is called ”ﬁnd-generated numerical indexing”. If logical
indexing is applicable, as in the considered case, it should be preferred in any case [80].
The applicability of fast Fourier transforms in the algorithm restricts the choice of boundary
conditions for the simulations. In particular, only the absorbing boundary conditions can be
applied straight forward and are considered within all the following simulations. As a downside,
these boundary conditions require an adaption of the absorption strength A and the width in
Eqn. 1.24 speciﬁc to the investigated scenario. Beside these additional eﬀorts these boundary
conditions are stable and perform well. In the following this reformulated algorithm will be used
to assess the performance in terms of accuracy and computational runtime in comparison to the
diﬀerent Padé-BPMs.
2.3 Assessment of the algorithms
Within the previous sections 1.3, 1.4, and 2.2 the algorithms of the BPMs, the original and
the reformulated WPM were introduced. All the methods similarly intend to solve the scalar
Helmholtz-equation in a unidirectional way. In the following, these algorithms are assessed re-
garding their ability to overcome the limitations of the TEA. From a pure theoretical point of
view it is hard to judge on their performance and especially to compare one against the other.
Therefore, in the following a representative example is discussed, which puts these algorithms
through their paces. They are evaluated concerning accuracy, sampling requirements and com-
putational runtime. Memory requirements will not be considered. In particular, within the
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a cylindrical rod lens described with a refractive index of n = 1.5 and a radius of r = 15µm
are shown. Within these simulations a lateral and longitudinal step size of ∆x = ∆z = λ50 was
chosen. Although in the considered example a strict deﬁnition of the numerical aperture is not
possible, a notable amount of energy is still connected to spatial frequencies corresponding to a
numerical aperture NA= kx
k0
of approximately NA≈ 0.8 . Behind and inside the micro-optical
lens, deviations from the rigorous simulation are found. These are due to back-reﬂections at the
lens surfaces, which are neglected in the unidirectional BPM and WPM algorithms. Neverthe-
less, the focal region is accurately described by the WPM. This is not the case for the standard
Padé(1,0) BPM, where a shift in the focal position is observed. To analyze the shift in the
back-focal-distance in more detail, Fig. 2.2 (d) shows the normalized ﬁeld proﬁle on axis. It
becomes evident, that already for the Padé(1,1) BPM formulation the error is strongly reduced
and nearly vanishing for the higher order methods. Within the higher order BPMs these eﬀects
are reduced, as further corrections beyond the paraxial approximation are considered.
To analyze the error in the focus position in more detail, the back focal distance (BFD), i.e.,
the maximum intensity on the optical axis, is evaluated for varying radii of the micro-optical
lenses (see Fig.2.3 (a)). Here the waist of the incident beam was chosen equal to the radius of
the cylindrical lens, which keeps the numerical aperture approximately constant. It turns out,
Radius of the cylinder lens [µm]










































Figure 2.3: (a): Comparison of the calculated back focal distances BFD of the WPM and the
diﬀerent BPMs in comparison to the rigorous simulation for varying micro-optical lens diameters.
(b): Relative back focal distance error
∣∣∣BFDAlg.−BFDRig.BFDRig.
∣∣∣ of the individual algorithms related to
rigorous simulations. The errors are evaluated for a micro-optical lens with a radius of r = 15µm
for diﬀerent transverse discretization densities.
that the WPM as well as higher order Padé BPMs are able to accurately calculate the back
focal distance. Within these diﬀerent simulations a respectively high grid density was chosen
(∆x = ∆z = λ50). To assess also the convergence of the diﬀerent methods with the transverse
sampling, the relative back focal distance error
∣∣∣BFDAlg.−BFDRig.BFDRig.
∣∣∣ is considered, i.e., the ratio of
the error in the back focal distance for the varying algorithms (Alg.) normalized by the back
focal distance as extracted from the rigorous simulation (Rig.). This evaluation was performed
for a micro-optical lens of radius r = 15µm and a longitudinal step size of ∆z = λ50 (see Fig.
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the TM-polarization state, the aspect is used, that in this case the magnetic ﬁeld H = Hyey
obeys the Helmholtz-Eqn. (see Sec. 1.1.1). Thus, a formal solution of the Helmholtz-Eqn.
can be used for both the electric ﬁeld in TE-polarization and similar for the magnetic ﬁeld in
TM-polarization [43]. Hence, the electric ﬁeld distribution in TM-polarization is derived from










The respective solutions are compared within Fig. 2.4. For comparability the electric ﬁeld
in TE-polarization is added although being identical to Fig. 2.2 (a). Moreover, in Fig. 2.4
(b) the electric ﬁeld in TM-polarization, i.e., |E| ∝ 1
n2
√
|∂zHy|2 + |∂xHy|2, is shown. It gets
evident, that the results in TE- and TM-polarization are visually identical. Minor deviations
can be realized for the on-axis ﬁeld proﬁles as shown in Fig. 2.4 (c). It is interesting, that
the unidirectional result of the WPM lies in between the ones in TE- and TM-polarization.
Nevertheless, also within this example it gets evident, that the scalar optical description is
well suited to describe the mentioned structure. However, for smaller rod-lens diameters this
situation changes and polarization inﬂuences rise. These aspects are beyond the scope of this
current discussion, as the focus lies on strategies to overcome the limitations of the TEA.
Up to now the accuracies of the individual methods were discussed, but actual computational
runtimes were ignored. In a next step, this issue will be evaluated for the three-dimensional
case. Therefore, a micro-optical ball lens with a diameter D = 30µm is simulated on the grid
Lx×Ly ×Lz = [60 µm× 60 µm× 40 µm] with a samplingNx×Ny ×Nz = [1024× 1024× 1050].
The computational runtime performed on a machine with an Intel Core i7 3930K processor is
shown in the following Table 2.1.
Table 2.1: Computational runtime
Time [min] Time [min]
WPM 2.0 Padé(2,2) 99.0
Padé(1,0) 13.6 Padé(3,3) 165.0
Padé(1,1) 62.5 Padé(4,4) 236.1
It turns out that the WPM provides a serious time advantage in comparison to the BPMs
for the considered scenario. These respective simulations were carried out on an identical grid
density for the individual BPMs and the WPM. In turn, by additionally considering the sampling
requirements as outlined previously the time advantage even improves. A more detailed analysis
regarding the inﬂuence of a total number of points on the computational runtime is omitted as
it will not aﬀect the general conclusion.
In particular, the WPM seems superior for the modeling of micro-optical components be-
yond the TEA as sampling requirements and computational runtime are strongly reduced in
comparison to the BPMs. This can open up novel abilities in the characterization and design
of micro-optical components. Nevertheless, as outlined in Sec. 1.4 the WPM tends to insta-
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bility problems for optical structures with extended longitudinal boundaries, i.e., waveguiding
structures. In case these issues are apparent, it is suggested to rely on the BPMs. Then, it is
of particular importance to choose the lowest Padé order and sampling density to achieve con-
verged accuracy for a given scenario. Thus, in the following Sec. 2.3.1 an algorithmic approach
will be presented to estimate a-priori a suitable BPM formulation. Thereby, pitfalls connected
to convergence studies of BPM simulations will be discussed.
2.3.1 Accuracy assessment of the beam propagation methods
Beam propagation methods are inevitable numerical tools to study guided wave phenomena.
Moreover, as previously shown, these techniques are also well suited to investigate micro-optical
components with high numerical aperture and high index contrast. Nevertheless, in three dimen-
sions the computational complexity of the higher-order Padé BPMs is increased substantially,
which slows down their computational performance. To this end, a methodology is desirable,
which allows to estimate a suitable BPM formulation with a lowest sampling eﬀort, which
achieves a required accuracy. The development of such a methodology will be discussed in the
following.
According to the discussion of Sec. 1.3, the individual Padé orders provide descriptions of the
ﬁeld evolution operator with increasing accuracy. Moreover, by changing the grid density and
the reference index nref, the accuracy of the BPMs is also aﬀected. Thus, for every simulation
scenario a careful convergence analysis should be performed to estimate the trustworthiness of
the BPMs. Here, pitfalls are discussed connected to these convergence analyses of BPMs and
an easy methodology is proposed to assess a suitable BPM formulation and its grid density
a-priori to a simulation. The errors of the individual formulations are connected to the phase
of a beam. In particular, BPMs do not fulﬁll the analytic dispersion properties of plane waves
|k|2 6= k2x + k2y + k2z . Thus, errors can be evaluated, by analyzing the propagation constant
kz(kx, ky) plane waves evolve in the BPM schemes [48,54,65,82,83].
To assess the dispersion properties of the BPMs, the propagation of an initial ﬁeld is con-
sidered in a homogeneous medium characterized by a refractive index of n. According to Eqn.
1.8, the ﬁeld distribution in a subsequent layer is analytically given as
E˜(kx, ky, z0 +∆z) = E˜(kx, ky, z0)eikz∆z .
This allows to estimate the propagation constant kBPMz (kx, ky) of the BPM as









by relying on an initial beam of small waist propagated by the diﬀerent BPMs 1. Moreover, the





. This allows to assess the
1By numerically evaluating this equation special care has to be taken. The simulation domain should be large
enough, that no field components are damped due to the boundary conditions. This, of course, would affect
respective results. Moreover, by choosing only a single step ∆z for the evaluations, additional numerical problems
might arise as individual field changes are small in subsequent planes. It is suggested to evaluate fields over several
steps. Overall, errors of these evaluations are directly visible in the retrieved dispersion curves and they do not
appear smooth. Then, these mentioned parameters should be changed.
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2.3.2 Summary
For the simulation of micro-optical structures diﬀerent algorithmic approaches exist to simulate
their respective response. On the one hand, the thin-element approximation is often consid-
ered. It describes the impact of the micro-optical element as the induced phase retardation
an incoming wavefront is altered. This approach is founded on a geometric optical perspec-
tive and provides an analytic connection between optical properties of a wave and the topology
of the component. This enables fast simulations and the algorithm is widely disseminated for
the design of diﬀractive optical elements. Nevertheless, the underlying physical model is quite
restrictive. In particular, any ray bending inside the optical component is neglected. As a
consequence, any change in an incoming intensity due to ray deﬂections are neglected as well.
This restricts the application of the TEA to respectively thin-elements, where these inﬂuences
are only of minor importance. By relying on an improved geometrical model these downsides
can be resolved [49–52]. Nevertheless, any inﬂuence of diﬀraction occurring inside the compo-
nent is still neglected and extended algorithms are required to overcome these limitations. To
this end, diﬀerent beam propagation methods were evaluated against a modiﬁed formulation
of the wave propagation method. In particular, the WPM algorithm was reformulated for step
index structures, which allows a serious time improvement in this case. It turns out, that both
the beam propagation methods and the reformulated wave propagation method can accurately
simulate micro-optical components beyond the TEA. Nevertheless, there are strong diﬀerences
in computational runtime and sampling requirements. In particular, the WPM can provide
accurate results on a lowered grid density and a simultaneous improvement in computational
runtime. As a consequence the WPM is ideally suited to overcome the limitations of the TEA.
Nevertheless, in case of gradient index media these time improvements diminish. Moreover, for
the simulation of guided wave phenomena the BPMs seem superior in comparison to the WPM.
To be precise, the WPM suﬀers from certain stability issues in these cases. In turn, BPMs are
widely disseminated for these simulation scenarios and provide accurate results.
2.4 Hankel-based wave propagation method
Within the previous Sec. 2.3 the ability of the diﬀerent Padé BPMs and the WPM were dis-
cussed to overcome the limitations of the TEA. It turned out that the WPM can simulate
micro-optical elements with accuracies close to rigorous ones with a substantially increased
computational performance in comparison to the BPMs. This can enable improved virtual pro-
totyping of micro-optical elements and thus enhance their respective designs. Here, the WPM
is extended into a rotationally symmetric formulation (Hankel-WPM), which exploits this kind
of underlying symmetry. This allows to reduce the eﬀorts of a three-dimensional simulation,
characterized by Cartesian coordinates (x, y, z)T , into a two-dimensional one, described by co-
ordinates (r =
√
x2 + y2, z)T . This can further reduce the computational eﬀort by up to two
orders of magnitude. In the following the theoretical framework of the Hankel-WPM will be
derived. To this end, the angular spectrum of plane wave decomposition algorithm needs to be
reformulated for cylindrical coordinates. This formal derivation is shown in Appendix B and its
most important aspects are discussed here.
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An initial scalar light ﬁeld E(x, y, z0) can be decomposed into angular harmonics
E(r, ϕ, z0) =
∞∑
m=−∞
Em(r, z0)eimϕ , (2.7)






E(r, ϕ, z0)e−imϕ dϕ ,
where m describes the azimuthal angular dependence. The propagation of the light ﬁeld along
the optical axis by a distance ∆ z is then given by (see Appendix B)
E(r, ϕ, z0 +∆z) =
∞∑
m=−∞








where Hm{Em(r, z)} and H −1m {Em(kr, z)} are the Hankel-transform of order m and its inverse
respectively
Hm{Em(r, z)} = E˜m(kr, z) =
∫ ∞
0
Em(r, z) Jm(kr r) r dr ,
H −1m {E˜m(kr, z)} = Em(r, z) =
∫ ∞
0
E˜m(kr, z) Jm(kr r) kr dkr .
In Eqn. 2.8, a summation over angular harmonics occurs, which has to be truncated for nu-
merical reasons. Hence, the computational performance of the algorithm is intrinsically linked to
the number of angular harmonics that need to be considered. In particular, for a general plane
wave described by a propagation angle α 6= 0 with respect to the optical axis, a high number of
angular harmonics needs typically to be considered (see appendix B). Then, the original formu-
lation of the WPM is better suited in most cases. However, often initial light ﬁelds only have
a low number of angular harmonics. As an example, light emitted by a rotationally symmetric
optical ﬁber generally consists of few modes with low angular momentum m. Moreover, one of
the most important cases is a rotationally symmetric incident ﬁeld on-axis E(r, ϕ, z0) = E(r, z0).
This is the case, e.g., for a Gaussian beam, where only m = 0 needs to be considered




2 − k 2r .
In the following, the rotationally symmetric formulation of the WPM will be introduced. Again,
the inhomogeneous medium is assumed to be decomposed into a ﬁnite number L of pairwise
disjoint and homogeneous subregions with refractive index nα. Then, the refractive index dis-




α (r) , where
Θz0α (r) =

1 nz0(r) = nα ,0 nz0(r) 6= nα ,
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is the characteristic function of the subregion α.
The propagation equation for a single angular component Em(r, z0) through a medium with
a rotational symmetric index distribution n(r, z0) can be written as














α − k 2r .
Therefore, the propagation of the initial ﬁeld through the inhomogeneous medium charac-
terized by n(r, z), is described as the iterative propagation through individual layers. In every
layer, described by K diﬀering refractive indices nk, K individual propagation steps along the
distance ∆z in the equivalent homogeneous medium described by nk are performed. Afterwards
the individual ﬁelds are merged according to the characteristic function of the subregion k.
Moreover, the diﬀerent angular components Em(r, z) are propagated individually through the
system, as their angular momentum m remains preserved due to the rotational symmetry of the
refractive index distribution. The total ﬁeld distribution is given by the sum over all angular
harmonics as
E(r, ϕ, z) =
∞∑
m=−∞
Em(r, z)eimϕ . (2.10)
To achieve optimal computational performance of the algorithm, an eﬃcient implementation
of Eqn. 2.8 is of special importance. Here, the algorithm as proposed by Fisk-Johnson [84–86]
is considered for the eﬃcient and robust computation of numerical Hankel transforms. This
method preserves important properties of the analytic Hankel-transform in a similar way as the
numerical Fast-Fourier-Transform does with the analytic Fourier-transform. It should be noted
that the transverse sampling points rdht for the evaluation of the discrete Hankel-transform are
connected to the roots of the corresponding Bessel-functions. In particular, the radial coordinate
r = 0 is not included for the important Hankel-transform of order m = 0. While these aspects
have no inﬂuences for the Hankel-WPM it could be a drawback for the post-processing of the
simulations. The evaluation of ﬁelds along the optical axis often is of outermost importance.
This deﬁciency of the discrete Hankel transform can be lifted by an additional interpolation
step [87,88], or an explicit evaluation as discussed within Sec. 2.4.1.
2.4.1 False light evaluations of diffractive lenses
In the following the Hankel-WPM will be assessed by investigating diﬀractive lenses. This
particular example is of practical importance and similarly a representative scenario to assess the
proposed algorithm. These components are of particular importance within the design of modern
optical systems. In particular, their application not only enables to reduce the overall size of
optical systems but can also increase their optical functionality. This unique feature originates
from the combination of refractive and diﬀractive properties within these lenses. Especially the
chromatic characteristics are not only inﬂuenced by a wavelength dependent refractive index but
also by diﬀractive inﬂuences, which results in an anomalous dispersion. This can be used for
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chromatic correction. In contrast to conventional achromats these so-called hybrid achromats
are composed of one material only. Therefore, these hybrid lenses are not only interesting to
miniaturize optical systems but are particularly interesting if the glass choice is restricted, i.e.,
in infrared optics or miniaturized optical systems produced by direct laser writing [89–93]. As
a major drawback, these lenses inherently cause diﬀractive false light, i.e., light scattered into
unwanted diﬀraction orders. Therefore, the realistic estimation of the induced false light during
the optical design process is of major importance to predict the performance of the optical
system.
To this end, the Hankel-WPM will be assessed in comparison to the TEA to predict diﬀractive
false light. These results are referred to rigorous simulations of the scalar Helmholtz equation
performed with Comsol. It turns out, that the Hankel-WPM achieves accuracies close to rigorous
ones, while the TEA overestimates the performance of these lenses. In particular, at the rings of
segmentation of these lenses diﬀractive inﬂuences emerge, which leads to the excitation of higher
diﬀraction orders and which lowers the overall performance of these devices. These aspects are
not predicted by the TEA. This ﬁnding is also of particular importance in the broader sense of
evaluating diﬀractive optical elements. These devices have similar steep edges and they lead to
the excitation of higher diﬀraction orders, which are seen as a strong zeroth order straylight peak
or ghost images even for the design wavelength. These aspects and especially their implications
on the design of DOEs will also be addressed within the following section.
To assess the Hankel-WPM a diﬀractive lens with a focal length of f = 0.8 mm and an




2f for the design wavelength λ0 = 500 nm. The diﬀractive lens was used in ﬁrst
diﬀraction order, i.e., the maximum segmentation height equals an induced optical path length
diﬀerence of one wavelength λ0 and the corresponding surface sag was calculated with Eqn. 1.19.
Such a diﬀractive lens could be used for the design of endoscopic optical systems [94]. Moreover,
these size dimensions still allow for rigorous solutions of the Helmholtz equation with Comsol.
In particular, for this situation a Comsol-model was used, which solves the Helmholtz-Eqn. in
rotationally symmetric coordinates (r =
√
x2 + y2, z)T and thus allowed to assess diﬀractive
lenses of these dimensions. As initial ﬁeld, a collimated beam along the optical axis was used
and therefore only the angular order m = 0 needs to be considered. The Hankel-WPM needs
less than 10 seconds of computational time to simulate the diﬀractive lens on a computational
grid of [Nr × Nz] = [4000 × 400]. The three dimensional Cartesian formulation of the WPM
requires approximately two orders of magnitude more in computational runtime. Referring to
the Comsol simulations there is a time improvement of more than 3 orders of magnitude, even
excluding the time needed for creating the mesh and the interpolation of the ﬁeld data onto a
regular grid.
In Fig. 2.7 (a) the ﬁeld distribution in close proximity to the diﬀractive lens is shown. For
better clarity only the inner part r < 75 µm is evaluated. Strong amplitude modulations at the
discontinuities of the lens proﬁle are found. These eﬀects are not predicted within the TEA-
formalism, where diﬀractive lenses are described as pure phase elements, which do not inﬂuence
the amplitude of the incident ﬁeld. Thus, analyzing these inﬂuences and their impact for the
overall performance of the component allows to assess limitations of the TEA. Based on these
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for diﬀractive lenses but moreover also for general diﬀractive optical elements. In these cases, it
provides an explanation for perturbations apparent in a realized intensity distribution. In case
of a Fresnel-hologram the rings of segmentation can directly be visible [95, 96] and for Fourier-
holograms zeroth order false light is encountered [97]. To overcome these limitations a design
algorithm of DOEs should be optimized to circumvent the generation of steep edges in the ﬁnal
surface sag. Nevertheless, this also requires a manufacturing process, which is able to produce
these smooth surface sag proﬁles. These aspects will be discussed in chapter 5 in detail, where
the realization of freeforms for beam shaping on optical ﬁber tips is discussed.
To assess the impact of the modulations in the amplitude on the performance of the diﬀractive
lens, the ﬁeld distribution along the optical axis is evaluated for the design wavelength λ0 = 500
nm in Fig. 2.8. Due to spherical aberration present for the diﬀractive lens considering the
paraxial parabolic proﬁle, the focal position zFoc related to the maximum ﬁeld strength on
the optical axis is shorter than the nominal focal length of f = 0.8 mm. Moreover, larger
deviations are apparent at the position around z ≈ 0.36 mm. There, a peak of increased ﬁeld
strength is apparent, which is not predicted by the TEA. This corresponds to a false light peak,
which degrades the image quality. The appearance of the peak can be discussed on the base of
diﬀractive lens theory. Then, diﬀractive lenses are understood as a blazed radial grating within
the TEA formalism. The individual diﬀraction orders p of this radial grating are related to







for wavelengths diﬀerent from the design wavelength λ0. Within the description of the TEA
for the design wavelength λ = λ0 only the ﬁrst diﬀraction order is expected, corresponding to
the nominal designed focal length f of the diﬀractive lens. The mentioned diﬀractive inﬂuences,
which are not considered within the TEA, lead to the excitation of higher diﬀraction orders.

























Figure 2.8: The ﬁeld distribution |E(r = 0, z)| along the optical axis is shown for λ0 = 500
nm as comparison between the Hankel-WPM, the COMSOL simulation, and the thin-element
approximation.
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The apparent peak around z ≈ 0.38 mm in Fig. 2.8 then corresponds to the second diﬀraction
order of the diﬀractive lens and induces unwanted false light even for the design wavelength λ0.
While false light usually is considered as a rather statistical eﬀect, which simply reduces the
contrast of an image, this situation diﬀers for diﬀractive lenses. Then, every individual order
appears as a defocussed image point, leading to a halo-eﬀect in the actual image plane. This
can strongly disturb the visual perception of an image and is known to be a substantial issue














Figure 2.9: The ﬁeld distribution |E(x, y = 0, z)|, simulated by the Hankel-WPM, is shown
for the wavelength λ = 400 nm.
aspect of diﬀractive lenses is evaluated within Fig. 2.9, where the ﬁeld distribution |E(r, z)|
visualizes the multi focus eﬀect of diﬀractive lenses. There the ﬁeld distribution is shown for a
wavelength of λ = 400nm.
In an optical design these false light inﬂuences should be taken into account in order to
evaluate the performance realistically. While within the TEA formalism closed form expressions
exist to predict the false light [101], an extended methodology is required here. To evaluate
the light power directed into the unwanted diﬀraction orders, the ratio of radially integrated
light power in the focal point zFoc, i.e., the maximum intensity on the optical axis, enclosed in
a radius of rFoc ≤ 10 µm is related to the total light power directly behind the diﬀractive lens
η =
∫ rFoc
r=0 |E(r, zFoc)|2 r dr∫∞
r=0 |E(r, z = 0)|2 r dr
. (2.12)
Thus, Eqn. 2.12 describes the diﬀraction eﬃciency, i.e., the relative amount of light power in
the prescribed focal position. Assuming an equivalent ideal lens, described by an Airy intensity
distribution, a maximum diﬀraction eﬃciency of η = 0.985 is achieved, since not the entire light
power is encircled in the corresponding radius deﬁned by rFoc. Deviations from this ideal value
describe the amount of false light scattered into diﬀerent orders. As the inﬂuence of false light
is of interest, the encircled energy is referenced against the ﬁeld behind the diﬀractive lens.
Losses due to reﬂections, which occur in the rigorous simulations, are thus excluded as they
do not aﬀect the diﬀractive false light, i.e., light in unwanted diﬀraction orders inﬂuencing the
ﬁeld distribution in the focal region. To ﬁnd and evaluate the focal position zFoc related to the
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maximum intensity on the optical axis, the ﬁeld distribution on the optical axis is calculated
directly from the spectrum as obtained behind the diﬀractive lens at a position z = 0µm
E(r = 0, z) =
∫ ∞
0
E˜0(kr, z = 0) eikzz kr dkr , (2.13)
which is derived by evaluating Eqn. 2.8 on the optical axis analytically. After ﬁnding the position
zFoc, the ﬁeld behind the diﬀractive lens is propagated into the focal position to evaluate Eqn.
2.12. Moreover, to increase the numerical resolution of the focal ﬁeld inside the radius rFoc the
interpolation algorithm as proposed by Norfolk in [87] is applied.
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Figure 2.10: (a) Diﬀraction eﬃ-
ciency in the ﬁrst diﬀraction order,
i.e., the relative energy ratio in the
prescribed focal position f . (b) Rel-
ative amount of energy in the unde-
sired focal position f2.
These diﬀraction eﬃciencies are calculated for the ﬁrst and second diﬀraction order. While
the prior describes the relative amount of energy in the desired focal point f , the latter describes
the relative amount of false light in the undesired focal point f2 according to Eqn. 2.11. In Fig.
2.10 (a) and (b) the corresponding diﬀraction eﬃciencies are shown in comparison to the rigorous
simulation and the TEA. For the TEA a diﬀraction eﬃciency for the design wavelength λ0 in
the desired ﬁrst diﬀraction order is found to be smaller than the ideal value of one. This eﬀect
is caused by the evaluation of diﬀraction eﬃciencies according to Eqn. 2.12. A residual amount
of energy will not be encircled within a radius as deﬁned by rFoc. Therefore the ideal value of
one in the diﬀraction eﬃciency cannot be reached within the model. Moreover, the diﬀraction
eﬃciency in this case for the second diﬀraction order is larger than zero, since a ﬁnite ﬁeld energy
is encircled within the radius rFoc even for a vanishing second diﬀraction order.
By comparing to the rigorous simulation it is evident that the Hankel-WPM can precisely
calculate the diﬀraction eﬃciencies, and thus the diﬀractive false light, in both the ﬁrst and
second diﬀraction order. This is not the case, if one relies on the TEA, where deviations of up
to 12 percent are present. The TEA overestimates the diﬀraction eﬃciency in the desired ﬁrst
diﬀraction order and underestimates the amount of induced false light. Moreover, for the second
diﬀraction order, the TEA also predicts a qualitatively diﬀerent spectrally resolved diﬀraction
eﬃciency. These aspects could lead to misjudgments within an optical design process while
relying on the TEA. The Hankel-WPM allows more accurate simulations of diﬀractive lenses
beyond the TEA, which allows the eﬃcient and realistic assessment of false light induced by
diﬀractive lenses.
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2.5 Summary
In this chapter diﬀerent algorithms were discussed to overcome the limitations of the TEA. On
the one hand, a reformulation of the original WPM algorithm was introduced and evaluated
against the individual formulations of the Padé BPMs. As a result, the modiﬁed formulation of
the WPM shows superior characteristics in comparison to the diﬀerent Padé BPMs, as accurate
simulations are achieved with an enhanced computational performance, while simultaneously
the demands onto the computational grid-density are reduced. Thus, the WPM provides the
potential to overcome the limitations of the TEA. This ability of the WPM to simulate micro-
optical elements with high accuracy and high computational eﬃciency enables the improved
virtual prototyping of these components. This can improve their optical design and therewith
their quality and optical functionality. Moreover this also can open up novel abilities to model
and characterize micro-optical elements.
In a further step, the WPM was extended into a rotationally symmetric formulation called the
Hankel-WPM and exploits an underlying rotational symmetry of the refractive index distri-
bution. This algorithm was assessed for the characterization of diﬀractive lenses and showed
superior characteristics to predict false light in comparison to the TEA. For the investigated
scenario an additional time improvement of approximately two orders of magnitude was found
in comparison to the Cartesian formulation of the WPM. Overall, this can enable the realis-
tic estimation of the performance of diﬀractive lenses within an optical design. Moreover, this
example has the potential to provide additional insights for the design of diﬀractive optical ele-
ments. In particular, steep edges in the surface sag of a DOE lead to diﬀractive inﬂuences, which
lower their performance and which are not predicted by the TEA. Hence, a design algorithm
for DOEs should avoid the generation of steep edges in the surface sag. Thus, to realize DOEs
of highest diﬀraction eﬃciency, steep edges should be avoided whenever possible. These aspects
are discussed in detail in Sec. 5.1.1.
Part III
Characterization and Design of
Micro-Optical Structures
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The previously developed numerical simulations tools can open up novel avenues to design,
model and characterize micro-optical systems. These aspects are discussed in the following for
selected application scenarios. On the one hand, in the appending chapter glass matrix distor-
tions are discussed, which might occur after the inscription of ﬁber Bragg gratings. In this case,
a speciﬁcally tailored light-sheet side illuminates an optical ﬁber. Due to a photosensitivity of
the ﬁber core, the incident ﬁeld causes structural modiﬁcations of the refractive index distri-
bution. Beside these intended structural changes, additional distortions in the glass matrix of
the ﬁber might arise. Their appearance is reproducible and shows a distinct symmetry. The
origin of these modiﬁcations were not revealed in depth and therewith a solution strategy was
not available. Based on numerical simulations of the situation a deeper understanding of these
parasitic structural changes is gained. These insights are used to develop a solution strategy
and these results are discussed in chapter 3.
In the subsequent chapter 4 a non-invasive metrology method to characterize optical ﬁbers is dis-
cussed. Optical ﬁbers are one of the most important building blocks in modern telecommunication-
and laser systems. Thereby, demands on the accuracy of realized ﬁbers are steadily increasing.
To this end, characterization techniques that enable the monitoring of ﬁber parameters during
the manufacturing process are of growing importance. To this end, a metrologic characterization
technique, similar to an in-line holographic measurement principle, is introduced. In particular,
the investigated ﬁber is side-illuminated by a coherent beam and the diﬀraction response is
evaluated on a distant screen. In the considered scenario strong index contrast, e.g., glass to air,
are involved. This prohibits the application of typical approximations considered within in-line
holography. Alternatively, the wave propagation method is used to describe the scenario. By
a direct comparison between simulations and measurements, a parameter retrieval is performed
and structural properties, e.g., the core and cladding diameter, are assessed.
Finally in chapter 5 an integrated beam shaping concept is introduced to realize complex illumi-
nation patterns in a focal region. To this end, a freeform is realized on the tip of an optical ﬁber,
which redistributes the fundamental eigenmode into a complex illumination pattern. Within the
design process, limitations of the thin-element approximation are considered. As discussed in
the preceding section, steep edges provoke diﬀractive inﬂuences, which are not predicted by the
TEA. As a consequence, special care should be taken in order to restrict surface gradients and
to omit steep edges in a surface proﬁle. Considering these aspects, high diﬀraction eﬃciencies
could be realized with unprecedented accuracy in the realized target ﬁeld distributions.
3 Glass-Matrix Distortions during Fiber Bragg
Grating Inscription
In this chapter structural modiﬁcations of the glass matrix after ﬁber Bragg gratings inscriptions
are discussed. These results were developed in a collaboration with Tino Elsmann from the
Leibniz Institute of Photonic Technology (IPHT). In particular, all the investigated samples and
measurements were provided by Tino Elsmann. The development of the numerical model and
the individual simulations were performed without the aid of this colleague. The interpretation
of results were performed together, which provided the basis to plan additional experiments. The
solution strategy to overcome the apparent glass matrix distortions was developed without the
aid of Tino Elsmann. Possibilities to realize this conceptual idea were discussed and developed
together. Individual parts of the presented results are summarized in a manuscript intended for
publication.
Fiber Bragg gratings (FBGs) are structural modiﬁcations of an optical ﬁber along its optical
axis. In particular, FBGs correspond to periodic modulations of the refractive index distribution
along the propagation direction of the supported eigenmode. Then, each modulation inside the
waveguide causes a partial reﬂection of an incoming wave. On the one hand, if the entire
number of reﬂections are interfering constructive, the FBG serves as a high-quality reﬂector at
wavelength λFBG. This is achieved for optical path length diﬀerences, which equal multiples
of 2π for a roundtrip of the wave. Hence, the period Λ of the FBGs is given as Λ = λFBG2neff ,
where neff is the eﬀective mode index. On the other hand, more complex modulations of the
cores refractive index distribution even allows to tailor the spectral transmission and reﬂection
properties on demand. For further insights into the theoretical description of FBGs the work
of Kersey et al. in [102] and Hill et al. in [103] is referred, which provides a great overview on
the topic. Mostly, FBGs are realized due to the interference of two intense UV-laser beams in
the core region of an optical ﬁber (See Fig. 3.1). The photosensitivity of this core, i.e., due to
a germanium dotation, leads to a change of its refractive index caused by the incident UV-laser
light. Then, the interference pattern of the initial beam directly inscribes the FBG, where its
width Λ is controlled via the incidence angles of the two beams.
FBGs are widely applied within integrated ﬁber-optical networks, as they oﬀer the potential
to realize highly eﬃcient distributed Bragg reﬂectors in an integrated approach, i.e., a high degree
Figure 3.1: Schematic sketch for the realiza-
tion of ﬁber Bragg gratings in an optical ﬁber.
Two intense UV-laser beams are interfering in
the core region. A photosensitivity of this core
leads to a modiﬁcation of its refractive index de-
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and the ﬂat part of the ﬁber acts like an additional lens. This focusing part redistributes the
subsequent fraction of the incoming energy. This results in an additional ﬁeld enhancement
at the position of the upper lobe of the glass matrix distortions. It seems astonishing, that
this moderate change of the ﬁber geometry has a major inﬂuence on the appearance of the
distortions. Nevertheless, this additional experiment conﬁrmed the indications on the origin
of these modiﬁcations. In a next step a solution strategy will be developed, which avoids the
appearance of the distortions.
3.3 Possible solution strategies
In this section a possible solution strategy will be discussed to avoid the appearance of the glass
matrix defects. On the one hand, as discussed in the previous section, the cladding geometry
has a strong inﬂuence on the appearance of these distortions. Consequently, by modifying the
cladding footprint, the parasitic ﬁeld enhancements can be suppressed. As a consequence, the
ﬁber will be non-circular. Then, within the inscription setup, the ﬁber needs to be oriented
properly with respect to the incoming beam. Thus, increased alignment sensitivities appear,
which complicate the realization of FBGs. Hence, the concept is not preferable. Alternatively,
the actual ﬁber could be embedded in a material of higher refractive index, i.e., an additional
outer cladding structure. Then, the incident beam is refracted at the two distinct materials.
By properly designing the additional outer diameter, the ﬁeld enhancements can be avoided.
Moreover, the circular symmetry is preserved and thus the alignment sensitivities remain un-
changed. To avoid confusion, the cladding of the actual ﬁber is referred to inner cladding in the
following, to distinguish it from the additional outer one. As an additional beneﬁt, this approach
has the potential to overcome a second limitation in the realization of ﬁber Bragg gratings. By
relying on the conventional inscription scheme, FBGs cannot be realized throughout the en-
tire inner cladding area (see Fig. 3.4). There, so-called shadowed regions emerge, which are
not illuminated by the incident beams. Hence, in these areas FBGs cannot be realized. The
origin of these regions arises from the refraction at the outer cladding surface. The caustic of
the refracted rays shadows certain oﬀ-axis regions of the ﬁber (see Fig. 3.5). Nevertheless, to
realize FBGs in certain multicore ﬁbers, the illumination of these oﬀ-axis regions is mandatory.
Thus, an entirely homogeneous illumination throughout the whole ﬁber is desirable. The novel
approach, which in the following is discussed in detail, can overcome these mentioned problems.
The design of the outer cladding is carried out in two steps. First, a geometric optical model
is established and the outer cladding diameter is optimized. Second, this layout is assessed by
wave-optical simulations with the WPM. The ﬁnal design could be realized in two ways: On
the one hand, the composed ﬁber could be realized within a standard drawing process. Then,
a stacked preform composed of the actual ﬁber and the additional cladding is required. On the
other hand, a capillary ﬁber according to the outer cladding could be realized. Then, it might
be possible to insert the actual ﬁber into this capillary prior to the FBG inscription process.
Afterwards this ﬁber is removed again. This second option has the charm, that the mechanical
properties of the overall ﬁber are not aﬀected at all.
In a ﬁrst step, a geometric optical model is set up to assess the inﬂuence of the outer cladding
diameter. In particular, Zemax is used for that purpose. This ray optical approach allows for
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evident that these reﬂected ﬁeld components have a stronger inﬂuence for the higher refractive
index of the outer cladding (see insets of Fig. 3.10). This behavior is caused by the Fresnel
reﬂection coeﬃcients, which increase with a higher index contrast. Thus, to reduce these ﬁeld
enhancements, a lower index of the outer cladding is preferable.
3.4 Summary
In conclusion, this chapter discussed the appearance of glass matrix distortions within the real-
ization of ﬁber Bragg gratings. In particular, after the inscription of FBGs a reproducible glass
matrix distortion is observed at the rear side of the ﬁber. These modiﬁcations show a distinct
symmetry characterized by three individual lobes. This aspect is astonishing as no direct evi-
dence is found within the experimental setup, which can directly explain this symmetry. To this
end, the inscription setup was modeled numerically by relying on the WPM and these simula-
tions enabled deeper insights about the situation. In particular, spherical aberrations induced
by the cladding surface and reﬂections from the rear surface lead to ﬁeld enhancements at the
positions of the glass matrix distortions. These ﬁndings were able to explain the occurrence of
these glass defects. To verify these ﬁndings, additional experiments were performed. To this
end, the glass matrix modiﬁcations in a d-shaped ﬁber were investigated. There, gracing inci-
dence angles for the incoming light were omitted on the ﬂat side of the ﬁber. Hence, reduced
perturbations were expected in this direction. This assumption based on an intuitive under-
standing of the situation was proven wrong and strong glass modiﬁcations were found. In turn,
a rounding in between the circular and ﬂat part of the d-shaped ﬁber originates additional ﬁeld
enhancements, which could explain the strong defects. These increased ﬁeld magnitudes are
absent, assuming the ideal situation without a rounding. These aspects prove, that an intuitive
understanding of the situation can fail and only by relying on respective simulations a deeper
understanding is gained. Finally, these experiments conﬁrmed the ﬁndings on the origin of the
glass matrix modiﬁcations. Based on these insights a solution strategy was developed. In par-
ticular, it is suggested to embed the ﬁber in an additional cladding structure with an increased
refractive index in comparison to the actual ﬁber. Then, the incoming light is refracted at the
two distinct surfaces. By a proper design of the outer cladding diameter the ﬁeld enhancements
are suppressed. As an additional beneﬁt, this approach allows a nearly uniform illumination
of the entire inner cladding area. This enables the realization of FBGs within the entire ﬁber,
which is of particular importance for the realization of FBGs in several multi-core ﬁbers. By
inspecting this subsequent design with the WPM additional insights were gathered. As a result,
a weaker index contrast in between inner and outer cladding is preferable. At the rear side of the
inner ﬁber reﬂections occur, which lead to a moderate ﬁeld enhancement. By lowering the index
contrast between inner and outer cladding these reﬂections diminish. Hence, these designs are
preferable. However, the respective design has not been realized yet. Thus, a ﬁnal assessment
of its performance is missing and should be viewed as a potential outlook to this work.
4 In-Line Characterization of Optical Fibers
Optical ﬁbers are one of the most important building blocks in modern photonic industries. They
provide the unique ability to guide light in a compact design with very small losses. Hence, data
can eﬃciently be transmitted over huge distances and optical ﬁbers evolved to the backbone
of telecommunication systems. Moreover, they play a key role in modern integrated laser con-
cepts. To ensure the functionality of these ﬁbers high demands are placed on their fabrication.
In telecommunication systems a high purity of the used glass materials is required. Any irreg-
ularities will cause parasitic losses of the guided light, which lowers the signal to noise ratio for
data transmission. In addition, the actual geometry of these ﬁbers needs to be realized with a
highest as-build quality. Similarly, any disturbances will aﬀect the data transmission process.
Moreover, for modern integrated laser concepts the mode ﬁeld diameter is one of the most crit-
ical parameters. It inﬂuences the overall amount of light, which is guided by the ﬁber without
exceeding the damage threshold of the used glass material. To increase this diameter without
aﬀecting the laser beam quality complex, micro-structured ﬁbers are often used [112,113]. The
demands to realize these ﬁbers are steadily increasing and require profound metrological tech-
niques for their characterization. On the one hand, optical- or electron microscopy is used to
inspect ﬁbers. However, these techniques require a cleaved and ﬂat ﬁber tip to assess the inner
structural composition. While this enables an accurate assessment of the ﬁber, it, neverthe-
less, is a destructive metrological technique. Alternatively, tomographic approaches are used,
which enable the reconstruction of the refractive index distribution n(x, y) of the optical ﬁber
by a series of measurements under diﬀerent illumination conditions [114–119]. The investigated
ﬁber is immersed in an index-matching liquid, which lowers the overall index contrast. This
immersion process is required for the evaluation and post-processing of measured data. In this
so-called weak scattering regime the application of the Born- and Rytov approximations are jus-
tiﬁed [120, 121], which form the basis of the tomographic reconstruction algorithm. However, a
major down side of these approaches belongs to the immersion of the ﬁber into an index match-
ing liquid. This cannot be applied within the drawing process and this metrological technique
can therefore not be used for an in-line monitoring of ﬁber parameters.
However, the characterization of optical ﬁbers already during the drawing process is of special
signiﬁcance to ensure their quality and therewith their optical functionality [122]. On the one
hand, this allows for the detection of irregularities in realized ﬁbers such as inclusions and impu-
rities in the glasses. On the other hand, it provides the ability to adjust process parameters in a
feedback loop to realize ﬁbers with highest as-build qualities. For instance, hollow cores in mod-
ern photonic crystal ﬁbers can be adjusted by an applied over pressure during manufacturing.
Hence, their constant monitoring can improve the as-build quality of these ﬁbers. However, most
of the current techniques for in-line ﬁber characterization can only monitor the outer cladding
diameter [123–127]. Just recently, the evaluation of the inner structural composition emerged
into the focus of scientiﬁc research [128].
In this chapter, a noninvasive measurement principle is discussed to characterize optical
ﬁbers. In particular, an investigated ﬁber is side illuminated by a monochromatic and coherent
beam and the created diﬀraction pattern is evaluated on a distant screen. A numerical parameter
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retrieval enables the assessment of characteristic properties of the investigated ﬁber. In the
following Sec. 4.1 the conceptual idea is introduced and evaluated. To this end, abilities of
the approach are systematically assessed and limitations are investigated. In a subsequent Sec.
4.2 these insights are used to improve the methodology. To this end, the experimental setup is
reﬁned, which enables an improved assessment of the internal structure of the investigated ﬁber.
These results were developed in collaboration with Tobias Tiess and Siegmund Schröter from
the Leibniz Institute of Photonic Technology (IPHT) in Jena. The experiments were planned
and designed together. The optical setup was build up by these colleagues and the individ-
ual measurements were jointly performed. The entire post-processing and numerical evaluation
of measured data was performed without the aid of these colleagues. Individual results were
interpreted together, which formed the basis for the planning of additional experimental investi-
gations. In Sec. 4.2 an improved experimental setup is introduced, which allows to characterize
optical ﬁbers with an increased accuracy. This reﬁnement is a result of careful analyses of in-
dividual simulations to reveal the bottlenecks of the original setup. Additional discussions with
these colleagues enabled the development of an experimental setup to overcome limitations of
the original one. Several results of this work were published in Optics Express in [75] and Optics
Letters in [129].
4.1 In-line holographic measurement setup
Figure 4.1: Illustrative sketch of the mea-
surement conﬁguration. A coherent and
monochromatic incoming beam side illumi-
nates the investigated ﬁber. This initial beam
gets diﬀracted by the component and causes
a characteristic fringe pattern at the position
of the detector. Analyzing this interference
pattern allows to characterize structural prop-
erties of the investigated ﬁber. The distance
between the source and ﬁber is speciﬁed by ds
and the further distance to the detector by dd.
An in-line holographic measurement principle is considered to characterize structural prop-
erties of optical ﬁbers. This methodology is noninvasive and potentially suitable to be integrated
into the drawing process of ﬁbers. To this end, a monochromatic and coherent incoming beam
side-illuminates the ﬁber under investigation (see Fig. 4.1). The waist of the initial beam is
much larger than the actual diameter of the ﬁber. Part of the incoming beam is diﬀracted,
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while a remaining part is undisturbed. At the position of a distant screen the individual frac-
tions of the beam are superposed and produce an interference pattern, which establishes the
in-line holographic measurement principle. In particular, not only an amplitude information of
the diﬀraction process is encrypted in a measurement but also a phase information due to the
interference process. Hence, a characteristic signal for the investigated component is recorded
and these in-line holographic approaches are known to allow for measurements with an extraor-
dinary accuracy [130, 131]. However, in the considered case strong index contrasts between air
and glass are involved and the conventionally used Born- and Rytov approximations remain no
longer valid [120,121]. In turn, to overcome these limitations extended numerical algorithms are
required. Here, a parametric optimization approach is chosen to evaluate measured signals. To
this end, the entire setup is simulated numerically using the wave propagation method. Within
individual simulations characteristic parameters of the ﬁber such as the cladding and core di-
ameter are varied. Then, an optimal match between simulated and measured data is examined,
which allows to characterize the ﬁber. Thus, the proposed methodology has the potential to
provide a more general framework to evaluate in-line holographic measurements in presence of
strong scattering. These abilities are of special signiﬁcance within modern holographic technolo-
gies [20,27,28].
4.1.1 Experimental setup
The parameter retrieval of the ﬁber is founded on a direct comparison between simulations and
measurements. This requires an accurate speciﬁcation and characterization of the used optical
components within the experimental setup. Otherwise, systematic deviations might occur within
the simulations due to wrong assumptions about the properties of the optical components. Here,
an accurate characterization of the illumination source is of critical importance as the initial
ﬁeld distribution E(x, y, z = z0) is required within the simulations. Any alignment sensitive
components should be avoided to warrant a high accuracy and stability of this initial ﬁeld. To
this end, a single mode optical ﬁber is considered as initial source as its fundamental eigenmode
is highly deterministic and stable against environmental disturbances. To this end, the light of
a Helium-Neon laser is focused into a single-mode optical ﬁber at the corresponding wavelength
of λ = 0.632µm (Thorlabs SM 630-HP). The ﬁber ﬁlters the incident laser beam and the well
speciﬁed eigenmode is ﬁnally used as initial ﬁeld within the experiments. To specify the initial
ﬁeld for the simulations an eigenmode solver is used to calculate the supported fundamental
mode of the ﬁber. This mode has an approximate mode ﬁeld diameter of MFD ≈ 4µm. To
establish the in-line holographic measurement principle this initial ﬁeld needs to be expanded
prior to the investigated ﬁber. To avoid additional optical components to expand the beam, free
space propagation diﬀraction is considered. The optical ﬁber used for the illumination within the
experiments (Thorlabs SM-630HP) features a numerical aperture of approximately NA= 0.13
and similarly deﬁnes the divergence angle of the initial ﬁeld. Hence, by placing the optical
ﬁber at a suﬃciently large distance no additional optical components are required. Within the
experiments a distance of approximately ds ≈ 50 mm was chosen. This ensures a diameter of
the beam at the position of the ﬁber of several millimeters.
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Figure 4.2: (a) Detected intensity I(x, y) of a reference measurement, where the investigated
ﬁber is removed. (b) In-line holographic measurement of the investigated ﬁber. (c) Apparent in-
terference inﬂuences within the measured signals are suppressed by evaluating the ratio between




An additional impact that might disturb a direct comparison between a simulation and
a measurement belongs to the inﬂuence of the camera. On the one hand, the reliability of
measurements is, of course, directly inﬂuenced by the imaging properties of the used sensor.
On the other hand, the cover glass attached to the sensor for protection purposes can have
a critical impact. In particular, this cover glass can induce thin-ﬁlm interferences and aﬀect
the image quality in coherent measurements. This issue is visualized in Fig. 4.2 (a), (b). In
Fig, 4.2 (a) a reference measurement is shown, where the investigated ﬁber was removed in the
setup. In this case, one actually expects the image of the expanded initial ﬁeld emitted by the
illuminating ﬁber, i.e, a nearly gaussian beam. Nevertheless, strong interference artifacts are
apparent in the detected signal. These inﬂuences are similarly encountered for the actual in-line
holographic measurements as shown in Fig. 4.2 (b). These parasitic interference artifacts need
to be suppressed in order to evaluate measurements for the parameter retrieval. The appearance
of the disturbances could be resolved by removing the cover glass on the sensor of the camera.
Alternatively, the artifacts are strongly reduced by evaluating the quotient of the diﬀracted
signal and the unperturbed initial ﬁeld
IDiffracted(x, y)
IReference(x, y)
(see Fig. 4.2 (c)). This ﬁltered signal
is considered for the further evaluation of measurements and will be shortly interpreted in the
following.
Typically, a lowered intensity is measured in the central region of the detected signal. This might
be viewed as a shadowing eﬀect of the investigated ﬁber. In particular, by assuming the ﬁber
being replaced by an equivalent central obscuration a similar image is detected. Then, occurring
interference fringes in a measurement are explained by edge diﬀraction eﬀects originating from
the rims of the obscuration. Nevertheless, in the considered case the ﬁber is transparent and
part of the incident beam gets transmitted. In particular, this fraction of the ﬁeld gets focused
In-Line Characterization of Optical Fibers 61
due to the cylindrical lens eﬀect of the side illuminated ﬁber1. This results in a focal spot
closely behind the rear surface, which is strongly defocused referring to the distant detector. As
a consequence, the connected energy spreads over a larger area. This causes lower intensities
in the central region of the recorded detector signal, which is slightly similar to the eﬀect of a
central obscuration. Nevertheless, the transmitted ﬁeld ETrans will interfere with the remained
ﬁeld ERemained, which establishes the in-line holographic measurement principle. Hence, any
information about the structural composition of the ﬁber is encrypted within the entire detector
area. A decryption of this signal is very challenging and becomes only possible by relying on
numerical simulations.
To improve the comparability between measurements and numerical calculations, the inﬂu-
ence of noise in detected signals should be reduced. To this end, the strong symmetry along the
y−axis in a detected image is considered and a recorded signal is averaged over approximately
100 detector lines. As a downside, this approach slightly reduces contrast in the analyzed inter-
ference fringes. To this end, a linear contrast enhancement is performed.
Moreover, the high symmetry about the y−dimension justiﬁes to model the entire scenario in
a two-dimensional geometry within the simulations, i.e., one transverse x− and one longitudi-
nal z−dimension. In a strict sense, this assumption is valid in case the optical setup and the
initial ﬁeld is invariant along the y−dimension. However, the Gaussian shape of the incident
ﬁeld perturbs this situation. Nevertheless, this inﬂuence is negligible. Otherwise, the diﬀraction
pattern of the ﬁber would show a curvature in the measured interference fringes, which is not
the case in practice. The consideration of a two dimensional geometry can signiﬁcantly improve
the computational runtime to simulate the entire scenario. Nevertheless, the demands for the
numerical evaluation are still high as vastly diﬀerent aspect ratios in the geometry of the setup
are involved. While the length of the setup and the beam diameters are macroscopic, smallest
feature detail such as the ﬁber core are microscopic. To cope with these demands the simulation
of the entire setup is divided into individual parts. On the one hand, the algorithm as proposed
by Shen et al. in [132] is used to propagate the optical ﬁelds in homogeneous surroundings. In
this algorithm parasitic disturbances, caused by the computational boundary, are avoided and an
accurate and eﬃcient ﬁeld propagation is achieved in homogeneous media. Moreover, a stitching
approach is considered to reduce the computational eﬀort to calculate the diﬀraction response of
the investigated optical ﬁber. To this end, the entire incident ﬁeld EIncident at the position of the
ﬁber is split into two individual subﬁelds EDiffraction and EUnperturbed, where the sum of these two
ﬁelds equals the incident ﬁeld. These ﬁelds have a smooth boundary and are therefore partially
overlapping. This reduces disturbing numerical artifacts due to the splitting procedure [133].
The subﬁeld EDiffraction has a transverse elongation of approximately w = 500µm, which equals
four times the ﬁber diameter. Then, the diﬀraction response of the ﬁber is calculated for this
interchanged initial ﬁeld and the simulations are performed on a smaller computational domain.
1This scenario is similar to the one discussed in chapter 3, where the origin of glass matrix distortions during
the inscription of fiber Bragg gratings were revealed. However, the initial field conditions differ in the individual
scenarios. In particular, for the simulations of the glass matrix distortions the field distribution of a beam with a
small waist was considered. This field is scanned along the cross-section of the entire fiber. Then, the cumulated
field distributions were evaluated, i.e., individual coherent simulations at different beam positions were added
incoherently. This might be viewed as the simulation of a partially coherent source. In contrast to this situation
a fully coherent approach is considered here with an overall expanded beam.
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For these simulations the wave propagation method is considered. Then, a computational grid
density was chosen, which yielded converged results, i.e., a further reﬁnement leads only to
marginal changes of a simulated pattern on the detector. These required grid densities were
slightly changing for diﬀerent investigated ﬁbers, e.g., they were depending upon the index con-
trast between core and cladding. Typically, a grid spacing of ∆x ≈ λ3.5 and ∆z ≈ λ15 − λ30 was
suﬃcient to achieve converged results.
The remaining ﬁeld EUnperturbed is not inﬂuenced by the investigated ﬁber and free space propa-
gation codes are chosen. After the calculation of the diﬀraction response the individual subﬁelds
are merged together. Moreover, the setup is simulated monochromatic and a residual bandwidth
of the HeNe-Laser is neglected. It is hard to judge the validity of this assumption based on ﬁrst
order principles. However, the overall model performs very well for the simulation of measured
signals, which justiﬁes this assumption heuristically. Overall, the calculation of the diﬀraction
response is achieved in a computational runtime of approximately 3-10 seconds, depending upon
the diameter of the cladding.
4.1.2 Assessment of a SMF-28 fiber
To assess this conceptual idea to characterize optical ﬁbers, a standard telecom ﬁber (SMF28)
is investigated in a ﬁrst step. This ﬁber is characterized by a highest as-build quality and thus
ideally suited to evaluate and verify the methodology. According to the vendor, the cladding and
core diameter are speciﬁed by DClad = 125 µm and DCore = 8.2 µm with a nominal uncertainty
of ∆DClad, Core ≈ ± 0.56%. The refractive index of the cladding material is characterized
(a) (b)
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Figure 4.3: Comparison of measured and simulated signals. The origin of the diagram corre-
sponds to the center of symmetry, i.e., the optical axis: (a) Comparison to the optimized cladding
diameter DClad = 124.89 µm. This belongs to a nominal deviation of ∆DClad = 0.11 µm in
comparison to the nominally speciﬁed diameter as proposed by the vendor. (b) Comparison be-
tween slightly mismatching parameters and the measurement. The simulation of the nominally
speciﬁed ﬁber DClad = 125 µm and an equivalent bare no core ﬁber with DClad = 124.89 µm
are evaluated.
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by the one of fused silica nClad = 1.4570 at the corresponding wavelength λ = 632nm. The
refractive index of the core is speciﬁed via the numerical aperture of the ﬁber NA= 0.14 as
nCore =
√
NA2 + n 2Clad = 1.4637. Hence, within the optimization process the core and cladding
diameter were considered. Additionally the distances ds ≈ 50 ± 5mm and dd ≈ 85 ± 5mm
between ﬁber and source/detector are not perfectly characterized and are considered within the
parameter retrieval. Initial simulations revealed that the uncertainty within the core diameter
and the one of the source distance do not signiﬁcantly inﬂuence the outcome of a simulation.
The optimization revealed an optimal match between simulation and measurement for a detector
distance of ds = 84mm and a cladding diameter of DClad = 124.89µm, which lies well within
the speciﬁcations of the vendor. This corresponds to a nominal mismatch of ∆DClad = 0.11µm,
which equals an induced path length diﬀerence of approximately λ13 . The comparison between
the measured and simulated signal is shown in Fig. 4.3 (a). To assess the sensitivity of the
parameter retrieval, perturbations of the ideally matching parameters are shown in Fig. 4.3
(b). In particular, the nominally speciﬁed ﬁber with a cladding diameter of DClad = 125µm
is compared with an equivalent no-core ﬁber with nCore = nClad characterized by the retrieved
cladding diameter DClad = 124.89µm. Clearly, deviations are observed, which indicates the high
sensitivity of the measurement principle against varying parameters.
To assess the sensitivity in more detail, the parameter range is extended and also the inﬂuence
of the refractive index of the core is assessed. To this end, the RMS-error
RMS =










is analyzed. There I Meas/SimDiffracted/Reference corresponds to the measured/simulated intensity for the
diﬀracted or the unperturbed ﬁeld. Eqn. 4.1 describes the mismatch between measurements and
simulations and is shown in Fig. 4.4. On the one hand, the core and cladding diameter are varied
for a ﬁxed refractive index of the core nCore = 1.4637. On the other hand, the core diameter
is ﬁxed to DCore = 8.2 µm and the cladding diameter and the refractive index of the core are
varied. In this scenario, the core refractive index is varied between nCore = 1.457 and nCore = 1.5,
which equals the case of a no-core ﬁber and one with a numerical aperture of NA= 0.36. In every
of these cases a minimum is observed at the positions of the nominally speciﬁed parameters as
proposed by the vendor. Nevertheless, the valley of the merit function is extended and therewith
the accuracy to retrieve the core diameter and core refractive index diminishes. To be precise,
within the manufacturing accuracy of the cladding diameter ∆DClad = 0.7µm an uncertainty in
the core refractive index and diameter of ∆nCore ≈ 0.01, ∆DCore ≈ 15µm is found. Moreover, it
is realized that for the cladding diameter characterization several local minima emerge, which
are spaced approximately by ∆DClad ≈ 1.5µm. Nevertheless, the central minima located around
DClad = 125µm is slightly deeper. Therewith, the cladding diameter is uniquely retrieved. The
occurrence of these local minima is explained by the holographic measurement procedure, which
is sensitive to local phase values. This phase information is only unique within the interval of zero
to 2π due to phase wrapping for larger phase values. Therefore, phase changes of multiples of 2π
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to not only reveal the individual elliptical diameters but also to retrieve the relative orientation
angle of the elliptical ﬁber. This enables to orient the elliptical ﬁber parallel along one of the
individual axis with respect to the incident beam. This possibility could be of particular interest
within the inscription process of ﬁber Bragg gratings. In this scenario the explicit geometry of a
ﬁber and its orientation can have a strong impact on the appearance of glass matrix distortions
(see Sec. 3.2 for reference).
Referring to the previous measurements, the experimental setup was slightly changed. In
particular, the investigated ﬁber was mounted on a rotation unit, which allows to change the
angle of the elliptical ﬁber with respect to the incoming beam. Then, a series of measurements
under varying angular rotation angles in steps of ∆ϑ = 10◦ were performed and the measured
results were evaluated. The ellipticity of the ﬁber breaks the symmetry of the experimental
situation with respect to the x−axis. In particular, only by orienting either of the elliptical axis
of the ﬁber parallel to the incoming beam, the overall symmetry is maintained. In these cases a
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Figure 4.5: Comparison of measured and simulated signals for the assessment of a elliptical
no core ﬁber under diﬀerent relative orientation angles. The retrieved orientation angle of the
elliptical ﬁber equals ϑ = 41.4◦, 53.8◦, 64.0◦ in subﬁgures (a)-(c) respectively. The optimization
revealed the major- and minor axis as a = 201.76µm and b = 199.13µm.
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detected signal should be axis-symmetric, i.e., f(x) != f(−x). Any changes of these exceptional
orientations perturb the symmetry and should be directly seen within a measured signal as an
asymmetry. This aspect could be used to align the individual ﬁber axis parallel to the incoming
beam. In particular, a positioning of the ﬁber might become possible by readjusting the orien-
tation angle and by maximizing the symmetry about the x−axis within a detected signal.
However, in practice this alignment procedure turned out to be diﬃcult. By rotating the ﬁber
distinguishable changes in the detected signals are realized, as shown in Figs. 4.5 (a)-(c). How-
ever, the asymmetry in a detected signal is quite weak as realized in Fig. 4.5 (a). To highlight
the broken symmetry two insets are added into this graph. This issue might be explained by the
limited numerical aperture NA within the detection process, which is given by the sensor width




≈ 0.04. Thus, the measurement
process might only be sensitive to an eﬀective diameter of the ellipse along the optical axis.
Hence, additional information about the orientation of the ellipse within a single measurement
might be resolved by an increased numerical aperture in the detection process.
Alternatively, the elliptical parameters of the ellipse are retrieved by evaluating the whole set
of measurements simultaneously. The aspect of an eﬀective elliptical diameter is used for the
optimization in a ﬁrst step. To this end, the ellipticity of the investigated ﬁber is neglected
and within the optimization an eﬀective diameter is retrieved for every individual measurement.
The largest and the smallest retrieved values were considered as initial major- and minor axis.
In a next step, the orientation angle is considered additionally and all parameters were opti-
mized simultaneously. This analysis allowed the retrieval of the current orientation angle and
the assessment of the major- and minor-axis to a = 201.76µm and b = 199.13µm. These results
are shown in Fig. 4.5 (a)-(c). As a sanity check, the retrieved orientation angles within the
optimization are in agreement with the adjusted angles within the experiments. There are only
slight mismatches, e.g., the angular separations are slightly diﬀerent ∆ϑ 6= 10◦. This issue is
explained by the experimental adjustability of the ﬁber rotator and an error is estimated of at
least ±2◦.
4.1.4 Assessment of a capillary fiber
In the following, the assessment of capillary ﬁbers will be discussed, which, in contrast to
conventional ﬁbers, are characterized by a hollow core. Capillaries with small hole diameters
between several hundred nanometers and a few micrometers are important for several modern
technologies. The scope of applications includes medical diagnostics [134], plasmonic sensing
[135–137], and novel dye laser concepts [138, 139]. In every of these applications, the diameter
of the capillary hole has a crucial impact on the overall functionality. Hence, the diameter has
to be controlled very accurately during manufacturing. The diameter of this capillary hole can
be adjusted during the drawing process by controlling an overpressure in the hollow core [140].
The ability to monitor this core diameter on-line is of special importance. It can enable a
feedback mechanism to accurately control the resulting diameter of the hollow air core. This
can signiﬁcantly enhance the quality of realized capillary ﬁbers and therewith improve their
functionality in a respective application.
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Figure 4.6: Comparison of measured and simulated signals. The origin of the diagram cor-
responds to the center of symmetry, i.e., the optical axis: (a) Comparison of the measured
signal in comparison to the optimized cladding and capillary hole diameter DClad = 200.84µm,
DCap = 8.48µm. (b) Comparison of the measured signal to a slight deviation of the ideally
matching parameters. In particular a mismatch of the capillary hole diameter of ∆DCap = 0.3µm
is introduced.
Within the experimental assessment, a capillary ﬁber with an approximate cladding diam-
eter of DClad ≈ 200µm and a capillary hole diameter of DCap ≈ 8µm was chosen. For these
measurements the source and detector distance equaled ds ≈ 70mm and dd ≈ 60mm. Thus,
the detector was moved closer to the diﬀracting ﬁber, which increases the numerical aperture
within the detection process. While a further reduction would be beneﬁcial, experimental con-
straints such as the housing of the camera prohibited to choose a shorter detector distance. For
these measurements the parameter retrieval revealed a cladding and capillary hole diameter of
DClad = 200.84µm, DCap = 8.48µm. These respective results are shown in Fig. 4.6 (a) and a
comparison between the measured signal and a slightly mismatching capillary hole diameter of
∆DCap = 0.3µm is shown in Fig. 4.6 (b). Clearly, the small change in the capillary hole diameter
is distinguished, which suggests the high sensitivity to assess the capillary hole. Additional sim-
ulations revealed that the mutual inﬂuence between the capillary hole diameter and the cladding
diameter within the parameter retrieval is weak. Therewith, the retrieved capillary diameter can
be revealed with an accuracy ∆DCap < 0.3µm. This ﬁnding is in contrast to the investigation of
the SMF28 ﬁber, where a strong correlation between core and cladding diameters reduced the
accuracy to retrieve the core diameter. The improved sensitivity to characterize the capillary
ﬁber is explained by the strong scattering response of the capillary hole. While a conventional
ﬁber core is characterized by an index diﬀerence of ∆n < 10−2 the index diﬀerence between the
cladding and the hollow core is as large as ∆n ≈ 0.457. As a consequence, the capillary hole
induces a strong scattering response, which allows to retrieve this parameter with an improved
accuracy.
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Nevertheless, a detected interference pattern is characterized by high frequent modulations.
This sets high demands for the measurement process. Any environmental disturbances such as
vibrations can inﬂuence the detected interference patterns. Hence, reducing the spatial frequen-
cies within the detection process is desirable. As it will be shown in the following Sec. 4.2,
these modulations are connected solely to the assessment of the outer cladding diameter and
any additional analysis and interpretation of these high frequent modulations is omitted here2.
Moreover, to retrieve the capillary diameter, weak amplitude modulations have to be evaluated.
Hence, to further increase the accuracy and applicability of the methodology an improved dis-
tinguishability of detected signals depending upon structural changes of the ﬁbers is desirable.
These aspects are discussed detailed in the following section.
4.2 Improved assessment of the internal structure of optical
fibers
In the following, the proposed in-line holographic measurement setup is reﬁned to improve
the assessment of optical ﬁbers. This setup will especially be optimized to retrieve the inner
structural composition of the ﬁber. Thereby, the sensitivity to assess the outer cladding diameter
will be strongly reduced. While this aspect seems to be adverse at ﬁrst glance it actually
constitutes a strong advantage of the setup. On the one hand, the outer ﬁber diameter is typically
monitored already during fabrication, e.g., by the method as introduced by Watkins [123].
On the other hand, within the parameter retrieval there is a mutual inﬂuence between the
cladding diameter and other structural ﬁber parameters. In particular, for ﬁbers with weak
index contrasts this results in an ambiguity between the retrieved core- and cladding diameter
and these parameters could be balanced against each other within the optimization process
(See Sec. 4.1.2 for reference). Hence, a reduced impact of the outer ﬁber diameter within
the evaluation of measurements seems preferable for the overall characterization of the internal
structural composition of the ﬁber. To reduce the inﬂuence of this outer cladding diameter
within the evaluation of measurements, the diameter of the incoming beam is strongly reduced.
A schematic sketch of the measurement setup is depicted in Fig. 4.7. In particular, the waist of
the incident beam is chosen smaller than the outer cladding diameter of the investigated ﬁber.
Hence, there is only a transmitted ﬁeld ETrans that traverses the investigated ﬁber and there is
no remained ﬁeld ERemained any longer. As a consequence, the in-line holographic measurement
principle breaks apart for the assessment of the outer cladding diameter. This originates the
decreased sensitivity within the optimization process towards this parameter. Additionally, high
frequent modulations in a detected signal are avoided. These oscillations were caused in the
original setup by the interference in between the transmitted and the remained ﬁeld. Hence, the
2Alternatively, a Fourier-based assessment of detected patterns might reveal deeper insights about the diffrac-
tion process and allows to resolve the high frequent modulations in Fourier-space. In addition, phase-resolved
measurements will improve the assessment of investigated fibers. These phase-informations might be gathered by
evaluating diffraction patterns in several measurement planes. Then, phase retrieval algorithms might be used to
achieve the required informations [53]. Nevertheless, the experimental requirements are high as any environmental
disturbances will have a critical impact. As a consequence, any additional effort to analyze measured interference
patterns is omitted.
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reﬁned setup reduces strong oscillations within measured diﬀraction patterns and the numerical
post-processing simpliﬁes.
Figure 4.7: Illustrative sketch of the measurement conﬁguration. An incoming beam with a
waist size smaller than the cladding diameter but larger than the core diameter gets diﬀracted.
This establishes an in-line holographic measurement principle between the diﬀracted and the
remained ﬁeld inside the optical ﬁber. This leads to a characteristic fringe pattern at the position
of a distant detector speciﬁc to the internal structure of the investigated ﬁber. The distance
between the source and ﬁber is speciﬁed by ds ≈ 300µm and the further distance to the detector
by dd ≈50 mm (Note, the sketch is not to scale). Detected signals are evaluated along the x-axis,
i.e., perpendicular to the principal axis of symmetry (y-axis).
As an advantage, the in-line holographic measurement principle remains valid for the assess-
ment of the internal structural composition of the investigated ﬁber. In particular, the initial
beam waist is chosen smaller than the assessed ﬁber diameter but still larger than the internal
structures such as the ﬁber core. Thus, the in-line holographic measurement principle is founded
entirely on the transmitted ﬁeld that traverses the ﬁber, i.e., in between the diﬀracted signal by
a ﬁber core and the respective remained ﬁeld.
Moreover, in this modiﬁed setup the signature of the internal structural composition should
strongly improve in a measured signal. In particular, the smaller waist of the initial beam in-
creases the amount of diﬀracted power, e.g., by the ﬁber core. To be more precise, in this case
the ratio between the incident beam diameter and the internal feature sizes is improved, which
increases the signal to background ratio.
To establish the conceptual idea of the improved in-line holographic measurement setup,
the initial beam diameter should be lowered. This is realized experimentally by placing the
illumination ﬁber at a distance of approximately ds ≈ 200− 300µm in front of the center of the
investigated ﬁber. This distance ensures that the diverging initial ﬁeld is much smaller than the
cladding diameter at the position of the investigated ﬁber, but still larger than internal structural
feature sizes. This chosen approach is not suitable for an integration into the drawing line of
optical ﬁbers. In particular, this setup is too fragile to be integrated into the drawing process
of optical ﬁbers. By designing a proper illumination unit, these challenges could be resolved.
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There, a simulated detector signal of the SMF28 ﬁber is shown in comparison to the equivalent
no-core ﬁber. Clearly, these signals show an improved distinguishability in comparison to the
original setup and high frequency oscillations are suppressed signiﬁcantly (see Sec. 4.1.2 for
reference). The simulated signal of the SMF28 ﬁber is characterized by a dip in the center of
the measured signal. For the equivalent no core ﬁber the dip is absent and the overall signal has
a nearly Gaussian shape. This shape is not signiﬁcantly aﬀected upon a change of the cladding
diameter. In particular, the ﬁber might be viewed as a cylindrical lens and the cladding diameter
determines its eﬀective focal length. A slight change of the radius inﬂuences the focal power. As
a consequence, this leads to a slight change of the beam diameter on the detector. Nevertheless,
the overall Gaussian shape remains preserved. Any signiﬁcant change of this measured ﬁeld
proﬁle is caused by an internal structural change, e.g., a ﬁber core or impurities in the glass
material. Hence, the ambiguity in the parameter retrieval between a cladding and core diameter
is removed (see Sec. 4.1.2 for reference). Hence, this modiﬁed setup can uniquely resolve optical
path length diﬀerences of at least λ12 , which are approximately induced by the optical ﬁber core
(DCore = 8.2 µm, ∆n ≈ 7 · 10−3).
4.2.1 Assessment of capillary fibers
As a representative scenario to discuss the improved ﬁber characterization methodology, the as-
sessment of capillary ﬁbers is considered in the following. For these measurements a new camera
(Allied Vision - GT3300) with a removed cover glass was used. Then, parasitic interference arti-
facts that originate from thin-ﬁlm interferences on the cover glass are removed. As an advantage,
no reference measurements are required any longer. To evaluate the measurements, an averaging
of about 500 detector lines (2.5mm) along the axis of translational symmetry (y−axis), and a













































Simulation - DCap =8.48µm, DClad=200.84µm
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Figure 4.9: Comparison of measured and simulated signals. The investigated ﬁber is character-
ized by the vendor with an approximate capillary hole diameter ofDCap ≈ 8µm. The origin of the
diagram corresponds to the center of symmetry (y = 0), i.e., the optical axis: a) Comparison to
the capillary hole diameter of DCap = 8.48 µm and a cladding diameter of DClad = 200.84 µm.
(b) Comparison to a slightly mismatching capillary hole diameter of DCap = 8.58µm
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In a ﬁrst step, the capillary ﬁber used for the evaluations in Sec. 4.1.4 is reconsidered. This
allows to perform a sanity check for the previously retrieved parameters. Hence, current mea-
surement results are evaluated without considering the cladding and capillary hole diameter.
Within the parameter retrieval only the distances ds and dd are optimized. The respective com-
parison between simulation and measurement is shown in Fig. 4.9 (a) for a retrieved source
and detector distance of ds ≈ 265µm and dd ≈ 55mm. A good agreement between simulation
and measurement is found for the previously retrieved parameters. This underlines the internal
consistency of the in-line holographic measurements to characterize optical ﬁbers. Moreover,
Fig. 4.9 (b) shows the simulated signal for an increased hole diameter of DCap = 8.58 µm.
This slightly deviating diameter of only ∆DCap = 100 nm leads to distinguishable results within
the parameter retrieval. This veriﬁes the improved accuracy of the modiﬁed in-line holographic
measurement setup.
In the following, the accuracy in the parameter retrieval is discussed in more detail and
special emphasis is placed on the occurrence of local minima in the optimization. To this
end, an alternate capillary ﬁber is investigated, which is characterized by the vendor with an
approximate cladding and hole diameter of DClad ≈ 200µm and DCap = 4 − 5µm. Fig. 4.10
shows the comparison between the measured signal and the simulation based on the retrieved
parameters. In particular, for a capillary hole diameter of DCap = 4.55 µm an optimal match is
found. The topology of the merit function is analyzed to assess the uniqueness of this retrieved
parameter. To this end the RMS-deviation between simulation and measurement is evaluated
RMS =
√∫
(|EMeas(x)|2 − |ESim(x)|2)2 dx√∫
(|EMeas(x)|2)2 dx
, (4.2)
for varying parameter conﬁgurations. In Fig. 4.11 (a) the RMS-deviation for varying cladding
and capillary hole diameters is shown, while the initial source distance of ds = 340µm is ﬁxed.
In Fig. 4.11 (b) the initial source distances and the capillary hole diameters are varied, while
the cladding diameter DClad = 200µm is ﬁxed. A relatively weak sensitivity is found towards
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Figure 4.10: Comparison of measured and
simulated signals. The investigated ﬁber
was characterized by the vendor with an ap-
proximate capillary hole diameter ofDCap =
4−5µm. For the simulation a capillary hole
diameter DCap = 4.55 µm was used, where
the closest agreement between measurement
and simulation was achieved.

































Figure 4.11: Calculation of the relative RMS-error according to Eqn. (4.2) between the
measured and simulated signal, where (a) the source distance is ﬁxed to ds = 340µm and (b)
the cladding diameter is ﬁxed to DClad = 200µm. The investigated ﬁber was characterized by
the vendor with an approximate capillary hole diameter of DCap = 4− 5µm.
the retrieved ﬁber diameter is approximately ∆DClad ≈ ±10µm and for the source distance
∆ds ≈ ±20µm. As an advantage, the cladding diameter needs not to be considered explicitly
within the optimization. In particular, it will be suﬃcient to rely on the diameter, which is
monitored during the fabrication process. Moreover, a strong sensitivity in the RMS-deviation
is realized towards the capillary hole diameter DCap. A narrow, deep and distinctive minimum
is found, which allows to retrieve the capillary hole diameter with high accuracy ∆DCap ≈ ±100
nm. This manifests the reliable ability of the methodology to characterize the inner structural
composition of these ﬁbers and to enable a parameter monitoring during fabrication. In partic-
ular, for this purpose it is suggested to build up a look-up table, where the individual simulation
results are stored. During fabrication these results are used to compare the measurements with
the simulations.
Overall, this can improve the as-build quality of ﬁbers and therewith guarantee their optical
functionality. Nevertheless, local minima are apparent in the RMS-deviation of the parameter
scan, which are separated by approximately ΛCap ≈ 1.5µm. Again, their appearance is explained
by the holographic detection process being sensitive to both amplitude and phase information of
the diﬀracted signal by the capillary. Relying on the thin-element approximation an associated
phase change of 2π equals a length diﬀerence of ∆z ≈ 1.4µm. This value is in good agreement to
the experimental ﬁnding. Nevertheless, by changing the diameter of the capillary hole, of course,
the amplitude of the diﬀracted signal changes, which leads to distinguishable RMS-deviations in
these local minima. Hence, a unique capillary hole diameter can be retrieved. To circumvent the
appearance of the local minima one might change the coherence of the initial source. Currently
a nearly monochromatic Helium-Neon laser at a wavelength of λ = 632nm with a small spectral
bandwidth is used. Alternatively, one might use a LED with an increased bandwidth. This will
diminishes coherent inﬂuences and the the local minima might disappear in the merit function.
Nevertheless, these reﬁnements are beyond the scope of this current assessment.
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Figure 4.12: Calculation of the relative RMS-deviation by varying the initial source distance
and the capillary hole diameter for a ﬁxed cladding diameter. Respectively in subﬁgure (a) and
(b) the results are shown for capillaries with approximate hole diameters of DCap = 1.5 µm and
DCap = 29 µm
However, one particular problem arises in case the changes in the amplitude modulations
are weak upon varied capillary hole diameters. In these cases individual local minima become
indistinguishable and the retrieved parameters become ambiguous. This situation is realized for
the investigation of capillary ﬁbers with small hole diameters comparable to the used wavelength.
To discuss this issue in more detail, Fig. 4.12 (a) shows the RMS-deviation for a capillary
with a hole diameter of approximately DCap ≈ 1.5µm. Two local minima are apparent for
hole diameters of DCap = 0.7µm and DCap = 1.46µm respectively. The RMS-value for the
larger diameter is approximately 30% lower than the RMS-value for the smaller diameter and
a conclusive parameter retrieval is still possible. Nevertheless, by further decreasing the hole
diameter below one micrometer the local minima become indistinguishable. Then, the diﬀracted
signal approaches the so-called quasi static limit, i.e., the Rayleigh scattering regime, and the
diﬀraction response is less distinctive. This issue might be overcome by relying on a smaller
illumination wavelength, which shifts the quasi static limit to smaller diameters. Moreover, the
impact of an initial polarization becomes a stronger impact on the outcome of a measurement
in these cases. Hence, this issue could be used to also assess capillaries with small diameters
by relying on distinct TE- and TM-polarized measurements. Nevertheless, this also requires
to adapt the simulations towards polarization resolved approaches. In this two dimensional
situation the problem is rigorously described by a Helmholtz equation for the electric or magnetic
ﬁeld components for TE- or TM-polarization respectively (see Eqn. 2.5 for reference). Hence,
the wave propagation method might still be used in this case. Nevertheless, the WPM neglects
backward propagating ﬁeld components, which might be problematic for the assessment of small
capillary hole diameters. In particular, resonant whispering-gallery modes might be excited
inside the capillary, which aﬀect the outcome of a measurement. Then, fully rigorous solution
techniques need to be used to predict the outcome of a measurement.
Finally, the improved in-line holographic measurement setup was used to assess large capillary
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hole diameters of up to DCap = 30µm. The respective RMS-deviation is shown in Fig. 4.12 (b).
In this case a capillary hole diameter of DCap = 28.03µm was retrieved. The investigation of
capillary hole diameters that are even larger was omitted as in these cases no accuracies of up
to 100nm are needed. In this size regime, according to Mie-theory, the response approaches the
so-called geometric limit. Thus, simple geometrical ray trace might be suﬃcient to determine
the diameter of the capillary hole. In this case, it might be possible to retrieve the diameters
by evaluating deﬂection angles of an initial beam with a small waist scanned across the ﬁber
diameter in a similar manner as described by Watkins [141]. This idea is reconsidered also in
the following section as a further reﬁnement to improve the experimental methodology.
4.3 Summary
This chapter focused on the development of a noninvasive characterization technique of optical
ﬁbers, which potentially is suitable for the integration into their fabrication process. To this
end, an in-line holographic measurement principle was introduced and evaluated. In this sce-
nario, the investigated ﬁber was side illuminated by a monochromatic and coherent beam and
the created diﬀraction pattern was monitored on a distant detector. In contrast to conventional
in-line holographic measurement approaches, strong index-contrasts between glass and air were
involved in the considered scenario. As a consequence, algorithms based on the Born- and Rytov
approximation, which are conventionally used for the evaluation of in-line holographic measure-
ments, remain no longer valid. Hence, alternative evaluation strategies are required. Here, these
measurements were directly compared to simulations of the entire scenario based on the wave
propagation method. A parametric optimization enabled the characterization of the investi-
gated structure. Nevertheless, the originally proposed setup to characterize ﬁbers was limited
by several aspects. In particular, measured signals were characterized by highly oscillating fringe
patterns. Moreover, to retrieve structural informations about the inner composition of ﬁbers,
weak amplitude modulations had to be evaluated in the otherwise strongly modulated signal.
This, of course, sets high demands for the measurements and similarly also for their numerical
evaluation. To overcome these challenging aspects the originally proposed setup was modiﬁed,
especially to improve the signature of a ﬁber core in a measurement. To this end, the incoming
beam diameter was reduced, which, in turn, increases the relative amount of diﬀracted energy
by the ﬁber core. This enhances its detectability within a measurement. Moreover, the incom-
ing beam diameter was even reduced below the diameter of the ﬁber. As a consequence, the
in-line holographic measurement principle breaks apart for the assessment of the outer cladding
diameter. This strongly reduces the high frequent modulations, which were inherent to the mea-
surements relying on the original setup. This modiﬁed setup was used to characterize capillary
ﬁbers and shows a high sensitivity to changes of the capillary hole diameter. In particular, this
value was retrieved with an accuracy of up to 100 nm. However, at this current stage the setup
was only evaluated as a proof-of-principle study. The ability to characterize micro structured
ﬁbers with an increased complexity has not been investigated. In particular, the potential of
the setup to assess photonic crystal ﬁbers should be investigated. However, in this case the
computational eﬀort of the simulations increase. In particular, the photonic crystal structure
needs to be parametrized properly, which will increase the computational complexity in the
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optimization. One particular challenge in these optimizations will be the treatment of the local
minima. However, as discussed previously, lowering the temporal coherence of the source might
help.
Currently, the reﬁned setup does not enable the accurate assessment of the outer cladding di-
ameter of the ﬁber. To also overcome this limiting aspect a further improvement of the setup is
shortly discussed in the following. This reﬁnement was not implemented and should be viewed
as a potential future outlook. In a ﬁrst step the underlying conceptual idea is discussed and in a
second step a potential implementation is introduced. Additional insights about the investigated
ﬁber might be gathered if the illuminating beam is scanned over the entire cross section of the
ﬁber. In particular, an easy characterization of the outer cladding diameter becomes possible
in this case. If the illuminating beam is placed outside the ﬁber, the unperturbed beam proﬁle
is measured. However, an immediate perturbation of the beam proﬁle should be measurable as
soon as the beam is aﬀected by the outer cladding diameter. In particular, this observation could
be used to measure the outer diameter. Moreover, by scanning the beam throughout the ﬁber
one might measure the deﬂection angles caused by the ﬁber. In the framework of a ray-based
model additional insights could then be gathered at low computational cost, which is similar to
the idea as introduced by Watkins [141]. Additionally, impurities in the ﬁber material should be
easily observable. In particular, without a perturbation inside the ﬁber the overall proﬁle should
maintain a nearly Gaussian proﬁle. Any disturbances should directly be visible as a perturbed
beam shape. Finally, the in-line holographic measurement principle for the assessment of the
ﬁber core remains entirely unaﬀected and the evaluations should be similarly possible.
To realize this conceptual idea in practice, a proper illumination unit should be designed. In
particular, one might use an initial laser beam whose angular direction is controlled by a gal-
vanometer scanner. This beam is focused by a cylindrical lens oriented parallel to the investi-
gated ﬁber. Then, a light sheet is generated in the focus, which is used as initial ﬁeld. Using
an elongated light sheet instead of a Gaussian spot improves the signal to noise ratio within the
measurements. In this case, the entire CCD-matrix of the sensor is illuminated more homoge-
neously along the symmetry direction. Finally, by changing the incidence angle of the initial
laser beam via the galvanometer scanner the lateral spot position changes. Hence, the position
of the illuminating light sheet with respect to the illuminating ﬁber could be controlled. This
could enable the improved assessment of optical ﬁbers.
5 Integrated Beam Shaping
Speciﬁcally tailoring the illumination distribution in an optical system is of special signiﬁcance
for various applications. In laser-based material processing tailored focal ﬁeld distributions are
required to improve uniformity and accuracy in the material modiﬁcations. Therefore, top-hat
proﬁles are often required, e.g., to enable a high slope steepness in laser cutting. Moreover, op-
tical tweezers and atom traps also strongly beneﬁt from tailored focal ﬁeld distributions. There,
a realized intensity distribution determines the trapping potential, which is a critical inﬂuence
in these applications [142].
Finally, several modern measurement principles rely on a structured illumination, i.e., the pro-
jection of a predeﬁned pattern on a sample. Analyzing this inﬂuence of a tailored lightning on
the outcome of a measurement can reveal deeper insights about the sample. By a series of mea-
surements under diﬀerent illumination conditions an increased information content is gathered.
Then, individual measurements are digitally processed and merged to give a ﬁnal result, which is
often referred to as computational sensing. This coarse idea is realized in diﬀerent experimental
methodologies, which allows the assessment of vastly diﬀerent application scenarios. On the
one hand, structured illumination enables to retrieve three dimensional structural information
of macroscopic samples [143,144], which is of particular importance in quality assurance. More-
over, a tailored lightning is also applied within modern surface metrology techniques, named
tilted wave interferometry [22]. This enables to assess strongly curved aspheres, which other-
wise are hard to evaluate. Finally, structured illumination is used to increase the resolution in
conventional imaging systems and in microscopy, known as ptychography [145] and structured
illumination microscopy (SIM) [16,17].
In particular, in SIM diﬀerent complex illumination patterns [146] are projected into the focal
region of the microscope. Referring to the Abbe limit, the post processing of these measure-
ments allows to increase the resolution by a factor of two. These tailored illumination patterns
are conventionally achieved by speciﬁcally altering the phase of an initial beam in the far ﬁeld
and focusing this modiﬁed beam into the focal region. This is realized by a speciﬁcally tailored
Figure 5.1: Schematic sketch of the beam
shaping setup to realize tailored focal ﬁeld
distributions. The phase of an initial beam
is altered by a speciﬁcally designed com-
puter generated hologram (CGH) in the far
ﬁeld. This modiﬁed beam is focused in a
Fourier-arrangement, which permits to real-
ize a tailored focal ﬁeld distribution.
phase mask, i.e., a computer generated hologram (CGH), placed in the focal plane of a Fourier-
setup (see Fig. 5.1). To be more precise, conventionally either spatial light modulators (SLMs),
digital micromirror devices (DMDs) or diﬀractive optical elements (DOEs) are used. Then, the
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pixelation of the SLM/DMD or the layered height proﬁle of the DOE due to the constraints
of mask based lithography leads to the excitation of higher diﬀraction orders. This induces
parasitic false light, which is seen as a strong zeroth order peak or ghost images. Moreover, in-
herent to these approaches are alignment sensitivities to adjust the individual components with
respect to each other. This demands particular care and lowers the ﬂexibility of these setups
to be easily adapted to varying experimental conditions. In addition, the size of these systems
is macroscopic. This restricts the applicability of these systems in diﬀerent technological appli-
cations such as endoscopy. Overcoming these limitations is desirable to pave the way for novel
applications [147–149].
In this chapter a novel concept is introduced to realize tailored focal ﬁeld distributions in a
highly miniaturized approach. To this end, a diﬀractive optical element is realized monolithically
on the tip of an optical ﬁber, which allows to redistribute the initial fundamental Gaussian eigen-
mode of the ﬁber into the target ﬁeld distribution. A design methodology is introduced, which
results in continuous surface proﬁles with reduced slope steepness. These smooth diﬀractive op-
tical elements are referred to as freeform holograms in the following (see Fig. 5.2). They allow to
Figure 5.2: Illustrative sketch of the setup
to realize integrated point spread function en-
gineering. A freeform optical surface is re-
alized on the tip of an optical ﬁber by direct
laser writing, which enables the redistribution
of the fundamental eigenmode of the ﬁber into
a desired ﬁeld distribution, e.g., a top hat.
overcome apparent restrictions in conventional diﬀractive beam shaping approaches. In particu-
lar, these freeform holograms allow to suppress perturbing false light, ghost images, and speckle
eﬀects [150], which are main challenges in conventional diﬀractive beam shaping [81, 151, 152].
However, these designed freeforms require a manufacturing process, which is able to realize these
continuous surface proﬁles with a required accuracy. Conventional mask based lithographic pro-
cesses only enable the realization of diﬀractive optical elements by a coarse layering as deﬁned by
the number of used masks. In turn, gray-scale lithography and femtosecond two-photon direct
laser writing can overcome these limitations. Especially the latter one enables the creation of
highly accurate, complex three-dimensional micro-optical components [3,153] even on the tip of
optical ﬁbers [90, 93, 154–158]. Hence, two-photon direct laser writing is used and assessed to
realize the designed freeform holograms.
The following chapter is structured as follows: First, the overall design methodology is
introduced in the following Sec. 5.1. Second, the appending Sec. 5.2 discusses the fabrication
of the designed freeform holograms and the overall experimental realization of the integrated
beam shaping concept.
Results presented in this upcoming chapter were developed in a strong collaboration with
Simon Thiele from the Institut für technische Optik in Stuttgart. The individual experiments
were planned and designed together. The entire fabrication of designed structures and their
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experimental characterization was performed by Simon Thiele. The optical design of freeform
holograms and the numerical analysis of measured data was performed without the aid of this
colleague. All the individual results were interpreted together, which formed the basis for the
planning of additional experimental investigations. Finally, these insights were used to overcome
experimental restrictions and challenges, which resulted in the proposed beam shaping approach
as discussed in Sec. 5.2.3.
There is a planning of a patent application regarding this integrated beam shaping concept
and individual parts of the presented results are summarized in a manuscript intended for
publication.
5.1 Optical design of freeform holograms
5.1.1 General design methodology
For the design of a surface proﬁle that enables the redistribution of an initial incoming beam
into a desired target ﬁeld distribution two diﬀerent approaches are distinguished in general:
Refractive and diﬀractive beam shaping. The prior considers a mapping to convert an initial
intensity distribution into a desired one. Then, every initial ray described by (xInitial, yInitial) is
mapped to a new location (xTarget, yTarget) in the target plane. This redistribution permits the
realization of the target ﬁeld distribution [151, 159]. In a subsequent step the actual freeform
is calculated, which refracts individual incoming rays according to this mapping. The explicit
choice of a mapping is not unique. However, there is only one optimal mapping, for which the
cumulated distances
√
(xInitial − xTarget)2 + (yInitial − yTarget)2 for the individual rays are mini-
mal. Hence, this mapping corresponds to minimal deﬂection angles of the initial ray distribution
and therewith to a minimization of surface gradients. This, of course, is beneﬁcial for a man-
ufacturing process. Moreover, these refractive approaches result in smooth freeform surfaces
without discontinuities, which prevents perturbing straylight and speckle eﬀects [96, 160]. Nev-
ertheless, strong contrasts in the ﬁnal intensity distribution still result in curvature peaks at the
freeform surface. This can set high demands for the manufacturing process. In addition, the
optical design relies entirely on a geometric optical approach, which neglects any inﬂuence of
diﬀraction.
Alternatively, diﬀractive beam shaping is based on a wave-optical approach and considers the
tailored interference of individual plane waves. Their superposition yields the desired ﬁeld dis-
tribution in the target plane. To this end, the phase of an initial monochromatic beam is
altered by a speciﬁcally designed computer generated hologram (CGH). Conventionally, the ini-
tial CGH-plane is Fourier-conjugated to the ﬁnal target plane. This is achieved by placing the
CGH in the focal plane of a Fourier setup or by placing the target plane at a suﬃciently large
distance, i.e., the farﬁeld. High contrasts in a ﬁnal target intensity are realized more easily
due to destructive interference eﬀects. To design these computer generated holograms modiﬁed
formulations [142, 161–166] of the original Gerchberg-Saxton algorithm, often referred to as it-
erative Fourier transform algorithm (IFTA) [167,168], are usually considered. These algorithms
compute the required phase change ∆ϕ(x, y) by which an initial ﬁeld must be changed to re-
alize a desired target ﬁeld distribution. To convert the designed phase proﬁle ∆ϕ(x, y) into an
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actual surface proﬁle z(x, y) of the diﬀractive optical element, the thin-element approximation
(TEA) is usually considered. In these coherent approaches, perturbing zeroth order straylight,
ghost images due to the excitation of higher diﬀraction orders, and speckle eﬀects are a main
challenge [96,142,152,160,161,165,166,169].
To be more precise, phase vortices can emerge during the optical design. Then, phase spirals
that wind from zero to 2π appear in a designed phase ∆ϕ(x, y). These vortices are a primary
source of straylight [152]. Moreover, steep edges occur in a designed surface proﬁle due to phase
wrapping (see Fig. 5.3). As discussed in Sec. 2.4.1, these edges cause additional false light,
which lowers the overall performance and which are not predicted by simulations relying on the



















Figure 5.3: Visualization of phase vor-
tices (Red circles) and steep edges due to
phase wrapping (Red solid line) in a designed
diﬀractive optical element. A conventional
IFTA-algorithm [167] was used to design the
surface proﬁle for the considered design sce-
nario, which is discussed in this chapter.
and a designed diﬀractive optical element. This, of course, leads to additional parasitic stray-
light, which degrades a realized target ﬁeld distribution. As a consequence, the design algorithm
should be adapted to converge to surface proﬁles, which are beneﬁcial for a manufacturing pro-
cess. For the considered fabrication technique of two-photon direct laser writing, small feature
sizes and rapid changes in a designed surface proﬁle should be avoided. In particular, the smaller
these feature sizes are, the higher are the requirements for their manufacturing. As a conse-
quence, the aforementioned refractive beam shaping seems superior in this case as a surface is
achieved with smallest possible gradients.
However, in the considered case refractive beam shaping cannot be applied directly. Due
to the microscopic size dimensions of the beam shaping unit on the tip of an optical ﬁber,
diﬀractive inﬂuences cannot be neglected. Alternatively, the advantages of both approaches
might be combined by suppressing perturbing zeroth order straylight and speckle eﬀects without
neglecting diﬀractive inﬂuences. To this end, an optical design should result in a surface proﬁle
without discontinuities and reduced gradients. In general, there are several approaches, which
seem promising to design continuous diﬀractive optical elements. On the one hand, refractive
beam shaping could be used to generate an initial phase guess, which is further modiﬁed by an
IFTA routine. This idea was introduced by Kämpfe et al. in Ref. [160]. On the other hand, it
was suggested by Cumme et al. in Ref. [170] to gradually change the unperturbed beam proﬁle
in the target plane to the desired ﬁeld distribution within the IFTA design. This should result
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in a smooth convergence of the IFTA algorithm and reduce the emergence of phase vortices.
These design strategies still result in a wrapped phase proﬁle, which is removed in a ﬁnal step
by an unwrapping algorithm, e.g., the Goldstein algorithm [171]. Nevertheless, these seminal
approaches do not directly restrict gradients in the phase proﬁles. Moreover, it is diﬃcult
in this framework to directly include additional manufacturing constraints, e.g., a maximum
curvature in a surface, within the design. Hence, there is a high potential to advance these
design algorithms, which could further improve realized target ﬁeld distributions in comparison
to the early pioneering approaches [160,170].
Alternatively, in the following a design methodology is introduced, which optimizes directly
onto an unwrapped phase proﬁle. Hence, the algorithm optimizes directly onto the surface proﬁle
in the framework of the TEA. This is beneﬁcial for various reason. On the one hand, surface
gradients can directly be restricted. On the other hand, additional manufacturing constraints,
e.g., surface curvatures, can easily be considered within the design. Finally, there is no need
to use phase unwrapping algorithms, which reduces the computational eﬀort. In the following,
the conceptual design idea will be introduced ﬁrst, while afterwards the individual steps are
discussed in detail. To design the freeform hologram, a modiﬁed formulation of the algorithm
proposed by Brenner in Ref. [150] is used. In particular, the design methodology corresponds
to an adapted IFTA concept. It calculates the phase change ∆ϕ(x, y) an initial ﬁeld needs to
be altered to realize a target intensity in a distant plane. Thereby, the phase of the ﬁeld in the
target plane is not speciﬁed. This degree of freedom is utilized to minimize the deviation between
desired target intensity and an actual realization. In contrast to the traditional IFTA-algorithm
the 2π-periodicity of the phase is directly removed and an unwrapped phase proﬁle is achieved
without additional computational eﬀorts. Moreover, maximum gradients in the phase values
∆ϕ(x, y) are restricted in the algorithm [150]. Nevertheless, there are many degrees of freedom
within the design, since local phase values ∆ϕ(x, y) are still allowed to vary nearly arbitrary.
Hence, the algorithm might converge to a local minimum and phase gradients could be reduced
further. To overcome this issue, an idea of classical freeform design is adapted into diﬀractive
beam shaping.
In classical design, a surface proﬁle is conventionally described by a polynomial representa-
tion. In early optimization cycles only few coeﬃcients of the freeform description are allowed
to change. These polynomials typically represent low spatial frequencies in a surface proﬁle.
This results in a coarse optimization, which is reﬁned and improved subsequently by allowing
additional higher order freeform terms to vary. This procedure typically results in an improved
convergence and therewith a better performance of the design. To adapt this idea into the opti-
mization of the freeform hologram, the phase ∆ϕ(x, y) is ﬁltered in every optimization cycle by





. The same procedure is applied to the
target intensity. During the optimization, the width σ of this blurring ﬁlter is gradually lowered.
Hence, in early optimization cycles only the low frequency information of the image is realized
by the imprinted phase. During the subsequent reﬁnement, narrower details are adapted (see
Fig. 5.5). This results in an improved convergence with overall lowered gradients in the ﬁnal
phase proﬁle. This will improve the manufacturability of the designed surface proﬁles. In par-
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ticular, narrow features in a ﬁnal surface proﬁle are reduced as much as possible, which reduces
the overall accuracy requirements of the manufacturing process.
5.1.2 Detailed design procedure
To introduce the design methodology in more detail, in a ﬁrst step the traditional IFTA algorithm
will be discussed. In a subsequent step the modiﬁcations are introduced. A schematic ﬂowchart
of the original IFTA algorithm is depicted in Fig. 5.4. In an initial step (0.) the modulus of the
incident ﬁeld |E0(x, y)| and an arbitrary chosen phase ∆ϕ(x, y) are considered. In a subsequent
step (I.), this initial ﬁeld ECGH(x, y) = |E0(x, y)|ei∆ϕ(x,y) is propagated to the target plane
ETarget = PzTarget {ECGH}, where PzTarget denotes the propagation between freeform hologram
and target plane speciﬁed by the distance zTarget. In case the target plane is Fourier conjugated to
the initial one, i.e., the farﬁeld or the focus of a Fourier setup, the propagation operator reduces
to a Fourier transform. Otherwise, the operator is implemented via a freespace propagation. The
latter corresponds to the considered case, where a ﬁnite distance was chosen and the propagation
operator was implemented via the angular spectrum of plane wave decomposition [172]. In
a next step (II.), the modulus of the calculated ﬁeld ETarget = |ETarget|eiϕTarget is modiﬁed.
In the original IFTA |ETarget| is replaced via the target intensity IIdeal(x, y) as |E˜Target| =√





= |EInitial|eiϕInitial in a subsequent step (III.). Finally, in the initial
plane the modulus |EInitial| is replaced via the incident ﬁeld as |EInitial| = |E0| in step (IV.). In
addition, the phase ∆ϕ(x, y) is identiﬁed via ϕInitial in the original IFTA and a new iteration
starts. These iterations I.-IV. are repeated until the deviation between current intensity and
the ideal one are suﬃciently low. The convergence of this algorithm is slow and depends strongly
on an initial phase guess ∆ϕ(x, y) used in the ﬁrst iteration [161]. In addition, speckle eﬀects
are a main challenge and degrade the overall performance [96,142,152,160,165,166].
To improve the convergence and the quality of realized target ﬁeld distributions the mixed-region
amplitude freedom (MRAF) concept was proposed [142,165,166]. In particular, it modiﬁes the
substitution of the ﬁeld modulus in between steps II. and III.. A mixing parameter 0 < m < 1 is
introduced and the ﬁeld is substituted as |E˜Target| = m
√
IIdeal + (1−m)|ETarget|. In addition, in
the target plane an area A is deﬁned, called the signal region (SR). Then, the ﬁeld in the target
plane ETarget is only replaced within the predeﬁned area. Hence, outside the signal window the





IIdeal(x, y) + (1−m)|ETarget(x, y)| (x, y) ∈ A
|ETarget(x, y)| else
A = Signal region
The suggested MRAF procedure improves the convergence and signal quality of the original
IFTA algorithm [142, 165, 166]. Nevertheless, in a ﬁnal phase proﬁle strong gradients are still
immanent and the phase is wrapped, i.e., 2π periodic. To overcome these issues the ﬁnal
iteration steps IV. −→ I. are modiﬁed. To achieve an unwrapped phase proﬁle only diﬀerences
between subsequent iterations are added onto an otherwise continuous ﬁnal phase ∆ϕ −→
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Initial field modulus|E0(x, y)|
∆ϕ(x, y)=0Initial phase 
ECGH(x, y) = |E0(x, y)|ei∆ϕ(x,y)
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of the modiﬁed IFTA al-
gorithm to calculate the
freeform hologram. Step
a. corresponds to the ﬁl-
tered formulation of the
algorithm as introduced
by Brenner et al. [150].
Step b. corresponds to
the MRAF procedure [142,
165,166].
∆ϕ+mod(ϕInitial−∆ϕ, 2π). This modiﬁcation was suggested by Brenner in [150] 1. Additionally,
this phase proﬁle is ﬁltered by a Gaussian function in every iteration, where the corresponding
width is gradually decreased. This reduces local surface gradients and enhances the convergence
of the algorithm. To connect the width σ of the Gaussian ﬁltering function to a physically
meaningful quantity, the focusing of a Gaussian beam is considered. The minimal waist w0 of




width of the Gaussian ﬁltering function is identiﬁed via the numerical aperture σ = λ√
2πNA
.
5.1.3 Fundamental limitations in an achievable accuracy
The accuracy in a realized target intensity is not only inﬂuenced by the design methodology.
Additionally, fundamental physical aspects limit a maximum resolution. They are discussed in
the following. On the one hand, the initial mode ﬁeld diameter, which illuminates the freeform
hologram has a critical impact. It determines smallest feature sizes that can be realized in an
otherwise ideal system. Roughly speaking, in the limit of a vanishing mode ﬁeld diameter, i.e.,
a point source, the initial phase cannot be changed and therewith the illumination. In turn, for
large mode ﬁeld diameters the problem can be treated by geometrical optics and closed form
expressions exist for the design process [159]. The inﬂuence of an initial mode ﬁeld diameter
(MFD) is explained by the Rayleigh criterion, which connects the MFD to an angular resolution
1In its original formulation by Brenner a filtering in Fourier-space was suggested to restrict maximum gradients.
Here, this step is omitted, since a modified filtering operation is used.
Integrated Beam Shaping 84
∆θ ≈ 1.22 λMFD . In conventional diﬀractive beam shaping, i.e, CGH- and target plane are
Fourier-conjugated, smallest feature details in the target intensity are directly described by this
angular resolution ∆θ. Hence, a large mode ﬁeld diameter can improve the quality of a realized
target ﬁeld distribution. In the considered beam shaping approach, a ﬁnite distance zTarget
between the freeform hologram and the target ﬁeld distribution will be considered. Then, the





. Hence, an increased MFD can improve the convergence of IFTA algorithms.
Moreover, a larger MFD also lowers centering tolerances of the freeform hologram with respect
to the center of the initial ﬁeld [155,173].
To increase this MFD within the considered integrated beam shaping approach, a rather simple
idea is used. Instead of realizing a diverging lens on the ﬁber tip, free space propagation
diﬀraction is considered. The optical ﬁber used within the experiments (Thorlabs SM-630HP)
features a numerical aperture of approximately NA = 0.12, which similarly deﬁnes the divergence
angle of the guided eigenmode in air. As a consequence, no diverging lens needs to be realized
onto the ﬁber core. The diameter of the ﬁnal beam shaping unit was chosen equally to the
ﬁber diameter. Hence, as limiting aperture the value of the cladding diameter was assumed
and the MFD was chosen as MFD ≈ 50µm. This value takes into account, that the MFD of
a Gaussian beam is smaller than its geometric footprint. By choosing the MFD considerably
larger, diﬀraction eﬀects originating from the aperture, i.e., the surrounding edges of the beam
shaping unit, might disturb a realized target intensity. This mode ﬁeld diameter is achieved
for the initial eigenmode to diﬀract over a distance of ∆z = 250 µm in air. In this case the
actual hologram is realized on a scaﬀold structure placed at this desired distance from the ﬁber
tip (see Fig. 5.8 (a)). Alternatively, also a solid cylinder made out of the photoresist material
used within the manufacturing process could be considered. This photoresist is characterized
by a refractive index of n ≈ 1.51 and the corresponding cylinder height equals in this case
approximately ∆z = 400 µm. The hologram is realized on top.
An additional aspect, that inﬂuences the accuracy in a realized target intensity belongs to
the conversion of the designed phase ∆ϕ(x, y) into the surface proﬁle of the freeform hologram.
As discussed in Sec. 1.2, the thin-element approximation (TEA) is inevitable in this case. It
gives an analytic and direct connection between the surface topography and its induced optical
eﬀect. Nevertheless, the TEA overestimates the diﬀraction eﬃciency. To evaluate the validity
and the accuracy of the TEA prior to a manufacturing step, a possible ﬁnal design is assessed
by simulations with the wave propagation method. A potential ﬁnal design is only accepted if it
provides satisfying results. Otherwise, the design is readjusted, e.g., by decreasing incremental
step sizes of the Gaussian ﬁltering width σ.
In the following, results of the proposed design methodology will be discussed. As initial ﬁeld
the fundamental eigenmode of a Thorlabs SM-630HP ﬁber, speciﬁed with a numerical aperture
of NA= 0.12 and a core diameter of DCore = 3.5µm, is considered. As illumination source a ﬁber
coupled LED (Thorlabs LED M625F2) at a wavelength of λ = 0.63µm is used. The expansion
region of the mode is chosen as ∆z = 250µm in air and this propagated ﬁeld is then used during
the design. In the early iterations, the large width of the Gaussian ﬁltering function ﬂattens an
initial phase. As a consequence, during the design a collimated incoming beam is assumed. This
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To consider an initial phase guess in the original methodology, the calculation of the phase
∆ϕ(x, y) in between the steps IV. and I. (see Fig. 5.4) is modiﬁed
φ = ∆ϕOld +mod(ϕInitial −∆ϕOld, 2π) ,







First, the unwrapped phase proﬁle φ is calculated in an initial step. Then, the ﬁltering process is
only applied to the deviations between initial phase guess and the current phase. The remaining
part of the algorithm remains unchanged. As an advantage, coarse features of the target in-
tensity are already realized in the beginning. Within the optimization only ﬁner feature details
are adapted. This should further avoid stagnations in local minima and improve convergence.
However, the major challenge concerns the estimation of an initial phase guess, which has a
critical impact within the optimization. It is challenging for the original algorithm to readapt a
wrong phase guess. In these cases the routine might not converge to a satisfying result. Without
a proper preoptimization, as discussed in the following, a ﬂat initial phase yielded best results.
To calculate an initial phase ∆ϕ(x, y) a parametric least square optimization is considered.
In particular, the phase of the initial beam is described as a superposition of Zernike polynomials
Zn(x, y) as ∆ϕ(x, y) =
∑
cnZn(x, y). The least-square algorithm varies the phase coeﬃcients
cn to achieve a best accordance between the current realization and the target intensities. The
degree of similarity is deﬁned numerically as the objective value of a merit function. A more
detailed description of this approach is provided by Böhme et al. in [174]. In the following, a
maximum number of 144 Zernike polynomials were considered with a normalization radius of
R = 70 µm. To improve convergence within this optimization not the entire number of Zernike-
Polynomials were allowed to vary simultaneously. In an initial step only 9 Zernike polynomials
were used, which correspond to primary aberrations. In subsequent optimization steps, the
number of polynomials is increased gradually. To this end, polynomials corresponding to higher
order aberration groups were allowed to vary additionally. In fringe ordering of the Zernike
polynomials, these groups are identiﬁed by square natural numbers, i.e, (32, 42, 52, ...) [98].












Figure 5.6: Filtered target ﬁeld distribu-
tion used within the optimization algorithm
to calculate an initial phase guess. The ﬁl-
tering procedure prevents the stagnation of
the algorithm in local minima.
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5.2 Results
While in the previous section 5.1 the optical design of the freeform hologram was introduced,
the realization of the integrated beam shaping unit will be discussed in the following. In partic-
ular, two photon direct laser writing is considered to realize the designed surface proﬁles. This
additive manufacturing process is based on a non-linear photon absorption of photopolymers.
In particular, a femtosecond laser-beam is tightly focused into a transparent photo-resist ma-
terial and causes it to locally absorb light via a multi-photon absorption process. Then, the
photopolymer molecules of the photo-resist absorb two or more photons simultaneously, which
triggers a photo-chemical process. This selectively hardens the light-sensitive material and any
unhardened photo-resist will be removed afterwards. Two-photon absorption is a second-order
nonlinear process and therewith depends on the square of the light intensity ∝ I2 [175]. Hence,
only inside the focal region of the tightly focused beam these material modiﬁcations take place.
Moreover, due to the non-linear absorption mechanism, resolutions even below the diﬀraction
limit are achieved. In the considered case, a Nanoscribe Professional GT setup in dip-in conﬁgu-
ration will be used with a microscopic objective lens optimized for immersion applications and a
numerical aperture of NA=1.4. This lens is immersed in the photo resist and lateral voxel sizes
of approximately 200 nm and a typical length of 500 nm are ideally achieved. By moving the
laser-beam along a predeﬁned trajectory, arbitrary structures can be created. Hence, the process
is similar to 3d-printing. Additional informations about the fabrication process are provided by
Gissibl et al. in [154]2.
5.2.1 Vibrational disturbances during the manufacturing process
In this section, the ﬁrst iterations to realize the beam shaping unit as introduced in Sec. 5.1
are discussed. To implement the conceptual idea, several requirements need to be fulﬁlled in a
mechanical design. On the one hand, the fundamental eigenmode should increase its mode ﬁeld
diameter by free space diﬀraction. To this end, the freeform hologram needs to be realized in
the speciﬁed distance of ∆z = 250µm to the actual tip of the ﬁber. Moreover, in the design a
collimated beam was assumed. However, the wavefront of the expanded beam is curved. Hence,
the beam should be collimated, which could be realized by an additional collimation lens prior
to the hologram (see inset in Fig. 5.8 (b)). This requires a supporting structure to mount the
lens. To realize the entire device in a single step, this supporting structure is also realized by
direct laser writing and a corresponding CAD design is shown in Fig. 5.8 (a). At the bottom
of the structure a hollow disc can be observed with a concentrically arranged hole, where the
fundamental eigenmode enters the structure. This disc covers the area of the ﬁber and is of
special importance to ensure the adhesive connection in between the ﬁber tip and the actual
beam shaping unit. Hence, it is responsible for the mechanical stability of the entire device.
A scaﬀold is attached to the disc, which mounts the actual freeform hologram. Individual
struts need to be thin enough, that the diﬀracting eigenmode inside the scaﬀold is not aﬀected.
2Overall, the design and the manufacturing of the integrated beam shaping unit are introduced rather indepen-
dently from each other. While, this allows to display results coherently, it does not necessary follow a chronological
order the individual insights were gathered. Actually, the design was developed and improved subsequently on the
outcome of individual manufacturing iterations towards the final realization. In particular, it took nearly twenty
iterations and subsequent refinements to achieve a satisfying performance of the beam shaping unit.
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focal ﬁeld proﬁle was inaccurate. To resolve the origin of these disturbances, the topography
of the freeform hologram was measured. This revealed a signiﬁcant blurring of the freeform
hologram (see Fig. 5.9). While IP-S photoresist provides a high viscosity, the overall resolution of
ﬁnest structure details is lowered and not accurate enough in the considered case. Alternatively,
IP-DIP photoresist is optimized for highest resolution and shape accuracy. However, the viscosity
is reduced and the realization of three-dimensional structures is more burdensome. To assess this
photoresist for the fabrication of the beam shaping unit, the freeform hologram was realized on
a substrate and inspected by a topographic measurement. In this case, additional inﬂuences due
to a vibrating ﬁber are excluded. While this enables the assessment of an attainable accuracy,
it slightly diminishes the comparability to the previous results with IP-S photoresist, where the
freeform hologram was realized on the ﬁber tip. Nevertheless, connected deviations are expected
to be small. Using IP-DIP as a photoresist provides a signiﬁcant improvement in the realized
accuracy of the freeform hologram. This aspect is even evident by visually comparing the
measured surface proﬁles in the individual realizations in Fig. 5.9 (a). Clearly, the realization
with IP-S as a photoresist material appears with a smoothened surface proﬁle. To qualitatively
assess this issue in more detail, Fig. 5.9 (b) shows the measured surface sag along the coordinate
axis, i.e., z(x = 0, y), z(x, y = 0), in comparison to the designed one. While IP-DIP can resolve
also ﬁnest feature details in the designed freeform hologram, IP-S is less accurate.
As a consequence, the high-resolution IP-DIP photoresist needs to be used to realize the freeform
hologram with a suﬃcient accuracy. However, the realization of freely hanging structures is more
complicated in this case. To resolve this issue, one could modify the writing path generation
of the optical 3d-printing process. Instead of a layered fabrication of the ﬁnal micro-optical
device, one should ensure a solid connection of freely hanging parts with the scaﬀold. In the
considered example, the manufacturing of the collimation lens should start from the scaﬀold and
subsequently approach the inner surface parts. However, this requires profound modiﬁcations
of the software delivered with the commercial Nanoscribe Photonic Professional GT device.
Alternatively, the beam shaping unit excluding the actual freeform hologram could be realized by
IP-S photoresist. In an additional step, IP-DIP is used to realize the beam shaping surface. As a
consequence, the entire device cannot be fabricated in a single manufacturing step. Alternatively,
a modiﬁcation of the optical design is considered in the following, where any free hanging parts
are avoided.
5.2.3 Integrated beam shaping of complex focal field distributions
In the following section, the modiﬁed integrated beam shaping approach is discussed, which
ﬁnally enabled to prove the conceptual idea. To this end, the design of the beam shaping unit
needed to be adjusted to meet the modiﬁed requirements of using IP-DIP as a photoresist. In
particular, any freely hanging parts should be removed. To this end, an entirely solid mechanical
design was considered. Instead of a scaﬀold to mount the freeform hologram, a solid cylinder
was taken into account. As a consequence, the divergence angle of the diﬀracting initial ﬁber
mode inside the cylinder characterized by the refractive index of IP-DIP photoresist is lowered
in comparison to free space. Hence, the cylinder has an increased height in comparison to
the original design (see also Fig. 5.10). Moreover, the collimation lens prior to the freeform
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Figure 5.12: (a)-(c) Simulation of the designed and measured freeform with the wave propaga-
tion method. Individual simulations for diﬀerent wavelengths are added incoherently to consider
the spectral bandwidth ∆λ ≈ 15nm of the illumination source (Thorlabs LED M625F2). In sub-
ﬁgures (a), (c) a perfectly centered initial ﬁeld is assumed. In subﬁgure (b) a decentering of
the initial ﬁeld of approximately 4.5µm with respect to the origin of the freeform hologram is
considered. (d) Microscopic measurement of the proﬁled intensity distribution in the target
plane of the realized beam shaping unit. (e) To enhance the visibility of the measured intensity,
the recorded image was modiﬁed by a graduated intensity ﬁlter, which corresponds to the mul-
tiplication by a linear function. (a)-(e) The images are normalized by the total encircled power
and share the same colormap.
of the measured intensity with a properly aligned linear function. This enhances the visibility
of smallest realized feature details in the focal ﬁeld distribution and improves the assessment.
These results are shown in Fig. 5.12 (d). Again, the individual dots of the robot image are re-
solved, which underlines the accuracy of the approach. The measured intensity pattern visually
even appears with an improved accuracy compared to the simulated results in Fig. 5.12 (c).
This aspect might be explained by errors of the topography measurements, which lead to an
increased deviation between the measured and designed surface, which, of course, inﬂuences the
simulations.
5.3 Summary
In this chapter an integrated approach to realize complex illumination patterns in the focal
region of an optical system was introduced. To this end, a freeform hologram was realized on
the tip of an optical ﬁber, which enables the redistribution of the initial fundamental eigenmode
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of the ﬁber into a custom focal ﬁeld distribution. Within the approach straylight and speckle
eﬀects are signiﬁcantly suppressed in the ﬁnal target ﬁeld distribution. This is achieved by
a tailored design procedure, which results in a continuous and smooth surface proﬁle. In an
early optimization stage only coarse surface features are adapted and within subsequent opti-
mization iterations also ﬁner details are adjusted. This leads to a smooth convergence of the
algorithm and reduced local surface gradients. Moreover, additional manufacturing constraints
can easily be considered within the design process. The resulting surface proﬁles were realized by
femtosecond two-photon direct laser writing. Fabricated beam shaping units were assessed by to-
pographic measurements of realized freeform holograms and microscopic measurements of focal
ﬁeld distributions. Based on these evaluations, diﬀerent parameters for the manufacturing pro-
cess were optimized, which allowed to increase the resolution within the fabrication process. The
ﬁnal surface proﬁles showed a low ﬁgure error of approximately
λ
20
in RMS deviation. Finally,
microscopic measurements of the realized focal ﬁeld proﬁle veriﬁed the exceptional possibility
to realize tailored ﬁeld distributions in a highly integrated approach. This can pave the way
for novel and unprecedented technological opportunities. In particular, the proposed approach
might be utilized to use structured illumination in previously inaccessible domains. This is of





Modern technological progress allows to manufacture micro-optical components with an un-
precedented accuracy. In particular, femtosecond two-photon direct laser writing allows to realize
true three-dimensional micro-optical structures without a coarse layering of the height proﬁle [3].
This can signiﬁcantly expand the possibilities that are feasible with conventional mask lithog-
raphy. However, the possibility to take direct advantage out of these developments requires
improved numerical simulation tools that can go beyond state-of-the-art modeling concepts in
micro-optics. These enhanced modeling abilities are similarly needed for modern computational
sensing concepts in holography, e.g., diﬀraction tomography. In these cases improved numerical
models can expand the applicability of these measurement approaches [20,27,28].
It was the aim of this thesis to address these individual challenges and to develop extended
numerical simulation concepts for the improved modeling of micro-optical structures. In addi-
tion, it was a second aim of this thesis to also discuss the practical potential of these improved
simulation techniques for both the characterization and the design of micro-optical systems.
The individual algorithmic techniques for the improved modeling of micro-optical components
were introduced in part II. Most importantly, a reformulated version of the wave propagation
method for piecewise homogeneous media was discussed. Although the applicability is slightly
limited since gradient index media can not directly be modeled, it, nevertheless, is valid in a
majority of scenarios. It turned out, that this algorithm can outperform the diﬀerent beam
propagation methods for typical micro-optical scenarios as accurate simulations comparable to
rigorous ones are achieved with an increased computational performance on even lower sampling
densities. An additional improvement of the computational performance is achieved by exploit-
ing additional underlying symmetries of the investigated structure. In particular, the algorithm
was reformulated for an underlying rotational symmetry, which, then, is ideally suited for the
description of e.g. micro-optical lenses. Consequently, this so-called Hankel-WPM was assessed
for the evaluation of diﬀractive lenses. By comparing to rigorous simulations, it turned out that
the Hankel-WPM can accurately model these diﬀractive lenses. Steep edges in the surface sag
induce diﬀractive inﬂuences, which are not predicted by the TEA and cause diﬀractive false
light. These insights were used later within the design process of the freeform holograms in
order to overcome apparent limitations of conventional diﬀractive optical elements.
Future work, could concentrate on a further time improvement of the algorithms. The major
computational eﬀort of the reformulated WPM algorithm is connected to the application of
fast Fourier transforms. Alternatively, for the Hankel-WPM the application of the fast Fourier
transforms turns into matrix multiplications for the numerical evaluation of Hankel transforms.
These individual computational steps can be parallelized. This suggests to use graphical pro-
cessing units for these computations as they provide superior performance characteristics for
parallel computing problems.
Overall, these numerical simulation tools enable the improved modeling of micro-optical
components. This can open up novel abilities in their understanding, characterization and
design. These aspects were discussed in part III of this thesis. The individual investigated
scenarios in chapters 3-5 are highly diverse and include the metrological assessment of ﬁbers, an
integrated illumination concept and the assessment of the experimental inscription setup of ﬁber
Bragg gratings (FBGs). The latter one was discussed in chapter 3, where glass matrix distortions
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were discussed that might occur during the inscription. The origin of these glass defects was
revealed by numerically modeling the experimental setup to realize the FBGs and by comparing
these simulations to microscopic measurements of inscribed ﬁbers. In particular, the distortions
are caused by reﬂections at the rear surface of the ﬁber and spherical aberrations, which are
induced by the cladding surface. In particular, these aberrations cause a ﬁeld enhancement
inside the ﬁber, which is the origin of the glass matrix distortions. Based on these insights, a
possible solution strategy was developed. By embedding the actual ﬁber in a carefully tailored
capillary with a higher index, the parasitic glass matrix distortions can be suppressed. However,
this conceptual idea has not been realized and should be viewed as a potential outlook to this
thesis.
Chapter 4 focused on the development of a non-invasive characterization technique of opti-
cal ﬁbers, which potentially is suitable to be integrated into the fabrication process of optical
ﬁbers. In particular, an in-line holographic measurement principle was considered. To this end,
the investigated ﬁber was side-illuminated by a coherent beam and the diﬀraction response was
measured on a distant screen. By simulating the entire setup and by varying the structural pa-
rameters of the ﬁber in the simulations an optimal match with the measurements was examined.
In a ﬁrst step, the potential of this measurement idea was assessed. It turns out, that the wave
propagation method can simulate this challenging scenario and enables a parameter retrieval
in principle. Nevertheless, the signature of the inner structural composition of the ﬁber was
weak in the measured signals and the parameter retrieval was challenging. In a second step, the
limiting aspects of the original setup were analyzed and an improved setup was proposed. This
reﬁned setup allows to characterize the inner structural composition of the ﬁber more accurate.
In particular, capillary ﬁbers with capillary hole diameters in the deep micrometer range have
been analyzed. These hole diameters were retrieved with a high accuracy of up to 100 nm.
However, at the current stage only a proof-of-principle evaluation has been performed. In the
future, the ability of the methodology to assess diﬀerent ﬁber types should be investigated. For
instance, the possibility to characterize photonic crystal ﬁbers seems interesting. Their internal
structural composition is more complex and thus the numerical assessment will be more chal-
lenging. Moreover, the setup needs to be further reﬁned, to also use it in the harsh environment
of a fabrication process. Especially the illumination should be improved. Currently, a single
mode ﬁber placed in close vicinity to the investigated ﬁber is used as initial light source. Al-
ternatively, a reﬁned illumination unit should be designed to increase the distance between the
source and the investigated ﬁber. Moreover, the inﬂuence of the temporal coherence of the initial
light source should be investigated. In particular, it was suggested that the temporal coherence
inﬂuences the appearance of local minima in the parameter retrieval process. Avoiding their
appearance, would simplify the assessment of ﬁbers.
Finally, in chapter 5 an integrated beam shaping concept was introduced. In particular, a
freeform surface was realized on the tip of an optical ﬁber, which redistributes the initial funda-
mental eigenmode of the ﬁber into a desired target ﬁeld distribution. This approach allows for a
high degree of miniaturization. Additionally, it has the potential to overcome apparent restric-
tions of conventional diﬀractive beam shaping approaches. In particular, the proposed approach
entirely suppresses parasitic false light, which otherwise is seen as a strong zeroth order peak
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or as ghost images in realized intensity distributions. This strongly increases the diﬀraction
eﬃciency and is achieved by a novel design methodology, which results in a continuous surface
proﬁle without steep edges and reduced surface gradients. These so-called freeform holograms
were fabricated by two-photon direct laser writing, which allows to realize these surface proﬁles
with a highest as build quality and without a coarse layering of the surface sag proﬁle. To as-
sess the manufactured beam shaping unit, topographic measurements of the fabricated surface
proﬁle and measurements of the realized focal intensity ﬁeld distribution were evaluated. These
measurements veriﬁed the exceptional quality of the beam shaping unit as a minor RMS-error
of λ20 for the surface proﬁle and a high quality in the realized intensity proﬁle were achieved.
However, the methodology was currently only assessed as a proof-of-principle concept and there
is space for improvement. From a design point of view it seems promising to include addi-
tional constraints from the manufacturing process within the optimization process. Currently,
only the surface gradients were restricted due to the ﬁltering process. However, one could ad-
ditionally consider surface curvatures or certain random noise errors to mimic environmental
disturbances. However, these additional reﬁnements need to be founded on a deeper knowledge
about the manufacturing process and its limitations. This requires profound additional investi-
gations. Moreover, also from a manufacturing point of view there is potential to improve and
accelerate the fabrication process. In particular, the realization could be improved by avoiding
decentration errors between the freeform hologram and the incident initial ﬁeld. Then, the origin
of the surface needs a proper alignment to the center of the incident ﬁeld, which could be real-
ized by a monitoring of the ﬁeld during fabrication. Moreover, the manufacturing process will
be strongly accelerated if the homogeneous cylinder needs not to be imprinted by two-photon
direct laser writing. Alternatively, one could splice end-caps onto the single mode ﬁbers, which
are state-of-the-art concepts for modern ﬁber laser systems. In addition, the replication and
reproduction of freeform holograms should be investigated as this will be an essential aspect for
the suitability of the approach in commercial application scenarios.
Finally, the most interesting future development might be the adaptation of the approach to
novel applications. Overall, there are three major advantages: (i) A high degree of miniaturiza-
tion; (ii) a high mechanical ﬂexibility, i.e., equivalent to the mechanical properties of the ﬁber;
(iii) high diﬀraction eﬃciencies and a high quality of realized ﬁeld distributions. In particular,
these advantages can open up novel possibilities in all scenarios, where structured illumination
is used. For instance, this allows to use tailored ﬁeld distributions in previously inaccessible do-
mains and this approach could be used to merge structured illumination with endoscopy. This
can open up improved resolutions in endoscopic imaging within the framework of ptychography
or structured light microscopy. Moreover, the mechanical ﬂexibility might be used to realize im-
proved complex optical traps, which can easily be moved and adapted to varying experimental
conditions. Finally, the approach might be utilized as the worlds smallest projection unit, for
instance, to display the Batman logo, brighter than ever before, into the sky of Gotham city to
save it from the forces of evil.
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Appendices
A Derivation of the WPM algorithm
The WPM and the diﬀerent BPMs describe the evolution of a ﬁeld in space unidirectionally
along a preferred direction, i.e., the z-axis, while neglecting backward propagating ﬁeld compo-






E = 0 ,
∂2z +∆T + k20 n2(x, y, z)︸ ︷︷ ︸
HT

 E = 0 ,
HT = transverse Helmholtz operator ,
while splitting it into forward and backward propagating ﬁeld components [45,46]
(
i
√HT + ∂z) (i√HT − ∂z) E = 0 . (A1)
Here, the square root Helmholtz operator
√HT is introduced, being formally deﬁned in terms of
a power-series. Moreover, it is assumed that the commutator [∂z,
√HT ] can be neglected, which
physically concludes the fact that back reﬂections within the inhomogeneous medium need not
to be considered. Then, the forward Helmholtz-Equation can be rewritten as
∂zE = i
√HTE , (A2)
which obeys a formal solution according to
E(x, y, z0 + z) = eiz
√HTE(x, y, z0) . (A3)
On the one hand, the diﬀerent BPMs can be derived by either expanding the square-root operator
in Eqn. A2 or directly the exponential operator in Eqn. A3 into a Padé-series [48,54]. Depending
upon the truncation order, the diﬀerent formulations are distinguished. On the other hand, the
WPM suggests to approximate the exponential operator in Eqn. A3 by an integral operator




E˜(kx, ky, z) eikz(kx,ky ,x,y)∆z ei(kxx+kyy) dkx dky ,




E(x, y, z) e−i(kxx+kyy) dx dy ,





x, y, z + ∆z2
)
− k 2x − k 2y .
A derivation of the algorithm can be performed with the aid of pseudo-diﬀerential operators
PDO as outlined in [77–79]. In the following for simplicity with the calculations, they are re-
stricted to only one transverse dimension. All the derivations can be extended for two transverse
dimensions straightforward. The theory of PDO was introduced to study the properties of linear
partial diﬀerential operators with non-constant coeﬃcients in the form of P =∑m cm(x)∂mx . By
I
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introducing the Fourier-transformed ﬁeld u(x) = 1√
2π
∫
u˜(kx)ei(kxx)dkx, the application of the





































The expression p(x, kx) =
∑
m cm(x) i
m kmx is called the symbol of the operator P. It is a
polynomial of spatial frequencies kx with coeﬃcients depending on x. In case the symbol p(x, kx)
is independent of x, Eqn. A4 reduces to the well known representation of a diﬀerential operator
with constant coeﬃcients in the Fourier-domain
P{u} = F−1 {p(kx)F {u(x)}} .





2(x) + ∂2x will be discussed. The symbol for the Helmholtz-Operator
HT is given as hT = k20n2(x) − k2x. To conclude onto the unknown symbol of the square root
operator
√HT the calculations start from the identity
√HT
{√HT {u}} != HT {u} and calculate
the symbol of the composition of two operators P {P {u(x)}}.
P {P {u(x)}} = 1
2π
∫∫






























In Eqn. A5 the symbol, which usually is referred to as (p#p)(x, kx), of the composition operator





!= hT (x, kx) .
This integral expression, according to the theory of pseudo-diﬀerential operators, can be replaced








x p(x, kx) (A6)







x p(x, kx) .
This result can be applied for the discussion of the symbol ksymz (x, kx) related to the square root
operator
√HT in Eqn. A3. In case the refractive index is constant n(x, y) = n0 the symbol
Derivation of the WPM algorithm III
related to the square root operator is given as ksymz (x, kx) =
√
k20n
2 − k2x, which can be proven
with the help of Eqn. A6. Therefore the ﬁnal solution to propagate an initial ﬁeld E(x, z0) reads
as














This resembles the well known angular spectrum of plane wave decomposition.




2(x)− k2x describes the leading order within the expansion in Eqn. A6. The































x kz(x, kx). (A7)






an amplitude term for propagating waves characterized by ℑ{kz} = 0. Therefore the phase
propagation within the WPM is upto 2nd order correct. Moreover, relying on this approach,
more accurate derivations of the symbol related to the square-root operator
√HT can be derived
on the base of a perturbation series [79].
B Propagation of harmonic light fields in a
rotationally symmetric coordinate frame
An initial scalar light ﬁeld E(x, y, z = 0, t) = E(x, y, z = 0) e−i ω t, characterized by the frequency
ω, is propagated inside a homogeneous medium speciﬁed by a refractive index n with the angular
spectrum of plane wave decomposition in a rigorous way [177]. By introducing the Fourier
transform and its inverse





E(x, y, z = 0) e−i(kxx+kyy) dkx dky





E˜(kx, ky, z = 0) ei(kxx+kyy) dx dy
the ﬁeld evolution is described by




2 − k 2x − k 2y .
To describe also the ﬁeld evolution in a rotationally symmetric coordinate frame the Fourier-
transforms have to be evaluated in these coordinates. Therefore, the initial ﬁeld is assumed to
be decomposed into angular harmonics
E (x = r cos(ϕ), y = r sin(ϕ), z = 0) =
E (r, ϕ, z = 0) =
∞∑
m=−∞
Em(r, z = 0)eimϕ, (A1)
where the individual Em(r, z = 0) are given as





E(r, ϕ, z = 0)e−imϕ dϕ .
Then the Fourier-transformed ﬁeld
E˜(kx = kr cos(kϕ), ky = kr sin(kϕ), z = 0)
IV
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and its inverse are given as
E˜(kr, kϕ, z = 0) =
∞∑
m=−∞




(−i)m eimkϕHm{Em(r, z = 0)} ,
Hm{Em(r, z = 0)} =
∫ ∞
0
Em(r, z = 0)Jm(kr r) r dr ,
E(r, ϕ, z = 0) =
∞∑
m=−∞
im eimϕH −1m {E˜m(kr, z = 0)} ,
H −1m {Em(kr, z = 0)} =
∫ ∞
0
Em(r, z = 0)Jm(kr r) kr dkr .
Here Hm{Em(r)} and H −1m {Em(kr)} are respectively the Hankel-transform of order m and its
inverse. The propagation of the light ﬁeld then is described as
E(r, ϕ, z) =
∞∑
m=−∞




2 − k 2r .
Within Eqn. A2 a summation over angular harmonics occurs, which has to be truncated for
numerical reasons. This truncation number strongly depends on the investigated scenario. For
instance, the decomposition of a plane wave of the form eikxx into angular harmonics is described
analytically by the Jacobi-Anger relations




In this case, the truncation order depends upon the propagation angle of the plane wave and











is shown for varying widths w of the computational domain for a plane wave of wavelength
λ = 1µm with a numerical aperture of NA= kx
k0
= 0.1. The maximum order M which needs to
be considered within the expansion of Eqn. 2.8 is growing with the overall size of the compu-
tational domain. Therewith, of course, also the computational eﬀort rises. As a consequence,
the applicability of the Hankel-WPM in general strongly depends upon an explicit scenario to
be investigated.
However, often initial light ﬁelds obey an underlying rotational symmetry, which decreases
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immer aufschlussreich und es sind dabei stets neue Ideen entstanden, um die einzelnen Probleme
anzugehen.
Ein großes Dankeschön geht auch an die gesamte Optik-Design Gruppe in Jena für die
schöne Zeit hier und den gemeinsamen Austausch verschiedenster Ideen. Ein großer Dank geht
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auch bei der gesamten Mittagsrunde für all die erhellenden Einsichten bedanken. Basti, Tobi,
Ralf, Johannes und Christoph - Dank euch weiß ich, dass ein oﬀenes Autofenster eine ganze
Klimaanlage ersetzen kann; ein 5:0 Kantersieg im Hinspiel die denkbar schlechteste Ausgangslage
für ein Rückspiel ist und Gurkenwasser die Antwort auf alles ist.
Die Erstellung einer Dissertation wäre sicher auch nie möglich gewesen ohne den Rückhalt
von Freunden und all die wunderbare Zeit, die wir gemeinsam verbringen konnten. Diese Zeit
mit euch, all die Ausﬂüge, die gemeinsamen Abende und das gemeinsame Lachen lassen den
gewöhnlichen Arbeitsalltag vergessen und ermöglichen es sich den besten Seiten des Lebens zu
widmen. Mein größter Dank geht an Herry, Tobi, Robert, Marvin, Christin, Manuel, Mandy,
Janek und Anne; Die gesamte 3G-Crew, die Löhmaer und die beste Burgercrew aka die beste
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Jetzt, am Ende der Danksagung, kommt der wohl wichtigste Teil - Ich möchte meiner Familie
danken. Liebe Eltern, vielen Dank für all die Unterstützung, die Geduld und die Nachsicht in so
vielen Etappen meines Lebens. Vielen Dank, dass Ihr mein Studium ermöglicht habt und immer
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Zum Schluss - es ist schwer hier die richtigen Worte zu ﬁnden - Liebe Claudi, vielen Dank
für einfach alles; für all die Unterstützung und die wunderbare gemeinsame Zeit.

