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Abstrakt
Diplomova´ pra´ce se zaby´va´ studi´ı Gentzenova (sekventove´ho) kalkulu a jeho implementac´ı do
softwarove´ho na´stroje, ktery´ umı´ automatizovaneˇ dokazovat formule vy´rokove´ i predika´tove´ lo-
giky prvn´ıho rˇa´du. C´ılem te´to pra´ce je srozumitelneˇ popsat funkci sekventove´ho kalkulu a prˇed-
stavit vsˇe na konkre´tn´ıch prˇ´ıkladech. Hlavn´ı prˇ´ınos je potom samotne´ sestaven´ı univerza´ln´ıho
algoritmu pro automatizovane´ dokazova´n´ı a jeho implementace na platformeˇ Windows. Pra´ce
prˇedstavuje vytvorˇeny´ software pro podporu vy´uky logiky a prˇesneˇ popisuje jeho mozˇne´ uzˇ´ıva´n´ı.
Kl´ıcˇova´ slova: d˚ukazovy´ kalkul, logicky´ kalkul, sekventovy´ kalkul, Gentzen, automatizo-
vane´ dokazova´n´ı
Abstract
The thesis deals with study of the Gentzen’s sequent calculus and its implementation in the
software tool that can automatically prove propositional and first-order predicate logic formu-
las. The aim of this thesis is to clearly describe the functions of the sequent calculus and to
demonstrate particular proofs by examples. The main contribution is a universal algorithm
a universal algorithm for automatic theorem proving and its implementation on the Windows
platform. The thesis presents the created software that will serve to support teaching logic and
describes accurately its possible usage.
Key words: proof calculus, logic calculus, sequent calculus, Gentzen, automatic theorem
proving
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1 U´vod
1.1 Od za´klad˚u logiky k d˚ukazovy´m kalkul˚um
Logika je veˇdou o spra´vne´m usuzova´n´ı. V logice se snazˇ´ıme rozliˇsit platne´ argumenty od ne-
platny´ch, a odvodit logicke´ d˚usledky z dany´ch prˇedpoklad˚u. Nav´ıc chceme tyto d˚ukazove´ postupy
formalizovat a automatizovat.
1.2 Trochu historie
Logika, jako veˇdn´ı discipl´ına, se vyv´ıjela beˇhem stalet´ı a vyv´ıjely se i jej´ı c´ıle. Za zakladatele
logiky je povazˇova´n rˇecky´ filosof Aristotele´s. Od svy´ch pocˇa´tk˚u byly ota´zky logiky smeˇrova´ny na
podstatu lidske´ho usuzova´n´ı a byly tedy svou povahou hlavneˇ filozoficke´. Odtud pocha´z´ı oznacˇen´ı
filozoficka´ logika. Na prˇelomu 19. a 20. stolet´ı dosˇlo k vy´razne´ formalizaci logiky. Sˇlo prˇedevsˇ´ım
o formalizaci usuzova´n´ı v matematice a v jiny´ch veˇda´ch, filozoficke´ aspekty pak byly poneˇkud
potlacˇeny. V soucˇasnosti neexistuje zˇa´dna´ zrˇetelna´ hranice mezi forma´ln´ı a filozofickou logikou.
Mnohe´ aspekty usuzova´n´ı zkoumane´ filozofickou logikou se podarˇilo formalizovat a zkoumat cˇisteˇ
matematicky´mi metodami. Na druhou stranu, forma´ln´ı logika doka´zala odpoveˇdeˇt na neˇktere´
za´sadn´ı ota´zky, ktery´mi se zaby´vali filozofove´ jizˇ od staroveˇku. [1]
1.3 Logika a informatika
Vztah logiky a informatiky je velmi teˇsny´. Logika je d˚ulezˇita´ v informatice (forma´ln´ı metody
specifikace, verifikace programu˚, metody analy´zy dat) a elektrotechnice (logika elektricky´ch ob-
vod˚u). Logika se zaby´va´ naprˇ´ıklad algoritmicky´mi aspekty usuzova´n´ı a konstrukc´ı automaticky´ch
dokazovac´ıch syste´mu˚, ktere´ jsou schopny, byt’ omezeneˇ, mechanicky odvozovat tvrzen´ı z jiny´ch.
[1]
1.4 Du˚kazove´ kalkuly
Koncem 19. stolet´ı se zacˇala vyv´ıjet metoda d˚ukazovy´ch kalkul˚u a to proto, zˇe se v matematice
zacˇaly objevovat paradoxy, ktere´ byly spojeny s prˇedpokladem aktua´ln´ıho nekonecˇna. Tehdy
byl David Hilbert(neˇmecky´ matematik) jedn´ım z prvn´ıch matematik˚u, ktery´ se zacˇal zaj´ımat
o tuto te´matiku a vyhla´sil program pro formalizaci matematiky, jehozˇ c´ılem bylo mimo jine´, jak
zabra´nit paradox˚um. Dnes je tento program zna´m pod na´zvem Hilbert˚uv program. [2]
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1.5 Hilbert˚uv program
Pojmem Hilbert˚uv program se oznacˇuje snaha o formalizaci matematiky, azˇ na u´rovenˇ jedno-
duchy´ch axiomu˚, ze ktery´ch by se daly korektneˇ doka´zat vsˇechny matematicke´ veˇty. Smyslem
programu bylo redukovat slozˇite´ matematicke´ teorie (naprˇ´ıklad matematickou analy´zu) na jed-
noduche´ forma´ln´ı syste´my a ty potom na jednoduchou aritmetiku, o ktere´ by se uka´zalo, zˇe je
bezesporna´ a u´plna´. [2]
Hilbert vyhla´sil tento program ve 20. letech 20. stolet´ı, ale jizˇ v roce 1931 doka´zal Kurt
Go¨del sve´ veˇty o neu´plnosti. Jejich d˚usledkem je fakt, zˇe v teorii aritmetiky nelze doka´zat
bezespornost a u´plnost aritmetiky samotne´. Zˇa´dna´ teorie, ktera´ by se dala pouzˇ´ıt k popisu
vsˇech matematicky´ch pravd, nemu˚zˇe doka´zat svoji vlastn´ı bezespornost. Hilbert˚uv program je
tedy neuskutecˇnitelny´. [2]
1.6 Logicke´ syste´my
1.6.1 Vy´rokova´ logika
Vy´rokova´ logika (klasicka´ logika) zkouma´ usuzova´n´ı o vy´roc´ıch. Jednotlive´ vy´roky naby´vaj´ı
pravdivostn´ı hodnoty: Pravda, nepravda. Atomicke´ vy´roky jsou nedeˇlitelne´. Naprˇ. ”Prsˇ´ı”. Ty se
mohou spojovat pomoc´ı (klasicky´ch) logicky´ch spojek: ”a, nebo, pokud, pra´veˇ kdyzˇ...”. Slovn´ı
konstrukce, ktery´mi se vy´roky spojuj´ı, budeme oznacˇovat symboly vy´rokovy´ch spojek. Bina´rn´ı
spojky se vztahuj´ı vzˇdy ke dveˇma vy´rok˚um. Una´rn´ı spojky se vztahuj´ı jenom k jednomu vy´roku.
[3]
1.6.2 Predika´tova´ logika
V matematice a logice se pojmem predika´tova´ logika oznacˇuje forma´ln´ı odvozovac´ı syste´m,
pouzˇ´ıvany´ k popisu matematicky´ch teori´ı a veˇt. Predika´tova´ logika je rozsˇ´ıˇren´ım vy´rokove´ logiky.
Na rozd´ıl od vy´rokove´ logiky ma´ bohatsˇ´ı vyjadrˇovac´ı schopnost. Predika´tova´ logika si vsˇ´ıma´
struktury veˇt. V kazˇde´ veˇteˇ rozliˇsuje individua, o ktery´ch se neˇco predikuje. Predika´t je cha´pa´n
jako vlastnost nebo vztah. Teore´my vy´rokove´ logiky plat´ı i v ra´mci predika´tove´ logiky. Do
vy´rokove´ logiky prˇida´va´ kvantifika´tory a mozˇnost vyja´drˇit vlastnosti individu´ı a vztahy mezi
individui. Individuum je prvek z neˇjake´ mnozˇiny (univerza) a predika´t je interpretova´n jako
relace na te´to mnozˇineˇ. Predika´tove´ logiky ma´me da´le rozdeˇleny podle jejich expresivn´ı s´ıly na
predika´tove´ logiky n rˇa´d˚u. [1]
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1.6.3 Fuzzy logika
Zaby´va´ se tvrzen´ımi, ktere´ mohou mı´t kromeˇ pravdivostn´ıch hodnot pravda a nepravda i jine´
hodnoty. Naprˇ. tvrzen´ı
”
Za´kazn´ık je spokojeny´.“ mu˚zˇe mı´t pravdivostn´ı hodnotu 1 (pravda), ale
i 0.8, pokud je spokojeny´ ne zcela, nebo 0 (nepravda), pokud je nespokojeny´. [1]
1.6.4 Tempora´ln´ı logika
Zaby´va´ se tvrzen´ımi, ve ktery´ch hraje roli cˇas, naprˇ. ”Slunce vycha´z´ı ra´no v osm hodin”. [1]
1.6.5 Transparentn´ı intenziona´ln´ı logika
Pracuje s objekty libovolne´ho rˇa´du, umozˇnˇuje rozliˇsovat tzv. intenze a extenze, prˇesneˇ explikuje
pojem logicke´ konstrukce, definuje, co je to pojem. Umozˇnˇuje rozliˇsovat trˇi u´rovneˇ abstrakce,
a to u´rovenˇ extenziona´ln´ı (na ktere´ jsou objektem predikace hodnoty funkc´ı, jakozˇto zobrazen´ı),
intenziona´ln´ı (kde objektem predikace jsou cele´ funkce) a hyperintenziona´ln´ı (kde objektem
predikace je prˇ´ıslusˇna´ konstrukce funkce). [4]
1.7 Du˚kazove´ kalkuly
Logika formalizuje (analyzuje) pojmy jako je tvrzen´ı a u´sudek. Formalizace pojmu˚ a pra´ce s nimi
je ve skutecˇnosti za´visla´ na konkre´tn´ım logicke´m kalkulu, se ktery´m pracujeme. Logicky´ kalkul lze
zjednodusˇeneˇ cha´pat jako soubor pravidel, ktera´ specifikuj´ı, jak se formalizace pouzˇ´ıva´. Hlavn´ı
c´ılem takove´ho kalkulu je dokazova´n´ı logicky pravdivy´ch formul´ı a platny´ch u´sudk˚u. Formule je
logicky pravdiva´, je-li pravdiva´ v kazˇde´ interpretaci, tj. libovolna´ interpretace je jej´ım modelem.
U´sudek je platny´, pokud je za´veˇr u´sudku pravdivy´ ve vsˇech modelech prˇedpoklad˚u. Jiny´mi slovy,
prˇedpoklad pravdivosti premis a nepravdivosti za´veˇru vede ke sporu.
Jedna ze za´kladn´ıch metod, ktera´ rozhoduje o tom, zda dana´ formule vy´rokove´ logiky je
tautologie, je takzvana´ tabulkova´ metoda. Prˇi tabulkove´ metodeˇ (tabelaci) vytva´rˇ´ıme tabulku,
jej´ızˇ rˇa´dky reprezentuj´ı pravdivostn´ı ohodnocen´ı a sloupce reprezentuj´ı formule, nebo jej´ı podfor-
mule. Pocˇet kombinac´ı pravdivostn´ıch hodnot, ktery´ je nutno vz´ıt v u´vahu, roste exponencia´lneˇ
s pocˇtem atomicky´ch vy´rok˚u. Tuto metodu nelze pro jej´ı cˇasovou a pameˇt’ovou na´rocˇnost efek-
tivneˇ implementovat. [1]
Tautologie lze definovat i syntakticky. Tyto formule lze odvodit mechanickou aplikac´ı jisty´ch
struktura´ln´ıch pravidel. Tautologie jsou prˇesneˇ ty formule, ktere´ lze forma´lneˇ doka´zat pomoc´ı
pravidel dane´ho d˚ukazove´ho syste´mu neboli kalkulu. Mı´sto struktura´ln´ı pravidla budeme rˇ´ıkat
odvozovac´ı pravidla.
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Axiomy jsou formule, ktere´ automaticky prˇij´ıma´me jako platne´. Mnozˇinu axiomu˚ a odvozo-
vac´ıch pravidel, ktera´ pouzˇ´ıva´me, souhrnneˇ nazy´va´me axiomaticky´ syste´m.
Odvozovac´ı pravidla nasˇeho kalkulu jsou aplikovatelna´ na libovolne´ formule prˇesne´ho tvaru,
bez ohledu na jej´ı pravdivostn´ı hodnotu cˇi smysl. Tato pravidla mus´ı by´t zvolena tak, aby byl
kalkul korektn´ı, tedy aby umozˇnˇoval odvodit z tautologi´ı opeˇt pouze tautologie, a z dany´ch
dodatecˇny´ch prˇedpoklad˚u pouze to, co z teˇchto prˇedpoklad˚u logicky vyply´va´.
Kalkulus cha´peme jako mnozˇinu axiomu˚ a odvozovac´ıch pravidel. Kalkulus je korektn´ı,
jestlizˇe kazˇda´ formule v neˇm dokazatelna´ je tautologie. Kalkulus je u´plny´, jestlizˇe je korektn´ı
a vsˇechny tautologie jsou v neˇm dokazatelne´. [5]
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Obra´zek 1: Gerhard Gentzen, zdroj: Eckart Menzler-Trott, http://owpdb.mfo.de
1.8 Gerhard Gentzen
V te´to kapitole cˇerpa´m z pra´ce [2], a to zejme´na v u´vodn´ıch odstavc´ıch.
Neˇmecky´ logik a matematik Gerhard Karl Erich Gentzen se narodil 24. 11. 1909 v Greifswaldu
(Neˇmecko - Pomorˇany). Vyr˚ustal v Bergenu na Ruja´neˇ (Rugen). Jeho otec Hans Gentzen zde
p˚usobil jako pra´vn´ık, matka Melanie, roz. Bilharozva, pracovala jako ucˇitelka na obchodn´ı sˇkole.
Kdyzˇ bylo Gentzenovi necely´ch peˇt let, vypukla 1. sveˇtova´ va´lka, v necely´ch deseti letech
na jarˇe v roce 1919 ztratil otce, ktery´ zemrˇel na na´sledky va´lecˇne´ho zraneˇn´ı. Matka se v roce
1920 prˇesteˇhovala s Gerhardem a jeho sestrou do Stralsundu. Gentzen byl u´tle´ teˇlesne´ kon-
strukce a jeho zdrav´ı bylo od deˇtstv´ı podlomeno. Ve Stralsundu zacˇal studovat na humanisticke´m
gymna´ziu. Od mla´d´ı se u neˇho projevovaly silne´ sklony k matematice, ktere´ spolu s vy´razny´m
nada´n´ım a velkou p´ıl´ı z neˇho ucˇinily jednoho z nejlepsˇ´ıch zˇa´k˚u Stralsundske´ho gymna´zia.
Gentzen maturoval o velikonoc´ıch 1928 a na na´vrh rˇeditele u´stavu dostal stipendium od
tehdejˇs´ıho Deutsches Stundentenwerk, aby mohl pokracˇovat ve studiu na univerziteˇ. Zacˇal stu-
dovat matematiku a fyziku, vzˇdy po jednom semestru, na univerzita´ch v Greifswaldu, Gotinka´ch
(Go´ttingen), Mnichoveˇ, Berl´ıneˇ a nakonec opeˇt v Gotinka´ch, kde byl v le´teˇ 1933 promova´n na
doktora filozofie.
V roce 1935 se Gerhard Gentzen stal asistentem Davida Hilberta a na´sledneˇ pokracˇovatelem
Hilbertova programu.
V roce 1935 Gerhard Gentzen uvedl kalkul prˇirozene´ dedukce. Tehdy popsal vsˇechna pravidla
prˇirozene´ dedukce pro variantu klasicke´ i intuicionisticke´ predika´tove´ logiky. Prˇirozena´ dedukce
je take´ jedn´ım z d˚ukazovy´ch kalkul˚u, ale oproti Hilbertovske´mu syste´mu se rˇad´ı k forma´ln´ım
prˇedpokladovy´m syste´mu˚m. V roce 1938 je jmenova´n mimorˇa´dny´m profesorem na Univerziteˇ
Karloveˇ v Praze.
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O Gentzenoveˇ pra´ci p´ıˇse Kriesel cituji: Jeho pojet´ı logicke´ho d˚ukazu mu umozˇnˇuje rozliˇsovat
mezi r˚uzny´mi forma´ln´ımi syste´my se stejnou mnozˇinou konecˇny´ch teore´m˚u a mezi r˚uzny´mi
odvozen´ımi v tomte´zˇ syste´mu se stejnou konecˇnou formul´ı. (Nejzna´meˇjˇs´ı mezi teˇmito syste´my
jsou tzv. bezrˇezove´ nebo norma´ln´ı syste´my.) Jednodusˇe rˇecˇeno, novinkou ve srovna´n´ı s analy´zou
Gottloba Frega je: d˚ukazy reprezentovane´ forma´ln´ımi odvozen´ımi jsou hlavn´ım prˇedmeˇtem studia,
ne pouhy´mi na´stroji pro analy´zu relace d˚usledku nebo predika´tu platnosti. Jiny´mi slovy, studium
se ty´ka´ procesu uvazˇova´n´ı, nejen jeho vy´sledk˚u, tj. doka´zany´ch teore´m˚u. [6]
Na konci va´lky 5. 5. 1945 je zatcˇen s ostatn´ımi profesory kv˚uli spojen´ı s NSDAP (Na´rodneˇ
socialisticka´ neˇmecka´ deˇlnicka´ strana). Umı´ra´ trˇi meˇs´ıce po zatcˇen´ı.
Gerhard Gentzen zemrˇel v r. 1945 ve svy´ch 36 letech. O mı´steˇ a prˇ´ıcˇineˇ jeho smrti se historicke´
prameny rozcha´zej´ı. Jedine´ co se shoduje je datum. Naprˇ´ıklad podle zˇivotopisu, ktery´ sestavila
jeho matka, pravdeˇpodobneˇ umı´ra´ na vycˇerpa´n´ı v ta´borˇe nuceny´ch prac´ı. Jina´ z verz´ı je zabit´ı
rozva´sˇneˇny´m davem Cˇech˚u, obvinˇuj´ıc´ım Genzena z kolaborace s nacisty.
Cituji ze cˇla´nku Prˇemysla Vihana: Jaky´ nacista? Le´pe rˇecˇeno, jaky´ cˇloveˇk? Byl nacista,
ale do va´lky se v˚ubec nehrnul 19. 11. 1942 byl v Gotinka´ch pro neschopnost vojenske´ sluzˇby
superarbitrova´n. To v dobeˇ va´lky znamenalo mnoho a vypov´ıda´ to take´ o jeho va´zˇneˇ porusˇene´m
zdrav´ı. Ze slov logik˚u, s ktery´mi se Gentzen za sve´ho zˇivota sty´kal, vyply´va´, zˇe to byl
”
nesˇkodny´
nacista”a podle sve´ povahy hodny´ cˇloveˇk. Matematici ho prosteˇ brali, jako by jeho nacismus byl
znetvorˇen´ım, se ktery´m se neda´ nic deˇlat, asi jako kdyzˇ cˇloveˇk kulha´.
Cituji jesˇteˇ z jeho vojenske´ho spisu z roku 1942: Pouzˇit na domovske´m bojiˇsti jako radista od
22. 1.1942 do 21.6.1942, potom poby´val v lazaretu a 19. 11. 1942 byl pro neschopnost vojenske´
sluzˇby superarbitova´n. Politicka´ cˇinost 0, va´lecˇne´ rˇa´dy 0, cˇestna´ vyznamena´n´ı 0.
Z tohoto jasneˇ vyply´va´, zˇe politika Gentzena v˚ubec nezaj´ımala. Jeho hlavn´ım za´jmem vzˇdy
byla jenom veˇda. Tehdejˇs´ı doba byla slozˇita´ a za´lezˇ´ı vzˇdy na u´hlu pohledu, ktery´m usuzujeme.
Pokud se vzˇijeme na chv´ıli do role veˇdce, pro neˇhozˇ je matematika na same´m vrcholu zˇebrˇ´ıcˇku
hodnot, tak jeho chova´n´ı se na´m zda´ v onom kontextu s tehdejˇs´ı dobou cˇisteˇ raciona´ln´ı.
Po jeho d˚ukazu bezespornosti cˇiste´ teorie cˇ´ısel, meˇl na´sledovat d˚ukaz bezespornosti analy´zy,
tomu ovsˇem zabra´nila smrt. Gentzen do posledn´ı chv´ıle veˇrˇil, zˇe se mu to podarˇ´ı.
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2 Gentzen˚uv kalkul
2.1 Popis za´kladn´ıch princip˚u Gentzenova kalkulu
Gentzen˚uv kalkul je logicky´ kalkul, ktery´ jako svou hlavn´ı mysˇlenku vyuzˇ´ıva´ tento princip:
Pokusit sestrojit d˚ukaz dane´ formule od konce, to znamena´, zˇe bychom se pokusili zpeˇtny´m
uzˇ´ıva´n´ım pravidel kalkulu dospeˇt od dane´ formule k axiomu˚m.
V tomto kalkulu nebudeme dokazovat jednotlive´ formule, ale sekventy. Proto tento kalkul
dostal prˇ´ıznak sekventovy´. Obecneˇji si pop´ıˇseme za´kladn´ı pojmy pouzˇ´ıvane´ v tomto kalkulu.
Pro tento u´cˇel nejprve vsˇe vysveˇtl´ım na prˇ´ıkladech vy´rokove´ logiky a pozdeˇji v sekci 2.9 na
prˇ´ıkladech d˚ukaz˚u formul´ı predika´tove´ logiky 1. rˇa´du.
2.2 Sekvent
Sekvent je definova´n jako dvojice konecˇny´ch mnozˇin formul´ı Γ a ∆. Sekventy zapisujeme ve
tvaru Γ ⇒ ∆. Tento za´pis znamena´, plat´ı-li vsˇechny formule Γ, pak plat´ı i neˇktere´ formule v ∆.
Symbol dvojite´ sˇipky v tomto prˇ´ıpadeˇ nen´ı matematickou znacˇkou, ani logickou spojkou, ny´brzˇ
forma´ln´ım symbolem oddeˇluj´ıc´ım mnozˇiny Γ a ∆. Te´to dvojite´ sˇipce rˇ´ıka´me sekventova´ sˇipka.
Mnozˇinu Γ nazy´va´me antecedent a mnozˇinu ∆ sukcedent. Antecedent i sukcedent mohou by´t i
pra´zdne´.
2.3 Prˇ´ıklad za´pisu formul´ı v sekventove´m tvaru
Obecny´ za´pis v sekventu:
Γ ⇒ ∆
Neforma´lneˇ sekvent mu˚zˇeme cha´pat jako formule: A1, . . . ,An a B1, . . . ,Bm
A1, . . . ,An ⇒ B1, . . . ,Bm
Tento za´pis koresponduje s:
A1 ∧ ... ∧An ⊃ B1 ∨ ... ∨Bm
Mnozˇiny Γ a ∆ jsou konecˇne´ multisety formul´ı (dana´ mnozˇina formul´ı se mu˚zˇe vyskytovat
opakovaneˇ):
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A,A,A,A,B ⇒ B,A
Jak takovy´ sekvent vytvorˇ´ım? Chceme naprˇ´ıklad v sekventove´m kalkulu doka´zat tuto formuli :
(A ∧ B) ⊃ (B ∨ A)
Prˇevedeme ji na sekvent v tomto tvaru:
⇒ (A ∧B) ⊃ (B ∨A)
Takovy´ sekvent je oznacˇova´n jako vy´sledny´, tento sekvent chceme v nasˇem kalkulu doka´zat.
2.4 Du˚kaz v Gentzenoveˇ kalkulu
Definujeme ho jako konecˇnou posloupnost sekvent˚u, kde je z vy´sledne´ho sekventu kazˇdy´ dalˇs´ı
odvozen z prˇedchoz´ıho pomoc´ı urcˇite´ho pravidla.
Pro cˇloveˇka je graficky prˇehledneˇjˇs´ı varianta d˚ukazu pomoc´ı konecˇne´ho orientovane´ho stromu,
ktery´ ma´ vrcholy ohodnoceny sekventy. Takove´mu stromu rˇ´ıka´me sekventovy´.
2.5 Sekventovy´ strom
Definujeme jako posloupnost sekvent˚u, v n´ızˇ je kazˇdy´ odvozen z prˇedchoz´ıho pomoc´ı neˇktere´ho
pravidla. V listech tohoto sekventove´ho stromu jsou inicia´ln´ı sekventy, neboli axiomy.
Axiomem v tomto prˇ´ıpadeˇ rozumı´me sekvent, ktery´ ma´ stejnou formuli soucˇasneˇ v antece-
dentu tak i v sukcedentu naprˇ. (A ⇒ A) nebo (B ⇒ B). Na opacˇne´ straneˇ tohoto sekventove´ho
stromu je v jeho korˇenu vy´sledny´ sekvent, v nasˇem prˇ´ıkladeˇ tento ⇒ (A ∧ B) ⊃ (B ∧ A).
Na obra´zku uva´d´ım prˇ´ıklad takove´ho sekventove´ho stromu s korˇenem dole. Kroky d˚ukazu
odpov´ıdaj´ıc´ı pravidl˚um jsou vyznacˇeny´mi vodorovny´mi linkami, ktere´ pro lepsˇ´ı orientaci budeme
oznacˇovat typem pravidla, ktere´ jsme v d˚ukazu pouzˇili. Nahorˇe ve stromu jsou listy s inicia´ln´ımy
sekventy, neboli axiomy.
Prˇ´ıklad 2.1.
B ⇒ B
LW
A,B ⇒ B
L∧
A ∧B ⇒ B
A⇒ A
LW
A,B ⇒ A
L∧
A ∧B ⇒ A
R∧
A ∧B ⇒ B ∧A
R ⊃
⇒ (A ∧B) ⊃ (B ∧A)
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V tomto prˇ´ıkladu je fina´ln´ı sekvent odvozen cˇtyrˇmi kroky ze dvou axiomu˚. Nezapomenˇme, zˇe
d˚ukaz ve skutecˇnosti sestavujeme pomoc´ı pravidel zespodu vzh˚uru. Vy´sledny´ strom jako logicky´
d˚ukazovy´ kalkul plat´ı potom jen jedn´ım smeˇrem shora dol˚u, od axiomu˚ k fina´ln´ımu segmentu.
Obecny´ tvar jednotlive´ho kroku d˚ukazu charakterizuje tento prˇedpis:
S1
S
nebo
S1 S2
S
S1, S2 a S jsou sekventy a za´rovenˇ S1, S2 jsou prˇedpoklady a S je za´veˇr.
Jednotlive´ kroky d˚ukazu stanov´ı logicka´ pravidla sekventove´ho kalkulu. Kazˇde´ takove´ logicke´
pravidlo zava´d´ı novou logickou formu, a to pro pravou a levou stranu segmentu v za´vislosti na
pozici sekventove´ sˇipky ⇒. Proto vsˇechny na´zvy pravidel zacˇ´ınaj´ı p´ısmenem L (left) nebo R
(right).
Meˇjme sta´le na pameˇti, zˇe pokud dokazujeme tautologicˇnost neˇjake´ho sekventu, tak i noveˇ
utvorˇene´ sekventy vy´sˇe ve stromu jsou take´ tautologicke´. Tedy v Gentzenoveˇ sekventove´m kal-
kulu postupujeme v d˚ukazu od tautologi´ı k tautologi´ım.
2.6 Pravidla kalkulu pro vy´rokovou logiku
Pravidla jsou struktura´ln´ı nebo logicka´.
2.6.1 Struktura´ln´ı pravidla
Tato pravidla pracuj´ı na ba´zi struktury sekvent˚u a nezaj´ımaj´ı se o prˇesny´ tvar formule. Jedna´
se o pravidlo oslaben´ı (anglicky weakening oznacˇovane´ W).
Γ⇒ ∆
LW
A,Γ⇒ ∆
Γ⇒ ∆
RW
Γ⇒ A,∆
Pravidlo kontrakce (anglicky contraction oznacˇovane´ C).
A,A,Γ⇒ ∆
LC
A,Γ⇒ ∆
Γ⇒ A,A,∆
RC
Γ⇒ A,∆
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Pravidlo rˇezu (anglicky CUT).
Γ⇒ ∆, A A,Γ⇒ ∆
CUT
Γ⇒ ∆
Na pravidlech Gentzenova kalkulu je podstatne´, zˇe mohou neˇktere´ formule postupneˇ zmizet,
nebo se neˇktere´ formule naopak postupneˇ objevit. Formul´ım, ktere´ prˇi pouzˇit´ı pravidel vzni-
kaj´ı noveˇ, nebo opakovaneˇ se rˇ´ıka´ principia´ln´ı formule. Formul´ım, ktere´ miz´ı, rˇ´ıka´me vstupn´ı
a ostatn´ım formul´ım beze zmeˇn rˇ´ıka´me postrann´ı formule. Vsˇe bude le´pe videˇt na prˇ´ıkladech
d˚ukaz˚u v predika´tove´ logice v sekci 2.10.
2.6.2 Logicka´ pravidla
Tato pravidla pracuj´ı s logicky´mi spojkami a na rozd´ıl od struktura´ln´ıch pravidel berou v potaz
prˇesny´ tvar formule.
A,B,Γ⇒ ∆
L∧
A ∧B,Γ⇒ ∆
Γ⇒ ∆, A Γ⇒ ∆, B
R∧
Γ⇒ ∆, A ∧B
A,Γ⇒ ∆ B,Γ⇒ ∆
L∨
A ∨B,Γ⇒ ∆
Γ⇒ ∆, A,B
R∨
Γ⇒ ∆, A ∨B
Γ⇒ ∆, A B,Γ⇒ ∆
L ⊃
A ⊃ B,Γ⇒ ∆
A,Γ⇒ ∆, B
R ⊃
Γ⇒ ∆, A ⊃ B
Γ⇒ ∆, A
L¬
¬A,Γ⇒ ∆
A,Γ⇒ ∆
R¬
Γ⇒ ∆,¬A
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2.7 U´plnost kalkulu
Veˇta o u´plnosti Gentzenova kalkulu: Sekvent Γ⇒ ∆ je dokazatelny´ v Gentzenoveˇ kalkulu, pra´veˇ
kdyzˇ je tautologicky´. [5]
Cituji d˚ukaz implikace ⇒ veˇtou o korektnosti, kterou lze doka´zat indukc´ı podle pocˇtu krok˚u
v d˚ukazu sekventu Γ ⇒ ∆ ([5] s. 44): Je zrˇejme´, zˇe kazˇdy´ inicia´ln´ı sekvent je tautologicky´.
Neexistuje-li pravdivostn´ı ohodnocen´ı v, ktere´ prˇirˇazuje hodnotu 1 vsˇem formul´ım v Γ a hodnotu
0 vsˇem formul´ım ∆, pak neexistuje ani pravdivostn´ı ohodnocen´ı, ktere´ prˇirˇazuje hodnotu 1 vsˇem
formul´ım v Γ,Π, a hodnotu 0 vsˇem formul´ım v ∆, Λ, a to bez ohledu na volbu mnozˇin formul´ı Γ
a ∆ . Tı´m je oveˇrˇena korektnost pravidla W.
Korektnost vsˇech ostatn´ıch pravidel lze oveˇrˇit podobneˇ.
Citace veˇty o dokazatelnosti tautologicky´ch sekvent˚u ([5] s. 44) : Necht’ v mnozˇineˇ Γ ∪ ∆
nejsou zˇa´dne´ logicke´ spojky, tzn. jsou tam same´ atomicke´ formule. Kdyzˇ Γ ∩ ∆ = ∅, lze vsˇem
formul´ım v Γ prˇirˇadit hodnotu 1 a vsˇem formul´ım v ∆ hodnotu 0. Jinak rˇecˇeno, kdyzˇ Γ⇒ ∆ je
tautologicky´ sekvent, pak Γ∩∆ ̸= ∅ a sekvent Γ⇒ ∆ je inicia´ln´ı, tedy dokazatelny´ v Gentzenoveˇ
kalkulu.
Veˇtu o silne´ u´plnosti Gentzenova kalkulu explicitneˇ neformulujeme, spokoj´ıme se s na´sleduj´ıc´ım
komenta´rˇem, cituji: ([5] s. 45) Existuj´ı nejme´neˇ dva rozumne´ zp˚usoby, jak Gentzenovsky´ kalkulus
definuje dokazatelnost z mnozˇiny prˇedpoklad˚u.
(i) Sekvent je dokazatelny´ z mnozˇiny prˇedpoklad˚u T, jestliˇze existuje konecˇna´ mnozˇina Ω ⊆ T
takova´, zˇe sekvent Ω,Γ⇒ ∆ je dokazatelny´ v Gentzenoveˇ kalkulu.
(ii) Sekvent je dokazatelny´ z mnozˇiny prˇedpoklad˚u T, jestliˇze je dokazatelny´ v modifikovane´m
kalkulu, ve ktere´m se kromeˇ beˇzˇny´ch inicia´ln´ıch sekvent˚u prˇipousˇteˇj´ı jesˇteˇ inicia´ln´ı sekventy tvatu
⇒ ϕ, kde ϕ ∈ T .
2.8 Prˇ´ıklady d˚ukaz˚u vy´rokove´ logiky
Zde uvedu pa´r mozˇnost´ı jak dany´ d˚ukaz sestrojit. Vezmeme si prozat´ım formuli vy´rokove´ logiky
(A∧B)∧A ⊃ (B∨A)∨B. Pomoc´ı pravidel Gentzenova kalkulu sestrojme d˚ukazy tautologicˇnosti
te´to formule. Pro na´zornost jsem pouzˇil neˇkolik r˚uzny´ch rˇesˇen´ı. Vsˇechny tyto stromy jsou platne´
d˚ukazy a jsou navza´jem ekvivalentn´ı. Liˇs´ı se jen typem a porˇad´ım pouzˇity´ch pravidel.
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Prˇ´ıklad 2.2. D˚ukaz formule s pravidlem CUT:
A⇒ A
LW
A⇒ B,A,C
R∨
A⇒ B ∨A,C
B ⇒ B
RW
C,A,B ⇒ B
L∧
C,A ∧B ⇒, B
CUT
A,A ∧B ⇒ B ∨A,B
L∧
A ∧ (A ∧B)⇒ B ∨A,B
R∨
A ∧ (A ∧B)⇒ (B ∨A) ∨B
L ⊃
⇒ A ∧ (A ∧B) ⊃ (B ∨A) ∨B
D˚ukaz formule s pravidlem Contraction:
B,A,A,B ⇒ B,A,A,B
RC
B,A,A,B ⇒ B,A,B
LC
A,A,B ⇒ B,A,B
R∨
A,A,B ⇒ B ∨A,B
L∧
A, (A ∧B)⇒ B ∨A,B
L∧
A ∧ (A ∧B)⇒ B ∨A,B
R∨
A ∧ (A ∧B)⇒ (B ∨A) ∨B
L ⊃
⇒ A ∧ (A ∧B) ⊃ (B ∨A) ∨B
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D˚ukaz formule s pravidlem Weakening:
A,B ⇒ A,B
RW
A,B ⇒ B,A,B
LW
A,A,B ⇒ B,A,B
R∨
A,A,B ⇒ B ∨A,B
L∧
A, (A ∧B)⇒ B ∨A,B
L∧
A ∧ (A ∧B)⇒ B ∨A,B
R∨
A ∧ (A ∧B)⇒ (B ∨A) ∨B
L ⊃
⇒ A ∧ (A ∧B) ⊃ (B ∨A) ∨B
Vrat’me se jesˇteˇ k citaci d˚ukazu o veˇteˇ o u´plnosti kalkulu. Du˚kaz dane´ho sekventu se sestrojuje
zpeˇtny´m pouzˇ´ıva´n´ım pravidel. Na prˇ´ıkladech je na´zorneˇ videˇt, zˇe ne vsˇechna pravidla jsme
v d˚ukazu potrˇebovali. Ve trˇet´ım stromu jsme se obesˇli bez pravidel C a CUT a veˇta o u´plnosti
by tedy platila i pro kalkul bez teˇchto dvou pravidel.
Neznamena´ to ovsˇem, zˇe by se zde tato pravidla vyskytovala zbytecˇneˇ. Naopak, naprˇ´ıklad
pravidlo CUT mu˚zˇe neˇktere´ d˚ukazy velmi rychle zkra´tit. Vsˇe za´vis´ı na zkusˇenosti cˇloveˇka
(rˇekneˇme s trochou nadsa´zky, jakou dany´ cˇloveˇk pouzˇije strategii, jakou d˚ukaz povede) a spra´vne´m
porˇad´ı pouzˇit´ı jednotlivy´ch pravidel. Pravidlo CUT je velice potrˇebne´, zejme´na pro formule pre-
dika´tove´ logiky 1. rˇa´du.
Za´meˇrneˇ jsme v prˇ´ıkladu pouzˇili tuto trivia´ln´ı formuli, abychom na n´ı uka´zali vsˇechny mozˇne´
varianty sestavova´n´ı d˚ukazu. Pro na´zornou prˇedstavu o slozˇitosti sestrojen´ı univerza´ln´ıho algo-
ritmu, ktery´ by tento kalkul rˇesˇil, by tato uka´zka meˇla stacˇit. Pozdeˇji tento algoritmus i s opti-
malizac´ı vysveˇtl´ım v sekci 3.
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2.9 Pravidla kalkulu pro predika´tovou logiku
Pro tuto logiku plat´ı vsˇechna pravidla popsana´ vy´sˇe. Nyn´ı mnozˇiny Γ,∆ jsou mnozˇiny pre-
dika´tovy´ch formul´ı. Da´le budeme pouzˇ´ıvat cˇtyrˇi kvantifika´torova´ pravidla.
A[x/t],Γ⇒ ∆
L∀
∀xA(x),Γ⇒ ∆
Γ⇒ A[x/y],∆
R∀ ∗gen
Γ⇒ ∀xA(x),∆
A[x/y],Γ⇒ ∆
L∃ ∗gen
∃xA(x),Γ⇒ ∆
Γ⇒ A[x/t],∆
R∃
Γ⇒ ∃xA(x),∆
V prˇ´ıpadeˇ pravidel oznacˇene´ ∗gen to jest L∃ a R∀ je promeˇnna´ y substituovatelna´ za x ve
formuli A a nema´ zˇa´dne´ volne´ vy´skyty v mnozˇineˇ Γ a ∆. U pravidel L∀ a R∃ je term t substi-
tuovatelny´ za x.
Vsˇimneˇte si, zˇe u vsˇech cˇtyrˇ kvantifikovany´ch pravidel ma´me co deˇlat s dosazen´ım za promeˇnou
a zˇe dosazen´ı vzˇdy smeˇrˇuje proti smeˇru u´vahy. Abychom oveˇrˇili, zˇe formule ∃xA(x) nebo ∀xA(x)
je spra´vneˇ odvozena´ ze vstupn´ı formule, mus´ıme oveˇrˇit, zˇe tuto vstupn´ı formuli mu˚zˇeme z´ıskat
z formule A (tj. z te´ formule, kterou z´ıska´me z principia´ln´ı formule odstraneˇn´ım kvantifika´toru
prvn´ıho v rˇadeˇ), dosad´ıme za x (tj. za tu promeˇnou, ktera´ je urcˇena on´ım kvantifika´torem). [5]
Pravidl˚um L∃ a R∀ rˇ´ıka´me pravidla generalizace, pravidl˚um R∃ a L∀ pravidla konkretizace.
Zde uvedeme jeden neforma´ln´ı d˚ukaz cituji Vı´teˇzslava Sˇvejdara: ([5] s. 183)
Pravidlo L∃ je formalizac´ı na´sleduj´ıc´ıho kroku:
. . . Ma´me zd˚uvodnit, zˇe plat´ı ∆, prˇicˇemzˇ v´ıme, zˇe existuje objekt s vlastnost´ı ϕ. Zvolme ta-
kovy´ objekt a oznacˇme jej y. Stacˇ´ı zd˚uvodnit, zˇe ∆ plat´ı za prˇedpokladu ϕx(y).
Analogicky je pravidlo R∀ formalizac´ı takove´hoto kroku:
. . . Ma´me zd˚uvodnit, zˇe vsˇechny objekty maj´ı vlastnost ϕ. Necht’ je tedy da´n neˇjaky´ objekt,
oznacˇme jej y. Stacˇ´ı zd˚uvodnit ϕx(y).
Oba kroky jsou spra´vne´ za prˇedpokladu, zˇe y zat´ım nic neoznacˇuje. Tomu odpov´ıda´ podmı´nka
u pravidel generalizace, zˇe y se nevyskytuje volneˇ v mnozˇina´ch Γ a ∆ ani ve formuli ∃xϕ
resp.∀xϕ. Tato podmı´nka by´va´ v literaturˇe oznacˇena neˇmecko-anglicky´m na´zvem eigenvariable
condition. V nasˇem textu j´ı rˇ´ıkejme podmı´nka EVC. Vsˇimneˇme si jesˇteˇ, zˇe pravidla generalizace
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prˇipousˇteˇj´ı, aby x a y byla tata´zˇ promeˇnna´. V tom prˇ´ıpadeˇ se pravidla L∃ a R∀ podobaj´ı pra-
vidl˚um Gen-E a Gen-A Hilbertovske´ho kalkulu a je automaticky splneˇno, zˇe promeˇnna´ y nema´
volne´ vy´skyty ve formuli ∃xϕ resp.∀xϕ.
Nejle´pe vsˇe vysveˇtl´ıme na konkre´tn´ıch prˇ´ıkladech. Pro lepsˇ´ı pochopen´ı zde uva´d´ıme jen
sekventy bez logicky´ch spojek. Nezapomenˇte, zˇe d˚ukaz sestavujeme odspodu. Vsˇimneˇte si, zˇe
nejprve odvod´ıme z formule ∃xP (x) formuli P (x) pouzˇit´ım pravidla R∃. Azˇ pote´ mu˚zˇeme pouzˇ´ıt
pravidlo L∀, v opacˇne´m porˇad´ı by to nebylo mozˇne´, nebyla by splneˇna podmı´nka EVC.
Prˇ´ıklad 2.3. obsahuj´ıc´ı vsˇeobecne´ i existencˇn´ı kvantifika´tory:
P (a)⇒ P (a)
L∀
∀xP (x)⇒ P (a)
R∃
∀xP (x)⇒ ∃yP (y)
Prˇ´ıklad 2.4. obsahuj´ıc´ı jenom vsˇeobecne´ kvantifika´tory:
P (x)⇒ P (x)
R∀
∀xP (x)⇒ P (x)
R∀
∀xP (x)⇒ ∀yP (y)
Prˇ´ıklad 2.5. obsahuj´ıc´ı jenom existencˇn´ı kvantifika´tory:
P (y)⇒ P (y)
P∃
P (y)⇒ ∃yP (y)
L∃
∃xP (x)⇒ ∃yP (y)
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Uvedeme jesˇteˇ jednu mozˇnou kombinaci kvantifika´tor˚u. Nı´zˇe popsany´ strom d˚ukazem ovsˇem
nen´ı. Zde byla podmı´nka EVC porusˇena. Formule ∃xP (x) ⊃ ∀yP (y) nen´ı logicky platna´. Proto
nema´ sekvent ∃xP (x) ⇒ ∀yP (y)v Gentzenoveˇ kalkulu zˇa´dny´ d˚ukaz. Tuto formuli mu˚zˇeme in-
terpretovat: ”neˇktera´ P jsou vsˇechna P”, cozˇ je ocˇividneˇ sˇpatneˇ.
Prˇ´ıklad 2.6.
P (x)⇒ P (x)
R∃
∃xP (x)⇒ P (x)
R∀
∃xP (x)⇒ ∀yP (y)
Cely´ tento proces eliminace kvantifika´tor˚u Gentzenova kalkulu v sobeˇ absorbuj´ı principy uni-
fikace. Spra´vne´ pouzˇ´ıva´n´ı pravidel pro kvantifika´tory vyzˇaduje zvla´sˇtn´ı pecˇlivost. Cely´ postup
vysveˇtl´ım v sekci 3.5 na prˇ´ıkladech pro eliminaci kvantifika´tor˚u. Na tomto mı´steˇ zmı´n´ıme jen
lemma o substituci, cituji Vı´teˇzslava Sˇvejdara ([5] s. 192):
Necht’ P je d˚ukaz, necht’ z je promeˇnna´, ktera´ v d˚ukazu P nen´ı generalizova´na, necht’ s je
term, jehozˇ zˇa´dna´ promeˇnna´ nen´ı v d˚ukazu P generalizova´na ani kvantifikova´na. Pak Pz(s),
vy´sledek substituce termu s za vsˇechny volne´ vy´skyty promeˇnne´ z v d˚ukazu P, je opeˇt d˚ukazem.
Cituji mysˇlenku substituce: Nen´ı-li zˇa´dna´ promeˇnna´ termu s v d˚ukazu P kvantifikova´na, pak
term s je v kazˇde´ formuli d˚ukazu P substituovatelny´ za z. Pravidla generalizace umozˇnˇuj´ı gene-
ralizovat promeˇnne´, nikoliv termy. Na tom se ale nic nepokaz´ı, nebot’ term s nedosazujeme za
promeˇnnou, ktera´ je kdekoliv v d˚ukazu P generalizova´na. Protozˇe zˇa´dna´ promeˇnna´ termu s nen´ı
v d˚ukazu P generalizova´na, substituce termu s nezanese nezˇa´douc´ı volne´ promeˇnne´ do zˇa´dne´ho
mı´sta, kde je v P pouzˇito pravidlo generalizace, tj. nikde nepokaz´ı platnost podmı´nky EVC. QED.
Obecny´ princip uzˇ´ıva´n´ı kvantifika´torovy´ch pravidel vyjadrˇuje tento strom:
φ⇒ φ
L∀
∀vφ⇒ φ
R∃
∀vφ⇒ ∃uφ
L∃ (u je va´zana´ napravo)
∃u∀vφ⇒ ∃uφ
R∀ (v je va´zana´ nalevo)
∃u∀vφ⇒ ∀v∃uφ
R ⊃
⇒ ∃u∀vφ ⊃ ∀v∃uφ
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2.10 Prˇ´ıklady d˚ukaz˚u predika´tove´ logiky
Nyn´ı mu˚zˇeme uve´st bez pochyb trosˇku slozˇiteˇjˇs´ı d˚ukaz, naprˇ´ıklad formule ∃x(A(x) ⊃ B) ⊃
∀yA(y) ⊃ B ma´ v Gentzenoveˇ kalkulu takovy´ sekventovy´ strom. Strom koncˇ´ı axiomem. Formule
je tedy dokazatelna´.
Prˇ´ıklad 2.7.
A(y)⇒ A(y)
L∀
∀yA(y)⇒ A(y) B ⇒ B
L ⊃
A(y) ⊃ B, ∀yA(y)⇒ B
L∃
∃x(A(x) ⊃ B),∀yA(y)⇒ B
R ⊃
∃x(A(x) ⊃ B)⇒ ∀yA(y) ⊃ B
R ⊃
⇒ ∃x(A(x) ⊃ B) ⊃ ∀yA(y) ⊃ B
Naprˇ´ıklad formule ∃xA(x) ∨ ∃xB(x) ⊃ ∃y((A)(y) ∨B(y)) je v Gentzenoveˇ kalkulu dokazatelna´.
Ma´ takovy´ sekventovy´ strom.
Prˇ´ıklad 2.8.
A(y)⇒ A(y)
RW
A(y)⇒ A(y), B(y)
R∨
A(y)⇒ A(y) ∨B(y)
R∃
A(y)⇒ ∃y(A(y) ∨B(y))
L∃
∃xA(x)⇒ ∃y(A(y) ∨B(y))
B(y)⇒ B(y)
RW
B(y)⇒ A(y), B(y)
R∨
B(y)⇒ A(y) ∨B(y)
R∃
B(y)⇒ ∃y(A(y) ∨B(y))
L∃
∃xB(x)⇒ ∃y(A(y) ∨B(y))
L∨
∃xA(x) ∨ ∃xB(x)⇒ ∃y((A)(y) ∨B(y))
R ⊃
⇒ ∃xA(x) ∨ ∃xB(x) ⊃ ∃y((A)(y) ∨B(y))
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Jak jsme jizˇ zmı´nili, existuje mnoho variant, jak jednotlivy´ d˚ukaz provedeme. Pokud jsou pra-
vidla uzˇita´ korektneˇ, jsou d˚ukazy ekvivalentn´ı. Naprˇ´ıklad formuli (∀xA(x) ⊃ B) ⊃ ∃y(A(y) ⊃ B)
mu˚zˇeme doka´zat jednak s pravidlem C ale i bez neˇj.
Prˇ´ıklad 2.9. d˚ukaz s pravidly Contraction:
A(y)⇒ A(y)
RW
A(y)⇒ A(y), B
R ⊃
⇒ A(y), A(y) ⊃ B
R∃
⇒ A(y), ∃y(A(y) ⊃ B)
R∀
⇒ ∀xA(x), ∃y(A(y) ⊃ B) B ⇒ B
L ⊃
∀xA(x) ⊃ B ⇒ ∃y(A(y) ⊃ B), B
LW
∀xA(x) ⊃ B,A(a)⇒ ∃y(A(y) ⊃ B), B
R ⊃
∀xA(x) ⊃ B ⇒ ∃y(A(y) ⊃ B), A(a) ⊃ B
R∃
∀xA(x) ⊃ B ⇒ ∃y(A(y) ⊃ B),∃x(A(x) ⊃ B)
RC
∀xA(x) ⊃ B ⇒ ∃y(A(y) ⊃ B)
R ⊃
⇒ (∀xA(x) ⊃ B) ⊃ ∃y(A(y) ⊃ B)
D˚ukaz bez pravidel Contraction:
A(y)⇒ A(y)
RW
A(y)⇒ A(y), B
R ⊃
⇒ A(y), A(y) ⊃ B
R∃
⇒ A(y),∃y(A(y) ⊃ B)
R∀
⇒ ∀xA(x), ∃y(A(y) ⊃ B)
B ⇒ B
LW
A(a), B ⇒ B
R ⊃
B ⇒ A(a) ⊃ B
R∃
B ⇒ ∃x(A(y) ⊃ B)
L ⊃
∀xA(x) ⊃ B ⇒ ∃y(A(y) ⊃ B)
R ⊃
⇒ (∀xA(x) ⊃ B) ⊃ ∃y(A(y) ⊃ B)
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Nyn´ı uvedeme d˚ukaz pro formuli ¬∃xA(x) ⊃ ∀y¬A(y) s vyuzˇit´ım pravidla CUT. Tato for-
mule je v Gentzenoveˇ kalkulu dokazatelna´. Kazˇda´ takova´ formule dokazatelna´ prostrˇednictv´ım
pravidla CUT ma´ i bezrˇezovy´ d˚ukaz. Tuto formuli proto mus´ıme doka´zat i bezrˇezoveˇ.
Prˇ´ıklad 2.10. s pravidlem CUT:
A(x)⇒ A(x)
R∃
A(x)⇒ ∃xA(x)
∃xA(x)⇒ ∃xA(x)
L¬
∃xA(x),¬∃xA(x)⇒
CUT
A(x),¬∃xA(x)⇒
R¬
¬∃xA(x)⇒ ¬A(x)
R∀
¬∃xA(x)⇒ ∀y¬A(y)
R ⊃
⇒ ¬∃xA(x) ⊃ ∀y¬A(y)
D˚ukaz bez pravidla CUT:
A(x)⇒ A(x)
R∃
A(x)⇒ ∃xA(x)
L¬
¬∃xA(x), A(x)⇒
R¬
¬∃xA(x)⇒ ¬A(x)
R∀
¬∃xA(x)⇒ ∀y¬A(y)
R ⊃
⇒ ¬∃xA(x) ⊃ ∀y¬A(y)
Existuje veˇta o eliminovatelnosti rˇezu, cituji ([5] s. 46): Kazˇdy´ sekvent dokazatelny´ v Gent-
zenoveˇ kalkulu je dokazatelny´ i bez uzˇit´ı pravidla rˇezu. Du˚kaz te´to veˇty je pomeˇrneˇ zdlouhavy´
a pro potrˇeby hleda´n´ı jednoduche´ho algoritmu ke Gentzenoveˇ kalkulu je pro nasˇe potrˇeby ne-
podstatny´. Jeho prˇesne´ zneˇn´ı najdete v Keleeneho knize.[7] Na´s bude zaj´ımat jen fakt, zˇe toto
pravidlo mu˚zˇeme pro potrˇeby algoritmizace kalkulu vyloucˇit, anizˇ bychom kalkul neˇjak oslabili,
ale o tom v´ıce v sekci 3.3: Redukce pravidel.
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2.11 Negace
V Gentzenoveˇ kalkulu pravidlo pro L¬, R¬ aplikujeme tak, zˇe jen prˇevedeme prˇesny´ tvar formule
na druhou stranu sekventove´ sˇipky. Prˇesneˇ jako je popsa´no v prˇ´ıkladu 2.10. Nepouzˇ´ıva´me funkci
negace jako takovou, ve ktere´ prˇi negova´n´ı zameˇnˇujeme kvantifika´tory, nebo meˇn´ıme konjunkci
na disjunkci atd.
V Gentzenoveˇ kalkulu totizˇ vycha´z´ıme z d˚ukaz˚u kontrapozice. Nezapomenˇme, zˇe vlastn´ı sek-
vent je cha´pa´n neforma´lneˇ takto (A ⊢ B). Tyto d˚ukazy kontrapozice vypadaj´ı tak, zˇe pokud
naprˇ´ıklad chceme doka´zat, zˇe za prˇedpokladu B plat´ı A, tak prˇedpokla´da´me, zˇe neplat´ı A (tj.
zˇe plat´ı ¬A), a doka´zˇeme, zˇe pak neplat´ı B (tj. plat´ı ¬B). Ru˚zne´ varianty tohoto postupu jsou
zna´zorneˇny na´sleduj´ıc´ımi cˇtyrˇmi pravidly.
Γ, A ⊢ B
Γ,¬B ⊢ ¬A
,
Γ, A ⊢ ¬B
Γ, B ⊢ ¬A
,
Γ,¬A ⊢ B
Γ,¬B ⊢ A
,
Γ,¬A ⊢ ¬B
Γ, B ⊢ A
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3 Algoritmus pro Gentzen˚uv kalkul
Vy´sˇe v textu jsem jizˇ zmı´nil, jak takovy´ kalkul funguje a nyn´ı se budu snazˇit strucˇneˇ popsat
algoritmus pro automaticke´ dokazova´n´ı v tomto kalkulu, ktery´ jsem sa´m navrhl a implementoval
do softwarove´ho na´stroje.
3.1 Syntaxe a se´mantika
Pro formule mus´ı by´t prˇedem da´na neˇjaka´ konkre´tn´ı prˇesna´ pravidla, podle ktery´ch je formule
mozˇne´ vytva´rˇet, a ktera´ urcˇuj´ı, co je a co nen´ı dobrˇe vytvorˇena´ formule. Algoritmus by vlastneˇ
nepoznal, zˇe vstupn´ı text je logicka´ formule, natozˇ aby s n´ım korektneˇ pracoval.
Pravidla, ktera´ urcˇuj´ı, jak formule vypadaj´ı se nazy´vaj´ı syntaxe. Oproti tomu se´mantika
prˇiˇrazuje teˇmto formul´ım neˇjaky´ vy´znam, urcˇuje co znamenaj´ı jednotlive´ symboly, jaky´ch prav-
divostn´ıch hodnot mohou naby´vat.
3.2 Syntakticky´ analyza´tor
Jednou z kl´ıcˇovy´ch veˇc´ı pro algoritmizaci logicke´ho d˚ukazove´ho kalkulu je syntakticky´ ana-
lyza´tor, anglicky takzvany´ parser.
Prˇi syntakticke´ analy´ze se vstupn´ı text transformuje na urcˇite´ datove´ struktury, veˇtsˇinou
syntakticky´ nebo derivacˇn´ı strom, ktere´ zachova´vaj´ı hierarchicke´ usporˇa´da´n´ı vstupn´ıch symbol˚u,
ktere´ jsou vhodne´ pro dalˇs´ı zpracova´n´ı. [8]
Syntakticke´ analy´ze prˇedcha´z´ı lexika´ln´ı analy´za, prˇi n´ızˇ se vstupn´ı text rozdeˇluje na posloup-
nost lexika´ln´ıch symbol˚u neboli token˚u. V nasˇem prˇ´ıpadeˇ litera´ly jazyka predika´tove´ logiky. Pro
parser to jsou da´le nedeˇlitelne´ stavebn´ı jednotky, ktere´ pouzˇ´ıva´ prˇi interpretaci vstupn´ıch dat.
V praxi parsery neby´vaj´ı programova´ny rucˇneˇ, ale pomoc´ı zvla´sˇtn´ıch programu˚ tzv. parser ge-
nera´tor˚u, pomoc´ı bezkontextovy´ch gramatik.
Pro na´sˇ u´cˇel, parsova´n´ı textu obsahuj´ıc´ıho logickou formuli, se na´m jev´ı vy´hodneˇjˇs´ı si ta-
kovy´ parser naimplementovat sami. Potrˇebujeme si totizˇ vytvorˇit vlastn´ı objekty, na ktere´ bu-
deme moci jednodusˇe aplikovat pravidla tohoto kalkulu. Le´pe se potom budeme orientovat ve
slozˇiteˇjˇs´ıch datovy´ch struktura´ch a mnohem prˇehledneˇjˇs´ı a lepsˇ´ı bude pro programa´tora pozdeˇjˇs´ı
validace takove´ datove´ struktury, ktera´ na´m slouzˇ´ı jako univerza´ln´ı nosicˇ nasˇeho vstupn´ıho tex-
tove´ho rˇeteˇzce s logickou formul´ı. Nyn´ı se na´sˇ algoritmus pokus´ım strucˇneˇ popsat.
Vy´sledny´ strom je reprezentovany´ datovou strukturou (tzv. kolekc´ı), ktera´ obsahuje jeden typ
objekt˚u, pracovneˇ ho nazveˇme segment (cˇa´st). Tento datovy´ objekt ma´ neˇkolik slot˚u nesouc´ıch
informace o povaze a urcˇen´ı typu nasˇeho objektu. Jedn´ım z takovy´ch slot˚u je i dalˇs´ı kolekce
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textovy´ch symbol˚u, reprezentuj´ıc´ı vstupn´ı textovy´ rˇeteˇzec. O jeho deˇlen´ı na dalˇs´ı objekty se
staraj´ı dva typy rekurzivn´ıch metod.
Prvn´ı metoda na´m rozdeˇl´ı na´sˇ segment na trˇi, neboli vytvorˇ´ı dalˇs´ı dveˇ veˇtve v nasˇem de-
rivacˇn´ım stromu. Stara´ se o deˇlen´ı logicke´ formule podle dua´ln´ıch logicky´ch funkc´ı (⊃,∨,∧), ale
i rozdeˇlen´ı podle sekventove´ sˇipky, nebo oddeˇlovac´ı cˇa´rky v antecedentu nebo sukcedentu.
Jina´ metoda na´m rozdeˇl´ı na´sˇ segment v urcˇite´m bodeˇ textu na dalˇs´ıho na´sledn´ıka, neboli
vytvorˇ´ı jen jednu veˇtev v derivacˇn´ım stromu. Stara´ se o rozdeˇlen´ı podle una´rn´ıch logicky´ch
funkc´ı (¬) nebo kvantifika´tor˚u, ale i predika´tovy´ch symbol˚u jazyka, rozdeˇlen´ı pomoc´ı za´vorek,
nebo symbol˚u zastupuj´ıc´ıch promeˇnne´ v jazyce predika´tove´ logiky 1. rˇa´du.
Jednotlive´ segmenty v sobeˇ nesou informaci prostrˇednictv´ım cˇ´ıselne´ho ukazatele, ktery´ uda´va´
identifika´tor na´sleduj´ıc´ıho segmentu, nebo identifika´tor rodicˇovske´ho segmentu. Takto vytvorˇena´
datova´ struktura po graficke´ vizualizaci na´m zna´zorn´ı derivacˇn´ı strom textove´ho rˇeteˇzce. Jestli se
bude jednat o spra´vneˇ utvorˇenou formuli o to se stara´ jina´ metoda, ktera´ jizˇ pracuje s t´ımto de-
rivacˇn´ım stromem. Za pomoc´ı ukazatel˚u se mohou pomocne´ metody po tomto stromeˇ pohybovat
v jake´mkoli smeˇru a hledat, nebo r˚uzneˇ upravovat jednotlive´ uzly.
Prˇ´ıklad prˇevodu takove´ho textu s dobrˇe utvorˇenou logickou formul´ı v sekventove´m tvaru
vid´ıte na obra´zku n´ızˇe. Na graficke´ reprezentaci derivacˇn´ıho stromu jsou ukazatele zna´zorneˇny
hveˇzdicˇkou. Sekvent ve tvaru ⇒ ∃x(A(x) ⊃ B) ⊃ ∀xA(x) ⊃ B ma´ tento derivacˇn´ı strom.
Jednotlive´ uzly takto vytvorˇene´ho derivacˇn´ıho stromu se zkontroluj´ı pomoc´ı regula´rn´ıch
vy´raz˚u. Urcˇ´ı se mozˇne´ chybne´ symboly, pa´rova´n´ı za´vorek, promeˇnne´ u kvantifika´tor˚u, atd.
V tomto konkre´tn´ım prˇ´ıkladeˇ je syntaxe v porˇa´dku. Cely´ tento proces si ale le´pe prˇedstav´ıme
v na´sleduj´ıc´ı uka´zce, kde je graficky zna´zorneˇna kolekce objekt˚u. Objekty jednotlive´ (segmenty)
zna´zorn´ım cˇerny´m obde´ln´ıkem a cˇ´ıslo v hlavicˇce je jeho identifika´tor, ktery´ na´m bude slouzˇit
jako ukazatel. V obde´ln´ıku je textovy´ rˇeteˇzec. Cˇerny´ text je v procesu cha´pa´n jako litera´t dane´ho
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jazyka a cˇerveny´ text je ukazatel na dalˇs´ı segment. Proces tvorby derivacˇn´ıho stromu je rozdeˇlen
do osmi krok˚u, jejich porˇad´ı je navza´jem nezameˇnitelne´.
1. Inicializace objektu s textem
0
⇒ ∃x(A(x) ⊃ B(x)) ⊃ ∀xA(x) ⊃ B
2. Rozdeˇlen´ı podle sekventove´ sˇipky
0
*1 ⇒ *2 ,
1
,
2
∃x(A(x) ⊃ B) ⊃ ∀xA(x) ⊃ B
3. Rozdeˇlen´ı podle za´vorek, bere v u´vahu jen typ otev´ırac´ı nebo uzav´ırac´ı za´vorka.
0
*1 ⇒ *2 ,
1
,
2
∃x∗3 ⊃ ∀xA∗4 ⊃ B ,
3
(∗5) ,
4
(∗6) ,
5
A∗7 ⊃ B ,
6
x ,
7
x
4. Rozdeˇlen´ı podle cˇa´rek. V nasˇem prˇ´ıkladu bude kolekce beze zmeˇny.
0
*1 ⇒ *2 ,
1
,
2
∃x∗3 ⊃ ∀xA∗4 ⊃ B ,
3
(∗5) ,
4
(∗6) ,
5
A∗7 ⊃ B ,
6
x ,
7
x
5. Rozdeˇlen´ı podle bina´rn´ıch logicky´ch operac´ı. Pokud je v jednom segmentu v´ıce logicky´ch
spojek, postupuje se podle nejmensˇ´ı priority (⊃,∨,∧).
0
*1 ⇒ *2 ,
1
,
2
∗8 ⊃ ∗9 ,
3
(∗5) ,
4
(∗6) ,
5
∗12 ⊃ ∗13 ,
6
x ,
7
x ,
8
∃x∗3 ,
9
∗10 ⊃ ∗11 ,
10
∀A∗4 ,
11
B ,
12
A∗7 ,
13
B
6. Rozdeˇlen´ı podle kvantifika´tor˚u.
0
*1 ⇒ *2 ,
1
,
2
∗8 ⊃ ∗9 ,
3
(∗5) ,
4
(∗6) ,
5
∗12 ⊃ ∗13 ,
6
x ,
7
x ,
8
∃∗14 ,
9
∗10 ⊃ ∗11 ,
10
∀∗15 ,
11
B ,
12
A∗7 ,
13
B ,
14
x∗3 ,
15
A∗4
7. Rozdeˇlen´ı podle logicke´ spojky negace. V nasˇem prˇ´ıkladu bude kolekce beze zmeˇny.
8. V posledn´ım kroku algoritmu probeˇhne analy´za jednotlivy´ch segment˚u, pomoc´ı regula´rn´ıch
vy´raz˚u. Na tomto mı´steˇ se vyhodnot´ı syntakticke´ chyby a dopln´ı, poprˇ´ıpadeˇ uberou vneˇjˇs´ı
za´vorky. Dopln´ı se sloty k jednotlivy´m objekt˚um, ktere´ na´m urcˇuj´ı litera´ty jazyka, nebo r˚uzne´
druhy prˇ´ıvlastk˚u v derivacˇn´ım stromu, naprˇ´ıklad arita predika´tovy´ch symbol˚u atd.
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Takto interpretovana´ struktura derivacˇn´ıho stromu na´m vzˇdy zajist´ı levy´ podstrom na indexu
1, pravy´ podstrom na indexu 2.
Je trˇeba jesˇteˇ osˇetrˇit neˇktere´ vstupy. Naprˇ´ıklad pokud zadany´ textovy´ rˇeteˇzec obsahuje
dveˇ sekventove´ sˇipky, to znamena´, zˇe jsou dva sekventy na jednom rˇa´dku. V takove´m prˇ´ıpadeˇ
algoritmus mus´ı bezpecˇneˇ poznat, na jake´m mı´steˇ v textu koncˇ´ı levy´ sekvent a kde zacˇ´ına´ pravy´
sekvent. To se provede tak, zˇe se ve stromu projedou vsˇechny uzly nalevo od druhe´ sekventove´
sˇipky a tam, kde regula´rn´ı vy´raz zjist´ı v textu neˇktere´ho objektu mezeru, bere tento bod jako
deˇl´ıc´ı prvek obou stromu˚.
Parser, implementovany´ pro tento kalkul, rozpozna´va´ symboly jazyka vy´rokove´ nebo pre-
dika´tove´ logiky 1. rˇa´du. Jejich prˇesny´ vy´cˇet je:
1. Individuove´ promeˇnne´ - znacˇ´ı se symboly x, y, z prˇ´ıpadneˇ s indexy x1, z100 ...
2. Individuove´ konstanty - znacˇ´ıme maly´mi p´ısmeny (a, b, c, ...) prˇ´ıpadneˇ s indexy.
3. Funkcˇn´ı symboly - ty budeme oznacˇovat maly´mi p´ısmeny f(), g(), h(), ..., stacˇ´ı pokud za
maly´m p´ısmenem bude za´vorka.
4. Predika´tove´ symboly - zacˇ´ınaj´ı velky´mi p´ısmeny P, Q, Love, ...
5. Logicke´ spojky - ¬,∧,∨,⊃,≡
6. Kvantifika´tory - ∀, ∃
7. Za´vorky - (, ), [, ], {, }, ktere´ jsou pouzˇity jako pomocne´ symboly pro explicitn´ı vyja´drˇen´ı
priorit, prˇ´ıpadneˇ pro lepsˇ´ı cˇitelnost vy´raz˚u.
3.3 Redukce pravidel
Pro automatizovane´ dokazova´n´ı v Gentzenoveˇ kalkulu je potrˇeba zredukovat neˇktera´ pravidla
pro jejich cˇasovou slozˇitost nebo na´rocˇnou algoritmizovatelnost. Vesˇkere´ redukce mus´ı by´t ekvi-
valentn´ı a nesmı´ narusˇit korektnost a u´plnost Gentzenova kalkulu. Pod´ıvejme se nejprve na
struktura´ln´ı pravidla. Naprˇ´ıklad pravidlo CUT mu˚zˇeme bez obav vyloucˇit, cozˇ jsme si doka´zali
pomoc´ı veˇty o eliminovatelnosti rˇezu. Pravidlo CUT je pomeˇrneˇ na´rocˇneˇ algoritmizovatelne´
a proto ho tedy vyloucˇ´ıme. T´ım se na´m v neˇktery´ch prˇ´ıpadech sekventovy´ strom prodlouzˇ´ı,
ale algoritmicky se tento proces vy´razneˇ zjednodusˇ´ı. Dalˇs´ı struktura´ln´ı pravidlo Contraction
(oznacˇovane´ C) by meˇlo za na´sledek tvorbu nekonecˇny´ch vy´pocˇetn´ıch veˇtv´ı dane´ho d˚ukazu, pro
levou nebo pravou stranu sekventu, proto na´m vypusˇteˇn´ı tohoto pravidla cely´ proces vy´razneˇ
vy´pocˇetneˇ zjednodusˇ´ı. Jedine´ struktura´ln´ı pravidlo W ponecha´me, ale jen s podmı´nkou pouzˇit´ı
v konecˇny´ch listech stromu kv˚uli lepsˇ´ı cˇitelnosti axiomu. Jinak by meˇlo jeho bezhlave´ vyuzˇ´ıva´n´ı,
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neˇkde hluboko vneˇ sekventove´ho stromu, fata´ln´ı na´sledky. Neˇktere´ formule by se na´m mohly
zacˇ´ıt ztra´cet a rezˇie algoritmu, ktera´ by tento proces hl´ıdala, by byla zase cˇasoveˇ na´rocˇna´.
Ve skutecˇnosti jsem jizˇ na zacˇa´tku takovou malou redukci pravidel provedl, v origina´ln´ım
zneˇn´ı Gentzenova kalkulu pravidla L∧ a R∨ maj´ı tento prˇedpis:
Ai,Γ⇒ ∆
L∧ (i = 0, 1 )
A0 ∧A1,Γ⇒ ∆
Γ⇒ ∆, Ai
R∨ (i = 0, 1 )
Γ⇒ ∆, A0 ∨A1
Takto definovana´ pravidla na´m cˇa´st formule A odmazˇou, proto se mus´ı kombinovat s pravidlem
Contraction. Zvolil jsem jejich jednodusˇsˇ´ı verzi.
A,B,Γ⇒ ∆
L∧
A ∧B,Γ⇒ ∆
Γ⇒ ∆, A,B
R∨
Γ⇒ ∆, A ∨B
Dalˇs´ı redukce jiny´ch pravidel bych jizˇ nedoporucˇoval. Chceme totizˇ algoritmizovat cely´ Gen-
tzen˚uv kalkul, tak jak ho navrhl. Dalˇs´ı zava´deˇn´ı redukc´ı by na´m tento kalkul sp´ıˇse smeˇrˇoval
do jiny´ch logicky´ch kalkul˚u nebo algoritmu˚, naprˇ´ıklad Skolemizace nebo unifikace. Proto si
vystacˇ´ıme jen s redukc´ı struktura´ln´ıch pravidel, ktera´ nemaj´ı na korektnost a u´plnost vy´sledne´ho
kalkulu zˇa´dny´ vliv.
3.4 Hlavn´ı rysy algoritmu
Hlavn´ı princip pro spra´vne´ a korektn´ı aplikova´n´ı pravidel je jejich pouzˇit´ı na spra´vne´m mı´steˇ
a ve spra´vny´ cˇas. Proto je pro kazˇdou formuli na vrcholu sekventove´ho stromu potrˇeba sestavit
derivacˇn´ı strom. V korˇenu tohoto derivacˇn´ıho stromu je bud’ logicka´ spojka nebo kvantifika´tor.
Pro tyto symboly se pak mu˚zˇe pouzˇ´ıt prˇ´ıslusˇne´ pravidlo v za´vislosti na postaven´ı sekventove´
sˇipky (pravidla pro levou nebo pravou stranu).
Samostatny´ sekvent obsahuje sice minima´lneˇ jednu formuli, ale obecneˇ jich mu˚zˇe by´t libo-
volne´ spocˇetne´ mnozˇstv´ı. V takovou chv´ıli ma´me na jedne´ u´rovni sekventove´ho stromu neˇkolik
derivacˇn´ıch podstromu˚ a neˇkolik mozˇnost´ı vyuzˇit´ı konkre´tn´ıch pravidel. Jak poznat, ktere´ pravi-
dlo aplikovat prvn´ı, aby algoritmus pro automaticke´ dokazova´n´ı vedl ke zda´rne´mu c´ıli? Proble´m
jsem vyrˇesˇil zaveden´ım prioritn´ıho syste´mu. Logicke´ spojky maj´ı prˇednost prˇed kvantifika´tory,
protozˇe vy´sledne´ sekventy po eliminaci spojek v jake´mkoliv porˇad´ı jsou vzˇdy navza´jem ekvi-
valentn´ı. Nicme´neˇ pro lepsˇ´ı cˇitelnost sekventove´ho stromu maj´ı i pravidla pro logicke´ spojky
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toto prioritn´ı porˇad´ı: L ⊃, R ⊃, L∨, R∨, L∧, R ∧ L¬, R¬. Porˇad´ı je odvozeno obecneˇ z priorit
pro spojky, jenom obra´ceneˇ. Du˚kaz sestavujeme od spodu nahoru. Po eliminaci logicky´ch spojek
prˇijdou na rˇadu kvantifika´tory, u teˇch je to mnohem slozˇiteˇjˇs´ı.
3.5 Prˇ´ıklady eliminace kvantifika´tor˚u
Kv˚uli platnosti podmı´nky EVC je porˇad´ı jejich eliminace na´sledovne´: R∀, L∃, R∃, L∀. Nejprve je
nutne´ pouzˇ´ıt pravidla generalizace a pote´ konkretizace. Nutno jesˇteˇ pohl´ıdat na jake´ promeˇnne´
se ony kvantifika´tory va´zˇou a jestli tyto promeˇnne´ maj´ı vy´skyty i v jiny´ch formul´ıch onoho
sekventu. Strucˇneˇ rˇecˇeno, pokud je to mozˇne´, nejprve uplatn´ıme pravidlo pro generalizaci R∀
nebo L∃. Popis moj´ı implementace se va´m pokus´ım strucˇneˇ popsat na konkre´tn´ım prˇ´ıkladu.
Uvedu prˇ´ıklad formule ∃x1∀y1P (x1, y1) ⊃ ∀y2∃x2P (x2, y2), prˇevedu ji rovnou na segment
bez logicky´ch spojek a prˇesneˇ pop´ıˇsu mu˚j algoritmus. V popisu algoritmu se budu snazˇit co
nejme´neˇ pouzˇ´ıvat terminologii matematicke´ logiky (jako je vy´raz term nebo promeˇnna´), ale
budu uzˇ´ıvat jen termı´n symbol, proto abych prˇesneˇ simuloval vlastnosti onoho procesu v pameˇti
pocˇ´ıtacˇe. Algoritmus syntakticke´ho analyza´toru (vy´sˇe popsany´) na´m generuje jeden derivacˇn´ı
strom. Objekty, ktere´ ho reprezentuj´ı, maj´ı prˇideˇleny prˇ´ıznak leva´ nebo prava´ cˇa´st. Pro lepsˇ´ı
srozumitelnost si ho fiktivneˇ rozdeˇl´ım na levy´ derivacˇn´ı strom a pravy´ derivacˇn´ı strom podle
sekventove´ sˇipky. Ma´me tedy zadany´ takovy´ sekvent reprezentovany´ textovy´m rˇeteˇzcem:
∃x1∀y1P (x1, y1)⇒ ∀y2∃x2P (x2, y2)
V leve´ formuli je v korˇenu jej´ıho derivacˇn´ıho stromu ∃ a v prave´ formuli ∀. Podle priority
ma´ prˇednost pravy´ ∀. Proto jako prvn´ı uplatn´ıme pravidlo R∀. To je pravidlo generalizace.
Implementovana´ funkce generalizace nejprve zjist´ı, ktery´ symbol je prˇ´ıtomny´ u kvantifika´toru,
ktery´ chceme eliminovat. Zjist´ı jeho vazbu na konkre´tn´ı predika´tove´ symboly a ty si ulozˇ´ı do
pomocne´ metody. Ukla´da´ si i jejich aritu a index (mı´sto vy´skytu), kde se symbol promeˇnne´ v
predika´tu nale´za´. V tomto prˇ´ıkladeˇ je v pomocne´ metodeˇ ulozˇen predika´t: P, arita: 2, symbol:
y2, index: 2.
Dalˇs´ım krokem implementovane´ funkce generalizace je zjistit, jestli neˇkde v textove´m rˇeteˇzci
je stejny´ predika´tovy´ symbol se stejnou aritou. Pokud ano, pod´ıva´ se mı´sto kam ukazuje jeho
index pro vy´skyt hledane´ho symbolu. Tento symbol si zapamatuje a pod´ıva´ se, jestli je kvantifi-
kova´n. Pokud ano, jedna´ se jisteˇ o symbol oznacˇuj´ıc´ı promeˇnnou, proto mu˚zˇe moje metoda tento
symbol prˇevz´ıt a pouzˇ´ıt pro eliminaci p˚uvodn´ıho kvantifika´toru. Tak symbol oznacˇuj´ıc´ı p˚uvodn´ı
promeˇnnou prˇep´ıˇse symbolem prˇevzaty´m. T´ımto procesem se zajist´ı substituce promeˇnne´ za
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promeˇnnou. Podmı´nka EVC nebude porusˇena a takovy´ krok na´m v me´m algoritmu zarucˇ´ı korekt-
nost. V nasˇem prˇ´ıkladeˇ to bude symbol y1 kvantifikovany´ nalevo vsˇeobecny´m kvantifika´torem.
Pokud se takovy´ kvantifikovany´ symbol nenajde, je nutne´ postupovat jinak, ale to si vysveˇtl´ıme
na dalˇs´ım prˇ´ıkladu na na´sleduj´ıc´ı straneˇ. V nasˇem prˇ´ıkladu vy´sledek bude tento.
∃x1∀y1P (x1, y1)⇒ ∃x2P (x2, y1)
V dalˇs´ım kroku je v nove´m derivacˇn´ım stromu nalevo korˇen ∃ a napravo ∃. Podle priority
ma´ prˇednost levy´ ∃. Uplatn´ıme pravidlo L∃. To je pravidlo generalizace, ktere´ postupuje tak,
jak jsme si vysveˇtlili vy´sˇe. V nasˇem prˇ´ıkladu vy´sledny´ rˇeteˇzec bude tento.
∀y1P (x2, y1)⇒ ∃x2P (x2, y1)
Da´le je v korˇenech nalevo ∀ a napravo ∃. Prioritu ma´ pravy´ ∃. Uplatn´ıme pravidlo R∃, to
je konkretizace. Zjist´ı pomoc´ı derivacˇn´ıho stromu, ktery´ symbol se va´zˇe na eliminovany´ kvan-
tifika´tor a jeho vazbu na konkre´tn´ı predika´tove´ symboly. Do pomocne´ metody si ulozˇ´ı ony
predika´tove´ symboly, jejich aritu a index. V tomto prˇ´ıkladu je v pomocne´ metodeˇ ulozˇen pre-
dika´t: P, arita: 2, symbol: x2, index: 1. Da´le mus´ı zjistit, jestli neˇkde v derivacˇn´ım stromu je
stejny´ predika´tovy´ symbol se stejnou aritou. Pokud ano, pod´ıva´ se na mı´sto kam ukazuje jeho
index pro vy´skyt hledane´ho symbolu. Tento symbol si zapamatuje a pod´ıva´ se, jestli je kvantifi-
kova´n. Vsˇe je zat´ım obdobne´ jako v metodeˇ pro generalizaci. Podstatny´ rozd´ıl je vtom, zˇe tento
symbol pra´veˇ naopak nemu˚zˇe by´t kvantifikovany´, protozˇe v tomto pravidle mus´ıme dosazovat
term za promeˇnnou. Pokud ovsˇem kvantifikova´ny je, nejedna´ se o symbol oznacˇuj´ıc´ı term a proto
ho metoda nemu˚zˇe pouzˇ´ıt. Alternativn´ı postup, pokud by k takove´ situaci dosˇlo, vysveˇtl´ım na
na´sleduj´ıc´ı straneˇ na jine´m prˇ´ıkladu. V nasˇem prˇ´ıkladu vy´sledny´ rˇeteˇzec bude tento.
∀y1P (x2, y1)⇒ P (x2, y1)
Dalˇs´ı krok algoritmu, nalevo ∀. Uplatn´ı se pravidlo L∀, to je konkretizace. Postupuje se stejny´m
zp˚usobem.
P (x2, y1)⇒ P (x2, y1)
Nyn´ı maj´ı levy´ a pravy´ derivacˇn´ı strom v korˇenu objekt oznacˇeny´ jako predika´tovy´ symbol
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a neexistuje jizˇ pravidlo, ktere´ by mohl algoritmus uplatnit. Pokud se text v teˇchto objektech
shoduje, jedna´ se o axiom. Proto t´ımto krokem na´sˇ algoritmus koncˇ´ı. Formule ma´ v Gentzenoveˇ
kalkulu d˚ukaz.
Zkusme v nasˇ´ı vstupn´ı formuli ∃x1∀y1P (x1, y1) ⊃ ∀y2∃x2P (x2, y2) otocˇit antecedent a kon-
sekvent. Je jasne´, zˇe na´m spojka implikace vytvorˇ´ı formuli, ktera´ nen´ı tautologie. Pojd’me
se proto pod´ıvat, jak se na´sˇ algoritmus bude chovat v takove´m prˇ´ıkladu. Na tomto prˇ´ıkladu
vysveˇtl´ım ony alternativn´ı postupy zmı´neˇne´ v textu vy´sˇe. Ma´me tedy zadany´ sekvent reprezen-
tovany´ textovy´m rˇeteˇzcem:
∀y1∃x1P (x1, y1)⇒ ∃x2∀y2P (x2, y2)
V leve´ formuli je v korˇenu jej´ıho derivacˇn´ıho stromu ∀ a v prave´ formuli ∃. Podle priority ma´
prˇednost pravy´ ∃. Proto jako prvn´ı uplatn´ıme pravidlo R∃. To je pravidlo konkretizace. Nyn´ı
mu˚j algoritmus nenajde symbol, ktery´ by se va´zal k takove´mu predika´tu a k takove´mu indexu,
ktery´ nen´ı kvantifikovany´. Proto pro eliminaci kvantifika´toru mus´ı pouzˇ´ıt jiny´ symbol. Zvol´ıme
jakoukoli konstantu, ktera´ se nikde ve formuli nevyskytuje. V nasˇem prˇ´ıkladeˇ to bude symbol a.
O generova´n´ı onoho symbolu se stara´ jina´ pomocna´ metoda, ktera´ nab´ız´ı symboly podle
abecedy. Pokud jizˇ je neˇkde v derivacˇn´ım stromu pouzˇit, nab´ıdne na´m v porˇad´ı dalˇs´ı. Symbol
a se v nasˇem prˇ´ıpadeˇ nikde v derivacˇn´ım stromu nevyskytuje, proto se tento symbol uplatn´ı
v onom pravidlu a da´le bude platit v nasˇ´ı formuli jako term. Tento krok take´ bude korektn´ı,
a nav´ıc na´m zajist´ı, pokud by se nejednalo o tautologii, zˇe by axiom nakonec nemohl vzniknout.
V nasˇem prˇ´ıkladu vy´sledny´ rˇeteˇzec bude tento.
∀y1∃x1P (x1, y1)⇒ ∀y2P (a, y2)
V dalˇs´ım kroku je v nove´m derivacˇn´ıho stromu nalevo korˇen ∀ a napravo ∀. Podle priority ma´
prˇednost pravy´ ∀. Uplatn´ıme pravidlo R∀. To je pravidlo generalizace. Symbol y2, ktery´ je va´za´n
kvantifika´torem, ma´ predika´t: P. Ten na leve´ straneˇ ma´ kvantifikovany´ symbol y1, podmı´nka je
splneˇna, proto tento symbol pouzˇije.
∀y1∃x1P (x1, y1)⇒ P (a, y1)
Dalˇs´ı krok nalevo ∀ a napravo je jen predika´tovy´ symbol. Uplatn´ı se L∀, to je pravidlo
konkretizace. Pomoc´ı popsane´ho postupu vy´sˇe bude podmı´nka splneˇna a proto se symbol y1
mu˚zˇe pouzˇ´ıt.
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∃xP (x, y1)⇒ P (a, y1)
V leve´ formuli ∃ a napravo je jen predika´tovy´ symbol. Uplatn´ı se L∃, to je pravidlo genera-
lizace. Uplatn´ı se algoritmus pro generalizaci, v postupu popsane´m vy´sˇe se podmı´nka nespln´ı,
proto se necha´ vygenerovat konstanta, ktera´ se nikde v derivacˇn´ım stromu nevyskytuje a pouzˇije
se.
P (b, y1)⇒ P (a, y1)
Nyn´ı maj´ı levy´ a pravy´ derivacˇn´ı strom v korˇenu objekt oznacˇeny´ jako predika´tovy´ symbol
a neexistuje jizˇ pravidlo, ktere´ by mohl algoritmus uplatnit. Text se v teˇchto objektech neshoduje,
nejedna´ se proto o axiom. T´ımto krokem na´sˇ algoritmus koncˇil. Formule nema´ v Gentzenoveˇ
kalkulu d˚ukaz.
Pro lepsˇ´ı na´zornost zde jesˇteˇ uvedu obra´zek cˇ. 2, na ktere´m princip implementovane´ho algo-
ritmu pro pravidlo R∀ graficky zna´zornˇuji. V te´to formuli je podmı´nka pro pravidlo generalizace
splneˇna, eliminujeme ∀z a dosazujeme x. U vsˇech ostatn´ıch pravidel pro kvantifika´tory je tento
postup analogicky´.
Obra´zek 2: Sche´ma postupu algoritmu prˇi uzˇit´ı pravidla R∀.
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Jesˇteˇ uvedu prˇ´ıklady se vsˇemi kombinacemi pouzˇity´ch kvantifika´tor˚u, ktere´ jsme si jizˇ doka´zali
v prˇedchoz´ım textu v cˇa´sti: Prˇ´ıklady kalkulu predika´tove´ logiky. Nyn´ı jsou zde vyrˇesˇeny pro-
strˇednictv´ım nasˇeho algoritmu, ale jizˇ bez vysveˇtluj´ıc´ıho textu, jen v podobeˇ sekventovy´ch
stromu˚.
Prˇ´ıklad 3.1.
P (a)⇒ P (a)
L∀
∀xP (x)⇒ P (a)
R∃
∀xP (x)⇒ ∃xP (x)
Tato formule je prˇi pouzˇit´ı nasˇeho algoritmu dokazatelna´.
Prˇ´ıklad 3.2.
P (x)⇒ P (x)
R∀
∀xP (x)⇒ P (x)
R∀
∀xP (x)⇒ ∀yP (y)
Tato formule je prˇi pouzˇit´ı nasˇeho algoritmu dokazatelna´.
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Prˇ´ıklad 3.3.
P (y)⇒ P (y)
R∃
P (y)⇒ ∃yP (y)
L∃
∃xP (x)⇒ ∃yP (y)
Tato formule je prˇi pouzˇit´ı nasˇeho algoritmu dokazatelna´.
Prˇ´ıklad 3.4.
P (a)⇒ P (x)
R∃
∃xP (x)⇒ P (x)
R∀
∃xP (x)⇒ ∀yP (y)
Tato formule prˇi pouzˇit´ı nasˇeho algoritmu nema´ d˚ukaz, konecˇny´ segment totizˇ nen´ı axiom.
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4 Implementace
Pro implementaci aplikace jsme vybrali platformu Windows a jej´ı programovac´ı jazyk C#. Tento
jazyk je vyv´ıjen spolecˇneˇ s platformou .NET Framework. Rˇada inovac´ı v jazyce C# umozˇnˇuje
rychly´ vy´voj aplikac´ı prˇi zachova´n´ı expresivity a elegance jazyk˚u stylu C.
.NET je vy´vojova´ platforma pro obecne´ u´cˇely. Lze ji pouzˇ´ıt pro jaky´koliv typ aplikace. Tato
platforma ma´ neˇkolik kl´ıcˇovy´ch funkc´ı, ktere´ jsou atraktivn´ı pro mnoho vy´voja´rˇ˚u, vcˇetneˇ auto-
maticke´ spra´vy pameˇti. Cela´ platforma je pro modern´ı programovan´ı, ktere´ umozˇnˇuje efektivneˇ
a rychle vytva´rˇet vysoce kvalitn´ı aplikace.
4.1 Windows Presentation Foundation
Pro grafickou vrstvu aplikace jsem zvolil (z .NET platformy) Windows Presentation Foun-
dation, zkra´ceneˇ WPF. Ta se povazˇuje za prima´rn´ı API (Application Programming Interface)
syste´mu Windows Vista a vysˇsˇ´ı. Graficky´ subsyste´m WPF poskytuje novy´ vzhled, nove´ prin-
cipy prˇizp˚usoben´ı ovla´dac´ıch prvk˚u vcˇetneˇ animace 3D. WPF v praxi obsahuje dveˇ souvisej´ıc´ı
programovac´ı rozhran´ı C# a XAML (Extensibile Application Markup Language) zalozˇeny´ na
XML, zde se jednodusˇe vytva´rˇej´ı ko´dy k obsluze uda´lost´ı uzˇivatelske´ho vstupu. Vsˇechna gra-
fika funguje pomoc´ı Direct3D knihoven, to umozˇnˇuje hardwarovou akceleraci pomoc´ı graficke´
karty a pokrocˇilejˇs´ı graficke´ schopnosti. Na cele´ WPF je vyuzˇ´ıva´na vektorova´ grafika. V tomto
typu grafiky jsou vesˇkere´ objekty matematicky popsa´ny. Tyto objekty tvorˇ´ı jen kotv´ıc´ı body se
sourˇadnicemi, ktere´ jsou dynamicky prˇepocˇ´ıta´va´ny. Proto nen´ı zˇa´dny´ proble´m takovou grafiku
zobrazit na jake´mkoliv displeji nebo dokonce pla´tneˇ. Pokud je uzˇivatelske´ rozhran´ı takove´ apli-
kace dobrˇe navrzˇeno, tak se perfektneˇ prˇizp˚usob´ı i pomeˇru stran dane´ho zobrazovac´ıho zarˇ´ızen´ı.
[9]
4.2 Uzˇivatelske´ rozhran´ı
Za´kladem dobre´ho na´vrhu uzˇivatelske´ho rozhran´ı aplikace je prˇehledne´ a intuitivn´ı ovla´da´n´ı.
Jedn´ım ze za´kladn´ıch doporucˇen´ı prˇi vy´voji GUI (Graphical User Interface) je rˇ´ıdit se za´kladn´ımi
krite´rii dane´ platformy, v nasˇem prˇ´ıpadeˇ Windows. Pro tuto platformu jsou sestavena za´kladn´ı
pravidla prˇ´ımo firmou Microsoft, takzvana´ User Interface Guidelines. V dnesˇn´ı dobeˇ plne´ nej-
r˚uzneˇjˇs´ıch dotykovy´ch a mobiln´ıch prˇ´ıstroj˚u, je tvorba takove´ho uzˇivatelske´ho rozhran´ı ovlivneˇna
t´ımto prˇ´ıstupem. Nejnoveˇjˇs´ım smeˇrem v te´to oblasti je takzvane´ UWP (Univerzal Windows
Platform). UWP smeˇrˇuje vy´voja´rˇe k tvorbeˇ aplikac´ı, ktere´ vypadaj´ı na vsˇech zobrazovac´ıch
zarˇ´ızen´ıch graficky dobrˇe a prˇehledneˇ.
V nasˇem prˇ´ıpadeˇ je software pro vy´uku Gentzenova kalkulu prima´rneˇ urcˇen pro desktop.
Proto jsem se zde rˇ´ıdil pozˇadavky pro toto rozhran´ı a vy´voj v UWP by byl zbytecˇny´, ale i cˇasoveˇ
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na´rocˇny´. C´ılova´ skupina uzˇivatel˚u, pro kterou je nasˇe aplikace urcˇena, je velice specificka´ a jisteˇ
se rychle prˇizp˚usob´ı tomuto ovla´da´n´ı, proto rozhran´ı jen pro desktop bude dostacˇuj´ıc´ı.
Jako hlavn´ı ovla´dac´ı prvek aplikace jsme zvolili Ribbon (take´ zna´my´ pod na´zvem pa´s karet),
ktery´ firma Microsoft poprve´ pouzˇila v roce 2007 do sve´ho kancela´rˇske´ho bal´ıcˇku Office. V dnesˇn´ı
dobeˇ je tento ovla´dac´ı prvek pouzˇ´ıva´n ve Windows snad u´plneˇ vsˇude, proto pro dodrzˇen´ı hlavn´ıch
za´sad User Interface Guidelines byl Ribbon jasnou volbou pro nasˇi aplikaci. Cele´ GUI je ve
vektorove´ grafice a proto jaka´koliv velikost zobrazovac´ıho zarˇ´ızen´ı by nemeˇla by´t proble´m.
4.3 Vy´voj
Cely´ software byl vyv´ıjen iterativneˇ s cˇisteˇ evolucˇn´ımi cykly. Doprˇedu byl stanoven jen rozsah
projektu a c´ıle, ktere´ by aplikace meˇla splnˇovat. Jednotlive´ komponenty cele´ho softwaru byly
psa´ny jako samostatneˇ spustitelne´ cˇa´sti (naprˇ.: ribbon, parser, virtua´ln´ı kla´vesnice, pravidla
pro kalkul atd.), ktere´ se jednodusˇe daj´ı pouzˇ´ıt i pro tvorbu podobny´ch aplikac´ı. Jednotlive´
komponenty byly d˚ukladneˇ testova´ny a splnˇuj´ı vsˇechna krite´ria doprˇedu stanovena´ viz´ı fina´ln´ıho
produktu.
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Obra´zek 3: Hlavn´ı okno aplikace Gentzen.
5 Uzˇivatelska´ prˇ´ırucˇka k softwaru
5.1 Podpora
Software je urcˇeny´ prima´rneˇ pro desktop, pro operacˇn´ı syste´m Windows 10.
5.2 Instalace
Pro instalaci aplikace si stacˇ´ı celou slozˇku ”Gentzen˚uv kalkul” kamkoli prˇekop´ırovat a spustit
program pomoc´ı souboru Gentzen.exe.
5.3 Hlavn´ı okno
Prˇi prvn´ım otevrˇen´ı aplikace Gentzen˚uv kalkul se va´m zobraz´ı hlavn´ı okno, ktere´ je prima´rneˇ
nastaveno prˇes cely´ monitor. Rezˇim dotykove´ho ovla´da´n´ı se zap´ına´ nebo vyp´ına´ malou ikonou
v prave´m horn´ım rohu.
Toto okno tvorˇ´ı cˇtyrˇi hlavn´ı cˇa´sti. V horn´ı cˇa´sti je ovla´dac´ı prvek ve formeˇ pa´su karet. Napravo
je umı´steˇna liˇsta s na´zvem ”Asistent”, ta na´m slouzˇ´ı jako pomocny´ zobrazovac´ı prostor, naprˇ´ıklad
pro ucˇebn´ı texty nebo graficky zna´zorneˇne´ derivacˇn´ı stromy jednotlivy´ch logicky´ch formul´ı.
Hlavn´ı b´ıla´ plocha slouzˇ´ı jako pra´zdny´ list pap´ıru pro psan´ı jednotlivy´ch sekvent˚u, a zde se
i bude tvorˇit d˚ukaz tautologicˇnosti formul´ı. Ve spodn´ı cˇa´sti se zobrazuje virtua´ln´ı kla´vesnice pro
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zada´va´n´ı logicky´ch spojek nebo kvantifika´tor˚u. Na horn´ı prave´ cˇa´sti jsou umı´steˇny sˇipky pro
kroky zpeˇt nebo vprˇed.
5.4 Ovla´dac´ı mo´dy
Cela´ aplikace ma´ dva hlavn´ı mo´dy, ktere´ se prˇep´ınaj´ı na prvn´ı karteˇ. Jsou to mody ”Klik”a
”Text”. Jak jizˇ na´zev napov´ıda´, bud’ mu˚zˇeme na´sˇ d˚ukaz tvorˇit jen pomoc´ı rucˇneˇ psany´ch tex-
tovy´ch rˇeteˇzc˚u nebo si je necha´me automaticky generovat pomoc´ı pocˇ´ıtacˇe, stacˇ´ı jen kliknout
na urcˇite´ tlacˇ´ıtko s na´zvem pravidla sekventove´ho kalkulu.
Pomocnou plochu z na´zvem ”Asistent”si mu˚zˇete kdykoli zobrazit prˇ´ıslusˇny´m tlacˇ´ıtkem a meˇnit
jej´ı obsah pomoc´ı za´lozˇky v pa´su karet.
5.5 Jak zacˇ´ıt
Nejprve si vlozˇte jednu z prˇedem nadefinovany´ch formul´ı vy´rokove´ nebo predika´tove´ logiky
1. rˇa´du pomoc´ı tlacˇ´ıtka ”Vlozˇ formuli”, ktere´ opeˇt najdete na pa´su karet v za´lozˇce ”Kalkul”.
Kazˇda´ formule, ktera´ je prˇeddefinovana´ v seznamu, ma´ u sebe maly´ barevny´ cˇtverecˇek. Zelena´
znamena´, zˇe se jedna´ o tauologii, cˇervena´ nikoli.
5.6 Kalkul krok po kroku
1. Na karteˇ ”Kalkul” zvol´ıme tlacˇ´ıtko ”Vlozˇ formuli”a z nab´ıdky vybereme ∃xA(x)∨ ∃xB ⊃
∃x(A(x) ∨ (B)) .
2. Pro zacˇa´tek si zvol´ıme jednodusˇsˇ´ı mo´d aplikace. Prˇepneme v karteˇ ”Kalkul”tlacˇ´ıtko ”Klik”.
3. V zobrazene´m sekventu, klikneme mysˇ´ı na jeho formuli. Oznacˇ´ı se modrˇe.
4. V za´lozˇce ”Aplikace pravidel” zvol´ıme pravidlo ”Prava´ ⊃”. Toto pravidlo se aplikuje na
zatrzˇenou formuli a pocˇ´ıtacˇ dopln´ı dalˇs´ı patro sekventove´ho stromu.
5. Postupneˇ si t´ımto zp˚usobem budeme oznacˇovat dalˇs´ı formule z vrchn´ı cˇa´sti sekventove´ho
stromu a aplikujeme pravidla, ktera´ na´m pocˇ´ıtacˇ bude nab´ızet.
6. Pozor si dejte na pravidla kvantifika´tor˚u. Nezapomenˇme, zˇe nejprve aplikujeme pravidla
generalizace a pote´ konkretizace. Jinak bychom mohli porusˇit podmı´nku (EVC) a axiomu
bychom nikdy nedosa´hli.
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7. Pravidla mu˚zˇeme aplikovat trˇeba donekonecˇna. Pokud jste jizˇ eliminovali vsˇechny kvan-
tifika´tory a logicke´ spojky, ma´me na vy´beˇr jen struktura´ln´ı pravidla. Jisteˇ si snadnou
aplikac´ı pravidel ”LW”, ”RW”sestav´ıte axiom. Pokud ano, zda´rneˇ jste provedli d˚ukaz tau-
tologicˇnosti vybrane´ formule.
Cely´ tento proces mu˚zˇeme prove´st i v mo´du ”Text”, jen s t´ım rozd´ılem, zˇe dalˇs´ı patra
sekventove´ho stromu mus´ıme psa´t do nab´ızeny´ch text box˚u. Za´lozˇka ”Aplikace pravidel”v tomto
mo´du nebude prˇ´ıstupna´. Dalˇs´ı patra sekventove´ho stromu mus´ıme doplnit sami, jen pomoc´ı
rucˇneˇ psane´ho textu. Soupis vsˇech pravidel kalkulu si mu˚zˇete nechat zobrazit v pomocne´m okneˇ
”Asistent”.
Pokud vsˇak va´mi napsany´ text nebude syntakticky v porˇa´dku, dalˇs´ı patro stromu se nezob-
raz´ı. Pokud syntaxe bude v porˇa´dku a pocˇ´ıtacˇ nedoka´zˇe identifikovat jake´ pravidlo jste uzˇili,
take´ va´s k dalˇs´ımu patru nepust´ı a vedle textu se objev´ı dva cˇervene´ otazn´ıky. Ma´te mozˇnost na
tyto dva otazn´ıky kliknout a zobrazit si tak dialogove´ okno s na´poveˇdou, tam se prˇesneˇ dozv´ıte
vsˇechny mozˇne´ varianty dalˇs´ıho postupu.
Nezapomenˇte, zˇe si mu˚zˇete nechat zobrazovat derivacˇn´ı stromy jednotlivy´ch sekvent˚u, stacˇ´ı
na neˇ kliknout. V za´lozˇce ”Okno asistent”zvolit mozˇnost ”Derivacˇn´ı strom”. Toto va´m v prvn´ıch
lekc´ıch jisteˇ pomu˚zˇe k nalezen´ı spra´vne´ho pravidla. Korektneˇ uzˇ´ıvana´ pravidla jsou ta, ktera´
odpov´ıdaj´ı symbol˚um v korˇeni derivacˇn´ıho stromu jednotlivy´ch logicky´ch formul´ı. Jen se mus´ıte
orientovat, jestli je korˇen napravo nebo nalevo od sekventove´ sˇipky.
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6 Za´veˇrecˇne´ zhodnocen´ı
6.1 Mozˇnosti dalˇs´ıho rozvoje aplikace
Cela´ tato aplikace se i nada´le mu˚zˇe rozv´ıjet a doplnˇovat o dalˇs´ı funkce, ktere´ budou uzˇitecˇne´
pro studenty Gentzenova kalkulu. Rozhodneˇ by se zde uplatnil prˇehledneˇjˇs´ı vy´stup chyb nebo
mozˇnost editovat jaky´koliv text, klidneˇ i neˇkde uprostrˇed sekventove´ho stromu. Daj´ı se zde dopl-
nit funkce vyuzˇ´ıvaj´ıc´ı de Morganovy za´kony nebo funkce umozˇnˇuj´ıc´ı negovat formule. Uzˇitecˇne´
by bylo i prˇiˇrazova´n´ı hodnot vy´rokovy´m symbol˚um (true, false).
Vy´hledoveˇ se nemus´ıme drzˇet v oblasti Gentzenova kalkulu, ale mohli bychom prˇep´ınat mezi
jiny´mi typy kalkul˚u. Prostrˇed´ı pro zobrazova´n´ı formul´ı ma´me, parser take´, stacˇ´ı doplnit jine´
za´lozˇky s jiny´mi pravidly. S trochou nadsa´zky jde vlastneˇ ve vsˇech kalkulech pro predika´tovou
logiku 1. rˇa´du v podstateˇ o tenty´zˇ princip, aplikujeme pravidla kalkulu na formuli, ze ktere´ se
odvozuj´ı formule dalˇs´ı.
6.2 Programa´torsky´ pohled
Cela´ aplikace je psana´ v C#, prˇeklad takto napsane´ho ko´du je nejprve kompilova´n do bytecodu,
ten ale nen´ı prˇ´ımo zpracovatelny´ procesorem, mus´ı tedy jesˇteˇ by´t interpretova´n. Proto programy
psa´ny v C# maj´ı sva´ rychlostn´ı omezen´ı a nemohou dosahovat rychlost´ı srovnatelny´ch s jazyky
cˇisteˇ kompilovany´mi jako je C++. Proto jak jsem jizˇ v textu vy´sˇe uvedl, mus´ıme pouzˇ´ıvat r˚uzne´
subsyste´my, nebo vnitrˇneˇ implementovane´ metody r˚uzny´ch algoritmu˚, ktere´ jsou mnohona´sobneˇ
rychlejˇs´ı, nezˇ bychom je byli schopni napsat v cˇiste´m C#.
Aplikace a jej´ı implementovane´ algoritmy nepatrˇ´ı mezi nejrychlejˇs´ı. Cela´ funguje jen na dvou
vla´knech, jedno pro zobrazova´n´ı grafiky a druhe´ pro vy´pocˇty a generova´n´ı textovy´ch rˇeteˇzc˚u.
Prˇi dokazova´n´ı dlouhy´ch a slozˇity´ch formul´ı si mus´ı uzˇivatel chv´ıli pocˇkat. Jediny´ limit, ktery´
uzˇivatele omezuje je cˇas vy´pocˇtu, protozˇe pameˇt’ovou na´rocˇnost za va´s rˇesˇ´ı operacˇn´ı syste´m,
ktery´ v prˇ´ıpadeˇ potrˇeby vsˇe prˇesune do virtua´ln´ı pameˇti. Na tomto mı´steˇ bych chteˇl zd˚uraznit, zˇe
prima´rneˇ byla aplikace vyv´ıjena jako pedagogicka´ pomu˚cka a ne´ pro nejefektivneˇjˇs´ı algoritmicke´
rˇesˇen´ı.
Samotny´ ko´d aplikace Gentzen˚uv kalkul ma prˇiblizˇneˇ 10 000 rˇa´dk˚u. Jeho implementace
a ladeˇn´ı ko´du jednomu pr˚umeˇrne´mu programa´torovi zabere minima´lneˇ 400 hodin pra´ce. Ota´zka
nasta´va´ co je pr˚umeˇrny´ programa´tor? Produktivita je da´na mı´rou zkusˇenost´ı a hlaveˇ motivac´ı
jakou k dane´mu proble´mu prˇistupuje.
V cele´ aplikaci nebyla pouzˇita jedina´ knihovna trˇet´ı strany. Vsˇe je napsa´no noveˇ pro ma-
xima´ln´ı u´cˇel splnit zada´n´ı te´to diplomove´ pra´ce a doufa´m, zˇe tento produkt bude uzˇitecˇnou
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pomu˚cku k vy´kladu Gentzenova kalkulu. Cely´ tento produkt je plneˇ poskytnut pro potrˇeby
VSˇB, ktera´ ho mu˚zˇe libovolneˇ sˇ´ıˇrit a jakkoli s n´ım nakla´dat.
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7 Za´veˇr
V textu diplomove´ pra´ce jsem se zaby´val kra´tky´m u´vodem do matematicke´ logiky, vy´cˇtem jed-
notlivy´ch typ˚u logicky´ch syste´mu˚ typ˚u a trochou historie. Vysveˇtluji zde, co jsou d˚ukazove´ kal-
kuly a k cˇemu se pouzˇ´ıvaj´ı. Jako hlavn´ı c´ıl je sezna´men´ı cˇtena´rˇe s Gentzenovy´m kalkulem a jeho
principy dokazova´n´ı. Vsˇe vysveˇtluji na rˇesˇeny´ch prˇ´ıkladech. Rozeb´ıra´m postupneˇ jednotliva´ pra-
vidla tohoto logicke´ho kalkulu, zejme´na pravidla pro kvantifika´tory a negaci. Hlavn´ı prˇ´ınosem je
samotne´ sestaven´ı univerza´ln´ıho algoritmu a jeho implementace do desktopove´ aplikace, ktera´
bude slouzˇit prima´rneˇ jako pedagogicka´ pomu˚cka. V pra´ci se kra´tce zaby´va´m jazykem C# a jeho
graficky´m subsyste´mem WPF. Celou tuto pra´ci zavrsˇuje uzˇivatelska´ prˇ´ırucˇka psana´ jako na´vod
pro ovla´da´n´ı te´to aplikace. Nakonec zde zminˇuji i dalˇs´ı mozˇnosti rozsˇ´ıˇren´ı tohoto softwarove´ho
produktu.
50
Reference
[1] BEˇLOHLA´VEK, R. - VYCHODIL, V.: Diskre´tn´ı matematika pro informatiky. Vydavatelstv´ı
UP Olomouc, 2006. s. 5-16.
[2] VIHAN, P.: Pokroky matematiky, fyziky a astronomie. Praha, 1992. Vol. 37, No. 5, p. 249-257.
[3] BEˇLOHLA´VEK, R.: U´vod do informatiky. Vydavatelstv´ı UP Olomouc, 2008. s. 4-11.
[4] DUZˇI´, M.: Logika pro informatiky (a prˇ´ıbuzne´ obory). Ostrava: VSˇB-TU Ostrava, 2012.
ISBN 9788024826622. s. 9.
[5] SˇVEJDAR. V.: Logika - neu´plnost slozˇitost a nutnost. Praha: Academia, 2002.
ISBN 802001005X. s. 40-192.
[6] KREISEL, G.: Recenze uvedene´ho vyda´n´ı Gentzenovy´ch spis˚u v: The Journal of Philosophy,
sv. 68, cˇ. 8, s. 238-265.
[7] KLEENE, S. C.: Introduction to metamathematics. New York: Ishi Press International, 2009.
ISBN 9780923891572.
[8] MOLNA´R, L’. - CˇESˇKA M. - MELICHAR B.: Gramatiky a jazyky. Celosˇta´tna vysokosˇkolska´
ucˇebnica pre elektrotechnicke´ fakulty vysoky´ch sˇkoˆl. Bratislava: Alfa, 1987. Ed´ıcia vy´pocˇtovej
techniky.
[9] PETZOLD, C.: Mistrovstv´ı ve Windows Presentation Foundation. Brno: Computer Press,
2008. Mistrovstv´ı. ISBN 9788025121412.
51
