I n t r o d u c t i o n
To evaluate their accuracy, volatility forecasts have to be compared with realized volatility, which cannot be observed. In the literature, it is common practice to refer the observed squared returns as the actual volatility. In this paper, a number of evaluation criteria are used to examine the ability of the SPEC model selection algorithm introduced by Degiannakis and Xekalaki (2005) to indicate the ARCH model that generates "better" volatility predictions, for a forecasting horizon ranging from one day to one hundred trading days ahead. Degiannakis and Xekalaki (2001) and Xekalaki and Degiannakis (2005) examined the performance of the SPEC algorithm through the use of economic loss functions. Degiannakis and Xekalaki (2001) made a comparative study among a set of ARCH model selection algorithms in order to examine which method yields the highest profits by trading straddles based on ten-days to forty-days-ahead variance forecasts. The results showed that the SPEC algorithm achieved the highest rate of return. In the context of a simulated option market, Xekalaki and Degiannakis (2005) have found that the SPEC algorithm performs better than any other comparative method of model selection in forecasting one-day-ahead conditional variance.
In this paper, we consider evaluating the SPEC method through the implementation of statistical loss functions. Specifically, the performance of the SPEC algorithm is examined through measuring the closeness of the volatility forecasts to the inter-day realizations. The results show that the SPEC model selection procedure has a satisfactory performance in selecting that ARCH model that tracks realized volatility closer, for a forecasting horizon ranging from 16 days to 36 days ahead. So, it is possible to use this model selection method in financial applications requiring volatility forecasts for a period longer than one day, such as option pricing or risk management. The majority of studies investigate the volatility forecasting accuracy for daily horizons, despite the fact that the practitioners require predictions of lower frequency (the Basle Committee on Banking Supervision (Basle Committee on Banking Supervision, 1998) for the use of Value-at-Risk methods requires the estimation of 10-days-ahead volatility predictions, whereas fund managers re-balance their portfolios on at least a monthly basis).
In section 2 of the paper, the ARCH process is presented. Section 3 describes the SPEC model selection algorithm in the context of ARCH models. Section 4 provides a brief description of the evaluation criteria and the inter-day realized volatility measures considered. In section 5, the ability of the method proposed to select the ARCH model that generates "better" predictions of the volatility, is examined. In section 6, the proposed model selection method is compared to other methods of model selection. Finally, in section 7, a brief discussion on the results and on the merit of looking into the performance of the SPEC algorithm in other econometric set-ups is provided. is the conditional mean of return at period t depending upon the information set available at time 1  t and t  is the prediction error. Usually, the predictable component is either the overall mean or a first order autocorrelated process (imposed by non-synchronous trading i ). The conditional mean, unfortunately, does not have the ability to give useful predictions. That is why modern financial theory assumes the asset returns are unpredictable. Before the start of the 1980's, the view taken about returns in financial markets was that they behave as random walks and the Brock et al. (1987) [BDS] statistic has widely been used to test the null hypothesis that asset returns are independently and identically distributed. This hypothesis, however, has been rejected in a vast number of applications. A rejection of the null hypothesis is consistent with some types of dependence in the data, which could result in from a linear stochastic system, a nonlinear stochastic system, or a nonlinear deterministic system. Thus, a question arises: "Are the nonlinearities connected with the conditional mean (so, as to be used to predict future returns) or with higher order conditional moments?" Artificial neural networks ii , chaotic dynamical systems iii , nonlinear parametric and nonparametric models iv are some examples from the literature dealing with conditional mean predictions. ARCH models v and stochastic volatility models vi are examples from the literature dealing with conditional variance modeling. However, no nonlinear models that can significantly outperform even the simplest linear model in out-of-sample forecasting seem to exist in the literature (neither in the field of stochastic nonlinear models nor in the field of deterministic chaotic systems). On the other hand, the ARCH processes and stochastic volatility models appear to be more appropriate to interpret nonlinearities in financial systems on the basis of the conditional variance. If an ARCH process is the true data generating mechanism, the nonlinearities cannot be exploited to generate improved point predictions relative to a linear model.
T h e A R C H P r o c e s s
In the sequel, the conditional mean is considered as an th  order autoregressive process defined by
Assuming the unpredictable component in (2.1) is an ARCH process, it can be represented as: 
In the recent literature, one can find a vast number of parametric specifications of ARCH models motivated by the characteristics explored in financial markets. A researcher, who is looking for the "best" model, would have in mind a variety of candidate models. The most commonly used conditional variance functions are the GARCH (Bollerslev 1986) , the Exponential GARCH, or EGARCH, (Nelson 1991) and the Threshold GARCH, or TARCH, (Glosten et al. 1993) specifications. In the sequel, these ARCH models are considered in the following forms:
The GARCH(p,q) model that associated with the TARCH(p,q) model is: The forecast of the conditional variance at time t over a horizon of N days ahead is simply the average of the estimated future variance conditional on information given at time t
(2.11) 6 3.
T h e S P E C M o d e l S e l e c t i o n M e t h o d
In this section, a brief description of the theoretical motivation of the SPEC algorithm that is based on pairwise comparisons of the sums of squared standardized onestep-ahead forecasting errors of a set of ARCH models is provided. Degiannakis and Xekalaki (2005) introduced the SPEC model selection method based on the correlated gamma ratio (CGR) distribution, which was derived by Xekalaki et al. (2003) as the distribution of the ratio of two variables jointly distributed according to Kibble's (1941) bivariate gamma distribution. Kibble (1941) Degiannakis and Xekalaki (2005) assumed that we are interested in comparing the predictive ability of two ARCH models:
is Kibble's bivariate gamma distribution. Thus, the standardized one-step-ahead prediction errors can be used to test the null hypothesis of equivalence of the models in their predictive ability against the alternative that the first model produces "better" predictions.
The null hypothesis is rejected if
. Note that the SPEC algorithm is always computed on the basis of the one-step-ahead forecasts since t t z | 1  are asymptotically normally distributed , while the standardized residuals from N -step ahead forecasts,
According to the SPEC model selection algorithm, the models that are considered as having a "better" ability to predict future volatility of the dependent variable, are those with the lowest sum of squared standardized one-step-ahead prediction errors. Let us assume that M candidate ARCH models are available and that we are looking for the "most suitable" model at each of a sequence of points in time. On the basis of the SPEC algorithm, at time k , selecting a strategy for the most appropriate model to forecast
) could naturally amount to selecting the model which, at time k , has the lowest sum of squared standardized one-step-ahead prediction errors. So, each time the SPEC model selection method is applied, the model used to predict the conditional variance is revised. Table 1 summarizes the estimation steps comprising this approach. On the face of it, one might take the view that a model can always be made more attractive simply through over-predicting the volatility. However, an algorithm constructed so as to select the model with the maximum sum of the T most recent estimated one-step-ahead volatility forecasts will not pick the same models as those picked by the SPEC model selection method.
In the next section, the methodology applied to evaluate the performance of a model in estimating future volatility is presented, while in section 5, the ability of the SPEC model selection algorithm to indicate those ARCH models that generate "better" volatility predictions is illustrated on daily returns of the S&P500 stock index.
E v a l u a t i n g t h e V o l a t i l i t y F o r e c a s t P e r f o r m a n c e
The main problem in evaluating the predictive performance of a model is the choice of the function one should use to measure the distance between estimations and observations. Evaluating the performance of the variance forecasts requires knowledge of the actual volatility, which is unobservable. Thus, in evaluating the predictive performance of a variance model a question of a dual nature arises: that of determining the realized volatility and of considering the appropriate measure to evaluate the closeness of the forecasts to the corresponding realizations.
Realized Volatility Measures
Practitioners' most popular volatility measures are the average of squared daily returns and the variance of the daily returns. These measures, expressed on a daily basis for a horizon of N days ahead, are:
respectively, where
is the average return. The inter-day volatity measures are the most popular measures. However, as noted in the literature (e.g. Ebens 1999), although the squared daily returns are unbiased volatility estimators, they are very noisy. Note that, under the ARCH process, the squared return can be represented by . It is therefore defined as the product of the true volatility times the square of a normally distributed process. Recently, Alizadeh et al. (2002) and Sadorsky (2005) proposed the log range measure of volatility defined as the difference between the highest and lowest log asset prices over the interval of N days. In the present paper, we utilize the popular among practitioners inter-day measures. An investigation based on the intra-day realized volatility is worth future exploration viii .
Evaluation Criteria
A large number of forecast evaluation criteria exists in the literature. However, none is generally acceptable. Because of high non-linearity in volatility models and the variety of statistical evaluation criteria, a number of researchers constructed economic criteria based upon the goals of their particular application. West et al. (1993) develop a criterion based on the decisions of a risk averse investor. Engle et al. (1993) assume that the objective is to price options and develop a loss function from the profitability of a particular trading strategy. Gonzalez-Rivera et al. (2004) considered comparing the performance of various volatility models on the basis of economic and statistical loss functions. Their study revealed that there does not exist a unique model that can be regarded as the best performer across various loss functions. Brooks and Persand (2003) also found that the forecasting accuracy of various methods considered in the literature is highly sensitive to the measure used to evaluate them. Hence, different loss functions may point towards different models as the most appropriate in volatility forecasting. In the sequel, we focus on statistical criteria to measure the closeness of the forecasts to the realizations, in order to avoid restrictions imposed by economic theory. Moreover, we consider statistical criteria that are robust to non-linearity and heteroscedasticity. Pagan and Schwert (1990) use statistical criteria to compare the in-sample and out-of-sample performance of parametric and non-parametric ARCH models. Besides, Heynen and Kat (1994) 
Heteroscedasticity Adjusted Squared Error (HASE):
Heteroscedasticity Adjusted Absolute Error (HAAE):
The first two functions have been widely used in the literature (see, e.g. Heynen and Kat 1994 , West and Cho 1995 , Yu 2002 and Brooks and Persand 2003 . The HASE and HAAE functions were considered by Walsh and Tsou (1998) and Andersen et al. (1999) , while the LE function was utilized by Pagan and Schwert (1990) and Saez (1997) .
Usually, the average of the evaluation criteria is computed. However, when simulating an AR(1)GARCH(1,1) process, which is the most commonly used model in financial applications, the distributions of 
E x a m i n i n g t h e P e r f o r m a n c e o f t h e S P E C M o d e l S e l e c t i o n A l g o r i t h m
In this section, the ability of the SPEC model selection algorithm to lead to the ARCH models that track closer future volatility is illustrated on a series of daily logreturns. As follows from section 2, the return series can be modeled in the following form: 
In the sequel, the above form is considered in connection with the ARCH models defined by (2.5), (2.6) and (2. The data set consists of 1661 S&P500 daily log-returns in the period from (2003) approach we consider evaluating multistep-ahead forecasts based on overlapping time periods. In particular, most of the studies in the literature evaluate the multi-step forecasts using non-overlapping time periods in order to infer about the statistical significance of the ranking. Our main purpose is to examine the application potential of the SPEC algorithm of selection of models on the basis of their forecasting ability in terms of volatility. So, the mean and the median value of each of the 5 evaluation criteria, in equations (4.3)-(4.7), were computed, yielding a total of 10 evaluation criteria for each forecasting horizon from one day to one hundred days ahead.
However, volatility is expressed either as the variance or as the standard deviation. Thus, in order to examine possible differences between forecasting the variance and its square root, the evaluation criteria were, also, applied on the standard deviation. Therefore,   s , respectively and 10 more evaluation criteria were computed. In total, 20 evaluation criteria were computed for a horizon ranging from one trading day to five trading months. In section 4.1, two realized volatility measures were mentioned. As, qualitatively, they are of the same nature, in the sequel, we base the analysis on the realized volatility as defined by   2 N t s . xi It was examined whether the ARCH models selected by the SPEC algorithm achieve the lowest value of the evaluation criteria. The main focus was on the median values of the criteria and mainly on the heteroscedasticity adjusted criteria since they are more robust to asymmetry. The comparative evaluation is performed by computing the loss functions for variance forecasts always obtained by a single model on the one hand, and for variance forecasts obtained by models picked by the SPEC algorithm on the other. Table 2 , presents the ARCH model that achieved the minimum value of each evaluation criterion. Table 2 refers to a subset of the forecasting horizon, but it is representative for the total set of 100 trading days ahead. The SPEC algorithm is applied for 16 values for T , and, in particular,
. The SPEC(T ) value refers to the size T for which the SPEC algorithm achieves the minimum value of the evaluation criteria. The minARCH and minSPEC values refer to the minima of the evaluation criteria achieved by a single model and by models picked by the SPEC algorithm, respectively. As concerns the variance forecasts obtained by any single model, the results are in line with those existing in the literature, i.e. they are not consistent across all functions. Although, the exponential ARCH specification exhibits the best performance in the majority of the cases (84.1% of the cases presented in Table 2 ), the autoregressive order of the conditional mean is not constant across the evaluation criteria. However, the lag order 1   q p of the EGARCH variance specification exhibits the best performance in 63.4% of the cases. Figure 2 shows, for each evaluation criterion and each forecasting horizon, whether ARCH models selected by the SPEC algorithm achieve the lowest value of the evaluation criteria. In the first part of Figure 2 , the performance of the models, which are selected by the SPEC algorithm, on the basis of the conditional variance is depicted, while, the second part refers to their performance on forecasting standard deviation. The general conclusion is that the SPEC algorithm leads to the selection of the ARCH processes which track closer the realized volatility in the majority of the cases. Specifically, for the forecasting horizon ranging from 11 to 52 days, the models selected by the SPEC algorithm achieve the lowest criteria values, irrespectively of the evaluation criteria. The percentage of cases, in which the models picked by the SPEC algorithm achieve the lowest value of the evaluation criteria, is higher around the forecasting horizon ranging from 16 to 36 days ahead, or 4 to 7 trading weeks ahead. The result is in accordance to Degiannakis and Xekalaki (2001) who provided evidence that option's traders using variance forecasts for horizons ranging from ten to forty trading days obtained by models suggested by the SPEC algorithm achieved the highest rate of return among a set of model selection criteria. Table 3 presents the percentage of cases the models selected by the SPEC algorithm perform "better" than any other single model as judged by the evaluation criteria, for 3 different horizon ranges.
Note that, in terms of the MSE and MAE criteria, none of the models chosen by the SPEC algorithm appears to perform better in any of the forecasting horizons considered. But, in terms of the median values of the criteria and the heteroscedasticity adjusted criteria, which are robust to asymmetry, the models selected by the SPEC algorithm appear to have a better performance than any other single model in all the forecasting horizons.
It is interesting to note that, via the evaluation criteria, the suggested sample size, T , for the SPEC model selection algorithm can be determined. The SPEC model selection algorithm has been applied for
. In the sequel, the value of T for which the SPEC selection method achieves the best performance according to the evaluation criteria used, is examined. Figure 3 shows a plot of the average T , suggested by the evaluation criteria, across the forecasting horizons. The bar charts are a graphical representation of the number of evaluation criteria by which the performance of the models selected by the SPEC algorithm were judged "better" than the performance of any other single model (measured on the right hand side vertical axis). For a 16 to 36 days ahead forecasting horizon, the appropriate T , as concerns the specific data, ranges around 20 days with a standard deviation of 3.6 days. Table 4 is, the more adequate it is in volatility forecasting, compared to parsimonious models. In order to give the reader a sense of which of the 85 models was selected most often, Table 5 presents the models selected by the SPEC (20) algorithm. For example, the model with AR(0) conditional mean and GARCH(0,1) conditional variance was picked on 34 trading days. As concerns the conditional variance function, the GARCH, EGARCH and TARCH models were picked as the most suitable in the 38%, 39%, and 23% of the cases, respectively. On the basis of the results of Table 5 , the SPEC algorithm does not appear to be noticeably biased towards selecting a specific type of model. This is in line with Degiannakis and Xekalaki's (2001) findings. Tables for the remaining sample sizes T of the SPEC algorithm were also constructed giving qualitatively similar results xii .
C o m p a r i s o n o f t h e S P E C C r i t e r i o n t o O t h e r M e t h o d s o f M o d e l S e l e c t i o n
Most of the methods used in the time series literature for selecting the appropriate model are based on evaluating the ability of the models to describe the data. Standard Hecq (1996) , based on a set of Monte Carlo simulations, showed how the information criteria behave under the presence of ARCH effects. In small sample situations, the SBC is the best performing criterion. These are defined in terms of   n l , the maximized value of the log-likelihood function of a model, where ˆ is the maximum likelihood estimator of the parameter vector  based on a sample of size n and   denotes the dimension of  , thus:
In addition, model selection is mainly based on the evaluation of some loss functions for each of the competing models. In this section, the statistical criteria, which were considered in section 4 as measures in evaluating the predictive performance of a variance model, are considered as criteria for the selection of ARCH models. In particular, the model selection methods presented in Table 6 are considered and their ability to predict future volatility is investigated.
Applying the SPEC algorithm, the sum of squared standardized one-step-ahead
, was estimated considering various values for T .
Therefore, each of the model selection criteria, in Table 6 , was computed considering various values for T , and, in particular,
 80
10 10  T . The AIC and SBC criteria were computed based on the rolling sample of constant size equal to 500, or 500  n , that is used at each time to estimate the parameters of the models. Selecting a strategy for each method of model selection naturally amounts to selecting the model, which, at time k , has the lowest value of the formula is indicated in Table 6 .
As concerns the AIC and SBC selection methods, they do not achieve the lowest value of the evaluation criteria in almost all the cases, which is indicative of the inability of the in-sample model selection methods to suggest the models with superior volatility forecasting performance. The general conclusion is that the loss functions presented in Table 6 do not lead to the selection of the ARCH processes which track closer the realized volatility. The HAAEVar, HASEVar and HASEDev methods show a better performance, as they select the ARCH models with the lowest value of the evaluation criteria, around the forecasting horizon ranging from 16 to 36 days ahead. So, they might be used in selecting that model that generates "better" volatility predictions. The other selection methods failed to pick the models that perform "better" in almost all the cases. Ιndicatively, Table 7 presents the percentage of cases the models selected by the HAAEVar and LEVar model selection methods perform "better" as judged by the evaluation criteria. The performance of the HASEVar and HASEDev selection methods is similar to that of the HAAEVa rmethod, whereas the performance of the remaining methods is similar to that of the LEVar method. Full tables for all the methods considered are available upon request. In order to investigate whether the suggested model selection method indicates the ARCH models that track closer the realized volatility, the predictive ability of these loss functions must be compared to the volatility forecasting ability of the SPEC criterion, and mainly for a forecasting horizon ranging from 16 days to 36 days ahead.
Of main interest is whether the ARCH models selected by the SPEC algorithm yield values for the evaluation criteria that are lower than those corresponding to the ARCH models selected by the model selection methods summarized in Table 6 . As concerns forecasting horizons of 4 to 7 trading weeks ahead the performance of the SPEC algorithm is by far the best. Table 8 
D i s c u s s i o n
The SPEC method, for selecting an ARCH model among several competing models, amounts to choosing the model with the lowest sum of squared standardized onestep-ahead forecasting errors. It incorporates the idea of "jumping" from one model to another, as stock market behavior alters. Thus, using the SPEC model selection algorithm every time a volatility forecast is required, allows shifting from the model used to predict the conditional variance the previous time to another.
In this paper, a number of evaluation criteria, for forecasting horizons ranging from one day to one hundred days ahead, were applied and it was found that the ARCH models,
picked by the SPEC model selection algorithm, generate "better" predictions of the volatility. Thus, the SPEC selection method appears to be a useful tool in guiding one's choice of the appropriate model for estimating future volatility, with applications in evaluating portfolios, derivatives and financial risk. Brooks and Persand's (2003) evaluation approach was adopted and multi-stepahead forecasts were evaluated based on overlapping time periods. Alternatively, one might like to consider non-overlapping time periods and apply other evaluation schemes, such as those proposed by Diebold and Mariano (1995) , Hansen and Lund (2003) or .
A topic worth exploring is the application of SPEC algorithm on models that account for recent developments in the area of volatility. Considering fractional integration of the conditional variance, for example, is an interesting question with regard to investigating SPEC's applicability further. (For more details, see, e.g., Laurent 2003 and Degiannakis 2004) . Finally, assessing the utility of the SPEC algorithm as a tool in model selection for ARCH models with non-normally distributed conditional innovations would be equally worthy as it would bring into play more general forms of models in the statistical and econometric literature. 
