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Abstract
In this article we give a Griesmer type bound for linear codes over %nite quasi-Frobenius
rings and consider linear codes over these rings meeting the bound. And we study a geometrical
characterization of linear codes over %nite chain rings meeting the bound, that is, a one-to-one
correspondence between these codes and minihypers in projective Hjelmslev spaces over these
rings.
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1. Introduction
For a linear [n; k; d] code C over a %nite %eld Fq, that is, a k-dimensional subspace
of a vector space (Fq)n with minimum Hamming distance d, the following inequality
is well known as the Griesmer bound (cf. [3,18,16]):
n¿
k−1∑
i=0
⌈
d
qi
⌉
; (1)
where x denotes the smallest integer greater than or equal to x. When constructing
a code, from an economical point of view, it is desirable to obtain an [n; k; d] code C
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over Fq whose length n is minimal for given values of k, d and q. Therefore, a lot of
papers dealing with the codes over %nite %elds meeting that bound have been published
(cf. [2,9], etc.). A general approach is by studying the correspondence between these
codes and minihypers in projective spaces over %nite %elds (cf. [4–7]).
Recently, a number of researchers have worked on codes over %nite rings. In particu-
lar, Wood [19] has proved the two MacWilliams’ theorems—the extension theorem and
the MacWilliams identities—for codes over %nite Frobenius rings. Horimoto and Shiro-
moto [13,14] have introduced the Singleton bound for codes over %nite quasi-Frobenius
(QF) rings and have studied the codes meeting that bound, the so-called MDS codes.
Honold and Landjev [10–12] have examined the relationship between codes over %nite
chain rings and multisets in projective Hjelmslev spaces over these rings.
In this article, we shall introduce a Griesmer type bound, with respect to the Ham-
ming distance, for linear codes over %nite quasi-Frobenius rings and we shall give a
geometrical characterization of the linear codes meeting that bound.
A Griesmer type bound for Z4-linear codes of length n and cardinality 4r12r2 , with
respect to the Lee metric, was given by Ashikhmin [1]. A Z4-linear code of the
above-mentioned cardinality was denoted by Ashikhmin by an [n; r1; r2] code. The
parameter N (r1; r2;dL) denotes the minimal length of an [n; r1; r2] Z4-linear code with
minimum Lee distance dL.
For the case of [n; r; 0] codes, it was proved in [1] that
N (r; 0;dL)¿
r−1∑
i=0
⌈
3 · 2i(i−1)=2
4 ·∏i−1j=0 (2i+1−j + 1)dL
⌉
:
Throughout this article, all rings are assumed to be %nite and to be associative with
1 = 0. On any module, 1 is assumed to act as the identity.
2. A Griesmer bound
Let R be a %nite QF ring, that is, a ring which can be viewed as an injective
module over itself (see [15,17]). Let Rn be the free R-module of rank n consisting of
all n-tuples of elements of R. With respect to component-wise addition and right/left
multiplication, Rn has the structure of an (R; R)-bimodule. A right (resp., left) linear
code C of length n over R is a right (resp., left) R-submodule of Rn. If C is a free
R-submodule of Rn, then we shall call C a free code. For an R-module M , the socle
of M , that is, the sum of all simple submodules of M , is denoted by Soc(M). The
(Jacobson) radical of R, denoted by J (R), is the intersection of the maximal right
(equivalently, left) ideals of R.
For a vector x∈Rn, the (Hamming) weight wt(x) of x is de%ned to be the number
of non-zero elements in x. The minimum (Hamming) weight of a linear code C of
length n over R is
d(C) := min{wt(x) | (0 =)x∈C}:
For a right (left) linear code C, the value k(C) is de%ned as the rank of minimal
free R-submodules of Rn which contain C. Consider a minimal free R-submodule I(C)
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of Rn which contains C. If C is a right (left) linear code of length n, then I(C) is
a right (left) free code of length n with d(I(C)) = d(C) and k(I(C)) = k(C) (cf.
[14]). Since the rank and minimal distance of C equal those of an arbitrary minimal
free R-submodule I(C) of Rn which contains C, in this article, I(C) will stand for an
arbitrary minimal free R-submodule of Rn which contains C.
If Soc(R) ∼= R=J (R) as right R-modules and as left R-modules, then R is called
a Frobenius ring. Thus if R is a local QF ring, then R is a Frobenius ring and we
have an R-isomorphism  : Soc(R) ∼= R=J (R). In this case,  induces the following
R-isomorphism:
n : Soc(R)n ∼= (R=J (R))n
: x= (x1; : : : ; xn) 
→ n(x) = ((x1); : : : ; (xn))
(cf. [15,17,14]). We have the following proposition.
Proposition 2.1 (Horimoto and Shiromoto [14]). Let R be a 8nite local Frobenius
ring. If C is a right (left) linear code of length n over R, then n(Soc(C)) is a
linear [n; k(C); d(C)] code over the 8nite 8eld R=J (R).
Using the above proposition and the Griesmer bound (1), we have the following
Griesmer type bound for linear codes over %nite local Frobenius rings.
Theorem 2.2. Let R be a 8nite local Frobenius ring with |R=J (R)|= q, where q is a
prime power. For a right (left) linear code C of length n over R,
n¿
k(C)−1∑
i=0
⌈
d(C)
qi
⌉
: (2)
Example 2.3. Let O8 be the octacode over Z4 with generator matrix
G =


1 0 0 0 3 1 2 1
0 1 0 0 1 2 3 1
0 0 1 0 3 3 3 2
0 0 0 1 2 3 1 1

 :
Then O8 has n=8, k(C) = 4 and d(C) = 4. So, we have 8= 4+  42+  42
2+  42
3.
This implies that O8 is a linear code which meets the bound (2).
Corollary 2.4. Let R be a 8nite local Frobenius ring. A right (left) linear code C
of length n over R meets the bound (2) if and only if n(Soc(C)) meets the Griesmer
bound (1), and if and only if I(C) meets the bound (2).
Next, we shall consider linear codes over some non-local QF rings. We recall some
results of [14]. Let R be a %nite (not necessarily local) QF ring. As a ring, R admits
a decomposition R = ⊕∈ Re where the e are central orthogonal idempotents, with
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1R=
∑
∈ e. Then R := Re is also a QF ring for each ∈. If C is a right (resp.,
left) linear code of length n over R, then C := Ce (resp., C := eC) is a right
(resp., left) linear code of length n over R. We know the following results.
Lemma 2.5 (Horimoto and Shiromoto [14]). If C is a right (left) linear code of length
n over R, then
(1) k(C) = max∈ {k(C)},
(2) d(C) = min∈ {d(C)}.
Theorem 2.6. Let R=⊕∈ R be a 8nite quasi-Frobenius ring such that R is a local
ring for all ∈ and let q be the prime power such that |R=J (R)| = q for each
∈. If C is a right (left) linear code of length n over R, then
n¿
k(C)−1∑
i=0
⌈
d(C)
qi
⌉
; (3)
where q := max∈ {q}.
Proof. We assume that
n¡
k(C)−1∑
i=0
⌈
d(C)
qi
⌉
:
Let C0 (0 ∈) be a linear code over R0 such that k(C0 ) = k(C). From Lemma 2.5
and bound (2), we have
n¡
k(C)−1∑
i=0
⌈
d(C)
qi
⌉
6
k(C0 )−1∑
i=0
⌈
d(C0 )
(q0 )i
⌉
6 n:
A contradiction by Theorem 2.2.
Example 2.7. Let C be the linear code over Z6 with generator matrix
G =


1 0 0 1 1 2 5
0 1 0 1 5 1 2
0 0 1 1 2 5 1

 :
Then C has length n= 7, k(C) = 3 and d(C) = 4. So, we have 7 = 4+  43+  43
2.
This implies that C is a linear code which meets bound (3).
Now, we give a characterization of linear codes meeting bound (3).
Theorem 2.8. Let C be a right (left) linear code of length n over R, as de8ned in
Theorem 2.6. Then C meets bound (3) if and only if there exists a value ∈ such
that
∑k(C)−1
i=0 d(C)=qi=
∑k(C)−1
i=0 d(C)=(q)i and C meets bound (2).
K. Shiromoto, Leo Storme /Discrete Applied Mathematics 128 (2003) 263–274 267
Proof. Suppose that C meets bound (3). We take ∈ such that k(C)=k(C). Since
d(C)6d(C) and q¿ q, we have
n=
k(C)−1∑
i=0
⌈
d(C)
qi
⌉
6
k(C)−1∑
i=0
⌈
d(C)
(q)i
⌉
6 n;
where the latter inequality is the one arising from (2) for the code C. Therefore, the
above equality holds.
Conversely, we assume the latter description. Then
n=
k(C)−1∑
i=0
⌈
d(C)
(q)i
⌉
=
k(C)−1∑
i=0
⌈
d(C)
qi
⌉
6 n:
The theorem follows.
Corollary 2.9. If C meets bound (3), then all C, ∈, such that k(C)=k(C) meet
Griesmer bound (2). Conversely, if there exists a value ∈ such that ∑k(C)−1i=0
d(C)=qi=∑k(C)−1i=0 d(C)=(q)i and k(C) = k(C) and C meets Griesmer bound
(2), then C meets Griesmer bound (3).
3. Corresponding projective Hjelmslev spaces over +nite chain rings
It is known that the columns of a generator matrix of an [n; k; d] code, d¡qk−1,
meeting Griesmer bound (1) over a %nite %eld Fq de%ne distinct points of the
(k − 1)-dimensional projective space PG(k − 1; q) over Fq ([4,5], etc.).
An {n; r; k − 1; q}-minihyper F is a set of n points in PG(k − 1; q), k¿ 3, n¿ 1,
such that |F ∩H |¿ r for every hyperplane H and |F ∩H |= r for some hyperplane H
[8].
We %rst describe the correspondence between linear [n; k; d] codes over a %nite %eld
Fq, with 16d¡qk−1, and minihypers in %nite projective spaces over Fq.
We set vl := (ql − 1)=(q − 1), l¿ 1. For 16d¡qk−1, d can be written uniquely
in the following way: d = qk−1 −∑k−2i=0 iqi, where each i is an integer such that
06 i6 q − 1 and (0; 1; : : : ; k−2) = (0; 0; : : : ; 0) (cf. [4]). In this case, Griesmer
bound (1) for an [n; k; d] code over Fq can be expressed as follows:
n¿ vk −
k−2∑
i=0
ivi+1
(cf. [4]).
Theorem 3.1 (Hamada [4]). For k¿ 3 and 16d¡qk−1, there is a one-to-one corre-
spondence between the set of all non-equivalent linear [n; k; d] codes over Fq
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meeting bound (1) and the set of all projectively distinct {∑k−2i=0 ivi+1;∑k−2i=0 ivi;
k − 1; q}-minihypers, with d= qk−1 −∑k−2i=0 iqi.
In this section, we study the correspondence between linear codes over %nite chain
rings, a kind of %nite local Frobenius rings, meeting bound (2) and minihypers in
projective Hjelmslev spaces over %nite chain rings. Throughout this section, we shall
concentrate on left linear codes, because all results and proofs for right linear codes
always go through as in the case of left linear codes if one de%nes the projec-
tive Hjelmslev space via a left R-free module M instead of via a right R-free
module M .
A %nite ring R with J (R) = 0 is called a chain ring if the principal left ideals
of R form a chain (see [17,11,10]). Let R be a %nite chain ring. In this case, R
can be viewed as a local ring with J (R) = R for any ∈ J (R) \ J (R)2. And we
have Soc(C) = {x∈C | x = 0} for a left linear code C over R. Let m be the in-
dex of nilpotency of J (R) and let q be the cardinality of the %nite %eld R=J (R),
that is, R=J (R) ∼= Fq. The group of units of a ring R is denoted by R∗. Moreover,
R i =  iR.
First we introduce the projective Hjelmslev spaces over R (cf. [10–12]). Let M
be a right R-free module with k(M)¿ 3. The elements of P = P(M) = {xR | x∈M;
x m−1 = 0} are called points and those of L=L(M) = {xR+ yR | {x; y} is linearly
independent} are called lines. The incidence relation I ⊆ P × L is de%ned in a
natural way by set-theoretical inclusion.
De+nition 3.2 (Honold and Landjev [11]). The incidence structure ! = (P;L; I) to-
gether with the neighbor relation ‘˙ , de%ned by
(1) the points X; Y are neighbors (notation X ‘˙ Y ) if and only if there exist lines
s; t ∈L; s = t, with XIs; XIt; YIs; YIt;
(2) the lines s; t ∈L are neighbors if and only if for every point XIs there is a point
YIt with X ‘˙ Y and, conversely, for every YIt, there is a XIs with Y ‘˙ X ;
is called a projective Hjelmslev space and is denoted by (P;L; I) = PHG(M).
Let us consider the projective Hjelmslev space (P;L; I) = PHG(RkR) obtained from
the free right module RkR, k¿ 3.
De+nition 3.3 (Honold and Landjev [11]). A left linear code C of length n over R is
said to be fat if for every i∈{1; : : : ; n}, there exists a codeword x = (x1; : : : ; xn)∈C
with xi ∈R∗.
A generator matrix of a left linear code C of length n over R is a k(C) × n
matrix over R whose rows generate C. Two left linear codes C1 and C2 over R are
equivalent if C1 can be obtained from C2 by a coordinate permutation followed by
right multiplying some (or no) coordinate positions of C2 by a unit in R.
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For the m× n matrix ring Matm;n(R) over R, the map  de%ned before induces the
following module isomorphism:
m;n : Matm;n(Soc(R)) ∼= Matm;n(R=J (R))
: X =


x11 · · · x1n
... · · · ...
xm1 · · · xmn

 
→ m;n(X ) =


(x11) · · · (x1n)
... · · · ...
(xm1) · · · (xmn)

 :
From Corollary 2.4, we may concentrate on free codes over R.
Lemma 3.4. Let C be a left linear free code of length n over R with generator
matrix G. Then
Soc(C) =  m−1C = { m−1x | x∈C}
and k(C); n( m−1G) is a generator matrix of the linear code n(Soc(C)).
Proof. By de%nition of the socle of C, it is clear that Soc(C) ⊇  m−1C. Since
|Soc(C)|=| m−1C|=qk(C), we have equality. Therefore row vectors of  m−1G generate
Soc(C). So the lemma follows.
Proposition 3.5. Let C be a left linear free code of length n, k(C)=k, over R meeting
bound (2). Then C is fat.
Proof. Let G = (g1; g2; : : : ; gn) be a generator matrix of C, where each gi denotes a
column vector of G. We assume that g1 is a vector such that g1 m−1 = 0; then also
 m−1g1=0. By Lemma 3.4, the matrix k;n( m−1G)=(k;1( m−1g1); k;1( m−1g2); : : : ;
k;1( m−1gn)) is a generator matrix of the code n(Soc(C)) meeting the Griesmer
bound. So the column vector k;1( m−1g1) must be a point in PG(k(C) − 1; q). A
contradiction.
It is well known that the columns of a generator matrix of a left fat linear code
C over R de%ne points in the projective Hjelmslev space (P;L; I) = PHG(Rk(C)R ) (cf.
[11]). We note that the points of a projective Hjelmslev space can be represented as
solutions of a system of linear equations.
We denote the number of all points in PHG(RkR) by  qm(k). It is well known that
 qm(k) = q(k−1)(m−1)
(
qk − 1
q− 1
)
= q(k−1)(m−1)vk
(cf. [10]). We also introduce the following notations:
(qm; i(k) = (qi+(k−1)(m−1) − 1)
(
qk − 1
q− 1
)
:
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Every %nite R-submodule M of RkR over the chain ring R is a direct sum of cyclic
R-modules. The partition
M ∼= R=(R))1 ⊕ · · · ⊕ R=(R))r
with m¿ )1; : : : ; )r¿ 1, is uniquely de%ned by M .
De+nition 3.6. The partition )=()1; : : : ; )r) de%ned by M ∼= R=(R))1 ⊕· · ·⊕R=(R))r
is called the shape of M .
In the sequel we will write )= ()1; : : : ; )r) as )=1s12s23s3 · · · or as 0k−r1s12s23s3 · · ·
if exactly sj parts of ) are equal to j.
De+nition 3.7. For i, 06 i6m−1, an i-hyperplane *i in PHG(RkR) is a set of points,
whose homogeneous coordinates (x1; x2; : : : ; xk) satisfy a linear equation:
 i(r1x1 + r2x2 + · · ·+ rkxk) = 0;
where at least one of the ri’s is in R∗. In particular, a 0-hyperplane is simply called a
hyperplane.
Equivalently, an i-hyperplane has shape mk−1i1.
Lemma 3.8. Let *i, 06 i6m − 1, be an i-hyperplane in PHG(RkR). Then *i has
qi qm(k − 1) points.
Proof. See [11, Section 6.2].
Lemma 3.9. Let p1; p2; : : : ; p qm (k) be all the distinct points in PHG(R
k
R). Let C be a left
free code of length n over R with generator matrix G=(g1; g2; : : : ; gn), k(C)=k¿ 3 and
16d(C)¡qk−1. If C meets bound (2), then F = {p1; p2; : : : ; p qm (k)} \ {g1; g2; : : : ; gn}
is a set of  qm(k) − n points which intersects every (m − 1)-hyperplane in at least
qm−1 qm(k − 1)− n+ d(C) points and intersects some (m− 1)-hyperplane in exactly
qm−1 qm(k − 1)− n+ d(C) points.
Proof. From Proposition 3.5, it follows that the columns of G de%ne points in PHG
(RkR). To prove that the size of F is correct, we need to show that the columns of
G de%ne distinct points. Using Lemma 3.4, we have that k;n( m−1G) is a generator
matrix of the linear code n(Soc(C)) and the latter code meets the Griesmer bound.
So the columns of k;n( m−1G) de%ne distinct projective points of PG(k − 1; q) [4];
hence, the columns of G de%ne distinct points of PHG(RkR).
Since the Hamming weight of every non-zero codeword in Soc(C) is at least d(C)
and there exist some codewords in Soc(C) whose Hamming weight is just d(C), any
(m−1)-hyperplane contains at most n−d(C) points of {g1; g2; : : : ; gn}; hence, it contains
at least qm−1 qm(k − 1)− (n− d(C)) points of F .
De+nition 3.10. An {s; t; k − 1; RR}-minihyper F , s¿ 1, t¿ 0, is a set of s points
in PHG(RkR) such that |F ∩ *|¿ t for every (m − 1)-hyperplane * and there is an
(m− 1)-hyperplane * for which |F ∩ *|= t.
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Example 3.11. The following 24 point set F in PHG(Z38) is an example of a {24; 8;
2;Z8}-minihyper:
F := {(0; 1; 0); (0; 0; 1); (0; 1; 1); (0; 1; 3); (0; 1; 5); (0; 1; 7); (0; 1; 2); (0; 1; 4); (0; 1; 6);
(0; 2; 1); (0; 4; 1); (0; 6; 1); (4; 1; 0); (4; 0; 1); (4; 1; 3); (4; 1; 5); (4; 1; 7); (4; 1; 1);
(4; 4; 1); (4; 1; 4); (4; 1; 2); (4; 2; 1); (4; 1; 6); (4; 6; 1)}:
Here follows a geometrical characterization of linear codes over %nite chain rings
meeting bound (2).
Theorem 3.12. There is a one-to-one correspondence between the set of all non-
equivalent left free codes C of length n over R meeting bound (2) with k = k(C)¿ 3
and 16d(C)¡qk−1, and the set of all {(qm;0(k)+
∑k−2
i=0 ivi+1; (qm;m−1(k−1)+
∑k−2
i=0
ivi; k − 1; RR}-minihypers, where 06 i6 q− 1 and (0; 1; : : : ; k−2) = (0; 0; : : : ; 0).
Proof. Let C be a left linear code mentioned in the above theorem. Since 16d(C)¡
qk−1, d(C) can be expressed uniquely in the following way [4]:
d(C) = qk−1 −
k−2∑
i=0
iqi:
Since C meets Griesmer bound (2),
n= vk −
k−2∑
i=0
ivi+1:
By Lemma 3.9, C corresponds to a {(qm;0(k)+
∑k−2
i=0 ivi+1; (qm;m−1(k−1)+
∑k−2
i=0 ivi;
k − 1; RR}-minihyper.
Conversely, consider a minihyper F with the above mentioned parameters. We set
d := qk−1−∑k−2i=0 iqi and n := vk −∑k−2i=0 ivi+1. By the de%nition of minihypers and
d(C)=d( m−1C), the left linear code C of length n having a generator matrix whose
columns are the points of P(RkR) \F has the minimum Hamming weight d(C)=d. So
C meets the Griesmer bound (2). This proves the theorem.
Now we shall consider some constructions of minihypers in projective Hjelmslev
spaces.
De+nition 3.13. For i, 06 i6m − 1, and +, 16 +6 k, we de%ne an (i; +)->at Vi;+
in PHG(RkR) as a set of points whose homogeneous coordinates (x1; x2; : : : ; xk) satisfy
a set of linear equations:
 iA(x1; x2; : : : ; xk)T = 0;
where A is a (k − +)× k matrix over R whose rows are linearly independent.
Equivalently, an (i; +)-Oat in PHG(RkR) is a submodule of shape m
+ik−+ (see [11,
De%nition 1]).
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Lemma 3.14. Let Vi;+, 06 i6m − 1 and 16 +6 k, be an (i; +)->at in PHG(RkR).
Then Vi;+ has (qi)k−+ qm(+) points.
Proof. See [11, Section 6.2].
Proposition 3.15. Let Vi;+ be an (i; +)->at in PHG(RkR) for 06 i6m− 1 and 16 +
6 k. Then Vi;+ is a {(qi)k−+ qm(+); qi(k−+)+m−1 qm(+ − 1); k − 1; RR}-minihyper.
Proof. If Vi;+ is contained in an (m− 1)-hyperplane H , then
|Vi;+ ∩ H |= |Vi;+|= (qi)k−+ qm(+):
If an (m − 1)-hyperplane H does not contain Vi;+, then the intersection of the
(m − 1)-hyperplane H and Vi;+ has shape m+−1(m − 1)1ik−+ if i¡m − 1 and shape
m+−1(m−1)k−++1 if i=m−1. So Vi;+ ∩H contains (qi)k−+qm−1 qm(+−1) points.
Remark 3.16. As for Example 3.11, we remark that F is a (1; 2)-Oat in PHG(Z38), that
is, a 1-hyperplane.
For x = (x1; x2; : : : ; xn)∈ RRn and 06 i6m − 1, we de%ne the i-weight of x as
follows:
i-wt(x) := wt( ix) = |{j |  ixj = 0}|:
For any i∈{0; : : : ; m−1}, we de%ne the maximum i-weight Di(C) of a left linear code
C over R by
Di(C) := max{i-wt(x) | x∈C}:
Here is a correspondence between minihypers and linear codes over chain rings.
Theorem 3.17. Let gj (j = 1; : : : ; s) be s non-zero column vectors in RkR such that
any two vectors are linearly independent over R. Then {g1; g2; : : : ; gs} is an {s; t; k −
1; RR}-minihyper in PHG(RkR) if and only if G = (g1; g2; : : : ; gs) is a generator matrix
of a fat left free linear code C of length s with maximum (m− 1)-weight s− t.
Proof. Let F := {g1; g2; : : : ; gs}. For a vector a = (a1; : : : ; ak) in RRk such that at
least one of ai’s is in R∗, we denote by *am−1 the set of points in PHG(R
k
R) whose
homogeneous coordinates (x1; : : : ; xk) satisfy the following linear equation:
 m−1(a1x1 + a2x2 + · · ·+ akxk) = 0;
that is, *am−1 is an (m − 1)-hyperplane in PHG(RkR). Since (m − 1)-wt(aG) is the
number of vectors gi such that  m−1agi = 0, we have
|F |= s= (m− 1)-wt(aG) + |F ∩ *am−1|:
Thus Dm−1(C) = s − mina{|F ∩ *am−1|}, where the minimum is over all vectors a =
(a1; : : : ; ak) in RRk such that at least one of ai’s is in R∗.
The theorem follows.
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Remark 3.18. To conclude this section on minihypers, we wish to remark that Honold
and Landjev [12] studied a related substructure in projective Hjelmslev planes, namely
(t; s)-blocking multisets.
Let ! = (P;L; I) be a projective Hjelmslev plane. A multiset in ! is a mapping
k :P→ N. The integer k(P) is called the multiplicity of the point P. It is possible to
extend the mapping k to the subsets of P by
k(Q) =
∑
P∈Q
k(P); for Q ⊆ P:
The multiset k :P→ N is called a (k; n)-arc if k(P)=k and k(l)6 n for any l∈L.
Similarly, the multiset k :P→ N is called a (t; s)-blocking multiset if k(P) = t and
k(l)¿ s for any l∈L.
An arc (respectively, blocking multiset) k with k(P)∈{0; 1} for every P ∈P is called
projective. In [12], Honold and Landjev studied (t; s)-blocking multisets k in PHG(R3R),
|R|= q2, R=(R) ∼= Fq, for which 16 s6 q. They proved that t¿ sq(q+ 1), and that
equality is achieved. They also gave information on the blocking multisets for which
t = sq(q+ 1).
If we consider linear [n; 3; d] codes over R, with |R|=q2, R=(R) ∼= Fq, d=q2− 0−
1q¡q2, 06 0, 16 q − 1, attaining the Griesmer bound, then n = v3 − 0v1 − 1v2
and the corresponding minihyper has size (q2 ;0 +
∑1
i=0 ivi+1=(q
2−1)v3 + 0v1 + 1v2.
Similarly, as in the proof of Lemma 3.9, this minihyper intersects every element of
L, so every 0-hyperplane, in at least 1q2 (2)− n+ d= q2 − 1 + 1 points.
So, here the minihyper is a {(q2 − 1)v3 + 0v1 + 1v2; q2 − 1 + 1; 2; RR}-minihyper.
Consequently, in comparison with the (t; s)-blocking multisets investigated by Honold–
Landjev, these are (t; s)-blocking multisets for which s is large.
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