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Kurzfassung
In dieser Arbeit wird untersucht, wie sich die Ergebnisse von Cho und Huynh [CH91] zur Komple-
xität der Probleme „gegeben ein deterministischer endlicher Automat: ist die von diesem Automat
akzeptierte Sprache sternfrei bzw. piecewise testable bzw. dot-depth-one“ auf andere Klassen von
Sprachen übertragen lassen. Es kann gezeigt werden, dass alle Klassen, die durch Omega-Gleichungen
charakterisierbar sind, in PSPACE entscheidbar und NL-schwer sind. Wir geben Verfahren an, dass
zu jeder Gleichung, die eine gewisse Bedingung erfüllt, ein Verbotsmuster erzeugt, das in NL ent-
scheidbar ist, und zeigen, dass das Schnittproblem bereits für die Klasse der deterministische endliche
Automaten, die locally testable Sprachen akzeptieren, PSPACE-vollständig ist, wodurch der PSPACE-
Vollständigkeitsbeweis für die Klasse der sternfreien Spachen vereinfacht werden kann.
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1 Einleitung
Zu jeder Unterklasse der regulären Sprachen gibt es das Entscheidungsproblem, ob ein determi-
nistischer endlicher Automat eine Sprache aus dieser Klasse akzeptiert. In [Ste85b] wurde gezeigt,
dass dieses Entscheidungsproblem für die Klasse der sternfreien Sprachen in PSPACE liegt und
Co-NP-schwer ist und für die Klassen dot-depth one (deniert in [CB71]) und piecewise testable
(deniert in [Sim75]) in P liegt. In [CH91] wurde die Charakterisierung der Platzkomplexität zu
PSPACE-vollständig und NL-vollständig verbessert. Im Folgenden verwenden wir eine Sprachklasse
auch als Kurzform für „Das Entscheidungsproblem ob ein Automat eine Sprache aus dieser Klasse
akzeptiert“.
Bei diesen drei Klassen handelt es sich um Varietäten von Sprachen, die durch Omega-Gleichungen, die
im syntaktischen Monoid der Sprache gelten müssen, deniert werden können. Da viele Unterklassen
der regulären Sprachen durch Omega-Gleichungen beschrieben werden können, stellt sich die Frage
nach der Komplexität anderer derartiger Varietäten.
Als Obergrenze für beliebige Omega-Gleichungen kann PSPACE bestimmt werden, indem der PSPACE-
Algorithmus aus [Ste85b] verallgemeinert wird (Kapitel 1). Als Untergrenze für nichttriviale Fälle
ergibt sich NL-schwer durch Abwandlung des Beweises aus [CH91] (Kapitel 3). In Kapitel 4 wird ein
Verfahren angegeben, welches es ermöglicht aus einer Menge von Gleichungen, die eine gewisse
Bedingung erfüllen, einen NL-Algorithmus zu konstruieren. Die NL-Algorithmen für – und damit
die NL-Vollständigkeit von – piecewise testable und dot-depth one folgen als Sonderfälle. In Kapitel 5
wird eine leichte Abwandlung des PSPACE-Schwere-Beweis für die sternfreien Sprachen aus [CH91]
gegeben.
Im Rest dieses Kapitels werden die verwendeten Begrie deniert und die Notation festgelegt.
1.1 Sprachen
Ein Alphabet ist eine endliche Menge von Zeichen. Ein Wort über einem Alphabet Σ ist eine beliebig
aber endlich lange Folge a0a1 · · · an−1 von Zeichen ai aus Σ . Für das leere Wort wird  geschrieben.
Die Menge aller Worte über Σ wird mit Σ? (gesprochen: „Sigma Stern“), die aller nicht leeren Worte
mit Σ+ bezeichnet. |w| bezeichnet die Länge des Wortes w und kann als || = 0 und |wa| = |w|+ 1
für alle w ∈ Σ?, a ∈ Σ deniert werden.
Das Produkt zweier Worte w = a0a1 · · · a|w|−1 und v = b0b1 · · · b|v|−1 ist das Wort w · v =
a0a1 · · · a|w|−1b0 · · · b|v|−1. Der Operator „·“ wird im allgemeinen nicht geschrieben, da in allen Fällen,
in denen dadurch nicht klar ist, ob eine Verknüpfung von Zeichen zu einem Wort oder ein Produkt
von Worten zu lesen ist, für beide Interpretationen das gleiche Ergebnis herauskommt. Das iterierte
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Produkt eines Wortes mit sich selbst wird als Potenz w0 = ,wn+1 = wwn geschrieben. Bei einem
Wort w = pfs bezeichnen wir das Teilworte p als Präx, f als Faktor und s als Sux von w. Ein Präx
(Faktor, Sux) p von w heißt echtes Präx (Faktor, Sux) wenn p 6= w.
Eine Sprache über einem Alphabet Σ ist eine Menge von Worten über Σ . Die leere Sprache wird mit
φ bezeichnet.
Das Produkt zweier Sprachen L1,L2 ⊆ Σ? ist die Sprache L1 · L2 = {uv ∈ Σ? | u ∈ L1 ∧ v ∈ L2}.
Auch dieser Produktoperator wird im Allgemeinen nicht geschrieben. Sprachen über dem gleichen
Alphabet können mit den bekannten Mengenoperationen verknüpft werden. Die Dierenz Σ?\L wird
als Komplement von L bezeichnet und L geschrieben. Das iterierte Produkt wird erneut als Potenz
L0 = {}, Ln+1 = LLn geschrieben. Der Abschluss einer Sprache unter Produkt ist L? = ⋃i∈N Li.
Das Produkt einer Sprache mit einem Wort lesen wir als Produkt mit der Sprache, die nur dieses
Wort enthält; auch hierbei führen Mehrdeutigkeiten, ob ein Produkt von Worten oder ein Produkt
von Sprachen zu lesen ist, am Ende zur gleichen Sprache, wodurch auf Klammern verzichtet werden
kann.
Die Klasse der regulären Sprachen ist der Abschluss der Klasse der endlichen Sprachen unter Produkt,
Stern und booleschen Operationen.
1.2 Monoide
Eine algebraische Struktur (M, ·) ist eine MengeM mit einer inneren Verknüpfung · ∈M ×M →M ,
die Paare von Elementen aus M in M abbildet. Eine Halbgruppe ist eine algebraische Struktur, in der
das assoziative Gesetz gilt, d. h. für alle x, y, z ∈M gilt (x · y) · z = x · (y · z). Ein Monoid ist eine
Halbgruppe (M, ·) mit einem neutralen Element 1 ∈ M , d. h. für alle x ∈ M gilt x · 1 = x = 1 · x.
Die wiederholte Verknüpfung eines Elements mit sich selbst wird durch die Potenzschreibweise
x0 = 1, xn+1 = xnx ausgedrückt. Ein Monoidhomomorphismus φ ∈ M → N von einem Monoid
(M, ·) in ein Monoid (N, ◦) ist eine Funktion, die mit den Monoidoperationen verträglich ist, d. h.
φ(x · y) = φ(x) ◦ φ(y).
Sei S ⊆M eine beliebige Teilmenge von M . Wir sagen, ein Homomorphismus φ ∈M → N erkennt
S, wenn es eine Menge T ⊆ N gibt, so dass x ∈ S ↔ φ(x) ∈ T . Ein Monoid N erkennt S, wenn es
ein Homomorphismus von M nach N gibt, der S erkennt. Insbesondere erkennt ein Monoid N eine
Sprache L ⊆ Σ?, wenn es einen Homomorphismus φ ∈ Σ? → N gibt, der L erkennt. Die regulären
Sprachen sind genau die Sprachen, die von endlichen Monoiden erkannt werden.
Die syntaktische Kongruenz ∼L einer Sprache L ist deniert als u∼L v g. d. w. ∀ p, s ∈ Σ? : pus ∈
L ↔ pvs ∈ L. Diese Relation ist eine mit dem Produkt verträgliche Kongruenz. Die Menge Σ?/∼L
der Äquivalenzklassen [w]∼L = {u | u∼L w} und ihr Produkt [w]∼L [v]∼L = [wv]∼L bilden das
syntaktische MonoidM(L) der Sprache L. Dieses erkennt L mittels des syntaktischen Homomorphismus
ηL = w 7→ [w]∼L .
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1.3 Automaten
Ein nichtdeterministischer endlicher Automat A, kurz NFA (nondeterministic nite automaton), ist
ein Quintupel (Q,Σ, q0, F, δ) einer endlichen Menge Q von Zuständen, eines Alphabets Σ, eines
Startzustandes q0 ∈ Q, einer Menge von Endzuständen F ∈ 2Q und einer Überführungsfunktion
δ ∈ Q× Σ→ 2Q von Paaren aus Zuständen des Automaten und Zeichen des Alphabets in Mengen
von Zuständen. Ein Automat akzeptiert ein Wort w = a1a2 · · · an g. d. w. es eine Folge von Zuständen
q1, q2, . . . qn gibt, so dass q1 ∈ δ(q0, a0), qi+1 ∈ δ(qi, ai), und qn ∈ F gilt. Die Sprache L(A) ist
die Sprache aller Worte, die der Automat A akzeptiert. Die Sprachen, die von endlichen Automaten
akzeptiert werden, sind genau die regulären Sprache. Zur Vereinfachung der Notation kürzen wir
die Relation {(q, q′) ∈ Q×Q | q′ ∈ δ(q, a)} mit aA ab; statt q′ ∈ δ(q, a) schreiben wir also q aA q′,
oder, wenn der Automat aus dem Kontext bekannt ist, einfach q a q′.
Ein Automat ist vollständig, wenn es für jeden Zustand q und jedes Zeichen a einen Folgezustand
q′ gibt, so dass gilt q a q′. Zu jedem Automat kann ein vollständiger Automat, der die gleiche
Sprache akzeptiert, konstruiert werden. Dafür wird ein neuer toter Zustand d hinzugefügt und die
Überführungsfunktion um q a d↔ q = d ∨ ¬∃ q′ ∈ Q : q a q′ erweitert. Im Folgenden nehmen wir
an, dass alle Automaten vollständig sind.
Die Komposition von zwei Relationen R ∈M ×N und S ∈ N ×O ist deniert als RS = {(x, z) |
∃ y ∈ N : x R y ∧ y S z} ∈ M × O. Wir erweitern den A-Operator auf Worte w ∈ Σ? durch
A = {(x, x) | x ∈ Q}, (wa)A = wAaA für alle a ∈ Σ, w ∈ Σ?. Der Abschluss der Relationenmenge
{aA ∈ Q × Q | a ∈ Σ} unter Komposition ist das Transitionsmonoid M(A) des Automaten A.
Wir haben w ∈ L(A) g. d. w. es einen Zustand q ∈ F gibt, so dass q0 wA q. Mit anderen Worten,
φ = w 7→ wA ist ein Monoidhomomorphismus von Σ? in 2Q×Q, der die Sprache L(A) erkennt.
φ(L(A)) sind genau diejenigen Relationen, die den Startzustand mit einem Endzustand verbinden,
d. h. w ∈ L(A) g. d. w. ∃ q ∈ F : q0wA q.
Wenn die Relation aA für alle a ∈ Σ rechtseindeutig ist, ist A ein deterministischer endlicher Automat,
kurz DFA (deterministic nite automaton). Die Klasse der Sprachen, die von einem DFA akzeptiert
werden, ist ebenfalls die Klasse der regulären Sprachen Es ist einfach zu zeigen, dass die auf Worte
erweiterten Überführungsrelationen ebenfalls rechtseindeutig sind. Wir denieren für DFA folgende
Abkürzung: q w = ι q′ : q w q′.
1.4 Idempotente Elemente
Ein Element e eines Monoids (M, ·) heißt idempotent, wenn e · e = e. In einem endlichen Monoid M
gilt: Zu jedem Element x ∈M gibt es eine Potenz xk die idempotent ist; wir sagen: x generiert das
idempotente Element xk.
Beweis. Die Folge x0, x1, ..., x|M | enthält |M |+ 1 Terme, M selbst aber nur |M | Elemente, also muss
es zwei Exponenten 0 ≤ i < j ≤ |M | geben, so dass xi = xj . Setze p = j−i, dann erhalten wir, durch
wiederholtes Einsetzen dieser Gleichung in sich selbst, xi = xixp = xixpxp = · · · = xixmp für allem
und xlxi = xlxixmp für alle m und l. Sei k das kleinste Vielfache von p, so dass i ≤ mp = k (hierbei
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gilt k < i+p ≤ |M |). Das gesuchte idempotente Element ist nun: xk = xk−ixi = xk−ixixmp = xkxk .
Die Potenz xk−i kann gebildet werden, da i ≤ k.
Das von x generierte idempotente Element ist eindeutig.
Beweis. Angenommen xk 6= xk′ wären zwei unterschiedliche von x generierte Idempotente. Dann gilt
xk = xkxk = x3k = · · · = xk′k = · · · = x3k′ = xk′xk′ = xk′ im Widerspruch zur Annahme.
Für jedes Monoid M gibt es eine natürliche Zahl ω, so dass für alle x ∈ M gilt: xω = xωxω und
ω ≤ (|M | − 1)!.
Beweis. Wie zuvor gezeigt gibt es für jedes Element x ∈ M einen Exponent kx < |M |, so dass
xkx = xkxxkx = · · · = xnkx für alle Vielfachen nkx von kx. Ein Vielfaches aller kx, x ∈ M erfüllt
diese Bedingung für alle x. (|M | − 1)! ist ein Vielfaches aller kx, daher ω ≤ (|M | − 1)!
1.5 Varietäten
Eine Klasse endlicher Monoiden, die unter Untermonoiden, surjektiver homomorpher Abbildung und
endlichem Produkt abgeschlossen ist, heißt eine Varietät endlicher Monoide. Varietäten werden häug
durch eine Menge von Omega-Gleichungen deniert:
Denition 1 (Omega-Gleichungen). Sei X ein endlicher Vorrat an Variablenzeichen, (M, ·) ein
Monid mit neutralem Element 1 und g ∈ X →M eine Variablenbelegung. Wir denieren rekursiv
Omega-Terme über die Variablen X und erweitern die Belegung g auf beliebige Omega-Terme.
i. 1 ist ein Omega-Term, g(1) = 1
ii. Jedes x ∈ X ist ein Omega-Term, g(x) ist bereits deniert.
iii. Wenn e und f Omega-Terme sind, so ist auch e · f ein Omega-Term, g(ef) = g(e) · g(f).
iv. Wenn e ein Omega-Term ist, so ist auch eω ein Omega-Term, g(eω) ist das eindeutige von g(e)
erzeugte idempotente Element g(e)ω .
v. nichts sonst ist ein Omega-Term
Wenn e und f Omega-Terme sind, so ist e = f eine Omega-Gleichung.
Ein MonoidM erfüllt eine Gleichung e = f , wenn für alle Belegungen g ∈ X →M gilt: g(e) = g(f).
M erfüllt eine Menge e1 = f1, . . . , en = fn, wenn M alle Gleichungen aus der Menge erfüllt. Wir
schreiben dafür M ∈ Je1 = f1, . . . , en = fnK .
Jeder Varietät von Monoiden V entspricht eine Varietät von Sprachen V , die diejenigen Sprachen
enthält, deren syntaktisches Monoid zuV gehört. Da es sich hierbei um eine echte Klasse handelt
(schon die Klasse aller Alphabete, d. h. die Klasse aller endlichen Mengen, ist eine echte Klasse), wird
meistens ein beliebiges Alphabet Σ vorgegeben und die Menge V(Σ?) der Sprachen über Σ, deren
syntaktisches Monoid zuV gehört, verwendet.
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In diesem Kapitel geben wir ein Algorithmenschema an, das einen PSPACE-Algorithmus für belie-
bige Omega-Gleichungen erzeugt, und zeigen dadurch eine Verallgemeinerung von Theorem 2.i in
[Ste85b].
Theorem 1. Für jede Varietät V = Jl1 = r1, . . . , ln = rnK, die durch Omega-Gleichungen deniert ist
gilt: Das Entscheidungsproblem „gegeben ein DFA A = (Q,Σ , q0, F, δ): Gehört die von A akzeptierte
Sprache L(A) zu V(Σ?)“ ist in PSPACE entscheidbar.
Im Folgenden wird ein nichtdeterministischer PSPACE-Algorithmus für das Entscheidungsproblem
L(A) /∈ Jl = rK für beliebige Omega-Terme l und r angegeben. Die Existenz des für Theorem 1
benötigten Algorithmus folgt aus dem Abschluss von PSPACE unter Schnitt und Komplement.
Lemma 2. Seien l und r Omega-Terme über eine Menge X von Variablen, A = (Q,Σ , q0, F, δ) ein
DFA, L(A) die von A akzeptierte Sprachen, M(L(A)) und ηL(A) ihr syntaktisches Monoid und der
syntaktische Morphismus undM(A) das Transitionsmonoid von A. Dann sind die folgenden Aussagen
äquivalent:
L(A) /∈ Jl = rK (2.1)
∃ g ∈ X →M(L(A)) : g(l) 6= g(r) (2.2)
∃ g′ ∈ X → Σ? : ηL(A)(g′(l)) 6= ηL(A)(g′(r)) (2.3)
∃ g′ ∈ X → Σ?, p, s ∈ Σ? : pg′(l)s ∈ L(A) 6↔ pg′(r)s ∈ L(A) (2.4)
∃ g′ ∈ X → Σ?, p, s ∈ Σ? : q0 pg′(l)sA ∈ F 6↔ q0 pg′(r)sA ∈ F (2.5)
∃ g′′ ∈ X →M(A), p, s ∈ Σ? : q0 pA g′′(l) sA ∈ F 6↔ q0 pA g′′(r) sA ∈ F (2.6)
Beweis. Die Äquivalenzen (2.1)↔(2.2), (2.3)↔(2.4) und (2.4)↔(2.5) folgen aus den Denitionen der
von einer Omega-Gleichung denierten Varietät, des syntaktischen Monoids und der von einem
Automaten akzeptierten Sprache.
Für (2.2)↔(2.3) und (2.5)↔(2.6) wähle g(x) = ηL(A)(g′(x)) und g′′(x) = g′(x)A. Dass g und g′′ für
ein gegebenes g′ existieren ist klar. Die Existenz von g′ für gegebenes g (g′′) folgt aus der Denition
des syntaktischen (Transitions-) Monoids als Bildmenge von Σ? unter dem entsprechenden Homo-
morphismus. g(t) = ηL(A)(g′(t)) und g′′(t) = g′(t)A für einen beliebigen Omega-Term t wird durch
Induktion über den Aufbau der Omega-Terme bewiesen.
Ob Bedingung (2.6) in einem Automaten gilt, kann durch einen nichtdeterministischen guess and
check-Algorithmus geprüft werden. Dieser errät eine Variablenbelegung g′′ = x 7→ q 7→ q g′(x)A ∈
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X → Q→ Q, berechnet die Werte g′′(l) und g′′(r) der Omega-Terme l und r unter dieser Belegung
und rät schließlich ein Prex und ein Sux, welche zeigen, dass die Belegung einem Beispiel für
g(l) 6= g(r) im syntaktischen Monoid entspricht.
Da kein fester Algorithmus angegeben wird sondern ein Algorithmenschema für beliebige Variablen-
mengen X und Omega-Terme l und r, muss die Denition des Algorithmus von seiner Ausführung
unterschieden werden. Wir schreiben, zur besseren Unterscheidung, den Algorithmus selbst in Pseu-
docode und die Anweisungen zum Erzeugen des Algorithmus auf Deutsch. Parameter und Indizes
werden, wenn für die Ausführung bestimmt, in Klammern und, wenn für das Schema, als Subskripte
geschrieben. Um die Omega-Terme rekursiv auswerten zu können und auch der Übersichtlichkeit
wegen wird der Algorithmus aus Teilalgorithmen zusammengesetzt. Hierbei handelt es sich um eine
rekursive Denition, die durch Einsetzen konkreter l und r aufgelöst werden kann, und nicht um
Unterprogrammaufrufe. Wir verwenden jedoch die üblichen Sichtbarkeitsregeln von Unterprogramm-
aufrufen, um nicht explizit eindeutige Bezeichner für die Programmvariablen erzeugen zu müssen. Bei
der Bewertung des Platzbedarfs zählen wir den für „Parameter“ benötigten Platz beim „Aufrufer“.
Algorithmus 1 : Algorithmus GuessX(A, g) zum Raten einer Belegung g ∈ X →M(A)
Input : A = (Q,Σ, q0,F, δ) ein DFA
Output : g ∈ X → Q→ Q eine Variablenbelegung
Data : a ∈ Σ, stop ∈ {0, 1}
Für alle x ∈ X
3 forall the q ∈ Q do gx[q]← q ;/* g(x)← A */
guess stop;
while stop = 0 do
guess stop; guess a;
8 forall the q ∈ Q do gx[q]← δ(gx[q], a) ;/* g(x)← g(x) aA */
Lemma 3. Algorithmus 1 ist ein PSPACE-Algorithmus und errät alle Belegungen g′′ aus X →M(A).
Beweis. (Korrektheit) In Zeile 3 wird gx mit q 7→ q = A ∈ M(A) initialisiert. Wenn vor der
Ausführung von Zeile 8 gx = f ∈ M(A), dann ist nach ihrer Ausführung gx = q 7→ f(q) aA
ebenfalls in M(A). Da Zeile 3 für alle gx ausgeführt wird und gx sonst nur in Zeile 8 verändert wird,
ist nach Ablauf von Algorithmus 1 gx ∈M(A) für alle x ∈ X .
(Vollständigkeit) Da g′′(x) ∈ M(A), gibt es eine Folge von Zeichen a1a2 · · · an, so dass g′′(x) =
a1a2 · · · anA. gx = g′′(x) wird durch diejenige Berechnung geladen, die bei Ausführung der Instanzi-
ierung des Algorithmenrumpfs für x, n mal stop = 0 rät, beim n+ 1-ten Mal stop = 1 rät und im
i-ten Schleifendurchlauf a = ai rät. Eine solche Berechnung gibt es für jedes g′′(x) und jedes x, also
auch für jedes g′′.
(PSPACE) Um keine Annahmen über die Codierung, in der A gegeben ist, treen zu müssen, kann a
als Position eines Vorkommens dieses Zeichens auf dem Eingabeband gespeichert werden. Bei einer
Eingabe der Länge n werden dafür dlogne Bit benötigt.
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Algorithmus 2 : Algorithmus EvalX,e(g, e) zur Berechnung des Wertes e = g(e) des Omega-
Terms e unter der Belegung g.
Input : g ∈ X → Q→ Q eine Belegung
Output : e ∈ Q→ Q Wert von e unter der Belegung g
Wenn e = 1
3 forall the q ∈ Q do e[q]← q;
Wenn e ∈ X
forall the q ∈ Q do e[q]← ge[q];
Wenn e = lr
Data : l, r ∈ Q→ Q
8 EvalX,l(g, l); EvalX,r(g, r);
10 forall the q ∈ Q do e[q]← r[l[q]] ;
Wenn e = lω
Data : l ∈ Q→ Q
Data : done ∈ {0, 1} = 0
13 EvalX,l(g, l);
15 forall the q ∈ Q do e[q]← q;
17 repeat
if ¬done then
20 forall the q ∈ Q do e[q]← e[l[q]] ;
done← 1;
forall the q ∈ Q do
if e[q] 6= e[e[q]] then done← 0 ;
until done;
Lemma 4. Algorithmus 2 berechnet aus einer Variablenbelegung g ∈ x→ Q→ Q den Wert e = g(e)
eines beliebigen Omega-Terms unter Belegung g. Der benötigte Speicherplatz ist polynomiell in der Größe
des Automaten.
Beweis. Für e = 1 ist g(e) = A = q 7→ q, in Zeile 3 wird e auf diesen Wert gesetzt. Wenn e ∈ X ,
kann e einfach aus der Belegung kopiert werden.
Wenn e = lr, dann ist nach Induktionsannahme nach Ausführung von Eval in Zeile 8 l = g(l) und
r = g(r). Nach Denition ist g(lr) = g(l)g(r) = q 7→ g(r)(g(l)(q)) was in Zeile 10 berechnet wird.
Wenn e = lω , dann ist nach Induktionsannahme nach Ausführung von Zeile 13 l = g(l). Die Variable
e wird in Zeile 15 mit A initialisiert und in Zeile 20 mit g(l) verknüpft, e hat also nach Ende der
Ausführung den Wert g(l)k für ein k ≥ 1. Da die Schleife in Zeile 17 erst verlassen wird wenn
e(q) = e(e(q)), ist e am Ende idempotent, und damit das eindeutige von g(l) erzeugte Idempotente
g(l)ω
(PSPACE) Es wird nur Platz zum Speichern der Zwischenergebnisse l und r benötigt. Diese sind
Abbildungen der Menge der Zustände des Automaten auf sich selbst, und können als Liste von
geordneten Paaren (q, l(q)) gespeichert werden. Ein Zustand kann wieder als Index eines Vorkommens
des Zustands auf dem Eingabeband gespeichert werden, wofür, wenn die Eingabe die Länge n hat,
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dlogne Bit benötigt werden. Da die Liste rechtseindeutig ist, kann sie höchstens |Q| < n Einträge
enthalten, also ist der gesamte Platzbedarf in O(n logn)
Algorithmus 3 : Algorithmus Test_EquationX,l,r(A) zum Test, ob L(A) ∈ Jl = rK, l und r
Omega-Terme über die Variablen X .
Input : A = (Q,Σ, q0, F, δ) ein DFA
Data : g ∈ X → Q→ Q
Data : l, r ∈ Q→ Q
GuessX(A, g);
EvalX,l(g, l); EvalX,r(g, r);
Data : o, p, q ∈ Q
Data : a ∈ Σ
Data : stop ∈ {0, 1}
q← q0;
guess stop;
while stop = 0 do
7 guess a;guess stop;
q← q aA;
o← l[q]; p← r[q];
guess stop;
while stop = 0 do
13 guess a;guess stop;
o← o aA; p← p aA;
if o ∈ F 6↔ p ∈ F then
accept; /* A /∈ Jl = rK */
else
reject;
Lemma 5. Algorithmus 3 ist ein PSPACE-Algorithmus und akzeptiert auf Eingabe A g. d. w. L(A) /∈Je = fK.
Beweis. (Korrektheit) Bei einer akzeptierenden Rechnung entspricht nach Lemma 3 der Wert von g
einer Variablenbelegung g′′ ∈ X → Q→ Q. Ebenso entsprechen die in Zeilen 7 und 13 geratenen
Zeichen zwei Worten p und s. Nach Lemma 4 ist l = g′′(l) und r = g′′(r). Da der Algorithmus
akzeptiert, muss gelten, dass q0 pA g′′(l) sA ∈ F 6↔ q0 pA g′′(r) sA ∈ F was nach Lemma 2 äquivalent
ist zu L(A) /∈ Je = fK.
(Vollständigkeit) Wenn L(A) /∈ Je = fK, dann gibt es nach Gleichung 2.6 Worte p, s und eine Belegung
g′′, so dass q0 pA g′′(l) sA ∈ F 6↔ q0 pA g′′(r) sA ∈ F . Nach Lemma 3 gibt es eine Rechnung, die
diese Belegung rät. Ebenso gibt es eine Rechnung, die die Zeile 7 |p| mal ausführt und beim i-ten
Durchlauf das i-te Zeichen von p rät und Zeile 13 |s| mal ausführt und beim i-ten Durchlauf das i-te
Zeichen von s rät. Diese Rechnung endet mit o = q0 pA g′′(l) sA und p = q0 pA g′′(r) sA und nach
Annahme muss der Algorithmus akzeptieren.
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(PSPACE) Wie bei den Teilalgorithmen benötigen die Zustände o, p, q und das Zeichen a maximal
dlogne Bit. Die Elemente l, r, gx des Transitionsmonoiden können wieder inO(n logn) Bit gespeichert
werden, die Anzahl der verschiedenen gx hängt hierbei nicht von der Größe der Eingabe ab. Da die
Teilalgorithmen Eval und Guess ebenfalls O(n logn) Bit benötigen, ist auch der Platzbedarf des
kompletten Algorithmus in O(n logn).
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3 NL Schwere
Theorem 6. Für jede Varietät V = Jl1 = r1, . . . , ln = rnK, die durch Omega-Gleichungen deniert
ist und die nicht alle regulären Sprachen enthält (V(Σ?) ( Reg(Σ?)), und für jedes Alphabet das
mindestens zwei Zeichen enthält gilt: Das Entscheidungsproblem „gegeben ein DFAA = (Q,Σ , q0, F, δ):
gehört die von A akzeptierte Sprache L(A) zu V(Σ?)“ ist NL-schwer bezüglich log-space-Reduktionen.
Der Beweis erfolgt durch Logspace-Reduktion des NL-vollständigen graph reachability problem [HU79].
Dies ist das Entscheidungsproblem: „Gegeben ein Digraph (V,E), E ⊆ V × V und zwei Knoten
s, t ∈ V : Gibt es einen Pfad von s nach t,“ d. h. gibt es eine Folge von Knoten v1, v2, . . . , vk ∈ V , so
dass (s, v1) ∈ E, (vk, t) ∈ E und (vi, vi+1) ∈ E für alle 1 ≤ i < k. Wir können uns auf Instanzen
beschränken, in denen jeder Knoten höchstens zwei Nachfolger hat. Um das allgemeine Problem
darauf zu reduzieren, muss lediglich jeder Knoten durch eine Kette von Knoten ersetzt und die
ausgehenden Kanten auf diese verteilt werden.
Wir geben nun eine Logspace-Reduktion einer Instanz ((V,E), s, t) des reachability-Problems auf
einen Automaten A mit der Eigenschaft, dass L(A) ∈ V(Σ?) g. d. w. ((V,E), s, t) ∈ reachability.
Da wir im Gegensatz zu [CH91] nicht fordern, dass der Automat, der bei der Reduzierung entsteht
minimal ist, kann der Beweis problemlos für eine beliebige Varietät geführt werden.
Da V(Σ?) ( Reg(Σ?), gibt es einen DFA A′ = (Q′,Σ, q′0, F ′, δ′) mit L(A′) /∈ V(Σ?). Seien a 6= b ∈
Σ zwei beliebige Zeichen. Die Reduktion erzeugt nun einen DFA, der erst eine Codierung für eine
Lösung des reachability-Problems als Wort über {a, b} liest und dann in eine Kopie von A′ übergeht.
Wir können eine beliebige totale Ordnung ≤ auf den Knoten V voraussetzen (z. B. Reihenfolge des
ersten Vorkommens auf dem Eingabeband).
Der DFA A = (Q,Σ, q0, F, δ) ist wie folgt deniert:
i. Die Zustände Q = {0} × V ∪ {1} × Q′ ∪ ⊥ sind die disjunkte Vereinigung der Knoten des
reachability problem mit den Zuständen von A′, sowie ein toter Zustand.
ii. Das Alphabet Σ wird unveränder übernommen.
iii. Der Startzustand q0 = (0, s) entspricht dem Startknoten des reachability problem.
iv. Die Endzustände F = {(1, q′) | q′ ∈ F ′} entsprechen den Endzuständen von A′.
v. Die Überführungsfunktion δ codiert das reachability problem und bildet A′ nach.
a) (0, v) aA = (0, v′), wenn (v, v′) ∈ E, v 6= t und v genau eine ausgehenden Kante hat.
b) (0, v) aA = (0, v′) und (0, v) bA = (0, v′′), wenn v 6= t, (v, v′) ∈ E, (v, v′′) ∈ E und
v′ < v′′.
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c) (0, t) aA = (1, q′0)
d) (1, q′) cA = (1, q′ cA′) für alle q′ ∈ Q′, c ∈ Σ
e) q cA = ⊥ sonst
Dass der Automat A deterministisch ist, folgt daraus, dass A′ ebenfalls deterministisch ist und dass
wir ausgeschlossen haben, dass es drei Kanten (v, v′), (v, v′′), (v, v′′′) ∈ E gibt, die vom gleichen
Knoten ausgehen. Um zu zeigen, dass die Reduktion von einer deterministischen Turingmaschine mit
logarithmisch begrenztem Arbeitsband berechnet werden kann, skizzieren wir die Berechnung der
Übergänge, die reachability problem codieren. Die Turingmaschine durchläuft in zwei verschachtelten
Schleifen alle Knoten und alle Kanten und gibt beim ersten Antreen einer Kante, die vom aktuell
betrachteten Knoten v ausgeht, den Übergang (0, v) aA und beim zweiten (0, v) bA aus. Am Ende der
Kantenliste werden alle Übergänge von (0, v) in den toten Zustand geschrieben. Die Turingmaschine
muss hierzu nur speichern, ob bisher keine, eine oder zwei von v ausgehende Kanten angetroen
wurden (konstant) und welcher Knoten und welche Kante momentan bearbeitet werden (jeweils
logarithmish). Das Alphabet Σ und der Automat A′ sind im endlichen Programm des reduzierenden
Automaten gespeichert und tragen nicht zu dessen Bandkomplexität bei.
Lemma 7. ((V,E), s, t) /∈ reachability g. d. w. L(A) ∈ V(Σ?)
Beweis. (→) Wenn ((V,E), s, t) /∈ reachability, d. h. wenn es keinen Pfad von s nach t gibt, dann gibt
es auch in A keinen Pfad von (0, s) nach (0, t). Damit sind alle (1, q)-Zustände, also insbesondere
alle akzeptierenden Zustände, nicht vom Startzustand aus erreichbar und damit ist L(A) = φ. Das
syntaktische Monoid der leeren Sprache ist aber das triviale Monoid {1} und in jeder Varietät enthalten,
also L(A) ∈ V(Σ?).
(←) Wenn ((V,E), s, t) ∈ reachability, so entspricht jeder Lösung des reachability problem ein Wort
w ∈ {a, b}?, so dass (0, s) wA = (0, t).
Da L(A′) /∈ V(Σ?), gibt es, mit Lemma 2, für eine der Gleichungen l = r, die V charakterisieren, eine
Belegung g′ ∈ X → Σ? und Präx und Sux p, s ∈ Σ?, so dass q′0 pg′(l)sA
′ ∈ F ′ 6↔ q′0 pg′(r)sA
′ ∈
F ′. Durch den Aufbau von A folgt daraus (1, q′0) pg′(l)sA ∈ F 6↔ (1, q′0) pg′(r)sA ∈ F und mit
(0, s) wA = (0, t) und (0, t) aA = (1, q′0) folgt q0wapg′(l)s
A ∈ F 6↔ q0wapg′(r)sA ∈ F . wap ist
also ein geeignetes Präx, um, wiederum mit Lemma 2, zu zeigen, dass L(A) /∈ V(Σ?).
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In Algorithmus 3 wird überlogarithmischer Platz nur benötigt, um die Elemente des Transistionsmo-
noiden zu speichern. Die Elemente des Transitionsmonoid werden außerdem, außer beim Berechnen
von Termen der Form tω , nur an einer konstanten Anzahl an Zuständen ausgewertet. Sobald auf
die Auswertung von Termen der Form tω verzichtet werden kann, lässt sich eine Gleichung in NL
testen, indem der Urbildbereich der Elemente des Transitionsmonoids auf die konstante (d. h. nur von
der Gleichung abhängige) Menge der im Algorithmus abgefragten Zustände beschränkt wird. Trotz
der Einschränkung tω nicht berechnen zu können, lassen sich auch Gleichungen mit Idempotenten
in NL entscheiden. Dies ist möglich, wenn die Gleichungen es zulassen, direkt eine Belegung zu
raten in der bei allen Termen der Form tω das erzeugende Element t bereits idempotent ist. Die
Charakterisierungen und NL-Algorithmen aus der Literatur für piecewise testable [Sim75] und dot
depth one [Ste85a] beruhen im Endeekt auf diesem Vorgehen.
Theorem 8. Für jede Varietät V gilt: das Entscheidungsproblem „gegeben ein DFAA = (Q,Σ , q0, F, δ):
gehört die von A akzeptierte Sprache L(A) zu V(Σ?)“ ist in NL, g. d. w. es eine endliche Menge von
Gleichungen gibt, so dass V = Jl1 = r1, . . . , ln = rnK und alle Gleichungen li = ri, i ≤ i ≤ n gilt:
Für jede Belegung g ∈ X → M gibt es eine Belegung gˆ, so dass gˆ(li) = g(li), gˆ(ri) = g(ri) und
gˆ(t) = g(tω) für alle Teilausdrücke tω aus li und ri.
Da NL unter Schnitt abgeschlossen ist, betrachten wir im Folgenden nur eine Gleichung. Wir zeigen
zunächst, dass die angegebene Bedingung dazu führt, dass alle in der Gleichung vorkommenden
Idempotente geraten werden können.
Lemma 9. Für die Belegungen g und gˆ aus Theorem 8 gilt: gˆ(t) = gˆ(t)ω für alle Teilausdrücke tω , die
in l oder r vorkommen.
Beweis. Nach der Annahme aus Theorem 8 ist gˆ(t) = g(tω), also idempotent, also gˆ(t) = gˆ(t)2 =
gˆ(t)3 = · · · = gˆ(t)ω .
Denition 2. Für einen Omega-Term t sei F (t) der Omega-Term, der durch Ersetzen aller Teilaus-
drücke uω durch u entsteht. Das heißt F (1) = 1, F (x) = x für x ∈ X , F (lr) = F (l)F (r) und
F (lω) = F (l).
Lemma 10. Für die Belegungen g und gˆ aus Theorem 8 gilt: gˆ(F (tω)) = gˆ(t) für alle Teilausdrücke tω
die in l oder r vorkommen.
Beweis. Durch Induktion über die Tiefe, zu der Teilausdrücke der Form uω innerhalb von t verschach-
telt sind.
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Wenn t keine Teilausdrücke der Form uω enthält, ist t = F (t) und damit gilt gˆ(F (tω)) = gˆ(t).
Wenn t 6= F (t), dann hat t die Form u0vω1 u1 · · · vωnun mit ui ∈ X? (d. h. ui = F (ui)) und
Ausdrücken vi, in denen Omega-Potenzen weniger tief verschachtelt sind. Nach Induktionsan-
nahme gilt gˆ(F (vωi )) = gˆ(vi) und mit Lemma 9 gilt gˆ(F (vωi )) = gˆ(vi)ω . Also ist gˆ(F (tω)) =
gˆ(F (u0))gˆ(F (vω0 ))gˆ(F (u1)) · · · gˆ(F (un)) = gˆ(u0)gˆ(v0)ω · · · gˆ(un) = gˆ(t).
Lemma 11. Für die Belegungen g und gˆ aus Theorem 8 gilt: gˆ(F (l)) = gˆ(l) und gˆ(F (r)) = gˆ(r).
Beweis. Mit Lemmata 10 und 9 wie Induktionsschritt von Lemma 10
Wir nutzen aus, dass NL unter Komplement abgeschlossen ist (Satz von Immerman und Szelepcsényi)
und betrachten im Folgenden das konträre Problem.
Lemma 12. Für alle l, r, die die Bedingung aus Theorem 8 erfüllen, sind die folgenden Bedingungen
äquivalent
∃ g : g(l) 6= g(r) (4.1)
∃ gˆ : gˆ(F (e)) = gˆ(F (ee)) für alle eω in l und r ∧ gˆ(F (l)) 6= gˆ(F (r)) (4.2)
Beweis. (→) Zu jedem g gibt es jenes gˆ, dessen Existenz in Theorem 8 vorausgesetzt wird. In diesem
gilt nach Lemma 10: gˆ(F (e)) = gˆ(F (eω)) = gˆ(e)ω = gˆ(e)ω gˆ(e)ω = gˆ(F (ee)) für alle eω in l und r,
und nach Lemma 11: gˆ(F (l)) = g(l) 6= g(r) = gˆ(F (r)).
(←) gˆ hat bereits die gewünschte Eigenschaft: Aus gˆ(F (e)) = gˆ(F (ee)) folgt gˆ(F (e)) = gˆ(F (e))ω ,
womit, wie in Lemmata 10 und 11, gezeigt werden kann, dass gˆ(l) = gˆ(F (l)) 6= gˆ(F (r)) = gˆ(r).
Der Test von gˆ(e) = gˆ(ee) in Gleichung 4.2 beinhalten eine Allquantikation über alle Zustände. Es
genügt jedoch zu überprüfen, dass q gˆ(e)A = q gˆ(ee)A für alle q, an denen g(e) auch ausgewertet
wird. Wir denieren diese Überprüfung nun rekursiv für alle Omega-Terme:
Denition 3. i. Wenn e = 1, dann Cq,e(g) = >
ii. Wenn e ∈ X , dann Cq,e(g) = >
iii. Wenn e = lr, dann Cq,e(g) = Cq,l(g) ∧ Cq g(F (l))A,r(g)
iv. Wenn e = lω , dann Cq,e(g) = (q g(F (l))A = q g(F (l))2A) ∧ Cq,l(g) ∧ Cq g(F (l))A,l(g)
Lemma 13. Cq,e(g)→ q g(F (e))A = q g(e)A
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Beweis. Durch Induktion über den Aufbau von e.
Wenn e = 1 oder e ∈ X , dann e = F (e), also q g(F (e))A = q g(e)A.
Wenn e = lr, dann folgt aus Cq,e(g) nach Induktionsannahme q g(F (l))A = q g(l)A
und q g(F (l))A g(F (r))A = q g(F (l))A g(r)A. Also q g(F (e))A = q g(F (l))A g(F (r))A =
q g(F (l))A g(r)A = q g(l)A g(r)A = q g(e)A
Wenn e = lω , dann gilt q g(F (l))A = q g(F (l))2A und mit q g(F (l))A = q g(l)A und
q g(F (l))A g(F (l))A = q g(F (l))A g(l)A aus Induktionsannahme gilt q g(F (l))A = q g(l)A =
q g(l)2A = · · · = q g(l)ωA = q g(lω)A.
Wir können nun eine in NL entscheidbare Charakterisierung geben:
Lemma 14. Für alle l, r, die die Bedingung aus Theorem 8 erfüllen, sind die folgenden Bedingungen
äquivalent
L(A) /∈ Jl = rK (4.3)
∃ g ∈ X →M(A), p, s ∈ Σ? :q0 pA g(l) sA ∈ F 6↔ q0 pA g(r) sA ∈ F (4.4)
∃ gˆ ∈ X →M(A), p, s ∈ Σ? :Cq0 pA,l(gˆ) ∧ Cq0 pA,r(gˆ)
∧ q0 pA gˆ(F (l)) sA ∈ F 6↔ q0 pA gˆ(F (r)) sA ∈ F (4.5)
Beweis. (4.3)↔(4.4) ist Lemma 2.
(4.4)→(4.5) Zu jedem g gibt es jenes gˆ, dessen Existenz in Theorem 8 vorausgesetzt wird. In diesem gilt,
wie bereits festgestellt, gˆ(F (e)) = gˆ(F (ee)) für alle eω in l und r und, da Cq0 pA,l(gˆ) und Cq0 pA,l(gˆ)
nur aus Gleichungen der Form q g(F (e))A = q g(F (ee))A bestehen, gelten diese auch. Außerdem
gilt nach Lemma 11: gˆ(F (l)) = g(l) und g(r) = gˆ(F (r)) und damit folgt (4.5) aus (4.4).
(4.4)←(4.5) gˆ hat bereits die gewünschte Eigenschaft, da aus Lemma 13 folgt, dass q0 pA gˆ(F (l)) =
q0 pA gˆ(l) und q0 pA gˆ(F (r)) = q0 pA gˆ(r).
Aus Bedingung 4.5 lässt sich ein NL-Algorithmus ableiten: Man sieht, dass diese Bedingung nur
Berechnungen von q0 pA g(F (t)) enthält. Jedes F (t) entspricht einem Omega-Term x1x2 · · ·xn,
xi ∈ X . Bedingung 4.5 als Ganzes entspricht also einem Verbotsmuster, und kann folgendermaßen
geprüft werden: Beim Berechnen von q0 pA g(x1x2 · · ·xn) werden die Elemente des Transitionsmo-
noiden nur auf eine konstante Anzahl an Zuständen, nämlich q1 = q0 pA, q2 = q0 pA g(x1), q3 =
q0 pA g(x1) g(x2), . . ., angewendet. Der Algorithmus kann nun als erstes diese Zustände raten, und
rät dann, anstatt der Werte g′(x)A des Transitionsmonoids, direkt alle benötigten qi g′(xi)A. Da die
Menge der benötigten Zustände konstant ist, und jeder Zustand in logarithmischem Platz gespeichert
werden kann, ist dies in NL möglich.
Lemma 15. Das Entscheidungsproblem, ob ein Automat eine Sprache der Klasse piecewise testable
erkennt, ist NL-vollständig
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Beweis. Die Klasse der piecewise testable Sprachen kann als J(ab)ω = (ab)ωa, (ab)ω = b(ab)ωK cha-
rakterisiert werden. Beide Gleichungen erfüllen die Bedingung aus Theorem 8: Für (ab)ω = (ab)ωa
wähle gˆ(a) = g(a) und gˆ(b) = g(b)g(ab)ω−1, für (ab)ω = b(ab)ω wähle gˆ(a) = g(ab)ω−1g(a) und
gˆ(b) = g(b). Damit existiert nach Theorem 8 ein NL-Algorithmus und das Problem ist, da es nach
Theorem 6 auch NL-schwer ist, NL-vollständig.
Lemma 16. Das Entscheidungsproblem, ob ein Automat eine Sprache der Klasse dot-depth one erkennt,
ist NL-vollständig
Beweis. In [Pin] werden die Sprachen der Klasse dot-depth one als
J(eωafωb)ωeω(xfωyeω)ω(eωafωb)ωeωafωyeω(xfωyeω)ωK
charakterisiert. Diese Gleichung erfüllt die Bedingung aus Theorem 8: Wähle gˆ(e) = g(e)ω , gˆ(f) =
g(f)ω , gˆ(a) = g(a), gˆ(b) = g(b)g(eωafωb)ω−1, gˆ(x) = g(xfωyeω)ω−1g(x) und gˆ(y) = g(y).
Daraus folgt mit Theorem 8 und 6 die NL-Vollständigkeit.
Entsprechend lässt sich die NL-Vollständigkeit von DA = J(xy)ωx(xy)ω = (xy)ωK oder GruppenJxω = 1K zeigen.
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5 Der PSPACE-Schwere-Beweis für sternfreie
Sprachen
In diesem Kapitel untersuchen wir den PSPACE-Schwere-Beweis für sternfreie Sprachen aus
[CH91].
Theorem 17. (Cho und Huynh, 1991) Für jedes Alphabet Σ, das mindestens zwei Zeichen enthält, gilt:
Das Entscheidungsproblem „gegeben ein DFAA = (Q,Σ , q0, F, δ): Gehört die vonA akzeptierte Sprache
L(A) zu den sternfreien Sprachen“ ist PSPACE-schwer bezüglich log-space-Reduktion.
Die sternfreien Sprachen sind der Abschluss der endlichen Sprachen unter Produkt und booleschen
Mengenoperationen. Der Unterschied zu den regulären Sprachen ist also das Fehlen des Abschluss
unter Stern. Schützenberger gibt als Charakterisierung über das syntaktisches Monoid die GleichungJxω = xωxK.
Der Beweis von Cho und Huynh baut auf Kozens Beweis [Koz77] für die PSPACE-Schwere des
Schnittproblems für DFAs auf („gegeben eine MengeA von DFAs: Ist die Sprache ⋂A∈A L(A) der
Worte, die von allen Automaten A ∈ A akzeptiert werden, leer). Es ist nicht direkt möglich das
Schnittproblem auf sternfreie Sprachen zu reduzieren, da wir sicherstellen müssen, dass alle Automaten
inA selbst sternfrei sind. Wir wandeln daher Kozens Reduktion so ab, dass nur Automaten erzeugt
werden, die Sprachen der Klasse locally testable erkennen. Damit zeigen wir, dass das Schnittproblem
bereits für Automaten der Klasse locally testable – und aller Oberklassen – PSPACE-vollständig
ist, und können, a locally testable eine echte Unterklasse der sternfreien Sprachen ist [BS71], die
PSPACE-Vollständigkeit der Erkennung sternfreier Sprachen durch Reduktion des Schnittproblems
sternfreier Sprachen beweisen.
Eine Sprache L über Σ ist strictly k-testable, wenn alle Worte, die länger sind als k Zeichen sind, durch
drei Mengen P, F, S ∈ Σk der zulässigen Präxe, Suxe und echten Faktoren deniert werden. Es
gilt dann also L = (PΣ? ∩ Σ?S ∩ ΣΣ?(Σk \ F )ΣΣ?) ∪ E, wobei E die endliche Sprache der Worte
bereitstellt, die kürzer als k Zeichen sind [Zal72]. Eine Sprache ist strictly locally testable, wenn sie
strictly k-testable ist für irgendein k. locally testable ist der Abschluss von strictly locally testable unter
booleschen Mengenoperationen. Die Zugehörigkeit einer Sprache zu strictly locally testable und damit
zu locally testable, lässt sich also durch Angabe der drei Mengen P, F, S zeigen.
Lemma 18. Für endliche Automaten, die Sprachen der Klasse locally testable akzeptieren, ist das
Schnittproblem PSPACE-vollständig.
Sei M eine beliebige polynomiell platzbeschränkte deterministische Turingmaschine und p ein
Polynom, so dass M auf einer Eingabe der Länge n höchstens p(n) Felder des Bandes verwendet. Sei
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Q die Menge der Zustände von M , q0 ∈ Q der Startzustand, Γ ihr Bandalphabet, b¯ das Blank und
δ ∈ Q× Γ ∪ {b¯} → Q× Γ× {L, 0, R} ihre Überführungsfunktion. Wir dürfen voraussetzen, dass
M eine einseitige Turingmaschine ist und nach einer akzeptierenden Rechnung auf dem linken Ende
des leeren Bands im Zustand qacc steht. Wir nehmen an dass Q, Γ und {#} paarweise disjunkt sind
und verwenden das Alphabet Σ = Q ∪ Γ ∪ {b¯,#}. Sei x ∈ Γ? eine beliebige Eingabe für M .
Eine Konguration (instantaneous description) codiert den aktuellen Zustand von M , den Inhalt
des Bandes und die Position des Schreib-Lese-Kopfs als Wort aus Γ?QΓ?. Der Schreib-Lese-Kopf
steht dabei auf dem ersten Zeichen rechts des Zustands. Da M mit p(n) platzbeschränkt ist, kann
sich der Schreib-Lese-Kopf während einer Rechnung von M nicht mehr als p(n) Felder von der
Startposition fortbewegen und wir können alle Kongurationen, die während der Rechnung vonM auf
Eingabe x vorkommen, als Worte aus (Γ∪Q∪{b¯})p(|x|)+1 darstellen, indem kürzere Kongurationen
durch Blanks aufgefüllt werden. Wir denieren ∆ = Γ ∪ Q ∪ {b¯}, da diese Menge im Folgenden
häug verwendet wird. Eine Berechnung C ist eine Folge von durch # getrennten Kongurationen
#ID0#ID1# · · ·#IDk−1#, so dass M nach ihrer Überführungsfunktion aus der Konguration IDi
in IDi+1 übergeht.C ist eine akzeptierende Berechnung auf Eingabe x, wenn ID0 = q0xb¯p(|x|)−|x| die
Startkonguration und die letzte Konguration IDk−1 eine akzeptierende Konguration kodiert.
Wir geben nun nach Kozen die Reduktion eines Wortes x auf eine Menge von Automaten, so dass der
Schnitt dieser Automaten genau dann nicht leer ist, wenn M das Wort x akzeptiert. M und p sind
hier beliebig aber fest.
Der AutomatAends akzeptiert alle Berechnungen in denen die erste ID der Starkonguration und die
letzte ID der Endkonguration entspricht, d. h.
L(Aends) = #q0xb¯p(|x|)−|x|#{∆ ∪#}?#qaccb¯p(|x|)#
Diese Sprache ist strictly p(|x|) + 3-testable mit
P = {#q0xb¯p(|x|)−|x|#}
S = {#qaccb¯p(|x|)#}
F = Σp(|x|)+3
Die Konstruktion von Aends gegeben x bereitet keine Schwierigkeiten.
Die Automaten Ai, 1 ≤ i ≤ p(|x|) prüfen, dass das i-te Zeichen jeder ID mit der Überführungsfunk-
tion von M aus der vorhergehenden ID folgt. Das heißt, für jeden Faktor abc∆p(|x|)−i#∆i−1b′ mit
a, b, c, b′ ∈ ∆ muss b′ das Zeichen sein, das nach der Überführungsfunktion von M aus a, b, c folgt.
Kozen fordert hier Rechnungen gerader Länge und gibt zwei Automaten Aeveni und Aoddi , die dies
jeweils für alle Paare #ID2j#ID2j+1 und #ID2j+1#ID2j+2 prüfen. Diese Automaten sind jedoch
nicht sternfrei: Bei einer ID w mit a, b, c ∈ Γ ist b′ = b (Bandfelder, an denen der Schreib-Lese-Kopf
nicht steht, dürfen sich nicht ändern), und der Zyklus (w#w#) zeigt, dass L(Aeveni ) nicht sternfrei
ist.
Wir behaupten, dass eine Logspace-Reduktion auch einen Automaten Ai erzeugen kann, der die
Sprache (L(Aeveni )∩#∆p(|x|)+1L(Aeveni ))∆p(|x|)+1#∪(#∆p(|x|)+1L(Aeveni )∩L(Aeveni )∆p(|x|)+1#)
akzeptiert, und damit alle Übergänge IDj#IDj+1 in Rechnungen beliebiger Länge prüft. Dass dies
möglich ist, sieht man daran, dass die Struktur des Automaten nur von M abhängt und in der
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Überführungsfunktion der reduzierenden Turingmaschine gespeichert wird. Die Eingabe x bestimmt
lediglich die Länge der Ketten q∆p(|x|)−i#∆i−2A q′ von Zuständen, die den Automat an die gleiche
Position in der nächsten Konguration überführen.
Dass L(Ai) strictly p(n) + 4-testable ist, zeigen die Test-Sets
P = #∆p(|x|)+1#∆
S = ∆#∆p(|x|)+1#
F =
⋃
a,b,c,b′ nach Überführungsfunktion
abc∆p(|x|)−i#∆i−1b′
∪
⋃
j 6=i
∆p(|x|)−i+3#∆i
∪P ∪ S
die sicherstellen, dass das i-te Zeichen jeder Konguration aus der Vorgängerkonguration folgt, und
dass jedes p(|x|) + 2-te Zeichen das Trennzeichen # ist.
Nun gilt wie in [Koz77]:w ∈ ⋃0≤i≤p(|x|)+1 L(Ai) g. d. w.M die Eingabe xmit Rechnungw akzeptiert.
Da alle Ai strictly p(|x|) + 4-testable, und damit auch locally testable, sind, ist das Schnittproblem
für locally testable PSPACE-Schwer. Es ist als Sonderfall des allgemeinen Schnittproblems auch in
PSPACE entscheidbar und somit folgt Lemma 18.
Wir reduzieren nun das Schnittproblem für sternfreie Sprachen auf die Erkennung sternfreier Spra-
chen
SeiA eine Instanz des Schnittproblems für sternfreie Sprachen, d. h.A = A′1,A′2, . . . ,A′n ist eine
Menge von Automaten mit Alphabet Σ′, die jeweils eine sternfreie Spache akzeptieren. Wir konstru-
ieren nun einen Automaten A der genau dann eine sternfreie Sprache akzeptiert, wenn ⋃A′i = ∅.
Wir können annehmen, dass die Anzahl n = |A| der Automaten eine Primzahl ist. Anderenfalls
können solange Kopien der Automaten aus Ai hinzugefügt werden bis die Anzahl prim ist. Da es
nach Betrands Postulat eine Primzahl n ≤ p < 2n gibt, sind alle Zahlen, die beim Suchen von p und
beim Suchen von Teilern der Primzahlkandidaten verwendet werden, in dlog 2ne Bit speicherbar.
Der gesuchte Automat A = (Q,Σ, q0, F, δ) verbindet nun alle A′i = (Qi,Σ′, q0,i, Fi, δi) des Schnitt-
problems zu einem Zyklus. Wir nehmen ohne Beschränkung der Allgemeinheit an, dass alle Qi
paarweise disjunkt sind, verwenden ein Trennzeichen # /∈ Σ′ und denieren:
• Die Menge der Zustände Q = {⊥} ∪⋃Qi sind die Zustände aller Automaten A′i und ein toter
Zustand.
• Σ = Σ′ ∪#
• q0 = q0,1
• F = {q0}
• Die Überführungsfunktion δ enthält die Überführungsfunktionen aller Teilautomaten und
verbindet ihre Endzustände mit dem Startzustand des jeweils nächsten Automaten:
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5 Der PSPACE-Schwere-Beweis für sternfreie Sprachen
– δ(q, a) = δi(q, a) für alle q ∈ Qi, 1 ≤ i ≤ n und a ∈ Σ′.
– δ(q,#) = q0,i+1 für alle q ∈ Fi, 1 ≤ i < n.
– δ(q,#) = q0,1 für alle q ∈ Fn.
– δ(q, a) = ⊥ sonst.
Lemma 19. Der Automat A akzeptiert genau dann eine sternfreie Sprachen, wenn der Schnitt der
Automaten A′i leer ist.
Mit Lemma 2 erhalten wir aus Jxω = xωxK folgende Charakterisierung der sternfreien Sprachen (wir
schreiben, da die Variablenmenge X jetzt fest ist, x statt g(x)):
∃x, p, s ∈ Σ? : q0 pxωA sA ∈ F 6↔ q0 pxωxA sA ∈ F (5.1)
Beweis. (→) Wenn der Schnitt nicht leer ist, gibt es ein Wortw, das von allen AutomatenA′i akzeptiert
wird. A ist so konstruiert, dass q0,iw#A = q0,i+1 für 1 ≤ i < n und q0,nw#A = q0,1, und somit
auch q0,1 = q0,1 (w#)nA q0,1 = q0,1 (w#)2nA q0,1 = q0,1 (w#)ωA q0,1. Wähle nun p = , s = ,
x = w#: Dann ist q0,1 pxωsA = q0,1 (w#)ωA = q0,1 ∈ F und q0,1 pxωxsA = q0,1 (w#)ωw#A =
q0,1w#A = q0,2 /∈ F , und damit nach Gleichung 5.1 L(A) /∈ Jxω = xωxK (Σ?).
(←) Wenn L(A) /∈ Jxω = xωxK (Σ), dann gibt es x, p, s, die die Gleichung 5.1 erfüllen.
Lemma 20. Beim Lesen von pxωxl für beliebige l wird nie der tote Zustand erreicht.
Beweis. Sonst wäre, da dieser nicht mehr verlassen werden kann, q0,1 pxωxl
A = q0,1 pxωxlxω−l
A =
q0,1 pxω
A = q0,1 pxωxA = ⊥ und es gäbe kein s, so dass q0,1 pxωsA ∈ F 6↔ q0,1 pxωxsA ∈ F .
Lemma 21. In dem Wort x ist das Zeichen # enthalten.
Beweis. Anderenfalls würde sich der komplette Pfad von q0,1 pA bis q0,1 pxωxA innerhalb des gleichen
Teilautomaten A′i benden, womit gezeigt wäre, dass dieser keine sternfreie Sprache akzeptiert, was
im Wiederspruch zur Annahme steht.
Das Wort x enthält also 1 ≤ k mal das Trennzeichen # und hat die Form u#v1# · · ·#vk−1#w,
u, vi, w ∈ Σ′?.
Lemma 22. Die Anzahl k der Trennzeichen # in x ist kein Vielfaches von n.
Beweis. Wir zeigen: Wenn k ein Vielfaches von n ist, dann ist für alle Zustände q: q xxA = q xxxA =
q xωA im Wiederspruch zur Annahme, dass q0,1 pxωA 6= q0,1 pxωxA.
Wenn q xxA = ⊥, dann ist auch q xxxA = ... = q xωA = ⊥ und wir sind fertig. Anderenfalls
gilt: Der Zustand q gehört zu den Zuständen Qi einer der Teilautomaten der A′i. Da das Trennzei-
chen # nur beim Übergang in den Startzustand des nächsten Teilautomat vorkommt, muss gelten:
q u#A = q0,i+1 mod n, q u#v1#A = q0,i+2 mod n, ..., q u#v1# · · ·#vn−1#A = q0,i+n mod n =
q0,i, und damit q xA = q0,iwA ∈ Qi. Damit gilt gleichermaßen q xu#A = q0,i+1 mod n, ...,
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q xu#v1# · · ·#vn−1#A = q0,i+n mod n = q0,i, und somit q xxA = q0,iwA = q xA. Für den Fall
q xxA 6= ⊥ gilt also ebenfalls q xA = q xxA = · · · = q xωA.
Lemma 23. Wenn xe = xω , dann ist der Exponent e ein Vielfaches von n.
Beweis. Da q0 pxωA = q0 pxωxωA trivialerweise zu dem gleichen Teilautomat A′i gehören und x das
Trennzeichen # enthält, muss aufgrund des Aufbaus von A die Anzahl der Vorkommen von # in
xω = xe ein Vielfaches von n sein. Da die Anzahl der Vorkommen von # in x nach Lemma 22 kein
Vielfaches von n ist, muss der Exponent e eines sein.
Lemma 24. Für x = u#v1# · · ·#vk−1#w, u, vi, w ∈ Σ′? gilt: Die Worte wu, v1, . . . , vk−1 werden
von allen Teilautomaten A′j , 1 ≤ j ≤ n akzeptiert.
Beweis. Wir zeigen dies für das Wort wu. Sei wieder q = q0 pxωA ∈ Qi. Durch Zählen der Trennzei-
chen folgt ql = q0 pxωxl
A ∈ Qi+lk mod n. Damit gilt ql u#v1# · · ·#vk−1#A = q0,i+lk+k mod n
und ql u#v1# · · ·#vk−1#wu#A = q0,i+lk+k+1 mod n, also ist ql u#v1# · · ·#vk−1#wuA ∈
Fi+lk+k mod n und es gilt für alle l: A′i+(l+1)k mod n akzeptiert wu.
Da n prim ist und k nach Lemma 22 kein Vielfaches von n sein kann, also n und k teilerfremd
sind, gibt es für jedes 1 ≤ j ≤ n ein l, so dass j = i+ (l + 1)k mod n, und somit akzeptieren alle
Automaten A′j das Wort wu.
Damit ist Lemma 19 bewiesen.
Wir haben hiermit also eine Reduktion von PSPACE über Schnitt sternfreier Sprachen auf die Er-
kennung sternfreier Sprachen mit variablem Alphabet erreicht. Für die Reduktion auf ein beliebiges
festes Alphabet mit mindestens zwei Zeichen müssen die Zeichen des variablen Alphabets geeignet
codiert werden.
Wie in [CH91] dargelegt wurde, kann eine normale Binärcodierung dazu führen, dass aus einer
sternfreien Sprache eine nicht sternfreie wird. So ist zum Beispiel die Sprache (ab)? sternfrei, wenn aber
a mit 101 und b mit 010 codiert wird, enthält die resultierende Sprache (101010)? den nichttrivialen
Zyklus (10)3 und ist somit nicht mehr sternfrei. Dieses Problem lässt sich lößen, indem eine Codierung
verwendet wird, die die ursprünglichen Zeichen eindeutig voneinander abgrenzt, zum Beispiel durch
ein Präx 0011 gefolgt von der Binärcodierung des Zeichens mit den Ziern 01 und 00. Dass eine
derartige Codierung die gewünschte Reduktion ermöglicht, ist für den Fall der sternfreien Sprachen
leicht zu zeigen. Wir wissen aber andererseits, dass es für die piecewise testable Sprachen keine
geeignete Codierung gibt, da jede Codierng eine Schleife in einen Zyklus verwandelt. Ob diese
Reduktion bei anderen Omega-Gleichungen, die einen PSPACE-Schwere-Beweis für variables Alphabet
zulassen, funktionieren würde, ist oen.
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6 Zusammenfassung
Der PSPACE-Algorithmus für das Erkennen sternfreier Sprachen aus [Ste85b] und der NL-Schwere-
Beweis für piecewise testable aus [CH91] konnten durch naheliegende Modikationen auf beliebige
Omega-Gleichungen generalisiert werden.
Wir konnten in Kapitel 4 eine Bedingung angeben unter der systematisch ein Entscheidungsverfahren
in NL konstruiert werden kann. Damit lässt sich die Komplexität mancher Varietäten, wie z. B.DA
undG, als NL-vollständig bestimmen. Da es nicht gelungen ist eine notwendige Bedingung für die
Entscheidbarkeit einer Gleichung in NL zu geben, gewinnen wir in Fällen, in denen die Bedingung
nicht zutrit, leider keine Erkenntnisse über die Komplexität der Klasse.
Indem wir zeigen, dass das Schnittproblem für DFAs auch dann PSPACE-schwer ist, wenn die Auto-
maten Sprachen aus der Klasse locally testable akzeptieren, zeigen wir die PSPACE-Schwere eines
Problems, das sich gut auf DFA Aperiodizität reduzieren lässt, und daher möglicherweise auch gut
dazu geeignet ist, die PSPACE-Schwere anderer Sprachklassen zu zeigen.
Die Fragen, ob es Mengen von Gleichung gibt, die weder NL- noch PSPACE-vollständig sind ist noch
oen.
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