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1. INTRODUCTION 
For a real parameter E we consider the differential system 
3i = F(x, z, E), (l-1) 
ET? = G(x, z, E), U-2) 
where x, F and x, G are, respectively, n and 1 dimensional vectors and (x, z, 6) 
is restricted to a region Q x J of [Wn+l x [w. We assume that the pair (F, G) 
belongs to the class C1(L? x J, W; e) x (Q x J, W; E) where C1(Q x J, W; c) 
is our notation for the class of continuous E&valued mappings defined on 
Q x J which are Cl on 52 x (61 for each E in J. J is the segment [0, /3). Q2, 
and Q1 are the images of Q under the projection mappings into Iw” and Iw’. 
By formally setting the parameter E equal to zero one in principle reduces 
the complexity of (1 .l)--( 1.2). Th e order of the system is decreased and the last 2 
differential equations are replaced by the finite equations 
G(x, x, 0) = 0. (1.3) 
(1.3) defines a surface d in .Q” = Q x (0) which consists of equilibrium 
solutions of the family 
k = F(x, z, 0). (1.4) 
Here (1.4) is viewed as an I-parameter family of vector fields: for x in QIo, 
(1.4) is an equation on ([w,” = Rn x {.z> x (0)) n P. The union of the [w,” A Sz” 
defines a trivial codimension 2 foliation of Q2” which is called the fast foliation. 
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The form of the singularity in (1.2) suggests that a new time scale, called 
fast-time, be introduced. Setting 7 = e-9 in (l.l)-(1.2) yields the fast-time 
system 
x’ = d-(x, z, E), 
z’ = G(x, z, l ) (‘2). dr 
When l = 0 the fast-time system reduces to 
x’ = 0, 
x’ = G(x, z, 0). 
(l-5) 
Observe that the surface d consists of non-isolated equilibria of (1.6). The 
existence of a manifold of non-isolated singularities in the reduced fast-time 
system is a characteristic of the singular-perturbation problem (l.l)-( 1.2). 
When (1.3) can be solved explicitly for z = K(x) we call the graph of K, 
denoted c?(K), a slow-manifold of (l.l)-(1.2). It is a regular submanifold of P’. 
If b(K) has a neighborhood meeting no other branch of (1.3) then we say b(K) 
is isolated. Near isolated b(K) the orbit structure of (1 .l)-( 1.2) for small E can 
be determined provided some restrictions, generally hyperbolicity, are made 
on the equilibria of (1.6). Under such hypotheses the full system can be analyzed 
for small c by studying the transverse component of the flow near b(K). 
In the global theory one seeks to determine the orbit structure of (l.l)-(1.2) 
near a compact subset y,, of 6(K). The case of y,, a closed orbit was studied by 
Flatto and Levinson [2] and D. V. Anosov [I]. The latter author showed that y,, 
can be continued to a family yE if 
(i) the matrix 9’(x) = D,G(x, K(x), 0) is structurally stable for x in the 
domain of K, structural stability meaning Z’(x) has no pure imaginary eigen- 
values, 
(ii) ‘yO has only one of its characteristic multipliers equal to 1. 
A similar result obtained earlier by Flatto and Levinson required an additional 
assumption. Namely, let x = e(t), x = K(B(t)) be the periodic solution of (1.4) 
with period w and let 
- = B(t) E, dt w + w) = B(t), 
be the linear variational equation of (1.4) along 0. Flatto and Levinson assume 
that there exists a continuous periodic matrix A(t), having period W, such that 
4)-l B(t) 4) = (f+‘“’ Be(;) 9 
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where for every t, B+(t) is expanding and B-(t) is contracting. Of course such 
an A(t) need not always exist; necessary and sufficient conditions are given in [ 11. 
The results of this paper deal with periodic solutions of a singularly perturbed 
system (l.l)-(1.2) when the degenerate equations have a periodic solution y,, . 
Unlike [l] and [2], we make no assumptions about stability. Instead we require 
that y,, lie in the interior of a positively invariant compact toroidal subset of P. 
The torus serves as an isolating region within which a cross section to the flow 
can be defined. In order that the torus persist under perturbations of (1.4), 
we also require that its boundary be transversal to the phase curves. If the 
matrices Z’(x) = D,G(x, K(x), 0) are Cl-decomposable into a sum A+(x) @ 
A-(x) of expanding and contracting parts we can prove the existence of periodic 
solutions of (1 .l)-( 1.2) f or sufficiently small E. This is the statement of Theorem 
C. What we consider to be the main results, however, are the two special cases 
of the above, namely when .8(x) is expanding or contracting, cases where the 
decomposability condition is trivially satisfied. These two variants are important 
because of their immediate application to the differential equations of a well 
known chemical reaction, the Belousov-Zhabotinskii reaction. The results of 
Flatto and Levinson and D. Anosov cannot be applied to this system because 
nothing is known about the stability of the degenerate oscillation. 
Section 2 contains the statements of the theorems and their proofs. In Section 3 
we list the differential equations of the modified Edelson-Field-Noyes model 
of the Belousov-Zhabotinskii reaction and give a short discussion of how our 
results apply. A complete exposition is in [5]. The last section deals with periodic 
plane waves in the reaction-diffusion model. The equations are non-linear 
parabolic partial differential equations with non-linearities given by the kinetic 
equations of the previous section. 
The following notation is used throughout. @, C+, @- denote the complex 
numbers, the complex numbers with positive real part and the complex numbers 
with negative real part. Dn is the closed unit n-dimensional disc. &4, Int A 
and CLA denote topological boundary of A, interior of A and closure of A. 
Projections are written pr so pri : X,X 1.. XX, -+ Xi . On occasion we write 
pr, to mean projection into C. L,2(W; R) and L,(W) are the linear spaces of 
symmetric bilinear forms and endomorphisms of W. Norms are denoted by 
11 . ]I or 1 * I, inner products by (., .). GL, is the general linear group; Hyp, 
the hyperbolic matrices, i.e. the automorphisms of R” which have no 
eigenvalues of modulus one. Differentiation in space variables is denoted 
by D, partial derivatives by D, , D, etc. 
The system (1.4) is said to have a toroidul section (Z, T) if its phase space lFP 
contains a smoothly embedded solid torus T satisfying the conditions: 
(i) there is a smooth embedding of pairs 4: (Dn-l, Snm2) -+ (T, aT) 
and the homotopy class of (# 1 .!Y2): S - n 2-+ aT is not the trivial element 
of r,-,W), 
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(ii) every trajectory issuing from Int E = #(Int 0”“) meets ,Y at both 
a future and past time, 
(iii) both ,Z and aT are transverse to the flow of (1.4). 
Condition (i) embeds the (n - 1)-disk in T, attaching its boundary sphere to 
aT in such a way that the boundary sphere is not deformable across aT to a 
point. Conditions (ii) and (iii) make ,Z a cross section; (iii) is a stability condition. 
The fact that Z and aT are transverse to the flow of (1.4) makes Z and T in- 
sensitive to small perturbations of the differential equations. 
If ~(t, U) is the solution of (1.4) p assing through a E Z at t = 0 there is, 
by (ii) above, a first time t = Y(U) > 0 when the trajectory of p crosses ,Z again. 
This defines the first return time mapping Y: Z+ [w. The PoincarC transforma- 
tion on Z is then defined by P:(U) = ~;(Y(u), u). It associates to u E Z the first 
point of intersection of the positive semi-orbit through u with Z. Reversing 
time, it is easily seen that 9 is a diffeomorphism onto its image. 
THEOREM A. Assume that the phase space of (1.4) contains a toroidal section 
(Z, T) and that the eigenvahes of the matrices X(x) lie in C- for each x E T. 
Then there exists E,, > 0 and an (n + l)-dimensional solid torus rf together with 
an embedded (n + I- I)-dimensional disc 2 satisfying 
a. (2, T) covers (Z, T), 
b. for every E E (0, co), (2, p) is a toroidal section of (1 .l)-( 1.2). Furthermore, 
to each null sequence (cj} with Ej < E,, there corresponds a sequence {(.Q , ?“,)} of 
toroidul sections of (1.1)-(1.2) for E = ei . These sections are nested in the sense 
that for all j, Pj+l C Pj , X’j+, CZj , 
p&Z) n d(K). 
and n,“=, Tj = pr;’ n b(K), nT=, L’j = 
COROLLARY. For each E E (0, Q), (1 .l)-(1.2) has at least one non-stationary 
periodic solution v(t, l ). A sequence of these converges uniformly to a periodic 
solution of (1.4). 
Consider next the differential system 
f = F(x, z, B), 
~2 = G(x, x, ,B). 
WB) 
This system differs from (1 . l)-( 1.2) only in the parameter fi which we will assume 
to be independent of E. We also assume that (2.1,) satisfies the same smoothness 
conditions as (1.1)-Q .2) except possibly at /3 = 0, where F may not be continuous 
in j3. In addition we require that the equations 
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have isolated solutions z = K(x, p) for /3 in J and that these solutions are 
continuous, C1 in x for each p, and converge uniformly to K(x) as p -+ 0. 
THEOREM B. Let (2.1,) satisfy the conditions: 
(1) th.5 quantity Pil JYx, x7 is)11 + II W(x, 2, PI + II &F(x, z, B>lll m&s 
boundedinQ x Jas/3+0, 
(2) for all p E J the degenerate system (E = 0) of (2.1,) has a toroidal 
section (2, T) with Poincare’ mapping ge , 
(3) the return times r, satisfy sup(rs(a)l (p, u) E (Int J) x 2) < 03, 
(4) X(X) is expanding for all x in T. 
Then there is a h > 0 and a linear relation c(p) = ph such that, for some & > 0 
and every 0 ,< /3 < PI , the system (2.1,) with E = +?) has a non-stationary 
periodic solution. 
Remark. For E = p condition (1) is satisfied by (1 .l)-( 1.2) and so the theorem 
reduces to the expanding version of Theorem A, The parameter /3 is an artifice 
used later to prove Theorem C. 
Our last theorem combines the previous two. Consider again (1 .I)-( 1.2) 
and assume that there is a toroidal section for the reduced equations (1.4) 
and there is a P-mapping P: T -+ GL@) such that P(x)-’ Y?‘(X) P(x) = 
A-(x) @ A+(x). 
THEOREM C. Under these conditions there exists e1 > 0 such that for all 
0 < E < l 1 the equations (l.l)-( 1.2) h ave at least one non-stationary periodic 
solution v(t, 6). If (en} is a null sequence then there is a subsequence {E,(~)) and 
periodic solutions v(t, c(j)) for E = •~(~1 which converge uniformly to a periodic 
solution of the degenerate system (I .4). 
Proof of Theorem A. The equations (1. I)-( 1.2) can be written 
ff = F(x, 2, c), 
ES = i%(x) [x - K(x)] + R(x, z) + N(x, z, E), 
(2.3,) 
where K(x) = K(x, 0), R is Cl and satisfies R = o(]\ z - K(x)ll) as I/ z - K(x)ll-+ 
0. Also N is Cl in (x, ,z) for each E, is jointly continuous in all of its arguments, 
and N(x, z, 0) = 0 on 52. 
LEMMA (A.l): Let 9’: [wk + Iwk be a linear operator and let a and b be real 
numbers that satisfy a < Re h < b for every eigenvulue h = ti + ip of 9. Then 
there is a basis9 of W, such that, in the Euclidean%innerproduct and corresponding 
norm, 
a II w II& < <pw, w>a < b II w II& 
holds for all w E W. 
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Proof. Standard, see e.g. [8]. 1 
Given a family Z? = {s(j) 1 j E A} of linear operators in FF, let u(j) denote 
the spectrum of H(j), and set 0 = u{a(j) j j E A}. Re u and Im u are defined to 
be the sets of real and imaginary parts of elements in u. 
LEMMA (A.2). Let C C [Wn be a compact and connected subset and S: C -+ GL, 
([w) a continuous mapping such that Re u C {t E [w 1 t > 0} = rW: . Let r and s 
be real, with Y < CL, 
p = inf Re u, and 
~=supReu. 
Then there exists a smooth Riemannian metric g, on the trivial bundle (C x [w”, 
C, pr,), that satisjies 
for all w E [wk and x E C. Here g, is the inner product on [w,“. 
Proof. By Lemma (A.l) there exists for each x E C an inner product, 
<- > .>a! > on Iwk that satisfies 
P I w If < W(x) 3 w>, < 77 I w 1: > (2.4) 
for each w E aBk. Given r, s E [w, as above, there must exist an open neighborhood 
U(x), of x in C, whose elements x’ satisfy 
(P - r) I w I”, < WV) w, w>, d (7 + 3) I w If, (2.5) 
for all w E W. Indeed, such a neighborhood is given by 
U(x) = {x’ E C I II S(x) - S(x’)II, < r} n {x’ E C j /I S(x) - 2%@(x’)jIo < s} 
GE U,(x) f-l U,(x). 
Double bars I/ . 11% denote the operator norm 
II ~(4lz = sup{1 =qx’)w I2 I I w I2 = 11. 
Because &’ is continuous, each Vi(x) is open in C, and it is clear that U,(x) n 
U,(x) # 4. Moreover, if x’ E U,(x) it follows that 
<~(x’> w, w>, = <[fi(x’) - *(x)1 3 w>, + <I w, zo), 
3 EL Iw Ii - II Wx’) - ~(X)llr I w I”, (2.6) 
z (P - r) I w 15. 
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Likewise one shows that for x’ E U,(x), 
W(4 w, w>, G (7 + 4 I w 1:. 
Thus (2.5) is established on U(x). 
(2.7) 
Next fix values of Y, s, with Y < p, and find open sets U(x), x E C, on which 
(2.5) holds. The family {U( x )I x E C} is then an open covering of C from which 
we may extract a finite subcovering, say 0 = {U(x,) ,..., U(xV)>. Let {~Jj=r ,...,” 
be a P-partition of unity subordinate to 0 and define g: C -+ LS2(W; R.) by 
the formula 
g is Cm and, as an easy calculation shows, 
The desired inequality thus holds. 1 
COROLLARY (A.2.1). There is a Cm-mapping, Q: C-+L,(Rk), representing 
g in the sense that for all (wI , WJ E lRk x [w”, 
&4 Y 4 = (Q(x)wl> ~2). 
(., .) is the Euclidean inner product in R”. 
Proof. Follows easily since each (., .)zj = (Aj ., .) for some symmetric 
matrix Ai . A partition of unity argument can now be used. 4 
COROLLARY (A.2.2). There exist constants, m, , m2 > 0, such that for all 
xECandwE[W”, 
m, II w II G II w lllD G m2 II w II 
(11 . 1) is the Euclidean norm in Rk), 
Proof. Let Sk--l be the unit sphere in Rk. 
The mapping C x Sk-l -+ R defined by (x, w) t+ 11 w 11% is continuous. Let 
m, and m2 be the minimum and maximum values assumed. Then, if x # 0 is 
any element of Rk, it follows that for every x in C, 
and so the corollary follows. 1 
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We now assume S(X) = D,G(x, K(x, 0), 0), C = T, and --h = sup Re u. 
Then since T is compact, --X < 0. By Lemma (A.l) there is a smooth Riemannian 
metric, ( ), = g, , on the trivial vector bundle (T x UP, T,pr,) that satisfies, 
(x(x), z>, < --)( Ii 2 II”, , for all z E Iw,“. This gives a smooth family of 
Lyapunov functions, {L,}, on each leaf [wzz for the linear part of (2.3,). Again, 
by the compactness of T, it follows that for any given a > 0, there exists a 
p > 0, independent of X, such that whenever jj z - K(x&. < p, the inequality 
is valid for every x E T. 
LEMMA (A.3). There exists a neighborhood, W x J, of the origin in IIF x R, 
such that for all (z, E) E W x J, the vector field (on R”) x *F(x, z + K(x), l ) 
is tratwvewe to i3T u Z. 
Proof. Let N: aT + (w” be the inward directed unit normal vector field on 
the boundary of T and let m: Z--f Iwn be the smooth unit normal field on Z 
that satisfies (m(u), F(a, K(o), 0)) > 0. Define a mapping @, @: aT x Z x 
UP x lR-+R2, by 
<m(u), F(u, z + K(u), 4)). 
@ is continuous and carries the set aT x Z x (0) x (0) onto a compact subset 
of Iwt. Since aT x .Z is compact, @ is continuous uniformly with respect to 
(x, u), and so the existence of a neighborhood W x J of (0,O) E IIP x IF! having 
the desired property follows easily. q 
Having established this, the comments following Corollary (A.2.1) now 
imply that there is a 6 > 0 such that, if x E aT u Z and /I z - K(x)]], < 6, 
then for all E E J1 = [0, EJ, the vector field x t+F(x, z, c) is transverse to 
aT u Z. Find p > 0 such that 1) z - K(x)\\~ < p implies 1) R(x, x)\[~ < (X/3)]/ z - 
K(x)ll, , for all x E T, and pick 0 < b < min(6, p>. Define a subset, 5?(b), of 
UP x UP by 
If’(b) = {(x, z) E T x [WI I I/ z - K(x)lI: 6 b}. (2.9) 
p(b) is then homeomorphic to Dn+r-1 x 9. An explicit homeomorphism is 
given by the mapping 9: T 2 D1 + f’(b), #(x, 4 = (x, C&) + J+>), where 
~,:D1-t{x~IWzIII~II~~b)and 
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Let a+ p(b) = I/( T x Sz-l) and a-?‘(b) = $(aT x 0”). Let T,M denote the 
tangent space to M at P. Since pr, / T(b) : p(b) -+ T, the following is obvious. 
LEMMA (A.4). Let F E J1 . If n(x’, 3) is the outward unit normal to a-F(b) 
at (x0, x0), then 
0 > ((I?@“, 2, E), 2qx”) [2 - Iqx”)] + R(xO, 2) + N(xO, 3, E)), n(xO, z”)). 
Proof. This follows directly from Lemma (A.3) and the comments above 
since 
(pr,n(x”, x0), 2(x”) [x0 - K(S)] + R(x”, 2”) + N(x’, 9, l )) = 0. 4 
As a consequence, solutions with initial data on @F(b) enter Int p(b) with 
increasing t. 
LEMMA (AS). Let (x0, x”) E a+If(b). Then T~,~,,~,[a+T(b)l + iF$ = 03” x !Rz. 
In other words, the leaves of the fast foliation are transverse to a+p(b). 
Proof. It is sufficient to show that the gradient vector, 
gradg(x”; x0, a”) = ($$- (x”; a’, a”) ,..., 8 (x0; z”, a”) ,..., 8 (x0; 9, a?)) , 
1 
which is normal to a+p(b) at (x0, x0), is not orthogonal to l@, ; this is because 
gradg(x”; 9, a”) I lRi. implies that lF& C Tt,o,,o$+rf(b), and, as a consequence, 
dim[T(,o,,o) (a+@)) + LF8:o-J < n + 1. 
Thus it suffices to show that pr,\gradg(x”; a?, 2”)) # 0. By Corollary (A.2.1) 
g(x”; z”, a”) = (Q(x”)z”, 9) = &=1 Qij(x”) zioz~. Differentiating with respect 
to z, gives 
&g(x’; z’, x”) = 2 i Q&“) zjo. 
T i-l 
If (a/&x,)g(x”; ,a?, a”) = 0 for each r, 1 < r < I, then the last equality shows that 
Q[x”)z” = 0. But, since a0 # 0 and Q(x”) is non-singular, this is impossible. 
Hence, not all the derivatives (a/&J(x”; z’, a”) can vanish and so pr,(grad 
g(x”; x0, x0)) # 0. q 
LEMMA (A.6). There is an Ed > 0 such that for every E E (0, Q), and each 
XE T, the set F(b) n IF&” is a local attractor for (l.l)-(1.2). The boundary of 
p(b) n R,1 has transversal intersection with every orbit entering Intpzl[ p(b) r\ Rzz]. 
Proof. As remarked before L, = I/ * IJa: ’ is a Lyapunov function for the linear 
equation f = &&?(x)[z - K(x)] on R 2z. Let the solution of (2.3,) passing 
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through z,, at t = 0 be denoted by x(t, x0 , x, l ), and let z,, E aRZr[~(b) n Fizz]. 
Then, 
$ LW, x0 > x, c> - K(x))l,=, 
Since z. is a boundary point, and since b was chosen so that the inequality 
II z - K(x)jl, < b implies the inequality 11 R(x, x)/lz < h/3 [I z - K(x)ll, , the 
following estimate holds: 
Now choose eg > 0 so that sup{II N( x, z, c)II, I x E T, z E lRz and II z-K(x)lls = 
b) < 2h/3. Then 
, x9 4 - W))l,=, < 0 for any zoe a ,:[T(b) n R “1 
and XE T. 1 
COROLLARY (A.6.1). There is an Ed > 0 such that for 0 < l < Ed a+p(b) 
is nowhere tangent to trajectories (1 .l)--( 1.2). 
Proof. In fast time r = e&t, the vector field of (l.l)-(1.2) is P’((x, z, l ) = 
(8(x, z, E), G(x, z, 6)). The gradient of B(x, z) = g(x; z, z) can be written 
grad B(x, z) = (V,$(x, x), V,B(x, z)). Since a+F(b) = ((x, z) E T x K!Z I
B(x, z) - b = 0}, the assertion follows provided (grad B(x, x), V(X, z, E)) # 0, 
for (x, z) E a+p(b). Since by Lemma (A.5) (V,B(x, z), G(x, z, c)) # 0, the 
existence of l a follows. 1 
Thus, for l 1 = min{r, , ~a, ~a}, the torus p(b) is positively invariant for 
(1 .l)-(1.2). Furthermore, for any 0 < 6’ < b, the same arguments apply to 
give an c(b’) > 0 such that T(b’) satisfies the above for 0 < E < ~(6’). Next let 
z(b) = MY;’ n If(b). J?(b) is then an (n + 1 - I)-dimensional disc lying 
in F(b). This proves the theorem. 
To prove the corollary let v(t, w’, l ) = (x(t, w, E), x(t, w, l )) be the solution 
of (1 .I)-(1.2) with initial condition (0, w), and let x(t, w) be the solution of (1.4) 
498 ROBERT J. WOLFE 
through DYE. Using standard methods (e.g. Hastings [4]) along with Corollary 
(A.2.2) the following can be established. 
PROPOSITION (A.7). Given 6 ::s 0, there exist Ed > 0 and 0 < b, < b, such 
that for all E E (0, EJ 
(i) I! x(4 w) - x(t, w, <)I1 < 6, 
(ii) Ij 3(t, 70) - 3i(t, w, c)li < 6, 
as long us u(t, w, 6) lies in p(b,). 
Thus, if w ~z(b) with b sufficiently small, the projection of w(t, w, E) into 
Iw” will be Cl-near x(t, w), and so there will be a first return time, r(w, E) > 0, 
when u(r(w, E), w, e) E L?(b). Th e mapping (w, .z) F+ O(Y(W, E), w, c) defines a 
family of PoincarC mappings 8, on z(b). The corollary now follows from the 
Brouwer fixed point theorem. 
Proof of Theorem B. Using Taylor’s theorem, (2.1,) can be written in 
the form 
k = qx, z, /q, 
v* = qx) [z - K(x)] + R(% 4 + N(x, z, 81, 
(2.w3) 
with F, R, N having the same properties as in (2.3,), except at /? = 0 where F 
may not be continuous in /3. ~9’: Qn, + GL,([w) is continuous and Re 0 C C+. 
Let ~(t, w, /3, X) = (x(t, w, /3, h), z(t, w, /3, h)) be the solution of (2.10ns) passing 
through w at t = 0 and x(t, w, /3) the solution of (2.10,s) with initial condition 
(0, prTI@u)). 
PROPOSITION (B.l). Given v > 0 there exists b > 0 such that on any interval 
of the form [--a, 0] over which the inequality 
II 46 w, B, 4 - K(x(t, w, P> 4,8)11 < b 
holds, the two inequalities 
(i) II 44 w, B, 4 - 46 w, B)ll -c 6 
(ii) il *(t, w, B,4 - ff(t, w, @II < v, 
holds simulaneously for 0 < /3 < & , and for some &, > 0. 
Proof. We prove (i), (ii) being an easy consequence. Under the stretching 
transformation /Is = t, (2.10,,) becomes 
A 2 = P(x) [z - K(x)1 + R(x, 4 + Wx, z, PI, 
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and the interval [---a, 0] is expanded to [ - 01/,8, 01. NOW 
II 4% w, BP 4 - GBS, WY ml 
< f ,” B II q+, w, B, 4,+4 w, B, 4, B) - ee4 w, B> 
- K(x(u, w, P), @II I du I , - ; < s < 0. 
Pick constants L, , i = 1, 2, 3, satisfying 
Li >, sup{/3 IID,F(x, z, B)ll I x E T, B E [O, PO], and II z - Wll < 1) i = 1,2, 
and 
L, >sup@ II W’(x, z, B)ll II &Q, B>ll I B E P, Al, x E Tj and II z - Wll G 11. 
Setting ~(8s) = 1) x(fls, w, /3, X) - x(/Is, w, fi)\\ we obtain 
By Gronwall’s inequality this reduces to 
c@) < 6 [ L2zl Ls ] [exp(L, I Ps I> - 11, - $ < s < 0, 
and so (i) follows easily. (ii) follows from the Mean Value Theorem. 1 
Let 9s be the PoincarC mapping for the reduced equations (2. lo,,), 0 < /? < PO, 
and r4 the associated first return function. Using lemma (A.l), construct a 
Riemannian metric (gz}rET on the bundle T x [wz + T for whichg,(H(x)x, z) > 
vg,(z, a), for all z E Rz given 0 < 17 < Re u. 
Define Y?‘(b) C W x [wz by 
F(6) = {(x, z) E T x Rz I j/ z - K(x)ll: < b}. 
p(b) is homeomorphic to T x Dz and p,(p(b)) = T. By Proposition (B.l), 
and the choice of {gz}, it follows that if b is sufficiently small then, on 0 < /3 < /3,, 
x(t, w, /3, A) is Cl close to x(t, w, 8) over any time interval [-a, 0] on which 
o(t, w, /3, X) remains in p(b). Taking z = sup{~~(u) 1 (8, u) E (0, /?,,) x Z}, which 
is finite by hypothesis, choose b > 0 such that the above holds. Divide ap(b) 
into two subsets a+ p(b) and a- p(b) where 
and 
a+@) = {(x, z) E T x Rz I I/ z - K(x)ll; = b}, 
a-f’(b) = {(x, z) E aT x IR’ 1 I/ x - K(x)lj2, < b}. 
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LEMMA (B.2). For some h > 0 and all ,8 E (0, &), the vector jield of (4.10,s) 
is nowhere tangent to @p(b). 
Proof. If t = /3s then the right-hand side of (4.10A8) becomes 
( PF(x, x, 0 ; P%4 Lx - W41 + RR(x, -4+ W, ~9 811) . 
Since by hypothesis /3 11 F(x, ,z, fi)Il is bounded on (0, &) x T’(b) such a h > 0 
must exist. [ 
Recalling that f(b) = MY;’ n p(b) we obtain the following 
COROLLARY (B.2.1). If w E x(b), and 0 < 6 < ,6, is$xed, then the trajectory 
v(t, w, /?, A) lies interior to p(b) on a left maximal interval (-tl , 01, t, > 0 
(tl = +co possible). If t, < co then at t = -t, the solution exits p(b) across 
a- f’(b). 
For (2.10,a) each PoincarC transformation 9a carries ,Z’ into a compact subset 
of Int Z. Let Da be an (n - 1)-dimensional closed disc satisfying 
and set E, = gB(D,). T o simplify notation, denote the transformation &’ 1 EB 
by A,. Thus A, : E, -+ D, and As(e) = (9g1 1 E,)(e). Having selected b so 
that Proposition (B.l) applies for v small, it is clear that a first return function 
S, : l&(b) = $w;~(E,J n f’(b) -+ R, is defined for (-2.10Aa). Let (ha} be a family 
of homeomorphisms on (l&(b)}, 0 < ,!I < /I,, , with hfl: l&(b) + E, x Dz 
chosen so that the diagram 
E,(b) hs, EB x D1 
is commutative. 
Given (e, W) E E, x Dz let ha(w) = (e, w). Notice that the commutativity 
requirement implies that w must have the form w = (e, w&. Set Os,w(e) = 
X(-Q(W), w, /3, A). By fixing ,R and w this defines a mapping @a,, : E, -+ 2. 
LEMMA (B.3). For (8, w) E (0, /I,) x D1, each O,,, is a Cl-dzfeomorphism 
onto its image. Furthermore, O,,,(E,) 3 EB . 
Proof. o,,, is a Cl-perturbation of A, and since the Cl-embeddings are 
open in C1(E, , Z), it follows that for sufficiently small b > 0 a,,,, is a dif- 
feomorphism into Z for all w E D 1. Moreover, since A,‘(C) C Int DB C D, C 
Int Z, it .follows that E, = Ai’ C Int D, and so A,(E,) C EB . But O,,, is 
Cl-near A, , so O,,,(E,) is near A,(E,) and must contain E, (see [lo], page 38.) 
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LEMMA (B.4). The following two mappings are continuous on E, x D1 for 
each /3 E (0, PO): 
0) (e, w> * @,de>, 
(ii) (e, 0~) H OB;l,(e). 
Proof. (i) This follows immediately because s, is continuous, and solutions 
of differential equations are continuous in initial data. For (ii) let ((e, , w,)} 
be a sequence in Ee x D1 that converges to (e, w). It is sufficient to show that 
limnem O& (e,) = @i,:(e). Let fn = Os;‘w (e,). Then {fn} is a sequence in II: 
which coniahs a convergent subsequence wh?ch we can, without loss of generality, 
take to be {fn} itself. Denote the limit of {fJ as n + co by f. By (i) it follows 
that lim,,, Os.,,,(fn) = O,,,(f) = lim,,, e, = e. In other words, @,;‘w,(e,) + 
O&(e). This proves the lemma. a 
Finally, define for each /3 E (0, /I,,) a transformation, r, , with domain E, x DC, 
by the rule, 
r&, w> = P<‘w(e), bW,-,‘w(e), 4--s&), w, B, Q), 
444 = (e, w), h, = &l, h$). 
(4.13) 
LEMMA (B.5). If (e, , w*) = rs(e, , w*) then the orbit of (2.10,,) through 
w* = l&e, , w*) is closed. 
Proof. If $(w*) = (e, , w*) is a fixed point of r, then 
(i) e, = @it&+) = %de~>, 
and 
(ii) w* = b32PC&*>, 4--sdwJ, w* ,8,4). 
From (i) it is clear that x(0, w* , fl, A) = x(--sa(w,), w* , /3, A) = x(+(w.J, 
w* , /I, A) = e, = h$(w.J. From (ii) we have 
w* = 4T(e, , +-S@L+J, w* , P, A)). 
Since w* = (e, , wa) = (e, , x(0, p, A)), we find that 
w* = &Ye*, 4--sB(wJ, w* , B, 4) = &Ye*, wJ 
and so 40, w* , B, 3 = 4--sB(w+J, w* , B, A). I 
Lemmas B.3 and B.4 show I’, is continuous and maps E, x Dl -+ EB x D1. 
The Brouwer fixed point theorem along with Lemma B.5 completes the proof 
of Theorem B. 1 
Proof of Theorem C. 
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Let W(X, Z, c) = G(x, z, c) - G(x, z, 0). By Taylor’s theorem, 
G(x, z, c) = D,G(x, K(x), 0) [z - K(x)] -+ R(x, z) + w(x, z, c) 
= Z(x) [z - K(x)] + R(x, z) -+- w(x, z, E), 
(2.11) 
where w(x, z, E) -+ 0 with E, and R(x, z) = o(ii x - K(x)# as I/ .s - K(x)11 -+ 0. 
Introduce new coordinates z = P(x)v. In these coordinates (1.2) takes the form 
Af(x)] [’ - H(x)] + o(xY ‘) + N(x, ‘, + (2.12) 
with 
(i) P(X)-’ S@‘(X) P(x) = A-(x) @ A+(x), A-(x) is R x k, 
(ii) 0(x, v) = P(X)-’ R(x, P(x)v), H(x) = P(x)-’ K(x) and @(x, v) = 
4 v - Wx)ll) as II v - Wx>ll -j 0, 
(iii) N(x, v, 6) = P(x)-’ W(X, P(x),, c) - &(x, v, E) where m(x, v, 6) = 
Mv, M being the matrix with (i,j)-entry the inner product (VP&x), F(x, 
P(x)v, l )). In particular, N(x, v, 0) = 0 and (I D&(x, v, l )II -+ 0 as E --f 0. 
Let (u, w)~ = v, (h,f)r = H, (0, , @Jr = 0 and (Ni , N$ = N; the first 
components are k-vectors and the second components are (2 - k)-vectors. 
(1.1)-(1.2) can be written 
g = qx, u, w, E), 
E $ = A-(x) [u - h(x)] + @,(x, u, w) + A+, u, w, + (2.13) 
E $ =’ A+(x) [w -f(x)] + @,(x, u, w) + N&G u, w, e). 
.Let P(X)-’ K(X, e) = (A(& e), f(& e))‘. 
LEMMA Cl. For l > 0 sz@ciently small, the equation 
A+(x)[w -f(x)] + @,(x, u, w) + Nz(x, u, w, 4 = 0 
has a unique solution w = g(x, u, e) satisfying g(x, h(x, E), l ) = f(x, l ). 
(2.14) 
Proof. Uniqueness follows since the solutions z = K(x, G) of G(x, z, 6) = 0 
are isolated. For existence, D&(x, h(x, c), f(x, E)) - 0 uniformly as E - 0. 
Compute D, of (2.13) to obtain 
A+(x) + 4%(x, h(x, ~1, f (x, 4) + 4%(x, h(x, 4, f (XT 4, 4. (2.15) 
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A(x) is non-singular and GLr&!) is open in &&[w) hence (2.15) is non- 
singular for sufficiently small E. Moreover, the implicit function theorem applies 
as long as (2.15) is invertible. 1 
Now introduce a second parameter /3 which is independent of E and replace 
(2.13) by the equations 
dx - 
-&- = qx, 4 w, E), 
du -&- = l -l{A-(X) [u - h(x)] + @I( x, 21, w) + Nl(X, u, w, l )}, Wi,) 
dw 
j3 -& = A+(x) [w -f(x)] + f-%(x, % w) + &(x, % w, 4. 
The equations (2.16,,) are a singular perturbation of (2.16,,). For all suffi- 
ciently small E > 0, (2.16,) has a toroidal section (2, F) covering the toroidal 
section of the completely reduced system (2.16,). This is a consequence of 
Theorem A. Moreover, the first two equations of (2.16,& satisfy the hypotheses 
of Theorem B. In particular, the return mapping Y, of (2.16,) are uniformly 
bounded on ,? for all E small enough, since the return mapping for (2.16,,) 
is bounded, and pr is Cl-near r, . Thus by Theorem B we can find h > 0 and 
l 1 > 0 such that for 0 < E < Al (2.16,,,J has non-constant periodic solutions. 
The theorem will be proved if we can take h = 1. However, h was chosen in 
Lemma B.2 so that the inner product of the vector (E&X, U, w, c), A-(x)[u-h(x)]+ 
@&, 11, 4 + Nl(x, u, w, e), W/+(x)[w - f(x)1 + @2(x, u 4 + N&, u, w, l )>) 
with the outward unit normal n = (n, , n2 , na) to a+T(b) in W x lRL x W-” is 
positive. Since we may take E and p as small as we please, independent of b, 
and since (A+(x)[w -f(x)] + 0,(x, U, w) + N,(x, u, w, E), na) > 0 on B+T(b), 
it follows by the compactness of a+T(b) that h can be taken to be 1. This proves 
existence of non-stationary periodic solutions. 
Next let (E,J be a null sequence whose terms satisfy E, < cr. Let { pn , ,&} 
be the corresponding nested sequence of toroidal sections in W x 58” converging 
to pr;‘(T) n d for (2.16,). F or a null sequence {b,}, let { p(b,J} be the sequence 
of (n + I)-dimensional tori covering { T,J as constructed in the proof of Theorem 
B. Thus p%+J f(b,)] = F,, and pyn( f,J = T for all n. As n -+ “o, If(b,) -+ T. 
By the first part of the theorem there exists for each n a periodic orbit o(t, n) 
lying interior to f’(b,). As n ---f co the w(t, n) must converge uniformly to a 
homeomorph of S1 on the slow manifold of (2.16,). But this must be a periodic 
solution of (2.16,,) because the first n-coordinates of u tend Cr to a solution 
of (2.16,,,). 1 
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3. A KINETIC MODEL OF THE BELOUSOV-ZHABOTINSKII REACTION 
The differential equations of this section were derived using mass action 
principles from the detailed chemical model proposed by Edelson, Field, and 
Noyes [9]. A more complete exposition of the results in this section can be 
found in [S]. 
The equations of the Edelson-Field-Noyes Model are 
(El) 3 = s[u2 - uIu2 - u,] + A&g - A&~J~ - A:,u,z+ - A;u12 , 
(E,) 2 = r[us - q2 - us] + U5UlO + 2u,u, - z&u4 +- A,2QU,UQ 
+ +47 + Ull + &I, 
(E3) 2 = A& - A&w, - A;+,u, - [Ai + A:,,] u, 
- ~&%, + A&, + Ah, + &u,, + A&,], 
(E4) du4 l x = A4[u, + 2u,u,] - A:u,~ - A;4~42 - A;,u,u, + A;u12, 
(E5) $; E - = AS[u2u4 - upul,, - u5u9], 
w du6 E t = 2A;u, - A@, + A&u, + A&u, , 
F7) du7 6dt- = &w,, + A,~,,u, - A:,w,, 
('9 6 $ = 4&u, + &4~11 - &,,u, + A:,v, - A,sswg, 
cEd & 
EdUg=AQ 313~13 - Ah+9 - A$w~ , 
(E,,) E 2 = Alo _ Alou 10 10 - Alo u u 510 6 10 ) 
(E,,) E + = 4% - A::,u,u,, - A::,,u,, , 
(E,,) E * = A:%u,u, - A1,2,2U3U,2 , 
C&3) 6 9 = A::,++,, - G3~3~13 s 
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The coefficients Ajk, n, r, s are rational functions in the chemical reaction rate 
constants and E is a small parameter on the order of 10~~. The space of the 
dependent variables ur ,..., urs is the positive orthant of IV3 and is called the 
concentration space: at any time t the components of the vector (ul(t),..., u&t)) 
in the concentration space are proportional to the concentrations, measured in 
appropriate units, of the thirteen intermediates of the reaction. 
By introducing the vectors zr = (ur , ua , ~a)*, z, = (u4 ,..., +)r, Fr = 
(fr , f2, fJ and F, = (f4 ,...,fra)r, (E) takes the vector form 
Of course fi denotes the right hand side of the jth equation of (IX). 
For E = 0, (3.1) reduces to the equation 
dx 
-A = F,(z, , Q,)). dt 
(3.1) 
The exact form of Fl(zl , K(x,)) is computed in [5] where it is shown that 
du, _ 
- - s[uz - UlUZ + Ul - P121, dt 
du 
(3.3) 
4 - = w[u1- (3 + 4%1 + @2@3)* dt 
The quantities 7, s, w, q, and 01 are parameters while @r and D2 are two P-small 
functions on us > 0. The physically meaningful solutions of (3.3) will be in 
the first octant of lR3 since each ui is proportional to a chemical’s concentration. 
This octant also contains an equilibrium point e(q) # 0 which is unstable over a 
significant range of parameter values. The stable manifold over this range is one 
dimensional. By using techniques similar to those used by Hastings and Murray 
[3], we construct a box which contains e(q) in its interior and has the property 
of positive invariance under the flow of (3.3). Using qualitative arguments 
it can be shown that the box contains a toroidal section, and so (3.3) has a non- 
constant periodic solution. 
We are in the situation of Theorem A provided the 10 x 10 variable matrix 
.%Y(zJ = D,F,(z, , K(z,)) is contracting for z, in the torus above. To prove 
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that this is the case, we exploit the particularly nice block structure of the family 
*(zr). A computation shows that Z(zr) has the form 
[ 
%lW %2(4 
~21(Xl) ~22Pl) 1 
where each block is a 5 x 5 matrix. Moreover, %‘rI(z,) and ~$zz(zl) are lower 
triangular with negative entries along their diagonals. We now use a trick: 
we first embed &(z,) in a family Xt(x,), 0 < t < 1, of matrices 
[ 
%lM @%2(%) 
~21(4 I ~22(&) . 
Then we prove that the exponentials exp(Zt(xI)) lie in the space Hyp,,(R) of 
hyperbolic automorphisms of FP for all t E [O, l] and all relevant z1 . This shows 
that exp(.%$(xr)) is homotopic in Hyp,([W) to exp(.%$(x,)). Since exp(3?,,(z,)) is 
contracting, it follows from Kuiper & Robbin’s [6] characterization of the 
connected components of Hyp,([W) that exp(Zr(zr)) is also a contraction. Thus 
we may use Theorem A to conclude the existence of oscillations in the full 
system (E) for all smali E > 0. 
4. PERIODIC PLANE WAVES 
By a reaction-diffusion system we mean a parabolic system of partial dif- 
ferential equations 
i?W 
_ = KA~W + F(w), 
at 
where w = (w, ,..., wn) is an m-vector whose components are functions of 
(x, t) E [w3 x [w. A, = D12 + D,2 f OS2 is the Laplacian, K a positive semi- 
definite matrix called the matrix of diffusivities and F is a smooth vector field 
on CL&t+" = {ul ,..., u,) 1 uj >, 0 1 < j < m>, the space of concentrations. 
Since we are free to perform an orthogonal change of variable, there is no 
loss of generality in assuming K is diagonal, say K = diag{h, ,..., h,}, with 
h r ,..., h, non-negative. The space independent solutions satisfy the differential 
equations 
$ =F(w), (4.2) 
which describe the dynamics of the chemical reaction. 
A plane wave solution of (4.1) is a solution w(x, t) which can be expressed 
as a function of a single phase variable r = (01, LX> + et, i.e., w(x, t) = W(Y). 
Here 01 = (011, 0~s , 01~) is called the wave vector and 0 is the wave speed. 
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Taking w in Wa and F the vector field of (E) makes (4.1) the reaction-diffusion 
model of the Belousov-Zhabotinskii reaction. Using the vector notation intro- 
duced in $3, the equations can be written 
az,- 
at - 4% + F&l , %>, 
az,- 
at - K&~ + E-~F& , ,x2). 
(4.3) 
Set vi(y) = zi(x, t). Substitution into (4.3) yields the second-order system 
satisfied by the plane wave solutions q(y): 
dv,- 
dr - wl$$ + F&, 3 4, 
dv, 
if3 + F2@, , ~2), 
(4.4) 
E x = ‘OloK2 dy2 a0 = II oz la* 
Introducing the variables w, = dvJdr, and w2 = e(dv.Jdr>, (4.4) can be 
expressed as the first-order system 
dv,- 
dr - Wl , 
6 l dy=w2, 
EO10K2 $2 = w, - F2(vl , v2). 
(4.5) 
This represents a system of twenty-six first-order equations. 
THEOREM. There is a region M of (E, cy)-space consisting of pairs (E, a) for 
which (4.3) has a periodic plane wave solution. 
Proof. For CY~ = 0 (4.4) and also (4.5) reduce to (E) which has a known 
toroidal section (27, T) in Ry. Set G(a, , w2 Y Wl> w2 7 4 = (ml- F,(q , wJr 
E-‘[w~ - F,(q ,41) and compute QG(q , v2 ,wl , w2 ,E), D,G(q , % 3 . . 
Wlf w. , E) obtammg I3 @ @II0 , an expanding matrix. Theorem B applies 
to give for each small E a positive CY(C) such that, for 0 < I/ 01 l/s < a(~), (4.5) has 
a periodic solution. Take 9 = ((E, a) 1 0 < E < c1 , II W//Z < a(~)}. i 
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