Berkowitz et al. (Reports, 9 October 2015, p. 196) described a randomized field experiment testing whether a math app designed to increase parent-child interaction could also bring academic benefits. A reanalysis of the data suggests that this well-designed trial failed to find strong evidence for the efficacy of the intervention. In particular, there was no significant effect of the intervention on math performance.
C
an electronic apps increase parent-child interaction around academic subjects like math and in turn help improve children's school outcomes? Berkowitz et al. (1) reported a randomized field experiment testing this hypothesis. Children were randomly assigned to math and reading app groups, and their learning outcomes were reassessed at the end of the school year. The study had a strong design, including a large sample size, objective measures of app usage, standardized outcome measures, and a well-matched control group. Unfortunately, a reanalysis of Berkowitz et al.'s data-which they provided as part of their Report, in a commendable show of open practices-suggests that their results provide limited support for the effectiveness of the intervention.
First, the intervention resulted in no significant improvement in math performance for the experimental group compared with the control group (Fig. 1) . A longitudinal mixed-effects regression predicting math performance as a function of condition, time, and their interaction (including random intercepts for each student and classroom and random slopes for each classroom) (2) showed no significant condition-by-time interaction for either grade-level equivalent scores or raw scores (b GE = 0.07, SE = 0.10, t = 0.73, P = 0.47; b raw-W = 1.00, SE = 1.74, t = 0.58, P = 0.56). Thus, the intervention was not successful overall.
Second, although greater use of the math app by families was related to greater growth in children's math performance, causal interpretation of this result is difficult because of endogeneity issues. Parents who used the app more might also have greater interest in math learning more generally, and both children's math gains and their app usage could plausibly reflect those underlying differences (rather than gains being a causal effect of random assignment). Further, this relationship did not reach statistical significance in all analyses. For example, when app usage is added to the longitudinal analysis described above, the threeway app usage by condition-by-time interaction was significant when computed on grade-level equivalent scores but only marginal using raw scores (b GE = 0.14, SE = 0.06, t = 2.19, P = 0.03; b raw-W = 1.87, SE = 1.11, t = 1.68, P = 0.09).
Third, the authors report that the math app intervention was especially effective for those children Average Weekly App Usage Improvement (Grade Equivalents)
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High Anxiety whose parents were anxious about math, and especially for moderate app users. These descriptive claims are not supported by the data, however (Fig. 2) . On average, children of highly math-anxious parents tended numerically to learn slightly less in both the intervention and control conditions. In addition, a statistical test of the claim that an intervention is especially effective for a subgroup requires a test for an interaction rather than a comparison of separate significance tests, the analysis that was performed in the original report (3, 4) . But when math anxiety is added to the basic longitudinal model described above, the three-way interaction (time by condition by math anxiety) was not significant for either measure (ts ≤ 1.28, Ps ≥ 0.20). There were additionally no four-way interactions (time by condition by math anxiety by app usage) when app usage was added (ts ≤ 0.82, Ps ≥ 0.41).
Finally, although some analyses of the original data do show statistically significant support for aspects of the intervention, these analyses rely on a variety of decisions that were not specified a priori. Hence, the findings run a heightened risk of being false positives (5, 6) . These decisions include (i) the discretization of continuous variables into two (math anxiety) or three (app usage) categorical bins, a practice that is also known to reduce statistical power (7) , and (ii) the specification of primary analytic models to subsets of the data rather than the full data set (e.g., only the high-anxiety group or only a matched subset of families).
Although the authors may not have chosen to report statistical tests on the basis of the tests having produced significant results, their analysis strategy was nevertheless data-dependent. Consider the scenario in which the intervention as a whole had yielded a positive effect; in that case, the simple analysis in Fig. 1 would almost certainly have been a centerpiece of the report. This analytic situation, known as the "garden of forking paths," leads to an inflation of type 1 error, just as if analyses were actively selected (6) . Preregistration of analytic hypotheses before data collection is currently the strongest method for protecting against this problem.
In sum, Berkowitz et al. report a well-designed study that shows at best weak support for an appbased intervention. This result, although disappointing, is nevertheless extremely informative for parents and policy-makers interested in the potential of app-based interventions.
