Abstract. We investigate the manner in which a non-parametric surface z = f(x,y) of prescribed mean curvature approaches its radial limits at a reentrant corner. We find, for example, that the solution f(x, y) approaches a fixed value (an extreme value of its radial limits at the corner) as a Holder continuous function with exponent Z as (x,y) approaches the reentrant corner non-tangentially from inside a distinguished half-space. We also mention an application of our results to a problem in the production of capacitors involving "dip-coating."
Introduction
In this paper we consider first a bounded non-parametric surface z = f(x, y) of prescribed mean curvature over a domain whose boundary has a reentrant corner P and which, when considered as a surface in R, has a boundary branch point above the reentrant corner. In this case, it is known that there is a half-space from whose directions the radial limits off at P are identical (i.e. Proposition 1). We will determine the manner in which f(x, y) approaches this value as (x, y) approaches P in the vicinity of this half-space. We will also prove that if the prescribed mean curvature H is real-analytic, then "cusp solutions" do not occur and therefore the radial limits vary continuously with direction. We consider second a non-parametric minimal surface z = f(x, y) over such a domain. In addition to the behavior of f from the vicinity of the half-space mentioned previously, we will determine the behavior of I near P from directions not in the half-space.
Throughout the paper we will let H E C' 6 ( R3 ) for some 5 E (0, 1), Q be a bounded Lipschitz domain in R2 , and P be a (fixed) point on aQ. For convenience, we will assume P = (0, 0). Define Tf = yI . If 2 and NI = V Tf. We are interested in the following boundary value problems.
Proposition 1. Let E C2(l)flC°(ri\{P}), I o C°(), satisfy (1.1) and one of (1.2) or (1.4) on O \ {P} (with I € C'(Q \ {P}) if (1.4) is satisfied). Then either (i) there exist ac h 80 with a < a 0 < j90 < 9 and there may exist a countable set C [ao,/3o) such that RI exists on [a,$j \ I, RI E C°([a,131 \ I), and
is constant on [ 
If f satisfies (1.4) on Oil \ {P}, then Rf(a) and Rf(f3) both exist. In addition, if H is constant (on a neighborhood of the z-axis), 0 E C°(Oil), and f satisfies (1.1) on Oil \ {P} or if f satisfies (1.4) on Oil \ {P} and either H(O, 0,.) is strictly increasing or H(x, y, z) depends only on z, is analytic, strictly decreasing, and unbounded from one side, then I = 0.
Notice that in case (ii), we have a central "fan" [0 1 , 0 1 + in] of directions in which the radial limits are all the same. This requires /9 -a > in, of course, so that Il has a reentrant corner at P. Let f be a solution of either of the boundary value problems which has radial limits for all 0 E [a, /9] and assume these limits behave as in (ii). Then the function f actually extends to be continuous on 7-1, where 7-1 is the portion in il of the (open) half-space {(r cos 9,r sin O) : r > 0 and 0 < 9 < 0 1 + 7r 1, when we define 1(0,0) to be Rf(91).
Here we examine the manner in which f(x,y) approaches its radial limits Rf (9) as (x, y) -(0, 0). We find, for example, that f(x,y) approaches the value Rf (9,) as a Holder continuous function with HOlder exponent independently of H and il, and boundary condition whenever case (ii) of Proposition 1 holds and (x, y) approaches P non-tangentially from inside il fl 7-1 (Theorem 1(v)) provided H(0, 0, Rf(9 1 )) 0 or H is real-analytic (near the z-axis). We also find that RI is continuous in neighborhoods of 9 1 and 9 1 + in in (a,/3) (i.e. 01 , 0 1 + in 0 I in Proposition 1) and Rf E C° ([a,8] ) (i.e. I = 0) if H is real-analytic. We restrict our attention to case (ii) of Proposition 1 because it represents the more complicated situation; the behavior of f near P would be given by Theorem 1(iii) when Ri is monotonic on [a, /9] 
\ I.
If H 0, then a solution I of (1.1) is a non-parametric minimal surface and may be represented parametrically in terms of the Fourier coefficients of its boundary values. We examine this case in Theorem 2 and find, for example, that the location of the central "fan" of constant radial limits given in case (ii) of Proposition 1 is determined by the first few Fourier coefficients (i.e. (2.9)). While the determination of these Fourier coefficients depends on finding the "boundary correspondence" between the boundary of a parameter domain and the graph of 0, numerical algorithms based on this idea have been developed and implemented, such as [16] (developed under the supervision of Professor H. J. Wagner). The conclusions of Theorems 1 and 2 may have numerical applications in two ways. First, the formulas in Theorem 2, such as (2.9), may make programs such as E16) more general by removing the need for a symmetry assumption used to determine Oi. Second, programs for finding non-parametric H-surfaces may be improved by making use of the a priori knowledge of the behavior of solutions of (1.1) near P. In particular, special finite elements near P or special modifications of other procedures might prove to be useful numerical tools.
Statement of main theorems
Before stating our first theorem, we require the following Definition. For (x, y) E Q, we define 0(x, y) to be the argument of x + iy which satisfies a < 0(x, y) < 0; that is, x = r cos 0 and y = r sin 0 with r2 -x 2 + y2 and O(x,y) e (a,.8).
Theorem 1.
Assume H E C" 6 (R 3 ) for some (5 E (0, 1), Q is a bounded Lipschitz domain in R 2 , P = (0,0) e 3Q, and f E C 2 (Q) a.
-j x(cos 9, in 9) sin(nO) dO
bT,= / y(cos 9, sin 9) sin(nO) dO Let c, = c(cl, ) denote the Fourier cosine coefficients of z(cos 9, sin 9), so that
Definition. Define Notice that L = ( ao,flo) or L = (ao,9 1 ) U (9 + 7r,/3o). We observe that the conclusions of Theorem 1 continue to hold (with e = e2 = -( cos(9 1 )a2 +sin(9 1 )b2 ) and A (ao,91 ) U (O + ir,fio).) In addition we can obtain the radial limits of I at P and the asymptotic behavior off near P from the Fourier coefficients a, b, c as indicated in the following 
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Theorem 2. Let 0 be given by (2.3), f be the solution of (2.4), and X E C°(
co). Let Rf(cx) and Rf(fl) denote the limits of 0 at (0,0) along aS2 from the appropriate directions. Then Rf(6) exists for all 9 E (a, /3), Rf E C°([a, 0]), and
Rf(9) = z(u(9),0) = CO + >cn(u(9)) n (9€ [a,flJ). (2.8) Define 91 E (a,/3 -it) by sin(GI)a2 -cos(9I)b 2 = 0. (2.9) Then 0 on [0 1 ,6 1 +7r], u 0 on [a,9 1 )u(9 1 +ir,fl], and when 9€ (ao,Oi)U(91+ir,/3o), u(0) satisfies cc n(sin(9)an -cos(9)b)(u(9))' = 0,(2.
10) and if u E (-1,0) U (0, 1) satisfies (2.10), then u = u(9). Further, if u E (-1,0) U (0, 1), nb n cos(9(u)) -(nan Un-I) sin(8(u)) = 0 (2.11) Set s = sgn(Rf(Oi ) -Rf(a)) and define g: [ce,
where
Then as (x, y) -* (0,0)with either liminf 9(x, y) > ao and lim sup 9(x, y) <91
where = -cos(0 i )x -sin(0 i )y and V = sin(9i )x -cos(9i )y.
An application
As part of the process of manufacturing some capacitors, a well-known international firm applies a, metallic coating to the bottom and a portion of the side of the capacitor using "dip-coating." One example of this part of the process consists of lowering the capacitor approximately 0.5 mm into a liquid metallic paste, letting it sit in the liquid for up to 20 seconds, removing it from the paste, turning it upside-down, and heating it until the coating dries. The manufacturer would like the coating of the side to have a uniform height, as in Figure 3 , since otherwise precisely predicting the electrical properties of the device in advance might be difficult. However, the actual coating of a typical capacitor in the shape of a rectangular parallelpiped is "crescent shaped" as in Figure 4 . If capillarity is primarily responsible for the shape of the coating, as seems to be the case, then our results can be applied to this problem, as illustrated in the following section. 
Proof of Theorem
Before beginning this proof, we wish to discuss briefly some results, specifically from [2, 6, 10, 11, 14] which we will use. In [2, 10, 11, 14] the graph z = f(x,y) is represented parametrically in conformal coordinates. This representation is obtained as follows:
(a) For each e > 0, the portion of z = f(x, y) outside the cylinder Ce = {(x, y, z) x 2 + y2 <f2 } is represented as the image of a map Y from the unit disk into R 3 which is given in conformal coordinates and satisfies an appropriate three point condition.
(b) As e approaches 0, the maps Y are proven to converge to a map Y whose image is the closure of the graph of I and which satisfies other appropriate conditions (e.g. Y is conformal, of type C2 inside the unit circle, of type C° on the closed unit circle, etc).
We note that the uniformization theorem is needed when H 0 0.
In [6] , Robert Gulliver proved that minimizing surfaces of prescribed mean curvature do not have interior branch points. As one aspect of his investigation, he studied the behavior of prescribed mean curvature surfaces near branch points using, in part, modifications of the method of Hartman and Wintner [8) ; we shall use the techniques in the proofs of Lemmas 2.1 and 7.3 and Corollary 7.1 of [6] .
The proof of Theorem 1 will be given in six steps. Let
We will use the unit half-disk
B={(u,v):u2+v2<1 and v>0}
as our parameter domain and we will divide its boundary into two parts: Step 1. There is a parametric description of the surface S0 1R3) which has the following seven properties:
(1) X is a homeomorphism of B onto 5o
(ii) X maps 8'B strictly monotonically onto r.
(iii) X is conformal on B: X . X, = 0,X = X2 on B.
(iv) AX := X, +X vv = 2H(u, v)Xu xX,, where H(u,v) = H(x(u,v),y(u,v),z(u,v)). (v) X e C°() and x y = 0 on (vi) X(u, v) = (0,0,0) if and only if (u, v) = (0, 0). (vii) Writing K(u, v) = (x(u, v), y(u, v)), K(cos t, sin t) moves clockwise about Oil as t increases, 0 t it and K is orientation reversing on B.
Proof. The existence of the map X follows as in [2] when f = on Oil \ {P} and as in [14] when f satisfies (1.4) on Oil \. {P} (see the comments preceeding the proof of the theorem) I
Step 2. There, is a C 2 -extension of X, still denoted X, into a neighborhood W of Proof. From [9] , we know that
Let us denote the right-hand side by k (u,v) and consider x(u,v) 
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Assuming the claim is correct, the reasoning used to prove 16: Corollary 7.1) yields some m > 1 and some T E C3 \ { 0} such that
where D k p(w) = o( I wI m_k ) fork = 0,1,2 as w = u+iv -4 0. Since X is a "two-to-one" map of 8"B into T, m must be even. Since X is one-to-one on B, m must equal two. H(u,v) . We first wish to extend X as a C2 -map on E1 and then show that it satisfies a system of the form (4.1). Since we already know X C2 (BUa"B) and x(u,0) = y(u,0) = 0 for U E (-1, 1) and it follows from the conformality of X that z,,(u, 0) = 0 for u E (-1,1) , we wish to extend z (u, v) as an even function of v across v = 0 and extend x(u, v) and y (u, v) across v = 0 in a manner which makes the corresponding second derivatives of x and y from v > 0 and v <0 agree at v = 0; notice that if H(u,0) 54 0, then the odd extensions of x and y across v = 0 will not be of C 2 -type at (u, 0). We extend X by defining, for v <0,
Using the fact that x(u,0) = y(u,0) = 0, we see that X is of C 2 -type on E: E1. 
Analogous equations hold for yu (u, -v) form
\yv (u,-v) nd yv (u, -v) . This leads to a system of the with 77 sufficiently small (the right-hand side being evaluated at (u, -v)), the analogous formula which holds when y is replaced by x, and Step 1/(iv) to write Lx, Ay, and Az in terms of first derivatives yields
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In addition, we have
We now define a matrix A = With these choices for the matrices A and B, we see that (4.1) holds and so our claim is established I
I-2H(u,v)y(u,v)
Step 3. Let us rotate the xy-plane through an angle of 9 + it and denote the new coordinates by T and V, where T= -cos(91 )x -sin(9 1 )y and = sin(9 1 )x -cos(8I)y. 
sin(9j )x(u, v) -cos(Oj )y(u, v), z(u, v)) and define k(u,v) ((u,v),y(u,v)). Then for some e,e ER with e 54 0 (u, v) + iz(u, v) = 2uv + i(co + u 2 -v2 ) + i ew3 + o(w)
I y(u,v) = e(3u 2 v -v 3 ) + 5(w) where ci(u) =5(u) = 0 for -1 <U < 1, D k cr(w) = O(IwI 3_Ic ) fork 0,1,2,3 and D'&(w) = O(1w1 3 + 5_k ) fork = 0,1,2,3 as w = u + iv -0 ((u, v) E W).
Proof. We claim first that sin(O i )a -cos(9i )b = 0. Notice that the unit vector approaches as u -* 0+ and approaches (-,-,0) as u --+ 0-. Let Oa E (a, 13) satisfy ( -a , -b) = (cos(Oa),Sin(9a)). Since X(B) is a graph over the (x,y) plane, the argument of the vector (x(u,0),y(u,0) ) is greater than 9a + 7r if U > 0 and less than 9a if u <0, where we require our argument function to vary continuously and have range [a, /3] . Using the general comparison principle and the fact that z (u, v) approaches co as w = u + iv approaches 0, we see that Rf (6) co for all 6 between 0. and 0. + ir. From our assumption about the behavior of RI, this means 0,, = 6 1 and so a = -cos(O1) and b = -sin(6 1 ). Our claim now follows. We claim finally that e $ 0. We will assume e = 0 and reach a contradiction. Let us suppose first A = H(0,0,co) $0. From Step 1(iv), we see that
and so must be of the form We claim that d3 = 0. Suppose otherwise. Consider the map
g(t) = (p cost, p sin i)
where p > 0 is fixed and 0 t ir. For p > 0 small enough, (4.9) implies g has three changes of sign on (0, 7r) and therefore g(t)g(ir -t) < 0 when 0 < t < t0 if t 0 > 0 is small enough. Notice that y(u, v) > 0 if u 54 0 and v > 0 is small enough, since (,,(u, 0), Q(u, 0)) points into the upper half-plane if u 54 0. This means g(t)g(ir -t) > 0 if 0 < t < e for e > 0 small enough, which yields a contradiction. Therefore, we see that d3 =0 and
However, this implies 9(u, v) > 0 near (0,0) in B and this is impossible since < 0 in Q W fl H. Therefore, we have e 54 0 if A 54 0.
Suppose now that H is real-analytic, H(O, 0, co) = 0, and e = 0. Then (u, v) , (u, v) , and z(u, v)) are real-analytic on B U &'B and so extend to real-analytic functions in a neighborhood of (0, 0). 'Since properties (iii) and (iv) of Step 1 hold when v > 0, analyticity implies they continue to hold in this neighborhood. We may write (u, v) = E I:
Let m be the total degree of the first non-zero term in this power series expansion of and let i denote the terms of total degree m, so that (u, v) (u, v) + O(IwIm). Equation for some r > 0. Let g be given by
9(p, t) = (p cos t, p sin t).
Then the form of (4.10) implies g(p, t) = rpm sin(mi) + o(prn) as p -0. We may choose € > 0 small enough that, for each k = 1,.. . , in and 0 Step 5.
Let p(s) = /u2(s) + v2 (s) and i(s) E [0, ir] be the argument of u(s) + iv(s). Then our earlier remarks yield sgn(g(p(s), i(s))) = sgn((u(s),v(s)))
= ( _ 1)k if i(s) E (• + 6,-
Conclusions (ii), (vi) and (vii) of Theorem 1 hold.
Proof. Let us define u(x,y) and v(x,y) for (x,y) E ci by the conditions that ,y),v(x,y) ). Notice that if D is a closed C'-domain with 7-lu {P} C D c ci U {P} and if (x, y) E D approaches F, then (u(x,y),v(x,y) +4A-t=0 (4.14)
where we consider and y to be fixed and choose A to be the solution of (4.14) which satisfies A > 0 and A = (±,) for t = 4ev4(,) + 4i3(±,). Let v(x,y) denote the value of A when t = t 0 3e±2 , so that + O(uiwI ö ) (4.17) 2u (2, ) and so (4.7) 4 yields ±,),i3(±,) ), the only remaining difficulty is writing the condition O(iw(±,)i26) explicitly in terms of and g. Unfortunately, if we use (4.15) -(4.17) to find iw126 explicitly in terms of t and g, we get a mess. (The reader is invited to try this using, for example, Maple V .... good luck.) Oii the other hand, we know that z(u,v) = co + u 2 -v2 + O( 1 w 1 3 ) and so we certainly have
as Iwi-0. Step 6. Conclusions (iii) and (iv) of Theorem 1 hold.
This yields f(x,y) = Rf(& i )+sfe (x , y)(1 +o(1)). Hence we see that our remainder R(x,y) is o(fe(x,y)) as (x, Y) E D approaches (0, 0).
Now suppose 9D = {(2(t),(t)) : t e R} with ((0),(0)) = (0,0) and (t) = 0(:i 2 (t)) as t -+ 0. Then a straightforward calculation using (4.7) shows that if u(t) = ü(1(t),(t)) and v(t) = (5(t), (t)), then v(t) = O(u(t)) and u(t)
=
Proof. Let us write
Notice sgn(a I (ZL)) = sgn(u), 92 ( U ) > 0 if and only if u j4 0, and sgn(c'(u)) = sgn(u).
and so
and, when u is bounded away from 0,
Let u 1 represent an element of (-1,0)U(0, 1) and notice that the vector (v(ui3O),
Let us write h = . Then RI is continuous at 91 if and only if h is strictly increasing near u 1 . If H is real-analytic near the z-axis, then X(u,v) is real-analytic on a neighborhood of {(u,0) -1 <U < 11. This implies his analytic on (-1,1). Suppose h(u) = tan 01 for u1 < u < u1 + e, for some e > 0. Analyticity implies h(u) = tan for all u € (-1,1) and so h is constant. However, (4.7) yield h(u) = u + 0(u 2 ) and so h cannot be constant. Therefore h is strictly increasing on (-1,0) U (0,1) and so Rf E C° ([, /3) ). This proves assertion (iv) of Theorem 1. Then (0,0) = z(0,0)I > 0 and Q(0,0) = 0. We may extend X by reflection across the u-axis as a parametric minimal surface. If we continue to denote this extended minimal surface by X, then X is a vector of harmonic functions and
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We may write
and it is easy to see that A = (-ian,-ibn,cn) for some real numbers a n , b n and e,.
Notice that A0 = ( O,0,co) and gu (O,0) = (O,0) = 0, so
Considering the sign pattern of (p cos t,p sin t) and (p cos t, p sin t) for small p as t varies from 0 to it, we see that a 1 > 0 and b2 > 0 (e.g. the last part of the proof of Step 3 in the previous section). Since X is conformal, we obtain 
Proof of Theorem 2
The proof of Theorem 2 will be given in six steps.
Step 1 Proof. The fact that X can be reflected across a line as a real-analytic parametrized surface is well known and, because of (2.5) 3 _ 5 one can check that x and y reflect as odd functions of v while z reflects as an even function of v. Now CO a n sin(nt) (6.2) is the Fourier series expansion of x* (t) = x(cost, sin t) since it is an odd function of t. Equation (6.1) then follows. From our hypothesis that c 1 = 0, we see that A 1 = (0,0,0). As in Step 2 of the proof of Theorem 1, we obtain a 2 + b = c and c 2 0. Thus A2 (0,0,0)1
Step 2. Rf (9) exists for each 9 E [ce, 01 and Rf is a continuous function of 6. Define 61 E (a,B -ir) by (2.9) . Then u(9) = 0 and Rf (9) = co for all 6€ [9, 9 + ir].
Further, (2.8) z(u, v) . Also Step 3 of the proof of Theorem 1 implies u(6) = 0 and so Rf(9) = z(0,0) = co for 6 e [0 1 , 01 + ir]. We wish to show that (2.10) and (2.11) hold.
Notice that cc X(u,v) = E nRe{iA(u+iv)"'} (6.5) for u E (-1, 1 ). Now u(9) E (-1,0) if and only if 9 E (ao,9,), and for such 6, X(u(9), 0) = z(u(8), 0)(cos 6, sin 0, 0). (6.6) Similarly, u(9) E (0, 1) if and only if 9 E (9 ' + 7r, fib) and (6.6) holds for these 6. From (6.5) and (6.6) we obtain the equations co = z(u(9),0) COS 9 = z(u (9) ,0)sin9 and (2.10) follows from solving each equation for z,. Equation (2.11) follows in a similar manner. Suppose u e (-1,0) U (0,1) satisfies (2.10). Then (2.10) and (2.11) imply 6(u) = 9 and sd u = u(9) U
Step 3. 
Thus
Step 3 is proved I From (6.8) and (6.11) we have
M(ü) = M(ü(9) + p(u(9))ü 2 + 0(U4) = M(ü()) + 2 -2)e0(ü(9))3p(ü(0)) + 0(ü4) = M(ü(6)) + ü2p(u())Mi(u(4)) + 0(ü4)
where MI (u) = n(n -2)e0ü '3 From (6.7) and (6.11) we have Therefore, since p() = P (9), (6.13) implis
f(x, y) = RJ() + 2 n=2 c n (ü()) 2 [nü()p(ü()) -( fl1 + 0(±) (ü()M(Ou()))2 = Rf(9(x,y)) + 2 2 H((x,y)) + 0(2).
Thus step 5 is proved I
Step 6. Remark 5. For numerical purposes, such as in [16] , it would be useful to know that the series representations (6.3) and (6.4) converge on 0 p :5 1 and 0 t 27r. As an example, assume that Ol \ {P} and 0 are smooth. Then x is smooth on (0,7r) U (7r, 27r) (see, e.g., 115: Subsection 349]) and hence (6.2) converges to x*(t) for each t E (0, ir) U (ir, 27r). Since x(t) = 0 and the series (6.2) converges to 0 when t = 0, t = ir or I 27r, we see that (6.3) converges to x(p cos t, p sin t) on 0 p !^ 1 and 0 <t < 27r. A similar argument holds for y and z.
