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Einleitung
Fu¨r die raumakustische Forschung spielen die
Mo¨glichkeiten der Computersimulation und der vir-
tuellen Akustik eine wichtige Rolle. Sie ermo¨glichen die
Durchfu¨hrung von Versuchen, bei denen Ho¨rer direkt
nacheinander in verschiedene akustische Umgebungen
versetzt werden ko¨nnen. In diesem Zusammenhang
wurde ein technisches Verfahren zur Erstellung von
virtuellen Konzertra¨umen fu¨r aktive Musiker mit Hilfe
der dynamischen Binauralsynthese entwickelt. Ein
Ensemble von vier Musikern kann dabei in virtuellen
akustischen Umgebungen zusammenspielen, wodurch
vielfa¨ltige Untersuchungen ermo¨glicht werden, etwa
zur Wahrnehmung von Raumakustik wa¨hrend des
Musizierens oder zum Einfluss der Raumakustik auf die
musikalische Interpretation.
Die entwickelte Versuchsumgebung teilt sich in zwei Teil-
bereiche auf: Zuna¨chst werden fu¨r ausgewa¨hlte Modelle
in der Simulations- und Auralisations-Software RAVEN
[1] binaurale Raumimpulsantworten fu¨r jede Kombina-
tion aus Schallquelle und Empfa¨nger der virtuellen akus-
tischen Umgebung berechnet. Im zweiten Schritt dient
ein technischer Aufbau zur Auralisation der Raumant-
wort, welche durch die Faltung der nachallfreien Quellsig-
nale der Instrumente mit den zuvor berechneten Raum-
impulsantworten synthetisiert wird. Der Direktschall er-
reicht die Musiker dabei unmittelbar von ihrem Instru-
ment. Um einen Einfluss des Raumes auf den Direktschall
zu unterbinden, ist die Versuchsumgebung deshalb auf
die Nutzung im reflexionsarmen Raum ausgelegt.
Konzeption der virtuellen Umgebungen
Die Simulations-Software RAVEN verwendet die CAD-
Software SketchUp als grafisches Frontend. Mit dieser
Software wurden zuna¨chst Raummodelle von 14 Auf-
fu¨hrungssta¨tten erstellt. Dabei wurde auf die bereits von
Scha¨rer Kalkandjiev und Weinzierl [2][3] verwendeten
Modelle und Daten zuru¨ckgegriffen. Die Ra¨ume stel-
len typische Auffu¨hrungsorte fu¨r westeuropa¨ische Kunst-
musik dar. Sie orientieren sich an existierenden Ra¨umen
und bilden eine große Bandbreite unterschiedlicher archi-
tektonischer und raumakustischer Bedingungen ab.
Fu¨r eine realita¨tsnahe Implementierung der Schallquellen
im Modell wurden typische Positionen von Musikern in
einem Streichquartett in den Modellen umgesetzt. Dabei
wurden im Modell dieselben Positionen verwendet, die
spa¨ter auch in der realen Versuchsumgebung zum Einsatz
kamen (Abb. 2).
Fu¨r alle Quellen wurden passende Richtcharakteristiken
Abbildung 1: Exemplarische Auswahl der verwendeten
Raummodelle
Abbildung 2: Quell- und Empfa¨ngerpositionen im Modell
und der Versuchsumgebung
aus dem Datensatz von Pollow et al. [4] implementiert.
Auf der Empfa¨ngerseite kam der HRTF-Datensatz des
FABIAN Kunstkopf-Torso-Simulators [5] zum Einsatz.
Um den Musikern ausreichende Bewegungsfreiheit in der
virtuellen akustischen Umgebung zu ermo¨glichen, wur-
den bei der Berechnung der BRIR-Datensa¨tze Freiheits-
grade von ±50◦ im Azimut und −30◦ bis +20◦ in der
Elevation fu¨r die Kopfausrichtung beru¨cksichtigt. Die-
se Wertebereiche wurden mit 2◦ fu¨r beide Freiheitsgra-
de aufgelo¨st, wodurch bei musikalischem Inhalt auch fu¨r
kritische Ho¨rer eine plausible Auralisation ohne ho¨rbare
Diskretisierung bei der Kopfbewegung erreicht werden
kann [6].
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BRIR-Berechnung
Fu¨r vier gemeinsam spielende Musiker ergeben sich 16
Quell- und Empfa¨ngerkombinationen. Fu¨r jeden dieser
Schallu¨bertragungspfade ist ein eigener BRIR-Datensatz
zu berechnen. Fu¨r die beschriebenen Freiheitsgrade fu¨r
Kopfbewegungen in der dynamischen Binauralsynthese
ergeben sich daraus 297024 Berechnungen bei 14 ver-
schiedenen virtuellen Umgebungen. Um eine solche An-
zahl an Simulationen effizient berechnen zu ko¨nnen ist
eine Automation der Berechnungen notwendig. Diese Au-
tomation erlaubt außerdem den wiederholten Einsatz der
Versuchsumgebung mit neuen Modellen, Richtcharakte-
ristiken und Quell-/Empfa¨ngerpositionen.
RAVEN bietet fu¨r die Automation eine Schnittstelle, um
alle Berechnungen an zuvor erstellten Modellen aus Mat-
lab heraus zu steuern. Sa¨mtliche Parameter der Simu-
lation bis hin zu den Quell- und Empfa¨ngerpositionen
ko¨nnen definiert und u¨bergeben werden. Die eigentliche
Simulation findet anhand dieser Parameter in RAVEN
statt.
Es wurde eine Matlab-Routine entwickelt, die es dem
Benutzer ermo¨glicht, fu¨r mehrere Raummodelle Be-
rechnungen von BRIRs mit beliebigen Ausrichtungen
des Empfa¨ngers an fester Position im Raum durch-
zufu¨hren. Sa¨mtliche Parameter der Simulation ko¨nnen
im Skript definiert werden. Somit werden die Quell- und
Empfa¨ngerpositionen, die Richtcharakteristiken sowie al-
le Parameter der Simulation, wie z.B. die Anzahl der
Strahlen des Ray Tracings und die Ordnung der Spie-
gelschallquellenmethode fu¨r alle Raummodelle festgelegt.
Die Benutzereingaben sind ausschließlich auf die Wahl
der Parameter ausgelegt. Die eigentliche Berechnung fin-
det automatisiert statt, um die Handhabung zu verein-
fachen. Zur individuellen Verwendung und Weiterverar-
beitung der Datensa¨tze wurde zudem der Export ver-
schiedener Datenformate implementiert.
Versuchsaufbau
Zur Auralisation wurde fu¨r einen reflexionsarmen Raum
als Laborumgebung ein technischer Versuchsaufbau ent-
wickelt, bei dem der Direktschall der Instrumente
die Musiker durch die Verwendung von extra-auralen
Kopfho¨rern nahezu ungehindert erreicht. Die Raumant-
wort wird durch dynamische Binauralsynthese der In-
strumentensignale mit den zuvor berechneten und vom
Direktschall-Anteil befreiten BRIRs dem Schallfeld am
Ohr der Musiker in Echtzeit hinzugefu¨gt.
Zur Aufnahme der Quellsignale werden an den Instru-
menten befestigte Miniatur-Lavalier-Mikrofone verwen-
det (Abb. 4). Die aufgenommenen Signale werden nach
Versta¨rkung und A/D-Wandlung auf einem Computer
weiterverarbeitet. Zur Wiedergabe wird das Ausgangs-
signal der Soundkarten u¨ber Kopfho¨rerversta¨rker zu den
extra-auralen Kopfho¨rern gefu¨hrt. An den Kopfho¨rern
befestigte Head-Tracker ermitteln die Kopfposition fu¨r
die dynamische Binauralsynthese (Abb. 3).
Fu¨r die interne Signalverarbeitung wird fu¨r jeweils
zwei Musiker ein Computer mit externer Soundkarte
verwendet. Mit Hilfe von zuvor gemessenen U¨ber-
tragungsfunktionen und daraus entwickelten Filtern
(hMikrofon EQ, hKopfhoerer EQ) werden sowohl die Fre-
quenzga¨nge der Mikrofone als auch die der Kopfho¨rer
entzerrt (Abb. 3).
Die eigentliche Faltung des Quellsignals mit der zur
Kopfposition passenden BRIR wird durch die Software
Sound Scape Renderer [7] realisiert. Fu¨r die Signalver-
teilung zwischen den einzelnen Softwareprodukten wird
der Linux-Soundserver Jack verwendet.
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Abbildung 3: Signalverarbeitung im Versuchsaufbau
Der Einsatz von leistungsfa¨higen Computersystemen
ermo¨glicht den Einsatz des Auralisations-Systems in
Echtzeit. Zur Verifikation wurde die Latenz des Systems
ermittelt, die sich auf 52 ms bela¨uft. Durch gezieltes
Ku¨rzen der Samples am Anfang der Raumimpulsantwor-
ten bis zur ersten Amplitudena¨nderung durch die erste
Reflexion konnte sie zusa¨tzlich um 10 ms verringert wer-
den und liegt somit unterhalb der durch Lindau [8] er-
mittelten unteren Wahrnehmungsgrenze.
Elementar fu¨r die mit der Versuchsumgebung unter-
suchten Fragestellung ist ein schneller Wechsel zwischen
unterschiedlichen virtuellen Umgebungen. Dieser wird
durch das gemeinsame Laden aller BRIRs in den Ar-
beitsspeicher mittels des Sound Scape Renderers und
eine Umschaltung zwischen den BRIRs mittels Jack-
Audio-Routing ermo¨glicht. Alle computergestu¨tzten Be-
rechnungen werden mit Hilfe der Programmierung von
Skripten automatisiert, um den spa¨teren Einsatz der
Umgebung mit ihrer komplexen Softwarestruktur in
Ho¨rversuchen zu erleichtern.
Kalibrierung
Fu¨r das Hinzufu¨gen der Raumantwort zum Direktschall
mit Hilfe der Auralisation ist eine pra¨zise Kalibrierung
des Wiedergabepegels erforderlich. Zuna¨chst mu¨ssen al-
le vier verwendeten Kopfho¨rer denselben Ausgangspegel
aufweisen. Außerdem muss der Pegel der auralisierten
Raumantwort an das reale Direktschallsignal angepasst
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werden, damit ein korrektes Verha¨ltnis zwischen diesen
beiden Anteilen der BRIR gegeben ist. Hierfu¨r wird der
Pegel des Direktschalls fu¨r jedes Instrument mit einem
Kunstkopf mit aufgesetzten Kopfho¨rern gemessen. Der
Musiker spielt hierfu¨r eine Tonfolge u¨ber alle Lagen, um
den Fehler in der Kalibrierung, der durch unterschied-
liche Richtcharakteristiken von realen und simulierten In-
strumenten in den verschiedenen Frequenzbereichen ent-
steht, zu minimieren. Die Messung wird einmal fu¨r den
Direktschall des Instruments im realen Schallfeld und
einmal durch die Wiedergabe des Direktschalls u¨ber die
Auralisation durchgefu¨hrt. Fu¨r letztere kommt fu¨r den
Kunstkopf eine fu¨r seine Position berechnete, nachhall-
freie BRIR zum Einsatz. Aus der Differenz der Pegel des
realen und des auralisierten Direktschalls ergibt sich der
Anpassungswert fu¨r die Aussteuerung der Wiedergabe.
In Hinblick auf diese Referenz-Situation wurde bereits
bei der Simulation darauf geachtet, dass die binauralen
Raumimpulsantworten die relativen Amplituden in den
verschiedenen Raummodellen korrekt widerspiegeln und
sie nicht etwa durch eine ha¨ufig angewandte Normalisie-
rung dekalibriert werden.
Evaluation
In einem ersten Vorversuch wurden der technische Auf-
bau, die Abla¨ufe, die Kalibrierung der Signalpegel und
die Rezeption der virtuellen akustischen Umgebung
durch die Musiker evaluiert. Hierfu¨r wurden die Musiker
bei einem kompletten Versuchsdurchlauf zu den aurali-
sierten Umgebungen befragt. Dabei wurden Fragen zur
Wahrnehmung der Ra¨ume und ihrer Spielweise sowie zu
Artefakten und technischen Einflu¨ssen gestellt.
Es zeigte sich, dass Musiker die akustische Situation als
realita¨tsnah wahrnehmen und einen hohen Grad an Im-
mersion in die virtuelle Umgebung erleben. Artefakte
oder Sto¨rungen in der Auralisation wurden nicht wahr-
genommen. Die Musiker beschrieben die Ra¨ume mit Be-
griffen aus ihrer eigenen Konzerterfahrung und zeigten
klare Pra¨ferenzen fu¨r einzelne Umgebungen. Sie konnten
zudem einen direkten Bezug zwischen ihrer musikalischen
Interpretation und der Raumakustik herstellen und ver-
balisieren.
Abbildung 4: Musikerin wa¨hrend des Vorversuchs mit De-
tailabbildung der Mikrofonhalterung
Ergebnis
Im Ergebnis konnte eine Versuchsumgebung geschaffen
werden, die eine technisch korrekte und plausible Aura-
lisation von virtuellen Konzertra¨umen und somit Versu-
che zur Wahrnehmung von akustischen Umgebungen oh-
ne Bindung an reale Ra¨ume ermo¨glicht. Die weitgehen-
de Automation, die einen Versuchsablauf ohne manuelle
Eingriffe an Hard- und Software ermo¨glicht, unterstu¨tzt
den Versuchsablauf. Das System ist fu¨r Versuche mit ei-
ner beliebigen Anzahl an akustischen Umgebungen und
musikalischen Interpreten skalierbar.
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