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Abstract
We introduce some Mordell curves of two di-erent natures both of which are associated to cubic $elds.
One set of them consists of those elliptic curves whose rational points over the rational number $eld are
described by or closely related to cubic $elds. The other is a one-parameter family of Mordell curves which
gives all (cyclic) cubic twists and all quadratic twists of the Fermat curve X 3 + Y 3 + Z3 = 0.
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Introduction
1. One of the deepest and most interesting problem on arithmetic of elliptic curves over the rational
number $eld is certainly the Birch and Swinnerton-Dyer conjecture [1]. It claims that certain basic
analytic invariants of the Hasse–Weil L-function of an elliptic curve would be expressed with the
periods and some algebraic invariants. A re$ned description of the conjecture looks quite analogous
to the residue of the Dedekind zeta-function of an algebraic number $eld at the pole at s=1 although,
at the present, we cannot see any mathematical reasons for the resemblance.
It has been proved by the epoch-making work [15] of Wiles and the successive [2] by Breuil
et al. that every elliptic curve over the rational number $eld Q is modular and hence that its
Hasse-Weil L-function L(s) coincides with the L-function of a related modular form. Therefore, L(s)
has a functional equation and is analytically continued all over the complex plane as a meromorphic
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function. Its order r of zero at s=1 and the limit value lims→1(s−1)−rL(s) is hence well de$ned. The
order r is called the analytic rank of the elliptic curve, and conjectured to coincide with the Mordell–
Weil rank of the curve, that is, the Z-rank of the free part of the Z-module of the Q-rational points.
(This is the easy part to state of the Birch and Swinnerton-Dyer conjecture. The precise description
of the conjecture is, for example, found in the textbook [13] of Silverman.)
It should also be noted that the L-functions of two elliptic curves over Q coincide with each other
if and only if the curves are isogenous over Q. This is now an immediate conclusion of the isogeny
theorem (for Q) of the celebrated work [4] of Faltings in which he proved the theorem for every
algebraic number $eld along the way to show the Mordell conjecture.
Well, the analytic basis of the Birch and Swinnerton-Dyer conjecture has thus been settled. It is,
however, far out of my task here to show any substantial materials on the conjecture.
2. The purpose of my talk is to introduce four subfamilies of Mordell curves which are associated
with quadratic and cubic $elds which may add some amusing sceneries to arithmetic of elliptic
curves, I hope.
The curves are
M1(c) :y2 = x3 − 24c(27c + 4);
M2(c) :y2 = x3 + 2433c(27c + 4);
M3(c) :y2 = x3 + 2433c3(27c + 4);
M4(c) :y2 = x3 + 2433c3(27c + 4)3;
where c∈Q− {0;− 427}.
In 1914 Mordell investigated integral solutions of the equation
M0(k) :y2 = x3 + k
with k ∈Z in his article [9]. Then Nagel [11] studied rational points on the curve when k was a
perfect cube. In his paper [5] Fueter worked on the equation by expressing it as x3 = y2 + D and
factorizing the right-hand side in the quadratic $eld Q(
√−D). The papers [3] of Cassels and [12]
of Selmer should be classic references. In 1998 Gebel, Petho˝ and Zimmer published their article [6]
with the title “On Mordell’s Equation” after which I chose the terminology ‘Mordell curves’ in my
present talk.
The $rst family of Mordell curves M1(c) is related with the cubic $eld Kc =Q() where  is a
$xed root of the cubic equation P(c;X ) = 0 where
P(c;X ) = X 3 + X 2 + c;
this is reducible over Q if and only if c =−r2(r + 1) with r ∈Q; here let us assume that P(c;X )
is irreducible over Q. Then we are able to describe the set of Q-rational points of the curve M1(c)
by a certain subset of the cubic $eld Kc (see Proposition 1 in Section 3 and Theorem 1 in Section
4). It should be noted that every cubic $eld is generated by a root of P(c;X ) = 0 for some c∈Q
(see Proposition 2). The Mordell–Weil rank of M1(c) is at least equal to 1 with one exception for
c =− 227 ; (see Proposition 1). The curves M2(c) and M3(c) will appear in connection with the $rst
(see Sections 6 and 8). See Mestre [7,8] for Mordell curves with large Mordell–Weil ranks.
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The last one of our four curves comes out of a quite di-erent way from the other three. It is a
twist of the Fermat cubic curve X 3 + Y 3 + Z3 = 0. As it is well known, the curve
F0(A) :X 3 + Y 3 = AZ3
with A∈Q− {0} is transformed to a Mordell curve
M5(A) : y2 = x3 − 2433A2
over Q; e.g. cf. [3] (see Remark at the end of Section 11). If we put A = −1, then we have the
short form y2 = x3 − 2433 of the Fermat cubic curve. Therefore M5(A) is a twist of M5(−1) over
the pure cubic $eld Q( 3
√
A). It is easy to see that the square twist dy2 = x3 − 2433 of M5(−1) over
the quadratic $eld Q(
√
d) is given by the Mordell curve
M6(d) :y2 = x3 − 2433d3:
Hence our family M4(c) is a subfamily of M6(d) for d = −c(27c + 4). (Note that this d is the
discriminant of the cubic polynomial P(c;X ).) We obtain our M4(c) by a quite di-erent way from
this; it comes out as a twist of X 3 + Y 3 + Z3 = 0 over the splitting $eld of P(c;X ) over Q which
is equal to Kc(
√
d) in general; (see Proposition 6 in Section 9).
If c = −r2(r + 1) with r ∈Q − {0;−1;− 23 ; 13} then we have a rational root  = r of the
equation P(c;X ) = 0; hence Kc = Q, and the splitting $eld coincides with the quadratic $eld
Q(
√
(r + 1)(1− 3r)); (see Proposition 7 in Section 9). This is equal to Q(√) if we put  =
(1− 3r)=(r + 1). Our family M4(c), therefore, contains a quadratic twist of the Fermat cubic curve
X 3 + Y 3 + Z3 = 0 over Q(
√
) for c =−r2(r + 1) and r = (1− )=(3 + ).
Part I. Mordell curves associated to cubic elds
3. To be more precise let us start with the elliptic curve
E1(c) :w3 = P(c; u) = u3 + u2 + c:
This combines the rational points of M1(c) with elements of the cubic $eld Kc when the cubic
polynomial P(c;X ) is irreducible over Q. The essential part of the following proposition ((i) and
the former half of (ii)) is due to Toshiharu Kishi. I also owe some information and computation on
Mordell curves to Masanari Kida and Yasuhiro Kishi.
Hereafter in this talk we assume that the parameter c is not equal to either 0 or − 427 . Hence the
equation P(c;X ) = 0 does not have any double roots.
Proposition 1. (i) The short form of E1(c) for c∈Q − {0;− 427} is M1(c). Therefore, E1(c) is an
elliptic curve with a rational point at in0nity.
(ii) M1(c) has a rational point
(x0; y0) = (2234c2 + 243c + 4=9; 2336c3 + 2434c2 + 60c − 8=27):
This is not a torsion point unless c = − 227 , and hence its Mordell–Weil rank is greater than or
equal to 1 if c = − 227 .
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(iii) The exceptional curve M1(− 227) :y2 = x3 + (43)3 has M–W rank = 0. Its torsion group is of
order 2 and generated by the point (− 43 ; 0).
Proof. (i) A birational map of E1(c) to M1(c) is given by

x =−4(w + 2u− 9c)
3w − 3u− 1 ;
y = 4(2w + 2u− 9c) + 8(w + 2u− 9c)
3w − 3u− 1 · (3u+ 1);

u=−(3x + 4) · 9y + 2(27c + 2)(3x − 2)
18(9x2 − 12x + 16) +
27c − 1
9
;
w =−(3x − 8) · 9y + 2(27c + 2)(3x − 2)
18(9x2 − 12x + 16) +
27c + 2
9
:
(ii) The former half is con$rmed by direct computation. Let us see the latter half. Put P=(x0; y0)
for simplicity and suppose that it is of $nite order. We know by Fueter [5] (also see [6, Proposition
1]) that the torsion part of the rational points of a Mordell curve is cyclic and of order 1, 2, 3 or
6; furthermore, a rational point on it is of order 2 or 3 if and only if its y-coordinate is equal to 0
or its x-coordinate is equal to 0, respectively. Since c∈Q, we see easily that y0 = 0 if and only if
c =− 227 ; in this case, we have M (− 227) :y2 = x3 + (43)3. Since we have
x0 = 49((27c)
2 + 4(27c) + 1);
we see x0 = 0 for c∈Q. Therefore P is not of order 3. Let us now check if P might be of order
6. Suppose that y0 = 0. The x-coordinate x(2P) of 2P = P + P on M1(c) is given by
x(2P) =
x0(x30 + 8 · 16c(27c + 4))
4 · y20
;
cf. e.g. [14]. We know x0 = 0. Hence x(2P) = 0 if and only if
x30 + 8 · 16c(27c + 4) = 0:
Since we have
16c(27c + 4) = 427 · (9x0 − 4)
by the de$nition of x0, we see
x30 + 8 · 16c(27c + 4) =
(3x0)3 + 96(3x0)− 128
27
:
This is equal to 0 for 3x0 ∈Q only if 3x0 is an integer which divides 128. Such a divisor is, however,
clearly unable to make the cubic polynomial 0. Therefore we conclude that the point P is not of
order 6. This completes the proof of (ii).
(iii) It is suRcient to show that the M.-W. rank of the curve y2 = x3 + 33 is equal to 0. This
curve is in Table 1 of Cassels [3]; one can also check it directly by a standard computation using
2-descent.
The proposition is proved.
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4. Let  be a root of P(c;X )=0. For later use, we take a rational root as  if the cubic polynomial
P(c;X ) is reducible over Q.
Proposition 2. (i) Every cubic 0eld is generated by a root of P(c;X ) = 0 for some c∈Q.
(ii) P(c;X ) is reducible over Q if and only if c =−r2(r + 1) for r ∈Q.
Proof. (i) Let Q() be a cubic $eld and Irr(;X )=X 3−aX−b; a; b∈Q, be the minimal polynomial
of  over Q. In case of a= 0, we have
Irr
(
+
1

;X
)
= X 3 − 3X − b− 1
b
:
Replacing  by + 1=, therefore, we may assume ab = 0 in Irr(;X ). Then we have
Irr
(
a
b
;X
)
= X 3 − a
3
b2
X − a
3
b2
:
Take = (a=b)−1 and observe
Irr(;X ) = X 3 + X 2 + c; c =−b2=a3 ∈Q:
Thus (i) of the proposition is proved.
We omit the proof of (ii) because it is almost obvious.
Suppose now that P(c;X ) is irreducible over Q, and let NKc=Q denote the norm map from Kc=Q()
over Q. Put
Nc := {a∈K×c |NKc=Q(a)∈Q3}
and
Vc = {a+ b | a; b∈Q}:
Then both of them are naturally Q×-modules.
Denote the set of rational points on E1(c) by E1(c)(Q) including the point at in$nity.
Theorem 1. Let the notation and the assumptions be as above. Then there is a bijective map from
the set E1(c)(Q) onto the quotient Q× \ (Nc ∩Vc).
The proof will be given in the next section.
5. To show Theorem 1 let us utilize matrices
 :=


0 1 0
0 0 1
−c 0 −1

 ; c−1 := −


0 1 1
−c 0 0
0 −c 0


The characteristic polynomial of  is P(c;X ). Therefore  generates a commutative subalgebra over
Q in the full matrix algebra M3(Q) which is isomorphic to the quotient ring Q[X ]=(P(c;X )). Since
we suppose c = 0;− 427 , this is semi-simple. If P(c;X ) is irreducible over Q, then it is isomorphic
to the cubic $eld Kc.
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For independent variables X; Y and Z , put
T (X; Y; Z) := X + Y13 + Z(c−1);
t(X; Y; Z) : = det(T (X; Y; Z))
=−cX 3 + 2cX 2Z − X (Y 2 + 3cYZ + cZ2) + Y 3 + cYZ2 − c2Z3
where 13 is the 3× 3 unit matrix. Then for "; #; $∈Q, we have
t("; #; $) = NKc=Q("+ # + $(c
−1))
if P(c;X ) is irreducible over Q.
Let S(c) be the hypersurface in the three-dimensional projective space P3(W :X :Y :Z) de$ned
by
S(c) :W 3 + t(X; Y; Z) = 0:
Then the intersection of S(c) and the hyperplane {Z = 0} gives a curve
E′1(c) : W
3 − cX 3 − XY 2 + Y 3 = 0
in the projective space P2(W :X :Y ). To get an aRne form, put
u := −Y=X; w := W=X:
Then we have the elliptic curve E1(c) :w3 = u3 + u2 + c. Hence Theorem 1 is now clear.
Note that the point (−1 : 0 : 1) of E′1(c) corresponds to the point at in$nity on E1(c).
6. S(c) and M2(c). Since S(c) is a cubic surface, we have a rational surface from it after blowing
up all singularities. Here we give a rational map from the 2-dimensional projective space P2(x :y : z)
to S(c). It is almost obvious that S(c) is isomorphic to the cubic surface
S0 :W 3 + RTU = 0
in the projective space P3(W :R :T :U ) with a linear transformation over the Galois closure of Kc.
The fruitful discussion with Hiroo Tokunaga was very helpful for me to see the nature of S(c).
For independent variables x; y, and z, put
T (x; y; z) := x + y13 + z(c−1);
as above. Then we have det(T (x; y; z)3) = det(T (x; y; z))3, and
T (x; y; z)3 = X (x; y; z) + Y (x; y; z)13 + Z(x; y; z)(c−1);
X (x; y; z) = x3 − 3x2(y − cz) + 3xy2 − 3cyz2;
Y (x; y; z) =−cx3 + 6cxyz + y3 − 3cyz2 − c2z3;
Z(x; y; z) = x3 − 3x2y + 3cxz2 + 3y2z − cz3:
Hence we have a map *c : P2(x :y : z)→ P3(W :X :Y :Z) if we put
W (x; y; z) =−t(x; y; z) =−det(T (x; y; z))
= cx3 − 2cx2z + x(y2 + 3cyz + cz2)− y3 − cyz2 + c2z3:
It is clear that the image of *c is in S(c).
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By the de$nition of E′1(c), furthermore, this *c induces a map
*c :E′2(c)→ E′1(c);
where
E′2(c) : Z(x; y; z) = x
3 − 3x2y + 3cxz2 + 3y2z − cz3 = 0
is a curve in P2(x :y : z). The map *c sends the point (0 : 1 : 0) of E′2(c) to the point (−1 : 0 : 1) of
E′1(c). Note that E′2(c) has another obvious point (3 : 1 : 0) which is mapped to (27c+2 : 9 :−27c+1).
However, these two points go to the point at in$nity of M1(c).
Now to obtain an aRne form E2(c) of E′2(c), put u := −x=z and w := 3y=z. Then we have
E2(c) :w2 − 3u2w = 3u3 + 9cu+ 3c:
Proposition 3. The curve E2(c) is transformed to M2(c) by{
x = 12(w + u);
y = 8(3u+ 1)(3w + 3u− 1) + 4(27c + 2);

u=
y − 2x − 4 · 27c
6(x − 4) ;
w =
−2y + x2 + 8 · 27c
12(x − 4) :
The proof is omitted because one gets it by a direct calculation.
7. Some rational points of M1(c) for c = a3 The curve E′1(c) was given in the projective space
P2(W :X :Y ) by
E′1(c) :W
3 − cX 3 − XY 2 + Y 3 = 0
and an aRne form of it was E1(c); M1(c) is its short form.
First of all, we have
O= (1 : 0 : − 1):
This is the origin of the elliptic curve, and corresponds to the point at in$nity of M1(c). As we
noted in the previous section, the point
P′∞ = (27c + 2 : 9 : − 27c + 1)
is also mapped to the point at in$nity of M1(c).
Suppose c = a3; a∈Q. Since det() = det( + 13) =−c, we have two rational points
P′1 = (a : 1 : 0);
P′2 = (a : 1 : 1):
224 K. Miyake / Journal of Computational and Applied Mathematics 160 (2003) 217–231
The corresponding points of M1(a3) are, respectively,
P1 = (4a(3a+ 1);−12a2(3a+ 2));
P2 = (4(3a2 − 2a+ 1);−4(9a3 − 12a2 + 6a− 2)):
Let us show another rational point in case of c = a3.
Lemma 1. (i)  · (3c − c−1)3 = c2((1− 27c2) + (27c2 + 9c + 1)13).
(ii) det(3c − c−1) =−c2(27c2 + 18c + 2).
Proof. Since we have 3 + 2 + c13 = 0, we see
2 =− − c−1; 3 =  − c13 + c−1;
−2 =−c−1 − c13; −3 =−c−113 − c−2c−1:
Then we see the lemma in a straight forward way.
We have, from the lemma, a rational point of E′1(a3)
P′3 = (−a(27a6 + 18a3 + 2) : 1− 27a6 : 27a6 + 9a3 + 1)
because det() =−c =−a3.
The corresponding point of M1(a3) is
P3 = ("; #);
"=
4(27a6 + 36a5 + 27a4 + 12a3 + 6a2 + 4a+ 1)
(3a2 − 1)2 ;
# =
−4(35a9 + 2334a8 + 347a7 + 2 · 337a6 + 3311a5 + 2 · 34a4 + 327a3 + 30a2 + 12a+ 2)
(3a2 − 1)3 :
Since we have det( + 13) =−c =−a3, we may $nd rational points in a similar way.
Lemma 2. (i) For A; B∈Q, we have
( + 13)(A + B13 + Ac−1) = B + (cA+ B)13:
(ii) Suppose c = a3 and that the condition
(t + u13 + c−1)3 = A + B13 + Ac−1 (∗)
for t; u∈Q is satis0ed with some A; B∈Q. Then we have a rational point
(W :X :Y ) = (a det(t + u13 + a3−1) :B : a3A+ B)
of E′1(a3).
8. M3(c). Let us study the condition (∗) of (ii) of the above lemma. By the formulas on T (x; y; z)3
in Section 6, we easily see that (∗) is satis$ed if and only if
3ct2 + 3(u2 − c)t − 3u2 − 3cu+ c = 0: (∗∗)
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This quadratic equation on t has a root which is a rational function of u if and only if the discriminant
is a square. Hence we have an elliptic curve
E3(c) :w2 = 9u4 + 18cu2 + 36c2u− 3c2;
where the right-hand side is the discriminant. Note that this has a rational point
Q′ =
(
1
3 ;±(3c + 13)
)
over Q.
Proposition 4. (i) For each rational point (u; w) of E3(c) over Q, we have a rational solution of
(∗∗)
(t; u) =
(
w − 3(u2 − c)
6c
; u
)
:
(ii) The short form of E3(c) is
M3(c) :y2 = x3 + 2433c3(27c + 4);
x = 6(3u2 + w + c);
y = 36(3u3 + u(w + 3c) + 3c2);
u=
y − 2233c2
6(x + 12c)
;
w =
x3 + 36cx2 + 2333c2y − 2533c3(27c + 4)
12(x + 12c)2
:
Proof. (i) It is almost clear.
(ii) Since the coeRcient of the leading term u4 of E3(c) is a perfect square, we easily obtain the
result by the method of Mordell [10, Chapter 10, Theorem 2].
PART II. Non-split forms of the Fermat curve of degree 3
9. Tr(T (X; Y; Z)3) = 0. In this section, we study the cubic form Tr(T (X; Y; Z)3) where Tr is the
trace of 3× 3 matrices and T (X; Y; Z) is the matrix given in Section 5. Since we have Tr() =−1,
Tr(13)=3 and Tr(−1)=0, we can give the form explicitly by the formula of T (X; Y; Z)3 in Section
6, and de$ne a curve F1(c) of degree 3 in P2(X :Y :Z) as follows:
F1(c) : (1 + 3c)X 3 − 3X 2(Y − cZ) + 3XY (Y − 6cZ)− 3Y 3 + 6cYZ2 + 3c2Z3 = 0:
Proposition 5. The curves F1(0) and F1(− 427) are isomorphic over Q to the (non-splitting) three
lines in P2(U :V :W ) de0ned by U 3 + 2V 3 = 0.
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Proof. The de$ning equation of F1(0) is
F1(c) :X 3 − 3X 2Y + 3XY 2 − 3Y 3 = (X − Y )3 − 2Y 3 = 0:
In case of c =− 427 , the subalgebra
{" + #13 + $(c−1) | "; #; $∈Q}
is transformed by an inner automorphism of the matrix algebra M2(Q) to the subalgebra



u 0 0
0 v w
0 0 v


∣∣∣∣∣∣∣∣
u; v; w∈Q

 :
Then, for the general member . of this subalgebra, we have Tr(.3)=u3+2v3. Hence the proposition
is now clear.
Hereafter in this section, we assume c = 0;− 427 .
Let us denote the splitting $eld of the polynomial P(c;X ) = X 3 + X 2 + c over Q by SK c. If
c=−r2(r +1) with r ∈Q−{0;−1;− 23 ; 13}, then P(c;X ) has a factor X − r. Therefore, SK c is equal
to either Q or a quadratic $eld Q(
√
(r + 1)(1− 3r)) as we will soon see in Proposition 7. Otherwise
the extension SK c=Q is either a cyclic cubic $eld or an S3-extension where S3 is the symmetric group
of degree 3.
Proposition 6. For c∈Q − {0;− 427}, the curve F1(c) is isomorphic over SK c to the Fermat curve
U 3 + V 3 +W 3 = 0. Hence the genus of F1(c) is equal to 1.
Proof. Since c = 0;− 427 , the characteristic polynomial P(c;X ) of the matrix  does not have any
multiple roots. It is, therefore, diagonalizable over SK c. Hence the subalgebra
{" + #13 + $(c−1) | "; #; $∈ SK c}
of the matrix algebra M3( SK c) is transformed by an inner automorphism to the diagonal subalgebra
SK c ⊕ SK c ⊕ SK c. Then we have Tr(T ("; #; $)3) = u3 + v3 + w3 for a suitable triplet u; v; w∈ SK c. The
proposition is now clear.
10. The splitting eld of P(c;X ). Here we see the splitting $eld of P(c;X ) in more detail than
Proposition 2 in Section 4.
Proposition 7. (i) The polynomial P(c;X ) with c∈Q has distinct three roots in Q if and only if
c =−4a
2(a2 − b2)2
(3a2 + b2)3
;
P(c;X ) =
(
X − a
2 − b2
3a2 + b2
)(
X +
2a(a+ b)
3a2 + b2
)(
X +
2a(a− b)
3a2 + b2
)
with a; b∈Z; ab = 0; a = ±b.
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(ii) The splitting 0eld SK c of P(c;X ) for c = −r2(r + 1); r ∈Q − {0;−1;− 23 ; 13} is equal to
Q(
√
(r + 1)(1− 3r)).
(iii) SK c for c∈Q is a cyclic cubic 0eld if and only if c=−4m2=(27m2 +n2) with m; n∈Z; m = 0
and c = −r2(1 + r) for any r ∈Q.
Proof. (i) For c = −r2(r + 1), we have c = 0;− 427 if and only if r = 0;−1;− 23 ; 13 . Suppose that
P(c;X ) has a root r = n=m with m; n∈Z; (m; n) = 1; r = 0;−1;− 23 ; 13 . We have
X 3 + X 2 + c =
(
X − n
m
)(
X 2 +
m+ n
m
X +
(m+ n)n
m2
)
;
c =−n
2(m+ n)
m3
:
Then the quadratic factor of the cubic polynomial has rational roots if and only if its discriminant
is a square in Q. That is, we have
(m+ n)2
m2
− 4n(m+ n)
m2
=
(m+ n)(m− 3n)
m2
= :
Therefore (m + n)(m − 3n) = . Let k := (m + n; m − 3n) be the g.c.d. Then we see ((m + n)=k;
(m− 3n)=k) = 1 and
m+ n
k
· m− 3n
k
= :
Therefore the both factors are squares in Z. Put
m+ n= ka2; m− 3n= kb2:
Then we have
m=
k
4
(3a2 + b2); n=
k
4
(a2 − b2);
n
m
=
a2 − b2
3a2 + b2
;
m+ n
m
=
4a2
3a2 + b2
;
(m+ n)n
m2
=
4a2(a+ b)(a− b)
(3a2 + b2)2
:
Therefore we have
X 2 +
m+ n
m
X +
(m+ n)n
m2
=
(
X +
2a(a+ b)
3a2 + b2
)(
X +
2a(a− b)
3a2 + b2
)
:
Here it is clear that a; b∈Z and (a; b) = 1. Since c = 0;− 427 , we have P(c; 0) = 0 and P(c; 13) = 0.
Therefore ab = 0 and a = ±b. The statement (i) is now clear.
(ii) Suppose c =−r2(r + 1) with r ∈Q− {0;−1;− 23 ; 13}. Then we have
P(c;X ) = X 3 + X 2 + c = (X − r)(X 2 + (r + 1)X + r(r + 1)):
Hence the quadratic factor splits in Q(
√
(r + 1)(1− 3r)) because its discriminant is given by
(r + 1)2 − 4r(r + 1) = (r + 1)(1− 3r).
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(iii) Let  be a root of P(c;X ) = 0. Then we have c = −2( + 1) and d := −c(27c + 4)=
((3+ 2))2(+ 1)(1− 3). Since
P(c;X ) = X 3 + X 2 + c = (X − )(X 2 + (+ 1)X + (+ 1))
and the discriminant of the quadratic factor is (+1)(1− 3), the splitting $eld SK c of P(c;X ) over
Q is Q(;
√
(+ 1)(1− 3))=Kc(
√
d) where Kc =Q(). Therefore SK c is a cyclic cubic $eld if and
only if P(c;X ) is irreducible over Q and d is a square in Kc. Since d∈Q and the degree [Kc :Q]
is 3, d is a square in Kc if and only if d is a square in Q. Hence (iii) immediately follows from the
next lemma because P(c;X ) is irreducible over Q if and only if c = −r2(1 + r) for any r ∈Q.
Lemma 3. For c∈Q, the discriminant d=−c(27c+ 4) of P(c;X ) is a square in Q if and only if
c =−4m2=(27m2 + n2) with m; n∈Z.
Proof. Suppose that d = in Q. Put c = a=b; a; b∈Z; (a; b) = 1. Then −a(27a + 4b) = . Put
k := gcd(a; 27a+ 4b). Since (a=k; (27a+ 4b)=k) = 1 and (−a=k)((27a+ 4b)=k) = , we can express
a=−km2; 27a+ 4b= kn2; m; n∈Z:
Hence we have
c =
−4m2
27m2 + n2
; m; n∈Z:
Conversely, if c is of the form, we easily see
d=−c(27c + 4) =
(
4mn
27m2 + n2
)2
:
The proof is done.
11. The short form of F1(c). Let  be a root of P(c;X ) = 0. If there is a root in Q then we take
it as . Put Kc =Q() as before. Then this is either a cubic $eld or Q.
Theorem 2. (i) The cubic curve F1(c) is isomorphic to the Mordell curve M4(c) :y2 = x3+
2433c3(27c + 4)3 over Kc. Hence this is isogenous to the Fermat curve F0(−1) :X 3 + Y 3 + Z3 = 0
over the Galois closure SK c = Kc(
√−c(27c + 4)) of Kc.
(ii) The curve M4(c) is a twist of
M5(±1) =M6(1) :y2 = x3 − 2433
over Kc. If c=−r2(r + 1) with r ∈Q− {0;−1;− 23 ; 13}, in particular, then M4(c) is a twist of this
M5(±1) over Q(
√
(r + 1)(1− 3r)) =Q(√) where = (1− 3r)=(r + 1) and r = (1− )=(3 + ).
Proof. We decompose the cubic polynomial over Kc as
P(c;X ) = (X − )(X 2 + (+ 1)X + (+ 1)):
As is seen in the proof of Proposition 7(iii) in the preceding section, we have
d=−c(27c + 4) = ((3+ 2))2(+ 1)(1− 3):
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Therefore the roots of the quadratic factor of P(c;X ) are
−+ 1
2
±
√
(+ 1)(1− 3)
2
=−+ 1
2
±
√
d
2(3+ 2)
:
Now let us again consider the 3× 3 matrix  introduced in Section 5; its characteristic polynomial
is P(c;X ), and one of its eigen value is . The characteristic polynomial of the 2× 2 matrix(− +12 +12
1−3
2 − +12
)
is equal to the quadratic factor X 2 + (+1)X + (+1). Therefore there exists such a matrix A in
Gl3(Kc) that
A−1A=



− +12 +12
1−3
2 − +12

 :
Since
c−1 =−(+ 1) =−det
(− +12 +12
1−3
2 − +12
)
;
we have
A−1c−1A=


c−1
(+1)
2
(+1)
2
(1−3)
2
(+1)
2

 :
Put
E1 :=


1
0
0

 ; E2 :=


0
1
1

 ; E3 :=


0
0 +12
1−3
2 0

 :
Then we have
A−1A= E1 − + 12 E2 + E3;
13 = A−113A= E1 + E2;
A−1c−1A=−(+ 1)E1 + (+ 1)2 E2 + E3
and hence
E1 =
1
3+ 2
A−1A+
+ 1
3+ 2
13 − 1(3+ 2) A
−1c−1A;
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E2 =
−1
3+ 2
A−1A+
2+ 1
3+ 2
13 +
1
(3+ 2)
A−1c−1A;
E3 =
3(+ 1)
2(3+ 2)
A−1A+
+ 1
2(3+ 2)
13 +
3+ 1
2(3+ 2)
A−1c−1A:
Corresponding to
T (X; Y; Z) = X + Y13 + Z(c−1);
put
S(U; V;W ) = UE1 + VE2 +WE3:
Then we see
A−1T (X; Y; Z)A= S(U; V;W )
⇔


U = X + Y − (+ 1)Z
V =−+ 1
2
X + Y +
(+ 1)
2
Z
W = X + Z
⇔


X =
1
3+ 2
U − 1
3+ 2
V +
3(+ 1)
2(3+ 2)
W
Y =
+ 1
3+ 2
U +
2+ 1
3+ 2
V +
+ 1
2(3+ 2)
W
Z =
−1
(3+ 2)
U +
1
(3+ 2)
V +
3+ 1
2(3+ 2)
W:
Suppose that this is the case. Then Tr(T (X; Y; Z)3) = Tr(S(U; V;W )3). Therefore we easily see
Tr(T (X; Y; Z)3) = 0
⇔ Tr(S(U; V;W )3) = 0
⇔ U 3 + 2V 3 + 3(+ 1)(1− 3)
2
VW 2 = 0
⇔ y2 = x3 − 2433d3(=x3 + 2433c3(27c + 4)3);
x =−6d U
V
; y =
18d2
(3+ 2)
· W
V
:
Since F1(c) is de$ned by Tr(T (X; Y; Z)3) = 0, we have proved (i).
As for (ii) of the theorem, we omit the proof because it easily follows from Propositions 6
and 7.
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Remark. The short form M5(A) :y2 = x3 − 2433A2 of F0(A) :X 3 + Y 3 = AZ3 is given by
x =
12AZ
X + Y
;
y =
36A(X − Y )
X + Y
:
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