1. Introduction and preliminaries. Let (X 1 , . . . , X n ) be a sample from a continuous distribution F (x) = P [X ≤ x], x ∈ R. There are many methods for constructing goodness-of-fit tests (cf. [4] , [20] , [21] ), including methods using characterizations of distributions (cf. [2] , [3] , [8] , [13] ). We give tests of fit based on characterizations of continuous distributions via moments of order statistics (cf. [6] , [7] , [12] , [23] ). The tests presented are asymptotic and they treat cases where the parameters of the distribution must be estimated from the data. The proposed approach avoids the difficulty of determining for instance the number of classes, the number of summands, or the window size, associated with some recommended tests (χ 2 -tests, data-driven Neyman's tests, tests based on entropy, etc.) (cf. [4] , [9] , [5] ). We present a family of tests depending on a parameter r > 0, the order of a moment of a certain variable. The power of these tests depends on r. In the case r = 1 we obtain tests discussed in previous papers [14] [15] [16] [17] .
2. Characterization conditions. Let (X 1 , . . . , X n ) be a sample from a continuous distribution F (x) = P [X ≤ x], x ∈ R, and let X k:n denote the kth smallest order statistic of the sample. We use the following char-acterizations of continuous distributions via moments of functions of order statistics.
Theorem 1 (cf. [23] , [6] , [7] ). Let n, k, l be given integers such that n ≥ k ≥ l ≥ 1. Assume that G is a nondecreasing and right-continuous function from R to R. Then F (x) = G(x) on I(F ) (the minimal interval containing the support of F ) and F is continuous on R iff Theorem 2 (cf. [12] ). Under the assumptions of Theorem 1, F (x) = G(x) on I(F ) and F is continuous on R iff Note that Theorem 2 is a consequence of Theorem 1, since (2.1) implies F = G implies (2.2) implies (2.1). We also need the following generalization of Theorems 2 and 1.
Corollary 1. X ∼ F and F is continuous iff
Theorem 3 (cf. [12] , [7] ). Let (X 1 , . . . , X n ) be a sample from a distribution F and assume that G is a nondecreasing and right-continuous function from R to [0, ∞). Let n ≥ k ≥ 2 be given positive integers and r, p, q given positive real numbers such that p > 1, q > 1, 1/p + 1/q = 1, and s = p(q(k − 1) − pr)/(p + q) is a nonnegative integer. Then F (x) = G(x) on I(F ) and F is continuous on R iff 
The following statement will also be used.
Goodness-of-fit tests based on Corollary 2
(A) Parameters of F are specified. Let (X 1 , . . . , X 2n ) be a sample from F , where F is continuous and strictly increasing. For r > 0 define 
we have the following result.
Lemma 1 (cf. [15] , [16] ). The density function of (Y, Z) is given by
.
Now we define
We see that
Simple algebraic evaluations allow us to write D (3) nr in the form
where
r , and write
Now we note that (2.7) has the form 1
we see that
and Var R (r)
Then by the CLT
which implies that
Similarly we prove that
The following statements are consequences of (3.1)-(3.7 ). 
We list the following special cases of distribution functions (cf. [1] , [11] ) for which Proposition 1 ((3.8)-(3.10)) applies.
(ii) X ∼ Pow(α) (power distribution),
Remark. For X ∼ Par S (α, 1),
(B) Unknown parameters. Now we discuss some tests when parameters are replaced by estimators.
Proposition 2. Goodness-of-fit tests for F ∈ U(α, β) are given by
Corollary 4. Goodness-of-fit tests for F ∈ U(0, β) are given by
The proof of Proposition 2 for r = 1 was given in [14] and [15] . The case r > 0 can be established similarly (cf. [16] ). Moreover, theoretical con-siderations concerning the variance of max(X 1 , . . . , X 2n ) and evidence from simulations lead us to conjecture the following statement.
Proposition 3. Goodness-of-fit tests for F ∈ Pow(α) are given by
where In what follows we use a theorem on the asymptotic effect of substituting estimators for parameters in tests proposed in (A).
Theorem 4 (cf. [18] , [19] ). Let T n = T n (X 1 , . . . , X n ; λ n ), where λ n = λ n (X 1 , . . . , X n ) is an estimator of a parameter λ of the distribution of X, and let T n = T n (X 1 , . . . , X n ; λ) (here T n , λ and λ n may be vectors). Suppose that:
and V 22 is nonsingular.
(ii) There is a matrix B, possibly depending continuously on λ, such that
Note that (ii) is satisfied when T n is differentiable in λ, and then
For our purposes we need the following consequence of Theorem 4.
Theorem 5 (cf. [16] , [17] ). Let (X 1 , . . . , X 2n ) be a sample with an absolutely continuous distribution function F (x; λ) differentiable with respect to the m × 1 vector λ. Set
and
where I = I(λ) is the expected information matrix for λ based on a single observation, and let
r , A (2) r are in (3.4) , and
Proof. We apply Theorem 4 with
and by Theorem 4,
But since X * 1 has probability density function 2F (x; λ)f (x; λ), we have
It follows that B r = d r b r where
Now write
, and from (3.14) and (3.15),
Now from (3.16),
and one finds that AΣ r1 A simplifies to
It then follows that
nr , which proves (3.13).
Finally, (3.11) and (3.12) follow from the fact that since
To establish (3.12 ), consider
Thus
which proves (3.12 ). (1), and similarly for D (2) nr and D (3) nr . This follows because
Corollary 5 (cf. [17] ). If r = 1 then 
. We see that
and I
Then letting
we obtain K r = S 2 r . Therefore we have Proposition 4. Goodness-of-fit tests for F ∈ Exp(α) are given by
where (3.4) , and α 2n = 1/X 2n .
Remark. If r is a positive integer then
S r = r j=0 (−1) j r j 1 (j + 2) 2 .
Numerical evaluation of
Hence we have
where X j ∼ W((j + 2)α, β), and
But for X ∼ W(α, β) we have 
where the formula
has been used. Thus
Moreover, we have
Thus we have
Proposition 5. Goodness-of-fit tests for F ∈ W(α, β) are given by
,
and β 2n is obtained by numerical solution of the equation 
. We consider first the case when σ is known, which frequently occurs in practice. Since Y = ln(X/σ) ∼ Exp(α), Proposition 4 yields Proposition 6. Goodness-of-fit tests for F ∈ Par S (α, σ) when σ is known are given by
When both σ and α are unknown we cannot apply Theorem 5 since this is a situation where the MLE are not regular. But then we can use Proposition 6a. Goodness-of-fit tests for F ∈ Par S (α, σ) when α and σ are unknown are given by
Proof. This follows from the fact that
r . Referring to the Note following Theorem 5, we then have Proposition 7. Goodness-of-fit tests for F ∈ Par T (α, θ) are given by
and θ 2n is obtained by numerical solution of the equation
Note. Taking into account that ∂F /∂θ can be written in the form
we get
and we can use in the tests the quantity 
Proposition 8. Goodness-of-fit tests for F ∈ Log(α, β) are given by
where 
and taking into account that
Thus we get Proposition 9. Goodness-of-fit tests for F ∈ C(α, β) are given by
r are in (3.4) , and α 2n and β 2n are obtained by solving numerically the equations 
Note that
Now we use the probability function
as z erf z is an even function. Hence
2 dz,
Using the fact that
Proposition 10. Goodness-of-fit tests for N(µ, σ) are given by Here we use the following integrals: .
we get K r = 1 (2 + r) 4 
r , A (2) r are in (3.4) , and α 2n and β 2n are obtained by solving numerically the equations 
