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Abstract
Ocean energy is one of the most important sources of alternative energy and
offshore floating wind turbines are considered viable and economical means of
harnessing ocean energy. The accurate prediction of nonlinear hydrodynamic wave
loads and the resulting nonlinear motion and tether tension is of crucial importance
in the design of floating wind turbines.
A new theoretical framework is presented for analyzing hydrodynamic
forces on floating bodies which is potentially applicable in a wide range of
problems in ocean engineering. The total fluid force acting on a floating body is
obtained by the time rate of change of the impulse of the velocity potential flow
around the body. This new model called Fluid Impulse Theory is used to address
the nonlinear hydrodynamic wave loads and the resulting nonlinear responses of
floating wind turbine for various wave conditions in a highly efficient and robust
manner in time domain.
A three-dimensional time domain hydrodynamic wave-body interaction
computational solver is developed in the frame work of a boundary element
method based on the transient free-surface Green-function. By applying a
numerical treatment that takes the free-surface boundary conditions linearized at
the incident wave surface and takes the body boundary condition satisfied on the
instantaneous underwater surface of the moving body, it simulates a potential flow
in conjunction with the Fluid Impulse Theory for nonlinear wave-body interaction
problems of large-amplitude waves and motions in time domain.
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Several results are presented from the application of the Fluid Impulse
Theory to the extreme and fatigue wave load model: the time domain analysis of
nonlinear dynamic response of floating wind turbine for extreme wave events and
the time domain analysis of nonlinear wave load for an irregular sea state followed
by a power spectral density analysis.
Thesis Supervisor: Paul D. Sclavounos
Title: Professor of Mechanical Engineering
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Chapter 1
Introduction
1.1 Offshore Floating Wind Turbines
Ocean energy is one of the most reliable energy alternatives for countries that have
sufficiently large wind and wave sources. Given the steady and strong wind energy
resources off the coastline of many countries, the offshore wind farm has become
highly attractive as an ideal energy solution ([33]). A floating wind turbine system
is being considered a key solution to making offshore wind farms feasible from an
economic standpoint, and viable as an energy resource.
The offshore floating wind turbine is a complex system that has multiple
design objectives, variables and constraints, and this complexity requires an
efficient and robust modeling and analysis method. A linear wave theory captures
most of the leading order aspects of hydrodynamic wave loads on offshore
structures in most sea states. A frequency domain analysis method based on linear
wave theory provides an efficient way to explore the design space, to understand
the system responses and to obtain fundamental insights into the optimization of
the system's design.
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Due to the stochastic characteristics of the ocean environment, a reliability-
index-based design method with a spectral representation of ocean waves was
adopted and has proven greatly useful as an efficient design space exploration tool
for offshore floating wind turbines (Tracy [40], Lee [17] and Sclavounos, Tracy &
Lee [36]). Two new design concepts were proposed and developed for a 3-5MW
wind turbine as an application for shallow and intermediate water depths, i.e. the
tension leg platform (TLP) and the tension leg buoy (TLB) (Sclavounos, Lee,
DiPietro, Potenza, Caramuscio & Michele [35]).
The TLP design concept which was inspired by floater designs in the oil and
gas industry is based on a floating platform highly constrained with vertical tethers
balanced by an excessive buoyancy force upward and it has a large but mild
compliance in translational modes of motion. The motion compliance often
referred to as set-down, however, is not excessive because the buoyancy effect
compensates and restores the system to its mean position. By virtue of the dynamic
restoring mechanism, TLP naturally acts to convert the wave energy into a form of
inertia and gravity which may help to absorb or mitigate the wave loads via its
compliance and to diminish the loads on tethers and anchors in severe sea states.
For most cases except for extremely shallow waters, the TLP design appears to be
far more attractive than the TLB in terms of the practical operation with offshore
wind turbines and the dynamic loading on tethers and anchors.
In a typical design process of TLP-based (or TLB-based) offshore floating
wind turbines (Lee, Luypaert & Sclavounos [18]), it is of a great interest first to
determine the design pretension on the tethers given the static payload from the
wind turbine. A small design pretension is preferred to minimize the anchor
14
capacity needed on the seafloor, but it has to be large enough to take the dynamic
loading from the wave and still maintain a tension on all tethers. The pretension,
however, affects the required volume of the floating platform, which in turn, is
proportional to the body disturbances in ambient waves, and thus the wave load as
well. So an iterative method with an accurate wave load model is necessary to
determine the minimum pretension on tethers, the required anchor capacity and the
overall floating foundation cost.
Extreme wave environments are often observed on the ocean and they
involve steep and large amplitude waves which create significant nonlinear
contributions. In steep waves, ringing loads (Sclavounos [38] and Faltinsen,
Newman & Vinje [11]) may occur and excite the floating structure, which in this
work is a floating wind turbine. Since the natural frequency of the wind turbine
tower falls around 1.7 rad/sec, this ringing load may have a substantial effect on
the fatigue life of the tower, and thus lead to a system failure. Large amplitude
waves cause extreme wave loads. The nonlinear hydrostatic force and nonlinear
Froude-Krylov and diffraction forces are the greatest concern because they govern
limits of the state of loads on tethers and anchors. For TLPs, the nonlinear extreme
wave loads may lead to tether overload and tether slack which are undesirable for
the foundation design. Nonlinear aspects of the hydrodynamic wave-body
interaction have a significant impact on these ringing loads, extreme wave loads
and the resultant system responses.
The biggest limitation of a frequency domain analysis based on the linear
wave and linear dynamics theory is that the amplitudes of ambient wave and body
motions have to be small compared to the ambient wavelength. With a linear
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theory, the amplification of wave loads could be easily predicted by a standard
numerical diffraction-radiation approach. However, the linearity assumptions on
the wave and motion amplitudes prevent us from investigating many of the
interesting and crucial hydrodynamic interactions between waves and bodies in
severe seas as addressed earlier.
Time-domain based analysis is an essential design tool to better predict the
nonlinear hydrodynamic wave load and dynamic responses in extreme ocean
environments. A proper design evaluation of floating wind turbines requires an
accurate simulation of nonlinear system responses, such as the maximum peak
value for the pull-out load on the anchors on the sea floor, the maximum dynamic
tension of the tethers on the fairleads and the maximum acceleration at the nacelle
of the wind turbine. These values are the critical design performance indices of the
primary cost of installation and operation of the offshore floating wind turbine. A
nonlinear time-domain method is promising in terms of its computational modeling
capability for those extreme events of large amplitude wave and motion.
1.2 Hydrodynamic Theory
Since Froude [10] and Krylov [15] first established a theoretical approach to the
hydrodynamic analysis of a floating body's motion, there has been a tremendous
advancement in computational fluid dynamics technology. It has occurred through
advances in analytical modeling of fluid flow and numerical representation
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technique. A strip theory was implemented for the study of wave loads on a body
for short waves (Ogilvie & Tuck [29]), followed by a slender body theory which
was applied for the wave loads on a slender ship (Newman [22]), but is potentially
applicable to any floating body in general. A variety of numerical methods have
been developed for understanding the relevant physics and accurate prediction of
the interaction between fluids and bodies. Among all of these methods, the
boundary element method based on the potential flow theory has become one of
the most popular tools because of its efficiency, reliability and conciseness
(Newman & Sclavounos [20] and Newman [23]).
Linear frequency-domain methods are very useful in many applications.
Based on linear wave theory, an offshore structure's response to a random sea can
be estimated by superposing the response to each wave frequency component in
the wave spectrum (St. Denis & Pierson [8]). By virtue of linear wave theory, a
reliability-index-based design method for a given sea spectrum provides an
efficient and accurate analysis tool for hydrodynamic wave loads and system
responses, and it captures most of the leading order effects in a mild sea condition.
In severe sea states or large-amplitude body motions, nonlinear effects are of
great importance and interest. Examples of nonlinear effects include a nonlinear
hydrostatic load by large-amplitude wave elevations, a nonlinear Froude-Krylov
force and a ringing load by steep large-amplitude waves, and a nonlinear wave
force by large-amplitude body motions. A nonlinear time-domain simulation is
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necessary for the accurate prediction of those nonlinear wave-body interaction
effects encountered with severe seas.
Due to the excessive computational cost involved with the complexity of
fluid and body interaction, the three-dimensional fully nonlinear numerical
simulations are often quite limited. Most of the recent developments in three-
dimensional time-domain methods has resulted in several useful computational
methods: boundary-discretization methods which are often called boundary
element method (BEM), and volume-discretization methods. Although boundary-
discretization methods are much more efficient than volume-discretization
methods, the computational cost substantially increases to achieve the desired
accuracy and thus limits the practical applications.
The boundary element methods can be formulated in two different ways: the
Rankine panel method (RPM) (e.g. [24], [25] and [16]) or the transient free surface
Green function method (e.g. [3] and [2]). Each method can fall into two categories:
the body-nonlinear method or the fully nonlinear method. The body-nonlinear
method linearizes the dynamic and kinematic free surface conditions about the
mean surface which is the z=O plane, but it takes the exact body boundary
condition imposed on the instantaneous body surface under the water, not at the
mean position of body surface. The fully nonlinear method however takes the
nonlinear boundary conditions on both the free surface and the body wetted surface.
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In the present study, the fully nonlinear problem is approached by a weak
scatterer formulation based on the transient free-surface Green-function method
([19]). Assuming a small body induced wave disturbance compared to the incident
wave disturbance, the free surface boundary conditions are linearized about the
incident wave surface and the nonlinear body boundary condition is applied on the
instantaneous underwater surface of the moving body. By applying this numerical
treatment, the nonlinear wave-body interaction problem is simulated by the Green
function method to obtain the fluid flow solution.
Based upon the solution for a wave-body interaction, the hydrodynamic
pressure over the body surface is obtained by the Bernoulli equation. The direct
integration of the pressure over the instantaneous underwater body surface gives a
fully nonlinear hydrodynamic force and moment on the body at each time. Since
the Bernoulli equation involves a partial temporal derivative and spatial derivative
of the velocity potential over the body surface, however, a Bernoulli-based direct
integration method often becomes challenging from a computational cost
perspective.
A proper application of the momentum conservation principle leads to a new
way of obtaining the nonlinear hydrodynamic force and moment on the body that
does not involve the temporal and spatial derivatives of the potential over the body
surface (Sclavounos [39]). Based on this newly developed theoretical model called
Fluid Impulse Theory, the force on the body is expressed by two distinct
components: the body surface impulse and the free surface impulse. An order of
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magnitude analysis demonstrates that the contribution from the free surface
impulse is negligible for mild wave steepnesses and body disturbances consistent
with a weak-scatterer condition. This thesis focuses upon the weak-scatterer free-
surface condition which leads to an accurate and efficient computational
implementation: the total fluid force acting on a floating body is modeled by the
time rate of change of the impulse of the velocity potential over the body surface
only. It presents a new theoretical framework for analyzing the dominant nonlinear
hydrodynamic forces on floating bodies which is potentially applicable in a wide
range of problems in ocean engineering.
This thesis focuses on the new nonlinear wave load model in conjunction with
the Green-function-based potential flow solver to address the nonlinear
hydrodynamic wave loads and the resulting nonlinear responses of floating wind
turbines in a highly efficient and robust manner in the time domain.
1.3 Overview
The rest of this thesis is organized as follows. Chapter 2 presents theoretical
formulations: the boundary value problem for a hydrodynamic wave-body
interaction, the treatment of nonlinear free-surface conditions in the context of a
transient free-surface Green-function method, equations of motion of a floating
wind turbine, a linearization of the equations of motion for a validation study, and
a nonlinear wave load model based on Fluid Impulse Theory. Chapter 3 presents
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numerical algorithms and simulation results: the numerical representation of the
integral equation with a constant-strength source element, a numerical study of
weak-scatterer condition followed by defining a simpler form of the Fluid Impulse
Theory, a time domain simulation of a floating wind turbine for extreme wave
events and a ringing load analysis by a power spectral density analysis for
nonlinear wave loads in irregular seas. Chapter 4 discusses the results and
contributions of this thesis and addresses the remaining outstanding issues and
suggested future work.
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Chapter 2
Theory
2.1 The Boundary Value Problem
Assuming incompressible, inviscid and irrotational fluid flow, the flow velocity
can be described by the gradient of a velocity potential,
P(x, y, z't) = V O(x y Y9zt) (2.1)
Applying the principle of conservation of momentum, the pressure in the fluid can
be described by the flow kinematics following the Bernoulli equation
P-P ; =-p P + Vp-V qP+gz (2.2)(8t 2
where p is the density of the fluid, g is the gravitational acceleration, and Pa is the
atmospheric pressure, which is the reference pressure. Since the atmospheric
pressure is assumed to be constant which leads to vanishing forces after integration,
our reference pressure Pa will hereafter be assumed to be equal to zero.
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By the principle of conservation of mass, the Laplace equation is satisfied over the
entire fluid domain as
V 2  0
On the free surface the mathematical function z - 4(x, y, z) F(x, y, z, t) is always
seen to be zero by the free-surface fluid particles, so the material derivative of F
has to be zero
DF 8(
D F +VV F=0 on z=4 (2.3)
which provides the kinematic free-surface condition:
a; + aya; + a;
at ax ax y ay
=-a on z={
8z (2.4)
Applying the Bernoulli equation we can obtain the dynamic free-surface condition:
a9 1atP + V.V(p+gz=O on z=
at 2
On the body wetted surface, a no-flux boundary condition is required:
a_ 
- av on SB (t)
an an
(2.5)
(2.6)
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where SB(t) is the exact wetted surface of the body and n is the unit vector normal
to the body surface and pointing out of the fluid domain.
The total velocity potential can be represented by the following decompositions
P 91 + 9
(OD QDIF + PRAD
where cp, is the ambient wave potential; pD is the disturbance potential; (PDIF is the
diffraction potential; opRAD is the radiation potential.
The undisturbed incident wave is referred to as the ambient wave potential 'P1.
Solving for the diffraction potential pDF on a motionless body given an ambient
wave potential p, will be referred to as the diffraction problem. Solving for the
radiation potential due to a body's prescribed motion in any mode of motion in
calm water will be referred to as the radiation problem. All of these velocity
potentials are subject to the same boundary condition except for the body boundary
condition.
By assuming a small steepness for the ambient surface wave, which is a reasonable
assumption due to the high gravitational force, the following perturbation
expansion for the velocity potential and free-surface elevation can be postulated
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9 = 9 + <2 +(p +.
{{+{2 +{ 3 +...
where
9 = = O(32 (3 3 
4=O = O(42 = 3
The fully nonlinear free-surface conditions may be expanded and reformulated by
taking terms of up to first order, which lead us to the linearized kinematic and
dynamic free-surface conditions:
a on z=_0 (2.7)
at az
{ 
_ on z=O (2.8)
g at
By differentiating the dynamic free-surface condition with respect to time on the
plane of z=0 and substituting into the kinematic free-surface condition, a single
boundary condition for the free-surface is obtained as follows:
a29(1 a9
-+g =0 on z=0. (2.9)
at2 az
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A no-flux boundary condition is required on the seafloor with a finite water
depth H:
(2.10)__ =0 on z=-H
With the linearized free-surface boundary conditions presented above and applying
separation of variables, the solution of the wave velocity potential and the dynamic
pressure in a plane progressive wave take the form:
(p, (x, z, t) = Re igA cosh k(z + H) eW cosh kH
P,(x, z,t) = --p 8(9(xz,t ) =Re{pgA
at
cosh k(z + H) e_ 1,,,,,
cosh kH }
(2.11)
where A is the wave amplitude; w is the wave frequency; k is the wave number;
H is the water depth.
Upon substitution in the dynamic free-surface condition, the linear free-surface
elevation takes the form:
g at z=0
- Re tAe~""*'' I (2.12)
Upon substitution of the velocity potential Eq. (2-2) in the free-surface condition
Eq. (2-1), the relationship between w, k and H is obtained as follows:
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w2 = gk tanh kH (2.13)
This is the wave dispersion relation, which determines a unique wave frequency w
for given values of a wave number k and water depth H, or the vice versa.
For deep water (kH >> 1), the wave velocity potential and the dispersion relation
simply take the form:
(p, (x, z, t) = Re iAe-xit
f } for kH >> 1 (2.14)
2 = gk
2.2 A Source-only Formulation
The boundary value problem described above may be represented by an integral
equation based on a transient free-surface Green-function. It can be expressed as
derived in Wehausen and Laitone [42] by
(2.15)
where
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G(, ; jt) = G((; )+ H(z-;, t --r),
GC0 3(z; j)= -
4;Tr r r')
H (; et -r)= - 1(1- cosl ,gk(t -r) exp(kZ)JO(kR)dk
r (x - +) - (Z - (2.16)
r' = (x - g) (Y -r7)2+(z +g
Z =(zg)
R = (x -- )2 + (y -r7)
The impulsive Green function component G( )(c;e) imposes the po 0
condition on the z =0 plane which satisfies the linearized free-surface condition for
the frequency w that goes to infinity. The impulsive potential generates a Cauchy-
Poisson type wave system which is represented by H(k;et-r) . The Cauchy-
Poisson wave analysis is an important mathematical theory for the treatment of
initial-value problems and is applied in the present study to describe the waves on
the surface of a fluid caused by a given initial perturbation, which is represented by
the impulsive potential component as above. This is the key concept in the present
hydrodynamics model for the body wave disturbance over time.
A wave source formulation will be used in the present study to represent the
disturbance potentials which are assumed to satisfy the proper body boundary
conditions and the free-surface condition on z=O. The strength of the wave source
at source point e at time t is now the primary unknown.
28
Using Green's second theorem,
go(P, t) = f t, ) G0 (O); e)de + f dr if o({,- ) H,(; e, t -rd
SB (t) 0 SB(2.17)
where, H, (5; e, t - =- f " rgk sin (t - r) exp(kZ)Jo (kR)dk
The second term in the right hand side of Eq. (2.17) represents the transient
wave part of the Green function, the so-called memory effect, which contributes a
velocity potential component at time t arising from the entire time history of the
source strength distribution on the body surface. The normal derivative of the
velocity potential over the body surface is the key property that is imposed into the
body boundary condition formulation.
Applying the body boundary condition V (5c, t) = ii,. VP(, t) by taking a derivative
in a normal direction with respect to the surface at X,
VG2t)n(-O aj ) (X-; e)de +ni, -fdr ff j r) VH, (i; e, t - r)dj (2.18)V~t) = iii ff Ce t)d vi~ 2.8
Sfi(t) 0 SB(r)
Thus the impulsive part can now be related to the memory part and the impulsive
body boundary condition as follows.
i, JJ a(e,t) VGC 3(I; e)de = -n, - dr ff a(, r) VH, (i; e,t - r)de + V,(k,t) (2.19)
SB (t) 0 SB(C)
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The impulsive potential generates a Cauchy-Poisson type wave system
which is represented by H(i;e,t-r) above. The Green function satisfies the free-
surface condition and the Laplace equation in the rest of the fluid domain. An
integral equation can be generated in terms of the Green function over the body
boundary over time.
By taking the normal derivative,
Jf -(et) ' G(O) (; )d =-f dr fJ o,r) H,(; t -r)d +V,(,t) (2.20)
SB an 0 SB (T) an. ,
This leads to the general source integral equation for the body disturbance
velocity potential over time. In the three dimensional wave-body hydrodynamic
interaction problem, the computation of the memory contribution becomes highly
challenging. There exist computation methods which carry out an efficient memory
component computation which is crucial for implementation in the design process.
Assuming efficient methods for memory component computation have been used,
the resulting expression in a matrix notation is as follows.
B -o-(2,,t) = -K,(,t) + V (zt)(2.21)
where, K,(B,t) ) dr a-(er) 3H,(; et -xr)d
0 SB (r) a
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B, is the influence coefficient matrix which does not depend on time in the present
study. At every time step t the body boundary condition Vj(,,t) is provided by the
body's forced oscillation or resultant dynamic response, and the memory
component K(ij,t) is evaluated carefully which may require an efficient treatment
of principal value integrals. Numerical methods for efficient evaluation of this
memory component will be presented in detail in the next chapter. The strength of
source o-(i,t) is determined from the solution of the linear system.
{o-(t)}[B]1 {-K(t)+ V(t)} (2.22)
2.3 The Transient Wave Part of the Green Function
The body boundary condition enforced using Green's second theorem is as follows.
jj o-(e, t) G 0 (.-; e)dg = -f dr ff
SB(t) an. 0 SR(r)
a - r (2.23)
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The wave part of the Green function is:
= -- fI ,gk sin[ 4gk(t - r) exp(kZ)Jo(kR)dk
where, r = (x - )2 +(y -) 2 +(z-) 2
r' =(x-g)2+(y-1)2+(Z+ (2.24)
Z =(z+)
R= (x-) 2 +(y-7)2
As revealed by the work of Clement [7], the wave part of the Green function
Ht (i; e, t - r) can be evaluated by
follows.
H,(5;e,t -r) can be rewritten as:
F(,Z t -r)= gksin[gk (t
Variable changes are introduced as follows.
K = gk,
solving an ordinary differential equation
- r)]e k(Z+) J (kR)dk (2.25)
g
z= z z=z'
z z
r rg
r = 
-;gr =
& 9
(2.26)
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as
This leads to a new equation:
(2.27)= 2z E fKsin[,fK(t - r)]eK(z+ zJ,(KR)dK
By a variable change (Kr, ->) above, it can be expressed as a function of two new
real variables (pr):
F(r, Z; t - r) _I ri-3/2)(u, r)2zc (2.28)
where
F~pv)=f J(A 1 p2 )I-" 1sin( r)d A
p =-Z / r; r = ri
r(,r) satisfies the following fourth-order differential equation:
plt +ft p ( I r2I + 4p)R 2 +7 rf +% = O
4 4 4 (2.29)
with the initial conditions
<2>(p,0) = o,P(2k+l)(a,0) = (-1)k(k +l)!P+,(p);
(k =0,1,...)
where P(*) denotes the k th-order differentiation of R with respect to r.
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F(r, Z; t - -r)
aFThe derivatives of the Green function, ax
8x
and ,
ay
can be computed as follows:
F _x-x F
ax r
F _y-y' F
By r '
8F z-z'F
az r
(2.30)
'
where
F,(r,Z;t)= r-222rc
k(p, r) satisfies the following fourth-order differential equation:
k( 4) + prk3 + (I +r6p)k2 )+ 11rk")+ 1 k=O
4 4 4 (2.31)
with the initial conditions
k(2k)(, 0) = , k(2k+) (, 0) = (-1)k(k + 1)
dp
(k = 0,1,...)
The equation for )(p, r) and k(p,r) can be expressed and unified in a general form
as follows.
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'
KF' +pKF3) ± (- + Ap)KF(2) + BrKF(' + CKF =0
4
7 9
where,A=4;B=-;C= 
-forKFF4 4
A=6;B=; C=21 forKF -k
4 4
Instead of solving it with a Runge-Kutta numerical scheme, a Taylor series
expansion method is applied to achieve an analytical solution for low
computational cost. Firstly k(p,-r) is assumed to be represented in a polynomial
form as follows.
KF o n 1 n
n=1
(2.33)
Based on the recent work of Chuang [6], the coefficients a0 can be obtained in
closed form solution as shown below.
a4  124K (6K3A3 +2c 6a2 + Kgaj + K9aO)
1 *
an,4 = (ynan,3 + yn. 2 an+2 + yn,1 an,1 + ynan)
Yn+4
for n=1,2,3,...
where
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(2.32)
(2.34)
y,,4= K1 , (n + 4)(n + 3)(n + 2)(n +1)
y.= K3 (n + 3)(n + 2)(n +1)
yn+2 = K24( + 2)(n + 1)n + K6 (n+2)(n+1)
Y+1 =K 5 (n+1)n+K8(n +1
y K = 4 n(n - 1)+ K7n + K9
Once those coefficients are obtained, f(p,r) and k(p,r) can be computed
and therefore the wave part of the Green function can be evaluated very efficiently
from the computational perspective.
The number of terms needed in the Taylor series expansion should be
determined carefully. A convergence property has been tested and plotted below.
The minimum number of terms needed for convergence will depend on the
temporal and spatial condition denoted here as t - r and p respectively. The wave
part of Green function H, (P, Q, t - r) is obtained from F(p, -r) which is computed by
a Taylor series expansion solution a1,a 2 ,--..,an,.... as presented above.
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The Wave Part of Green Function, H(P,Q,t-T) when t- =1.0; pi=0.O
Number of terms included
Figure 2-1: The wave part of Green function H, (P, Q, t - r) when t -r =1.0; p =0.0
The Wave Part of Green Function, Ht(P,Q,t-T) when t-c=1.0; s=:0.5
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Figure 2-2: The wave part of Green function H, (P, Q, t - r) when t - r =1.0; p = 0.5
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The Wave Part of Green Function, Ht(P,Qt-t) when t-5=1.0; p=1.0
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Figure 2-3: The wave part of Green function H, (P, Q, t-) when t - r =1.0; p=1.0
The minimum number of terms needed in the Taylor series expansion
depends on p and t-r. For p and t-r ranging from 0.0 to 1.0 and 0.0 to 15.0
respectively, it has been proven that the number of Taylor expansion terms has to
be larger than 50 with a tolerance of 106 between successive terms in the partial
sum. The smaller number of required terms contributes to a higher computational
efficiency and therefore I will only take the first 50 terms in the computation of
F(p,r) at every time r .
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The time step needs to be carefully chosen and be sufficiently small. Based
on convergence tests over different values of p and t-r, the time step has to be
smaller than 0.00 1 sec which satisfies a convergence tolerance of 0.1%. With both
conditions fully satisfied as above in terms of the number of Taylor series
coefficients and the time step, the resultant Green function has been computed and
plotted as follows.
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-ODE by Taylor Series Expansion
- -- Trapezoidal Method
20
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Figure 2-4: The Green function F(p,r) when p =0.0
When the field point and source point are both located on the free-surface,
which means p becomes zero, the time step size in r needs to be decreased down
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0
to a sufficiently small value in order to provide an accurate solution by the present
method based on Taylor series expansion.
EODE by Taylor Seres Expansion
.- -- Tr-pezod Method
0,5
0
LI.
Figure 2-5: The Green function F(p,,r) when u =0. 1
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Figure 2-6: The Green function Ft(p,r) when p =0.5
15
Figure 2-7: The Green functionF(p,r) when p =0.9
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U-
F(p, r) needs to be computed for all possible sets ofp and t - r in the spatial
and temporal domain that can possibly occur during the computation of the
memory effect. In the computation of the memory effect Kernel at every time step t,
it will just take the proper value from this pre-computed F(p , r) based on the
spatial and temporal condition p and t - r that accounts for a pair points P and Q.
This will enhance the computational efficiency significantly and therefore the time
domain evaluation of hydrodynamic interactions between surface waves and the
floating body can be simulated efficiently and effectively over various wave
conditions and body shapes.
15.
10
0 01..15
. 0.3 
..... 10
0.6 075
0.8 09
Figure 2-8: The Green function F(p , r) over the entire domain of natural variables
(pr).
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These tabulated F(u,,r) values will be used in subsequent time domain
simulations which need to evaluate the wave part of the Green function over time
called the wave memory effect. By the way this ftu,,r) is well matched up with the
results presented at Clement [7].
200
1 0~4M4
0 15
0.1 ~ .. .
0.7 08
.9 1 0
Figure 2-9: The Green function derivative K(p, r) over the entire domain of natural
variables (p,r).
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2.4 The Treatment of Nonlinear Free-Surface
Condition
For a large-amplitude incident wave, the kinematic and dynamic free-surface
conditions are highly nonlinear and imposed on the exact wave surface elevation
which in the time domain becomes an unknown variable, the result of a fully
nonlinear wave-body hydrodynamic interaction. The linear wave theory loses its
accuracy significantly as the wave steepness increases. A highly elaborate
computational effort is required to solve for this fully nonlinear incident wave
potential which involves a systematic computation of velocity potential
components of second and third or higher orders.
The present work adopts the Weak-Scatterer hypothesis which assumes that
the body wave disturbances propagate on the step incident wave surface profile
and are small. Therefore the incident wave free-surface elevation over space and
time may be decoupled from the body disturbances even for large-amplitude body
motions and large-amplitude ambient waves. The main idea was first proposed by
Pawlowski [31]. It is quite justifiable considering that offshore structures are in
most cases designed to be slender and therefore the wave surface disturbance they
induce is relatively small compared to the incident wave surface elevation.
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By virtue of this Weak-Scatterer hypothesis, the wave disturbances may be
linearized about the incident wave surface which is known a priori. By
implementing this novel idea that enforces the free-surface boundary conditions
about the incident wave surface, the fully nonlinear problem can be approached in
an efficient manner by using the transient free-surface Green-function method.
WA
Master domain
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Figure 2-10: The treatment of nonlinear free-surface condition by the 3D transient
free-surface Green-function method
The perturbation expansion for the velocity potential and free-surface elevation can
be postulated as follows.
(=( 1 + 92 +(3+
S+ h+ +
Where,
> (2 > 93 >
I> 4;2 > 43 >
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Assuming that disturbance flow quantities are small compared to the incident
potential and free-surface elevation, the following perturbation expansion is
postulated.
9 = +
CP -o(6)
()
where (p, is the incident wave potential; 4, is the incident wave elevation from z=0
plane; pD is the linearized disturbance wave potential; gD is the linearized
disturbance surface elevation from the incident free-surface elevation.
In the present work, the incident wave potential and free-surface elevation shown
above are assumed to be large and fully nonlinear. The disturbance potential and
free-surface elevation can be properly evaluated by solving a linear boundary value
problem defined below.
The linear dynamic and kinematic boundary conditions for the disturbance
potential and free-surface elevation take the form,
aD ±4 
=0
at on S'(t), (2.35)
a;D aD 0
at az
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where S'(t) is the incident ambient wave free-surface.
The linear body boundary condition imposes a normal velocity given by
=V 
-n on S(t
an
where
SB (t) is the instantaneous body surface under the ambient wave
y is the total velocity potential, p, +D
A computer code has been developed for the evaluation of the disturbance
potential and free-surface elevation that satisfy the boundary conditions properly
on the surface of a large-amplitude incident wave.
- Linear Waves and Linear Motions
Free-surface boundary conditions are imposed on the mean surface at z=O, and the
body boundary condition is imposed on the mean position of the body at x=O. The
underwater body geometry remains uniform over time and the impulsive Green-
function coefficients need to be evaluated only once and may be reused at every
time step. However, the transient Green-function coefficients, the so-called
memory contribution, have to be evaluated for r at every time step.
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- Large-Amplitude Waves and Large-Amplitude Motions
In the case of large-amplitude waves and large-amplitude motions, free-surface
boundary conditions are imposed on the ambient incident wave surface at z= (t),
and the body boundary condition is imposed on the exact position of the body at
x= (t). In addition, since the underwater body geometry varies over time, the
impulsive Green-function coefficients, which are often called 'Influence
Coefficients', have to be reevaluated at every single time step. The transient
Green-function coefficients now have to be evaluated in a convolution sense for
different r 's at every time step because the combination of spatial and temporal
variables p and r varies in time which is the primary source of the computational
cost.
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2.5 Tension Leg Platform Equations of Motion
" Coordinate system: Earth-fixed coordinate system (X-Y-Z) as shown at
Figure 2-12
" Unknown variables:
o Motion in 0(t), which is an inclination angle of the vertical tether as
shown at Figure 2-12
o Tensions of line, 7; (t) and T2 (t)
" Number of equations:
o Two linear momentum conservations in X(surge) and Z(heave)
o One angular momentum conservation in Y(pitch)
" Assumptions:
o Zero motion in pitch (Line tensions become the unknown variables
instead)
o Unidirectional incident wave propagating in the X-axis
o Deep water
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Wave
2
600
T3
Figure 2-11: Top view of three legs for the vertical tether
7T)= T (t)
7;*(t W 7;(t)+ T (t
The floating wind turbine is supported by a Tension Leg Platform (TLP) floating
system that has three legs and pre-tensioned vertical tethers. Since the incident
wave is assumed to be unidirectional along the X-axis, the two leeward-side
tensions 7;(t) and T(t) in the three-leg mooring system shown above have to be
equal and therefore those two tension variables are modeled by a single lumped
tension 7;*(t) in the following formulation of the equations of motion.
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T,*(t)
T,*(t)
Figure 2-12: The coordinate system for equations of motion of the floating wind
turbine.
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Applying the linear momentum conservation principle for the surge and heave
modes of motions, the total net force drives the time rate of change of a linear
momentum in surge and heave respectively as follows.
d P(t) = P(t)
dt
Mj (t) = FA,,, (t) -, + FVd,,(t) -, +Fmooringj),i+* rscousW)-e, (2.36)
W4 3 (tW = 1;ero W ).3 +FIIydo Wt) 3 +Mooring Wt j3 + pViscoos W(t)j3 - 3
The total force consists of aerodynamic force from the wind PAeO(t), hydrodynamic
force from the wave Fydro(t), line force from the mooring lines FMooring ( , and
viscous forces from the fluid sc,,ous(t).
Applying the angular momentum conservation principle about a moving reference
point o',
Ek, (t)= - H (t) + V- (t) x P(t)
where
H, (t)= AG (t) + O'G (t) X P(t)
HG =2 5 2 ~ 0
P(t) = MVG W
Recall that
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(2.37)
OG(t) =(ZG)F3
VG d rOG (dt
e+ 23
FOG, tX P(t) =M [(ZG j3 X S [e 3 e3
= M [(ZG ] e2
- $(t) FOGdt 0 dt\(O'G
(2.39)
StX P (t)=4e, + esjX M(e, + A)
= 0
Therefore,
M(ZG) =M0
Aero
( 2 +M (2.40)02 + M . () j2 + M ' t - e20Hydro O Mooring 0 Viscous
The total moment consists of an aerodynamic moment from the wind MA (t),
hydrodynamic moment from the wave ,H (t) , moment from the mooring
lines Moorin (t), the viscous moment from the fluid Viscous (t).
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(2.38)
Thus,
(t) x p(t))
= M([(ZG ]'2
The fully nonlinear equations of motion are obtained as follows.
M I,(t) = F.ot + t Hydro ( Mooring () + Vicos (
MW3 t)= 'PA,.oWt)-3 + PHvdro W'3 FMooring W 3 + Viscous W 3 -W (2.41)
Aero (Hydro 0Mooring ( Viscous
where M-total mass; W%=total weight (=Mg ); rOG = (O'O'Z)
Due to the kinematic constraint by the TLP tethers foundation, the translational
motion variables, (ijt) and 3(t) , can be expressed in terms of mooring line
inclination angle, 0(t).
,(t) = / sin 6(t)
(t) =l[cos0(t) -1]
(2.42)
The force from the mooring lines can be decomposed as follows.
FMooring 2( (2.43)
The mooring line forces in surge and heave are as follows respectively.
(2.44)
The total moment is defined as follows assuming unidirectional motion in surge.
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FMooring (t)-ej = -1 (t) sin 0(t) - T2(t) sin 0(t)
EMooring (t) = -< (t) cos 6(t) - T2 (t) cos 6(t)
M (t)- 2 = -T2(t)f cos0+7;*(t) cos 0 (2.45)0 Mooring 2
In an extreme wave environment or sea conditions, the offshore wind turbine
tends to limit the rotor operation to prevent mechanical damages on the turbine.
For the purpose of nonlinear dynamic response analysis of the floating wind
turbine for extreme wave conditions, the wind turbine is assumed to stop operating
the rotor and consequently the aerodynamic loading is set to zero in the present
modeling of the equations of motion which justifies a zero aerodynamic
forceFAero (t)
The viscous force from the fluid may be defined by the damping coefficients, BH
and B,33, as follows.
P~iCOU W 1 I 1 e -B 3 3 3 I e
-Be11 (I cos O(t)O(t)) (1 cos 6(t)#(t)) e, - B, 33(-l sin 9(t)#(t)) (-1 sin 9(t)#(t)) J3
(2.46)
The fully nonlinear equations of motion are re-formulated as follows.
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A1 [-sin0t) -0(t)2 + cos 0(t) -N(t)] + B,, (1 cos 0(t)$(t)) (1 cos 0(t)0(t))
FHdo (t) - 2(t)sin0(t) - T* (t) sin 0(t)
M[- cos 0(t)- (t)2 -sin 0(t)- s(t)] + B,,, (-1 sin 0(t)0(t)) (-isin O(t)#(t))
=FHdo (t) - T2(t) cos 0(t) - T* (t) cos 0(t) -W
MZCGI F-sin(t) -(t) 2 +cos 0(t) -(t) + +B ZcB)(t 0(t))(cos (t)(t))|
= .Hydro ( 2t C (t)
(2.47)
where M=total mass; W=total weight (=Mg); rG ( OZCG dB ( OOZCB
In a large-amplitude nonlinear wave event, the ZCB(t) is varying over time
depending on the ambient wave elevation and the body's vertical displacement at
each time step.
The hydrodynamic force, FHydro(t), is obtained by the Fluid Impulse Theory which
contains a nonlinear Froude-Krylov force, a nonlinear disturbance force and a
nonlinear hydrostatic force as presented in section 2.7.
-d dfPdFHydro) P (p 1 ds - p p~nds-pg ) Znds (2.48)
sBt ) S, (t ) St
where p is obtained by the time-domain 3D potential-flow simulation based on a
transient free-surface Green-function method; SB (t) is the instantaneous body
surface under the ambient wave.
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With this nonlinear wave load model applied to large amplitude waves and
large amplitude body motions, a direct numerical integration of the equations of
motion will be carried out to solve for the nonlinear dynamic responses of buoy
motion and line tension in extreme wave conditions.
A numerical time marching scheme may be designed accordingly by setting up 4
state variables as follows.
y1  O(t)
Y2 = (t)
y3 =T*()
y4 = 7(t)
2.6 Linearized Equations of Motion in Long Waves
For the purpose of validation of the nonlinear response simulations and analysis,
linearized equations of motion have been derived as follows. It may be of a great
interest to see the how this linear result compares with the nonlinear simulation
results, which will be addressed in the subsequent chapters.
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In the study of extreme wave load and response analysis of the floating wind
turbine, the wind turbine is assumed to stop operating the rotor which means the
mean wind thrust becomes zero and therefore the dynamic equilibrium point is
defined as equal to zero. But under normal operating conditions, the mean wind
thrust value is often taken as an additional input parameter which may require a
non-zero equilibrium point.
Assuming motion and tension responses to be small, and by taking a linear
perturbation analysis around the dynamic equilibrium point,
6(t)=00 +'5(t)
6(t) = 36(t )
0(t) = 80(t) (2.49)
T*(t) = T* + o7;*(t)
T2t) = T2,+ 4T 2 (t)
where 0, T* and T1,0 are the mean value of displacement, lumped tension#1 and
tension#2 respectively at the dynamic equilibrium point given the mean wind
thrust.
Assuming the motion response, 50(t), to be small,
cos 60(t) ~
sin 90(t) 60(t)
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The viscous force from the fluid may be redefined by the equivalent linear
damping coefficients, Bel and B, obtained by equivalent linearization.
(2.50)i,_,(t) -BH e , 3 ) B e-. )
=-B~j I (I Cos 0(t )O(t)),j, - B,,(-l sin 0(t ) (t ))j3
The equations of motion can be expressed in terms of the perturbation variables
and S, (t) followed by a linearization process
eliminating higher order terms. It yields a linear form of equations of motion as
follows.
M [l cos 0s0,5(t)] + B"I [i cos 1 010(t )]
=FHydro e1 -T 0oS6@)-ST(t)sin0-T* cO 0 ,5(t) - ST* (t) sin 00
M [-1 sin 0 S6(t)] + B33 [-1 sin 00 5$(t)]
=~~ ,Myro 3t)o]
FHI,dro (t). - j+ T2, sin 0050(t) -5T, (t) COS 00 +±<, sin 00 50(t) - i5T, (t') COS0
MZCG I COs 00 W(t)+ + ZCB(t)(lcOS(t)]
=M - + f [T0 sin 0,,5(t) - ST2 (t) COS 0+ f [-i sin 0080(t) + 8 (t) COS 0
(2.51)
By virtue of the linear wave and linear dynamics theory, the hydrodynamic force
FHydro can be decomposed into the diffraction and radiation forces respectively,
each of which is independent of the other.
Pi'dro (t) FJ 0 (t) + ~d (t (2.52)
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850(t) , S$(t) , 85(t) , S5T*(t)
The extreme wave loads response is simulated for a monochromatic incident wave
of a long wavelength, and therefore the radiation force F (t) may be represented
by using the impulsive added mass properties as follows.
-PH"(t)- =j-A3 A 3 (t)
where the A,1 and A 33 are the added mass in surge and heave respectively for w
<<1, which can be obtained from WAMIT or can be approximated by pyra2d and
2 3
-pifa .3
By virtue of the slenderness of the buoy, the diffraction force, FDI (), can be
obtained by a strip theory which is a long-wave approximation method. For the
extreme wave load analysis, it is justifiable to consider the wave length is large
compared to dimensions of the buoy. Based on a strip theory and GI-Taylor's
formula, the diffraction force P1FJ (t) for x-unidirectional incident waves is
evaluated by
0o
Fxjt) = fJFx(z~t)dz = f- ra 2
-d -d-(
+ A 8P,(x,z,t) dz
t)zdz= f Kra2 +x 2(z - L)dz
d 10 )x=0
(2.53)
m,(t) =f F(z,
-d
F (t) = Ta (x, Z, t) x=O
z=d
where the P, (x, z, t) is the incident wave pressure, and the A21D is the sectional added
mass in surge which can be approximated by prra2
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With a linear wave theory applied for the incident wave pressure for deep water,
F (t) = Re 2prra2 A2 1- exp(-kd)
k
i exp(iwt)}
(1 1
My (t) - Re 2pI-AW( [1 - exp(-kd)] + k d exp(-kd)
L
k
- exp(-kd)]J i exp(iwt)}
F(t) Re{a2 pgA exp(-kd +iwt)}
(2.54)
Rearranging the equations of motion by moving the radiation force terms to the
left-hand side of the equations,
(M + A,,) [ cos 005(t)] + Be11 [I cos 0GO(t)]
PDIF (t)- -T cos 0060(t)-JT2(t )sin 0, -7* cos 00(t) -87*(t)sin00
(M + A33)(-i sin 0 3S(t)] + B 33 [-i sin 00 89(t)]
=Fo (t) .e +T sin 00 6(t) -T2(t) cos 0,+* sin 0,30(t)-87*(t)cos 0
(MZCG + AlIZCB (0) iCOs 003(t)] + B 1 IZCB (t) [i COS 00 36(t)]
= I (t)-e2+ f  T sin 00 35(t) - 6T2(t) cos 01 + f [-;* sin 0030(t) + ;* (t) cos 0010 (y.o5 2 L
(2.55)
where
PGD~(t)-= Re 2pra2 AW2
1-exp(-kd) i exp(iwt)
KPIF (t) - 2 =Re 2pyra2Aw [1 - exp(-kd)] + I d exp(-kd)- [1- exp(-kd)] i exp(iwt)
0 Hy = Rrp k k k
PdF~o (t) - j Re { 7ra 2pgA exp(-kd + iwt)}
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(2.56)
Again this is an efficient and accurate method just for a long wave with
reasonably small wave steepness kA which justifies a long-wave approximation
method. It is useful to see how this linear long-wavelength model compares to the
nonlinear simulation results, which are addressed in the following chapters.
2.7 Nonlinear Hydrodynamic Force
Total velocity potential in the fluid domain is denoted by 9p(X,Y,Z,t), and the fluid
pressure P(X, Y, Z, t) is obtained by the Bernoulli's formula
P(X, Y, Z t) =-_p + IV (p -V gP+ gZ.
The total fluid force and moment acting on a body is in principle obtained by the
direct integration of the pressure over the instantaneous wetted surface of the body
ST (t) at each time step.
The Fluid Impulse Theory derived by Sclavounos [39] provides a new
theoretical framework for analyzing hydrodynamic loads on floating bodies. By
virtue of Fluid Impulse Theory, the total fluid forces and moments on floating
bodies are reduced into the time rate of change of the fluid impulses, which do not
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involve localized time derivatives and spatial gradients of the velocity potential
over the panels. That is, the total fluid force is modeled just by a single time rate of
change of the impulse of the velocity potential at each time step, which will allow
us to approach the nonlinear hydrodynamic wave-body interaction problem in a
very efficient and robust manner.
2.7.1 Nonlinear Hydrodynamic Force
Again, the fully nonlinear hydrodynamic force is defined by integrating the
nonlinear Bernoulli pressure around the exact wetted surface of body S (t) .
Following the notations and derivations presented in Sclavounos [39], the exact
nonlinear hydrodynamic force is expanded as follows.
The nonlinear hydrodynamic force on a floating body is derived into
-p d [+V P-Vyp+ygZ nds=pL J nds - pg J Znjds
s:(1 dt 2 dt sB (t) s (t )
-P p fpnoids + f pn_ds - pg fZnids + fZn ds
_s T d(t) s t)(t)dt~sS, Jt JZds± J hds
(2.57)
where SB (t) is the exact wetted surface of the body; ST (t) is the exact wave free-
surface; S' (t) is the incident wave free-surface.
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Dividing the exact wetted surface of the body ST(t) into the wetted surface of the
body under the incident wave free-surface S, (t) and the differential surface dS,
d fs 
- d j
-p-~ S ni~ds =-p-j
dt S (t) dt
-pg f Zfnds = -pg f
S (t) S (t)
d(pn+ ds - p - < p, ds
t) dt dS
Zhds - pg JZn+ds
dS
where dS=SB(t)-S (t).
Taking the intersectional surface S' (t) out of the total incident wave surface S,' (t),
-P d (p+ds + f pnds =-p dt
_tsT (t) S1 M) _ S|, (t)
Zn ds + f Znids =_P- f
s, (t) _sbW t)
Znds - pg Znids +
st)ST (t)
df 
,ds+f9,<pjn ds - p dt <pn d + <nds
SF (t) SE W)
sf
SE (t)
Znids
(2.59)
Rewriting the equations of fully nonlinear momentum force accordingly,
-pfdt +2V(p-V(p+gZ nds
s<T ) dt 2~ I
d d
=-p- <pnds- p--J pn,+ds
ds(t) dtS
-pg f Z
-P d f
dt s,(t)
-pW
nds - pg j Zn ds
dS
ds~r<,nhds - p- fdt ST tt) (npnds +
-pg Zn ds - pg
S| (t)
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(2.58)
S, (t)
<p(on- ds
Zi~ds +
ST (t)
SZn_ds
Sf,(t) _
(2.60)
Recall that the total velocity potential can be decomposed into the incident and
disturbance potential.
(=9 1 + (D
Rearranging the terms on the right-hand side,
-p f d +IVg.V 9 +gZ nds =
ST) dt 2
p dfnhds 
- p d
tS, (t) Sd t ) SSf? WtP, n- ds - p - D n+ds-pgtS, (t) Zn~ds - pg JS1W(tZn ds
(,91 + pD)+ds +
S (t)+dS
S
If t
nds- pg
SF(t)+dS
Zh+ds +
S (t)
where S (t) is the exact wetted surface of the body; S',(t) is the wetted surface of
the body under the incident wave free-surface; Sf(t) is the exact wave free-surface;
S' (t) is the incident wave free-surface
The first five terms in the right-hand side of the equation above account for the
surface contribution and the last terms account for the free-surface
contribution, all of which will be demonstrated in various wave conditions in the
subsequent chapters.
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Zn ids
(2.61)
body
2.7.2 Nonlinear Froude-Krylov Force
The first and second terms in the right hand side of Eq. (2.61) represent the
nonlinear Froude-Krylov force and the impulse.
-p d fdt S, () ( n ds -t d fto,, + s -,odt sitr
qo n ds (2.62)
Redefining the normal vector ii as pointing out of the control surface, consisting of
the body wetted surface under the ambient incident wave surface and its wetted
surface, the nonlinear Froude-Krylov force and the impulse are represented as
follows:
F FK =- -P ,nds
SB (tW( AI)~
" . ~.J
IFK = -p f (pfds
s, (t)
2.7.3 Nonlinear Disturbance Force
The third term in the right hand side of Eq. (2.61) represents the total disturbance
force which comes from the body radiation and diffraction contributions.
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d f
pdt 
+d)
Redefining the normal vector n as pointing out of the control surface consisting of
the body wetted surface under the ambient incident wave surface and its wetted
surface, the nonlinear disturbance force and the impulse are represented as follows:
FD=-p- J Ds
sf<t) (2.64)
ID = -J (Dnds
2.7.4 Nonlinear Hydrostatic Force
The fourth and fifth terms in the right hand side of Eq. (2.61) represent the
nonlinear buoyancy force.
-pg f Zhds - pg f Zids
SB(t) SW()
Redefining the normal vector ii as pointing out of the control surface consisting of
the body wetted surface under the ambient incident wave surface and its wetted
surface, the nonlinear hydrostatic force is represented as follows.
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(2.65)FH = -pg ( Znds
SB(t)
2.7.5 Nonlinear Free Surface Impulse Force
The rest of the terms in the right hand side of Eq. (2.61) represent the nonlinear
free surface impulse force
F FS - (p, Dq)fds + -pds pg Znds + Zn_ds
S(t)+dS SF(t) (t)+dS S(t)
(2.66)
Under the weak-scatterer condition, the disturbance on the ambient wave
surface can be assumed small and therefore the exact free surface will not deviate
significantly from the incident wave free-surface. This allows us to linearize the
disturbance from the incident wave surface elevation employing a perturbation
theory in the following chapter.
2.8 Free Surface Impulse Force
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Ambient waves are assumed to have an amplitude A of 0(1) comparable to the
body dimension d. The ambient wave steepness kA is assumed to be small and the
magnitude of the ambient wave ( p, g,) becomes O(kA) = 0(,) where 5 0.1. In the
wave-body interaction for ambient waves which have a wave length longer than
the body diameter, the magnitude of the wave disturbance from the body (PD,, D)
becomes 0(kd) = 0(e) where typically c <0.1 in our design sea states. These order
of magnitude estimates justify the linearization of the body wave disturbance about
the ambient wave surface.
Rearranging the nonlinear free-surface force formula by adding and subtracting (P,
the disturbance velocity potential,
d f ,d d[
FFS =P- J D -ds -((, +D )h+ds + f(, + pD_ds
S (t) dt S(t)+dS Sk(t)
-9 pg Zni+ds + fZni-ds
S (t)+dS Sk(t) _
(2.67)
The integration in the second and third terms in the right hand side is over a
closed differential surface bounded by the nonlinear free surface, the ambient wave
surface and the differential surface around the body waterline. The unit normal
vector over this closed surface points outside the enclosed volume when the total
wave elevation is larger than the ambient wave elevation and points inside the
differential volume otherwise. The second and third terms may be reduced by an
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application of Gauss' theorem over the volume bounded by the closed differential
surface defined above. Denoting by (D the disturbance wave elevation assumed to
be a signed quantity, the unit normal vectors over the differential surface point
outside the differential volume when 4 D >0 and inside the volume when gD <0.
Applying Gauss' theorem we obtain
F FS = -p d Dh+ds - p (V psgn() - pgkv(t) sgn(D)
S (t) Lv(t)
(2.68)
The second and third terms in the right-hand side of the equation above can be
expressed as integrals over the ambient wave free-surface exterior to the body
applying a Taylor's series expansion as follows.
d n s-pd f I 82afdFFS= -~p f fD +ds ; V + D) + D2 a V(p1 + qpD) + H.O.T. ds - pgk (Dds
dt S ) dt s () 2 ,Z s
(2.69)
The unit normal vectors of the ambient wave surface and the exact wave surface
can be expressed as
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incident wave + disturbance wave
-- -- -n---------icident wave
nz(x,y,ft)
n / x, y,t
ni (x, y, t): The unit normal vector of the incident wave surface at (x,y) at time t
n(x,y,t): The unit normal vector of the exact wave surface at (x,y) at time t
g, (x,y,t): The incident wave elevation from z=O plane at (x,y) at time t
gD (x,y,t): The disturbance wave elevation from gz,(x,y,t) at (x,y) at time t
Over the exact wave free-surface which is the sum of incident wave
disturbance waves,
F(x, y, z,t) = 0
where F(x, y,z, t) = z -g(x, y, t) -D(xy,t)
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and
The unit normal vector of the exact free-surface at (x,y) at time t, n(x,y,t), is
defined as follows.
- VF
n=
OF F F
ax' Oy' Dz)
VF|
D I
VFJ
(2.70)
- ;D 1)
Thus the unit normal vector of the exact wave surface at (x,y) at time t can be
obtained as follows.
n = (n,n 2 ,n3)
nl
n2
n3 =
1/2
+ D )2 +(Gl +g DY 2
(2.71)
1/2
)2 +
1
[ + ;D_ )2 + + ;D )2 + 1/2
The unit normal vector of incident wave surface at (x,y) at time t, n, (x, y, t), is
defined as follows.
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+ 2 gD ; + D
ni (, , ,
n,, [1/2
I2 +;j2 +
S12 1/2
I2 2
n 3 2 2 1/2
For a monochromatic incident wave propagating in x-direction, the spatial
derivative of the surface elevation with respect to y becomes zero.
; 1, = 0
Rewriting the unit normal vectors of the exact wave surface at (x,y) at time t,
n =(nln2 n 3)
nl
n 3 =
-I -;x
+ ;)2 +* })2 + 1112
1
+ )2 + )2 
+ 1]1/2
(2.73)
Rewriting the unit normal vectors of the incident wave surface at (x,y) at time t,
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(2.72)
ni =(n,,,n,, n 1 )
n - 1 = -g [1+ 0(5 2 )
g 22+1
n = 0
1
n
g3 + 1/
(2.74)
[1+ 0( 2)]
It follows from Eq. (2.69) that the horizontal component of the free-surface force
takes the form
FX-FS P D xds - pd D PI +Ddt S t) dt S t 8X
1D2 &2 aZ X
+ YD) + H.O.T.] ds
The horizontal component of the unit normal vector on the ambient wave is given
from the expression in Eq. (2.74). Substituting it in Eq. (2.75) and with errors of
O(d 2 ,d&2 ), it can be reduced to
FXFS =Pd f (D ax ';D ax I +(+D) ds
dt S aX 8XSE W(I)
(2.76)
It follows from Eq. (2.69) that the vertical component of the free-surface force
takes the form
FZ-FS J P DnZds P D a (,
S,(t) ES(t) az
1( I 92a 2 1
D 2 + D + H.O.T . ds - pg
(2.77)
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(2.75)
CDds
S (t)
The vertical component of the unit normal vector on the ambient wave is given
from the expression in Eq. (2.74). Substituting it in Eq. (2.77) and with errors of
0(&52), it can be reduced to
FZFSP d D D ds - pg f Dds
dt s a Z - s:SE () S(2.78)
L 8?D 4gD I D2 ds
s at at az azat
This order of magnitude analysis reveals that the free-surface contributions
are small compared to the body surface contributions addressed in previous
chapters. Again, the relative significance of those free-surface contributions on the
hydrodynamic force on floating bodies will depend on the ambient wave steepness
kA and the relative body dimension kd. In the weak-scatterer condition where the
kA and kd are defined as sufficiently small, the hydrodynamic force on floating
bodies will be dominated by the body surface contribution obtained by the
nonlinear Froude-Krylov force, the nonlinear disturbance force and the nonlinear
hydrostatic force. This will introduce a new way of modeling the hydrodynamic
force on floating bodies that is efficient and accurate.
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Chapter 3
Numerical Analysis and Results
3.1 A Quadrilateral Constant-Strength Source Panel
Element
A quadrilateral constant-strength source element is presently taken as the 3D Panel
element to represent the floating body boundary in order to model its
hydrodynamic interaction with surface waves. At each quadrilateral element the
singularity strength is uniformly distributed over each element. The strength of this
element is the primary unknown and a panel code using N elements can be
constructed to solve for those N constants based on the body boundary condition
presented in the previous and subsequent chapters.
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P(x, y, z)
0
z
(x4 , y',0)
Figure 3-1: A 3D Quadrilateral constant-strength source element
Let's consider a surface element with a constant-strength source distribution - per
area bounded by 4 lines. Given the four points denoted as (x1, y, 0).. ,(x 4, y4 , 0), the
velocity potential at a point P (x,y,z) due to this element is
as(O(x, yZ) 4z s(x -x)2 +(y -y,) 2 +z 2
(3.1)
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(x1 , y1, 0)
, y 3 ,0)
x
(8x ' ay ' az
The closed form solution of the velocity potential and velocity components in x,y
and z due to the quadrilateral constant-strength source element is taken from the Eq.
(10.89) and (10.95) from Katz [14].
When the point P is sufficiently far from the center of the element (xo,yo,0), the
quadrilateral source element of an area A can be approximated by an equivalent
point source and this will help to increase the computational efficiency and lower
the computational cost. When the point is far from the element, the velocity
potential can be approximated as follows.
(3.2)cp(x,y,z) = - y-A
47rV(x-_x"32+(y_ -y")2+ Z2
The velocity components can also be approximated as follows.
u(x, y, z) = CA(x-x) 3/2
41((x-x)2 +(y-y') 2 +z2
v(x, y, z) = A(y-y3/2
41((xx 0 )2+(y-y) 2 +z2
w(x, y, z) = uA(z -z) 3/2
4z ((xxC)2 +(y -y) 2 + z2
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(3.3)
To determine the range of distance over which this far-field approximation method
is applicable, a comparison of near- and far-field formulas has been studied in
terms of the induced velocities versus the distance from element in a vertical or
horizontal direction. The results are plotted below.
Quadrilateral
source element
r
a a
Figure 3-2: The vertical distance versus the applicability of far-field approximation
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Figure 3-3: Comparison between a quadrilateral source element and an equivalent
point source over the vertical distance r.
X
A ;P
Quadrilateral
source element
r
577 a0"
Figure 3-4: The horizontal distance versus the applicability of far-field
approximation
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Figure 3-5: Comparison between a quadrilateral source element and an equivalent
point source over the horizontal survey line in x direction.
As seen in the plots, an equivalent point source approximation is clearly
valid if the distance is more than approximately 1 panel diameter either in
horizontal or vertical direction. Out of this sensitivity study, the validity of a 3D
quadrilateral source element approximation with an equivalent point source has
been successfully demonstrated and is presently implemented into my panel code
that helps to minimize the computational cost significantly.
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As revealed in the above analysis, when the distance is less than 1 panel
diameter then an accurate evaluation of the influence due to the quadrilateral
source element is critical to the successful computation of velocity potential and
induced velocities. Particularly when the point of interest is located at the center of
the source element, to compute the velocity potential is numerically challenging.
To improve the computational efficiency by illuminating the numerical complexity
associated with the singularity, an alternative numerical treatment is suggested in
the present study.
.: Collocation Point,P(x, y, z)
Figure 3-6: Top view of a cylindrical body and numerical panel elements
surrounding the body surface (Simplified in terms of the number of panel
elements)
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The body boundary condition is imposed on field points on the exact body
surface, which is often referred to as collocation points. An accurate evaluation of
influence coefficients between source points and field points is required to
determine strengths of source panel-elements upon the body boundary condition.
The evaluation of influence coefficient becomes tricky when the field point is in
the proximity of or identical with the source point. To prevent a singularity in the
numerical computation, a source point is designed to be located a little off a field
point as illustrated in the figure below. This method enhances the computational
stability and provides an accurate solution.
Body Surface
/t
Panel Surface
(Quadrilateral Source Element)
Collocation Point,P(x, y, z)
Figure 3-7: The field point at the exact body surface, and the source point at the
panel element.
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3.2 Convergence Tests
Convergence tests were carried out by varying the number of panels on the body
surface under the waterline.
Figure 3-8: 90 Panels (uniform distribution)
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Figure 3-9: 216 Panels (uniform distribution)
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Figure 3-10: 384 Panels (uniform distribution)
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Figure 3-11: 972 Panels (uniform distribution)
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Using the nonlinear wave load model based on the Fluid Impulse Theory,
the simulation of a nonlinear diffraction problem is carried out by varying the
number of panels on the body surface under the waterline.
Force in Surge
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3.3 Computational Effort
The majority of the computational cost is dominated by the evaluation of the
transient Green function, which involves convolution integrals over time. In the
case of linear body- and free-surface problems, the body boundary condition is
imposed on numerical panel elements that are uniform over time. Thus in the linear
problem, the impulsive Green function influence coefficients need to be evaluated
only once and reused for every time step. In addition, the transient Green function
coefficients, the so-called memory contribution, can also be obtained in an efficient
manner. The number of Green function coefficients needed in the linear problem at
every time step is
N, x N,
where N, is the number of unknowns which is essentially the number of panels on
the body surface.
In the fully nonlinear problem where both the body motions and free surface
elevation have large amplitudes, however, the impulsive Green function needs to
be computed at every single time step and the transient Green function coefficients
can no longer reuse the special variables from prior time steps. The number of
Green function coefficients that need to be computed at every time step is
NP x N, x (N,+ 1)
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where N, is the number of unknowns which is essentially the number of panels on
the body surface; N,, is the current time step.
The total number of computations of Green function coefficients needed during the
entire N, time-steps simulation is:
N, xN, x N, + N, x (Nt, + 1)
where N, is the number of unknowns which is essentially the number of panels on
body surface; N, is the total number of time steps used.
For the fully nonlinear interaction problem, therefore, the order of magnitude of
the total computational effort can be estimated as
o r N 2 xN, 2
2
The computational effort on MATLAB in terms of CPU time is addressed by
varying the number of panels on the body surface.
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Number of panels Total CPU time Average CPU time
(hours) per a time step (min.)
Case1 972 ~15.0 ~18
Case2 384 ~4.0 ~4.8
Table 3-1: The computational effort on MATLAB in terms of CPU time for
different number of panels
3.4 Radiation Problem in a Surge-Only Oscillation
The floating wind turbine will be based on a cylindrical platform that is vertically
slender. In order to analyze the hydrodynamic memory effect associated with a
vertically slender cylindrical buoy, a simple surge-only harmonic oscillation is
simulated and presented as a test case in the present chapter. This is a simple
radiation problem in a calm water surface with no incident wave potential existent.
It is expected that the memory component effect will be small compared to the
impulsive component because of the vertical slenderness of the body which will
lead to simplified equations of motion in the subsequent chapter.
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A(t)=A sinwt
V
Figure 3-13: Test case - A surge-only forced harmonic oscillation
(Radius=2m; Draft=Om; A=lm)
The exact nonlinear hydrodynamic force on a body is defined by integration of the
nonlinear Bernoulli pressure over the body's wetted surface s, t> at each time step.
(3.4)SBtf=-p + V V()p+gZ ndS
siv> 8t2
By taking the hydrodynamic force from the body-impulse contribution as
presented in Chapter 2, the nonlinear wave load on a floating body is obtained by
F(t)=-p= ) pnds-p- f pnds-pg f Znds
dt sBIu> dt s, u> 1)
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(3.5)
where 9D is obtained by the time-domain 3D potential-flow simulation based on a
transient free-surface Green-function method; S (t) is the instantaneous
surface under the ambient wave.
15 Radiation Force in Surge
Fluid-Impulse-Theory
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Figure 3-14: The hydrodynamic force in surge (test case: w=1.0 rad/sec)
The added mass and wave damping is obtained from the magnitude and phase of
hydrodynamic force acting on the body.
F,(t) = -A, Q)-B,4t) (3.6)
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body
where
F(t)= Re Fei'ot
( Re eite''
F I[o2Al -icoB]II
Since it's a forced oscillation of unit amplitude,
-h =1
The phase of the force is defined as follows.
|F |= 2 A1 -ioB
Ba (3.7)
B m= tan- 
" api o
By comparing the added mass and wave damping obtained by this method with
those obtained from WAMIT, the numerical implementation of the three-
dimensional source element method has been validated as shown below.
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Figure 3-15: Added mass in surge, (w) compared with WAMIT
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Figure 3 -16: Wave damping in surge, B,,(co) compared with WAMIT
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3.5 Radiation Problem in a Heave-Only Oscillation
A heave-only forced harmonic oscillation is simulated and presented as a test case
in this chapter. This is a simple radiation problem in calm water with no incident
wave potential present.
A(t)=A sinwt
V
Figure 3-17: Test case - A heave-only forced harmonic oscillation
(Radius=2m; Draft= 1 Om; A= 1 m)
F(t) = -p ( nds- p fpjnds-pg ( Znds
s,(t) sB(t) sI(t)
where pD is obtained by the time-domain 3D potential-flow simulation based on a
transient free-surface Green-function method; s8 () is the instantaneous
surface under the ambient wave.
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Figure 3-18: Added mass in heave, A3,(w) compared with WAMIT
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3.6 Diffraction Problem in a Monochromatic Incident
Wave
W,A
Figure 3-19: Test case - Diffraction problem in a monochromatic incident wave
(Radius=2m; Draft=Om; A=lm)
F(t) = -p -f pnds-p - finds-pg j Znds
dt s<>dt s s]
where PD is obtained by the time-domain 3D potential-flow simulation based on a
transient free-surface Green-function method; S' (t) is the instantaneous body
surface under the ambient wave.
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Figure 3-20: Wave exciting force in surge, X (co) compared with WAMIT
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3.7 Diffraction Problem in a Nonlinear Large
Amplitude Incident Wave
Based on the numerical treatment of the nonlinear free-surface condition and the
Weak-Scatterer hypothesis, all of which are addressed in Chapter 2, a nonlinear
large amplitude wave-body interaction problem is simulated to obtain the
disturbance velocity potential and the disturbance free-surface elevation which by
definition satisfies the linear free-surface condition on the incident wave free-
surface at z= 4(t) . The numerical scheme has been partially vectorized and
optimized to provide accurate solutions in an efficient manner from the
computational perspective. Case simulations are presented for a fixed body in large
amplitude incident waves defined as a nonlinear diffraction problem. It is also
compared with the linear wave analysis method which is based on the linear free-
surface conditions on the z=O plane for unit wave amplitude.
F(t)=- (= ,nds-p- %ds-pg J Znds (3.8)
SB(t) S'(t)
where pD is obtained by the time-domain 3D potential-flow simulation based on a
transient free-surface Green-function method; S,'(t) is the instantaneous body
surface under the ambient wave.
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Figure 3-21: Case simulations for a fixed body in large amplitude incident waves
(nonlinear diffraction problem)
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Figure 3-22: Case simulation for a fixed body in large amplitude incident waves
(nonlinear diffraction problem)
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3.8 Weak-Scatterer Condition Study
As addressed in the order-of-magnitude analysis in section 2.6, the free-surface
contributions are small compared to the body-surface contributions. Again, the
relative significance of those free-surface contributions on the hydrodynamic force
on floating bodies will depend on the ambient wave steepness kA and the relative
body dimension kd.
In the weak-scatterer condition where the kA and kd are defined as
sufficiently small, the hydrodynamic force on floating bodies will be dominated by
the body surface contribution obtained by the nonlinear Froude-Krylov force, the
nonlinear disturbance force and the nonlinear hydrostatic force. This will introduce
a new way of modeling the hydrodynamic force on floating bodies that is efficient
and accurate.
Under the weak-scatterer condition, the hydrodynamic force on a floating
body is obtained by taking the time rate of change of the impulse of velocity
potential around the body. The total fluid force on the body takes the form
-p ( 9,nds-+ P(nds pg < Znds (3.9)
dts,(t ) dts, (t ) St (t )
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where 9D is obtained by the time-domain 3D potential-flow simulation based on a
transient free-surface Green-function method; S'(t) is the instantaneous body
surface under the ambient wave.
Recalling the derivation presented in Chapter 2, the horizontal and vertical free-
surface impulse force in the x and z directions respectively take the form
FX-FS D a I D)ds
dtS( 8)Lax ax
F FE D +a 4 1  a( a 2 9  
(3 .1 0 )
ZFSPDLIaD 4 D j ds
s (t) .a8t at az azat
For the purpose of differentiating those two distinct forces during the
following weak-scatterer condition study, the approximate force under the weak-
scatterer condition in Eq. (3.9) is referred to as the 'Weak-Scatter Force', the free
surface force in Eq. (3.10) is referred to as the 'Residual Force', and the exact total
force which is defined by the sum of those two forces is referred to as the 'Total
Force'.
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3.8.1 Case Studies for Wave Steepness (kA) and Body
Dimension (kd)
The nonlinear wave-body interaction simulation is carried out to demonstrate the
relative significance of the free-surface impulse from the body surface impulse for
various wave conditions in terms of wave steepness kA 's and the body dimensions
kd 's.
2 0 Force in Surge
-&-Total Force (Wea Scatter + Residual Force)
0.51
-11 5 10 1520 25
Time[sec]
Figure 3-23: Nonlinear diffraction force in surge for an incident wave
(kA=o.1; kd=o.1)
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Figure 3-24: Nonlinear diffraction force in surge for an incident wave (kA =0.15; kd =0.1)
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Figure 3-25: Nonlinear diffraction force in surge for an incident wave (kA =0.2; kd =0.1)
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Figure 3-26: Nonlinear diffraction force in surge for an incident wave (kA =0.225; kd =o. 1)
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Figure 3-27: Nonlinear diffraction force in surge for an incident wave (kA =0.05; kd =0.4)
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Figure 3-28: Nonlinear diffraction force in surge for an incident wave (kA =0.15; kd =0.4)
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Figure 3-29: Nonlinear diffraction force in surge for an incident wave (kA =0.25; kd =0.4)
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Figure 3-30: Nonlinear diffraction force in surge for an incident wave (kA =0.3 5; kd=0.4)
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Figure 3-3 1: Nonlinear diffraction force in surge for an incident wave (kA =0.05; kd 0o.9)
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Figure 3-32: Nonlinear diffraction force in surge for an incident wave (kA =0. 15; kd =o.9)
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Figure 3-33: Nonlinear diffraction force in surge for an incident wave (kA =0.25; kd =0.9)
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Figure 3-34: Nonlinear diffraction force in surge for an incident wave
(kA=0.35; kd=0.9)
(0 Weak-Scatter Force; A Total Force)
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3.8.2 Global Study for Weak-Scatterer Condition
The weak-scatterer condition has been explored over a wide range of wave
steepnesses, kA 's, and the relative body dimensions, kd 's. The mean error is
defined by the mean value of the fractional difference from the Total Force as
follows.
e f g(t)- f(t) dt T (3.11)
where e is the mean error between the Weak-Scatter Force and the Total Force;
g(t) is the Weak-Scatter Force; f(t) is the Total Force
The mean value of the fractional difference from the Total Force is a good
indicator for the accuracy of the weak-scatterer condition in a nonlinear wave-body
interaction problem. A small fractional error indicates that the body-impulse
contribution dominates the wave force on the body, whereas a larger fractional
error indicates that the free-surface contribution may need to be taken into account
in the wave force calculation.
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Figure 3-35: Mean error e between the Weak-Scatter Force and the Total Force in a nonlinear
diffraction problem over various wave conditions ( kA , kd)
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3.9 Time-Domain Simulation of Floating Wind
Turbines for Extreme Wave Events
3.9.1 Numerical Time Marching of Equations of Motion
The time integration of equations of motion in the time domain requires an
accurate, efficient and robust time-marching scheme to obtain the system response
at each time step. It can be carried out by a variety of standard schemes including
Euler's method, Runge-Kutta methods, multi-step predictor corrector methods of
the Adams type etc. Because of its robustness to the time step uniformity, Runge-
Kutta methods have been taken as the time marching scheme for the present work.
Runge-Kutta methods achieve the accuracy of a Taylor series approach without
requiring the calculation of higher derivatives. Many variations exist but all can be
cast in the generalized form as follows.
yi, = yi + S(xi_, yi, ,h)h
where S is an increment function, which can be interpreted as a representative
slope over the interval.
The increment function can be written in general form as follows:
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S = a~k, +a2k2 +...+ak,
where the a 's are constants and the k 's are
k, = f(x,, y,)
k2 = f (xi + p1h, y, +q 1kh)
k = f(x, + P2h, y, + q21kh + q22k 2h)
k, = f (x, + p, _h, y +q,_ 11kh + q 1, 2k 2h+ ... + q _1 k,n-1 h)
where the p 's and q 's are constants. The k 's are recurrence relationships. That is,
k, appears in the equation for k2 , which appears in the equation for k3 , and so forth.
Various types of Runge-Kutta methods can be devised by employing
different numbers of terms in the increment function as specified by n. The first
order Runge-Kutta method with n=1 is in fact Euler's method. Once n is chosen,
values for the a's and p's and q's are evaluated properly and used to compute the
increment function thereafter.
In a nonlinear wave-body hydrodynamic interaction problem in the time
domain, the computation of wave force on the body involves convolution integrals
which are imposing a significant computational cost. For this, it is not desired to
use too small a time step size or a higher order method. In our experience from
numerous test simulations, second order method is sufficient and a higher order
method is offset by the additional computational effort and complexity.
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The second order Runge-Kutta method is adopted as the time marching
scheme in the present analysis and simulation. It is actually equivalent to Heun's
Method with a single corrector (a2=1/2). With a2 assumed to be '/2, it yields
y=+1 ( k,+-k2)h (3.12)2 2
where
k, =f(x,-, y,)
k2 =f(xi +h,y, +k h)
For a free motion response simulation in a fully nonlinear hydrodynamic
wave-body interaction problem, the wave forces on the floating body are implicitly
coupled with the time history of body boundary conditions. In other words, the
external force on the right hand side of the equations of motion is a function of its
solutions. Numerical errors on the discrete time derivative of the fluid impulse,
which may get amplified and grow over time. A very small time-step size may
resolve this problem but it's not desired because of the computational burden,
which primarily arises from the evaluation of memory effects. The present work
adopts a curve-fitting approach to smooth the impulse of the velocity potential over
a certain time period. A polynomial curve fitting is employed at each time step to
fit the velocity-potential-impulse data-points over the five prior time-steps
backward from the current time-step.
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The floater is stationary with zero initial conditions to minimize the transient
responses for the early time period in particular.
((t) - 0
S(t) =0, at t=O
(t)= 0
The initial transients are found to produce a large oscillatory hydrodynamic force
over the initial time period, which dies down thereafter. These oscillations may be
reduced by a ramp function used for the incident wave potential over the initial
time period which is equivalent to introducing the incident ambient wave gradually
in the fluid domain. The long-term steady state result however may not be
influenced by this ramp function regardless of its type and application time-period.
The incident ambient wave field is started from a state of rest at t=0 and is ramped
up to the fully developed state as follows.
(1- exp(a')) () 
, for t<T (3.13)
9 1(x, y, z, t) = (1-exp(at))- p, (x, y, z, t)
where (1- exp(at)) is a ramp function with a = log(0.02)/ T.
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3.9.2 Transient Response to Initial Conditions
With the computational ability to evaluate the hydrodynamic forces for large
amplitude waves and large amplitude body motions in the time domain, the
dynamic responses of motions and line tensions can be obtained by a direct
integration of equations of motion as presented in the previous chapter.
To validate the numerical scheme and solver, the transient response
simulation is performed by releasing the floating wind turbine from rest with a
given initial displacement in 0.
As a test, a separate simulation was performed, referred to as 'Linear Body'.
As opposed to the fully nonlinear simulation which allows the underwater body
geometry to change as the body moves, the Linear Body method takes a linear free
surface condition at mean surface at z=0 and a linear body boundary condition at
mean position of the body at x=O. That is, the numerical body geometry remains
uniform over time and the body boundary condition is applied on this stationary
body panels.
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Figure 3-36: Initial condition response for floating wind turbine released from rest
with an initial displacement. (- Linear Body; .---- Nonlinear Body)
The results are indistinguishable. The difference in amplitudes is small
overall. However it is interesting to note that the oscillation periods of the
nonlinear method are a bit shorter than the linear method's results. This is caused
by the competing effects of the increases in added mass and buoyancy force due to
large motions in time. A large motion in heave yields larger added masses over
time and it increases the oscillation period. It, however, yields larger buoyancy
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forces (hydrostatic restoring), which tend to decrease the period of oscillation.
Since the effect from the increase in restoring forces is greater in this case, the
decrease in natural period is observed. This reveals the importance of nonlinear
body geometry effects.
3.9.3 Large-Amplitude Wave Loads Response
Simulations are carried out for a large amplitude wave to address the
nonlinear hydrodynamic forces and the resultant nonlinear dynamic responses of
floater motions, tether tensions and anchor loads. Case runs are carried out for
three different incident waves: wave amplitudes A of 1m, 6m and 10m with a
frequency of 0.5 rad/sec.
In contrast, I have also included the strip theory predictions which are
obtained by the linear equations of motion and the GI-Taylor approximation
method as presented in section 2.6
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(Solid line: Nonlinear analysis; Dashed line: Linear analysis)
Figure 3-37: Incident wave elevation (4,) from the mean waterline; Motion in
surge (gi); Motion in heave (gs) for incident wave of A=1m and w=0.5 rad/sec.
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Figure 3-38: Incident wave elevation (g,) from the mean waterline; Tension of
line#1 (T;*); Tension of line#2 (T2) for incident wave of A=lm and w=0.5 rad/sec.
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(Solid line: Nonlinear analysis; Dashed line: Linear analysis)
Figure 3-39: Incident wave elevation (g,) from the mean waterline; Horizontal
load on anchor; Vertical pull-out load on anchor; Net moment in pitch on anchor
for incident wave of A=lm and w=0.5 rad/sec.
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(Solid line: Nonlinear analysis; Dashed line: Linear analysis)
Figure 3-40: Incident wave elevation (4,) from the mean waterline; Motion in
surge (c,); Motion in heave ( ) for incident wave of A=6m and w=0.5 rad/sec.
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Figure 3-41: Incident wave elevation (;,) from the mean waterline; Tension of
line#1 (7;*); Tension of line#2 (T2) for incident wave of A=6m and w=0.5 rad/sec.
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Figure 3-42: Incident wave elevation (,) from the mean waterline; Horizontal
load on anchor; Vertical pull-out load on anchor; Net moment in pitch on anchor
for incident wave of A=6m and w=0.5 rad/sec.
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Figure 3-43: Incident wave elevation (g,) from the mean waterline; Motion in
surge (g,); Motion in heave (43) for incident wave of A= 1 Om and w=O. 5 rad/sec.
128
Heave Motion
80 85 90
Incident Wave Elevation
.- -. - .
55 60
-. ... -. ...-. ...-. ...------
. ... . . . . . . . .. . . . . . .
6570 75
Line Tension #1
E
50
80 85
Line Tension #2
C
12
Time [sec]
Figure 3-44: Incident wave elevation (g,) from the mean waterline; Tension of
line# 1 (7;*); Tension of line#2 ( T2 ) for incident wave of A=10 m and w=0. 5 rad/sec.
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Figure 3-45: Incident wave elevation (g,) from the mean waterline; Horizontal
load on anchor; Vertical pull-out load on anchor; Net moment in pitch on anchor
for incident wave of A=Om and w=O.5 rad/sec.
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3.10 Power Spectral Density Analysis of Nonlinear
Wave Loads in Irregular Seas
In steep and large-amplitude waves, nonlinear wave loads have a significant high-
frequency impact on floating structures. This creates ringing loads (Sclavounos
[38] and Faltinsen, Newman & Vinje [11]), which may excite the floating wind
turbine structure over a range of high frequencies. Since the natural frequency of
the wind turbine tower falls around 1.5 rad/sec, this ringing load may have a
substantial effect on the fatigue life of the tower and tethers, and thus lead to a
system failure.
Most of the structural fatigue analysis and design are based on the frequency
domain. The correct representation of the cyclic loading in the frequency domain is
an essential component that affects the entire fatigue modeling and analysis.
Power spectral density (PSD) analysis is a useful tool that characterizes the
distribution in the frequency domain of the power of x[n], a sequence of random
variables defined for every integer n where n is the time index in this work.
Regarding the fundamental principles of PSD, PSD is defined as a Fourier
transform of the auto-correlation function c(m) of the signal. For a finite length
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real-value signal x[n], n=O, 1, ... , L-1, an estimator for the autocorrelation
sequence is
1 L-ind
c,,(m)=- L x[n]x[n +|ml] (3.14)
L 
_=
where ,.| <L.
As an estimate of PSD, the periodogram method is employed and it takes the
Fourier transform of the biased autocorrelation estimate, cxx(m) as follows.
L-1
ILw) cnjm)e-" (3.15)
m=-(L -1)
The Fourier transform can be obtained by using the fast Fourier transform
(FFT), an algorithm that enables a faster computation of discrete Fourier transform
(DFT) for the sequences of length n= 2', where k is an integer. In this work,
MATLAB provides PSD estimation functions ([34]) based on the FFT scheme,
which includes PSD estimation schemes with a windowing-method and a samples-
averaging method.
A power spectral density of the wave elevation S,' is defined by the ITTC
(Bretschneider) sea spectrum, given a sea state (Hs , Tm):
S; (w)= H., 0-1 wT, -exp -0.44. wT' (3.16)
2r 2z 21r
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where H, is the significant wave height defined as the mean of the 1/3 highest
waves; T, is the mean wave period in the wave record represented by the above
spectral density.
The corresponding time signals of the wave elevation and the ambient wave
velocity potential in deep water are obtained as follows.
g(x, t) = Re A exp(-iknx + iwnt + pn)
(3. I7)
#,(x,z,t)= Re " exp(kz -iknx+iwnt{ n=1 Wn + in)
where the An =2 -S,(w ).Awn; y is independent random phase, uniformly
distributed [-rr,rc]; Aw is set to be constant, Aw, at each frequency band wn.
A nonlinear diffraction problem is simulated for these irregular waves
defined by the wave spectra. The nonlinear wave load Hydo(t) is obtained by the
Fluid Impulse Theory, which contains a nonlinear Froude-Krylov
nonlinear disturbance force and a nonlinear hydrostatic force as presented in
section 2.7.
PH t=-p- (),ns-ponds -p )Zns
SLSt )S(t ) S, (t)
(3.18)
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force, a
where 4pD is obtained by the time-domain 3D potential-flow simulation based on a
transient free-surface Green-function method; S (t) is the instantaneous body
surface under the ambient wave.
The nonlinear equations of motion of the floating wind turbine are re-
formulated as follows.
(M + A, I(t))l [-sino(t) . (t)2 + COs 0(t)- N(t) + B,11 (1 Cos 6(t)0(t)) (1 Cos 0(t)$(t))
=PFo (t) -e - T2(t)sinO(t) - T* (t) sin 0(t)
(M + A33 )l [- COs 0(t). (t)2 - sin 0(t)- N(t)] + B,33 (-1 sin 0(t)$(t)) (-l sin 0(t)e(t))
=HDYdo (t) - 77, (t) Cos 0(t) - I7 (t) Cos 0(t) - W3
(MZCG+ A11 (t)ZCB (t))l [-sin0(t) . (t)2 + cos 0(t) -N(t)] + +B, 1ZCB (t)(l COS (t$t)) (1 COS 0(o)(t))
= JDIF 2 2(t) Cos (t)+ (t) fC o
o HyI 2(t) f co VQo+ ) 6(t)
(3.19)
where A1 (t) is the time-varying impulsive added-mass in surge; ZcB(t) is the time-
varying center of buoyancy where FO'B = (0'0 ZCB (t))-
In a large-amplitude nonlinear wave event, the impulsive added-mass in surge
A 1(t) and the center of buoyancy ZCB(t) are varying over time depending on the
ambient wave elevation at each time step. With this nonlinear wave load model
and equations of motion applied to irregular waves, the nonlinear diffraction force
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and the tether tension response are obtained in the time domain and studied in the
frequency domain with a spectral analysis.
For a validation study, the linear-analysis method is employed to evaluate
power spectral densities of the linear wave load and the tether tension. The linear
wave exciting force is obtained from a linear wave theory and the tether tension is
obtained by using the transfer function from linear equations of motion of the
floating wind turbine as presented in Chapter 2.
Time signals of the linear wave exciting force X(t) and the tether tension T(t)
are obtained as follows.
X,(t)= ReL An -XI(wn) -exp(iwnt + irp)
X 5(t)= Re A, - X 5 (wn) -exp(iwnt + ip)
T (t) =Re{ I An -Ti(w ) -exp(iwnt +i~n)}
T2(t)=Re IAn -T2 (Wn)'-exp(iwnt+ irpn)
(3.20)
where X1 (w,) is the wave exciting force computed by WAMIT for the frequency
w,; T (wn) is the transfer function of the tether tension for the frequency w, ;where
the An = 2-S;(wn). Awn ; pn is independent random phase, uniformly distributed
[-rr,r]; Aw is set to be constant, Aw, at each frequency band wn.
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Power spectral densities of the linear wave exciting force and the tether
tension are obtained as follows.
2
(3.21)
2
STj(w,,)z T (wJ I) *S2 (wJ)
The simulation is carried out for irregular waves of significant wave height
H, of 6.0 m and mean wave period T of 11.6 sec.
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Figure 3-46: The power spectral density of wave exciting force in surge (FHydro)
for irregular waves of H, = 6.0 m and T, = 11.6 sec.
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Figure 3-47: The power spectral density of tether tension#2 T, (t) for irregular
waves of H, = 6.0 m and Tm = 11.6 sec.
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Figure 3-48: The power spectral density of tether tension#1 1,(t) for irregular
waves of H, = 6.0 m and T. = 11.6 sec.
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For the analysis of the ringing wave load, an additional set of figures over a
high-frequency band is attached as follows.
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Figure 3-49: The power spectral density of wave exciting force in surge (Fydro)
for irregular waves of H, = 6.0 m and T,, = 11.6 sec.
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Figure 3-50: The power spectral density of tether tension#2 T, (t) for irregular
waves of H, = 6.0 m and T, = 11.6 sec.
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Figure 3-51: The power spectral density of tether tension# 1 7 (t) for irregular
waves of H, = 6.0 m and T = 11.6 sec.
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The simulation is carried out for irregular waves of significant wave height
H, of 10.0 m and mean wave period T. of 13.6 sec.
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Figure 3-52: The power spectral density of wave exciting force in surge (Fydr ) for
irregular waves of H, = 10.0 m and T, = 13.6 sec.
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Figure 3-53: The power spectral density of tether tension#2 T2(t) for irregular
waves of H, = 10.0 m and T = 13.6 sec.
143
S1011
N
N
N
N,
N
N
N
\ \
N
N
11 ---
PSD of line tension#1
Nonlinear Analysis (Time-Domain)
--- Linear Analysis (Frequency-Domain)
N
N
I I I I ~1--- -- 4------ 4-
0 &2 04 0.6 0.8 1
w [rad/sec]
1.2 1.4 1.6 1.8 2
( - : Linear analysis; - - -: Nonlinear analysis)
Figure 3-54: The power spectral density of tether tension#l 7(t) for irregular
waves of H = 10.0 m andT =13.6 sec.
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For the analysis of the ringing wave load, an additional set of figures over a
high-frequency band is attached as follows.
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( -: Linear analysis; - - -: Nonlinear analysis)
Figure 3-55: The power spectral density of wave exciting force in surge (Fvdr, ) for
irregular waves of Hs = 10.0 m and Tm = 13.6 sec.
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Figure 3-5 6: The power spectral density of tether tension#2 T2 (t) for irregular
waves of H, = 10.0 m and T, = 13.6 sec.
146
O 101010 r-
8
7
6
3
2
1
(14
z
1.1 1.2 1.3 1.4 1t5
w [rad/sec]
1.6 1.7 1,8 1.9 2
PSD of line tension#1
-- -Nonlinear Analysis (Time-Domain)
Linear Analysis (Frequency-Domain)
N
I I I
11 12 1.3 14 16
w [rad/sec]
...... . I I I I
1 6 1.7 1.8 1.9 2
( - : Linear analysis; - - -: Nonlinear analysis)
Figure 3-57: The power spectral density of tether tension#1 7;(t) for irregular
waves of H, = 10.0 m and T = 13.6 sec.
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Chapter 4
Discussion
A three-dimensional time-domain potential-flow solver has been developed for
simulations of nonlinear wave-body interactions based on a transient free-surface
Green-function method and the Weak Scatterer Hypothesis. This thesis presents
the nonlinear wave load model based on the Fluid Impulse Theory (FIT) under a
weak-scatterer free-surface condition. The nonlinear wave load has been addressed
and employed in the time domain simulation of the floating wind turbine as two
applications of the present research: an analysis of the extreme wave-load response
of the floating wind turbine for steep large-amplitude waves, and an analysis of the
ringing wave-load response for irregular seas using a power spectral density
analysis method.
Based on the FIT, the fluid force on a floating body is driven by two distinct
components: the body-surface impulse and the free-surface impulse. The order of
magnitude analysis reveals that the contribution from the free-surface impulse is
negligible compared to the body-surface impulse. The nonlinear wave-body
interaction simulation, which is based on a transient free-surface Green-function
method, is carried out to demonstrate the relative significance of the free-surface
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impulse from the body-surface impulse for various wave conditions in terms of
wave steepness kA 's and the body dimensions kd's. We find the following results:
the mean fractional error e is in the range of 0.03 and 0.06 for the wave steepness
kA of around 0.1; the mean error e is in the range of 0.06 and 0.12 for the wave
steepness kA of around 0.2; and the mean error e is in the range of 0.1 and 0.2 for
the wave steepness kA of around 0.3. The wave steepness of the most extreme
wave may be up to ~0.4. This study reveals that the body-surface impulse
dominates the wave loads on floating bodies in a leading order and justifies the
simpler form of the FIT, which leads us to an efficient and robust nonlinear wave
load model.
With this new nonlinear wave-load model based on the FIT, nonlinear
response simulations of the floating wind turbine were performed for several
extreme waves. The large-amplitude waves and large-amplitude body motions are
the primary source of the nonlinearity on the wave loads and the resultant tether-
tensions. The present nonlinear wave load model takes the instantaneous wetted
surface of the body into the wave load formulation, which essentially accounts for
the time-varying added mass. In other words, this model accounts for the time-
varying inertial property of a floating body in extreme waves. In addition, large
body motions create a significant nonlinearity on the wave load. The nonlinearity
in wave loads is transmitted to the tether tensions and therefore to the anchor loads
as well. The comparison with the linear analysis, based on linear wave theory and
linear dynamics theory, shows that the linear analysis underestimates the peak
values of the tether tension and thus the anchor's pull-out load in particular.
However, the performance of the linear analysis was relatively good at predicting
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the motion responses and also the leading order values of the tether tensions and
the anchor loads.
In the sample simulation for a unidirectional ambient wave of 6 m in
amplitude, 0.5 rad/sec in frequency and 0.15 in wave steepness kA, the linear
analysis method underestimates the amplitude of the tether's tension #1 and
tension #2 by 20 metric tons and 40 metric tons, respectively. The linear analysis
method underestimates the net pitch moment on the anchor by 1200 metric tons -m.
The vertical pull-out load on the anchor is dominated by the wave load in heave,
and the difference between the results from the linear analysis and nonlinear
analysis is relatively small.
In the sample simulation for a unidirectional ambient wave of 10 m in
amplitude, 0.5 rad/sec in frequency and 0.25 in wave steepness kA, the results from
the nonlinear analysis deviate more severely from the results from the linear
analysis, which appear in the form of harmonic oscillations. The linear analysis
method underestimates the amplitude of the tether's tension #1 and tension #2 by
70 metric-tons and 130 metric-tons, respectively. The linear analysis method
underestimates the net pitch moment on the anchor by 2500 metric tons -m. In the
vertical pull-out load on the anchor, the results from the nonlinear analysis severely
deviate as well from the results from the linear analysis, but the difference between
the results from the linear analysis and nonlinear analysis is relatively small in
terms of the peak value of the load.
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Separately, nonlinear wave loads in irregular seas were simulated in the
time-domain and analyzed in the frequency-domain by a power-spectral-density
analysis method. The tether-tension's response due to the nonlinear wave loads on
the floating wind turbine was obtained as well and represented in terms of a power-
spectral-density. By comparison with the linear wave theory, the spectral energy
distribution of the nonlinear wave loads was successfully identified.
Sample simulations were run for the following irregular sea states: 6 m in
significant wave height H, and 12 sec in mean wave period T.; and 10 m in
significant wave height H, and 13 sec in mean wave period T. The use of the
present nonlinear wave-load model successfully estimates the power spectral
densities of nonlinear wave loads and tether tensions. We find through the power
spectral density analysis that nonlinear wave loads are distributed over a broad
range of frequencies and so are the nonlinear loads on tether tensions. The
nonlinear wave loads spectrum exceeds the linear analysis results by around 20 %
at low frequencies, which are in the regime of extreme wave-loads, and by 200-
300 % or even higher at high frequencies, which are in the regime of ringing wave-
loads. By using the present wave load model, we can estimate the nonlinear ringing
wave-loads, which are not correctly captured by the linear analysis and yet are
critical to the fatigue analysis of the wind-turbine tower and blades, and the tether
tensions of the offshore floating wind turbine.
Suggestions for future research topics are as follows. In the usage of the
free-surface stretching method, the numerical body-surface was generated at each
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time step by varying the draft of the buoy in a numerical stretched domain. For
extremely steep waves or for non-slender floating bodies, however, the exact
mapping of the underwater body-surface into a numerical domain may be required,
and investigating this effect would be needed. The validation of nonlinear
responses of the floating wind turbine through model testing or full-scaled
experiments would be useful. In such a validation study the viscous forces on the
floater need to be added as Morrison like terms functions of the relative wave and
body kinematics. As another application of the present wave-load model based on
the Fluid Impulse Theory, sea-keeping problems of ships in extreme wave
conditions can be studied further to confirm the applicability of the Fluid Impulse
Theory in a wide range of problems in ocean engineering.
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Appendix A: Specification of MIT TLP-Based
Floating Wind Turbine
Sea Condition Water depth [m] 100.0
Sea state, Hs [m] 6/10
Wind Turbine Model 3MW turbine
(Nominal model)
Hub height from the tower bottom [m] 50.0
Center of gravity in z-axis from the tower bottom [m] 31.8
Mass [tons] 393.3
Transition Piece Radius [m] 2.1
Total Vertical Length [m] 25.0
Arm Length [m] 15.0
Mass [tons] 271.0
Floating Buoy Radius [m] 4.2
Draft [m] 30.0
Displacement [tons] 1725.0
Steel thickness [m] 0.035
Number of ring stiffeners 6
Mass [tons] 268.0
Mooring Lines Mooring type TLP
Number of mooring sides 3
Number of mooring layers 1
Ap [deg] 90.0
Pretension per line [tons] 262.0
EA per line [N] 600E06
L [m] 17.0
Rf [m] 15.0
Mass [tons] 4.4
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Appendix B: Averaged Samples for the Power
Spectral Density
B.1 Sea state 1 (Hs = 1m)
For a validation study, the simulation is carried out for a cylindrical buoy (2 m in
radius; 10 m in draft) for irregular waves of significant wave height H, of 1.0 m
and mean wave period T, of 13.6 sec.
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Figure B-1: Power spectral density of wave exciting force in surge (Fvdro, ) for
irregular waves of H, = 1.0 m and T, = 13.6 sec.
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B.2 Sea state 2 (Hs = 6m)
The simulation is carried out for irregular waves of significant wave height
H, of 6.0 m and mean wave period T, of 11.6 sec. Each sample corresponds to a
wave elevation signal g(x, t) and an ambient wave velocity potential # (x, z, t)
created by a different set of random phases p, uniformly distributed [-rr,rc] for
A 2- S(w,) -Aw, as follows:
g(x, t) = Re An exp(-iknx + iwnt + io)
#, (x, z,t ) = Re I exp(knz - iknx + iwt +i(n)
where the A, = 2-S (wa)- Aw, ; y,, is independent random phase, uniformly
distributed [-rr,r]; Awn is set to be constant, Aw, at each frequency band wn.
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Figure B-2: The power spectral density of wave exciting force in surge (Fd) for
irregular waves of H = 6.0 m and T = 11.6 sec.
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Figure B-3: The power spectral density of wave exciting force in surge (Fdr ) for
irregular waves of H, = 6.0 m and T = 11.6 sec.
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Figure B-4: The power spectral density of tether tension#2 T() for irregular waves
of H = 6.0 m and T = 11.6 sec.
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Figure B-5: The power spectral density of tether tension#2 T () for irregular waves
of H = 6.0 m and T, = 11.6 sec.
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Figure B-6: The power spectral density of tether tension# 1 1 ( for irregular waves
of H = 6.0 m and T = 11.6 sec.
160
Nonlinear Analysis - Sample#1
- -Nonlinear Analysis - Sample#2
Nonlinear Analysis - Sample#3
--- Nonlinear Analysis - Sample#4
Nonlinear Analysis - Sample#5
Nonlinear Analysis - Sample#6
---- Linear Analysis (Frequency-Domain)
z
c6-
PSD of line tension#1
Nonlinear Analysis - 1-Sample Averaged
-Nonlinear Analysis - 2-Samples Averaged
--- Nonlinear Analysis - 3-Samples Averaged
--- Nonlinear Analysis - 4-Samples Averaged
Nonlinear Analysis - 5-Samples Averaged
Nonlinear Analysis - 6-Samples Averaged
-Linear Analysis (Frequency-Domain)
14
12 F
10
'V
0 0w2 04 0r 08 1
w [rad/sec] 1.2 1 4 1.6 1.8 2
(six averaged-samples)
Figure B-7: The power spectral density of tether tension# 1 1 () for irregular waves
of H = 6.0 m and T = 11.6 sec.
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B.3 Sea state 3 (Hs = 10m)
The simulation is carried out for irregular waves of significant wave height
H, of 10.0 m and mean wave period Tk of 13.6 sec. Each sample corresponds to a
wave elevation signal g() and an ambient wave velocity potential #(Q Q )
created by a different set of random phases (p uniformly distributed [-rr,rc] for
41= 2-Ig( )-A] as follows:
g(Q = Re I 2exp(-47i+Dflt @1 )
#e(Q QQ Re exp(Q E- DQ C+ LE]EI- OE)
where the 4= 2. 4 (E) A E ; pois independent random phase, uniformly
distributed [-rr,rc]; A E is set to be constant, A , at each frequency band Lw.
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Figure B-8: The power spectral density of wave exciting force in surge (F ) for
irregular waves of H, = 10.0 m and T = 13.6 sec.
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The power spectral density of wave exciting force in surge (Fy) for
irregular waves of H, = 10.0 m and T = 13.6 sec.
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Figure B- 10: The power spectral density of tether tension#2 T, () for irregular
waves of H = 10.0 m and T = 13.6 sec.
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