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Kurzfassung
Balkenelemente bieten im Rahmen der Finite-Elemente-Methode eine sehr effiziente
Möglichkeit große Strukturen abzubilden. Die maßgebliche Schwierigkeit liegt in der
Ermittlung der zugehörigen materiellen und geometrischen Eigenschaften, welche
das Tragverhalten charakterisieren. Während dies bei der reinen Querschnittsbe-
trachtung im linear elastischen Fall bereits ausgiebig behandelt wurde, ist die Be-
rücksichtigung physikalischer sowie geometrischer Nichtlinearitäten bis heute Ge-
genstand aktueller Forschungsarbeiten. Vor allem die Erweiterung von der reinen
Querschnittsbetrachtung auf diejenigen von dreidimensionalen strukturellen Ab-
schnitten vergrößert das Anwendungsgebiet von Balkenelementen immens. Hierzu
wird in dieser Arbeit ein Mehrskalenmodell auf Basis einer Homogenisierungstheo-
rie vorgestellt. Dies ermöglicht beliebige Strukturen im Rahmen der Balkentheorie
unter Berücksichtigung von geometrischen sowie physikalischen Nichtlinearitäten
zu berechnen, welche eine Vorzugsrichtung besitzen. Die Theorie geht dabei über die
herkömmliche Kinematik hinaus. Dadurch müssen die Bernoulli-Hypothesen vom
Ebenbleiben und der Formtreue der Querschnitte nicht mehr vorausgesetzt werden,
sodass Querschnittsdeformationen in der Querschnittsebene berücksichtigt werden.
Zudem können Inhomogenitäten in Längsrichtung der Struktur berücksichtigt wer-
den.
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Abstract
Beam elements offer a very efficient way of representing large structures using the
finite element method. The main difficulty lies in the determination of the associa-
ted material and geometric properties that characterize the load-bearing behavi-
or. While this has already been dealt with extensively in the pure cross-sectional
analysis in the linear elastic case, the consideration of physical and geometric non-
linearities is still the subject of current research work. Above all, the extension
from the pure cross-sectional view to those of three-dimensional structural secti-
ons greatly expands the field of application of beam elements. For this purpose,
this work presents a multi-scale model based on a homogenization theory. This
allows any structures in beam theory to be calculated considering geometric and
physical nonlinearities that have a preferred direction. The theory goes beyond
conventional kinematics. This means that the Bernoulli hypotheses of plane and
shape conformity of the cross-sections no longer have to be taken into account, so
that cross-sectional deformations in the cross-sectional plane are also taken into
account. In addition, inhomogeneities in the longitudinal direction of the structure
can be considered.
3

Kapitel 1
Einleitung
1.1 Motivation
Die Balkentheorie gehört zum Grundwerkzeug eines jeden Ingenieurs. Essentiell
hierbei ist die Reduktion zu berechnender Strukturen auf eindimensionale Pro-
bleme. Dies ermöglicht eine einfache und effiziente Beurteilung ihres Tragverhal-
tens. Die dabei auftretende Schwierigkeit liegt im Wesentlichen in der Ermittlung
der benötigten Querschnittswerte. Bei der Balkentheorie beinhalten diese sowohl
geometrische als auch materielle Eigenschaften. Die Querschnittswerte sind bei
einer Vielzahl von Querschnitten bekannt, sofern linear elastisches Materialver-
halten vorausgesetzt wird. Wird jedoch die lineare Elastizität verlassen oder die
zu beurteilende Struktur zu groß, werden numerische Methoden wie die Finite-
Elemente-Methode (FEM) erforderlich. Im Rahmen dieser Methode ermöglicht die
Balkentheorie die Entwicklung von Elementen, welche sehr große Tragstrukturen
mit sehr geringem numerischem Aufwand abbilden können.
Für die Entwicklung der numerischen Berechnungsverfahren ist es zudem wichtig,
die technische Seite zu berücksichtigen. Hierbei ist festzustellen, dass die Leistung
eines einzelnen Rechenkerns in den letzten Jahren keine signifikante Steigerung
aufweist. Im Gegenzug ist allerdings ihre Anzahl pro Prozessor immens gestiegen.
Um dieser Entwicklung gerecht zu werden, werden parallele und skalierbare Be-
rechnungsansätze benötigt. Ein über die letzten Jahre entstandenes Verfahren ist
die numerische Homogenisierung in Form eines gekoppelten Mehrskalenmodells.
Hierbei werden die lokalen Eigenschaften eines übergeordneten, makroskopischen
Modells durch die Auswertung eines zweiten, feiner auflösenden, mikroskopischen
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Modells bestimmt. Da im Rahmen der vorliegenden Arbeit die Homogenisierung
die erforderlichen Querschnittseigenschaften liefert, ist es sinnvoll von einem me-
soskopischem Modell zu sprechen. Dieses muss dabei nur repräsentativ für die ab-
zubildende Struktur sein. Somit können seine Dimensionen wesentlich kleiner sein
als diejenigen des Tragsystems. Da es sich hierbei um die Ermittlung von lokalen
Eigenschaften handelt, sind die resultierenden Gleichungssysteme in ihrer Struk-
tur entkoppelt und können somit parallel gelöst werden. Genauer gesagt entstehen
durch dieses Vorgehen mehrere unabhängig voneinander lösbare Finite-Elemente-
Modelle, deren Zustand nur vom makroskopischen Modell abhängt. Die Kommu-
nikation zwischen den beiden Skalen beschränkt sich dabei auf die Verzerrungen,
die Spannungen sowie deren Linearisierung und stellt somit nur eine geringe Da-
tenmenge dar.
Die zuvor getroffenen Aussagen motivieren das gekoppelte Mehrskalenmodell für
räumliche Stabtragwerke weiterzuentwickeln. Dabei bildet ein übergeordnetes Bal-
kenmodell die Gesamtstruktur ab. Für dieses Modell geht die numerische Effizienz
im Hinblick auf die Lösung des Gleichungssystems nicht verloren. Die benötigten
Querschnittseigenschaften werden jedoch über zusätzliche Volumenmodelle durch
Homogenisierung ermittelt. Dabei entsteht eine im Element lokale, nichtlineare
Kopplung. Ein großes Gleichungssystem, welches bei der Modellierung mit Volu-
menelementen entstehen würde, wird hierdurch in viele kleinere, parallel lösbare
Gleichungssysteme zerlegt. Zudem führt das Verfahren dazu, dass die Gesamtan-
zahl der Gleichungen durch die Homogenisierung gegenüber einem Volumenmodell
reduziert wird. Dies ist beispielsweise bei Inhomogenitäten der Fall, da nicht mehr
jede einzelne, sondern nur eine repräsentative Menge modelliert werden muss.
1.2 Stand der Forschung
Die vorliegende Arbeit beschäftigt sich mit der gekoppelten Mehrskalenmodellie-
rung räumlicher Stabtragwerke unter Verwendung des Homogenisierungsansatzes
nach Hill [31]. Hierdurch gliedern sich die Grundlagen für die Arbeit in die Balken-
theorie, die Homogenisierung sowie bereits bestehende Konzepte, welche Balken-
und Homogenisierungstheorie verbinden.
Zunächst wird ein kurzer Überblick über die Balkentheorie im Hinblick auf die FEM
gegeben. Die Ausgangsbasis stellen hierbei der schubstarre Euler-Bernoulli-Balken
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und der schubweiche Timoshenko-Balken dar. Mit der Einführung der Schubde-
formation in [69, 70] verbesserte sich die Approximationsgüte, im Speziellen von
Systemen mit gedrungenen Querschnitten deutlich. Allerdings halten die aus der
Kinematik resultierenden Schubspannungen die Spannungsrandbedingungen nicht
ein. Dies führte dazu, dass die Schubdeformation Gegenstand vieler weiterer Pu-
blikationen wurde, siehe beispielsweise [48,56,67]. Einen ausführlicheren Überblick
hierzu findet sich in [62]. Die Autoren beschäftigten sich in diesen Ausführungen in
erster Linie mit Wölbfunktionen über die Höhe eines Rechteckquerschnitts. Eine
Generalisierung dieses Ansatzes, mit Anwendung im Rahmen der Finite-Elemente-
Methode (FEM), wurde in [22, 65] vorgestellt. Der dabei zusätzlich eingeführte
Freiheitsgrad für die Verwölbungen ermöglicht es, diese kontinuierlich zu approxi-
mieren. Allerdings erfordert dieser Ansatz die Kenntnis der Wölbfunktion. Durch
die Beschreibung der Querschnittsdeformation mit Hilfe von Polynomansätzen und
zusätzlichen Freiheitsgraden konnte dieses Problem in [5] umgangen werden.
Anstatt die Kinematik zu erweitern, wird die Schubsteifigkeit häufig über separat
ermittelte Schubkorrekturfaktoren korrigiert. Diskussionen und Ansätze hierzu fin-
den sich z. B. in [9, 11, 23, 35, 57, 71]. Diese beschränken sich dabei auf homogene
Querschnitte. Im Fall inhomogener Querschnitte wurde in [32, 83] ein Verfahren
zur Bestimmung aller effektiver Querschnittswerte bei linear elastischem Materi-
alverhalten entwickelt. Eine Erweiterung zur Bestimmung äquivalenter effektiver
Querschnittswerte aus einer dreidimensionalen Struktur findet sich in [81]. Dieser
Ansatz, basierend auf der asymptotischen Homogenisierung, kommt dem in dieser
Arbeit vorgeschlagenen Modell sehr nahe. Allerdings beschränken sich auch diese
Ausführungen auf lineare Elastizität. Der in [74,75] vorgestellte Ansatz ermöglicht
eine nichtlineare Kopplung zwischen Balken und Querschnittsmodell. Hierbei be-
steht aber die Einschränkung auf eine reine Querschnittsabbildung. Dies stellt einen
kleinen Überblick über die vorhandenen Arbeiten im Bereich der Balkentheorie und
-modellierung dar.
Den zweiten Aspekt der Arbeit bildet die Homogenisierung. In diesem Bereich gibt
es für den vollständig dreidimensionalen Fall bereits sehr viele Ansätze. Einen um-
fassenden Überblick hierzu findet sich beispielsweise in [16,61]. Die Grundlagen der
Homogenisierung reichen dabei weit zurück. Einer der ersten Ansätze lag in der An-
nahme konstanter Verzerrungen in einem betrachteten Gebiet nach Voigt [73]. Den
Gegensatz hierzu bildet die Annahme konstanter Spannungen nach Reuss [58]. Die
hierzu äquivalenten nichtlinearen Annahmen sind diejenigen von Taylor [68] und
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Sachs [60]. Wichtig zu erwähnen ist, dass diese Annahmen zu einer volumetrischen
Wichtung der Eigenschaften führen. Die strukturellen Eigenschaften des zu homo-
genisierenden Bereichs gehen mit diesen Annahmen verloren. Eine der derzeit am
häufigsten verwendeten Homogenisierungsbeziehungen ist diejenige nach Hill [31].
Sie fordert die Verzerrungsenergieäquivalenz zwischen dem zu homogenisierenden
Gebiet und den homogenisierten Größen. Hieraus resultieren Einschränkungen der
Wahl der Randbedingung, welche an das zu homogenisierende Gebiet gestellt wer-
den. Auf Basis der Irving-Kirkwood-Theorie [39] wurde in [50, 53] ein Verfahren
vorgeschlagen, welches diese Restriktionen deutlich abschwächt.
Die gekoppelte, numerische Umsetzung der Homogenisierung, welche auch als FE2-
Methode [12,13] bekannt ist, wird beispielsweise in [13,54] behandelt. Eine wesentli-
che Aufgabe besteht darin, die Randbedingungen in das System einzubauen. Ansät-
ze hierzu finden sich in [36,40,51]. Die Anwendung der Methode erfolgte bisher vor-
rangig auf dreidimensionale Probleme. Im Bereich der Strukturelemente, wie Bal-
ken und Schalen, finden sich in erster Linie Arbeiten, die sich mit der Ermittlung ef-
fektiver, linear elastischer Materialeigenschaften beschäftigten. Hierzu gehören un-
ter Annahme der Bernoulli-Kinematik die Beiträge [2,4,6,82], [32,42,81,84] behan-
deln hingegen die Timoshenko-Kinematik. Für Schalenelemente finden sich nicht-
linear gekoppelte Verfahren für die Kirchhoff-Love Theorie (schubstarr) in [7]. In-
teressanter werden die Beiträge bei der Reissner-Mindlin Kinematik (schubweich),
da die zusätzliche Schubdeformation ähnliche Probleme wie bei der Timoshenko-
Balkenkinematik hervorruft. Die Autoren von [78] gingen, im Rahmen der Scha-
lenkinematik, auf die Erfüllung der Hill-Mandel-Bedingung ein und stellten einen
Algorithmus zur gekoppelten Mehrskalenmodellierung von schubweichen Schalen
in [24] vor. Dieser Algorithmus stellt die Grundlage der gekoppelten Mehrskalen-
modellierung im Rahmen der vorliegenden Arbeit dar. Die in [24] untersuchten
Beispiele zeigen, dass das Verfahren, bis auf die Schubdeformation, zu den be-
kannten Querschnittswerten führt. Hinsichtlich der Schubdeformation wurde dabei
allerdings nur eine Netzkonvergenzstudie durchgeführt und der Einfluss der Größe
des zu homogenisierenden Modells außer Acht gelassen. Weitere Anwendungsbei-
spiele des Verfahrens finden sich in [27]. Einen erweiterten Ansatz verfolgten die
Autoren von [15]. Diese stellten ein Homogenisierungsverfahren höherer Ordnung
vor und wendeten dies ebenso auf die Schalenkinematik an. Untersucht wurden
hierbei allerdings sehr komplexe Strukturen. Es wurde nicht gezeigt, dass das Ver-
fahren die bekannten effektiven Eigenschaften beispielsweise homogener Strukturen
liefert. Ein weiterer Beitrag [8] hierzu untersuchte genauso nur komplexe Struktu-
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ren. In [28, 29] hingegen wurde im Rahmen der Schalenkinematik der Einfluss der
Größe des zu homogenisierenden Modells untersucht und eine Abhängigkeit der
resultierenden Schubsteifigkeit festgestellt. Zudem wurde ein Schubkorrekturfaktor
vorgeschlagen, welcher das Problem reduziert, jedoch nicht vollständig behebt. Die
vorliegende Arbeit überträgt das Verfahren aus [24] auf die Timoshenko-Kinematik
und liefert einen Ansatz, welcher das Problem der Längenabhängigkeit löst.
1.3 Gliederung der Arbeit
In Kapitel 2 werden die benötigten Grundlagen der Kontinuumsmechanik kurz dar-
gelegt. Dabei beschränken sich die Ausführungen auf die für die Arbeit wesentlichen
Inhalte. Im Speziellen wird die Kinematik mit den für die Beschreibung des Defor-
mationszustandes notwendigen Maßen eingeführt. Diese Deformationen werden im
Rahmen der vorliegenden Arbeit durch einwirkende Kräfte hervorgerufen, welche
innerhalb des Kontinuums zu Spannungen führen. Weiterhin werden die wesentli-
chen Erhaltungssätze eingeführt, aus welchen sich die Gleichgewichtsbeziehungen
ableiten lassen. Schließlich wird der Zusammenhang zwischen der Deformation des
Kontinuums und den Spannungen in Form von Materialgesetzen benötigt. Hierzu
werden das linear elastische St. Venant-Kirchhoff sowie das elastoplastische Stoff-
gesetz nach von Mises vorgestellt. Für die spätere numerische Umsetzung wird
abschließend die schwache Form des Gleichgewichts eingeführt.
Die für die Arbeit erforderliche Balkentheorie wird in Kapitel 3 vorgestellt. Der
hierbei wesentliche Teil umfasst die kinematischen Annahmen. Mit ihrer Hilfe und
der zuvor eingeführten schwachen Form des Gleichgewichts werden weiterhin die
Definitionen der Schnittgrößen sowie deren Linearisierung dargelegt.
Kapitel 4 führt die wesentlichen Grundgedanken der Homogenisierung ein. Hierzu
gehören die Definition des repräsentativen Volumenelements (RVE) sowie die Mit-
telungsbeziehungen zwischen der makroskopischen und der mikroskopischen Skala.
Abschließend wird die Hill-Mandel-Bedingung vorgestellt, welche die Grundannah-
me für die Homogenisierung in dieser Arbeit darstellt.
In Kapitel 5 werden zunächst die offensichtlichen Randbedingungen dargelegt und
gezeigt, dass diese die Hill-Mandel-Bedingung erfüllen. Es werden neben den Ver-
schiebungsrandbedingungen auch die periodischen Randbedingungen untersucht.
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Weiterhin wird auf das wesentliche Problem der Balkenschubdeformation einge-
gangen und eine mögliche Lösung zur Behebung dargelegt.
In Kapitel 6 werden die verwendeten Finite-Elemente-Formulierungen vorgestellt.
Zu den darin hergeleiteten Elementen gehören ein Balkenelement und ein Volu-
menelement. Weiterhin werden Elemente vorgestellt, welche es ermöglichen, die
erforderlichen Rand- und Nebenbedingungen auf das zu berechnende System auf-
zubringen. Zu ihnen gehört ein Interfaceelement, welches es ermöglicht Balkenele-
mente und Volumenmodelle zu verbinden sowie zwei spezielle Elemente, welche
die erforderlichen Nebenbedingungen für die Homogenisierung auf das System auf-
zwingen.
Die numerische Umsetzung der gekoppelten Mehrskalenberechnung erfolgt in Ka-
pitel 7. Dabei wird der Algorithmus so allgemein wie möglich gehalten. Es wird
aufgezeigt, dass sich das gewählte Vorgehen sowohl für die Substrukturmodellie-
rung als auch für die im Fokus der Arbeit stehende Homogenisierung verwenden
lässt.
In Kapitel 8 werden die resultierenden Randbedingungen erörtert. Weiterhin wird
das Homogenisierungsverfahren an geeigneten Beispielen getestet. Hierzu gehört
die Ermittlung effektiver Querschnittswerte homogener Querschnitte als Bench-
markwerte für das Verfahren. Weitere Beispiele beinhalten Inhomogenitäten im
Querschnitt sowie in Längsrichtung des Balkens. Zudem wird der Einfluss geome-
trischer und physikalischer Nichtlinearitäten bei der Homogenisierung untersucht.
Abschließende Beispiele legen dar, dass auch die Substrukturmodellierung mit dem
vorgestellten Verfahren möglich ist.
Kapitel 9 liefert eine Zusammenfassung der Arbeit und einen Ausblick auf künftige
Forschungsthemen.
Kapitel 2
Grundlagen der Kontinuumsmechanik
Dieses Kapitel dient zur Einführung in die Grundlagen der Kontinuumsmechanik.
Diese werden in den folgenden Kapiteln zur Herleitung der Elementformulierungen
sowie des Homogenisierungskonzepts benötigt. Die Ausführungen sind dabei auf
das Wesentliche beschränkt und der interessierte Leser wird auf Standardwerke
wie [1, 33] verwiesen.
2.1 Kinematik
In der Kontinuumsmechanik werden physikalische Vorgänge in einem Kontinuum
beschrieben. Dieses Kontinuum ist ein Körper B bestehend aus materiellen Punkten
χ ∈ B und begrenzt durch seinen Rand ∂B, siehe Abb. 2.1.
Zur Beschreibung des Körpers wird der euklidische Raum mit orthonormalem Ba-
sissystem ei, i = {1, 2, 3} und festem Ursprung O eingeführt. Der Körper B kann
jeden beliebigen Bereich dieses Raumes einnehmen. Wird zudem eine streng mo-
noton wachsende Funktion zur Beschreibung der Zeit eingeführt, so besitzt er zu
jedem Zeitpunkt t eine eindeutige Lage. Diese kann durch die Abbildungen
φ0 (χ, t) : B 7→ Ω0
φ (χ, t) : B 7→ Ωt (2.1)
beschrieben werden. An dieser Stelle werden bewusst zwei Abbildungen eingeführt,
da für die Beschreibung einer Veränderung immer eine Vergleichsgröße erforderlich
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Abbildung 2.1: Referenz- und Momentankonfiguration.
ist. Dieser Vergleichszustand wird als Referenzkonfiguration Ω0 mit der Abbildung
φ0 (χ, t) bezeichnet, wohingegen der aktuelle Zustand durch die Momentankonfigu-
ration Ωt mit Abbildung φ (χ, t) beschrieben wird. Hierdurch ergibt sich die geo-
metrische Lage eines materiellen Punktes zu einem beliebigen Zeitpunkt t durch
X = φ0 (χ, t) = φ0 (χ, t0) = φ0 (χ)
x = φ (χ, t) . (2.2)
Es wird vereinbart, dass die Referenzkonfiguration diejenige ist, in welcher der
Körper zu einem festen Zeitpunkt t0 das Gebiet Ω0 einnimmt. Somit ist diese un-
abhängig von der Zeit und die Ortsvektoren der materiellen Punkte werden mit
X bezeichnet. Im Gegensatz dazu wird die Momentankonfiguration Ωt einem be-
liebigen Zeitpunkt t zugeordnet und ist somit explizit von diesem abhängig. Die
zugehörigen Ortsvektoren werden dabei mit x bezeichnet. Die Eindeutigkeit dieser
Abbildung wird sichergestellt, indem jedem materiellen Punkt χ zu jedem beliebi-
gen Zeitpunkt t genau ein Ortsvektor X bzw. x zugeordnet ist und sich umgekehrt
jeder materielle Punkt auch durch den entsprechenden Ortsvektor identifizieren
lässt. Somit ist
X = φ0 (χ, t) , χ = φ−10 (X, t) (2.3)
x = φ (χ, t) , χ = φ (x, t) . (2.4)
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Durch die genannte Eindeutigkeit und Umkehrbarkeit der Abbildung lässt sich der
Körper über
ϕ(X, t) : Ω0 7→ Ωt
ϕ−1(x, t) : Ωt 7→ Ω0 (2.5)
auch direkt von der Referenz- in die Momentankonfiguration überführen. Entspre-
chend der Abbildungen in den euklidischen Raum, muss auch diese Abbildung
eindeutig und umkehrbar sein. Dies hat zur Folge, dass sich die Ortsvektoren in
der Momentankonfiguration als Funktion der Ortsvektoren in der Referenzkonfigu-
ration und der Zeit t darstellen lassen
x = x (X, t) . (2.6)
Die Ausgangsbasis zur Beschreibung der Deformation eines Körpers ist die Über-
führung eines Linienelements von der Referenzkonfiguration dX in die Momentan-
konfiguration dx. Hierzu kann das Linienelement in der Momentankonfiguration
mit
dx = x (X + dX, t)− x (X, t) (2.7)
beschrieben werden. Wird nun der Ortsvektor bezüglich der Momentankonfigura-
tion
x (X + dX, t) = x (X, t) + ∂x
∂X dX (2.8)
als Taylorreihe mit Abbruch nach dem linearen Glied dargestellt und in Glei-
chung (2.7) eingesetzt, ergibt sich für die Überführung des Linienelements
dx = ∂x
∂XdX = Grad (x)dX. (2.9)
Die partielle Ableitung wird als Deformationsgradient
F = ∂x
∂X 6= F
T (2.10)
bezeichnet. Dieser ist im Allgemeinen unsymmetrisch und bei Starrkörperbewegung
ungleich Null. Mittels seiner Determinante, der Jacobideterminante
J = det F, (2.11)
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lassen sich damit auch Flächenelemente
da = JF−TdA (2.12)
sowie Volumenelemente
dv = JdV (2.13)
von der Referenz- in die Momentankonfiguration überführen.
Zur Überführung des Körpers von der Referenz- in die Momentankonfiguration
wird der Verschiebungsvektor
u = x−X (2.14)
definiert. Analog zu X und x ist auch u eindeutig einem materiellen Punkt zugeord-
net und hängt entsprechend von der Zeit ab. Einsetzen von Gleichung (2.14) in Glei-
chung (2.9) ergibt für die Transformation eines Linienelements von der Referenz-
in die Momentankonfiguration
dx = ∂ (X + u)
∂X dX =
(
1 + ∂u
∂X
)
dX. (2.15)
Mittels Gleichung (2.15) wird der Verschiebungsgradient
H = ∂u
∂X = F− 1 (2.16)
definiert. Zudem wird der Zusammenhang mit dem Deformationsgradienten er-
sichtlich.
Um die Beschreibung der Deformation eines Körpers zu vereinfachen, bietet es
sich an, diese mittels eines Verzerrungstensors auszudrücken. Hierbei gibt es diver-
se Möglichkeiten. Die gängigste ist der Green-Lagrange’sche Verzerrungstensor E.
Dieser ist durch die Änderung der quadrierten Länge eines Linienelementes
dX ·EdX = 12 (dx · dx− dX · dX) (2.17)
definiert. Durch Umformen von Gleichung (2.17) mit Gleichung (2.9) lässt sich E
darstellen als
E = 12
(
FTF− 1) . (2.18)
Einsetzen von Gleichung (2.16) in Gleichung (2.18) liefert den Zusammenhang zwi-
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schen dem Verschiebungsgradienten und den Green-Lagrange’schen Verzerrungen
E = 12
(
HT + H + HTH
)
. (2.19)
Sofern die Deformationen klein bleiben und somit |H|  1 ist, entsprechen die
linearisierten Verzerrungen den Green-Lagrange’schen
E = 12
(
HT + H
)
. (2.20)
2.2 Spannungen
Zusätzlich zu den Deformationen eines Körpers interessieren die auf ihn einwirken-
den Kräfte, ohne die er sich nicht deformieren würde.
Abbildung 2.2: Belasteter Körper mit Spannungsvektor.
Hierfür lässt sich ein Körper betrachten, auf dessen Oberfläche ein differentieller
Kraftvektor df wirkt, siehe Abb. 2.2. Über die Definition eines Spannungsvektors
t lässt sich der Zusammenhang
df = tda = t0dA (2.21)
formulieren. Dieser lässt sich sowohl für die Momentankonfiguration mit t und da,
als auch für die Referenzkonfiguration mit t0 und dA schreiben. Dabei ist t der
Cauchy’sche Spannungstensor und t0 der 1. Piola-Kirchhoff’sche Spannungsvektor.
Den Zusammenhang zwischen den auf die Oberfläche wirkenden Spannungsvekto-
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ren und den im Körper auftretenden Spannungen liefert das Cauchy-Theorem
tda = σTnda = JσF−T︸ ︷︷ ︸
P
NdA = PNdA. (2.22)
Dabei sind σ die Cauchy’schen Spannungen, bezogen auf die Momentankonfigura-
tion, und P die 1. Piola-Kirchhoff’schen Spannungen, welche sich auf die Referenz-
konfiguration beziehen. Entsprechend wird die Flächennormale in der Momentan-
konfiguration als n und in der Referenzkonfiguration als N bezeichnet.
Über diesen Zusammenhang lassen sich weitere Spannungstensoren formulieren,
wobei ein weiterer wichtiger der 2. Piola-Kirchhoff’sche Spannungstensor
S = F−1P = JF−1σF−T (2.23)
ist. Im Gegensatz zu σ und P kann diesem keine physikalische Bedeutung zuge-
schrieben werden. Er ist jedoch arbeitskonform zum Green-Lagrange’schen Verzer-
rungstensor E. Dies ist essentiell für die spätere Verwendung der schwachen Form
des Gleichgewichts nach Abschnitt 2.5.
2.3 Erhaltungssätze
Erhaltungssätze spielen eine zentrale Rolle bei der Beschreibung des Zustandes
eines Systems, indem sie die zeitliche Änderung einer betrachteten Größe beschrei-
ben. Diese Änderung wird dabei durch Quell- und Senkenterme sowie Zu- und
Abflüsse über den Rand des Gebiets beschrieben.
2.3.1 Massenerhaltung
Wird ein Körper als abgeschlossenes System betrachtet, d.h. dem Körper werden
weder materielle Punkte hinzugefügt noch weggenommen, dann bleibt seine Mas-
se m konstant und die zeitliche Änderung m˙ ist null. Dies bedeutet, dass weder
Bewegungen noch Deformationen eine Änderung seiner Masse bewirken und somit
gilt
m =
∫
Ω0
ρ0 (X) dV =
∫
Ωt
ρ (x, t) dv = const. (2.24)
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In Gleichung (2.24) ist ρ0 die Dichte des Körpers in der Referenzkonfiguration und
ρ diejenige in der Momentankonfiguration.
2.3.2 Impuls- und Drehimpulserhaltung
Die Impulserhaltung drückt aus, dass die zeitliche Änderung des Impulses eines
Körpers der Resultierenden aller auf ihn wirkenden Kräfte entspricht. Dies lässt
sich darstellen als
I˙ = ddt
∫
Ω0
ρ0v0 dV =
∫
Ω0
b0 dV +
∫
∂Ω0
t0 dA. (2.25)
In Gleichung (2.25) sind I der Impuls, I˙ seine zeitliche Änderung, v0 die Geschwin-
digkeit eines materiellen Teilchens, b0 die von außen angreifenden Volumenlasten
und t0 die auf den Körper wirkenden Oberflächenlasten.
Bei Betrachtung des statischen Falles, also v0 = 0, ist I˙ = 0 und Gleichung (2.25)
reduziert sich auf das Kräftegleichgewicht∫
Ω0
b0 dV +
∫
∂Ω0
t0 dA = 0. (2.26)
Einsetzen des Cauchy-Theorems und Anwenden des Divergenztheorems führt auf
die bekannte Form des Gleichgewichts∫
Ω0
(DivP + b0) dV = 0, (2.27)
oder in lokaler Form
DivP + b0 = 0. (2.28)
Analog zur Impulserhaltung lässt sich die Drehimpulserhaltung formulieren
d
dt L˙ =
d
dt
∫
Ω0
r× ρ0v0 dV =
∫
Ω0
r× b0 dV +
∫
Ω0
r× t0 dA. (2.29)
Dabei ist L der Drehimpuls, L˙ seine zeitliche Änderung und r = x − X0 der
Positionsvektor bezüglich eines Referenzpunktes X0. Die lokale Form im statischen
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Fall liefert die Symmetrie der Cauchy Spannungen
σ = σT . (2.30)
Damit sind auch die 2. Piola-Kirchhoff’schen Spannungen S symmetrisch.
2.3.3 Energieerhaltung
Ein weiterer wichtiger Erhaltungssatz ist die Energieerhaltung oder auch erster
Hauptsatz der Thermodynamik. Dieser besagt, dass sich die zeitliche Änderung
der Energie in einem Körper aus der Summe der Leistung aller auf den Körper
wirkenden externen Lasten Pext und der Wärmequellen Q zusammensetzt. Dies
lässt sich über
d
dt
∫
Ω0
(
1
2ρ0v0 · v0+e0
)
dV =
∫
Ω0
(b0 · v0+r0)dV+
∫
∂Ω0
(t0 · v0−q0 ·N)dA (2.31)
beschreiben. Dabei ist 12ρ0v0 ·v0 die kinetische Energie und e0 die innere mechani-
sche Energie, deren zeitliche Änderung über interne Wärmequellen r0, den Wärme-
fluss q0 und die Leistung der externen Lasten Pext beschrieben wird. Der Vektor
v0 ist dabei der Geschwindigkeitsvektor bezüglich der Referenzkonfiguration. Mit
ihm ergibt sich die Leistung der externen Lasten zu
Pext =
∫
Ω0
b0 · v0 dV +
∫
∂Ω0
t0 · v0 dA. (2.32)
Im statischen Fall und unter Vernachlässigung der thermischen Energie entspricht
die zeitliche Änderung der internen mechanischen Energie der Spannungsleistung
Pint. Diese lässt sich schreiben als
Pint = ddt
∫
Ω0
e0 dV =
∫
Ω0
P : F˙dV =
∫
Ω0
S : E˙dV = Pext (2.33)
und ist gleich der Leistung der externen Lasten. Über diese Beziehung lassen sich ar-
beitskonforme Spannungs-Verzerrungs-Paare ermitteln. Zu ihnen gehören beispiels-
weise der 1. Piola-Kirchhoff’sche Spannungstensor mit dem Deformationsgradien-
ten und der 2. Piola-Kirchhoff’sche Spannungstensor mit den Green-Lagrange’schen
Verzerrungen.
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2.4 Materialgleichungen
In den bisherigen Ausführungen wurden die Kinematik, die Spannungen und die
Bilanzgleichungen eingeführt. Die hierbei getroffenen Aussagen sind allgemein und
materialunabhängig. Werden jedoch, vereinfacht im statischen Fall, die unabhängi-
gen Größen zusammengezählt, so ergeben sich 9 Unbekannte für den Spannungsten-
sor σ und 3 unbekannte Verschiebungen u im Falle der Kinematik. Diesen stehen
3 Gleichungen aus der Impulserhaltung und 3 aus der Drehimpulserhaltung gegen-
über. Zusammengenommen ergibt dies 6 Gleichungen für insgesamt 12 Unbekannte.
Die noch fehlenden Gleichungen müssen sich folglich aus den Materialgleichungen
ergeben, welche den Zusammenhang zwischen Spannungs- und Verzerrungszustand
in einem Körper beschreiben.
Das Materialverhalten kann im Allgemeinen in dissipatives und nicht-dissipatives
Verhalten unterschieden werden. Letzteres ist dadurch charakterisiert, dass die me-
chanische Energie im System gespeichert bleibt. Somit sind in diesem Fall die De-
formationsprozesse umkehrbar. Darunter fallen z. B. hyperelastische Materialien.
2.4.1 Hyperelastisches Materialverhalten
Hyperelastische Materialien sind dadurch gekennzeichnet, dass sie sich über ei-
ne Formänderungsenergiedichte WS (X,F) beschreiben lassen. Mit ihr kann der
Zusammenhang zwischen dem Deformationsgradienten und dem 1. Piola-Kirch-
hoff’schen Spannungstensor durch
P = ∂WS (X,F)
∂F (2.34)
ausgedrückt werden. Diese Aussage gilt sowohl für homogene als auch für inhomo-
gene Materialien. Erstere sind allerdings unabhängig vom Ortsvektor X. Damit ist
in diesem Fall die Formänderungsenergiedichte nur noch eine Funktion des Defor-
mationsgradienten F.
Eine wichtige Bedingung, welche von einem Materialgesetz erfüllt werden muss, ist
die materielle Objektivität. Dies bedeutet, dass die Formänderungsenergiedichte
beobachterunabhängig sein muss. Da der Deformationsgradient selbst unabhängig
von Starrkörpertranslationen ist, muss noch die Unabhängigkeit gegenüber Starr-
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körperrotationen sichergestellt werden. Diese lassen sich mittels eines orthogonalen
Tensors R beschreiben. Es muss somit gelten
WS (X,F) = WS (X,RF) . (2.35)
Ein geeigneteres Maß zur Beschreibung der Deformation eines Körpers sind die
Green-Lagrange’schen Verzerrungen E, welche mit
E = 12
(
FTF− 1) = 12 (FTRTRF− 1) (2.36)
und der Beziehung von RTR = 1 invariant gegenüber Starrkörperbewegungen
sind. Dies führt zur Relation
S = ∂Ws (X,E)
∂E . (2.37)
Eine weitere Eigenschaft von E ist, dass sich bei einer Starrkörperbewegung E = 0
ergibt. Damit lassen sich folgende Anforderungen an WS stellen
WS = 0, wennE = 0,
WS > 0, wennE 6= 0. (2.38)
Im Fall isotroper linearer Elastizität resultiert hieraus das St. Venant-Kirchhoff’sche
Materialgesetz mit
S = ∂
2WS
∂E2︸ ︷︷ ︸
C
E. (2.39)
Dieses lässt sich durch zwei Materialparameter, dem Elastizitätsmodul E und der
Querkontraktionszahl ν, in Voigt’scher Notation darstellen als
C= E(1 + ν) (1− 2ν)

1− ν ν ν 0 0 0
ν 1− ν ν 0 0 0
ν ν 1− ν 0 0 0
0 0 0 1− 2ν2 0 0
0 0 0 0 1− 2ν2 0
0 0 0 0 0 1− 2ν2

. (2.40)
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2.4.2 Elastoplastisches Materialverhalten
Als Beispiel für dissipative Materialgesetze wird an dieser Stelle das in der Arbeit
verwendete Plastizitätsmodell nach von Mises [55] vorgestellt. Hierbei werden die
Grundgedanken im Fall eines linear elastischen, ideal plastischen Verhaltens kurz
angesprochen. Für weitere Details zur Plastizitätstheorie und numerischen Umset-
zung wird der Leser bspw. auf [49,64] verwiesen.
Abbildung 2.3: Verhalten eines Zugstabs bei linear elastischer, ideal plastischer De-
formation.
Das grundlegende Verhalten eines linear elastischen, ideal plastischen Materials ist
am Beispiel eines Zugstabs in Abb. 2.3 dargestellt. Im Diagramm ist die Normal-
spannung σx über die Dehnung εx in Längsrichtung des Stabs aufgetragen. Der
Stab selbst ist durch eine Last F belastet und besitzt die Länge L. Zu beobach-
ten ist ein linearer Zusammenhang σx = E εelx zwischen der Spannung σx und
der Dehnung εelx , welcher über den Elastizitätsmodul E ausgedrückt wird. Dieser
Zusammenhang besteht, bis die Fließspannung Y0 erreicht wird. Danach beginnt
das Material zu fließen. Das Wesentliche ist der abschließende Entlastungspfad.
Dieser besitzt den gleichen Zusammenhang zwischen Spannungen und Dehnungen.
Allerdings geht dieser nicht mehr durch den Ursprung, sondern es verbleiben, nach
vollständiger Entlastung, plastische Dehnungen εplx .
Die genannte Beobachtung kann auf einen vollständigen Verzerrungszustand über-
tragen werden. Unter der Voraussetzung, dass |E| < 5% ist, lässt sich dies additiv
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mit den linearisierten Verzerrungstensoren
E = Eel + Epl (2.41)
durchführen. Analog zum genannten Zugstab hängen die resultierenden Spannun-
gen S vom elastischen Anteil des Verzerrungstensors Eel ab. Dies lässt sich über
das St. Venant-Kirchhoff’sche Materialgesetz
S = CEel (2.42)
beschreiben. Die Spannungen sind dabei durch die Fließbedingung F (S) begrenzt.
Sofern linear elastisches, ideal plastisches Materialverhalten vorausgesetzt wird,
lässt sie sich mit
F (S) = φ (S)− Y0 ≤ 0, Y0 : Fließspannung (2.43)
darstellen. Ein Zustand mit F > 0 ist unzulässig, wobei für F < 0 das elastische
Stoffgesetz nach Gleichung (2.42) gilt und für F = 0 Plastizität vorliegt. Im letzten
Fall nehmen die plastischen Dehnungen Epl zu. Dies wird über das Fließgesetz
E˙pl = λ∂F
∂S (2.44)
beschrieben.
Im Fall der angenommenen Plastizität nach von Mises lautet die Fließbedingung
F (s) =
√
3
2s : s− Y0, mit s = S−
1
3 trS 1. (2.45)
Sie beschreibt einen Zylinder um die hydrostatische Achse im Hauptspannungs-
raum.
2.5 Schwache Form des Gleichgewichts
Die schwache Form des Gleichgewichts stellt die Ausgangsbasis für die Berechnung
eines mechanischen Systems mit der Finite-Elemente-Methode (FEM) dar. Hierbei
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wird die starke Form der Impulsbilanz
DivP + b0 = 0 inΩ0, (2.46)
u0 = u auf ∂Ω0u, (2.47)
t0 = t auf ∂Ω0σ (2.48)
mit einer zulässigen Testfunktion (virtuellen Verrückung) δu multipliziert und über
das Gebiet Ω0 integriert, wobei der Rand des Gebiets in einen Verschiebungsrand
∂Ω0u und einen Spannungsrand ∂Ω0σ aufgeteilt ist. Die Testfunktion muss dabei
die Randbedingungen berücksichtigen, entsprechend ist δu = 0 auf ∂Ω0u. Dies
führt schließlich auf
−
∫
Ω0
(DivP + b0) · δu dV = 0. (2.49)
Anhand des Fundamentalsatzes der Variationsformulierung wird sichtbar, dass
Gleichung (2.49) für beliebige δu 6= 0 nur erfüllt sein kann, wenn die Impulsbi-
lanz erfüllt ist.
Die schwache Form des Gleichgewichts ergibt sich schließlich durch Anwendung der
Produktregel für den Divergenzoperator
Div
(
PT δu
)
= DivP · δu + P : Gradδu, (2.50)
sowie des Gauß’schen Integralsatzes∫
Ω0
Div
(
PT δu
)
dV =
∫
∂Ω0
PT δu ·N dA =
∫
∂Ω0
δu · t0 dA (2.51)
zu
g (u, δu) =
∫
Ω0
P : Gradδu− b0 · δu dV −
∫
∂Ω0
δu · t0 dA. (2.52)
Mit x = X + u und somit δx = δu gilt außerdem
δF = Gradδu. (2.53)
Somit kann die schwache Form des Gleichgewichts auch als
g (u, δu) =
∫
Ω0
P : δF− b0 · δu dV −
∫
∂Ω0
δu · t0 dA (2.54)
24 Kapitel 2 Grundlagen der Kontinuumsmechanik
geschrieben werden. Weiterhin liefert
P :δF=FS :δF=S :FT δF=S :
{
1
2
(
FT δF+δFTF
)
+ 12
(
FT δF−δFTF)} (2.55)
mit dem Green-Lagrange’schen Verzerrungstensor E = 12
(
FTF− 1) und dessen
Variation
δE = 12
(
FT δF + δFTF
)
(2.56)
die Darstellung in den 2. Piola-Kirchhoff’schen Spannungen
P : δF = S : δE + S : 12
(
FT δF− δFTF)︸ ︷︷ ︸
= 0, wegen S = ST
= S : δE. (2.57)
Die schwache Form des Gleichgewichts kann damit, unter Berücksichtigung der
Randlasten t0 = t, auch geschrieben werden als
g (u, δu) =
∫
Ω0
S : δE− b0 · δu dV −
∫
∂Ω0σ
δu · t dA. (2.58)
Aufgrund der Symmetrie von E und S stellt Gleichung (2.58) die bevorzugte Form
zur Entwicklung finiter Elemente dar.
Da die direkte Ermittlung des Verschiebungsfeldes u in Gleichung (2.54) oder Glei-
chung (2.58) bei nichtlinearen Problemen nicht möglich ist, werden die Gleichungen
mittels iterativer Verfahren gelöst. Eines der bekanntesten und am häufigsten ver-
wendeten Verfahren stellt das Newton-Raphson-Verfahren dar. Hierbei wird eine
Taylorreihenentwicklung der schwachen Form mit der aktuellen Lösung u gebildet.
Der Abbruch dieser Reihe nach dem linearen Glied führt auf das lineare Gleichungs-
system
L [g (un, δu)] := g (un, δu) +D [g (un, δu)] ·∆u = 0. (2.59)
Dieses Gleichungssystem wird mit den Verschiebungen un zum aktuellen Iterations-
schritt n aufgestellt und anschließend nach ∆u gelöst. Die neuen Verschiebungen
zum Schritt n+1 ergeben sich schließlich durch Addition zu un+1 = un+∆u. Auf-
stellen des Gleichungssystems mit den neuen Verschiebungen un+1, Auflösen nach
∆u und Aktualisieren der Verschiebungen wird so lange wiederholt, bis g (u, δu) ≈
0.
Im Falle konservativer Lasten lässt sich das lineare Glied der Taylorreihe für Glei-
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chung (2.58) darstellen als
D [g (u, δu)] ·∆u =
∫
Ω0
δE : ∂S
∂E︸︷︷︸
C
∆E + S : ∆δEdV. (2.60)
Darin ist δE : C∆E der materielle und S : ∆δE der geometrische Anteil.

Kapitel 3
Balkentheorie schubweicher
Stabtragwerke
In diesem Kapitel werden die wesentlichen Grundlagen der Balkentheorie kurz
dargelegt. Hierzu gehören die kinematischen Annahmen sowie die Definition der
Schnittgrößen und ihre Linearisierungen.
3.1 Kinematik
Abbildung 3.1: Balkenkinematik.
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In der Balkentheorie wird der Körper über eine Referenzlinie beschrieben, siehe
Abb. 3.1. Diese Linie kann beliebig gewählt werden und ihre Position im Raum ist
eindeutig durch die Ortsvektoren XB0 in der Referenzkonfiguration bzw. xB0 in der
Momentankonfiguration gegeben. Für eine vollständige Beschreibung des Körpers
wird zudem ein orthonormales Koordinatensystem {A1,A2,A3} eingeführt, wobei
der Querschnitt mittels der Achsen A2 und A3 bestimmt wird. Entsprechend wer-
den diese Achsen als {a1,a2,a3} in der Momentankonfiguration bezeichnet. Die
Vektoren A1 und a1 stehen senkrecht auf dem Querschnitt, entsprechen jedoch
nicht unbedingt der Tangente an die Referenzlinie.
Die Darstellung der Koordinatensysteme Ai und ai erfolgt mittels Orthogonal-
transformation
Ai = R0 (S) ei, ai = R (S, t) ei mitR0, R ∈ SO (3) undRTR = 1. (3.1)
Somit ergeben sich für die Ortsvektoren in der Referenzkonfiguration
XB (S, ξ2, ξ3) = XB0 (S) + ξ2A2 (S) + ξ3A3 (S) (3.2)
und entsprechend in der Momentankonfiguration
xB (S, ξ2, ξ3, t) = xB0 (S, t) + ξ2a2 (S, t) + ξ3a3 (S, t) . (3.3)
Zur Beschreibung der Deformation des Körpers werden die Tangentenvektoren
G1 = X′B0 + ξ2A′2 + ξ3A′3, g1 = x′B0 + ξ2a′2 + ξ3a′3,
G2 = A2, g2 = a2, (3.4)
G3 = A3, g3 = a3
gebildet. Dabei ist {•}′ die Ableitung nach der Bogenlänge S. Über die Definition
F1 = RT0 G1 = (Ai ·X′B) ei, f1 = RTg1 = (ai · x′B) ei,
F2 = RT0 G2 = e2, f2 = RTg2 = e2, (3.5)
F3 = RT0 G3 = e3, f3 = RTg3 = e3.
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lässt sich der Bezug zu den Balkenverzerrungen
F1 =
 ε
0
1 + 1
γ02
γ03
+ ξ2
 −κ
0
3
0
κ01
+ ξ3
 κ
0
2
−κ01
0
 , (3.6)
f1 =
 ε
t
1 + 1
γt2
γt3
+ ξ2
 −κ
t
3
0
κt1
+ ξ3
 κ
t
2
−κt1
0
 (3.7)
herstellen. Zusammenfassen der Terme liefert
F1 =
 1 0 0 0 ξ3 −ξ20 1 0 −ξ3 0 0
0 0 1 ξ2 0 0


ε1
γ2
γ3
κ1
κ2
κ3

0
+
 10
0
 = A[ ε
κ
]
0
+e1 = Aε0+e1.
(3.8)
Analog hierzu gilt für die Momentankonfiguration
f1 = A
[
ε
κ
]
t
+ e1 = Aεt + e1. (3.9)
Dabei beschreiben die Verzerrungen ε0 den Verzerrungszustand in der Referenz-
konfiguration, welcher sich infolge einer gekrümmten oder verwundenen Geometrie
ergibt. Sofern der Balken gerade und unverwunden ist, gilt ε0 = 0. In der Momen-
tankonfiguration ergeben sich hingegen die Verzerrungen εt.
Die Komponenten der Green-Lagrange’schen Verzerrungen
Eij =
1
2 (gij −Gij) (3.10)
lassen sich nun über die zuvor definierten Tangentenvektoren, Gleichung (3.4), mit-
tels der Metriktensoren Gij sowie gij darstellen. Diese können mit Hilfe der Defini-
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tionen in Gleichung (3.5) durch Orthogonaltransformation der Tangentenvektoren
Gij = Gi ·Gj = Gi ·R0RT0 Gj = Fi · Fj ,
gij = gi · gj = gi ·RRTgj = fi · fj
(3.11)
in Zusammenhang mit den Balkenverzerrungen gebracht werden. Ihre nicht ver-
schwindenden Komponenten sind
EB =
 E112E12
2E13
 =

1
2 (g11 −G11)
g12 −G12
g13 −G13
 =

1
2 (f1 · f1 − F1 · F1)
f1 · f2 − F1 · F2
f1 · f3 − F1 · F3
 . (3.12)
Einsetzen von Gleichungen (3.5), (3.9) und (3.12) in Gleichung (3.12) liefert
EB =

1
2
(
2A (εt − ε0) · e1 + εt ·ATAεt − ε0 ·ATAε0
)
A (εt − ε0) · e2
A (εt − ε0) · e3
 . (3.13)
Werden kleine Verzerrungen und somit εt ·ATAεt−ε0 ·ATAε0 ≈ 0 angenommen,
ergibt sich
EB = A (εt − ε0) = A
[
εt − ε0
κt − κ0
]
= A
[
ε
κ
]
. (3.14)
Unter der Annahme, dass der Balken in der Referenzkonfiguration mit ε0 span-
nungsfrei ist, sind ε und κ die spannungserzeugenden Verzerrungen und Krüm-
mungen des Balkens. Mittels der Gleichungen (3.5) bis (3.7) lassen sich die Balken-
verzerrungen auch in folgender Form darstellen
[
ε
κ
]
=

ε1
γ2
γ3
κ1
κ2
κ3

=

a1 · x′B0 −A1 ·X′B0
a2 · x′B0 −A2 ·X′B0
a3 · x′B0 −A3 ·X′B0
a3 · a′2 −A3 ·A′2
a1 · a′3 −A1 ·A′3
a2 · a′1 −A2 ·A′1

. (3.15)
Die Ableitungen der orthonormalen Basissysteme A′i und a′i können mit Hilfe der
axialen Vektoren θB0 und θB zu
A′i = θB0 ×Ai und a′i = θB × ai (3.16)
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ermittelt werden. Damit ist es möglich die Balkenverzerrungen aus Gleichung (3.15)
mit
[
ε
κ
]
=
[
RTx′B0 −RT0 X′B0
RTθB −RT0 θB0
]
(3.17)
darzustellen. Mit kinematisch zulässigen Testfunktionen δv = [δu, δw] lassen sich
gemäß [21] ihre Variationen
δε =
[
ε
κ
]
=
[
δRTx′B0 + RT δx′B0
δRTθB + RT δθB
]
=
[
RT (δx′B0 − δw× x′B0)
RT δw′
]
(3.18)
aufstellen. Hierbei ist δw über die Relation δai = δRRTai = δw × ai definiert.
Für die FE-Implementierung wird die folgende Darstellung bevorzugt
δEB = Aδε = A

δa1 · x′B0 + a1 · δx′B0
δa2 · x′B0 + a2 · δx′B0
δa3 · x′B0 + a3 · δx′B0
δa3 · a′2 + a3 · δa′2
δa1 · a′3 + a1 · δa′3
δa2 · a′1 + a2 · δa′1

= A
[
δε
δκ
]
. (3.19)
3.2 Schwache Form des Gleichgewichts und Definition
der Balkenschnittgrößen
In einem nächsten Schritt wird die in Abschnitt 3.1 vorgestellte Kinematik in die
schwache Form des Gleichgewichts, Gleichung (2.58), eingesetzt. Dies liefert
g (v, δv) =
∫
S
δε ·
∫
A
ATSB dA− δu · f − δw ·m dS. (3.20)
Dabei sind f Linienlasten und m Linienmomente, welche an der Balkenreferenzach-
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se angreifen. Der Term
∫
A
ATSB dA =
∫
A

S11
S12
S13
S13ξ2 − S12ξ3
S11ξ3
−S11ξ2

dA =
[
F
M
]
= σ (3.21)
liefert, mit den nicht verschwindenden Termen der 2. Piola-Kirchhoff’schen Span-
nungen SB =
[
S11, S12, S13
]T , die Balkenschnittgrößen σ durch Integration über
die Querschnittsfläche A. Dabei werden die Normalkraft N sowie die beiden Quer-
kräfte Q2, Q3 im Vektor F =
[
N, Q2, Q3
]T und das Torsionsmoment M1 sowie
die beiden Biegemomente M2, M3 im Vektor M =
[
M1, M2, M3
]T angeordnet.
Mit f = RF und m = RM lässt sich Gleichung (3.20) durch Einsetzen von Glei-
chung (3.18) auch schreiben als
g(v, δv) =
∫
S
f · (δx′B0 − δw× x′B0) + m · δw′ − δu · f − δw ·m dS. (3.22)
Dies führt mit δxB0 = δu durch partielle Integration auf die Form
g(v, δv) = −
∫
S
(
f ′ + f
) · δu + (m′ + x′B0 × f + m) · δw dS. (3.23)
Aus dem Fundamentalsatz der Variationsrechnung folgt das statische Gleichgewicht
zu
f ′ + f = 0,
m′ + x′B0 × f + m = 0. (3.24)
3.3 Linearisierung und Bezug zum Materialgesetz
Für den Bezug zum Materialgesetz und die FE-Implementierung wird die Linea-
risierung der schwachen Form des Gleichgewichts nach Gleichung (3.20) benötigt.
Unter der Annahme von konservativen Lasten ist nur die virtuelle innere Arbeit
D [g (v, δv)] ·∆v = D
[∫
S
δε · σ dS
]
·∆v (3.25)
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zu linearisieren und führt zu
D [g (v, δv)] ·∆v =
∫
S
δε ·D∆ε+ ∆δε · σ dS. (3.26)
Dabei ergibt sich ∆ε durch formales Ersetzen von δ mit ∆ aus δε entsprechend
Gleichung (3.19). Die Linearisierung von δε liefert mit Gleichung (3.19)
∆δε =

δa1 ·∆x′B0 + ∆a1 · δx′B0 + ∆δa1 · x′B0
δa2 ·∆x′B0 + ∆a2 · δx′B0 + ∆δa2 · x′B0
δa3 ·∆x′B0 + ∆a3 · δx′B0 + ∆δa3 · x′B0
δa3 ·∆a′2 + ∆a3 · δa′2 + ∆δa3 · a′2 + a3 ·∆δa′2
δa1 ·∆a′3 + ∆a1 · δa′3 + ∆δa1 · a′3 + a1 ·∆δa′3
δa2 ·∆a′1 + ∆a2 · δa′1 + ∆δa2 · a′1 + a2 ·∆δa′1

. (3.27)
Mit der Definition der Schnittgrößen in Gleichung (3.21) lässt sich D∆ε über
∂σ
∂ε
=
∫
A
AT ∂SB
∂EB
∂EB
∂ε
dA =
∫
A
ATCAdA (3.28)
bestimmen, wobei hier nur die nicht verschwindenden Terme von S berücksichtigt
werden. Im linear elastischen Fall ergibt sich mit S
11
S12
S13
 =
 E 0 00 G 0
0 0 G

︸ ︷︷ ︸
C
 E112E12
2E13
 (3.29)
die Materialtangente für den Balken zu
D =
∫
A

E 0 0 0 E ξ3 −E ξ2
0 G 0 −Gξ3 0 0
0 0 G Gξ2 0 0
0 −Gξ3 Gξ2 G
(
ξ22 + ξ23
)
0 0
E ξ3 0 0 0 Eξ23 −E ξ2 ξ3
−E ξ2 0 0 0 −E ξ2 ξ3 E ξ22

dA. (3.30)
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Eine Auswertung des Integrals für D liefert die bekannten Querschnittswerte
D =

EA 0 0 0 EAs3 −EAs2
GA 0 −GAs3 0 0
GA GAs2 0 0
GIp 0 0
sym. EI2 EI23
EI3

. (3.31)
Dabei sind A die Querschnittsfläche, I2 und I3 die Flächenträgheitsmomente be-
zogen auf die jeweilige Rotationsachse, I23 das Deviationsmoment, Ip = I2 + I3
das polare Flächenträgheitsmoment und s2, s3 der Abstand des Schwerpunktes des
Querschnitts zur Bezugsachse des Balkens. Die in Gleichung (3.31) angegebenen
Querschnittswerte haben einige Einschränkungen bzgl. ihrer Gültigkeit. Hierzu ge-
hören folgende Annahmen:
• Der Querschnitt bleibt eben, d. h. es treten keine Verwölbungen infolge Schub
oder Torsion auf.
• Schubmittelpunkt und Schwerpunkt fallen zusammen. Dies geschieht im All-
gemeinen nur bei doppelsymmetrischen Querschnitten.
• Es wird ein homogener Querschnitt vorausgesetzt, d. h. der Elastizitätsmodul
E und der Schubmodul G sind konstant.
Eine deutlich verbesserte Variante kann durch die Mitnahme der Verwölbungen
erzielt werden, siehe [74]. Hierdurch entstehen zunächst zusätzliche Schnittgrößen.
Durch statische Kondensation dieser Schnittgrößen ergibt sich schließlich
D =

EA 0 0 0 EAs3 −EAs2
GAS2 0 −GAS2m3 0 0
GAS3 GAS3m2 0 0
GI∗T 0 0
sym. EI2 EI23
EI3

. (3.32)
Dabei sind m2 und m3 der Abstand des Schubmittelpunktes zur Referenzachse.
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Das Torsionsträgheitsmoment ergibt sich zu
I∗T = IT +AS2 ·m23 +AS3 ·m22, (3.33)
zusammengesetzt aus dem St. Venant’schen Torsionsträgheitsmoment IT mit zuge-
hörigen Anteilen der Schubflächen. Im Gegensatz zum polaren Torsionsträgheits-
moment Ip werden mit I∗T die Querschnittsverwölbungen berücksichtigt. Insgesamt
liefert Gleichung (3.32) gegenüber Gleichung (3.31) bessere Ergebnisse und wird
daher als Benchmark für die aus dem Mehrskalenmodell resultierenden Werte her-
angezogen.

Kapitel 4
Grundlagen der Homogenisierung
Bei der Betrachtung eines hinreichend großen Körpers aus größerer Distanz, er-
scheint dieser für den Betrachter als homogen. Entsprechend dieser rein optischen
Feststellung kann auch sein Verhalten bei Deformation unter der Annahme ei-
nes homogenen Materialverhaltens beschrieben werden. Erst bei sehr starker Ver-
größerung werden die strukturellen Beschaffenheiten und die damit einhergehen-
den Inhomogenitäten des Körpers sichtbar. Sofern die Eigenschaften der sichtbar
gewordenen Inhomogenitäten bekannt sind, können mit Hilfe eines Homogenisie-
rungsverfahrens äquivalente homogene Eigenschaften ermittelt werden, welche die
Eigenschaften des betrachteten Körpers wiederspiegeln.
Die Homogenisierung im Rahmen dieser Arbeit ist eine Mittelung einer betrach-
teten Größe über ein Referenzvolumen. Im Speziellen sind homogenisierte Verzer-
rungen bekannt, welche in einem Referenzvolumen Spannungen hervorrufen sollen.
Aus diesen werden wiederum homogenisierte Spannungen gewonnen. Hierbei stellt
sich im Wesentlichen die Frage, wie die bekannten Verzerrungen auf das Referenz-
volumen aufzubringen sind. Einer der ersten Ansätze hierfür war die Annahme von
konstanten Verzerrungen nach Voigt [73]. Hierauf folgte mit der Annahme von kon-
stanten Spannungen im Gebiet der Homogenisierungsansatz nach Reuss [58]. Beide
Verfahren beziehen sich auf lineare Elastizität. Sie berücksichtigen jedoch nicht die
geometrische Struktur des Materials. Einen anderen Ansatz liefert die Hill-Mandel-
Bedingung [30]. Sie fordert die Äquivalenz der Formänderungsenergie. Das hierbei
interessante ist, dass die zuvor genannten Ansätze die obere und untere Grenze für
die homogenisierten Steifigkeiten liefern.
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4.1 Das repräsentative Volumenelement (RVE)
Die Definition des repräsentativen Volumenelements folgt im Wesentlichen den
Ausführungen in [19]. Zur Ermittlung effektiver, homogener Materialeigenschaften
für einen makroskopisch homogenen Körper, mit bisher unbekannten materiellen
Eigenschaften, kann zu deren Ermittlung die Umgebung eines makroskopischen
Punktes XM stark vergrößert betrachtet werden, siehe Abb. 4.1.
Abbildung 4.1: Schematische Darstellung des Konzepts des repräsentativen Volu-
menelements.
Die herausgeschnittene Umgebung des Punktes XM wird als repräsentatives Vo-
lumenelement (RVE) bezeichnet. Das RVE beinhaltet dabei Heterogenitäten und
löst diese inklusive ihrer Geometrie auf. Somit stellt es nicht nur die mikroskopi-
schen materiellen, sondern auch strukturellen Eigenschaften des als makroskopisch
homogen angesehenen Materials dar. Sind diese Eigenschaften bekannt, so können
durch Homogenisierung die makroskopischen Eigenschaften bestimmt werden.
Für die Homogenisierung müssen entsprechend dem Wort repräsentativ Bedingun-
gen an das RVE sowie den makroskopischen Körper gestellt werden. Zum einen
muss das RVE groß genug sein. Dies bedeutet, dass die Abmessung LRVE größer
sein muss als eine charakteristische Abmessung lc einer Heterogenität. Zum anderen
müssen die Heterogenitäten hinreichend homogen im betrachteten makroskopischen
Bereich verteilt sein. Die charakteristische Länge Lc dieses Bereichs muss zudem
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größer sein als diejenige des RVEs. Somit ergeben sich die Forderungen
lc  LRVE  Lc. (4.1)
Durch die Separierung der Skalen entstehen mehrere Randwertprobleme. Zum
einen das makroskopische
DivPM + ρbM0 = 0 inΩM0 ,
tM0 = t
M
0 auf ∂ΩM0σ,
uM0 = uM0 auf ∂ΩM0u (4.2)
und zum anderen die mikroskopischen Probleme
DivPm = 0 inΩm0 ,
tm0 = t
m
0 auf ∂Ωm0σ,
um0 = um0 auf ∂Ωm0u, (4.3)
wobei jedem betrachtetem makroskopischem Punkt ein mikroskopisches Randwert-
problem zugeordnet wird. Ersichtlich wird, dass die makroskopischen Größen mit
{•}M und die mikroskopischen mit {•}m bezeichnet werden. Über die Mittelungs-
beziehung bzgl. des Volumens
〈•〉 = 1
V m
∫
Ωm0
• dV mit V m =
∫
Ωm0
dV (4.4)
lassen sich die Homogenisierungsbeziehungen wie folgt darstellen
PM = 〈Pm〉, (4.5)
FM = 〈Fm〉. (4.6)
Die Spannungsmittelung, Gleichung (4.5), lässt sich auch in ein Oberflächenintegral
umformen. Ausgehend von
〈Pm〉 = 1
V m
∫
Ωm0
PmGradTXm︸ ︷︷ ︸
1
dV (4.7)
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und der Beziehung, zunächst in Indexnotation,
(
PmijXmk
)
,j
= Pmij,jXmk︸ ︷︷ ︸
DivPm = 0
+PmijXmk,j = PmijXmk,j (4.8)
sowie dem Divergenztheorem∫
Ωm0
(
PmijXmk
)
,j
dV =
∫
∂Ωm0
PmijXmk NjdA =
∫
∂Ωm0
PmN⊗XmdA (4.9)
mit dem zur jeweiligen RVE-Oberfläche zugeordneten Normalenvektor N, ergibt
sich
〈Pm〉 = 1
V m
∫
∂Ωm0
PmN⊗XmdA = 1
V m
∫
∂Ωm0
tm0 ⊗XmdA. (4.10)
Aus der umgeformten Spannungsmittelung, Gleichung (4.10), wird ersichtlich, dass
sich mit einer konstanten Spannungsvorgabe auf der Oberfläche mit beispielsweise
PmN = PcN
〈Pm〉 = 1
V m
Pc
∫
∂Ωm0
N⊗XmdA = 1
V m
Pc
∫
Ωm0
GradTXm︸ ︷︷ ︸
1
dV = Pc (4.11)
ergibt. Der Mittelwert der Spannungen entspricht also der Vorgabe konstanter
Randspannungen. Ähnliches lässt sich auch für die Mittelung des Deformations-
gradienten, Gleichung (4.6), formulieren
〈Fm〉 = 1
V m
∫
Ωm0
Gradxm dV = 1
V m
∫
∂Ωm0
xm ⊗NdA (4.12)
und unter Vorgabe von Randverschiebungen xm = FcXm mit konstantem Defor-
mationsgradienten Fc
〈Fm〉 = 1
V m
∫
∂Ωm0
FcXm ⊗N dA = 1
V m
Fc
∫
Ωm0
GradXm dV = Fc. (4.13)
Demnach entspricht der Mittelwert des Deformationsgradienten Fm dem als Rand-
bedingung vorgegebenen konstanten Deformationsgradienten Fc.
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4.2 Hill-Mandel-Bedingung
Die Hill-Mandel-Bedingung [31] stellt die wohl meist verwendete Homogenisie-
rungsbeziehung dar. Sie fordert, dass die gemittelte virtuelle innere Arbeit der
mikroskopischen Skala derjenigen der makroskopischen Skala entspricht [61]. Al-
ternativ wird sie auch über die Äquivalenz der Spannungsleistung auf beiden Skalen
〈Pm : δFm〉 −PM : δFM = 0 (4.14)
dargestellt [63]. Um die Hill-Mandel-Bedingung zu erfüllen, schränkt sich allerdings
die Wahl der Randbedingungen des RVEs ein. Zur Findung dieser Randbedingun-
gen bietet es sich an, die Hill-Mandel-Bedingung zunächst umzuformen. Hierzu
wird Gleichung (4.14) zunächst mit PM : δFM −PM : δFM erweitert und einmal
δFM durch 〈δFm〉 sowie PM durch 〈Pm〉 ersetzt. Dies liefert
〈Pm :δFm〉−PM :δFM =〈Pm :δFm〉︸ ︷︷ ︸
I
−PM :〈δFm〉︸ ︷︷ ︸
II
−〈Pm〉 :δFM︸ ︷︷ ︸
III
+PM :δFM︸ ︷︷ ︸
IV
. (4.15)
Term I lässt sich mit
Div (δxmPm) = Gradδxm︸ ︷︷ ︸
= δFm
: Pm + δxm ·DivPm︸ ︷︷ ︸
= 0
= δFm : Pm (4.16)
umschreiben zu
〈Pm : δFm〉 = 1
V m
∫
Ωm0
Div (δxmPm) dV = 1
V m
∫
∂Ωm0
δxm ·PmNdA
= 1
V m
∫
∂Ωm0
δxm · tm0 dA. (4.17)
Die Umformung von Term II führt auf
PM : 〈δFm〉 = 1
V m
PM :
∫
Ωm0
Gradδxm dV = 1
V m
∫
∂Ωm0
PM : (δxm ⊗N) dA
= 1
V m
∫
∂Ωm0
δxm ·PMNdA, (4.18)
42 Kapitel 4 Grundlagen der Homogenisierung
während Term III mit Gleichung (4.10)
〈Pm〉 : δFM = 1
V m
δFM :
∫
∂Ωm0
[PmN⊗Xm] dA
= 1
V m
∫
∂Ωm0
δFMXm ·PmN dA = 1
V m
∫
∂Ωm0
δFMXm · tm0 dA (4.19)
ergibt. Term IV kann schließlich zu
PM : δFM = δFM
T
PM : 1 = 1
V m
δFM
T
PM :
∫
Ωm0
GradXm dV
= 1
V m
δFM
T
PM :
∫
∂Ωm0
Xm ⊗NdA = 1
V m
∫
∂Ωm0
δFMXm ·PMN dA (4.20)
umgeformt werden. Aufsummieren der Terme liefert
〈Pm : δFm〉 −PM : δFM = 1
V m
∫
∂Ωm0
δxm · tm0 − δxm ·PMN − δFMXm · tm0
+ δFMXm ·PMN dA = 1
V m
∫
∂Ωm0
(
δxm − δFMXm) · (tm0 −PMN) dA. (4.21)
Aus der Darstellung der Hill-Mandel-Bedingung in Form eines Oberflächeninte-
grals, Gleichung (4.21), können die Randbedingungen, welche die Bedingung erfül-
len, abgelesen werden. Zu ihnen gehört die Annahme von konstanten Deformationen
im gesamten RVE
xm = FMXm in Ωm0 , (4.22)
welche zur oberen Schranke, der Voigt-Schranke, führt. Während die Annahme von
konstanten Spannungen im RVE
Pm = PM in Ωm0 (4.23)
die untere Schranke, die Reuss-Schranke, liefert. Die Schranken geben dabei die
obere und untere Grenze an, zwischen denen die homogenisierten Größen liegen
müssen. Weiterhin lassen sich auf die Oberfläche des RVEs bezogene Randbedin-
gungen formulieren. Hierbei sind die konstanten Spannungsrandbedingungen
tm0 = PMN auf ∂Ωm0 , (4.24)
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die linearen Verschiebungsrandbedingungen
xm = FMXm, (4.25)
sowie die periodischen Verschiebungsrandbedingungen
xm+ − xm− = FMXm+ − FMXm− (4.26)
zu nennen. Bei den periodischen Randbedingungen, Gleichung (4.26), wurde das
Oberflächenintegral, Gleichung (4.21), in eine positive + und negative − Seite auf-
geteilt und die sich ändernden Größen mit {•}+ bzw. {•}− der positiven bzw.
negativen Seite zugeordnet. Dies setzt allerdings voraus, dass jedem Punkt der
positiven Oberfläche ein korrespondierender Punkt der negativen Oberfläche zu-
geordnet werden muss. Damit müssen die Oberflächen zweier gegenüberliegender
Seiten des RVEs geometrisch identisch sein.

Kapitel 5
Rand- und Nebenbedingungen des
RVEs für Stabtragwerke
In diesem Kapitel werden die Rand- und Nebenbedingungen vorgestellt, deren Wei-
terentwicklung einen wesentlichen Bestandteil der vorliegenden Arbeit darstellen.
Da die Homogenisierung zu materiellen Eigenschaften führt, welche die geome-
trischen Informationen des Querschnitts beinhalten, kann nicht mehr von einer
mikroskopischen Skala gesprochen werden. Daher ist es sinnvoll, diese Skala als
mesoskopische Skala zu bezeichnen.
5.1 Ausgangsbasis der Randbedingungen
Zunächst ist es erforderlich, sich die Probleme klassischer Randbedingungen zu
vergegenwärtigen.
Abbildung 5.1: Ausgangsrandbedingungen.
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Hierfür ist in Abb. 5.1 exemplarisch ein RVE dargestellt. Die x-Achse entspricht
der Balkenreferenzachse, während in der y- und z-Richtung der Querschnitt des
Balkens beschrieben wird. Über die beiden Ränder x− und x+ können nun die
Verzerrungen auf das RVE aufgebracht werden. Dies kann beispielsweise mittels
periodischer Randbedingungen oder Verschiebungsrandbedingungen geschehen. Im
Fall von Verschiebungsrandbedingungen ergibt sich die Relation zu
x = FX. (5.1)
Für die periodischen Randbedingungen lässt sie sich mit
x+ = FX+ + wˆ
x− = FX− + wˆ (5.2)
darstellen. Der Term wˆ stellt Fluktuationen, also eine Abweichungen, der Ver-
schiebungen gegenüber der Annahme des linearen Zusammenhangs FX dar. Diese
werden als periodisch angenommen, d. h. sie sind auf der positiven und negati-
ven Seite des RVEs identisch. Werden die beiden Annahmen ineinander eingesetzt,
ergibt sich
x+ = x− + F
(
X+ −X−) = x− + F∆X. (5.3)
Bei Verwendung der Balkenverzerrungen lässt sich F auf verschiedene Arten dar-
stellen, beispielsweise
F− 1 =
εx + κy · z − κz · y 0 0γy − κx · z 0 0
γz + κx · y 0 0
 (5.4)
oder
F− 1 =
εx + κy · z − κz · y 0.5 · γy 0.5 · γz0.5 · γy − κx · z 0 0
0.5 · γz + κx · y 0 0
 (5.5)
sowie
F− 1 =
εx + κy · z − κz · y γy γz−κx · z 0 0
κx · y 0 0
 . (5.6)
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Die Gleichungen (5.4) bis (5.6) unterscheiden sich nur in der Aufbringung der
Schubverzerrungen γy und γz. Es ist anzumerken, dass hierbei kleine Verzerrungen
vorausgesetzt werden. Zudem wird ersichtlich, dass der Balken in seiner Referenz-
konfiguration gerade und unverwunden sein muss. Die Wahl nach Gleichung (5.6)
ist analog zur Verschiebungsvorgabe für Schalen in [24]. Aus praktischen Grün-
den wird allerdings die Darstellung nach Gleichung (5.4) verwendet. Entsprechend
dieser Relation ergeben sich die Deformationsmodi nach Abb. 5.2.
Abbildung 5.2: RVE-Deformation infolge Balkenkinematik.
Zudem entspricht diese Darstellung den kinematischen Annahmen des Balkens nach
Gleichung (3.5).
5.2 Erfüllung der Hill-Mandel-Bedingung
Unter der Voraussetzung eines anfänglich geraden und unverwundenen Balkens
lässt sich der Deformationsgradient, unter Berücksichtigung von Gleichung (3.5),
mit
F = [f1, f2, f3] (5.7)
darstellen. Zur Überprüfung der Hill-Mandel-Bedingung gemäß Gleichung (4.14)
werden für den makroskopischen Teil die entsprechenden Balkenterme nach Glei-
chungen (3.9) und (3.21) und für den mesoskopischen Teil die Oberflächendarstel-
lung Gleichung (4.17) eingesetzt. Dies ergibt
δε · σ = 1
LRVE
∫
∂Ωm0
δxm0 ·PmN dA =
1
LRVE
∫
∂Ωm0
δxm0 · tm0 dA. (5.8)
Da bei der Balkenhomogenisierung die Querschnittsinformationen in den homoge-
nisierten Werten repräsentiert sein müssen, wird aus der Mittelung bezüglich des
Volumens eine Mittelung mit der RVE-Länge LRVE . Für die Oberflächennormale
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ergibt sich gemäß Abb. 5.1 N+ = −N− = [1, 0, 0]T . N− ist dabei die Normale der
Oberfläche des RVEs bei x = −LRVE/2 und N+ entsprechend die Normale bei
x = LRVE/2.
Mit der Annahme von kleinen Verzerrungen (F ≈ 1) und somit P = FS ≈ S ist
tm0 = PmN = SmN =
 S
11
S12
S13
 . (5.9)
Als Nächstes werden die Variationen von xm0 , genauer die Variationen der Rand-
bedingungen, benötigt. Diese ergeben für Gleichung (5.4) aus
δFX =
δεx + δκy · z − δκz · y 0 0δγy − δκx · z 0 0
δγz + δκx · y 0 0

 xˆyˆ
zˆ
 (5.10)
zu
δFX =
 xˆ 0 0 0 xˆz −xˆy0 xˆ 0 −xˆz 0 0
0 0 xˆ xˆy 0 0

︸ ︷︷ ︸
A

δεx
δγy
δγz
δκx
δκy
δκz

(5.11)
und analog für Gleichung (5.6) zu
δFX =
 xˆ yˆ zˆ 0 xˆz −xˆy0 0 0 −xˆz 0 0
0 0 0 xˆy 0 0

︸ ︷︷ ︸
A

δεx
δγy
δγz
δκx
δκy
δκz

. (5.12)
Da bei den periodischen Randbedingungen F mit ∆X multipliziert wird und bei-
de Tensoren Koordinatenwerte x, y, z beinhalten, werden die zu X gehörenden
Koordinaten mit {•ˆ} bezeichnet.
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5.2.1 Verschiebungsrandbedingungen
Einsetzen von Gleichung (5.11) in die Hill-Mandel-Bedingung Gleichung (5.8) lie-
fert für den Fall von linearen Verschiebungsrandbedingungen
δε · σ = 1
LRVE
δε ·
∫
∂Ωm0
xˆ

S11
S12
S13
−S12z + S13y
S11z
−S11y

dA. (5.13)
Die Integration teilt sich dabei auf in eine Oberfläche bei xˆ+ = LRVE/2 und eine bei
xˆ− = −LRVE/2. Da die Oberflächennormalen N in entgegengesetzte Richtungen
zeigen, ergibt sich
δε · σ = δε ·
∫
∂Ωm+0

S11
S12
S13
−S12z + S13y
S11z
−S11y

dA = δε ·

N
Qy
Qz
Mx
My
Mz

. (5.14)
Aus Gleichgewichtsgründen muss nur noch über eine Seite integriert werden, bspw.
der positive Rand ∂Ωm+0 . Dies entspricht der Definition der Schnittgrößen nach
Gleichung (3.21). Somit ist für Gleichung (5.11) die Hill-Mandel-Bedingung für
lineare Verschiebungsrandbedingungen erfüllt. Die Variante nach Gleichung (5.12)
hingegen liefert
δε · σ = 1
LRVE
δε ·
∫
∂Ωm0

S11xˆ
S11yˆ
S11zˆ
−S12xˆz + S13xˆy
S11xˆz
−S11xˆy

dA. (5.15)
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Bis auf die Querkraftterme entspricht auch diese Variante der Definition nach Glei-
chung (3.21). Die Schnittgrößen ergeben sich zu
δε · σ = δε ·

Q
−∆Mz/LRVE
∆My/LRVE
Mx
My
Mz

= δε ·

N
Qy
Qz
Mx
My
Mz

. (5.16)
Um zu sehen, dass auch diese Variante die richtigen Ergebnisse liefert, muss das
Gleichgewicht zwischen den Querkräften und MomentenQy = −dMz/dx undQz =
dMy/dx eingesetzt werden. Damit ist auch für diesen Fall die Erfüllung der Hill-
Mandel-Bedingung gezeigt.
5.2.2 Periodische Randbedingungen
Für den Nachweis der periodischen Randbedingungen bietet es sich an, zunächst
das Oberflächenintegral Gleichung (5.8) aufzuteilen
δε · σ = 1
LRVE
(∫
∂Ωm+0
δxm+0 · tm+0 dA+
∫
∂Ωm−0
δxm−0 · tm−0 dA
)
. (5.17)
Entsprechend der Definition der Oberflächennormale N ist tm+0 = −tm−0 . Zudem
sind die Oberflächen ∂Ωm−0 und ∂Ωm+0 identisch und können somit für die Integra-
tion gleichgesetzt werden. Damit ergibt sich
δε · σ = 1
LRVE
∫
∂Ωm+0
(
δxm+0 · tm+0 − δxm−0 · tm+0
)
dA. (5.18)
Entsprechend der Verzerrungsaufbringung nach Gleichung (5.3) ergibt sich schließ-
lich
δε · σ = 1
LRVE
∫
∂Ωm+0
δF
(
X+ −X−) · tm+0 dA. (5.19)
Durch die Wahl der Modellierung des RVEs ist X+ − X− = [LRVE , 0, 0]T , vgl.
Abb. 5.1. Somit leistet nur noch die erste Spalte von F bzw. δF einen Beitrag
zur homogenisierten virtuellen inneren Arbeit. Sofort ist ersichtlich, dass für die
Querkräfte der Beitrag im Fall von Gleichung (5.12) mit null durchmultipliziert
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wird. Somit kann mit dieser Wahl keine Schubdeformation aufgebracht werden
und die Homogenisierung liefert keine Schubsteifigkeit. Für die Verschiebungsrela-
tion nach Gleichung (5.11) lässt sich die Hill-Mandel-Bedingung Gleichung (5.19)
wieder umformen zu Gleichung (5.14) und liefert somit auch die Definition der
Balkenschnittgrößen.
5.3 Problemstellung: Schubdeformationen des RVEs
Wie dargestellt, ist die Hill-Mandel-Bedingung im Fall von linearen Verschiebungs-
randbedingungen für beide Annahmen nach Gleichungen (5.11) und (5.12) erfüllt.
Im Fall periodischer Randbedingungen hat sich jedoch gezeigt, dass nur die Relati-
on nach Gleichung (5.11), auf den ersten Blick, zu zufriedenstellenden Ergebnissen
führt. Allerdings liefert Gleichung (5.12) Einblicke in die Problematik der Abbil-
dung der Schubdeformation.
Die Problematik der Schubdeformationen im Rahmen dieser Homogenisierungsme-
thode wird auch in [15] angesprochen. Die genannte Lösung beschränkt sich auf
die Behinderung der Starrkörperrotation infolge der Schubdeformation, wie auch
im Folgenden dargelegt wird.
5.3.1 Starrkörperrotationen infolge periodischer
Randbedingungen
Die Verzerrungs-Verschiebungsrelation nach Gleichung (5.12) zeigt, dass die Schub-
deformation bei periodischen Randbedingungen keinen Beitrag zur virtuellen in-
neren Energie leistet. Der Grund hierfür ist, dass diese Relation zu periodischen
Verschiebungsrandbedingungen mit antiperiodischen Spannungsrandbedingungen
führt. Dies wird auch bei der Rückrechnung der Querkräfte aus dem Gleichge-
wicht in Gleichung (5.16) deutlich. Da jedoch die periodischen Randbedingungen
periodische Deformationen nicht behindern, führt die Schubdeformation mit diesen
Randbedingungen, auch mit der Relation nach Gleichung (5.11), zu einer reinen
Starrkörperrotation mit periodischen Verschiebungen wˆ, siehe Abb. 5.3.
Die periodischen Randbedingungen sind somit in dieser Form unbrauchbar.
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Abbildung 5.3: Starrkörperrotation infolge Schubdeformation bei periodischen
Randbedingungen.
Um diese Randbedingungen dennoch verwenden zu können, muss folglich die Starr-
körperrotation behindert werden. Dies kann auf verschiedene Art und Weisen ge-
schehen. Im Rahmen dieser Arbeit wird hierzu als Nebenbedingung gefordert, dass
sich der Querschnitt bei x = 0 im Mittel weder um die y-Achse noch um die z-Achse
rotieren darf. Hierdurch wird ein Moment um die y-Achse bzw. entsprechend um
die z-Achse in das RVE eingetragen. Durch die Wahl der Randbedingungen nach
Gleichung (5.11) leisten diese Momente keinen direkten Beitrag zur homogenisier-
ten virtuellen Arbeit. Sie rufen jedoch aus Gleichgewichtsgründen die entsprechen-
den Schubspannungen hervor. Für die Umsetzung im Rahmen der FEM sei auf
Abschnitte 6.3 und 6.4 verwiesen.
5.3.2 Gleichgewicht und mittlere Schubdeformationen
Ein weiteres Problem der Schubdeformation ist in den Momentengleichgewichten
des Balkens
−dM
z
dx = Q
y und dM
y
dx = Q
z (5.20)
zu finden. Die Querkräfte resultieren aus den Ableitungen der Momente in Richtung
der Balkenachse. Dies bedeutet, dass durch die Aufbringung der Schubdeformatio-
nen über die Querschnittsflächen bei x = −LRVE/2 und x = LRVE/2 keine reine
Querkraftbeanspruchung des RVEs entsteht, sondern zusätzlich eine linear verteilte
Momentenbeanspruchung.
Zur Ermittlung der resultierenden Schnittgrößenverläufe lassen sich Balkenersatz-
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Abbildung 5.4: RVE unter Schubdeformation mit resultierendem Querkraft- (Mit-
te) und Momentenverlauf (rechts) – Lineare Verschiebungsrandbe-
dingungen (oben) und periodische Randbedingungen (unten).
systeme für das RVE verwenden. Diese sind in Abb. 5.4 dargestellt. Während für
die linearen Verschiebungsrandbedingungen eine links- und rechtsseitige Einspan-
nung gilt, werden bei den periodischen Randbedingungen diese Lager im Fall einer
Schubdeformation als gelenkig angenommen. Wie in Abschnitt 5.3.1 dargelegt, wird
die Starrkörperrotation durch Behinderung der Querschnittsrotation in der Mitte
des RVEs erreicht. Hieraus resultiert die zusätzliche Einspannung in der Mitte.
Das hier auftretende Problem betrifft die angenommene Kinematik für das RVE.
Gemäß Gleichungen (5.1) und (5.3) ergeben sich die Randverschiebungen des RVEs
aus einem linearen Zusammenhang zwischen den Verzerrungen und der Position.
Bei einer Scherung stellt sich jedoch eine Kopplung zwischen Schub- und Biegede-
formation ein. Gemäß Balkentheorie ergibt sich der Zusammenhang zwischen der
aufgebrachten Deformation γLRVE und der sich einstellenden Querkraft im System
zu
γLRVE =
(
1
12EI L
2
RVE +
1
GAS
)
QLRVE . (5.21)
Wird in Gleichung (5.21) Q = GASγ gesetzt, so wird eindeutig ersichtlich, dass
der lineare Zusammenhang zwischen der Scherung und der Relativverschiebung der
RVE-Enden nicht gegeben ist. Somit ist
γ 6= γ = 1
LRVE
∫
2ExαdV (5.22)
mit α = {y, z}. Dies bedeutet, dass der Mittelwert aus der Schubdeformation 2Exy
bzw. 2Exz und die Balkenschubdeformation γ nicht identisch sind. Eine Möglichkeit
zur Behebung dieses Problems besteht darin, den linearen Momentenverlauf infolge
Querkraftbeanspruchung auf dem RVE zu null zu setzen [45]. Hierdurch entfällt der
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Biegeanteil bei der Deformation und die Annahme einer linearen Verschiebungs-
Verzerrungsrelation ist wieder gerechtfertigt. Alternativ kann die Annahme von
konstanten Verwölbungen über die Länge des RVEs getroffen werden [44]. Beide
Varianten tragen einen linearen Momentenverlauf in das RVE nach Abb. 5.4 ein.
Da das Integral dieser Verläufe über die RVE-Länge verschwindet, leistet diese
Nebenbedingung keinen Beitrag in der Hill-Mandel-Bedingung.
Kapitel 6
Finite-Elemente-Formulierungen
In diesem Abschnitt werden die verwendeten Finite-Elemente-Formulierungen vor-
gestellt. Die Grundlagen hierzu finden sich in vielen Literaturquellen. Einige Bei-
spiele sind [3, 34,80,86,87].
Für die folgenden Formulierungen des Balkenelements sowie des Volumenelements
werden die Approximationen der Variationen der Verzerrungen sowie deren Li-
nearisierung in die schwache Form des Gleichgewichts, Gleichung (2.58), bzw. de-
ren Linearisierung, Gleichung (2.60), eingesetzt. Hierdurch ergibt sich aus Glei-
chung (2.58) der Elementlastvektor fe zu
δv · fe = δv ·
∫
Ωe
BTS dV (6.1)
unter Vernachlässigung der externen Lasten. Dabei muss gefordert werden, dass
δv 6= 0, wobei v die Knotenfreiheitsgrade repräsentiert. Die Integration wird über
ein einzelnes Element mit Volumen Ωe durchgeführt, wobei die Summation über
alle Elemente schließlich die Intergration über die Gesamtstruktur liefert. Analog
hierzu müssen die Approximationen noch in Gleichung (2.60) eingesetzt werden,
was zur Elementsteifigkeitsmatrix ke führt und
δv · ke∆v = δv ·
∫
Ωe
(
BTCB + G
)
dV ∆v (6.2)
ergibt. Der Term δv ·BTCB∆v repräsentiert den Term δE ·C∆E und G den Term
∆δE · S in Gleichung (2.60).
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6.1 Balkenelement
Die in Kapitel 3 vorgestellte Balkentheorie wird im Folgenden mittels der FE ap-
proximiert. Hierfür werden Linienelemente mit Lagrange-Ansatzfunktionen NI (ξ),
ξ ∈ [−1, 1] verwendet, siehe Abschnitt 10.2. Die Interpolation der Referenzlinie des
Balkens erfolgt mit
XhB0 =
nel∑
I=1
NIXI , xhB0 =
nel∑
I=1
NI (XI + uI) . (6.3)
Dabei wird vorausgesetzt, dass das Element insgesamt nel Knoten besitzt. Die
Vektoren XI und uI sind die Ausgangsknotenkoordinaten und Verschiebungen des
Knotens I und werden durch die zugehörigen Ansatzfunktionen NI interpoliert.
Zudem wird jedem Knoten ein Koordinatensystem mit AmI in der Referenz- und
amI in der Momentankonfiguration zugeordnet. Das Koordinatensystem AmI wird
dabei bei der Netzgenerierung erzeugt. Analog zu den Koordinaten der Referenzli-
nie werden auch
Ahm =
nel∑
I=1
NIAmI , ahm =
nel∑
I=1
NIamI (6.4)
mit den Ansatzfunktionen interpoliert. Es ist anzumerken, dass dadurch die Ortho-
gonalität von Ahm und ahm verloren geht. Allerdings verschwindet dieser Fehler mit
zunehmender Netzverfeinerung. Die Ableitungen der Basisvektoren Ahm und ahm
werden durch Ersetzen der Ansatzfunktionen NI mit ihren Ableitungen N ′I darge-
stellt. Hierbei kennzeichnet {•}′ die Ableitung nach der Bogenlänge. Mit dem isopa-
rametrischen Konzept nach Abschnitt 10.3 ergeben sie sich zu N ′I = NI,ξ1/
∣∣∣XhB0,ξ∣∣∣.
Zur Darstellung der finiten Rotationen werden drei Rotationsfreiheitsgrade pro
Knoten eingeführt, die in den Vektoren ωI angeordnet sind. Um konsistent mit [22]
zu bleiben, werden zudem die schiefsymmetrische Matrix ΩI = [ωI ]× und der
Betrag der Rotationen ω = |ω| definiert. Somit ist ΩIh = ωI × h. Mit diesen
Definitionen werden die finiten Rotationen mit Hilfe der Rodrigues-Formel
R = 1 + sin (ω)
ω
Ω + 1− cos (ω)
ω2
Ω2 (6.5)
abgebildet. Eine alternative Darstellung findet sich in Abschnitt 10.1. Es ist anzu-
merken, dass die Rodrigues Formel für ω = n2pi, n = {0, 1, 2, . . .} eine Singularität
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aufweist. Ein möglicher Ansatz zur Vermeidung der Singularität ist ein multipli-
katives Update der Basisvektoren. In dieser Arbeit werden Rotationen größer als
360◦ jedoch ausgeschlossen. Eine Diskussion zu finiten Rotationen > 360◦ findet
sich bspw. in [10,59].
Mit der Annahme von ωI = 0 in der Referenzkonfiguration folgt mit RI = R (ωI)
amI = RIAmI . (6.6)
Entsprechend der Interpolation der Basissysteme und Knotenpositionen werden die
gleichen Ansätze für ihre Variationen gewählt
δuh =
nel∑
I=1
NIδuI , δahm =
nel∑
I=1
NIδamI , ∆δahm =
nel∑
I=1
NI∆δamI . (6.7)
Die Variation von aI erfolgt über
δamI = δRIAmI = δRIRTI amI = δwI × aI (6.8)
mit der Relation nach [22] zu
δwI = HIδωI , HI = 1 +
1− cosωI
ω2I
ΩI +
ωI − sinωI
ω3I
Ω2I . (6.9)
Dies führt schließlich auf
δamI = − [amI ]×HIδωI = R˜I (AmI) δωI (6.10)
mit Bezug zu Abschnitt 10.1. Hiermit lassen sich zunächst die Variationen der
Balkenverzerrungen aus Gleichung (3.19) auswerten. Dies liefert
δεh =
nel∑
I=1
BIδv, BI =
[
N ′IRT NIBTεI
0 N ′IBTκI +NIB′
T
κI
]
(6.11)
mit
R = [a1,a2,a3] , BεI = [b1I (x′B0) ,b2I (x′B0) ,b3I (x′B0)] ,
BκI = [b2I (a3) ,b3I (a1) ,b1I (a2)], B′κI = [b2I (a′3) ,b3I (a′1) ,b1I (a′2)], (6.12)
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wobei
h · δam = bmI (h) · δwI , bmI (h) = amI × h. (6.13)
Als Nächstes wird die geometrische Matrix GIK benötigt, welche den Term ∆δε ·σ
in Gleichung (3.26) repräsentiert und die Terme ∆δam beinhaltet. Hierfür wird
zunächst die Relation
h ·∆δamI = δwI ·M (amI ,h) ∆wI , (6.14)
mit M nach [22], eingeführt. Über die FE-Approximationen
h ·∆δamI =
nel∑
I=1
NIδwI ·M (amI ,h) ∆wI , (6.15)
h ·∆δa′mI =
nel∑
I=1
N ′IδwI ·M (amI ,h) ∆wI (6.16)
lässt sich die geometrische Matrix
GIK =
[
0 N ′INKWTfK
NIN
′
KWfI GwwIK
]
(6.17)
darstellen. Dabei sind
GwwIK = N ′INKWˆ1IK +NIN ′KWˆ2IK
+ δIK [M (a1I ,h1I) + M (a2I ,h2I) + M (a3I ,h3I)] , (6.18)
h1I = NINx′B0 +NIM2a′3 +N ′IM3a2,
h2I = NIQ2x′B0 +NIM3a′1 +N ′IM1a3,
h3I = NIQ3x′B0 +NIM1a′2 +N ′IM2a1,
Wˆ1IK = M1W2IWT3K +M2W3IWT1K +M3W1IWT2K ,
Wˆ2IK = M1W3IWT2K +M2W1IWT2K +M3W2IWT3K ,
WfI =
[
Na1I +Q2a2I +Q3a3I
]
× . (6.19)
Damit ergeben sich schließlich der Elementlastvektor durch Einsetzen in Glei-
chung (3.20)
feI =
∫
S
(
BTI σ −NIq
)
dS (6.20)
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und die Elementsteifigkeitsmatrix durch Einsetzen in Gleichung (3.26)
keIK =
∫
S
(
BTI DBK + GIK
)
dS. (6.21)
Für den Elementlastvektor der äußeren Lasten wird angenommen, dass q = [p,0]
und p konservative Linienlasten bezüglich der Referenzlinie des Balkens darstel-
len. Unter diesen Annahmen entstehen durch die Elementbelastung keine weiteren
Einträge in der Elementsteifigkeitsmatrix. Für Linienlasten mit beliebigem An-
griffspunkt sei auf [22] verwiesen. Weiterhin werden die Materialtangente D und
die Schnittgrößen σ in dieser Arbeit mit dem in Kapitel 7 vorgestellten Mehrska-
lenmodell berechnet.
Die Integration der Terme wird numerisch mit Hilfe der Gauss-Legendre-Integration
nach Abschnitt 10.3 durchgeführt. Um Schublocking zu vermeiden, werden die
Elemente jedoch vollständig unterintegriert [34]. Dies bedeutet, dass ein Integra-
tionspunkt weniger verwendet wird, als für die exakte Integration der gewählten
Ansatzfunktionen erforderlich wäre.
Die bisher aufgestellte Elementsteifigkeitsmatrix und der Elementlastvektor bezie-
hen sich noch auf die Variation des axialen Vektors w. Für die Berechnung soll
jedoch der eingeführte Rotationsvektor ω als Freiheitsgrad dienen. Daher muss
noch Gleichung (6.9) berücksichtigt werden. Dies führt mit
TI =
[
1 0
0 HI
]
(6.22)
und HI nach Gleichung (6.9) auf die zu assemblierenden Elementsteifigkeitsmatri-
zen und -vektoren
fˆeI = TTI fe, kˆeIK = TTI keIKTK . (6.23)
Damit ergibt sich
L [g (v, δv)] =
numel
A
e=1
nel∑
I=1
nel∑
K=1
δvTI (feI + keIK∆vK) , (6.24)
wobei δv = [δu, δω]T und ∆v = [∆u,∆ω]T sind.
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6.2 Volumenelement
Das 3D-Volumenelement stellt das einfachste der verwendeten Elemente dar. Die
Ausgangsbasis ist die schwache Form des Gleichgewichts nach Gleichung (2.58).
Über die Approximation der Ortsvektoren mit den Ansatzfunktionen nach Glei-
chung (10.44)
Xh =
nel∑
I=1
NIXI , xh =
nel∑
I=1
NI (XI + uI) , (6.25)
sowie entsprechender Wahl der Anzahl der Elementknoten nel, lässt sich der Green-
Lagrange’schen Verzerrungstensor und seine Variation in der Voigt’schen Notation
Eh =

E11
E22
E33
2E12
2E13
2E23

h
=

1
2
(
xh,1 · xh,1 − 1
)
1
2
(
xh,2 · xh,2 − 1
)
1
2
(
xh,3 · xh,3 − 1
)
xh,1 · xh,2
xh,1 · xh,3
xh,2 · xh,3

, δEh =

δxh,1 · xh,1
δxh,2 · xh,2
δxh,3 · xh,3
δxh,1 · xh,2 + xh,1 · δxh,2
δxh,1 · xh,3 + xh,1 · δxh,3
δxh,2 · xh,3 + xh,2 · δxh,3

.
(6.26)
darstellen. Einsetzen der Ansatzfunktionen liefert für die Variation
δEh =
nel∑
I=1

NI,1xhT,1
NI,2xhT,2
NI,3xhT,3
NI,1xhT,2 +NI,2xhT,1
NI,1xhT,3 +NI,3xhT,1
NI,2xhT,3 +NI,3xhT,2

δuI =
nel∑
I=1
BIδuI . (6.27)
Da die Ansatzfunktionen im Parameterraum ξ = [ξ, η, ζ] beschrieben sind, kön-
nen ihre Ableitungen zunächst nur nach diesen Koordinaten gebildet werden. An-
schließend ist eine Transformation mit Hilfe des isoparametrischen Konzepts nach
Gleichung (10.49) nötig.
Als Nächstes wird die Linearisierung der Variation der Green-Lagrange’schen Ver-
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zerrungen benötigt. Diese ergibt sich zu
∆δEh =

δxh,1 ·∆xh,1
δxh,2 ·∆xh,2
δxh,3 ·∆xh,3
δxh,1 ·∆xh,2 + ∆xh,1 · δxh,2
δxh,1 ·∆xh,3 + ∆xh,1 · δxh,3
δxh,2 ·∆xh,3 + ∆xh,2 · δxh,3

. (6.28)
Damit ist die Kinematik vollständig mittels FE-Ansätzen beschrieben und der Ele-
mentlastvektor sowie die Elementsteifigkeitsmatrix können aufgestellt werden. Dies
liefert mit der Voigt’schen Notation die dem Knoten I und K zugeordneten Ein-
träge
feI =
∫
Ω0
(
BTI S−NIb0
)
dV −
∫
∂Ω0σ
NIt dA (6.29)
keIK =
∫
Ω0
BTI CBK dV + GIK . (6.30)
Die Spannungen S und die Materialtangente C stammen hierbei aus einer Mate-
rialbibliothek in FEAP [41]. Weiterhin ergibt sich die geometrische Matrix GIK ,
welche den geometrischen Anteil δ∆E : S in Gleichung (2.60) repräsentiert, in
Indexnotation zu
GIK =
∫
Ω0
1
2Sij (NI,iNK,j +NI,jNK,i) dV 1. (6.31)
6.3 Interfaceelement – konstante Spannungen
In diesem Abschnitt wird ein Interfaceelement zur Kopplung des Volumenmodells
mit einem Balkenelement vorgestellt. Dies wird über konstante Spannungsrand-
bedingungen entsprechend [51] erreicht, wobei die Nebenbedingung im globalen
Gleichungssystem gelöst wird. Hierfür muss die Beschreibung der Bewegung des
Querschnitts im Raum auf einen Punkt reduziert werden. Dies kann durch die
Einführung einer Ebene EI erreicht werden, siehe Abb. 6.1. In der Ausgangskon-
figuration ist ihre Lage im Raum eindeutig durch den zu koppelnden und in ihr
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Abbildung 6.1: Kinematik – Interfaceelement.
liegenden Querschnitt definiert, welcher über das Volumenmodell beschrieben wird.
Die zur Beschreibung des Querschnitts erforderlichen Ortsvektoren werden mit XS
bezeichnet. Weiterhin wird der Punkt XB0 eingeführt. Auch dieser Punkt liegt
in der Ebene EI und zudem auf der Bezugsachse des Balkenmodells. Durch Ein-
führung eines Vektors r0 ist es nun möglich, den Querschnitt ein zweites Mal zu
beschreiben. Dies geschieht mit den Ortsvektoren XB und r0 und ergibt den Zu-
sammenhang
XS = XB = XB0 + r0 (6.32)
in der Ausgangskonfiguration. In Gleichung (6.32) sind die Größen XS und XB0
eindeutig definiert, wohingegen sich XB = XS und r0 = XS−XB0 rechnerisch aus
ihnen ergeben.
Da nun alle Größen in der Ausgangskonfiguration beschrieben sind, kann in die
Momentankonfiguration übergegangen werden. Diese ergibt sich durch verschieben
und rotieren der Ebene EI in die Lage E′I . Die Translation wird dabei durch den
Verschiebungsvektor uB0 beschrieben, während die Rotation durch Einführung ei-
nes axialen Vektors ω beschrieben wird. Der Punkt XB0, der Vektor r0 und damit
auch der Punkt XB bleiben bezüglich der Ebene fest. Dies bedeutet, dass sie iden-
tisch zur Ebene verschoben und rotiert werden. Damit ergibt sich ihre Lage und
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Orientierung in der Momentankonfiguration zu
xB0 =XB0 + uB0, (6.33)
r =Rr0, (6.34)
xB =xB0 + r. (6.35)
Es ist anzumerken, dass die Größen in den Gleichungen (6.33) bis (6.35) nur von
den Verschiebungen uB0, dem axialen Vektor ω und ihrer Ausgangskonfiguration
abhängen. Im Gegensatz dazu ist für den Querschnitt selbst jedem Punkt XS eine
Verschiebung uS zugeordnet. Dies führt auf die Beziehung
xS = XS + uS . (6.36)
Mit Gleichung (6.35) und Gleichung (6.36) ist der Querschnitt in seiner Momen-
tankonfiguration einmal aus Sicht des Kopplungspunktes zum Balkenmodell sowie
aus Sicht des Volumenmodells beschrieben. Um nun beide Modelle miteinander zu
verbinden, wird gefordert, dass
xS − xB = 0. (6.37)
Die Nebenbedingung, Gleichung (6.37), kann, ohne Einschränkung der Allgemein-
heit, durch Erweiterung des Potentials in das System eingebaut. Die später folgende
erste Variation, Gleichung (6.41), stellt die allgemeingültige Form dar, für welche
die Existenz eines Potentials nicht vorausgesetzt werden muss. Zur Erweiterung
können beispielsweise Lagrange-Parameter verwendet werden, was zu
Π = . . .+
∫
Λ (xS − xB) dA (6.38)
führt. Hierbei ist anzumerken, dass Gleichung (6.38) eine Erfüllung der Nebenbe-
dingung, Gleichung (6.37), im integralen Sinn darstellt. Dies bedeutet, dass abhän-
gig von der Wahl der Langrange-Parameter die Bedingung in jedem Punkt oder
aber nur im integralen Mittel erfüllt wird. Die Erfüllung von Gleichung (6.38) in
jedem Punkt bedeutet, dass die Formtreue und das Ebenbleiben des Querschnitts
erzwungen werden. Hingegen kann sich der Querschnitt, bei Erfüllung im integra-
len Mittel, beliebig deformieren. Von Interesse ist an dieser Stelle nur die im Mittel,
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gemäß Balkenkinematik, zu erfüllende Nebenbedingung. Dies bedeutet, dass, ana-
log zur Beschreibung der Bewegung der Ebene durch drei Translationen und drei
Rotationen, die Nebenbedingung durch drei Kräfte und drei Momente zu erzwingen
ist. Somit ergeben sich die Lagrange-Parameter zu
Λ = λ+ µ× r. (6.39)
Dabei können λ als Kräfte pro Fläche interpretiert werden und µ als zu Momenten
äquivalente Parameter. Damit ergibt sich für Λ die Bedeutung eines Spannungsvek-
tors. Damit nun die Nebenbedingung, Gleichung (6.38), nur im Mittel erfüllt wird,
sind die insgesamt sechs Parameter λ und µ konstant bezüglich des Querschnitts
zu wählen.
Abbildung 6.2: Spannungsverteilung infolge Lagrange-Parameter.
Abbildung 6.2 zeigt die resultierende Spannungsverteilung infolge der gewählten
Lagrange-Parameter. Es ist anzumerken, dass die Spannungsverteilung unabhän-
gig von der materiellen und geometrischen Beschaffenheit des Querschnitts ist. Das
Interfaceelement führt somit zu konstanten Spannungsrandbedingungen. Dies ist
nur für die Normalkomponenten der Spannungen im Falle homogener und linear
elastischer Querschnitte gültig. Zudem verletzt die Annahme konstanter Schub-
spannungen über den Querschnitt die Spannungsrandbedingungen.
Einsetzen der Lagrange-Parameter, Gleichung (6.39), in die Nebenbedingung, Glei-
chung (6.38), liefert mit Gleichung (6.35)
∫
(λ+ µ× r) · (xS − xB0 − r) dA
=
∫
{λ · (xS − xB0 − r) + µ× r · (xS − xB0)} dA. (6.40)
6.3 Interfaceelement – konstante Spannungen 65
Die Variation von Gleichung (6.40) liefert
g (v, δv) =
∫
{δxS (λ+ µ× r) + δxB0 (−λ− µ× r)
+δr (−λ+ (xS − xB0)× µ) + δλ (xS − xB0 − r) + δµ (r× (xS − xB0))} dA
= 0. (6.41)
Wobei sich die einzelnen Variationen zu
δxS = δuS (6.42)
δxB0 = δuB0 (6.43)
δr = δRr0 = R˜δω (6.44)
ergeben. Abschließend wird die Linearisierung von Gleichung (6.41) benötigt. Diese
ergibt sich zu
Dg (v, δv) ·∆v =
∫ {
δxS
(
∆λ+ [µ]×∆r− [r]×∆µ
)
+δxB0
(−∆λ− [µ]×∆r + [r]×∆µ)
+δr
(−∆λ+ [xS − xB0]×∆µ− [µ]× (∆xS −∆xB0))
+∆δr
(−λ+ [xS − xB0]× µ)
+δλ (∆xS −∆xB0 −∆r)
+δµ
(
[r]× (∆xS −∆xB0)− [xS − xB0]× (∆r)
) }
dA. (6.45)
Analog zu den Variationen können die Linearisierungen wie folgt geschrieben wer-
den:
∆xS = ∆uS , (6.46)
∆xB0 = ∆uB0, (6.47)
∆r = ∆Rr0 = R˜∆ω, (6.48)
∆δr · a = ∆δRr0 · a = δωRˆ∆ω. (6.49)
Für die Berechnung der Elementsteifigkeitsmatrix und des Elementresiduums müs-
sen nun entsprechende Ansätze für die Unbekannten gewählt werden. Wie erwähnt
sollen die Lagrange-Parameter konstant für den gesamten Querschnitt sein. Somit
sind sie auch in jedem einzelnen Element konstant. Daher werden ihre Ansatz-
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funktionen konstant als 1 gewählt. Entsprechendes gilt für die Balkenfreiheitsgrade
uB0 und ω. Die verbleibenden Größen xS bzw. uS werden mittels Standardschei-
benelmenten approximiert, d.h. es werden bilineare, biquadratische oder Ansätze
höherer Ordnung gewählt. Entsprechend ergeben sich die approximierten Größen
zu
xhS =
nel∑
I=1
NIxSI =
nel∑
I=1
NI (XSI + uSI) , (6.50)
δxhS =
nel∑
I=1
NIδxSI =
nel∑
I=1
NIδuSI , (6.51)
∆xhS =
nel∑
I=1
NI∆xSI =
nel∑
I=1
NI∆uSI , (6.52)
rh0 =
nel∑
I=1
NIXSI −XB0, (6.53)
rh = Rrh0 . (6.54)
Dabei ist (. . .)h die mittels Ansatzfunktionen approximierte Größe, (. . .)I der zuge-
hörige Knotenwert mit Ansatzfunktion NI und nel die Anzahl der Scheibenknoten
pro Element. Für die Größen uB0, ω, λ und µ ist auf Grund ihrer konstanten An-
satzfunktionen keine Unterscheidung zwischen Knotenwerten und approximierten
Größen erforderlich.
Abbildung 6.3: Resultierendes Element – links: Querschnitt mit Netz, rechts: ein-
zelnes bilineares Element.
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Abbildung 6.3 stellt schematisch das resultierende FE-Netz (links) sowie ein einzel-
nes bilineares Element (rechts) dar. Dabei sind uS1 bis uSN die globalen Freiheits-
grade des Querschnitts und uSI bis uSIV die lokalen Freiheitsgrade des Elements.
Essentiell ist hierbei, dass die Freiheitsgrade uB0, ω, λ und µ global sind, d.h. es
sind in jedem Element des Querschnitts die gleichen Freiheitsgrade.
Damit ergeben sich der Elementlastvektor und die Elementsteifigkeitsmatrix zu
fe =

fa
fb
fc
fd
fe
 , k
e =

0 kab kac 0 kae
kba 0 0 kbd kbe
kca 0 0 kcd kce
0 kdb kdc 0 kde
kea keb kec ked kee
 . (6.55)
Da hierbei die Nebenbedingung mit Hilfe von Lagrange-Parametern erzwungen
wird, entsteht ein indefinites Problem, auch erkennbar an den Null-Einträgen auf
der Hauptdiagonalen in Gleichung (6.55). Mit der Definition
N =
 NI 0 0 · · · Nnel 0 00 NI 0 · · · 0 Nnel 0
0 0 NI · · · 0 0 Nnel
 (6.56)
können die Einträge im Lastvektor
fa =
∫
NT (λ+ µ× r) dA, fb =
∫ (
xhS − xB0 − rh
)
dA,
fc =
∫
rh × (xhS − xB0) dA, fd = ∫ (−λ− µ× rh) dA,
fe =
∫
R˜T
(−λ+ (xhS − xB0)× µ) dA. (6.57)
angegeben werden. Analog hierzu ergeben sich diejenigen der Elementsteifigkeits-
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matrix zu
kab = kTba =
∫
NT dA, kac = kTca = −
∫
NT
[
rh
]
× dA,
kae = kTea =
∫
NT [µ]× R˜ dA, kbd = kTdb = −1
∫
dA,
kbe = kTeb = −
∫
R˜ dA, kcd = kTdc = −
∫
[r]× dA,
kce = kTec = −
∫ [
xhS − xB0
]
× R˜ dA, kde = k
T
ed = −
∫
[µ]× R˜ dA,
kee =
∫
Rˆ dA. (6.58)
Mit den Gleichungen (6.57) und (6.58) ist das Element vollständig beschrieben.
Für die numerische Umsetzung ist es allerdings noch erforderlich, die Integrale
mittels geeigneter Integrationsmethode auszuwerten. Dies geschieht mit den in Ab-
schnitt 10.3 dargestellten Beziehungen für das Scheibenelement. Damit dies durch-
führbar ist, müssen die Knotenkoordinaten zunächst in ein lokales Koordinaten-
system Ai der Ebene EI transformiert werden, siehe Abb. 6.4.
Abbildung 6.4: Darstellung des Querschnitts in globalen Koordinaten (links) und
lokalen Koordinaten (rechts).
Durch Orthogonaltransformation der Form
T = Ai ⊗ ei (6.59)
lassen sich die Knotenkoordinaten in das lokale System transformieren
XLS = TTXS . (6.60)
6.4 Reduziertes Interface – konstante Verzerrungen 69
Infolge der Transformation kann die geometrische Beschreibung um eine Dimension
reduziert werden. Dadurch ergibt sich
X
L
Sαβ = XLsαβ , α, β ∈ {1, 2}. (6.61)
Mit der lokalen Beschreibung der Koordinaten XLS kann die Jacobi-Matrix nach
Gleichung (10.46) ermittelt werden. Des Weiteren können mit Hilfe der Jacobi-
Determinante die Flächenintegrale die durch numerische Integration nach Glei-
chung (10.53) ausgewertet werden.
6.4 Reduziertes Interface – konstante Verzerrungen
Da die Normalspannungsverteilung über den Querschnitt einen maßgeblichen Ein-
fluss auf die Schubspannungsverteilung hat, wird an dieser Stelle ein zum Inter-
faceelement aus Abschnitt 6.3 ähnliches, jedoch speziell für das RVE reduziertes
Interfaceelement mit der Annahme von konstanten Verzerrungen eingeführt. Hier-
bei wird geometrische und physikalische Linearität vorausgesetzt. Dieses Element
soll nur die Starrkörperrotationen infolge Schubdeformation sowie die Translation
in x-Richtung verhindern. Die hierfür nötige Nebenbedingung lautet
σx − σx = 0. (6.62)
Durch diese Reduktion muss die Nebenbedingung mit drei Lagrange-Parametern
erfüllt werden. Die Parameter λx, µy, µz beschreiben hierbei jeweils eine Trans-
lation in x-Richtung, eine Rotation um die y-Achse, sowie eine Rotation um die
z-Achse. Die Nebenbedingungen führen wieder zu entsprechenden Lasten, welche
über die Querschnittsfläche eingetragen werden sollen. Allerdings werden für die
Ermittlung der Spannungen die entsprechenden Verzerrungen benötigt, welche sich
nur innerhalb eines Volumens ermitteln lassen. Somit ergibt sich für dieses Interface
die Gleichung ∫
VI
(σx − σx) (λx + µyz − µzy) dV = 0. (6.63)
Hierbei kennzeichnet σx die x-Komponente der Spannungen eines linear elastischen
Volumenelements, σx die x-Komponente der Volumenspannungen mit modifizierter
Kinematik, λx ein Lagrange-Parameter für die Translation in x-Richtung und µy,
µz die Lagrange-Parameter für die Rotationen um die y-Achse, respektive z-Achse.
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Mit Hilfe von Λ = [λx, µy, µz]T und p = [1, z,−y]T wird das Gesamtpotential,
analog zu Gleichung (6.38), mit Gleichung (6.63) zu
Π = . . .+
∫
VI
(σx − σx) p ·Λ dV︸ ︷︷ ︸
ΠC
(6.64)
erweitert. Auch hier liefert die folgende Variation nach Gleichung (6.65) die all-
gemeine Form, für welche kein Potential mehr vorausgesetzt werden muss. Der
Anteil, welcher infolge des Interfaceelements hinzukommt, wird als ΠC bezeichnet.
Die erste Variation von Gleichung (6.64) liefert
g (v, δv) =
∫
VI
{
C (δεC − δεC) p ·Λ + (σx − σx) p · δΛ
}
dV. (6.65)
Hierbei ist C = ∂σx/∂εC eine modifizierte linear-elastische Materialtangente (1.
Zeile des St. Venant-Kirchhoff’schen Materialgesetzes, Gleichung (2.40)), δεC die
Variation der Volumenverzerrungen und δεC die modifizierte Form der Variation
der Verzerrungen. Eine genauere Darstellung der Verzerrungen εC erfolgt in Glei-
chung (6.70). Es ist wieder anzumerken, dass die erste Variation allgemeingültig
ist und kein Potential voraussetzt. Die Linearisierung ergibt sich hier sofort zu
∆δΠC =
∫
VI
{
C (δεC − δεC) p ·∆Λ + C (∆εC −∆εC) p · δΛ
}
dV. (6.66)
Entsprechend dieser Annahmen ergeben sich Geometrie und Elementaufbau nach
Abb. 6.5. Hierbei ist das Volumen des Interfaceelements VI grau gefärbt. Über die
etwas dunkler gefärbte Fläche des Querschnitts sollen schließlich die aus dem In-
terface resultierenden Kräfte in das RVE eingeleitet werden. Um dies zu erreichen,
müssen die Knoten des Elements nel aufgeteilt werden in die zur Oberfläche ge-
hörenden Knoten nelS (rot) und die übrigen Knoten des Volumenelements nelV .
Damit lassen sich die Knotenfreiheitsgrade darstellen als
u =
[
uV ,uS
]
. (6.67)
Für den gesamten Interfacebereich gibt es einen geteilten Knoten (grün) mit den
Lagrange-Parametern Λ.
Die Approximation der Verschiebungen erfolgt mit den identischen Ansatzfunktio-
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Abbildung 6.5: Resultierendes Element – links: Querschnitt mit Netz, rechts ein-
zelnes bilineares Element.
nen des Volumenelements nach Abschnitt 6.2 zu
uh =
nelV +nelS∑
I=1
NIuI , δuh =
nelV +nelS∑
I=1
NIδuI . (6.68)
Hierdurch ergeben sich die Variationen der Verzerrungen zu
δεhC =
nelV +nelS∑
I=1
BIδuI =
nelV +nelS∑
I=1

NI,x 0 0
0 NI,y 0
0 0 NI,z
NI,y NI,x 0
NI,z 0 NI,x
0 NI,z NI,y

δuI , (6.69)
wobei der Fall von geometrisch linearen Verzerrungen genügen soll. Entsprechen-
des gilt für die Linearisierung ∆εC . Für die Terme mit εC wird eine modifizierte
Kinematik angenommen. Dies bedeutet, dass der Beitrag der Oberflächenknoten
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nelS modifiziert wird zu
δεhC =
nelV∑
I=1
BIδuVI +
nelS∑
J=1
BJδuSJ
=
nelV∑
I=1

NI,x 0 0
0 NI,y 0
0 0 NI,z
NI,y NI,x 0
NI,z 0 NI,x
0 NI,z NI,y

δuVI +
nelS∑
J=1

0 0 0
0 NJ,y 0
0 0 NJ,z
NJ,y NJ,x 0
NJ,z 0 NJ,x
0 NJ,z NJ,y

δuSJ . (6.70)
Damit bleibt für die Differenzen der Variationen
(
δεhC − δεhC
)
=
nelS∑
J=1

NJ,x 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0

δuSJ = B˜δu. (6.71)
Unter Berücksichtigung der ersten Variation, Gleichung (6.65), wird direkt ersicht-
lich, dass die aus dem Interface resultierenden Kräfte nur über die zuvor definierten
Oberflächenknoten nelS in das RVE eingetragen werden. Die Lagrange-Parameter
werden, analog zum Interfaceelement in Abschnitt 6.3, als konstant bzgl. des In-
terfacevolumens VI angenommen. Einsetzen der Ansätze in Gleichung (6.65) liefert
für den Elementlastvektor
fe =
[ ∫
VI
B˜T CTp ·Λ dV∫
VI
p C · B˜u dV
]
. (6.72)
Analog hierzu ergibt sich die Elementsteifigkeitsmatrix aus der zweiten Variation,
Gleichung (6.66), zu
ke =
[
0 kab
kTab 0
]
, mit kab =
∫
VI
B˜TCTpT dV. (6.73)
Durch die Erzwingung der Nebenbedingung mit Hilfe von Lagrange-Parametern
ergeben sich, wie beim Interfaceelement aus Abschnitt 6.3, Null-Einträge auf der
Hauptdiagonalen der Steifigkeitsmatrix.
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Abbildung 6.6: Resultierende Normalspannungsverteilung infolge des Interfaceele-
ments bei einem geschichteten Querschnitt am Beispiel eines wei-
chen Kerns und steifen Deckschichten.
Damit ist das Interfaceelement vollständig beschrieben. Im Gegensatz zum Inter-
faceelement nach Abschnitt 6.3 wird hier die Normalspannungsverteilung infolge
Inhomogenitäten im Querschnitt berücksichtigt, vgl. Abb. 6.2 und Abb. 6.6. Die
Lagrange-Parameter können dabei als Dehnung in Längsrichtung λx sowie Krüm-
mungen µy, µz um die y-Achse und z−Achse interpretiert werden.
6.5 Nebenbedingung – Lineares Moment
Das letzte hier vorgestellte Element dient zur Umsetzung der Nebenbedingung
an den linearen Momentenverlauf. Hierbei soll das linear verteilte Moment infolge
der Querkraft im Mittel auf null gesetzt werden. Die Nebenbedingung lässt sich
zunächst wie folgt darstellen∫
V
σx (λx + yµz − zµy) dV = 0. (6.74)
Da die Nebenbedingung im Mittel für das gesamte RVE gelten soll, stellt Glei-
chung (6.74) insgesamt drei Nebenbedingungen dar. Analog zum Interfaceelement
aus Abschnitt 6.4 wird auch diese Nebenbedingung dem Potential hinzugefügt
Π = . . .+
∫
V
σxp ·ΛdV︸ ︷︷ ︸
ΠC
. (6.75)
Dabei ist p = [1,−z, y]T und Λ = [λx, µy, µz]T . Auch hier führt die erste Variation
auf die allgemeine Form, welcher kein Potential mehr zugrunde gelegt werden muss.
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Diese liefert hierbei
δΠC =
∫
V
(δσxpΛ + σxp · δΛ) dV. (6.76)
Die entsprechende Linearisierung lautet
∆δΠC =
∫
V
(δσxp∆Λ + ∆σxp · δΛ) dV. (6.77)
Unter Annahme von linearer Elastizität und geometrischer Linearität ergibt sich
die Variation von σx zu
δσx =
nel∑
I=1
CBIδuI . (6.78)
Für u werden hierbei die Standardansatzfunktionen, bspw. nach Abschnitt 10.2 für
Volumenelemente, verwendet. Für die Ansatzfunktionen der Lagrange-Parameter
wird hingegen die Form des resultierenden Momentenverlaufs infolge einer Schubde-
formation des RVEs gewählt, vgl. Abb. 5.4. Im Gegensatz zu den Ansatzfunktionen
für die Verschiebungen sind diese global für das gesamte RVE.
Abbildung 6.7: RVE-Geometrie mit Netz für Nebenbedingung.
Die Geometrie des RVEs mit angedeutetem Netz für die Nebenbedingung ist in
Abb. 6.7 dargestellt. Unter Berücksichtigung von Abb. 5.4 lassen sich die Ansatz-
funktionen für die Lagrange-Parameter aufstellen. Diese sind im Fall von Verschie-
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bungsrandbedingungen
NΛ = x (6.79)
und im Fall von periodischen Randbedingungen
NΛ =
x+ 12LRVE , x < 0x− 12LRVE , x > 0 . (6.80)
Es ist anzumerken, dass der Sprung in den Ansatzfunktionen in Gleichung (6.80)
keine Probleme bereitet, da die Ansatzfunktionen entsprechend der Position des
Interfaceelements nach Abschnitt 6.4 gewählt werden müssen. Somit ist der Sprung
an der Elementgrenze und kann problemlos dargestellt werden.
Der Elementlastvektor und die Elementsteifigkeitsmatrix nehmen die gleiche Form
wie beim Interfaceelement nach Abschnitt 6.4 an. Somit ergibt sich
fe =
[
fe1
fe2
][ ∫
V
BTCTp ·Λ dV∫
V
pC ·BTu dV
]
(6.81)
und
ke =
[
0 kab
kTab 0
]
, mit kab =
∫
V
BTCTpT dV. (6.82)
An dieser Stelle könnte das Interfaceelement als fertig angesehen werden. Jedoch
liefert die Auswertung von Gleichung (6.81) bei isotropem Materialverhalten für
die erste Zeile an Knoten I
fe1I =
∫
V
 NI,xC11NI,yC12
NI,zC13
p ·Λ dV. (6.83)
Die Komponenten von C mit zwei Indizes in Gleichung (6.83) ergeben sich aus der
Voigt’schen Notation der Materialtangente nach Gleichung (2.40). Ersichtlich wird
dabei, dass in dieser Form der Nebenbedingung die Normalspannungen σx, welche
aus dem linearen Moment entstehen, auf null gesetzt werden. Jedoch entstehen bei
Querkontraktionszahlen ν 6= 0 unphysikalische Dickenspannungen, da hierdurch
C12 6= 0 sowie C13 6= 0 ist. Um dies zu korrigieren, muss das Vorgehen auch für σy
und σz wiederholt werden. Insgesamt entstehen somit 9 Nebenbedingungen.

Kapitel 7
Numerische Umsetzung des
gekoppelten Mehrskalenmodells
Die Basis für das gekoppelte Mehrskalenmodell stellt der Algorithmus nach [24] dar.
Es wird hierbei zunächst ganz allgemein von zwei Modellen, dem globalen und dem
lokalen, gesprochen. Zunächst wird hierfür die schwache Form des Gleichgewichts
um die lokalen Anteile erweitert. Dies bedeutet, in Voigt’scher Notation,
g (v, δv) =
∫
ΩM
δEM ·SM dV + {Randterme}+
numel·ngp∑
i=1
1
Γi
∫
Ωi
δE ·S dV. (7.1)
In Gleichung (7.1) ist das globale Modell enthalten, welches für jeden Integrations-
punkt und jedes Element i = 1 bis numel ·ngp zusätzlich ein zu berechnendes loka-
les Modell erhält. Die Größen des globalen Modells sind mit {•}M gekennzeichnet.
Bei den lokalen wird auf eine gesonderte Kennzeichnung verzichtet. Im Hinblick auf
die Homogenisierung wird der Wert Γi eingeführt, welcher die Mittelung der resul-
tierenden Größen bewirkt. Beispielsweise ist bei der Homogenisierung des lokalen
Modells für ein globales Volumenmodell Γi = VRVE , mit VRVE als Gesamtvolu-
men des lokalen Modells. Entsprechend ist bei Anwendung auf Balkenelementen
Γi = LRVE . Wird der Algorithmus hingegen für eine Substrukturberechnung ver-
wendet, so wird die Volumenintegration im lokalen Modell durchgeführt und Γi = 1
gewählt.
Die Lösung des gekoppelten Problems erfolgt standardmäßig mit dem Newton-
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Raphson-Verfahren, d.h. es wird die linearisierte Form
L [g(v, δv),∆v] := g (v, δv) +Dg ·∆v (7.2)
iterativ gelöst. Es ist wichtig anzumerken, dass in der bisherigen Form keine Ein-
schränkung in der Wahl der Elemente getroffen wurde. Durch Einsetzen der FE-
Ansätze in Gleichung (7.2) und Summieren über die globalen Elemente ergibt sich
L [g (v, δv) ,∆v] =
numel∑
e=1

δvM
δV1
...
δVngp

T
e


kM 0 · · · 0
0 K1 · · · 0
...
... . . .
...
0 0 0 Kngp


∆vM
∆V1
...
∆Vngp
+

fM
F1
...
Fngp


e
. (7.3)
Das globale Modell besteht folglich aus den Elementen e = 1 . . . numel, wobei jeder
Integrationspunkt ein lokales Modell erhält. Die Kopplung beider Modelle erfolgt
über die Ermittlung der benötigten Informationen für die Elementsteifigkeitsmatrix
kMe und des Elementlastvektors fMe .
7.1 Betrachtung des lokalen Modells
Die Kopplung geschieht auf Elementebene des globalen Modells. Hierbei werden
entsprechende Werte des Elements auf das lokale Modell übertragen. Schließlich
ergeben sich durch einen Vergleich der virtuellen Arbeit und statischer Kondensa-
tion die erforderlichen Größen für das globale Modell.
Im Folgenden werden zunächst nur das lokale Modell sowie die übertragenen Grö-
ßen des globalen betrachtet. Die Freiheitsgrade eines Elements werden in freie va
und in mit Randbedingung versehene vb unterteilt
ve =
[
va
vb
]
=
[
ae 0
0 Ae
][
V
θ
]
. (7.4)
Der Vektor V beinhaltet alle Freiheitsgrade des lokalen Modells, θ sind die vom
globalen Modell übertragenen Größen, ae ist die Koinzidenzmatrix und Ae stellt
die Übertragung der globalen Größen auf die mit Randbedingungen versehenen
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Freiheitsgrade der lokalen Struktur dar. Entsprechend ergeben sich die Variationen
und Linearisierungen zu
δve=
[
δva
δvb
]
=
[
ae 0
0 Ae
][
δV
δθ
]
, ∆ve=
[
∆va
∆vb
]
=
[
ae 0
0 Ae
][
∆V
∆θ
]
. (7.5)
Werden weiterhin die Elementsteifigkeitsmatrizen und -lastvektoren genauso un-
terteilt
ke =
[
kaa kab
kba kbb
]
, fe =
[
fa
fb
]
, (7.6)
lässt sich das Gleichungssystem für ein lokales Modell schreiben als
δVT (K∆V + F)
= 1Γ
numel2∑
e=1
[
δV
δθ
]T {[
aTe kaaae aTe kabAe
ATe kbaae ATe kbbAe
][
∆V
∆θ
]
+
[
aTe fa
ATe fb
]}
= 1Γ
[
δV
δθ
]T {[
K L
LT M
][
∆V
∆θ
]
+
[
Fa
Fb
]}
. (7.7)
Hierbei ist numel2 die Anzahl der Elemente. Die einzelnen Einträge ergeben sich
zu
K =
numel2∑
e=1
aTe kaaae Fa =
numel2∑
e=1
aTe fa
L =
numel2∑
e=1
aTe kabAe Fb =
numel2∑
e=1
ATe fb (7.8)
M =
numel2∑
e=1
ATe kbbAe.
Im hieraus resultierenden Gleichungssystem werden die inneren Freiheitsgrade V
mit
∆V = −K−1 (Fa + L∆θ) (7.9)
eliminiert. Einsetzen und Auflösen liefert schließlich die Beziehung
1
Γ
{
δθi ·
(
M− LTK−1L)∆θi + δθi · (Fb − LTK−1Fa)}
= 1Γ
{
δθi ·Q∆θi + δθi · Pˆ
}
. (7.10)
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Die Matrix Q und der Vektor Pˆ können anhand eines Parametervergleichs mit der
globalen Skala identifiziert werden. Es ist noch anzumerken, dass der resultierende
Fehlkraftvektor Fa verschwindet, sofern die statische Kondensation an einem aus-
konvergierten, also sich im Gleichgewicht befindlichen, System durchgeführt wird.
Abschließend kann Gleichung (7.11) durch Einsetzen der homogenisierten Werte
nach Gleichung (7.10) zu
L [g (v, δv) ,∆v] =
numel∑
e=1
[
δvM δθ1 · · · δθi · · · δθngp
]
e

kM (Qi) 0 · · · · · · · · · 0
0 Q1 · · · · · · · · · 0
...
... . . .
...
...
...
0 0 · · · Qi · · · 0
...
...
...
... . . .
...
0 0 · · · 0 · · · Qngp


∆vM
∆θ1
...
∆θi
...
∆θngp

+

fM
(
Pˆi
)
Pˆ1
...
Pˆi
...
Pˆngp


e
. (7.11)
umgeformt werden. Dabei wird in Gleichung (7.11) die Kopplung zwischen den bei-
den Skalen deutlich. Zum einen hängen die Gleichungssysteme der lokalen Skalen
von den übrtragenen Größen θ ab. Zum anderen werden die homogenisierten Grö-
ßen Q und Pˆ benötigt, um die Elementsteifigkeitsmatrix kM aufzustellen. Dadurch
sind die lokalen Modelle nur von der globalen Skala abhängig und untereinander
vollständig unabhängig.
7.2 Anwendungsfall Substrukturmodellierung
Der vorgestellte Algorithmus ermöglicht nicht nur die im Fokus stehende Homo-
genisierung, sondern auch die Substrukturmodellierung [43]. Hierbei reduziert sich
Gleichung (7.3) auf
L [g (v, δv) ,∆v] =
numel∑
e=1
[
δvM
δV1
]T
e
{[
kM 0
0 K1
][
∆vM
∆V1
]
+
[
fM
F1
]}
e
. (7.12)
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Dies bedeutet, dass jedem Element genau eine Substruktur zugeordnet wird. Die
Kopplung geschieht dabei durch direkte Übertragung der Knotenfreiheitsgrade.
Folglich ist
θ = vM . (7.13)
Wesentlich dabei ist, dass die Integration über die Substruktur durchgeführt wird,
welche somit alle geometrischen Informationen beinhaltet. Im Vergleich mit Glei-
chung (7.3) reduziert sich dadurch die Anzahl der Integrationspunkte der Elemente
auf der globalen Skala zu ngp = 1, was in Gleichung (7.12) berücksichtigt ist. Der
Vergleich zwischen den beiden Skalen liefert
δvM · {kM∆vM + fM}
e
= 1Γ {δθ ·Q∆θ + δθ ·P} . (7.14)
Einsetzen des kinematischen Zusammenhangs, Gleichung (7.13), der beiden Skalen
und setzen von Γ = 1 ergibt schließlich
kM = Q, fM = Pˆ. (7.15)
Die bisherigen Zusammenhänge sind ganz allgemein formuliert und können somit
für beliebige Substrukturen verwendet werden.
Abbildung 7.1: Ablauf der Mehrskalenmodellierung – Substrukturmodellierung mit
Balkenkinematik
Hinsichtlich balkenartiger Strukturen kann nun für θMe eines Elements der überge-
ordneten Skala die Balkenkinematik angenommen werden. Folglich lässt sich mit-
tels der Verschiebung der Referenzachse uI und des axialen Vektors ωI der Knoten
I des Elements ausdrücken. Diese Werte werden an die zugeordneten Knoten auf
der Substruktur übertragen, siehe Abb. 7.1. Anschließend wird die Substruktur
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iterativ berechnet und die kondensierten Werte an das Element auf der übergeord-
neten Skala übergeben.
Für die Übertragung der Balkenkinematik auf die Substruktur können verschiedene
Annahmen getroffen werden. Im dargestellten Fall wird die direkte Relation der
Verschiebungen über das Interfaceelement aus Abschnitt 6.3 erreicht.
7.3 Anwendungsfall Homogenisierung
Bei der Homogenisierung ist das Vorgehen nahezu identisch zur Substrukturmo-
dellierung. Allerdings werden hierbei nicht die Elementsteifigkeitsmatrix und der
Elementlastvektor, sondern die Materialtangente und die Spannungen für das Ele-
ment der globalen Skala gewonnen. Dies bedeutet, dass die Geometrieintegration
auf der globalen Skala stattfinden muss. Somit werden für Elemente im Allgemei-
nen mehrere Integrationspunkte erforderlich und das zu lösende Gleichungssystem
behält die Form von Gleichung (7.3) bei. Zur Identifikation der gekoppelten Größen
ist es sinnvoll, die linearisierte Form des schwachen Gleichgewichts unter Vernach-
lässigung der Randterme
L [g (v, δv) ,∆v] =
∫
ΩM
δEM · SM dV +
∫
ΩM
δEM ·DM∆EM + ∆δEM · SM dV
+
numel·ngp∑
i=1
{
1
Γi
∫
Ωi
δE · S + δE ·D∆E + ∆δE · S
}
dV = 0 (7.16)
zu betrachten. Die benötigten homogenisierten Größen sind dabei die Materialtan-
gente DM und die Spannungen SM , welche aus den lokalen Modellen für jeden
Integrationspunkt gewonnen werden müssen. Um dies zu erreichen muss folglich
θ = EM (7.17)
gewählt werden. Durch diese Wahl ergibt sich beim Vergleich der beiden Skalen
δEM · {DM∆EM + SM}
e
= 1Γi
{
δθi ·Q∆θi + δθi · Pˆ
}
. (7.18)
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Hieraus lassen sich die benötigten globalen Werte ablesen
CM = 1ΓQ, S
M = 1Γ Pˆ. (7.19)
7.3.1 Beziehung zwischen Verschiebungen und Verzerrungen
Die Relation der Balkenverzerrungen zu den Verschiebungen auf dem RVE er-
folgt entsprechend Kapitel 5. Es ist nochmal wichtig anzumerken, dass hierbei die
Einschränkung auf anfänglich gerade und unverwundene Balken sowie kleine Ver-
zerrungen getroffen wird. Unter diesen Annahmen sind die Green-Lagrange’schen
Verzerrungen der Balkenkinematik, Gleichung (3.14), proportional zum angenom-
menen Deformationsgradienten, Gleichung (5.7). Entsprechend gilt unter diesen
Voraussetzungen S ≈ P.
Für die Relation nach Gleichung (7.5) wird die Matrix Ae entsprechend Glei-
chung (5.11) gewählt. Dies bedeutet
Ae =
 xˆ 0 0 0 xˆz −xˆy0 xˆ 0 −xˆz 0 0
0 0 xˆ xˆy 0 0
 . (7.20)
Wichtig ist, dass die Koordinate xˆ zum Vektor X der deformierten Geometrie
x = FX gehört, während die y- und z-Koordinaten dem Deformationsgradienten
F zugeordnet sind. Diese Unterscheidung ist bei periodischen Randbedingungen
auf Grund von x+ = x− + F (X+ −X−) essentiell, da in diesem Fall xˆ = LRVE ,
also der Länge des RVEs entspricht.
Der Ablauf des Verfahrens ist schematisch in Abb. 7.2 dargestellt. Dabei werden die
Balkenverzerrungen ε vom Balken auf das RVE übertragen (grün). Danach wird das
Modell berechnet und der Gleichgewichtszustand erreicht (blau). Die abschließende
Homogenisierung liefert die zugehörigen Schnittgrößen σ und ihre Linearisierungen
D, welche an das Balkenelement übertragen werden (rot). Hieraus folgt im Vergleich
mit Gleichung (7.19)
DM = 1ΓQ, σ
M = 1Γ Pˆ. (7.21)
84 Kapitel 7 Numerische Umsetzung des gekoppelten Mehrskalenmodells
Abbildung 7.2: Ablauf der Mehrskalenmodellierung – Homogenisierung für Balken-
elementen.
7.3.2 Übertragung der Verzerrungen auf das RVE
Ausgehend vom zu lösenden Gleichungssystem auf der lokalen Skala[
Kaa Kab
Kba Kbb
][
∆ua
∆ub
]
=
[
fa
fb
]
(7.22)
ist die Aufbringung der Verzerrungen im Falle von Verschiebungsrandbedingungen
eindeutig. Diese werden über die mit Randbedingungen versehenen Freiheitsgra-
de ub aufgebracht. Dies bedeutet, dass im ersten Iterationsschritt des Newton-
Raphson-Verfahrens
Kaa∆una = fa −Kab∆unb = fa −Kab
(
Aθk − un−1b
)
(7.23)
gelöst werden muss. Dabei sind un−1b die Verschiebungswerte der gehaltenen Kno-
ten aus dem letzten auskonvergierten Zustand. Die Werte θk sind die aktuellen ma-
kroskopischen Verzerrungen, welche während der lokalen Iterationen konstant blei-
ben und ∆una das Verschiebungsinkrement in der ersten lokalen Newton-Raphson-
Iteration. Nach der ersten Iteration wird unb = Aθ und una = un−1a + ∆una gesetzt.
Anschließend kann das Modell wie gewohnt ohne Modifikation der rechten Seite
ausiteriert werden.
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Für die periodischen Randbedingungen ist es zweckmäßig das Ausgangsgleichungs-
system wie folgt zu schreiben Kaa Kab KacKba Kbb Kbc
Kca Kcb Kcc

 ∆ua∆ub
∆uc
 =
 fafb
fc
 . (7.24)
Darin sind die Freiheitsgrade in freie ua, ub und gehaltene uc unterteilt. Die
Periodizität wird über das Master-Slave-Konzept umgesetzt. Dies bedeutet, dass
∆ub = ∆uc ist. Das zu lösende Gleichungssystem nimmt die Form[
Kaa Kab + Kac
Kba + Kca Kbb + Kcc + Kcb + Kbc
]
︸ ︷︷ ︸
K
[
∆ua
∆ub/c
]
=
[
fa
fb + fc
]
(7.25)
an. Eine Modifikation der rechten Seite wie in Gleichung (7.23) lässt sich nicht
so einfach umsetzen. Daher werden, ausgehend von der Nebenbedingung x+ =
x− + F (X+ −X−), die Verschiebungen auf dem Rand mit
u+ = u− + (F− 1) (X+ −X−) (7.26)
vorgegeben. Mit Bezug zu Gleichung (7.24) ist ub = u− und uc = u+.
Abbildung 7.3: Verzerrungsvorgabe für ersten Iterationsschritt am Beispiel der
Schubdeformation eines RVEs unter Annahmen der Balkenkinema-
tik – Mit Netz und stark verzerrten Elementen am Rand.
Für den ersten Iterationsschritt mit Verschiebungsvorgabe nach Gleichung (7.26)
ist die Ausgangsgeometrie (links) in Abb. 7.3 und mit aufgebrachter Deformation
(rechts) dargestellt. Deutlich erkennbar sind die stark deformierten Elemente am
rechten Rand des Netzes. Dies führt dazu, dass die Konfiguration vor dem ersten
Iterationsschritt sehr weit von der auskonvergierten Lösung entfernt ist. Dies hat
einen negativen Einfluss auf die Konvergenz des Newton-Raphson-Verfahrens. Ein
Zustand, der näher an der auskonvergierten Lösung liegt, kann erreicht werden,
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indem alle Verschiebungen mit dem Inkrement der Deformationsgradienten vor
dem ersten Iterationsschritt modifiziert werden. Dies führt auf
un = un−1 + ∆F X. (7.27)
Um numerische Ungenauigkeiten durch das additive Update mit den Inkremen-
ten des Deformationsgradienten zu vermeiden, wird die Randverschiebungsvorgabe
nach Gleichung (7.26) beibehalten.
Kapitel 8
Numerische Beispiele
In diesem Kapitel wird der vorgestellte Mehrskalenansatz für Balkenelemente an
geeigneten Beispielen getestet. Im Speziellen wird auf die Verbesserung der Ergeb-
nisse durch die neuen Rand- und Nebenbedingungen eingegangen. Hierzu werden
verschiedene RVE-Randbedingungen untersucht. Zu ihnen gehören die Verschie-
bungsrandbedingungen sowie die periodischen Randbedingungen.
(a) DBC: Lineare Verschiebungsrandbedin-
gungen – ux an beiden Seiten fest vorge-
geben, Inkrement von uy und uz gleich-
gesetzt.
(b) DBCC: DBC mit Nebenbedingung –
Randbedingungen wie DBC, zusätzlich
Nebenbedingung NB nach Abschnitt 6.5
im gesamten Gebiet.
Abbildung 8.1: RVE – FE-Netz mit Verschiebungsrandbedingungen.
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Zur Veranschaulichung der gewählten Randbedingungen sind zunächst die Ver-
schiebungsrandbedingungen in Abb. 8.1 grafisch dargestellt. Bei ihnen wird aller-
dings nur die Normalenkomponente ux der Verschiebungen auf den Rändern x−
und x+ vorgegeben. Für die übrigen Richtungen geschieht dies durch Gleichsetzen
der Zuwächse der Verschiebungen. Dies hat zur Folge, dass das RVE und somit auch
der Querschnitt bei Querkontraktionszahlen ν 6= 0 kontrahieren können. Hierdurch
reduzieren sich auftretende Randeffekte aus der Verschiebungsvorgabe erheblich.
Die Verschiebungsrandbedingungen (DBC) in Abb. 8.1a dienen in erster Linie zum
Vergleich, da bei ihnen die Längenabhängigkeit der resultierenden Schubsteifigkeit
noch vorhanden ist. Eine wesentliche Verbesserung der Ergebnisse wird durch die
zusätzliche Nebenbedingung, mit dem in Abschnitt 6.5 vorgestellten Element, er-
reicht. Dies führt zu den in Abb. 8.1b dargestellten Randbedingungen DBCC. Eine
Längenabhängigkeit der Schubsteifigkeiten bei in Längsrichtung homogenen RVEs
ist hier zwar auch gegeben, allerdings konvergieren die Ergebnisse mit zunehmender
Länge des RVEs gegen die aus der Literatur bekannten Werte.
Der zweite Typ an Randbedingungen sind die periodischen (PBC) nach Abb. 8.2.
Ihre Ausgangsbasis ist in Abb. 8.2a dargestellt. Dabei ist anzumerken, dass hier-
bei eine Schubdeformation zu einer reinen Starrkörperrotation führt, siehe Ab-
schnitt 5.3.1. Dies hat zur Folge, dass die homogenisierte Schubsteifigkeit den Wert
null annimmt. Somit können diese Randbedingungen zwar verwendet werden, um
die übrigen Querschnittswerte zu bestimmen, allerdings nur, sofern keine Rück-
kopplung mit der Schubsteifigkeit existiert. Für eine gekoppelte Berechnung sind
sie aufgrund der singulären Materialtangente (verschwindende Schubterme) unge-
eignet.
Die Variante der periodischen Randbedingungen (PBCC) in Abb. 8.2b nutzt zur
Vermeidung der Starrkörperrotation das in Abschnitt 6.4 vorgestellte Interface-
element. Um die Längenunabhängigkeit der homogenisierten Schubsteifigkeiten zu
erreichen, wird zudem die Nebenbedingung mit dem Element aus Abschnitt 6.5
im gesamten Gebiet aufgebracht. Hierdurch kann sich der Querschnitt an den En-
den des RVEs periodisch deformieren und der lineare Zusammenhang zwischen der
Schubdeformation und der Relativverschiebung der beiden Enden des RVEs wird
erreicht.
Die letzte Variante periodischer Randbedingungen (PBCL) ist in Abb. 8.2c darge-
stellt. Analog zu den PBCC wird die Starrkörperrotation durch das Interfaceele-
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(a) PBC: Periodische Randbedingungen –
Inkremente von u auf positivem und ne-
gativem Rand gleichgesetzt.
(b) PBCC: PBC mit Nebenbedingung und
Rotation um y- sowie z-Achse verhin-
dert – NB wie DBCC und Rotation mit
Interface nach Abschnitt 6.4 verhindert.
(c) PBCL: PBC mit ∆ux im gesamten Gebiet mit denjenigen der positiven Seite gleichge-
setzt und Rotation um y- sowie z-Achse verhindert – Wie PBCC aber Nebenbedingung
durch Gleichsetzen der Verschiebungsinkremente Längsrichtung ersetzt.
Abbildung 8.2: RVE – FE-Netz mit periodischen Randbedingungen.
ment aus Abschnitt 6.4 verhindert. Um die Längenunabhängigkeit der Ergebnisse
zu gewährleisten wird angenommen, dass die Verwölbungen des Querschnitts kon-
stant über die gesamte Länge des RVEs sind. Dies führt zu einem fest vorgegebenen
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εx. Somit kann sich eine lineare Momentenverteilung in Längsrichtung des RVEs
nicht einstellen. Diese Nebenbedingung wird durch Gleichsetzen der Verschiebungs-
inkremente in Längsrichtung ∆ux erreicht und erfordert dadurch ein regelmäßi-
ges Netz. Dies führt entsprechend zu einer eingeschränkten Verwendbarkeit dieser
Randbedingungen.
Für die Modellierung der RVEs werden ausschließlich quadratische Elemente ver-
wendet. Dies führt dazu, dass bereits bei sehr groben Netzen nur noch ein kleiner
Fehler in den homogenisierten Querschnittswerten vorhanden ist. Weiterhin wer-
den die verbleibenden Starrkörpermoden mit Hilfe des Interfaceelements aus Ab-
schnitt 6.3 behindert. Im Gegensatz dazu werden für die Balkenelemente lineare
Ansatzfunktionen gewählt. Da es sich beim Balkenelement um ein reines Verschie-
bungselement handelt, wird dieses unterintegriert, um Schublocking zu vermeiden.
Die bedeutet, dass für die erwähnten linearen Ansatzfunktionen eine Ein-Punkt-
Integration durchgeführt wird. Bei quadratischen Elementen werden hingegen zwei
Integrationspunkte verwendet.
8.1 Rechteckquerschnitt
In einem ersten Schritt wird einer der einfachsten Querschnitte, der Rechteckquer-
schnitt, betrachtet. Seine Querschnittswerte sind im linear elastischen Fall allge-
mein bekannt. Die Geometrien des Querschnitts sowie des RVEs sind in Abb. 8.3
Abbildung 8.3: Querschnittsgeometrie links und RVE-Geometrie rechts.
gegeben. Dabei sind b und h die Breite und Höhe des Querschnitts, respektive
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des RVEs. Letzteres besitzt zudem die Länge LRVE . Des Weiteren bezeichnen
sy, my den Abstand des Schwer- sowie Schubmittelpunkts zur Referenzachse in
y-Richtung, respektive sz, mz in z-Richtung. Der Parameter d gibt die gewählte
Dicke des 3D-Interfaces an.
8.1.1 Effektive Querschnittswerte – Lineare Elastizität
Zentrischer Querschnitt
Zunächst werden die effektiven Querschnittswerte anhand des St. Venant-Kirchhoff-
Stoffgesetzes berechnet. Dabei wird vorausgesetzt, dass die Referenzachse des Bal-
kens durch den Schwerpunkt des Querschnitts verläuft (sy = my = sz = mz =
0 cm). Als Querschnittsabmessungen werden b = h = 1 cm gewählt. Die Material-
parameter sind diejenigen von Stahl mit einem E-Modul von E = 21 000 kN cm−2
und einer Querkontraktionszahl ν = 0.3.
Um zu zeigen, dass die Ergebnisse unabhängig von der gewählten Länge LRVE des
RVEs sind, wird diese entsprechend variiert. Durch die gegebene Geometriewahl
reduzieren sich die zu untersuchenden Querschnittswerte auf die Dehnsteifigkeit
EA, die Schubsteifigkeit GASy = GASz, die Biegesteifigkeit EIy = EIz und die
Torsionssteifigkeit GIT .
Der Querschnitt wird mit 4x4 Elementen modelliert, während in Längsrichtung
8 Elemente für die Verschiebungsrandbedingungen und 9 Elemente für die peri-
odischen Randbedingungen gewählt werden. Die zusätzlichen Elemente bei den
periodischen Randbedingungen sind die Folge des 3D-Interfaceelements nach Ab-
schnitt 6.4, welches die Starrkörperrotationen der Schubdeformationen verhindert.
EA GAS EI GIT
21 000 kN 6730 kN 1750 kN cm2 1130 kN cm2
Tabelle 8.1: Effektive Querschnittswerte des Rechteckquerschnitts.
Für einen Vergleich sind die effektiven Querschnittswerte in Tabelle 8.1 angege-
ben. Bei der Schubsteifigkeit wird hierfür ein Schubkorrekturfaktor von κ = 5/6
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berücksichtigt.
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Abbildung 8.4: Konvergenzverhalten von EA und EI bei zunehmender RVE-Länge
– Rechteckquerschnitt.
Abbildung 8.4 stellt die Ergebnisse für die Dehn- und Biegesteifigkeit über die
Länge LRVE des RVEs dar. Deutlich erkennbar ist, dass alle Randbedingungen
die gleichen Ergebnisse liefern. Eine Abhängigkeit von der Länge des RVEs kann
hier nicht festgestellt werden. Die resultierenden Werte aus der Homogenisierung
entsprechen den bekannten Werten aus Tabelle 8.1.
Die Ergebnisse für die Schub- und Torsionssteifigkeit zeigen bei der Wahl der Ver-
schiebungsrandbedingungen DBC und DBCC eindeutig eine Abhängigkeit von der
Länge des RVEs, siehe Abb. 8.5. Werden zunächst die DBC betrachtet, so ist
festzustellen, dass die homogenisierte Torsionssteifigkeit mit zunehmender Län-
ge des RVEs gegen die richtige Lösung konvergiert. Dies wird in guter Näherung
ab einer Länge des RVEs von LRVE = 6.4 cm erreicht. Ab dieser Länge sind die
Randeffekte infolge Wölbbehinderung abgeklungen. Die Ergebnisse für die Schub-
steifigkeit hingegen konvergieren mit zunehmender Länge des RVEs gegen null.
Selbst bei einer Länge von LRVE = 6.4 cm, bei der die Torsionssteifigkeit nahezu
auskonvergiert ist, erreicht die Schubsteifigkeit nur noch 7 % des Referenzwerts.
Diese Randbedingungen liefern somit, zumindest für die Schubsteifigkeiten, kei-
ne brauchbaren Ergebnisse. Hingegen ist bei der verbesserten Variante DBCC zu
erkennen, dass die Ergebnisse mit zunehmender Länge gegen die Referenzwerte,
sowohl für die Schub- als auch die Torsionssteifigkeit, konvergieren. Ab einer Län-
ge von LRVE = 12.8 cm wird eine Schubsteifigkeit von GAS = 6763 kN erreicht.
Dies entspricht einem Schubkorrekturfaktor von κ = 0.8373, welcher in etwa dem
bekannten Wert 5/6 für den gewählten Querschnitt entspricht. Die resultierende
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Abbildung 8.5: Konvergenzverhalten von GAS und GIT bei zunehmender RVE-
Länge – Rechteckquerschnitt.
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Torsionssteifigkeit entspricht derjenigen der DBC. Aus den Diagrammen wird er-
sichtlich, dass die Nebenbedingung die resultierende Schubsteifigkeit korrigiert und
keinen Einfluss auf die übrigen Werte hat.
Die optimalen Randbedingungen stellen die periodischen Randbedingungen PBCC
und PBCL dar. Da bei ihnen die Verwölbung des Querschnitts nicht behindert
wird, entstehen durch sie keine Randeffekte. Dadurch ergeben sich die korrekten
Querschnittswerte unabhängig von der Länge des RVEs.
(a) Schubspannungen – PBCC. (b) Normalspannungen – PBCC.
(c) Schubspannungen – DBC. (d) Normalspannungen – DBC.
Abbildung 8.6: Schubdeformation und Spannungen in [kN cm−2] des RVEs – Recht-
eckquerschnitt.
Die Auswirkungen der Nebenbedingung sind in Abb. 8.6, anhand einer reinen
Schubdeformation des RVEs, dargestellt. In Abb. 8.6a sind die sich einstellenden
Schubspannungen am deformierten RVE mit den PBCC zu sehen. Deutlich erkenn-
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bar ist die Verwölbung des Querschnitts. Bei Betrachtung der Schubspannungen ist
zu erkennen, dass weiterhin die Spannungsrandbedingungen an Ober- und Unter-
seite eingehalten sind. Die sich bei diesen Randbedingungen einstellenden Normal-
spannungen sind in Abb. 8.6b abgebildet. Diese verschwinden im gesamten RVE.
Somit wird infolge einer Schubdeformation ein reiner Schubspannungszustand er-
reicht. Weiterhin ist zu erkennen, dass, aufgrund der fehlenden Normalspannung,
das RVE in Längsrichtung gerade bleibt. Dadurch ist der lineare Verschiebungszu-
sammenhang mit der Scherung uy = x · γy, bzw. analog für die z-Richtung, sicher-
gestellt. Hingegen stellen sich bei DBC unter Schubdeformation die in Abb. 8.6d
dargestellten Normalspannungen ein. Dies hat zur Folge, dass der lineare Zusam-
menhang zwischen Scherung und Deformation nicht mehr gegeben ist. Zudem wird
in Abb. 8.6c der Einfluss der Wölbbehinderung auf die Schubspannungen deutlich,
welcher die Ursache der Längenabhängigkeit von den DBCC ist.
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Abbildung 8.7: Netzkonvergenz für PBCC – Regelmäßige Netzverfeinerung des
Querschnitts bei konstanter Anzahl der Elemente in Längsrichtung.
Abschließend wird die Netzkonvergenz für die PBCC untersucht. Es ist anzumer-
ken, dass eine Netzverfeinerung in Längsrichtung keine Auswirkungen auf das Er-
gebnis hat. Zudem liefern PBCC und PBCL die identischen Ergebnisse. Aufgrund
der Längenabhängigkeit der DBC werden auch diese nicht berücksichtigt. Der Quer-
schnitt wird dabei in Breiten- sowie Höhenrichtung gleichmäßig vernetzt. Schon
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bei einer Vernetzung von nur einem Element über den Querschnitt resultieren die
richtigen Dehn- und Biegesteifigkeit. Untersucht werden daher nur die Fehler der
Schub- und Torsionssteifigkeiten. Der Referenzwert für GIT = 1135.4297 kN cm2
wird mit dem Element aus [26] ermittelt. Hingegen wird für die Schubsteifigkeit als
Referenz ein Schubkorrekturfaktor von κ = 5/6 angenommen.
Das Ergebnis der Netzkonvergenzstudie ist in Abb. 8.7 dargestellt. Deutlich er-
kennbar ist, dass die Werte gegen die Referenzwerte konvergieren. Mit bereits 4×4
Elementen über den Querschnitt fällt der relative Fehler auf unter 0.1 % mit den
resultierenden Werten von κ = 0.83388 und GIT = 1136.754 kN cm2. Diese Werte
sind bereits ausreichend genau für numerische Berechnungen.
Exzentrischer Querschnitt
Als Nächstes wird der Fall eines exzentrischen Querschnitts betrachtet. Hierfür
wird sy = my = 1 cm und sz = mz = 0 cm gewählt. Die Breite und Höhe des
Querschnitts werden beibehalten. Als Netz wird wieder das ursprüngliche mit 4× 4
Elementen im Querschnitt und 8 Elementen in Längsrichtung bei DBC bzw. 9 in
Längsrichtung bei PBCC gewählt.
Im Vordergrund steht an dieser Stelle die Torsionssteifigkeit, da sie nach Glei-
chung (3.33) zusätzlich von den Schubsteifigkeiten und der Position des Schubmit-
telpunkts abhängt. Die Ergebnisse sind für die DBC und PBCC mit veränderlicher
Länge LRVE in Abb. 8.8 dargestellt. Zum Vergleich sind noch die Torsionssteifig-
keit GIT = 1135.4297 kN cm2 und der Wert infolge Exzentrizität G(IT +m2yAS) =
7871.908 kN cm2 mit abgebildet. Zu erkennen ist, dass die PBCC weiterhin län-
genunabhängige Ergebnisse liefern und zu den Ergebnissen nach Gleichung (3.33)
führen. Die DBC hingegen weisen wieder die Längenabhängigkeit auf. Mit zuneh-
mender Länge konvergieren ihre Werte gegen die St. Venant’sche Torsionssteifig-
keit, welche sich auf den Schubmittelpunkt des Querschnitts bezieht. Der Grund für
dieses Verhalten der DBC ist, dass mit zunehmender Länge des RVEs die homoge-
nisierte Schubsteifigkeit auf null abfällt. Somit sind in diesem Fall die resultierenden
Schubflächen AS = 0 cm2 und das Ergebnis der Torsionssteifigkeit falsch.
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Abbildung 8.8: Resultierende Torsionssteifigkeit bei einer Exzentrizität sy = my =
1 cm.
8.1.2 Berücksichtigung physikalischer Nichtlinearität – Plastizität
Um zu überprüfen, ob die physikalische Nichtlinearität entsprechend berücksichtigt
werden kann, wird in diesem Abschnitt die Plastizität nach von Mises als Materi-
alverhalten angenommen.
Kragarm
Als ein biegedominiertes Problem dient der Kragarm aus [46, 74]. Der Rechteck-
querschnitt hat eine Breite von b = 2 und eine Höhe von h = 1. Zudem verläuft
die Balkenreferenzachse durch den Schwerpunkt. Dies bedeutet, dass sy = my =
sz = mz = 0 sind. Die Länge des Kragarms beträgt L = 20. Hieraus resultiert
ein Verhältnis L/h = 20. Genauso wie die Geometrieparameter sind auch die Ma-
terialparameter einheitenlos angegeben. Für den Elastizitätsmodul, die Querkon-
traktionszahl, die Streckgrenze und den Verfestigungsmodul werden die Parameter
E = 16 000, ν = 0.3, Y0 = 20 und H = 200 gewählt. Auf beiden Skalen wird zudem
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geometrische Nichtlinearität vorausgesetzt.
Abbildung 8.9: Geometrie Kragarm und Querschnitt.
Die Geometrien des Systems und des Querschnitts sind in Abb. 8.9 dargestellt.
Für das gekoppelte System werden 20 lineare Balkenelemente verwendet. Das RVE
wird dabei mit 8 Elementen über die Breite b und 4 über die Höhe h vernetzt. Für
die PBCC werden 3 Elemente und für die DBC 8 in Längsrichtung verwendet. Die
Länge des RVEs wird sowohl für PBCC als auch für DBC zu LRVE = 1 gewählt.
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Abbildung 8.10: Angreifende Kraft F über die Absenkung δ – Systemlänge L = 20.
Die Ergebnisse der Berechnung sind im Vergleich mit denjenigen der Quellen in
Abb. 8.10 dargestellt. Da das System durch das große Verhältnis L/h = 20 ein
biegedominiertes ist, liefern die Berechnungen mit PBCC sowie DBC dieselben
Ergebnisse.
In einem nächsten Schritt wird das System auf eine Länge L = 6 verkürzt. Bezüglich
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der Belastungsrichtung ergibt sich hierdurch ein Verhältnis von L/h = 6. Diese
Änderung des Systems hat zur Folge, dass nicht nur die Biegedeformation, sondern
auch die Schubdeformation eine Rolle spielen.
Zur Berechnung der Referenzlösungen wird das Volumenelement nach Abschnitt 6.2
verwendet. Um den Einfluss der Lagerung möglichst gering zu halten, wird die
Einspannung mit dem Interfaceelement aus Abschnitt 6.3 modelliert. Dies liefert
zunächst die Referenzlösung 3D. Um eine zweite Referenzlösung zu erhalten, wird
die Verwölbung in Längsrichtung an der Einspannung behindert, was zu der Refe-
renzlösung 3DW führt. Die Lastaufbringung erfolgt in beiden Fällen mit Hilfe des
Interfaceelements im Querschnittsschwerpunkt des freien Endes. Vernetzt wird das
Volumenmodell mit 20 Elementen in Längsrichtung, 8 über die Breite und 4 über
die Höhe. Die Ergebnisse werden schließlich mit denjenigen der gekoppelten Be-
rechnungen verglichen, wobei die gekoppelten Berechnungen einmal mit den DBC
und einmal mit den PBCC für das RVE durchgeführt werden. Die RVE-Längen
werden zunächst auf LRVE = 1 gesetzt.
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Abbildung 8.11: Angreifende Kraft F über die Absenkung δ – Systemlänge L = 6,
Vergleich mit Referenz.
Die Ergebnisse sind in Abb. 8.11 dargestellt. Zu erkennen ist, dass die Randbedin-
gungen am Volumenmodell einen leichten Einfluss auf das Ergebnis bei Eintreten
der Plastizität haben. Wie zu erwarten war, führt die Wölbbehinderung bei 3DW
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zu einer leichten Erhöhung der resultierenden Last. Die Ergebnisse der gekoppelten
Berechnungen sind für die gewählte RVE-Länge quasi identisch. Beide Lösungen
liegen dabei zwischen den beiden Referenzlösungen und liefern somit sehr gute
Ergebnisse.
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Abbildung 8.12: Angreifende Kraft F über die Absenkung δ – Systemlänge L = 6,
Einfluss der RVE-Länge LRVE .
Abschließend wird noch der Einfluss der RVE-Länge für dieses Beispiel untersucht.
Die Ergebnisse sind dabei in Abb. 8.12 dargestellt. Für die Unterscheidung sind die
gewählten RVE-Längen an die Bezeichnungen der Randbedingungen angehängt.
Dies bedeutet für DBC0.1 wurde eine RVE-Länge LRVE = 0.1 gewählt und für
DBC1 ist folglich LRVE = 1. Die weiteren Bezeichnungen ergeben sich analog
hierzu. Deutlich sichtbar ist, dass bei den DBC mit einer RVE-Länge LRVE ≤ 1
keine sichtbaren Veränderungen der Ergebnisse eintreten. Bei einer Vergrößerung
der RVE-Länge auf LRVE = 6 wird anhand der Ergebnisse von DBC6 ihr Einfluss
deutlich sichtbar. In diesem Fall ist bereits die linear elastische Anfangssteifigkeit
zu gering. Zudem setzt die Plastizität bereits ab einer zu niedrigen Last ein. Die
Ursache hierfür ist der entstehende lineare Momentenverlauf im RVE infolge der
Schubdeformation. Dieser überlagert sich mit demjenigen aus dem konstanten Mo-
ment und führt zu lokal erhöhten Normalspannungen innerhalb des RVEs. Bei den
PBCC hingegen hat die Länge des RVEs keinen Einfluss auf das Ergebnis. Mit die-
sen Randbedingungen liefert die gekoppelte Berechnung sowohl für eine RVE-Länge
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LRVE = 1 als auch LRVE = 6 identische Ergebnisse.
Torsion
In diesem Beispiel wird das vollplastische Torsionsmoment MplT anhand des Bei-
spiels aus [76] untersucht. Dabei hat der Rechteckquerschnitt eine Breite von b =
5 cm und eine Höhe von h = 10 cm. Die Belastung erfolgt zentrisch, d. h. Refe-
renzachse und Schwerpunkt fallen zusammen (sy = sz = 0 cm). Für die Material-
parameter werden E = 21 000 kN cm−2, ν = 0.3 und Y0 = 24 kN cm−2 mit linear
elastischem, ideal plastischemMaterialverhalten gewählt. Da es sich hierbei um eine
reine Torsionsbeanspruchung handelt, sind ausschließlich Schubspannungen für das
Eintreten der Plastizität verantwortlich. Diese sind dabei auf τmax = 13.86 kN cm−2
beschränkt. Nach [76] ergeben sich hierdurch die Grenzwerte
MelT = 0.246τmaxhb2 = 852.2 kN cm
MplT =
1
6τmaxb
2 (3h− b) = 1443.4 kN cm (8.1)
für das elastische Torsionsmoment MelT und das vollplastische Torsionsmoment
MplT .
Damit sind die Breite und Höhe des RVEs fest vordefiniert. Für PBCC und PBCL
wird die Länge LRVE = 5 cm gewählt. Für DBC hingegen wird die Berechnung ein-
mal mit einer Länge von LRVE = 20 cm (DBC20) und LRVE = 100 cm (DBCL100)
durchgeführt. Da in diesem Fall die Nebenbedingung keine Auswirkungen auf das
Ergebnis hat, werden nur die Randbedingungen DBC, PBCC und PBCL unter-
sucht. Für PBCL und PBCC werden 3 Elemente in Längsrichtung gewählt und für
DBC 8 Elemente, um die Randeffekte auszugleichen. Bei allen Randbedingungen
wird die längere Seite mit 8 und die kürzere Seite mit 4 Elementen vernetzt.
Die Ergebnisse der Berechnung sind in Abb. 8.13 dargestellt. Erkennbar ist, dass
sich die Ergebnisse von PBCC und PBCL nicht unterscheiden. Zudem liefern sie
vergleichbare Ergebnisse zu denjenigen aus [76]. Bei κx/κelx = 8 beträgt bei ih-
nen das Torsionsmoment MT = 1433.8 kN cm und bei κx/κelx = 14 ist MT =
1441.2 kN cm. Die Abweichung gegenüber der analytischen Lösung beträgt somit
ca. 0.15 %.
Bei den Verschiebungsrandbedingungen hingegen ist zu erkennen, dass sie bei ei-
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Abbildung 8.13: Torsionsmoment über Verdrillung.
ner RVE-Länge LRVE = 20 cm bereits die Anfangssteifigkeit überschätzen. Der
Grund hierfür ist die Wölbbehinderung. Diese führt auch zu einem deutlichen
Überschätzen des maximal aufnehmbaren Torsionsmoments mit einem Wert von
MT = 1603 kN cm bei κx/κelx = 8. Wird die Länge des RVEs auf LRVE = 100 cm
(DBCL100) vergrößert, nähern sich die Ergebnisse den korrekten Werten an. Aller-
dings beträgt das Torsionsmoment bei κx/κelx = 8 immer noch MT = 1455.9 kN cm
und überschätzt die korrekte Lösung leicht. Es ist zudem anzumerken, dass hieraus
ein Verhältnis h/LRVE = 10 resultiert. Im Vergleich mit Abb. 8.5 wird deutlich,
dass bei diesem Längenverhältnis die Schubsteifigkeit bereits nahe Null ist.
Der Vergleich mit der Referenzlösung ist in Abb. 8.14 dargestellt. Hierbei sind
hinsichtlich der Übersichtlichkeit nur noch die PBCC sowie die Ergebnisse aus [76]
gegenübergestellt. Deutlich zu erkennen ist, dass die Last-Verdrillungskurven sehr
gut übereinstimmen.
Die Ursache für das zu steife Verhalten der DBC wird bei Betrachtung der plas-
tischen Vergleichsdehnung im vollplastischen Zustand ersichtlich, siehe Abb. 8.15.
Bei den DBC (links) sind deutlich die Randeffekte infolge der Wölbbehinderung
zu erkennen. Dies führt dazu, dass die Randbereiche überhaupt nicht plastizie-
ren, während sich in Längsrichtung eine stark inhomogene Verteilung einstellt. Die
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Abbildung 8.14: Torsionsmoment über Verdrillung – Vergleich mit Referenz [76].
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Abbildung 8.15: Plastische Vergleichsdehnung im vollplastischen Zustand – links
DBCL20 und rechts PBCC.
PBCC (rechts) weisen keinerlei Randeffekte auf. Dadurch stellt sich ein in Längs-
richtung gleichförmiger Zustand ein. Daher genügt es auch, das dargestellte Netz
mit nur 3 Elementen in diese Richtung zu vernetzen, wobei anzumerken ist, dass die
Wahl von 3 Elementen aufgrund der Rotationsnebenbedingung (Interfaceelement
Abschnitt 6.4) zustande kommt.
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8.2 U-Profil
In diesem Abschnitt wird ein U-Profil als Beispiel für einen dünnwandig offenen
Querschnitt untersucht. Die Geometrie des Querschnitts ist in Abb. 8.16 dargestellt.
Abbildung 8.16: Geometrie des Querschnitts (links) und Netzparameter des Quer-
schnitts (rechts).
Dabei wird die Höhe und Breite zu h = b = 10 cm gewählt. Der Steg besitzt eine
Dicke von s = 0.6 cm und der Flansch eine Dicke von t = 1.2 cm. Zudem sind zur
Beschreibung des FE-Netzes die erforderlichen Parameter in Abb. 8.16 dargestellt.
Dabei ist nc die Anzahl der Elemente über die kurzen Seiten und nw die Anzahl
der Elemente über die langen Seiten.
8.2.1 Effektive Querschnittswerte – Lineare Elastizität
In einem ersten Schritt werden die effektiven Querschnittswerte mit dem Element
aus [26] ermittelt. Hierbei wird linear elastisches Materialverhalten mit einem Elas-
tizitätsmodul E = 21 000 kN cm−2 und einer Querkontraktionszahl ν = 0.3 ange-
nommen.
Die in Tabelle 8.2 angegebenen Querschnittswerte beziehen sich, bis auf IT , auf
den Schwerpunkt S des Querschnitts. Angegeben ist das St. Venant’sche Torsions-
trägheitsmoment IT . Dieses bezieht sich auf den Schubmittelpunkt M . Mit Hilfe
von Gleichung (3.33) ergibt sich die Torsionssteifigkeit bzgl. des Schwerpunkts S
zu I∗T = 310.018 cm4. Die angegebenen Abstände beziehen sich auf Abb. 8.16.
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A Iy Iz IT
28.56 cm2 489.4688 cm4 284.784 19 cm4 11.293 598 cm4
sy sz my mz κy κz
4.249 579 8 cm 5 cm 4.082 818 4 cm 5 cm 0.659 100 48 0.150 650 91
Tabelle 8.2: Querschnittswerte U-Profil.
Zunächst werden die Verschiebungsrandbedingungen DBC untersucht. Für das FE-
Netz wird hierbei nc = nw = 4 gewählt, vgl. Abb. 8.16. In Längsrichtung wird das
RVE mit 9 Elementen vernetzt. Es wird angenommen, dass die Referenzachse des
Balkens durch den Schwerpunkt des Querschnitts verläuft.
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Abbildung 8.17: Normierte Querschnittswerte über die Länge LRVE des RVEs –
DBC.
Die Zielsetzung ist die Untersuchung der Längenabhängigkeit der homogenisierten
Querschnittswerte. Dabei ist anzumerken, dass sowohl die homogenisierte Dehn-
steifigkeit EA als auch die beiden homogenisierten Biegesteifigkeiten EIy und EIz
längenunabhängig und exakt sind. Für die übrigen Querschnittswerte sind die nor-
mierten Ergebnisse in Abb. 8.17 dargestellt. Zu erkennen ist, dass bei der kürzesten
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RVE-Länge von LRVE = 0.2 cm die Schubsteifigkeiten deutlich überschätzt werden.
Speziell bei der Schubsteifigkeit in z-Richtung ergibt sich bei dieser RVE-Länge ein
Verhältnis von GAsz/GAsz,ref = 6.45. Weiterhin fallen beide Schubsteifigkeiten
mit zunehmender RVE-Länge wieder auf null ab. Es ist wichtig anzumerken, dass
sich die RVE-Längen für ein Verhältnis GAs/GAs,ref = 1 für die beiden Belas-
tungsrichtungen stark unterscheiden. Weiterhin ist die Torsionssteifigkeit darge-
stellt. Da Schubmittelpunkt und Schwerpunkt in diesem Beispiel nicht zusammen-
fallen, ist diese von der Schubsteifigkeit abhängig. Daher ist in diesem Diagramm
keine Konvergenz erkennbar. Mit einer weiteren Steigerung der RVE-Länge würde
diese wieder gegen die St. Venant’sche Torsionssteifigkeit konvergieren, was sich
allerdings aus numerischen Gründen nicht mehr durchführen ließ. Eine weitere
interessante Größe ist der Abstand des Schubmittelpunkts zum Schwerpunkt in
y-Richtung. Hierbei ist my = my + sy. Die Homogenisierung eines kurzen RVEs
liefert, dass Schubmittelpunkt und Schwerpunkt des Querschnitts zusammenfallen.
Erst bei sehr großen Längen LRVE verliert sich der Einfluss der Randbedingungen
und die homogenisierten Werte konvergieren gegen die Referenzlösung.
Zusammenfassend wird an dieser Stelle das Problem der Längenabhängigkeit der
Ergebnisse der DBC noch einmal deutlich. Bei zu kurzen RVEs werden die Schub-
steifigkeiten deutlich überschätzt. Die Längen, bei denen das RVE die korrekten
Schubsteifigkeiten liefert, sind für beide Belastungsrichtungen unterschiedlich. Zu-
dem fallen beide Schubsteifigkeiten mit zunehmender Länge auf null ab. Dahin-
gegen wird für die Ermittlung des Schubmittelpunkts eine sehr große RVE-Länge
benötigt. Diese Beobachtungen führen zu einem Konflikt und machen diese Rand-
bedingungen unbrauchbar.
Bei der Homogenisierung des RVEs mit den periodischen Randbedingungen PBCC
sowie PBCL ist wiederum keine Längenabhängigkeit festzustellen. Zur Vollstän-
digkeit sind die resultierenden Querschnittswerte bei einer Vernetzung von nc = 2,
nw = 4 und 3 Elementen in Längsrichtung in Tabelle 8.3 angegeben. Hierbei wer-
den die Längen LRVE = 1 cm und LRVE = 100 cm berücksichtigt. Zur Ermittlung
dieser Werte liegt die Referenzachse im linken unteren Eck des Querschnitts. Die
Ergebnisse sind entsprechend umgerechnet. Dies bedeutet, dass sich die angegeben
Werte für Iy und Iz auf den Schwerpunkt des Profils beziehen. Das Torsionsträg-
heitsmoment IT hingegen bezieht sich auf den SchubmittelpunktM . Beim Vergleich
der Werte mit den Referenzwerten ergibt sich eine Abweichung von weniger als 1 %
für IT , my, mz, κy und κz. Diese Werte haben gemeinsam, dass sie nicht nur von
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LRVE =1 cm:
A Iy Iz IT
28.56 cm2 489.469 cm4 284.784 195 cm4 11.396 995 01 cm4
sy sz my mz κy κz
4.249 58 cm 5 cm 4.077 032 3 cm 4.999 998 9 cm 0.662 21 0.151 97
LRVE =100 cm:
A Iy Iz IT
28.56 cm2 489.469 cm4 284.784 195 cm4 11.396 995 01 cm4
sy sz my mz κy κz
4.249 58 cm 5 cm 4.077 032 3 cm 4.999 998 9 cm 0.662 21 0.151 97
Tabelle 8.3: Resultierende Querschnittswerte mit PBCC für LRVE = 1 cm und
LRVE = 100 cm.
der Geometrie des Querschnitts, sondern auch von seiner Verwölbung abhängen.
8.2.2 Biegedrillknicken eines zentrisch gedrückten Kragarms
In diesem Beispiel wird untersucht, ob das Verfahren in der Lage ist das Stabili-
tätsproblem Biegedrillknicken zu erfassen. Die Querschnittsgeometrie und Materi-
alparameter werden vom vorherigen Beispiel übernommen. Zum Vergleich werden
die analytischen Werte für Knicken, Drillknicken und Biegedrillknicken ermittelt.
Die hierfür benötigten Formeln finden sich bspw. in [18,47] und sind im Folgenden
für das Beispiel angegeben und ausgewertet.
Abbildung 8.18: Geometrie und Last des Systems.
Das System mit Belastung ist in Abb. 8.18 dargestellt. Es werden eine Länge
L = 150 cm und die Belastungen F = 100 kN, M = 0.1 kN cm gewählt, wel-
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che am Kragarmende im Schwerpunkt des Querschnitts angreifen. Der benötigte
Wölbwiderstand lässt sich mit dem Element aus [26] ermitteln und ergibt CM =
4585.0848 cm6. Weiterhin beträgt die Knicklänge sk aufgrund der Randbedingun-
gen 300 cm. Die Flächenträgheitsmomente Iy und Iz beziehen sich auf den Schwer-
punkt des Querschnitts. Zudem werden der Abstand zwischen Schwer- und Schub-
mittelpunkt my = my + sy, sowie der polare Trägheitsradius bezüglich des Schub-
mittelpunkts iM =
√
Iy
A +
Iz
A +m
2
y benötigt. Die hierfür erforderlichen Werte sind
in Tabelle 8.2 angegeben. Damit ergibt sich die kritische Knicklast für die starke
Achse zu
FK,y =
pi2EIy
s2k
= 1127 kN (8.2)
und für die schwache Achse zu
FK,z =
pi2EIz
s2k
= 655 kN. (8.3)
Weiterhin wird die kritische Drillknicklast benötigt. Diese beträgt
FT =
1
i2M
(
GIT +
pi2ECM ;
s2k
)
= 1055 kN. (8.4)
Damit kann die kritische Biegedrillknicklast zu
1
FB
= 12
 1
FK,y
+ 1
FT
±
√(
1
FK,y
− 1
FT
)2
+ 1
FK,yFT
(
my
iM
)2→ FB = 589 kN
(8.5)
ermittelt werden.
Für die Vergleichsrechnung wird das RVE für die PBCC mit nc = 2, nw = 4
und in Längsrichtung mit 3 Elementen vernetzt. Die Länge des RVEs beträgt
LRVE = 10 cm, während die Dicke des Rotationsinterfaces zu d = LRVE/10 ge-
wählt wird. Im Fall der DBC wird die identische Querschnittsvernetzung mit 5
Elementen in Längsrichtung gewählt. Die Länge des RVEs beträgt LRVE = 10 cm.
Das Balkensystem wird mit 20 linearen Elementen vernetzt. Für die Berechnung
wird geometrische Nichtlinearität sowohl auf der makroskopischen als auch auf der
mesoskopischen Skala vorausgesetzt.
Zur Ermittlung einer Referenzlösung wird das System mit Volumenelementen be-
rechnet. Die Randbedingungen sowie die Lasten sind über das Interfaceelement
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nach Abschnitt 6.3 aufgebracht. Auch hier wird der Querschnitt mit nc = 2 und
nw = 4 vernetzt. Wobei für die Längsrichtung 40 Elemente gewählt werden.
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Abbildung 8.19: Lastfaktor λ über Endverdrehung ϕ.
Die Ergebnisse sind in Abb. 8.19 dargestellt. Dabei wird das System mit der ange-
gebenen Belastung berechnet und nach Entfernen des Störmoments M wieder ent-
lastet. Dargestellt ist der Entlastungspfad, welcher dem stabilen Belastungspfad
an einem perfekten System entspricht. Zu erkennen ist, dass die PBCC nahezu
identische Ergebnisse wie die Referenzlösung liefern. Im Vergleich zur analytischen
Lösung, wird die kritische Last für das Biegedrillknicken leicht unterschritten. Für
die DBC ist nur der Belastungspfad dargestellt. Interessant hierbei ist, dass weder
das Biegedrillknicken noch das reine Biegeknicken erfasst werden. Beim Biegedrill-
knicken ist dies auf die Wölbbehinderung durch die DBC zurückzuführen, welche
die Tragfähigkeit des Systems wesentlich steigert. Für das Biegeknicken fehlt hin-
gegen die benötigte Imperfektion, um das System in den stabilen Pfad zu lenken.
Theoretisch ist diese Imperfektion durch das Störmoment M auf das System auf-
gebracht, da bei dem gewählten Querschnitt der Schubmittel- und Schwerpunkt
nicht zusammenfallen. Bei Betrachtung von Abb. 8.17, wird allerdings ersichtlich,
dass der Abstand zwischen den beiden Punkten deutlich unterschätzt wird. Da
das Biegeknicken als globales Versagen durch das Balkenelement abgebildet wer-
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Abbildung 8.20: Undeformiertes Netz und deformierte Geometrie des Volumen-
und Balkenmodells für ϕ = 0.19 und λ = 5.5 auf dem Entlas-
tungspfad ohne Störmoment M – Verschiebungen in z-Richtung
in cm.
den kann, taucht bei Überschreiten der kritischen Last für die schwache Achse ein
negatives Diagonalelement in der Steifigkeitsmatrix auf. Ab dieser Last befindet
sich das System mit den DBC auf einem instabilen Pfad.
Zur Veranschaulichung ist das Netz des Volumenmodells und seine deformierte
Geometrie in Abb. 8.20 dargestellt. Weiterhin ist das Balkenmodell vergleichend
in die Schwereachse gelegt und auch dessen Referenz- und Momentankonfigurati-
on abgebildet. Die vom Balken erfassten mittleren Verschiebungen in z-Richtung
stimmen sehr gut mit denjenigen des Volumenmodells überein. Zudem lässt sich an-
hand des Volumenmodells das Tordieren des Querschnitts infolge Biegedrillknicken
erkennen.
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8.3 Geschichteter Querschnitt
In diesem Beispiel wird ein geschichteter Querschnitt untersucht. Dieser besitzt
einen Kern mit der Höhe hC sowie zwei Deckschichten mit jeweils der Höhe hL.
Seine Breite beträgt b. Zur Veranschaulichung ist der Querschnitt in Abb. 8.21
dargestellt.
Abbildung 8.21: Querschnittsgeometrie – 3-schichtiger Querschnitt.
8.3.1 Effektive Querschnittswerte – Lineare Elastizität
In diesem Abschnitt werden die homogenisierten linear elastischen Querschnitts-
werte untersucht. Dabei wird eine Breite b = 20 cm und ein Höhe h = 2hL + hC =
20 cm für den betrachteten Querschnitt gewählt, vgl. Abb. 8.21. Genauer wird der
Einfluss des Kernanteils ρC betrachtet. Hierfür ist es erforderlich, dass sich die
Kernhöhe zu hC = ρCh und die Deckschichthöhen zu hL = (1− ρC)h/2 ergeben.
Das Ziel ist die Ermittlung der Dehnsteifigkeit EA, der Biegesteifigkeit um die y-
Achse EIy sowie des Schubkorrekturfaktors in z-Richtung κz. Der Kern besitzt den
Elastizitätsmodul EC und die Deckschichten entsprechend EL. Mit der Definition
sL = (hL + hC) /2 und dem Steifigkeitsverhältnis α = EC/EL unter der Annahme,
dass die Querkontraktionszahl ν für Kern und Deckschicht identisch sind, ergibt
sich
EA = ELb (αhC + hL) , (8.6)
EIy = ELb
(
α
h3C
12 + 2
[
h3L
12 + s
2
LhL
])
. (8.7)
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Der Schubkorrekturfaktor κz berechnet sich nach [72] mit
A (ρC) =
(1− ρC)3
15
(
3ρ2C + 9ρC + 8
)
,
T1 (ρC) =
(
1− ρ3C
)
+ ρ3Cα,
T2 (ρC) =
1− ρC
α
+ ρC ,
(8.8)
T3 (ρC) =
(
1− ρ2C
)2 + 815α2ρ4C + 43αρ2C (1− ρ2C) ,
T4 (ρC) = A (ρC)α+ ρCT3 (8.9)
zu
κz =
4
9
T 21
T2T4
. (8.10)
Für einen Vergleich mit der Referenzlösung werden in diesem Beispiel nur die PB-
CC verwendet. Das RVE wird dabei mit 4 Elementen über die Dicke pro Schicht,
4 Elementen über die Breite und 9 Elementen in Längsrichtung vernetzt. Für die
Materialparameter wird ein Elastizitätsmodul für die Deckschichten von EL =
1000 kN cm−2 und eine Querkontraktionszahl für alle drei Schichten von ν = 0.3
gewählt. Der Elastizitätsmodul für den Kern ergibt sich entsprechend des Steifig-
keitsverhältnisses α.
Die Ergebnisse für die resultierende Dehnsteifigkeit sind in Abb. 8.22 dargestellt,
wobei sich die Referenzlösung nach Gleichung (8.6) ergibt. Zu erkennen ist die sehr
gute Übereinstimmung zwischen Referenzlösung und den homogenisierten Werten
mit den PBCC. Die Qualität der homogenisierten Werte ist unabhängig vom Kern-
anteil ρC und Steifigkeitsverhältnis α.
Für die Biegesteifigkeit sind die Ergebnisse in Abb. 8.23 dargestellt. Auch hier ist
eine sehr gute Übereinstimmung mit der Referenzlösung nach Gleichung (8.7) zu
erkennen. Unterschiede in den Ergebnissen sind rein numerischer Natur, d. h. die
Ergebnisse stimmen mit 7 Stellen (Ausgabegenauigkeit) überein.
In einem nächsten Schritt werden die resultierenden Schubkorrekturfaktoren unter-
sucht. Die Ergebnisse sind in Abb. 8.24 dargestellt. Deutlich zu erkennen ist, dass
die Ergebnisse wieder sehr gut mit der analytischen Lösung nach Gleichung (8.10)
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Abbildung 8.22: Vergleich der resultierenden Dehnsteifigkeiten für verschiedene
Steifigkeitsverhältnisse α und Kernanteile ρC .
übereinstimmen. Für die Randwerte ρC = 0 und ρC = 1 stellt sich in der analyti-
schen Lösung ein Schubkorrekturfaktor für einen Rechteckquerschnitt von κz = 5/6
ein. In diesen Fällen ist der Querschnitt homogen und das Ergebnis somit plausibel.
Dieser Fall wurde mit dem Homogenisierungsverfahren bereits in Abschnitt 8.1.1
untersucht. Daher beschränken sich die Werte von ρC auf einen Bereich von 1 %
bis 99 % Kernanteil. Als konkretes Zahlenbeispiel ergibt sich für den Schubkor-
rekturfaktor mit α = 0.001 und ρC = 0.4 ein Wert von κz = 0.002 296 1 mit
der analytischen Lösung und κz = 0.002 296 1 mit dem Homogenisierungsverfah-
ren. Die Ergebnisse stimmen damit auf 5 Stellen genau überein. Die resultierende
Schubsteifigkeit beträgt, unter Berücksichtigung der Verwölbung, 1/500 gegenüber
derjenigen, welche sich aus der Annahme des Ebenbleibens des Querschnitts er-
geben würde. Die Ergebnisse des Schubkorrekturfaktors wurden zudem mit dem
Element aus [25] verglichen. Hierbei ergaben sich identische Werte.
Die Schubdeformation des RVEs ist exemplarisch für einen Kernanteil von ρC = 0.1
in Abb. 8.25a und ρC = 0.9 in Abb. 8.25b dargestellt. In beiden Fällen ist die
Verwölbung in Längsrichtung des RVEs konstant und die Schubspannungen halten
die Spannungsrandbedingungen ein. Die Scherung selbst findet in erster Linie im
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Abbildung 8.23: Vergleich der resultierenden Biegesteifigkeiten für verschiedene
Steifigkeitsverhältnisse α und Kernanteile ρC .
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Abbildung 8.24: Vergleich der resultierenden Schubkorrekturfaktoren für verschie-
dene Steifigkeitsverhältnisse α und Kernanteile ρC .
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Abbildung 8.25: Schubspannung und -deformation des RVEs für α = 0.001 und
γz = 0.1 in [kN cm−2].
weichen Kern statt. Dies ist deutlich erkennbar an den deformierten Elementen
für diese Schicht, welche in der Ausgangskonfiguration aus dieser Ansicht perfekte
Rechtecke waren.
8.3.2 Verhalten bei Plastizieren der Deckschichten
Für diese Berechnung wird das Beispiel nach [20] verwendet. Es handelt sich dabei
um einen einachsig gespannten Plattenstreifen, welcher aus einem dreischichtigen
Sandwichprofil besteht. Für den Kern wird linear elastisches Materialverhalten vor-
ausgesetzt. Dabei sind sein Elastizitätsmodul EC = 70 N mm−2 und seine Querkon-
traktionszahl νC = 0.3. In den Deckschichten wird die Plastizität nach von Mises
angenommen. Der Elastizitätsmodul wird hier zu EL = 70 000 N mm−2 und die
Querkontraktionszahl zu νL = 0.3 gewählt. Die für das plastische Materialgesetz
noch fehlenden Parameter sind die Fließgrenze Y0 = 100 N mm−2 und der Verfesti-
gungsmodul H = 1000 N mm−2. Als Geometrieparameter des Querschnitts werden
hC = 30 mm, hL = 0.5 mm und b = 60 mm gewählt. Es ist anzumerken, dass ein
ebener Verzerrungszustand herrscht.
Die Systemgeometrie ist in Abb. 8.26 dargestellt. Für die Berechnung wird die
Länge zu L = 2000 mm und die Belastung q = 0.001 N mm−2 gewählt. Da die
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Abbildung 8.26: Systemgeometrie und Belastung.
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Abbildung 8.27: Last-Verschiebungskurve – Vergleich ebener Verzerrungszustand
(PBCCa) und ebener Spannungszustand (PBCCb) mit Referenz-
lösung [20].
Belastung auf das Balkensystem aufgebracht wird, muss diese mit der Breite mul-
tipliziert werden. Dies liefert q = 0.06 N mm−1. Untersucht wird die dargestellte
Absenkung δ über den Lastfaktor λ.
Das RVE besitzt die zuvor angegebenen Querschnittsabmessungen. Zudem wird
seine Länge zu LRVE = 10 mm gewählt. Das Interfaceelement in der Mitte des RVEs
hat eine Dicke von d = 0.5 mm. Für jede daraus resultierende Kante werden zwei
Elemente für die Vernetzung gewählt. Dies bedeutet, dass sowohl der Kern als auch
jede Deckschicht mit 2 Elementen über die Dicke modelliert wird. In Längsrichtung
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resultiert infolge des Interfaceelements eine Vernetzung von 5 Elementen, siehe auch
Abb. 8.28. Die Berechnung des RVEs wird geometrisch linear durchgeführt.
Abbildung 8.28: Zusätzliche Verschiebungsrandbedingungen für die Annahme eines
ebenen Verzerrungszustands.
Für die Modellierung der makroskopischen Skala werden 14 Balkenelemente ver-
wendet. Diese Wahl ist für den Vergleich der Schubspannungen mit denjenigen
aus [20] erforderlich, da somit einer der Integrationspunkte bei x ≈ 390 mm liegt.
Die Berechnung erfolgt geometrisch nichtlinear unter Annahme finiter Rotationen.
Die Ergebnisse sind in Abb. 8.27 dargestellt. Für den Vergleich wurden die PB-
CC gewählt. Im Speziellen wurden die PBCCb als Standardversion getestet. Diese
setzen ein Balkensystem voraus. Da es sich bei der Vergleichsrechnung um einen
ebenen Spannungszustand handelt und das System somit einen Plattenstreifen dar-
stellt, liefern diese Randbedingungen zu weiche Ergebnisse, was sich sowohl im
Bereich der einsetzenden Plastizität als auch in der linear elastischen Anfangsstei-
figkeit bemerkbar macht.
Um vergleichbare Ergebnisse zu erhalten, wird der ebene Verzerrungszustand durch
zusätzliche Randbedingungen gemäß Abb. 8.28 eingeführt. Hierzu werden die Ver-
schiebungen uy an den Rändern y = ±b auf null gesetzt. In diesem Fall werden
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Abbildung 8.29: Vergleich der Schubspannungen für λ = 4 bei x = 390 mm.
die Randbedingungen mit PBCCa bezeichnet. Hierbei ist eine sehr gute Überein-
stimmung des Last-Verschiebungsverhaltens zwischen der Referenzlösung und der
Balkenlösung festzustellen. Diese Modifikation der Randbedingungen ermöglicht
somit auch die Berechnung von Plattenstreifen.
Für einen Lastfaktor von λ = 4 werden an der Stelle x ≈ 390 mm die Schubspannun-
gen mit der Referenzlösung verglichen. Diese sind, über die Höhe des Querschnitts,
in Abb. 8.29 dargestellt und stimmen sehr gut mit denjenigen der Referenzlösung
überein.
8.4 Geschwächter Balken
8.4.1 Winkel unter Einzellast
In diesem Beispiel wird ein durch Löcher geschwächter Winkel untersucht. Dies
soll zeigen, dass das Verfahren nicht nur in der Lage ist die Querschnittsmodellie-
rung zu ermöglichen, sondern auch allgemeine Strukturen, welche ausschließlich die
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für die Balkentheorie erforderlichen Längen-zu-Dicken-Verhältnisse einhalten. Für
das Beispiel werden bewusst Geometrieparameter gewählt, die an die Grenzen der
Homogenisierungsbeziehung gehen.
Abbildung 8.30: Systemgeometrie mit Belastung (links) – Mit Loch geschwächter
Abschnitt mit Einteilung für Vernetzung.
Die Geometrie und Belastung des Systems ist in Abb. 8.30 dargestellt. Mit den
gewählten Parametern lc = 30 cm, b = 10 cm, h = 20 cm und r = 6.5 cm reduzieren
die Löcher den Querschnitt um bis zu 65 %. Der Winkel wird mit einer Last von
λF = λ 50 kN belastet. Als Material wird eine von Mises-Plastizität mit E =
21 000 kN cm−2, ν = 0.3 und Y0 = 23.5 kN cm−2 verwendet. Zudem werden die
Berechnungen sowohl auf der makroskopischen als auch auf der mesoskopischen
Skala geometrisch nichtlinear durchgeführt.
Zur Beschreibung der Vernetzung ist in Abb. 8.30 (rechts) eine Unterteilung eines
Abschnitts mit Loch in acht Blöcke vorgenommen worden. Jeder dieser Blöcke
wird mit 4 × 4 × 4 Elementen vernetzt. Für die PBCC ist das Netz in Abb. 8.31
dargestellt. Die Besonderheit hierbei ist das Interfaceelement mit einer Dicke von
d = 0.125 · (lc/2− r). Damit in seinem Bereich die Balkenkinematik Gültigkeit hat,
wird es zwischen zwei Abschnitten mit Loch eingebracht. Dadurch wird verhindert,
dass es lokale Auswirkungen auf die Spannungen hat.
Für die DBC werden zwei verschiedene RVEs gewählt. Die DBC1 werden mit nur
einem Abschnitt der Länge lc modelliert. Bei den DBC2 werden zum Vergleich mit
den PBCC zwei Abschnitte modelliert. Hier hat das RVE also die Länge 2 lc.
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Abbildung 8.31: PBCC Netz und Interfaceelement in Rot.
Das Balkensystem wird mit 6 linearen Elementen pro Richtung modelliert. Dies
führt dazu, dass die Balkenelemente ca. eine Länge von lc besitzen und die Integra-
tionspunkte, an denen die RVEs ausgewertet werden, näherungsweise mittig über
den Löchern liegen. Das System ist damit als Grenzfall für die Homogenisierung
zu sehen, da somit lc = Lc ≤ LRVE gilt, sofern die Länge eines Balkenelements als
charakteristische Länge betrachtet wird.
Die Referenzlösung wird mit Hilfe eines Volumenmodells ermittelt. Die Einspan-
nungen werden mit Verschiebungsrandbedingungen modelliert, während die Last
durch das Interfaceelement aus Abschnitt 6.3 über die gesamte Querschnittshöhe
ohne Loch eingeleitet wird.
Die Ergebnisse des Lastfaktors λ über der Vertikalverschiebung δ sind in Abb. 8.32
dargestellt. Zu erkennen ist, dass sowohl die gekoppelte Berechnung mit PBCC
als auch diejenige mit DBC1 das Last-Verformungsverhalten des Systems sehr gut
wiedergeben. Die DBC2 liefern hingegen eine zu niedrige Traglast.
In Abbildung 8.33 sind für einen Vergleich die sich einstellenden Spannungen bei
einem Lastfaktor von λ = 7.4 und einer Vertikalverschiebung von δ = 2.1 cm darge-
stellt. Aufgrund der Länge des RVEs bei den PBCC, vgl. Abb. 8.31, sind die RVEs
für diese Randbedingungen zweireihig über dem Volumenmodell (Ref.) angeord-
net. Dies resultiert aus der Wahl des makroskopischen Netzes. Zur Verdeutlichung
ist die Zuordnung zwischen den RVEs und dem Volumenmodell in Rot eingezeich-
net. Bei den DBC1 hingegen entspricht ein RVE genau einem Abschnitt mit Loch
des Volumenmodells. Durch Aneinanderreihung dieser RVEs entsteht optisch quasi
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Abbildung 8.32: Lastfaktor über die Vertikalverschiebung δ der Ecke für die ge-
schwächte Struktur.
ein Volumenmodell, welches einreihig unter dem wirklichen Volumenmodell (Ref.)
dargestellt ist.
Beim Vergleich der Normalspannungen in Abb. 8.33a wird die sehr gute Über-
einstimmung des Spannungszustandes deutlich. Nur im Bereich der Einspannung
weisen diese beim Volumenmodell (Ref.) Randeffekte auf. Diese werden näherungs-
weise durch die Wölbbehinderung bei den DBC1 mit abgebildet. Im Gegensatz dazu
sind die PBCC nicht von Randeffekten infolge der Einspannung betroffen.
Zudem ist in Abb. 8.33b der Schubspannungszustand Sxz dargestellt. Hierbei sind
keine sichtbaren Randeffekte vorhanden. Sowohl die PBCC als auch die DBC1
geben den sichtbaren Schubspannungsverlauf sehr gut wider.
Zum Vergleich des plastizierten Bereichs sind in Abb. 8.34 die plastischen Ver-
gleichsdehnungen dargestellt. Diese konzentrieren sich dabei auf das Loch in der
Nähe der Einspannung. Auch hier ist das Homogenisierungsverfahren in der Lage
den Verlauf repräsentativ darzustellen.
Um einen genaueren Einblick in die Approximationsgüte der Spannungen zu er-
halten, sind alle Spannungskomponenten in Abb. 8.35 entlang eines Schnitts über
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Abbildung 8.33: Spannungen in [kN cm−2] für δ = 2.1 cm und λ = 7.4, Vergleich
von DBC (unten) und PBCC (oben, 2-reihig, Zuordnung der RVEs
in Rot) mit Volumenmodell.
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Abbildung 8.34: Plastische Vergleichsdehnung für δ = 2.1 cm und λ = 7.4, Ver-
gleich von DBC (unten) und PBCC (oben, 2-reihig, Zuordnung
der RVEs in Rot) mit Volumenmodell.
die Höhe h des Modells dargestellt. Dieser befindet sich an der Einspannung des
belasteten Arms mittig am Rand des ersten Loches. Dabei werden die Spannungen
des Volumenmodells (Ref.) sowohl von den DBC1 als auch von den PBCC sehr gut
repräsentiert. Größere Abweichungen finden sich nur in den Komponenten Syz und
Sxy.
8.4.2 Berechnungszeiten
In diesem Abschnitt werden die Berechnungszeiten angesprochen. Ein Vergleich
wird mit einem Volumenmodell gezogen, wobei es sehr schwierig ist, die Zeiten zu
vergleichen.
Getestet wird auf einem Intel Core-i9 7900X. Dabei stehen 32GB Arbeitsspeicher
zur Verfügung. Der Prozessor besitzt 10 Kerne und ist somit in der Lage, 20 Threads
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Abbildung 8.35: Spannungen über die Höhe z im Abstand von 8.5 cm von der Ein-
spannung (Lochrand) in [kN cm−2] für δ = 2.1 cm und λ = 7.4.
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parallel auszuführen.
Das verwendete Programm FEAP [41] ist mit dem Intel Fortran Compiler 2018 [37]
mit Standardeinstellungen für Performanceoptimierung kompiliert. Dies bedeutet,
dass prozessorspezifische Optimierungen mittels der Einstellung /QxHost und all-
gemeine Optimierungen mittels der Einstellung /O3 aktiv sind. Das Hauptpro-
gramm ist mit Hilfe von OpenMP parallelisiert, während im Falle der gekoppel-
ten Berechnung die zu homogenisierenden RVEs mit einer seriellen Version des
Programms berechnet werden. Der Grund für die serielle Berechnung der RVEs
ist, dass bereits die Elemente des makroskopischen Modells parallel abgearbeitet
werden. Bei einer zusätzlichen parallelen Berechnung der RVEs würden sich die
Prozesse gegenseitig blockieren und dadurch die Berechnungszeiten erhöhen. Als
Gleichungslöser wird auf beiden Skalen der Intel MKL PARDISO parallele, direkte
Sparse-Matrix-Löser [38] verwendet.
Als Vergleichsbeispiel dient das in Abschnitt 8.4.1 vorgestellte Modell. Dabei wird
der Einfluss der Länge des Systems und damit die Anzahl n mit Loch geschwächter
Abschnitte auf die Berechnungszeit untersucht. Im Gegensatz zur vorherigen Be-
rechnung werden die linearen Balkenelemente durch quadratische ersetzt. Dadurch
werden für die auskonvergierte Lösung nur noch 4 Elemente pro Arm benötigt.
Diese Anzahl an Elementen ist unabhängig von der Länge. Durch dieses Vorgehen
wird die eigentliche Stärke des Verfahrens aufgezeigt. Allerdings führt dies dazu,
dass das makroskopische Modell nur 8 Balkenelemente besitzt. Dadurch werden nur
8 der 10 vorhandenen Kerne ausgenutzt. Bei der gekoppelten Berechnung werden
die DBC1, welche die numerisch effizientere Variante darstellen, sowie die PBCC
verwendet. Im Fall der DBC1 besitzt das RVE 14 937 Gleichungen und bei den
PBCC 31 119 Gleichungen. Dies führt auf eine Gesamtanzahl an Gleichungen neq.
von 238 992 für die DBC1 und 497 904 für die PBCC.
Die erste Berechnung wird parallel ausgeführt. Ermittelt wird die Dauer tsolv die
für einen Iterationsschritt benötigt wird. Dies beinhaltet das Aufstellen der Stei-
figkeitsmatrix, die Faktorisierung der Steifigkeitsmatrix, sowie das Lösen des Glei-
chungssystems. Die resultierenden Ergebnisse sind in Tabelle 8.4 angegeben. Durch
die Homogenisierung und die angegebene Wahl der Vernetzung der gekoppelten
Modelle ist hier keine Änderung in der Berechnungsdauer zu sehen. Beim Volu-
menmodell ist ein linearer Anstieg der Dauer mit der Länge der Arme und damit
der Anzahl der Löcher zu erkennen. Jedes Loch muss hierbei modelliert werden, was
den Anstieg der zu lösenden Gleichungen zur Folge hat. Spätestens ab 16 Löcher
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DBC1 PBCC
n neq. δ tsolv neq. δ tsolv
2 238992 0.006807383 2.3 497904 0.00647472 8.2
4 238992 0.0266836 2.3 497904 0.0261661 8.2
8 238992 0.157593 2.3 497904 0.157755 8.2
16 238992 1.14690 2.3 497904 1.15686 8.2
32 238992 8.93769 2.3 497904 9.03485 8.2
64 238992 70.9848 2.3 497904 71.7981 8.2
Volumenmodell
n neq. δ tsolv tges
2 63609 0.00603777 0.34 1.4
4 123981 0.0252355 0.64 2.8
8 244725 0.155447 1.22 5.6
16 486213 1.15024 2.3 11.4
32 969189 9.01331 4.6 22.8
64 1935141 71.7208 9 46.4
Tabelle 8.4: Berechnungszeiten für die Länge eines Armes von n lc + b/2 und
Gesamtanzahl an Gleichungen neq.. Das Volumenmodell lastet 20
Threads aus, die gekoppelten Modelle jeweils 8 – Vertikalverschiebung
δ in cm und Zeit tsolv und tges in s.
pro Arm ist die gekoppelte Berechnung mit den DBC1 schneller als das Vollmodell.
Für das Volumenmodell ist zudem eine zweite Zeit tges angegeben. Im Gegensatz
zu tsolv beinhaltet diese zusätzlich die Analysephase des Gleichungssystems, wel-
che nur beim ersten Iterationsschritt anfällt, sofern sich das Gleichungssystem nicht
verändert. Beim gekoppelten Modell ist diese Zeit identisch zu tsolv. In diesem Fall
liegen die Berechnungszeiten zwischen Volumenmodell und gekoppeltem Modell
mit DBC1 bereits bei 4 Löchern pro Arm gleichauf. Die PBCC sind erst ab 16
Löchern schneller.
Um die Effekte der Parallelisierung zu entfernen, sind in Tabelle 8.5 die Zeiten im
Falle einer seriellen Berechnung angegeben. Da im Falle der parallelen Berechnung
nur das makroskopische Modell von FEAP parallel gelöst wird und die gekoppelten
Modelle nur 4 Elemente auf makroskopischer Ebene besitzen, wird der verwendete
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DBC1 PBCC Volumenmodell
n tsolv tsolv tsolv
2 14.5 54.6 1.3
4 14.5 54.6 2.6
8 14.5 54.6 5.3
16 14.5 54.6 10.6
32 14.5 54.6 21.2
64 14.5 54.6 42.8
Tabelle 8.5: Berechnungszeiten für die Länge eines Armes von n lc + b/2, serielle
Berechnung – Zeit tsolv in s.
Prozessor nicht voll ausgelastet. Dies macht sich darin bemerkbar, dass der Rechen-
zeitunterschied zwischen Volumenmodell und DBC1 zwischen n = 16 und n = 32
in etwa gleich groß ist. Bei n = 64 ist hier diese gekoppelte Berechnung nahezu
dreimal so schnell wie das Volumenmodell. Im Fall PBCC besitzt das RVE doppelt
so viele Gleichungen wie bei den DBC. Zudem verursacht die gewählte Vorgehens-
weise zum Einbau der Nebenbedingung nach Abschnitt 6.5 neun vollbesetzte Zeilen
und Spalten in der Steifigkeitsmatrix, was zu erhöhtem Lösungsaufwand führt.
Beim Vergleich der Berechnungszeiten zwischen der seriellen und parallelen Berech-
nung ist festzustellen, dass sich die Berechnungsgeschwindigkeit für n ≥ 16 beim
Volumenmodell um einen Faktor von ca. 4.7 steigert. Diese Steigerung erreicht also
nicht den theoretisch maximalen Wert von 10, welcher der Anzahl der physischen
Kerne entspricht. Im Gegensatz dazu steigert sich die Berechnungsgeschwindigkeit
bei den DBC1 und PBCC um einen Faktor von ca. 6.4. Auch hier ist das theore-
tische Optimum hinsichtlich der verwendeten Hardware 10. Unter Beachtung der
Implementierung des Algorithmus und der Wahl von 8 Balkenelementen ergibt sich
jedoch ein Maximum von Faktor 8. Obwohl hier die Hardware nicht zu 100 % aus-
gelastet ist, wird eine höhere Geschwindigkeitssteigerung infolge Parallelisierung
im Vergleich zum Volumenmodell erreicht.
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8.5 Substrukturtechnik – Durchschlagsproblem
Rahmenecke
Um auch auf die in Abschnitt 7.2 dargestellte Substrukturmodellierung einzugehen,
wird in diesem Abschnitt das Durchschlagsproblem einer Rahmenecke betrachtet.
Die Substruktur selbst wird mit dem in Abschnitt 6.2 dargestellten Volumenele-
ment modelliert. Der Übergang von Volumenkinematik auf Balkenkinematik erfolgt
mit dem Interfaceelement nach Abschnitt 6.3.
Abbildung 8.36: Querschnittsnetz und Substrukturnetz mit Systemabmessungen,
Belastung λF (rot) sowie zu beobachtende Verschiebung δ (blau)
und abschnittsweise Anzahl der Balkenelemente (grün).
Da in diesem Beispiel das Gesamtmodell mittels Volumenelementen abgebildet
wird, stehen hier die materiellen Eigenschaften für das globale Modell nicht im Fo-
kus. Die Schwierigkeit besteht in erster Linie darin, das Modell in einzelne Substruk-
turen zu zerlegen und den Übergang der Kinematik so herzustellen, dass sowohl
große Deformationen als auch endliche Rotationen berücksichtigt werden können.
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Um den Algorithmus so einfach wie möglich zu halten, bieten sich Interfaceele-
mente an, die die Querschnittsbewegung über die Balkenkinematik beschreiben.
Das in der vorliegenden Arbeit verwendete Interfaceelement stellt dabei nur eine
Möglichkeit unter vielen dar. Unterschiedliche Ansätze hierzu finden sich bspw.
in [14,17,52,77,79,85].
Das Substrukturnetz mit geometrischen Abmessungen des Systems ist in Abb. 8.36
dargestellt. Belastet wird das System mit λF , wobei F = 1 N beträgt. Die Mate-
rialparameter sind E = 720 N mm−2 und ν = 0.3. Um ein Kippen des Systems
zu verhindern, werden die Verschiebungen auf der Symmetrieachse aus der Ebene
heraus festgehalten. Hierdurch entsteht ein zweidimensionales Problem.
Zur Veranschaulichung ist in Abb. 8.36 die Substruktur in das globale Balkennetz
eingefügt. Zudem ist die abschnittsweise Anzahl an Balkenelementen in grün an-
gegeben. Weiterhin ist die Vernetzung der Substruktur erkennbar. Diese ist mit
würfelförmigen Volumenelementen mit einer Kantenlänge von 0.25 mm vernetzt.
0 1 2 3 4 5 6 7
−5.00
0.00
5.00
10.00
15.00
1
2
3
δ [mm]
λ
Vollmodell Substrukturmodell
Abbildung 8.37: Last-Verschiebungskurve des Durchschlagproblems mit Markie-
rung für deformierte Netze.
Die Berechnung wird unter Berücksichtigung geometrischer Nichtlinearität durch-
geführt. Es wird der Laststeigerungsfaktor λ über die Verschiebung δ ermittelt.
Dabei wird die Referenzlösung (Volumenmodell) mit den Volumenelementen nach
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Abbildung 8.38: Deformierte Geometrie mit Normalspannungen Szz in [N mm−2].
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Abschnitt 6.2 ermittelt. Die gelenkige Lagerung wird mit dem Interfaceelement
nach Abschnitt 6.3 modelliert. Analog hierzu erfolgt die Lasteinleitung auch mit
Hilfe des Interfaceelements. Die Vernetzung des Volumenmodells ist analog zu der-
jenigen der Substruktur. Dies bedeutet, dass hierbei auch würfelförmige Elemente
mit einer Kantenlänge von 0.25 mm verwendet werden.
Die Last-Verschiebungskurve ist in Abb. 8.37 dargestellt. Dabei weisen die Ergeb-
nisse eine sehr gute Übereinstimmung auf. Weiterhin sind der Punkt 1 bei δ ≈ 3 mm
und λ ≈ 8.9, der Punkt 2 bei δ ≈ 5.4 mm und λ ≈ 7.3 und der Punkt 3 bei
δ ≈ 5 mm und λ ≈ −5.4 markiert. Zu diesen Punkten sind im Folgenden die defor-
mierte Geometrie sowie die Normalspannungen Szz der Substrukturmodellierung
und des Volumenmodells dargestellt.
Die deformierten Modelle zu den erwähnten Punkten sind in Abb. 8.38 dargestellt.
Auf der deformierten Geometrie sind die Konturplots der Normalspannungen Szz
abgebildet. Ein Vergleich in der Rahmenecke zeigt eine gute Übereinstimmung zu
den unterschiedlichen Deformationszuständen. Im Gegensatz zum Homogenisie-
rungsansatz lassen sich hier die lokalen Effekte im Bereich der einspringenden Ecke
mit abbilden.

Kapitel 9
Zusammenfassung und Ausblick
In dieser Arbeit wurde ein gekoppeltes Mehrskalenmodell für räumliche Stabtrag-
werke vorgestellt. Auf der ersten Skala wurde das Modell auf die Timoshenko Bal-
kenkinematik reduziert, während auf der zweiten Skala Volumenelemente zur Dar-
stellung der strukturellen Beschaffenheit verwendet wurden. Beim im Fokus stehen-
den Homogenisierungskonzept wurde die erste Skala als makroskopische Skala und
die zweite als mesoskopische Skala bezeichnet. Essentiell für dieses Verfahren ist die
Übertragung der Verzerrungen von der makroskopischen Skala auf die mesoskopi-
sche Skala. Hierbei stehen im Wesentlichen die Randbedingungen im Vordergrund,
welche an der mesoskopischen Skala angebracht werden. Dies wurde in der Arbeit
ausführlich behandelt.
Durch die unvollständige Beschreibung des Deformationsgradienten und somit auch
des Verzerrungstensors kommt es bei der Kopplung zwischen makroskopischem
Balkensystem und mesoskopischem Volumenmodell zu Längenabhängigkeiten der
resultierenden Schubsteifigkeiten. Dies wurde im Speziellen betrachtet und zusätz-
liche Nebenbedingungen entwickelt, welche dieses Problem beheben.
Anhand ausgesuchter Beispiele wurde gezeigt, dass das Homogenisierungsverfahren
mit den entwickelten Rand- und Nebenbedingungen in der Lage ist, bekannte, ef-
fektive Querschnittseigenschaften zu ermitteln. Weiterhin wurde gezeigt, dass das
Verfahren nichtlineare Effekte berücksichtigen kann. Hierzu gehört die materiel-
le Nichtlinearität, welche beispielhaft anhand der Fließbedingung nach von Mises
berücksichtigt wurde. Zudem kann der Einfluss von Querschnittsdeformationen in
Form geometrischer Nichtlinearität berücksichtigt werden. Dies führt dazu, dass
das Stabilitätsproblem Biegedrillknicken erfasst werden kann.
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Die Einschränkungen des Verfahrens wurden so gering wie möglich gehalten. Dies
bedeutet, dass die betrachtete Struktur im Wesentlichen ein hinreichend großes
Längen-zu-Dicken-Verhältnis benötigt, so dass sie als Stabtragwerk angesehen wer-
den kann. Dadurch ist es möglich beliebige, homogene sowie inhomogene Quer-
schnitte zu berücksichtigen. Weiterhin wurde gezeigt, dass das Verfahren in der La-
ge ist, die für die Balkentheorie erforderlichen Eigenschaften aus beliebigen Struk-
turen zu gewinnen. Dies bedeutet, dass sich Inhomogenitäten nicht nur auf den
Querschnitt beschränken, sondern auch in beliebiger Form auftreten können. Auf
Grund der getroffenen Annahmen, sollte das betrachtete Tragwerk zudem gera-
de und unverwunden sein. Anderenfalls muss dies bei der Modellierung der RVEs
berücksichtigt werden.
Als Anmerkung wurde dargelegt, dass der Homogenisierungsalgorithmus sich nicht
nur für die Ermittlung repräsentativer Querschnittswerte eignet, sondern sich da-
mit auch eine Substrukturmodellierung umsetzen lässt. Mit dem in der Arbeit
entwickelten Interfaceelement können hierbei finite Rotationen berücksichtigt wer-
den. Die Kombination beider Ansätze ermöglicht es auch Bereiche abzubilden, in
denen die Balkentheorie keine Gültigkeit mehr hat. Hierzu gehören beispielsweise
Rahmenecken.
Die Arbeit selbst ist als Grundlagenarbeit für die Anwendung des Homogenisie-
rungsverfahrens auf Balkensysteme anzusehen. Somit bleiben weiterhin noch einige
Fragestellungen offen. Hierzu gehören unter anderem in ihrer Ausgangskonfigurati-
on gekrümmte und verwundene Balken sowie finite Verzerrungen. Eine interessante
Fragestellung hierbei ist der Einfluss auf die periodischen Randbedingungen sowie
die Nebenbedingung. Weiterhin tritt das in der Arbeit im Fokus stehende Problem
der Schubdeformation auch bei Schalenelementen auf. Eine Übertragung der hier
entwickelten Ideen sollte durchaus möglich sein und auch dort und auch dort die
richtige Approximation der Schubdeformation ermöglichen.


Kapitel 10
Anhang
10.1 Finite Rotationen – Rodrigues-Formel
Die Rodrigues Formel ermöglicht die Beschreibung finiter Rotationen mittels eines
axialen Vektors ω. Durch Einführung der Größen
θ =
√
ω · ω (10.1)
und
ω = ω
θ
(10.2)
lässt sie sich wie folgt darstellen:
R = 1 + sin (θ) [ω]× + (1− cos (θ)) [ω]× [ω]× . (10.3)
[a]× ist dabei die Kreuzproduktmatrix eines beliebigen Vektors a mit der Form
[a]× =
 0 −a3 a2a3 0 −a1
−a2 a1 0
 . (10.4)
Die Ableitung von θ nach dem axialen Vektor ist
∂θ
∂ω
= ω
θ
= ω (10.5)
und von ω
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∂ω
∂ω
= θ1− ω ⊗ ω
θ2
= 1− ω ⊗ ω
θ
= −1
θ
[ω]× [ω]× . (10.6)
Weiterhin gibt es noch die folgenden Relationen für die Kreuzproduktmatrix:
[a]× [b]× = b⊗ a − a · b1 (10.7)
[a × b]× = b⊗ a − a ⊗ b (10.8)
[a × b]× = [a]× [b]× − [b]× [a]× (10.9)
Insbesondere ist für einen normierten Vektor, hier ω,
ω ⊗ ω = [ω]× [ω]× + 1. (10.10)
Wird nun ein Vektor a betrachtet, der sich aus einer Orthogonaltransformation
eines beliebigen, festen Vektors b mittels R ergibt, lässt sich dieser schreiben als
a = Rb = b + sin (θ)ω × b + (1− cos (θ))ω × (ω × b) . (10.11)
Die Variation von a ergibt sich nun zu
δa = ∂a
∂ω
δω = ∂
∂ω
b + sin (θ)ω × b︸ ︷︷ ︸
I
+ (1− cos (θ))ω × (ω × b)︸ ︷︷ ︸
II
 δω. (10.12)
Die Ableitung von I ergibt sich zu
∂
∂ω
(I) = ∂
∂ω
(− sin (θ) [b]× ω)
= − cos (θ) [b]× ω ⊗ ω +
sin (θ)
θ
[b]× [ω]× [ω]×
= − cos (θ) [b]×
(
[ω]× [ω]× + 1
)
+ sin (θ)
θ
[b]× [ω]× [ω]×
=
(
sin (θ)
θ
− cos (θ)
)
[b]× [ω]× [ω]× − cos (θ) [b]× . (10.13)
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Während die Ableitung von II
∂
∂ω
(II) = ∂
∂ω
(
(cos (θ)− 1) [ω]× [b]× ω
)
= ∂
∂ω
(
(cos (θ)− 1) [ω × b]× ω
)
= − sin (θ) [ω]× [b]×
(
[ω]× [ω]× + 1
)
− (cos (θ)− 1)
θ
(
[ω]× [b]× + [ω × b]×
)
[ω]× [ω]×
= − sin (θ) [ω]× [b]× −
θ sin (θ) + cos (θ)− 1
θ
[ω]× [b]× [ω]× [ω]×
− (cos (θ)− 1)
θ
(
[ω]× [b]× − [b]× [ω]×
)
[ω]× [ω]×
= θ sin (θ) + 2 cos (θ)− 2
θ
ω · b [ω]× [ω]×
− (cos (θ)− 1)
θ
[b]× [ω]× − sin (θ) [ω]× [b]× (10.14)
liefert. Insgesamt lässt sich die Variation des Vektors a schreiben als
δa =
[(
sin (θ)
θ
− cos (θ)
)
[b]× [ω]× [ω]× − cos (θ) [b]×
+ θ sin (θ) + 2 cos (θ)− 2
θ
ω · b [ω]× [ω]×
− (cos (θ)− 1)
θ
[b]× [ω]× − sin (θ) [ω]× [b]×
]
δω
= R˜δω. (10.15)
Weiterhin wird die Linearisierung von δa benötigt. Hierfür wird δa mit einem
weiteren Vektor c multipliziert
δa · c = δωR˜T · c. (10.16)
Die Linearisierung liefert
∆δa · c = δω∂R˜
T c
∂ω
·∆ω. (10.17)
Ausmultiplizieren von R˜T c führt zu
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R˜T c = d1 [ω]× [ω]× f︸ ︷︷ ︸
III
+ d2 [ω]× [ω]× c︸ ︷︷ ︸
IV
+ d3 [f ]× ω︸ ︷︷ ︸
V
+ sin (θ) [b]× [c]× ω︸ ︷︷ ︸
V I
+ cos (θ) f︸ ︷︷ ︸
V II
(10.18)
mit
d1 = cos (θ)− sin (θ)
θ
(10.19)
d2 =
θ sin (θ) + 2 cos (θ)− 2
θ
ω · b (10.20)
d3 =
(cos (θ)− 1)
θ
(10.21)
f = [b]× c = b× c. (10.22)
Die Ableitungen ergeben sich zu
∂d1
∂ω
= sin (θ)− θ cos (θ)− θ
2 sin (θ)
θ2
ω (10.23)
∂d2
∂ω
= θ
2 cos (θ)− 3θ sin (θ)− 4 cos (θ) + 4
θ2
ω · bω (10.24)
+ θ sin (θ) + 2 cos (θ)− 2
θ2
(b− ω · bω) (10.25)
∂d3
∂ω
= −θ sin (θ)− cos (θ) + 1
θ2
ω (10.26)
∂ [ω]× [ω]× f
∂ω
= −1
θ
(
[f × ω]× − [ω]× [f ]×
)
[ω]× [ω]× (10.27)
= 1
θ
(
[f ]× − 2f · ω [ω]×
)
[ω]× (10.28)
RˆI =
∂
∂ω
(III) = d4 [ω]× [ω]× f ⊗ ω
+ d1
θ
(
[f ]× − 2f · ω [ω]×
)
[ω]× (10.29)
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RˆII =
∂
∂ω
(IV ) = d5 [ω]× [ω]× c⊗ ω + d6 [ω]× [ω]× c⊗ b
+ d2
θ
(
[c]× − 2c · ω [ω]×
)
[ω]× (10.30)
RˆIII =
∂
∂ω
(V ) = d7 [f ]× ω ⊗ ω −
d3
θ
[f ]× [ω]× [ω]×
= d7 [f ]× +
(
d7 − d3
θ
)
[f ]× [ω]× [ω]× (10.31)
RˆIV =
∂
∂ω
(V I) = cos (θ) [b]× [c]× ω ⊗ ω −
sin (θ)
θ
[b]× [c]× [ω]× [ω]× (10.32)
∂
∂ω
(V II) = − sin (θ) f ⊗ ω (10.33)
mit
d4 =
sin (θ)− θ cos (θ)− θ2 sin (θ)
θ2
(10.34)
d5 =
θ2 cos (θ)− 3θ sin (θ)− 4 cos (θ) + 4
θ2
ω · b (10.35)
d6 =
θ sin (θ) + 2 cos (θ)− 2
θ2
(10.36)
d7 =
−θ sin (θ)− cos (θ) + 1
θ2
(10.37)
Durch Zusammenfassen der Terme ergibt sich mit
Rˆ = RˆI + RˆII + RˆIII + RˆIV (10.38)
die benötigte Linearisierung
∆δa · c = δω · Rˆ∆ω. (10.39)
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10.2 Ansatzfunktionen
An dieser Stelle werden kurz die für Linien-, Scheiben- und Volumenelemente ver-
wendeten Ansatzfunktionen dargestellt. Die wesentliche Arbeit besteht dabei in der
Konstruktion der Ansätze für die Linienelemente, da diejenigen für die Scheiben-
und Volumenelemente aus ihnen gewonnen werden können.
Abbildung 10.1: Beispiel lineare (links) und quadratische (rechts) 1D-
Ansatzfunktionen.
Abbildung 10.1 zeigt exemplarisch die Ansatzfunktionen für lineare und quadrati-
sche Ansätze eines Linienelements. Sie sind im Intervall x ∈ [−1, 1] definiert und
haben an ihrem zugeordneten Knoten den Wert 1. Daraus ergibt sich für die linea-
ren Ansatzfunktionen
N1 (x) =
1
2 (1− x)
N2 (x) =
1
2 (1 + x) (10.40)
und entsprechend für die quadratischen
N1 (x) =
1
2 (x− 1)x
N2 (x) = (1− x) (1 + x)
N3 (x) =
1
2x (x+ 1) . (10.41)
Die endgültigen Ansatzfunktionen werden im Parameterraum ξ, η, ζ ∈ [−1, 1]
definiert, siehe Abb. 10.2. Entsprechend gilt für eine zu approximierende Größe b
mit Knotenwerten b
bh =
c∑
I=1
N I (ξ) bI =
nel=c∑
I=1
NI (ξ) bI = Nb (10.42)
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Abbildung 10.2: Lokale Knotennummerierung für 2D und 3D Elemente.
bei einem Linienelement,
bh =
c∑
I=1
c∑
J=1
N I (ξ)NJ (η) bI+(J−1)c =
nel=c2∑
I=1
NI (ξ, η) bI = Nb (10.43)
bei einem Scheibenelement und
bh =
c∑
I=1
c∑
J=1
c∑
K=1
N I (ξ)NJ (η)NK (ζ) bI+(J−1)c+(K−1)c2
=
nel=c3∑
I=1
NI (ξ, η, ζ) bI = Nb (10.44)
bei einem Volumenelement. Der Parameter c entspricht dabei der Anzahl der Kno-
ten auf einem Linienelement und lässt sich mittels Ansatzordnung n zu c = n+ 1
berechnen, d.h. für die linearen Ansatzfunktionen nach Gleichung (10.40) ergibt
sich n = 1 und somit c = 2 bzw. für die quadratischen nach Gleichung (10.41)
n = 2 und somit c = 3. Mit ihm lässt sich die Anzahl der Knoten pro Element nel
ermitteln. Diese ist im eindimensionalen Fall nel = c, im zweidimensionalen Fall
nel = c2 und im dreidimensionalen Fall nel = c3. Werden die Summen gemäß ihrer
Reihenfolge von links nach rechts ausgewertet, ergibt sich die in Abb. 10.2 dar-
gestellte lokale Knotennummerierung. Für weitere Ansatzfunktionen wird auf [66]
verwiesen.
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10.3 Isoparametrisches Konzept und numerische
Integration
Abbildung 10.3: Isoparametrisches Konzept – Beispiel 2D Scheibenelement.
Beim isoparametrischen Konzept wird, analog zur Approximation einer beliebigen
Größe in Abschnitt 10.2, die Geometrie mit den gleichen Ansatzfunktionen ab-
gebildet. In Abbildung 10.3 wird dies beispielhaft anhand eines Scheibenelements
dargestellt. Dies bedeutet
Xh =
nel∑
I=1
NIXI = NX. (10.45)
Durch diese Approximation lassen sich die partiellen Ableitungen mit Hilfe der
Jacobi-Matrix
J =
nel∑
I=1

∂NIxI1
∂ξ
∂NIxI1
∂η
∂NIxI2
∂ξ
∂NIxI2
∂η
 (10.46)
gemäß  ∂∂x1∂
∂x2
 = J−T

∂
∂ξ
∂
∂η
 (10.47)
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transformieren. Analog hierzu ergibt sich für den dreidimensionalen Fall
J =
nel∑
I=1

∂NIxI1
∂ξ
∂NIxI1
∂η
∂NIxI1
∂ζ
∂NIxI2
∂ξ
∂NIxI2
∂η
∂NIxI2
∂ζ
∂NIxI3
∂ξ
∂NIxI3
∂η
∂NIxI3
∂ζ
 (10.48)
mit Transformation der partiellen Ableitungen
∂
∂x1
∂
∂x2
∂
∂x3
 = J−T

∂
∂ξ
∂
∂η
∂
∂ζ
 . (10.49)
Weiterhin wird die Jacobi-Matrix, genauer gesagt ihre Determinante, benötigt, um
Integrale in den Parameterraum zu überführen. Ein Flächenintegral im zweidimen-
sionalen Fall transformiert sich∫
. . . dA =
∫ 1
−1
∫ 1
−1
. . . det Jdξdη (10.50)
und ein Volumenintegral im dreidimensionalen Fall∫
. . . dV =
∫ 1
−1
∫ 1
−1
∫ 1
−1
. . . det Jdξdηdζ. (10.51)
Es ist anzumerken, dass sich die Integrale über die Fläche Gleichung (10.50) bzw.
über das Volumen Gleichung (10.51) im Allgemeinen nicht mehr analytisch aus-
werten lassen. Daher werden sie mittels numerischer Integration bestimmt. Hierzu
wird das Integral näherungsweise durch eine Summenformel dargestellt. Für den
eindimensionalen Fall ergibt sich∫ 1
−1
f (ξ) dξ ≈
n∑
i=1
wif (ξi) . (10.52)
f stellt dabei eine beliebige Funktion im Intervall ξ ∈ [−1, 1] dar. Die Appro-
ximation des Integrals über diesem Intervall wird durch Summation der mit wi
gewichteten Funktionswerte f (ξi) dargestellt. Entscheidend für die Qualität der
Ergebnisse ist zum einen die Anzahl der Stützstellen n und zum anderen ihre Po-
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sition ξi im Intervall. Die wohl am häufigsten verwendete Integrationsmethode ist
die Gauß-Legendre-Integration. Hierbei werden n optimale Stützstellen verwendet,
welche Polynome bis zum Grad 2n− 1 exakt integrieren.
Im Fall von Flächen- und Volumenintegrale kann die Approximation nach Glei-
chung (10.52), identisch zu den Ansatzfunktionen, multiplikativ erweitert werden.
Dies bedeutet für Flächen∫ 1
−1
∫ 1
−1
f (ξ, η) dξdη ≈
n∑
i=1
n∑
j=1
wiwjf (ξi, ηj) (10.53)
und entsprechend für Volumen∫ 1
−1
∫ 1
−1
∫ 1
−1
f (ξ, η, ζ) dξdηdζ ≈
n∑
i=1
n∑
j=1
n∑
k=1
wiwjwkf (ξi, ηjζk) . (10.54)


Nomenklatur
Abkürzungen
˙{•} Zeitliche Ableitung von {•}
{•}M Globale bzw. makroskopische Größe
{•}m Lokale bzw. mikro-/mesoskopische Größe
[{•}]× Kreuzproduktmatrix eines Vektors {•}
DBC Lineare Verschiebungsrandbedingungen
DBCC DBC mit Nebenbedingung
FE Finite-Elemente
FEAP Finites Element Programm [41]
FEM Finite-Elemente-Methode
PBC Periodische Randbedingungen
PBCC PBC mit Nebenbedingung
PBCL PBC mit konstanten Verwölbungen im Gebiet
RVE Repräsentatives Volumenelement
Griechische Buchstaben
χ Materieller Punkt
δ {•} Variation von {•}
ε Vektor der Balkenverzerrung und -krümmungen
εC Linearisierte Verzerrungen für die Nebenbedingungen
ε Vektor der Balkenverzerrungen
ε1 bzw. εx Dehnung in Normalenrichtung des Balkens
Γi Homogenisierungsgröße der Meso-/Mikrostruktur i
γy, γz bzw. γ2, γ3 Gleitung des Balkens
κ Vektor der Balkenkrümmungen
κ Schubkorrekturfaktor
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κx bzw. κ1 Verwindung des Balkens
κy, κz bzw. κ2, κ3 Krümmungen des Balkens
Λ Vektor der Lagrangeparameter
λ Vektor der translatorischen Lagrangeparameter
λx, λy, λz Translatorische Lagrangeparameter
µ Vektor der rotatorischen Lagrangeparameter
µx, µy, µz Rotatorische Lagrangeparameter
ν Querkontraktionszahl
Ω0 Kontinuumskörper in der Referenzkonfiguration
Ωt Kontinuumskörper in der Momentankonfiguration
∂Ω0 Rand des Kontinuumskörpers in der Referenzkonfiguration
∂Ωt Rand des Kontinuumskörpers in der Momentankonfigura-
tion
ω Axialer Vektor
φ Abbildung des Körpers in die Momentankonfiguration
φ0 Abbildung des Körpers in die Referenzkonfiguration
ϕ Abbildung von der Referenz- in die Momentankonfigurati-
on
Π Potential
ρ0 Rohdichte in der Referenzkonfiguration
ρ Rohdichte in der Momentankonfiguration
σ In Kapitel 2: Cauchy’scher Spannungstensor, sonst: Vektor
der Balkenschnittgrößen
θ Vektor der Kopplungsgrößen
θB0 Axialer Vektor bzgl. der Referenzkonfiguration
θB Axialer Vektor bzgl. der Momentankonfiguration
Lateinische Buchstaben
Ae Relation zwischen Kopplungsgrößen und Knotenfreiheits-
graden mit Randbedingungen
ae Koinzidenzmatrix
Ai Lokales Balkenkoordinatensystem in der Referenzkonfigu-
ration
ai Lokales Balkenkoordinatensystem in der Momentankonfi-
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guration
b0 Volumenlasten bezüglich der Referenzkonfiguration
B Kontinuumskörper
∂B Rand des Kontinuumskörpers
C Vierstufiger Materialtensor, in Voigt’scher Notation zwei-
stufig
C Für die Nebenbedingungen modifizierte Materialtangente
D Linearisierte Balkenschnittgrößen
dA Differentielles Flächenelement in der Referenzkonfiguration
da Differentielles Flächenelement in der Momentankonfigura-
tion
df Differentieller Kraftvektor
dV Differentielles Volumenelement in der Referenzkonfigurati-
on
dv Differentielles Volumenelement in der Momentankonfigu-
ration
dX Linienelement in der Referenzkonfiguration
dx Linienelement in der Momentankonfiguration
e0 Innere mechanische Energie
E Green-Lagrange’scher Verzerrungstensor
E Elastizitätsmodul
EB Vektor der nicht verschwindenden Green-Lagrange’schen
Verzerrungen in der Balkentheorie
ei Globales orthonormales Basissystem
F Deformationsgradient
fe Elementlastvektor
Gi Tangentenvektoren an die Balkenachse in der Referenzkon-
figuration
gi Tangentenvektoren an die Balkenachse in der Momentan-
konfiguration
G Schubmodul
H Verschiebungsgradient
I Impuls
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J Jakobideterminante
ke Elementsteifigkeitsmatrix
L Drehimpuls
Lc Charakteristische Länge auf der Makroebene
lc Charakteristische Länge auf der Mikroebene
LRVE Länge des RVEs
m Masse des Körpers
Mx bzw. M1 Torsionsmoment
My, Mz bzw. M2, M3 Biegemomente
N Normalenvektor in der Referenzkonfiguration
n Normalenvektor in der Momentankonfiguration
N Normalkraft
N Matrix der Ansatzfunktionen
NI Ansatzfunktion des Knotens I
nel Anzahl der Knoten in einem Element
P 1. Piola-Kirchhoff’scher Spannungstensor
Pext Leistung externer Lasten
Pˆ Vektor der homogenisierten Größen
Pint Spannungsleistung
q0 Wärmefluss
Qy, Qz bzw. Q2, Q3 Querkräfte
Q Linearisierung von Pˆ
r0 Interne Wärmequellen
R, R0 Orthogonaler Tensor
r0 Abstand zu einem Referenzpunkt in der Referenzkonfigu-
ration
r Abstand zu einem Referenzpunkt in der Momentankonfi-
guration
s Deviator des Spannungstensors
S Bogenlänge der Balkenreferenzachse
S 2. Piola-Kirchhoff’scher Spannungstensor
SB Vektor nicht verschwindender Komponenten des 2. Piola-
Kirchhoff’schen Spannungstensors in der Balkentheorie
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t Cauchy’scher Spannungsvektor in der Momentankonfigu-
ration
t0 Cauchy’scher Spannungsvektor in der Referenzkonfigurati-
on
t bzw. t0 Zeitpunkt bzw. Referenzzeitpunkt
u Verschiebungsvektor
uB0 Verschiebungsvektor der Balkenreferenzachse
uS Verschiebungsvektor des Querschnitts
v0 Geschwindigkeitsvektor
V Vektor der globalen Freiheitsgrade
v Vektor der Elementfreiheitsgrade
V Volumen der Referenzkonfiguration
wˆ Fluktuationen bei periodischen Randbedingungen
WS Formänderungsenergiedichte
X0 Referenzpunkt der Drehimpulsbilanz
X Koordinaten der Referenzkonfiguration
x Koordinaten der Momentankonfiguration
XB0 Koordinaten der Balkenreferenzachse in der Referenzkon-
figuration
xB0 Koordinaten der Balkenreferenzachse in der Momentan-
konfiguration
XB Ortsvektor in der Referenzkonfiguration über die Balken-
kinematik beschrieben
xB Ortsvektor in der Momentankonfiguration über die Balken-
kinematik beschrieben
XS Ortsvektor eines Querschnitts in der Referenzkonfiguration
xS Ortsvektor eines Querschnitts in der Momentankonfigura-
tion
Y0 Fließspannung
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