For a real càdlàg function f and positive constant c we find another càdlàg function, which has the smallest total variation possible among the functions uniformly approximating f with accuracy c/2. The solution is expressed with the truncated variation, upward truncated variation and downward truncated variation introduced in [3] and [4] . They are analogs of Hahn-Jordan decomposition of a càdlàg function with finite total variation but are always finite even if the total variation is infinite. We apply obtained results to general stochastic processes with càdlàg trajectories and in the special case of Brownian motion with drift we apply them to obtain full characterisation of its truncated variation by calculating its Laplace transform. We also calculate covariance of upward and downward truncated variations of Brownian motion with drift.
Introduction
Let X = (X t ) t∈[a;b] be a real valued stochastic process with càdlàg trajectories. In general, the total path variation of X, defined as 
and follows immediately from the inequality
In this paper we will show that in fact we have equality
Moreover, we will show that for any c ≤ sup s,u∈ may be infinite.
Since the total variation depends only on the increments of the function, a more natural setting of our problem would be the following. Solution to this problem will be the same as the solution to the preceding problem, 
is the unique real for which
Moreover, we will prove that h 0,c is a càdlàg function with possible jumps only in the points where function f has jumps and that it may be represented in the following
where
are called upward and downward truncated variations of the function f respectively.
We will also show that
Properties of truncated variation and two other quantities related -upward and downward truncated variations, are up to some degree known. In particular, in [4] there were calculated Laplace transforms of U T V c (W, The results of this paper also give a new interpretation of the results obtained in [5] which may be stated in that way: for any random path of W, W t = µt + B t , t ∈ [a; b] , the total variation of any random function f : [a; b] → R which is uniformly close to W t is bounded from below by
where ε = sup t∈[a;b] |f (t) − W t | and N ε tends in distribution to a random variable with a standard normal distribution N (0; 1) as ε ↓ 0.
The paper is organized as follows. In the next section we introduce some necessary definitions and notation, present the construction of the functions h c and h 0,c of the first and the second problem and establish the connection between h 0,c and truncated variation, upward truncated variation and downward truncated variation. In the second section we also summarize some general properties of (upward, downward) truncated variation. In the third section we apply obtained results to general processes with càdlàg trajectories. In the last section we deal with the Laplace transform of truncated variation, its moments and covariance between upward and downward truncated variations of Brownian motion with drift.
2. Truncated variation, upward truncated variation and downward truncated variation of a càdlàg function -their optimality and other properties
Definitions and notation
In this subsection we introduce definitions and notation which will be used throughout the whole section.
Hence we may set f
and
Now we will prove the following 
Proof. Again, we consider three cases.
• s ∈ a; T c U,0 . In this case g U (s)
.. In this case, from the fact that g uniformly approximates f with accuracy c/2 and from the fact that g U , g D are non-decreasing, for i = 0, 1, 2, ...k − 1 we get
Similarly
Summing up the above inequalities and using monotonicity of g U we finally get
The proof of the corresponding inequality for g D follows similarly and we get
The proof follows similarly as in the previous case.
From Theorem 2.1 we immediately get that the decomposition
is minimal (cf. [6] , page 5) thus the total variation of the function f c on the interval We also have
c/2 and has finite total variation, then for every s ∈ [a; b]
Moreover, it is unique in such a sense that if for every s ∈ [a; b] the opposite inequality
The first assertion follows directly from Theorem 2.1 and the fact that
The opposite inequality holds for every
. On the other hand we have
From (9) and (10) we get g (a) = f c (a) . This together with the equalities
The formula obtained for the smallest possible total variation of a function from the
and does not resemble formula (2). In subsection 2.4 we will show that these formulas coincide.
Solution of the second problem
In this subsection we will solve the following problem: for a càdlàg function f :
We will show that
where f c U and f c D were defined in the previous subsection. In order to do it let us simply define
We have 
Now we will prove the analog of Theorem 2.1. the increments of the function f with accuracy c, g has finite total variation and g U , g D :
Proof. It is enough to see that for h = g − f, h osc ≤ c, thus for 
and g has finite total variation, then for every s ∈ [a; b]
Moreover, it is unique in such a sense that if g (a) = 0 and for every s ∈ [a; b] the opposite inequality holds
From Corollary 2 it immediately follows that
Indeed, for any h such that h osc ≤ c we put g = f + h and if g has finite total variation then it satisfies the assumptions of Corollary 2 and we get 
Proof. Examining (with obvious modifications) the proof of Lemma 3 from [4] , we see that it may be applied to the càdlàg (but not necessarily continuous) function f
and we obtain
Now, from the assumption
. Iterating the equality (14) we obtain 
Since the opposite inequality is obvious, we finally get (13).
Now we see that by Corollary 1 and Corollary 2 functions
.]) − f are optimal and such that for any s ∈ (a; b]
Moreover, by Remark 2.6, h c and h 0,c are also càdlàg functions and every point of their discontinuity is also a point of discontinuity of the function f.
Further properties of truncated variation, upward truncated variation and downward truncated variation
In this subsection we summarize basic properties of the defined functionals. We start with 2.5.1. Algebraic properties. For any c > 0 we have
Property (15) Proof. The finiteness of T V, U T V and DT V follows from Lemma 2.1 and Theorem
Monotonicity is obvious.
We start with the proof of the convexity. Let us fix c, ε > 0 and consider such a partition a ≤ t 0 < t 1 < ..
Taking α ∈ [0; 1] and c 1 , c 2 > 0 such that c = αc 1 + (1 − α) c 2 we have the inequality
Since ε may be arbitrary small, we obtain the convexity assertion. From convexity and monotonicity we obtain the continuity assertion.
The same properties of DT V and T V follow immediately from (15) 
uniformly approximates increments of the process X with accuracy c and the process 
It is important to note that stochastic process X i,c constructed with formula (17) is adapted to the natural filtration of the process X. Since the process X i,c is adapted to the natural filtration of the process X, we also have the following 
By Theorems 2.2 and 2.3 we get
If the equality Y = X i,c was not true a.s., then there would exist such ε ∈ (0; c) , that with probability p ε > 0 for some s 0 ∈ [a; b] we had
Consider the event
We have
By the construction of the process X i,c we see that for any ω ∈ A (s 0 ) we have
Thus, from the independence of the increments of the process X, the inequality
does not hold at least with the probability p ε · q ε > 0.
We have already expressed the process X i,c with the elegant formula (17). Now, as we did in Subsection 2.2 for a càdlàg function, we may state the problem of finding the process X c with the smallest variation possible, uniformly approximating paths of the process X with accuracy c/2.
By the results of the previous section we notice that we may easily express the processes X c as process. This is the price for the minimality of the variation of X c . 
The Laplace transform
We begin with some auxiliary observations. Firstly let us notice that by Theo- (c.f. subsection 2.1) for the function f = W, for s ≥ 0 we obtain
(although T 
Now for any 0 ≤ a ≤ b < +∞ we define two auxiliary functions
and for s ≥ 0 define two quantities
Notice that on the set {T
Similarly, if T T c D W and c is denoted by a)
where we define
Further, by definition of T 
Now, utilizing the main result of [7] i.e. equation (1.1), we have
Similarly, using symmetry, for λ such that ℜ (λ) < θ −µ (ν) ,
Substituting the above formulas into (28) and simplifying, for λ such that ℜ (λ) < min {θ µ (ν) , θ −µ (ν)} we obtain
To obtain formula for
we will use results of [4] . Since S is independent from (T c D W, T c U W ) , we have
Using formula just below formula 19 in [4] , with y = 0, we get
where (cf. [4, last but one formula on the page 389]) we have
and already obtained in [4] formulas
Similarly, we calculate and DT V c (W, S) . Indeed, we have
where we have used (34), the folowing formula (cf. 
