It has generally been acknowledged that both proximity to the Pareto front and a certain diversity along the front, should be targeted when using evolutionary multiobjective optimization. Recently, a new partitioning mechanism, the Part and Select Algorithm (PSA), has been introduced. It was shown that this partitioning allows for the selection of a well-diversified set out of an arbitrary given set, while maintaining low computational cost. When embedded into an evolutionary search (NSGA-II), the PSA has significantly enhanced the exploitation of diversity. In this paper, the ability of the PSA to enhance evolutionary multiobjective algorithms (EMOAs) is further investigated. Two research directions are explored here. The first one deals with the integration of the PSA within an EMOA with a novel strategy. Contrary to most EMOAs, that give a higher priority to proximity over diversity, this new strategy promotes the balance between the two. The suggested algorithm allows some dominated solutions to survive, if they contribute to diversity. It is shown that such an approach substantially reduces the risk of the algorithm to fail in finding the Pareto front. The second research direction explores the use of the PSA as an archiving selection mechanism, to improve the averaged Hausdorff distance obtained by existing EMOAs. It is shown that the integration of the PSA into NSGA-II-I and Δ p -EMOA as an archiving mechanism leads to algorithms that are superior to base EMOAS on problems with disconnected Pareto fronts.
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Introduction
In many real-world applications, several objectives must be optimized at the same time, leading to a multi-objective optimization problem (MOP). Mathematically, a MOP can be stated as follows: min
is defined as the vector of the k objective functions:
The set of optimal solutions of the problem (1) is usually called the Pareto set P . The task of many set-oriented search procedures is to find a suitable finite sized approximation of the Pareto front F(P ) (i.e., the image of the Pareto set), since this front represents the set of optimal compromises measured in objective space, which usually is of primary interest. Out of the set-oriented search procedures for the numerical treatment of MOPs, EMOAs are widely used due to their global and universal approach and their high robustness [7, 11] . Most EMOAs simultaneously attempt to account for both proximity of the approximation set to the Pareto front and its diversity [4] . It has been indicated in [4] that both proximity and diversity should be explored and exploited during the evolutionary search. Exploration of diversity and proximity may be related to the selection of the next generations parents and/or the control of crossover/mutation rates [25] , [1] , [17] . For example, in [25] the authors suggested an adaptive variation operator that exploits the chromosomal structure (binary representation) and controls crossover/mutation rates during the evolution in order maximize the information gain and to prevent information flow disruption between the different chromosomal structures. Within the exploration phase, the authors in [5] suggested to iteratively explore for good children through iterative density estimation of different optional children combinations. In that work good candidate parents have been searched for through clustering of their related performances in the objective space. It should be noted that this procedure is applied only to non-dominated candidate solutions. On the other hand, exploitation of proximity and diversity is related to the selection of the solutions that will be saved for the next generation (through elitism or archiving) and will take place in reproduction. Domination is the predominant approach used to exploit proximity to the true Pareto front. Diversity is exploited by different approaches that can be classified into three main categories. The first treats diversity as a property of a set and evolves sets with a good diversity. The diversity can be measured according to the accumulated distances between the members of the set [19] , [27] , or indirectly by the hypervolume measure [32] or the averaged Hausdorff distance Δ p [23] . Algorithms in the second category treat diversity as a property of each individual according to the density of solutions surrounding it. Fitness sharing of NPGA [15], crowding distance of NSGA-II [9], the diversity metric based on entropy [28] and the density estimation technique used in SPEA2 [31] are examples of this category. Algorithms of the third category decompose the multi-objective problem into a number of single objective problems (scalarization). Each of these problems ideally aims for a different zone
