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Abstract
We study the complex-valued resonance spectrum of a dc-SQUID coupled to a flux qubit, where
the former is treated in the cubic and the latter in the two-level approximation. It is shown
that this spectrum is well-defined and contains most of the relevant information on the escape
process. Thus, the language of resonance states is precise and well-adapted to switching- (or
trigger-) type qubit readout, and a worthwhile complement to the various descriptions of continuous
qubit measurement. Initial progress is analytic, but nonperturbative numerical methods have been
formulated and should soon yield accurate results for all parameter values.
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I. INTRODUCTION
Parallel to, and stimulated by, the remarkable development of experimental quantum
computing, there has been considerable theoretical attention for the problem of measuring
a single two-level system (qubit, pseudospin). There is considerable variety both in the
studied detector candidates (quantum point contacts [1, 2, 3, 4], normal [5, 6] and super-
conducting [7] single-electron transistors in various regimes) and in the employed theoretical
apparatus (correlation functions and diagrammatic methods [4, 6], generalized Master equa-
tions [1, 5], quantum trajectories [3], and Bayesian formalism [2]). However, the theoretical
emphasis seems to be on continuous readout while experimentally, trigger-type detectors are
dominant, at least until recently. In the latter, exemplified by switching-current measure-
ment in a dc-SQUID, the readout is a single event instead of a continuous process, making
the theoretical description rather different. Yet, many physical questions, such as how to
characterize detector efficiency, and what exactly is measured when reading out a super-
position state in the presence of a non-negligible qubit Hamiltonian, are similar. It is our
purpose to study these issues, using a language especially suited to trigger-type readout.
The model consists of a dc-SQUID coupled to a flux qubit, described by the Hamiltonian
H = −2e
2
C
d2
dφ2
+ αφ− βφ3 − 1
2
(ǫσz+∆σx) + λσzφ . (1)
The first three terms represent a small-inductance dc-SQUID for a near-critical external
current bias, where the metastable wells of the tilted-washboard potential are widely spaced
relative to their width and depth, so that for the escape process one can focus on a single
such well. Clearly, one needs C > 0 for the capacitance in order to have a well-behaved
mass term; taking β > 0 establishes φ → ∞ as the unstable direction, upon which one
also needs α > 0 to have a potential well near φ = 0. We also take ∆ > 0 for the qubit
tunneling amplitude, and λ > 0 for the SQUID–qubit coupling. The latter breaks the
equivalence of σz = ±1, so it is better to let ǫ have either sign. As written, the model (1)
has six parameters,1 but it will be shown in Sec. IIA that there are only four nontrivial
dimensionless ones.
A remark is in place concerning the choice of coupling term λσzφ: while σz represents
the qubit flux in the two-state approximation, φ in (1) is the overall phase difference in
the dc-SQUID (conventionally, the average of the two junction phases), not the latter’s
loop current (related to the difference of these phases), which in fact gets eliminated when
modeling a small-inductance SQUID with a single degree of freedom. Thus, the term does
not simply represent inductive flux–flux coupling. One can, however, reason as follows: while
β is fixed for a given SQUID, α is proportional to the (small) difference between the bias
and effective critical currents, where the latter is dependent on the external flux applied to
the SQUID; in its turn, this flux may effectively contain a component inductively coupled
into the SQUID loop by the qubit circuit. If the external influence on α is linearized, this
mechanism is reflected by our choice (α + λσz)φ in (1). Foremost, though, the model (1)
is meant to be physically motivated and well-defined for all parameter values; note that a
metastable and essentially irreversible trigger, coupled to a quantum two-level system, may
also be a prototype for, say, particle detectors. For an accurate description of a particular
1 Achieved in part by taking the inflection point of the potential as the origin of φ, which eliminates the φ0
and φ2 terms.
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(strongly coupled) SQUID–qubit system, it is advisable to do a more systematic derivation,
starting from a multi-loop, multi-junction Hamiltonian.
The SQUID potential U(φ) = αφ− βφ3 allows for outgoing states which never return to
the well, and a well-defined escape problem results without need for a heat bath or other
model of dissipation.2 In this setting, one expects the existence of exact resonance states or
quasinormal modes
|Ψ(φ, t)〉 =
(
ψ↑(φ, t)
ψ↓(φ, t)
)
= |Ψ(φ)〉 e−iωt , (2)
where ω is complex with Imω < 0. Thus, the exponential in (2) accounts for both an
“energy” Reω and a decay rate |Imω| (for the amplitude; the probability decay rate is
twice this). The notation |Ψ〉 is merely shorthand for the two-component wave function;
in particular, there is no implication that |Ψ〉 is normalizable, although some linear-space
structure will be introduced in Sec. II B. This also means that, while |Ψ〉 and ω should
follow from the two-component eigenvalue equation
H|Ψ〉 = ω|Ψ〉 , (3)
the latter’s familiarity is in part deceptive. While we thus deviate from textbook Schro¨dinger
theory, exact resonances are known for, e.g., Fokker–Planck (generalized diffusion) prob-
lems [8], in cavity optics, and in linearized black-hole gravity [9]. If one has an effective
way to find these resonances also for (3), the above defines a framework for switching-type
(discontinuous) quantum measurement of perhaps unprecedented rigour and precision, for
arbitrarily large escape rates. An elementary introduction to quasinormal modes of the
Schro¨dinger equation is given in the appendix.
The challenge becomes to calculate the resonance spectrum {ωj(C, α, β, ǫ,∆, λ)}, in a
setting where the standard Schro¨dinger toolbox is called into doubt. Based on the large-φ
asymptotics, it is suggested to study (3) not along the real φ-axis, but along a contour in
the complex plane for which the boundary values are more readily implemented. In Sec. II,
this is taken up for the noninteracting
HS = −2e
2
C
d2
dφ2
+ αφ− βφ3 . (4)
This contour approach is related to, and hopefully a refinement of, the “complex scaling”
method in [10]; at the least, results will be compared. Since the problem’s instability/non-
hermiticity is solely due to the SQUID, (4) should capture the essence of these aspects, upon
which addition of the qubit presents only technical complications, addressed in Sec. IIIC.
(Of course, the qubit complicates the interpretation of the results.)
With the uncoupled problem (4) under control, Sec. III returns to the interacting Hamil-
tonian (1). In Secs. IIIA and IIIB, this is first of all done perturbatively; interestingly,
the analysis applies a bit beyond the weak-coupling regime, in that a finite quantum non-
demolition (QND) qubit–detector interaction is admissible. Subsequently, in Sec. IIIC, a
2 Accurately modeling a given experimental situation may still require the inclusion of such a heat bath,
of course. In particular, a switching-current distribution wider than predicted by (1) may indicate the
presence of additional noise sources.
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numerical scheme for the interacting case is formulated, the results of which should pro-
vide general and accurate information, and allow comparison with analytical results such as
in [11].
As alluded to above, this work is motivated by questions about the interpretation of
switching-current measurement. The qubit will affect the escape process in the SQUID so
the latter may be said to read out the former, but how exactly? A plausible scenario, for
which there is some experimental support [12], is the “self-averaging” one: for each qubit
eigenstate k, the SQUID sees the expectation of the qubit flux in that particular eigenstate,
i.e., α 7→ α+〈σz〉kλ. The underlying physical picture is that the influence of the qubit on the
SQUID is to be averaged over many coherent oscillations in the former. However, one can also
argue in favour of a “weakest-link” scenario [13], in which the SQUID predominantly escapes
when the qubit is in the state σz = −1, facilitating said escape, i.e., α 7→ α−λ whenever the
state σz = −1 has an appreciable probability of being occupied. While less prominent in the
literature, this is the behaviour one would expect of a readout SQUID coupled to a classical
oscillator. At least for a linear detector, in Sec. III B these two scenarios are recognized
as opposite limits of a more comprehensive description. Besides this practical relevance for
SQUID-based flux measurement, the aim is to contribute to quantum measurement theory
in general, and show how the same concepts surface in radically different readout methods.
II. FREE SQUID
A. Preliminaries and complex-contour formulation
Consider (HS − ω)ψ(φ) = 0, with HS as in (4). The full titled-washboard Hamiltonian
has three parameters. Eliminating the overall energy scale, one would be left with two
dimensionless parameters: one characterizing how close one is to critical bias (a purely
classical property), and one counting the number of levels in each well (also involving the
capacitance). In the cubic approximation, one always is infinitesimally close to critical bias,
so one expects only the latter parameter to remain.3 Indeed, scaling s = κφ, one finds that
for κ = (βγ)1/5 (with γ ≡ C/2e2) the Schro¨dinger equation takes the form
−ψ′′ + (α˜s− s3 − ω˜)ψ = 0 , (5)
where now of course ψ′′ = d2sψ, and where the new parameters are related to the old ones as
α˜ = (γ2/5/β3/5)α and ω˜ = (γ3/5/β2/5)ω. While one could also have left the sole parameter
in front of either the kinetic or the cubic term, the form (5) has two slight advantages: (A) it
still has the flexibility to tune the potential from metastable via critical to unstable, and
(B) the leading asymptotic behaviour for |s| → ∞ is independent of α˜, see around (6) below.
Since there is no need to refer to the unscaled problem any more except for comparing to
experimental parameters, we will proceed using the form (5) and henceforth omit the tildes.
Next, let us study (5) asymptotically. The leading WKB behaviour is ψ(s) ≈
exp
[± ∫ sdu√U(u)− ω]. For each ω, define ψL(s, ω) and ψR(s, ω), satisfying the “left”
(s→ −∞) and “right” (s→∞) boundary conditions, respectively, but in general not both.
For ψL, the potential U(s) → ∞ presents a conventional wall, and one clearly has to take
3 One can also consider the cubic problem as a harmonic oscillator with a cubic “correction”. Since all
harmonic oscillators are created equal, only the magnitude of the cubic term is a nontrivial parameter.
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the bounded ψL(s) ∼ e− 25 (−s)5/2 . For the “right” solution Re s → ∞, matters are more
complicated, since neither solution
ψR(s) ∼ exp
[
±i
∫ s
du
√
ω − U(u)
]
(6)
dominates the other [i.e., the positive real s-axis is an anti-Stokes line of (5)]. One now
reasons as follows: since ψR(s, ω) ∝ G(s, u;ω) for s > u [see (12) below] and G is the
retarded Green function, ψR(s, ω) should be bounded in the upper half ω-plane. Hence,
one should take the plus sign4 in (6), i.e., ψR(s) ∼ ei 25 s5/2. Further, one now finds that
ψR(s) ∼ e− 25 |s|5/2 along the line arg s = π/5, the Stokes line in the upper-half s-plane closest
to s > 0. Hence, it is suggested that any numerical analysis proceed asymptotically along
this line, for maximum stability and minimum oscillation of the solution. Because of the
general analyticity properties of solutions to linear analytic ODEs, and the nearly ideally
simple behaviour of U(s) in the complex s-plane, the choice of contour C joining the “left”
and “right” asymptotes is now flexible and can be based on numerical convenience. A
hyperbola comes to mind, but two straight lines joining at the origin may be even simpler.
The next step is actually solving HSψ = ωψ. It is stressed that the above WKB asymp-
totics were intended only for finding the contour C; the eigenvalues themselves are to be
found numerically, with in principle arbitrary precision. At least two methods seem viable.
(A) Discretization: the continuous problem (5) is converted into a matrix problem, which
is subsequently diagonalized either fully or partially. Care has to be taken when covering
the infinite s-contour with a finite number of grid points. (B) Searching for roots of the
Wronskian
W (ω) = ψL(s0, ω)ψ
′
R(s0, ω)− ψ′L(s0, ω)ψR(s0, ω) , (7)
which has the standard property of being independent of the choice of matching point s0.
5
At the zeroes ofW (ω), which can be found with a standard complex-root solver,6 ψL and ψR
are linearly dependent, which means that either function satisfies both boundary conditions,
i.e., ω is an eigenvalue. An advantage of (B) is that the numerical determinations of ψL and
ψR may be optimized separately. The Wronskian method is also particularly suitable when
only a few resonances are needed, and their approximate location is known. This is the case
here, for one is only interested in the few “physical” resonances corresponding to the finite
number of metastable well states.7
Let us finally point out that formulating the problem on a Stokes contour not only makes
ψL,R well-defined, but also renders their numerical calculation very accurate and stable.
4 This selection of the outgoing wave also follows by requiring that, for real ω and s → +∞ in (6), one
should have J > 0 for the probability current J = i(ψ∇ψ∗ − ψ∗∇ψ).
5 For an s-contour consisting of two straight lines, the point where they join is the obvious choice.
6 Minimization of |W (ω)|2 should be a feasible elementary strategy: not only does |W |2 clearly attain a
minimum at zeroes of W , but the standard maximum/minimum modulus theorem of complex analysis
(readily verified using a Taylor expansion of W ) guarantees that these are the only minima.
7 There is, however, a theoretical interest in the fate of these resonances as they “fall out of the well” when
α is lowered. Note that the resonance frequencies, being complex zeroes of the analytical function W (ω),
should in all cases depend continuously on the system parameters according to the argument principle.
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Namely, choosing initial points s1 with |s1| ≫ 1, any error in the initial conditions8 amounts
to an admixture of the undesired dominant solution. The latter is exponentially suppressed
when integrating “inward” from the asymptotic point s1 to the matching point s0, while the
desired subdominant solution is amplified by a similar factor. The appendix illustrates this
in an elementary setting.
B. Analytics
For the potential U(s) = αs− s3, the well minimum is at sw = −
√
α/3. From U ′′(sw) =
1
2
ω2p one finds ωp = 2(3α)
1/4 for the plasma frequency. By inversion symmetry, the barrier
height is ∆U = −2U(sw) = 49
√
3α3. For the number of states in the well, one now has the
estimate Ns = ∆U/ωp =
2
9
4
√
3α5; if Ns ≫ 1, one is within the semiclassical regime, at least
for the lowest few states n = 0, 1, 2, . . .. In this case, one can refer to the literature for a
prediction for the resonance eigenvalues:
ωn ≈ U(sw) + (n+12)ωp + ωanhn − i2Γn(ωp,∆U) . (8)
Here, ωanhn is a small (in the semiclassical limit) correction due to the anharmonicity of the
well, the lowest few of which are known explicitly: ωanh0 = −11ω−4p , ωanh1 = −71ω−4p , and
ωanh2 = −191ω−4p [14]. The decay rate is [15, 16]
Γn = ωp
(432Ns)
n+1/2
√
2πn!
e−36Ns/5 ; (9)
it occurs in (8) with a prefactor 1
2
due to the conversion from probabilities to amplitudes.
Combining the above, the prediction (8) is seen to be completely explicit in terms of α; it
should be valid whenever n≪ Ns.
The asymptotics around (6) have an interesting consequence: ψL(s) ∼ e− 25 (−s)5/2 can be
extended to 2
5
π < arg s < 8
5
π, and ψR(s) ∼ ei 25s5/2 to −25π < arg s < 45π. Hence, there is a
region of overlap, and for an eigenfunction ψn(s), we conclude that the “left” and “right”
asymptotic forms should occur with the same prefactor. Note that, for 2
5
π < arg s < 4
5
π,
we have compared two dominant asymptotic solutions, which can be done only up to a
subdominant solution. Therefore, we first have to ascertain by other means that a solution
satisfying both boundary conditions actually exists, and asymptotics alone cannot yield the
eigenvalues ωn. In particular, if a solution, say ψL(s→−∞, ω) ∼ 1 · e− 25 (−s)5/2 , is extended
to s > 0 for ω ∈ R, i.e., ψL(s→+∞, ω) ∼ aei 25s5/2 + a∗e−i 25s5/2 , then it seems that the
preceding argument cannot determine a, because the last asymptotic expansion is valid only
on |arg s| < 2
5
π due to the Stokes phenomenon. Of course, these claims should be verified
numerically.
For an alternative approach to (6), consider the Riccati formulation. If ψ′′ = [U − ω]ψ,
then
f ′ + f 2 = U − ω (10)
8 From (6) and above, ψ′
L
(s1) = (−s1)3/2ψL(s1) and ψ′R(s1) = is3/21 ψR(s1) are seen to be suitable starting
values.
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for the logarithmic derivative f = ψ′/ψ. Thus, a second-order linear equation has been
converted to a first-order nonlinear one. This has several advantages. First, the linearity
of (5), while a blessing in many contexts, also means that solutions are arbitrary up to an
overall constant; this ambiguity cancels in the definition of f . For instance, the Riccati
version of the matching criterion reads simply fL = fR. Also, the WKB approximation
is obvious by neglecting f ′ in (10). More importantly, the exponentially large or small
tails typically present in ψ cancel in f , so that one deals with at most algebraically large
quantities. A severe disadvantage of (10) usually is that it converts the nodes of ψ into
simple poles of f . However, while nodes are ubiquitous for the real ψ one usually encounters
for real s and ω, presently these nodes are readily circumvented in the s-plane.
The above leads to slightly different recommendations for the integration contour C in
the Schro¨dinger and Riccati formulations. For (5), one could either leave the real s-axis at
s = 0 (upon which yet another reparametrization s = −reiπ/5 reduces the inward problem
for ψR to standard form) to keep the parametrization as simple as possible, or stay on this
axis at least until the barrier point s = |sw|, so that the (complex) resonance wave function
is as amenable as possible to a conventional interpretation. For (10), on the other hand, one
should leave the real s-axis at an s < 0 to the left of the classically allowed region, where ψ
will have (near-)nodes on the real axis.
Some familiar properties of quantum mechanics can be generalized to the present setting.
Consider wave functions ψ and χ, each satisfying both boundary conditions on C, and in-
troduce their bilinear product (ψ, χ) ≡ ∫C ds ψ(s)χ(s). One now derives (ψ,Hχ) = (χ,Hψ),
through the usual integration by parts. In particular, for eigenfunctions this implies
(ωm−ωn)(ψm, ψn) = 0, or
(ψm, ψn) = 0 , m 6= n , (11)
where we also used that the 1D Schro¨dinger equation has no degeneracies, so m 6= n if
ωm 6= ωn. The derivation of this “orthogonality” relied on the symmetry of H ; for the
latter, it is essential that the bilinear product does not involve complex conjugation, since
H is not real on C. However, this has the consequence that the diagonal entries (ψ, ψ) are
not positive definite, not even necessarily real or nonzero [17], which is why we refrained
from normalizing “(ψm, ψn) = δmn”. Also, there is no suggestion of completeness.
For future reference we introduce the Green function G(s, u;ω) = G(u, s;ω) through
G(s, u;ω) =
ψL(s, ω)ψR(u, ω)θ(u−s) + ψL(u, ω)ψR(s, ω)θ(s−u)
W (ω)
(s, u ∈ R) , (12)
solving [HS(s)−ω]G(s, u;ω) = −δ(s−u). Since W (ω) has zeroes at the resonances ωn, these
correspond to poles of G, and the eigenfunctions ψn are the associated residues [9]. A major
feature of this work is the generalization to complex s, so that the definition of G potentially
leads to functions of two complex variables. This is emphatically avoided, and below we
will at most consider G(s, u;ω) with s and u on the same fixed contour C (having a real
parametrization), in which case the generalization of (12) is still obvious.
For an application of the above, let us consider the response to changes in α. This provides
an opportunity to acquaint oneself with the perturbation theory required in the interacting
case, but in a scalar (as opposed to spinor) setting. Thus, consider the α-derivative of (5),
−ξ′′ + (αs− s3 − ω)ξ + (s− ω′)ψ = 0 , (13)
where ξ(s, α) ≡ ∂αψ(s, α) and ω′(α) = dω(α)/dα without risk of confusion, and where ξ, ψ,
and ω still have an implicit dependence on the discrete mode index n. Clearly, (13) defines ξ
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at most up to a multiple of ψ, reflecting the freedom to choose an α-dependent normalization
constant in ψ(α). Rewriting (13) as [(ξ/ψ)′ψ2]′ = (s − ω′)ψ2, one sees that the integral of
the lhs must vanish over the integration contour C, since ψ obeys nodal conditions at both
ends for any α, and therefore so does ξ. Hence, the same must hold for the integral of the
rhs, i.e.,
dω
dα
=
∫
Cds sψ
2(s)∫
Cds ψ
2(s)
=
(ψ, sψ)
(ψ, ψ)
≡ 〈s〉 . (14)
This relation gives the α-response in a familiar form, as the normalized matrix element of
the perturbing operator s. However, the integrals are evaluated on the contour C joining
two Stokes lines, ensuring rapid convergence, and importantly involve ψ2 not |ψ|2. Note also
that (14) simultaneously gives the real and imaginary parts of the shift.
C. Numerical results
So far, the integration of ψL,R(s, ω) has been brought under control, and the exploration
of the resulting W (ω) has commenced. Further results are expected shortly.
III. INTERACTING PROBLEM
The transformation leading to (5) also applies to the general H in (1), and scaled param-
eters (ǫ˜, ∆˜, λ˜) are readily written down in analogy to α˜, ω˜. However, after this, no further
exact simplification is apparent for H , so that the interacting problem is considerably richer
than the uncoupled one. However, there is an alternative form
Hˆ = HS − 12Ωσz + (λzσz+λxσx)s , (15)
in which the free qubit Hamiltonian, not the interaction, is written in diagonal form. Specif-
ically, defining cot η = ǫ/∆, 0 ≤ η ≤ π, one has Hˆ = eiησy/2He−iησy/2, provided that
λz = λ cos η and λx = −λ sin η. Thus, the spectra of H and Hˆ are identical, and their
eigenfunctions trivially related.
A. Analytics
The above, while seemingly trivial, has an intriguing consequence for the analytical study
of (3), which now becomes a well-defined problem in resonance perturbation theory. Rou-
tinely following the standard prescription “H = Hqb+Hreadout+Hint”, one is led to expand
in Hint, i.e., in λ. However, (3) is also “solvable” (in terms of the resonances of HS) for
finite λ and ∆ = 0, in which case the spinor components decouple. By (15), we see that a
∆-expansion assumes λx → 0 at arbitrary λz, while the λ-expansion assumes both λx, λz → 0.
Conceptually, Hˆ is appealing: it shows that the QND component λz of the coupling can be
readily handled, while the non-QND (henceforth QD) component λx is nontrivial.
In contrast, the λ-expansion, which mixes both components, places an unnecessary re-
striction on the QND component, and obscures the fact that a QD perturbation (either λx
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or ∆) affects the resonance frequencies only in second order.9 Still, we give for reference
∂ω(ǫ,∆, λ)
∂λ
∣∣∣∣
λ=0
= cos η
∂ωˆ(Ω, λz, λx=0)
∂λz
∣∣∣∣
λz=0
, (16)
where we used ∂ωˆ(Ω, λz=0, λx)/∂λx|λx=0 = 0. For the qubit in its ground state, one has
cos η = 〈σz〉 and ∂ω(Ω, λz, λx=0)/∂λz|λz=0 = ω′S, with ω′S as in (14), where quantities
pertaining to the uncoupled SQUID HS will be henceforth denoted with an “S” subscript.
For an excited qubit, both these relations have the opposite sign. Hence, in either case,
one obtains δω = λω′S〈σz〉 for the first-order frequency shift (where on the rhs only ω′S
has an imaginary part): self-averaging (Hamiltonian-dominated [5]) measurement is a direct
consequence of the weak-coupling assumption. The SQUID’s working point α strongly affects
the measurement sensitivity through ω′S.
Conversely, let us consider the first-order effect of the qubit splitting Ω in the presence
of a finite coupling λ. For only QND coupling, the qubit spin always has a definite value,
which we denote by sz for H and sˆz for Hˆ, so that sˆz = sz sgn ǫ = sz sgnλz. One now has
ω(ǫ,∆, λ)|Ω→0 ≈ ω(0, 0, λ) + ǫ∂ω(0, 0, λ)
∂ǫ
+∆
∂ω(0, 0, λ)
∂∆
= ωS(α+λsz)− ǫsz
2
, (17)
where on the first line, the second term is trivial since it is evaluated in the absence of
tunneling, and the third term has been argued above to cancel. One can interpret (17)
by saying that strong coupling to the SQUID has collapsed the qubit in the pointer basis
(σz eigenbasis) and suppressed tunneling—detector-dominated measurement [5].
For a systematic approach, one should relate and work out the ∆- and λx-expansions
analogously to (16):
∂2ηω(Ω cos η,Ω sin η, λ)|η=0,π = ∂2η ωˆ(Ω, λ cos η,−λ sin η)|η=0,π
=
ǫsz
2
+ ǫ2
∂2ω
∂∆2
∣∣∣∣
∆=0
= −λz sˆzω′S(α+λz sˆz) + λ2z
∂2ωˆ
∂λ2x
∣∣∣∣
λx=0
. (18)
That is, in general the two schemes yield equivalent information, but the ∆-expansion be-
comes trivial for λ = 0 (no coupling in any order), while the λx-expansion becomes trivial
for Ω = 0 (QND in any order), with of course ∂2ηω = 0 in either case since the problem is
η-independent unless both λ and Ω are nonzero. Note also that, from its prefactor ǫ2 in (18),
one cannot conclude that ∂2∆ω|∆=0 diverges for ǫ → 0, because in this limit the two terms
on the last line of (18) cancel each other. Rather, ∂2∆ω|∆=ǫ=0 should be calculated directly
from (20) below, and cannot be trivially related to other expansion coefficients. Analogous
remarks apply to ∂2λx ωˆ|λx=λz=0.
Next, the actual expansion should be carried out. This is sketched for the ∆-expansion
of the resonance with sz = 1; other cases are analogous. In O(∆0), ψ(0)↑ (α, ǫ, λ) = ψS(α+λ)
9 Note that the effect of λx or ∆ must be even, since their sign is a matter of convention, or draw a picture
on the Bloch sphere.
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and ψ
(0)
↓ = 0, while ω
(0)(α, ǫ, λ) = ωS(α+λ) − 12ǫ. In O(∆), the coupling of the spinor
components means that ψ
(0)
↑ is a source term in the equation for ψ
(1)
↓ , which is solved as
ψ
(1)
↓ (s;α, ǫ, λ) = −12
∫
C
duG(s, u;ωS(α+λ)−ǫ;α−λ)ψS(u, α+λ) , (19)
where the Green function (12) of the free SQUID is simply denoted as G since there is no
risk of confusion. Finally, ψ
(1)
↓ in its turn figures as a source term in the equation for ψ
(2)
↑ ,
from which the frequency shift can be determined in much the same way as in (14). The
final results are
∂2ω
∂∆2
∣∣∣∣
∆=0
=
∫
Cds du ψS(s, α+λsz)G(s, u;ωS(α+λsz)−ǫsz;α−λsz)ψS(u, α+λsz)
2
∫
Cds ψ
2
S(s, α+λsz)
, (20)
∂2ωˆ
∂λ2x
∣∣∣∣
λx=0
= 2
∫
Cds du sψS(s, α+λz sˆz)G(s, u;ωS(α+λz sˆz)−Ωsˆz;α−λz sˆz) uψS(u, α+λzsˆz)∫
Cds ψ
2
S(s, α+λzsˆz)
.
(21)
There seems to be an interesting resonant enhancement if ω
(j)
S (α+λsz)−ǫsz ≈ ω(k)S (α−λsz),
where the SQUID initially is in mode j, while k denotes another mode. Namely, in this
case G in (20) is evaluated near a pole. However, caution is needed, for this “resonance”
condition could be met even if λ = 0, where one knows that (20) in fact is trivial.
Note that, if the free SQUID’s eigenfunctions were complete, the Green function (or
resolvent) would have a representation of the form G(s, u;ω) ∼∑n ψS,n(s)ψS,n(u)/(ω−ωn).
In such a case, (20) and (21) would reduce to a more familiar ratio of squared matrix elements
and “energy denominators”, summed over the mode index [9].
It is instructive to verify the predicted equivalence (18) directly from these integral ex-
pressions. For that purpose, we write (5) as
−ψS(s, α)′′ + [α1s− s3 − ω1]ψS(s, α) = [ωS(α)− ω1 + (α1−α)s]ψS(s, α) , (22)
for arbitrary α1, ω1 ∈ R. One can invert the differential operator on the lhs, yielding
ψS(s, α) =
∫
C
duG(s, u;ω1;α1)[ω1 − ωS(α) + (α−α1)u]ψS(u, α) . (23)
Applying (23) twice to (21), first to the u-integral and then to the s-integral, one verifies that
(20) and (21) are indeed related by (18) (in particular, also when one of the two expressions
becomes trivial). 
The above represents substantial formal progress, but further analysis is needed to eluci-
date the physics contained in (20) and (21). Presumably, one should try to evaluate these,
in particular their imaginary parts, in the semiclassical limit n ≪ Ns, and ideally make a
comparison with nonperturbative numerical results for the interacting system.
B. Degenerate perturbation theory of the linear-detector regime
The above allowed for an arbitrary angle η between the energy and pointer bases only
in two disjoint cases: infinitesimal λ as in (16), or infinitesimal Ω as in (17). One is led to
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suspect that a unified treatment is possible if both λ and Ω are small, but this regime cannot
be directly extracted from the above. Namely, in the leading order λ = Ω = 0, the problem
reduces to the free SQUID, and hence is degenerate in the spin variable. One also notices
that the central formulae (20) and (21) become singular in this limit, for the Green functions
G are needed infinitesimally close to their resonance frequency, where they diverge.
Therefore, here we give a separate calculation, expanding in ǫ, ∆, and λ simultaneously.
Physically, this (presumably) means that both the qubit splitting and the typical interaction
energy are very small compared to the SQUID plasma frequency. In its turn, this means that
only one of its (noninteracting) resonances is needed to describe the SQUID (typically the
longest-lived “ground-state” one), i.e., that the SQUID follows the qubit adiabatically—all
in all, adiabatic elimination is just a form of perturbation expansion. In the first order,
which will be considered here, this moreover agrees with the linear-detector regime, when
the qubit perturbs the detector only weakly, without necessarily assuming the reverse.
Typically, degenerate perturbation theory starts with considering the matrix elements of
the perturbing operator in the degenerate subspace. Here, some care is needed since there
is no concept of a basis; however, one can proceed in analogy with (14), and the product
(·, ·) will emerge naturally. Thus, consider the leading correction to (5) analogous to (13),
[HS − ωS(α)]|Ξ〉+ [−δω − 12(ǫσz+∆σx) + λσzs]|Ψ〉 = 0 , (24)
where δω is the leading correction to the resonance frequency ωS(α), |Ξ〉 = (ξ↑, ξ↓)⊤ is the
corresponding correction to the lowest-order wavefunction |Ψ〉 = ( pq )ψS, and where p, q are
as yet undetermined. As before, HS − ωS(α) is not invertible, so a solution |Ξ〉 satisfying
both boundary conditions only exists in a special case, namely if
(−1
2
ǫ+λω′S −12∆−1
2
∆ 1
2
ǫ−λω′S
)(
p
q
)
= δω
(
p
q
)
. (25)
This is a key result: the resonances δω follow from a matrix equation, involving
both the qubit parameters ǫ,∆ and the complex linearized detector response ω′S, as
δω = ±1
2
√
(ǫ−2λω′S)2 +∆2. Depending on the relative magnitudes of Ω and λ|ω′S|, the
Hamiltonian- and detector-dominated regimes are now trivially extracted, as will be sketched
below for the purpose of interpretation.
First, however, let us pursue the determination of |Ξ〉. Assuming that p, q, and δω are
related as in (25), one can rewrite (24) as
[HS − ωS(α)]|Ξ〉+ λ(s− 〈s〉)σz|Ψ〉 = 0 , (26)
and comparison with (13) yields the solution |Ξ〉 = λσz∂α|Ψ〉. That is, to this order, the
corrected wavefunction can be written as
|Ψλ〉 ≈ |Ψ〉+ |Ξ〉 ≈
(
pψS(α+λ)
qψS(α−λ)
)
. (27)
In agreement with the above adiabatic picture, (27) gives the SQUID wavefunction as the
instantaneous eigenfunction corresponding to the qubit flux state. In particular, and un-
surprisingly, the system’s wavefunction is essentially always entangled, with the degree of
entanglement characterized by the coupling λ. The exception are eigenstates with p→ 0 or
q → 0, that is, QND or detector-dominated measurement of a classical flux state.
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Let us discuss the two limiting cases. In the detector-dominated regime Ω ≪ λ|ω′S|,
one finds δω0 ≈ λω′S − 12ǫ + ∆2/8λω′S and (p, q)0 ∝ (1,−∆/4λω′S − ∆ǫ/8(λω′S)2), while
δω1 = −δω0 and (p, q)1 ∝ (∆/4λω′S +∆ǫ/8(λω′S)2, 1). That is, the qubit has “collapsed” in
the pointer basis; the frequencies are mainly determined by the detector response and the
bias ǫ, while tunneling ∼ ∆2 is strongly suppressed with a factor (λω′S)−1. Conversely, in the
Hamiltonian-dominated regime Ω ≫ λ|ω′S|, one has δω ≈ ±[12Ω − λω′Sǫ/Ω + (λω′S)2∆2/Ω3].
The first two terms are ±1
2
Ω + λω′S〈σz〉, familiar from below (16). Rewriting the last term
as δω = · · · ± (λxω′S)2/Ω, we tentatively interpret as follows: for ω′S mostly real, λx causes
SQUID-assisted tunneling, increasing the effective tunnel splitting. For ω′S mostly imaginary,
however, the measurement of σz may be said to cause a Zeno effect, reducing the effective
tunnel splitting. The corresponding wavefunctions are readily written down when needed.
As clearly as (25) shows the transition from H-dominated to detector-dominated mea-
surement, it does not address all conceptual questions. Namely, it always describes weak
measurement; on the opposite side, one has single-shot readout. “Single-shot” means that
for a suitable waiting time, decay for one state is almost complete, while for the other state
it is negligible, i.e., |Imω0| ≪ |Imω1|. In general, one presumably should introduce a dis-
criminating power based on the ratio of these decay rates. In this framework, one can study
issues such as whether single-shot measurement can be H-dominated, and the existence of
a dimensionless quantum efficiency 0 ≤ η ≤ 1 like for continuous measurement.
C. Numerics
Since the uncoupled Schro¨dinger equation for HS already is implemented numerically
as two coupled first-order equations, the integration of |Ψ〉 should only involve a trivial
generalization. Also, the cubic potential term continues to dominate asymptotically in the
presence of a qubit, so the boundary conditions and choice of integration contour C carry
over unchanged. The matching, however, needs more care. Based on the trivial cases
λ = 0 or ∆ = 0, one now expects two linearly independent solutions for each of |ΨL〉 and
|ΨR〉 satisfying the corresponding boundary conditions. During the numerical integration,
we have no a priori knowledge which solution is the correct one, so we have to integrate
both, and determine a fundamental system {|Ψ(1)L 〉, |Ψ(2)L 〉} of independent spinors, obeying
|Ψ(j)L (s)〉 → 0 for s→ −∞ (j = 1, 2), and analogously for L↔ R. Subsequently, the question
becomes for which ω is there a superposition of the |Ψ(j)L 〉 matching onto a superposition of
the |Ψ(j)R 〉, of course for both spinor components and for the first derivatives as well as the
function values. In other words, one has to find the zeroes of the Wronski determinant
W (ω) =
∣∣∣∣∣∣∣∣∣∣
ψ
(1)
↑L (s0, ω) ψ
(2)
↑L (s0, ω) ψ
(1)
↑R(s0, ω) ψ
(2)
↑R (s0, ω)
ψ
(1)
↓L (s0, ω) ψ
(2)
↓L (s0, ω) ψ
(1)
↓R(s0, ω) ψ
(2)
↓R (s0, ω)
ψ
(1)′
↑L (s0, ω) ψ
(2)′
↑L (s0, ω) ψ
(1)′
↑R (s0, ω) ψ
(2)′
↑R (s0, ω)
ψ
(1)′
↓L (s0, ω) ψ
(2)′
↓L (s0, ω) ψ
(1)′
↓R (s0, ω) ψ
(2)′
↓R (s0, ω)
∣∣∣∣∣∣∣∣∣∣
. (28)
Ignoring the spin index, the form (7) for the uncoupled Wronskian is seen to be precisely
the
( (1,1) (1,3)
(3,1) (3,3)
)
minor determinant of (28).
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APPENDIX A: TOY MODEL
Consider a particle with mass m = 1
2
on the positive x-axis,
−ψ′′(x) + U(x)ψ(x) = ωψ(x) . (A1)
The origin x = 0 is supposed to be a hard wall, yielding the boundary condition ψ(0) = 0.
For x > 0, the potential is a finite well, U(x) = V θ(a−x), with θ the unit step function and
V < 0 < a. Depending on V, a, the problem has a finite number (possibly zero) of bound
states with V < ω < 0. These are to be determined by the Wronskian method of (7), with
x = a being the obvious choice for the matching point. On 0 ≤ x ≤ a, the “left” function
ψL(x, ω) = sin(
√
ω−V x)/√ω−V is readily determined from the nodal condition. The same
is true for the “right” function ψR(x, ω) = e
−√−ωx on x > a, but only because the closed-
form solution enables us to deal with the singularity at x = +∞; instead, one can examine
how “inward” integration works in this example. First, pick some trial initial values, say
ψR(x0, ω) = −ψ′R(x0, ω) = 1; in general, {ψR(x0, ω), ψ′R(x0, ω)} could be left undetermined.
Second, solve the Schro¨dinger equation (A1) on x > a with these trial initial values, e.g.
normalizing the result such that ψR(a, ω) = 1. [In fact, as usual, the logarithmic derivative
ψ′R(a, ω)/ψR(a, ω) is all that matters for Wronskian matching.] For the toy model, this can
be done analytically, while in general it would be a numerical task. Third, consider ψR as
x0 becomes large, while the trial initial values {ψR(x0, ω), ψ′R(x0, ω)} are kept fixed. One
observes that the error committed by choosing a finite x0 decreases exponentially.
In slightly more technical language, the above shows that, even though x = ∞ is an
irregular singular point of the Schro¨dinger equation for a free particle, one can still effectively
implement the boundary condition ψR(x=+∞, ω<0) = 0 numerically.
To complete this exercise, one could now perform the matching and calculate approximate
eigenvalues {ω˜j(x0)}, studying their convergence to the true spectrum {ωj} as x0 → ∞.
Here, (A1) is instead pursued analytically, as a toy model for resonance states of the
Schro¨dinger equation. For V < 0 as above, this is illuminating, since the bound states
now feature in both types of spectrum of the system: they are the discrete part of the con-
ventional real hermitian-operator spectrum, and the undamped members of the resonance
spectrum. For (Re)ω > 0, the continuous conventional spectrum and the damped discrete
resonances offer complementary descriptions, and correspond to different definitions of an
eigenvalue. Moreover, the model can be considered for V > 0 as well, in which case there are
also resonances. This clarifies that the resonances are caused by wave scattering rather than
by classical confinement: in quantum mechanics, confinement is not absolute at energies
below the pertinent barrier energy (due to tunneling) nor is it absent at higher energies, for
which classical particles escape unimpeded.
Performing a scale transformation as in the main text, we can take a = π w.l.o.g., upon
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V n Reωn Imωn
−10 1 −9.17669 0
−10 2 −6.73671 0
−10 3 −2.82610 0
−10 4 2.01331 −0.990207
−10 5 9.91701 −2.52460
−10 6 19.8311 −4.00614
−10 7 31.7534 −5.55510
−10 8 45.6824 −7.18077
−10 9 61.6167 −8.87975
−10 10 79.5557 −10.6465
−10 11 99.4986 −12.4755
−10 12 121.445 −14.3618
V n Reωn Imωn
10 1 10.9716 −0.194524
10 2 13.9003 −0.748741
10 3 18.8110 −1.59648
10 4 25.7197 −2.67104
10 5 34.6330 −3.92150
10 6 45.5525 −5.31221
10 7 58.4781 −6.81835
10 8 73.4092 −8.42212
10 9 90.3452 −10.1103
10 10 109.285 −11.8729
10 11 130.229 −13.7018
10 12 153.176 −15.5908
TABLE I: Numerically determined roots of the Wronskian in (A2), corresponding to the first few
resonance frequencies of the square-well model (A1).
which the Wronskian becomes
W (ω) = i
√
ω
sin
(√
ω−V π)√
ω−V − cos
(√
ω−V π) . (A2)
In order for this expression to properly account for the decaying boundary condition for
x → ∞ and ω < 0, one has to define √ω with the branch cut on the negative imaginary
axis; in, e.g., Mathematica, this can be done as
√
ω ≡ eiπ/4Sqrt[−iω].10 The real roots
of W (ω) can be found graphically as in elementary quantum mechanics; one finds that
there are n bound states for −1
4
(2n+1)2 < V < −1
4
(2n−1)2. In general, it is convenient
to first explore the spectrum by plotting |W (ω)|−1; once the resonances have been located
approximately, numerical minimization of |W |2 reliably determines their accurate value. The
first few resonances for two instances of the model are given in Table I. Based on further
exploration, it is conjectured that Reωn > V in all cases.
Clearly, the low-lying bound states for large negative V can be found by approximating
the well as a box with hard walls, as ωn ≈ n2 + V . Here, we focus on the less-known
high-order modes, with |ω| ≫ |V |. For this purpose, set ν ≡ ω − V and expand in V . The
resonances follow from e2iπ
√
ν ≈ 4ν/V + 1, which is asymptotically solved by
νm ∼ m2 − im
π
ln
(
4m2
V
)
− ln
2m
π2
+ · · · . (A3)
For V < 0, different choices of the logarithm simply yield predictions for different modes.
Comparison with Table I shows good agreement for either choice of sgnV , although the
presence of various logarithmic terms in (A3) means that convergence is slow. Interestingly,
the dominant term m2 is the same as for an infinite well. For V → 0, the decay rates
10 Since W (ω) in (A2) is even in
√
ω−V , there is no branch ambiguity for the latter.
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diverge as expected, but perhaps counterintuitively, for any fixed V the quality factor Qm =
Reωm/2|Imωm| increases without bound.
For comparison, we briefly mention the model U(x) = Kδ(x − π), for which the modes
are asymptotically
ωn ∼ n2 − in
π
ln
(
−2in
K
)
− ln
2 n
4π2
+ · · · . (A4)
Comparing with (A3), one sees that the stronger potential singularity (δ-peak versus step)
causes stronger scattering, and hence a decay rate which asymptotically is a factor two
smaller.
A closed-form Wronskian (in terms of hypergeometric and related functions) should
also be obtainable for many models with a potential consisting of two constant, linear,
or (inverted-)harmonic pieces, on either the full or the positive x-axis. However, unlike any
of these, the cubic potential is infinitely smooth, so that its asymptotic scattering properties
(reflected in the damping rates of high-order resonances) are expected to be qualitatively
different.
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