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Abstract. Traffic systems as complex systems exhibit non-stationary characteristics. Therefore,
identifying temporary traffic states becomes significant. In contrast to the usual correlations of
time series, we here study these of the position series, revealing structures in time, i.e., the rich
non-Markovian features of traffic. Considering the traffic system of the Cologne orbital motor-
way as a whole, we identify five quasi-stationary states by clustering reduced-rank correlation
matrices of flows with the k-means method. The five quasi-stationary states with nontrivial
features include one holiday state, three workday states and one mixed state of holidays and
workdays. In particular, the workday states and the mixed state exhibit strongly correlated
groups of time shown as diagonal blocks in correlation matrices. We map the five states on
the reduced-rank correlation matrices of velocities and on traffic states where free or congested
states are revealed in both space and time. Our study opens a new perspective for studying
traffic systems. This contribution is meant to provide a proof of concept and basis for further
study.
Keywords: reduced-rank correlation matrix, traffic states, strongly correlated groups, k-means
clustering
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1 Introduction
A complex system [1, 2] is a system that contains many interacting constituents or agents and
is usually non-stationary, i.e., far away from any form of equilibrium. Collective behavior of
individuals rather than a collection of individual behaviors is an important feature, since the
complexity of the system originates from the interactions, interdependency and relationships
among components [3]. One example for a complex system is a financial market, in which
stocks can be understood as constituents. Only when considering the financial market as a
whole system, characteristic collective behavior can be found [4–8]. Other examples of complex
systems are the human brain [9], power systems [10], ecosystems [11], global climate [12] and so
on. Here we focus on traffic systems. The motion of the vehicles is strongly influenced by the
neighbours. The behavior of traffic flow, e.g., free flow and congested flow [13], have been studied
extensively by modelling and simulations [14–21]. While many theoretical studies are devoted
to traffic system, empirical studies [13, 22–24] are less frequent concerning many aspects and
improvement of this situation is urgently called for in particular under enviornmental influences,
e.g., weather, seasons, road construction and holidays.
The non-stationary characteristics of traffic system show up in the time series, the mean
and variance of flow, velocity and density change over time. Non-stationary or relevant quasi-
stationary characteristics in time series have been studied extensively in financial markets [25–
29], power systems [10], climates [30,31], speech recognition [32,33], traffic systems [34,35], etc.
For financial markets, further studies based on the non-stationary time series distinguish the
markets in different time periods by specific market states in the correlation structure, through
which a system passes and in which the system remains for a shorter or longer time [26,36–38].
Thus, transitions between different market states can be disclosed to get a better understanding
of the system, resulting in a characteristic trajectory of the system in the space of these states.
The better one understands a system, the more is one able to control the system or predict its
behavior. For instance, with the states identified for previous time periods, probabilities for the
occurrence of states at later times can be estimated and methods such as Markov models [39]
or hidden Markov models [40] may be applied. Such knowledge might provide means to identify
precursors of negative or positive developments. In the case of traffic systems, we wish to
explore the potential to predict, plan and optimize traffic to maximize the flow and minimize
the occurring traffic jams.
Due to the availability of huge traffic data nowadays, identifying such states in the correlation
structure by clustering is possible, but has not yet been done in the literatures. Here we consider
the Cologne orbital motorway in Germany as a whole and identify quasi-stationary states in
time based on the data from inductive loop detectors. For this sake, we calculate reduced-rank
correlation matrices between traffic flows for different time steps and apply a clustering method
to classify the reduced-rank correlation matrices. As a result, five quasi-stationary states are
identified with specific features we reveal. We chose Cologne motorway as it is essentially a ring,
limiting the complexity as compared to a freeway network.
The paper is organized as follows. We introduce the data set used in this study in Sec. 2. We
then describe the method of spectrum filtering to obtain reduced-rank correlation matrices with
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Figure 1: Locations of traffic detectors at cross-sections on the Cologne orbital motorway A1 (sections
1–11), A3 (sections 26–35), and A4 (sections 12–25), with red markers numbered counterclockwise. The
Cologne orbital motorway we studied is in the counterclockwise direction as well. The map is developed
with Google Maps. Map data ©2020 GeoBasis-DE/BKG (©2009).
specific eigenvalues in Sec. 3. With k-means clustering for all reduced-rank correlation matrices
with large eigenvalues, we identify five quasi-stationary states and describe their features in
Sec. 4. In Sec. 5, we map the five states on reduced-rank correlation matrices of velocities and
on traffic states where free or congested states are shown in both time and space. We conclude
our results in Sec. 6.
2 Datasets
The traffic data we used is from inductive loop detectors of 35 available cross-sections of Cologne
orbital motorway A1, A3 and A4 in Germany, shown in Fig. 1. The data includes the information
of flows, i.e., the number of vehicles that pass a detector in a time unit, and velocities in the
whole year of 2015. Since the flow and velocity are measured or averaged over one minute and
then converted into vehicles/h and km/h, the data we obtained has the time resolution of one
minute. For each section k, we combine flows qkl(t) in multiple lanes l into one effective lane,
such that
qk(t) =
∑
l
qkl(t) (1)
is the combined flow in section k. Taking account of different flows at different lanes, a simple
average of velocities over different lanes will distort the behavior of velocity through a whole
day. To overcome this problem, we resort to the flow density of each lane
ρkl(t) =
qkl(t)
vkl(t)
, (2)
which indicates the number of vehicles in a unit distance, so as to obtain the corresponding
velocities vkl(t) by
vk(t) =
qk(t)∑
l ρkl(t)
. (3)
As less vehicles pass through some sections in some small time intervals, especially during night
time, we aggregate the data into time intervals of 15 minutes by summing over all flows and
averaging over all velocities.
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3 Correlation matrices
In Sec. 3.1, we describe correlation matrices and the method of spectrum filtering, which results
in reduced-rank correlation matrices with specific eigenvalues. We explore the role of large
eigenvalues by dissecting data matrices with singular value decomposition in Sec. 3.2.
3.1 Correlation matrices and their spectrum filtering
Consider K time series Gk(t) of length T , where t = 1, 2, 3, · · · , T corresponds to the first,
second, third, ... , last 15 min-period from 00:00 to 23:59 o’clock. These time series are the rows
of the rectangular data matrix G with dimension K × T
G =

G1(1) G1(2) · · · G1(T )
G2(1) G2(2) · · · G2(T )
...
...
. . .
...
GK(1) GK(2) · · · GK(T )
 . (4)
The columns of G are the position series which capture the signals at the different positions
at the same time. Here, we are interested in these position series. We normalize each position
series across each column to zero mean and unit standard deviation by
Mk(t) =
Gk(t)− 〈Gk(t)〉K√
〈Gk(t)2〉K − 〈Gk(t)〉2K
, (5)
resulting in a normalized K × T data matrix
M =

M1(1) M1(2) · · · M1(T )
M2(1) M2(2) · · · M2(T )
...
...
. . .
...
MK(1) MK(2) · · · MK(T )
 . (6)
Here and in the sequel, we indicate averages with respect to the positions and times by 〈· · · 〉K
and 〈· · · 〉T , respectively. Our data consists of flows qk(t) and velocities vk(t). Because of the
number of detectors across sections and the above explained averaging over the time intervals,
we have K = 35 as the number of road sections and T = 96 as the time steps in a day. In terms
of the matrix M , the T × T correlation matrix of the position series,
D =
1
K
M †M (7)
reveals the correlations in time, i.e., non-Markovian properties. We notice that D does not have
full rank, because K = 35 < T = 96. The subscript † indicates the transpose of a matrix. The
structures of empirical correlation matrices D for flows and velocities are masked by strongly
positive correlations, as shown in Fig. 2 (a) and (e). To unravel the significant information
contained in the correlation matrices, a spectrum decomposition is performed as follows.
By normalizing each position series of the data matrix G across each column to zero mean
but not to unit standard deviation, we obtain a new K × T data matrix A with elements
Ak(t) = Gk(t)− 〈Gk(t)〉K , (8)
which yields a T × T covariance matrix,
Σ =
1
K
A†A . (9)
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Figure 2: The original correlations matrices (a, e) and the corresponding reduced-rank correlation
matrices (b–d, f–h) for flows (a–d) and velocities (e–f), respectively. Each matrix is averaged over a
whole year. We use a different color scale for (b) and (f) to reveal their correlation structures.
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Figure 3: The spectral density distribution ρ(ϑ) of eigenvalues ϑ from the original covariance matrix
Σ for the day on Jan. 1, 2015. The horizontal axis is on a linear scale and the vertical axis is on a
logarithmic scale. The insert plot displays the spectral density distribution of all eigenvalues.
We apply a spectral decomposition to the covariance matrix,
Σ = VΘV † , (10)
where Θ is a diagonal matrix of eigenvalues in an ascending order
Θ = diag(Θ1, · · · ,ΘT ) (11)
and V is an T × T orthogonal matrix whose columns are the corresponding eigenvectors V (t)
(t = 1, 2, · · · , T ). Thus, ΘT is the largest eigenvalue and Θ1 the smallest eigenvalue. We write
the covariance matrix Σ as a sum of dyadic matrices
Σ =
T∑
t=1
ΘtV (t)V
†(t) , (12)
which is the spectral expansion or decomposition. By considering only a part of this expansion,
from t = a to t = b, say,
Σ˜ =
b∑
t=a
ΘtV (t)V
†(t) , (13)
we construct reduced-rank covariance matrices that reveal certain properties in a clearer fashion.
In this way, we are able to extract three kinds of information, which are assumed to be the
random noise with a = 1 and b = t0 − 1, the group motion with a = t0 and b = T − 1, and
the collective motion of the whole system with a = b = T , similar to the information identified
for financial markets [5, 41]. To give an example of how to choose t0, we consider the spectral
density
ρ(ϑ) =
T∑
t=1
δ(ϑ−Θt) (14)
of the eigenvalues of the covariance matrix Σ, displayed in Fig. 3. With T = 96 and K = 35, it
has T −K+1 = 62 zero eigenvalues and K−1 = 34 non–zero ones. Even though this number is
too small to justify a Random Matrix analysis, the Marcenko–Pastur eigenvalue density [42] can
serve as qualitative guideline. On the assumption of full randomness, the density has a bulky
form where Θ∓ = (
√
T∓√K)2 are the smallest and largest non–zero eigenvalues, which amounts
to Θ− ≈ 15 and Θ+ ≈ 247. In the presence of correlations, this changes, and specific larger
eigenvalues result, as seen in Fig. 3. Nevertheless, there is an accumulation between Θ− and Θ+
which is, due to the small number of eigenvalues, not yet developed into a bulk. Nevertheless,
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Figure 4: The probability density distributions of the elements Dij in the original correlation matri-
ces and of the elements D˜ij in the reduced-rank correlation matrices for flows (a) and velocities (b),
respectively.
if we thus choose t0 = 72 with a Θt0 slightly smaller than Θ+, we are sure that we separate the
spectral region revealing the correlation structure from the region governed by randomness.
The reduced-rank covariance matrix Σ˜ is well-defined, as will be explained in Sec. 3.2. Fur-
thermore, we order the square roots of the diagonal elements in the reduced-rank covariance
matrix Σ˜ in a diagonal matrix of the standard deviations,
σ˜ = diag (σ˜1, · · · , σ˜T ) , (15)
and define the reduced-rank correlation matrix
D˜ = σ˜−1Σ˜σ˜−1 . (16)
We always distinguish between the reduced-rank correlation matrix [43] and the original corre-
lation matrix D.
The three kinds of reduced-rank correlation matrices D˜ averaged over a whole year show
remarkable differences in Fig. 2. Only with the largest eigenvalues, the correlations in matrices D˜
approach to one, implying collective motion of the whole system is almost completely correlated.
Since the strongly positive correlations are predominant, the structural feature of D˜ in time is
less distinct than the feature of D˜ with Θ72 to Θ95. The latter hints the information of group
motion. If individual points in time are strongly correlated with the neighbouring times, they
form a group and exhibit a diagonal block feature in the matrix D˜. Among all cases, the values
in D˜ with Θ72 to Θ95 span a large range that contains both strongly positive and negative
correlations, shown in Fig. 4. Accordingly, the reduced-rank correlation matrix D˜ with group
information displays rich structural features. In particular, the diagonal blocks with strongly
positive correlations in D˜ can be seen during the night time, the morning and afternoon rush
hours, and also between the two rush hours. Although D˜ with the remaining small eigenvalues
contains both positive and negative correlations as well, these correlations around zero are small
except for the diagonal self-correlations. A lack of structural features in the correlation matrix
D˜ with Θ1 to Θ71 makes the information very likely be noise. By comparison, D˜ with Θ72 to
Θ95 is our best choice for identifying states for traffic systems. In the sequel, the reduced-rank
correlation matrix always indicates D˜ with Θ72 to Θ95.
3.2 The role of the large eigenvalues
A statistical analysis for 34 non-zero eigenvalues in the singular covariance matrix Σ will be
unreliable to uncover the role of the large eigenvalues. Instead, we return to the zero-mean data
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matrix A, which gives us a visualization of how the data behaves after a rank reduction. To this
end, we carry out a singular value decomposition,
A = USV † , (17)
where S is a K × T singular value matrix (K < T ) with the elements S1, S2, ..., SK in an
ascending order,
S =

S1 0 · · · 0 0 · · · 0
0 S2 · · · 0 0 · · · 0
...
...
. . .
...
...
...
0 0 · · · SK 0 · · · 0
 , (18)
U is a K × K orthogonal matrix with columns of the corresponding left eigenvectors U(k)
(k = 1, 2, · · · ,K), and V is a T × T orthogonal matrix with columns of the corresponding right
eigenvectors V (t) (t = 1, 2, · · · , T ), which coincides with the eigenvector in Sec. 3.1. Replacing
A with Eq. (17), the original covariance matrix in Eq. (9) can be reformulated as
Σ =
1
K
V S†SV † . (19)
Since the covariance matrix Σ is decomposed as according to Eq. (10), the relation between the
singular value matrix S and the eigenvalue matrix Θ reads
Θ =
1
K
S†S . (20)
For each eigenvalue and the corresponding singular value, we therefore have
St =
√
KΘt . (21)
Similar to Eq. (13), the rank of the data matrix can be reduced by
A˜ =
b∑
t=a
StU(t)V
†(t) . (22)
Using the orthogonal property of eigenvalues and Eq. (21), the reduced-rank covariance matrix
Σ˜ can be derived from the reduced-rank data matrix A˜ by
Σ˜ =
b∑
t=a
ΘtV (t)V
†(t)
=
1
K
b∑
t=a
S2t V (t)U
†(t)U(t)V †(t)
=
1
K
(
b∑
t=a
StU(t)V
†(t)
)†( b∑
t=a
StU(t)V
†(t)
)
=
1
K
A˜†A˜ . (23)
Here, Σ˜ is a well-defined covariance matrix, since each position series of A˜ is normalized to zero
mean. To demonstrate this, we introduce a K dimensional unit vector e = (1, · · · , 1) and a p
dimensional zero vector ∅p = (0, · · · , 0) so that
A†e = ∅T and AA†e = ∅K . (24)
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From the singular value decomposition (17), we find
A† =
T∑
t=1
StV (t)U
†(t) (25)
for the transpose. Since K < T , A† has K − 1 non-zero singular values and one zero singular
value. Equation (25) yields
U †(t)e = 0 (26)
for all t except one for which we have St = 0. When the range of t between 1 and T in Eq. (25)
is narrowed to the range between a and b (1 ≤ a ≤ b ≤ T ), the rank of A† is reduced to the one
of A˜†. Taking above discussion into account, we can obtain
A˜†e = ∅T , (27)
which means each position series of A˜ is normalized to zero mean.
As a result, the role of eigenvalues in the original covariance matrix can be traced back to
the singular values in the zero-mean data matrix A. In other words, the contribution of singular
values from the zero-mean data matrix A gives rise to the contribution of the corresponding
eigenvalues in the covariance matrix Σ.
Therefore, to figure out the role of the largest eigenvalue, we can resort to the reduced-rank
data matrices A˜ with the largest singular value S35, shown in Fig. 5. Compared to the original
data matrices G, the matrices A˜ with S35 show a feature that sections depend on motorways
more than on time. Put differently, the sections present distinct behaviors on motorways but
collective behaviors in time. The specific feature in time dominates in the matrices A˜ with other
large singular values Si, i = 11, · · · , 34 in Fig. 5. In this case, the typical features during morning
and afternoon rush hours come out. The consecutive times with similar features can be grouped
together, leading to a group behavior in time. Accordingly, the largest eigenvalue reveals the
collective information in time, while other large eigenvalues reveal the group information in time.
4 Quasi-stationary states for traffic systems
Clustering is a widely used technique in statistical data analysis for grouping a set of objects
into different clusters, so that the objects in the same cluster are more similar to each other than
to those in other clusters. Considering all reduced-rank correlation matrices in 2015 as a set of
our objects, we group them in different clusters with a centroid-based clustering method [44],
i.e., k-means clustering [45], in Sec. 4.1. We refer to each cluster as quasi-stationary state and
then characterize the five quasi-stationary states identified by clustering in Sec. 4.2. To further
motivate our approach, we provide some techniques comments on commonly used clustering
methods in Sec. 4.3.
4.1 Clustering with k-means algorithm
Despite the pros and cons of many clustering methods, introduced in Sec. 4.3, almost all the
methods require parameters preset. For instance, a distance threshold for the hierarchical clus-
tering [46, 47], parameters of distributions for the distribution-based clustering [48], a density
criterion for the density-based clustering [49], etc. are required to be preset to obtain an ideal
number of clusters that should be neither too many nor too less. These parameters, however, are
more difficult to be determined than an integer as the count of clusters. Here, considering the
low complexity and high computing efficiency in contrast to other clustering methods introduced
in Sec. 4.3, we use the k-means clustering, which can be simply described as follows:
(1) Define a metric and a distance between observations.
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Figure 5: A comparison among 35× 96 original data matrices G (a, d), reduced-rank data matrices A˜
with S35 (b1, e1) , and reduced-rank data matrices A˜ with Si, i = 11, · · · , 34 (c1, f1), where the labels
in the vertical axes indicate the sections and in the horizontal axes indicate time. For each time step,
averaging A˜ with S35 in (b1) and (e1), respectively, across the sections in each motorway, i.e., the Cologne
orbital motorway A1 (sections 1–11), A4 (sections 12–25) and A3 (sections 26–35), results in (b2) and
(e2). For each time step, averaging A˜ with Si, i = 11, · · · , 34 in (c1) and (f1), respectively, across the
sections in each motorway results in (c2) and (f2). The motorways A1, A4 and A3 are separated by black
lines. The subplots (a-c) are for flows and (d-f) are for velocities.
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(2) Choose k initial centroids at random for all observations.
(3) Compute the distances between each observation and each centroid.
(4) Assign each observation to the cluster of its closest centroid and re-label all observations
with the indices of clusters.
(5) Compute the average of all observations in each cluster to find k new cluster centroids.
(6) Repeat steps (3)–(5) until the labels of all observations do not change or iterations reach the
preset maximal number.
To find quasi-stationary states with correlation matrices of position series in traffic sys-
tems, different from the states with correlation matrices of time series for financial markets [26,
28, 29, 36–38], we need to cluster the reduced-rank correlation matrices of a whole year. The
reduced-rank correlation matrix for day i is D˜(i) with elements D˜tktl(i) for two times tk and tl.
Furthermore, we define a similarity measure to quantify the difference between the correlation
structures of two days,
ηij =
〈|D˜tktl(i)− D˜tktl(j)|〉tktl , (28)
where | · · · | is the absolute value and 〈· · · 〉tktl stands for the average over all matrix elements.
All similarity measures enter in a N ×N similarity matrix η, where N is the number of reduced-
rank correlation matrices. To proceed with the clustering, we may interpret the rows of η as
observations, i.e., the reduced-rank correlation matrices, and the columns as variables, i.e., the
measured similarity between two correlation structures. The distance between two observations
is defined as a squared Euclidean distance
dij =
N∑
n=1
(ηin − ηjn)2 , (29)
where N = 362. If two matrices have common similarities with other matrices, the two matrices
very probably have similar structures as well as a short distance between them. With the squared
Euclidean distance matrix, the k-means clustering can be carried out.
To determine the optimal number of clusters k, we employ the following method proposed
by Ref. [50]. For each given k = 1, · · · , 20, the k-mean clustering is run for 500 times separately
with 500 initial assignments of centroids at random. Each initial assignment of centroids is
a k × N matrix of centroid starting locations. Each row of the matrix corresponds to one
of k initial cluster centroid positions. At each run, the squared Euclidean distance between
points and the centroid of the cluster that the points belong to can be calculated. The squared
Euclidean distances for all clusters are averaged, resulting in an intra-cluster distance. An
average of intra-cluster distances for 500 runs and their standard deviation can be worked out.
For distinct clusters, the different initial assignments of centroids will yield similar results, which
lead to a small standard deviation of intra-cluster distances. On the contrary, for close clusters
or clusters with overlapping in position, the different initial assignments of centroids largely
affect the finial results that give rise to a large standard deviation. Therefore, a small standard
deviation suggests distinct clusters with the optimal number of clusters. We restrict the number
of clusters to 3 ≤ k ≤ 20. In this range, a small standard deviation can be found at k = 6 from
the error bars around the average of intra-cluster distances in Fig. 6 (a).
In 2015, there are 362 available reduced-rank correlation matrices, i.e., 362 observations,
which are classified into six clusters with k-means algorithm, where the sixth cluster contains
the observations with missing data for the corresponding day. To evaluate the performance of
clustering, we test the results with silhouette values, which measure how close an observation
is to the observations in its own cluster while far from the observations in other clusters [51].
The value ranges from -1 to +1, where a high and positive value indicates an observation is well
classified into its own cluster rather than neighbouring clusters. From Fig. 6 (b), we find that
most of the observations are classified appropriately into their own clusters, especially for the
observations in the first, third, fourth and sixth clusters. An average of silhouette values reaches
0.483 that implies a good performance of clustering in general.
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Figure 6: (a) The intra-cluster distance, i.e., averaged squared Euclidean distance of intra-clusters,
versus the number of clusters k, where the error bar represents the standard deviation of intra-cluster
distances resulting from 500 runs of clustering with 500 randomly given initial centroids. For k ≥ 3 the
minimal error bar presents at k = 6. (b) Silhouette values for five clusters, where the averaged silhouette
value is 0.483.
4.2 Features of states identified by clustering
Since each cluster composed of many similar reduced-rank correlation matrices hints a universal
traffic condition, we refer to each cluster as quasi-stationary state for the investigated traffic
system. The time evolution of states is shown in Fig. 7 (a), which is compared with the regional
holidays and events. Hence we get a rough outline that (1) the most public holidays in North
Rhine-Westphalia (NRW), the state that Cologne belongs to, and the most events in Cologne
occur either in state 1 or state 2; (2) during school holidays state 3 emerges infrequently; (3) state
1 is constant across the whole year while states 3 and 4 are present frequently on the first and the
second half year, respectively. The above points (1) and (2) lead us to take a close look at how
the states are related to the type of days. Figure 7 (c)–(g) display the probability distribution
for every weekday on which a given state occurs. States 1 and 2 have a high probability to
emerge on Saturday and Sunday, while states 3, 4 and 5 only emerge on workdays, where state
5 is more likely to show on Friday. These probability distributions well explain why states 1 and
2 are close and states 3 and 4 are close in the hierarchical tree in Fig. 7 (b). Since the sixth
cluster contains the observations with missing data almost across a half or a whole day, we focus
our attention on the first five states in the following.
To obtain an averaged reduced-rank correlation matrix for a certain state, we average all
reduced-rank correlation matrices belonging to this state. The average extracts the essential and
universal features of correlation structures while ruling out the uncommon features caused by
occasional events in each day. The averaged reduced-rank correlation matrices for five states are
shown in Fig. 8, where w is used to quantify the proportion of holidays (including weekends and
public holidays in NRW) to total days in each state. In each correlation structure, we mainly
focus on the diagonal blocks with strongly positive correlations during intraday time between
6:00 and 19:00, as these diagonal blocks reveal strongly correlated groups of time.
State 1 composed of 97% holidays reflects a typical correlation pattern for holidays, named
holiday state, where diagonal blocks with sharp boundaries during intraday time are absent
in its correlation structure. In contrast, the diagonal blocks are distinct in the correlation
structures of states 3, 4 and 5 that only contain workdays, named workday states. The diagonal
blocks with strongly positive correlations across sequential points in time imply that a free (or
congested) flow is more likely to be followed by another free (or congested) flow. During rush
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Figure 7: (a) Time evolution of the traffic quasi-stationary states shown in black dots, where the days
with the missing data are classified as state 6. The colour lines indicate the states emerging on holidays
or the days with big events. (b) The corresponding hierarchical tree of six states resulting from the
agglomerative hierarchical clustering with the metric of squared Euclidean distance, where the missing
values of state 6 are set to zeros. (c–g) The probability distribution for every weekday on which a given
state occurs.
hours, it has a higher probability to find a congested flow instead of a free flow. Therefore,
the diagonal block around rush hours hint a persistent congested flow. Differently, outside rush
hours, the congestion case is released and a free flow is very likely to be found, so that the
diagonal block around non-rush hours imply a persistent free flow. For both cases, the larger
the block, the longer the congested or free flow persists. For state 3, the diagonal blocks in
correlation structures are remarkable both during rush and non-rush hours. From state 4 to
state 5, the blocks during afternoon rush hours and during non-rush hours between 10:00 and
15:00 become smaller and smaller. Meanwhile the correlations become weaker and weaker. The
difference between state 3 and state 4 or 5 owes to Friday, which dominates in state 5 as shown
in Fig. 7 (e)–(g). As Friday bridges the other four workdays with weekends, people rush to
work in the morning but may get off work at a time different from the one of the first four days
due to the coming weekend. This may explain the feature of the strongly positive correlations
during morning rush hours but comparatively weak correlations in the following intraday time.
State 2, comprised of 71% holidays and 29% workdays, shows a mixed feature that combines the
correlation structures of holiday states with diagonal blocks found in the correlation structures
of workday states. Thus, it is named mixed state.
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Figure 8: The averaged reduced-rank correlation matrices of flows for five states, where w is the
proportion of holidays (including weekends and public holidays in NRW) to total days in each cluster,
and 〈D˜tktl〉 is the average of all elements in each matrix.
4.3 Introduction of clustering methods
Despite more than 100 clustering methods, of which most have limited applications, there are
four commonly used clustering types [52,53], hierarchical clustering [46,47], centroid-based clus-
tering [44], distribution-based clustering [48] and density-based clustering [49]. The hierarchical
clustering is further categorized into agglomerative (bottom-up) clustering and divisive (top-
down) clustering. The agglomerative clustering means that single clusters recursively merge
into most similar clusters, and the divisive clustering indicates that a single cluster containing
all data points recursively splits into most appropriate clusters. The hierarchical clustering does
not require a priori information about the number of clusters, but conversely it is difficult to
control and correctly identify the count of clustering, especially for the data without hierarchies.
The complexity of this algorithm as well as low efficiency in iterative computations also reduces
its popularity to some extent. The centroid-based clustering, e.g., k-means clustering [45], is a
method often used to classify objects into their nearest centroids, where the number of centroids
k is preset and the initial k centroids are selected randomly. Despite the disadvantage that the
number of clusters is required, this type of clustering algorithm has relatively low complexity
and high computing efficiency. The distribution-based clustering, e.g., Gaussian mixture model
(GMM) clustering [54], assumes data following certain distributions. Thus, the data with the
same distribution belongs to the same cluster. It gives the probability that a data point belongs
to a distribution or a cluster, but it may cluster incorrectly if it suffers from overfitting due to
many parameters or if the type of distribution of the given data is unknown. The density-based
clustering, e.g., density-based spatial clustering of applications with noise (DBSCAN) [55], or-
dering points to identify the clustering structure (OPTICS) [56] and Mean-shift [57], identifies
the region with high-point density as the same cluster [49]. In contrast, the data points in the
low-density regions separated from the high-density region are considered as noise and outliers.
This type of clustering can be arbitrarily shaped in the data space and has a high efficiency in
clustering. However, it has difficulties in clustering data of varying density and high dimensions
and fails to assign the outliers to clusters.
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5 Projections of quasi-stationary states
To understand the five quasi-stationary states in a deeper fashion, we map them on other related
matrices by the following way. For each day, we work out a reduced-rank correlation matrix of
flows, a reduced-rank correlation matrix of velocities and a matrix of traffic states introduced
in Sec. 5.2. Based on the clustering described in Sec. 4, we assign a state to each reduced-
rank correlation matrix of flows. That means we assign each day a state. The reduced-rank
correlation matrix of velocities and the matrix of traffic states share the same state with the
corresponding day. We then average over all reduced-rank correlation matrices of velocities (all
matrices of traffic states) with the same state to obtain an averaged reduced-rank correlation
matrix (matrix of traffic states ) for a given state. In this way, we map five quasi-stationary
states on velocity correlation matrices in Sec. 5.1 and on traffic states both in time and space
in Sec. 5.2.
5.1 Mapping five states on velocity correlation matrices
To dissect the five states further, we map them onto the averaged reduced-rank correlation
matrices for velocities. The diagonal block from 19:00 to 10:00 (state 1) or 9:00 (state 2) of next
day reveals strongly positive correlations between high velocities, as the flow is low during this
time period of holidays. In contrast, during lunch time of holidays, with the increase of flows, the
velocities decrease. The diagonal block shown in this time period very probably implies strongly
positive correlations between low velocities. Since state 2 contains a small part of workdays,
small diagonal blocks with a width of 2 hours can be found as well. For workday states, the
diagonal block during rush hours indicates strongly positive correlations of low velocities while
during non-rush hours indicates strongly positive correlations of high velocities. The larger the
block, the higher (or lower) velocity remains and the free (or congested) case persists. During
intraday time, the diagonal blocks are significant in state 3 but become more and more blurred
and even disappear from state 4 to state 5.
5.2 Mapping five states on traffic states
To understand the reason why the five states, in particular the three workday states, behave
differently, we map the five quasi-stationary states into time-dependent traffic states [58]. As
different sections are impossible to have exactly the same traffic conditions or environmental
factors, for instance, speed limitations, we use the critical velocity of each section to distinguish
congested flow from free flow. Here the critical velocity is defined as the ratio of the maximal
measured flow within one year to the corresponding density [13]
v
(0)
i (t) =
q
(free)
i,max(t)
ρ
(free)
i,max(t)
, (30)
where t is a time step with the interval of 15 minutes. A traffic state with the velocity above
(below) the corresponding critical velocity is defined as a free (congested) state. Thus, for a
free (congested) state, the difference between a velocity and its corresponding critical velocity,
i.e., ∆vi(t) = vi(t)− v(0)i (t), is a positive (negative) value. The magnitude of |∆vi(t)| indicates
the degree of the free or congested state. For each day, we have a matrix of ∆vi(t) where the
rows and columns indicate 35 sections and 96 time steps, respectively. Averaging over all these
matrices for each quasi-stationary state eliminates the disturbance caused by occasional events
and leads to traffic states shown in Fig. 10, which is analyzed as follows.
Due to a damage induced speed limitation on Rhine bridge in Leverkusen [59], section 2
(leading to the bridge) is heavily congested for all states. Except for this section, we barely
find any congestion for sections on motorway A1 and A4. The velocities for the two traffic
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Figure 9: The reduced-rank correlation matrices of velocities for five states that are identified with the
reduced-rank correlation matrices of flows, where w is the proportion of holidays (including weekends
and public holidays in NRW) to total days in each cluster, and 〈D˜tktl〉 is the average of all elements in
each matrix.
states decrease on motorway A3 and fall around the critical velocities between 10:00 and 19:00.
During this time period, there is basically little congestion for state 1 but it can be seen at
several sections of A3 within state 2. In contrast to the sections on A1 and A4, some sections on
A3 are less capable of resolving congestion because of the typical traffic behaviors on workdays
mixed in state 2. For three workday states, a decrease in velocities is visible during morning and
afternoon rush hours. The decrease does not lead to heavy congestion for sections on A1 and
A4 but affects the sections on A3 strongly. On the motorway A3, the congestion in morning and
afternoon rush hours is separated by free flows between them in state 3. However, the congestion
from morning rush hours is not resolved until the end of afternoon rush hours for several sections
in states 4 and 5. Usually between morning and afternoon rush hours, the free flows produce
strongly positive correlations in time, resulting in diagonal blocks shown in Figs. 8 (c) and 9 (c).
When congestion occurs during this time period, the correlations of free flows are diminished.
That is the reason why the diagonal blocks in the correlation structures of flows or velocities
become blurred gradually in Figs. 8 (d, e) and 9 (d, e). Furthermore, from states 3 to state 5, the
time period that afternoon rush hours remain grows to be wide gradually. It means the vehicle
flows that concentrate on a small time period with a strong speed dependence on neighbouring
vehicles are spread to a large time period with comparatively weak speed dependence between
vehicles. As a result, diagonal blocks with strongly positive correlations are weakened when the
time period of afternoon rush hours extends.
6 Conclusions
Identifying states with correlation structures for a traffic system is of importance to understand
traffic features both in space and time. For this sake, we worked out the correlation matrix of
traffic flows. This was done by studying covariance and correlation matrices of the position series
in contrast to the usual ones involving the time series. Hence, the covariance and correlation
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Figure 10: (a-e) The traffic states shown in 35 × 96 data matrices of ∆vi(t) for five states that are
identified with the reduced-rank correlation matrices of flows. (f-j) At each time step of each state,
averaging ∆vi(t) over all sections in each motorway A1, A3 or A4 results in an average traffic state of
the corresponding motorway, where A1, A4 and A3 are separated by black lines. Blue indicates a free
traffic state while red indicates a congested traffic state. White means that the vehicle speed is close to
the critical velocity of each section that distinguishes free and congested flows.
matrices worked out here give information on the various non-Markovian features of traffic. To
figure out the essential information hidden in the correlation matrix, a spectrum filtering was
carried out, resulting in a reduced-rank correlation matrix with specific eigenvalues, where the
largest eigenvalue reveals collective information of time, the other large eigenvalues reveal group
information of time, shown as diagonal blocks in a correlation matrix, and the small eigenvalues
contain noise information.
Since the reduced-rank correlation matrix with the large eigenvalues subsequent to the largest
one exhibits a distinct structural feature depending on time, we considered it as an observation
for clustering with the k-means method. For 2015, we classified the 362 available reduced-
rank correlation matrices into six clusters, where the 6th cluster is for the matrices with a
lot of missing data. The other five clusters named quasi-stationary states present three types,
the holiday state (state 1), the workday states (states 3–5) and a mixed state of holidays and
workdays (state 2). The workday states display diagonal blocks in correlation structures that
indicate strongly correlated groups of time, e.g., the correlations of congested flows during rush
hours and the correlations of free flows during non-rush hours. From state 3 to state 5, the
diagonal blocks become more and more blurred after morning rush hours. Due to the inclusion
of workdays, state 2 also displays the strongly correlated groups between the two rush hours.
For state 1, the strongly correlated group is not so obvious during intraday time.
We projected the five states on reduced-rank correlation matrices for velocities. Regardless
of the small difference, the correlation structures for velocities exhibit similar features to those
for flows in general. We further reflected the five states on traffic states where a free or congested
state is revealed in both space and time. The change of congested states after morning rush
hours on the motorway A3 explains the gradually blurred diagonal blocks from state 3 to state
5. The mapping from quasi-stationary states on free or congested traffic states helps to identify
traffic jams and environmental factors, e.g. construction sites. With a series of historical quasi-
stationary states, a predication for future states, either future quasi-stationary states or future
traffic states, is possible using the methods such as machine learning. In this sense, some
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management measures based on a precursor in traffic states could be made in advance to improve
efficiency in traffic.
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