Abstract. We introduce examples of hyperpolar actions on noncompact symmetric spaces that induce a regular foliation. We study some properties of these actions. Finally, we show that any hyperpolar action on a noncompact symmetric space that induces a regular foliation is one of these examples.
Introduction
Let M be a connected complete Riemannian manifold and G its isometry group. A regular foliation F on M is homogeneous if there exists a connected subgroup H of G such that the leaves of F coincide with the orbits of the H-action on M. A section of a foliation F on M is a connected complete embedded submanifold Γ of M such that Γ meets every leaf of F and T x F x and T x Γ are orthogonal, where F x is the leaf of F containing x. A foliation F on M is polar if for each x ∈ M there exists a totally geodesic section Γ containing x, and it is hyperpolar if for each x ∈ M there exists a totally geodesic flat section Γ containing x. Every hyperpolar foliation is polar, and for codimension one foliations the converse holds since every one-dimensional submanifold is flat.
Every hyperpolar (or equivalently, polar) homogeneous foliation on the Euclidean space E n is isometrically congruent to the foliation F = {F x = x + E k | x ∈ E n } for some integer k ∈ {1, . . . , n − 1}. In this paper we consider the classification problem of hyperpolar homogeneous foliations on Riemannian symmetric spaces of noncompact type.
Let M be a Riemannian symmetric space of noncompact type and G its isometry group. The Lie algebra g of G is a semisimple real Lie algebra. Let k be the Lie algebra of K, g = k ⊕ p be a Cartan decomposition of g, a be a maximal abelian subspace of p, and g 0 ⊕ λ∈Σ g λ be the corresponding restricted root space decomposition of g. The set Σ denotes the set of restricted roots. We choose a subset Λ ⊂ Σ of simple roots and denote by Σ + the resulting set of positive restricted roots in Σ. Then n = λ∈Σ + g λ is a nilpotent subalgebra of g and g = k ⊕ a ⊕ n is an Iwasawa decomposition of g. The Lie algebra a ⊕ n is solvable, and the connected subgroup AN of G with Lie algebra a ⊕ n is solvable and acts simply transitively on the symmetric space M. Here, A is the connected subgroup of G with Lie algebra a and N is the connected subgroup of G with Lie algebra n. Let o be the fixed point of the K-action on M. The orbit A · o of A through o is an r-dimensional
Euclidean space E r with dimension r = rank M and embedded in M as a totally geodesic submanifold. The homogeneous foliation F on M induced by N is the horocycle foliation and an example of a hyperpolar foliation; the section Γ at the point an ∈ AN = M is given by left translation of A · o ⊂ AN by an. The codimension of the horocycle foliation on M is equal to r. Since the dimension of every flat totally geodesic submanifold of M is less than or equal to r = rank M, it is clear that the codimension of a hyperpolar foliation on M must be less than or equal to r = rank M. Thus the horocycle foliation provides an example of a hyperpolar foliation on M with maximal possible codimension.
For each subset Φ of Λ we put a Φ = ∩ α∈Φ ker α and denote by a Φ = a⊖a Φ the orthogonal complement of a Φ in a. The dimension of a Φ is equal to the cardinality |Φ| of the set Φ. The first main result is the construction of a class of hyperpolar homogeneous foliations. The second main result says that each hyperpolar homogeneous foliation on M is isometrically congruent to one of the foliations defined above. A remarkable consequence of this result is that all homogeneous hyperpolar foliations on Riemannian symmetric spaces of noncompact type can be constructed from rather elementary algebraic data.
The horocycle foliation on M corresponds to the hyperpolar tuple (∅, {0 a }), where 0 a is the zero vector in a. The codimension of the foliation is equal to the rank of M if and only if b = a Φ .
Corollary 1.5. Let M be a Riemannian symmetric space of noncompact type. Then every homogeneous hyperpolar foliation on M with codimension equal to the rank of M belongs to F Φ,a Φ for some hyperpolar tuple (Φ, a Φ ).
In particular, if the rank of M is equal to one, there are exactly two equivalence classes of homogeneous codimension one foliations on M, corresponding to the two possible choices Φ ∈ {∅, Λ}.
We say that two hyperpolar tuples (Φ, b) and (Φ ′ , b ′ ) are equivalent if the foliations in F Φ,b and F Φ ′ ,b ′ are isometrically congruent. In order to complete the classification of homogeneous hyperpolar foliations we need to solve the following problem: Problem 1.6. Determine the equivalence classes of hyperpolar tuples on M.
For codimension one foliations this problem was solved by the first and third author in [2] .
We cannot expect that a hyperpolar foliation with codimension one is homogeneous. Consider for example the homogeneous hyperpolar foliation F of codimension one on the real hyperbolic space RH n for which one leaf is a totally geodesic real hyperbolic hyperplane RH n−1 . The other leaves of F are the equidistant hypersurfaces to RH n−1 . Assume that the sectional curvature of RH n is normalized to −1. Then any nontrivial smooth deformation of RH n−1 to a hypersurface Q in RH n−1 with principal curvatures between −1 and +1 leads to an inhomogeneous hyperpolar foliation F Q on RH n (unless RH n−1 is deformed to a horosphere). The leaves of F Q are given by Q and its equidistant hypersurfaces in RH n . In a similar way one can produce inhomogeneous hyperpolar foliations on any other Riemannian symmetric space of noncompact type. However, we conjecture that for higher rank there is less flexibility.
Conjecture 1.7. Every hyperpolar foliation with codimension greater than one on a Riemannian symmetric space of noncompact type is homogeneous.
We now describe the contents of this paper. In Section 2 we introduce the basic notions and notations that we will use throughout the paper. We also prove some basic results on hyperpolar homogeneous foliations. In Section 3 we introduce the examples of hyperpolar homogeneous foliations that we will study in this paper. In particular, we prove Theorem 1.2. We also study some properties of this examples and calculate the shape operator of the orbits. Section 4 is the core of this paper. There we prove that any hyperpolar homogeneous foliation on a noncompact symmetric space is orbit equivalent to one of the examples in Section 3, thus settling Theorem 1.4, the main result of this paper.
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Preliminaries
Let M be a connected complete Riemannian manifold and G a closed subgroup of the isometry group of M. A complete, embedded and closed submanifold N of M is called a section if N intersects each orbit of G and is perpendicular to orbits at intersection points. If G has a section in M, then the action of G is called polar. Every section of a polar action is totally geodesic. Moreover, the action of G is said to be hyperpolar if the section N is also flat.
Let us consider the map φ : G → M given by φ(g) = g(o). Its differential at e, φ * : g → T o M, is a homomorphism of vector spaces whose kernel is k. Hence, we may identify p with T o M. We normalize the Riemannian metric on M so that it coincides with · , · by means of the isomorphism φ * . With this identification, geodesics and parallel translation have a nice description. Let X ∈ p; then the geodesic γ with initial conditions γ(0) = o andγ(0) = X is given by γ(t) = Exp(tX)(o). Moreover, if Y ∈ p then, the parallel translation of Y along γ is given by Exp(tX) * (φ * Y ).
From now on, fix a maximal abelian subspace a ⊂ p. Let a * denote the dual space of a. For each λ ∈ a * we define g λ = {X ∈ g : ad(H)X = λ(H)X, for all H ∈ a}. We say that λ ∈ a * , λ = 0, is a restricted root if g λ = 0 and we denote by Σ the set of all restricted roots. Since a is abelian, ad(a) is a commuting family of symmetric linear transformations of g. This implies that the subset Σ ⊂ a * of all restricted roots is nonempty, finite and g = g 0 ⊕ (⊕ λ∈Σ g λ ) is an orthogonal direct sum called the restricted root space decomposition determined by a. Here, g 0 = Z k (a) ⊕ a, where Z k (a) is the centralizer of a in k. For each λ ∈ a * let H λ ∈ a denote the dual vector in a with respect to the Killing form, that is, λ(H) = H λ , H for all H ∈ a. This also defines an inner product on a * by setting λ, µ = H λ , H µ for all λ, µ ∈ a * . Introduce an ordering in Σ and denote by Σ + the resulting set of positive roots. Let us denote by Λ = {α 1 , . . . , α r } the set of simple roots of Σ + . By {H 1 , . . . , H r } we denote the dual basis of {α 1 , . . . , α r }, that is,
, where δ is the Kronecker delta. Then, each root λ ∈ Σ can be written as λ = r i=1 c i α i where all the c i are integers, and they are all nonpositive or nonnegative depending on whether the root is negative or positive. The sum r i=1 c i is called the level of the root. We define n = ⊕ λ∈Σ + g λ . Then n is a nilpotent subalgebra of g. Moreover, a ⊕ n is a solvable subalgebra of g with [a ⊕ n, a ⊕ n] = n. We can write g as the direct sum of vector subspaces g = k ⊕ a ⊕ n, the so-called Iwasawa decomposition of g. Let A, N and AN be the connected subgroups of G determined by a, n and a ⊕ n. All these subgroups are simply connected. The group G is diffeomorphic to the product K ×A×N. Moreover, AN acts simply transitively on M. Hence, M is isometric to the connected, simply connected solvable Lie group AN equipped with the left invariant Riemannian metric that is induced from the inner product · , · . As a consequence, if X, Y, Z ∈ a ⊕ n are considered as left invariant vector fields, and ∇ denotes the Levi-Civita connection, the Koszul formula gives
We briefly discuss a few basic results about graded Lie algebras. We follow [8] . A graded Lie algebra is an algebra g endowed with a vector space gradation
In this paper g is a semisimple real Lie algebra and the gradation is preserved by the Cartan involution. An element Z ∈ h 0 is said to be characteristic if
This means that g is essentially generated by brackets of elements in h
1 . An example of this situation is given by the natural gradation of g determined by the element Z = H 1 + · · · + H r . This element gives the gradation g = ⊕ m l=−m g l , where g 0 = g 0 and g l is the direct sum of root spaces associated with roots of level l. Here, m denotes the highest possible level, for which there is a unique root. This gradation is obviously preserved by the Cartan involution because θg λ = g −λ and for any simple root α ∈ Λ we have α(Z) = 1. Therefore, g 1 generates the Lie algebra g. We also write n l = g l for positive l, so n is generated by brackets of elements of n 1 . Finally, by p l we denote the orthogonal projection of n l onto p. Since the closed subgroup AN above acts simply transitively on M, it is clear that any subgroup S ⊂ AN induces a regular foliation on M all whose orbits are principal, because the isotropy group of S at any point is trivial. Our model examples below will come from subgroups of AN acting hyperpolarly. Now, we prove in detail the result that is the starting point of our work. See also [11] . 
. As we described above, each p ∈ M determines a Cartan decomposition g = k p + p p . During the course of this proof, we make the dependance on p explicit. We know that the restriction φ p * : p p → T p M is a vector space isomorphism. If we denote by π the orthogonal projection onto p o we have for each 
where s pp denotes the orthogonal projection of s into p p , and 
, with α and β two simple roots of the same length which are not connected in the Dynkin diagram, and X α ∈ g α , X β ∈ g β unit vectors. In order to prove that this is indeed a subalgebra, by the properties of root systems it suffices to show that [H,
Now we have that s
A simple calculation using α, α = β, β and α, β = 0 shows
In particular this implies that s ⊥ p cannot be abelian. Now, using α, α = β, β and α, β = 0 we get
and also using [X α , X β ] = 0 (because α and β are not connected in the Dynkin diagram) we obtain
. All in all this means that s ⊥ p is a Lie triple system, which is not an abelian subalgebra. However, s cannot give rise to a polar action because s is not perpendicular to [s
We will use a straightforward consequence of the previous theorem: Corollary 2.5. Assume that the action of the group S on M induces a foliation.Then S acts hyperpolarly on M if and only if s ⊥ p = {ξ ∈ p : ξ, Y = 0, for all Y ∈ s} is abelian. Example 2.6. The hypothesis that all the orbits of S are principal is necessary. In sl(2, C) consider the usual Cartan decomposition sl(2, C) = su(2) ⊕ p, where p denotes the vector space of Hermitian matrices. Let a be the set of diagonal matrices of sl(2, C) with real coefficients and t the set of diagonal matrices of sl(2, C) with pure imaginary coefficients. Also, denote by n the set of strictly upper triangular matrices of sl(2, C). Then, su (2)⊕a⊕n is an Iwasawa decomposition of sl(2, C) and t⊕a is a Cartan subalgebra of sl(2, C). Consider the vectors
Let s the Lie subalgebra of t ⊕ a ⊕ n spanned by A and X. Then s ⊥ p = Rξ, which is abelian because it is 1-dimensional. The corresponding connected subgroup S of G whose Lie algebra is s acts hyperpolarly on the real hyperbolic plane RH 2 = SL(2, C)/SU(2) but does not give rise to a hyperpolar foliation. To see this let g = Exp(E). Then Ad(g)s = t ⊕ a. The corresponding connected subgroup of SL(2, C) acts with cohomogeneity one on RH 2 . This action has one singular orbit, a totally geodesic RH 1 ⊂ RH 2 , and all the other orbits are tubes around it. Obviously, the action of S is isometrically congruent to this one.
Remark 2.7. Not every polar foliation in a noncompact symmetric space is hyperpolar [15] . Let Φ ⊂ Λ be a subset of simple roots and Σ Φ the corresponding root subsystem generated by Φ. We consider the subalgebra of a ⊕ n defined by
This algebra is the solvable part of some parabolic subalgebra. Then s
Hence, the connected, simply connected Lie group S whose Lie algebra is s gives a polar foliation on M that is not hyperpolar.
Every cohomogeneity one action is hyperpolar as a consequence of Lemma 2.1. If M is of the compact type, the complete classification of hyperpolar actions was obtained in [10] . If M is of the noncompact type, the classification problem is much more involved. The initial interest when studying polar and hyperpolar actions was focused on compact groups of isometries, like for example in [6] . In noncompact symmetric spaces, hyperpolar actions of compact groups are not very appealing as the next proposition shows: Proposition 2.8. Let H be a compact connected group acting hyperpolarly on a noncompact symmetric space M = G/K. Then, the action of H is orbit equivalent to the action of K.
Proof. First of all, the action of K on M is hyperpolar and any maximal flat through o is a section. Since M is a Hadamard manifold, Cartan's fixed point theorem ensures that H has a fixed point. By homogeneity, we can assume that this point is o. Since K is the isotropy group at o, we have H ⊂ K. This implies that each orbit of H is contained in some orbit of K. Since the dimension of a flat totally geodesic submanifold of M cannot exceed the rank of M, the principal orbits of both actions are equal as they have the same dimension and are complete and connected. This implies that the actions of H and K are orbit equivalent (see for example [1] , p. 41).
In this paper, we are somehow interested in the opposite situation, namely, a hyperpolar action that induces a regular foliation on a noncompact symmetric space. We refer to these as hyperpolar homogeneous foliations. In this case, all the orbits of the action are principal as the following lemma shows.
Lemma 2.9. Let G be a group acting isometrically on a manifold M in such a way that the orbits of G induce a regular foliation. Then, all the orbits of G are principal.
Proof. Assume on the contrary that the orbit through o is not principal. Let G o be the isotropy group at o and σ o :
is not principal, the slice representation is nontrivial, so there exist ξ ∈ ν o (G · o) and g ∈ G o such that g * ξ = ξ. For any t ∈ R, exp o (tξ) and g(exp o (tξ)) = exp o (tg * ξ) lie in the same orbit, which contradicts the fact that the foliation is regular.
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Cohomogeneity one actions giving rise to a foliation in a noncompact symmetric space M were studied and classified in [2] . Further study of cohomogeneity one actions was carried out in a series of papers [3] , [4] . Little is known about hyperpolar actions that do not arise from the classification in [10] by duality. We produce in what follows new examples of hyperpolar actions on noncompact symmetric spaces. These examples use Corollary 2.5 and hence induce foliations on M. They cannot arise from the classification in [10] by duality.
Examples of hyperpolar foliations
As an initial motivation of our work we start with hyperpolar foliations on Euclidean spaces. The obvious example here is a family of parallel affine spaces of the same dimension. Up to orbit equivalence, these examples exhaust all the possibilities. Proof. Since the action of G is isometric and gives a foliation on R n it suffices to prove that each orbit of G is totally geodesic. On the contrary, assume that the orbit of G through o is not totally geodesic. Then, there exist a nonzero vector v ∈ T o (G · o) and a unit vector ξ ∈ ν o (G · o) such that A ξ v = cv with c = 0, where A ξ denotes the shape operator of G · o with respect to ξ. Since the orbit through o is principal, ξ induces an equivariant normal vector field on G · o which we also denote by ξ. This vector field satisfies
Consider the point p = exp o (
Hence we can define the map F :
. Since the action of G is polar, the equivariant vector filed is parallel with respect to the normal connection and thus,
A ξ v = 0, which contradicts the fact that G gives a foliation. Now we turn our attention to symmetric spaces of the noncompact type. As usual, let us denote by Σ + a set of positive roots with respect to the given Cartan decomposition g = k ⊕ p, the maximal abelian subspace a ⊂ p and the order in a.
Proof. For α ∈ Φ we consider the Lie triple system p {α} = RH α ⊕ g α ⊕ g 2α . This defines a θ-invariant subalgebra g {α} = [p {α} , p {α} ] ⊕ p {α} . Denote by K 0 {α} the connected subgroup whose Lie algebra is g {α} ∩ k. It is known that K 0 {α} acts transitively on the unit sphere of g α , so there exists
We define φ = α∈Φ φ α . We show that φ ∈ Z K (a) is the element we are looking for. Let α, β ∈ Φ with α = β. Since α and β are not connected in the Dynkin diagram it is obvious that [p {α} , p {β} ] = 0 and thus [g {α} , g {β} ] = 0. Hence Ad(φ α )|g β = 1 g β , the identity of g β . This together with the fact Ad(φ α )|g λ = g λ for all λ ∈ Σ implies the result.
Let Φ ⊂ Λ be a subset of orthogonal simple roots, that is, a subset of simple roots which are not connected in the Dynkin diagram. We will also denote by 2Φ the set of roots of the form 2α with α ∈ Φ (the cardinal of this set is at most the number of irreducible components of M). For each α ∈ Φ take a real line ℓ α ⊂ g α and let a ′ be a linear subspace of a with ⊕ α∈Φ RH α ⊂ a ′ . Then, we define
Often we will assume that ℓ α = RE α for some nonzero E α ∈ g α . We have:
s is a subalgebra and s
Proof. The fact that s is a subalgebra follows from the elementary properties of root systems. It is easy to see that
We now check that s
because α + β is not a root (since α and β are not connected in the Dynkin diagram) and [E α , θE β ] ∈ g α−β = 0 as α − β is not a root (because both α and β are simple).
Remark 3.4. Combining Corollary 2.5, Lemma 3.3 and Lemma 3.6 we obtain Theorem 1.2. Lemma 3.2 shows that the different choices of unit vectors E α ∈ g α give rise to isometrically congruent hyperpolar foliations. Moreover, the previous examples can be modified in such a way that we still produce hyperpolar actions. Later we show that these hyperpolar actions are isometrically congruent to our model. Take numbers a α ∈ R for each α ∈ Φ and consider
If a α = 0 for all α ∈ Φ we obviously getŝ = s.
Lemma 3.5.ŝ is a subalgebra andŝ
Clearly, X α ∈ a ⊕ n for all α ∈ Φ. Now let β ∈ Φ. We have
where δ αβ denotes here the Kronecker delta of α and β. If α = β the above expression is clearly zero whereas if α = β then δ αβ = 0 and α, β = 0 because the roots α and β are not connected in the Dynkin diagram. Altogether this proves that X α ∈ŝ for all α ∈ Φ. If α, β ∈ Φ and α = β we easily get
We have that β(H α ) = α(H β ) = α, β = 0 because α and β are not connected in the Dynkin diagram. For the same reason, α + β cannot be a root so [E α , E β ] = 0. This proves that [X α , X β ] = 0. Sinceŝ can be written aŝ
the elementary properties of root systems show thatŝ is a subalgebra of a ⊕ n. By direct inspection we see that
To prove that this linear subspace of p is abelian it suffices to prove that Proof. We define ξ α = a α H α + E α for α ∈ Φ. Then, the subalgebraŝ can equivalently be written asŝ = (a ′ ⊕ n) ⊖ (⊕ α∈Φ Rξ α ). Let g α = Exp(−a α E α ) and g = α∈Φ g α . Since α and β are not connected in the Dynking diagram, we have [E α , E β ] = 0, so g = Exp(− α∈Φ a α E α ). Our aim is to prove that Ad(g)ŝ = s.
We introduce the following notation:
First we prove that Ad(g α )ŝ α = s α for each α ∈ Φ. Note that, since −a α E α ∈ a ⊕ n, it follows that Ad(g α )(a ⊕ n) = a ⊕ n. Now let X ∈ŝ α . Since E α is a unit vector and X ∈ a ⊕ n, we have
Altogether this proves that Ad(g α )ŝ α = s α . Now let α, β ∈ Φ with α = β. We prove that Ad(g α )ŝ β =ŝ β . Since α and β are simple roots, β − mα is not a root for m ≥ 1. Hence,
If H ∈ a we also get
Now, let X ∈ŝ β . Using the previous equations we obtain
Altogether this proves Ad(g α )ŝ β =ŝ β . A similar argument shows also that Ad(g α )s β = s β . But now, sinceŝ = ∩ α∈Φŝα and s = ∩ α∈Φ s α , using the previous two equalities and a simple induction argument, one gets Ad(g)ŝ = ( α∈Φ Ad(g α ))ŝ = s. In what follows we study the extrinsic geometry of the orbitŜ·o, whereŜ is the connected subgroup of G whose Lie algebra isŝ. To fix notation we writê
where Φ ⊂ Λ is a subset of simple roots which are not connected in the Dynkin diagram, a ′ is a linear subspace of a such that ⊕ α∈Φ RH α ⊂ a ′ and ξ α = a α H α + E α for certain a α ∈ R. Note that, as we saw in the proof of Lemma 3.5, we may writê
where
We also denote 2Φ the set of roots of the form 2α with α ∈ Φ. In order to calculate the shape operator ofŜ · o we identify M with AN as usual. Let X, Y ∈ŝ and ξ ∈ (a ⊕ n) ⊖ s = (a ⊖ a ′ ) ⊕ (⊕ α∈Φ Rξ α ). By considering these vectors as left invariant along AN we get that the shape operator A ξ ofŜ · o with respect to ξ is given by
[(1 − θ)ξ, X]ŝ, where subscript denotes orthogonal projection ontoŝ.
, then it follows easily that
Now take β ∈ Φ. We calculate
If α = β, we have as usual that α and β are orthogonal and hence A ξα X β = 0. If α = β, we can write the above expression in terms of ξ α and X α to get
Assume now that X ∈ g β ⊖RE β with β ∈ Φ and α = β. Since neither α+β nor β −α are roots and α and β are orthogonal we get
, and thus A ξα X = 0. One can prove in a similar way that A ξα X = 0 if X ∈ g 2β with β ∈ Φ and α = β. Now we turn our attention to the subspace (g α ⊖ Rξ α ) ⊕ g 2α . Let X ∈ g α ⊖ Rξ α . Clearly, [θE α , X] ∈ g 0 and [θE α , X], H = α(H) X, H = 0 for all H ∈ a. Then
On the other hand, if
It is then clear that A ξα leaves the subspace (
2 Y , then the linear map ad(E α )| ad(θE α )(g 2α ) : ad(θE α )(g 2α ) → g 2α is an isomorphism. From here we obtain the decomposition g α = Ker(ad(E α )|g α ) ⊕ ad(θE α )(g 2α ). Hence, if X ∈ Ker(ad(E α )|g α ) we get from the previous expression that A ξα X = a α |α| 2 X, so A ξα restricted to Ker(ad(E α )|g α ) is a α |α| 2 1 and the multiplicity is dim g α −dim g 2α −1. On the other hand, for nonzero Y ∈ g 2α define X = [θE α , Y ] ∈ g α ; then the previous formulas read A ξα X = a α |α| 2 X − |α| 2 Y and 
Proof. Take Y ∈ n ⊖ (⊕ γ∈Φ (g γ ⊕ g 2γ )) . By the properties of root systems, it is clear that ad((1 − θ)ξ α )Y ⊂ n. Let β ∈ Φ. Take Z ∈ g β . We calculate (1 + θ)E α )) for α ∈ Φ. It is well known that φ ∈ N K (a). Moreover,
Proof. The argument of the previous lemma goes through to prove that ad(
Finally, let X ∈ g λ with λ ∈ Σ + \ Φ. Then, using the previous two lemmas and Ad(φ)
In particular this implies trA ξα = a α |α| 2 (dim g α + 2 dim g 2α ). We summarize these calculations in the following Proposition 3.10. LetŜ be the connected subgroup of G whose Lie algebra isŝ, wherê
is a subset of simple roots not connected in the Dynkin diagram, a
′ is a linear subspace of a such that ⊕ α∈Φ RH α ⊂ a ′ and ξ α = a α H α + E α for certain a α ∈ R. We also write X α = (1/|α|
2 )H α − a α E α and 2Φ for the roots of the form 2α with α ∈ Φ. Denote by A ξ the shape operator ofŜ · o with respect to a normal vector ξ ∈ (a ⊕ n) ⊖ŝ. We have:
zero and the restriction of
The restriction of A ξα to Ker(ad(E α )|g α ) ⊖ RE α is a α |α| 2 1 and the dimension of Ker(ad(E α )|g α )⊖RE α is dim g α −dim g 2α −1. The subspace ad(θE α )(g 2α )⊕g 2α is invariant under A ξα and A ξα acts with eigenvalues |α| 2 3a α |α| ± 2 + a 2 α |α| 2 whose multiplicities are dim g 2α .
is invariant by A ξα and Ad(φ), and A ξα Ad(φ) = − Ad(φ)A ξα . In particular, if A ξα X = cX, then A ξα Ad(φ)X = −c Ad(φ)X.
The mean curvature vector H, defined with respect to an orthonormal basis {e i } as H = i II(e i , e i ) is in our case
where as usual, π a⊖a ′ denotes orthogonal projection onto a ⊖ a ′ . As a consequence, the orbitŜ · o is minimal if and only if the subalgebraŝ is of the form a ⊕ (n ⊖ (⊕ γ∈Φ RE α )).
Classification
In this section we prove that any hyperpolar foliation on a noncompact symmetric space is orbit equivalent to one of the examples described in the previous section. This will settle Theorem 1.4, the main result of our paper.
From now on, if v is a vector subspace of g, we denote by π v the orthogonal projection of g onto v.
Lemma 4.1. If G acts isometrically on M in such a way that all its orbits are principal, then the action of G is effective on each orbit.
Proof. Let p ∈ M and assume there exists g ∈ G such that g(h(p)) = h(p) for all h ∈ G. We have to show that g is the identity of G. Since all the orbits are principal, by Lemma 2.2 any point q ∈ M can be written as q = h(exp p (ξ)) with h ∈ G and ξ ∈ ν p (G · p). By assumption g ∈ G h(p) . As the orbits of the action of G are all principal the slice representation of G at h(p) is trivial and hence g * h * ξ = h * ξ. Thus,
Since q is arbitrary and G acts effectively on M (because it acts isometrically), it follows that g is the identity of G, and hence G acts effectively on each orbit.
If G is a Lie group, the expression G = K · H means that any element g ∈ G can be written as g = kh with k ∈ K and h ∈ H. This also implies g = h ′ k ′ for certain k ′ ∈ K and h ′ ∈ H, where these two elements are chosen from the above decomposition by writing Proof. By Cartan's fixed point theorem, K has a fixed point o ∈ M. Hence, K ⊂ G o . By Lemma 2.2, any orbit of G is of the form G · p where p = exp o (ξ) and ξ ∈ ν o (G · o). Let g ∈ G and write g = hk with k ∈ K and h ∈ H. Since every orbit is principal, the slice representation at o, σ o :
An isometry action maps geodesics to geodesic and thus
Therefore, the orbits of G and H coincide. Finally, the action of H is effective on each orbit by Lemma 4.1.
We turn our attention to our situation. If g is a Lie algebra, a subalgebra b is called a Borel subalgebra if b is a maximal solvable subalgebra of g. Borel subalgebras of real semisimple Lie algebras have been described in [13] . Such a Borel subalgebra can be written as t ⊕ a ⊕ n, where h = t ⊕ a is a Cartan subalgebra of g and n is nilpotent. The subspace t is called the toroidal part of h and consists of all X ∈ h for which the eigenvalues of ad(X) are purely imaginary. The subspace a is called the vector part of h and consists of all X ∈ h for which the eigenvalues of ad(X) are real. Then, there exists a Cartan decomposition g = k ⊕ p such that t ⊂ k and a ⊂ p. We say that h or b is maximally noncompact if a is maximal abelian in p and maximally compact if t is maximal abelian in k. We use this description for the following Proof. Let s the Lie algebra of S and s = l ⊕ r be the Levi decomposition of s, where l is semisimple and r is solvable. In this case l ⊕ r is also a semidirect product of Lie algebras. Let l = l c ⊕ l s be an Iwasawa decomposition of l, where l c is compact and l s is solvable. Then s = l c ⊕ (l s ⊕ r). Since l s is a subalgebra of l, l s ⊕ r is again a semidirect product of Lie algebras, and hence a Lie algebra itself. By Lemma 4.2 it follows that the action of the connected subgroup of G whose Lie algebra is l s ⊕ r is orbit equivalent to S. Hence, we may assume from the beginning that S is solvable.
We now show that S can be assumed to act freely on M. Since S is solvable, it follows from [5] (see also [12] ) that S = T · B. Here, T is compact and there exists a maximal compact normal subgroup B K of B contained in the center of B such that B/B K is simply connected. By Lemma 4.2, B acts transitively and effectively on the orbits of S. Now let p ∈ M. Since B K is maximal compact and normal it follows that B p ⊂ B K . But B K is contained in the center of B and B acts effectively on each orbit, so B acts simply transitively on each orbit. In particular B acts freely on M. Therefore, from now on we may assume that S is a solvable group acting freely on M.
The Lie algebra s of S is contained in a Borel subalgebra of g. As we explained above, there exists a Cartan decomposition g = k ⊕ p such that such a Borel subalgebra can be written as t⊕a⊕n where t ⊂ k and a ⊂ p. Since a is abelian, we have the decomposition g = g 0 ⊕ (⊕ λ∈Σ g λ ) where Σ is the set of roots and g λ = {X ∈ g : ad(H)X = λ(H)X, ∀H ∈ a}. We can choose an ordering in a that induces a set of positive roots Σ + in such a way that n = ⊕ λ∈Σ + g λ . It remains to prove that this Borel subalgebra is maximally noncompact, that is, a is maximal abelian in p.
On the contrary, assume a is not maximal abelian and takeã a maximal abelian subspace of p containing a. Then we have the usual restricted root space decomposition g =g 0 ⊕ (⊕λ ∈Σgλ ). We choose an ordering ofã compatible with that of a and callΣ + the corresponding set of positive roots. Also, writeñ = ⊕λ ∈Σ +gλ. We have the relations
Recall from Corollary 2.5 that S acts hyperpolarly on M if and only if s ⊥ p = {ξ ∈ p : ξ ⊥ s} is abelian. Obviously,ã ⊖ a ⊂ p andã ⊖ a is orthogonal to n, soã ⊖ a ⊂ s ⊥ p . On the other hand, ⊕λ ∈Σ + ,λ |a =0gλ ⊂ g 0 ⊂ñ ⊖ n, so ⊕λ ∈Σ + ,λ |a =0pλ ⊂ s Proof. Let S ′ be the connected abelian subgroup of G whose Lie algebra is s ∩ t. Then S ′ ⊂ K and is compact. By Cartan's fixed point theorem, S ′ has a fixed point. Since S ′ is a subgroup of S and S acts freely we conclude that S ′ is trivial. Hence, s ∩ t = 0. For the second part assume that X ∈ s n and that both T 1 +X and T 2 +X, with T 1 , T 2 ∈ t, are in s. Then,
We now prove that the examples in the previous section exhaust all the possibilities for hyperpolar homogeneous foliations up to orbit equivalence. The proof goes as follows. First we classify the abelian subspaces of a ⊕ p 1 . A bit more work leads to a description of all subalgebras s of t ⊕ a ⊕ n for which s ⊥ p is abelian and contained in a ⊕ p 1 . Hence, the problem reduces to prove that, if s is a subalgebra of t ⊕ a ⊕ n for which s ⊥ p is abelian, then s ⊥ p ⊂ a ⊕ p 1 . We will consider an auxiliary subalgebras = s + n 2 + · · · + n m . This subalgebra satisfiess ⊥ p ⊂ a ⊕ p 1 and hence its projection onto a ⊕ n is one of the known examples. Then, s ⊥ p is contained in the normalizer ofs ⊥ p in p. A bit more work allows us to calculate s ⊥ p explicitly using the fact that s is a subalgebra. Then, we will conclude that the projection of s onto a ⊕ n is one of the known examples. The final step is to prove that s induces the same orbits as its projection onto a ⊕ n.
In what follows we will work in a context slightly more general than that of Proposition 4.3. Let s be a subalgebra of t ⊕ a ⊕ n such that s ⊥ p is abelian. Hence, we will not assume for the moment that the corresponding group whose Lie algebra is s acts freely on M, so t ∩ s might be nonzero. In addition, it is not assumed that the connected subgroup of G whose Lie algebra is s gives a foliation. Example 2.6 shows that this can happen. We first state a few basic lemmas. From now on we denote s n = π a⊕n (s) the projection onto a ⊕ n, the noncompact part of t ⊕ a ⊕ n.
The following lemma is useful to understand how s and s ⊥ p are related. Lemma 4.5. If s ⊂ t ⊕ a ⊕ n is a subalgebra and s
and if Z ∈ s we have Y − λ∈Σ + θY λ , Z = Y, Z − λ∈Σ + θY λ , Z = 0, because Y and Z are perpendicular and so are g −λ and t ⊕ a ⊕ n. This proves that
We also need the following elementary results:
Proof. It follows from polarization of the identity [θ(X+Y ), X+Y ] = X+Y, X+Y H λ . Proof. Assume that [X, Y ] = 0. Since [θY, X] ∈ g λ−µ = 0 we have, using the Jacobi identity that
Hence, λ, µ = 0. Since λ − µ ∈ Σ and the corresponding Cartan integer satisfies A µλ = 0, we get that λ ± µ ∈ Σ.
For the second part, just note that α − β is not a root.
We now proceed with the first step of the proof, which is describing abelian subspaces of a ⊕ p 1 . First, we need the following lemma.
Lemma 4.9. Let q ⊂ a ⊕ p 1 be an abelian subspace and denote Ψ = {α ∈ Λ :
Proof. Assume the statement is not true. Take ξ, η ∈ q and write
with ξ α , η α ∈ g α . Let us denote by Ψ ′ ⊂ Ψ ⊂ Λ the subset of roots α ∈ Λ such that ξ α and η α are linearly independent. If the statement of this lemma is not true, we can find ξ and η such that the corresponding Ψ ′ is non-empty. An easy calculation taking into account that α − β is not a root if α, β ∈ Λ yields
Then, it follows in particular that
the last equality following from the fact that
Now take α, β ∈ Ψ ′ with β = α. Since β − α is not a root, and [θη β ,
Taking into account the last two displayed equations we conclude
Therefore, for arbitrary α ∈ Ψ ′ , the identity
Since α ∈ Ψ ′ , θη α and θξ α are linearly independent, the only way the above equality can hold is when the coefficients of θη α and θξ α are simultaneously zero. In particular,
Since it is also a vector in span Ψ ′ and the simple roots are linearly independent, it follows that ξ β , ξ β = 0 for all β ∈ Ψ ′ , contradiction.
We say that a subset Λ ′ ⊂ Λ is connected if the subdiagram of the Dynkin diagram determined by the roots of Λ ′ is connected. We say that two subsets Λ ′ , Λ ′′ ⊂ Λ are disconnected or orthogonal if for any α ∈ Λ ′ and any β ∈ Λ ′′ , α and β are not connected in the Dynkin diagram (that is, α ± β is not a root). 
Proof. Using the fact that the Ψ i are disconnected, it is easy to see that a subalgebra v q as considered above is abelian. Hence, in order to prove the proposition, it suffices to take an abelian subalgebra q ⊂ a ⊕ p 1 and prove that it can be realized as a subspace of one of the Lie subalgebras v q as defined above. For that, consider Ψ = {α ∈ Λ : π gα (q) = 0} and write Ψ = ∪ k i=1 Ψ i with Ψ i ⊂ Λ connected, and Ψ i and Ψ j disconnected whenever i = j. Our first assertion is that for each i ∈ {1, . . . , k} there exists a nonzero vector E i ∈ ⊕ α∈Ψ i g α such that any vector ξ ∈ q can be written as ξ = ξ 0 + k i=1 x i (1 − θ)E i for certain ξ 0 ∈ a and x i ∈ R.
Fix i ∈ {1, . . . , k}. From Lemma 4.9 it follows that dim π gα (q) = 1 for all α ∈ Ψ. Hence, for each α ∈ Ψ we can choose a nonzero vector E α ∈ g α such that any vector ξ ∈ q can be written as ξ = ξ 0 + α∈Ψ a α (1 − θ)E α for certain ξ 0 ∈ a and a α ∈ R. If, on the contrary, the previous assertion is not true, we can find ξ = ξ 0 + α a α (1 − θ)E α ∈ q and η = η 0 + α b α (1 − θ)E α ∈ q such that for some α, β ∈ Ψ i connected in the Dynkin diagram the vectors (a α , a β ), (b α , b β ) ∈ R 2 are linearly independent. Since q is abelian, we have
In particular, taking the g α+β component we get a α b β − a β b α = 0 by Lemma 4.8, which contradicts the fact that (a α , a β ) and (b α , b β ) are linearly independent. Therefore, we have proved our assertion, that is, any vector ξ ∈ q can be written as
By the definition of Ψ, it is obvious that π gα (E i ) = 0 for all α ∈ Ψ i , and indeed we can write E i = α∈Ψ i E α with suitable E α ∈ g α (note that these might be different from the above E α 's). Since Ψ i and Ψ j are disconnected if i = j, it is clear that [E i , E j ] = 0 for all i, j ∈ {1, . . . , k}.
Take such a vector ξ = ξ 0 + k j=1 x j (1 − θ)E j and assume x i = 0. By definition of Ψ there certainly exists η = η 0 + k j=1 y j (1 − θ)E j ∈ q with y i = 0. Hence,
and taking the g α component for any α ∈ Ψ i we get ξ, H α = α(ξ 0 ) = 0 because x i = 0 and y i = 0. This implies that, for each ξ ∈ q and each α ∈ Ψ i we can write ξ, H α = c α (ξ) α, α x i (if x i = 0 any c α (ξ) will do). The next step is to prove that we can choose the same c α for all ξ ∈ q.
If we could not, there would be ξ = ξ 0 + k j=1 x j (1 − θ)E j ∈ q and η = η 0 + k j=1 y j (1 − θ)E j ∈ q such that c α (ξ) = c α (η) for some α ∈ Ψ i . This of course implies that x i , y i = 0. Taking the corresponding g α component of [ξ, η] , as in the previous displayed formula, we get 0
, which leads to a contradiction. Hence we can choose the c α independently of ξ ∈ q, which allows us to define a function c : Ψ → R by ξ, H α = c α α, α x i , with the notation as above.
Finally
Here, the a α must satisfy c α α, α x i = ξ, H α = a α α, α , so q is contained in one of the model spaces in the statement of the theorem.
Proof. Obviously, [k 0 , a] = 0, so there is nothing to prove in this case. Assume that each v λ is spanned by a corresponding vector 
Here, as usual, Φ = {α ∈ Λ : π gα (s
, with Φ i connected, and Φ i disconnected to Φ j whenever i = j, E i ∈ ⊕ α∈Φ i g α with π gα (E i ) = 0 for all α ∈ Φ i , and c : Φ → R a real valued function. Our first step is to prove that each Φ i consists of exactly one root.
Fix i ∈ {1, . . . , k} and assume that Φ i has more than one root. We may write
there exists a nonzero vector X ∈ ⊕ α∈Φ i RE α such that X is orthogonal to E i (or equivalently, to (1 − θ)E i , or to ξ, or to s ⊥ p ). By Lemma 4.5, there exists S ∈ t such that S + X ∈ s. We write X = α∈Φ i x α E α . Now, for each α ∈ Φ i , and again for dimension reasons we can find a vector Z α = H α + β∈Φ i z αβ E β such that Z α is orthogonal to ξ (and hence to s ⊥ p ). Lemma 4.5 ensures that there exists T α ∈ t such that T α + Z α ∈ s for each α ∈ Φ i . By Lemma 4.11 we get [T α , X], ξ = [S, Z α ], ξ = 0. Since s is a subalgebra and [E β , E γ ] ∈ n 2 , we have
). This element can be taken to be g = Exp(E) with E = − α∈Φ a α E α .
We define s = Ad(g)ŝ. The closed subgroup of G whose Lie algebra is s is S = I g (Ŝ). Obviously, S induces a hyperpolar foliation on M. By Proposition 4.13 (i) we get
Our first aim is essentially to calculate this centralizer. Eventually, this will allow us to determine s n and laterŝ n .
We start with ⊕ α∈Φ R(1 − θ)E α where the situation is a bit more involved. We deal with this in a series of lemmas.
Lemma 4.16. Assume α ∈ Φ. Let ξ ∈ p be written as ξ = ξ 0 + λ∈Σ + (1 −θ)ξ λ with ξ 0 ∈ a and ξ λ ∈ g λ for each λ ∈ Σ + . Then ξ is in the centralizer
Proof. If the vector ξ commutes with (1 − θ)E α a simple calculation yields 
Hence, ξ 0 ∈ a⊖RH α . Taking into account the above equation, this also implies [ξ 2α , θE α ] = 0. Using the Jacobi identity we get
. This vanishes if and only if [ξ λ−α , E α ] − [ξ λ+α , θE α ] = 0 because g λ and g −λ are linearly independent. Since the "only if " part is elementary, the result follows.
Lemma 4.17. Let α ∈ Φ. Assume that λ ∈ Σ + \ {α, 2α} and that the α-string of λ has length greater than one. Then ⊕ m∈Z g λ+mα ⊂ s n .
and write as usual ξ = ξ 0 + λ∈Σ + (1 − θ)ξ λ with ξ 0 ∈ a and ξ λ ∈ g λ for each λ ∈ Σ + . Lemma 4.16 already implies that ξ 0 ∈ a ⊖ RH α , ξ α ∈ RE α and ξ 2α = 0. We have to prove 26 that ξ λ+mα = 0 for all m ∈ Z. We prove this assertion depending on the whether the length of the α-string of λ is 2, 3 or 4. Note that λ ∈ Φ.
Assume that the length of the α-string of λ is 2. In this case we may assume λ−α, λ+2α ∈ Σ + and λ, λ + α ∈ Σ + (switch to λ − α if necessary). Then α and λ span a root system of type A 2 . Since λ + 2α ∈ Σ + , Lemma 4.16 implies [ξ λ , E α ] = [ξ λ+2α , θE α ] = 0. Since λ − α ∈ Σ and λ + α ∈ Σ we get from Lemma 4.8 that ξ λ = 0. Similarly, by Lemma 4.16 we have [ξ λ+α , θE α ] = [ξ λ−α , E α ] = 0. Since λ + α − (−α) = λ + 2α ∈ Σ and λ + α + (−α) = λ ∈ Σ, Lemma 4.8 yields ξ λ+α = 0 which finishes the proof in this case.
Assume that the α-string of λ has length 3. In this case we may assume λ−α, λ+3α ∈ Σ + and λ, λ + α, λ + 2α ∈ Σ + . Then, λ and α span a root system of type B 2 or BC 2 . First we claim that ξ λ+α ∈ [g α ⊖ RE α , g λ ]. Since the root system is of type B 2 or BC 2 , λ + α and α are orthogonal and have the same length. This implies that there exists an element of the Weyl group that maps α to λ + α. Hence, g λ+α and g α have the same dimension. By Lemma 4.8, for any nonzero Z λ ∈ g λ , ad Z λ : g α → g λ+α is injective, hence bijective. Write
Then, using the Jacobi identity we get
Hence, c = 0. Therefore, our assertion follows. Now we claim that g λ ⊕ g λ+2α ⊂ s n . By Lemma 4.16 we have
whose dimension coincides with dim p λ . Note that η λ+2α is uniquely determined by η λ since
Since H α ∈ s n , by Lemma 4.16 there exists S ∈ t such that S + H α ∈ s. We prove that Z p λ ⊕p λ+2α ((1 − θ)E α ) is invariant under ad(S). Let X ∈ g α ⊖ RE α . Then there exists T ∈ t such that T + X ∈ s by lemmas 4.5 and 4.16. Hence, [S + H α , T + X] = (ad(S) + α, α 1 gα )X ∈ s ∩ g α ⊂ s n . Using again Lemma 4.16 we get 0 = (ad(S) + α, α 1 gα )X, (1 − θ)E α = − X, ad(S)E α . Since X ∈ g α ⊖ RE α and ad(S)E α ∈ g α ⊖ RE α (because ad(S) is skew symmetric), the above equation implies [S, This proves that Z p λ ⊕p λ+2α ((1 − θ)E α ) is invariant under ad(S).
Let Z λ ∈ g λ . Then there exists Z λ+2α ∈ g λ+2α such that Z λ + Z λ+2α is perpendicular to Z p λ ⊕p λ+2α ((1 − θ)E α ). Thus Lemma 4.5 yields that Z λ + Z λ+2α ∈ s n , so there exists T ∈ t such that T +Z λ +Z λ+2α ∈ s. Hence [S +H α , T +Z λ +Z λ+2α ] = [S, Z α +Z λ+2α ]+ λ, α Z λ + λ + 2α, α Z λ+2α ∈ s ∩ (g λ ⊕ g λ+2α ). As Z λ + Z λ+2α is perpendicular to Z p λ ⊕p λ+2α ((1 − θ)E α ) and Z p λ ⊕p λ+2α ((1 − θ)E α ) is ad(S) invariant, it follows that [S, Z λ + Z λ+2α ] is also perpendicular to Z p λ ⊕p λ+2α ((1 − θ)E α ), so [S, Z λ + Z λ+2α ] ∈ s n by Lemma 4.11. Hence, λ, α Z λ + λ + 2α, α Z λ+2α ∈ s n . Since λ and α span a root system of type B 2 or BC 2 we know that λ, α < 0 and λ + 2α, α > 0. Therefore Z λ ∈ s n . This implies g λ ⊂ s n . Similarly, one can show g λ+2α ⊂ s n , which proves our claim. Hence, ξ λ , ξ λ+2α = 0.
We have that (g α ⊖ RE α ) ⊕ g λ ⊂ s n . Let X ∈ g α ⊖ RE α and Y ∈ g λ . There exist S, T ∈ t such that S + X, T + Y ∈ s. Finally, assume that the length of the α-string of λ is 4. In this case we may assume λ − α, λ + 4α ∈ Σ + and λ, λ + α, λ + 2α, λ + 3α ∈ Σ + . Then α and λ span a root system of type G 2 . A consequence of this fact is that all four restricted root spaces have the same dimension. Now, by Lemma 4.8, the linear map ad Eα : g λ → g λ+α is injective, and hence bijective. Thus, we can write ξ λ+α = [E α , X λ ] with X λ ∈ g λ . We get from Lemma 4.16
Since λ, α = 0, this implies X λ = 0, and hence ξ λ+α = 0. Since λ + 3α − (−α) ∈ Σ and λ + 3α + (−α) ∈ Σ, Lemma 4.8 and [ξ λ+3α , θE α ] = [ξ λ+α , E α ] = 0 imply ξ λ+3α = 0.
Another application of Lemma 4.8 implies that ad θEα : g λ+3α → g λ+2α is injective and hence bijective. A similar argument as before writing ξ λ+2α = [θE α , X λ+3α ] with X λ+3α ∈ g λ+3α yields, using Lemma 4.16:
Hence, X λ+3α = 0 and ξ λ+2α = 0 because λ + 3α, α = 0. Since λ − α ∈ Σ and λ + α ∈ Σ, Lemma 4.8 and [ξ λ , E α ] = [ξ λ+2α , θE α ] = 0 imply ξ λ = 0.
We define Ψ = {γ ∈ Λ : γ, α = 0 for all α ∈ Φ}. The root subsystem of Σ generated by Ψ is denoted by Σ Ψ . We also denote by 2Φ the set of roots of the form 2α with α ∈ Φ. Of course, the number of elements of 2Φ is at most the number of irreducible components of Σ. The root subsystem generated by Ψ ∪ Φ is Σ Ψ ∪ Φ ∪ 2Φ. Proof. If Φ = ∅ then Ψ = Λ and Σ Ψ = Σ so the assertion is that s ⊥ p ⊂ p and there is nothing to prove in that case. Hence, we may assume that Φ = ∅. It can happen that Φ ∪ Ψ = Λ. By definition of Ψ this implies that Σ is reducible, and in fact it is the direct sum of two root systems, one generated by Ψ and the other one generated by Φ; moreover, each element of Φ is in an irreducible component of rank one of Σ. In that case, Σ Ψ = Σ \ (Φ ∪ 2Φ) and the result follows readily from Lemma 4.16. Hence, we may also assume that Φ ∪ Ψ = Λ.
Let Z be the element in a obtained by adding up the vectors of the dual basis of Λ corresponding to Λ \ (Φ ∪ Ψ), that is, Z = α i ∈Λ\(Φ∪Ψ) H i , if we enumerate Λ as Λ = {α 1 , . . . , α r }. The element Z ∈ a defines a gradation g = ⊕ k h k preserved by the Cartan involution where
By definition of Z, it is obvious that the gradation g = ⊕ k h k is of α 0 -type. We claim that if λ ∈ Σ + and λ(Z) = 1 then there exists α ∈ Φ such that λ + α ∈ Σ + or λ − α ∈ Σ + . In order to prove this, let λ ∈ Σ + be such that λ(Z) = 1. If λ, α = 0 for some α ∈ Φ, then A λα = 0, where A λα is the corresponding Cartan integer. This clearly implies our claim. Thus we may assume λ, α = 0 for all α ∈ Φ. Write λ = γ∈Λ n γ γ with n γ ≥ 0. Then by hypothesis, 1 = λ(Z) = γ∈Λ\(Φ∪Ψ) n γ . Since n γ ≥ 0 we can then write λ = α∈Φ n α α + β + µ, where β ∈ Λ \ (Φ ∪ Ψ) and µ ∈ span Ψ. Now, since Φ consists of orthogonal roots, for each α ∈ Φ we have 0 = λ, α = n α α, α + β, α = (n α + A βα /2) α, α so the Cartan integer satisfies A βα = −2n α . It cannot happen that n α = 0 for all α ∈ Φ because in that case the previous equality implies β, α = 0 for all α ∈ Φ and hence β ∈ Ψ, contradiction. Therefore we can find α ∈ Φ such that n α > 0. We will see that λ ± α ∈ Σ + , from where the claim will follow. By the properties of Cartan integers, the equation A βα = −2n α can only hold when n α = 1 and {α, β} spans a root system of type B 2 (or BC 2 ). It is also obvious that λ must be a root of the root subsystem of Σ determined by the irreducible component where both α and β lie. Hence, the connected component of α and β in the Dynkin diagram of the original root system Σ has a double arrow pointing to α. Therefore, this connected component is one of B r , C r , BC r or F 4 . Relabel the corresponding reduced Dynkin diagram as indicated in the following figure: e e e e e e e . . . r r . . .
