Here we explain in detail the C 4 /C 6 code, the number of physical qubits for an encoded qubit, the decoding algorithms, the simulation methods, the estimation of the curves in Fig. 3 , and the resource estimation of the factoring problem.
code, an encoded Hadamard gate can also be implemented transversally with additional interchange or permutation of physical qubits (see Figs. S1 and S2). (Notice that Fig. 6b in Supplementary Information of Ref. 1, which depicts the encoded Hadamard gate for C 6 , is wrong.) The CNOT gate followed by qubit interchange can be implemented only by permutation of physical qubits, as shown in Fig. S2 . (Notice that the bottom two in Fig. 4 in Supplementary Information of Ref. 1, which depicts CNOT gate followed by qubit interchange for C 6 , is wrong.)
In the present work, we use the first encoded qubit of the encoded qubit pair of the C 4 /C 6 code as a logical qubit and ignore the second encoded qubit. (This can be regarded as a subsystem code 6 .
Then the second encoded qubit is called a 'gauge qubit.')
B. State preparation
Here we explain in detail how to prepare the encoded qubit state and encoded Bell pair of the C 4 /C 6 code. (Although such an explanation is given in Supplementary Information of Ref. 1, we repeat this in a different manner to clarify the present preparation method.) Figure S3 shows the quantum circuit for the preparation of the level-1 encoded qubit pair 1 00 L (see Ref. 2 for the definition of quantum circuits). In this paper, initial qubit states are set to one of the computational basis, 0 , and the measurement is done in the computational basis,
, unlike Ref. 1 . If the total parity (modulo-2 sum) of the four measurement results is 0, this preparation is accepted. Otherwise, this is rejected and the preparation is repeated until it is accepted.
Finally, X gate operations are performed on the remaining qubits according to the measurement results as shown in Fig. S1 . Thus 1 00 L is obtained. Figure S4 shows the quantum circuit for the preparation of the level-1 encoded Bell pair. This is achieved only with a level-1 encoded Hadamard gate ( Fig. S1a ) and a transversal physical CNOT gate. Figure S5 shows the quantum circuit for the preparation of the level-2 encoded qubit pair 2 00 L . The preparation is repeated until no error is detected by the level-1 measurements and the parities are 0. The implementation of the final CNOT gates followed by qubit interchanges for the second and third level-1 encoded qubit pairs is shown in Fig. S2a . Figure S6 shows the quantum circuit for the preparation of the level-2 encoded Bell pair. The transversal CNOT gate is followed by error detection by teleportation (error-detecting teleportation)
for each level-1 subblock. This preparation is repeated until no error is detected by the error-detecting teleportations.
The preparations of higher-level encoded qubit pairs and Bell pairs are straightforward (in a similar manner to the level-2 case). Desirably, the CNOT gate followed by qubit interchange for a level-l encoded qubit pairs, which are required for the preparation of a level-(l+1) encoded qubit pair, can again be implemented by only permutations of physical qubits as shown in Fig. S2 .
II. The number of physical qubits for an encoded qubit
Here we derive the formula for the number of physical qubits for the preparation of an encoded qubit, which is used for the discussion in the main text.
Here q l and b l denote the total number of physical qubits, which include auxiliary qubits, used for the preparation of a level-l encoded qubit and a level-l encoded Bell pair, respectively. 
Here we assume that necessary and sufficient auxiliary qubits for fully parallel computation are used.
And we here ignore the effect of the postselection for the state preparation presented in Sec. IB. This is because first such an effect is small if the physical-level error probabilities are sufficiently low (e.g., the error probability of physical CNOT gates is lower than 0.1%), as shown in Fig. 7 (simulation results). Second, we can reuse the auxiliary qubits without spoiling parallelism if errors are detected and the preparation is repeated.
Next, for higher levels ( We can easily solve the above recurrence relations. Thus we obtain the following formulae: 
III. Decoding algorithms
Here we explain the hard-decision and soft-decision decoding algorithms for error correction and detection by teleportation.
A. Error correction by teleportation
We start with the description of error correction by teleportation. We first explain conventional quantum teleportation and next error correction by teleportation.
Quantum teleportation is depicted in Fig. S8 2 . The procedure of teleportation is as follows. First, a Bell pair ( ) 2 / 11 00 + is prepared. Then the Bell measurement, which is implemented by a CNOT gate, a Hadamard gate, and two measurements in the computational basis, is done on the input qubit and the first qubit of the Bell pair. (As mentioned above, in this paper, all measurements on physical qubits are in the computational basis, and therefore each output is 0 or 1.) According to the result of the Bell measurement, which is denoted by {b x , b z }, we perform Z and X gate operations on the second qubit of the Bell pair. Thus, the input qubit is teleported at the second qubit of the Bell pair.
Error correction by teleportation is quantum teleportation with encoded qubits, where all qubits and operations are replaced by encoded ones. By decoding the measurement results, we obtain a reliable result of the Bell measurement. Consequently, the teleported qubit is less erroneous than the input one. (Here it is assumed that the error probabilities are sufficiently low and the encoded Bell pair used has sufficiently few errors.) This method is simpler and more efficient than the conventional one based on syndrome measurements 2, 7, 8 , and therefore more suitable for fault-tolerant quantum computation.
The goal of decoding for error correction by teleportation is to decide a reliable result of the encoded Bell measurement, {b x , b z }, with the data of the physical measurements. In the following, we first explain the hard-decision decoding 1 , and next present our soft-decision decoding. While here we explain the case where the level-2 C 4 /C 6 code is used for the logical qubit, the generalization to the higher levels or to the other CSS codes is straightforward. Next, HD 6 decides, e.g., x1 since the logical qubit is defined as the first encoded qubit of the level-2 C 4 /C 6 code.
B. Hard-decision decoding algorithm
In the case of error detection, which is used in the state preparation, HD 6 for the highest level (level 2 in the present case) does not correct the correctable detected error and instead outputs {E, E}.
Also, HD b outputs E if the output from HD 6 is {E, E}.
C. Soft-decision decoding algorithm
Figure S10 depicts error correction by teleportation with soft-decision decoders. Two types of soft-decision decoder, SD 4 and SD 6 , which correspond to C 4 and C 6 , respectively, calculate the probabilities for the values of encoded qubit pairs at each level. Finally, SD b decides the result of the Bell measurement with the output from SD 6 . Note that the correlation between b x and b z is taken into account as a joint probability (see below), unlike the hard-decision decoding. SD 4 , SD 6 , and SD b work as follows.
We first model the errors with the depolarizing channel. We assume that three Pauli errors occur on each physical qubit of ,  ,   2  4  3  1  3  1  2  4  3  1  3  1   4  3  2  1  4  3  2  1   4  4  4  4  3  3  3  3 1 , 0 . Note that the indicator functions make the summation easy considerably. Normalizing R 1
Next, SD 6 decides P (2) 
x z
x z Note that the indicator functions again make the summation easy considerably. Normalizing R (2) 
The correlation between b x and b z is taken into account as this joint probability. SD b outputs the
The above calculation of P(b x , b z ) can be done for higher levels of concatenation in a similar manner. If the size of the code for each level is sufficiently small, this calculation is efficient, just as Poulin's algorithm 3 is efficient. (But note that the algorithms are quite different.) Thus, efficient soft-decision decoding for concatenated CSS codes is realized.
In the above, we have used an error model with the depolarizing channel. This decoding can, of course, be used for the depolarizing channel (p' dep =0) and achieve optimal performance if we know the error probability p dep . However, in actual quantum channels, the error model may be not relevant and it may be difficult to know accurate error probabilities. Fortunately, we found that for the depolarizing channel, the performance is very robust to the deviation of the value of p dep set in the decoding from the actual value of p dep . This fact is shown in Fig. 1 in the main text (p 0 denotes the value of p dep set in the decoding). Encouraged by this result, instead of trying to model each case exactly, we applied the above decoding algorithm to any case assuming constant error probability p dep +p' dep =19%, where this value is associated with the threshold for the depolarizing channel. This decoding can achieve very high performance, as presented in this paper. (The high performance for the logical CNOT gate may come from the fact that the independence of physical qubit errors in a logical qubit is relevant.)
In the case of error detection, which is used in the state preparation, SD b outputs E if the maximum of P(b z , b x ) is smaller than a specific value p D set appropriately in advance. We have set p D for the level-2 and level-3 error-detecting teleportations to 95% and 99.9%, respectively, which are used for level-3 and level-4 encoded Bell-pair preparations, respectively. (The level-1 error-detecting teleportation, which is used for level-2 encoded Bell-pair preparation, is done with hard-decision decoding.)
In fault-tolerant quantum computation, we require not only the Bell measurement but also the logical-qubit measurement in the computational basis. The soft-decision decoding algorithm for the logical-qubit measurement is similar to that for the Bell measurement, where the probability for a bit-flip error on a physical measurement is set to 2p 0 /3 (p 0 =19%). This decoding has been used for the logical-qubit measurements in the simulations (see Figs. S11 and S12).
IV. Simulation methods
We used two simulators: one is a full stabilizer simulator based on the algorithm proposed in Ref. 9 ; the other is the simplified version with so-called error vectors, which is usually used for studies on error correction. The former simulator is accurate and therefore more reliable than the latter one, but takes longer simulation time. Therefore, we first confirmed the reliability of the error-vector simulator by using the full stabilizer simulator and then used the error-vector simulator to obtain the present results. (We found the wrong parts in Supplementary Information of Ref. 1, which are mentioned in Sec. IA, by using the full stabilizer simulator. It may be difficult to notice such mistakes only with the error-vector simulator.)
A. Simulation for the depolarizing channel
The simulation for the depolarizing channel is depicted in Fig. S11 . In this case, errors occur only on the channel (the other operations are perfect). First, a logical Bell pair is prepared. Next, the first logical qubit of the Bell pair is transmitted through the depolarizing channel, where depolarizing errors occur. After that, we correct the errors by teleportation (error-correcting teleportation). Then, the Bell pair is disentangled by a transversal CNOT gate. Finally, the two logical qubits are measured in a manner shown in Fig. S11 . If both the measurement results are 0, the decoding has succeeded. Otherwise, the decoding has failed.
B. Simulation for the logical CNOT gate
The simulation for the logical CNOT gate is depicted in Fig. S12 . In this case, errors occur only on physical CNOT gates used in the logical CNOT gate the error probability of which is to be estimated (the other operations are perfect). First, two error-free logical Bell pairs are prepared. Next, an error-free transversal CNOT gate is performed on the first logical qubits of the two Bell pairs, which is followed by the noisy logical CNOT gate on the first logical qubits. Here the logical CNOT gate is implemented by a noisy transversal CNOT gate followed by error correction by teleportation 
V. Estimation of the curves in Figure 3
Since the simulation of logical CNOT gates takes long time, it is difficult to obtain the curves such as shown in Fig. 3 , especially for level-5 encoding. Therefore instead of the numerical simulation, we estimated the curves in Fig. 3 with the results for the depolarizing channel as explained below. This treatment is probably valid because the power laws hold for the error probability of logical CNOT gates and the exponents are nearly equal to those for the depolarizing channel.
The estimation is done as follows. First, we fit the following function to the simulation result of each level for the depolarizing channel in the range sufficiently below the threshold, where the power laws hold:
where p dec denotes the decoding error probability, and α and C are the fitting parameters. The fitting results are shown in Tables S1 and S2. (Those of the exponent α are also shown in Fig. 2.) Next, we suppose that the logical-CNOT error probability p LC is given by
where α and C are the same parameters as those of p dec . The factor of 2 comes from that two error-correcting teleportations are performed for the logical CNOT gate. The parameter k is determined by fitting p LC to the simulation result of the logical-CNOT error probability. The fitting results are shown in Table S1 and S2. For level-5 encoding, we used the same value of k as that for level 4. This may be valid because k seems to converge as the level becomes higher.
Finally, we obtain the curves in Fig. 3 by transforming the horizontal axis of Fig. 2 from p dep to p CNOT with the relation p dep =kp CNOT . (We have extrapolated the curves with the above fitting.)
VI. Resource estimation of factoring problem
At the end of the present paper, we have discussed the resource requirement for factoring a 1000-bit integer by Shor's algorithm, where we have mentioned that 10 14 12, 14, 15 . One round of magic-state distillation needs 15 noisy magic states and 34 reliable CNOT gates 14 . To obtain a noisy magic state, a logical Bell pair is prepared, and one of the logical qubits is decoded to a physical qubit and measured in an appropriate basis 1 
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