Cartographie RGB-D dense pour la localisation visuelle temps-réel et la navigation autonome by Meilland, Maxime
Cartographie RGB-D dense pour la localisation visuelle
temps-re´el et la navigation autonome
Maxime Meilland
To cite this version:
Maxime Meilland. Cartographie RGB-D dense pour la localisation visuelle temps-re´el et la
navigation autonome. Autre [cs.OH]. Ecole Nationale Supe´rieure des Mines de Paris, 2012.
Franc¸ais. <NNT : 2012ENMP0007>. <tel-00686803v2>
HAL Id: tel-00686803
https://pastel.archives-ouvertes.fr/tel-00686803v2
Submitted on 18 Apr 2012
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de






INSTITUT DES SCIENCES ET TECHNOLOGIES
École doctorale nO84 :
Sciences et technologies de l’information et de la communication
Doctorat ParisTech
T H È S E
pour obtenir le grade de docteur délivré par
l’École nationale supérieure des mines de Paris
Spécialité « Informatique temps-réel, robotique et automatique »
présentée et soutenue publiquement par
Maxime MEILLAND
le 28 mars 2012
Cartographie RGB-D dense pour la localisation visuelle
temps-réel et la navigation autonome
Directeur de thèse : Patrick RIVES
Co-encadrement de la thèse : Andrew I. COMPORT
Jury
Eric MARCHAND, Professeur, INRIA, Université de Rennes 1 (Hdr) Rapporteur
Youcef MEZOUAR, Maitre de conférence, LASMEA, Université Blaise Pascal (Hdr) Rapporteur
Vincent LEPETIT, Senior Researcher, CVLab, EPFL Examinateur
Jean-Paul MARMORAT, Directeur de recherche, CMA, Ecole des Mines de Paris Examinateur
Patrick RIVES, Directeur de recherche, AROLAG, INRIA Sophia Antipolis Méditerranée Examinateur
Andrew COMPORT, Chargé de recherche CNRS, I3S, Université de Nice Examinateur
Inria Sophia Antipolis - Méditerranée
2004, route des Lucioles - BP 93





Ces trois anne´es de doctorat ont e´te´s pour ma part extreˆmement enrichissantes. D’abord
scientifiquement, car elles m’ont permis d’aborder une the´matique varie´e, mais aussi humai-
nement, car j’ai pu e´changer avec des personnes venant d’horizons et de cultures diffe´rentes,
toutes passionne´es par leur me´tier, par l’envie d’apprendre et le de´sir d’innover.
Je tiens tout d’abord a` remercier monsieur Jean-Paul Marmorat pour avoir accepte´ de
pre´sider mon jury de the`se, messieurs Eric Marchand et Youcef Mezouar pour leur travail
de rapporteurs et monsieur Vincent Lepetit pour avoir examine´ mon manuscrit.
Je tiens e´galement a` remercier chaleureusement mes encadrants : Patrick Rives pour
m’avoir permis d’effectuer cette the`se a` l’INRIA Sophia Antipolis, dans un cadre de travail
excellent, et aussi pour sa grande expe´rience et disponibilite´. Andrew Comport, pour m’avoir
guide´ tout au long de ce travail, pour son enthousiasme et ses ide´es toujours plus innovantes,
ainsi que pour ses relectures d’articles qui m’ont permis de progresser dans mes travaux.
J’aimerai aussi remercier tous mes colle`gues et anciens colle`gues coˆtoye´s au sein de
l’e´quipe Arobas : Claude, Pascal, Ezio, Adrien, Nathalie, Cyril, Gabriella, Thomas, Patrick,
Tiago, Minh Duc, Wladyslaw, Alexandre, Tawsif, Stefan, Me´laine, Mathieu, Claire et plus
spe´cialement Glauco, Daniele, Luca et Adan pour leur amitie´ et tous les bons moments
passe´s ensemble que je ne suis pas pre`s d’oublier.
Enfin je remercie mes parents et ma famille en ge´ne´ral, pour m’avoir toujours encourage´
a` poursuivre le cursus que j’ai choisi. Un merci spe´cial a` Silvia et Gatto, pour leur soutien
affectif de tous les instants.
iv
Table des matie`res
Table des matie`res 3
Introduction et notations 3
I Localisation 11
1 E´tat de l’art 13
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2 Estimation du mouvement d’une came´ra . . . . . . . . . . . . . . . . . . . . 14
1.2.1 Me´thodes base´es points d’inte´reˆt . . . . . . . . . . . . . . . . . . . . 14
1.2.2 Me´thodes directes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.3 SLAM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.4 Me´thodes avec apprentissage . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.4.1 Mode`les 3D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.4.2 Me´moires image . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2 Suivi visuel 3D direct 21
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 Notions de ge´ome´trie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.1 Transformation rigide . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.2 Transformation de vitesse . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3 Formation de l’image . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.1 Projection perspective . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.2 Distorsions radiales . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4 Transformation d’une image . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4.1 Fonction de warping . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4.2 Interpolations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4.3 Hypothe`se Lambertienne . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.5 Fonction d’erreur : SSD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.6 Minimisation efficace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.6.1 Approximation du syste`me d’e´quations . . . . . . . . . . . . . . . . . 27
2.6.2 Minimisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.6.3 Inverse compositionnelle (IC ) . . . . . . . . . . . . . . . . . . . . . . 29
2.6.4 Approximation du second ordre (ESM ) . . . . . . . . . . . . . . . . . 30
vi Table des matie`res
2.6.5 M-estimateurs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.7 Pyramide multi-re´solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
II Mode´lisation dense de l’environnement 37
3 Construction d’une sphe`re augmente´e 43
3.1 Syste`mes existants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.1.1 Sphe`re photome´trique panoramique . . . . . . . . . . . . . . . . . . . 43
3.1.2 Sphe`re de profondeur . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.2 Syste`me d’acquisition de sphe`res augmente´es . . . . . . . . . . . . . . . . . . 48
3.2.1 Syste`me de came´ras a` multi-baselines . . . . . . . . . . . . . . . . . . 48
3.2.2 E´talonnage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2.3 Extraction de la profondeur . . . . . . . . . . . . . . . . . . . . . . . 51
3.2.4 Fusion de l’information . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.2.5 E´chantillonnage d’une sphe`re . . . . . . . . . . . . . . . . . . . . . . 57
3.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4 Cartographie 61
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2 Odome´trie visuelle sphe´rique 3D . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2.1 Mode´lisation du proble`me . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2.2 Minimisation globale . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.3 Se´lection automatique des sphe`res du graphe . . . . . . . . . . . . . . . . . . 64
4.4 Re´sultats expe´rimentaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.4.1 Positionnement des sphe`res . . . . . . . . . . . . . . . . . . . . . . . 65
4.4.2 Navigation virtuelle photo-re´aliste . . . . . . . . . . . . . . . . . . . . 66
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5 Se´lection d’information 69
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.2 E´tat de l’art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.3 Se´lection de pixels saillants . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.3.1 Gradients ge´ome´triques et photome´triques . . . . . . . . . . . . . . . 71
5.3.2 Re´sultats de simulations . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
III Localisation en ligne et navigation autonome 81
6 Localisation temps re´el 83
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.2 Localisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.3 Se´lection de l’image de re´fe´rence . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.3.1 Cas d’un graphe d’images sphe´riques . . . . . . . . . . . . . . . . . . 84
6.3.2 Cas d’un graphe d’images perspectives . . . . . . . . . . . . . . . . . 84
Table des matie`res vii
6.4 Estimation efficace de la rotation 3D locale . . . . . . . . . . . . . . . . . . 86
6.5 Utilisation de plusieurs nœuds du graphe . . . . . . . . . . . . . . . . . . . . 87
6.5.1 Comparaison mono/multi mode`le . . . . . . . . . . . . . . . . . . . . 88
6.6 Re´sultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6.6.1 Imple´mentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6.6.2 Initialisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.6.3 Environnements urbains . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.6.4 Environnement inte´rieur . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
7 Robustesse aux changements d’illumination 99
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
7.2 E´tat de l’art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
7.3 Suivi hybride . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
7.3.1 Mode`le d’illumination biais global, gain local . . . . . . . . . . . . . . 101
7.3.2 Suivi base´ mode`le . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
7.3.3 Suivi base´ odome´trie visuelle . . . . . . . . . . . . . . . . . . . . . . . 102
7.3.4 Optimisation globale . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.3.5 Exemple de localisation hybride . . . . . . . . . . . . . . . . . . . . . 104
7.4 Re´sultats expe´rimentaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.4.1 Comparaison des techniques . . . . . . . . . . . . . . . . . . . . . . . 107
7.4.2 Robustesse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
7.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
8 Navigation autonome 113
8.1 Pre´sentation du syste`me . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
8.2 Suivi de trajectoire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
8.2.1 Mode`le cine´matique du ve´hicule . . . . . . . . . . . . . . . . . . . . . 113
8.2.2 Trajectoire de consigne . . . . . . . . . . . . . . . . . . . . . . . . . . 116
8.2.3 Loi de commande . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
8.3 De´tection d’obstacles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
8.4 Station de´porte´e . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
8.5 Re´sultats expe´rimentaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
8.5.1 Sophia Antipolis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
8.5.2 Clermont Ferrand . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
8.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
IV Conclusion et perspectives 125
V Annexes 129
Calcul des matrices Jacobiennes 129
DECSlam 129
viii Table des matie`res
Re´fe´rences 149
Table des figures
1.1 Comparaison des me´thodes d’estimation ite´ratives. . . . . . . . . . . . . . . 15
1.2 Mode`le 3D texture´. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.1 Transformation rigide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 Position des came´ras dans la sce`ne. . . . . . . . . . . . . . . . . . . . . . . . 25
2.3 Interpolation biline´aire. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4 Processus de minimisation directe robuste. . . . . . . . . . . . . . . . . . . . 33
2.5 Pyramide multi-re´solution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.6 Repre´sentation locale : sphe`re augmente´e S. . . . . . . . . . . . . . . . . . . 39
2.7 Sphe`res multi-re´solution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.8 Repre´sentation e´go-centre´e : graphe de sphe`res augmente´es G. . . . . . . . . 41
3.1 Objectif grand angle et image fisheye. . . . . . . . . . . . . . . . . . . . . . . 44
3.2 Came´ra omnidirectionnelle catadioptrique. . . . . . . . . . . . . . . . . . . . 44
3.3 Mode`le de projection unifie´. . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.4 Syste`mes multi-came´ra. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.5 Syste`me d’acquisition de sphe`res augmente´es. . . . . . . . . . . . . . . . . . 49
3.6 E´talonnage du syste`me d’acquisition sphe´rique. . . . . . . . . . . . . . . . . 50
3.7 E´talonnage du syste`me d’acquisition : e´volution de l’erreur. . . . . . . . . . . 51
3.8 Repe`res de rectification ste´re´o. . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.9 Rectification d’une paire d’images ste´re´o. . . . . . . . . . . . . . . . . . . . . 54
3.10 Projection sphe´rique. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.11 Images sphe´riques reconstruites avec le syste`me a` baseline. . . . . . . . . . . 59
3.12 E´chantillonnage d’une sphe`re unitaire. . . . . . . . . . . . . . . . . . . . . . 60
4.1 Odome´trie visuelle sphe´rique 3D. . . . . . . . . . . . . . . . . . . . . . . . . 63
4.2 E´volution de la MAD en fonction de la distance parcourue. . . . . . . . . . . 65
4.3 Graphe de sphe`res couvrant 1.5 kms. . . . . . . . . . . . . . . . . . . . . . . 66
4.4 Image de synthe`se ge´ne´re´e a` partir d’une sphe`re augmente´e. . . . . . . . . . 67
5.1 Exemple de fac¸ades a` ”l’infini”. . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.2 Exemple de fac¸ades a` forts gradients. . . . . . . . . . . . . . . . . . . . . . . 72
5.3 Cartes de saillance associe´es aux 6 degre´s de liberte´. . . . . . . . . . . . . . . 73
5.4 Se´lection des meilleurs pixels. . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.5 Saillance multi-re´solution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.6 Simulation d’un plan a` l’infini. . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.7 Comparaison des me´thodes : dense, GP et GP+GG . . . . . . . . . . . . . . 77
x Table des figures
5.8 Temps de calcul avec se´lection d’information. . . . . . . . . . . . . . . . . . . 78
6.1 Localisation en ligne. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.2 Sche´ma d’utilisation simultane´e de plusieurs nœuds du graphe. . . . . . . . . 87
6.3 Re´sultats d’utilisation simultane´e de plusieurs nœuds du graphe. . . . . . . . 89
6.4 Localisation autour d’une image sphe´rique. . . . . . . . . . . . . . . . . . . . 92
6.5 Localisation dans un graphe d’images sphe´riques. . . . . . . . . . . . . . . . 93
6.6 Localisation dans un graphe d’images perspectives. . . . . . . . . . . . . . . 94
6.7 Localisation en environnement inte´rieur. . . . . . . . . . . . . . . . . . . . . 96
6.8 Trajectoire en environnement inte´rieur. . . . . . . . . . . . . . . . . . . . . . 97
7.1 Position des images dans la sce`ne. . . . . . . . . . . . . . . . . . . . . . . . . 103
7.2 Exemple de recalage hybride. . . . . . . . . . . . . . . . . . . . . . . . . . . 105
7.3 Histogrammes des erreurs MB et VO. . . . . . . . . . . . . . . . . . . . . . . 106
7.4 Vitesse de convergence des techniques MB,VO et H. . . . . . . . . . . . . . . 107
7.5 Mise en e´vidence de la de´rive de l’odome´trie visuelle. . . . . . . . . . . . . . 108
7.6 Suivis avec changement d’illumination A. . . . . . . . . . . . . . . . . . . . . 110
7.7 Suivis avec changement d’illumination B. . . . . . . . . . . . . . . . . . . . . 111
7.8 Suivis avec changement d’illumination C. . . . . . . . . . . . . . . . . . . . . 112
8.1 Ve´hicule Cycab et ses capteurs. . . . . . . . . . . . . . . . . . . . . . . . . . 114
8.2 Syste`me de navigation autonome. . . . . . . . . . . . . . . . . . . . . . . . . 115
8.3 Mode`le cine´matique du ve´hicule. . . . . . . . . . . . . . . . . . . . . . . . . 116
8.4 Erreur re´gule´e lors du suivi de trajectoire. . . . . . . . . . . . . . . . . . . . 117
8.5 Trajectoire suivie a` Sophia Antipolis. . . . . . . . . . . . . . . . . . . . . . . 119
8.6 Erreurs de pose a` Sophia Antipolis. . . . . . . . . . . . . . . . . . . . . . . . 119
8.7 Trajectoire suivie a` Clermont-Ferrand. . . . . . . . . . . . . . . . . . . . . . 120
8.8 Navigation autonome a` Clermont-Ferrand . . . . . . . . . . . . . . . . . . . 121
8.9 Exemple de fac¸ades a` ”l’infini”. . . . . . . . . . . . . . . . . . . . . . . . . . . 122
8.10 Exemple d’ombres porte´es. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
11 Gradients photome´triques, . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
12 Interface DECSlam. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
13 DECSlam. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
Liste des algorithmes
2.1 Inverse compositionnelle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2 ESM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.3 Suivi multi-re´solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
5.1 Algorithme de se´lection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
7.1 Algorithme de suivi hybride. . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
xii Liste des algorithmes
Liste des algorithmes 1




Depuis plusieurs anne´es, la conception de ve´hicules terrestres assiste´s ou autonomes est
un axe de recherche particulie`rement actif dans le domaine de la robotique mobile. En ce
qui concerne l’assistance a` la conduite, des syste`mes fiables sont de´ja` commercialise´s sur des
ve´hicules de se´rie, tel que l’assistance au parking, la de´tection des panneaux de signalisation
et de franchissement de ligne blanche, la correction de trajectoire ou le freinage d’urgence
en cas de collision imminente.
Pour ce qui est des ve´hicules comple`tement autonomes, le champ d’application peut
eˆtre l’exploration de zones dangereuses ou difficilement accessibles aux humains (e.g. mines,
exploration spatiale ou sous marine etc), mais aussi la se´curisation des transports et l’op-
timisation du trafic routier. En effet, le re´seau routier actuel est en limite de saturation en
milieu urbain, une automatisation des ve´hicules est une solution contre l’engorgement des
zones urbaines et pour une meilleure se´curite´ des transports.
Dans cette optique, plusieurs travaux ont de´ja` montre´ des re´sultats convaincants sur la
faisabilite´ d’un ve´hicule autonome. Le DARPA Grand Challenge (Defense Advanced Re-
search Projects Agency), est une compe´tition qui a e´te´ organise´e dans le but d’acce´le´rer
le de´veloppement des ve´hicules automatiques, et qui a montre´ des re´sultats de navigation
autonome sur de grandes distances dans le de´sert, et en milieu urbain. Plusieurs projets de
recherche Europe´ens (CyberCars, CyberMove) ou Franc¸ais (Bodega,MobiVIP) ont e´gale-
ment e´tudie´ le proble`me de navigation autonome en environnement urbain. Tre`s re´cemment,
Sebastian Thrun et Chris Urmson associe´s a` l’entreprise Google ont pre´sente´ leurs re´sultats
de navigation automatique (cf. Guizzo (2011)). Leur flotte de ve´hicules a parcouru un total
de 300 000 kilome`tres dans le flux de circulation, en centre ville et sur autoroute de ma-
nie`re autonome, avec un minimum d’intervention humaine. Alors que l’on pourrait penser
le proble`me re´solu, il reste en effet un travail important, notamment sur l’ame´lioration de
la robustesse et de la fiabilite´ des techniques employe´es. De plus, pour obtenir ces re´sultats,
Thrun et Urmson utilisent principalement des capteurs laser haut de gamme, dont la com-
mercialisation a` grande e´chelle n’est pas encore envisageable. Il est ne´cessaire de de´velopper
des me´thodes alternatives base´es sur des capteurs bas couˆt : les syste`mes de vision sont une
bonne option, car ils fournissent une information tre`s riche sur l’environnement, qui peut
eˆtre utilise´e pour la navigation.
Une e´tape fondamentale pour la navigation autonome d’un robot est la localisation.
Cette action anodine est effectue´e en permanence par les eˆtres vivants pour se de´placer dans
l’espace. Diffe´rents me´canismes sensoriels sont utilise´s, en particulier la vision, mais aussi
l’ou¨ıe, l’odorat, le champ magne´tique terrestre pour certains oiseaux migrateurs, un syste`me
sonar pour les chauve-souris ou les dauphins, ou encore un compas solaire pour certaines
fourmis. Ces syste`mes de localisation reposent sur des me´canismes naturels complexes,
e´tudie´s en particulier par les biologistes tels que Dyer (1996); Wehner et al. (1996) pour la
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navigation des insectes, ou des psychologues comme Marr et al. (2010) pour la perception
visuelle humaine. Ces me´canismes ne sont cependant pas encore compris parfaitement.
En robotique mobile, l’ide´e principale est de reproduire ces me´canismes, en utilisant des
capteurs spe´cifiques, afin d’effectuer une taˆche de manie`re autonome. L’e´tape de localisation
est cruciale : en effet avant de planifier un de´placement, il est pre´fe´rable de connaitre sa
position par rapport aux obstacles, de savoir si le chemin est navigable, ou simplement de
connaitre la position du ve´hicule pour naviguer vers la destination de´sire´e. La me´moire
visuelle joue e´galement un roˆle tre`s important dans la localisation : il est bien plus facile
de se localiser lorsqu’un lieu a de´ja` e´te´ visite´, ou lorsque l’on posse`de des donne´es pouvant
aider a` la localisation (e.g. plan).
Contexte de la the`se
Cette the`se a e´te´ effectue´e entre de´cembre 2008 et fe´vrier 2012, a` l’INRIA Sophia An-
tipolis dans le cadre du projet ANR predit CityVIP 1, sous la direction de Patrick Rives,
directeur de recherche de l’e´quipe INRIA AroLag (ex. Arobas) et de Andrew Comport,
charge´ de recherche au laboratoire CNRS-I3S. Dans la continuite´ du projet MobiVIP et du
de´veloppement de transports individuels autonomes, ce projet a pour but de de´velopper
des solutions de navigation autonome en environnement urbain.
Objectifs
L’objectif de ce travail est de de´finir une me´thode de localisation en environnement
urbain base´e sur un capteur bas couˆt : une came´ra. La me´thode doit fournir un position-
nement pre´cis de la came´ra, en utilisant une carte de l’environnement construite lors d’une
phase d’apprentissage, afin de garantir l’inte´grite´ du processus de navigation/localisation
d’un ve´hicule autonome. Pour construire cette carte, il est ne´cessaire d’acque´rir et de traiter
une importante quantite´ de donne´es lors de la phase d’apprentissage. Le premier proble`me
consiste a` de´finir de quelle manie`re ces donne´es doivent eˆtre repre´sente´es, pour garantir une
utilisation efficace de la base de donne´es lors de la localisation en ligne. Le deuxie`me pro-
ble`me consiste a` de´finir une me´thode de localisation visuelle permettant le positionnement
pre´cis et temps-re´el d’une came´ra a` l’aide de la base de donne´es. La repre´sentation des
donne´es et la technique de localisation visuelle utilise´e sont fortement interde´pendantes. En
effet certaines repre´sentations ne sont pas adapte´es a` certaines me´thodes de localisation :
il faut donc choisir une repre´sentation des donne´es permettant d’exploiter au maximum les
avantages de la technique de localisation visuelle utilise´e.
Contributions
Les travaux effectue´s durant cette the`se ont donne´ lieu a` plusieurs publications scien-
tifiques, directement lie´es a` la localisation en environnement urbain et a` la navigation au-
tonome, mais aussi sur des proble´matiques plus ge´ne´rales de suivi visuel robuste ou de
cartographie et localisation simultane´e temps-re´el :
1. Dans Meilland et al. (2010a,b), une nouvelle repre´sentation sphe´rique e´go-centre´e a
e´te´ pre´sente´e, ainsi qu’une nouvelle me´thode de se´lection de pixels ne de´gradant pas
l’observabilite´ des mouvements 3D.
1http ://projet cityvip.byethost33.com
Liste des algorithmes 7
2. Dans Meilland et al. (2011a), un nouveau capteur permettant l’acquisition d’images
sphe´riques augmente´es par la profondeur est propose´. Ce capteur est utilise´ pour car-
tographier automatiquement des environnements a` grande e´chelle. Le mode`le obtenu
est alors utilise´ pour localiser en temps re´el une came´ra navigant dans le voisinage du
mode`le.
3. Dans Meilland et al. (2011b), une me´thode directe de suivi visuel temps re´el, robuste
aux changements d’illumination est propose´e. Cette me´thode se base sur l’utilisa-
tion d’une technique de localisation base´e mode`le et d’une technique base´e odome´trie
visuelle.
4. Dans Gallegos et al. (2010), le mode`le de sphe`res augmente´es est utilise´ pour une
application de cartographie et localisation simultane´e base´e sur une fusion des donne´es
d’une came´ra omnidirectionnelle et d’un laser 2D.
5. Dans Audras et al. (2011), les algorithmes de´veloppe´s durant cette the`se sont utilise´s
pour un syste`me de cartographie et localisation simultane´e temps-re´el base´ sur une
came´ra RGB+D.
6. Dans Comport et al. (2011), un syste`me de cartographie ste´re´o, puis de localisation
monoculaire temps-re´el, a e´te´ propose´. Cette publication a donne´ lieu a` des de´mons-
trations temps-re´el lors de la confe´rence.
7. Les algorithmes de cartographie et de localisation temps re´els de´veloppe´s durant cette
the`se, ont e´te´ rassemble´s dans une librairie nomme´e DECSlam (Dense ego-centric
simultanemous localisation and mapping), et de´pose´s dans une APP INRIA (Agence
pour la protection des programmes cf. Annexe V).
Organisation du manuscrit
Ce manuscrit est divise´ en trois principales parties :
1. Dans la premie`re partie, les diffe´rentes me´thodes de localisation visuelle de la litte´-
rature sont de´taille´es dans le premier chapitre. Cet e´tat de l’art permet de de´finir
la proble´matique ge´ne´rale de cette the`se, et permet e´galement de justifier les choix
effectue´s pour la suite du manuscrit. Le deuxie`me chapitre de´finit la partie the´orique
du suivi visuel direct utilise´.
2. La deuxie`me partie de´finit la phase hors-ligne, c’est a` dire l’apprentissage : une car-
tographie de l’environnement est pre´sente´e sous la forme d’un graphe d’images sphe´-
riques augmente´es par une information dense de profondeur. Dans cette partie, plu-
sieurs contributions sont propose´es :
– Une nouvelle repre´sentation sphe´rique e´go-centre´e, permettant de cartographier de
manie`re dense des environnements de grande e´chelle.
– Une nouveau capteur sphe´rique, permettant d’acque´rir des images panoramiques
augmente´es par l’information de profondeur dense.
– Une nouvelle me´thode de se´lection de pixels saillants maximisant l’observabilite´ des
mouvements 3D locaux.
3. La troisie`me partie de´finit la phase en ligne : la base de donne´es construite hors-ligne
est utilise´e pour la localisation efficace d’une came´ra et la navigation autonome d’un
ve´hicule en environnement urbain. Cette partie introduit diffe´rentes contributions :
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– Une me´thode de localisation visuelle directe exploitant les avantages du graphe
d’images augmente´es pour une localisation temps-re´elle, pre´cise et robuste, fonc-
tionnant en inte´rieur et en exte´rieur.
– Une nouvelle me´thode de suivi visuel 3D hybride, robuste aux changements d’illu-








AT Transpose´e de A
K Matrice des parame`tres intrinse`ques
T Matrice de pose
R Matrice de rotation
t Vecteur de translation
x Vecteur de pose inconnu
x˜ Vecteur de pose re´el
x̂ Vecteur de pose estime´
M Matrice de projection perspective
P Point 3D
P Point 3D en coordonne´es homoge`nes
I Image
p Coordone´es 2D d’un pixel
p Coordone´es 2D homoge`nes d’un pixel
e Vecteur d’erreur
e Vecteur d’erreur centre´
J Matrice jacobienne
[·]× Matrice antisyme´trique
w(·) Fonction de warping
ρ(·) Fonction robuste
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Acronymes
SLAM Simultaneous Localisation And Mapping
GPS Global Positionning System
CAO Conception Assiste´e par Ordinateur
SfM Structure from Motion
IC Inverse Compositionnelle
ESM Efficient Second Order Minimisation
IRLS Iterative Re-weighted Least Squares
SSD Sum of Squared Differences
ZNCC Zero Normalized Cross Correlation
MAD Median Absolute Deviation
VO Visual Odometry
MB Model Based







Pour localiser un ve´hicule, le capteur par excellence est le syste`me GPS (Global Po-
sitionning System), car il fournit une position ge´o-re´fe´rence´e du re´cepteur en mesurant le
temps de re´ception des signaux e´mis par des satellites. Ce genre de capteur, aujourd’hui
tre`s re´pandu, est employe´ dans tous les types de transport, terrestres, maritimes, ae´riens, et
est e´galement inte´gre´ sur de nombreux te´le´phones mobiles. Cependant, l’erreur de pre´cision
d’un re´cepteur bas couˆt est de l’ordre de quelques dizaines de me`tres, ce qui est bien trop
important pour localiser un ve´hicule autonome et planifier des trajectoires sur des espaces
navigables : une voie de circulation mesure en moyenne 3.50 me`tres de large.
De plus, en environnement urbain, les baˆtiments peuvent occulter les satellites, notam-
ment lorsque le ve´hicule se trouve dans un environnement de type canyon urbain. Sachant
qu’il faut un minimum de 4 satellites pour une localisation correcte, il est fre´quent que le
nombre de satellites visibles ne soit pas suffisant pour se localiser. A cela s’ajoute le phe´no-
me`ne de multi-trajet : les signaux GPS peuvent eˆtre re´fle´chis sur les fac¸ades des baˆtiments,
ce qui peut fausser la mesure effectue´e. De plus un syste`me GPS classique ne fournit pas
directement une information d’orientation : elle doit eˆtre de´duite du mouvement ou calcule´e
en utilisant deux re´cepteurs suffisamment espace´s.
Pour se localiser dans les re´gions sans re´ception GPS , certains syste`mes utilisent des
capteurs proprioceptifs, qui mesurent une information sur le mouvement du robot :
– Encodeurs place´s sur les roues d’un ve´hicule : mesure de vitesses.
– Centrale inertielle : mesure d’acce´le´rations, vitesses angulaires et cap.
Ces capteurs fournissent des mesures de vitesses et d’acce´le´rations qu’il faut inte´grer une ou
deux fois pour obtenir un de´placement, ce qui entraine des erreurs relativement importantes
sur de longues distances (de´rive). De plus les capteurs de type odome`tre fournissent un
mouvement uniquement dans le plan de la route, et produisent des mesures aberrantes si
les roues du ve´hicule glissent sur le sol. Bien qu’ils offrent une bonne comple´mentarite´ aux
autres capteurs, en particulier a` cause de leur fre´quence d’acquisition (i.e. 100 Hz), il n’est
pas envisageable d’utiliser uniquement des capteurs proprioceptifs pour la localisation.
Pour ame´liorer la qualite´ de la localisation, il est possible d’utiliser des capteurs exte´-
roceptifs, qui donnent une mesure sur l’environnement (i.e. ge´ome´trie, photome´trie). Un
capteur de type te´le´me`tre laser permet de mesurer une distance : en ge´ne´ral une coupe
2D de la ge´ome´trie de l’environnement, qui peut eˆtre utilise´e pour estimer le mouvement
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du robot dans le plan du laser avec des techniques telles que le Scan-Matching Diosi &
Kleeman (2007) ou l’Iterative Closest Point Zhang (1994). Certains capteurs tre`s haut de
gamme permettent d’obtenir un nuage 3D en utilisant plusieurs nappes laser superpose´es,
ou un capteur 2D rotatif. Cependant ces dispositifs sont lourds a` utiliser en temps re´el a`
cause de la quantite´ de mesures effectue´es, et sont surtout particulie`rement one´reux.
Alternativement, les came´ras sont des capteurs exte´roceptifs bas couˆt, fournissant une
information tre`s riche, pre´cise, utilisable pour la localisation. C’est ce type de capteur qui
va eˆtre utilise´ dans la suite de ce manuscrit. Contrairement aux capteurs laser, une image
fournit une information projective de l’environnement, pour obtenir une information de
localisation ou de ge´ome´trie, il est ne´cessaire de traiter les images. La suite, de ce chapitre
pre´sente les diffe´rentes me´thodes de localisation visuelle, ainsi que les choix effectue´s pour
les algorithmes de localisation de´veloppe´s dans cette the`se.
1.2 Estimation du mouvement d’une came´ra
La localisation visuelle peut eˆtre conside´re´e comme l’estimation de la trajectoire d’une
came´ra par rapport a` un repe`re initial. Ce repe`re peut eˆtre par exemple la premie`re image
d’une se´quence, ou alors un objet connu, suivi dans les images et permettant d’extraire une
information sur la position relative entre la came´ra et l’objet. Tout d’abord, les techniques
de localisation visuelle peuvent eˆtre divise´es en deux groupes : les me´thodes base´es points
d’inte´reˆts et les me´thodes directes. Ensuite le proble`me de localisation est e´troitement lie´
a` l’estimation de la ge´ome´trie de la sce`ne, on parle alors de localisation et cartographie
simultane´e (SLAM : Simultaneous Localisation and Mapping). Enfin, pour simplifier le
proble`me de localisation, il est possible d’effectuer la partie cartographie lors d’une phase
d’apprentissage et d’utiliser le mode`le appris pour localiser une came´ra.
1.2.1 Me´thodes base´es points d’inte´reˆt
Les me´thodes base´es sur l’extraction de points d’inte´reˆts (feature-based), cherchent a`
extraire des primitives visuelles locales dans les images, telles que les points de Harris
& Stephens (1988). Une e´tape d’appariement est ensuite effectue´e, c’est a` dire mettre en
correspondance un a` un les points d’inte´reˆts de chaque image. Pour cela il est ne´cessaire
d’utiliser une mesure de similarite´ entre les primitives. En ge´ne´ral le couˆt est e´value´ entre
les intensite´s des pixels extraits dans voisinage des points d’inte´reˆts, par une SSD (Sum of
Squared Differences), une SAD (Sum of absolute differences) ou une ZNCC (Zero Normali-
zed Cross Correlation). Pour rendre plus robuste cette e´tape, souvent critique pour ce genre
de me´thodes, il est possible d’utiliser des descripteurs locaux, robustes aux changements
d’echelle et aux rotations, tels que Lowe (2004); Bay et al. (2006). Le mouvement relatif
entre les images est en ge´ne´ral obtenu soit par une me´thode robuste de type RANSAC
(Random Sample Consensus Fischler & Bolles (1981)), soit par une me´thode ite´rative de
minimisation non line´aire de l’erreur de re-projection des points d’inte´reˆts (cf. figure 1.1(a)).
Ce genre d’approches, sont les plus fre´quemment utilise´es pour l’estimation de pose
entre images, car elles permettent de re´duire l’information contenue dans les images a`
quelques centaines de points d’inte´reˆts. Cependant elles ne´cessitent une e´tape interme´diaire
d’extraction et d’appariement de points d’inte´reˆts entre les images, base´e en ge´ne´ral sur des
seuils de de´tection. Cette e´tape de pre´-traitement est souvent mal conditionne´e, bruite´e et
non robuste, ce qui ne´cessite d’utiliser des techniques d’estimation robustes de haut niveau.




























Fig. 1.1 – Comparaison des me´thodes d’estimation ite´ratives. (a) Une me´thode base´e points
d’inte´reˆts ne´cessite l’extraction de primitives dans les images, puis une e´tape d’appariement.
La pose entre les images peut alors eˆtre estime´ ite´rativement en minimisant la re-projection
des points d’inte´reˆts. (b) Une me´thode directe minimise directement une erreur d’intensite´
entre les deux images, en utilisant une technique de synthe`se d’image.
1.2.2 Me´thodes directes
Les me´thodes directes (image-based), quant a` elles, n’ont pas de phase de se´lection de
points d’inte´reˆts ou de primitives visuelles. Le mouvement de la came´ra est directement
obtenu en minimisant les erreurs d’intensite´s communes aux deux images (cf. figure 1.1(b))
a` l’aide d’une transformation parame´trique. Dans ce cas l’estimation du mouvement et la
mise correspondance des pixels s’effectuent simultane´ment lors de l’optimisation. Dans la
majorite´ des cas, ce type de technique est utilise´ pour le suivi d’une surface planaire Lucas
& Kanade (1981); Irani & Anandan (1998, 2000); Baker & Matthews (2001); Malis (2004);
Dame & Marchand (2010), ou alors le suivi d’un ensemble de surfaces planaires Mei et al.
(2006); Silveira et al. (2008); Shi & Tomasi (1994); Caron et al. (2011). Quelques travaux,
notamment ceux pre´sente´s dans Comport et al. (2007) proposent une ge´ne´ralisation de
l’algorithme au suivi de mode`les 3D obtenus par mise en correspondance dense ste´re´o.
Tous les pixels des images sont alors utilise´s dans la boucle d’estimation, permettant une
estimation robuste et pre´cise du mouvement.
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1.3 SLAM
Le proble`me de localisation et de cartographie simultane´e (SLAM ) a e´te´ ces dernie`res
anne´es un axe de recherche particulie`rement actif dans le domaine de la robotique (cf.Mon-
temerlo et al. (2002); Davison & Murray (2002); Thrun (2002); Durrant-Whyte & Bailey
(2006); Klein & Murray (2007); Konolige & Agrawal (2008)). A partir d’une position de de´-
part, le principe consiste a` construire incre´mentalement une carte de l’environnent, d’utiliser
cette carte pour la localisation et de mettre la carte a` jour lorsque de nouvelles mesures sont
effectue´es. Graˆce a` l’ajout de nouvelles donne´es, l’incertitude sur la carte diminue. Classi-
quement, les techniques de SLAM visuel sont base´es sur des points d’inte´reˆts et un filtre de
Kalman e´tendu Jazwinski (1970). Cependant ces me´thodes ont une efficacite´ calculatoire
limite´e, due a` l’inversion d’une matrice de covariance dont les dimensions augmentent avec
la taille de la carte reconstruite. De plus, ce genre d’approches est sujet a` des proble`mes de
consistance lie´s a` la line´arisation des mode`les. Pour conserver des solutions temps re´el, le
SLAM peut eˆtre effectue´ sur des feneˆtres de visibilite´, tel que dans Mouragnon et al. (2006);
Mei et al. (2010). Lorsque, seulement la trajectoire de la came´ra est conside´re´e, on parle
alors d’odome´trie visuelle Niste´r et al. (2004); Howard (2008); Kitt et al. (2010); Tardif
et al. (2010); Comport et al. (2010) qui consiste a` estimer incre´mentalement la position de
la came´ra, le long de la trajectoire.
Re´cemment, des techniques de SLAM dense base´es sur des me´thodes directes ont e´te´
propose´es. Tykkala & Comport (2011) proposent d’inte´grer temporellement les cartes de
disparite´s obtenues par mise en correspondance ste´re´o afin d’ame´liorer la reconstruction, en
re´duisant la zone de recherche des disparite´s. Dans Newcombe et al. (2011b), un syste`me
de SLAM monoculaire direct est propose´ pour reconstruire des mode`les denses d’environ-
nements inte´rieurs de dimensions limite´es.
Cependant, toutes les approches pre´sente´es pre´ce´demment restent incre´mentales, et
inte`grent une erreur de de´rive, non ne´gligeable sur de longues distances. Certains algo-
rithmes proposent de de´tecter les lieux ou le robot est de´ja` passe´, en fonction de l’appa-
rence des images, on parle alors de fermeture de boucle (cf. Cummins & Newman (2008);
Williams et al. (2009); Chapoulie et al. (2011)). Ce genre d’information permet d’ajouter
des contraintes sur la trajectoire obtenue, qui peut eˆtre re´-optimise´e efficacement par cer-
tains algorithmes de´die´s a` l’optimisation de graphes tels que Grisetti et al. (2007); Konolige
(2010); Kummerle et al. (2011).
Dans le domaine de la vision par ordinateur, le proble`me de SLAM est plus connu
sous le nom de Structure from Motion(SfM ) (cf. Martinec et al. (2002); Seitz et al. (2006);
Furukawa & Ponce (2010)). Bien que l’objectif soit similaire, c’est a` dire reconstruire le
mouvement des came´ras et la structure de la sce`ne, les contraintes sont diffe´rentes. En
effet, contrairement au SLAM ou` la reconstruction est effectue´e de manie`re incre´mentale
et en ligne, toutes les images ne´cessaires a` la reconstruction sont disponibles a` l’initialisa-
tion. En ge´ne´ral, les reconstructions sont effectue´es hors-ligne, ce qui permet d’utiliser des
techniques d’ajustement de faisceaux (Triggs et al. (2000)), consistant a` optimiser simulta-
ne´ment toutes les variables du syste`me (i.e. position des images et mode`le 3D). Bien que
certains algorithmes fournissent des reconstructions sur des re´gions de taille relativement
importante (Furukawa & Ponce (2010)), la reconstruction re´aliste a` tre`s grande e´chelle reste
pratiquement irre´alisable.
Lorsque qu’une seule came´ra est utilise´e pour le SLAM visuel, on parle de SLAM mo-
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noculaire ou Bearing Only SLAM . Puisque seulement un capteur projectif est utilise´, il
faut au minimum deux observations a` des positions diffe´rentes pour contraindre la recons-
truction d’un amer. De plus la localisation de la came´ra et la reconstruction de la carte
sont obtenus a` un facteur d’e´chelle pre`s. Dans certaines applications, notamment en re´alite´
augmente´e ce facteur n’est pas toujours important. Cependant pour une application de na-
vigation autonome il est dans certains cas indispensable d’avoir une localisation a` l’e´chelle,
par exemple pour envoyer des commandes cohe´rentes au robot. Pour corriger ce facteur,
il est possible d’utiliser des capteurs proprioceptifs tel que dans Royer et al. (2005). Une
seconde solution est d’utiliser un syste`me de ste´re´o vision, c’est a` dire deux came´ras relie´es
rigidement entre elles, dont la position est parfaitement connue (obtenue lors d’une phase
d’e´talonnage). Ces syste`mes facilitent le proble`me de SLAM , car l’observation de l’infor-
mation 3D est possible sans devoir estimer simultane´ment la localisation, et sans ne´cessiter
de de´placements spe´ciaux de la came´ra pour assurer l’observabilite´. D’autres approches as-
socient un capteur exte´roceptif de type te´le´me`tre laser a` une came´ra tel que Gallegos et al.
(2010), ce qui permet d’obtenir directement une information me´trique de profondeur dans
les images.
1.4 Me´thodes avec apprentissage
Un algorithme de SLAM en temps re´el n’e´tant pas envisageable a` grande e´chelle pour
la localisation d’un robot, il est possible de de´coupler le proble`me en deux parties :
1. La cartographie, la partie la plus complexe, peut eˆtre traite´e hors-ligne lors d’une
phase d’apprentissage.
2. La carte obtenue peut alors eˆtre utilise´e en ligne, pour localiser efficacement une
came´ra naviguant a` l’inte´rieur du mode`le.
Ce genre d’approche a plusieurs avantages, d’une part la localisation peut eˆtre effectue´e
avec pre´cision et sans de´rive, graˆce au mode`le. De plus si le mode`le 3D est a` l’e´chelle, la
localisation visuelle peut eˆtre effectue´e avec une came´ra monoculaire, a` l’e´chelle e´galement.
Ce type de me´thodes, peut e´galement eˆtre classe´ en deux groupes : l’utilisation de mo-
de`les 3D, obtenus soit par conception assiste´ par ordinateur (CAO), soit avec une me´thode
de reconstruction automatique, et les mode`les de type ”me´moires images”, consistant a`
distribuer dans l’environnement des images acquises lors de la phase d’apprentissage, sans
reconstruire explicitement le mode`le 3D global.
1.4.1 Mode`les 3D
Certains algorithmes exploitent directement un mode`le CAO de l’objet a` suivre (cf.
Brown (1971); Lowe (1991); Marchand et al. (2001); Drummond et al. (2002); Vacchetti
et al. (2004); Comport (2005); Comport et al. (2006)). La position de la came´ra est estime´e
par rapport a` l’objet en minimisant l’erreur de re-projection entre le mode`le 3D de la cible
et les contours extraits dans les images. Cependant ces algorithmes ne´cessitent une bonne
mode´lisation des objets ainsi que des primitives visuelles structure´es dans les images, telles
que des droites pour fonctionner.
Plusieurs travaux ont e´te´s mene´s pour ame´liorer les techniques de localisation en envi-
ronnement urbains en utilisant un mode`le CAO . Lothe et al. (2010) utilisent un mode`le 3D
global approximatif, pour recaler en ligne une carte locale reconstruite par un algorithme de
SLAM visuel avec la partie ge´ome´trique du mode`le, afin de corriger la de´rive. Dans Cappelle
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(a) Image synthe´tique. (b) Mode`le 3D texture´.
Fig. 1.2 – (a). Une image synthe´tise´e a` partir du mode`le 3D texture´ (b). Source : Institut
Ge´ographique National (IGN).
et al. (2011), le mode`le 3D est seulement utilise´ pour de´tecter les obstacles entre les images
perc¸ues par une came´ra et les images virtuelles, la localisation de la came´ra e´tant obtenue
par GPS -RTK. Dans Irschara et al. (2009), un mode`le e´parse de points 3D reconstruit par
un algorithme de SfM est utilise´ pour localiser une came´ra par un appariement de points
SIFT .
En ge´ne´ral, ces mode`les repre´sentent d’une manie`re approximative l’environnement ou
les objets a` suivre dans les images. Bien que les me´thodes de reconstruction automatique
d’environnement urbains a` grande e´chelle deviennent de plus en plus pre´cises Hammoudi
et al. (2010); Craciun et al. (2010); Lafarge & Mallet (2011), les outils utilise´s et les mode`les
reconstruits sont principalement de´die´s a` des applications de re´alite´ virtuelle (cf. figure 1.2).
En effet ce genre de mode`le, obtenu par plaquage de textures sur un baˆtit 3D approximatif
(fac¸ades planaires), ne permet pas un rendu photo-re´aliste de l’environnement et comporte
des erreurs de mode´lisation et des inconsistances photome´triques. Pour eˆtre robuste a` ces er-
reurs, Caron et al. (2012) proposent d’utiliser l’information mutuelle (Viola & Wells (1995))
pour recaler une image de synthe`se, ge´ne´re´e a` partir d’un mode`le 3D texture´ avec une image
re´elle. Cette me´trique permet de traiter des images de modalite´s diffe´rentes, cependant les
calculs ne´cessaires pour l’alignement ne sont pas temps-re´el.
Dans Newcombe et al. (2011b), le mode`le 3D dense obtenu par un algorithme de SLAM
est re´-utilise´ pour localiser une came´ra avec une me´thode directe, pour une application
de re´alite´ augmente´e. La pose de la came´ra est estime´e en minimisant directement les
intensite´s de l’image courante, avec celles de l’image virtuelle. Bien que le mode`le soit




Une approche alternative a` la reconstruction d’un mode`le 3D global, consiste a` repre´sen-
ter l’environnement de manie`re e´go-centre´e : les approches base´es me´moire image proposent
de conserver dans la base de donne´e directement les images issues de la phase d’appren-
tissage, positionne´es en 2 ou en 3 dimensions dans l’espace. L’information locale contenue
dans les images de la base de donne´e est alors utilise´e en ligne pour re-localiser une came´ra
naviguant dans le voisinage de la base de donne´es. Contrairement aux me´thodes globales,
ces approches fournissent localement un maximum de pre´cision. En effet, les donne´es ex-
traites des images ne sont pas exprime´es dans un repe`re global, ce qui e´vite de propager
les erreurs lie´es a` la reconstruction et aux approximations ge´ome´triques des mode`les, ce qui
ame´liore la pre´cision de la localisation.
Dans Royer et al. (2005) une base donne´es d’images cle´s, contenants des points de
Harris ainsi que leur position 3D, est construite lors d’une phase d’apprentissage. La base
de donne´es est alors utilise´e pour localiser en ligne une came´ra monoculaire en utilisant une
me´thode base´e points d’inte´reˆts. Courbon et al. (2009) proposent une me´thode base´e sur un
graphe d’images ge´ne´rique (image fisheye, omnidirectionnelle) de´finissant un chemin visuel
a` suivre. Le graphe est utilise´ pour du suivi de trajectoire. Cobzas et al. (2003) construisent
une base de donne´es d’images panoramiques augmente´es par la profondeur avec un laser et
une came´ra monte´s sur une tourelle pan/tilt. Une me´thode base´e point d’inte´reˆts permet
de re-localiser une came´ra monoculaire en environnement inte´rieur. Menegatti et al. (2004)
proposent une base de donne´e d’images omnidirectionnelles pour une localisation qualitative
en inte´rieur. Dans Jogan & Leonardis (2000) la me´thode de localisation propose´e est base´e
sur des panoramas cylindriques. Zhang & Kosecka (2006) utilisent une me´moire image
positionne´e avec un syste`me GPS, pour de la reconnaissance de lieux et une localisation
visuelle base´e points d’inte´reˆts.
D’autres approches utilisent une me´moire visuelle pour effectuer de l’asservissement
visuel Mezouar & Chaumette (2003); Remazeilles et al. (2004); Segvic et al. (2007); Dame
& Marchand (2011). Ce type d’approches ne calculent pas explicitement une position 3D,
le controˆle effectue´ par l’asservissement est directement calcule´ en fonction d’une erreur
de re-projection dans les images. Ce genre de techniques ne permettent pas de ge´ne´rer
des trajectoires diffe´rentes de celles de l’apprentissage, ce qui peut eˆtre ne´cessaire dans le
cas d’une application de navigation en environnement urbain (e.g. obstacles, de´passement
etc). Cependant, Cherubini & Chaumette (2011) ont propose´ de de´former localement la
trajectoire pour effectuer de l’e´vitement d’obstacles en utilisant une tourelle pan/tilt pour
conserver les images de la base de donne´es dans le champ de vue de la came´ra.
1.5 Conclusion
Les techniques de localisation visuelle base´es points d’inte´reˆts, ne´cessitent une e´tape
interme´diaire d’extraction et d’appariement de points entre les images, base´e en ge´ne´ral sur
des seuils de de´tection. Cette e´tape de pre´-traitement est souvent mal conditionne´e, bruite´e
et non robuste, ce qui ne´cessite d’utiliser des techniques d’estimation robustes de haut
niveau. Dans ces travaux, il a e´te´ choisi d’utiliser une me´thode de localisation visuelle directe
de´rive´e de Comport et al. (2007, 2010), minimisant ite´rativement une erreur d’intensite´
entre tous les pixels des images. Ce genre d’approche permet d’estimer avec pre´cision le
mouvement 3D d’une came´ra, tout en e´tant robuste aux erreurs de mode´lisation graˆce a`
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l’utilisation de toute l’information contenue dans l’image.
Dans le cadre d’une application de navigation autonome en environnement urbain, il
est tout a` fait possible de supposer que l’environnement puisse eˆtre cartographie´ lors d’un
apprentissage, et la carte utilise´e pour localiser un ve´hicule en 3D, sans ne´cessiter de recons-
truction couˆteuse en ligne. Dans ce cas l’objectif est d’effectuer un maximum de calculs hors
ligne, pour bien conditionner la phase de localisation en ligne. Cependant, comparer l’image
virtuelle d’un mode`le 3D global contenant une ge´ome´trie approximative, avec l’image re´elle
perc¸ue par une came´ra, n’est pas la meilleure approche, en particulier pour une me´thode di-
recte minimisant directement une erreur d’intensite´. De plus les mode`les 3D existants sont
consistants globalement, mais n’ont aucune pre´cision localement. En revanche, une carte
d’apprentissage e´go-centre´e base´e sur une me´moire image, fournit des donne´es directement
issues de capteurs photome´triques, permettant de minimiser une erreur consistante entre
les images de la base de donne´e et l’image courante perc¸ue par une came´ra, ce qui est bien
adapte´ a` l’utilisation de me´thodes directes. De plus, le fait d’utiliser des donne´es ge´ome´-
triques directement mesure´es dans les images e´vite de propager les erreurs de reconstruction
globales ce qui permet une localisation pre´cise, ne´cessaire a` la navigation.
Finalement, il est possible de faire le lien entre les me´thodes de localisation e´go-centre´es
et les techniques de rendu graphique base´es image (Image-based rendering Gortler et al.
(1996); Levoy & Hanrahan (1996); Debevec et al. (1996)), qui utilisent directement les
images originales utilise´es lors la reconstruction ge´ome´trique, sans effectuer un plaquage de
texture sur le mode`le 3D global. Les images synthe´tise´es avec ces me´thodes sont photo-
re´alistes car elles conservent la finesse et la pre´cision des images originales, ce qui est similaire
a` l’approche e´go-centre´e de´veloppe´e dans cette the`se.
Chapitre 2
Suivi visuel 3D direct
2.1 Introduction
Ce chapitre de´taille les bases the´oriques de la technique de suivi visuel 3D direct, utilise´e
dans ces travaux. La premie`re partie de´finit tout d’abord quelques notions de ge´ome´trie et de
transfert d’image. La deuxie`me partie de´finit une fonction de couˆt, reliant la transformation
rigide entre deux capteurs par une erreur d’intensite´ directement calcule´e entre deux images.
Cette fonction de couˆt peut eˆtre minimise´e par une technique d’optimisation non line´aire
robuste, permettant d’estimer avec pre´cision le mouvement 3D d’une came´ra. La me´thode
de´crite est de´rive´e de Comport et al. (2010), qui utilisent une transformation quadrifocale,
exprime´e en fonction d’une disparite´ dans les images pour synthe´tiser de nouvelles vues.
Pour plus de ge´ne´ricite´, la me´thode de´veloppe´e formule le proble`me de transfert d’image
directement avec une information de profondeur entre la came´ra et la sce`ne.
2.2 Notions de ge´ome´trie
2.2.1 Transformation rigide
Soit un repe`re orthonorme´ F∗ appartenant a` l’espace Euclidien, nomme´ repe`re de re´-
fe´rence, et un repe`re F orthonorme´ nomme´ repe`re courant. Soit la matrice homoge`ne








ou` R ∈ SO(3) ⊂ R3×3 est une matrice de rotation, appartenant au groupe Spe´cial Ortho-
gonal et t ∈ R3 est un vecteur de translation de dimensions 3× 1.
La matrice T de´finit le de´placement 3D rigide entre les repe`res F∗ et F , ou plus com-




]T ∈ R3, un point 3D de l’espace Euclidien de´finit dans le repe`re
F∗. Le point P∗ peut eˆtre transfe´re´ par la transformation rigide T dans le repe`re F par :
P = TP∗ ou P = RP∗ + t (2.2)
ou` P∗ =
[
X Y Z 1
]T
correspond au coordonne´es homoge`nes du point P∗.
Les proprie´te´s du groupe Spe´cial Orthogonal, permettent de de´finir les e´quations sui-
vantes :













Fig. 2.1 – Transformation rigide entre les repe`res F∗ et F .
– L’inverse d’une matrice de rotation :
RTR = I. (2.3)







2.2.2 Transformation de vitesse
Soit un vecteur x ∈ R6, repre´sentant des vitesses instantane´es en translation υ =[
υx υy υz
]T








(ω,υ)dt ∈ se(3), (2.5)
Le vecteur x est relie´ a` une pose T(x) ∈ SE(3) par l’application matrice exponentielle :
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 0 −ωz ωyωz 0 −ωx
−ωy ωx 0
 (2.8)
2.3 Formation de l’image
2.3.1 Projection perspective
Une came´ra perspective classique peut eˆtre mode´lise´e par le mode`le ste´nope´ (cf. Faugeras
(1993); Hartley & Zisserman (2004)). Tout d’abord, il est possible de de´finir la matrice des
parame`tres intrinse`ques d’une came´ra :
K =
f s u00 f × r v0
0 0 1
 ∈ R3×3 (2.9)
ou` f est la distance focale de la came´ra exprime´e en pixels, s le facteur de cisaillement, r
est le rapport des dimensions d’un pixel, et le couple (u0,v0) correspond a` la position du
point principal en pixels (i.e. centre de l’image). En ge´ne´ral, pour une came´ra de bonne
qualite´, le facteur de cisaillement est nul : s = 0 et le rapport des dimensions est proche de
1 : r ≈ 1.





ou` la matrice de projection perspective M, de dimensions 3× 4 est le produit matriciel de










est un vecteur unitaire permettant d’extraire la troisie`me
composante du produit MP∗.




correspond aux coordonne´es pixelliques normalise´es




est associe´ au premier
pixel en haut a` gauche de l’image.
La matrice K peut eˆtre obtenue lors d’une phase d’e´talonnage (cf. Tsai (1992); Heikkila
& Silven (1997); Zhang (1999)), a` partir d’images d’un objet ou d’une mire d’e´talonnage
dont les dimensions sont connues (e´chiquier, cercles ...). Pour un objectif a` focale fixe, cette
matrice est constante au cours du temps. Dans les chapitres suivants, pour une meilleure
lisibilite´, cette matrice sera conside´re´e constante et parfaitement connue, elle n’apparaˆıtra
que dans certaines e´quations.
2.3.2 Distorsions radiales
En ge´ne´ral, le mode`le ste´nope´ n’est pas suffisant pour mode´liser correctement la forma-
tion d’une image. Des aberrations ou distorsions, cause´es par les lentilles des objectifs des
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came´ras sont pre´sentes. En effet l’approximation de Gauss, assumant une propagation rec-
tiligne de la lumie`re n’est valable que pour de petits angles d’incidence. Sur les bords d’un
objectif (correspondant aux bords d’une image), cette approximation n’est plus valable : les
lignes droites de l’environnement apparaissent courbe´es dans les images. Ce phe´nome`ne est
d’autant plus prononce´ que l’angle d’ouverture de la came´ra (inversement proportionnel a`
la distance focale) est important.
Afin de corriger ces aberrations, un mode`le de distorsion radial peut eˆtre utilise´ (Slama
(1980)). Le de´placement des pixels dans les images peut eˆtre mode´lise´ par une fonction
polynomiale d’ordre n :
pr = K(1 + k2r
2 + k4r
4 + . . .+ knr
n)K−1p∗, (2.12)
avec r = ‖K−1p∗‖ correspondant a` la distance du pixel par rapport au centre de projection,
ki les coefficients de distorsion du polynoˆme et p
r la nouvelle position des pixels p∗.
Tout comme les parame`tres intrinse`ques, ces coefficients peuvent eˆtre obtenus lors de
l’e´talonnage de la came´ra (cf. Heikkila & Silven (1997); Zhang (1999)) et sont en ge´ne´ral
constant au cours du temps. Puisque la correction de distorsion ne de´pend que de la position
des pixels dans les images (cf. e´quation (2.12)), il est possible de corriger les intensite´s des
images lors d’une phase de pre´-traitement. Dans la suite de ce manuscrit, les images utilise´es
seront conside´re´es comme corrige´es de toute distorsion.
2.4 Transformation d’une image
2.4.1 Fonction de warping
Soit une image I∗ de dimensions m × n associe´e a` une fonction d’intensite´ I∗(p∗) et
a` un repe`re F∗. Les valeurs p∗ = (u, v), avec u ∈ [0;m[ et v ∈ [0;n[, correspondent aux
coordonne´es des pixels de l’image I∗. Supposons ensuite que pour chaque pixel p∗ une
information de distance me´trique Z ∈ R+ est connue. Un point 3D dans l’espace Euclidien
est par conse´quent de´fini par P = (p∗, Z). L’ensemble S = {I∗,Z} de´finira par la suite
une image augmente´e, contenant intensite´ et carte de profondeur.
Soit une seconde image I associe´e a` une fonction d’intensite´ I(p) et a` un repe`re F ,
ayant un de´placement 3D note´ T(x˜) ∈ SE(3) exprime´ dans le repe`re de l’image I∗ (cf.
figure 2.2). Dans la suite de ce manuscrit l’image I∗ sera appele´e image de re´fe´rence et I
image courante.
Si la pose 3D T(x˜) entre le repe`re courant et le repe`re de re´fe´rence est connue, il est
possible de synthe´tiser une nouvelle vue, a` partir des intensite´s I(p) de l’image courante, a`
la position du repe`re de re´fe´rence (Avidan & Shashua (1997)) en utilisant une fonction de
warping :
pw = w(T(x˜);Z,p∗). (2.13)
La fonction w(·) transfe`re le pixel p∗ de l’image de re´fe´rence, associe´ au point 3D Eucli-
dien P = (p∗, Z), dans l’image courante par la transformation rigide T(x˜), suivie d’une
projection de´pendante du mode`le de l’image courante (perspective cf. e´quation (2.10), om-
nidirectionnelle, sphe´rique cf. e´quation (3.26), cylindrique ...).
Cette fonction de warping w(T(x˜);Z,p∗) : SE(3)× R2 → R2 est une action de groupe.
Ce qui permet de de´finir les proprie´te´s suivantes :
– L’application unite´ :
w(I;Z,p∗) = p∗, ∀p∗ ∈ R2 (2.14)










Fig. 2.2 – Position des came´ras dans la sce`ne. L’image I∗ contient des intensite´s et l’infor-
mation de profondeur. La came´ra I, observe la meˆme sce`ne pour un point de vue diffe´rent.
Il est possible de synthe´tiser une nouvelle image Iw a` partir de l’image I, a` la position de
la came´ra I∗.
– La composition de deux actions correspond a` l’action de la composition, c’est a` dire,
∀T1,T2 ∈ SE(3) :
w(w(T1;Z,p
∗),T2) = w(T1T2;Z,p∗), ∀p∗ ∈ R2 (2.15)
2.4.2 Interpolations
Puisque en ge´ne´ral, les points pw ne correspondent pas directement a` un pixel (c’est a`
dire pw 6∈ N2), la fonction d’intensite´ de l’image courante doit eˆtre interpole´e aux coordon-
ne´es pw pour obtenir l’intensite´ correspondante :
I
w(p∗) = I(pw), (2.16)
Dans la litte´rature, il existe plusieurs types d’interpolation :
– L’interpolation au plus proche voisin :
I
w(p∗) = I(N(pw)), (2.17)
ou` la fonction N(.) : R2 → N2 calcule la valeur entie`re d’un re´el. Cette me´thode est
la plus rapide en temps de calcul, mais des arte´facts (discontinuite´s) lie´s aux arrondis
apparaissent sur les images transforme´es.
– L’interpolation biline´aire (cf. figure 2.3), interpole les intensite´s sur un voisinage de
4 pixels. Soit la valeur entie`re pN = N(pw), les coefficients d’interpolation biline´aire
sont alors de´finis par :
α = pw − pN = [αu αv] ∈ [0; 1] , (2.18)

























Fig. 2.3 – Interpolation biline´aire. Le point 3D P∗ associe´ au pixel p∗ est projete´ aux
coordonne´es p dans l’image I.
Si l’on note pNi,j = p
N + (i, j), la valeur interpole´e aux coordonne´es pw s’e´crit :










[ 1−αuαu ] (2.19)
Cette me´thode permet d’obtenir des images synthe´tise´es plus lisses que l’interpolation
au plus proche voisin.
– L’interpolation bicubique (cf. Keys (1981)), interpole les intensite´s sur un voisinage





























ou` la fonction f peut eˆtre de´finie par une fonction sinus cardinal :
sinc(pia) =
{





Cette me´thode permet d’obtenir des images lisse´es tout en pre´servant les contours,
contrairement a` l’interpolation biline´aire qui a tendance a` lisser les gradients des
images.
– Il existe e´galement des me´thodes interpolant sur un voisinage de dimensions ≥ 64,
a` partir d’un filtre de Lanczos (cf. Duchon (1979)), cependant le temps de calcul
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ne´cessaire pour ces approches devient rapidement trop important pour une utilisa-
tion temps-re´el. D’autres me´thodes, tels que le filtrage anisotrope, sont utilise´es pour
supprimer les effets d’aliasing lie´s au sur-e´chantillonnage, en pre´servant les contours,
mais sont couˆteuses en temps de calcul.
Dans ces travaux, l’interpolation biline´aire a e´te´ utilise´e, car elle offre un bon compromis
entre temps de calcul et pre´cision.
2.4.3 Hypothe`se Lambertienne
Une hypothe`se classique dans le domaine de la vision par ordinateur et notamment pour
les me´thodes directes d’alignement d’image, est que la sce`ne observe´e est Lambertienne, ou
conserve au moins des proprie´te´s Lambertiennes localement autour d’un point de vue. En
d’autres termes, chaque point 3D de la sce`ne renvoie la meˆme quantite´ de lumie`re quel
que soit le point de vue. Dans ce cas, les changements d’intensite´ dans les images sont dus







Cette e´quation signifie que les intensite´s de l’image courante transfe´re´es vers le repe`re de
re´fe´rence par la transformation rigide de changement de point de vue T(x˜) sont e´gales a`
celles de l’image originale.
2.5 Fonction d’erreur : SSD
Supposons maintenant que seulement une approximation T̂ de T(x˜) est connue. Dans
ce cas, le proble`me de recalage consiste a` trouver la transformation incre´mentale T(x) :
T(x˜) = T̂T(x), (2.23)
telle que les diffe´rences d’intensite´s entre les pixels de l’image courante recale´e par la trans-






ou` e(x) est le vecteur de dimensions mn×1 contenant les erreurs associe´es a` chaque pixel :
e(x) =
[




2.6.1 Approximation du syste`me d’e´quations
Puisqu’une approximation du de´placement T(x˜) est connue, on suppose que l’incre´ment
T(x) est faible. Dans ce cas, il est possible de line´ariser le vecteur e(x) en effectuant un
de´veloppement en se´rie de Taylor au voisinage de x = 0 :
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ou` J est la matrice Jacobienne du vecteur d’erreur e, de dimensions mn×6 et repre´sente
le variation de e(x) en fonction de chaque composante de x :
J(x) = ∇xe(x) (2.27)
et la matrice M(x1,x2) de dimensions mn× 6, est de´finie ∀(x1,x2) ∈ R6 ×R6 par :













ou` chaque matrice Hessienne
∂2e1(x1)
∂x12
x2 repre´sente la de´rive´e seconde de e par rapport a`
x.
2.6.2 Minimisation
Le syste`me d’e´quations 2.26 peut eˆtre re´solu avec une me´thode des moindres carre´s. Ce
qui revient a` minimiser la fonction de couˆt suivante :
O(x) = 1
2
‖e(0) + J(0)x+ 1
2
M(0,x)x‖2, (2.29)
Une condition ne´cessaire pour que le vecteur x soit un minimum de la fonction de couˆt
est que la de´rive´e de O(x) soit nulle a` la solution, c’est a` dire en x = x˜ :
∇xO(x)|x=x˜ = 0, (2.30)
Dans ce cas, la de´rive´e de la fonction de couˆt peut s’e´crire :
∇xO(x) = (J(0) +M(0,x))T
(
e(0) + J(0)x+O(‖x‖2) (2.31)
La me´thode standard pour re´soudre l’e´quation 2.30 est la me´thode de Newton. Elle
consiste a` de´terminer incre´mentalement une solution x par :
x = −Q−1J(0)Te, (2.32)
ou` la matrice Q s’e´crit :








Cependant, la me´thode de Newton ne´cessite le calcul des nm matrices Hessiennes, ce
qui est couteux en temps de calcul. Il est cependant possible d’approcher la matrice Q avec
une approximation au premier ordre par la me´thode de Gauss-Newton :
Q = J(0)TJ(0) (2.34)
Pour ce type d’approches, la me´thode de Gauss-Newton est pre´fe´re´e, car elle permet
d’une part d’assurer une matrice Q de´finie positive et d’autre part d’e´viter le calcul assez
couˆteux des matrices Hessiennes.
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Dans ces conditions, a` chaque ite´ration, une nouvelle erreur e et une nouvelle matrice






et mettre a` jour la transformation rigide par :
T̂← T̂T(x). (2.36)
En ge´ne´ral, la minimisation est arreˆte´e lorsque la norme de l’erreur : ‖e‖2 < α ou
lorsque l’incre´ment calcule´ devient trop faible : ‖x‖2 < , ou` α et  sont des crite`res d’arreˆt
pre´de´finis.
2.6.3 Inverse compositionnelle (IC )
Meˆme si une me´thode de type Gauss-Newton permet d’acce´le´rer le temps de calcul et
le domaine de convergence en e´vitant le calcul des matrices Hessiennes, il est ne´anmoins
ne´cessaire d’e´valuer la matrice Jacobienne J(0) a` chaque ite´ration ce qui peut eˆtre couˆteux,
notamment lorsque la dimension de l’image de re´fe´rence est grande. La me´thode d’inverse
compositionnelle (Baker & Matthews (2001)), propose d’utiliser une matrice Jacobienne
constante tout au long de la minimisation. Le gradient de l’erreur J(0), est approxime´ par
la valeur du gradient a` la solution, c’est a` dire en x = x˜ :
J(0) ≈ J(x˜). (2.37)






la matrice Jacobienne J(x˜) peut eˆtre pre´-calcule´e sur l’image de re´fe´rence. Cette matrice
e´tant constante tout au long de la minimisation, l’algorithme devient alors tre`s efficace en
temps de calcul :
Algorithme 2.1 Inverse compositionnelle
Entre´es: S = {I∗,Z∗}, I, T̂
calculer la matrice Jacobienne J(x˜) de S.
ite´ration ← 1
re´pe´ter
calculer l’image transforme´e Iw (eq. 2.22).
calculer le vecteur d’erreur e(x) (eq. 2.26).
calculer l’incre´ment x (eq. 2.35).
mettre a` jour la pose : T̂ (eq. 2.36).
ite´ration ← ite´ration +1
jusqu’a` ‖x‖ ≤  ou ite´ration > ite´ration maximum
Retourner T̂.
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2.6.4 Approximation du second ordre (ESM )
Dans Malis (2004); Benhimane & Malis (2004), la me´thode de minimisation propose´e
permet d’obtenir des proprie´te´s de convergence de second ordre, sans le calcul des matrices
Hessiennes, tout en conservant une approximation de la matrice Q de´finie positive. Pour
obtenir ce re´sultat, un de´veloppement en se´rie de Taylor au premier ordre de la matrice
M(0,x) de l’e´quation (2.26) est effectue´, ce qui permet d’avoir une approximation du second
ordre de la fonction d’erreur :
M(0,x) = J(x)− J(0) +O(‖x‖2). (2.39)
En remplac¸ant M(0,x) dans l’e´quation (2.26) on obtient :
e(x) = e(0) +
1
2
(J(0) + J(x))x+O(‖x‖3). (2.40)
Lorsque x = x˜, l’e´quation devient :
e(x˜) ≈ e(0) + 1
2
(J(0) + J(x˜)) x˜ (2.41)
La matrice J(x˜) correspond a` la matrice Jacobienne obtenue avec l’algorithme d’inverse
compositionnelle. La matrice J(0) est calcule´e a` l’e´tat courant de la minimisation, que l’on
peut qualifier de forward compositionnelle. Ces deux matrices peuvent eˆtre divise´es en 3




ou` JI est le gradient photome´trique de l’image, de dimensions mn×2mn, Jw est la matrice
Jacobienne de la fonction de warping , de dimensions 2mn×3 et JT est la matrice Jacobienne
de la parame´trisation de x de dimensions 3×6. Lors de la minimisation, seulement la matrice
JIw = ∇Iw, correspondant au gradient photome´trique de l’image courante transforme´e,
a besoin d’eˆtre re´-e´value´e. La mise a` jour de la transformation x est alors obtenue d’une
manie`re similaire a` la me´thode de Gauss-Newton par :
x = −2 (JTesmJesm)−1 JTesme(x), (2.43)
ou` la matrice Jesm est obtenue selon les e´quations (2.42) et (2.41) :
Jesm = (JI∗ + JIw)JwJT (2.44)
L’utilisation de l’algorithme ESM , permet une convergence quadratique vers la solution
(cf. algorithme 2.2). Par rapport a` une solution du premier ordre (IC ) moins d’ite´rations
sont ne´cessaires. Cependant, l’algorithme ne´cessite le calcul des gradients photome´triques
de l’image transforme´e a` chaque ite´ration de la minimisation, ce qui est couteux en temps de
calcul. Dans les imple´mentations temps-re´el des algorithmes, une ite´ration de l’algorithme
ESM couˆte quasiment deux fois plus de temps qu’une ite´ration de l’algorithme IC . La
me´thode IC peut donc effectuer deux fois plus d’ite´rations pour converger. Cependant, l’al-
gorithme ESM pre´sente d’autres avantages (cf. de´tails dans Benhimane (2006)), tel qu’une
meilleure robustesse au sous e´chantillonnage et au bruit, et un domaine de convergence
plus grand que les me´thodes du premier ordre. Dans les expe´rimentations pre´sente´es dans
les chapitres suivants, cet algorithme a e´te´ utilise´, cependant tous les algorithmes propose´s
restent identiques avec la me´thode IC .
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Algorithme 2.2 ESM
Entre´es: S = {I∗,Z∗}, I, T̂.
calculer les matrices Jacobienne JI∗ , Jw et JT.
ite´ration ← 1.
re´pe´ter
calculer l’image transforme´e Iw (eq. (2.22)).
calculer la matrice Jacobienne JIw de I
w.
calculer la matrice Jacobienne Jesm (eq. (2.44)).
calculer le vecteur d’erreur e(x) (eq. (2.26)).
calculer l’incre´ment x (eq. (2.43)).
mettre a` jour la pose : T̂ (eq. (2.36)).
ite´ration ← ite´ration +1.
jusqu’a` ‖x‖ ≤  ou ite´ration > ite´ration maximum.
Retourner T̂.
2.6.5 M-estimateurs
L’hypothe`se de sce`nes entie`rement Lambertiennes (cf. section 2.4.1) n’est en ge´ne´ral pas
ve´rifie´e, en particulier pour des environnements 3D complexes (exte´rieurs ou inte´rieurs),
ou` de nombreux objets ont des proprie´te´s spe´culaires. De plus, il est possible que des
aberrations apparaissent dans les images transforme´es, les principales causes e´tant :
– Occultations partielles lie´es a` la ge´ome´trie de l’environnement et du changement de
point de vue entre les images (baˆtiments, objets proches des came´ras).
– Objets dynamiques (ve´hicules, pie´tons ...).
– Objets non rigides (ve´ge´tation sous l’effet du vent...).
– Bruit des capteurs.
– Erreurs de mode´lisation : mauvaise information de profondeur sur les images de re´fe´-
rence.
Bien que les techniques directes soient intrinse`quement robustes a` ces erreurs, car l’in-
formation contenue dans les images est tre`s redondante, des minimas locaux peuvent appa-
raitre lors de la minimisation : il est ne´cessaire de prendre ces aberrations en compte dans
la fonction de couˆt.
De la meˆme manie`re que dans Hager & Belhumeur (1998); Comport et al. (2010), il est
possible d’utiliser une minimisation ite´rative robuste (Iterative Re-weighted Least Squares
(IRLS )) pour ge´rer les aberrations a` l’aide de M-estimateurs, de´taille´s dans Zhang (1995).










ou` la fonction ρ(e) est une mesure ponde´re´e de l’erreur e. La solution robuste de x devient
alors :
x = − (JTDJ)−1 JTDe. (2.46)
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ou` D est une matrice diagonale de dimensions mn×mn :
D =

w1 0 . . . 0





0 0 . . . wn
 (2.47)
contenant les poids wi ∈ [0; 1], qui indiquent la confiance associe´e a` chaque pixel telle que






u , if |u| ≤ a
a u|u| , if |u| > a,
(2.48)
ou` δi est le re´sidu centre´ de chaque valeur ei par δi = ei −Median(e) et ψ est la fonction
d’influence. Le facteur de proportionnalite´ pour la fonction de Huber est a = 1.345, ce qui
repre´sente 95% d’efficacite´ dans le cas d’un bruit Gaussien.
Les valeurs δi sont normalise´es par une mesure robuste de l’e´chelle de la distribution, la





ou` Φ(·) est la fonction de re´partition et 1/Φ−1(0.75) = 1.48 est la valeur de l’e´cart type
pour une distribution normale.
Il existe dans la litte´rature d’autres fonctions robustes (telles que les fonctions de Cauchy,
Tukey, Welsh, etc), cependant la fonction de Huber reste la plus efficace pour la majorite´
des cas (cf. Zhang (1995)).
La figure 2.4, montre le de´roulement de la minimisation ite´rative robuste. A partir des
profondeurs Z de l’image de re´fe´rence augmente´e S, l’image I est recale´ sur I∗, ce qui
permet de calculer une erreur d’intensite´ entre Iw et I∗. L’estimateur robuste permet de
rejeter les aberrations (ici re´flexions spe´culaires et occultations). Le mouvement T̂ est alors
mis a` jour en calculant l’incre´ment x. A chaque ite´ration de l’optimisation, une nouvelle
matrice D est recalcule´e en fonction de l’erreur e(x), jusqu’a` convergence de l’algorithme.
2.7 Pyramide multi-re´solution
Un inconve´nient majeur des techniques directes et plus ge´ne´ralement des techniques de
localisation ite´ratives, est que l’approximation de la pose initiale T̂ doit eˆtre assez proche de
la solution T(x˜) pour converger (e.g a` l’inte´rieur du bassin de convergence). Pour ame´liorer
cette re´gion de convergence, une approche multi-re´solution est tre`s souvent employe´e. Cette
approche consiste a` construire une pyramide de N images lisse´es et sous-e´chantillonne´es
successivement par un facteur 2 (cf. Burt & Adelson (1983)).
L’image du niveau k+1 de la pyramide est obtenue en sous-e´chantillonnant l’image Ik,
correspondant au niveau k, convolue´e par un noyau Gaussien (lissage) :
I
k+1(q) = (Ik(p)⊗G)(w(q)), ∀q = 2(p− 1),p ∈ N2, (2.50)
ou` la fonction w(q), se´lectionne les coordonne´es pixelliques paires de l’image convolue´e
(Ik(p)⊗G).












image de re´fe´rence augmente´e S = {I∗,Z∗}







Fig. 2.4 – Processus de minimisation directe robuste : Les intensite´s de l’image I, sont
ite´rativement recale´es sur l’image I∗. L’image de ponde´ration D, calcule´e en fonction de
l’erreur e permet mettre a` jour le de´placement 3D x de manie`re robuste.
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1 4 6 4 1
4 16 24 16 4
6 24 36 34 6
4 16 24 16 4
1 4 6 4 1
 (2.51)
Le niveau 0 de la pyramide, correspond a` l’image originale I0, de dimensions m × n.
Le reste de la pyramide est ensuite obtenu successivement a` partir de l’e´quation de sous-
e´chantillonnage (2.50) jusqu’au niveau N−1, ou` l’image IN−1 est de dimensions m/2N−1×
n/2N−1.
Lors de l’alignement d’images, les pyramides des images photome´triques I et I∗ sont
tout d’abord construites. Une pyramide de la carte de profondeur Z est e´galement obtenue
en utilisant un sous e´chantillonnage sans lissage Gaussien, de manie`re a` pre´server l’informa-
tion ge´ome´trique. L’algorithme commence la minimisation a` l’e´chelle N − 1, correspondant
aux images de plus petites dimensions, contenant tre`s peu de de´tails. Apre`s convergence,
le re´sultat est ensuite utilise´ pour initialiser le niveau suivant de la pyramide, et le recalage
est de nouveau effectue´. Cette ope´ration est re´pe´te´e jusqu’au niveau 0, correspondant a` la
plus grande re´solution, donc a` la meilleure pre´cision.
Le fait de lisser les images de la pyramide, permet une convergence plus rapide vers le
minimum de la fonction de couˆt, et aussi d’e´viter certains minimas locaux supprime´s par le
lissage Gaussien. De plus, avec ce type d’approches, les grands de´placements sont minimise´s
a` moindre couˆt sur la plus faible re´solution, et la pre´cision est obtenue sur la plus grande
re´solution en quelques ite´rations, ce qui permet d’acce´le´rer le temps de calcul.
Algorithme 2.3 Suivi multi-re´solution
Entre´es: S = {I∗,Z∗}, I, T̂
Construire la pyramide de S.
Construire la pyramide de I.
pour k = N − 1→ 0 faire
Utiliser algorithme de suivi
Si l’algorithme a` converge´, mise a` jour T̂
fin pour
Retourner T̂.
En pratique, pour une image de dimensions 800×600, 4 niveaux de pyramide sont utilise´s
(cf. figure 2.5). Pour une pyramide d’image perspectives, e´chantillonner d’un facteur α une
image, modifie la matrice des parame`tres intrinse`ques par :
Kk+1 =




La me´thode de localisation visuelle 3D directe pre´sente´e dans ce chapitre, est base´e sur










Fig. 2.5 – Pyramide multi-re´solution.
profondeur et une image courante. La pose 3D entre les deux images peut eˆtre obtenue effi-
cacement a` l’aide d’une technique d’optimisation non line´aire, minimisant directement des
erreurs d’intensite´s. Contrairement aux techniques base´es points d’inte´reˆts, tous les pixels
des images sont utilise´s pour la localisation, permettant une estimation pre´cise et robuste
de la pose. Les aberrations telles que les occultations et les changements d’illumination
locaux sont directement pris en compte par une fonction robuste, alors qu’une approche
multi-re´solution permet d’acce´le´rer la convergence de l’algorithme.
Dans la suite de ce manuscrit, les diffe´rentes notions de´finies dans ce chapitre, tel que la
formation et la synthe`se d’images, la minimisation robuste et les approches multi-re´solution
seront fre´quemment employe´es.







Comme introduit pre´ce´demment, l’acquisition et la construction automatique de mode`les
3D denses, pre´cis et utilisables pour la localisation n’est pas maitrise´e a` grande e´chelle.
Pour obtenir une carte re´-utilisable pour une localisation pre´cise, un mode`le e´go-centre´
est plus approprie´. En effet conserver directement les images originales permet d’e´viter les
erreurs de reconstruction globales, lie´es aux approximations des mode`les, et repre´sente le
plus fide`lement possible l’environnement local autour d’un point de vue.
Dans la litte´rature, toutes les approches de localisation quantitatives base´es sur des me´-
moires images utilisent des techniques base´es point d’inte´reˆts (Royer et al. (2005); Courbon
et al. (2008)). Afin de fournir une couverture visuelle maximale, certaines me´thodes uti-
lisent une repre´sentation par images panoramiques (Jogan & Leonardis (2000); Cobzas et al.
(2003)). Ce genre de repre´sentation, de´ja` pre´sent a` tre`s grande e´chelle dans l’application
”grand public” Google Earth (cf. Vincent (2007)) permet une immersion visuelle photo-
re´aliste, mais dans ce cas n’est pas adapte´e a` la localisation pre´cise, les sphe`res visuelles
e´tant grossie`rement positionne´es dans l’espace.
Dans cette partie, une nouvelle approche alternative de cartographie est propose´e. Pour
cela, un mode`le e´go-centre´ sphe´rique est utilise´. Contrairement aux approches pre´ce´dentes,
cette repre´sentation est dense, c’est a` dire que tous les pixels des images peuvent eˆtre
utilise´s pour la localisation. Pour permettre l’utilisation de techniques de transfert d’images,
ne´cessaires aux me´thodes d’alignement d’images directes, l’augmentation de ces images avec
l’information de profondeur associe´e a` chaque pixel est indispensable. Cela ame`ne a` de´finir,
ce qui sera appele´ par la suite une sphe`re visuelle augmente´e, telle que repre´sente´e sur la
figure 2.6, et de´finie par :
S = {IS,ZS,WS,PS}, (2.53)
- IS est la sphe`re photome´trique contenant les intensite´s de chaque pixel.
- PS = {qS1, . . . ,qSn} est l’e´chantillonnage sur la sphe`re unite´ qS ∈ S2.
- ZS est la carte de profondeur associe´e a` chaque pixel de la sphe`re. Un point 3D est
par conse´quent de´fini sur la sphe`re par P = (qS, Z).
- WS est la carte de saillance permettant de se´lectionner les meilleurs pixels de la
sphe`re augmente´e (cf. section 5.3).
IS 1/ZS WS PS
Fig. 2.6 – Repre´sentation locale : sphe`re augmente´e S contenant des intensite´s IS, une















Fig. 2.7 – Sphe`res multi-re´solution.
Pour permettre l’utilisation de techniques d’alignement d’images multi-re´solution, la
sphe`re visuelle augmente´e S est e´galement de´compose´e en pyramide multi-re´solution : S =
{S0,S1, . . . ,SN}, construite a` partir de lissages et de sous-e´chantillonnages successifs de la
re´solution de base tel que de´fini dans la section 2.7 et montre´ sur la figure 2.7.
Cette sphe`re est le mode`le local de la carte, elle permet de localiser avec une me´thode
d’alignement directe, une came´ra, naviguant localement dans son voisinage. Pour permettre
une localisation globale, il est ne´cessaire de de´finir le mode`le global, c’est a` dire le graphe
G, repre´sente´ sur la figure 2.8, et de´fini tel que
G = {S1, . . . ,Sn;T1, . . . ,Tm} (2.54)
ou` S1, . . . ,Sn est l’ensemble des n sphe`res augmente´es connecte´es rigidement entre elles
par les m poses : T1, . . . ,Tm (cf. figure 2.8).
Cette nouvelle repre´sentation comporte de nombreux avantages :
– Une repre´sentation e´go-centre´e permet de conserver des mesures directement extraites
des capteurs. Cela assure localement une pre´cision maximale (par rapport aux donne´es
initiales). De plus toute l’information ne´cessaire pour la localisation 3D est pre´sente
et compacte´e dans une seule sphe`re augmente´e, ce qui e´vite de cartographier les zones
inutiles a` la navigation (i.e. zones hors voies de circulation).
– L’information dense de profondeur permet d’utiliser des techniques directes d’esti-
mation de pose a` 6 degre´s de liberte´, base´es sur le transfert d’images (cf. section
2.4.1).
– Contrairement aux mode`les CAO texture´s, la consistance photome´trique d’une image
ame´liore les performances des techniques directes de recalage d’image (vitesse et bas-
sin de convergence), mais aussi la robustesse des techniques base´es point d’inte´reˆts,
sensibles aux changements de points de vue.
– La ge´ne´ricite´ d’une repre´sentation sphe´rique permet de combiner diffe´rents capteurs
pour la localisation, tel que les came´ras perspectives, les came´ras ste´re´oscopiques, les
came´ras omnidirectionnelles ou les capteurs laser.
– Un capteur a` large angle de vue augmente l’observabilite´ des mouvements 3D (cf. Ba-






Fig. 2.8 – Repre´sentation e´go-centre´e : graphe de sphe`res augmente´es G permettant la
localisation d’un agent A naviguant localement a` l’inte´rieur du graphe.
– Une seule sphe`re de vision permet de cartographier par exemple une route a` double-
sens de circulation, permettant d’avoir un mode`le plus compact.
Cependant, la construction d’un tel mode`le a certaines limitations. Tout d’abord, il
n’existe aucun capteur permettant l’acquisition de sphe`res visuelles augmente´es par la pro-
fondeur. Cela ne´cessite de de´velopper des capteurs et des algorithmes spe´cialement conc¸us
pour cette taˆche. Le premier chapitre de cette partie pre´sente les diffe´rentes me´thodes de
construction d’images panoramiques et un nouveau capteur permettant la construction de
sphe`res visuelles augmente´es est propose´. Avec ce syste`me, il est possible de reconstruire
des images panoramiques augmente´es par la profondeur, sans utiliser de capteur actif.
Dans le deuxie`me chapitre, une me´thode de positionnement et de se´lection automa-
tique des sphe`res du graphe est pre´sente´e. Les re´sultats expe´rimentaux montreront qu’avec
un tel syste`me, il est possible de cartographier de manie`re dense et compacte, de larges
environnements.
Comme il a e´te´ pre´sente´ en premie`re partie, les me´thodes directes d’alignement d’images
utilisent tous les pixels pre´sents dans les images dans une boucle de minimisation ite´rative.
Le graphe d’images sphe´riques e´tant destine´ a` eˆtre utilise´ en temps re´el pour la localisation,
la quantite´ de pixels pre´sents dans les sphe`res peut eˆtre difficile a` traiter en temps re´el. Le
troisie`me chapitre propose une nouvelle me´thode de se´lection de pixels saillants, pre´-calcule´e
lors de la construction de la base de donne´es et permettant d’utiliser un nombre re´duit de
pixels lors de la localisation en ligne, sans de´grader l’observabilite´ des mouvements 3D.
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Chapitre 3
Construction d’une sphe`re augmente´e
3.1 Syste`mes existants
3.1.1 Sphe`re photome´trique panoramique
Alors que les travaux de Krishnan & Nayar (2009) pre´sentent un vrai capteur sphe´rique,
l’acquisition d’images panoramiques de bonne qualite´ est encore un proble`me non re´solu.
En effet, seule la construction de capteurs planaires (CCD ou CMOS) est maitrise´e, et
donc de came´ras a` champ de vue limite´. Bien que certains objectifs permettent l’acquisition
d’images tre`s grand angle (e.g. objectif fisheye, cf. figure 3.1), la vision panoramique a` 360˚
est d’une manie`re ge´ne´rale simule´e. Deux techniques sont majoritairement utilise´es : les
came´ras omnidirectionnelles catadioptriques et les syste`mes multi-came´ras.
3.1.1.1 Came´ra omnidirectionnelle catadioptrique
Les came´ras omnidirectionnelles Nayar (1997) permettent d’acque´rir des images avec un
champ de vision horizontal de 360˚ et avec un centre de projection unique. Ce capteur est
en ge´ne´ral compose´ d’une came´ra perspective classique ou orthographique, a` laquelle vient
se greffer un miroir convexe de forme le plus souvent hyperbolique ou parabolique (voir
figure 3.2), place´ dans l’axe optique de la came´ra.
Ce type de came´ra peut eˆtre mode´lise´ par le mode`le de projection unifie´ propose´ par
Mei & Rives (2007), qui est une extension de Geyer & Daniilidis (2000). Ce mode`le effectue
deux projections successives : une projection sphe´rique suivie d’une projection perspective
(cf. figure 3.3). Un point P ∈ R3 de l’espace Euclidien est projete´ sur la sphe`re unitaire par




Le point qS est exprime´ dans le repe`re FM par :
qM = qS + e3ξ (3.2)
ou` le parame`tre ξ ∈ [0; 1] de´pend de la ge´ome´trie du miroir. Le point qM est alors projete´
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Fig. 3.1 – Objectif grand angle et image fisheye.
Fig. 3.2 – Came´ra omnidirectionnelle catadioptrique.
et dans le plan image normalise´ par :
p = Km =
γ1 γ1s u00 γ2 v0
0 0 1
m, (3.4)
ou` K est la matrice des parame`tres intrinse`ques de la came´ra, et (γ1, γ2) sont les distances
focales ge´ne´ralise´es et de´pendent de la forme du miroir. Les valeurs the´oriques de γ et
ξ sont de´taille´es dans Mei & Rives (2007), et peuvent eˆtre de´termine´es lors d’une phase
d’e´talonnage.
L’image omnidirectionnelle Io peut ainsi eˆtre re-projete´e sur une image sphe´rique IS
au moyen d’un warping ste´re´ographique inverse :
IS(qS) = Io(w(K, ξ,qS)) (3.5)
L’inconve´nient majeur de ce genre de came´ras est d’une part, une faible re´solution (360˚
sont projete´s sur un seul capteur perspectif), et d’autre part une re´solution spatiale non




















Fig. 3.3 – Mode`le de projection unifie´.
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uniforme : la qualite´ de l’image diminue en direction des bords du capteur (cf. figure 3.3).
De plus en fonction de la forme du miroir, la largeur en champ vertical est limite´e (demi-
sphe`re,<90˚ ), ce qui n’est pas ide´al pour cartographier des environnements urbains : la partie
saillante et stable de l’information se trouvant souvent en hauteur (fac¸ade des baˆtiments).
3.1.1.2 Syste`mes multi-came´ra
Il est e´galement possible de construire une image panoramique, assemble´e a` partir de
plusieurs images, capture´es simultane´ment par plusieurs came´ras relie´es rigidement Baker
et al. (2001) ou issues d’une se´quence d’image Lovegrove & Davison (2010). Les images,
dont la position doit eˆtre parfaitement connue sont alors recale´es, projete´es et fusionne´es sur
une sphe`re virtuelle tangente aux capteurs par une technique de mosaicing Szeliski (2006).
Les N images I i peuvent eˆtre transforme´es et fusionne´es sur une sphe`re par une fonction










ou` les cœfficients α sont les cœfficients de fusion des intensite´s, les matrices Ki les para-
me`tres intrinse`ques des came´ras et les matrices Ri repre´sente la rotation des images par
rapport a` la sphe`re. Puisque l’information de profondeur n’est pas connue, les translations
ti, entre les images et la sphe`re sont obligatoirement ne´glige´es. La fonction p = w(K,R,qS)
transfe`re le point de la sphe`re unitaire qS ∈ S2 dans l’image par une projection perspective





Graˆce a` l’utilisation de plusieurs images issues de capteurs perspectifs, ce genre de technique
permet de construire des images sphe´riques de tre`s grande re´solution (>10 millions de
pixels). Ne´anmoins, le fait de ne´gliger les translations, revient a` assumer un centre de
projection commun a` toutes les came´ras afin d’aligner les images en rotation uniquement
(la rotation e´tant inde´pendante de la ge´ome´trie de la sce`ne). Dans ce cas les centres optiques
doivent eˆtre le plus proche possible les uns des autres, ce qui peut eˆtre proble´matique en
terme de conception me´canique car le centre optique d’une came´ra est un point virtuel.
Dans certains cas, notamment lorsque des objets de la sce`ne sont proches des capteurs,
la translation entre les centres optiques n’est pas ne´gligeable, l’hypothe`se du centre de
projection unique n’est pas valable : des arte´facts lie´s aux effets de parallaxe sont visibles
dans les images panoramiques reconstruites.
Pour minimiser cet effet de parallaxe, Li (2006a) a propose´ une came´ra sphe´rique compo-
se´e de deux objectifs fisheye place´s dos a` dos. L’image finale est forme´e sur un seul capteur
a` l’aide d’un miroir. Ce syste`me permet de minimiser la translation entre les deux came´ras
virtuelles et ainsi obtenir un centre de projection quasiment unique. Cependant, le fait de
n’utiliser qu’un seul capteur ne permet pas d’obtenir des sphe`res de grande re´solution.
3.1.2 Sphe`re de profondeur
Les syste`mes d’acquisition d’images sphe´riques actuels ne permettent pas d’extraire la
profondeur a` partir d’une seule image. Il est cependant possible d’utiliser deux capteurs
”sphe´riques” pour appliquer des techniques de mise en correspondance dense ste´re´o (cf. Hir-
schmuller (2008)). Une autre cate´gorie de capteur dit hybride consiste a` associer un capteur
actif de type te´le´me`tre laser a` une came´ra sphe´rique.
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(a) Came´ras sphe´riques. PointGrey,Pfeil et al. (2011) et Nikon.









Fig. 3.4 – (a) : Exemples de syste`mes d’acquisition d’images panoramique multi-came´ra
.(b) Image panoramique reconstruite. (c) : Transformation d’une image perspective sur la
sphe`re.
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3.1.2.1 Syste`mes passifs
Dans Li (2006b), des techniques de mise en correspondance dense ste´re´o sont applique´es
a` deux images sphe´riques provenant de came´ras fisheye. Caron et al. (2011) extrait l’in-
formation de profondeur a` partir d’une came´ra omnidirectionnelle compose´e de 4 miroirs.
Encore une fois, les techniques base´es sur les came´ras omnidirectionnelles ont une mauvaise
re´solution spatiale et ne sont pas adapte´es aux environnements urbains.
Re´cemment Kim & Hilton (2009) ont utilise´ deux came´ras mono-dimensionnelles pivo-
tantes en configuration verticale pour reconstruire deux images sphe´riques. La profondeur
est ensuite obtenue par mise en correspondance dense. Cependant ce genre de techniques,
base´es sur des capteurs en mouvements, est inadapte´e aux sce`nes dynamiques et donc dif-
ficilement embarquable sur des ve´hicules mobiles.
3.1.2.2 Syste`mes actifs
Dans Gallegos et al. (2010) une image sphe´rique est construite avec une came´ra omnidi-
rectionnelle classique. L’information de profondeur est obtenue a` partir d’un te´le´me`tre laser
place´ au dessus de la came´ra. La propagation de l’information de profondeur dans l’image
ne´cessite l’hypothe`se d’un sol planaire et d’un environnement structure´ contenant des murs
verticaux. Dans Cobzas et al. (2003) une ide´e similaire est utilise´e mais une came´ra pers-
pective est monte´e avec un te´le´me`tre laser sur une tourelle pan/tilt. Une rotation de 360
d˚u syste`me permet d’obtenir une image cylindrique augmente´e par l’information dense de
profondeur. Encore une fois la vitesse de rotation du syste`me ne permet pas de l’embarquer
sur un ve´hicule mobile.
Actuellement tre`s populaires dans la communaute´ de vision pour la robotique, les ca-
me´ras RGB+D, base´es sur la projection de lumie`re structure´e (souvent infra-rouge), per-
mettent d’obtenir des images augmente´es par la profondeur en temps re´el et sont alors uti-
lise´es dans des syste`mes de SLAM tels que Audras et al. (2011); Newcombe et al. (2011a);
Henry et al. (2010). Dans Spinello & Arras (2011) 3 came´ras RGB+D sont utilise´es pour
obtenir une image panoramique. Toutefois ces syste`mes sont pre´vus pour des environne-
ments inte´rieurs et ne sont pas utilisables a` l’exte´rieur car tre`s sensibles a` la lumie`re du
soleil.
3.2 Syste`me d’acquisition de sphe`res augmente´es
3.2.1 Syste`me de came´ras a` multi-baselines
Le syste`me d’acquisition de´veloppe´ dans cette the`se utilise six came´ras grand angle
place´es sur un cercle dont les centres optiques sont e´loigne´s volontairement les uns des
autres. Contrairement aux syste`mes multi-came´ras classiques, cette configuration permet
de ge´ne´rer de la disparite´ entre chaque image et ainsi utiliser des techniques de mise en
correspondance dense ste´re´o pour extraire la profondeur, directement sur les images du
syste`me. Cette information est d’une part indispensable pour une localisation a` 6 degre´s
de liberte´, et d’autre part pour cre´er une sphe`re a` centre de projection unique. En effet,
l’information de profondeur permet de re-projeter correctement la photome´trie issue des
images, ce qui e´vite les arte´facts lie´s aux effets de parallaxe dont souffrent les syste`mes
panoramiques multi-came´ras classiques.
La figure 3.5 montre le syste`me monte´ sur un ve´hicule. Dans cette configuration, les
360˚ du champ de vision horizontal sont visibles par le syste`me. Graˆce a` la large baseline
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Fig. 3.5 – Syste`me d’acquisition de sphe`res augmente´es. La disposition hexagonale des
came´ras permet l’utilisation de techniques de mise en correspondance dense.
se´parant chaque came´ra, et aux objectifs grands angles utilise´s, une disparite´ peut eˆtre
extraite dans chaque image.
3.2.2 E´talonnage
Avant de pouvoir effectuer la mise en correspondance dense et ainsi reconstruire des
sphe`res visuelles augmente´es, il est important de calibrer le syste`me. C’est a` dire extraire
les parame`tres extrinse`ques (position relative des came´ras) et les parame`tres intrinse`ques
des came´ras (focale, centre optique, polynoˆme de distorsions). Le syste`me multi-came´ras
propose´ ici peut eˆtre repre´sente´ comme 6 paires came´ras ste´re´o, ou` chaque paire ste´re´o est
relie´e rigidement a` la paire suivante.
La particularite´ de ce dispositif est que l’angle forme´ entre les axes optiques de chaque
came´ra est divergent (60˚ ). Dans ces conditions une mire classique d’e´talonnage (e´chiquier)
ne peut eˆtre observe´e que par deux came´ras simultane´ment, ce qui ne permet pas d’utili-
ser des techniques d’e´talonnage multi-came´ras telles que Svoboda et al. (2005); Zaharescu
et al. (2006) qui assument l’objet d’e´talonnage visible par toutes les came´ras. D’autres tech-
niques Li (2006a) utilisent une seule mire rigide englobant le syste`me afin d’e´talonner toutes
les came´ras simultane´ment. Cependant ce genre d’approche est difficilement applicable au
syste`me pre´sente´ ici, en particulier a` cause de l’e´chelle : une mire rigide de plusieurs me`tres
est ne´cessaire.
Afin d’assurer une mise en œuvre simple, une me´thode d’e´talonnage utilisant une mire
simple (objet plan) a e´te´ de´veloppe´e. La technique la plus basique consiste a` estimer suc-
cessivement les parame`tres extrinse`ques des came´ras avec un e´talonnage ste´re´o classique
Bouguet (2005). Dans ce cas, les erreurs sont cumule´es, re´sultant en un e´talonnage incon-
sistant : la dernie`re paire ste´re´o contiendra toute la de´rive inte´gre´e sur chaque paire ste´re´o.
Cependant la configuration circulaire du syste`me pre´sente une fermeture de boucle (cf.
Fig. 3.6). Dans ces conditions il est possible de formuler le proble`me en une optimisation
globale des parame`tres extrinse`ques du syste`me ainsi que des poses des mires d’e´talonnage.













Fig. 3.6 – E´talonnage du syste`me d’acquisition sphe´rique.
Cela permet de corriger la de´rive et de re´partir les erreurs de re-projection sur toutes les
came´ras.
Le vecteur des inconnues du syste`me est de´fini tel que :









ou` xcM repre´sente les poses des came´ras (M = 6) et x
p
N repre´sente les N poses des mires.
Le crite`re d’optimisation global est de´fini (avec abus de notation) par l’erreur entre le
vecteur des points de la mire projete´e w(Pp) et le vecteur des points de´tecte´s dans les
images Pm :







ou` i et j sont respectivement l’indice de la came´ra et l’indice de la mire (voir Fig. 3.6).
La matrice K(ξi) ∈ R3×3 contient les parame`tres intrinse`ques de la came´ra i. Dans ce cas,














ou` P est un point 3D Euclidien appartenant a` la mire de calibration.
A partir de cette fonction d’erreur, il est possible de trouver un jeu de parame`tres













1 si la mire j est vue par la came´ra i
0 sinon
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Minimiser ite´rativement la fonction de couˆt (3.11) permet d’estimer la pose de chaque
came´ra xci en respectant la contrainte de fermeture de boucle. En pratique, afin d’e´viter
certains minimas locaux, la minimisation est initialise´e avec les parame`tres extrinse`ques
obtenus successivement par e´talonnage ste´re´o Bouguet (2005). Les parame`tres intrinse`ques
ξk quand a` eux peuvent eˆtre obtenus inde´pendamment et pre´cise´ment pour chaque came´ra,
ils ne sont donc pas re-estime´s dans la minimisation.
3.2.2.1 Re´sultats
Un e´talonnage du syste`me a e´te´ effectue´e. En raison des grands angles des came´ras et
de la baseline du syste`me, une mire de dimensions A0 (841 x 1189 mm) a e´te´ utilise´e afin
d’assurer une de´tection pre´cise de l’e´chiquier d’e´talonnage.
La figure 3.7 montre l’e´volution de l’erreur de re-projection de l’e´quation (3.11) pour 25
ite´rations : l’algorithme converge rapidement vers le minimum de la fonction de couˆt. Les
valeurs de l’erreur a` la fermeture de boucle, avant et apre`s e´talonnage global sont montre´es
dans le tableau 3.1. L’optimisation globale a permis de re´duire l’erreur totale.
E´tape Translations (X,Y,Z) (mm) Rotations (X,Y,Z) (degre´s)
Initialisation (−14.9750, 6.1387,−3.2574) (−0.4669, 0.0300, 0.1333)
Optimisation globale (−1.5619, 2.3673,−1.9614) (0.1137, 0.0053,−0.4547)× 10−3

























Fig. 3.7 – E´talonnage du syste`me d’acquisition : e´volution de l’erreur de re-projection.
3.2.3 Extraction de la profondeur
3.2.3.1 Rectification des images
Pour une paire ste´re´o calibre´e, c’est a` dire lorsque les parame`tres intrinse`ques et extrin-
se`ques sont connus, il est possible de rectifier les images afin que la mise en correspondance
dense soit ramene´e a` une recherche mono-dimensionnelle le long des lignes e´pipolaires.














Fig. 3.8 – Repe`res de rectification ste´re´o.
La technique propose´e dans Fusiello et al. (2000) permet de ge´ne´rer un nouveau couple
d’images ste´re´o parfaitement fronto-paralle`le, en appliquant une rotation autour des centres
optiques de chaque came´ra. La transformation effectue´e assure des e´pipoles a` l’infini et donc
des lignes e´pipolaires paralle`les.




associe´e a` la came´ra




associe´e a` la came´ra droite. Il est possible de
de´finir deux nouvelles matrices de projection tel que les centres optiques des deux came´ras


















Les vecteurs lignes de la matrice R sont de´finis tels que le nouvel axe Xn soit paralle`le a` la
baseline :
r1 = (cL − cR) /‖cL − cR‖, (3.14)
le nouvel axe Y n soit orthogonal a` Xn :
r2 = k ∧ r1, (3.15)
ou` le vecteur unitaire k fixe la position du nouvel axe Y n et peut eˆtre choisi arbitrairement.
En pratique, comme spe´cifie´ dans Fusiello et al. (2000), le vecteur k est choisi selon l’ancien
axe Z de la came´ra gauche. Le nouvel axe Zn est de´finit orthogonal a` Xn et Y n :
r3 = r1 ∧ r2. (3.16)
A partir de la nouvelle matrice de rotation R et de la nouvelle matrice des parame`tres
intrinse`ques Kn (i.e. Kn = KL), il est possible de calculer les matrices d’homographie HL
et HR par :
HL = K
nR(KLRL)
−1, HR = KnR(KRRR)−1. (3.17)




L(pL) = IL(w(HL,pL)), I
r
R(pR) = IL(w(HR,pR)), (3.18)
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ou` la fonction w(.) transforme les points p en coordonne´es homoge`nes par l’homographie





Comme pour les transformations de warping perspectives pre´sente´es en section 2.4.1, les
valeurs des nouvelles intensite´s aux pixels pw sont obtenues par interpolation biline´aire.
La nouvelle matrice des parame`tres extrinse`ques entre la came´ra gauche et la came´ra
droite TN est alors une translation pure (correspondant a` la distance des centres optiques
cL et cR) suivant l’axe X
n de la nouvelle came´ra gauche :
TN =

1 0 0 tx
0 1 0 0
0 0 1 0
0 0 0 1
 (3.20)
La figure 3.9 montre une paire d’images ste´re´o du syste`me avant et apre`s rectification
ainsi que la carte de disparite´ associe´e a` la came´ra gauche (cf. section 3.2.3.2). Bien, que
seulement la re´gion centrale soit mise en correspondance dans cet exemple, les re´gions situe´es
sur les bords gauche et droit des images rectifie´es sont en fait en recouvrement avec d’autres
came´ras du syste`me et donc mises en correspondance dans un autre espace de rectification.
3.2.3.2 Mise en correspondance dense
A partir d’une paire d’images ste´re´o rectifie´es, il est possible d’utiliser des techniques
classiques de mise en correspondance dense. C’est a` dire trouver, pour chaque pixel p de
l’image gauche IL, le pixel correspondant dans l’image droite IR et vice versa, si possible




ou` d = (dx, 0) est la disparite´. Classiquement, la disparite´ est obtenue par une recherche
exhaustive le long des lignes e´pipolaires. La fonction de couˆt C de´finit la me´trique utilise´e
pour e´valuer l’erreur, ainsi que la dimension des feneˆtres de calcul. Par exemple, pour une




|IL(q)− IR(q− d)|, (3.22)
ou` Np de´finit la feneˆtre de mise en correspondance. Une grande feneˆtre produit en ge´ne´ral
des cartes disparite´s moins bruite´es mais lisse´es.
La litte´rature sur la mise en correspondance dense est abondante : Scharstein & Szeliski
(2002) propose un outil de comparaison des techniques. Les diffe´rentes approches sont assez
varie´s, allant des me´thodes locales, tel que le Block matching de´finit pre´ce´demment, a` des
techniques globales de type Graph-Cut (Kolmogorov & Zabih (2001)) ou Semi-global Block
Matching Hirschmuller (2008) qui permet d’ajouter une contrainte de lissage a` la fonction
de couˆt. D’autres me´thodes font l’hypothe`se de surfaces planaires par morceaux (Ogale
& Aloimonos (2005); Geiger et al. (2010)), ce qui simplifie la mise en correspondance.
Dans Hirschmuller & Scharstein (2009), une comparaison de plusieurs fonctions de couˆt est
effectue´e en pre´sence de diffe´rences radiome´triques.
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(a) Images gauche IL et droite IR, avec correction des distorsions, de dimensions 1292× 964 pixels.




, par les transformations de l’e´quation (3.18)
(c) Carte des disparite´s associe´es a` l’image gauche rec-
tifie´e.
Fig. 3.9 – Rectification d’une paire d’images ste´re´o et carte de disparite´ associe´e a` la came´ra
gauche.
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Bien que les travaux pre´sente´s dans cette the`se ne sont pas oriente´s sur la mise en
correspondance dense, plusieurs difficulte´s ont e´te´s rencontre´es, en partie a` cause de la
configuration divergente des came´ras. En effet, la mise en correspondance dense de vues
divergentes n’a pas e´te´ beaucoup e´tudie´e dans la litte´rature, hormis par Tola et al. (2010)
ou` des descripteurs (DAISY) sont utilise´s pour la mise en correspondance d’images a` large
baseline.
Pour le syste`me pre´sente´ dans cette the`se, l’angle forme´ entre les axes optiques de chaque
came´ra est clairement divergent (60˚ ). De plus la baseline se´parant chaque paire ste´re´o
peut eˆtre conside´re´e comme large (65 cm). Ces deux contraintes induisent des diffe´rences
de re´solution entre les images ste´re´o rectifie´es non ne´gligeables, et un large domaine de
recherche des disparite´s, synonyme de minima locaux. Plusieurs algorithmes de mise en
correspondance dense ont e´te´ teste´s sur les images du syste`me multi-came´ras : les techniques
standard tel que Ogale & Aloimonos (2005) n’ont pas produit de re´sultats satisfaisants.
En revanche, des me´thodes tel que Hirschmuller (2008); Tola et al. (2010); Geiger et al.
(2010) se sont ave´re´es efficaces sur les images du syste`me. Dans la suite de ces travaux,
l’algorithme du Semi-Global Block Matching Hirschmuller (2008) a e´te´ utilise´ car il offre un
bon compromis entre qualite´ des cartes de disparite´ et temps de calcul.
3.2.3.3 Triangulation
Une fois la mise en correspondance dense effectue´e sur les 6 paires ste´re´o du syste`me,
un nuage de point 3D peut eˆtre extrait par triangulation (Hartley & Sturm (1995)). Dans
le cas d’une paire ste´re´o rectifie´e, les parame`tres extrinse`ques du syste`me correspondent a`
une translation pure suivant l’axe X de la came´ra gauche rectifie´e. La profondeur associe´e
au pixel p, exprime´e dans le repe`re de la came´ra est directement proportionnelle a` l’inverse





ou` tx correspond a` la baseline de la paire ste´re´o rectifie´e, f est la distance focale de la
came´ra et dx est la valeur de la disparite´ exprime´e en pixels au point p. Par conse´quent, le
point P ∈ R3, associe´ au pixel p de l’image est de´fini par :
P = ZK−1p. (3.24)
La triangulation des disparite´s des 6 paires d’images ste´re´o permet de construire un
nuage de points 3D.
3.2.4 Fusion de l’information
Le nuage de point 3D obtenu sur chaque paire ste´re´o est alors re-centre´ et projete´ sur
une sphe`re virtuelle positionne´e a` l’inte´rieur du syste`me multi-came´ra par une projection




 = RciP+ tci‖RciP+ tci‖ , (3.25)






transfe`re rigidement les points P vers la sphe`re virtuelle
S dont la position peut eˆtre choisie arbitrairement (e.g. centre de gravite´ des came´ras).

















Fig. 3.10 – Projection sphe´rique.













L’information de profondeur ZS peut alors eˆtre interpole´e aux valeurs d’e´chantillonnage
de la sphe`re PS (de´fini en section 3.2.5), ce qui permet d’obtenir la carte de profondeur ZS
de la sphe`re augmente´e.
L’e´tape suivante consiste a` ramener l’information photome´trique des images sur la
sphe`re. Puisque la carte de profondeur est disponible, les intensite´s des 6 images originales














Cette fonction de warping est similaire a` celle du mosaicing classique de l’e´quation (3.6).
Cependant, l’information de distance ZS contenue dans la carte de profondeur ZS permet
de ne pas ne´gliger les translations des came´ras, et donc d’effectuer une transformation 3D
par les poses Tci , ce qui permet de transfe´rer correctement les intensite´s des images vers la
sphe`re. Les cœfficients αi, permettent de fusionner les intensite´s sur les overlap entre les
images. La fusion la plus basique consiste a` prendre la moyenne des intensite´s.
Cependant, puisque l’information photome´trique provient de plusieurs came´ras, ayant
des parame`tres d’exposition ou d’ouverture diffe´rents, des discontinuite´s colorime´triques
peuvent apparaitre entre les re´gions en recouvrement. Ce proble`me, bien connu dans le
domaine du mosaicing d’images Szeliski (2006) peut eˆtre re´solu en utilisant une fonction
de fusion (blending). Dans notre cas, la fonction de fusion propose´e par Burt & Adelson
(1983) peut eˆtre utilise´e : le Laplacien Blending. Au lieu d’utiliser une simple moyenne des
intensite´s sur la bande de recouvrement, la largeur de la bande est adapte´e en fonction
d’une pyramide passe-bande (pyramide Laplacienne) construite pour chaque image. Cette
pyramide est une de´composition fre´quentielle des intensite´s de l’image, re´versible, et ne
de´gradant pas les donne´es. Pour les basses fre´quences, une large bande de la re´gion de
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recouvrement est utilise´e et permet de calculer les masque de poids αi pour chaque pixel.
La bande de fusion utilise´e est alors re´duite pour chaque niveau, jusqu’a` la plus haute
fre´quence (de´tails des images). Chaque niveau de la pyramide est alors fusionne´ en fonction
du masque de poids calcule´. La transformation inverse de la pyramide Laplacienne est
applique´e et permet de reconstruire l’image fusionne´e. Graˆce a` ce type de fusion, les basses
fre´quences sont moyenne´es sur tout le recouvrement, et les de´tails sur une zone plus faible.
Les images de la figure 3.11 montrent des sphe`res photome´triques de 2 Me´ga-pixels
obtenues a` la fin du processus de reconstruction. Puisque l’information 3D est utilise´e pour
re-projeter l’information photome´trique, les re´gions ou` la mise a` en correspondance dense a
e´choue´e ne sont pas reconstruites et apparaissent en noir dans les images. Graˆce a` la fusion
des intensite´s, la colorime´trie est continue sur toute la sphe`re.
3.2.5 E´chantillonnage d’une sphe`re
3.2.5.1 E´chantillonnage a` angles constants
La technique classique d’e´chantillonnage sur la sphe`re unitaire consiste a` e´chantillonner
les points PS = (θ, φ) a` pas constant, avec les angles θ ∈ [−pi, pi] et φ ∈ [0, pi], par les pas








ou`m de´signe le nombre d’e´chantillons en latitude et n le nombre d’e´chantillons en longitude.
Avec un tel e´chantillonnage la distribution des points e´chantillonne´s sur la sphe`re n’est pas
uniforme : les poˆles sont sur-e´chantillonne´s (cf. Fig. 3.12(a)). Cela peut poser quelques
proble`mes :
– Des arte´facts lie´s au sur-e´chantillonnage apparaissent sur les images reconstruites
(aliasing).
– Un nombre de points trop important dans une direction peut biaiser l’estimation de
pose et favoriser l’observation d’un degre´ de liberte´ au de´triment des autres directions.
Dans certains cas, il peut eˆtre ne´cessaire d’utiliser un e´chantillonnage le plus uniforme
possible pour conserver des donne´es consistantes sur toute la sphe`re.
3.2.5.2 Me´thodes d’e´chantillonnage uniforme
Dans la litte´rature, plusieurs techniques s’approchent d’un e´chantillonnage quasi uni-
forme, c’est a` dire une distribution des pixels uniforme sur toute la sphe`re. Dans Saff &
Kuijlaars (1997), les points sont distribue´s sous la forme d’une spirale, (cf. figure 3.12(e)).
D’autres me´thodes se basent sur une subdivision de la sphe`re en formes ge´ode´siques de
type octae`dres ou icosae`dres (cf. Tegmark (1996) figures 3.12(c) et 3.12(d)), ou bien en
grille triangulaire (Szalay & Brunner (1999)). La me´thode du QuadCube, projete les points
contenus sur les six faces d’un cube sur une sphe`re (cf. figure 3.12(b)). Gorski et al. (2005)
propose une distribution hie´rarchique des pixels de la sphe`re obtenue de manie`re analytique
(Healpix, cf. figure 3.12(f)). Contrairement aux autres me´thodes, cette technique posse`de
certaines proprie´te´s adapte´es au traitement d’images telles que :
– Une structure hie´rarchique permettant d’utiliser des techniques multi-re´solution.
– Un voisinage local bien de´fini.
– Une surface sur la sphe`re e´gale pour chaque pixel.
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3.2.5.3 Conclusions sur l’e´chantillonnage
La technique d’e´chantillonnage Healpix, Gorski et al. (2005), a e´te´ imple´mente´e et va-
lide´e hors ligne sur des donne´es de simulation. Cependant plusieurs outils classiques tels
que les ope´rateurs de gradient, l’acce`s se´quentiel aux pixels des images ou simplement les
fonctions d’affichage ont besoin d’eˆtre rede´finis et optimise´s, car contrairement a` une image
classique, la distribution des pixels n’est pas une grille uniforme mais est stocke´e dans un
structure arborescente. Les donne´es des images panoramiques reconstruites avec le sys-
te`me multi-came´ras sont essentiellement situe´es autour de l’e´quateur des sphe`res (cf. figure
3.11), la` ou` les distorsions lie´es au sur-e´chantillonnage sont les moins importantes. Dans
l’imple´mentation temps re´el des algorithmes de localisation en ligne, l’e´chantillonnage a` pas
constant a e´te´ utilise´ afin de privile´gier le temps de calcul.
3.3 Conclusion
Ce chapitre a introduit un nouveau capteur permettant l’acquisition d’images sphe´riques
augmente´es par une information dense de profondeur. Le syste`me multi-came´ras propose´
est nouveau dans le sens ou` contrairement aux techniques classiques, les centres optiques
des came´ras sont e´loigne´es les uns des autres afin de ge´ne´rer de la disparite´ entre chaque
paire d’images. Cette disparite´ permet d’utiliser des techniques de mise en correspondance
dense, pour obtenir la profondeur. Finalement cette profondeur permet de re-projeter et de
fusionner les intensite´s des images sur une sphe`re virtuelle. Une technique d’e´talonnage du
syste`me a e´galement e´te´ propose´e, et permet de calibrer le syste`me avec une mire classique,
en profitant de la fermeture de boucle de la configuration circulaire du syste`me. Cela e´vite
les contraintes d’utilisation d’une mire d’e´talonnage englobant tout le syste`me.
Cette nouvelle configuration a e´galement permis d’identifier plusieurs proble`mes, lie´s a`
la ge´ome´trie du syste`me. En effet, la mise correspondance d’images grand angle avec des
angles de vue fortement divergents, est de´licate et me´riterait une e´tude approfondie.
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Fig. 3.11 – Images sphe´riques reconstruites avec le syste`me a` baseline. Les zones en noir
n’ont pas e´te´ reconstruites par manque d’information de profondeur.
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(a) Constant 1250 pixels. (b) QuadCube, 1350 pixels.
(c) Octae`dre 2048 pixels. (d) Icosae`dre 1280 pixels.
(e) Spirale 1280 pixels. (f) Healpix 768 pixels.
Fig. 3.12 – E´chantillonnage d’une sphe`re unitaire. La me´thode a` pas constant (a) sur-
e´chantillonne les poˆles. La me´thode quadcube (b) n’est pas uniforme et pre´sente des dis-
continuite´s. Pour les me´thodes, spirale (e), icosae`dre (d) et octae`dre (c), le voisinage entre
les pixels est mal de´fini. La me´thode Healpix (f) propose un voisinage bien de´fini et une




Dans le chapitre pre´ce´dent, un nouveau capteur sphe´rique a e´te´ pre´sente´. Ce capteur
permet la construction de sphe`res visuelles denses augmente´es par la profondeur : c’est a` dire
la repre´sentation locale du mode`le. Dans ce chapitre, la construction du graphe global est
aborde´e. Cette e´tape consiste a` estimer la pose 3D reliant les sphe`res : les areˆtes du graphe.
Puisque le mode`le est destine´ a` la localisation d’une came´ra embarque´e sur un ve´hicule
autonome, la pose 3D entre chaque nœud du graphe doit eˆtre la plus pre´cise possible. Les
solutions classiques de type GPS ne fournissent pas une localisation suffisamment pre´cise ni
d’information sur la rotation 3D du syste`me. De plus ces capteurs sont tre`s sensibles aux
occultations des baˆtiments. Pour re´soudre ce proble`me, une technique directe d’odome´trie
visuelle exploitant directement les avantages des sphe`res augmente´es est utilise´e. Un crite`re
robuste permet de se´lectionner automatiquement les sphe`res constituant le graphe.
4.2 Odome´trie visuelle sphe´rique 3D
4.2.1 Mode´lisation du proble`me
Conside´rant qu’une sphe`re visuelle augmente´e S∗ a e´te´ reconstruite a` l’instant t − n,
l’objectif est d’estimer le de´placement relatif du syste`me de came´ras a` l’instant t par rapport
a` la sphe`re de re´fe´rence S∗. Au lieu d’estimer la pose entre deux sphe`res successivement
reconstruites, il est possible d’estimer directement la pose entre l’ensemble des images pers-
pectives perc¸ues a` l’instant t et la sphe`re de re´fe´rence reconstruite a` l’instant t − n. Cela
permet d’e´viter de reconstruire “inutilement” une sphe`re, et surtout d’utiliser directement
l’information originale des images afin de conserver un maximum de pre´cision dans l’esti-
mation du mouvement.
De la meˆme manie`re que dans le chapitre 2.6, l’estimation de la pose peut eˆtre formule´e
comme un proble`me d’optimisation dont l’objectif est de minimiser directement les erreurs
d’intensite´ entre la sphe`re de re´fe´rence S∗ et l’ensemble des images perspectives du syste`me
{I1,I2, . . . ,I6} transfe´re´es sur la sphe`re.
La fonction w(T(x˜i);K(ξi), ZS,qS) transfe`re le point qS de la sphe`re de re´fe´rence en
coordonne´es pixelliques pi dans l’image I i tel que :
pi = w(T(x˜i);K(ξi), ZS,qS) (4.1)
62 Chapitre 4. Cartographie
ou` T(x˜i) correspond au mouvement rigide de la came´ra i par rapport a` la sphe`re et K(ξi)
correspond aux parame`tres intrinse`ques de la came´ra. Le point qS = (θ, φ, ZS) est trans-


















Il est donc possible de de´finir la fonction de warping perspective entre la came´ra i et la
sphe`re S∗ par :
I
∗
S(qS) = I i(w(T(x˜i);K(ξi), ZS,qS)). (4.4)





ou` T(xci) est la pose de la came´ra par rapport a` la sphe`re virtuelle courante S (non recons-
truite) et la pose T(x˜) repre´sente la pose entre la sphe`re courante et la sphe`re de re´fe´rence
(cf. figure 4.1).
Dans ce cas, la matriceT(xci) est constante et ne de´pend que des parame`tres extrinse`ques
de la came´ra i obtenus lors de l’e´talonnage du syste`me.
Si l’on conside`re que seulement une approximation T̂ de T(x˜) est disponible, l’objectif
est de trouver la transformation incre´mentale satisfaisant :
T(x˜) = T̂T(x). (4.6)
Il est alors possible de de´finir une fonction d’erreur entre les intensite´s de la came´ra i et
celle de la sphe`re S∗, fonction de l’inconnue x :
ei(x) = I i(w(T(x
c
i)T̂T(x);K(ξi), ZS,qS))− I∗S(qS) (4.7)
4.2.2 Minimisation globale
En suivant la formulation de l’erreur pre´ce´dente, il est possible de de´finir un vecteur
d’erreur global en empilant les 6 vecteurs d’erreur ei(x) issus des 6 cameras :
e(x) =
[
ei(x) e2(x) . . . e6(x)
]T
(4.8)
Cette fonction d’erreur permet de de´finir la fonction de couˆt robuste suivante :
O(x) = ρ(e(x)), (4.9)
ou` ρ est la fonction robuste de´finie dans le chapitre 2. Cette erreur peut eˆtre minimise´e
ite´rativement de manie`re efficace, avec la me´thode directe de´finie en section 2.6. La pose T̂
obtenue apre`s recalage des images correspond au de´placement entre la sphe`re de re´fe´rence
S
∗ et la sphe`re courante S et permet d’initialiser la minimisation a` l’instant t+ 1.


















Fig. 4.1 – Odome´trie visuelle sphe´rique 3D. Le mouvement T(x) entre la sphe`re de re´fe´rence
et la sphe`re courante est estime´ en transformant directement les 6 images courantes sur la
sphe`re de re´fe´rence.
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4.3 Se´lection automatique des sphe`res du graphe
Le graphe de sphe`res augmente´es, doit eˆtre e´videmment le moins redondant possible.
Dans ce cas il n’est pas ne´cessaire de reconstruire chaque sphe`re issue de la se´quence d’image
(enregistre´e a` 30 Hz). Une strate´gie couramment utilise´e en localisation visuelle est de
conserver le plus longtemps possible la sphe`re de re´fe´rence S∗ dans la minimisation, et de
choisir d’ajouter une nouvelle sphe`re au graphe en fonction d’un crite`re robuste. La mesure
choisie dans ces travaux est une mesure base´e image : la valeur absolue des e´carts a` la
me´diane (MAD, cf. de´tails dans la section 2.6.5), qui repre´sente l’e´chelle de la distribution
de l’erreur. Typiquement une nouvelle sphe`re est reconstruite, ajoute´e au graphe et utilise´e
comme re´fe´rence lorsque la valeur de la MAD, pour la valeur estime´e de x = x̂, de´passe un
seuil λ1 :
λ1 < median(|e(x̂)−median(e(x̂))|). (4.10)
Ce crite`re exprime dans quelle mesure la photome´trie de la sce`ne a change´e entre les images
courantes et la sphe`re de re´fe´rence. Cette variation photome´trique est directement lie´e aux
mouvements ge´ome´triques de la sce`ne via la fonction d’erreur (4.7) et permet de quantifier :
– La quantite´ d’occultations pre´sentes entre les images (lie´e a` la ge´ome´trie et aux points
de vue).
– Les changements de re´solution pre´sents entre la sphe`re de re´fe´rence et les images (i.e.
la distance entre les points de vue).
Puisqu’une sphe`re couvre un champ visuel a` 360˚ , la sphe`re de re´fe´rence et les images
courantes sont en overlap permanent. Dans le cas ou` un capteur a` champ visuel limite´ est
utilise´ pour reconstruire la base de donne´e (i.e. paire ste´re´o classique), il faut prendre en
compte le nombre de points 3D visibles entre les images courantes et les images de re´fe´rence.
Dans ce cas, un deuxie`me seuil doit eˆtre utilise´ :
λ2 > Nwarp(x̂), (4.11)
ou`Nwarp(x̂) est le nombre de points visibles entre les images courantes et l’image de re´fe´rence
apre`s alignement, et λ2 est le nombre de points minimal pre´-de´finit.
Puisque la technique de localisation est de type odome´trie visuelle, l’estimation de la
pose consiste a` inte´grer les de´placements inter-images le long de la se´quence d’apprentis-
sage, ainsi que les erreurs de toute la chaine de reconstruction des sphe`res (i.e. mise en
correspondance dense, re-projection etc), ce qui ge´ne`re des erreurs de de´rive. Le fait de ne
pas reconstruire syste´matiquement une sphe`re re´duit la quantite´ d’erreurs introduites dans
la boucle d’estimation et donc la de´rive totale de la trajectoire estime´e.
La figure 4.2, montre l’e´volution de la valeur de la MAD le long d’une trajectoire de
500 images, en fonction de la distance parcourue ∆ par le ve´hicule. Dans les re´gions ou` des
baˆtiments sont loin des came´ras (0 < ∆ < 8 et 16 < ∆ < 25), la MAD croit lentement
en fonction de la distance parcourue. Dans les re´gions ou` les baˆtiments sont proches des
came´ras (8 < ∆ < 16), la valeur de la MAD croit plus rapidement et atteint le seuil λ
plus fre´quemment (ici fixe´ a` 5 % de la valeur maximale des intensite´s des images, i.e. 255
niveaux de gris), ajoutant plus de sphe`res de re´fe´rence au graphe.
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Fig. 4.2 – E´volution de la MAD en fonction de la distance parcourue. En fonction de la
configuration de la sce`ne, la valeur de la MAD croit plus ou moins rapidement. Une nouvelle
sphe`re de re´fe´rence est construite lorsque la MAD de´passe 5 % de la valeur maximale des
intensite´s des images.
4.4 Re´sultats expe´rimentaux
4.4.1 Positionnement des sphe`res
Une se´quence de 7364× 6 images a` e´te´ acquise sur le site de INRIA Sophia Antipolis a`
l’aide du syste`me sphe´rique embarque´ sur un ve´hicule de type Cycab. La trajectoire par-
courue par le ve´hicule est d’environ 1.5 km et repre´sente des environnements tre`s varie´s,
contenant des zones de´gage´es avec des baˆtiments e´loigne´s, des corridors, des ve´hicules sta-
tionne´s, de la ve´ge´tation, des virages serre´s, du de´nivele´, le tout ne´cessitant une estimation
robuste et pre´cise des 6 degre´s de liberte´ du ve´hicule. La phase de construction des sphe`res
et le positionnement a e´te´ calcule´ hors ligne a` une fre´quence de calcul d’environ 1 Hz.
Puisque la technique utilise´e est de type odome´trie visuelle, la de´rive inte´gre´e le long
de la se´quence (en ge´ne´ral ≤ 1%) peut entrainer des graphes globalement inconsistants, ou
redondant (i.e. une route cartographie´ deux fois dans des directions oppose´es). Pour corriger
la de´rive et supprimer les sphe`res redondantes, la technique de de´tection de fermetures
de boucle sphe´rique propose´e par Chapoulie et al. (2011) a e´te´ utilise´e. Cette me´thode
utilise des descripteurs SIFT, dont la distribution sur la sphe`re est repre´sente´e par des
histogrammes. Un dictionnaire construit incre´mentalement en ligne, permet de de´tecter
les images dont l’apparence est similaire, quelque soit l’orientation de l’image, ce qui est
particulie`rement bien adapte´ au graphe d’images sphe´riques augmente´es.
Les fermetures de boucles de´tecte´es ont permis d’ajouter de nouvelles areˆtes a` l’inte´rieur
du graphe. Le graphe final contenant de nouvelles contraintes a alors e´te´ optimise´ a` l’aide
de la librairie TORO (Grisetti et al. (2009)), qui est une imple´mentation de la me´thode
de Grisetti et al. (2007). Cet algorithme est une extension de la me´thode propose´e par Olson
et al. (2006), et permet de minimiser les erreurs introduites par les contraintes du graphe,
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Fig. 4.3 – Graphe de sphe`res couvrant 1.5 kms.
par une me´thode de descente de gradient stochastique. Apre`s optimisation et suppression
des sphe`res de´tecte´es par l’algorithme de fermeture de boucle, le graphe final contient 310
sphe`res augmente´es.
La se´lection des sphe`res de re´fe´rence et la de´tection de fermetures de boucles ont permis
de compresser les 7364 images initiales en 310 sphe`res de re´fe´rence. La figure 4.3 montre
la trajectoire obtenue apre`s de´tection de fermetures de boucles et optimisation du graphe,
ainsi que certaines images cle´s de la trajectoire.
4.4.2 Navigation virtuelle photo-re´aliste
La repre´sentation sphe´rique finale, peut eˆtre utilise´e pour synthe´tiser des images vir-
tuelles photo-re´alistes, a` l’aide d’une technique similaire a` celles de´veloppe´es en rendu base´
image (image-based rendering, cf. Gortler et al. (1996); Levoy & Hanrahan (1996); Debevec
et al. (1996)). Une application temps-re´el a e´te´ re´alise´e avec la librairie de rendu graphique
OpenGL, et permet une navigation virtuelle re´aliste a` l’inte´rieur du graphe. Le principe
illustre une utilisation alternative de la base de donne´e sphe´rique, base´e sur le meˆme prin-
cipe que la localisation en ligne qui sera de´taille´e dans le chapitre suivant. Une came´ra
virtuelle est simplement de´place´e manuellement par l’utilisateur (clavier et souris), a` l’inte´-
rieur du graphe. La sphe`re visuelle augmente´e la plus proche de la came´ra est alors utilise´e
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Fig. 4.4 – Haut : Image de synthe`se ge´ne´re´e a` partir d’une sphe`re augmente´e. Bas : Vue
ae´rienne illustrant l’utilisation virtuelle du graphe.
pour ge´ne´rer une vue de synthe`se a` la position de la came´ra virtuelle. La figure 4.4 montre
une image virtuelle rendue a` l’aide d’une sphe`re augmente´e. On peut voir que localement
autour du graphe, il est possible de ge´ne´rer des images de synthe`se photo-re´alistes. De plus,
contrairement aux approches 2D telles celles utilise´es dans Google Street View, la transi-
tion entre deux sphe`res est visuellement re´aliste, graˆce a` l’information 3D contenue dans
les images et a` la pre´cision de l’estimation des areˆtes du graphe (poses inter-sphe`res).
4.5 Conclusion
Dans ce chapitre, le positionnement pre´cis des sphe`res visuelles augmente´es a e´te´ pre´-
sente´. Une technique directe de localisation visuelle est utilise´e pour estimer le de´placement
des came´ras du capteur sphe´rique le long d’une trajectoire d’apprentissage. L’emploi d’un
capteur sphe´rique contraint tre`s bien l’estimation des mouvements 3D, de plus tous les
pixels des images sont utilise´s dans la minimisation, ce qui permet une estimation robuste
et pre´cise de la pose des nœuds du graphe. Un crite`re robuste est utilise´ pour ajouter
une sphe`re au graphe d’apprentissage. Ce crite`re base´ sur une erreur photome´trique prend
en compte les changements ge´ome´triques de la sce`ne (i.e. occultations). Cette se´lection
permet de compresser les images de la se´quence d’apprentissage a` quelques images sphe´-
riques cle´s. Dans les re´sultats expe´rimentaux, le syste`me a cartographie´ de manie`re automa-
tique de larges environnements urbains. Finalement, une utilisation alternative du graphe
d’images sphe´riques est propose´e pour une application immersive de navigation virtuelle
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photo-re´aliste, illustrant l’utilisation en ligne du graphe.
Pour la localisation, il a e´te´ choisi de ne pas effectuer d’ajustement de faisceau sur des
feneˆtres de visibilite´, car cela ne´cessite de reconstruire chaque sphe`re de la se´quence, ce qui
est d’une part couˆteux en temps de calcul, et d’autre part n’a pas montre´ de re´el gain sur
le positionnement des sphe`res. Dans l’ide´al, il serait inte´ressant de coupler le syste`me de
vision a` un GPS diffe´rentiel pour la construction de la base de donne´e, ce qui permettrait
de ge´o-re´fe´rencer les sphe`res, et d’utiliser un algorithme d’optimisation tel que Kummerle





Dans le cadre d’une application de navigation autonome, il est important de garder a`
l’esprit la notion de temps-re´el : c’est a` dire effectuer les calculs ne´cessaires a` la localisation
a` la fre´quence de la came´ra, afin d’effectuer le controˆle d’un robot. Le graphe de sphe`res
augmente´es construit lors de la phase d’apprentissage est destine´ a` eˆtre utilise´ en temps
re´el, pour recaler l’image perc¸ue par une came´ra avec une technique directe d’alignement
d’images. La proprie´te´ principale des techniques directes est de minimiser une erreur d’in-
tensite´ entre tous les pixels communs aux images. Cependant, les images panoramiques de
la base de donne´es peuvent eˆtre de grande re´solution. Dans ce cas, le nombre de pixels
utilise´s lors de la minimisation peut eˆtre trop important pour une utilisation en temps-re´el :
il est indispensable de se´lectionner l’information utile, si possible lors de la construction de
la base de donne´e d’apprentissage, pour e´viter d’effectuer les calculs en ligne.
En ge´ne´ral, l’information contenue dans une image est extreˆmement redondante et une
partie n’est pas indispensable pour la localisation. Il est alors possible de re´duire la quan-
tite´ d’information, au minimum ne´cessaire a` la localisation, tout en conservant une bonne
robustesse. La premie`re partie de ce chapitre pre´sente un court e´tat de l’art des techniques
de se´lection d’information. La seconde partie, propose une nouvelle me´thode de se´lection
de pixels. Contrairement aux me´thodes classiques, l’algorithme de se´lection est directe-
ment conc¸u pour conditionner au mieux la technique de minimisation directe utilise´e dans
l’estimation de pose. La me´thode de se´lection prend en compte a` la fois le gradient pho-
tome´trique et le gradient ge´ome´trique des donne´es. Cette se´lection permet d’effectuer un
tri des pixels lors de la phase d’apprentissage. Lors de la phase de localisation en ligne,
seulement les meilleurs pixels seront utilise´s dans la localisation, ce qui permet d’effectuer
les calculs ne´cessaire au positionnement en temps-re´el.
5.2 E´tat de l’art
Dans le domaine du suivi base´ point d’inte´reˆts, la se´lection d’information occupe une
place importante. L’objectif principal e´tant d’extraire l’information discriminante et stable
des images afin de faciliter la mise en correspondance entre deux images. Par exemple, les
de´tecteurs de corners tels que Harris & Stephens (1988), Shi & Tomasi (1994), extraient
des points saillants, correspondants aux coins dans l’image, en fonction des extrema des
gradients photome´triques.
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Des descripteurs tels que SIFT (Lowe (2004)), SURF (Bay et al. (2006)), PCA-SIFT
(Ke & Sukthankar (2004)), GLOH (Mikolajczyk & Schmid (2005)) et re´cemment DAISY
(Tola et al. (2010)), sont tre`s souvent utilise´s en localisation visuelle et recherchent des
re´gions ayant certaines proprie´te´s d’invariance, notamment aux changements d’e´chelle et
aux rotations, afin de faciliter la mise en correspondance.
D’autres approches, essentiellement utilise´es pour des environnements inte´rieurs, re-
cherchent des indices visuels structurants tel que des segments de droites ou des arcs,
segmente´s par un detecteur de contour Canny (1986), puis extraits par une transforme´e de
Hough Duda & Hart (1971). Hayet (2003) recherche des points d’inte´rets appartenant a` des
primitives quadrangulaires, correspondant a` des surfaces planaires.
Cependant, les approches de´crites pre´ce´demment se basent sur l’information photome´-
trique 2D contenue dans les images et ne conside`rent pas la structure ge´ome´trique 3D
globale de la sce`ne contenue dans l’image. De plus elles sont en ge´ne´ral utilise´es pour ex-
traire une information discriminante, permettant de mettre en correspondance un a` un
certains pixels entre deux images. Ces techniques ne sont pas adapte´es aux me´thodes d’ali-
gnement d’images directes, qui n’ont pas d’e´tape de mise en correspondance, le recalage
e´tant effectue´ ite´rativement par une technique d’optimisation.
D’une manie`re plus ge´ne´rale, l’inte´reˆt des pixels d’une image peut eˆtre repre´sente´ sous
la forme d’une carte de saillance, ou` la valeur associe´e aux pixels de la carte correspond a`
un score Itti et al. (1998); Kadir & Brady (2001). Le score de chaque pixel peut eˆtre obtenu
en calculant une entropie locale, une corre´lation locale ou encore la dispersion des intensite´s
dans un voisinage.
En ce qui concerne les me´thodes directes, le concept de se´lection d’information est plutoˆt
oriente´ sur l’ame´lioration des performances des techniques d’optimisation :
– Temps de calcul.
– Vitesse de convergence.
– Bassin de convergence.
– Robustesse aux aberrations.
– Pre´cision.
La principale difficulte´ est de se´lectionner un minimum de pixels, tout en conservant de
bonnes proprie´te´s de convergence et de robustesse.
Dans Dellaert & Collins (1999), une carte de saillance est construite en triant les pixels
en fonction de la variance de leur matrice Jacobienne. Un sous ensemble de pixels est alors
obtenu par une se´lection ale´atoire parmi les meilleurs pixels. La technique est alors applique´e
pour du recalage d’images en rotation pure. Dans Benhimane et al. (2007), des ensembles de
pixels ayant des proprie´te´s de convergence line´aire ou quadratique sont se´lectionne´s pour
du suivi de surfaces planaires, lors d’une phase d’apprentissage. Cette phase consiste a`
ge´ne´rer des mouvements ale´atoires afin de de´terminer quels ensembles de pixels contenus
dans l’image ont de bonnes proprie´te´s de convergence (e.g. convergence en une ite´ration).
Cependant cette technique est tre`s de´pendante de la phase d’apprentissage et rejette en
ge´ne´ral des re´gions a` fort gradient photome´trique, indispensable a` la pre´cision.
En conclusion, dans la litte´rature, il existe un nombre important de me´thodes de se´lec-
tion de points d’inte´reˆts. Cependant la plupart sont pre´vues pour conditionner au mieux la
mise correspondance locale des pixels, et sont donc inadapte´es aux techniques de recalage
directes, base´es sur une optimisation non line´aire. De plus aucune technique, ne prend en
compte re´ellement l’information ge´ome´trique globale de la sce`ne, essentielle a` l’observabilite´
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de certains mouvements. Il est donc ne´cessaire de de´finir une me´thode de se´lection de pixels
saillants, prenant en compte l’information photome´trique et l’information ge´ome´trique de
la sce`ne, afin d’acce´le´rer les temps de calculs, sans de´grader la pre´cision ni la robustesse.
5.3 Se´lection de pixels saillants
5.3.1 Gradients ge´ome´triques et photome´triques
Puisque les me´thodes directes reposent sur des techniques d’optimisation base´es sur le
gradient de la fonction d’erreur, les re´gions non texture´es des images n’apportent localement
aucune information : par exemple, une re´gion totalement de´pourvue de texture locale (mur
uniforme) n’est pas utile a` la localisation, que ce soit pour un humain ou pour une came´ra.
En effet, si le gradient photome´trique ∇piI(pi) = 0, alors la ligne i correspondante de
la matrice Jacobienne Ji, contient seulement des ze´ros et n’a donc aucune influence sur
l’estimation de pose lorsque qu’une me´thode du premier ordre est utilise´e (IC ou ESM ).
Ne pas utiliser ces pixels permet de gagner du temps dans la projection et l’interpolation
des pixels lors du warping , et dans le calcul de la pseudo-inverse robuste.
Une approche na¨ıve, tre`s souvent utilise´e pour acce´lerer les calculs des me´thodes directes,
consiste alors a` utiliser seulement les meilleurs gradients photome´triques des images en
effectuant un tri sur leur norme tel que dans Baker & Matthews (2001); Benhimane (2006);




Cependant, ce type de se´lection, base´ sur une information 2D peut avantager certaines
directions de gradient dans l’image, conduisant a` une estimation moins pre´cise de certains
de´placements. Dans certains cas, il devient meˆme impossible d’observer certaines directions
de de´placement, car une ou` plusieurs colonnes de la matrice Jacobienne contiennent seule-
ment des ze´ros. Ces cas sont assez courants en environnements exte´rieurs, on peut citer par
exemple :
1. Translation non-observable Une image contenant une re´gion fortement texture´e,
situe´e a` l’infini et une re´gion proche faiblement texture´e :
– Si seulement des pixels a` l’infini sont utilise´s (invariance aux translations pures),
il est alors impossible d’estimer des mouvements de translations (cf. simulation en
section 5.3.2.1).
– Par exemple, une place (cf. figure 5.1), contenant un sol faiblement texture´ et des
baˆtiments situe´s loin de la came´ra.
Fig. 5.1 – Exemple de fac¸ades a` ”l’infini”.
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2. Direction non-observable Une image contenant des droites horizontales ou verti-
cales (paralle`les), a` forts gradients photome´triques :
– Si seulement ces pixels sont utilise´s, seuls les mouvements orthogonaux a` ces droites
sont observables.
– Exemple : Une fac¸ade contenant des motifs a` forts gradients horizontaux, comme
sur la figure 5.2.
Fig. 5.2 – Exemple de fac¸ade contenant de forts gradients ne contraignant qu’une seule
direction du mouvement.
Bien qu’il soit tre`s rare que certains mouvements soient comple`tement inobservables sur des
images re´elles, il est tre`s probable qu’une direction de gradient soit sous repre´sente´e dans
la se´lection effectue´e, en particulier lorsque tre`s peu de pixels sont utilise´s (i.e. 5 a` 10 % de
l’image).
Il est donc ne´cessaire d’inclure dans la me´thode de se´lection l’influence de l’information
ge´ome´trique, indispensable a` l’observation de mouvements 3D. Pour cela, nous proposons
de directement analyser la matrice Jacobienne J(x˜) utilise´e pour l’estimation de pose (cf.
section 2.6.3). En effet, cette matrice de´finit directement le mouvement des pixels de l’image
par rapport aux 6 degre´s de liberte´ de la pose. De plus elle peut eˆtre pre´-calcule´e sur
l’image de re´fe´rence. La matrice J(x˜) relie directement les gradients photome´triques JI∗
aux gradients ge´ome´triques JG, (cf. Annexe V), tel que :
J(x˜) = JI∗JG. (5.2)
Elle peut eˆtre de´compose´e en six parties, (appelle´es steepest descent images dans Baker &
Matthews (2001)) chacune correspondant a` un degre´ de liberte´ du mouvement 3D :
J =
[
J1 J2 J3 J4 J5 J6
]
. (5.3)
Chaque vecteur colonne de J de dimensions mn × 1, contient le gradient associe´ a` une
direction de mouvement, et peut eˆtre interpre´te´ comme une carte de saillance une fois ses
e´le´ments re´-arrange´s sous forme matricielle. Les images de la figure 5.3, montrent les 6
images obtenues sur une sphe`re synthe´tique, un pixel clair indique un fort gradient. Les 3
premie`res images (J1,J2 et J3) correspondent aux mouvements en translation. Les points
proches dans l’image ont un fort gradient. Les 3 dernie`res images (J4,J5 et J6) correspondent








Fig. 5.3 – IS : Image de re´fe´rence. ZS : Carte de profondeur. Ji : cartes de saillance
associe´es aux 6 degre´s de liberte´. WS : carte de saillance (une forte intensite´ correspond
a` un pixel important. A` partir des 6 cartes de saillance, correspondant aux colonnes de la
matrice Jacobienne, l’algorithme de se´lection effectue un tri maximisant l’observabilite´ de
chaque degre´s de liberte´.
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aux mouvements en rotation. Dans ce cas la ge´ome´trie n’intervient pas, les points a` l’infini
(ciel) ont un fort gradient.
L’objectif est donc d’extraire un sous ensemble J = {J1,J2,J3,J4,J5,J6} ⊂ J, de
dimensions p× 6, avec p  nm, contenant les pixels conditionnant le mieux chaque degre´
de liberte´ de la matrice J.
Nous proposons un algorithme ite´ratif de tri ou` chaque ligne k de la nouvelle matrice J
est obtenue par :
Jk = argmax
j
(|Jji | \ J˜), (5.4)
ce qui correspond a` se´lectionner une ligne entie`re de la matrice orignale J, correspondant
au meilleur gradient de la colonne j (le je`me degre´s de liberte´). J˜ ⊂ J est un sous ensemble
interme´diaire contenant les lignes de J de´ja` se´lectionne´es, et \J˜ signifie qu’il n’est possible
de re-se´lectionner la meˆme ligne de J. Le terme (5.4) est re´pe´te´ ite´rativement dans chaque
direction, de manie`re a` ce qu’un nombre e´gal de pixels soit se´lectionne´ pour chaque degre´
de liberte´, jusqu’a` ce que tous les pixels soient trie´s.
La figure 5.4 montre un exemple de se´lection pour quelques valeurs d’une matrice J (a`
droite). Pour chaque colonne de J les pixels sont trie´s par ordre de´croissant de 1 a` mn en
fonction de leur gradient. La matrice J est alors construite ite´rativement en se´lectionnant
le meilleur pixel de chaque degre´ de liberte´, si celui-ci n’a pas de´ja` e´te´ se´lectionne´.
J1 J2 J3 J4 J5 J6
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Fig. 5.4 – La matrice J est construite ite´rativement en se´lectionnant les meilleurs pixels de
la matrice J, classe´s pour chaque colonne de 1 a` mn (du plus fort gradient au plus faible
gradient).
A la fin de l’algorithme, les pixels sont trie´s de manie`re a` conditionner le mieux les 6
degre´s de liberte´. En pratique, la matrice J n’est pas explicitement construite (cf. algorithme
5.1), les indices des lignes de la matrice J, correspondant aux coordonne´es des pixels dans
l’image, sont stocke´s par ordre de saillance dans la carte WS.
Lors de la phase d’apprentissage, la matrice Jacobienne J(x˜) est calcule´e sur l’image de
re´fe´rence. Tous les pixels de l’image sont alors trie´s suivant le crite`re (5.4) et les indices des
meilleurs pixels sont stocke´s dans le vecteur WS et enregistre´s dans la base donne´es. Lors
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Algorithme 5.1 Algorithme de se´lection
Entre´es: J ∈ Rn×6
Sorties: WS ∈ Nn
k ← 1
pour i = 1→ n/6 faire

























Fig. 5.5 – Se´lection des pixels effectue´e sur chaque re´solution de la sphe`re.
de la phase de localisation en ligne (cf. section 6.2), une se´lection dynamique des pixels est
effectue´e en fonction de la carte de saillance pre´-calcule´e, et du point de vue de la came´ra
courante, ce qui permet d’utiliser seulement les p premiers points de´sire´s tout en conservant
l’observabilite´ des 6 degre´s de liberte´. Cette se´lection sera mode´lise´e par la suite dans les
fonctions de warping , par la fonction de saillance s(.) :
(Zs,qs) = s(Z,q), (5.5)
permettant d’utiliser le meilleur pixel de la carte de tri WS, de manie`re efficace en utilisant
une LUT (Look up table).
Puisqu’une approche multi-re´solution est utilise´e lors de l’alignement d’images (cf. sec-
tion 2.7), l’algorithme de se´lection est applique´ sur chaque re´solution de la sphe`re (cf. figure
5.5).
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5.3.2 Re´sultats de simulations
5.3.2.1 Plan a` l’infini
Afin d’illustrer l’importance de la ge´ome´trie dans la se´lection d’information, une simula-
tion sur image synthe´tique a e´te´ effectue´e. L’image de re´fe´rence I∗ contient un plan proche
peu texture´, et un plan a` l’infini contenant de fort gradients photome´triques (cf. Fig. 5.6).
L’image courante utilise´e est la meˆme image, mais l’algorithme d’estimation de pose est
initialise´ avec une erreur en translation et une erreur en rotation. Trois approches ont e´te´s
compare´es : un recalage dense, c’est a` dire en utilisant tous les pixels disponibles, un recalage
utilisant 25 % des meilleurs gradients photome´triques (GP), affiche´s en blanc sur la figure
5.6(c), et un recalage utilisant 25 % des meilleurs pixels obtenus par la me´thode propose´e
utilisant a` la fois les gradients photome´triques et les gradients ge´ome´triques (GP+GG) (cf.
Fig. 5.6(d)).
(a) Image de re´fe´rence. (b) Inverse de la profondeur.
(c) Gradients photome´triques (GP). (d) Me´thode propose´e (GG+GP).
Fig. 5.6 – Simulation d’un plan texture´ a` l’infini et d’un plan peu texture´ proche de la
came´ra. Se´lection de 25 % des meilleurs pixels. La me´thode base´e uniquement sur les gra-
dients photome´triques (c), se´lectionne seulement les points a` l’infini (affiche´s en blanc). La
me´thode propose´e (d), combine les gradients photome´triques et les gradients ge´ome´triques,
et permet de se´lectionner aussi les pixels du premier plan (affiche´s en blanc).
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La figure 5.7 montre la de´croissance de la norme de l’erreur de la pose estime´e en
fonction du nombre d’ite´rations, pour les translations : ‖t‖2 et les rotations : ‖R‖2. Pour
le mouvement en rotation, les trois me´thodes convergent logiquement vers la solution car
l’estimation de la rotation est inde´pendante de la profondeur. Concernant l’estimation de la
translation, la me´thode dense et la me´thode propose´e convergent vers le minimum global.
Comme pre´vu, la me´thode base´e sur la se´lection photome´trique n’a pas se´lectionne´ de points














(a) Norme de l’erreur en translation.
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(b) Norme de l’erreur en rotation.
Fig. 5.7 – Comparaison des me´thodes : dense, gradients photome´triques (GP) et gradients
photome´triques + gradients ge´ome´triques (GP+GG). Les trois me´thodes permettent d’es-
timer le mouvement en rotation (b). Pour la translation (a), la me´thode GP n’a pas se´lec-
tionne´ de pixels observables. La me´thode propose´e permet d’estimer les 6 degre´s de liberte´,
avec une vitesse de convergence tre`s proche de la me´thode dense (utilisant tous les pixels
de l’image de re´fe´rence).
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5.3.2.2 Temps de calculs
En terme de temps de calcul, la complexite´ de l’algorithme de minimisation (cf. section
2.6) est en O(p), le gain est directement proportionnel au nombre de pixels p utilise´s dans
la minimisation. Les re´sultats de la figure 5.8 montrent le temps de calcul d’une ite´ration
de l’algorithme de recalage en fonction du pourcentage de pixels se´lectionne´s (nmax = 8.10
4
pixels). Alors qu’il faut 3.6 ms a` l’algorithme pour effectuer une ite´ration en utilisant tous










































Fig. 5.8 – Temps de calcul avec se´lection d’information. Le temps de calcul est proportionnel
aux nombres de pixels utilise´s dans la minimisation.
5.4 Conclusion
La nouvelle me´thode de se´lection de pixels propose´e ici est adapte´e aux techniques
directes. Contrairement aux me´thodes classiques d’extraction de points d’inte´reˆts, la tech-
nique de´veloppe´e se base sur l’analyse de la matrice Jacobienne utilise´e pour l’estimation
ite´rative du de´placement. Cette matrice combine a` la fois les gradients photome´triques et
les gradients ge´ome´triques associe´s a` chaque pixel. Par rapport aux approches pre´ce´dentes
base´es sur une information locale 2D, ce type de se´lection permet de maximiser l’observabi-
lite´ des de´placements pour les 6 degre´s de liberte´ de la pose et de conserver un maximum de
pre´cision. De plus la se´lection est directement effectue´e hors-ligne, lors de la construction
de la base de donne´e. Lors de la phase de localisation en ligne, la carte de saillance est
utilise´e de manie`re efficace pour se´lectionner un nombre re´duit de pixels dans la fonction
de recalage d’image, ce qui permet d’effectuer les calculs en temps-re´el, a` haute fre´quence
(i.e. 45 Hz).
L’algorithme propose´ est tre`s simple a` mettre en oeuvre et efficace a` calculer, cepen-
dant il serait inte´ressant d’analyser les effets d’un changement de base de la matrice J, tel
qu’une SVD (Singular value decomposition) ou une PCA (Principal component analysis),
qui permettent de projeter la matrice sur une base orthogonale, et donc de de´corre´ler ses
e´le´ments. Quelques expe´rimentations ont e´te´ mene´es sur ces transforme´es lors du de´velop-
pement de l’algorithme propose´ (i.e. se´lection des pixels sur la SVD de J), cependant les
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re´sultats constate´s sont tre`s peu de diffe´rents de ceux obtenus par la se´lection effectue´e di-
rectement sur la matrice J. Ne´anmoins il serait inte´ressant d’effectuer une e´tude the´orique
plus approfondie sur les avantages de ces de´compositions.
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Troisie`me partie






Ce chapitre aborde l’utilisation en ligne du graphe d’images augmente´es, c’est a` dire la
localisation en temps re´el d’une came´ra, monte´e sur un robot naviguant dans le voisinage
du graphe d’apprentissage. La localisation de la came´ra est de´finie comme un proble`me
de minimisation entre les intensite´s de l’image courante et celles de l’image de re´fe´rence
la plus proche (nœud du graphe) se´lectionne´e suivant un crite`re prenant en compte la
largeur du champ visuel. Pour une meilleure robustesse aux mouvements en rotation, une
me´thode d’estimation efficace du changement d’orientation 3D de la came´ra entre deux
images successives est utilise´e. Enfin pour une obtenir une meilleure robustesse et une
meilleure pre´cision, il est propose´ d’utiliser simultane´ment plusieurs nœuds du graphe dans
la localisation.
6.2 Localisation
Soit l’image I t, acquise par une came´ra a` l’instant t (e.g monoculaire, ste´re´o ou omni-
directionnelle) et une pose initiale T̂G (i.e. dernie`re pose connue), exprime´e dans le repe`re
du graphe G de la base de donne´es. Cette pose initiale permet l’extraction de l’image de
re´fe´rence augmente´e S∗ = {I∗,Z∗,P∗,W∗} la plus ”proche” et de sa pose T∗G. Des de´tails
supple´mentaires sur le choix de l’image de re´fe´rence sont donne´s en section 6.3.





L’objectif est d’estimer la transformation incre´mentale T(x), minimisant les erreurs











ou` la fonction s(Z,p∗) permet de se´lectionner les meilleurs pixels de l’image I∗ en fonction
de la carte de saillance W∗ pre´-calcule´e sur la sphe`re de re´fe´rence S∗ selon l’algorithme de
se´lection de la section 5.3. Cette erreur est minimise´e par la me´thode robuste d’alignement
d’image directe de´finie en section 2.6, afin d’obtenir la pose de la came´ra TS et donc du
ve´hicule. Il est alors possible de mettre a` jour la pose T̂G, exprime´e dans le repe`re du graphe.
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Graˆce a` la se´lection d’information, effectue´e lors de l’apprentissage hors-ligne, seule-
ment un nombre p des pixels sont utilise´s dans la fonction d’erreur, permettant d’acce´le´rer
conside´rablement le temps de calcul, sans de´grader la pre´cision, ni l’observabilite´.
6.3 Se´lection de l’image de re´fe´rence
6.3.1 Cas d’un graphe d’images sphe´riques
Puisqu’une image sphe´rique fournit toute l’information ne´cessaire a` la localisation autour
d’un point de vue, la sphe`re de re´fe´rence la plus proche choisie pour la localisation est
naturellement se´lectionne´e par la norme de la distance Euclidienne en translation, entre la
pose initiale T̂ et les poses du graphe :
T∗S = argmin
i
(‖(TiG)−1T̂GeT4 ‖) ∀i ∈ G, (6.3)
ou` le vecteur de coordonne´es homoge`nes e4 =
[
0 0 0 1
]T
permet d’extraire le vecteur




Se´lectionner la sphe`re visuelle la plus proche, permet d’une part de minimiser la quantite´
d’occultation des baˆtiments, proportionnelle a` la distance entre les points de vue, et d’autre
part les diffe´rences de re´solution entre l’image de re´fe´rence et l’image courante, ce qui
ame´liore les performances des techniques d’alignement d’image directes.
6.3.2 Cas d’un graphe d’images perspectives
Dans certaines se´quences d’images traite´es dans cette the`se, seulement des images ste´re´o
classiques e´taient disponibles pour construire le graphe d’apprentissage. Avec ce type de
capteur, l’angle de vue des images est limite´ et la se´lection de l’image de re´fe´rence est plus
de´licate que dans le cas d’une sphe`re. En effet il faut en permanence assurer un recouvrement
entre l’image de re´fe´rence et l’image vue par la came´ra courante. Par exemple deux images
perspective capture´es dans deux directions oppose´es mais a` la meˆme position, ont une
distance en translation nulle, mais n’ont aucun recouvrement. Il est donc indispensable
de prendre en compte l’orientation. Cependant, maximiser le recouvrement n’est pas non
plus suffisant car il est possible de se´lectionner une image de re´fe´rence tre`s distante (e.g.
loin devant), ce qui ge´ne`re des proble`mes d’occultation et des diffe´rences en re´solution trop
importantes, ce qui peut empeˆcher un alignement correct des images. Une solution optimale
serait d’effectuer un clipping, c’est a` dire projeter et tester l’appartenance de tous les points
3D de chaque image de re´fe´rence a` la position courante. Cependant cette approche est bien
trop couˆteuse pour eˆtre utilise´e en temps re´el. La solution retenue permet de prendre en
compte la translation et l’orientation de l’image de re´fe´rence, en minimisant la distance
vectorielle mesure´e entre deux vecteurs forme´s par les axes optiques des deux images :
T∗G = argmin
i
(‖(TiG)−1T̂GP−P‖) ∀i ∈ G (6.4)
ou` le point en coordonne´es homoge`nes P =
[
0 0 d 1
]T ∈ R4 est un point 3D positionne´
sur l’axe optique de l’image de re´fe´rence, a` une distance d. Plus la distance d est importante,
plus l’orientation est privile´gie´e, au de´triment de la distance. En revanche, plus d est faible,
plus la translation est privile´gie´e, au de´triment du recouvrement. Dans le cas ou` d = 0, la
se´lection est identique a` la se´lection d’un graphe sphe´rique. Lors des expe´rimentations, une
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Sphere de re´fe´rence S∗






Fig. 6.1 – Localisation en ligne : l’image courante I t est recale´e sur la sphe`re de re´fe´rence
la plus proche.
86 Chapitre 6. Localisation temps re´el
distance d de 5 me`tres a e´te´ utilise´e. Cette solution n’est certainement pas optimale, mais
permet une se´lection tre`s rapide de l’image de re´fe´rence, et s’est montre´e tre`s efficace lors
des expe´rimentations que ce soit en environnement urbain le long d’une trajectoire, ou en
inte´rieur localement dans une pie`ce.
6.4 Estimation efficace de la rotation 3D locale
Typiquement, le mouvement apparent des pixels dans une image est domine´ par le
mouvement en rotation de la came´ra. En effet, pour une rotation pure, le de´placement
des pixels de l’image est inde´pendant de la ge´ome´trie de la sce`ne. Pour un algorithme de
localisation visuelle (direct ou base´ point d’inte´reˆts), de larges mouvements en rotation
entre deux images successives sont tre`s souvent la cause d’e´checs. Afin de mieux initialiser
la localisation 3D, il est possible d’effectuer au pre´alable une estimation du changement
d’orientation 3D de la came´ra avec une me´thode directe tel que dans Mei et al. (2010);
Lovegrove & Davison (2010); Newcombe et al. (2011b).
Pour cela, la plus petite image de la pyramide multi-re´solution est utilise´e (cf. 2.7). Cette
image, issue de filtrages Gaussiens et de sous e´chantillonnages successifs, peut eˆtre associe´e a`
une came´ra invariante aux mouvements en translation, car la distance focale f de la matrice
des parame`tres intrinse`ques K est tre`s faible (divise´e successivement par un facteur 2). En
d’autres termes, la ge´ome´trie de la sce`ne peut eˆtre conside´re´e comme e´tant a` l’infini et donc
les translations locales ne´glige´es. Il est alors possible d’effectuer un alignement direct, en
rotation pure, entre l’image acquise a` l’instant t : I t, et l’image acquise a` l’instant t − 1 :
I t−1, en minimisant les erreurs d’intensite´s suivantes :





− I t−1(p). (6.5)
ou` le vecteur xω ∈ R3 contient seulement les vitesses angulaires, et la matrice R(xω) est
obtenue a` partir de l’application matrice exponentielle de la matrice antisyme´trique de xω
(cf. section 2.2.2).
Le matrice H = KR̂R(xω)K
−1 ∈ SL(3) est une matrice d’homographie (cf. Hartley &
Zisserman (2004)), permettant de transfe´rer les pixels p de l’image I t vers l’image I t−1,
sans utiliser l’information de profondeur (Z →∞).
Cette fonction d’erreur peut eˆtre minimise´e par une me´thode des moindres carre´es, de
type inverse compositionnelle ou ESM , afin de mettre a` jour incre´mentalement la valeur de
la rotation R̂ par :
R̂← R̂R(xω) (6.6)
Au final, cette minimisation est quasiment identique a` une estimation comple`te des 6
degre´s de liberte´ 2.6, mais seulement les 3 degre´s de rotation sont estime´s. De plus avec
un mode`le ge´ome´trique parfait (points a` l’infini), la convergence vers la solution est tre`s
rapide. En pratique, quelques ite´rations (≈ 5) sont suffisantes pour estimer des mouvements
rotationnels forts (i.e. came´ra excite´e manuellement). La matrice R̂ obtenue, est ensuite







ce qui permet d’initialiser le suivi a` 6 degre´s de liberte´ entre l’image de re´fe´rence de la base
de donne´es et l’image courante plus proche de la solution.







Fig. 6.2 – Sche´ma d’utilisation simultane´e de plusieurs nœuds du graphe. La localisation
de l’image I t est effectue´e avec les nœuds S
0 et S1.
6.5 Utilisation de plusieurs nœuds du graphe
Lors de la phase de localisation, l’image courante est en permanence recale´e (cf. e´quation
(6.2)) sur l’image de re´fe´rence la plus proche de la base de donne´e, extraite suivant le crite`re
(6.3). La meˆme image de re´fe´rence est alors conserve´e pendant un certain temps jusqu’a`
ce qu’une nouvelle image soit se´lectionne´e en fonction de la pose courante et du crite`re de
se´lection.
Cependant, plus la distance absolue entre l’image de re´fe´rence et l’image courante aug-
mente, moins l’hypothe`se Lambertienne des points de la sce`ne est ve´rifie´e, et plus les occul-
tations sont pre´sentes, ce qui ge´ne`re des erreurs dans la fonction de couˆt, rendant l’estima-
tion de pose moins pre´cise. Ces erreurs, ajoute´es a` l’incertitude sur le positionnement des
images de re´fe´rence, peuvent ge´ne´rer des discontinuite´s sur les trajectoires estime´es lors du
changement d’image de re´fe´rence (cf. figure 6.3). Quoique souvent minimes (de l’ordre de
quelques dizaines de centime`tres), ces de´crochages peuvent eˆtre geˆnants pour effectuer l’as-
servissement visuel d’un ve´hicule, et peuvent meˆme dans certains cas conduire a` initialiser
l’alignement de l’image suivante trop loin de la solution, ce qui peut empeˆcher l’algorithme
de converger.
Afin d’obtenir des trajectoires les plus lisses possibles, il est souhaitable d’utiliser deux
images de re´fe´rence simultane´ment dans la minimisation, se´lectionne´es successivement selon
le crite`re de l’e´quation (6.3), ce qui correspond a` se´lection l’image pre´ce´dente et l’image
suivante du graphe comme illustre´ sur la figure 6.2. Dans ce cas, le proble`me de localisation
consiste a` minimiser simultane´ment les deux erreurs d’intensite´s suivantes :
eG(x) =












ou` la pose T1G de´finit la pose de la seconde image de re´fe´rence S
1 exprime´e dans le repe`re
de la premie`re image de re´fe´rence S0 (cf. figure 6.2).
Cette minimisation consiste a` empiler les vecteurs d’erreur, dans un seul vecteur global
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ou` Jv(T
1
G) est la matrice adjointe associe´e a` la pose T
1
G, permettant de transformer les







l’ope´rateur [.]× e´tant l’ope´rateur de la matrice antisyme´trique (cf. section 2.2.2).
Utiliser deux images de re´fe´rence simultane´ment, signifie utiliser deux fois plus de pixels
dans la fonction de couˆt. Pour conserver la meˆme fre´quence de calcul, le nombre de pixels uti-
lise´s par la se´lection d’information est simplement re´parti e´galement entre les deux images.
L’e´quation (6.8) est facilement extensible a` n images de re´fe´rence. Cependant, lors des
expe´rimentations, l’utilisation d’un nombre d’images n > 2, n’a pas montre´ de re´sultats
convaincants. En effet l’utilisation d’images de re´fe´rence trop distantes de l’image courante
introduit des occultations, ce qui re´duit l’efficacite´ de l’algorithme.
6.5.1 Comparaison mono/multi mode`le
La figure 6.3 montre une portion de l’estimation de la trajectoire d’une came´ra mono-
culaire, monte´e sur un ve´hicule naviguant localement dans un graphe d’images augmente´es.
A l’initialisation la position du ve´hicule est (X = 0, Z = 0). Puis, le ve´hicule se de´place
pour aller vers la position (X = −10, Z = 13). Deux estimations ont e´te´s effectue´es :
– La premie`re (rouge) utilise seulement un nœud du graphe dans la localisation, se´-
lectionne´ suivant le crite`re (6.3). Lors du changement d’image de re´fe´rence, au point
(X = −0.9, Z = 5), on peut voir que la trajectoire n’est pas continue, le mouvement
estime´ entre deux images successives correspond a` un mouvement late´ral du ve´hicule,
ce qui n’est pas possible.
– La seconde (bleu) utilise simultane´ment 2 nœuds du graphe dans la localisation (cf.
e´quation (6.8)). Lors du changement d’image de re´fe´rence, la trajectoire estime´e est




Une imple´mentation temps-re´el de l’algorithme de localisation en ligne a e´te´ re´alise´e en
C++ et permet de localiser une came´ra de re´solution 800× 600 pixels a` une fre´quence de
45 Hz. Le tableau 6.1 montre les e´tapes successives de l’algorithme, ainsi que les temps de
calculs obtenus sur un ordinateur portable e´quipe´ d’un processeur Intel core i7-2820QM.
E´tape Temps (ms)
Recherche image re´fe´rence <0.01 ms
Construction pyramide gaussienne 0.70 ms
Estimation rotation inter-images 0.48 ms / ite´ration
Estimation 6 degre´s de liberte´ 1.13 ms / ite´ration



























Fig. 6.3 – Utilisation simultane´e de plusieurs nœuds du graphe : Les disques noirs indiquent
la position des images de re´fe´rence. En rouge, la trajectoire estime´e en utilisant une seule
image de re´fe´rence. La trajectoire contient des de´crochages lors du changement d’image de
re´fe´rence. En bleu, la meˆme trajectoire estime´e avec 2 images de re´fe´rence. La trajectoire
obtenue est continue, sans de´crochage lors des changements d’image de re´fe´rence.
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Une attention particulie`re a` e´te´ porte´ sur la paralle´lisation des calculs, afin de profi-
ter des processeurs multi-cœurs, aujourd’hui pre´sents sur tous les ordinateurs modernes.
La me´thode de minimisation est en effet fortement paralle´lisable (warping , erreur, pseudo-
inverse). Le calcul de la me´diane, utilise´e dans la fonction de couˆt robuste (cf. e´quation
(2.45)), ne´cessite en the´orie le tri des p/2 premiers pixels du vecteur d’erreur a` chaque ite´-
ration de la minimisation, ce qui peut eˆtre couteux. Cependant, puisque l’erreur est borne´e
(i.e. [−255; 255]), il est possible d’obtenir une bonne approximation de la valeur me´diane de
l’erreur en utilisant des histogrammes, ce qui re´duit conside´rablement le couˆt calculatoire.
Le calcul robuste de la matrice Hessienne JTDJ et du gradient JTDe(x) peuvent e´galement










ou` n repre´sente le nombre de ”blocs” de pixels traite´s en paralle`le.
Une deuxie`me optimisation particulie`rement efficace a e´te´ l’utilisation d’instructions
SIMD (Single Instruction Multiple Data), permettant par exemple d’effectuer simultane´-
ment 4 ope´rations en re´els flottants pour une seule instruction processeur, ce qui permet
d’acce´le´rer d’un facteur 4 certains calculs trop complexes pour le compilateur.
L’algorithme de localisation se de´roule de la manie`re suivante : pour chaque image
courante, les images de re´fe´rence augmente´es les plus proches (pre´-charge´es en RAM) sont
se´lectionne´es suivant le crite`re (6.3) en fonction de la pose initiale. Une pyramide Gaussienne
est ensuite construite (cf. section 2.7) pour l’image courante I t. Le mouvement local en
rotation de la came´ra est alors estime´ en minimisant la fonction d’erreur (6.5) sur la plus
petite e´chelle de la pyramide. Puisque ce suivi implique des images de tre`s faible re´solution
(i.e. 100 × 75), tous les pixels peuvent eˆtre utilise´s dans la minimisation. Finalement une
estimation pre´cise des 6 degre´s de liberte´ de la pose est effectue´e en utilisant un faible
nombre de pixels saillants (environ 6e104). La pose obtenue dans le repe`re du graphe est
alors utilise´e pour initialiser l’alignement de l’image suivante.
Le fait d’acque´rir les images courantes a` une fre´quence de 45 Hz permet de re´duire
les mouvements entre deux images successives, et ainsi le nombre d’ite´rations ne´cessaire
a` la convergence de l’algorithme de recalage d’images. La me´thode de localisation fonc-
tionne sans mode`le pre´dictif du mouvement de la came´ra, ce qui permet d’eˆtre robuste aux
mouvements non continus d’un ve´hicule, tels que les bosses ou les trous sur la chausse´e.
De plus le meˆme algorithme peut eˆtre employe´ pour la localisation d’une came´ra monte´e
sur un ve´hicule naviguant a` l’exte´rieur, ou d’une came´ra de´place´e manuellement dans un
environnement inte´rieur.
6.6.2 Initialisation
Une me´thode d’initialisation et de re-localisation a e´te´ imple´mente´e, afin de de´marrer
l’algorithme de localisation, ou` de relancer une initialisation en cas d’e´chec. A l’instant
t = 0, la came´ra est conside´re´e dans le voisinage du graphe. Un alignement dense est alors
effectue´ sur toutes les images du graphe d’apprentissage, en utilisant la plus petite re´solution
de la pyramide multi-re´solution et en initialisant le recalage a` l’identite´. Apre`s alignement
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de chaque image du graphe avec l’image courante, le score de corre´lation croise´e normalise´e




















ou` µ et µ∗ sont respectivement les moyennes de l’image recale´e et de l’image de re´fe´rence,
T̂ est la pose apre`s alignement et R ∈ [−1; 1]. L’image de re´fe´rence choisie pour la loca-
lisation est celle avec le meilleur score de corre´lation. Cette me´thode d’initialisation n’est
pas bien adapte´e a` de grandes bases de donne´es, cependant pour des images courantes de
dimensions 800 × 600 l’algorithme prend moins de 30 ms par image de re´fe´rence, soit 9
secondes d’initialisation pour un graphe d’apprentissage de 300 images. Il serait ne´anmoins
inte´ressant d’utiliser une technique de´die´e a` la reconnaissance de lieux telle que Cummins
& Newman (2008); Chapoulie et al. (2011).
6.6.3 Environnements urbains
6.6.3.1 Localisation sur une sphe`re
Dans un premier temps, l’algorithme de localisation a e´te´ valide´ sur une seule sphe`re
augmente´e. Une came´ra monoculaire de re´solution 800×600, cadence´e a` 45 Hz, est de´place´e
manuellement autour de la sphe`re avec des mouvements ne´cessitant l’estimation des 6 de-
gre´s de liberte´ de la came´ra. La figure 6.4 montre la trajectoire obtenue ainsi que quelques
positions cle´s. L’utilisation d’images sphe´riques permet de se localiser dans toutes les direc-
tions. La robustesse de l’algorithme de localisation permet e´galement une localisation dans
le voisinage de la sphe`re, jusqu’a` 3.5 me`tres de distance dans l’exemple propose´.
6.6.3.2 Graphe d’images sphe´riques
L’algorithme de localisation temps-re´el a ensuite e´te´ valide´ sur un sous ensemble de 12
sphe`res augmente´es extraites du graphe sphe´rique pre´sente´ dans les re´sultats de la section
4.4, pour localiser une came´ra monoculaire de re´solution 800 × 600, cadence´e a` 45 Hz et
monte´e sur un ve´hicule de type Cycab naviguant localement a` l’inte´rieur du graphe.
La figure 6.5, montre la trajectoire obtenue par l’algorithme de localisation : au point
de de´part, le ve´hicule est place´ aux coordonne´es (X = −0.4, Z = −0.1), correspondant a`
l’image 6.5(a) et se dirige en direction des Z positifs, jusqu’au point (X = −1.8, Z = 20.5).
Le ve´hicule effectue ensuite une marche arrie`re (partie verte) jusqu’au point de coordonne´es
(X = 3.3, Z = 18.8), puis retourne en sens inverse en direction du point de de´part. On
peut voir que l’utilisation d’images sphe´riques permet une localisation dans deux directions
de navigation diffe´rentes en utilisant les meˆmes sphe`res augmente´es, pour des trajectoires
localement diffe´rentes de l’apprentissage (jusqu’a` 3 me`tres de distance).
6.6.3.3 Graphe d’images perspectives
La me´thode de localisation a e´galement e´te´ valide´e sur des se´quences d’apprentissage
ste´re´o capture´es en milieu urbain dans le cadre du projet CityVIP, dans le XIIeme arron-
dissement de Paris. Les se´quences ont e´te´ acquises sur un ve´hicule naviguant normalement
dans le flux de circulation (i.e. 50 km/h). Les came´ras utilise´es fournissent des images de
re´solution 800 × 600 pixels a` une fre´quence de 15 Hz. A cette fre´quence les de´placements












Fig. 6.4 – Localisation autour d’une image sphe´rique. En bleu : la trajectoire de la came´ra
estime´e. Quelques poses sont affiche´es en rouge et noir, l’axe optique de la came´ra e´tant
repre´sente´ en rouge.
entre deux images successives peuvent eˆtre importants, notamment dans les virages pour
les mouvement en rotations.
L’apprentissage a e´te´ effectue´ sur une premie`re trajectoire d’environ 1 km, re´sultant
en un graphe de 441 images de re´fe´rence. Puisque seulement des images perspectives sont
disponibles, un plus grand nombre d’images de re´fe´rence est ge´ne´re´ dans les virages afin
d’assurer le recouvrement entre les nœuds du graphe (cf. figure 6.6).
Une localisation en ligne a e´te´ effectue´e en utilisant une seconde se´quence d’images, en-
registre´e lors d’un second passage sur une trajectoire le´ge`rement diffe´rente avec les meˆmes
came´ras (seulement une came´ra est utilise´e pour la localisation). La figure 6.6 montre la
trajectoire obtenue ainsi que la position des images de re´fe´rence. Bien que le ve´hicule est
suivi le meˆme chemin, la trajectoire est localement diffe´rente de celle d’apprentissage (de´-
passements, virages plus larges etc).
6.6.4 Environnement inte´rieur
D’autres expe´rimentations ont e´galement e´te´ re´alise´es dans un environnement inte´rieur,
en utilisant une simple paire de came´ras ste´re´o a` baseline re´duite (25cm) pour construire la
base de donne´es. Une came´ra monoculaire est ensuite de´place´e manuellement dans l’environ-
nement, avec de fort mouvements a` 6 degre´s de liberte´, permettant de valider la robustesse
de l’algorithme.
Lors de l’apprentissage, la paire de came´ras ste´re´o est de´place´e manuellement de manie`re
a` cartographier localement la sce`ne (halle robotique de l’INRIA Sophia Antipolis). Un
graphe de 6 images augmente´es est alors obtenu. Lors de la phase en ligne, la came´ra
monoculaire est manipule´e dans la pie`ce, autour de la re´gion d’apprentissage, avec des
changements de points du vue importants. La figure 6.7(e), montre une reconstruction 3D

























Fig. 6.5 – Localisation dans un graphe d’images sphe´riques. En bleu : le ve´hicule navigue
en marche avant. En vert : le ve´hicule effectue une marche arrie`re. (a),(b) et (c), des images
capture´es lors de la localisation en ligne.





















Fig. 6.6 – Localisation dans un graphe d’images perspectives dans le XIIeme arrondissement
de Paris. En bleu : la trajectoire estime´e par l’algorithme de localisation en ligne. En noir
la position des images de re´fe´rence (une image de re´fe´rence sur 2 est affiche´e). (a),(b) et
(c), des images capture´es lors de la localisation en ligne.
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images de re´fe´rence. Les points utilise´s pour la localisation en ligne apparaissent en orange
dans l’image. La figure 6.7(a) montre l’image de re´fe´rence utilise´e pour la localisation de
l’image courante 6.7(b). Lors du suivi, une image virtuelle du mode`le est synthe´tise´e en
temps-re´el a` partir des points 3D et de la texture de l’image re´fe´rence 6.7(c), a` la position
courante estime´e. La carte de profondeur synthe´tise´e 6.7, est alors utilise´e pour augmenter
l’image courante avec un objet virtuel (the´ie`re). Malgre´ le changement de point de vue
important entre l’image courante et l’image de re´fe´rence, l’algorithme est capable de fournir
une localisation pre´cise de la came´ra courante (cf. trajectoire figure 6.8).
6.7 Conclusion
Dans ce chapitre, l’utilisation en ligne de la base de donne´e d’images augmente´es a
e´te´ pre´sente´e. Une me´thode directe, profitant des avantages de la repre´sentation sphe´rique
ego-centre´e, permet la localisation pre´cise d’une came´ra, naviguant localement a` l’inte´rieur
du graphe. Afin d’obtenir des trajectoires lisses, plusieurs nœuds du graphe sont utilise´s
simultane´ment dans la minimisation, sans couˆt calculatoire supple´mentaire graˆce a` la se´lec-
tion de pixels saillants. Cette meˆme se´lection permet d’utiliser un nombre re´duit de pixels,
afin d’effectuer la localisation de la came´ra a` une fre´quence de 45 Hz. Enfin, une technique
directe est employe´e pour estimer les changements d’orientation rapide de la came´ra. La
robustesse et l’efficacite´ de l’algorithme permettent a` la fois la localisation d’une came´ra en
environnement urbain et en environnement inte´rieur, sans utilisation d’autres capteurs ni de
mode`le pre´dictif. Les re´sultats expe´rimentaux illustrent les diffe´rents avantages d’un mode`le
ego-centre´ dense : l’estimation de pose est pre´cise, robuste aux occultations et l’usage de
sphe`res permet la localisation dans toutes les directions, dans un rayon assez large autour
des images de re´fe´rence.
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(a) Image re´fe´rence. (b) Image courante augmente´e.
(c) Image synthe´tise´e. (d) Profondeur synthe´tise´e.
(e) Vue 3D synthe´tise´e du mode`le
Fig. 6.7 – Localisation en environnement inte´rieur. (a) : L’image de re´ference utilise´e pour la
localisation. (b) : L’image courante augmente´e par un objet virtuel. (c) : Image synthe´tise´e
a` la pose courante. (d) : Carte de profondeur synthe´tise´e a` la pose courante. (e) : Vue 3D
du mode`le synthe´tise´e. En orange les pixels utilise´s lors de la localisation.
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Fig. 6.8 – Trajectoire en environnement inte´rieur. La pose de l’image courante de la figure
6.7 est affiche´e par rapport a` l’objet virtuel, et les images de re´fe´rence affiche´es par les
sphe`res rouges. La sphe`re verte est l’image de re´fe´rence la plus proche.





Ce chapitre pre´sente l’ame´lioration de la robustesse des techniques directes d’aligne-
ment d’images, en pre´sence de variations d’illumination. En effet les conditions d’acquisition
des images de re´fe´rence augmente´es du graphe, construit lors de la phase d’apprentissage,
peuvent eˆtre tre`s diffe´rentes de celles perc¸ues lors de la phase de localisation en ligne :
– Came´ras diffe´rentes : la re´ponse en intensite´ est diffe´rente d’une came´ra a` l’autre
(optique, capteur CCD ou CMOS, capteur avec filtre de Bayer ou monochrome ...).
– Re´glages de la came´ra : ouverture, temps d’exposition, gain, correction gamma,
effets de vignettage de l’objectif.
– Illumination de la sce`ne : en fonction de la pe´riode de l’anne´e ou de l’heure de
la journe´e (position du soleil, nuages, lumie`re ambiante ...) l’apparence d’une meˆme
sce`ne change conside´rablement.
Dans certains cas, des erreurs d’apparence trop importantes peuvent rendre difficile,
voire impossible, un alignement direct des images, base´ sur la minimisation des erreurs
d’intensite´ (cf. chapitre 2).
La premie`re section de cette partie pre´sente un e´tat de l’art des techniques directes
robustes aux changements d’illumination, puis la seconde section pre´sente une nouvelle
technique hybride, robuste aux changements d’illuminations et aux occultations, en com-
binant un suivi base´ mode`le et un suivi base´ odome´trie visuelle. La me´thode propose´e est
finalement valide´e par une imple´mentation temps re´el, sur des se´quences d’images contenant
des variations d’illumination importantes.
7.2 E´tat de l’art
Dans la litte´rature, plusieurs approches de suivi visuel direct robustes aux changements
d’illumination ont e´te´ propose´es, essentiellement pour du suivi de surfaces planaires, para-
me´tre´es par une homographie. Bartoli (2008) propose un mode`le affine prenant seulement
en compte les changements line´aires globaux dans les images. Dans Silveira & Malis (2007,
2010), un mode`le local est propose´, en subdivisant la cible planaire en plusieurs patchs plans
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contraints entre eux par une surface parame´trique. Cette approche apporte une robustesse
aux changements locaux (re´flexions spe´culaires) et aux changements globaux. Cependant, la
subdivision en patchs ajoute un nombre d’inconnues non ne´gligeable, rendant l’algorithme
complexe et difficilement exploitable en temps re´el pour de grandes images. De plus la me´-
thode n’est pas compatible avec des estimateurs robustes. Dans Hager & Belhumeur (1998),
une me´thode directe de suivi de visage, robuste aux changements d’illumination et aux oc-
cultations est pre´sente´e. Une repre´sentation invariante de l’image est construite lors d’une
phase d’apprentissage, a` partir d’un ensemble d’images acquises sous diffe´rentes conditions
d’illumination. Cependant cette phase d’apprentissage est de´licate, et n’est pas robuste aux
occultations ou aux ombres porte´es. Gonc¸alves & Comport (2011) proposent une technique
base´e sur les M-estimateurs et une mesure robuste du biais global. La technique propose´e
est robuste aux re´flexions spe´culaires (locales) et aux changements d’illumination globaux.
Au lieu d’utiliser une somme des carre´s des diffe´rences (SSD) standard (cf. Baker &
Matthews (2001)), d’autres fonctions de couˆts plus robustes peuvent eˆtre utilise´es. Dans
Irani & Anandan (1998), une corre´lation croise´e normalise´e (ZNCC) est applique´e sur des
feneˆtres locales. La technique pre´sente´e permet d’aligner des images tre`s diffe´rentes, pour
des translations bi-dimensionnelles. Une me´thode robuste permet de rejeter les aberrations,
mais ne´cessite de calculer le de´terminant de la matrice Hessienne pour chaque pixel, ce
qui est difficilement re´alisable en temps re´el. Plus re´cemment Panin & Knoll (2008); Dame
& Marchand (2010) proposent de maximiser l’information partage´e entre deux images, en
utilisant l’information mutuelle (Viola & Wells (1995)). De´ja` tre`s utilise´es dans le domaine
me´dical pour l’alignement d’images (e.g. IRM, rayons-X), ces techniques sont actuellement
les plus efficaces pour l’alignement d’images multi-modales (e.g. carte routie`re et image
satellite). Cependant, elles ne´cessitent d’approximer une fonction de couˆt non continue afin
de calculer un gradient analytique, ce qui peut de´grader la pre´cision et rendre la convergence
peu performante (lente) et meˆme incertaine dans certains cas.
Re´cemment, Richa et al. (2011) ont propose´ une approche base´e sur la somme des va-
riances conditionnelles (SCV), une mesure globale robuste aux changements d’illumination
non line´aires. Cette me´trique, similaire a` l’information mutuelle est cependant tre`s proche
d’une SSD. En pratique, l’image de re´fe´rence est incre´mentalement mise a` jour a` la fin de
chaque alignement. Pour cela les auteurs calculent l’histogramme conjoint entre l’image de
re´fe´rence et la dernie`re image recale´e. La fonction d’intensite´ de l’image de re´fe´rence est
ensuite mise a` jour en fonction de cet histogramme. Cependant, pour un calcul efficace
des histogrammes, il est ne´cessaire de quantifier les valeurs images, ce qui peut re´duire la
pre´cision et cre´er des minima locaux lors de l’alignement.
Dans le domaine de la SfM (Structure from motion Seitz et al. (2006)), des mode`les
d’illumination, physique (Cook & Torrance (1982)) ou empirique (Blinn (1977), plus com-
plexes sont utilise´s, afin d’estimer la normale des surfaces ainsi que leur coefficient d’albe´do
(cf. Zhang et al. (2003); Basri & Jacobs (2001)). En ge´ne´ral les re´flexions spe´culaires ne
sont pas prises en compte, et seulement un e´clairage distant est conside´re´, ce qui n’est pas
valide dans des environnements non controˆle´s. De plus, ces techniques sont, la plupart du
temps, utilise´es hors-ligne et ne conviennent pas pour des approches temps re´el.
Les techniques de suivi visuel temps re´el utilisant des me´thodes directes et conside´rant
des changements d’illumination, abordent seulement le suivi de mode`les ge´ome´triques ba-
siques : plans Silveira & Malis (2007); Hager & Belhumeur (1998) ou cylindres Cascia
& Sclaroff (1999) et seulement des re´gions de petite taille sont suivies (patchs). De plus,
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pour les me´thodes ou` les changements d’illumination font partie des inconnues du syste`me,
Silveira & Malis (2007); Bartoli (2008), les aberrations sont difficilement dissociables des
changements d’illumination, il devient alors difficile d’eˆtre robuste simultane´ment a` ces deux
perturbations.
Dans nos travaux, des environnements 3D complexes sont conside´re´s ainsi que des
images de grande taille. De nombreux effets inde´sirables sont pre´sents dans la sce`ne : auto-
occultations et auto-ombrage des objets, re´flexions inter-objets, re´flexions spe´culaires. De
plus, l’information ge´ome´trique obtenue par mise en correspondance dense ste´re´o, est sou-
vent bruite´e : des erreurs supple´mentaires apparaissent lors des warping d’image, et il est
difficile d’obtenir une bonne estimation des normales associe´es a` chaque pixel. Il est donc
ne´cessaire de de´finir un mode`le flexible, robuste aux erreurs de mode´lisation ge´ome´triques
et aux effets liste´s pre´ce´demment, mais le plus “le´ger” possible pour une utilisation temps
re´el.
7.3 Suivi hybride
7.3.1 Mode`le d’illumination biais global, gain local
Dans un premier temps, les changements d’illumination pre´sents entre une image acquise
a` un instant t et une autre image acquise a` un instant t + 1 peuvent eˆtre classe´s selon 4
types :
– E´chelon global : Changement abrupt de l’intensite´ globale sur toute l’image : lumie`re
ambiante allume´e ou e´teinte subitement, nuage masquant le soleil ...
– E´chelon local : Changement abrupt de l’intensite´ locale dans l’image : lumie`re di-
rige´e allume´e ou e´teinte subitement (projecteur), re´flexions spe´culaires, ombres et
occultations cause´es par un changement de point de vue.
– Rampe globale : Changement lent de l’intensite´ globale de l’image : nuages, position
du soleil...
– Rampe locale : Changement lent de l’intensite´ locale : lumie`re dirige´e se de´plac¸ant
lentement.
Afin de prendre en compte les changements d’illumination globaux et locaux, la fonction







ou` β ∈ R est un biais global des intensite´s correspondant au changement global d’illu-
mination sur toute l’image, et α = diag(α1, . . . , αi) ∈ Rmn×mn est une matrice diagonale
correspondant au gain local affine par-pixel, l’image I∗ e´tant de dimensions m× n pixels.
Avec cette mode´lisation, le biais β permet de corriger les deux types de changements
globaux d’une image : e´chelon et rampe. La matrice de gains alpha permet d’appliquer une
correction affine locale, inde´pendante pour chaque pixels. Cela permet de corriger les deux
autres types de changements locaux : e´chelon et rampe.
7.3.2 Suivi base´ mode`le
Le suivi base´ mode`le (MB) peut eˆtre de´fini comme un alignement 3D d’images classique
entre un mode`le acquis a` l’instant t0 = 0 et l’image courante acquise a` l’instant t = t0+∆t.
Cette approche peut eˆtre conside´re´e comme e´tant en permanence en configuration de type
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e´chelon, puisque l’intervalle ∆t entre l’acquisition du mode`le et l’acquisition de l’image
courante peut eˆtre important.
En utilisant la nouvelle fonction de l’e´quation (7.1), l’erreur a` minimiser dans la fonction





− I∗(p∗)− βMB, (7.2)
Le changement d’illumination global βMB, peut eˆtre de´termine´ de manie`re efficace tel
que de´fini dans Gonc¸alves & Comport (2011), c’est a` dire a` chaque ite´ration de la minimi-
sation :
βMB = Median (e(x)MB) (7.3)
Ce biais, consiste en re´alite´ a` re-centrer la distribution de l’erreur autour de ze´ro, par la
valeur de sa me´diane, plus robuste aux valeurs aberrantes qu’une moyenne classique obtenue
par exemple avec le mode`le affine de Bartoli (2008).










Alors que le changement d’illumination global est pris en compte de manie`re efficace
par le biais βMB, le gain par-pixel αMB ne peut pas eˆtre observe´ localement, et n’est
pas dissociable des occultations. Cependant, ces changements locaux sont absorbe´s par la
matrice de ponde´ration DMB obtenue lors de la minimisation ite´rative robuste (cf. section
2.6.5).
Bien que robuste a` des changements d’illumination non ne´gligeables, une ponde´ration
excessive des erreurs ralentit la vitesse de convergence de l’algorithme de recalage et cre´e des
minima locaux. Pour un algorithme temps-re´el, le nombre d’ite´rations maximales possible
e´tant limite´, la me´thode de localisation peut e´chouer.
7.3.3 Suivi base´ odome´trie visuelle
Dans cette section, une technique base´e odome´trie visuelle (VO) monoculaire, a` 6 de-
gre´s de liberte´ est pre´sente´e. Puisque les images augmente´es fournissent l’information ge´o-
me´trique de la sce`ne, il est possible de formuler le proble`me de localisation en utilisant la





∗) = I t−1(w(Tt−1, Z,p
∗)). (7.5)
Cette image Iwt−1, peut eˆtre conside´re´e comme une nouvelle image de re´fe´rence (cf. figure
7.1), ce qui permet de de´finir une nouvelle erreur base´e odome´trie visuelle, de´finie comme
l’erreur entre deux images acquises successivement :
e(x)V O = αV OI t(w(T̂T(x);Z,p
∗))− Iwt−1(p∗)− βV O, (7.6)
ou` comme pour le suivi base´ mode`le, les changements d’illumination sont mode´lise´s par un
biais global βV O et un gain local αV O. Cette erreur peut eˆtre minimise´e de manie`re classique
(cf. section 2.6.5), afin d’estimer la transformation T(x).
Contrairement aux techniques d’odome´trie visuelle classiques Comport et al. (2010),
cette me´thode e´vite l’estimation couˆteuse de la structure de la sce`ne, habituellement obtenue











Fig. 7.1 – Position des came´ras dans la sce`ne. En rouge, l’image de re´fe´rence augmente´e
I
∗, en bleu l’image Iwt−1 recale´e sur le mode`le.
par mise en correspondance dense ste´re´o, en s’appuyant sur la ge´ome´trie de´ja` pre´sente dans
le mode`le de re´fe´rence. Cela permet d’une part d’effectuer une localisation a` 6 degre´s de
liberte´ avec une came´ra monoculaire, et d’autre de permettre un calcul tre`s rapide de la
pose en e´vitant la reconstruction en ligne.
Si le flux d’images conside´re´ est acquis a` la fre´quence d’une came´ra (e.g. ≥ 25 Hz), les
changements d’illumination entre deux images successives sont beaucoup moins importants
que dans le cas d’un suivi base´ mode`le : αV O ≈ 1 et βV O  βMB. Dans ce cas, la me´thode
base´e VO est robuste aux changements d’illumination locaux de type rampe, mais aussi
aux changements globaux graˆce a` la mesure du biais (cf. figure 7.2).
Cependant comme toute me´thode d’odome´trie visuelle, les erreurs d’estimation de poses,
lie´es aux erreurs d’interpolation, aux erreurs ge´ome´triques du mode`le et aux crite`res d’arreˆt
de la minimisation, sont inte´gre´es dans le temps, introduisant une de´rive dans la localisation.
7.3.4 Optimisation globale
Dans cette section, une approche hybride est pre´sente´e, combinant les avantages du
suivi base´ mode`le et du suivi base´ odome´trie visuelle. La premie`re me´thode, le suivi MB,
maintient une localisation par rapport a` un mode`le fixe, ce qui permet de ne pas de´river.
Cependant, cette approche est soumise a` des changements d’illumination tre`s importants,
re´sultant en une convergence plus lente. Le suivi VO quant a` lui, permet d’utiliser un
mode`le de re´fe´rence et une image courante temporellement proches, ce qui conduit a` une
convergence rapide, mais de´rive au cours du temps.
Pour une technique directe de localisation, il est crucial de maintenir une mesure base´e
capteur dans le proce´de´ de minimisation, pour conserver un maximum de pre´cision et e´viter
d’inte´grer les erreurs. Dans ce cas il n’est pas ide´al de mettre a` jour incre´mentalement l’image
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de re´fe´rence tel que dans Richa et al. (2011).
La me´thode hybride propose´e consiste a` de´finir une erreur globale e(x)H , base´e sur un











∗)− Iwt−1(p∗)− βV O
) ] . (7.7)













Puisque la ge´ome´trie du mode`le est partage´e entre la partie VO et la partie MB, la
nouvelle matrice JH peut eˆtre obtenue efficacement (cf. e´quation (7.8)), car il est seulement
ne´cessaire de mettre a` jour la de´rive´e spatiale JIwt−1 = ∇pw(Iwt−1), associe´e a` l’image recale´e
a` l’instant t− 1.
En ge´ne´ral, les deux distributions des erreurs e(x)MB et e(x)V O, peuvent appartenir
a` deux modalite´s diffe´rentes (cf. figure 7.3). Les deux mesures de biais βMB et βV O per-
mettent de centrer de manie`re inde´pendante les erreurs correspondantes, et de calculer deux
matrices de ponde´ration DMB et DV O (cf. section 2.6.5), afin de construire une matrice de







L’incre´ment x est alors obtenu classiquement de manie`re robuste par :
x = − (JTHDHJH)−1 JTHDHe(x)H , (7.10)
afin de mettre a` jour incre´mentalement la pose :
T̂← T̂T(x). (7.11)
L’algorithme 7.1, montre le de´roulement de la me´thode hybride, l’ajout du suivi base´e
VO ne demande que tre`s peu de calculs supple´mentaires.
7.3.5 Exemple de localisation hybride
La figure 7.2, montre un exemple d’images implique´es dans la me´thode hybride apre`s
alignement, sur une se´quence urbaine. Bien que l’intervalle ∆t entre l’acquisition du mode`le
et l’acquisition de l’image soit faible (≈ 10min), la sce`ne contient de nombreux changements
d’illumination globaux et locaux ainsi que des occultations assez classiques en environne-
ment urbain (e.g. objets n’appartenant pas au mode`le : ve´hicules).
Apre`s alignement, l’erreur base´e mode`le (e(x˜)MB) est tre`s importante, la fac¸ade du baˆ-
timent sur la gauche est sature´e par le soleil dans l’image courante I t, mais renvoie une
lumie`re diffuse sur l’image de re´fe´rence I∗. Des erreurs sont e´galement ge´ne´re´es par les
ve´hicules et le cycliste non pre´sents dans l’image de re´fe´rence, ainsi que par les feuilles des
arbres, localement sature´es par la lumie`re du soleil. La distribution de l’erreur re´sultante
est tre`s “aplatie” (cf. histogramme rouge, figure 7.3), la matrice DMB ponde`re fortement
l’erreur. En revanche, l’erreur base´e VO est tre`s faible, puisque les changements d’illumina-
tion entre les images I t−1 et I t sont quasiment nuls. Dans ce cas, seuls les objets mobiles
(e.g. cycliste) sont rejete´s par les M-estimateurs, permettant une convergence rapide vers
la solution.

















Fig. 7.2 – Images implique´es dans la me´thode de suivi hybride, sur une se´quence urbaine.
En bleu, l’information de profondeur n’est pas disponible dans l’image de re´fe´rence. La
partie MB (gauche) est en permanence soumise a` de forts changements d’illumination. La
partie VO (droite), minimise une erreur entre deux images temporellement proches.





















Fig. 7.3 – Histogrammes des erreurs MB et VO des images de la figure 7.2 : La distribution
de l’erreur MB est tre`s aplatie et non centre´e a` cause des changements d’illumination et
des occultations. La distribution de l’erreur VO est comme attendue centre´e en 0 et d’e´cart
type tre`s faible.
Algorithme 7.1 Algorithme de suivi hybride.
pour chaque image I t faire
calculer le gradient spatial de l’image Iwt−1.
calculer la matrice Jacobienne JV O (eq. 7.8).
ite´ration ← 1
re´pe´ter
calculer l’image transforme´e Iwt = I t(w(T̂T(x);Z,p
∗)) (eq. 7.7).
calculer les erreurs e(x)MB et e(x)V O (eq. 7.7).
calculer les biais βMB et βV O (eq. 7.3).
calculer les erreurs centre´es e(x)MB et e(x)V O (eq. 7.3).
calculer les matrices de ponde´ration DMB et DV O (eq. 7.7).
calculer l’incre´ment x (eq. 7.10).
mettre a` jour la pose : T̂← T̂T(x)
ite´ration ← ite´ration +1
jusqu’a` ‖x‖ ≤  ou ite´ration > ite´ration maximum
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7.4 Re´sultats expe´rimentaux
7.4.1 Comparaison des techniques
Afin de valider les avantages de la technique hybride, un recalage direct a` e´te´ effectue´
entre une image de re´fe´rence augmente´e et une image courante contenant d’importants
changements d’illumination. Les trois fonctions de couˆt ont e´te´s utilise´es. La figure 7.4,
montre la de´croissance de l’erreur e[·] en fonction du nombre d’ite´rations. La valeur de
l’erreur a` e´te´ normalise´e entre 0 et 1 pour chaque me´thode, 0 indiquant que le minimum
global de la fonction de couˆt est atteint, 1 e´tant la valeur a` l’initialisation. Pour le suivi MB,
il faut environ 22 ite´rations pour atteindre le minimum global de la fonction. Pour le suivi
VO, la convergence est la plus rapide, seulement 10 ite´rations sont ne´cessaires. Enfin la





















Fig. 7.4 – Vitesse de convergence des techniques MB,VO et H. La technique VO converge
rapidement vers son minimum. A cause des changements d’illumination importants, la tech-
nique MB est plus lente. La technique hybride permet une convergence rapide tout en e´vitant
la de´rive.
Bien que la me´thode VO semble plus efficace, une seconde expe´rience a e´te´ re´alise´e
afin de mettre en e´vidence l’inte´reˆt de la me´thode hybride par rapport a` la me´thode VO.
Un graphe d’images augmente´es a e´te´ reconstruit a` l’aide d’une paire de came´ras ste´re´o.
Une se´quence d’images a ensuite e´te´ acquise en utilisant une came´ra monoculaire. Des
changements d’illumination ont e´te´ introduits a` l’aide d’un projecteur afin de simuler des
changements locaux et globaux ainsi que des ombres porte´es.
A l’instant t=0, la pose de la came´ra courante par rapport a` l’image de re´fe´rence est
initialise´e a` une position connue tel que T(x)|t=0 = I : pour respecter cette contrainte, la
came´ra est place´e sur un tre´pied. La came´ra courante est ensuite de´place´e manuellement
a` l’inte´rieur du mode`le de manie`re a` ge´ne´rer des mouvements rapides suivant les 6 degre´s
de liberte´. A la fin de la se´quence, la came´ra est replace´e a` sa position initiale (tre´pied),
c’est a` dire T(x)|t=N = I. La se´quence obtenue contient 1300 images, ce qui correspond a`
une dure´e d’environ 30 secondes. La pose de la came´ra a` tout d’abord e´te´ estime´e avec la
technique MB, ensuite avec la technique VO et enfin avec la technique hybride. Pour chaque
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suivi, les meˆmes parame`tres d’optimisation ont e´te´s utilise´s (i.e. crite`res d’arreˆt : nombre
maximum d’ite´rations et seuil de convergence). La figure 7.5 illustre les re´sultats de cette
expe´rience : pour les trois techniques, les valeurs de la norme en rotation et en translation
de la pose estime´e, sont affiche´es en fonction du temps. Pour la me´thode MB, le suivi e´choue
a` partir de l’image 761 : l’algorithme a diverge´. La technique d’odome´trie visuelle, a permis
d’estimer la pose de la came´ra sur toute la se´quence. Cependant les erreurs successives
d’alignement sont inte´gre´es au cours du temps : la pose finale est errone´e, T(x)|t=N >> I.
La me´thode propose´e, a permis de suivre la pose de la came´ra sur toute la se´quence. Puisque
les intensite´s initiales de l’image de re´fe´rence sont toujours prises en compte dans la fonction















































Fig. 7.5 – Mise en e´vidence de la de´rive de l’odome´trie visuelle : Haut, norme des valeurs
en translation des poses estime´es. Bas, norme des valeurs en rotation des poses estime´es.
La technique MB e´choue a` l’image 761. La technique VO de´rive (la translation finale doit
eˆtre e´gale a` ze´ro). La technique H permet un suivi robuste sans de´rive.
7.4.2 Robustesse
Afin de valider la robustesse de la me´thode, une base de donne´es d’images augmente´es est
construite a` partir d’une paire de came´ras ste´re´o. Le placement des nœuds du graphe et la
se´lection des images augmente´es sont obtenus en utilisant la technique d’odome´trie visuelle
directe pre´sente´e en section 4.2, applique´e au cas d’un mode`le de projection perspective. Le
graphe obtenu contient 20 images augmente´es de dimensions 800× 600 cartographiant un
environnement inte´rieur. La base de donne´es est ensuite utilise´e pour localiser en temps re´el
une came´ra monoculaire cadence´e a` 45 Hz, fournissant des images de dimensions 800× 600
pixels, de´place´e manuellement dans l’environnement (avec des mouvements rapides). Afin
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de ge´ne´rer des saturations dans les images, le diaphragme de la came´ra a e´te´ volontairement
ouvert au maximum. Plusieurs suivis ont e´te´ re´alise´s sous diffe´rentes conditions d’illumina-
tion (matin, jour et nuit) :
– Changement de l’intensite´ globale.
– Came´ra sature´e localement par des re´flexions spe´culaires (7.6(b)).
– E´clairage artificiel avec un projecteur en mouvement (7.8(b)).
A l’instant t = 0, il est ne´cessaire d’initialiser la position de la came´ra courante par
rapport au mode`le. Tout d’abord, une recherche exhaustive du nœud du graphe le plus
proche est effectue´e en se´lectionnant le meilleur score de corre´lation apre`s recalage sur toutes
les images de la base de donne´e (cf. section 6.6.2). Ensuite afin d’assurer un maximum de
pre´cision sur la premie`re pose, un recalage dense base´ mode`le est effectue´ entre l’image de
re´fe´rence et la premie`re image courante. Pour garantir convergence et pre´cision, tous les
pixels de l’image de re´fe´rence sont utilise´s et un grand nombre d’ite´rations est autorise´.
Puisque c’est une phase d’initialisation, le temps de calcul n’est pas important et la came´ra
est maintenue statique pour quelques secondes. Une fois la premie`re pose estime´e, le suivi
hybride peut eˆtre utilise´.
Les figures 7.6, 7.7 et 7.8 montrent des re´sultats d’alignement capture´s en temps re´el
lors du suivi de la came´ra. Chaque colonne repre´sente un re´sultat d’alignement. La ligne (a)
repre´sente l’image de re´fe´rence utilise´e dans le suivi, la ligne (b) l’image courante perc¸ue
par la came´ra, et enfin la ligne (c) repre´sente une image de synthe`se calcule´e a` partir des
points 3D, et de la texture de l’image de re´fe´rence, rendue a` la pose courante estime´e. Cette
image de synthe`se doit donc correspondre visuellement a` l’image courante.
On peut voir que la me´thode propose´e permet un suivi dans des conditions d’illumination
assez extreˆmes : fortes saturations locales et sous-exposition, changement d’illumination
global, ombres porte´es et occultations. De plus, le suivi base´ odome´trie visuelle, minimisant
directement une erreur inter-images, rend e´galement l’algorithme tre`s robuste au flou de
bouge´ et aux de´-focalisations de la came´ra (cf. figure 7.7).
7.5 Conclusion
Dans la litte´rature, les approches de suivi visuel directe robustes aux changements d’illu-
mination, abordent seulement le suivi de mode`les ge´ome´triques basiques (plans,cylindres,
etc). La nouvelle me´thode de suivi hybride propose´e dans ce chapitre, permet d’ame´liorer la
robustesse aux changements d’illumination des me´thodes directes de suivi visuel 3D, pour
un faible couˆt calculatoire. Le fait d’utiliser un mode`le d’illumination simple permet de
traiter de manie`re efficace des environnements 3D complexes, en combinant une approche
base´e mode`le et une approche base´e odome´trie visuelle. L’approche base´e mode`le permet
une localisation pre´cise sans de´rive par rapport aux images du graphe de la base donne´e,
alors que l’approche base´e odome´trie visuelle assure la robustesse du syste`me face a` des
changements d’illuminations locaux importants.
L’avantage de cette approche est tout d’abord qu’aucun mode`le ge´ome´trique approxima-
tif de la sce`ne n’est ne´cessaire, ce qui e´vite par exemple l’estimation couˆteuse des normales
des pixels. Les expe´rimentations pre´sente´es dans la dernie`re section montrent la robustesse
de l’algorithme face a` plusieurs types de changement d’illumination, ainsi qu’aux occulta-
tions graˆce aux M-estimateurs. Il faut enfin noter que la me´thode propose´e aborde le cas du
suivi de sce`nes 3D, mais l’algorithme est applicable a` d’autres types de suivis parame´triques
(surfaces planaires, cylindres ...).
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(a) Images re´fe´rence
(b) Images courante
(c) Images virtuelles associe´es
Fig. 7.6 – A gauche, large mouvement a` 6 degre´s de liberte´ entre l’image de re´fe´rence
et l’image courante. A droite, rotation de 180 degre´s suivant l’axe optique. Dans les deux





(c) Images virtuelles associe´es
Fig. 7.7 – A gauche, l’image courante est de´-focalise´e. A droite, le mouvement rapide de la
came´ra ge´ne`re du flou de bouge´. Dans les deux cas, des proble`mes d’exposition sont pre´sents
dans les images (zones sature´es ou sous-expose´es).
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(a) Images re´fe´rence
(b) Images courante
(c) Images virtuelles associe´es
Fig. 7.8 – A gauche, lumie`re artificielle projete´e (en mouvement), a` droite, meˆme expe´rience




8.1 Pre´sentation du syste`me
Dans cette partie, la me´thode de localisation visuelle est utilise´e pour une application
de navigation autonome en environnement urbain. Cette application a e´te´ de´vellope´e dans
le cadre des expe´rimentations finales du projet ANR CityVIP. L’objectif est d’utiliser la
me´thode de localisation visuelle pour suivre une trajectoire 3D pre´de´finie. Un ve´hicule
e´lectrique de type Cycab (cf. figures 8.1 et 8.2), est e´quipe´ d’une came´ra monoculaire
Stingray F125B, monte´e sur la galerie du ve´hicule. La came´ra est re´gle´e a` une fre´quence de
45 Hz et sur une re´solution de 800× 600 pixels.
Une came´ra IP a e´galement e´te´ utilise´e pour retransmettre une image vers une station
de´porte´e, permettant de suivre a` distance la position du Cycab.
A l’avant du ve´hicule, un laser est utilise´ pour la de´tection d’obstacles e´ventuels tel
que des pie´tons ou d’autres ve´hicules mobiles. Pour effectuer tous les calculs ne´cessaires,
c’est a` dire la localisation, la de´tection d’obstacles et le controˆle du ve´hicule, un ordinateur
portable e´quipe´ d’un processeur Intel core i7-2820QM est embarque´ dans le ve´hicule. Pour
la synchronisation des capteurs, l’architecture logicielle AROCCAM a e´te´ utilise´e. Cette li-
brairie permet de simplifier l’inte´gration d’algorithmes multi-capteurs, a` travers une gestion
e´ve´nementielle des donne´es.
8.2 Suivi de trajectoire
8.2.1 Mode`le cine´matique du ve´hicule
Un ve´hicule de type Cycab peut eˆtre mode´lise´ par un mode`le de type tricycle, illustre´
sur la figure 8.3, et de´finit selon le mode`le cine´matique suivant :
x˙ = U cos(ψ)
y˙ = U sin(ψ)
ψ˙ = U/L tan(δ)
, (8.1)
ou` les coordonne´es (x, y) sont les coordonne´es Carte´siennes, U correspond a` la vitesse
longitudinale du ve´hicule, ψ˙ est la vitesse angulaire, ψ est le cap, δ est l’angle de braquage
des roues et L est la distance entre les axes des roues.






Fig. 8.1 – Ve´hicule Cycab et ses capteurs. La came´ra Firewire est place´e sur la galerie du
ve´hicule. Le laser, positionne´ a` l’avant, est utilise´ pour de´tecter les obstacles a` proximite´
du ve´hicule.













Fig. 8.2 – Syste`me de navigation autonome. L’ordinateur portable assure la localisation
et le controˆle du Cycab. Il communique avec un laser SICK part port Ethernet et avec
la came´ra par port Firewire. La station de´porte´e permet de suivre a` distance, les donne´es
noye´es par la came´ra IP et par l’algorithme de localisation.










Fig. 8.3 – Mode`le cine´matique du ve´hicule.
8.2.2 Trajectoire de consigne
Tout d’abord un apprentissage est effectue´ avec le syste`me de sphe`res visuelles augmen-
te´es. Le ve´hicule est conduit manuellement le long d’une trajectoire d’apprentissage afin
de ge´ne´rer la base de donne´e ne´cessaire a` la localisation. Cette base de donne´e est alors
embarque´e sur le ve´hicule utilise´ pour la localisation en ligne.
L’objectif est de suivre automatiquement une trajectoire, ge´ne´re´e dans le voisinage de
celle d’apprentissage. Cependant, pour assurer une trajectoire de consigne admissible par
le ve´hicule et navigable, c’est a` dire sans obstacles, la trajectoire de´sire´e U est calcule´e
directement a` partir des poses du graphe d’apprentissage, et peut eˆtre exprime´e par un
graphe de vecteurs de consigne tel que :
U = {u∗1,u∗2, . . . ,u∗n}, (8.2)
ou` chaque vecteur de consigne contient 5 valeurs :
u∗ = {x∗, y∗, ψ∗, U∗, ψ˙∗}. (8.3)
Le point de coordonne´es o∗ = {x∗, y∗} indique la position du point sur la trajectoire expri-
me´e dans le repe`re de la base donne´e, ψ∗ est le cap du ve´hicule, U∗ est la vitesse longitudinale
de´sire´e et ψ˙∗ la vitesse angulaire de´sire´e.
8.2.3 Loi de commande
Le proble`me de suivi de trajectoire peut eˆtre formule´ comme le suivi d’un ve´hicule tel
que de´fini dans Benhimane et al. (2005); Benhimane (2006). Dans le cas pre´sent, le ve´hicule
a` suivre est un ve´hicule virtuel se de´plac¸ant sur la trajectoire de consigne a` une distance d
de la position du ve´hicule courant.
Soit la pose courante du ve´hicule Tc estime´e a` l’instant t par la localisation visuelle et




. Il est possible
d’extraire un vecteur de consigne u∗ en projetant orthogonalement la pose courante sur
le segment de la trajectoire U (un segment relie deux vecteurs de consignes successifs). Le
vecteur de´sire´ est alors interpole´ a` une distance d positionne´e vers ”l’avant”sur la trajectoire
de consigne (cf. figure 8.4), afin de ge´ne´rer une erreur de pose pouvant eˆtre re´gule´e par la
loi de commande.



















Fig. 8.4 – Erreur re´gule´e lors du suivi de trajectoire. La position courante du ve´hicule
est projete´e sur le segment de la trajectoire le plus proche. La pose de re´fe´rence est alors
se´lectionne´e a` une distance d en avant sur la trajectoire. Cela permet de de´finir les erreurs
{eq, eψ} entre le ve´hicule virtuel et le ve´hicule courant.



















L’erreur angulaire est quant a` elle de´finie directement par :
eψ = ψ − ψ∗ (8.6)
Ces erreurs permettent de controˆler la vitesse longitudinale U et l’angle de braquage δ des
roues du ve´hicule. La vitesse longitudinale peut eˆtre controˆle´e a` l’aide d’un retour d’e´tat
proportionnel a` l’erreur longitudinale et la vitesse de´sire´e. L’angle de braquage des roues δ
de´pend quant a` lui de l’erreur transversale et de l’erreur en orientation. La loi de commande,
de´rive´e de Benhimane et al. (2005) sans le retour d’e´tat sur les vitesses, est la suivante :{
U = U∗ − kx(|U∗|+ )ex
ψ˙ = ψ˙∗ − ky|U∗|ey − kψ|U∗| tan(eψ) , (8.7)
ou` les gains kx, ky,kψ et  sont des scalaires positifs. La consigne sur l’angle de braquage
est obtenue suivant l’e´quation (8.1) :
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8.3 De´tection d’obstacles
Afin de naviguer en toute se´curite´, le laser situe´ a` l’avant du ve´hicule est utilise´ pour
de´tecter les obstacles. La vitesse longitudinale U obtenue par la loi de commande est alors
module´e proportionnellement a` la distance minimale de´tecte´e dans la trace laser :
UL =

0 si dmin < darret
U dmin−darret
dsecurite−darret sinon si dmin < dsecurite
U sinon
(8.9)
ou` dsecurite est la distance maximale de prise en compte des obstacles, darret est la distance
d’arreˆt total du ve´hicule et dmin est la distance minimale mesure´e dans la trace laser. Lors
des expe´rimentations, une distance de se´curite´ de 2 me`tres et une distance d’arreˆt de 1 me`tre
ont e´te´ utilise´es, ce qui permet de de´finir une zone de de´ce´le´ration de 1 me`tre, suffisante
pour la vitesse du Cycab (1.2 m/s).
8.4 Station de´porte´e
Pour permettre la visualisation des re´sultats a` distance, les 6 degre´s de liberte´ de la pose
estime´e du ve´hicule sont envoye´s a` la station de´porte´e, par liaison WIFI, par protocole TCP.
Cette station dispose d’une copie de la base de donne´e embarque´e sur le ve´hicule et permet
a` la fois d’afficher la trajectoire du ve´hicule et de ge´ne´rer une vue de synthe`se correspondant
a` la position estime´e, en fonction des images de re´fe´rence de la base de donne´e (cf. section
4.4.2). L’image envoye´e par la came´ra IP est e´galement affiche´e a` l’e´cran de la station.
8.5 Re´sultats expe´rimentaux
8.5.1 Sophia Antipolis
Les re´sultats suivants ont e´te´ obtenus a` l’INRIA Sophia Antipolis sur une trajectoire
d’apprentissage d’environ 100 me`tres contenant deux virages a` 90 degre´s. La base de don-
ne´es reconstruite a e´te´ utilise´e pour la localisation en ligne du ve´hicule et pour ge´ne´rer
une trajectoire de consigne avec une vitesse line´aire constante de 1.2 me`tres par seconde.
La figure 8.5 montre la trajectoire de re´fe´rence utilise´e et la trajectoire courante estime´e
lors d’une expe´rience de navigation autonome, ainsi que quelques couples de poses cle´s. Les
erreurs longitudinales et transversales correspondantes sont affiche´es sur la figure 8.6. L’er-
reur longitudinale a e´te´ centre´ en ze´ro par la valeur d = 0.75m, correspondant a` la distance
entre le ve´hicule virtuel et le ve´hicule courant de´sire´e. La pre´cision et la fre´quence de la
localisation visuelle ont permis de suivre la trajectoire de´sire´e avec des erreurs transversales
infe´rieures a` 25 cm.
8.5.2 Clermont Ferrand
Le syste`me complet de cartographie et de navigation autonome a e´galement e´te´ teste´ et
valide´ dans le cadre des de´monstrations finales du projet CityVIP se de´roulant au centre
ville de Clermont-Ferrand (place de Jaude). Un apprentissage a e´te´ effectue´ sur une trajec-
toire d’environ 500 me`tres. La base de donne´es obtenue a e´te´ utilise´e pour la localisation
en ligne du ve´hicule et pour ge´ne´rer une trajectoire de consigne avec une vitesse line´aire
constante de 1.2 me`tres par seconde. La figure 8.7 montre une trajectoire de consigne ainsi
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Fig. 8.5 – Trajectoire suivie a` Sophia Antipolis. Le ve´hicule a suivi de manie`re automatique
une trajectoire de 100 me`tres. Quelques couples de poses ve´hicule virtuel/courant sont

















Fig. 8.6 – Erreurs de pose a` Sophia Antipolis. L’erreur longitudinale a` e´te´ centre´e en ze´ro
par la valeur de la distance d entre le ve´hicule virtuel et la position courante.
qu’une trajectoire estime´e lors d’une expe´rience de navigation autonome. Le ve´hicule a suivi
fide`lement la trajectoire de´sire´e, tout le long de la se´quence.
La figure 8.8 montre quelques photographies prises lors des expe´riences. Sur les images
8.8(a),8.8(b), le ve´hicule navigue sur une voie pie´tonne. Un nombre important de pie´tons
occultent l’image perc¸ue par le ve´hicule, et un grand nombre d’e´le´ments de la sce`ne ont
change´ par rapport a` l’apprentissage (i.e. chaises de la terrasse du cafe´). Cependant graˆce
aux techniques robustes utilise´es dans la localisation visuelle, une pose pre´cise est fournie
a` la loi de commande et permet une navigation fluide, robuste aux aberrations.
L’image 8.8(e) montre l’importance du module de de´tection d’obstacles, et ce meˆme
lors d’expe´rimentations. En effet, un pie´ton est venu intentionnellement se placer devant le
ve´hicule, qui graˆce au laser, a ralenti sa vitesse jusqu’a` s’arreˆter devant le pie´ton puis est
reparti lorsque la voie s’est de´gage´e.
Les images 8.8(d),8.8(f),8.8(g) et 8.8(h), montrent d’autres portions de la trajectoire
se de´roulant sur la place. Ce type d’environnement a mis en e´vidence certaines limitations
des algorithmes de vision. En effet la partie saillante de l’information se trouve sur les
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fac¸ades des baˆtiments (forts gradients photome´triques), qui sont situe´s loin de la came´ra
(cf. figure 8.9). Bien que l’algorithme de se´lection de pixels (cf. section 5.3) prenne en
compte les gradients ge´ome´triques, les points du sol (proches de la came´ra) sont tre`s peu
texture´s. De plus ces pixels sont souvent mal reconstruits par la mise en correspondance



























Fig. 8.7 – Trajectoire suivie a` Clermont-Ferrand. Le ve´hicule a suivi de manie`re automa-
tique une trajectoire de 490 me`tres en environnement urbain. Les images correspondantes
sont fournies en figure 8.8.





Fig. 8.8 – Quelques images capture´es lors d’expe´riences de navigation autonome a`
Clermont-Ferrand. (a),(b),(c), des pie´tons. (d),(f),(g),(h) navigation sur la place.(e), de´-
tection d’obstacle.
Les came´ras utilise´es pour la localisation ont un tre`s grand angle (distance focale de 1.6
mm), ce qui accentue l’effet d’invariance des fac¸ades aux translations, c’est a` dire qu’un
petit mouvement en translation de la came´ra ne ge´ne`re pas de changement dans l’image.
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Fig. 8.9 – Exemple de fac¸ades a` ”l’infini”.
(a) 10% des meilleurs pixels de l’image de refe-
rence
(b) Image courante vue par la came´ra.
Fig. 8.10 – Exemple d’ombres porte´es. Les deux images ont e´te´s capture´es a` une heure
d’intervalle. Les ombres porte´es sont se´lectionne´es comme pixels saillants, mais se sont
de´place´es dans l’image courante.
Dans certains cas, l’estimation des translations peut eˆtre impre´cise, ce qui peut perturber
la navigation. Pour re´soudre ce proble`me, il serait possible d’utiliser a` la fois une came´ra
grand angle pour la robustesse et une came´ra a` longue focale pour la pre´cision.
Un second type de sce´nario a mis en e´vidence un point ame´liorable de la technique de
localisation visuelle. Sur la figure 8.10(a), les 10% des meilleurs pixels de l’image de re´fe´rence
sont affiche´s en rouge. On voit bien que les gradients des ombres porte´es des batˆıments et de
la ve´ge´tation sur la fac¸ade sont se´lectionne´s par l’algorithme de se´lection de pixels. L’image
8.10(b) montre une image capture´e 1 heure apre`s l’image de re´fe´rence, les ombres ont change´
de position. Ces ombres ge´ne`rent de faux gradients dans la fonction de couˆt qui perturbent
la localisation. Pour rendre la localisation plus robuste, il serait possible d’effectuer une
se´lection de pixels en ligne, afin de remettre en cause la se´lection effectue´e hors-ligne, qui
n’est pas valable dans ce cas. Une seconde option serait d’ame´liorer la phase de se´lection
hors-ligne en de´tectant les ombres dans les images.
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8.6 Conclusion
Dans ce chapitre, les algorithmes de cartographie et de localisation en ligne ont e´te´ uti-
lise´s dans le cadre d’une application de navigation autonome. Un ve´hicule de type Cycab
a e´te´ controˆle´ automatiquement en conditions re´elles dans un environnement urbain. Pour
effectuer la localisation 3D du ve´hicule, uniquement une came´ra monoculaire a e´te´ utilise´e,
sans l’aide d’aucun autre capteur. Un laser est utilise´ seulement pour la se´curite´ (de´tection
des obstacles). La robustesse des algorithmes a pu eˆtre mise a` l’e´preuve sur des se´quences
contenant d’importantes occultations (i.e. pie´tons et ve´hicules). Pour simplifier la mise en
œuvre et ge´ne´rer des trajectoires admissibles par le ve´hicule, la trajectoire de consigne uti-
lise´e est la meˆme que celle utilise´e lors de la phase d’apprentissage. Cependant, puisque
l’algorithme fournit une localisation 3D, il est tout a` fait possible de suivre automatique-
ment des trajectoires localement diffe´rentes de l’apprentissage (i.e. e´vitement d’obstacles,
de´passement), tel qu’il a e´te´ montre´ dans les re´sultats du chapitre de localisation temps-re´el
(cf. section 6.2).
Pour ame´liorer la robustesse et la pre´cision de la localisation visuelle, il serait possible
d’utiliser simultane´ment deux came´ras, l’une grand angle (robustesse) et l’autre a` longue
focale (pre´cision). Ou utiliser deux came´ras grand angle, l’une a` l’avant du ve´hicule et
l’autre a` l’arrie`re, afin de maximiser la couverture visuelle et ainsi minimiser la quantite´
d’occultations et maximiser l’observabilite´ des mouvements 3D (cf. Baker et al. (2001)).






Dans ces travaux, une nouvelle repre´sentation sphe´rique ego-centre´e de l’environnement
a e´te´ pre´sente´e. Ce mode`le est constitue´ d’un graphe d’images sphe´riques denses augmen-
te´es par la profondeur. Chaque nœud du graphe contient une sphe`re augmente´e disponible
en plusieurs re´solutions. Les nœuds du graphe sont connecte´s par une pose 3D pre´cise. Les
donne´es denses contenues dans les sphe`res permettent d’utiliser des techniques de transfert
d’images, rendant la repre´sentation parfaitement adapte´e aux techniques de localisation
visuelle directes. Pour construire ce mode`le, un nouveau capteur d’images sphe´riques a e´te´
propose´, ainsi qu’une technique d’odome´trie visuelle 3D directe, permettant un placement
pre´cis des nœuds du graphe dans l’espace. La me´thode propose´e permet de mode´liser au-
tomatiquement, avec une repre´sentation dense, de larges environnements urbains, tout en
maintenant un maximum de pre´cision locale.
Le mode`le obtenu lors de cette phase d’apprentissage est utilise´ pour localiser en temps
re´el une came´ra naviguant dans le voisinage du graphe. Pour accomplir cette taˆche, une
nouvelle me´thode de se´lection de pixels, adapte´e aux me´thodes directes, a e´te´ de´veloppe´e.
Cette approche permet d’acce´le´rer les temps de calculs de l’alignement d’images en utili-
sant un nombre re´duit de pixels, tout en maintenant l’observabilite´ comple`te de tous les
mouvements 3D. L’avantage de cette approche est que la se´lection des pixels est effectue´e
hors-ligne lors de la construction de la base de donne´e. Lors de la localisation en ligne,
seulement le nombre de pixels de´sire´ est utilise´, ce qui permet d’acce´le´rer le temps de calcul
et d’obtenir une localisation temps-re´el.
Pour ame´liorer la robustesse de la me´thode de localisation visuelle en ligne, une ap-
proche hybride a e´te´ propose´e. En effet les images de la base de donne´es peuvent avoir
e´te´s reconstruites dans des conditions d’illumination diffe´rentes de celle perc¸ues en ligne.
L’approche propose´e minimise simultane´ment une erreur base´e mode`le et une erreur base´e
odome´trie visuelle, ce qui permet d’ame´liorer la robustesse aux changements d’illumination,
mais aussi aux occultations.
La chaˆıne comple`te de mode´lisation automatique et re-localisation temps-re´el a e´te´ inte´-
gre´e dans un syste`me de navigation autonome, et utilise´e pour du controˆle automatique en
environnements urbains. Graˆce aux me´thodes robustes utilise´es, le ve´hicule est capable de
naviguer dans des environnements re´els, contenants pie´tons et autres ve´hicules, en utilisant
seulement une came´ra monoculaire pour la localisation.
Tous les algorithmes propose´s dans cette the`se, sont le plus ge´ne´rique possible, et ne
ne´cessitent aucun a priori sur l’environnement. La se´lection d’information sur la sphe`re est
la meˆme que la se´lection d’information sur un capteur perspectif, ou que pour le suivi d’une
surface planaire. L’algorithme hybride robuste aux changements d’illuminations est e´gale-
ment applicable a` tous les capteurs et types de suivis directs. En effet, comme on peut le
voir dans les re´sultats, la me´thode de localisation a e´te´ utilise´e en inte´rieur pour le position-
nement d’une came´ra de´place´e manuellement. En exte´rieur, les algorithmes fonctionnent
en environnement urbains fortement structure´, mais sont aussi efficaces en milieu moins
structure´ contenant beaucoup de ve´ge´tation (e.g. INRIA Sophia Antipolis).
Perspectives
Les me´thodes de cartographie et re-localisation ont e´te´ valide´es sur un certain nombre
d’expe´rimentations, qui ont permis d’identifier plusieurs e´le´ments ame´liorables.
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Sur la construction du mode`le d’apprentissage, l’usage de came´ras ste´re´o en configura-
tion divergente ne´cessite de rede´finir certains outils comme la mise en correspondance dense,
qui pourrait eˆtre ame´liore´e en prenant en compte par exemple les diffe´rences de re´solution
entre les images.
Comme il a e´te´ e´voque´ dans les conclusions, un des objectifs a e´te´ de de´velopper des
me´thodes base´es uniquement sur une information ”capteur”. Cependant, pour construire
des bases de donne´es valables a` long terme, il semble indispensable d’inclure l’information
se´mantique dans la se´lection de pixels. Par exemple, en zone urbaine, la ve´ge´tation contient
en ge´ne´ral de forts gradients photome´triques dans les images et est souvent se´lectionne´e
comme information saillante. Cette information n’est pas du tout stable, d’une part en cas
de vent, la ve´ge´tation ne respecte pas l’hypothe`se de corps rigide, et son aspect change au
cours des saisons. Un second exemple peut eˆtre les ombres porte´es, qui ge´ne`rent aussi de
forts gradients photome´triques, et qui changent de position en quelques minutes en fonction
du soleil.
Ensuite un aspect qui n’a pas e´te´ aborde´ dans la se´lection d’information est l’incertitude
sur la ge´ome´trie. En effet lors des expe´rimentations, une meilleure pre´cision a e´te´ constate´e
lorsqu’un nombre re´duit des pixels saillants est utilise´. Une hypothe`se plausible serait que
les pixels a` fort gradient photome´trique sont bien mis en correspondance par les me´thodes de
mise en correspondance dense, ce qui permet d’avoir une maximum de pre´cision ge´ome´trique
sur ces re´gions, donc une bonne localisation. Il serait inte´ressant d’ajouter a` la se´lection
d’information l’incertitude ge´ome´trique sur les pixels.
Pour ame´liorer la robustesse de la me´thode de localisation en ligne, il serait inte´res-
sant de se´lectionner les meilleurs pixels en ligne, afin de rejeter certaines aberrations lie´es
aux occultations ou aux changements d’apparence. L’utilisation d’une paire ste´re´o en ligne
serait aussi un plus, pour par exemple de´tecter les obstacles, distinguer les changements
d’illumination locaux des occultations et aussi de´tecter les changements ge´ome´triques dans
la sce`ne. Pour une exploitation a` long terme des bases de donne´es, il semble indispensable
de mettre a` jour les images de la base de donne´e lors de la localisation, par exemple avec
une me´thode de SLAM temps-re´el.
Enfin, les re´sultats ont montre´ que cette repre´sentation ego-centre´e permet la localisation
localement autour des sphe`res. Il serait inte´ressant de quantifier cette re´gion de validite´,
pour pouvoir l’agrandir, par exemple en prenant en compte dans les fonctions de warping ,





Calcul des matrices Jacobiennes
Jacobienne courante
Chaque ligne de la matrice Jacobienne courante correspond a` la de´rive´ la fonction (2.26)














qui peut eˆtre e´crit comme le produit de trois matrices Jacobiennes :
J(0) = JIwJwJT (12)
1. JIw est de dimension 1× 2 (la troisie`me composante e´tant e´gale a` 0) et correspond a`
la de´rive´e spatiale des intensite´s des pixels de l’image de courante, transforme´es par







2. Jw est de dimension 3×12 et correspond a` de´rive´ de la position des pixels par rapport
a` la fonction de warping (projection perspective, sphe´rique etc) :
Jw = [∇Zw(Z;Z,p∗)]Z=T(0)=I (14)
3. JT est de dimension 12× 6 et correspond a` la de´rive´e T(x) par x :
JT = [∇xT(x)]x=0 . (15)
Cette matrice peut eˆtre formule´e par :
JT =
[
a1 a2 . . . a6
]T
, (16)
ou` les vecteurs ai sont obtenus en re´-arrangeant les matrices ge´ne´ratrices Ai sous
forme vectorielle. Ces matrices ge´ne´ratrices sont des bases de l’alge`bre de Lie se(3) et
peuvent eˆtre de´termine´es a` partir la matrice de l’e´quation (2.7) en se´lectionnant une









Chaque ligne de La matrice Jacobienne de re´fe´rence J(x˜), peut eˆtre obtenue en de´rivant







La proprie´te´ de groupe de l’e´quation (2.15), permettent de remplacer l’image courante par













Cette matrice Jacobienne peut eˆtre de´compose´e en un produit de trois matrices Jaco-
biennes :
J(x˜) = JI∗Jw∗JT∗ (20)
1. JI∗ est de dimension 1× 2 (la troisie`me composante e´tant e´gale a` 0) et correspond a`
la de´rive´e spatiale des intensite´s des pixels de l’image de re´fe´rence, transforme´es par





ou` la transformation T
−1
T̂T(x)) = I en x = x˜.
2. Jw∗ est de dimensions 2×12 et correspond a` de´river la position des pixels par rapport
a` la fonction de warping (projection perspective, sphe´rique etc) :
Jw∗ = [∇Zw(Z;Z,p∗)]Z=I = Jw (22)
3. JT∗ de´pend du de´placement inconnu x˜, qui est la solution du proble`me d’estimation.














En conside´rant le partie gauche de l’e´quation, il est possible de substituer la variable












En appliquant les proprie´te´s du groupe, on a T(x˜)T(y) = T(x˜+ y), si l’on assume








ce qui est e´quivalent a` la partie droite de l’e´quation (23) pour tout y = x− x˜. On a
donc
JT∗x = JTx. (26)
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Re´capitulatif
Pour la me´thode de minimisation IC , la matrice Jacobienne de re´fe´rence est utilise´e :
Jic = J(x˜) = JI∗JwJT, (27)
tous les termes sont alors constants au cours de la minimisation.




(J(x˜) + J(0)) =
1
2
(JI∗ + JIw)JwJT, (28)
seulement la matrice JIw doit eˆtre mis a` jour a` chaque ite´ration de la minimisation.
Gradients ge´ome´triques
La partie ge´ome´trique de la Jacobienne est de´finie par :
JG = JwJT (29)
La matrice JT est de´finie selon les bases de l’alge`bre de Lie par :
JT =
 0 0 0 1 0 0 0 0 0 0 0 00 0 0 0 0 0 0 1 0 0 0 00 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 −1 0 0 1 0 0
0 0 1 0 0 0 0 0 −1 0 0 0
0 −1 0 0 1 0 0 0 0 0 0 0
T (30)
La matrice Jw peut eˆtre de´compose´e en deux matrices :
Jw = JΠJR (31)
ou` JR de dimensions 3 × 12 est la de´rive´e d’une transformation rigide d’un point P =
(X, Y, Z) ∈ R3 :
P′ = RP+ t, (32)






X Y Z 1 0 0 0 0 0 0 0 0
0 0 0 0 X Y Z 1 0 0 0 0
0 0 0 0 0 0 0 0 X Y Z 1
]
(33)
Dans ce cas le produit Jx = JRJT donne :
Jx =
[
1 0 0 0 Z −Y
0 1 0 −Z 0 X
0 0 1 Y −X 0
]
(34)
La matrice jacobienne de projection JΠ de´pend du mode`le de projection de l’image de
re´fe´rence.














La partie ge´ome´trique est alors e´gale a` :
JG = JΠJx =
[
f/Z 0 −(Xf)/Z2 −(XY f)/Z2 f+(X2f)/Z2 −(Y f)/Z
0 fr/Z −(Y fr)/Z2 −fr−(Y 2fr)/Z2 (XY fr)/Z2 (Xfr)/Z
0 0 0 0 0 0
]
. (37)
En remplac¸ant les points 3D P = (X, Y, Z) par leur e´quivalent dans l’image de
re´fe´rence (p∗ = (u, v)), Z) obtenus par P = ZK−1p∗ on obtient :
JG =
[
f/Z 0 (u0−u)/Z −((u0−u)(v0−v))/fr f+(u0−u)2/f (f(v0−v))/fr
0 fr/Z (v0−v)/Z −fr−(v0−v)2/fr ((u0−u)(v0−v))/f −(fr(u0−u))/f
0 0 0 0 0 0
]
, (38)
ou` (f, fr, u0, v0) sont les parame`tres intrinse`ques de la matrice K de l’image de re´fe´-
rence (le facteur de cisaillement s = 0). On peut voir que seulement les trois premie`res
colonnes (translations) de´pendent de la profondeur Z.




En x = 0, T(0) = I, on a alors P′ = P, les points qE en coordonne´es carte´siennes
peuvent eˆtre convertis en coordonne´es sphe´riques par :θφ
ρ
 =
 arctan(Z/X)arctan(Y/√X2 + Z2)√
X2 + Y 2 + Z2
 (40)








La partie ge´ome´trique est alors e´gale a` :
JG = JΠJx =
[
−Z/(X2+Z2) 0 X/(X2+Z2) (XY )/(X2+Z2) −1 (Y Z)/(X2+Z2)
−(XY )/(√X2+Z2ρ2) √X2+Z2/ρ2 −Y Z/(√X2+Z2ρ2) −Z/√X2+Z2 0 X/√X2+Z2
0 0 0 0 0 0
]
(42)
Il faut noter la singularite´ en (X = 0, Z = 0) de la de´rive´e de la projection sphe´rique.
Cependant, ces points correspondent aux poˆles de la sphe`re et ne sont jamais utilise´s
lors du suivi (e.g. ciel et sol).
Gradients photome´triques
Les matrices JI, correspondent a` la de´rive´e spatiale des intensite´s des images par rapport
aux pixels. Elles sont obtenus de manie`re nume´rique au pixel p = (u, v) par les ope´rateurs
de gradient suivant les deux directions (cf. figure 11) :
∇u = 1
2
 0 0 0−1 0 1
0 0 0
 , ∇v = ∇Tu = 12




(a) ∇uI (b) I (c) ∇vI
Fig. 11 – Gradients photome´triques,
Les gradients correspondants dans les images sont alors obtenus par convolution :
∇uI(u, v) = I(u+ du, v)− I(u− du, v)
2du
∇vI(u, v) = I(u, v + dv)− I(u, v − dv)
2dv
∇zI(u, v) = 0
(44)
Pour une image classique, on a du = 1 et dv = 1 car les coordonne´es sont directement expri-
me´es en pixels. Pour une image sphe´rique, les pas correspondent aux pas d’e´chantillonnage
de la sphe`re dθ et dφ de´finis en section 3.2.5.





Il existe e´galement d’autres ope´rateurs de gradients plus robustes au bruit, tels que les
gradients de Sobel (c = 2) et de Prewitt (c = 1) :
∇u = 1
a
−1 0 1−c 0 c
−1 0 1
 , ∇v = ∇Tu = 1a




∑ |∇u|. Cependant, ces ope´rateurs lissent les contours ce qui re´duit la pre´cision lors
de l’alignement des images.
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Fig. 12 – Interface DECSlam.
DECSlam
Un logiciel imple´mente´ en C++ a e´te´ de´pose´ comme application INRIA sous le nom de
DECSlam, pour Dense Ego-Centric Simultaneous Localisation and Mapping. Il est compose´
de trois librairies inde´pendantes :
1. DECSlam core : Contient toutes les fonctions de mathe´matiques et de traitement
d’images ne´cessaire a` la cartographie et au suivi visuel temps re´el.
2. DECSlam display : Contient une interface graphique re´alise´e avec SDL et optimise´e
pour OpenGL cf. figure 12.
3. DECSlam capture : Contient les fonctions d’acquisition pour une ou plusieurs came´ras
firewire.
Des exe´cutables permettent de tester le syste`me complet de cartographie et de locali-
sation temps re´el en utilisant une paire de came´ras ste´re´o calibre´e, en trois e´tapes comme
de´fini sur la figure 13 :
1. stereo grabber : Acquisition d’une se´quence d’images ste´re´o.
2. stereo oﬄine tracker : Construction d’une base de donne´e ego-centre´e d’images aug-
mente´es.
3. online tracker : Permet d’effectuer une localisation temp-re´el a` partir d’une came´ra
monoculaire/ste´re´o, ou a` partir d’une se´quence d’images stocke´es sur disque dur en


































Fig. 13 – DECSlam.
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Cartographie RGB-D dense pour la localisation visuelle temps-réel et la
navigation autonome
Résumé : Dans le contexte de la navigation autonome en environnement urbain, une localisation
précise du véhicule est importante pour une navigation sure et fiable. La faible précision des capteurs
bas coût existants tels que le système GPS, nécessite l’utilisation d’autres capteurs eux aussi à faible
coût. Les caméras mesurent une information photométrique riche et précise sur l’environnement, mais
nécessitent l’utilisation d’algorithmes de traitement avancés pour obtenir une information sur la géo-
métrie et sur la position de la caméra dans l’environnement. Cette problématique est connue sous
le terme de Cartographie et Localisation Simultanées (SLAM visuel). En général, les techniques de
SLAM sont incrémentales et dérivent sur de longues trajectoires. Pour simplifier l’étape de localisation,
il est proposé de découpler la partie cartographie et la partie localisation en deux phases : la carte est
construite hors-ligne lors d’une phase d’apprentissage, et la localisation est effectuée efficacement en
ligne à partir de la carte 3D de l’environnement. Contrairement aux approches classiques, qui utilisent
un modèle 3D global approximatif, une nouvelle représentation égo-centrée dense est proposée. Cette
représentation est composée d’un graphe d’images sphériques augmentées par l’information dense
de profondeur (RGB+D), et permet de cartographier de larges environnements. Lors de la localisation
en ligne, ce type de modèle apporte toute l’information nécessaire pour une localisation précise dans
le voisinage du graphe, et permet de recaler en temps-réel l’image perçue par une caméra embarquée
sur un véhicule, avec les images du graphe, en utilisant une technique d’alignement d’images directe.
La méthode de localisation proposée, est précise, robuste aux aberrations et prend en compte les
changements d’illumination entre le modèle de la base de données et les images perçues par la ca-
méra. Finalement, la précision et la robustesse de la localisation permettent à un véhicule autonome,
équipé d’une caméra, de naviguer de façon sure en environnement urbain.
Mots clés : Localisation, cartographie, suivi visuel, dense, direct, synthèse de nouvelle vue, robuste,
temp-réel, SLAM, navigation.
Dense RGB-D mapping for real-time localisation and autonomous navigation
Abstract: In an autonomous navigation context, a precise localisation of the vehicule is important to
ensure a reliable navigation. Low cost sensors such as GPS systems are inacurrate and inefficicent in
urban areas, and therefore the employ of such sensors alone is not well suited for autonomous naviga-
tion. On the other hand, camera sensors provide a dense photometric measure that can be processed
to obtain both localisation and mapping information. In the robotics community, this problem is well
known as Simultaneous Localisation and Mapping (SLAM) and it has been studied for the last thirty
years. In general, SLAM algorithms are incremental and prone to drift, thus such methods may not be
efficient in large scale environments for real-time localisation. Clearly, an a-priori 3D model simplifies
the localisation and navigation tasks since it allows to decouple the structure and motion estimation
problems. Indeed, the map can be previously computed during a learning phase, whilst the localisation
can be handled in real-time using a single camera and the pre-computed model. Classic global 3D
model representations are usually inacurrate and photometrically inconsistent. Alternatively, it is pro-
posed to use an ego-centric model that represents, as close as possible, real sensor measurements.
This representation is composed of a graph of locally accurate spherical panoramas augmented with
dense depth information. These augmented panoramas allow to generate varying viewpoints through
novel view synthesis. To localise a camera navigating locally inside the graph, we use the panoramas
together with a direct registration technique. The proposed localisation method is accurate, robust to
outliers and can handle large illumination changes. Finally, autonomous navigation in urban environ-
ments is performed using the learnt model, with only a single camera to compute localisation.
Keywords: Localisation, mapping, visual tracking, dense, direct, novel view synthesis, robust, real-
time, SLAM, navigation.
