Abstract. Techniques of evolutionary computing have proven useful for a diverse array of fields in science and engineering. Because of the expected low signal to noise ratio of LIGO data and incomplete knowledge of gravitational waveforms, evolutionary computing is an excellent candidate for LIGO data analysis studies. Using the evolutionary computing methods of genetic algorithms and genetic programming, we have developed, as a proof of principle, search algorithms that are effective at finding sine-gaussian signals hidden in noise while maintaining a small false alarm rate. Because we used realistic LIGO noise as a training ground, the algorithms we have evolved should be well suited to detecting signals in actual LIGO data, as well as in simulated noise. These algorithms have continuously improved during the five days of their evolution and are expected to improve further the more they are evolved. The top performing algorithms from generation 100 and 199 were benchmarked using gaussian white noise to illustrate their performance and the improvement over 100 generations.
Introduction
The development of gravitational wave [1] search algorithms for the Laser Interferometer Gravitational Wave Observatory (LIGO) [2] can be a complex task. The expected signals have a very low signal to noise ratio (SNR) with uncertain and varied waveforms. We have applied evolutionary computing (EC) [3] methods to demonstrate that EC is able to develop efficient data analysis algorithms. The primary motivation for using EC is that search algorithms can be trained to find signals in non-gaussian noise. We utilize two sub-fields of EC: genetic algorithms (GAs) [4] and genetic programming (GP) [5] . GAs use bit strings or continuous parameters to represent a solution, while GP uses more complex tree data structures for solutions. We have interlocked the two to create our program, providing an effective way to traverse the complicated solution space of gravitational wave search algorithms. GAs have been successful at solving complex problems more efficiently and within a shorter design cycle than their human counterparts [6] .
To understand the evolution and to be able to decipher the result, we intentionally chose a simple model with a comprehensible solution space (see Section 2.3) and a basic fitness function (see Section 2.4). We first chose to examine coincident short burst signals, knowing that an evolutionary program developed for this purpose could also be trained on many different types of waveforms and even on multiple types simultaneously. The final product of this project is not the search algorithms themselves, but rather the environment that produces them. We found that the solutions created by the program have steadily advanced in their ability to find smaller signals more effectively while also decreasing their false alarm rate. These solutions have the potential to continue to improve as the evolutionary program's run duration increases. The result upon our arbitrary termination of the program was a few top search algorithms with similar efficiency. We performed benchmark tests on top solutions from midway through the run and at the end of the run. Analysis of these search algorithms on signals in white noise shows that the algorithm at the end of the run outperforms the algorithm from an earlier generation, indicating that evolution has taken place. Receiver Operating Characteristic (ROC) curves are obtained for both of these algorithms, which indicate that even these early results are promising.
Design of the Evolutionary Program
The first step in an evolutionary algorithm [6, 7] is random generation of an initial population of potential solutions. These solutions are called chromosomes. Each chromosome is then evaluated by a user-defined fitness function and given a fitness score representing its quality as a solution to the problem. The fittest chromosomes are chosen as parents to create new chromosomes in an operation called crossover [8] . The parents and offspring are then mutated [9] by randomly changing specific values inside the chromosome. Their fitness is then recomputed. The least fit of the population are eliminated until the population is returned to its initial size. This basic evolutionary cycle, beginning with parent selection, is called a generation. The cycle repeats until a certain number of generations have been completed or a member of the population achieves a certain level of fitness.
Structure of the Chromosomes
In our algorithm a chromosome takes coincident data streams from two detectors. The use of two detectors was an arbitrary choice, as we do not foresee any limitation to stop us from using n data streams in future runs. A chromosome's ability to find signals is used to determine its fitness.
The basic structure of each chromosome is a binary parse tree which represents an evolving algorithm used to determine whether or not a given data set contains a signal. Nodes in the tree correspond to logical operators -'and' or 'or'-and leaves correspond to questions the algorithm asks about the data [10] . An answer to these questions (which are described in detail below in Section 2.3) is either 'true' or 'false', and if the parse tree evaluates to 'true' overall, a signal should be present. An example of an actual parse tree produced by our program is shown in Figure 1 .
Each chromosome in the population also requires its own vector of parameters which are needed to define the questions posed by the chromosome's algorithm. These parameters (also explained below in Section 2.3) evolve along with the algorithm itself.
Crossover and Mutation
Crossover is performed on the parameter vector and the binary tree. In a population of N chromosomes N/2 parents are selected to create N/2 offspring. For the parameter vector a GA technique known as whole arithmetic recombination [3] is used. We achieve the crossover of two parent trees by first selecting a random crossover point to represent the top of a sub-tree for each parent. The operation is then completed by swapping the sub-trees of the two parents. This creates two new trees, one for each offspring.
We also perform mutation on both the parameters and the binary trees. When a parameter is mutated its value is changed to a random value within its allowed range. We achieve tree mutation by randomly selecting a spot (or spots) on the tree and either randomly change the logical operator or question at that spot, or insert an entirely new, random sub-tree at that spot. GAs have a proven niche in multivariate optimization problems in large part due to mutation-based parameter tuning [4] .
Questions in the Binary Tree
In order to analyze the data, each chromosome can ask various questions for which the answer is either 'true' or 'false'. The answer to a question is based on statistics calculated on the 1 second of data to which the question is restricted. For the purposes of this proof-of-concept experiment, we have chosen four fundamental question types. In the future, other types of questions might also prove useful to increase the size of the solution space being searched. 
1.) Comparing data points between streams:
The first type of question picks out a single data point and compares its value from data stream 1 and data stream 2. The point can be drawn either from the time series data or the Fourier transformed data; this is specified in each particular question. Let x 1 be the value of the data point in data stream 1 and x 2 be the value of the data point in stream 2. The algorithm computes the quantity q, given by:
The question is answered as 'true' if q > 1. Otherwise, the answer is 'false.' The quantities w 1 , w 2 , w 3 , and w 4 are weight factors which are found in the parameters of the chromosome; µ 1 and µ 2 are means from streams 1 and 2 respectively; σ 1 and σ 2 are the standard deviations corresponding to µ 1 and µ 2 ; and σ 3 is simply the addition in quadrature of σ 1 and sσ 2 , where s is the scale factor for stream 2. The quantity q is an estimate of how far the data point is above the noise. It should be larger if the data point is significantly above the noise, but it is not obvious exactly how large, and thus the weight factors w 1 , w 2 , w 3 , and w 4 must be optimized by the GA. The scale factor s is intended to account for the different sensitivities of the two detectors, and in order to do this optimally we allow s to be optimized by the GA. The fourth term in equation (1) helps to ensure that the signals we find are in phase between the two data streams. If there is a signal in both data streams, it will interfere destructively between the two data streams.
2.) Cross-Correlation: The second type of question looks at cross-correlation coefficients between the streams. Cross-correlation coefficients give an estimate of how similar the two data streams are, and in this sense indicate a signal. The question can operate on either the time series data or the Fourier transformed data, as indicated by the question's individual specifications.
The correlation coefficient is given by
Here, let x
(1) i be the i th data point in the specified stream 1 data, and similarly for x
where µ 1 , σ 1 , µ 2 , and σ 2 are the corresponding means and standard deviations from streams 1 and 2, respectively. The denominator on the right hand side of equation (2) ensures that |CC| ≤ 1. The program then checks if |CC| is greater than a threshold. If so, then the question is answered as 'true', otherwise it is answered as 'false'. The threshold is found in the parameters of the chromosome and is constrained between 0 and 1. Since equation (2) 
3.) Auto-Correlation: The third type of question deals with auto-correlation coefficients. These give an estimate of correlations between the data at two different times, and in this sense indicate a signal. The question works in exactly the same way as question 2, except that instead of X i+j , depending on whether data stream 1 or data stream 2 is specified in the particular question. The integer j represents the lag of the auto-correlation coefficient which must be specified for each auto-correlation question.
4.) Comparing neighboring data points:
The fourth type of question is implemented in a similar fashion to question 1 in that a quantity q is calculated and the question is answered 'true' or 'false' based on whether q > 1. In this case, q is given by
Here x 1 is a data point in stream 1, and y 1 is a neighboring data point in the stream j units away from x 1 . Similarly, x 2 and y 2 are data points with the same coordinates as x 1 and y 1 respectively, but are drawn from data stream 2. We expect each of the four terms in equation (3) to be large if the neighboring points are correlated, and thus a large q indicates a signal just as large auto-correlation coefficients in question 3 indicate a signal. However, this question, unlike question 3, provides an indication of correlation between two specific data points rather than just looking for a general trend of correlation between neighboring data points. This can be advantageous, for example, in the frequency domain where certain frequencies may be more important than others. The first two terms in equation (3) test anticorrelation similarly to the fourth term in equation (1), whereas the last two terms in equation (3) test correlation similarly to the third term in equation (1).
Fitness Function
In order to quickly obtain and approximate a numerical value corresponding to the effectiveness of a chromosome in detecting signals in data, we used twenty one-second data clips. A random number of the twenty clips were injected with signals. A chromosome is asked which clips contain signals and which do not, and its fitness is determined by the accuracy of its answers. In this proof of principle study we chose to use an arbitrary, easy to understand fitness function which has proven useful. A more complicated fitness function, such as using the area under ROC curves, might have improved the evolutionary process, but increases computing time. Specifically, we chose to define our fitness function as:
where R is the value of the fitness function (rank), M is the number of missed signals, F is the number of false positives, and L is the number of levels of the tree. The exponential term is only present if L exceeds 7. A fit chromosome has a small rank. If a chromosome misses a large number of signals, it will have a high rank and most likely not pass on its structure to future chromosomes. Chromosomes with a large false alarm rate are penalized even more severely to encourage reliable search algorithms. The third term of the equation is a type of constraint that is referred to as a penalty function [11] . Because of computing power restraints, the term was used to restrict the size of chromosomes.
Analysis and Results

Test Data
We have kept the initial run of the GP relatively simple by dividing the data streams into a constant number of data clips of equal length. We used 20 clips that each correspond to 1 second of data. Each of these clips consisted of 16,384 points. For each generation, we randomly sampled 20 seconds of data from a 300 second source of realistic LIGO noise. The realistic detector noise was taken from a previous data run and reflects the characteristic coloring, non-stationarity, and glitchiness of the generic LIGO data, albeit not perfectly. For the development of the production version of the search code, intended to be used for present searches, we will use longer stretches of up to date data.
The simulated signals were then randomly inserted into this sample every generation, but did not overlap into other data clips. We then applied a 60 -2600 Hz bandpass filter to the data streams. The signals we inserted into the data for this study were Q=8.9, 250Hz sine gaussians of the form:
with a central angular frequency of ω • = 2πf • , and Q = ω • σ = 2πf • σ [12] . Sine gaussian waveforms were chosen as a simple and easy to understand example for this proof of principle study. Naturally, search algorithms shall be trained to find different types of signals by simply changing the injected waveform.
We used a dynamic signal scaling system so that if the chromosomes were performing poorly then the scale size of the injected signals was increased, and if they were performing well the scale size was decreased. This method ensured that the injected signals didn't remain too small for good chromosomes to evolve in a practical amount of time, and compelled well-performing chromosomes to become more sensitive.
We used realistic interferometric detector noise as opposed to gaussian noise to evolve the population of our algorithm. We then evaluated the chromosomes on gaussian noise to demonstrate their quality in a simple and transparent test environment. In addition it is customary within the community to perform benchmark tests using gaussian noise.
Evaluation of the Genetic Algorithm
We ran the program with a population of 40 for 199 generations. Though Haupt [4] recommends a population size ranging from 20-30 for the average GA, we opted for as large a population size as possible given time constraints. This way the GA was better able to sample the vast solution space, thus making it more effective at finding good solutions [13] . It took roughly five days to complete 199 generations on a 64 bit, 1.8 GHz processor with a 1 MB cache and 1 GB DDR PC3200 RAM.
We analyzed a top chromosome from generation 199, which was born during generation 183. In order to demonstrate that evolution occurred, we compared this chromosome and a top chromosome from generation 100. We tested the two chromosomes on gaussian white noise of standard deviation one with injected signals of the form shown in equation (5), and with arbitrarily chosen peak amplitudes of 2, 3.5, and 5 relative to the standard deviation of the noise. The scaling factor between the peak amplitude and the corresponding matched filtering SNR [14] is approximately 9 in this case. Benchmark tests using ROC curves for each peak amplitude are found in Figure 2 . An ROC curve is a measure of how discriminating an algorithm is: the greater the area under the curve, the better the algorithm. A perfect search detects every signal and yields no false positives, resulting in a curve of area 1. An algorithm that chooses randomly is just as likely to have a false positive as it is to correctly detect a signal and would yield a curve of area 0.5.
When detecting 90% of the injected waves, the chromosome from generation 100 had about 2.7 × 10 7 false alarms per year for peak amplitude 3.5 and about 2.3 × 10 7 false alarms per year for peak amplitude 5. At the same detection probability, the chromosome from generation 199 had about 1.6 × 10 5 false alarms per year for peak amplitude 3.5 and about 6.5 × 10 −6 false alarms per year for peak amplitude 5. In these two cases the chromosome from generation 199 outperformed the chromosome from generation 100, indicating that chromosomes were improving.
Both chromosomes are mostly made up of cross-correlation questions on untransformed data. The generation 100 chromosome has three such questions and one question of a different type. The generation 199 chromosome has eight such questions out of thirteen total questions. However, the five other questions in the generation 199 chromosome have been found to always yield the same answer. They are effectively 'junk DNA'. When one accounts for the junk DNA it turns out that the tree reduces to one that consists only of OR's and cross-correlation questions on the untransformed data. Thus the generation 199 chromosome simply calculates some cross-correlation coefficients, checks them against a threshold, and if any of them exceed the threshold a detection is reported. This is a very simple algorithm that makes intuitive sense, but it is remarkable that the GA was able to evolve a version of this type of algorithm. The generation 199 chromosome was also able to cover most of the range of the data streams with the cross-correlation questions (see below), while optimizing the overlap between cross-correlation windows. Presumably if the evolution had continued the chromosome would have covered the entire range.
The ROC curves in Figure 2 are for signals injected at the same time in the two data streams. We did not intend to evolve algorithms to deal with identifying signals which were not inserted in phase between the two data streams (this is the case for triggered searches, where the time delay between the detectors is well known). In addition, because of the way the signals were inserted, the location of the maximum of any signal was not in the first 418 counts of each one second clip nor in the last 372 counts. Also no cross-correlation question in the generation 199 chromosome examined data located between counts 7988 and 8379 nor between counts 15632 and 16012 -a total blind range of 773 counts. This has been accounted for in the false alarm rates in Figure 2 . True positive probabilities are also slightly underestimated since we count missed signals in the insensitive regions of the algorithm.
To produce the ROC curves in Figure 2 only one parameter p was varied. This parameter is the threshold for cross-correlation coefficients on the time series data. All other parameters were kept at their optimized values.
Conclusion
The complex nature of the LIGO data makes EC an interesting candidate for development of a gravitational wave search algorithm. The power of this method was displayed in its ability to develop useful search algorithms for coincident short burst signals in a short time.
The questions of the best chromosome of the run (see Figure 1) are very simple. The evolutionary program's ability to create effective solutions from elementary building blocks indicates its potential to create alternative gravitational wave search algorithms for LIGO data as well as its possible use for veto studies.
Future runs of the evolutionary program will be done on a computing cluster, which will provide an increased source of computing power. We will utilize this power by expanding the size of the solution space through an increase in the maximum number of levels allowed for a tree before it is penalized by the fitness function. There are also several other changes such as allowing more parameters to be optimized, increasing the population size, injecting multiple signal types, and defining a more objective fitness function that will be made in order to take advantage of the increased computing power. In addition we intend to add to the list of possible questions. For example we will allow for questions about matched filtering statistics.
Most importantly, we plan to run the evolutionary program until chromosome improvement stops. We also plan to enable the chromosomes to examine n data streams. In the case of many detectors and complex events, an evolutionary program might very well be the best way to come up with an n-detector coherent analysis. We believe that future runs of the program will continue to yield interesting results with significantly better sensitivity and lower false alarm rates. 
