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A 3PRR parallel precision positioning system, driven by three ultrasonic linear motors, was designed for
use as the object stage of a scanning electron microscope (SEM). To improve the tracking accuracy of the
parallel platform, the positioning control algorithms for the drive joints needed to be studied. The dead-
zone phenomenon caused by static friction reduces the trajectory tracking accuracy signiﬁcantly. Linear
control algorithms such as PID (Proportion Integration Differentiation) are unable to compensate ef-
fectively for the dead-zone nonlinearity. To address this problem, two types of feedforward compensa-
tion control algorithms have been investigated. One is constant feedforward with the integral separation
PID; the other is adaptive feedback and feedforward based on the model reference adaptive control
(MRAC). Simulations and experiments were conducted using these two control algorithms. The results
demonstrated that the constant feedforward with integral separation PID algorithm can compensate for
the time-invariant system after identifying the dead-zone depth, while the adaptive feedback and
feedforward algorithm is more suitable for the time-varying system. The experimental results show good
agreement with the simulation results for these two control algorithms. For the dead-zone nonlinearity
caused by the static friction, the adaptive feedback and feedforward algorithm can effectively improve
the trajectory tracking accuracy.
& 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
The micro-nano operating system is an important part in the
ﬁeld of precision operation. Such systems are usually comprised of
compliant mechanisms and can fulﬁll the requirements of high-
precision positioning but are unable to perform large-scale posi-
tioning [1]. The object stage of the micro-nano operating system is
used to carry the samples for large-scale motions. Therefore, the
object stage must meet the requirements of both large-stroke and
high-precision positioning. A parallel mechanism usually accom-
panies the precision positioning system, so a 3PRR parallel preci-
sion positioning system driven by an ultrasonic linear motor has
been designed and used as the object stage of a scanning electron
microscope (SEM). The accuracy of the drive joints affects the ac-
curacy of the end-effector. There are some nonlinearities, such as
the friction, elastic deformation and backlash clearance, that will
affect the joint positioning accuracy, or give rise to problems such
as stick slip, limit cycle [2] and steady-state error [3], even leading
to a bad working situation of self-excited vibration [4]. To the ef-
fect of the nonlinearities, there are two valid methods: one is to
introduce less nonlinearity in the design process, while the other
is to apply a nonlinear control algorithm to compensate for theLtd. This is an open access article u
g).nonlinearity [5]. Adaptive control is usually applied for the non-
linear control [6–8].
The ultrasonic linear motor is free of backlash clearance, and
the clearance of the linear slider can be eliminated by preloading.
Thus, the ultrasonic linear motor positioning system has no
backlash clearance and less elastic deformation, and the main
nonlinearity is the friction. Friction is always the main obstacle for
high-precision positioning. Castillo-Castaneda has shown that
friction inﬂuences accuracy much more than clearance [5].
Moreover, the static friction is the main factor affecting the tra-
jectory tracking accuracy, leading to time delay and a dead-zone
[9]. Friction compensation has been widely used for precision
positioning. The friction model is a research hotspot and is not
mature. There is as yet no perfect model to describe various fric-
tion behaviors [10]. The static friction behaviors are complex at the
micro level and signiﬁcantly affect the positioning accuracy [11–
14]. The ultrasonic linear motor used in this 3PRR positioning
system is a stick-slip type motor, and the two drive feet rub the rod
at an ultrasonic frequency, allowing the motor to move forward.
This design is different from other ultrasonic linear motors. The
ultrasonic linear motor used in references [15–17] is the resonant
vibration type motor, and the trajectory of the spacer is an ellipse.
Different types of motor have different driving characteristics. The
friction acts as a drive source and a resistance source at the same
time, especially at low speed. The motor exhibits a strong non-
linearity that must be compensated. The neural network is annder the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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the ultrasonic linear motor using a neural network with good
control performance, which is very enlightening regarding ultra-
sonic linear motor control. It can compensate for a part of the ﬂat
peak phenomenon but cannot eliminate it thoroughly.
Friction compensation can be divided into two types. One is
based on a friction model; the other is a model-free method. The
ﬁrst step of the model-based compensation method is to build a
suitable model of the friction, from a mathematical perspective. It
is difﬁcult to obtain a perfect model of the friction force. Many
scholars have researched friction extensively and proposed many
types of models, successively including the Coulomb model, the
Stribeck model [18], the Dahl model [19], the LuGre model [10],
the Leuven model [20] and so on. Because the LuGre model in-
cludes multiple types of friction behaviors such as Coulomb fric-
tion, pre-sliding friction, and friction lag, it is widely used in fric-
tion compensation [21,22]. Although the LuGre model is useful in
friction compensation, it is not convenient for the friction com-
pensation of an ultrasonic linear motor. Some of the model para-
meters cannot be identiﬁed, and it is difﬁcult to express the fric-
tion behaviors under ultrasonic vibration. The static friction can be
modeled as a dead-zone nonlinearity [9,14], so dead-zone com-
pensation methods are also useful for static friction compensation
[23–26]. The literature [27] has compared several control algo-
rithms for the tracking control of an ultrasonic linear motor ac-
tuated stage; combinations with feedforward control exhibit bet-
ter control performance.
This study aims to solve the ﬂat peak phenomenon when the
system is tracking a sine wave trajectory. The ﬂat peak phenom-
enon is caused by static friction and is difﬁcult to compensate for
via feedback control alone [5,28], so feedforward control is in-
troduced to improve the tracking accuracy. Aiming at cases of
unknown friction models, the model-free method for friction
compensation was developed. This method is designed for this
motor type and treats the friction nonlinearity as the disturbance,
compensating for it in real time. Two feedforward control algo-
rithms are utilized: one is constant feedforward combined with
PID control, while the other is adaptive feedforward combined
with the MRAC. Constant value compensation with the integral
separation PID control is studied. It is a modiﬁed PID control
method that can compensate for the time delay and the ﬂat peak
of the sine wave trajectory tracking. This method can improve the
trajectory tracking accuracy of the system. However, it cannot
adjust the compensation parameter adaptively when there is a
disturbance or uncertainty in the friction interface. The adaptive
feedback and feedforward algorithm is applied to solve this pro-
blem. The experimental results demonstrated that both model-
free methods can effectively compensate for the friction.
The rest of this article is organized as follows. Section 2 pre-
sents the system description and problem statement. Section 3
introduces the constant feedforward with integral separation PID
method and describes the simulation. Section 4 introduces the
adaptive feedback and feedforward algorithm and describes the
simulation. Section 5 presents the experimental results of the
control algorithms. Section 6 draws the conclusions and sum-
marizes the proposed work.2. System description and problem statement
The 3PRR planar parallel mechanism has been designed and
built as an object stage for the SEM. The trajectory tracking pre-
cision requires improvement, so it is necessary to investigate
control methods for the ultrasonic linear motor positioning sys-
tem. Due to the high response and precise performance of the
ultrasonic motor [29], mechanisms driven by ultrasonic linearmotor can accomplish the requirements of high speed, high pre-
cision and no magnetic ﬁeld. The static friction in the system de-
creases the trajectory tracking accuracy, and the phenomenon of
static friction has been investigated in subsequent experiments.
2.1. System description
The parallel 3PRR precision positioning system has been de-
signed to meet the demands of precision positioning, shown in
Fig. 1(b). It consists of the ultrasonic linear motor positioning
system shown in Fig. 1(a). The ultrasonic linear motor positioning
system is an electromechanical system including a computer and
control card, motor driving unit and motor. The computer is used
as the host and calculates the control value through a speciﬁed
control algorithm. Then, the control value is sent to the control
card, which translates it to a voltage signal. The motor driving unit
receives the voltage signal and translates it to a high-frequency,
high-amplitude driving voltage to the PZT inside the ultrasonic
linear motor case. Therefore, the motor moves in a speciﬁed ve-
locity carrying the linear encoder, the displacement and the ve-
locity feedback to the control card and the computer, making up
closed-loop system.
According to the design method described above, the ultrasonic
linear motor positioning system was constructed as an experi-
mental apparatus to verify the control methods for reducing
nonlinearities. It is well known that simpler and more reliable
mechanisms introduce fewer errors, such as the assembly error
and machining error. Furthermore, because the simple mechanism
consists of fewer parts, less nonlinearity is introduced. The ultra-
sonic linear motor driven system is a direct drive system. It does
not include a ball screw and gear reducer, and it is driven by
preloaded friction, with less backlash clearance. The ultrasonic
linear motor positioning system is also free of magnetic ﬁelds.
Therefore, it is adapted to environments without magnetic ﬁelds,
such as the SEM chamber, as shown in Fig. 1(c).
The driving principle of the ultrasonic linear motor is shown in
Fig. 2. The low-speed high-thrust characteristic makes it suitable
for direct drive with no gear reducer transmission mechanism, and
the linear type of ultrasonic motor moves straight without con-
necting to a ball screw, so it has no backlash clearance. The ul-
trasonic linear motor is a piezoelectric motor powered by the ul-
trasonic vibration of the stator, placed against the rotor. This sys-
tem uses the motor model type U-264 made by PI German. The
rod of the motor acts as the stator, and the two drive feet in the
motor case act as the rotor.
2.2. Problem statement) The uncertainty of the friction interface on the motor rod leads
to different running states in different travel ranges and differ-
ent times. The parameters of the friction model are difﬁcult to
identify.
The friction model shows that the state of the friction interface,
such as roughness and lubrication, can affect the friction para-
meters [30]. The ultrasonic linear motor is driven by friction. Two
PZT units are connected to the driving feet and clamped to the
motor rod. When applying the control voltage signal to the motor
drive unit, the motor drive excites the feet to rub the rod, causing
motion. The drive principle of the motor is shown in Fig. 2. Hence,
the friction interface of the motor on the motor rod is the key
factor affecting the running state.
The uncertainty of the friction interface includes two aspects:
the slow time-varying and the inconsistency of the friction inter-
face. The rod is exposed to the air, so environmental changes such
2(a) Design of the ultrasonic linear motor positioning system (b) 3PRR mechanism driven by ultrasonic linear motor
(c) 3PRR object stage in SEM chamber 
Fig. 1. 3D diagram of the driving unit and the parallel platform. (a) Design of the ultrasonic linear motor positioning system. (b) 3PRR mechanism driven by ultrasonic linear
motor. (c) 3PRR object stage in SEM chamber.
Fig. 2. Driving principle of the ultrasonic linear motor (U-264 from PI German).
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Fig. 3. Velocity curve when applying 1.5 V drive voltage.
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The ultrasonic linear motor is sensitive to the friction parameter
change and behaves as the velocity change when applying the
same drive voltage for different time. The rod is too long to ensure
the consistency of the friction interface. The inconsistency of the
friction interface on the motor rod affects the velocity asymme-
trically at the same drive voltage. Fig. 3 shows that the velocity is
asymmetrical for the full travel range when applying the drive
voltage of 1.5 V, and the results are similar at other drive voltages.
To determine the relationships between the drive voltage and
velocity and between the drive voltage and friction, experimental
friction identiﬁcation was performed. By applying a linear voltage
to the motor drive and recording the average velocity of the motor,
the relationship between the voltage and velocity is obtained, and
a linear curve can be ﬁtted as shown in Fig. 4(a). The results of
using the thrust meter to test the thrust of the motor show that at
low voltage (velocity) the thrust is linear, while at high voltage
(velocity), the thrust becomes a constant, as shown in Fig. 4(b).
Therefore, the saturated thrust is the sliding friction, approxi-
mately equal to the break-away force of the static friction. The
micro behavior of the motor is complex, and it is impossible to
identify the other friction parameters without high-resolution test
instruments.
) The tracking errors caused by the static friction lead to the time
delay and ﬂat peak problems:
Jiasi Mo et al. have examined this ultrasonic linear motor with a
simpliﬁed model, assuming that there is no relative sliding in the
movement process. It is a systemmodel containing no friction model.
The experimental results demonstrate that omitting the friction
model will not affect the point-to-point positioning accuracy but will
markedly affect the trajectory tracking precision, as shown in Fig. 5
1.5 1.6 1.7 1.8 1.9 2 2.1 2.2 2.3
20
25
30
35
40
45
Voltage (V)
V
el
oc
ity
 (m
m
/s
)
Test points
Curve fitting
1.5 1.6 1.7 1.8 1.9 2 2.1 2.2 2.3
0.5
1
1.5
2
2.5
3
3.5
Voltage (V)
Th
ru
st
 (N
)
Test points
Curve fitting
(a) Relationship between voltage and velocity (b) Relationship between voltage and thrust
Fig. 4. Experimental friction identiﬁcation. (a) Relationship between voltage and velocity. (b) Relationship between voltage and thrust.
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velocity regime, especially during velocity reversals [5,28]. The tra-
jectory tracking time delay and ﬂat peak are the main sources of
tracking error, caused by the static friction. To improve the trajectory
tracking accuracy, friction compensation is needed.
The static friction is the thrust necessary to initiate motion
from rest. It causes a region of zero output (zero velocity and zero
displacement) for a nominal input to the motor (drive voltage)
around any static null. Therefore, there is a dead-zone in which the
motor will not respond. When the motor thrust is large enough to
overcome the static friction, the motor will start to move. The
command voltage required to overcome the static friction is called
the break-away voltage.10.8 11 11.2 11.4 11.6 11.8
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Fig. 6. Dead-zone test of the ultrasonic linear motor positioning systemFriction modeling can be complex, particularly in accounting
for the details of friction around velocity reversals, at very low
velocity or for very small motions. In this case, the ultrasonic linear
motor positioning system produces a ﬂat peak in the sine wave
tracking, as shown in Fig. 6(a). Thus, a dead-zone phenomenon
appears at low velocity, especially in velocity reversals. The dead-
zone depth has been deﬁned as the distance from the target wave
peak to the actual ﬂat peak. For essential dead-zone nonlinearity,
the traditional PID linear control algorithm cannot compensate.
The dead-zone phenomenon usually takes place at low velo-
city, or in the velocity reversal regime. Therefore, it can be iden-
tiﬁed by applying different sine waves as the input signals to the
system. Fig. 6(a) shows the deﬁnition of the dead-zone depth0 5 10 15 20 25 30
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the dead-zone is tested as shown in Fig. 6(b). When applying sine
wave voltages with the same frequency but different amplitudes
to the positioning system, the magnitude of the dead-zone is
nearly the same, approximately 0.52 mm, as shown in Fig. 6,
which means that it is caused by the break-away force of the static
friction.3. Constant feedforward with an integral separation PID
control
Due to system uncertainty, the friction model is difﬁcult to
model. The dead-zone of the static friction is stable, as shown in
Fig. 6. Therefore, it is feasible to compensate for it through the
feedforward method. This section addresses the system modeling
and simulation of the constant feedforward with an integral se-
paration PID.
3.1. System modeling
The ultrasonic linear motor is a U-264 PI made in Germany. The
prior knowledge of the motor is limited for three reasons. First,
this motor is a product packed in a case, so it is impossible to know
the structure inside the motor. Second, even if the motor is un-
packed to show the inside structure, the parameters of the PZT are
still unknown. The third reason is that the ultrasonic linear motor
is a complex electromechanical system, and the motion of the
motor is based on the drive signal. We can only test the input and
output signal of the motor drive board. It is difﬁcult to determine
the relationship between the input signal and the motion of the
motor, so it is very difﬁcult to model the motor accurately. Jiasi Mo
used a simpliﬁed model to describe the ultrasonic linear motor,
but it is not suitable for control because there are some unknown
parameters [28].
To address the problem of the modeling difﬁculty, an experi-
mental method that treats the system as a black box can obtain the
relationship between the input and output. For an open-loop
system, the input signal is the DC reference voltage (10 V 
þ10 V), and the output is the velocity or displacement (velocity
integral) of the motor. For the closed-loop positioning, the input
signal is the targeted position, and the output is the actual
position.
This frequency response method is used to identify the system
model through sine wave inputs with different frequency. The
frequency response curve and the ﬁtting curve of the magnitude
and frequency characteristics are plotted in Fig. 7. For the open-
loop case, the input is a voltage signal, and the output is the101 102 103
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Fig. 7. Curve ﬁtting of magnitude and frequency charactedisplacement. For the closed-loop case, the input and output are
both displacement.
The order of the transfer function can be obtained via the ex-
perimental Bode plot. According to the open-loop magnitude fre-
quency characteristic curve, as shown in Fig. 7(a), the slope of the
low-frequency response is 20 dB, proving that there is an in-
tegration element, and there is a small peak near the corner fre-
quency. After the corner frequency, the slope changes to 60 dB,
proving that there is a second-order oscillation element. In com-
bination with these two elements, the open-loop transfer function
becomes a third-order system when the output is the displace-
ment signal. According to the closed-loop magnitude frequency
characteristic curve, as shown in Fig. 7(b), the slope of the low
frequency response is 0 dB; after the corner frequency, the slope
changes to 40 dB. The order of the system transfer function
changes to 2 from 3 after the unit negative feedback, proving that
the transfer function of the system has one zero point. If the
output is velocity, the open-loop system is simply a second-order
oscillation element. Because the ultrasonic linear motor position-
ing system is a positioning device, the displacement is of interest.
The open-loop system is a third-order system, and the ﬁtting
transfer function is
ξ
( + )
( + + ) ( )ω ω
K as
s
1
2 1
,
1
s s2
2
where K¼2.82 is the open-loop gain; ω¼210 is the corner fre-
quency; ξ¼0.45 is the damping factor; a¼0.001.
After applying unit feedback, the open-loop system Eq. (1)
takes the form
+
+ + + ( )
b s b
a s a s a s a 2
0 1
0
3
1
2
2 3
Because a0 is much less than a1, the third-order item can be
ignored, making the unit feedback system
+
+ + ( )
b s b
a s a s a 3
0 1
1
2
2 3
where b0¼9.5, b1¼950, a0E0, a1¼1, a2¼76.8, a3¼1024.
The frequency response of the closed loop system is shown in
Fig. 7(b).
3.2. Simulation
The PID control algorithm is a linear and model-free control
method. It is simple but has a good control effect, so it is widely
used in positioning and some other situations. The PID control100 101 102 103
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linear control method. However, the PID control algorithm is not
suitable for very precise motion control because it cannot com-
pensate for nonlinear phenomena such as backlash and dead-
zone. This paper investigates an improved PID algorithm called
constant feedforward with the integral separation PID. It consists
of the feedback element of the integral separation PID and the
feedforward element of the static friction compensation.
The integral separation PID control algorithm is expressed as
Eq. (4), where ( )u k is the command voltage at moment kT, cal-
culated from the feedback error ( )e k , and xa is the actual output of
the system. The main design parameters of the PID controller are
control gainKp, integration time Ti and differential timeTd.
⎧
⎨
⎪⎪
⎩
⎪⎪
∑( ) = ( )[ + [ ( ) − ( − )] + ( )]
= ( ( ) > )
( )
=
−
u k K e k T x k x k
T
e j
T
e k e
1 1
1
1
0;
.
4
j
k
threshold
p d a a
i 0
1
i
To prevent an excessive amount of overshoot caused by the
integral action, the integral separation PID algorithm is adopted.
When the feedback deviation is less than the threshold, the in-
tegral action is introduced to minimize the residual error. When
the feedback deviation ( )e k is larger than the threshold ethreshold,
only the PD control is used.
A block diagram is built in SIMULINK/MATLAB to simulate the
control algorithm, as shown in Fig. 8. The system simulation uses
the identiﬁed transfer function (1) as the ultrasonic linear motor
positioning system. The input signal is a sine wave with 1 mm
amplitude and πrad/s frequency. After tuning, the parameters are
selected as Kp¼20, T1/ i¼10, Td¼0.01, ethreshold¼1.00 mm, and the
sample time is 0.001 s. In the simulation, the dead-zone is set to
0.50 mm based on Fig. 6.
Without the feedforward compensation, the simulation result of
applying the sine wave signal as the input signal to the system and
using only the integral separation PID algorithm is shown in Fig. 9.
The result is similar to Fig. 5, with the time delay and ﬂat peak.0 10 20 30 40 50
−1
−0.5
0
0.5
1
1.5
2
time (s)
D
is
pl
ac
em
en
t (
m
m
)
−0.04
−0.02
0
0.02
0.04
0.06
0.08
Er
ro
r (
m
m
)
Ideal trajectory
Actual trajectory
Tracking error
Zoom in
Fig. 9. The simulation result without compensation.Fig. 9 shows that the integral separation PID algorithm cannot
compensate for the dead-zone caused by the static friction, al-
though the time delay can be decreased. The ﬂat peak remains.
The dead-zone depth has already been identiﬁed experimentally,
as shown in Fig. 6. Fig. 9 shows that the simulation with a dead-
zone element obtains a similar result. These coincidences show
that the static friction effect can be approximated by a dead-zone.
A simple way to compensate for the static friction is to implement
a fast crossing through the dead zone [4], which can be accom-
plished using a feedforward compensator, as shown in Fig. 10.
When the motor moves inside the dead-zone due to the static
friction, the more time is spent inside it, the more errors are
produced. To reduce the time inside the dead-zone, a constant
compensation value equal to the depth of the dead-zone must be
added (or subtracted, depending on the motion direction) to the
PID command voltage when the position approaches the dead-
zone. The compensation direction can be obtained by computing
the sign of the velocity. The main idea of this constant value
compensator is to avoid the dead-zone or at least minimize the
time spent in it. The whole mathematical expression of this
compensation strategy can be expressed as
⎧
⎨
⎪⎪⎪
⎩
⎪⎪⎪
∑( ) = ( )[ + [ ( ) − ( − )] + ( )]
+ ( ′( ))
= ( ( ) > )
( )
=
−
u k K e k T x k x k
T
j
V x k
T
e k e
1 1
1
e
sign
1
0;
.
5
j
k
p d a a
i 0
1
compensate d
i
threshold
In Eq. (3), ′( )x kd denotes the desired velocity of the input. The
sign function determines the compensation direction. Vcompensate is
the compensation value related to the dead-zone caused by the
static friction. When the system is near or in the dead-zone, the
feedforward value can make the system cross the dead-zone more
quickly and reduce the time remaining in it. In other words, this
constant value can compensate for the steady errors caused by the
static friction. The simulation results are shown in Fig. 11. Com-
paring Fig. 9 with Fig. 11 shows that this compensator can reduce
errors and eliminate the ﬂat peak phenomenon. The comparison
of the errors is shown in Fig. 12.4. Adaptive feedback and feedforward control algorithms
Although the constant feedforward with the integral separation
PID control can reduce errors and the ﬂat peak phenomenon, it is
unable to compensate effectively for the uncertainty of the system.
The uncertainty of this system includes the asymmetrical friction
interface and the environmental disturbance described in Section
2, making the system a slow-time-varying system. The control
algorithm described in Section 3 is limited in its ability to com-
pensate for static friction because the feedforward value of the
voltage is a certain value, without adaptability. Thus, the control
Constant 
Feedforward 
Compensator
Fig. 10. Diagram of the integral separation PID control with constant value compensation.
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Fig. 11. The simulation results with compensation.
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of the steady friction state and invariable friction parameters. If the
system is a time-varying system, or the uncertainty of the system
is remarkable, the constant value compensator is obviously not
sufﬁcient. Aiming at this problem, this section adopts an adaptive
compensation algorithm to improve the trajectory tracking accu-
racy. The compensation value will be adjusted adaptively.
4.1. System identiﬁcation
The model reference adaptive control (MRAC) is used to per-
form the trajectory tracking and friction compensation. The MRAC
cannot work without the reference model. The reference model is
used to describe the desired input/output of the closed-loop sys-
tem. The MRAC seeks a type of control law to make the perfor-
mance of the closed-loop system fully track the performance ofthe reference model. Therefore, the design objective of the MRAC
system includes two main aspects: one is to establish a reference
model, and the other is to derive an adaptive law.
The MRAC system is often associated with system identiﬁcation
because the reference model is usually the identiﬁcation model of
the system [31]. As mentioned in Section 2, this ultrasonic linear
motor positioning system is difﬁcult to model theoretically. Sys-
tem identiﬁcation is required. The identiﬁcation model is a linear
model approximating the actual system. Because the system
characteristics are similar, the adaptive law converges easily, and it
can compensate for the nonlinearity.
The identiﬁcation model is used as the system reference model
via the least square method according to the least square principle
by minimizing the generalized deviation of the sum of the squares
to determine the parameters of the system model. The least square
method is divided into ofﬂine and online least squares. Consider-
ing the real-time and control accuracy of the system, an online
method must be adopted. The forgetting factor recursive least
square (FFRLS) method is used to identify the system model. Be-
cause the forgetting factor can overcome the data saturation, it is
suitable for identifying the time-varying system.
The RLS form is written as
θ θ^( ) = ^( − ) + ( )k kNew estimate Old estimate 1 Correction. 6
The estimation of the least square in moment k is
θ Φ Φ Φ^( ) = ( ) ( )−k Y 7kT k kT k1
where
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Considering Eq. (7), this equation yields
( )θ Φ Φ Φ Φ^( − = = ( − ) ( )− − − − − − −k kY P Y1 1 . 10kT k kT k kT k1 1 1 1 1 1 1
Combining Eqs. (9) and (10), one can obtain
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Fig. 13. Simulation diagram of the RLS.
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Fig. 15. The updating of θ^( )k using the FFRLS.
Fig. 16. The traditional MRAC control block diagram.
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θ θ φ θ^( ) = ^( − ) + ( )[ ( ) − ( )^( − )] ( )k k k y k k kK1 1 , 12T
where φ( ) = ( ) ( )k k kK P .
According to the matrix inversion lemma, ( )kK and ( )kP can be
obtained. The RLS can be expressed as⎧
⎨
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Eq. (13) is the RLS method used to identify the system, and na
and nb must be determined beforehand. According to the experi-
mental results shown in Fig. 7, choosing = =n n3, 2a b , the system
difference equation is written as
ξ
( ) = − ( − ) − ( − ) − ( − ) + ( − )
+ ( − ) + ( − ) + ( ) ( )
y k a y k a y k a y k b u k
b u k b u k k
1 2 3 1
2 3 14
1 2 3 0
1 2
where ( )y k is the output; ( )u k is the input; and ξ( )k is the noise.
After using the Z transform, the discrete transfer function is
( ) = + +
+ + + ( )
G z
b z b z b
z a z a z a 15
0
2
1 2
3
1
2
2 3
Using Eq. (15) as the system structure, a simulation is per-
formed to test the performance of the RLS method in identifying
the system parameters’ variation. The time-varying system used to
test the RLS method is
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Fig. 17. Adaptive feedback and feedforward control block diagram.
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method is written as an S-function in SIMULINK/MATLAB.
The simulated input vector is φ( )k ; the estimated output value
is θ^( )k . The updating parameters of θ^( )k are plotted in Fig. 14.
Without noise in the simulation, the RLS method is an unbiased
estimation. Fig. 14 shows that θ^( )k is the same as Eq. (16) when
≤t 0.5s. However, there is a large deviation when >t 0.5s because
of a sudden change in the system. This phenomenon is called data
saturation, where the new information on the system cannot
modify θ^( )k effectively.
The ultrasonic linear motor positioning system is a slow-time-
varying system, so the RLS method is not very good for identifying
it. Hence, the forgetting factor is introduced into the RLS, called
FFRLS, with the capability to identify the time-varying system. The
FFRLS is written as
⎧
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where λ is the forgetting factor.
The forgetting factor λ can update the data and weaken the
data saturation phenomenon. It is usually selected between
0.9 and 1. If λ = 1, the FFRLS becomes the RLS.
The results of introducing the FFRLS into the simulation
(Fig. 13) are shown in Fig. 15. The results show that θ^( )k converges
quickly, and θ^( )k is the same as Eq. (16) after introducing λ = 0.9.
4.2. Adaptive control law
Without considering nonlinearity, the identiﬁed model of the
system is linear. It is used as the reference system to reduce the
effect of the nonlinearity. The key to designing the MRAC is to
search for the adaptive law, which minimizes the generalized
deviation between the reference model and the actual system. The
traditional MRAC control block diagram is shown in Fig. 16, where
( )e t is deﬁned as the generalized deviation, i.e., the difference
between the output ( )y tm and ( )y tp , namely, ( ) = ( ) − ( )e t y t y tm p . The
function of the adaptive law is to minimize ( )e t by adjusting the
parameters of the system. Therefore, ( )u t is adaptively updated,
and ( )e t tends to zero. However, the actual system is a nonlinear
system containing a dead-zone. When the control signal ( )u t is toosmall or changes direction, the system will not respond due to the
existence of the dead-zone.
The MRAC feedback control law alone cannot eliminate the
dead-zone nonlinearity. To address this problem, in combination
with the results of Section 3, the adaptive feedforward method is
utilized. The adaptive friction compensation control algorithm is
combined with the MRAC feedback and feedforward control. The
compensation value is adaptively modiﬁed according to the vo-
lume of the dead-zone, so it can reduce the inﬂuence of the system
uncertainty as far as possible.
The compensation value of the feedforward is also relative to
( )e t , but it is not calculated solely from ( )e t but from the general-
ized deviation. The control block diagram is shown in Fig. 17.
The control value ( ) = ( ) + ( )u t u t u t1 2 consists of the feedback
( )u t1 and the feedforward control value ( )u t2 , where ( )u t1 is the
basic signal of the tracking control, and ( )u t2 is the friction com-
pensation value. Due to the effect of adaptive law 1, the actual
system can track the output of the reference model and minimize
the generalized deviation ( ) = ( ) − ( )e t y t y t1 m1 p . Because the re-
ference model is linear, the control effect ( )u t1 is linear. Thus, it is
unable to compensate for the dead-zone phenomenon of the ac-
tual system. When ( )u t1 operates on the actual system, the system
output shows the dead-zone features as a ﬂat peak. Because ( )u t1 is
not sufﬁcient to control the system well, ( )e t2 is deﬁned as
( ) = ( ) − ( )e t y t y t2 m1 m2 . Although ( )y tm1 and ( )y tm2 are the outputs of
the same reference model, the inputs are different: ( )y tm1 corres-
ponds to ( )r t , and ( )y tm2 corresponds to ( )u t . Here, ( )e t2 is the
generalized tracking error with no dead-zone. Then, deﬁne
( ) = ( ) − ( )e t e t e t3 1 2 . Because ( )e t1 is the generalized tracking error
with dead-zone, ( )e t3 is the steady state error caused by the dead-
zone. That is to say, the amplitude of ( )e t3 is the dead-zone depth,
and the phase of ( )e t3 is the dead-zone action time. Therefore, if
adaptive law 2 can minimize ( )e t3 , the dead-zone will be
compensated.
The key to designing this control algorithm is to seek the
adaptive law to realize the blocks of adaptive law 1 and adaptive
law 2. To guarantee the system will be globally asymptotically
stable, adaptive law 1 and 2 are designed via Lyapunov's method.
The implementation methods of adaptive law 1 and 2 are con-
sistent. Because only the parameters are different, only adaptive
law 1 needs to be derived.
In 1966, the German scholar P. C. Parks used Lyapunov's sta-
bility theory to design the MRAC [32]. The key problem is to
construct a proper Lyapunov function and then determine the
adaptive law to guarantee that the derivative of the Lyapunov
function is negative deﬁnite or negative semi-deﬁnite. This
-1
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rate. The adjustable gain adaptive law is written as follows.
Assuming the transfer function of the control object is
( ) = ( )
( ) ( )
G z K
N z
D z
,
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where ( ) = + + … + +− −D z z a z a z an n n n1 1 1 , and
( ) = + … + +− −N z b z b z bn n n1 1 1 ; the coefﬁcients a b,i i are obtained
by identiﬁcation; and Km is the ideal model gain.
The gain Kv is a slow-time-varying parameter, which makes the
controller an adjustable parameter to compensate for Kv0 10 20 30 40 50
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Fig. 20. Simulation result of the adaptive feedback and feedforward control
algorithm.
Fig. 22. Block diagram of the closed-loop system.
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At the initial moment, ≠K K Kc v m, so there is a generalized de-
viation = −e y ym p. The purpose of the design is to adjust Kc, en-
suring that
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From Eqs. (19) and (18), one can obtain a generalized error
difference equation as
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The generalized error equation is converted into a standard
state space form as
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Composed of the state variable ε and the adjustable gain Kc, an
augmented state space Lyapunov function is deﬁned as
λε ε= + ( )V P K . 28T 2
where P is a symmetric positive deﬁnite matrix, and λ ≥ 0.
The derivation of the Lyapunov function V with respect to time
t is
λε ε ε̇ = ( + ) + + ̇ ( )V crKPA A P P KK2 2 . 29T T T
Let + = −PA A P IT . Then, ε ε( + )PA A PT T is negative deﬁnite
when λε + ̇ =crKP KK2 2 0T . The system is stable in the sense of
Lyapunov. The adaptive law is derived as
λ
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K
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Substituting Eqs. (31) into (30), the adaptive law does not
contain the derivative error, asUltrasonic 
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Fig. 23. The experimental control block diagram of the constant feedforward with integral separation PID.
0 2 4 6 8 10
−6
−3
0
3
6
9
12
time (s)
D
is
pl
ac
em
en
t (
m
m
)
 
 
−6
−3
0
3
6
9
12
Er
ro
r (
μm
)
Ideal trajectory
Actual trajectory
Tracking error
Zoom in
0 2 4 6 8 10
−2
−1
0
1
2
time (s)
V
ol
ta
ge
 (V
)
(a) The sine wave tracking result (b) The control voltage output from DS1104 
Fig. 24. Sine wave tracking with amplitude 5 mm and frequency 2 rad/s. (a) The sine wave tracking result. (b) The control voltage output from DS1104.
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Fig. 25. Sine wave tracking with amplitude 3 mm and frequency 2 rad/s. (a) The sine wave tracking result. (b) The control voltage output from DS1104.
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This adaptive law can be used like the block adaptive law 1 and
law 2 in Fig. 17, but the parameterγ is different.4.3. Simulation
A block diagram of SIMULINK/MATLAB is built in Fig. 17 to si-
mulate the control algorithm Section 4.2. The simulation block
diagram is shown in Fig. 18.
The reference models 1 and 2 are Eq. (1) with unity feedback,
without a dead-zone. The actual system is also Eq. (1) but with a
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Section 3, taking a value of 0.5 mm. The input signal is a sine wave
with an amplitude of 1 mm and a frequency of 0.1 Hz. The simu-
lation results are plotted in Fig. 19 and 20.
Fig. 19 shows signals in the simulation of the adaptive feedback
and feedforward control algorithm. The symbols and the meanings
of the signals are described in Section 4.2. The simulation shows
that the generalized error ( ) = ( ) − ( )e t y t y t1 m1 p contains the dead-
zone nonlinearity, while the tracking error ( ) = ( ) − ( )e t y t y t2 m1 m2
does not contain a dead-zone. The generalized error
( ) = ( ) − ( )e t e t e t3 1 2 is the information on the dead-zone. The am-
plitude of ( )e t3 is the depth of the dead-zone, and the phase of ( )e t3
is the moment the dead-zone takes effect. By minimizing ( )e t3
through the adaptive law, an adaptive feedforward signal ( )u t2 is
generated to compensate for the dead-zone. Fig. 19(d) shows that
the control signal ( )u t is a sine wave signal combined with a peak
( ( )u t2 ) in the opposite direction when the dead-zone takes effect.
Therefore, it can implement a rapid crossing through the dead-
zone, reducing the time in the dead-zone. The tracking result is
shown in Fig. 20.5. Experiments
Experiments were conducted to verify these two control
methods. The ultrasonic linear motor positioning system was
constructed. The experimental results of the two control algo-
rithms are presented here.
5.1. Introduction of the experimental setup
The experimental apparatus of the whole experimental setup is
depicted in Fig. 21(a). The 3PRR precision parallel mechanism
driven by three ultrasonic linear motors is shown in Fig. 21(b). The
mechanical part of the ultrasonic linear motor positioning system
consists of the base plate, motor stands, a linear slider and the
ultrasonic linear motor. The electronic part of the system com-
prises a linear encoder, limit switches, a motor drive unit, a PC and
the DS1104 control card.
The PI U-264 ultrasonic linear motor receives the ultrasonic
drive voltage from the PI C-872 motor drive unit. Then, it moves
with a speciﬁc velocity carrying the Renishaw Tonic linear encoder
(resolution 0.05 μm). The encoder can measure the actual
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Fig. 28. The experimental block diagram of the adaptive feedback and feedforward control.
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Fig. 29. Experimental results for adaptive control. (a) The sine wave tracking result (Sine wave amplitude 3 mm, frequency 0.05 Hz, γ¼0.5, γ1¼0.1). (b) The adaptive control
quantity ( ) = ( ) + ( )u t u t u t1 2 . (c) The contrast of ym1(t) and yp(t).
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Fig. 30. Experimental results for adaptive control. (a) The sine wave tracking result (Sine wave amplitude 1 mm, frequency 0.05 Hz, γ¼0.5, γ1¼0.1). (b) The adaptive control
quantity ( ) = ( ) + ( )u t u t u t1 2 . (c) The contrast of ym1(t) and yp(t).
Table 1
Comparison of the experiment results.
PID[28] FeedforwardþPID Adaptive
feedbackþ feedforward
Sine amplitude
(μm)
1000.0000 3000.0000 1000.0000
Average error
(μm)
16.4906 0.3623 3.2733
Maximum error
(μm)
19.6731 5.5305 6.9338
Relative error
(%)
1.9673 0.1844 0.6934
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sent to the incremental encoder interface of the DS1104 semi-
physical simulation card from DSPACE German (sample time
100 μs). The DS1104 receives the displacement signal and sends it
to the software interface in SIMULINK/MATLAB and the Control
Desk software, programmed using the C language. The control
command value is calculated through the speciﬁc algorithm, and
the command value will be converted to an analog voltage and
sent through the DAC interface (16 bits,10 VDC þ10 VDC) of
DS1104 to the motor drive unit. The motor drive will amplify and
convert the DC reference signal to the high-frequency (160 kHz),
high-amplitude (up to 200 V) AC drive voltage to the PZT inside
the motor case. Thus, the motor adjusts the displacement and
velocity in real time. The Omron photoelectric switches are used as
the limit switch. The ﬂowchart of positioning control experiments
is shown in Fig. 22.5.2. Constant feedforward with integral separation PID
The control block diagram of this algorithm has been built in
SIMULINK/MATLAB and the Control Desk software, as shown in
Fig. 23. After tuning, the parameters are selected as Kp¼25,
T1/ i¼80, Td¼0.001, ethreshold¼2.00 mm, Vcompensate¼1.2 V. The
sine wave amplitude is speciﬁed as 5.00 mm or 3.00 mm, and its
frequency is 2 rad/s. The sine wave tracking results are plotted in
Fig. 24 and 25.
Fig. 24(a) shows that the average value of the sine wave
tracking error reduces to 0.33 mm, and the average error is shown
in Fig. 25(a) to be 0.36 mm after compensation. The peak of the
error is less than 6.00 mm in most cases. Compared with the results
of Fig. 5, the maximal tracking error is 19.00 mm without com-
pensation. A good effect is obtained after compensation. However,
the peak value of the error in Fig. 24(a) is much larger than the
others near 10 s. This result demonstrates that this constant value
compensator is not very good for the time-varying system. It is
suitable for the system with relatively stable parameters and a
known dead-zone depth.
5.3. Adaptive feedback and feedforward
To achieve a good control effect, it is necessary to identify the
system on line before the positioning experiments because the sys-
tem is slowly time varying. The system identiﬁcation uses the FFRLS
method. The experimental identiﬁcation block diagram is shown in
Fig. 26. The identiﬁcation signal is an inverse M sequence.
Fig. 27 shows that the parameters have a fast convergence rate.
It requires approximately 2 s for the parameters to converge to a
12
Fig. 31. Comparison of the compensation effects of different algorithms.
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effect of the observation noise, each parameter is selected as its
average value in one of the identiﬁcation processes. The identiﬁ-
cation repeats 3 times, and the average value is used to determine
the system parameters. The result shows that the FFRLS method
has good repeatability. The three identiﬁcations are almost the
same. After obtaining average values of the six parameters, the
system model parameters are a1¼1.5848, a2¼0.8483,
a3¼0.2635, b0¼0.0318, b1¼0.0326, b2¼0.0043.
Eq. (15) is used for reference model 1 and reference model 2.
The experimental block diagram is built in SIMULINK/MATLAB and
the Control Desk software as shown in Fig. 28.
This algorithm is designed to suit the application of the 3PRR
positioning system as the object stage of the SEM. The frequency
and distance of the end-effector are limited in the SEM chamber.
The explanations are as follows:
) Frequency: In a micro-nano operation system, the SEM is the
observer, and the object stage is used to carry the sample. The
refresh rate of the SEM is low. It always takes several seconds to
refresh the image, so the performance requirement of the object
stage is accuracy instead of rapidity. The experimental fre-
quency of 0.05 Hz means the 3PRR positioning system can
achieve 0.1π rad/s angular velocity to run the circular trajectory
in the workspace, which is much faster than the refresh rate of
the SEM, so better control performance will be achieved in the
frequency range below 0.05 Hz.
) Distance: This 3PRR positioning system is designed in a
12.00 mm radius circle workspace, but the high-accuracy area
in the workspace is a 5.00 mm radius circle near the originpoint. The driving distance is usually not greater than 5.00 mm,
so the experiments in this manuscript correspond to the ap-
plication of the 3PRR positioning system. In addition, the image
magniﬁcation of the SEM is high. A long-distance motion will
carry the sample out of the ﬁeld of view. In practical use,
therefore, the actual driving distance is much smaller.
The experimental results are plotted in Fig. 29 and 30. These
curves match very well, so one can only distinguish them via the
zoom in plot or the error curves. The output curves of reference
model 1 are the basic tracking signals used for the adaptive
feedback control. The generalized error e1(t) is used to generate
the adaptive feedback signal u1(t), and the generalized error e2(t)
is used to generate the adaptive feedforward signal u2(t). Figs. 29
(c) and 30(c) show that the actual output can track the model
output. Figs. 29(a) and 30(a) show that combination with the
adaptive feedforward control value ( )u t2 can reduce the time in the
dead-zone, thus compensating for the ﬂat peak of the sine wave
trajectory tracking. The experimental adaptive control value ( )u t is
shown in Figs. 29(b) and 30(b), similar to the simulation result
shown in Fig. 19(d). It is a sine wave signal (basic tracking signal
( )u t1 ) combined with a peak (adaptive feedforward control value
( )u t2 ) in the opposite direction when the dead-zone takes effect.
Therefore, it can implement a rapid crossing through the dead-
zone to minimize the tracking errors. In Fig. 29, the maximal
tracking error is less than 10.00 μm, and the average error is
4.74 μm. In Fig. 30, the maximal tracking error is less than
7.00 μm, and the average error is 3.27 μm.
The innovation in this study is the combination of the adaptive
feedback and feedforward controller. This controller divided the
J.-S. Mo et al. / Robotics and Computer-Integrated Manufacturing 44 (2017) 156–173172control quantity into two parts, namely, the adaptive feedback part
generating the basic tracking signal ( )u t1 and the adaptive feed-
forward part generating the static friction compensation value
( )u t2 . The value ( )u t2 is the key control quantity for solving the ﬂat
peak phenomenon because it is the separated value of the static
friction. The amplitude of ( )u t2 is the compensated value of the
dead-zone, and the phase of ( )u t2 is the moment when the dead-
zone takes effect. Thus, ( )u t2 can compensate adaptively for the
dead-zone.
5.4. Comparison of experimental results
For comparison with the tracking errors of these different
control algorithms, the sine wave trajectory tracking errors are
listed in Table 1. Although the sine amplitudes are different, the
relative errors are shown to make them comparable. The experi-
mental results demonstrated that the effects of the investigated
two control methods are both better than the PID control. These
two control methods minimized the sine wave trajectory tracking
errors to values below 10.00 μm, and the relative errors to values
below 1%, while the errors of the PID control are almost 20.00 μm
[28] and the relative errors almost 2%. Comparison of the ﬁrst and
the second method shows that the second method has lower error
and higher sine amplitude, which proves that the second method
is much better than the ﬁrst method. The adaptive feedback and
feedforward control are slightly worse than the constant feedfor-
ward with the integral separation PID, which is because of the
reference model. Noise was introduced in the identiﬁcation model,
causing the parameters not to be very precise, and the model
structure was simpliﬁed by the frequency response test. Because
the structure and parameters of the reference model could not be
obtained precisely, errors occurred. Although the adaptive feed-
back and feedforward control are slightly worse than the constant
feedforward with the integral separation PID, they are much better
than the PID control. The adaptive feedback and feedforward
control shows adaptability to the changes in friction interface and
is more suitable for the slow-time-varying system.
Through the simulations and experiments, it can be observed
that the feedback control algorithm has difﬁculty compensating
effectively for the dead-zone, but in combination with the feed-
forward control, the control effect is much better. The constant
feedforward compensator is not novel but cited from reference [5].
This control algorithm is applied here for two purposes: one is to
illuminate the availability of static friction compensation, and the
other is to contrast the control effect between these two feedfor-
ward compensators. The innovation of this work is the design of a
type of adaptive feedforward compensator. The experimental re-
sults show that the constant compensator has good control per-
formance when the static friction is invariable and the dead-zone
depth has been measured. However, the static friction is usually
time varying and uncertain, so the adaptive compensator is more
suitable for the static friction compensation. The compensation
effect of these algorithms is summarized and shown in Fig. 31.6. Conclusions
This paper presents the modeling, identiﬁcation, simulation
and experiments on different algorithms to improve the trajectory
tracking accuracy of the 3PRR precision parallel mechanism joint
positioning control. The experimental results are compared with
different algorithms. The adaptive feedback and feedforward
controller adopted is more suitable for the ultrasonic linear motor
positioning control. The simulation and experimental results de-
monstrate that the adopted methods can exert satisfactory tra-
jectory tracking control.Acknowledgements
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