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SUMMARY 
The purpose o f t h i s r e s e a r c h i s t o i n v e s t i g a t e the u n d e r l y i n g 
a l g e b r a i c s t r u c t u r e s of c e r t a i n f i x e d - c h a r g e t r a n s p o r t a t i o n p r o b l e m s . 
Primary o b j e c t i v e s are t o de termine i n h e r e n t group t h e o r e t i c p r o p e r t i e s 
o f f i x e d - c h a r g e t r a n s p o r t a t i o n problems and t o s p e c i f y how t h e s e p r o p e r ­
t i e s may b e e x p l o i t e d a d v a n t a g e o u s l y . 
The group problem i s e s p e c i a l l y s t r u c t u r e d wi th p r e d i c t a b l e 
i n t e r r e l a t i o n s h i p s among the group v a r i a b l e s . I t i s shown t h a t t h e 
order o f the subgroups i s bounded by max{min(D_. , S ^ ) } V ( i , j ) where i s 
the demand a t d e s t i n a t i o n j and S_̂  i s the supp ly a v a i l a b l e a t s o u r c e i . 
When a f i x e d - c h a r g e t r a n s p o r t a t i o n problem i s s o l v e d as a l i n e a r p r o ­
gram, t h e number o f y . ( 0 - 1 ) v a r i a b l e s r e p r e s e n t e d i n t h e o p t i m a l LP 
b a s i s i s a l s o the d i m e n s i o n a l i t y o f t h e group problem c o n s t r a i n t . The 
components o f t h e group e lements are e x c l u s i v e l y members o f { 0 , 1 , - 1 } , 
bu t t h e group e lements correspond ing t o y^ a r e always n u l l . The i n t e r ­
r e l a t i o n s h i p s among t h e v a r i a b l e s w i l l not p e r m i t s t r i c t i n t e r p r e t a t i o n 
of t h e group t h e o r e t i c ( a s y m p t o t i c ) approach i n some i n s t a n c e s ; s p e ­
c i f i c a l l y , a d d i t i o n a l p r o c e d u r a l s t e p s may be r e q u i r e d t o produce a 
f e a s i b l e ( n o n n e g a t i v e ) s o l u t i o n . 
A group t h e o r e t i c s o l u t i o n procedure i s d e v i s e d which guarantees 
an o p t i m a l , f e a s i b l e s o l u t i o n t o t h e f i x e d - c h a r g e t r a n s p o r t a t i o n prob lem. 
The procedure b e g i n s by s o l v i n g t h e a s s o c i a t e d l i n e a r program, t h e r e b y 
e s t a b l i s h i n g an upper bound on the o b j e c t i v e o f the group problem and 
p r o v i d i n g i n f o r m a t i o n n e c e s s a r y f o r f o r m u l a t i o n o f the group problem. 
Upper bounds are e s t a b l i s h e d on each group v a r i a b l e , and enumerat ion 
p r o c e e d s by i n v e s t i g a t i n g c e r t a i n s u b s e t s o f the v a r i a b l e s . Bounding 
c o n t i n u e s as the s e a r c h p r o g r e s s e s through the s u b g r o u p s , and as a 
b e t t e r f e a s i b l e s o l u t i o n i s d i s c o v e r e d f o r t h e group p r o b l e m , f e a s i b i l ­





The purpose o f t h i s r e s e a r c h i s t o i n v e s t i g a t e the u n d e r l y i n g 
a l g e b r a i c s t r u c t u r e s o f c e r t a i n f i x e d - c h a r g e t r a n s p o r t a t i o n p r o b l e m s . 
I t i s hoped t h a t d e t a i l e d knowledge o f t h e s e s t r u c t u r e s w i l l e n a b l e one 
t o determine i n h e r e n t c h a r a c t e r i s t i c s and p r o p e r t i e s o f f i x e d - c h a r g e 
t r a n s p o r t a t i o n problems t h a t can be e x p l o i t e d in s o l u t i o n procedures and 
t h a t may p r o v i d e a more s o l i d b a s i s f o r choos ing among a l g o r i t h m s . (We 
w i l l sometimes r e f e r t o the f i x e d - c h a r g e t r a n s p o r t a t i o n problem as t h e 
FCTP.) 
O b j e c t i v e s 
The pr imary o b j e c t i v e s o f t h i s r e s e a r c h are t o de termine i n h e r e n t 
group t h e o r e t i c p r o p e r t i e s o f f i x e d - c h a r g e t r a n s p o r t a t i o n problems and 
t o s p e c i f y how t h e s e p r o p e r t i e s may b e e x p l o i t e d a d v a n t a g e o u s l y i n 
r e s p e c t t o a l g o r i t h m i c s o l u t i o n p r o c e d u r e s . A secondary o b j e c t i v e i s t o 
g a i n e x p e r i e n c e i n t h e a p p l i c a t i o n o f group t h e o r y t o l i n e a r d e c i s i o n 
m o d e l s . F o r t u n a t e l y , t h i s secondary o b j e c t i v e i s s a t i s f i e d as a n a t u r a l 
consequence o f a c t i v i t i e s d i r e c t e d toward t h e pr imary o b j e c t i v e s . 
Formulat ion o f t h e Problems 
The problem i n v e s t i g a t e d i n t h i s d i s s e r t a t i o n i s a s p e c i a l case 
o f t h e m i x e d - i n t e g e r l i n e a r programming prob lem. Hadley [ 4 0 ] demonstrates 
2 
how t o conver t t h e f i x e d - c h a r g e problem t o an i n t e g e r programming p r o b ­
lem. The r e l a t i o n s h i p s among the f i x e d - c h a r g e t r a n s p o r t a t i o n problem 
and o t h e r f i x e d - c h a r g e d problems are d i s c u s s e d by E l l w e i n [ 2 5 ] , 
The mixed integer problem has t h e f o l l o w i n g form: 
Minimize c.^x + c 2 y 
( P l ) s u b j e c t t o AjX + A 2 y > b 
x > 0 , y £ 0 and i n t e g e r 
where b are g i v e n v e c t o r s and A ^ 9 A^ g iven m a t r i c e s o f a p p r o p r i ­
a t e d i m e n s i o n . E f f i c i e n t a l g o r i t h m s are y e t t o be d e v e l o p e d f o r h a n d l i n g 
l a r g e mixed i n t e g e r p r o b l e m s . In o r d e r t o s o l v e l a r g e f i x e d - c h a r g e p r o b ­
lems and o t h e r s p e c i a l c l a s s e s o f p r o b l e m s , t h e s t r u c t u r e o f t h e s p e c i f i c 
problem at hand must be e x p l o i t e d . T h u s , we are m o t i v a t e d t o focus on 
t h e f o l l o w i n g p r o b l e m s . 
The linear fixed-charge problem [ 4 2 , 6 5 , 6 6 ] may b e s t a t e d as f o l ­
lows : 
Minimize cx + f y 
( P 2 ) s u b j e c t t o Dx £ b 
- I x + My > 0 
Cy £ e 
x > 0 , y = 0 o r l , 
3 
where I i s t h e i d e n t i t y and M a d i a g o n a l m a t r i x o f upper bounds m_. on 
t h e v a l u e s x . . , t h e components o f x . The c o n s t r a i n t Cy £ e r e p r e s e n t s a 
l i m i t a t i o n on t h e number o f r e s o u r c e s ( e . g . , p l a n t s , m a c h i n e s ) . Th i s 
problem e x i s t s when a f i x e d charge i s i n c u r r e d f o r u s i n g an a c t i v i t y a t 
a l l : t h a t i s , t h e c o s t f o r u s i n g a c t i v i t y x . i s e x . + f. i f x . > 0 and 
3 3 3 3 3 
i s z e r o i f x . = 0 . 
3 
The fixed-charge transportation problem (FCTP) [ 4 , 5 1 , 5 6 , 6 4 ] i s a 
p a r t i c u l a r t y p e o f l i n e a r f i x e d - c h a r g e prob lem. In t h i s c a s e , we have 
a t r a n s p o r t a t i o n problem i n which a f i x e d charge a r i s e s f o r every r o u t e 
used . Thus , we have problem ( P 2 ) where Dx £ b are taken t o b e t h e 
o r d i n a r y t r a n s p o r t a t i o n problem c o n s t r a i n t s and Cy ^ e i s v o i d : Minimize H e . . x . . + ) ) f . . y . . 
h u. ii in h u. ii ii 13 13 
( P 3 ) s u b j e c t t o [ x . . > D , V j 
l I x . . < S. , V i .13 1 3 
x . . - m . . y . . < 0 , V ( i , j ) 
13 13 13 
x . . * 0 , V ( i , j ) 
v . . = 0 o r 1 , V ( i , j ) 
13 
where D_. i s t h e demand a t d e s t i n a t i o n j , i s t h e s u p p l y a v a i l a b l e a t 
s o u r c e i , i s t h e c a p a c i t y o f r o u t e ( i , j ) , j = l , . . . , n , and 
i = l , . . . , m . 
4 
Importance o f t h e Problem 
F i x e d - c h a r g e problems occur w i d e l y i n b u s i n e s s and i n d u s t r y ; y e t , 
o n l y r e c e n t l y have r e a s o n a b l y e f f e c t i v e s o l u t i o n methods been deve loped 
[ 1 9 , 2 0 , 2 2 , 2 5 , 3 7 , 4 9 ] t o s o l v e , o f t e n s u b o p t i m a l l y , t h e s e p r o b l e m s . The 
emphasis t o da te has been on d e v e l o p i n g b e t t e r i m p l i c i t enumerat ion 
approaches f o r problems wi th f i x e d - c h a r g e s . These approaches are c l o s e l y 
t i e d t o computing machinery and can be e v a l u a t e d o n l y by t h e e f f i c i e n c y 
o f i t s a p p l i c a t i o n t o n u m e r i c a l problems o f s i g n i f i c a n c e [ 8 ] . U n f o r t u ­
n a t e l y , r e s e a r c h and development a l o n g t h e l i n e s o f i m p l i c i t enumerat ion 
has r e v e a l e d e i t h e r l i t t l e or n o t h i n g about t h e structures o f t h e p r o b ­
lems . 
Problems o f p u b l i c f a c i l i t y l o c a t i o n ( e . g . , h o s p i t a l s , c l i n i c s , 
s c h o o l s ) , p r i v a t e f a c i l i t y l o c a t i o n ( e . g . , p l a n t s , w a r e h o u s e s , b a n k s , 
r e t a i l o u t l e t s ) , r o u t i n g w i t h f i x e d - c h a r g e s a t t a c h e d t o t h e opening o f 
r o u t e s , p r o d u c t - m i x , and o t h e r a c t i v i t i e s t h a t i n c u r s e t - u p o r expans ion 
c o s t s are p l e n t i f u l . Much work remains b e f o r e e f f e c t i v e , e f f i c i e n t 
o p t i m i z a t i o n methods can b e d e v e l o p e d and a p p l i e d t o t h e s e v a r i o u s 
f i x e d - c h a r g e p r o b l e m s . 
As S p i e l b e r g [ 6 4 ] has s a i d o f t h e FCTP ( P 3 ) : "While t h e s t a t e ­
ment o f t h e problem i s s i m p l e , i t s p r a c t i c a l s o l u t i o n i s known t o o f f e r 
g r e a t d i f f i c u l t i e s . " 
Scope and L i m i t a t i o n s 
The r e s e a r c h r e p o r t e d h e r e i n c o n s i d e r s t h e group s t r u c t u r e o f t h e 
f i x e d - c h a r g e t r a n s p o r t a t i o n problem (FCTP) . 
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L i n e a r i t y i s assumed throughout t h i s i n v e s t i g a t i o n e x c e p t f o r t h e 
obv ious n o n - l i n e a r i t i e s c r e a t e d by t h e f i x e d c h a r g e s . I t i s a l s o 
assumed t h a t a l l parameter and c o e f f i c i e n t v a l u e s are known w i t h c e r ­
t a i n t y . 
Recommendations are made f o r subsequent r e s e a r c h b a s e d on t h e s e 
f i n d i n g s . 
O r g a n i z a t i o n 
Chapter I I p r e s e n t s a g e n e r a l survey o f l i t e r a t u r e p e r t i n e n t t o 
the f i x e d - c h a r g e t r a n s p o r t a t i o n problem and h i g h l i g h t s s e v e r a l important 
w o r k s . 
Chapter I I I d i s c u s s e s t h e b a s i c concepts o f group t h e o r e t i c i n t e ­
g e r programming used in t h e r e s e a r c h . 
Chapter IV p r e s e n t s an a n a l y s i s o f t h e group s t r u c t u r e o f t h e 
f i x e d - c h a r g e t r a n s p o r t a t i o n p r o b l e m , deve lops s e v e r a l theorems b a s e d on 
t h e group s t r u c t u r e , and a p p l i e s t h e s e theorems i n a group t h e o r e t i c 
s o l u t i o n p r o c e d u r e . 
Chapter V conc ludes the r e s e a r c h w i t h a summary o f t h e r e s u l t s 
and recommendations f o r f u r t h e r r e s e a r c h . 
A summary o f t h e fundamentals o f group t h e o r y i s p r e s e n t e d i n 
Appendix A . The remain ing appendices r e p o r t e x p e r i m e n t a l r e s u l t s . 
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CHAPTER I I 
THE FIXED-CHARGE TRANSPORTATION PROBLEM 
I n t r o d u c t i o n 
The f i x e d - c h a r g e t r a n s p o r t a t i o n problem ( P 3 ) i s a f r e q u e n t l y 
o c c u r r i n g s p e c i a l t y p e o f f i x e d - c h a r g e problem t h a t may p e r t a i n i n 
v a r i o u s s e t t i n g s . The l i t e r a t u r e d e a l i n g d i r e c t l y w i th t h e FCTP i s 
r e l a t i v e l y l i m i t e d ; however , a much w i d e r range o f p u b l i c a t i o n s has been 
produced on t h e more g e n e r a l f i x e d - c h a r g e problem ( P 2 ) . To deve lop a 
p e r s p e c t i v e o f t h e problem domain, l e t us b r i e f l y d i s c u s s t h e g e n e r a l 
f i x e d - c h a r g e p r o b l e m , and then focus on the f i x e d - c h a r g e t r a n s p o r t a t i o n 
p r o b l e m . 
F ixed-Charge Problems 
H i r s c h and D a n t z i g p r e s e n t e d a fundamental e x p o s i t i o n o f t h e 
f i x e d - c h a r g e problem i n a Rand paper i n 1 9 5 4 ; t h i s d e f i n i t i v e work was 
r e p u b l i s h e d as [ 4 2 ] i n 196 8 . One o f t h e prominent r e s u l t s r e p o r t e d by 
H i r s c h and D a n t z i g i s t h a t t h e f i x e d - c h a r g e o b j e c t i v e f u n c t i o n i s con­
cave and t h a t t h e m i n i m i z a t i o n o f a concave f u n c t i o n a l , d e f i n e d o v e r a 
convex p o l y h e d r o n , t a k e s on i t s minimum a t an extreme p o i n t . T h u s , a l l 
o f t h e methods d e v e l o p e d t o s o l v e ( P 2 ) are s o - c a l l e d extreme p o i n t 
methods . 
Hadley [ 4 0 ] i n d i c a t e d i n 1 9 6 4 how t h e f i x e d - c h a r g e problem ( P 2 ) 
can be w r i t t e n as a m i x e d - i n t e g e r program ( P l ) . The i m p l i c a t i o n was 
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t h a t any m i x e d - i n t e g e r a l g o r i t h m c o u l d be used t o s o l v e the problem 
e x a c t l y . U n f o r t u n a t e l y , a v a i l a b l e mixed i n t e g e r a l g o r i t h m s are compu­
t a t i o n a l l y f e a s i b l e on ly f o r s m a l l p r o b l e m s . H a d l e y ' s f o r m u l a t i o n was 
f o l l o w e d by a s e r i e s o f a t t empts by o t h e r r e s e a r c h e r s t o o b t a i n e x a c t 
s o l u t i o n s t o t h e f i x e d - c h a r g e problem. Most n o t a b l e among t h e s e 
a c t i v i t i e s are t h e works o f Gray [ 3 7 ] , S t e i n b e r g [ 6 5 , 6 6 ] , Murty [ 5 5 ] , 
and Jones and So land [ 4 9 ] . 
Gray [ 3 7 ] deve loped a decompos i t i on a l g o r i t h m s i m i l a r t o Benders ' 
a l g o r i t h m . There are two major d i f f e r e n c e s between G r a y ' s method and 
B e n d e r s ' method: 
1 . The Benders a l g o r i t h m r e q u i r e s the s o l u t i o n o f a s e r i e s o f 
i n t e g e r programs whereas G r a y ' s a l g o r i t h m i n v o l v e s o n l y one i n t e g e r 
program. 
2 . The Benders a l g o r i t h m , b e i n g a g e n e r a l a l g o r i t h m , does not 
make use o f t h e s p e c i f i c s t r u c t u r e o f t h e problem. G r a y ' s a l g o r i t h m 
makes use o f t h e r e l a t i o n s o f t h e i n t e g e r and cont inuous v a r i a b l e s . 
Gray r e p o r t s t h a t h i s method r e q u i r e s an average o f 1 6 minutes t o s o l v e 
a 5 x 7 f i x e d - c h a r g e t r a n s p o r t a t i o n problem and as much as 2 2 minutes t o 
s o l v e a 3 0 - s i t e warehouse l o c a t i o n problem. 
S t e i n b e r g [ 6 5 , 6 6 ] p r e s e n t s a branch and bound a l g o r i t h m and com­
pares t h e a l g o r i t h m ' s c o m p u t a t i o n a l speed wi th t h a t o f s e v e r a l h e u r i s t i c 
a l g o r i t h m s . The h e u r i s t i c s , which a lmos t a lways p r o v i d e very g o o d , i f 
no t o p t i m a l , s o l u t i o n s , a r e s e v e r a l o r d e r s o f magnitude f a s t e r than 
S t e i n b e r g ' s method which r e q u i r e s as much as 4 7 minutes on an IBM 
3 6 0 / 5 0 t o s o l v e a 1 5 x 3 0 prob lem. 
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Murty [ 5 5 ] uses t h e r e s u l t o f H i r s c h and D a n t z i g [ 4 2 ] ; i . e . , t h a t 
the minimum o f t h e f i x e d - c h a r g e problem w i l l occur a t an extreme p o i n t 
o f t h e c o n s t r a i n t s e t . He p r e s e n t s an a l g o r i t h m f o r f i n d i n g t h e a d j a c e n t 
extreme p o i n t s and f o r s e a r c h i n g s y s t e m a t i c a l l y among t h e s e extreme 
p o i n t s f o r t h e minimum t o t a l c o s t . Computat iona l r e s u l t s a r e r e p o r t e d 
f o r M u r t y ' s a l g o r i t h m by Gray [ 3 8 ] , 
Jones and So land [ 4 9 ] r e p o r t a branch and bound a l g o r i t h m f o r t h e 
f i x e d - c h a r g e problem w i t h p i e c e w i s e l i n e a r c o s t s . E s s e n t i a l l y t h i s i s 
t h e problem o f i n c u r r i n g f i x e d - c h a r g e s a t s e v e r a l stages o r l e v e l s o f 
p r o d u c t i o n . The a d d i t i o n a l f i x e d charges occur f o r such t h i n g s as p l a n t 
e x p a n s i o n . Jones and So land i n d i c a t e r e a s o n a b l y f a v o r a b l e c o m p u t a t i o n a l 
e x p e r i e n c e w i t h t h e i r method. 
A c o n s i d e r a b l e amount o f e f f o r t has been devoted t o d e v e l o p i n g 
c o m p u t a t i o n a l schemes t o g e n e r a t e g o o d , i f not o p t i m a l , s o l u t i o n s t o 
f i x e d - c h a r g e p r o b l e m s . Cooper and Drebes [ 1 9 ] , Cooper and Olson [ 2 0 ] , 
S t e i n b e r g [ 6 5 ] , Walker [ 6 9 ] , and D e n z l e r [ 2 2 ] a l l r e p o r t good computa­
t i o n a l r e s u l t s w i t h t h e i r approximate s o l u t i o n methods . 
Cooper and Drebes* [ 1 9 ] approximate method uses a d j a c e n t extreme 
p o i n t methodo logy . T h e i r c o m p u t a t i o n a l e x p e r i e n c e i n d i c a t e s t h a t t h e 
method w i l l y i e l d t h e o p t i m a l s o l u t i o n a h igh p e r c e n t a g e o f t h e t ime 
and , when no t o p t i m a l , i t p r o v i d e s a good a p p r o x i m a t i o n . There are two 
p a r t i c u l a r l y i n t e r e s t i n g f e a t u r e s o f t h e Cooper-Drebes method: 
1 . O b j e c t i v e f u n c t i o n c o s t s are r e c a l c u l a t e d a t c e r t a i n s t a g e s 
i n t h e i r a l g o r i t h m as 
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f . 
c . = c . + —2-, x . > 0 . 
2 . At c e r t a i n t imes in the c a l c u l a t i o n , a v e c t o r i s chosen t o 
e n t e r t h e b a s i s w i t h t h e l e a s t f i x e d charge o f t h e n o n - b a s i c v a r i a b l e s . 
At o t h e r t i m e s , a v e c t o r i s chosen t o l e a v e wi th t h e h i g h e s t f i x e d charge 
i n t h e b a s i c s e t and a v e c t o r then e n t e r s a c c o r d i n g t o s i m p l e x r u l e s . 
Cooper and Olson [ 2 0 ] b u i l d on the work o f Cooper and Drebes i n 
an a t t empt t o improve the approximate methods u s i n g b a s i c p e r t u r b a t i o n 
t e c h n i q u e s . The Cooper -Ol son p e r t u r b a t i o n approach i s s i g n i f i c a n t l y 
more e f f e c t i v e than t h e e a r l i e r h e u r i s t i c s o f Cooper and Drebes a c c o r d ­
ing t o t h e c o m p u t a t i o n a l e x p e r i e n c e r e p o r t e d i n [ 2 0 ] . The same t e s t 
problems are used i n b o t h [ 1 9 ] and [ 2 0 ] . 
S t e i n b e r g [ 6 5 ] and Walker [ 6 9 ] b o t h use t h e l i n e a r programming 
c r i t e r i o n f o r a v e c t o r t o e n t e r t h e b a s i s . W a l k e r ' s c o m p u t a t i o n a l 
e x p e r i e n c e i s e s p e c i a l l y e n c o u r a g i n g . Cooper and Drebes [ 1 9 ] randomly 
g e n e r a t e d 290 - ( 5 x 1 0 ) f i x e d charge problems t o t e s t t h e i r method. 
S t e i n b e r g p r e s e n t s t h e s e problems and t h e i r s o l u t i o n s i n h i s t h e s i s 
[ 6 5 ] . Walker and S t e i n b e r g b o t h use t h e Cooper—Drebes problems t o t e s t 
t h e i r a l g o r i t h m s ( a s d i d Cooper and O l s o n ) , and i t i s on t h e b a s i s o f 
e x p e r i e n c e w i t h t h i s commonly-used problem s e t t h a t W a l k e r ' s methods 
may be judged s u p e r i o r . In f a c t , W a l k e r ' s method determined t h e o p t i m a l 
s o l u t i o n t o a l l t e s t problems i n r e l a t i v e l y fewer i t e r a t i o n s than t h e 
o t h e r approximate methods . Walker p r e s e n t s a counter -example f o r h i s 
methods . 
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The F ixed-Charge T r a n s p o r t a t i o n Problem 
S i n c e t h e f i x e d - c h a r g e t r a n s p o r t a t i o n problem i s a p a r t i c u l a r 
case o f the g e n e r a l f i x e d - c h a r g e p r o b l e m , the approaches d i s c u s s e d above 
apply t o t h e FCTP. A d d i t i o n a l l y , Kuhn and Baumol [ 5 1 ] , B a l i n s k i [ 4 ] , 
S p i e l b e r g [ 6 4 ] , Dwyer [ 2 4 ] , and Robers and Cooper [ 5 6 ] have s p e c i f i c a l l y 
i n v e s t i g a t e d t h e FCTP. Kuhn and Baumol [ 5 1 ] d e a l w i t h t h e FCTP i n 
terms o f t h e Navy ' s p e r i o d i c r e d i s t r i b u t i o n o f i n v e n t o r i e s f o r o v e r 
7 , 0 0 0 d i f f e r e n t s t o c k i t e m s . They p r e s e n t a c o m p u t a t i o n a l l y s i m p l e 
" f o r c e d degeneracy" method t h a t makes s m a l l ad jus tments i n t h e r i g h t -
hand s i d e o f ( P 3 ) . U n f o r t u n a t e l y , t h e t e s t problem r e s u l t s r e p o r t e d by 
Kuhn and Baumol i n d i c a t e t h a t t h e i r method may produce a t e r m i n a l 
o b j e c t i v e f u n c t i o n v a l u e t h a t i s as much as 29 p e r cent g r e a t e r than 
t h e t r u e minimum. 
B a l i n s k i [ 4 ] r e p l a c e s t h e n o n - l i n e a r f i x e d - c h a r g e o b j e c t i v e f u n c ­
t i o n w i t h an approx imate l i n e a r o b j e c t i v e f u n c t i o n , and s o l v e s t h e r e ­
s u l t i n g problem u s i n g t h e s t a n d a r d t r a n s p o r t a t i o n a l g o r i t h m . He a l s o 
f i n d s bounds on t h e o p t i m a l e x a c t s o l u t i o n . Robers and Cooper [ 5 6 ] 
r e f i n e B a l i n s k i ' s method and produce s i g n i f i c a n t l y more a c c u r a t e s o l u ­
t i o n s on t e s t problems r e p o r t e d i n [ 5 6 ] ; i n f a c t , the Robers -Cooper 
method y i e l d e d o p t i m a l s o l u t i o n s f o r n e a r l y a l l problems t e s t e d . 
S p i e l b e r g [ 6 4 ] a p p l i e s B e n d e r s ' p a r t i t i o n i n g procedure t o t h e 
f i x e d - c h a r g e t r a n s p o r t a t i o n problem t o o b t a i n an e x a c t s o l u t i o n . He 
r e p o r t s t h a t h i s method, which employs t h e s t o p p e d s i m p l e x method and 
a branch and bound scheme, i s e f f e c t i v e f o r problems w i t h l e s s than 150 
f i x e d c h a r g e s ; however , f o r l a r g e problems c o m p u t a t i o n a l r e s u l t s are 
d i s c o u r a g i n g . 
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Dwyer [ 2 4 ] a p p l i e s h i s method o f c o m p l e t e l y reduced m a t r i c e s t o 
t h e FCTP. He p r e s e n t s e x a c t and approximate methods f o r f i n d i n g t h e 
most degenerate s o l u t i o n f o r t h e case o f e q u a l f i x e d charges which a r e 
l a r g e compared t o v a r i a b l e c o s t s ; t h i s most d e g e n e r a t e s o l u t i o n i s shown 
t o b e o p t i m a l . Dwyer a l s o d i s c u s s e s approximate s o l u t i o n s f o r t h e case 
o f unequal f i x e d c h a r g e s . 
We b r i e f l y i n v e s t i g a t e the work o f B a l i n s k i [ 4 ] , Robers and 
Cooper [ 5 6 ] , Gray [ 3 7 ] , and Murty [ 5 5 ] p e r t i n e n t t o t h e FCTP i n t h e f o l ­
lowing s e c t i o n s . 
B a l i n s k i ' s Approx imat ion Method 
B a l i n s k i [ 4 ] p r e s e n t s an approx imat ion p r o c e d u r e f o r t h e f i x e d -
charge t r a n s p o r t a t i o n problem b a s e d on t h e f o l l o w i n g t h e o r e m s . 
Theorem 2 . 1 . Le t ( P 3 ) b e t h e program ( P 3 ) w i t h i n t e g e r c o n ­
s t r a i n t s i g n o r e d . { x . . , y . . } i s a s o l u t i o n t o ( P 3 ) on ly i f x . . = m . . y . . . 
i] i] 13 i] i] 
The p r o o f o f Theorem 2 . 1 as o f f e r e d by B a l i n s k i p r o c e e d s as f o l ­
l ows : C o n s i d e r ( P 3 ) . I f y . . = 0 then x . . = 0 , and thus x . . = m . . y . . . 
13 i: i: 1:1: 
O t h e r w i s e , suppose y . . > 0 and x . . < m . . y . . . Then y . . can b e d e c r e a s e d ^r 13 13 13 13 13 
w i t h o u t v i o l a t i n g t h e c o n s t r a i n t s o f ( P 3 ) b u t wi th a d e c r e a s e i n t h e 
v a l u e o f t h e o b j e c t i v e f u n c t i o n . Thus x . . = m. . y . . f o r any s o l u t i o n 
13 13 13 
x . . , y . . t o ( P 3 ) . 13 13 
Theorem 2 . 2 . There e x i s t s o l u t i o n s { x ? . , y ? . } t o ( P 3 ) such t h a t 13 13 
t h e x ? . a r e i n t e g e r s . 
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T h i s theorem f o l l o w s from t h e unimodular p r o p e r t y o f t h e s u b -
m a t r i x o f c o n s t r a i n t c o e f f i c i e n t s c o r r e s p o n d i n g t o t h e column v e c t o r s 
a s s o c i a t e d w i t h t h e x . . . V ( i . j ) . 
The approx imat ion procedure i s a sequence o f t h r e e b a s i c s t e p s 
Step 1. Given ( P 3 ) d e r i v e a problem ( P 3 * ) by l e t t i n g 
cl. = c . . t — T 
' i j i j m i n ( D . , S . ) 
] l 
Minimize X / r , o A X = ) ) c! , x . . 
(P3") h h in in 
( P 3 * ) s u b j e c t t o I x . . < S . , Vi 
j 1 = 1 1 
y x . . > D . , Vj 
x . . > 0 
1 : 
Step 2. F ind an i n t e g e r s o l u t i o n ^ x | j ^ "to ( P 3 # ) and i t s v a l u e 
Apg,,. by u s i n g some t r a n s p o r t a t i o n problem a l g o r i t h m . 
Step 3. Determine a f e a s i b l e s o l u t i o n ^ x * j » y £ j ^ ^ ° by l e t ­
t i n g 
x 5 ? . = y * . = 0 i f x ! . = 0 , 
and 
x * . = x! . and y * . = 1 i f x ! . > 0 
1 : 1 : 
Denote t h e v a l u e o f t h e o b j e c t i v e f u n c t i o n i n (P3) i n t h i s c a s e 
by X ( x * , y * ) . 
1 3 
B a l i n s k i shows t h a t ^ s a l ° w e r bound on t h e o p t i m a l v a l u e 
f o r ( P 3 ) ; A ( x A , y s ' { ) i s an upper bound on t h e o p t i m a l v a l u e f o r ( P 3 ) . 
Robers and Cooper [ 5 6 ] make two r e l e v a n t o b s e r v a t i o n s about 
B a l i n s k i ' s method. F i r s t , i t would seem t h a t t h e approx imat ion s h o u l d 
be more a c c u r a t e when t h e r e are many more d e s t i n a t i o n s than s o u r c e s . 
Second, i t seems t h a t t h e approx imat ion s h o u l d become more a c c u r a t e as 
t h e f i x e d charges become s m a l l e r . 
To e v a l u a t e B a l i n s k i ' s method , Robers and Cooper used t h r e e s t a ­
t i s t i c s : t h e l o c a t i o n i n d e x , the e r r o r p e r c e n t a g e , and t h e i n t e r v a l 
width p e r c e n t a g e . Where t h e e x a c t o p t i m a l s o l u t i o n v a l u e f o r ( P 3 ) i s 
denoted by Z * 9 t h e t h r e e s t a t i s t i c s o f Robers and Cooper are d e f i n e d as 
f o l l o w s : 
1 . The l o c a t i o n i n d e x ( L . I . ) 
L . I . = ( Z * - A p 3 * ) / ( A ( x * , y * ) - A P 3 J 
L . I . measures where Z * f a l l s i n t h e i n t e r v a l [ A _ o A S A ( x * , y * ) ] . 
2 . The e r r o r p e r c e n t a g e ( E . P . ) 
E . P . = 1 0 0 ( A ( x * , y * ) - Z * ) / Z * 
3 . The i n t e r v a l width p e r c e n t a g e ( I . W . P . ) 
I . W . P . = 1 0 0 ( A ( x * , y * ) - A P 3 J / Z * 
T h i s s t a t i s t i c measures t h e width o f t h e i n t e r v a l 
[ A ( x * , y * ) , A p 3 j V ] . 
The r e s u l t s o f t h e e v a l u a t i o n o f B a l i n s k i ' s method by Robers and 
Cooper are summarized i n t h e remain ing paragraphs o f t h i s s e c t i o n . 
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The lower bound X^ ^ i s g e n e r a l l y w e l l be low t h e v a l u e Z * o f t h e 
t r u e s o l u t i o n . 
A l l t h r e e s t a t i s t i c s t e n d t o i n c r e a s e as f i x e d charges are made 
l a r g e r . 
The e r r o r p e r c e n t a g e and i n t e r v a l width p e r c e n t a g e b o t h t e n d t o 
i n c r e a s e as t h e problem s i z e i n c r e a s e s ; f o r t u n a t e l y , t h e s t a t i s t i c s do 
not i n c r e a s e very r a p i d l y as t h e problem s i z e i n c r e a s e s . 
The approx imat ion tends t o improve as t h e r a t i o o f t h e number o f 
d e s t i n a t i o n s t o t h e number o f s o u r c e s i n c r e a s e s . T h i s i s t r u e r e g a r d ­
l e s s o f t h e magnitude o f t h e f i x e d c h a r g e s . 
Robers and Cooper Approx imat ion Method 
Robers and Cooper [ 5 6 ] e x t e n d t h e method o f B a l i n s k i by s e a r c h i n g 
a d j a c e n t extreme p o i n t s o f t h e convex s e t o f f e a s i b l e s o l u t i o n s t o ( P 3 ) 
b e g i n n i n g w i t h t h e s o l u t i o n produced by B a l i n s k i ' s method. T h i s p r o c e ­
dure i s b a s e d on a theorem by B a l i n s k i w h i c h , i n t u r n , i s a s p e c i a l 
case o f a theorem due t o H i r s c h and D a n t z i g [ 4 2 ] . The theorem s t a t e d 
by B a l i n s k i i s now g i v e n . 
Theorem 2 . 3 . Any s o l u t i o n { x ? . , y ? . } t o ( P 3 ) i s a v e r t e x o f t h e 
p o l y h e d r a l convex c o n s t r a i n t s e t o f ( P 3 ) ( the program ( P 3 ) w i th i n t e g e r 
c o n s t r a i n t s i g n o r e d ) . 
The method o f Robers and Cooper may be summarized as t h e f o l l o w ­
i n g s t e p - w i s e p r o c e d u r e . 
Step 1, F ind t h e s o l u t i o n { x | j } by B a l i n s k i ' s approx imat ion 
method. C a l l t h i s the c u r r e n t s o l u t i o n . 
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Step 2. C a l c u l a t e a l l o f t h e z . . - c . . f o r t h e c u r r e n t s o l u t i o n . 
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Step 3. C o n s i d e r i n d i v i d u a l l y t h e v a r i a b l e s no t p r e s e n t l y i n 
t h e b a s i s and f i n d t h e change i n c o s t i f each i s a l l o w e d t o become pos­
i t i v e . T h i s i s a c c o m p l i s h e d as f o l l o w s : 
a . Determine t h e b a s i c l o o p i n v o l v i n g each n o n - b a s i c v a r i a b l e 
x ' . 
s t 
b . Find the s m a l l e s t e l ement x ' i n t h e l o o p which d e c r e a s e s 
uv 
as x ' i n c r e a s e s . I f more than one v e c t o r s a t i s f i e s t h i s 
s t 
c o n d i t i o n , go t o e . 
c . Compute 
A . = - ( z - c . )x* - f + f . 
s t s t s t uv uv s t 
where A ^ i s t h e i n c r e a s e ( d e c r e a s e i f n e g a t i v e ) i n t h e 
s t 
v a l u e o f t h e o b j e c t i v e f u n c t i o n which would r e s u l t i f x ' 
uv 
were r e p l a c e d by X g ^ ' 
d . Determine 
A . = min{A > 
mm s t 
o v e r a l l A c a l c u l a t e d f o r t h e n o n - b a s i c v a r i a b l e s . I f 
S "C 
A . < 0 . t h e v a r i a b l e x . which y i e l d e d A . i s a l l o w e d t o 
mm s t J min 
e n t e r t h e b a s i s t o produce a new c u r r e n t s o l u t i o n which we 
a g a i n denote { x ! . } : r e t u r n t o 2. I f A . £ 0 , t e r m i n a t e 
& i j mm 
w i t h t h e c u r r e n t s o l u t i o n { x l . } b e i n g t h e b e s t s o l u t i o n 
a v a i l a b l e by means o f t h i s a l g o r i t h m . 
e . I f a t i e e x i s t s among k v a r i a b l e s (which we c a n , f o r con­
v e n i e n c e , denote by x ' , x ' , . . . ) we would compute 
' P«l u v ' ^ 
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A = - ( z - c J x ' - f - f - . . . + f ^ 
s t s t s t uv pq uv s t 
where we s u b t r a c t t h e k f i x e d c o s t s a s s o c i a t e d wi th t h e 
k b a s i c v a r i a b l e s which are t i e d . Go t o d . 
Computa t iona l e x p e r i e n c e r e p o r t e d by Robers and Cooper i s 
encourag ing f o r two r e a s o n s . F i r s t , a l l b u t two o f t h e 280 e x p e r i m e n t a l 
problems d e s i g n e d by Robers and Cooper were o p t i m i z e d by t h e i r method; 
s e c o n d , t h e i r e x p e r i e n c e seems t o i n d i c a t e t h a t f i x e d - c h a r g e t r a n s p o r ­
t a t i o n problems are w e l l behaved a t l e a s t i n t h e ne ighborhood o f t h e 
o p t i m a l s o l u t i o n . 
A c c o r d i n g t o Robers and Cooper t h e average computat ion t i m e f o r 
t h e 280 e x p e r i m e n t a l problems was one minute per problem on t h e IBM 
7 0 7 2 . These 280 problems were o f t h e f o l l o w i n g s i z e s : 
Number o f Sources 14 8 6 
LO 
Number o f D e s t i n a t i o n s 14 24 30 35 
Number o f Problems S o l v e d 40 160 40 40 
Number o f Opt imal S o l u t i o n s 39 160 40 39 
I t i s i n t e r e s t i n g t h a t , w h i l e Robers and Cooper had s o l v e d 1 1 
2 8 x 2 8 problems and 5 4 8 x 4 8 problems by B a l i n s k i ' s method , t h e y i n d i c a t e 
they d i d no t s o l v e t h e l a r g e r problems by t h e i r method "because t h e 
computat ion t i m e would have been e x c e s s i v e . " 
G r a y ' s E x a c t S o l u t i o n Method 
Gray [ 3 7 ] p r e s e n t s an a l g o r i t h m t h a t s e a r c h e s s y s t e m a t i c a l l y 
among t h e extreme p o i n t s d e f i n e d by t h e f i x e d charges and i t e r a t i v e l y 
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d e c r e a s e s t h e maximum a l l o w a b l e f i x e d c o s t . G r a y ' s a l g o r i t h m may be 
summarized as f o l l o w s : 
Step 1. S o l v e problem ( P 3 ) by B a l i n s k i ' s approx imat ion method t o 
de termine A(x* ,y 5 '* ) , t h e upper bound on t h e s o l u t i o n va lue as d e f i n e d 
e a r l i e r . S o l v e t h e a s s o c i a t e d t r a n s p o r t a t i o n problem ( ( P 3 ) ignoring 
f i x e d c o s t s and s e t t i n g a l l y . . = l ) t o determine what Gray c a l l s cx , t h e 
I ] Q 
minimum v a r i a b l e c o s t . An upper bound on t h e t o t a l f i x e d charge may now 
be o b t a i n e d as FMAX = A ( x * , y * ) - cx , i . e . , FMAX = £ I f . . y . . , and t h i s 
r e l a t i o n i s used as a c o n s t r a i n t i n t h e prob lem. 
Step 2. Generate y v e c t o r s ( 0 , 1 e l e m e n t s ) t h a t s a t i s f y t h e c o n ­
d i t i o n FMAX ^ \ \ f . . y . . as w e l l as t h e f o l l o w i n g c o n d i t i o n s : 
i j 1 3 1 3 
a. At l e a s t n and a t most m+n-1 o f t h e f i x e d - c h a r g e v a r i a b l e s 
( y ) are e q u a l t o 1 , and t h e o t h e r s are e q u a l t o z e r o (where 
m = number o f s o u r c e s , n = number o f d e s t i n a t i o n s ) . We 
might w r i t e t h i s as 
n - 1 1 y i n - < m + n " ! > 
i j 
y ^ j = 0 o r 1 , V i , j . F u r t h e r , we may w r i t e 
m 
I y A 1 * 1 . v j s 
i = l • L J 
t o a s s u r e a t l e a s t one r o u t e b e i n g open t o each d e s t i n a t i o n . 
m 
b . J S . y . . 2: D . . Vi where S. d e n o t e s currently a v a i l a b l e 
i = l J J 
s u p p l i e s a t s o u r c e i ; i . e . , a v a i l a b l e s u p p l y through open 
routes must b e g r e a t e r than o r e q u a l t o demand a t t h e 
r e s p e c t i v e d e s t i n a t i o n s . 
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STEP 3. S o l v e t h e t r a n s p o r t a t i o n problem w i t h u n i t c o s t s f o r 
c l o s e d r o u t e s s e t e q u a l t o M (some very l a r g e number) . I f t o t a l c o s t 
i s b e t t e r than any found s o f a r , s t o r e t h e r e s u l t and r e t u r n t o 1 t o 
compute a new upper bound FMAX; o t h e r w i s e , r e t u r n t o 2 . 
The a l g o r i t h m t e r m i n a t e s when no new 0 - 1 v e c t o r s can b e found i n 
Step 2 . The o p t i m a l s o l u t i o n i s t h e l o w e s t t o t a l c o s t s o l u t i o n found 
dur ing t h e c o m p u t a t i o n s . 
Gray i n d i c a t e s on page 86 o f [ 3 7 ] t h a t h i s a l g o r i t h m works w e l l 
f o r problems o f s i z e up t o 6 x 8 . 
M u r t y ' s Exact S o l u t i o n Method 
Murty [ 5 5 ] d e s c r i b e s a method t h a t s e a r c h e s s y s t e m a t i c a l l y among 
t h e extreme p o i n t s o f t h e t r a n s p o r t a t i o n subproblems and i t e r a t i v e l y 
d e c r e a s e s t h e maximum a l l o w a b l e v a r i a b l e c o s t . E s s e n t i a l l y , Murty uses 
an a d j a c e n t extreme p o i n t method ( t h a t i n i t i a l i z e s a t t h e s o l u t i o n w i t h 
v a l u e C X q as d e f i n e d i n c o n j u n c t i o n w i t h G r a y ' s Method) t o g e n e r a t e 
extreme p o i n t s o f t h e convex c o n s t r a i n t s e t f o r t h e t r a n s p o r t a t i o n p r o b -
. x . . lem in "rank order": i . e . , in increasing order of 7 T c . . x . . . 
i 3 
As t h e RTH extreme p o i n t i s g e n e r a t e d , t h e v a r i a b l e c o s t Z ^ and 
t h e f i x e d c o s t are c a l c u l a t e d and used t o c a l c u l a t e t h e f o l l o w i n g 
q u a n t i t i e s : 
6 = m m { Z . - Z . + D . -D } 
r k 1 k o 
k = l , . . . , r 
and 
A = Z - Z ' 
r r 1 
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where D = min D. . 
° k k 
O p t i m a l i t y i s r e c o g n i z e d when 
6 < A , 
r r 
and t h e b e s t c u r r e n t s o l u t i o n must be o p t i m a l . 
Gray [ 3 7 ] i n d i c a t e s t h a t h i s a l g o r i t h m seems t o b e p a r t i c u l a r l y 
s u i t a b l e when t h e f i x e d c o s t s are l a r g e r compared t o t h e v a r i a b l e c o s t s , 
whereas t h e Murty a l g o r i t h m seems t o b e more s u i t a b l e f o r l a r g e v a r i a b l e 
and s m a l l f i x e d c o s t s . 
Conc lud ing Remarks 
Gray [ 3 7 , 3 8 ] , Murty [ 5 5 ] , and S p i e l b e r g [ 6 4 ] have p r e s e n t e d e x a c t 
s o l u t i o n methods f o r t h e f i x e d - c h a r g e t r a n s p o r t a t i o n prob lem. Gray 
r e p o r t s s a t i s f a c t o r y e x p e r i e n c e wi th h i s a l g o r i t h m f o r problems up t o 
6x8 i n s i z e . M u r t y ' s method appears t o be s i m i l a r l y l i m i t e d a c c o r d i n g 
t o t h e r e s u l t s r e p o r t e d i n [ 3 8 ] . A c c o r d i n g t o [ 8 , page 2 6 ] S p i e l b e r g ' s 
e x p e r i e n c e w i t h B e n d e r s ' method i n d i c a t e d t h a t p a r t i c u l a r approach i s 
no t e f f e c t i v e f o r more t h a n , s a y , 150 f i x e d charges ( r o u t e s ) . 
No one has s p e c i f i c a l l y used group t h e o r y i n h i s a n a l y s i s o f 
t h e f i x e d - c h a r g e t r a n s p o r t a t i o n prob lem. The r e g u l a r i t y o f t h e problem 
s t r u c t u r e has been e x p l o i t e d , b u t t h e u n d e r l y i n g group s t r u c t u r e s have 
n e v e r been t h o r o u g h l y i n v e s t i g a t e d , as f a r as i s known. Perhaps t h e 
r e a s o n f o r t h i s w i l l b e made c l e a r i n Chapter IV when we s e e t h a t one 
o f t h e pr imary "measures o f a t t r a c t i v e n e s s " f o r a problem i n r e s p e c t 
t o group t h e o r y i s , i n some c a s e s , m i s l e a d i n g ; t h a t i s , t h e o r d e r o f t h e 
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group i s u s u a l l y q u i t e l a r g e . I t i s c o n j e c t u r e d t h a t t h i s f a c t has 
d e t e r r e d r e s e a r c h e r s from us ing a group t h e o r e t i c approach t o e x p l o r e 
t h e FCTP and o t h e r f i x e d - c h a r g e p r o b l e m s . 
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CHAPTER I I I 
GROUP THEORETIC INTEGER PROGRAMMING 
I n t r o d u c t i o n 
The purpose o f t h i s chapter i s t o p r e s e n t some o f t h e d e f i n i ­
t i o n s , c o n c e p t s , and theorems from group t h e o r e t i c i n t e g e r programming 
r e l e v a n t t o t h i s r e s e a r c h . A summary o f t h e fundamentals o f group 
t h e o r y i s p r e s e n t e d i n Appendix A . Most o f t h e m a t e r i a l p r e s e n t e d i n 
t h i s c h a p t e r i s b a s e d on Gomory's a s y m p t o t i c t h e o r y [ 3 3 , 3 4 , 3 5 ] , 
B a l i n s k i and S p i e l b e r g [ 8 ] p a r t i t i o n i n t e g e r programming methods 
i n t o t h r e e main a r e a s ; t h e s e t h r e e areas are i d e n t i f i e d as a l g e b r a i c , 
c o m b i n a t o r i a l , and i m p l i c i t l y e n u m e r a t i v e . We might add a p p r o x i m a t i v e 
o r h e u r i s t i c methods as a f o u r t h a r e a . Group t h e o r e t i c i n t e g e r program­
ming methods g e n e r a l l y are c l a s s i f i e d as a l g e b r a i c and have t h e i r o r i g i n 
i n Gomory's c u t t i n g - p l a n e work dur ing t h e l a t e 1 9 5 0 ' s . A thorough r e ­
view o f t h e e v o l u t i o n o f a l g e b r a i c (and o t h e r ) approaches t o i n t e g e r 
programming i s g iven by B a l i n s k i [ 6 , 7 ] and B a l i n s k i and S p i e l b e r g [ 8 ] . 
P a r a l l e l i n g [ 8 ] , Hu p l a c e s p a r t i c u l a r emphasis on group t h e o r e t i c 
methods i n h i s t e x t b o o k [ 4 6 ] . We s h a l l now d i s c u s s Gomory's concept o f 
a p p l y i n g group t h e o r y t o t h e i n t e g e r programming prob lem. 
Fundamental Methodology 
C o n s i d e r t h e l i n e a r i n t e g e r program 
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Maximize z = cx 
( P 4 ) s u b j e c t t o Ax = b 
x > 0 , i n t e g e r 
We p r o c e e d t o s o l v e (PM-) by f i r s t s o l v i n g t h e l i n e a r program 
a s s o c i a t e d wi th ( P 4 ) ; t h a t i s , we i g n o r e t h e i n t e g r a l i t y c o n s t r a i n t . 
The o p t i m a l L . P . s o l u t i o n i s found t o be x^ = B " 4 ) , x ^ = 0 , w i th b a s i s 
m a t r i x B , n o n - b a s i s m a t r i x N, and v a l u e z = Cg^g* i f Xg i s n o t i n t e g e r , 
we s e e t h a t x^ must be i n c r e a s e d t o some n o n n e g a t i v e i n t e g e r v e c t o r 
x* s o t h a t x* = B \ > - B "*~Nx* a l s o i s i n t e g e r and n o n n e g a t i v e . 
Suppose rank A = m. Le t A = [ B , N ] where B i s mxm o f rank m and 
N i s mxn. L e t c = ( c .g , c^ ) and x = ( X g , x ^ ) . Then ( P 4 ) becomes 
Maximize c ^ + c ^ 
s u b j e c t t o BXg + Nx^ = b 
X g , ^ £ 0 , i n t e g e r s . 
Let M ( I ) b e t h e module o f a l l i n t e g e r m - v e c t o r s and M(B) b e t h e 
module o f i n t e g e r m u l t i p l e s o f t h e columns o f B. L e t G be a f a c t o r 
group such t h a t G = M ( I ) / M ( B ) . 
L e t c|> b e t h e n a t u r a l homomorphism o f M ( I ) -»- M ( I ) / M ( B ) . S i n c e 
Ax = b o r [ B , N ] x = b , i t f o l l o w s t h a t B x g + Nx^ = b and x g + b _ 1 n x n = 
B \ > where x^ i s now r e s t r i c t e d t o b e i n t e g e r - v a l u e d . S i n c e <J> i s a 
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homomorphism, i t f o l l o w s t h a t <f>(Bx ) + <f>(Nx_T) = ( |)(b). Bx^ e Ker <J> s o 
B N I? 
()>(NxN) = <J>(b). Le t N = [ c ^ , , . . , 0 ^ ] . Then [a , , . . ,a ] x ) = <J>(I a . x . ) = 
n n _. D : 
£ <}>(ajx_. = <£(b). L e t 0( ) = g.. ; <{>(b) = g Q . Then the c o n d i t i o n Ax = b 
i s e q u i v a l e n t t o 
n I g - x . = g • ( 1 ) . •, 3 3 O 3 = 1 
I t i s p o s s i b l e t h a t some o f t h e g ' s are e q u a l ; i . e . , (J>(ou) = 
<f>(a_.) ( i * j ) . Let t h e s e t o f images o f a l l n o n - b a s i c column v e c t o r s be 
t h e s e t n . L e t n ' = | n | ^ D = | d e t B | . I f gen l e t t ( g ) = £ x . where 
j e J : 
J = { j | <J>(a_. ) = g } . L e t t b e t h e v e c t o r whose c o o r d i n a t e s are t h e t ( g ) . 
Then ( 1 ) i s e q u i v a l e n t t o 
I t ( g ) - g = g Q . 
gen 
S i n c e B x g + Nx̂ ^ = b , i t f o l l o w s t h a t + B^Nx^^ = B~h> 9 and t h a t 
C B X B + ^ = C B B " ^ " ( c B f i , " l N " C N ) x N - H e n C e ' m a x i m i z i n g C B X B + CN*N i S 
e q u i v a l e n t t o m i n i m i z i n g c*x^ where c* = c f i B "4R - c^. 
Let c " ( g ) = min c^, Vj3<}>(a.) = g . Then i t f o l l o w s t h a t m i n i m i z -
3 3 3 
i n g c*x^ s u b j e c t t o Bx^ + Nx^ = b , x^ Z 0 , i n t e g e r , i s e q u i v a l e n t t o 
Minimize £ c * ( g ) t ( g ) 
gen 
( P 5 ) s u b j e c t t o I t ( g ) * g = g Q 
gen 
t ( g ) £ 0 , i n t e g e r s 
2 4 
EXAMPLE: C o n s i d e r t h e problem 
Maximize x^ + 5x^ 
s u b j e c t t o 4x^ + x 2 < 2 
5 x x + 1 5 x 2 < 9 
x > 0 , i n t e g e r s 9 
which we put i n the form o f problem (P4) as f o l l o w s 
Maximize x j _ + ^ X 2 
( I ) s u b j e c t t o 4 x 1 + X 2 + s l = 2 
5x1 + 1 5 x 2 
+ s 2 = 9 
x 2: 0 , i n t e g e r s . 
S o l v i n g t h e a s s o c i a t e d L . P . o f ( I ) we f i n d 
XB = = B \ - 7/5 » B s 1 1 , N = 
4 0 





1 - 1 / 1 5 
0 1 / 1 5 
5 5 / 1 5 - 1 / 1 5 
5 / 1 5 1 / 1 5 
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( f i B ^ N = 
1 0 / 1 5 1 4 / 1 5 
5 / 1 5 1 / 1 5 
<f>B 
6 / 1 5 
9 / 1 5 
D = | d e t B| = 1 5 . 
We now have t h e group problem 
Minimize 1 0 / 1 5 t1 + 5 / 1 5 \. 
( I I ) s u b j e c t t o 
1 0 / 1 5 
t n + 
1 4 / 1 5 6 / 1 5 
_ 5 / 1 5 _ 1 _ 1 / 1 5 _ 2 9 /15_ 
t S: 0 , i n t e g e r s . 
T h u s , g i = 
1 0 / 1 5 
5 / 1 5 
, d 1 = o r d e r o f g^ = 3 , 
g 2 = 
1 4 / 1 5 
1 / 1 5 
, d = o r d e r o f g = 1 5 , 
g o = 
"6/15 
9 / 1 5 
, d = o r d e r o f g = 5 
o o 
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As we w i l l s e e , t h e r e are o n l y two i r r e d u c i b l e f e a s i b l e s o l u t i o n s 






where t h e l a t t e r i s o p t i m a l . 
T h u s , 
x f 1 
1 -
s $ 4 
_ 2 _ 
and i t f o l l o w s t h a t 
x* = B S - B ^ N x * = 
-2 
0 
This i s a " n o n - a s y m p t o t i c " problem as d e f i n e d by Gomory [ 3 3 ] ; t h a t i s , 
xg ^ 0 . In such a c a s e , we must s e a r c h back through the s e t o f f e a s i b l e 
s o l u t i o n s , b e g i n n i n g w i t h t h e "next b e s t " s o l u t i o n . O b v i o u s l y i n our 
p r e s e n t e x a m p l e , t h e r e i s on ly one o t h e r f e a s i b l e s o l u t i o n ; t h a t i s , 
"i which produces x § = D which i s f e a s i b l e and , t h e r e f o r e , t h e 
o p t i m a l s o l u t i o n t o problem ( I ) i s x ^ = 0 , x ^ = 0 . 
Gomory has g i v e n a s u f f i c i e n t c o n d i t i o n f o r t h e a s y m p t o t i c c a s e 
t o p r e v a i l ; t h a t i s , f o r xg > 0 . T h i s c o n d i t i o n i s s t a t e d as Theorem 
3 . 1 . 
27 
Theorem 3 . 1 . L e t K = { y | B > 0 } , and l e t K _ ( d ) b e the cone 
———————— a D 
o f p o i n t s i n IC. a t a e u c l i d e a n d i s t a n c e o f d or more from t h e f r o n t i e r 
o f K_ . F u r t h e r , l e t D = Idet B| and l e t I be t h e ( e u c l i d e a n ) l e n g t h 
B 1 1 max 6 
o f t h e l o n g e s t n o n b a s i c column o f A . I f be K_[A ( D - l ) ] 5 then any to B max J 
o p t i m a l s o l u t i o n t o ( P 5 ) i s a f e a s i b l e (hence o p t i m a l ) s o l u t i o n t o ( P 4 ) 
T h i s c o n d i t i o n i s n o t n e c e s s a r y f o r an a s y m p t o t i c s o l u t i o n t o 
o c c u r ; s i n c e i t i s no t a p a r t i c u l a r l y t i g h t c o n d i t i o n , we would e x p e c t 
an o p t i m a l s o l u t i o n t o ( P 5 ) t o s o l v e ( P 4 ) o f t e n , even f o r r i g h t - h a n d 
s i d e s t h a t do no t s a t i s f y t h e c o n d i t i o n . In a r e c e n t paper [ 1 ] , B a l a s 
has d e a l t w i t h t h e a p p l i c a b i l i t y o f Theorem 3 . 1 t o t h e 0 - 1 i n t e g e r 
program. His c o n c l u s i o n i s somewhat s t a r t l i n g : Not o n l y can t h e r i g h t -
hand s i d e v e c t o r o f a 0 - 1 problem n e v e r b e l o n g t o t h e cone 
IC [d ( D - l ) ] , b u t i t cannot even b e l o n g t o a cone o b t a i n e d from t h e 
B max ° 
l a t t e r by r e p l a c i n g £ ^ ( D - l ) , a number l a r g e r than the de terminant o f 
B , by any number g r e a t e r than 1 . B a l a s ' c o n c l u s i o n i s s t a t e d as 
Theorem 3 . 2 . 
Theorem 3 . 2 . I f ( P 4 ) i s a 0 - 1 program, b \ K ( d ) whenever d > 1 . 
B a l a s p r e s e n t s a p r o o f o f Theorem 3 . 2 i n [ 1 ] . He makes c l e a r 
t h a t Theorem 3 . 2 does n o t mean t h a t group t h e o r y i s i r r e l e v a n t f o r t h e 
0 - 1 case f o r , i n s p i t e o f t h e t h e o r e m , an o p t i m a l s o l u t i o n t o ( P 5 ) may 
s t i l l t u r n ou t t o be f e a s i b l e f o r t h e i n i t i a l 0 - 1 program. 
L e t us now i d e n t i f y G and n i n problem ( I ) . R e f e r r i n g t o o u r 
n o t a t i o n i n Appendix A , we s e e t h a t G = g p ( g 2 ) = gP 
i s a c y c l i c group g e n e r a t e d by = ^/Jsj • ^ e m a v write G as 
1 4 / 1 5 1 . . r 
_i / i s | ; 1 * e " G 
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G = ( g o J 2 g o J 3 g o S . . . , 1 5 g _ ) = 
1 4 / 1 5 1 3 / 1 5 1 2 / 1 5 0 
_ 1 / 1 5 _ _ 2 / 1 5 _ 
5 
_ 3 / 1 5 _ 
, • • . 5 
_ 0 _ 
On t h e o t h e r hand, n = 
1 0 / 1 5 ] f l 4 / 1 5 l | , | | 
_ 5 / 1 5 j ' Ll/ld Wlth n | n | 2* 
The convex h u l l o f i n t e g e r s o l u t i o n s t o ( P 4 ) i s denoted P^; the 
convex h u l l o f i n t e g e r s o l u t i o n s t o ( P 5 ) i s denoted by P . P i s a 
n n 
convex cone i n n r - s p a c e . There i s a p o i n t t o f P^ a s s o c i a t e d w i t h any 
p o i n t ( x , x ^ ) o f such t h a t t h e f o l l o w i n g c o n d i t i o n s h o l d : 
1 . ( x g , x ^ ) i s a v e r t e x o f ^^/^"^ t h e c o r r e s p o n d i n g t i s a 
v e r t e x o f P ; 
n n 
2 . Y T T . X . ^ T T i s an ( n - l ) - d i m e n s i o n a l f a c e ( h y p e r p l a n e ) o f 
• -i 3 3 o J * 
3 = 1 J J 
P <=> y 7r(g)t(g) ^ TT i s an ( n ' - 1 ) - d i m e n s i o n a l f a c e o f P , where 
x u o n 
gen 
7r(g) = TT . f o r g = d>a.; 
3 3 
3 . i f t " i s a v e r t e x o f P m i n i m i z i n g £ c * ( g ) t ( g ) , then t h e 
n gen 
c o r r e s p o n d i n g v e r t e x x* = ( x * , x * ) o f P^ s o l v e s ( P 4 ) ( e x c e p t p o s s i b l y 
x* ^ 0 ) where x* i s d e f i n e d as f o l l o w s : x* = t ( g ) s V f o r e x a c t l y one k 
s a t i s f y i n g c^ = min{c_. | $ a . . = g } , xA = 0 o t h e r w i s e ; and x* = B 
"4) - B """Nx*. 
T h u s , we r e a l i z e t h a t we may c o n f i n e our i n v e s t i g a t i o n t o P^ and 
m i n i m i z a t i o n o v e r P . The c o n d i t i o n s l i s t e d above t e l l us t h a t t h e 
n 
extreme p o i n t s o r v e r t i c e s o f P^ c o n s t i t u t e t h e s e t o f p o s s i b l e s o l u ­
t i o n s t o ( P 4 ) and t h a t t h e f a c e s o f P , g i v e n by Y 7r(g)t(g) ^ TT , p r o -
n o 
gen 
v i d e v a l i d i n e q u a l i t i e s o r cuts f o r ( P 4 ) . We may w r i t e the f o l l o w i n g 
theorem. Theorem 3 . 3 . Y Tr(g)t(g) £ TT > 0 i s a f a c e o f P <=> TT = 
gen ° n 
fffCg-,)»• • • s^Cg , ) ) i s a b a s i c f e a s i b l e s o l u t i o n t o Y Tr(g)t(g) £ TT 
l n ** o 
gen 
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f o r a l l t e T where T = { t | £ g t ( g ) = g , t ( g ) £ 0 , i n t e g e r , i . e . , T i s 
gen 
the s e t o f a l l nonnegat ive i n t e g e r s o l u t i o n s t o ( P 5 ) . 
Theorem 3 . 3 i s proved i n [ 3 5 ] . Note t h a t T c o n t a i n s an i n f i n i t e 
number o f p o i n t s ; t h i s may seem t o d i m i n i s h t h e worth o f Theorem 3 . 3 . 
However, l e t us p r o c e e d t o t h e f o l l o w i n g d e f i n i t i o n and t h e o r e m s . 
Definition. An i n t e g e r p o i n t t o f i s irreducible i f f o r any 
s e t o f i n t e g e r s s ( g ) and r ( g ) t h e c o n d i t i o n s 0 < s ( g ) < t ( g ) , 
0 < r ( g ) < t ( g ) , and \ s ( g ) » g = £ r ( g ) * g imply r ( g ) = s ( g ) f o r a l l 
gen gen 
gen . 
Theorem 3 . 4 . Every v e r t e x o f P i s i r r e d u c i b l e . 
Theorem 3 . 5 . I f t £ 0 i s i r r e d u c i b l e , then II ( l + t ( g ) ) < D 
gen 
where D i s t h e o r d e r o f t h e group G. 
C o r o l l a r y 3 . 1 . I f t i s an i r r e d u c i b l e p o i n t o f P , then 
I t ( g ) < D - 1 . 
gen 
Theorems 3 . 4 and 3 . 5 and C o r o l l a r y 3 . 1 are p r o v e d i n [ 3 5 ] , These 
theorems p l a c e an upper bound on t h e number o f mean ing fu l components o f 
T d e f i n e d i n Theorem 3 . 3 ; t h a t i s , t h e r e are o n l y a f i n i t e number o f 
e l ements o f T t h a t a r e i r r e d u c i b l e , and a l l o t h e r e l ements o f T a r e 
s u p e r f l u o u s i n the s e n s e o f Theorem 3 . 5 and C o r o l l a r y 3 . 1 . We may n o t e 
one o t h e r f a c t i n t h i s r e g a r d . Each component t ( g ) has an upper bound 
| g | - 1 , where | g | denote s t h e o r d e r o f t h e group e lement g . 
Theorem 3 . 6 . t ( g ) < | g | f o r a l l g € n . 
30 
Proof. We know t h a t | g | ' g = 0 , where 0 i s t h e i d e n t i t y o f G. 
Any t ( g ) > | g | i s e q u i v a l e n t t o some t ( g ) < | g | i n r e s p e c t t o the group 
r e l a t i o n £ t ( g ) * g = g and i n r e s p e c t t o t h e i n e q u a l i t y £ T r ( g ) t ( g ) ^ 
gen ° gen 
TT . That i s , t ( g ) » g = [ t ( g ) + | g | ] » g m o d l g l . 
o 
The group G has been d e f i n e d as G = M ( I ) / M ( B ) and i s i somorph ic 
t o t h e d i r e c t sum o f c y c l i c subgroups G ^ , . . . , G such t h a t 
G = M ( I ) / M ( B ) = G,® . . . ©G = Z $ . . . ©Z . 
1 r q 2 q r 
Gomory [ 3 5 ] uses t h i s i s o m o r p h i c r e l a t i o n s h i p i n c o n j u n c t i o n wi th 
a r e s u l t produced o v e r 100 y e a r s ago ( i n 1 8 6 1 ) by Smith [ 6 3 ] ; S m i t h ' s 
r e s u l t i s g i v e n as f o l l o w s : 
Theorem 3 . 7 . Given a n o n s i n g u l a r n*n i n t e g e r m a t r i x B , t h e r e 
e x i s t nxn unimodular m a t r i c e s R and C such t h a t S = RBC i s a d i a g o n a l 
m a t r i x w i t h p o s i t i v e d i a g o n a l e l ements such t h a t q | q 2 2 | . . . | q n n « 
Gomory shows t h a t t h e d i a g o n a l e l ements Q ^ s O ^ ' * * * '^nn ° ^ ^ e 
m a t r i x S ( c a l l e d t h e "Smith Normal M a t r i x " ) c o r r e s p o n d i n g t o t h e o p t i m a l 
b a s i s B a r e t h e o r d e r s o f t h e c o r r e s p o n d i n g c y c l i c subgroups G ^ , . . . , G n . 
T h i s r e s u l t i s d e v e l o p e d i n [ 3 5 ] and [ 4 6 ] and i s one o f t h e pr imary com­
ponents o f t h e f o u n d a t i o n o f group t h e o r e t i c i n t e g e r programming. 
One o f t h e immediate consequences o f t h e above r e s u l t i s t h a t 
( P 5 ) may b e r e w r i t t e n as f o l l o w s : 
Beg inn ing w i t h t h e problem i n t h e form 
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Maximize c^B "SD + (c^-c^B "4~)x^ 
subject to BXg + Nx^ = b 
X g j X ^ > 0 and integer , 
the Smith Normal Matrix, S, i s calculated according to Theorem 3.7 such 




where q^ > 0 , V i , and q 1 | q 2 | . . . | q ^ . Dropping the nonnegativity con­
s t ra in t on X g (as we did e a r l i e r ) and premultiplying the constraint by 
the matrix R the problem becomes 
Maximize c^B \> - c g ^ 
subject to RBXg + RN^ = Rb 
x f i in teger , x^ £ 0 and integer 
.-1. where c* = c^B N - c^ as before . 
Dropping the constant term c^B we may write 
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Minimize 
( P 6 ) subject to '{RN mod S . l } ^ = {Rb mod S.Dmod S . l 
x^ > 0 and integer , 
where 
S . l = 
•m 
and {mod S . l } implies that the i th row i s taken modulo q^, and where we 
have recognized that 
(RBXg)mod S . l = (RBCyB)mod S . l 
= (Sy B)mod S . l 
= 0 
bwhere y g = C ^ X g . 
We write ( P 6 ) in terms of t ( g ) = J x . where J = { j |R(a . )mod S . l 
g } ; the resu l t i s problem ( P 5 ) (as s tated e a r l i e r ) : 
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(P5) Minimize £ c s ,*(g)t(g) 
gen 
subject to £ t ( g ) « g = g ( 
gen 
t ( g ) ^ 0 , integers . 
EXAMPLE: In our e a r l i e r example we found B = |J ^ . The equivalent 
Smith Normal Matrix i s simply S = J ^ 
zation problem, 
where R = PI OL and 
Thus, G = G.9G-- = Z , 8 Z . _ , and we have the group minimi-
1 lb L lo 
or equivalent ly , 
Minimize 1 0 / 1 5 t + 5 / 1 5 t 2 
subject to 
E H * ca * 2 = 9 
t l S t 2 > 0 , integer 
Minimize 1 0 / 1 5 ^ + 5 / 1 5 t 2 
subject to 5t + I t = 9 
t l ' t 2 " ° * i n t e g e r ' 
Group Minimization Algorithms 
Several algorithms have been presented in the l i t e ra ture for 
solving the group minimization problem (P5 ) . Gomory developed a dynamic 
programming algorithm in [ 3 5 ] that i s discussed by Balinski and 
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S p i e l b e r g [ 8 ] , Kortanek and J e r o s l o w [ 5 0 ] , and Hu [ 4 6 ] ; Gomory's b a s i c 
method i s e x t e n d e d by White i n [ 7 0 ] . Hu p r e s e n t s another a l g o r i t h m i n 
2 2 
[ 4 5 ] and i n d i c a t e s t h a t , whereas Gomory's a l g o r i t h m e n t a i l s 2D t o 4D 
2 
o p e r a t i o n s , Hu's method n e v e r r e q u i r e s more than 2D o p e r a t i o n s . Fewer 
memory l o c a t i o n s a r e needed f o r Hu's method than f o r Gomory's method, 
and i t i s sometimes p o s s i b l e t o t r u n c a t e computat ion e a r l y i n Hu's 
a l g o r i t h m . An i n t e r e s t i n g f e a t u r e o f b o t h a l g o r i t h m s i s t h a t ( P 5 ) i s 
s o l v e d f o r a l l p o s s i b l e r i g h t - h a n d s i d e s . 
As i l l u s t r a t e d e a r l i e r i n t h i s c h a p t e r , t h e o p t i m a l s o l u t i o n t o 
t h e group m i n i m i z a t i o n problem w i l l n o t always produce a f e a s i b l e s o l u ­
t i o n t o t h e o r i g i n a l prob lem; i . e . , f o r some x * , x * ^ 0 , W h i t e ' s a l g o -
r i t h m i s m o t i v a t e d by t h i s f a c t . His a l g o r i t h m n o t o n l y produces 
o p t i m a l s o l u t i o n s f o r t h e group m i n i m i z a t i o n prob lem, but s e c o n d , t h i r d , 
and i n g e n e r a l "rth b e s t " s o l u t i o n s . The f i r s t o f t h e s e s o l u t i o n s t h a t 
i s f e a s i b l e f o r t h e g e n e r a l problem i s o p t i m a l . T h i s f e a t u r e proves t o 
be p a r t i c u l a r l y n e c e s s a r y f o r some f i x e d - c h a r g e t r a n s p o r t a t i o n p r o b l e m s . 
Shap iro has p r e s e n t e d s e v e r a l methods f o r s o l v i n g t h e group p r o b ­
lem. The a l g o r i t h m s p r e s e n t e d i n [ 5 9 ] and [ 6 0 ] p r o c e e d a l o n g t h e l i n e s 
o f dynamic programming u n t i l an o p t i m a l s o l u t i o n o c c u r s f o r t h e group 
problem ( P 5 ) . I f t h i s o p t i m a l s o l u t i o n y i e l d s an i n f e a s i b l e i n t e g e r 
s o l u t i o n t o ( P I ) , a s e a r c h procedure i s used t o f i n d a f e a s i b l e o p t i m a l 
s o l u t i o n . 
Three o f S h a p i r o ' s a d v i s e e s a t M . I . T . have w r i t t e n t h e s e s on 
g r o u p - t h e o r y r e l a t e d t o p i c s . B a x t e r [ 9 ] a t t e m p t e d t o combine group 
t h e o r e t i c methods w i t h t h e branch and bound a l g o r i t h m o f L i t t l e , 
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e t a l . [ 5 2 ] f o r t h e t r a v e l i n g sa lesman problem. T h i r i e z [ 6 7 ] t a k e s 
advantage o f s m a l l - o r d e r e d groups i n t h e s e t - c o v e r i n g problem i n an 
a p p l i c a t i o n o f group t h e o r y t o t h e a i r l i n e crew s c h e d u l i n g prob lem. 
Wolsey [ 8 ] d e v e l o p s a method f o r mixed i n t e g e r programs . 
Shap iro shows i n [ 6 1 ] t h a t t h e g e n e r a l i z e d l i n e a r programming 
approach o f Brooks and G e o f f r i o n [ 1 7 ] f o r e s t i m a t i n g g e n e r a l i z e d 
LaGrange m u l t i p l i e r s i s a lmos t a l g o r i t h m i c a l l y e q u i v a l e n t t o Gomory's 
c u t t i n g - p l a n e method. These two methods can be combined t o produce a 
s i n g l e cut which can be shown t o b e s t r o n g e r i n a c o s t s e n s e than t h e 
combinat ion o f a l l t h e cu t s s u g g e s t e d by Gomory i n [ 3 5 ] . A pr imary 
f e a t u r e o f S h a p i r o ' s a l g o r i t h m i c procedures b a s e d on g e n e r a l i z e d 
LaGrange m u l t i p l i e r s i s t h a t the f a c e s o f t h e i n t e g e r po lyhedron P are 
i m p l i c i t l y c o n s i d e r e d as c o n s t r a i n t s . As such t h e m u l t i p l i e r s are an 
improvement o v e r t h e g e n e r a l i z e d LaGrange m u l t i p l i e r methods b a s e d 
s t r i c t l y on l i n e a r programming s o l u t i o n s o f ( P l ) . U n f o r t u n a t e l y , t h i s 
p a r t i c u l a r method does no t guarantee an o p t i m a l s o l u t i o n w i l l b e found 
and i d e n t i f i e d . 
Gorry and Shap iro [ 3 6 ] e x p l o i t two main i d e a s : ( 1 ) t h a t a wide 
v a r i e t y o f e x i s t i n g methods f o r i n t e g e r programming can be a n a l y z e d and 
compared from t h e common v i e w p o i n t o f group t h e o r y , and ( 2 ) t h a t an 
a d a p t i v e i n t e g e r programming a l g o r i t h m s h o u l d be c o n t r o l l e d by a s u p e r ­
v i s o r which performs f o u r main f u n c t i o n s : s e t - u p , d i r e c t e d s e a r c h , s u b -
problem a n a l y s i s , and p r o g n o s i s . The s e t - u p f u n c t i o n o f t h e s u p e r v i s o r 
a t t e m p t s t o s t r u c t u r e a g i v e n problem dur ing t h e e a r l y s t a g e s o f compu­
t a t i o n t h a t t h e methods t o b e a p p l i e d w i l l be more e f f e c t i v e . These 
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methods i n c l u d e group o p t i m i z a t i o n , c u t t i n g p l a n e , s u r r o g a t e c o n s t r a i n t , 
LaGrang ian , and s e a r c h methods . I f some t y p e o f enumerat ion i s r e ­
q u i r e d , then t h e d i r e c t e d s earch f u n c t i o n gu ides t h e s e a r c h a n d , a t each 
c o m p u t a t i o n a l s t a g e , s e l e c t s t h e most p r o m i s i n g subproblem t o be ana­
l y z e d . The subproblem a n a l y s i s f u n c t i o n s e l e c t s a sequence o f a n a l y t i c 
methods t o be a p p l i e d t o a s e l e c t e d subproblem. F i n a l l y , t h e p r o g n o s i s 
f u n c t i o n m a i n t a i n s upper and l o w e r bounds on the c o s t o f an o p t i m a l 
s o l u t i o n and recommends t e r m i n a t i o n when t h e p r e d i c t e d change i n t h e 
o b j e c t i v e f u n c t i o n as a r e s u l t o f a d d i t i o n a l computat ion i s m a r g i n a l . 
The s u p e r v i s o r o f t h e a d a p t i v e a l g o r i t h m makes d e c i s i o n s p r i m a r i l y on 
t h e b a s i s o f s t r u c t u r a l i n s i g h t s d e r i v e d from t h e group t h e o r e t i c 
approach . Encourag ing c o m p u t a t i o n a l e x p e r i e n c e i s r e p o r t e d by Gorry 
and S h a p i r o . 
Gorry and Shap iro r e c o g n i z e i n [ 3 6 ] a t l e a s t p a r t o f a fundamental 
i d e a t h a t appears t o promise s i g n i f i c a n t g a i n s i n i n t e g e r programming 
methodology: t h a t t h e r e i s an e q u i v a l e n c e among many s e e m i n g l y d i f f e r ­
ent i n t e g e r programming problems and methods . Shap iro d e v o t e s r e f e r e n c e 
[ 6 2 ] t o what he c a l l s c o s t - e q u i v a l e n t group p r o b l e m s ; he d i s c u s s e s 
Gomory's fundamental concept t h a t f o r a c e r t a i n c l a s s o f i n t e g e r program­
ming p r o b l e m s , t h e o r i g i n a l i n t e g e r problem has a t l e a s t one o p t i m a l 
s o l u t i o n i n common wi th a group p r o b l e m . Gomory r e f e r s t o t h e s e i n t e g e r 
problems as a s y m p t o t i c i n t e g e r programs; Shap iro p r e f e r s t o c a l l them 
steady-state i n t e g e r p r o g r a m s . The o r i g i n a l i n t e g e r programming problem 
i s s a i d t o b e oost-equivalent t o t h e group prob lem. S h a p i r o shows t h a t 
t h e r e a r e c o s t e q u i v a l e n t group problems f o r a l l i n t e g e r programming 
p r o b l e m s . 
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Brad ley makes c o n s i d e r a b l e i n r o a d s i n t o t h e i d e a o f e q u i v a l e n c e 
i n [ 1 1 ] and [ 1 2 ] . He shows t h a t every i n t e g e r programming problem i s 
e q u i v a l e n t t o i n f i n i t e l y many o t h e r i n t e g e r programming p r o b l e m s . The 
s o l u t i o n t o any one problem i n t h i s e q u i v a l e n c e c l a s s i s s u f f i c i e n t t o 
determine the s o l u t i o n t o every o t h e r problem i n t h e c l a s s ; every p r o b ­
lem i n t h e c l a s s may b e c o n s t r u c t e d from t h e o r i g i n a l prob lem. Given 
any i n t e g e r programming p r o b l e m , B r a d l e y shows t h a t i t i s always p o s s i b l e 
t o c o n s t r u c t an e q u i v a l e n t problem t h a t w i l l b e , i n g e n e r a l , e a s i e r t o 
s o l v e than t h e o r i g i n a l prob lem. 
G l o v e r [ 2 9 ] p r e s e n t s an i m p l i c i t enumerat ion a l g o r i t h m f o r s o l v ­
ing ( P 5 ) . Computat iona l e x p e r i e n c e r e p o r t e d by G l o v e r i s e n c o u r a g i n g . 
G l o v e r and L i t z l e r [ 3 0 ] deve lop an e x t e n s i o n o f G l o v e r ' s a l g o r i t h m f o r 
t h e g e n e r a l a l l - i n t e g e r programming prob lem. 
G l o v e r and Devine [ 2 3 ] e x t e n d t h e work o f Gomory [ 3 4 ] by d e v e l o p ­
i n g a method f o r g e n e r a t i n g a s u b c l a s s o f t h e f a c e s o f t h e po lyhedron 
P ; f a c e s i n t h i s s u b c l a s s a r e c a l l e d n e s t e d f a c e s , 
n 
The most r e c e n t work o f Johnson and Gomory [ 4 8 ] ex tends t h e 
a s y m p t o t i c t h e o r y , advanced i n [ 3 5 ] f o r a l l - i n t e g e r p r o b l e m s , t o mixed-
i n t e g e r programming p r o b l e m s . Th i s s h o u l d prove p a r t i c u l a r l y h e l p f u l 
f o r f i x e d - c h a r g e problems ( o t h e r than t h e f i x e d - c h a r g e t r a n s p o r t a t i o n 
problem which i s e s s e n t i a l l y a l l - i n t e g e r ) . 
Conc lud ing Remarks 
We have s e e n t h a t an a l l - i n t e g e r problem ( P 4 ) can b e s o l v e d by 
Gomory's group t h e o r e t i c ( a s y m p t o t i c ) method u s i n g any one o f s e v e r a l 
a l g o r i t h m s c u r r e n t l y a v a i l a b l e o r by one o f t h e e x t e n s i o n s o f Gomory's 
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method. We n o t e t h a t non-prime o r d e r e d groups may b e decomposed i n t o 
t h e d i r e c t sum o f r c y c l i c s u b g r o u p s , and t h e r e s u l t i n g r subproblems 
s o l v e d t o f i n d t h e s o l u t i o n t o t h e o r i g i n a l prob lem. The c o n s t r u c t i o n 
o f t h e Smith Normal M a t r i x c o r r e s p o n d i n g t o t h e optimum L . P . b a s i s w i l l 
g i v e t h e o r d e r s o f t h e subgroups and may b e used t o e s t a b l i s h problem 
( P 5 ) . 
No one has s p e c i f i c a l l y a p p l i e d group t h e o r e t i c approaches t o 
f i x e d - c h a r g e p r o b l e m s , a l though we n o t e t h a t Wolsey [ 7 2 ] i n c i d e n t a l l y 
i n d i c a t e s t h e subgroup s t r u c t u r e f o r two f i x e d - c h a r g e p r o b l e m s . The 
m i x e d - i n t e g e r s t r u c t u r e s o f f i x e d - c h a r g e problems i n g e n e r a l s h o u l d 
make them prime a p p l i c a t i o n s f o r t h e r e c e n t l y d e v e l o p e d t h e o r y o f 
Gomory and Johnson [ 2 6 ] . The i n h e r e n t a l l - i n t e g e r s t r u c t u r e o f t h e 
f i x e d - c h a r g e t r a n s p o r t a t i o n problem makes i t amenable t o most o f the 
g e n e r a l t h e o r y o f group t h e o r e t i c i n t e g e r programming. 
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CHAPTER IV 
GROUP THEORETIC STRUCTURES IN THE 
FIXED-CHARGE TRANSPORTATION PROBLEM 
I n t r o d u c t i o n 
In t h i s c h a p t e r , we i n v e s t i g a t e the s t r u c t u r e s of the c o e f f i c i e n t 
m a t r i x o f t h e FCTP and the correspond ing group m i n i m i z a t i o n problem. I t 
i s shown t h a t the r o u t e c a p a c i t i e s may be s e t such t h a t the o r d e r o f the 
subgroups i s bounded from above by max{min(D_. , S ^ ) } , V ( i , j ) , where D^ i s 
the demand a t d e s t i n a t i o n j and S^is the supp ly a v a i l a b l e from s o u r c e i . 
Components o f t h e group e lements are r e s t r i c t e d t o c e r t a i n v a l u e s ( 0 , 1 , - 1 ) , 
i n t e r r e l a t i o n s h i p s among the FCTP v a r i a b l e s are p r e s e r v e d i n the group 
p r o b l e m , and group e q u i v a l e n c e and dominance p r o p e r t i e s are d i s c o v e r e d . 
I t i s found t h a t the y „ (0-1) v a r i a b l e s are never r e p r e s e n t e d e x p l i c i t l y 
i n the group p r o b l e m . A group t h e o r e t i c s o l u t i o n procedure i s p r e ­
s e n t e d . A p p l y i n g group theory t o the i n t e g e r subproblem i n Benders P a r ­
t i t i o n i n g Procedure i s i n v e s t i g a t e d ; the u n p a r t i t i o n e d problem proves t o 
be more s u s c e p t i b l e t o the group t h e o r e t i c approach than does the 
Benders prob lem. 
M a t r i x S t r u c t u r e s 
We i n v e s t i g a t e the s t r u c t u r e s o f the c o e f f i c i e n t m a t r i c e s o f the 
FCTP when s o l v e d as an u n p a r t i t i o n e d problem and when s o l v e d by Bender ' s 
p a r t i t i o n i n g p r o c e d u r e . The fundamental c h a r a c t e r i s t i c s o f t h e r e l a t e d 
group problems are r e p o r t e d . 
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The U n p a r t i t i o n e d Problem 
We r e a r r a n g e ( P 3 ) s l i g h t l y t o conform wi th t h e f o r m u l a t i o n used 
i n the exper iments t h a t f o l l o w . 
Minimize ) ) c , . x . . + T J f . . y . . 
i j 13 
s u b j e c t t o T x . . > D . , Vi 
1 J J 
( P 3 ' ) y x . . < S. , V i 
.11 1 
1 
- x . . + m. . y . . > 0 , V ( i , j ) 
13 13 i ] 
x . . , y . . > 0 , y . . = 0 or 1 , V ( i , j ) 13 13 13 
S u b t r a c t i n g s u r p l u s and adding s l a c k v a r i a b l e s , we may w r i t e t h e 
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where n = t h e number o f d e s t i n a t i o n s , m = the number o f s o u r c e s , 
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E denotes a m a t r i x o f l ' s , and M i s a d i a g o n a l m a t r i x whose d i a g o n a l 
e l ements are the r o u t e c a p a c i t i e s ( m . . ) . 
T h i s i s o b v i o u s l y a very s p a r s e , b l o c k - a n g u l a r m a t r i x c o n t a i n i n g 
p e l e m e n t s , where p = (mn+m+n)(3mn+m+n), on ly mn of which are not 0 , 1 , 
or - 1 . These mn e lements are the d i a g o n a l e lements m . . o f t h e s u b m a t r i x 
M . The number o f n o n - z e r o e l ements i n the c o e f f i c i e n t m a t r i x of 
mnxmn 
( P 3 f ) i s q = 5mn + m + n. We may c a l c u l a t e the d e n s i t y o f the m a t r i x as 
q / p . F igure 1 i l l u s t r a t e s a c o e f f i c i e n t m a t r i x f o r the FCTP where t h e r e 
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0 - I 0 0 0 0 0 0 0 0 0 
0 ~ "o "=i o — 0 " 
~~o—0~ 
0 0 0 0 
0 0 n 1 0 0 0 0 0 0 0 
0 0 n 0 1 " 0 0 0 0 0 0 
0 0 0 0 0 - 1 0 0. 0 0 0 
0 b 6 - o — 0 ~ —o~ - = 1 - 0 0 0 0 
0 0 0 0 o 0 0 - 1 0 0 0 
0 " 0 0 0 ' 0 " 0 0 o - i 0 0 
0 0 0 0 0 0 0 o o - i 0 
o ~ 0 0 o — u " —0 o~ —o o — o - l 
F i g u r e 1 . C o e f f i c i e n t M a t r i x f o r a 2x3 FCTP 
Let us p a r t i t i o n t h i s m a t r i x (which we denote as A) as A = [A ,A ,A ] 
Jl /L o 
where 
A l = 
_ n_xn_ 1 _n^n_ 
l_xn_ 1 _ l x n 
0 i E 
0, 1 0 , 
l_xn j l x n 
mnxmn 
nxn 
l x n 
l x n 
l x n 
- I 
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Suppose (P3 T) were s o l v e d as a l i n e a r programming problem where 
the i n t e g e r r e s t r i c t i o n s on v . . V ( i , i ) has been removed."^" The b a s i c var-
i a b l e s , y , are not n e c e s s a r i l y i n t e g e r s . We know t h a t a t l e a s t n o f 
t h e y^^ey^ are p o s i t i v e s i n c e a t l e a s t one r o u t e must be open t o each 
d e s t i n a t i o n . F u r t h e r , we may have some s l a c k or s u r p l u s v a r i a b l e s i n 
the o p t i m a l LP b a s i s ; we w i l l denote t h e s e b a s i c s l a c k and s u r p l u s v a r i ­
a b l e s as s D s o t h a t the b a s i s i s composed o f column v e c t o r s c o r r e s p o n d -
D 
2 
ing t o [ x D ,y_, ,s_, ] . F igure 2 i l l u s t r a t e s a b a s i s f o r the c o e f f i c i e n t a a a 
m a t r i x t h a t was g i v e n i n F igure 1 . 
1 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 1 0 
o a 1 0 0 0 n J. 0 0 0 
0 0 0 1 0 0 n 1 0 0 0 
1 0 1 0 0 0 n 0 0 1 0 
0 o . 0 0 0 32 n 0 0 0 0 
o o. 0 0 0 0 2 7 0 0 0 0 
6 "-""2.3 0 0 0 0 0 - 1 0 0 0 
- 1 0 0 0 0 0 0 0 3 2 0 0 
0 0 0 0 ~ 2 T ~ - 0 0 " 0 0 - 1 0 
0 0 - 1 0 0 0 0 0 0 0 2 5 
F i g u r e 2 . A B a s i s M a t r i x f o r a 2x3 FCTP 
"'"One can e a s i l y show t h a t y ^ j < 1 , V ( i , j ) , i n the LP s o l u t i o n . 
S e e , f o r e x a m p l e , Theorem 2 . 1 on page 1 1 o f t h i s t h e s i s . 
2 . . . . . 
Note t h a t v e c t o r s correspond ing t o a r t i f i c i a l v a r i a b l e s i n the 
b a s i s a t the z e r o l e v e l may be removed from t h e o p t i m a l LP b a s i s by 
i n t e r c h a n g i n g t h o s e v e c t o r s w i t h the v e c t o r s a s s o c i a t e d w i t h the appro­
p r i a t e s l a c k o r s u r p l u s v a r i a b l e s . 
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Thus we s e e t h a t the e l ements o f B w i l l b e l o n g e x c l u s i v e l y t o t h e 
s e t { 0 , l , - l , m . . } where , i n f a c t , the m . . are e x c l u s i v e l y e lements o f the ' ' ' 13 13 J 
columns c o r r e s p o n d i n g t o y . The de terminant o f B , t h e r e f o r e , g a i n s 
magnitude predominant ly due t o t h e nu_.eB. When we c o n s i d e r the r e l a t e d 
group problem i n terms o f i t s group G, we r e c a l l from Chapter I I I t h a t 
the o r d e r o f the g r o u p , D = |G | , i s equa l t o t h e a b s o l u t e v a l u e o f the 
de terminant o f B; i . e . , D = | d e t B|. 
Theorem 4.1. In the FCTP wi th o p t i m a l LP b a s i s B , | d e t B | = 
II m. . . 
m . . e B ^ 
Proof. By s t r u c t u r e o f the c o e f f i c i e n t m a t r i x A , t h e m ^ j £ B are 
l o c a t e d i n d e p e n d e n t l y ; i . e . , i n d i f f e r e n t columns and rows . 
{m ,m , . . . , m } = { m . . e B } where p * r * v , q * s * w , e t c . Conse -
pg r s vw i ] r ^ 
q u e n t l y , c o f a c t o r expans ion o f B w i l l not e l i m i n a t e any nu_.eB from 
c o n s i d e r a t i o n . 
Beg in c o f a c t o r expans ion about t h e columns c o r r e s p o n d i n g t o y ; 
^ 0 , "* B 
i . e . , about t h e columns i n s u b m a t r i x A, 




A t y p i c a l 
0 
m. . ( i+m+n)t /z row 
0 
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where rru_. i s the (I+M+N)TH e l e m e n t , and the remaining e lements o f t h e 
column are z e r o s . 
C o n s i d e r what happens as we i n i t i a t e t h e c o f a c t o r expans ion about 
the column c o r r e s p o n d i n g t o some y ^ e y ^ : 
d e t B = 0 + . . . t 0 + ( _ 1 ) i + m + n + j m ^ B , . + 0 + ... + 0 
i ] i+m+n,3 
i ] l + m + n , ] 
where B' denote s the minor found by d e l e t i n g row k and column JI o f B. 
Let t h e minor t h a t remains ( a f t e r expanding about the p columns 
o f A 2 i n B) be denoted as B^. We know t h a t B^ * 0 s i n c e B i s , by d e f i ­
n i t i o n , n o n s i n g u l a r . F u r t h e r , we s e e t h a t the columns o f the m a t r i x 
a s s o c i a t e d wi th B^ are members o f e i t h e r A^ or o f A^ and A^; t h u s , 
b?.e{0,1,-1} where b ? . denotes an e lement o f the m a t r i x a s s o c i a t e d wi th 
ID ID 
the minor B^. We now need t o show t h a t t h e a b s o l u t e v a l u e o f B^ i s one 
and Theorem 4.1 w i l l be proved s i n c e we have | d e t B | = II m. .B^. 
m..€B 1 ] 
ID 
There a r e two fundamental c a s e s t h a t might e x i s t a t t h i s p o i n t ; 
we enumerate them as f o l l o w s : 
Case I. The m a t r i x a s s o c i a t e d wi th B^ c o n t a i n s o n l y rows c o r r e ­
sponding t o t h e t r a n s p o r t a t i o n problem p o r t i o n o f the FCTP; i . e . the 
remain ing m a t r i x c o n t a i n s on ly rows c o r r e s p o n d i n g t o t h e c o n s t r a i n t s 
*)" x . . £ D . , Vj , and y x . . ^ S . , V i . I t i s w e l l known t h a t t h i s m a t r i x 
? l ] 1 . 1 1 i 
l ~2 
i s unimodular and n o n s i n g u l a r ; t h e r e f o r e , |B^| = 1. 
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Case II. The m a t r i x a s s o c i a t e d wi th c o n t a i n s rows d e s c r i b e d 
i n Case I "plus a p o r t i o n o f one o r more rows from rows m+n+1 through 
m+n+mn o f t h e b a s i s ; i . e . , we have rows p e r t a i n i n g t o the " t r a n s p o r t a ­
t i o n problem p o r t i o n " o f t h e b a s i s and a p o r t i o n o f one or more rows 







where the p o r t i o n o f the M s u b m a t r i x i n B was removed by t h e c o f a c t o r 
e x p a n s i o n . I t i s l i k e l y t h a t some o f t h e - 1 e l ements i n the above s u b -
m a t r i x were removed by the c o f a c t o r expans ion about the nu_.€B. We now 
show t h a t c o f a c t o r expans ion about c e r t a i n o f the remain ing - 1 e lements 
i n t h e m a t r i x a s s o c i a t e d wi th B^ w i l l reduce t h i s case t o Case I ; i . e . , 
we can reduce t h e m a t r i x o f Case I I t o the m a t r i x p e r t a i n i n g t o the 
t r a n s p o r t a t i o n problem p o r t i o n o f t h e b a s i s . 
The two s u b m a t r i c e s o f i n t e r e s t are b o t h d e r i v e d from t h e s u b -
m a t r i c e s o f t h e form - I . There are t h r e e p o s s i b i l i t i e s a t t h i s 
mnxmn 
p o i n t ; a l l t h r e e o r a s u b s e t c o u l d o c c u r s i m u l t a n e o u s l y : 
( i ) the o n l y nonzero e l ement i s a - 1 from t h e r i g h t - h a n d - I 
s u b m a t r i x ; 
( i i ) the o n l y nonzero e l ement i s a - 1 from t h e l e f t - h a n d - I 
s u b m a t r i x ; 
( i i i ) t h e r e a r e two - 1 e l ements i n a p a r t i c u l a r r o w , one - 1 from 
each o f t h e - I s u b m a t r i c e s . In c a s e ( i i i ) , we expand about t h e column 
c o n t a i n i n g t h e r i g h t - h a n d - 1 e lement s i n c e t h e o n l y nonzero e lement i n 
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t h i s column i s the - 1 (by c o n s t r u c t i o n o f t h e c o e f f i c i e n t m a t r i x ) . T h i s 
l e a v e s t h e s i n g l e - 1 e lement i n the row o f i n t e r e s t , and we handle t h i s 
as d e s c r i b e d e a r l i e r i n t h i s p a r a g r a p h . T h u s , Case I I r e d u c e s t o Case 
I , and | B ^ | = 1 ; t h e r e f o r e , Theorem 4 . 1 i s t r u e . 
The e f f e c t o f Theorem 4 . 1 would appear d e v a s t a t i n g t o any a t tempt 
t o use group t h e o r e t i c i n t e g e r programming f o r t h e FCTP i n most c a s e s . 
The c o r r e s p o n d i n g group problem ( P 5 ) , where components o f t h e group 
e lements are o f the form n / D , w i l l p r o b a b l y be c o m p u t a t i o n a l l y i n f e a s i b l e 
2 
s i n c e t h e methods f o r s o l v i n g ( P 5 ) t y p i c a l l y r e q u i r e from 2D o p e r a t i o n s 
2 
( i n t h e c a s e o f Hu's a l g o r i t h m [ 4 5 ] ) t o 4D o p e r a t i o n s ( i n case o f 
Gomory's a l g o r i t h m [ 3 5 ] ) . The decomposed group problem ( P 5 ) w i l l o f t e n 
be c o m p u t a t i o n a l l y u n a t t r a c t i v e b e c a u s e the l a r g e s t - o r d e r e d subgroup 
w i l l e x h i b i t v e r y l a r g e o r d e r . This i s i l l u s t r a t e d by some e x p e r i m e n t a l 
r e s u l t s f o r t h e ( v e r y s m a l l ) FCTP w i t h two s o u r c e s and t h r e e d e s t i n a ­
t i o n s wi th s u p p l i e s and demands as shown i n T a b l e 1 . The o r d e r s o f the 
subgroups as w e l l as t h e o r d e r o f t h e comple te group would seem t o p r e ­
c l u d e d i r e c t a p p l i c a t i o n o f group t h e o r e t i c methods . We w i l l r e t u r n t o 
t h i s p o i n t i n subsequent s e c t i o n s . 
T a b l e 1 . R e p r e s e n t a t i v e Subgroup and Group Orders 
Demands 
S u p p l i e s a t 
Problem at Source D e s t i n a t i o n 












60 60 32 27 25 21600 21600 
95 75 50 33 28 6 6 , 2 3 1 0 0 1 5 2 4 6 0 0 
150 200 103 122 35 1 0 3 , 4 3 9 8 1 0 4 5 3 0 0 4 3 0 
150 175 15 122 71 1 2 9 9 3 0 1 2 9 9 3 0 
200 175 155 122 7 1 1 5 5 , 1 3 4 2 6 1 0 2 0 8 1 0 4 5 5 0 
150 125 55 * 22 71 1 1 , 7 8 1 0 85910 
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M o t i v a t e d by the ev idence o f e x p e r i m e n t a l r e s u l t s shown i n T a b l e 
1 and by Theorem 4 . 1 , we turn t o Bender ' s P a r t i t i o n i n g Procedure with 
the c l e a r hope t h a t t h e p a r t i t i o n e d problem s t r u c t u r e may be more 
amenable t o the group t h e o r e t i c approach . 
Bender ' s P a r t i t i o n e d Problem 
We noted i n t h e p r e v i o u s s e c t i o n t h a t the u n p a r t i t i o n e d FCTP has 
a very s i m p l e c o e f f i c i e n t m a t r i x s t r u c t u r e ; i n f a c t , t h e on ly e l ements 
o f the c o e f f i c i e n t m a t r i x t h a t are not 0 , 1 , o r - 1 are the m . . ' s . We 
1 3 
have a c o n s i d e r a b l y d i f f e r e n t s i t u a t i o n i n the case o f the problem p a r ­
t i t i o n e d by Bender ' s method. In Bender ' s procedure we have the i n t e g e r 
subproblem 
Minimize z 
( P 7 ) s u b j e c t t o z > f y + u 1 ( b - A 2 y ) 
z ^ f y + u k ( b - A 2 y ) 
m 
I y . . * i, V J , 
i = i J 
y = 0 or 1 
as d e s c r i b e d i n [ 1 0 ] , [ 6 4 ] and Appendix C o f t h i s t h e s i s , where f i s t h e 
v e c t o r o f f i x e d c h a r g e s , A 2 i s the m a t r i x o f c o e f f i c i e n t s f o r y i n ( P 3 ' ) - , 
i . e . , 
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u i s a v e c t o r of dua l v a r i a b l e s correspond ing t o the t r a n s p o r t a t i o n 
problem t h a t r e s u l t s from opening a c e r t a i n (ith) s u b s e t o f the r o u t e s 
and i g n o r i n g a l l f i x e d c h a r g e s , and £ y „ ^ 1 , Vj , i m p l i e s t h a t a t l e a s t 
one r o u t e must be open t o each d e s t i n a t i o n . 
We s e e t h a t u ( b - A 0 y ) has t h e f o l l o w i n g form: 
u ( b - A 2 y ) = [u , u 2 , . m+n+mn 
- S . 
m 
m i i y n 
ramym 
m 2 1 y 2 1 





(u D +u D + . . . + u D - u S -u S - . . , - u S ) + 
1 1 2 2 n n n + 1 1 n+2 2 n+m m 
u n m n n y n 1 + . . . + u m y n+m+1 l l ^ 11 n+m+mn mn mn 
K + u _ m . . y , . + . . . + u m y , 
n+m+1 1 1 11 n+m+mn im-rmn 
where K i s t h e sum of the c o n s t a n t terms c o n t a i n e d i n the p a r e n t h e s e s 
Thus , we can r e w r i t e ( P 7 ) as ( P 7 f ) : 
Minimize z 
( P 7 » ) s u b j e c t t o a, z - ( f -m V " )y - ( f -m u"V )y ^ K 1 
l z 11 11 m+n+1 1 1 mn mn m+n+mn mn 
a 0 z - (f_ -m__u . ) y 1 . - . . . - ( f -m u )y >K' 2z 1 1 11 m+n+1 J11 mn mn m+n+mn •'mn 
a n z - ( f , -m,_u . ) y n n iz 11 11 m+n+1 J11 
m 
i = l J J 
where a ^ z i s a s c a l a r by which row p has been m u l t i p l i e d t o remove a l l 
f r a c t i o n a l c o e f f i c i e n t s . 
The c o e f f i c i e n t m a t r i x o f ( P 7 1 ) may be w r i t t e n as 
- ( f -m u l )y >Kl 
mn mn m+n+mn mn 
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A -F 
! I I I • • • i 
nxn I nxn ' I nxn 
1 I I J 
^ (n+mn)x l | ''"mnxmn 
where the s u b m a t r i x F„ c o n t a i n s the e lements ( f . . - m . . u . . ) • 
£ x m n i ] i ] m+n+Ci*] ) 
When we add s l a c k v a r i a b l e s t o ( P 7 ' ) and r e a r r a n g e the rows o f t h e p r o b ­
lem i n an obv ious way, we have the f o l l o w i n g c o e f f i c i e n t m a t r i x f o r t h e 
i n t e g e r subproblem i n B e n d e r ' s p r o c e d u r e : 
• I , 1 , 
I nxn I nxn I 







£ x l 
- F . 
£xmn 
•I 0 
nxn \ nxmn 
0 I I 







Suppose we s o l v e the a s s o c i a t e d LP o f (P7') i g n o r i n g the i n t e g e r 
r e s t r i c t i o n . Let us aga in r e f e r t o t h e o p t i m a l LP b a s i s as B where we 
s e e t h a t B = [ z , y , s ] , i . e . , B i s composed o f the v e c t o r s c o r r e s p o n d i n g 
D D 
t o z , y , and s_. where s_ denotes the b a s i c s l a c k v a r i a b l e s . By t h e D D D 
m 
c o n s t r a i n t £ y . . ^ 1 , j = l , . . . , n , we s e e t h a t a t l e a s t n o f the y . . are 
1=1 ^ ^ 
g o i n g t o be b a s i c , z w i l l always be b a s i c when the c o s t c o e f f i c i e n t s and 
demand are p o s i t i v e by t h e very n a t u r e o f the p r o b l e m . The c o e f f i c i e n t 
m a t r i x f o r an i n t e g e r subproblem i n B e n d e r ' s procedure and t h e c o r r e ­
sponding b a s i s are i l l u s t r a t e d i n F i g u r e s 3 and 4 , r e s p e c t i v e l y , f o r the 
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same 2x3 problem ( two s o u r c e s and t h r e e d e s t i n a t i o n s ) p r e v i o u s l y shown 
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Figure 3 . C o e f f i c i e n t M a t r i x f o r an I n t e g e r 
Subproblem i n Benders ' Procedure 
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F i g u r e 4. A B a s i s M a t r i x f o r an I n t e g e r 
Subproblem i n B e n d e r s ' Procedure 
The magnitude o f the de terminant o f B i s a f f e c t e d predominant ly 
by t h e e l ements o f the submatr ix - F . . I t i s i n t e r e s t i n g t o no te t h a t 
J6 xmn 
t h e e l ements o f F a r e a compos i te o f the f i x e d c h a r g e s , the r o u t e 
c a p a c i t i e s , and ( b y v i r t u e o f the d u a l v a r i a b l e s ) the v a r i a b l e t r a n s p o r ­
t a t i o n c o s t s . 
E x p e r i e n c e wi th t h e group t h e o r e t i c a s p e c t s o f t h e Benders problem 
i s d i s c u s s e d more f u l l y i n Appendix C; f o r i l l u s t r a t i v e purposes h e r e , 
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l e t us l i s t i n Tab le 2 t y p i c a l group orders encountered i n s o l v i n g some 
2x3 example p r o b l e m s . 
T a b l e 2 . Group Order i n B e n d e r s ' Problem 
Problem 
Number o f 
C o n s t r a i n t s o f Type ( 1 ) 
as Below 
Order o f Group 
| d e t B| 
A 3 1 2 , 4 7 5 
B 3 3 4 9 , 0 1 5 , 5 0 0 
C 2 3 2 , 0 0 0 
D 4 3 4 , 3 0 0 , 8 0 0 
E 3 3 8 1 , 8 4 8 , 7 2 6 
F 5 > 1 0 9 
( 1 ) z a f y + u * ( b - A 2 ) . 
The p o i n t o f T a b l e 2 i s t h a t we are no b e t t e r o f f i n r e s p e c t t o 
the group t h e o r e t i c approach i n Bender ' s problem than we were i n the un­
p a r t i t i o n e d p r o b l e m . 
As we view the s t r u c t u r e s o f t h e u n p a r t i t i o n e d problem and the 
Benders ' p r o b l e m , t h e r e l a t i v e l y s i m p l e s t r u c t u r e o f t h e u n p a r t i t i o n e d 
problem appears more amenable t o f u r t h e r a n a l y s i s . Le t us proceed by 
f o c u s i n g on the p r o p e r t i e s o f the r o u t e c a p a c i t i e s ( m ^ j ) i n "the unpar­
t i t i o n e d p r o b l e m . 
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Route C a p a c i t i e s i n the FCTP 
B a l i n s k i [ 4 ] d e f i n e s m . . = m i n ( S . , D . ) i n ( P 3 ) . Thi s f o l l o w s from 
ID 1 D 
t h e c o n s t r a i n t s 
) x . . < S . , V i , 
. 1 1 i D 
and ( 2 ) 
7 x . . > D . , V j . 
j i : D 
We s e e t h a t i f m i n ( S . , D . ) = S. , no more than x . . = S. can be sh ipped 
1 3 1 1 3 1 ^ 
over r o u t e ( i . j ) ; i f m i n ( S . , D . ) = D . , no more than x . . = D. would be 
1 : D ID D 
sh ipped o v e r r o u t e ( i , j ) s i n c e the t o t a l v a r i a b l e c o s t would be i n c r e a s e d 
u n n e c e s s a r i l y by t h e movement o f undemanded u n i t s . I t i s important t o 
note t h a t no o t h e r mathemat i ca l r e a s o n e x i s t s f o r r e s t r i c t i n g m „ = 
m i n ( S j , , D j ) ; however , i n t h e u n c a p a c i t a t e d t r a n s p o r t a t i o n problem we 
r e q u i r e t h a t m. . ^ m i n ( S . , D . ) . By t h e c o n s t r a i n t s ( 2 ) - , 
x . . < m i n ( D . , S . ) 
ID D 1 
when m . . ^ m i n ( D . , S . ) . We s e e t h a t s e t t i n g m. . £ m i n ( D . , S . ) does no t 
ID D 1 ID D 1 
a f f e c t the r e l a t i o n s h i p 
x . . > 0 =*> y . . = 1 , 
ID ID 
x . . = 0 = 0 y . . = 0 . 
ID iD 
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We are m o t i v a t e d t o s p e c i f y t h e nu_. such t h a t the group s t r u c t u r e 
i s enhanced. I t i s e v i d e n t t h a t the o r d e r o f the group w i l l be q u i t e 
l a r g e b e c a u s e m . . i s r e s t r i c t e d by m . . > m i n ( D . , S . ) and because D = 
6 i ] 13 l 
II m . . (by Theorem 4 . 1 ) . Suppose we c o u l d promote t h e d e c o m p o s a b i l i t y 
m i j e B 1 3 
of the group i n t o t h e d i r e c t sum o f c y c l i c subgroups such t h a t t h e s u b ­
group o r d e r s are e q u a l and bounded by max{min( D_. , S ^ ) } V ( i , j ) . We show 
i n t h e nex t theorem t h a t the UK,. can be chosen such t h a t d e c o m p o s a b i l i t y 
o f t h e group i s indeed a f f e c t e d . 
Theorem 4 . 2 . Where G = Z © . . . © Z and q , I q J . . . I q , m. . = y 
1 ^r J 
V ( i , j ) => q = q n = . . . = q n = y => k = r where k i s the number o f ^r ^ r - 1 1 
m . . € B and r i s the number o f q . > 1 . 
Proof. B ~ S , where S i s the Smith Normal M a t r i x whose d i a g o n a l 
e l ements are 1 , . . . , 1 , q ^ , . . . , q p where q^ > 1 and q ^ | q 2 | . . . |q • To c o n ­
s t r u c t S from B move the columns c o r r e s p o n d i n g t o t o t h e r i g h t - h a n d 
s i d e o f B by i n t e r c h a n g i n g columns. P l a c e the iru _. e B on the main 
d i a g o n a l o f B by i n t e r c h a n g i n g rows . By t h e p r o o f o f Theorem 4 . 1 , t h e 
s u b m a t r i x composed o f the rows and columns not c o n t a i n i n g t h e IIK.. e l e ­
ments i s unimodular ( i . e . , has a de terminant o f 1 or - 1 ) . T h u s , by 
e l ementary row and column o p e r a t i o n s , a d i a g o n a l m a t r i x can be formed 
from t h i s s u b m a t r i x wi th o n l y l ' s and - l ' s on t h e main d i a g o n a l . At 
t h i s p o i n t , any nonzero e n t r i e s remain ing i n t h e rows c o n t a i n i n g the 
e lements can be t r a n s f o r m e d t o z e r o s by e l ementary row o p e r a t i o n s . To 
o b t a i n t h e Smith Normal M a t r i x , i t remains on ly t o c o n v e r t a l l - l ' s t o 
+ 1 . I t f o l l o w s t h a t q = q , = . . . = q . = y , and the number o f m . . e B 
^•r u r - l ^1 ij 
e q u a l s t h e number o f d i a g o n a l e l ements g r e a t e r than 1 i n S. Thus , 
Theorem 4 . 2 i s t r u e . 
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Now we d e s i r e t o choose an a p p r o p r i a t e v a l u e f o r y . S i n c e t h e 
o n l y r e s t r i c t i o n p r e s e n t l y imposed on t h e rru '$ i s t h a t HK_. ^ m i n ( D _ . , S j , 
V ( i , j ) , we could s e t t h e m „ r s e q u a l t o very l a r g e v a l u e s from t h e 
s t a n d p o i n t o f t h i s s i n g l e r e s t r i c t i o n . S p e c i f i c a l l y , we can not j u s t i f y 
s e t t i n g any m > max{min(D_. , S ^ ) } , V ( i , j ) ; t h e r e f o r e , we r e s t r i c t t h e 
m. . such t h a t min(D ,S ) < m < max{min(D. , S . ) } , V ( i , j ) . I t f o l l o w s 
i ] p q pq : i 
t h a t we may s e t m . . = u = m a x { m i n ( D . , S . ) } V ( i , j ) . In t h i s c a s e , we w i l l 
J 13 3 I J 
have a group G o f o r d e r D = II m. . = u which i s decomposable i n t o the 
m i J e B 1 3 
d i r e c t sum o f k subgroups each o f o r d e r u = max{min(D_. ,S_^)} V ( i , j ) . 
C o n s i d e r the problem whose c o e f f i c i e n t m a t r i x and b a s i s were 
shown i n F i g u r e s 1 and 2 . The Smith Normal M a t r i x f o r t h i s problem i s 
g i v e n i n F i g u r e 5 . We s e e t h a t D = 4 6 6 , 5 6 0 , 0 0 0 and G = & © G 2 = 
Z 2 1 6 0 0 ® Z 2 1 6 0 0 * S e t t i n g V ~ max{min( 3 2 , 6 0 ) , m i n ( 2 7 , 6 0 ) , min( 2'5 , 6 0 ) } = 
3 2 , we o b t a i n t h e problem whose c o e f f i c i e n t m a t r i x , b a s i s m a t r i x , and 
Smith Normal M a t r i x are g i v e n i n F i g u r e s 6 , 7 , and 8 , r e s p e c t i v e l y . 
We s e e from t h e Smith Normal M a t r i x t h a t G = G © G © G © G = 
Am 4L \J H" 
Z 3 2 9 Z 3 2 * Z 3 2 * Z 3 2 -
The Group Problem 
C o n s i d e r the group problem ( P 5 ) correspond ing t o the f i x e d charge 
t r a n s p o r t a t i o n problem where we s e t m . . = u = m a x { m i n ( D . , S . ) } V ( i , j ) . 
i ] 3 i 
We s t a t e the f o l l o w i n g theorem. 
Theorem 4 . 3 . The number o f components taken modulo u i n each 
e lement o f t h e group problem ( P 5 ) e q u a l s the number o f y ._ .eyg . 
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P r o o f . For each y^^eyg t h e r e i s a c o r r e s p o n d i n g I T U _ . £ B ; t h e r e f o r e , 
a b a s i s B c o n t a i n i n g k y . . v e c t o r s w i l l c o n t a i n the c o r r e s p o n d i n g k m . . 
e l e m e n t s . In t h e p r o o f of Theorem 4 . 2 , we saw t h a t k e l ements e q u a l 
t o a common v a l u e u i m p l i e s t h a t 6 = 6 = . . . = 6 = u a n d , t h e r e f o r e , 
t h a t q^ = . . . = q^ = u. T h u s , Theorem 4 . 3 i s t r u e . 
E X A M P L E : C o n s i d e r the FCTP where we wish to 
Min imize 3 2 x i : L + 3 1 x 1 2 + 3 0 x i 3 + 2 9 x 2 1 + 2 8 x 2 2 + 2 7 x 2 3 
+ 2 5 3 y i : L + 2 6 3 y 1 2 + 2 7 3 y 1 3 + 283y + 293y + 303y 23 
s u b j e c t t o demands a t d e s t i n a t i o n s 1 , 2 , and 3 o f 3 2 , 2 7 , and 2 5 , 
r e s p e c t i v e l y , and s u p p l y a v a i l a b i l i t y a t s o u r c e s 1 and 2 o f 60 and 6 0 . 
The c o e f f i c i e n t m a t r i x i s g iven as F igure 6 where a l l r o u t e c a p a c i t i e s 
have been s e t e q u a l t o 3 2 . The o p t i m a l LP b a s i s i s g i v e n i n F igure 7 
and the Smith Normal M a t r i x i s F igure 8 . The c o s t v e c t o r c* = 
N 
[ 0 0 3 9 . 9 1 3 9 . 2 2 3 8 . 5 3 2 . 0 6 7 . 9 1 8 . 2 2 8 . 5 3 8 . 8 4 9 . 1 6 9 . 4 7 ] ; 
t h e n o n - b a s i s m a t r i x i s g i v e n i n F i g u r e 9 ; the row t r a n s f o r m a t i o n m a t r i x 
R i s g i v e n i n F i g u r e 1 0 . The r e s u l t i n g group problem ( P 5 ) i s as f o l l o w s : 
Minimize 7 . 9 1 t , + 8 . 2 2 t _ + 8 . 5 3 t 0 + 2 . 0 6 t „ + 8 . 8 4 t t : + 9 . 1 6 t c + 9 . 4 7 t r 7 
1 2 o 4 0 b / 
s u b j e c t t o 
31 31 31 31 0 0 0 16 
0 1 1 1 3 1 0 0 16 
t , + 31 + + 0 0 t , + 0 t „ + 31 t „ + 0 t = 0 1 2 3 4 5 6 7 27 
0 0 3 1 0 0 0 31 25 
(mod 3 2 ) 
t_. > 0 , i n t e g e r , j = l , . . . , 7 . 
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1 0 0 0 0 n 0 0 o rT 
0 1 o • 0 0 0 0 0 o n 
0 0 i 0 0 • o • 0 0 0 n 
0 0 0 ' 1 0 0 0 0 o n 
0 0 0 0 1 0 0 0 . 0 n 
0 0 0 0 0 1 0 0 ~ 0 0 
0 0 0 0 0 0 1 0 o n 
0 0 I) 0 0 . 0 u 1 u n 
0 0 • 0 0 0 0 0 0 2 1 6 0 0 o 
0 0 0 0 0 0 0 0 oa i^On 
F i g u r e 5 . The Smith Normal M a t r i x Corresponding 
t o the B a s i s M a t r i x Shown i n F igure 2 
F i g u r e 6 . C o e f f i c i e n t M a t r i x f o r a 2x3. 
FCTP Where m. . = 3 2 , V ( i . - j ) 
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F i g u r e 7. B a s i s M a t r i x Corresponding t o the 
C o e f f i c i e n t M a t r i x Shown i n F igure 6 
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F i g u r e 8 . Smith Normal M a t r i x Corresponding t o 
t h e B a s i s M a t r i x Shown i n F i g u r e 7 
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0 0 0 G 0 0 U 0 u 0 0 -1 
F i g u r e 9 . Non-Bas i s M a t r i x Corresponding t o the 
C o e f f i c i e n t M a t r i x Shown i n F igure 6 
r 
1 0 0 0 0 0 0 0 0 0 0 
0 1 0 0 0 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 0 0 0 
-1 -1 -1 1 0 0 0 0 0 0 0 
-1 -1 -1 1 1 0 0 0 0 0 0 
1 0 0 0 -1 1 0 0 0 0 0 
0 1 0 0 0 0 1 0 0 0 0 
1 1 1 0 -1 1 1 1 0 0 0 
0 -1 -1 0 1 0 -1 -1 1 0 0 
0 1 0 0 0 0 1 0 0 1 0 
0 0 1 _ o . 0 0 0 X 0 0 1 
Figure 1 0 . Row T r a n s f o r m a t i o n M a t r i x Corresponding 
t o t h e B a s i s Shown i n F igure 7 
The Smith Normal M a t r i x 
Many o f t h e s t r u c t u r a l p r o p e r t i e s o f t h e group problem c o n s t r a i n t 
are shown, i n t h e remainder o f t h i s c h a p t e r , t o be a t t r i b u t a b l e t o the 
s t r u c t u r e o f t h e row t r a n s f o r m a t i o n m a t r i x R. We r e c a l l t h a t S = RBC 
where R i s unimodular and corresponds t o e l ementary row o p e r a t i o n s . The 
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f o l l o w i n g e q u i v a l e n c e h o l d s : 1 
B ! I J N ! B 
1 




R J RN J Rb 
(-- I I 
~T~~ T ~ C ! 0 ! O J O 
R, RN, and Rb may be g e n e r a t e d s i m u l t a n e o u s l y from I , N , and b , 
r e s p e c t i v e l y , as S i s b e i n g g e n e r a t e d from B by a p p l y i n g the same 
e l ementary row o p e r a t i o n s t o I , N , b , and B. We proceed by i n v e s t i -
2 
g a t i n g t h e s t e p s i n a Smith Normal A l g o r i t h m which i s o u t l i n e d as 
f o l l o w s : 
1. By i n t e r c h a n g i n g co lumns , move columns from A^ i n B t o t h e 
r i g h t - h a n d s i d e of B; i . e . , move columns c o r r e s p o n d i n g t o y.j_j eyg ~t° ^ e 
r i g h t s i d e o f B. 
2. By i n t e r c h a n g i n g r o w s , p l a c e the nK_.eB on the main d i a g o n a l 
o f B. 
3 . Le t s ( ^ j ) denote the s u r p l u s v a r i a b l e c o r r e s p o n d i n g t o t h e 
" d e s t i n a t i o n demand c o n s t r a i n t " f o r d e s t i n a t i o n j . I f s ( D . ) e s _ , add 
1 a 
a n t o a where x . . e x „ , t h e r e b y c r e a t i n g a1 w i t h a 1 i n row n t i 
D. x . . i i B e x . . 
3 1 3 J 1 3 
and a - 1 i n row m t i n + j . 
4 . L e t s ( S ^ ) denote t h e s l a c k v a r i a b l e c o r r e s p o n d i n g t o t h e 
"source a v a i l a b i l i t y c o n s t r a i n t " f o r s o u r c e i . I f s ( S ^ ) e S g , s u b t r a c t 
1 
S e e , f o r e x a m p l e , theorems 1 - 2 9 and 1 - 3 0 i n [ 2 1 ] . 
The r e a d e r u n f a m i l i a r w i th t h e Smith Normal A l g o r i t h m i s 
r e f e r r e d t o Hu [ 4 5 ] , In t h i s s e c t i o n we t a k e advantage o f t h e s p e c i a l ­
i z e d n a t u r e o f t h e FCTP by a somewhat m o d i f i e d p r o c e d u r e . 
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a from a where x . . e x R , t h e r e b y c r e a t i n g a' w i th a 1 i n row j 
i i ] i ] 
and a - 1 i n row m + i n + j . 
5 . Le t s ( i , j ) denote the s l a c k v a r i a b l e c o r r e s p o n d i n g t o the 
" r o u t e c a p a c i t y c o n s t r a i n t " f o r r o u t e ( i , j ) . I f s ( i , j ) e s and 
D 
x . . e x _ , s u b t r a c t a , . from a t h e r e b y d e l e t i n g t h e - 1 from row 
13 B s l i , ] ; x ^ j 
m+in+i o f a 
x . . 
6 . By i n t e r c h a n g i n g r o w s , p l a c e t h e nonzero e l ements (1 o r - 1 
c o r r e s p o n d i n g t o s ( D . ) , s ( S . ) , and s ( i , j ) J i n A 0 on t h e main d i a g o n a l . 
3 1 «3 
L i n e a r independence o f t h e b a s i s v e c t o r s p r e c l u d e s b o t h y^_. and s ( i , j ) 
b e i n g i n the b a s i s . 
7 . I f x . . e x_ b u t y . . 4 y D and s ( i , j ) 4 s D , row m+in+j 
13 B 13 a a 
c o n t a i n s on ly one nonzero e l ement : t h e - 1 i n a . Add row m+in+j 
1: 
t o row j i f s ( D . ) 4 s a n d / o r t o row n + i i f s ( S . ) <£ s _ . This c r e a t e s a 
3 - D 1 13 
n e g a t i v e u n i t v e c t o r i n a (where x . . e x n and y . . e y l T ) , to x . . 13 B j 13 •'N 
13 
8 . By i n t e r c h a n g i n g columns and r o w s , p l a c e t h e - l ' s ( i n t h e 
n e g a t i v e u n i t v e c t o r s c r e a t e d i n s t e p 7 ) on t h e main d i a g o n a l and change 
t h e s e - l ' s t o + l ' s by m u l t i p l y i n g t h e i r rows by - 1 , 
At t h i s p o i n t , t h e l a s t mn rows and p o s s i b l y some o f t h e f i r s t 
m+n rows o f B have been d i a g o n a l i z e d . The columns c r e a t e d i n s t e p s 7 
and 8 and t h e columns a s s o c i a t e d w i t h and A^ i n B are on t h e r i g h t 
s i d e o f t h e m a t r i x . We now turn t o the d i a g o n a l i z a t i o n o f t h e r e m a i n ­
i n g p o r t i o n o f t h e f i r s t m+n rows . The remain ing columns a s s o c i a t e d 
wi th A^ i n B are c o l l e c t e d on the l e f t s i d e o f the m a t r i x ; t h e s e 
columns are o f t h r e e t y p e s : 
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( i ) t h o s e v e c t o r s wi th a 1 i p row j ( l < j < n ) b e i n g the on ly non­
z e r o e l ement i n t h e f i r s t m+n r o w s ; 
( i i ) t h o s e v e c t o r s wi th a 1 i n row n + i ( l < i < m ) b e i n g the o n l y 
nonzero e lement i n the f i r s t m+n r o w s ; 
( i i i ) t h o s e v e c t o r s wi th l ' s i n rows j and n + i b e i n g the on ly 
nonzero e lements i n the f i r s t m+n r o w s . 
We are now a b l e t o s t a t e the n e x t s t e p s i n the Smith N o r m a l i z a t i o n 
p r o c e s s . 
9 . Use t y p e ( i ) columns t o c o n v e r t type ( i i i ) columns t o t y p e 
( i i ) c o l u m n s , and use t y p e ( i i ) columns t o c o n v e r t type ( i i i ) columns 
t o t y p e ( i ) co lumns . Cont inue t h i s c o n v e r s i o n p r o c e s s u n t i l a l l t y p e 
( i i i ) columns have been conver ted t o type ( i ) and type ( i i ) co lumns . 
1 0 . I n t e r c h a n g e rows and columns t o p l a c e the l ' s i n type ( i ) 
and t y p e ( i i ) columns on the main d i a g o n a l . Th i s r e s u l t s i n a d i a g o n a l 
m a t r i x e x c e p t f o r the nonzero e lements i n the l a s t r rows . M u l t i p l y 
t h o s e rows c o n t a i n i n g a - 1 on t h e main d i a g o n a l by - 1 t o c r e a t e l's on 
the main d i a g o n a l . 
1 1 . By adding and s u b t r a c t i n g r o w s , e l i m i n a t e the nonzero e l e ­
ments ( e x c e p t f o r t h e m..'s) i n the l a s t r rows . The r e s u l t i s the 
Smith Normal M a t r i x . 
To show t h a t t h i s procedure w i l l indeed t r a n s f o r m B t o S , we 
must show t h e f o l l o w i n g : 
( 1 ) A type ( i ) o r ( i i ) column c r e a t e d from a t y p e ( i i i ) column 
cannot be i d e n t i c a l t o another t y p e ( i ) or ( i i ) column o r t o a u n i t 
v e c t o r from A 0 . 
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( 2 ) No type ( i i i ) column can remain a f t e r s t e p 9 i s c o m p l e t e d . 
S ta tement ( 1 ) i s t r u e b e c a u s e o t h e r w i s e we would have l i n e a r dependence , 
an i m p o s s i b i l i t y s i n c e B i s a b a s i s . (The l i n e a r dependence would 
a r i s e , i n t h e case of i d e n t i c a l t y p e ( i ) or ( i i ) co lumns , by adding 
some o f t h e l a s t r columns t o t h e t y p e ( i ) or ( i i ) c o l u m n s . ) S tatement 
( 2 ) a l s o f o l l o w s from t h e l i n e a r independence o f t h e b a s i s v e c t o r s . 
Suppose , f o r i n s t a n c e , t h a t we have k type ( i i i ) columns such t h a t no 
t y p e ( i ) or ( i i ) columns e x i s t t h a t can be used t o c o n v e r t t h e t y p e 
( i i i ) columns t o t y p e s ( i ) and ( i i ) as d e s c r i b e d i n s t e p 9 . Thi s im­
p l i e s a l i n e a r dependence among t h e f i r s t m+n+mn-r rows c o n t a i n i n g l ' s 
( i n t y p e ( i i i ) c o l u m n s ) . For e x a m p l e , add t h o s e rows from the f i r s t n 
rows o f B h a v i n g a nonzero e n t r y i n any o f t h e s e k t y p e ( i i i ) co lumns . 
S i n c e t h e s e nonzero e n t r i e s ( l ' s ) a r e l o c a t e d i n d e p e n d e n t l y , the r e s u l t 
w i l l be a row w i t h e x a c t l y k l ' s ; t h e s e l ' s w i l l be i n the columns c o r ­
r e s p o n d i n g t o t h e k t y p e ( i i i ) co lumns . S i m i l a r l y , add t h o s e rows from 
rows n + l through n+m hav ing a nonzero e n t r y i n any o f t h e k t y p e ( i i i ) 
co lumns . T h i s w i l l r e s u l t i n a row hav ing e x a c t l y k ones as d e s c r i b e d 
a b o v e , and hence we have l i n e a r dependence , a c o n t r i d i c t i o n ; t h e r e f o r e , 
no t y p e ( i i i ) columns can remain a f t e r s t e p 9 . 
We s e e t h a t d i v i s i b i l i t y i s guaranteed such t h a t Q j j Q j ^ i (where 
r e p r e s e n t s the ith d i a g o n a l e lement o f S) s i n c e rrh.. = u , V ( i , j ) , and 
t h e d i a g o n a l e l ements i n t h e columns c o r r e s p o n d i n g t o and A^ are 
l ' s . That i s , the Smith Normal M a t r i x w i l l have the form i l l u s t r a t e d 








Of c o u r s e , we know from Theorem 4 . 2 e x a c t l y what S r s s t r u c t u r e 
w i l l be w i t h o u t h a v i n g t o a c t u a l l y g e n e r a t e S from B. However, our 
t r u e m o t i v a t i o n f o r a p p l y i n g a Smith Normal A l g o r i t h m i s t o g e n e r a t e 
RN and Rb and t h e r e b y e s t a b l i s h t h e group problem c o n s t r a i n t 
The Row T r a n s f o r m a t i o n M a t r i x 
As d i a g o n a l i z a t i o n o f B p r o c e e d s a c c o r d i n g t o t h e method o u t l i n e d 
i n t h e p r e c e d i n g s e c t i o n s , t h e on ly row o p e r a t i o n s performed ( b e s i d e s 
row i n t e r c h a n g e s ) o c c u r i n s t e p s 7 and 1 1 ; t h e s e o p e r a t i o n s are a d d i ­
t i o n and s u b t r a c t i o n . In s t e p 7 , row m+in+j i s added t o rows j and 
n + i . No f u r t h e r row o p e r a t i o n s a r e performed on row m+in+j ( e x c e p t 
p o s s i b l y f o r row i n t e r c h a n g e ) . In s t e p 9 , as a t y p e ( i ) o r ( i i ) 
column i s c r e a t e d from a t y p e ( i i i ) co lumn, t h e r e s u l t a n t column has 
e i t h e r a - 1 i n row m+kn+j and a 1 i n row m+Jln+j ( k * £ ) o r a 0 i n row 
m+kn+j ( i n t h e c a s e where k = £ ) . A f t e r c o n v e r t i n g a t y p e ( i i i ) co lumn, 
no f u r t h e r column o p e r a t i o n s a r e performed on t h a t column. T h e r e f o r e , 
{RN mod S « l 
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i n s t e p 1 1 o n l y a d d i t i o n and s u b t r a c t i o n o f rows w i l l be n e c e s s a r y t o 
t r a n s f o r m t h e nonzero e l ements t o 0's i n the l a s t r r o w s . 
A f t e r d i a g o n a l i z i n g the f i r s t m+n r o w s , row 1 i s added t o o r 
s u b t r a c t e d from t h o s e rows c o n t a i n i n g a 1 o r - 1 i n column 1 . In g e n ­
e r a l , t o t r a n s f o r m nonzero e lements i n t h e l a s t r rows o f column k , 
row k i s added t o or s u b t r a c t e d from t h o s e rows c o n t a i n i n g a 1 o r - 1 
i n column k . The e f f e c t o f t h i s i n t r a n s f o r m i n g I t o R i s t o p l a c e - 1 
or 1 i n t h e kth column i n the rows t h a t c o n t a i n e d nonzero e l ements ( i n 
the m a t r i x b e i n g t r a n s f o r m e d from B t o S ) . Row i n t e r c h a n g e s change o n l y 
t h e l o c a t i o n s o f e l ements i n R , no t the v a l u e s o f t h e e lements them­
s e l v e s ; h e n c e , we have proved t h e f o l l o w i n g lemma. 
Lemma 4 . 1 . In the FCTP where m . . = u V ( i , j ) , e l ements o f R a r e i j ' J 
e x c l u s i v e l y members o f { 0 , 1 , - 1 } . 
The RN M a t r i x 
We p a r t i t i o n N s i m i l a r t o the way we p a r t i t i o n e d t h e c o e f f i c i e n t 
m a t r i x A e a r l i e r . Let N = [ ^ ^ 2 ^ 2 ] where N^ i s composed o f columns 
from A^; N 2 , o f columns from A ^ ; N^, o f columns from A^. 
Theorem 4 . 4 . Elements o f RN are e x c l u s i v e l y members o f 
{ 0 , l , - l , y , - y } . 
Proof. A column o f i s as d e s c r i b e d e a r l i e r ; i . e . 
X i j 
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x . . 
< row j 
row n + i 
row m+in+j 
where j = l , . . . , n and i = l , . . . , m . P r e - m u l t i p l y i n g by R corresponds t o 
p e r f o r m i n g e l ementary row o p e r a t i o n s on N^; t h e s e row o p e r a t i o n s are 
e x a c t l y t h o s e o p e r a t i o n s a p p l i e d t o B t o c r e a t e S . Row o p e r a t i o n s a r e , 
e x c e p t f o r row i n t e r c h a n g e s , as f o l l o w s : 
1 . Those o p e r a t i o n s employed i n s t e p 7 ( a d d i n g row m+in+j t o 
rows j and n + i ) ; 
2 . Those o p e r a t i o n s performed i n s t e p 11 ( a d d i n g o r s u b t r a c t i n g 
some o f t h e f i r s t m+n rows from some of t h e l a s t r r o w s ) . 
Type 1 row o p e r a t i o n s w i l l o c c u r on ly i f . e x^; t y p e 2 row o p e r a t i o n s 
w i l l be performed on row m+in+j o n l y i f x . . c x_ . H e n c e , by the na ture 
ID ° 
o f t h e row o p e r a t i o n s s row j w i l l n e v e r be s u b t r a c t e d from row n + i nor 
w i l l row j or row n + i be added t o o r s u b t r a c t e d from row m+in+j i f 
x . . € x > T . I t f o l l o w s t h a t e l ements o f RN, a r e o f { 0 , 1 , - 1 } . iD N 1 
A column o f N 9 i s composed o f a l l 0 f s e x c e p t f o r an m . . ( = y ) 
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e l e m e n t . S i n c e the e lements o f R are o f { 0 , 1 , - 1 } , e l ements o f RN 2 are 
o f { 0 , y , - y } . 
Columns of are independent ( p o s i t i v e and n e g a t i v e ) u n i t v e c ­
t o r s ; R i s n o n s i n g u l a r and unimodular wi th e lements e x c l u s i v e l y o f 
{ 0 , 1 , - 1 } . T h e r e f o r e , e l ements o f RN^ are e x c l u s i v e l y o f { 0 , 1 , - 1 } , and 
Theorem 4 . 4 i s t r u e . 
RN Mod S * l 
We are u l t i m a t e l y i n t e r e s t e d i n the form and s t r u c t u r e o f the 
group problem ( P 5 ) . Among t h e s e v e r a l consequences of the p r o p e r t i e s 
we have noted f o r R and RN, we have t h e f o l l o w i n g theorem. 
Theorem 4 . 5 . In the FCTP where nu_.=y V ( i , j ) , e l ements o f RN 
mod S * l are e x c l u s i v e l y members o f { 0 , 1 , - 1 } . 
Proof. Elements o f RN are e x c l u s i v e l y members o f { 0 , 1 , - 1 ,y , - y } 
by Theorem 4 . 4 . The e lements o f RN mod S* l a r e , t h e r e f o r e , e x c l u s i v e l y 
members o f { 0 , 1 , - 1 } s i n c e { 0 , 1 , - 1 , y , - u } m o d 1 = { 0 } and { 0 , 1 , - l , y , 
-y}mod y = { 0 , 1 , - 1 } . Thus , Theorem 4 . 5 i s t r u e . 
C o n s i d e r R N 2 , t h e p o r t i o n o f RN c o r r e s p o n d i n g t o y „ e y ^ . 
R e c a l l t h a t t h e e lements o f RN 2 a r e o f { 0 , y , - y } , which means t h a t t h e 
e lements o f RN 2 mod y a r e a l l z e r o s . T h u s , the f o l l o w i n g theorem i s 
t r u e . 
Theorem 4 . 6 . The group e l ements a s s o c i a t e d wi th the y . . 6 y „ 
° J i ] J N 
a r e always n u l l . 
C o n s e q u e n t l y , we might p r o c e e d t o s e t y^ = 0 and d e a l wi th t h e 
group problem i n terms o f x^ and s^. R e c a l l t h a t s ( i , j ) denote s t h e 
s l a c k v a r i a b l e c o r r e s p o n d i n g t o the "route c a p a c i t y c o n s t r a i n t " f o r 
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r o u t e ( i , j ) , and l e t g (y^ . . ) denote the group e lement a s s o c i a t e d wi th 
^ i j 6 ^N" Suppose y ^ e were t o imply t h a t Y^=0 p e r m a n e n t l y ; i . e . 
g ( y . . ) = 0 y . . = 0 . We s e e t h a t v.. = 0 x . . = 0 =̂ > s ( i , j ) = 0 ; 
however , we can show by counter - example t h a t y „ € y^ does not mean 
y . . = 0 i n t h e o p t i m a l s o l u t i o n . 
13 
COUNTER-EXAMPLE. In e x p e r i m e n t a l problem T - 6 , y 1 2 » y 1 3 6 Y N 5 
however , t h e o p t i m a l s o l u t i o n t o t h e problem has y =1 (and x = 2 5 ) . 
T h u s , a s o l u t i o n procedure f o r the FCTP group problem must 
r e c o g n i z e t h a t , w h i l e t h e group e lement c o r r e s p o n d i n g t o a y . . e y i s 
J 1 3 JN 
n u l l , the o p t i m a l s o l u t i o n may i n c l u d e y „ = l . As we w i l l s e e , t h i s i s 
handled q u i t e e a s i l y i n t h e procedure d e v e l o p e d l a t e r i n t h i s c h a p t e r . 
E s s e n t i a l l y , i f x . . becomes p o s i t i v e , we s e t y . . = 1 . 
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We s h a l l now turn our a t t e n t i o n t o a s o l u t i o n procedure t h a t 
t a k e s advantage of the theorems o f t h i s p r e s e n t c h a p t e r . 
A Group T h e o r e t i c S o l u t i o n Procedure 
A p r o c e d u r e f o r s o l v i n g ( P 3 ' ) i s p r e s e n t e d i n t h i s s e c t i o n . We 
d i s t i n g u i s h t h r e e phases o f t h i s procedure as f o l l o w s : 
PHASE I: S o l v e t h e a s s o c i a t e d LP o f ( P 3 » ) . 
PHASE II: E s t a b l i s h t h e group problem ( P 5 ) . 
PHASE III: S o l v e ( P 5 ) such t h a t a f e a s i b l e (and hence o p t i m a l ) 
s o l u t i o n t o ( P 3 ' ) i s a c h i e v e d . 
Phase I : The A s s o c i a t e d L i n e a r Program 
Phase I i n c l u d e s t h e i n i t i a l i z a t i o n s t e p s as w e l l as the s o l u t i o n 
o f t h e a s s o c i a t e d LP o f ( P 3 ' ) . The s t e p s o f t h i s phase are as f o l l o w s : 
1 . S e t nu.. = u = max{min(Dj , S ^ ) } , V ( i , 3 * ) . 
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2 . S o l v e the a s s o c i a t e d LP o f ( P 3 1 ) ; t h u s , de termine B , N , x D , 
D 
V y B > y N ' V V B " 1 N s B " l b ' a n d V 
3 . C a l l t h e o p t i m a l LP o b j e c t i v e v a l u e z" , and c a l c u l a t e the 
LIT 
o b j e c t i v e v a l u e where t h o s e y^_. e which are p o s i t i v e a r e s e t e q u a l 
t o 1 . C a l l t h i s r e c a l c u l a t e d o b j e c t i v e v a l u e X ( x * , y * ) as we d i d i n 
Chapter I I . As i n the case o f B a l i n s k i ' s approx imat ion method, A ( x * , y * ) 
i s an upper bound on the o b j e c t i v e f u n c t i o n o f ( P 3 f ) . F u r t h e r m o r e , 
Z = X ( x * , y * ) - z" i s an upper bound on t h e o b j e c t i v e o f ( P 5 ) . 
U LJr 
Phase I I : The Group R e p r e s e n t a t i o n 
Phase I I i n c l u d e s c a l c u l a t i o n o f the row t r a n s f o r m a t i o n m a t r i x , 
development o f R[N n ,N^]mod y , e l i m i n a t i o n o f dominated v a r i a b l e s , and 
e s t a b l i s h m e n t o f a " f l a g s e t , " F , t o c o o r d i n a t e v a r i a b l e i n t e r r e l a t i o n ­
s h i p s i n Phase I I I . The s t e p s o f t h i s phase are as f o l l o w s : 
1 . C a l c u l a t e RN and Rb. 
. 2 . Determine R [ N n , N ]mod y and Rb mod y . 
3 . E l i m i n a t e column v e c t o r s o f R[N^,Ng]mod y c o r r e s p o n d i n g t o 
s ( D . ) e s.T i f c . £ 0 V j . ( s ( D . ) > 0 i m p l i e s t h a t demand i s o v e r s a t i s -
1 N 1 k 3 
f i e d ; s i n c e t h e r e i s no m o t i v a t i o n t o o v e r s a t i s f y demand i n t h e FCTP as 
s t a t e d , we may s e t S ( B . . ) = 0 p e r m a n e n t l y ) . 
4 . E s t a b l i s h what we w i l l c a l l the " f l a g s e t " F = { t . l t . c o r r e -
3 3 
sponds t o x . . € x „ when y . . e y__ or t . corresponds t o s ( i , j ) e s. T when 
v i ] N J 2 . 2 N 3 r ' J N 
y . . e v V T b u t x . . e x „ } . (In Phase I I I , t . > 0 ^ y . . = 1 where t . € F J i 3 N 13 B ^ j J i 3 3 
and t . c o r r e s p o n d s t o e i t h e r x . . or s ( i , j ) . J 
3 13 J 
5 . C a l c u l a t e an upper bound u^ on each group v a r i a b l e t_. such 
t h a t 
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mi , y - i i f t . 4 F , 3 
u . = < 
m i i K 
Z - c K ( y . . ) 
c . 
3 
1 ^ i f t . e F , 
1 3 
where [ a ] means "the g r e a t e s t i n t e g e r c o n t a i n e d i n a ." 
6 . Order t h e group v a r i a b l e s t ( g ) c o r r e s p o n d i n g t o and the 
remain ing s such t h a t u. < . . . < u . C a l l t h e s e r e o r d e r e d v a r i a b l e s 
N i n 
v - . v 
Phase I I I : O p t i m i z a t i o n Method 
Given an upper b o u n d , Z , on t h e o b j e c t i v e and the v a r i a b l e s 
ordered such t h a t u, ^ . . . £ u , the method o u t l i n e d i n t h i s s e c t i o n 
1 n 
produces t h e o p t i m a l s o l u t i o n t o ( P 3 ' ) . 
The s t e p - w i s e q u a s i - e n u m e r a t i v e procedure b e g i n s by d e f i n i n g what 
we c a l l " n e c e s s i t y c o l l e c t i o n s , " denoted NC^, V i , as the s e t o f v a r i ­
a b l e s f o r which t h e group e lements have nonzero ith components . I n v e s ­
t i g a t i o n p r o g r e s s e s from the s m a l l e s t NC^ ( t h e one wi th the l e a s t number 
o f v a r i a b l e s ) through the s u c c e e d i n g l y l a r g e r NC^'e i n an a t t empt t o 
reduce the s i z e o f the problem. When a b e t t e r f e a s i b l e s o l u t i o n i s 
i d e n t i f i e d f o r ( P 5 ) , f e a s i b i l i t y i s immedia te ly checked i n t h e o r i g i n a l 
problem ( P 3 ' ) ; i . e , we de termine whether x^ = B ^b - B "^Nx̂  £ 0 . I f 
f e a s i b i l i t y e x i s t s i n ( P 3 1 ) the b e t t e r f e a s i b l e s o l u t i o n r e p l a c e s the 
"incumbent" s o l u t i o n S; i f f e a s i b i l i t y does n o t e x i s t i n the o r i g i n a l 
7 1 
p r o b l e m , t h e procedure b a c k t r a c k s and s e a r c h e s f o r another f e a s i b l e 
s o l u t i o n b e t t e r than t h e incumbent s o l u t i o n . I n t e r r e l a t i o n s h i p s among 
t h e v a r i a b l e s are acknowledged and e x p l o i t e d . 
The procedure c o n t i n u e s u n t i l a l l combinat ions o f v a r i a b l e v a l u e s 
have been i m p l i c i t l y enumerated. S i n c e t h e r e e x i s t on ly a f i n i t e number 
o f combinat ions o f v a r i a b l e v a l u e s and the method never r e i t e r a t e s any 
p a r t i c u l a r c o m b i n a t i o n , the method produces the o p t i m a l s o l u t i o n i n a 
f i n i t e number o f s t e p s . We o u t l i n e the o p t i m i z a t i o n procedure as 
f o l l o w s : 
1 . ( E s t a b l i s h N e c e s s i t y C o l l e c t i o n s . ) Le t NC. = { w . l a . . * 0 } , 
V i . Reorder the components o f t h e group e l ements such t h a t NC^ ( t h e 
s e t o f v a r i a b l e s f o r which t h e group e l ements have nonzero f i r s t com­
p o n e n t s ) c o n t a i n s the l e a s t number o f v a r i a b l e s ; NC^, the n e x t l e a s t , 
and s o f o r t h . D e f i n e o r d e r ( N C . ) as t h e number o f v a r i a b l e s i n N C . 
1 1 
I f Order (NC ) = Order (NC ) , l e t the NC c o n t a i n i n g the s m a l l e s t 
k Xi 
indexed v a r i a b l e b e a s s i g n e d the s m a l l e r i n d e x . S e t b ' = b , k = 1 , 
S = S = $ , i = 2 , LCC = LCC + = $ , where k i s t h e i n d e x o f t h e n e c e s s i t y 
c o l l e c t i o n b e i n g i n v e s t i g a t e d , and LCC denotes the " l e a s t c o s t combina­
t i o n " o f v a r i a b l e v a l u e s t h a t w i l l s a t i s f y a p a r t i c u l a r r i g h t - h a n d - s i d e 
e l e m e n t ; t h e c o r r e s p o n d i n g " l e a s t c o s t " i s denoted by LC. 
2 . (Determine the L e a s t T o t a l C o s t , L C * , t h a t can p o s s i b l y be 
i n c u r r e d w i t h r e s p e c t t o s u c c e e d i n g n e c e s s i t y c o l l e c t i o n s . ) 
( a ) S e t I - min i ) w, e NC. and a . . = - 1 (where a . . denotes 
3 1 13 13 
t h e ith component o f t h e ^th group e l e m e n t ) . I f no such j e x i s t s , 
s e t C = 0 0 , de termine I = min 3 } w. e NC. and a. . = 1 , s e t C =• 
3 1 13 
0 , and go t o ( e ) ; o t h e r w i s e , s e t C = 0 , and c o n t i n u e . 
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( b ) I f b ! = 0 , s e t w = 0 ; o t h e r w i s e , s e t w. = m i n { u - b ! , u } , 
I X * 36 1 36 
c a l c u l a t e b ! = b ! - u + w_ , and augment LCC wi th w„ . 
i i £ ^ 
( c ) C a l c u l a t e C~ = C~ + c n w„ for C" = C" + c„w„ + c * ( y . . ) 
£ £ £ £ J ±2 
i f e F => y_̂ _. = l ) . I f b | * 0 , de termine nex t l a r g e r j ~) w_. 
e NC. , w. 4 S , and a. . = - 1 : s e t £ = j and r e t u r n t o ( b ) : how-
i ' 3 ' 13 
e v e r , i f none e x i s t s , s e t C = 0 0 and go t o ( d ) . I f b | = 0 , 
c o n t i n u e . 
( d ) Rese t b ! = b . and de termine £ - min j } w. e N C , 
i i 3 1 
w. i S , and a. . = 1 , s e t C + = 0 and go t o ( e ) : i f none e x i s t s , 
3 13 0 
s e t C + = 0 0 and go t o ( g ) . 
( e ) S e t w = m i n { b ! , u } , c a l c u l a t e b ! = b ! - w , and augment 
36 3- 36 1 1 36 
LCC + w i th w . 
36 
( f ) C a l c u l a t e C + = C + + c w o r C + = C + + c w + c*"(y . . ) i f 
36 36 Xj Xj 1 
w„ € F = > y . . = 1 . I f b ! * 0 and C + < C , then de termine n e x t 
l a r g e r i 5 w. e N C , w. ^ S , and a. . = 1 : s e t £ = 3 and r e t u r n 
3 1 ' 3 ' 13 
t o ( e ) . I f none e x i s t s , s e t C + = 0 0 and go t o ( g ) . I f b j * 0 
and C + > C , go t o ( g ) . I f b | = 0 , c o n t i n u e . 
( g ) S e t L C = m i n { C ~ , C + } . I f L C = C " , s e t L C C = LCC"; 
i f LC. = C* s e t LCC. = L C C + . R e s e t LCC + = $ and LCC + = * . I f 
1 1 
i = n , go t o ( h ) ; o t h e r w i s e , s e t i = i + 1 and r e t u r n t o ( a ) . 
it 
( h ) C a l c u l a t e LC = Y L C where I = { i | i > k , L C C does not 
. % 1 1 1 
l e i 
- A 
c o n t a i n any w_. e NC^} such t h a t no v a r i a b l e c o n t r i b u t e s t o L C 
more than o n c e : i . e . , i f w. e L C C and w. e LCC. , l e t 
3 A 3 h 5 
A 
m a x { L C , L C } b e t h e c o n t r i b u t i o n t o LC" by w. and i t s a t t e n d a n t 
x n 3 
" l e a s t c o s t c o m b i n a t i o n . " 
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3 . (Determine an upper bound , Z , on the c o s t o f d e c i s i o n s wi th 
r e s p e c t t o N e c e s s i t y C o l l e c t i o n k . ) Set t h e temporary upper bound on 
w. , 
u = < 
m m s u . , 
3 
min < u . , 
3 L 3 J 
i f w. | F 
[> i f w e F 
f o r each j } w. e NC, . I f k = l and t h i s i s t h e f i r s t i t e r a t i o n o r i f 
3 k 
k > l and § = $ , s e t u . = u \ , Vi 3 w. e NC, . I f u . = 0 , remove w. from t h e 
3 3 3 k : : 
problem and s e t W j = 0 permanent ly by augmenting S wi th w_. u n d e r l i n e d ( 1 D 
denote a permanent a s s i g n m e n t ) ; d e l e t e w_. from a l l N C . I f Order (NC^.) 
1 and w. e NC. , s e t w. = a . . b ! p e r m a n e n t l y , s e t b = b - g . w . (where g . 
i s the j t /z group e l e m e n t ) , and remove ŵ . from f u r t h e r c o n s i d e r a t i o n by 
augmenting S by w.. u n d e r l i n e d and d e l e t i n g w_, from a l l N C ; r e v i s e Z ^ 
and r e c a l c u l a t e u . . I f NC, = 0 , s e t k = k + 1 and r e t u r n t o 2 ; o t h e r w i s e j k 
s e t j = min i } w . 4 S , u . ' = w . = u . , augment S w i t h w . , s e t C = 0 , and 
3 3 3 3 3 
c o n t i n u e . 
4 . (Enumerate combinat ions o f v a l u e s o f v a r i a b l e s . ) 
( a ) C a l c u l a t e C = C + c . w . ( p l u s c o r r e s p o n d i n g c * ( y . . ) i f 
] ] ^ D 
w. e F ) , s e t b f = b f - g . w . . 
3 3 3 
( b ) I f b r = 0 , go t o ( f ) ; o t h e r w i s e , remove w.. from a l l 
N e c e s s i t y C o l l e c t i o n s . I f more than one e lement remains i n 
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each N C , go t o ( c ) . I f on ly one e l e m e n t , say w , remains i n 






L P J 
Z - C - c * ( y . ) 
u *P 
i f w t F , 
P 
P J 
? i f w e F , 
P 
and s e t w = a. b ! . I f w > u ' , go t o ( e ) . I f w < u ' , augment 
p i p i P P 6 P P 
S by w , s e t b 1 = b 1 - g w , C = C + c w (p lus * ( y . ) i f 
P P P P P K J i p 
w e F j , and determine whether t h e r e e x i s t s some N C such t h a t 
p > 1 
Order ( N C ) = 1 . Cont inue t h i s p r o c e s s u n t i l t h e r e e x i s t s no 
N C i such t h a t Order ( N C ) = l ; then c o n t i n u e . 
( c ) S e t j = min j ) w, £ S and c a l c u l a t e a new temporary 
upper bound 




min s u . , 
Z - C - c * ( y . . ) 
u J 1 2 
i f w. { F , 
i f w. e F. 
( d ) I f u\ * 0 , s e t w_. = u l , augment S by w_., and r e t u r n t o 
( a ) . I f = 0 , s e t j = j - 1 and c o n t i n u e . 
( e ) S e t w. = w . - l , C = C - c . w . , b 1 = b ' + g . w . , and r e t u r n t o 
( b ) . 
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( f ) C a l c u l a t e [ x B , y f i , s B ] T = B H> - B'HLX^^^S^. I f 
T T 
[ x B , y B , s B ] £ 0 , r e t u r n t o ( e ) . I f [ x B , y B , s B ] > 0 , a b e t t e r 
f e a s i b l e s o l u t i o n has been f o u n d : t h e r e f o r e , s e t S = { w . } + S 
-3 
and Z = C , r e c a l c u l a t e u . V j , and r e t u r n t o ( e ) . 
u j 
In t h i s procedure we s e e t h a t b a c k t r a c k i n g occurs i n s t e p 4 i n 
two c a s e s : 
1 . In p a r t ( d ) i f u j = 0 , the procedure b a c k t r a c k s s i n c e t h e r e i s 
no b e t t e r s o l u t i o n t o be found by c o n t i n u i n g down the p r e s e n t p a t h . 
2 . In p a r t ( f ) we have i d e n t i f i e d a b e t t e r s o l u t i o n t o the group 
prob lem; t h i s i s the o n l y i r r e d u c i b l e s o l u t i o n t h a t e x i s t s f o r t h e c u r ­
r e n t s e t o f f i x e d v a r i a b l e s . Th i s s o l u t i o n may or may not be f e a s i b l e 
i n t h e o r i g i n a l p r o b l e m , b u t i n any e v e n t one cannot proceed down the 
t r e e any f u r t h e r . 
The o p t i m a l s o l u t i o n w i l l a lways be i d e n t i f i e d s i n c e we know t h a t 
a t l e a s t one f e a s i b l e s o l u t i o n can be produced; i . e . , the "rounded up" 
s o l u t i o n w i t h c o s t A ( x * , y * ) found i n Phase I i s f e a s i b l e a n d , i f no 
b e t t e r s o l u t i o n e x i s t s , w i l l e v e n t u a l l y b e i d e n t i f i e d as the o p t i m a l 
s o l u t i o n . 
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CHAPTER V 
CONCLUSIONS AND RECOMMENDATIONS 
C o n c l u s i o n s 
The f i x e d - c h a r g e t r a n s p o r t a t i o n problem (FCTP) has been i n v e s t i ­
g a t e d u s i n g group theory t o produce a s o l u t i o n procedure t h a t d i f f e r s 
s u b s t a n t i a l l y from a l l o t h e r p u b l i s h e d methods ( b o t h e x a c t and a p p r o x i ­
m a t i v e ) f o r t h i s problem. Whereas the order o f the group a s s o c i a t e d 
wi th the FCTP i s q u i t e l a r g e , a method i s g i v e n f o r induc ing r e a s o n a b l e 
subgroup o r d e r s . The r e s u l t a n t group problem has s e v e r a l s p e c i a l p r o p ­
e r t i e s , not the l e a s t o f which i s t h a t the components o f the group 
e lements are 0, 1 , and - 1 . These s p e c i a l p r o p e r t i e s are e x p l o i t e d by 
the s o l u t i o n procedure deve loped f o r t h i s s p e c i f i c purpose as p a r t o f 
the p r e s e n t i n v e s t i g a t i o n . 
The main f i n d i n g s of t h i s r e s e a r c h are summarized as f o l l o w s : 
1 . The o r d e r o f the group a s s o c i a t e d wi th the f i x e d - c h a r g e 
t r a n s p o r t a t i o n problem s o l v e d as a l i n e a r program i s always equa l t o 
the product o f t h e c a p a c i t i e s o f the r o u t e s i n c l u d e d i n the o p t i m a l 
LP b a s i s (Theorem 4 . 1 ) . 
2 . When t h e r o u t e c a p a c i t i e s i n t h e FCTP are e q u a l , the o r d e r s 
o f the r e s u l t a n t subgroups are e q u a l ; the subgroup o r d e r s are e q u a l t o 
the c a p a c i t i e s (Theorem 4 . 2 ) . 
3 . When r o u t e c a p a c i t i e s are e q u a l , the d i m e n s i o n a l i t y o f t h e 
group problem c o n s t r a i n t e q u a l s t h e number o f y . . ( 0 - 1 v a r i a b l e s ) 
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i n c l u d e d i n t h e o p t i m a l LP b a s i s (Theorem 4 . 3 ) . 
4 . When r o u t e c a p a c i t i e s are e q u a l , components o f the group 
e l ements are 0 , 1 , and - 1 (Theorem 4 . 5 ) . 
5 . The group e l ements c o r r e s p o n d i n g t o t h e y ^ e y ^ are n u l l when 
r o u t e c a p a c i t i e s are equa l (Theorem 4 . 6 ) . 
6 . A p p l i c a t i o n o f group t h e o r y t o Benders ' p a r t i t i o n i n g p r o c e ­
dure i n the case o f t h e FCTP does not o f f e r an e f f e c t i v e approach t o the 
problem (Appendix C ) . 
These f i n d i n g s s e r v e as a demons tra t ion o f the p o t e n t i a l e f f i c a c y 
o f the group t h e o r e t i c approach f o c u s e d on a p a r t i c u l a r t y p e o f problem. 
The u n d e r l y i n g a l g e b r a i c s t r u c t u r e s o f some problems may not be apparent 
w i t h o u t t h e a i d o f group t h e o r y and r e l a t e d b o d i e s o f knowledge . On the 
o t h e r h a n d , t h e group t h e o r e t i c approach i s no t a panacea; many problems 
a r e not s u s c e p t i b l e t o t h i s approach . 
Other Observed Group P r o p e r t i e s 
S i x a d d i t i o n a l p r o p e r t i e s have been observed i n r e s p e c t t o i n t e r ­
r e l a t i o n s h i p s among the group e l e m e n t s . These p r o p e r t i e s are demon­
s t r a t e d i n Appendix G; they are not used d i r e c t l y i n the s o l u t i o n p r o c e ­
dure p r e s e n t e d i n t h e p r e c e d i n g c h a p t e r . 
We i n t r o d u c e t h e f o l l o w i n g a d d i t i o n a l n o t a t i o n t o f a c i l i t a t e 
d i s c u s s i o n o f the i n t e r r e l a t i o n s h i p s among t h e v a r i a b l e s i n t h e FCTP 
group problem: 
L e t g ( i , j ) denote t h e group e lement a s s o c i a t e d w i t h t h e s l a c k 
v a r i a b l e s ( i , j ) . 
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L e t g ( S ^ ) denote the group e lement a s s o c i a t e d wi th the s l a c k 
v a r i a b l e s ( S . ) . 
1 
Let g(D^) denote t h e group e lement a s s o c i a t e d wi th the s l a c k 
v a r i a b l e . 
P r o p e r t y 1 . I f X . . E X G , s ( i , j ) e s N , s t S j e s ^ , and s C D j e s ^ , then 
( a ) g(D ) = g ( i , j ) , and ( b ) c * ( g ( D . ) ) - c * ( g ( i , j ) ) = c. . 
P r o p e r t y 2 . I f x . . e x . s ( i , j ) e s T 1 , s ( S . ) £ s _ , , s ( D . ) e s V T , then £ £ i j N B l B j N 
( a ) g ( x . . ) = - g ( D . ) and ( b ) c * ( g ( x . . ) ) + c * ( g ( D . ) ) = c . . . 
P r o p e r t y 3 . I f x ^ e x ^ , s ( i , j ) e s B , s ( S ^ ) e s N , s C D j e s ^ , then 
( a ) g ( x . . ) + g ( D . ) = g ( S . ) s and ( b ) c * ( g ( x . . ) ) + c * ( g ( D . ) ) -
^-3 3 ^ - ^-3 3 
c * ( g ( S . ) J = c . . . 
P r o p e r t y 4 . I f x ^ e x ^ s ( i , j ) e s N , S C S ^ C S ^ s ( D ^ ) € s N , then 
( a ) g ( x ) + g ( D j ) = g ( i , j ) + g ( S i ) , and ( b ) c * ( g ( x i j ) ) + c ( g ( D . ) ) -
c * ( g ( i , j ) ) - c * ( g ( S . ) ) = c . . . 
P r o p e r t y 5 . I f x . . e x . s ( i , j ) e s . S ( S . ) e s _ , s ( D . ) e s . then - - - N N l B 3 N 
( a ) g ( x i j ) + g ( D . ) = g ( i , j ) , and ( b ) c * ( g ( x ) ) + c * ( g ( D j ) -
c * ( g ( i , j ) ) = C . . . 
P r o p e r t i e s 1 through 5 are summarized i n T a b l e 3 . A d d i t i o n a l l y , 
we s t a t e a s i x t h p r o p e r t y where x . . e x R , V ( i , j ) . 
Table 3. Group Variable Interrelationships 
I.P. x. .ex., i] N 
Conditions 
s(i,j)es.. s(S.)esf. 







1 No Yes No Yes g(i,j)=g(Dj) C" (g(D . . ) ) -c*(g ( i , 
CM Yes No No Yes g(x.j)=-g(Dj) C* (g(xij))+c*(g(Dj))=cij 
3 Yes No Yes Yes g(x.j)+g(Dj)=g(Si) c* (g(x. .)) + c* (g( Dj )) -c* (g(S.)) =c. . 
4 Yes Yes Yes Yes g(x . . ) + g(D . ) = g(S . ) + g ( i,j) c"~ (g(xij))+c*((Dj)) -c*(g(i,j))-c*(g(Si))=c.j 
5 Yes Yes No Yes g(x . . ) + g(D . ) = g ( i } ] ) C* fe(xij))+c*(g(Dj))-c*(g(i,j))Sc . 
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P r o p e r t y 6 . I f x ^ c x g , V ( i , j ) , s ( i , j ) e s N , s U , j ) e s N , sCS^es^ 
then ( a ) g ( i , j ) = g U , j ) + g ( S £ ) , A * i , and ( b ) c * ( g ( £ , j ) ) + 
c*fe(S£)) - c * ( g ( i , j ) ) = c „ - c £ j . 
Formal p r o o f s o f t h e s e s i x p r o p e r t i e s a r e not p r e s e n t e d i n t h i s 
t h e s i s ; however , we t e n t a t i v e l y conc lude t h a t i n t e r r e l a t i o n s h i p s t h a t 
e x i s t among the v a r i a b l e s i n ( P 3 ' ) are p r e s e r v e d i n ( P 5 ) . 
Recommendations 
S e v e r a l i n t e r e s t i n g d i r e c t i o n s f o r f u t u r e r e s e a r c h and d e v e l o p ­
ment are s u g g e s t e d by t h e r e s u l t s of t h i s p r e s e n t s t u d y ; a d d i t i o n a l l y , 
s e v e r a l a r e a s of c u r i o s i t y have been a r o u s e d . We l i s t some o f t h e s e 
recommendations as f o l l o w s : 
1 . F u r t h e r i n v e s t i g a t i o n o f t h e i n t e r r e l a t i o n s h i p s among t h e 
e lements o f the FCTP group problem may y i e l d a d d i t i o n a l u s e f u l i n f o r m a ­
t i o n . 
2 . I n v e s t i g a t i o n through t h e group t h e o r e t i c approach o f o t h e r 
f i x e d - c h a r g e problems i n c l u d i n g l o c a t i o n - a l l o c a t i o n problems i s a 
n a t u r a l d i r e c t i o n f o r subsequent r e s e a r c h . 
3 . The p o s s i b l e i n c o r p o r a t i o n o f d u a l i t y t h e o r y i n i n t e g e r 
programs wi th t h e group t h e o r e t i c approach may prove w o r t h w h i l e ; f o r 
example , t h e i d e a o f s e n s i t i v i t y a n a l y s i s i n t h e group problem may be 
f r u i t f u l . 
4 . F u r t h e r development and i m p l e m e n t a t i o n o f t h e s o l u t i o n method 






" i m p l i e s " 
<=> " i f and on ly i f " 
V " f o r every" 
3 " there e x i s t s " 
> "such t h a t " 
aeA "the e lement a b e l o n g s t o t h e s e t A" 
a^A "the e lement a does not b e l o n g t o t h e s e t A" 
AcB "the s e t A i s i n c l u d e d i n the s e t B" 
AnB "the i n t e r s e c t i o n o f t h e s e t s A and B" 
AuB "the union o f s e t s A and B" 
FUNDAMENTALS OF GROUP THEORY 
This appendix p r o v i d e s a rev iew o f t h o s e p a r t s o f group t h e o r y 
t h a t have been a p p l i e d t o i n t e g e r programming. The r e a d e r d e s i r i n g more 
than t h i s r a t h e r b a s i c f o u n d a t i o n and framework i s d i r e c t e d t o such 
e x c e l l e n t works as t h o s e of MacLane and B i r k o f f [ 5 3 ] , and Mostow, 
Sampson, and Meyer [ 5 4 ] . B e f o r e d i s c u s s i n g group t h e o r y , we b r i e f l y 
rev iew c e r t a i n b a s i c n o t a t i o n s , d e f i n i t i o n s , and concepts o f s e t t h e o r y , 
mapping, and i n t e g e r number t h e o r y . 
S e t Theory N o t a t i o n 
We w i l l use t h e f o l l o w i n g l o g i c a l symbols from s e t t h e o r y . 
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Symbol Meaning 
{ x | P ( x ) } "the s e t o f x such t h a t P ( x ) , " i . e . , t h e 
s e t of e l ements x s a t i s f y i n g t h e p r o p e r t y P 
{ a , b , c } "the s e t formed by the e lements a , b , c " 
B a s i c Concepts of Mapping 
I f S and T are nonempty s e t s , we d e f i n e a mapping from S t o T as 
a s u b s e t 6 o f SxT such t h a t f o r every seS t h e r e e x i s t s a unique teT such 
t h a t the ordered p a i r ( s , t ) i s i n 0 . ^ This concept i s o f t e n denoted by 
w r i t i n g 8: S -> T. In o t h e r w o r d s , the mapping 0 i s a r u l e which a s s o ­
c i a t e s any seS wi th some t e T . We c a l l S the domain o f 0 and T the range 
o f 0 . The e lement t i s c a l l e d the image o f s ; the e lement s i s c a l l e d a 
preimage o f t . Four b a s i c types of mappings are d e s i g n a t e d as into, 
onto, one-to-one, and matching mappings . 
A s u b s e t 0 o f SxT i s c a l l e d a mapping o f S into T i f ( s , t ^ ) and 
( s , t 2 ) e 0 occurs only i f t = t ^ » and f o r each seS t h e r e e x i s t s an e lement 
( s , t ) e 0 . 
0 i s a mapping from S onto T i f every e lement i n T has a t l e a s t 
one pre image i n S; i . e . , i f f o r every teT t h e r e i s a t l e a s t one e lement 
seS f o r which 0s = t . (We w i l l o f t e n w r i t e 0s = t t o mean 0: s -> t . ) 
0 i s a one-to-one mapping i f 0s = 0 1 i m p l i e s s = s " ; i . e . , d i s t i n c t 
e l ements o f S have d i s t i n c t images i n T (under 0 ) . 
0 i s a matching o f S and T ( o r 0 matches S wi th T) i f 0 i s bo th 
onto and o n e - t o - o n e . Two s e t s are termed equipotent i f t h e r e e x i s t s a 
matching one t o t h e o t h e r . 
"""We r e c a l l t h a t t h e c a r t e s i a n product SxT = {p | p = ( s , t ) , seS , t e T } . 
84 
Let 6 : S -* T and $ : T -> U. We d e f i n e 6 o $ , the COMPOSITION 
o f 0 w i th $ , as the mapping o f S i n t o U d e f i n e d by ( 0 o $ ) s = $ ( 0 s ) f o r 
a l l s e S . A BINARY OPERATION "o" on a non-empty s e t S i s a mapping o f 
SxS i n t o S; where ( s , t ) 8 i s the image o f ( s , t ) under 0 , we may w r i t e 
s o t , s « t , st, s + t , or s * t . A b i n a r y o p e r a t i o n o on a set S i s c a l l e d 
COMMUTATIVE whenever xOy = yOx f o r a l l x , y € S . A b i n a r y o p e r a t i o n o on 
a s e t S i s c a l l e d ASSOCIATIVE whenever (xOy)oz = xo(yOz) f o r a l l x , y , 
Z£ S . 
A s e t S i s s a i d t o have a unique IDENTITY e lement wi th r e s p e c t 
t o a b i n a r y o p e r a t i o n o on S i f t h e r e e x i s t s an e lement EES w i th t h e 
p r o p e r t y eOx = xOe = x f o r every x e S . Cons ider t h e f o l l o w i n g example . 
EXAMPLE: An i d e n t i t y e lement o f Q wi th r e s p e c t t o a d d i t i o n i s 0 
s i n c e 0 + x = x + 0 = x f o r every X £ Q ; an i d e n t i t y e lement o f Q with 
r e s p e c t t o m u l t i p l i c a t i o n i s 1 s i n c e l » x = x » l = x f o r every X£Q. 
An e lement y£S i s c a l l e d t h e ( u n i q u e ) INVERSE o f x £ S p r o v i d e d 
xPy = yOx = e where e i s t h e i d e n t i t y e lement wi th r e s p e c t t o t h e b i n a r y 
o p e r a t i o n o on the s e t S . 
I n t e g e r Number Theory 
The E u c l i d e a n a l g o r i t h m (somet imes c a l l e d the d i v i s i o n a l g o r i t h m ) 
s t a t e s t h a t f o r any two n o n - z e r o i n t e g e r s a and b , t h e r e e x i s t unique 
i n t e g e r s q and r , c a l l e d , r e s p e c t i v e l y , q u o t i e n t and r e m a i n d e r , such 
t h a t a = bq + r where 0 < r < | b | . We denote by b | a t h a t b d i v i d e s a 
such t h a t a = b q ; we c a l l b a DIVISOR o f a. The p o s i t i v e i n t e g e r c i s 
s a i d t o be t h e GREATEST COMMON DIVISOR o f a and b i f ( i ) c | a and c | b and 
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( i i ) any d i v i s o r o f a and b i s a d i v i s o r o f c . The g r e a t e s t common 
d i v i s o r o f a and b i s denoted by ( a , b ) . 
The i n t e g e r p > 1 i s a PRIME NUMBER i f i t s o n l y d i v i s o r s are 
± 1 , ± p . The i n t e g e r s a and b are RELATIVELY PRIME i f ( a , b ) = 1 . I f a 
and b are r e l a t i v e l y p r i m e , we can f i n d i n t e g e r s m and n such t h a t 
ma t nb = 1 . I f a i s r e l a t i v e l y prime t o b but a | b c , then a | c . Thus , 
i f a prime number d i v i d e s the product o f c e r t a i n i n t e g e r s , i t must 
d i v i d e a t l e a s t one o f t h e s e i n t e g e r s . 
The prime numbers s e r v e as the b u i l d i n g b l o c k s f o r the s e t o f 
i n t e g e r s ; every i n t e g e r a * 0 , ± 1 i s e i t h e r a prime or a c o m p o s i t e . The 
UNIQUE FACTORIZATION THEOREM s t a t e s t h i s p r e c i s e l y as f o l l o w s : Any 
a l a 2 a t 
p o s i t i v e i n t e g e r a > l can be f a c t o r e d i n a unique way as a = p^ p^ . . . p 
where p n > p „ > . . . > p,_ are d i s t i n c t prime numbers and where each o.. > 1 r l r 2 * t R I 
The r e l a t i o n "CONGRUENCE MODULO N" i s d e f i n e d on a l l i n t e g e r s as 
a = b mod n i f and on ly i f n | ( a - b ) where n > 0 . In o t h e r w o r d s , a = b mod 
n i f and o n l y i f a and b have the same remainder when d i v i d e d by n. We 
r e a d a = b mod n as "a i s congruent t o b modulo n . " The r e l a t i o n , 
congruence modulo n , d e f i n e s an e q u i v a l e n c e r e l a t i o n s h i p on the s e t o f 
i n t e g e r s and p a r t i t i o n s t h e i n t e g e r s i n t o n e q u i v a l e n c e c l a s s e s [ 0 ] , 
[ 1 ] , [ 2 ] , [ n - l ] c a l l e d RESIDUE CLASSES MODULO N where 
[ r ] = { a : a = r mod n } . 
I f a and b a r e e l ements o f t h e same r e s i d u e c l a s s [ s ] , then a = b mod n. 
I f [ s ] and [ t ] are d i s t i n c t r e s i d u e c l a s s e s wi th a e [ s ] and b c [ t ] , then 
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a l b mod n. Let J be the s e t o f a l l r e s i d u e c l a s s e s modulo n: t h a t 
T n 
i s , J = { [ 0 ] , [ 1 ] , . . . , [ n - l ] } . We d e f i n e "Q" ( a d d i t i o n ) and " 8 " ( m u l t i -
n 
p l i c a t i o n ) on the e l ements o f J as f o l l o w s : 
r n 
[a] © [b] = [a+b] 
[a] 0 [b] = [a-b] 
f o r every [a],[b]eJ n. 
The Concept o f a Group 
A non-empty s e t G on which a b i n a r y o p e r a t i o n o i s d e f i n e d i s 
c a l l e d a group i f 
( i ) t h e r e e x i s t s an i d e n t i t y e lement ( u s u a l l y denoted b y ) eeG 
such t h a t aOe = eOa = a f o r aeG. 
( i i ) f o r every c h o i c e o f the e l ements a, b, c eG, (aOb)Oc = 
a o ( b o c ) ; 
- 1 - 1 
( i i i ) every e l ement aeG has an i n v e r s e a eG such t h a t aOa = 
- 1 
a Oa = e; 
( i v ) t h e combinat ion ( e . g . , product or sum) o f any two e l e m e n t s , 
a, b e G , i s a unique e lement c = aOb which a l s o b e l o n g s t o the g r o u p , 
i . e . , ceG. 
In o t h e r w o r d s , an a l g e b r a i c sys tem ( G , o , e ) i s a group i f and 
on ly i f o i s a s s o c i a t i v e , e i s an i d e n t i t y , each member o f G p o s s e s s e s 
an i n v e r s e w i t h r e s p e c t t o e , and the sys tem i s c l o s e d under the binary 
o p e r a t i o n . We w i l l sometimes w r i t e ( G , o ) o r , s i m p l y , G, t o denote a 
g r o u p . 
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A group G is said to be ABELIAN (or commutative) i f for every 
a , b e G , aOb = boa. Most of our attention in this paper is directed to 
abelian groups where the binary operation is that of addition; i . e . , 
o = + . In this additive case, we can define an abelian group''" precisely 
as follows: An abelian group is a non-empty set G together with a 
binary operation + such that 
( i ) ( a + b ) + c = a + ( b + c ) for all a , b , ceG; 
( i i ) a + b = b + a for all a , beG; 
( i i i ) there exists an identity element denoted by 0 , such that 
a + 0 = a for all aeG. 
(iv) corresponding to each aeG there exists an element b such 
that a + b = 0 . Th i s b is unique and is denoted by - a . The element - a 
is often termed the NEGATIVE OF A. 
The ORDER of a group G is the number of elements in G and is denoted by 
| G | . When the order of G is finite, we say that G is a FINITE GROUP. 
EXAMPLE: L e t us illustrate some of these fundamental definitions 
by considering the abelian group (under the operation of addition) given 
as G = { 0 , 1 / 6 , 2 / 6 , 3 / 6 , 4 / 6 , 5 / 6 } (mod 1 ) . For any subset of G we see that 
the first group property holds; e . g . , ( 1 / 6 + 3 / 6 ) + 2 / 6 = 1 / 6 + ( 3 / 6 + 
2 / 6 ) ; obviously, the second property also holds. In respect to the third 
property, we see that the identity element 0 exists such that a + 0 = a 
for all aeG. The fourth property is the most interesting. We see, for 
example, that 1 / 6 + 5 / 6 = 0 and that 5 / 6 = - 1 / 6 ; likewise, 2 / 6 + 4 / 6 = 0 , 
"Slenceforth, unless otherwise noted, we assume that all groups 
discussed in this dissertation are abelian. 
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3/6 + 3 / 6 = 0 , 4/6 + 2 / 6 = 0 , and 5/6 + 1 / 6 = 0 . The o r d e r o f G i s s i x 
s i n c e t h e r e are s i x e lements i n G; i . e . , |G| = 6. 
A s u b s e t H o f a group G i s s a i d t o be a subgroup o f G i f , under 
t h e b i n a r y o p e r a t i o n i n G, H i t s e l f forms a group . I f H i s a subgroup 
o f G and K i s a subgroup o f H , then K i s a subgroup o f G. I f ( i n 
a b e l i a n groups ) the group r e l a t i o n i s a d d i t i v e , a subgroup i s c h a r a c ­
t e r i z e d by t h e f a c t t h a t i t c o n t a i n s a + b when i t c o n t a i n s a and b , 
and - a when i t c o n t a i n s a. In o t h e r w o r d s , i f a subgroup c o n t a i n s a 
and b , i t must c o n t a i n a - b . I f £2 i s any s e t o f subgroups o f a group 
G, t h e i n t e r s e c t i o n o f t h e s e subgroups i s a l s o a subgroup o f G. 
I f X c G l e t g p ( X ) = { g e G l g = c n x . + . . . + c x where f o r each — = i j_ j_ n n 
i , x^eX or - x ^ e X } . Then g p ( X ) i s a subgroup o f G; in f a c t , i t i s the 
s m a l l e s t subgroup o f G c o n t a i n i n g X . I f G = g p ( X ) , where X i s a f i n i t e 
s e t , then G i s c a l l e d finitely generated. 
Groups which can be g e n e r a t e d by a s i n g l e e lement are c a l l e d 
cyclic groups. A group H i s c y c l i c i f we can f i n d an e lement xeH such 
t h a t H = g p ( x ) ; t h e e lement x i s then c a l l e d a generator o f H. We 
u s u a l l y w r i t e g p ( x ) i n s t e a d o f g p ( { x } ) . More s p e c i f i c a l l y we say t h a t 
g p ( x ) = { t | t = r x , r=0 ,± l,±2,...}. 
An e lement r x o f a f i n i t e c y c l i c group G of o r d e r n i s a g e n e r a t o r o f 
G i f and o n l y i f ( n , r ) = 1 . Every subgroup o f a c y c l i c group i s i t s e l f 
a c y c l i c g r o u p . Every c y c l i c group i s a b e l i a n ; c y c l i c groups p l a y an 
important r o l e i n t h e t h e o r y o f a b e l i a n g r o u p s . 
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EXAMPLE: Let H = { 0 , 2 / 6 , 4 / 6 } . We s e e t h a t H i s a subgroup o f 
G = { 0 , 1 / 6 , 2 / 6 , 3 / 6 , 4 / 6 , 5 / 6 } s i n c e the e lements o f H form a s u b s e t o f the 
e lements o f G and s i n c e 2 / 6 + 4 / 6 = 0 , 2 / 6 - 4 / 6 = - 2 / 6 = 4 / 6 , 4 / 6 -
2 / 6 = 2 / 6 = - 4 / 6 . 
L i k e w i s e , L = { 0 , 3 / 6 } i s a subgroup o f G. On t h e o t h e r hand , 
{ 0 , 1 / 6 , 2 / 6 } i s not a subgroup o f G even though the e l ements 0 , 1 / 6 , and 
2 / 6 form a s u b s e t o f the e l ements o f G. 
We s e e t h a t G = g p ( l / 6 ) ; t h a t i s , G i s a oyotio group s i n c e i t 
can be g e n e r a t e d by the s i n g l e e l ement 1 / 6 . L i k e w i s e , H = g p ( 2 / 6 ) i s a 
oyalio subgroup o f order 3 ; L = g p ( 3 / 6 ) i s c y c l i c subgroup o f o r d e r 2 . 
I t i s i n t e r e s t i n g t o n o t e t h a t G = g p ( 5 / 6 ) = g p ( l / 6 ) ; t h a t i s , t h e r e are 
two generators o f G. L i k e w i s e , H = g p ( 4 / 6 ) = g p ( 2 / 6 ) . 
Homomorphism, I somorphism, Automorphism 
Where S and T a r e both groups , a mapping 9 : S -* T i s a homomor­
phism ( o f S i n t o T) i f i t p r e s e r v e s a d d i t i o n ; i . e . , 8 ( 3 ^ + 8 2 ) = 9s^ + 9 s 2 
f o r a l l s ^ , s^eS, Every homomorphism 8 : S -* T g i v e s r i s e t o two s u b ­
groups : 
( 1 ) The k e r n e l o f 8 , Ker 9 , i s the s e t o f a l l seS wi th 9s = 0 ; 
( 2 ) The image o f 6 , Im 6 , c o n s i s t s o f a l l teT such t h a t some seS 
s a t i s f i e s 9s = t . 
The homomorphism 9 i s c a l l e d an isomorphism i f 6 i s o n e - t o - o n e 
and o n t o ; i n t h i s c a s e , we w r i t e S = T. 
An isomorphism o f a group G wi th i t s e l f i s c a l l e d an automorphism 
o f G. T h u s , an automorphism 6 o f G i s a o n e - t o - o n e t r a n s f o r m a t i o n o f G 
90 
o n t o i t s e l f such t h a t 6 ( x + y ) = ( 9 x ) + ( 6 y ) f o r a l l x , yeG. The automor­
phisms o f any group G themse lves form a group A . 
C o s e t s and F a c t o r Groups 
In group t h e o r y , a COMPLEX i s d e f i n e d as an a r b i t r a r y s e t o f 
e l ements o f a group G. For an a b e l i a n group under t h e law of a d d i t i o n , 
by t h e sum of two complexes A and T we unders tand t h e s e t o f a l l sums 
s + t where s i s taken from a , and t from T . I f t h e complex a i s a 
subgroup o f G, and a an e lement o f G, then the complex a + a i s c a l l e d 
a LEFT COSET3 and t h e complex a + a a RIGHT COSET ( o r a r e s i d u e c l a s s ) 
o f a i n G. However, t h e r e i s no r e a l d i s t i n c t i o n between r i g h t and l e f t 
c o s e t s i n t h e p r e s e n t c a s e , s i n c e G i s a b e l i a n ; i . e . , a + A = a + a. 
Any two c o s e t s are e i t h e r d i s j o i n t or e x a c t l y the same. The union o f 
a l l t h e c o s e t s o f a i n G i s G; t h u s , the c o s e t s o f a i n G form a p a r t i ­
t i o n o f G, and we can speak o f DECOMPOSING G i n t o c o s e t s wi th r e s p e c t 
t o a. 
The FACTOR GROUP o f G by H i s denoted by G/H, the c o l l e c t i o n 
o f c o s e t s o f t h e subgroup H i n G. Thus G/H = { g - j + H , g 2 + H , . . . ,g^+H} 
where G = { g n , g ~ , . . . ,g } . I f H i s o f order m and G i s o f o r d e r n , then 1 I n 
t h e f a c t o r group G/H i s o f o r d e r n/m. 
EXAMPLE: Where G = { 0 , 1 / 6 , 2 / 6 , 3 / 6 , 4 / 6 , 5 / 6 } and H = { 0 , 2 / 6 , 4 / 6 } , 
we have G/H = { ( 0 , 2 / 6 , 4 / 6 ) , ( 1 / 6 , 3 / 6 , 5 / 6 ) , ( 2 / 6 , 4 / 6 , 0 ) , ( 3 / 6 , 5 / 6 , 1 / 6 ) , 
( 4 / 6 , 0 , 2 / 6 ) , ( 5 / 6 , 1 / 6 , 3 / 6 ) } = { ( 0 , 2 / 6 , 4 / 6 ) , ( 1 / 6 , 3 / 6 , 5 / 6 ) } . G/H i s o f 
o r d e r 6 / 3 = 2 . 
We d e f i n e DIRECT SUM G © H o f any two groups G and H as t h e 
o r d e r e d p a i r s ( g , h ) wi th GeG, heH; a d d i t i o n i n G © H i s d e f i n e d by t h e 
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f o r m u l a 
aeG, then a G| and | G | a = e . F u r t h e r , every group G o f prime o r d e r 
p i s c y c l i c . I f G i s a f i n i t e g r o u p , | G | = | a | » L ~ G : a ] . 
( g , h ) e (g» , h » ) = ( g +g» , h + h f ) . 
G I H i s a g r o u p . I f G and H are f i n i t e g r o u p s , then |G®H| = |G||H|. 
For e x a m p l e , i f the o r d e r o f G were 4 and the o r d e r o f H were 12, then 
|G©H| = 48. 
Other Group R e l a t i o n s h i p s 
L e t H be a subgroup o f G = g p ( x ) . Then H i s c y c l i c and e i t h e r 
H = g p ( £ x ) where Ix is the l e a s t p o s i t i v e m u l t i p l e o f x which l i e s i n H 
or e l s e H = { l } . I f the o r d e r o f G i s m<°°, then Jl|m and the o r d e r o f H 
i s m/SL. I f t h e o r d e r o f G i s i n f i n i t e , H i s i n f i n i t e or H = { l } . Con­
v e r s e l y , i f SL i s any p o s i t i v e i n t e g e r d i v i d i n g m, then S = gp( i lx) i s o f 
o r d e r m/SL. Consequent ly t h e r e i s a subgroup o f o r d e r q f o r any q t h a t 
d i v i d e s m. The number o f d i s t i n c t subgroups o f G i s t h e same as the 
number o f d i s t i n c t d i v i s o r s o f m = |G |<°° . There i s a t most one subgroup 
o f G o f any g i v e n o r d e r f o r G f i n i t e . 
Let us s t a t e t h e famous theorem due t o Lagrange: I f G i s a 
f i n i t e group and a i s a subgroup o f G, then | a | | G | ; i . e . , t h e o r d e r of 
a d i v i d e s t h e o r d e r o f G. We d e f i n e the index o f a i n G as t h e number 
of d i s t i n c t c o s e t s o f a i n G where a i s a subgroup of G; we denote t h e 
index o f a i n G as [ G : a ] . We d e f i n e t h e o r d e r o f an e lement a G as t h e 
l e a s t p o s i t i v e i n t e g e r m such t h a t ma = e . I f G i s a f i n i t e group and 
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Any f a c t o r group o f a c y c l i c group i s c y c l i c ; the homomorphic 
image o f any c y c l i c group i s c y c l i c . Any two c y c l i c groups o f t h e same 
o r d e r are i s o m o r p h i c . There e x i s t c y c l i c groups o f a l l o r d e r s , f i n i t e 
and i n f i n i t e ; however , t h e r e i s one and on ly one subgroup o f any g i v e n 
f i n i t e index n>0 i n the i n f i n i t e c y c l i c group . Le t 0 b e a homomorphism 
c y c l i c group such t h a t [ H | ||G | , t h e r e i s a homomorphism o f G onto H. 
I f G i s i n f i n i t e c y c l i c , t h e r e i s a homomorphism o f G onto any c y c l i c 
g r o u p . 
Ker 9 i s a subgroup of S and $ : 0s (Ker 0 ) s d e f i n e s an isomorphism 
o f 0s onto S / K e r 0 . 
Every a b e l i a n group o f f i n i t e o r d e r i s i somorph ic t o a d i r e c t sum 
of c y c l i c groups o f pr ime-power o r d e r s . We use t h i s f a c t i n i n t e g e r 
programming when we w r i t e the d i r e c t sum e x p r e s s i o n 
o f a c y c l i c group G. I f | G | < ° ° , 0G| |G | . Fur thermore , i f H i s any 
I f 0 : S ->• T i s a homomorphism of a group S i n t o a group T , then 
G = Z © Z © Z 
where Z = residue class of integers modulo q^, and q | I • • • I 
(q. d i v i d e s q. _ ) . 
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APPENDIX B 
Problem T-6 . G = Z^2 © Z^ © Z^2 © Z 


















0 31 0 o 0 0 31 D 0 i 27 32 
0 0 31 0 0 0 31 25 32 
Problem T - l l . G - ZRRS © Z n „ © Z n „ © Z 
1 49 49 0 0 0 25 50 
0 1 49 49 49 0 0 25 50 
0 V 0 V 49 V 0 V 0 V 49 V 0 V 33 mod 50 
0 0 0 49 0 0 49 28 50 
EXPERIMENTAL RESULTS FOR THE FCTP 
WITH m „ = y V ( i . j ) 
A c o l l e c t i o n o f 17 e x p e r i m e n t a l 2x3 FCTP were s o l v e d where in the 
o p t i m a l LP s o l u t i o n s were n o n - i n t e g e r and the r e s u l t a n t group problems 
were formed . We p r e s e n t on ly the group problem c o n s t r a i n t f o r each o f 
the 17 problems i n t h i s Appendix . (These 17 problems are p a r t o f a s e t 
o f 48 e x p e r i m e n t a l p r o b l e m s ; the problems are d e s i g n a t e d T - l through 
T - 5 0 wi th numbers T - 1 3 and T - 1 4 o m i t t e d . ) 
Problem T - 1 5 . G - Z 
122 
© Z 





1 2 1 1 1 1 1 2 1 0 0 0 9 4 122 
1 1 2 1 1 2 1 1 2 1 0 1 2 1 0 0 4 
mod 
122 
t , + T + 0 t , + 0 t,_+ 0 1 2 1 t „ + 0 t = 0 1 1 0 2 1 2 1 3 4 5 6 7 CD
 
1 2 2 
0 1 0 0 0 0 0 1 2 1 35 122 
Problem T - 1 8 . G = Z±22 © Z±22 © Z±22 © Z^ © Z±22 © Z 1 2 2 
1 1 2 1 1 1 1 2 1 0 0 0 0 0 9 4 122 
0 1 1 2 1 0 0 1 2 1 0 0 0 0 0 122 
1 2 1 0 0 0 0 0 1 2 1 0 0 0 0 
mod 
122 
1 2 1 V 1 V 1 2 1 V 1 2 1 V 0 V 0 V 0 V 1 2 1 X8 + 0 V 0 V 9 122 
0 1 2 1 0 0 0 0 0 0 1 2 1 0 0 122 
1 0 0 0 0 0 0 0 0 1 2 1 35 122 
Problem T - 1 9 . G - • Z ^ • Z ^ • Z ^ • • 
0 1 2 1 0 0 1 2 1 0 0 0 0 0 0 0 122 
1 1 1 2 1 1 2 1 0 1 2 1 0 0 0 0 1 2 1 9 4 122 
1 2 1 0 0 0 0 0 1 2 1 0 0 0 0 0 mod 
122 
0 V 1 V 1 2 1 V 0 V 0 V 0 V 0 V 1 2 1 V 0 V 0 t 1 0 + 0 \ R 103 122 
1 2 1 1 2 1 1 1 0 0 0 0 1 2 1 0 1 28 122 
1 0 0 1 2 1 0 0 0 0 0 1 2 1 0 35 122 
Problem T-20 G 
= Z 1 2 2 « 8 Z 1 2 2 9 Z 1 2 2 8 Z 1 2 2 • z 1 2 2 * ' Z 1 2 2 
0 1 1 2 1 0 1 2 1 0 0 0 0 0 103 122 
1 1 2 1 1 1 0 1 2 1 0 0 0 0 113 122 
1 2 1 0 0 0 0 0 1 2 1 0 0 0 0 122 
0 1 2 1 0 0 0 0 0 1 2 1 0 0 0 122 
1 2 1 1 1 2 1 1 2 1 0 0 0 0 1 2 1 0 9 1 2 2 
1 0 0 0 0 0 0 0 0 1 2 1 35 122 
Problem T - 2 2 . G « Z ± 2 2 © © Z ± 2 2 © Z ^ 
1 1 0 1 2 1 0 0 0 15 122 
1 2 1 1 2 1 1 2 1 0 1 2 1 0 0 2 
mod 
122 
t n + 0 t . + 1 2 1 t = 120 1 1 1 2 1 3 4 0 5 6 0 7 122 
0 1 2 1 0 0 0 0 1 2 1 7 1 122 
Problem T - 2 3 . G - Z ^ © Z ^ © Z ± 2 2 © Z ^ 
122 











1 2 1 
0 V 
0 








1 2 1 1 1 1 0 0 0 121. 69 1 77 
Problem T - 2 5 . G - Z ^ © Z ^ © Z ± 2 2 © Z ^ © Z ^ 
122 
1 2 1 0 0 0 0 1 2 1 0 0 0 0 0 0 122 
1 1 1 2 1 1 2 1 1 2 1 0 121 0 0 0 0 17 122 
0 1 2 1 0 0 0 0 0 1 2 1 0 0 O 0 122 
122 1 V 0 V 1 2 1 V 0 V 0 V 0 V 0 V 0 V 1 2 1 V 0 * 1 0 + 0 15 mod 
1 2 1 1 2 1 1 1 1 0 0 0 0 1 2 1 0 10 5 122 
0 0 0 1 2 1 0 0 0 0 0 0 121 71 
Problem T - 2 7 . G - Z n n n © Z , , _ r © Z i r r © Z 
1 5 4 1 1 1 154 0 0 0 143 1 5 5 
1 154 1 5 4 1 5 4 0 154 0 0 12 
mod 
155 
0 1 5 4 0 t , + 0 0 t + 154 0 t = 1 1 2 3 4 5 6 7 8 122 155 
0 1 0 0 0 0 0 154 7 1 155 
Problem T - 2 8 . G - Z ^ © Z © Z © Z © Z 
155 1 5 5 155 1 5 5 155 
1 5 4 154 1 5 4 154 0 0 0 0 58 1 5 5 
1 0 0 0 154 0 0 0 0 155 
1 5 4 V 0 V 0 V 0 V 0 V 154 V 0 V 0 t f t = 0 mod 155 
1 1 1 o 0 0 0 D 1 5 4 0 o 64 155 
0 154 0 0 0 0 0 1 5 4 71 155 
Problem T - 2 9 . G - Z 1 5 5 * Z • Z 1 5 5 • Z • Z • Z 
1 0 0 0 154 0 0 0 0 0 0 155 
0 1 5 4 0 0 0 154 0 0 0 0 0 155 
1 5 4 1 154 1 5 4 0 0 154 0 0 0 58 
mod 
1 5 5 
t , + 0 + + t + t, + 0 t + t + 1 5 4 t + 1- + t , = 1 5 4 1 2 0 3 0 4 5 0 6 0 7 8 0 9 0 10 0 1 5 5 
0 1 1 5 4 0 0 0 0 0 1 5 4 0 122 155 
1 1 5 4 1 1 0 0 0 0 0 154 13 1 5 5 
Problem T - 3 0 . G - Z i r i _ © Z i r l - © Z 1 C C . © Z 
1 5 4 1 5 4 1 5 4 1 0 0 0 83 1 5 5 




1 5 5 
t,+ t + t + t , + 154 0 122 1 5 5 1 5 4 1 0 2 0 3 0 4 0 5 6 7 
0 1 5 4 0 0 0 0 1 5 4 7 1 1 5 5 
Problem T - 3 1 . G - Z . c c © Z . c c © Z 1 C , © Z 
1 5 4 1 5 4 1 1 0 0 0 135 155 
1 5 4 154 1 0 154 0 0 135 
mod 
155 
t + i- + +• + t + t + 1 5 4 t + 0 t = 122 155 154 1 0 2 0 CO
 





0 154 0 0 0 0 1 5 4 7 1 155 
Problem T - 3 2 . G - Z n r i r © Z n r [ r © Z n c r © Z 
1 5 4 0 0 1 5 4 0 0 0 0 155 
1 1 5 4 1 0 1 5 4 0 0 110 
mod 
155 
t , + i- + t- + t + t + 1 5 4 t „ + 0 t = . 12 155 1 5 4 1 1 2 1 5 4 3 0 4 0 5 6 7 
0 1 5 4 0 0 0 0 1 5 4 7 1 1 5 5 
Problem T - 3 7 . G « © Z„, © Z„, © Z, 
70 70 70 70 0 0 0 60 7 1 
1 1 1 0 70 0 0 66 
mod 
7 1 
70 0 0 t + t , + t + t + t = 1 2 3 0 4 0 5 70 6 0 7 22 7 1 
0 70 0 0 0 0 70 0 7 1 








1 149 149 149 149 0 0 0 100 150 
0 1 0 0 0 149 0 0 50 
mod 
150 
0 t + t + 0 t , + 0 t + t + t + t = 1 1 2 149 3 4 5 0 cn
 
149 7 0 
CO 100 150 
149 1 1 1 0 0 0 149 50 150 
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APPENDIX C 
m i n { c 2 y + m a x [ u ( b - A 2 y ) l u A ^ C j ^ , u > 0 ] } ( 2 ) 
y u 
We n o t e two i n t e r e s t i n g f e a t u r e s o f ( P 8 ) . F i r s t , t h e f e a s i b l e 
r e g i o n o f u d e f i n e d by uA^ < c^ i s independent o f y . Second , t h e 
BENDERS' PARTITIONING PROCEDURE 
AND GROUP THEORY IN THE FCTP 
B e n d e r s ' p a r t i t i o n i n g procedure [ 1 0 ] has been used by S p i e l b e r g 
[ 6 4 ] and o t h e r s t o s o l v e t h e FCTP. B a l i n s k i [ 6 ] d i s c u s s e s t h e Benders 
approach i n r e s p e c t t o t h e mixed i n t e g e r prob lem. Unger [ 6 8 ] has 
a p p l i e d a m o d i f i e d B e n d e r s ' procedure t o the c a p i t a l b u d g e t i n g prob lem. 
We summarize t h e background f o r B e n d e r s ' method as f o l l o w s : 
C o n s i d e r problem ( P I ) s t a t e d e a r l i e r ; r e w r i t e ( P I ) as 
m i n { c 2 y + m i n [ c 1 x | A ^ x k b - A ^ y , x > 0 ] } . ( 1 ) 
y * 
Given t h e v e c t o r y , t h e m i n i m i z a t i o n o v e r x i s a l i n e a r program. T h i s 
l i n e a r program can be r e p l a c e d by i t s d u a l . 
( P 8 ) m a x { u ( b - A 2 y ) l u A ^ C j ^ , u > 0 } 
u 
such t h a t we may w r i t e 
9 9 
maximum o f uCb-A^y) always occurs on a v e r t e x o f t h e convex p o l y t o p e 
d e f i n e d by uA^ < c , p r o v i d e d t h a t t h e convex p o l y t o p e i s bounded from 
above . L e t u r e p r e s e n t an extreme p o i n t o f t h e convex p o l y t o p e . Then 
we may w r i t e ( P 8 ) as 
( P 8 ' ) Maximize u ( b - A 2 y ) 
s u b j e c t t o u £ 0 ( k = l , . . . , K ) . 
We are i n t e r e s t e d i n t h e case where ( P 8 ) has a f i n i t e optimum 
s o l u t i o n . In t h e c a s e where u goes t o i n f i n i t y f o r c e r t a i n v a l u e s o f 
( b - A 2 y ) we can add t h e c o n s t r a i n t £ u^ £ M (where M i s a very l a r g e 
p o s i t i v e c o n s t a n t ) t o t h e c o n s t r a i n t s e t uA^ < c^ [ 4 6 ] . 
We may s u b s t i t u t e ( P 8 ' ) i n t o ( P I ) t o produce 
Minimize z 
( P I ' ) s u b j e c t t o z > c 9 y + max u ( b - A y ) 
k 
u 
u k > 0 ( k = l , . . . , K ) . 
Each u g i v e s one c o n s t r a i n t and ( P I 1 ) i s a pure i n t e g e r program f o r a 
f i x e d number o f u . 
B e n d e r s ' p a r t i t i o n i n g p r e s e r v e s t h e s t r u c t u r e o f t h e m a t r i x A . 
Th i s p r e s e r v a t i o n proves h e l p f u l i n t h e p r e s e n t i n v e s t i g a t i o n b e c a u s e o f 
t h e u n i m o d u l a r i t y o f A ^ . A r e s u l t a n t a l g o r i t h m , which t e r m i n a t e s i n a 
f i n i t e number o f s t e p s , may b e s t a t e d as f o l l o w s : 
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Step 0. I n i t i a l i z e w i th a u > 0 such t h a t uA^ ^ c^. This u does 
no t have t o be a v e r t e x . ( I f none e x i s t s , then t h e o r i g i n a l problem (PI) 
has no f e a s i b l e s o l u t i o n . ) 
Step 1. S o l v e ( P I ' ) which we may w r i t e as 
Minimize z 
s u b j e c t t o z > c^y + u ( b - A 2 y ) 
y > 0 , i n t e g e r . 
I f z i s unbounded from b e l o w , t a k e a z t o be any s m a l l v a l u e z . 
Step 2. Us ing y o b t a i n e d i n Step 1 , s o l v e t h e l i n e a r program 
Maximize u ( b - A 2 y ) 
u 
s u b j e c t t o uA^ < c^ 
u > 0 . 
I f u i s unbounded, add t h e c o n s t r a i n t £ u^ ^ M, where M i s a l a r g e p o s i ­
t i v e c o n s t a n t , and r e s o l v e t h i s prob lem. Le t the s o l u t i o n o f t h i s p r o ­
gram b e u. Determine whether u ( b - A 2 y ) ^ z - c^y. I f t h e e q u a l i t y h o l d s , 
go t o Step 3 . I f t h e e q u a l i t y does n o t h o l d , go t o Step 1 and add t h e 
c o n s t r a i n t 
z > c 2 y + u ( b - A 2 y ) 
1 0 1 
t o t h e e x i s t i n g s e t o f c o n s t r a i n t s i n ( P l r ) . An i n e q u a l i t y i n ( P l r ) can 
be dropped i f t h e c o r r e s p o n d i n g s l a c k v a r i a b l e becomes p o s i t i v e . 
STEP 3. Use y o b t a i n e d in Step 1 . S o l v e t h e l i n e a r program 
Minimize c^x 
s u b j e c t t o A^x > b - A^y 
x > 0 . 
L e t t h e s o l u t i o n be x . We c la im t h a t x and y are then t h e optimum s o l u ­
t i o n and zjT* = c^x + c^y. 
We s o l v e t h e f i r s t 24 e x p e r i m e n t a l problems by Benders method, 
c a l c u l a t i n g t h e o r d e r o f t h e group c o r r e s p o n d i n g t o each i n t e g e r s u b -
problem c r e a t e d i n t h e p r o c e s s . Some o f t h e r e s u l t s are p r e s e n t e d i n 
T a b l e 4 . 
I t i s noteworthy t h a t t h e a s s o c i a t e d LP b a s i s was unimodular f o r 
t h e f i r s t i n t e g e r subproblem i n each e x p e r i m e n t a l prob lem. 
I t has been shown t h a t r o u t e c a p a c i t i e s and t h e i r i n t e r r e l a t i o n ­
s h i p s have a d i r e c t e f f e c t on t h e o r d e r o f t h e group i n t h e u n p a r t i -
t i o n e d FCTP. We have been a b l e t o t a k e advantage o f t h i s c a p a c i t y r e l a ­
t i o n s h i p i n t h e u n p a r t i t i o n e d p r o b l e m . U n f o r t u n a t e l y , m o d i f i c a t i o n o f 
r o u t e c a p a c i t i e s does n o t appear t o b e h e l p f u l i n t h e Benders problem 
s i n c e t h e group s t r u c t u r e i s dependent on t h e i n t e r r e l a t i o n s h i p o f t h e 
f i x e d - c h a r g e s , t h e r o u t e c a p a c i t i e s , and the d u a l v a r i a b l e s . 
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Table 4 . I n t e g e r Subproblem Resu l t s 
Order o f Group Order o f Group 
Number o f f o r Number o f f o r 
C o n s t r a i n t s Corresponding C o n s t r a i n t s Corresponding 
Problem z^c^+iKb-A^) I t e r a t i o n Problem z > c 2 y + u ( b - A 2 y ) I t e r a t i o n 
T - l 1 1 T-15 1 1 
2 1 3 6 , 2 2 2 
4 3 6 , 0 7 8 , 8 1 6 
T-2 1 1 5 3 6 , 0 7 8 , 8 1 6 
2 28 
T-16 1 1 
T - 3 1 1 2 6 1 , 2 4 4 
2 12475 
3 12475 T - 1 7 1 1 
2 1 2 4 , 3 1 8 
T - 4 1 1 3 6 , 3 5 1 , 1 5 7 , 9 8 4 
2 27810 
3 349 , 0 1 5 , 5 0 0 T - 1 8 1 1 
2 4 1 , 1 1 4 
T-5 3 1 3 2 , 4 7 2 , 8 4 2 , 6 4 4 
T-6 1 1 T-19 1 1 
2 32000 3 3 , 1 4 1 , 5 0 0 , 0 0 0 
4 .> 1 0 1 0 
T - 7 2 3 3 , 9 2 0 5 > 1 0 1 0 
4 3 4 , 3 0 0 , 8 0 0 
T-20 1 1 
T-8 1 1 3 6 , 0 8 3 , 2 0 0 , 6 0 0 
2 1 3 , 9 3 0 
T - 2 1 1 1 
T-9 1 1 
2 2 7 , 9 1 7 T-22 1 1 
3 3 8 1 , 8 4 8 , 7 2 6 
T - 2 3 1 1 
T-10 1 1 
2 1 T - 2 4 1 1 
3 1 , 4 2 6 , 4 0 6 , 1 8 8 
T - l l 1 1 
2 5 0 , 0 0 0 T - 2 5 1 1 
3 7 0 , 0 0 0 , 0 0 0 3 4 5 7 , 5 0 0 , 0 0 0 
4 1 3 , 9 1 6 
T-26 1 1 
T-12 1 1 
2 5 3 , 0 0 0 
3 5 3 , 0 0 0 
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APPENDIX D 
BALAS' DUALITY THEORY FOR INTEGER PROGRAMS 
B a l a s [ 2 , 3 ] has d e v e l o p e d some important t h e o r y on d u a l i t y i n 
i n t e g e r programs . In [ 2 ] Ba las f o c u s e s on the a p p l i c a t i o n s o f h i s 
t h e o r y t o t h e f i x e d - c h a r g e p r o b l e m ; Gray [ 3 7 ] d i s c u s s e s t h e s e same 
a p p l i c a t i o n s i n some d e t a i l ; E l l w e i n [ 2 5 ] a p p l i e s some fundamental 
r e s u l t s i n h i s work on t h e f i x e d - c h a r g e l o c a t i o n - a l l o c a t i o n problem. 
The b a s i c r e s u l t o f B a l a s ' t h e o r y e x p l o i t e d by E l l w e i n t r a n s l a t e s 
i n t o t h e c a s e o f t h e f i x e d - c h a r g e t r a n s p o r t a t i o n problem as f o l l o w s : 
A p e n a l t y may b e i n c u r r e d f o r not opening some r o u t e . Thi s 
p e n a l t y o c c u r s when s . . < 0 where s . . = f . . - u . . m . . and u . . i s t h e dua l 
v a r i a b l e i n t h e t r a n s p o r t a t i o n subproblem ( w i t h a l l r o u t e s open) c o r r e ­
sponding t o t h e p r i m a l c o n s t r a i n t x^_. ^ m ^ _ . y . We use t h i s p e n a l t y 
concept such t h a t u . . m . . > f. . =s>y. . = 1 , i . e . , we s e t t h e c o r r e s p o n d -
i n g y „ e q u a l t o 1 p e r m a n e n t l y . 
F u r t h e r , f o r t h o s e r o u t e s where u . . m . . < f . . , we may s o l v e t h e 
iD ID ID 
t r a n s p o r t a t i o n problem where r o u t e ( i , j ) i s n o t a v a i l a b l e and l e t VMIN^_. 
be t h e t o t a l v a r i a b l e c o s t thus found . C a l c u l a t e A V . . = VMIN. . - c ; 
iD ID o 
A V „ > f\^ y „ = 1 . When a t t e m p t i n g t o s o l v e t h e t r a n s p o r t a t i o n 
problem w i t h r o u t e ( i , j ) d e l e t e d , i f t h e s o l u t i o n becomes i n f e a s i b l e , 
then r o u t e ( i , j ) must b e s e l e c t e d and y^.. = 1 . We have a p p l i e d B a l a s ' 
p e n a l t y concept i n t h e 48 e x p e r i m e n t a l p r o b l e m s ; seven o f t h e 48 p r o b ­
lems c o n t a i n r o u t e s which must be open a c c o r d i n g t o B a l a s ' t e s t . In 
1 0 4 
T a b l e 5 we show t h e e f f e c t s o f t h e s e permanent openings on FMAX as 
d e f i n e d i n Chapter I I (where FMAX > f y , and FMAXr = FMAX - £ f. . , 
( i , j ) £ j 1 3 
where J = { ( i , j ) | u . . m . . > f . . } ) . 
1 13 i : 13 
T a b l e 5 . R e s u l t s o f B a l a s ' P e n a l t y T e s t 
Problem J = { ( i , j ) I u . . m . . > f . . } FMAX FMAX1 
T - 2 { ( 1 , 1 ) , ( 2 , 3 ) } 49 16 
T - 1 5 { ( 2 , 3 ) } 79 6 1 
T - 1 6 { ( 1 , 1 ) } 834 5 8 1 
T - 2 8 { ( 1 , 1 ) } 1 0 5 3 800 
T - 3 3 { ( 1 , 1 ) } 49 31 
T - 4 5 { ( 1 , 1 ) } 49 31 
T - 4 6 { ( 1 , 1 ) } 1 0 5 3 800 
1 0 5 
APPENDIX E 
T a b l e 6 . Route C a p a c i t i e s and R e s u l t a n t Subgroup 
Orders f o r 48 ( 2 x 3 ) FCTP's 
Problem 
Route 
C a p a c i t i e s 
111 f 12 l 2lJ [22J <13^ 23 
V ^ k + l ' - ' - ' S n 
D i a g o n a l Elements 
In Smith Normal M a t r i x 
( l , . . . , l , q k 9 q k + 1 , . . . 9 q m ) 
D = | d e t B|=IIq. 






32 27 25 2 1 6 0 0 21600 
32 28 32 4 , 3 2 , 2 2 4 2 8 6 7 2 
32 28 28 4 , 2 8 , 2 2 4 2 5 0 8 8 
32 32 26 2 , 3 2 , 4 1 6 2 6 6 2 4 
35 30 25 5 , 5 , 1 0 5 0 26250 
36 27 27 . 9 , 2 7 , 1 0 8 2 6 2 4 4 
AN EXPERIMENT WITH SUBGROUP ORDER AND 
CAPACITY RELATIONSHIPS IN THE FCTP 
A s s o c i a t e d w i t h Theorem 4 . 2 we have t h e f o l l o w i n g c o r o l l a r i e s : 
C o r o l l a r y 1 . q^ i s maximized when gcd{nh . , V ( i , j ) } i s minimized 
C o r o l l a r y 2 . g c d d n ^ } < g c d { m „ } q ^ k , 1 ) ^ ^ m 1 ' ^ " i > e - » t h e 
maximum subgroup o r d e r w i l l d e c r e a s e as the c o r r e s p o n d i n g g c d { m . . } i n -
c r e a s e s . 
We demonstra te t h e s e c o r o l l a r i e s by m a n i p u l a t i n g t h e r o u t e 
c a p a c i t i e s o f t h e 48 e x p e r i m e n t a l problems w i t h r e s u l t s shown i n T a b l e 
6 b e l o w . 
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T a b l e 6 . Route C a p a c i t i e s and R e s u l t a n t Subgroup 
Orders f o r 48 ( 2 x 3 ) FCTP's ( C o n t i n u e d ) 
Route 
C a p a c i t i e s 
V q k + i ' - - > % 
D i a g o n a l Elements 
Problem [2lJ [22j [23j 
In Smith Normal M a t r i x D = | d e t B|=nq. 
i 
T- 2 O r i g i n a l 50 33 28 6 6 , 2 3 1 0 0 1 5 2 4 6 0 0 
A 50 35 30 5 , 5 , 7 0 , 1 0 5 0 1 8 3 7 5 0 0 
B 54 36 30 6 , 1 8 , 3 6 , 5 4 0 2 0 9 9 5 2 0 
C 56 35 28 7 , 7 , 1 4 0 , 2 8 0 1 9 2 0 8 0 0 
T- 3 O r i g i n a l 32 27 25 2 7 , 2 1 6 0 0 583200 
A 32 28 32 4 , 4 , 2 2 4 , 2 2 4 802816 
B 32 28 28 4 , 2 8 , 2 8 , 2 2 4 7 0 2 4 6 4 
C 32 32 26 2 , 3 2 , 3 2 , 4 1 6 8 5 1 9 6 8 
D 35 30 25 5 , 5 , 3 0 , 1 0 5 0 787500 
E 36 27 27 9 , 2 7 , 2 7 , 1 0 8 7 0 8 5 8 8 
T- 4 O r i g i n a l 32 27 25 2 7 , 2 1 6 0 0 583200 
A 32 28 32 4 , 4 , 2 2 4 , 2 2 4 802816 
B 32 28 28 4 , 2 8 , 2 8 , 2 2 4 7 0 2 4 6 4 
C 32 32 26 2 , 3 2 , 3 2 , 4 1 6 8 5 1 9 6 8 
D 35 30 25 5 , 5 , 3 0 , 1 0 5 0 7 8 7 5 0 0 
E 36 27 27 9 , 2 7 , 2 7 , 1 0 8 7 0 8 5 8 8 
T- 5 O r i g i n a l 32 27 25 3 2 , 2 1 6 0 0 6 9 1 2 0 0 
A 32 28 32 4 , 3 2 , 3 2 , 2 2 4 9 1 7 5 0 4 
B 32 28 28 4 , 4 , 2 2 4 , 2 2 4 802816 
C 32 32 26 2 , 3 2 , 3 2 , 4 1 6 8 5 1 9 6 8 
D 35 30 25 5 , 5 , 3 5 , 1 0 5 0 9 1 8 7 5 0 
E 36 27 27 9 , 9 , 1 0 8 , 1 0 8 9 4 4 7 8 4 
T- 6 O r i g i n a l 32 27 25 2 1 6 0 0 , 2 1 6 0 0 4 6 6 5 6 0 0 0 0 
A 32 28 32 4 , 4 , 3 2 , 3 2 , 2 2 4 , 2 2 4 8 2 2 0 8 3 5 8 4 
B 32 28 28 4 , 4 , 2 8 , 2 8 , 2 2 4 , 2 2 4 6 2 9 4 0 7 7 4 4 
C 32 32 26 2 , 2 , 3 2 , 3 2 , 4 1 6 , 4 1 6 7 0 8 8 3 7 3 7 6 
D 35 30 25 5 , 5 , 5 , 5 , 1 0 5 0 , 1 0 5 0 6 8 9 0 6 2 5 0 0 
E 36 27 27 9 , 9 , 2 7 , 2 7 , 1 0 8 , 1 0 8 6 8 8 7 4 7 5 3 6 
107 
T a b l e 6 . Route C a p a c i t i e s and R e s u l t a n t Subgroup 
Orders f o r 48 ( 2 x 3 ) FCTP's ( C o n t i n u e d ) 
Problem 
Route 
C a p a c i t i e s 
f i l l 12 f l3 l In 
|2lJ 22 23 ( 1 , 
q k 9 q k + l 9 , , , 9 q m 
Diagona l Elements 
D = | d e t B |=I lq . 
i 
T - 7 O r i g i n a l 32 27 25 8 6 4 , 2 1 6 0 0 1 8 6 6 2 4 0 0 
A 32 28 32 4 , 4 , 3 2 , 2 2 4 , 2 2 4 2 5 6 9 0 1 1 2 
B 32 28 28 4 , 4 , 2 8 , 2 2 4 , 2 2 4 2 2 4 7 8 8 4 8 
C 32 32 26 2 , 3 2 , 3 2 , 3 2 , 4 1 6 2 7 2 6 2 9 7 6 
D 35 30 25 5 , 5 , 5 , 2 1 0 , 1 0 5 0 2 7 5 6 2 5 0 0 
E 36 27 27 9 , 9 , 2 7 , 1 0 8 , 1 0 8 2 5 5 0 9 1 6 8 
T - 8 O r i g i n a l 50 33 30 2 , 2 3 1 0 0 4 6 2 0 0 
A 50 35 30 5 , 1 0 , 1 0 5 0 52500 
B 54 36 30 6 , 1 8 , 5 4 0 58320 
C 56 35 28 7 , 2 8 , 2 8 0 54880 
T -9 O r i g i n a l 50 33 28 2 , 2 3 1 0 0 4 6 2 0 0 
A 50 35 30 5 , 1 0 , 1 0 5 0 52500 
B 54 36 30 6 , 1 8 , 5 4 0 58320 
C 56 35 28 7 , 2 8 , 2 8 0 54880 
T - 1 0 O r i g i n a l 50 33 28 2 , 1 6 5 0 , 2 3 1 0 0 7 6 2 3 0 0 0 0 
A 50 35 30 5 , 5 , 1 0 , 3 5 0 , 1 0 5 0 9 1 8 7 5 0 0 0 
B 54 36 30 6 , 1 8 , 1 8 , 1 0 8 , 5 4 0 1 1 3 3 7 4 0 8 0 
C 56 35 28 7 , 7 , 2 8 , 2 8 0 , 2 8 0 1 0 7 5 6 4 8 0 0 
T - 1 1 O r i g i n a l 50 33 28 
CM , 2 , 2 3 1 0 0 , 2 3 1 0 0 2 1 3 4 4 4 0 0 0 0 
A 50 35 30 5 , 5 , 1 0 , 1 0 , 1 0 5 0 , 1 0 5 0 2 7 5 6 2 5 0 0 0 0 
B 54 36 30 6 , 6 , 1 8 , 1 8 , 5 4 0 , 5 4 0 3 4 0 1 2 2 2 4 0 0 
C 56 35 28 7 , 7 , 2 8 , 2 8 , 2 8 0 , 2 8 0 3 0 1 1 8 1 4 4 0 0 
T-- 1 2 O r i g i n a l 50 33 28 2 , 2 , 2 3 1 0 0 , 2 3 1 0 0 2 1 3 4 4 4 0 0 0 0 
A 50 35 30 5 , 5 , 1 0 , 1 0 , 1 0 5 0 , 1 0 5 0 2 7 5 6 2 5 0 0 0 0 
B 54 36 30 cn
 
, 6 , 1 8 , 1 8 , 5 4 0 , 5 4 0 3 4 0 1 2 2 2 4 0 0 
C 56 35 28 1 , 7 , 2 8 , 2 8 , 2 8 0 , 2 8 0 3 0 1 1 8 1 4 4 0 0 
1 0 8 
T a b l e 6 . Route C a p a c i t i e s and R e s u l t a n t Subgroup 
Orders f o r 48 ( 2 x 3 ) FCTP's ( C o n t i n u e d ) 
Route 
C a p a c i t i e s 
M [12] [13] In Problem [2lJ 22) [23j ( 1 , 
V q k + l ' - - - > q m 
D i a g o n a l Elements 
i t h Normal M a t r i x D = | d e t B|=IIq. 
i 
O r i g i n a l 10 3 1 2 2 35 1 0 3 , 4 3 9 8 1 0 4 5 3 0 0 4 3 0 
A 1 0 5 125 35 5 , 3 5 , 1 0 5 , 2 6 2 5 4 8 2 3 4 3 7 5 
B 1 0 5 140 35 3 5 , 3 5 , 1 0 5 , 4 2 0 5 4 0 2 2 5 0 0 
C 1 0 4 1 2 4 36 4 , 4 , 1 0 4 , 2 9 0 1 6 4 8 2 8 2 6 2 4 
D 110 1 2 1 44 1 1 , 2 2 , 1 1 0 , 2 4 2 0 6 4 4 2 0 4 0 0 
E 1 0 8 132 36 1 2 , 3 6 , 1 0 8 , 1 1 8 8 5 5 4 2 7 3 2 8 
O r i g i n a l 10 3 1 2 2 35 1 2 5 6 6 , 4 3 9 810 5 5 2 6 6 5 2 4 6 0 
A 10 5 1 2 5 35 5 , 5 , 3 5 , 2 6 2 5 , 2 6 2 5 6 0 2 9 2 9 6 8 7 5 
B 1 0 5 140 35 3 5 , 3 5 , 3 5 , 4 2 0 , 4 2 0 7 5 6 3 1 5 0 0 0 0 
C 1 0 4 1 2 4 36 4 , 4 , 4 , 3 2 2 4 , 2 9 0 1 6 5 9 8 7 0 4 5 3 7 6 
D 110 1 2 1 44 1 1 , 1 1 , 2 2 , 1 2 1 0 , 2 4 2 0 7 7 9 4 8 6 8 4 0 0 
E 1 0 8 1 3 2 36 1 2 , 1 2 , 3 6 , 1 1 8 8 , 1 1 8 8 7 3 1 6 4 0 7 2 9 6 
O r i g i n a l 10 3 1 2 2 35 1 2 5 6 6 , 4 3 9 8 1 0 5 5 2 6 6 5 2 4 6 0 
A 1 0 5 1 2 5 35 5 , 5 , 3 5 , 2 6 2 5 , 2 6 2 5 6 0 2 9 2 9 6 8 7 5 
B 1 0 5 140 35 3 5 , 3 5 , 3 5 , 4 2 0 , 4 2 0 7 5 6 3 1 5 0 0 0 0 
C 1 0 4 1 2 4 36 4 , 4 , 4 , 3 2 2 4 , 2 9 0 1 6 5 9 8 7 0 4 5 3 7 6 
D 110 1 2 1 44 1 1 , 1 1 , 2 2 , 1 2 1 0 , 2 4 2 0 7 7 9 4 8 6 8 4 0 0 
E 1 0 8 1 3 2 36 1 2 , 1 2 , 3 6 , 1 1 8 8 , 1 1 8 8 7 3 1 6 4 0 7 2 9 6 
O r i g i n a l 1 0 3 122 35 1 2 5 6 6 , 4 3 9 8 1 0 5 5 2 6 6 5 2 4 6 0 
A 1 0 5 1 2 5 35 5 , 5 , 3 5 , 2 6 2 5 , 2 6 2 5 6 0 2 9 2 9 6 8 7 5 
B 1 0 5 140 35 3 5 , 3 5 , 3 5 , 4 2 0 , 4 2 0 7 6 5 3 1 5 0 0 0 0 
C 1 0 4 1 2 4 36 4 , 4 , 4 , 3 2 2 4 , 2 9 0 1 6 5 9 8 7 0 4 5 3 7 6 
D 110 1 2 1 44 1 1 , 1 1 , 2 2 , 1 2 1 0 , 2 4 2 0 7 7 9 4 8 6 8 4 0 0 
E 10 8 132 36 1 2 , 1 2 , 3 6 , 1 1 8 8 , 1 1 8 8 7 3 1 6 4 0 7 2 9 6 
O r i g i n a l 1 0 3 1 2 2 35 439 8 1 0 , 4 3 9 810 1 9 3 4 3 2 8 3 6 1 0 0 
A 1 0 5 1 2 5 35 5 , 5 , 3 5 , 3 5 , 2 6 2 5 , 2 6 2 5 2 1 1 0 2 5 3 9 0 0 0 0 
B 1 0 5 140 35 3 5 , 3 5 , 3 5 , 3 5 , 4 2 0 , 4 2 0 2 6 4 7 1 0 2 5 0 0 0 0 
C 1 0 4 124 36 4 , 4 , 4 , 4 , 2 9 0 1 6 , 2 9 0 1 6 2 1 5 5 3 3 6 4 4 8 0 0 
D 110 1 2 1 4 4 1 1 , 1 1 , 2 2 , 2 2 , 2 4 2 0 , 2 4 2 0 2 9 7 7 2 3 0 1 0 0 0 0 
E 1 0 8 132 36 1 2 , 1 2 , 3 6 , 3 6 , 1 1 8 8 , 1 1 8 8 2 6 3 3 9 1 0 0 0 0 0 0 
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T a b l e 6 . Route C a p a c i t i e s and R e s u l t a n t Subgroup 
Orders f o r 48 ( 2 x 3 ) FCTP's ( C o n t i n u e d ) 
I11} 
f \ t 
12 
Problem 2 1 
22 J 
Route 
C a p a c i t i e s 
1 3 
23 
D i a g o n a l Elements 
In Smith Normal M a t r i x 
( l s . . . s l 9 q k 9 q k + l S . . . s q i T i ) 
D = | d e t B|=IIq. 
i 
T-•20 O r i g i n a l 1 0 3 122 35 1 2 2 , 4 3 9 8 1 0 5 3 6 5 6 8 2 0 
A 1 0 5 1 2 5 35 5 , 5 , 8 7 5 , 2 6 2 5 5 7 4 2 1 8 7 5 
B 105 140 35 3 5 , 3 5 , 1 4 0 , 4 2 0 7 2 0 3 0 0 0 0 
C 1 0 4 1 2 4 36 4 , 4 , 1 2 4 , 2 9 0 1 6 5 7 5 6 7 7 4 4 
D 110 1 2 1 4 4 1 1 , 1 1 , 2 4 2 , 2 4 2 0 7 0 8 6 2 4 4 0 
E 1 0 8 1 3 2 36 1 2 , 1 2 , 3 9 6 , 1 1 8 8 6 7 7 4 4 5 1 2 
T- 2 1 O r i g i n a l 15 122 71 1299 30 1299 30 
A 15 1 2 5 75 5 , 7 5 , 3 7 5 1 4 0 6 2 5 
B 15 150 75 1 5 , 7 5 , 1 5 0 1 6 8 7 5 0 
C 16 136 72 8 , 8 , 2 4 4 8 1 5 6 6 7 2 
T- 22 O r i g i n a l 1 5 122 71 1 2 2 , 1 2 9 9 3 0 1 5 8 5 1 4 6 0 
A 1 5 1 2 5 75 5 , 2 5 , 3 7 5 , 3 7 5 1 7 5 7 8 1 2 5 
B 15 150 75 1 5 , 7 5 , 1 5 0 , 1 5 0 2 5 3 1 2 5 0 0 
C 16 136 72 8 , 8 , 1 3 6 , 2 4 4 8 2 1 3 0 7 3 9 2 
T- 23 O r i g i n a l 15 1 2 2 71 7 1 , 1 2 9 9 30 9 2 2 5 0 3 0 
A 15 125 75 5 , 7 5 , 7 5 , 3 7 5 1 0 5 4 6 8 7 5 
B 15 150 75 1 5 , 7 5 , 7 5 , 1 5 0 1 2 6 5 6 2 5 0 
C 16 136 72 8 , 8 , 7 2 , 2 4 4 8 1 1 2 8 0 3 8 4 
T- 24 O r i g i n a l 15 1 2 2 71 1 2 9 9 3 0 , 1 2 9 9 3 0 1 6 8 8 1 8 0 4 9 0 0 
A 15 125 75 5 , 5 , 7 5 , 7 5 , 3 7 5 , 3 7 5 1 9 7 7 5 3 9 0 6 2 5 
B 15 150 75 1 5 , 1 5 , 7 5 , 7 5 , 1 5 0 , 1 5 0 1 7 7 9 7 8 5 1 5 6 0 
C 16 136 72 8 , 8 , 8 , 8 , 2 4 4 8 , 2 4 4 8 2 4 5 4 6 1 1 5 6 0 0 
T- 25 O r i g i n a l 15 122 71 8 6 6 2 , 1 2 9 9 3 0 1 1 2 5 4 5 3 6 6 0 
A 15 1 2 5 75 5 , 2 5 , 7 5 , 3 7 5 , 3 7 5 1 3 1 8 3 5 9 3 7 5 
B 1 5 150 75 1 5 , 7 5 , 7 5 , 1 5 0 , 1 5 0 1 8 9 8 4 3 7 5 0 0 
C 16 1 3 6 72 8 , 8 , 8 , 1 2 2 4 , 2 4 4 8 1 5 3 4 1 3 2 2 2 4 
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T a b l e 6 . Route C a p a c i t i e s and R e s u l t a n t Subgroup 
Orders f o r 48 ( 2 x 3 ) FCTP's ( C o n t i n u e d ) 
Route 
C a p a c i t i e s 
Problem 
\ 1 2 ) 
[ 2 1 J 
[ 2 2 j 
13 
23 
q k , q k + 1 , . . . , q m 
D i a g o n a l Elements 
In Smith Normal M a t r i x 
( i , . . . , i , q k , q k + 1 » . «JM> 
D= d e t B =JIq. 
1 
T-•26 O r i g i n a l 15 122 71 1 2 2 , 1 2 9 9 3 0 1 5 8 5 1 4 6 0 
A 15 125 75 5 , 2 5 , 3 7 5 , 3 7 5 1 7 5 7 8 1 2 5 
B 15 150 75 1 5 , 7 5 , 1 5 0 , 1 5 0 2 5 3 1 2 5 0 0 
C 16 136 72 8 , 8 , 1 3 6 , 2 4 4 8 2 1 3 0 7 3 9 2 
T- 27 O r i g i n a l 155 122 71 1 5 5 , 1 3 4 2 6 1 0 2 0 8 1 0 4 5 5 0 
A 1 5 6 156 78 7 8 , 1 5 6 , 1 5 6 , 1 5 6 2 9 6 1 2 0 4 4 8 
B 160 120 80 4 0 , 8 0 , 1 6 0 , 4 8 0 2 4 5 7 6 0 0 0 0 
C 156 132 72 1 2 , 1 2 , 1 5 6 , 1 0 2 9 6 231289 344 
T- 28 O r i g i n a l 1 5 5 122 71 1 8 9 1 0 , 1 3 4 2 6 1 0 2 5 3 8 8 7 6 0 0 0 0 
A 156 156 78 7 8 , 1 5 6 , 1 5 6 , 1 5 6 , 1 5 6 4 6 1 9 4 7 9 0 0 0 0 
B 1 6 0 120 80 4 0 , 4 0 , 8 0 , 4 8 0 , 4 8 0 2 9 4 9 1 2 0 0 0 0 0 
C 156 1 3 2 72 1 2 , 1 2 , 1 2 , 1 7 1 6 , 1 0 2 9 6 3053019 3410 
T- 29 O r i g i n a l 1 5 5 1 2 2 71 1 3 4 2 6 1 0 , 1 3 4 2 6 1 0 1 8 0 2 6 0 2 0 0 0 0 
A 156 156 78 7 8 , 7 8 , 1 5 6 , 1 5 6 , 1 5 6 , 1 5 6 3 6 0 3 1 9 3 6 1 0 0 
B 160 120 80 4 0 , 4 0 , 8 0 , 8 0 , 4 8 0 , 4 8 0 2 3 5 9 2 9 6 0 0 0 0 
C 1 5 6 132 72 1 2 , 1 2 , 1 2 , 1 2 , 1 0 2 9 6 , 1 0 2 9 6 2 1 9 8 2 0 0 0 0 0 0 
T- 39 O r i g i n a l 155 122 71 1 8 9 1 0 , 1 3 4 2 6 1 0 2 5 3 8 8 7 6 0 0 0 0 
A 156 156 78 7 8 , 1 5 6 , 1 5 6 , 1 5 6 , 1 5 6 4 6 1 9 4 7 9 0 0 0 0 
B 160 120 80 4 0 , 4 0 , 8 0 , 4 8 0 , 4 8 0 2 9 4 9 1 2 0 0 0 0 0 
C 156 132 72 1 2 , 1 2 , 1 2 , 1 7 1 6 , 1 0 2 9 6 3053019 3410 
T- 31 O r i g i n a l 155 1 2 2 71 1 3 4 2 6 1 0 , 1 3 4 2 6 1 0 1 8 0 2 6 0 2 0 0 0 0 
A 156 156 78 7 8 , 7 8 , 1 5 6 , 1 5 6 , 1 5 6 , 1 5 6 3 6 0 3 1 9 3 6 1 0 0 
B 160 120 80 4 0 , 4 0 , 8 0 , 8 0 , 4 8 0 , 4 8 0 2 3 5 9 2 9 6 0 0 0 0 
C 156 1 3 2 72 1 2 , 1 2 , 1 2 , 1 2 , 1 0 2 9 6 , 1 0 2 9 6 2 1 9 8 2 0 0 0 0 0 0 
I l l 
T a b l e 6 . Route C a p a c i t i e s and R e s u l t a n t Subgroup 
Orders f o r 48 ( 2 x 3 ) FCTP's ( C o n t i n u e d ) 
Route 
C a p a c i t i e s 
f i l l [12^ \ 1 3 ] 
Problem [2lJ M {23} 
Diagona l Elements 
In Smith Normal M a t r i x 
( l 9 . . . 9 l 9 q k 9 q k + 1 , . . . 9 q i n ; ) 
D= d e t B =nq. 
1 
T- 32 O r i g i n a l 155 1 2 2 71 1 2 2 , 1 3 4 2 6 1 0 1 6 3 7 9 8 4 2 0 
A 156 156 78 7 8 , 1 5 6 , 1 5 6 , 1 5 6 2 9 6 1 2 0 4 4 8 
B 160 120 80 4 0 , 4 0 , 2 4 0 , 4 8 0 1 8 4 3 2 0 0 0 0 
C 156 1 3 2 72 1 2 , 1 2 , 1 3 2 , 1 0 2 9 6 1 9 5 7 0 6 3 6 8 
T- 33 O r i g i n a l 55 22 71 1 1 , 7 8 1 0 85910 
A 55 22 77 1 1 , 1 1 , 7 7 0 9 3170 
B 55 25 75 5 , 2 5 , 8 2 5 1 0 3 1 2 5 
C 60 30 75 1 5 , 3 0 , 3 0 0 1 3 5 0 0 0 
T - 34 O r i g i n a l 55 22 71 1 1 , 2 2 , 7 8 1 0 1 8 9 0 0 2 0 
A 55 22 77 1 1 , 1 1 , 2 2 , 7 7 0 2 0 4 9 7 4 0 
B 55 25 75 5 , 2 5 , 2 5 , 8 2 5 2 5 7 8 1 2 5 
C 60 30 75 1 5 , 3 0 , 3 0 , 3 0 0 4 0 5 0 0 0 0 
T - 35 O r i g i n a l 55 22 71 1 1 , 2 2 , 7 8 1 0 1 8 9 0 0 2 0 
A 55 22 77 1 1 , 1 1 , 2 2 , 7 7 0 2 0 4 9 7 4 0 
B 55 25 75 5 , 2 5 , 2 5 , 8 2 5 2 5 7 8 1 2 5 
C 60 30 75 1 5 , 3 0 , 3 0 , 3 0 0 4 0 5 0 0 0 0 
T - 36 O r i g i n a l 55 22 71 1 1 , 7 8 1 0 85910 
A 55 22 77 1 1 , 1 1 , 7 7 0 9 3 1 7 0 
B 55 25 75 5 , 2 5 , 8 2 5 1 0 3 1 2 5 
C 60 30 75 1 5 , 3 0 , 3 0 0 1 3 5 0 0 0 
T- 37 O r i g i n a l 55 22 71 1 1 , 5 5 , 7 8 1 0 4 7 2 5 0 5 0 
A 55 22 77 1 1 , 1 1 , 5 5 , 7 7 0 5 1 2 4 3 5 0 
B 55 25 75 5 , 5 , 2 7 5 , 8 2 5 5 6 7 1 8 7 5 
C 60 30 75 1 5 , 3 0 , 6 0 , 3 0 0 8 1 0 0 0 0 0 
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T a b l e 6 . Route C a p a c i t i e s and R e s u l t a n t Subgroup 
Orders f o r 48 ( 2 x 3 ) FCTP's ( C o n t i n u e d ) 
Route 
C a p a c i t i e s 
Problem [ 2 2 J { 
13 
23 
V q k + l 9 " , s C 1 m 
D i a g o n a l Elements 
In Smith Normal M a t r i x 
( l 9 . . . 9 l , q k S q k + l 9 . . . s q i r j ) 
D = | d e t B |=nq. 
i 
T- 38 O r i g i n a l 55 22 71 1 1 , 2 2 , 7 8 1 0 1 8 9 0 0 2 0 
A 55 22 77 1 1 , 1 1 , 2 2 , 7 7 0 2 0 4 9 7 4 0 
B 55 25 75 5 , 2 5 , 2 5 , 8 2 5 2 5 7 8 1 2 5 
C 60 30 75 15 , 3 0 , 3 0 , 3 0 0 4 0 5 0 0 0 0 
T- 39 O r i g i n a l 50 100 150 5 0 , 5 0 , 5 0 , 3 0 0 3 7 5 0 0 0 0 0 
A 51 100 149 5 1 , 7 5 9 9 0 0 3 8 7 5 4 9 0 0 
T- 40 O r i g i n a l 50 100 150 5 0 , 5 0 , 5 0 , 1 5 0 , 3 0 0 5 6 2 5 0 0 0 0 0 0 
A 51 100 149 7 5 9 9 , 7 5 9 9 0 0 5 7 7 4 4 8 0 1 0 0 
T- 4 1 O r i g i n a l 50 100 150 5 0 , 5 0 , 5 0 , 5 0 , 3 0 0 , 3 0 0 5 6 2 5 0 0 0 0 0 0 0 0 
A 51 100 149 7 5 9 9 0 0 , 7 5 9 9 0 0 5 7 7 4 4 8 0 1 0 0 0 0 
T- 42 O r i g i n a l 50 100 150 5 0 , 5 0 , 5 0 , 1 0 0 , 3 0 0 3 7 5 0 0 0 0 0 0 0 
A 51 100 149 5 1 0 0 , 7 5 9 9 0 0 3 8 7 5 4 9 0 0 0 0 
T- 43 O r i g i n a l 50 100 1 5 0 5 0 , 5 0 , 5 0 , 1 0 0 , 3 0 0 3 7 5 0 0 0 0 0 0 0 
A 5 1 100 149 5100 , 7 5 9 9 0 0 3 8 7 5 4 9 0 0 0 0 
T- 4 4 O r i g i n a l 50 100 1 5 0 5 0 , 5 0 , 5 0 , 1 0 0 , 3 0 0 3 7 5 0 0 0 0 0 0 0 
A 5 1 100 149 5 1 0 0 , 7 5 9 9 0 0 3 8 7 5 4 9 0 0 0 0 
T- 45 O r i g i n a l 100 100 100 1 0 0 , 1 0 0 , 1 0 0 , 1 0 0 1 0 0 0 0 0 0 0 0 
A 99 1 0 1 1 0 3 1 0 1 , 1 0 2 9 897 1 0 4 0 1 9 5 9 7 
T- 46 O r i g i n a l 100 100 1 0 0 1 0 0 , 1 0 0 , 1 0 0 , 1 0 0 1 0 0 0 0 0 0 0 0 
A 99 1 0 1 1 0 3 1 0 1 , 1 0 2 9 8 9 7 1 0 4 0 1 9 5 9 7 
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T a b l e 6 . Route C a p a c i t i e s and R e s u l t a n t Subgroup 
Orders f o r 4-8 ( 2 x 3 ) FCTP's ( C o n t i n u e d ) 
Route 
C a p a c i t i e s 
Problem 




D i a g o n a l Elements 
In Smith Normal M a t r i x 
a , . . . . l , q k . q k + 1 . . . . , q i l l ) 
D = | d e t B =IIq. 
T- 4-7 O r i g i n a l 100 100 100 1 0 0 , 1 0 0 , 1 0 0 , 1 0 0 , 1 0 0 1 0 0 0 0 0 0 0 0 0 0 
A 99 1 0 1 1 0 3 1 0 4 0 3 , 1 0 2 9 897 1 0 7 1 4 0 2 0 0 0 0 
T-•48 O r i g i n a l 100 100 100 1 0 0 , 1 0 0 , 1 0 0 , 1 0 0 , 1 0 0 1 0 0 0 0 0 0 0 0 0 0 
A 99 1 0 1 1 0 3 9 9 9 9 , 1 0 2 9 8 9 7 1 0 2 9 7 9 4 0 1 0 0 
T- 49 O r i g i n a l 100 100 100 1 0 0 , 1 0 0 , 1 0 0 , 1 0 0 , 1 0 0 1 0 0 0 0 0 0 0 0 0 0 
A 99 1 0 1 1 0 3 9999 , 1 0 2 9 897 1 0 2 9 7 9 4 0 1 0 0 
T- 50 O r i g i n a l 100 100 100 1 0 0 , 1 0 0 , 1 0 0 , 1 0 0 , 1 0 0 1 0 0 0 0 0 0 0 0 0 0 
A 99 1 0 1 10 3 9 9 9 9 , 1 0 2 9 897 1 0 2 9 7 9 4 0 1 0 0 
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APPENDIX F 
1 0 0 0 0 0 0 0 0 0 0 
0 1 0 0 0 0 0 " " 0 0 0 0 
0 0 1 0 0 0 0 0 0 0 0 
- 1 - 1 - 1 1 0 0 0 0 0 0 0 
- 1 - 1 - 1 1 1 0 0 0 0 0 0 
1 0 0 0 - 1 1 0 0 0 0 0 
0 1 0 0 o • 0 1 0 0 0 0 
1 1 1 0 - i 1 1 " 1 b 0 0 
0 - 1 - 1 0 1 0 - 1 - 1 1 0 0 
0 1 0 o " 0 0 1 0 0 1 0 
0 0 1 0 0 0 0 1 0 0 1 
Basis Matrix B 
1 0 0 1 0 0 0 0 0 0 0 
0 1 0 0 1 0 0 0 0 0 0 
0 0 1 0 0 1 0 0 0 0 0 
1 1 1 0 0 0 0 0 0 0 1 
0 0 0 1 1 1 0 0 0 0 0 
- 1 0 0 0 0 0 3 2 0 0 0 0 
0 - 1 0 0 0 0 0 0 " ~" 0 ~ 0 0 
0 0 - 1 0 0 0 0 0 0 0 0 
0 0 0 - 1 0 0 0 3 2 0 0 0 
0 0 0 0 - 1 0 0 0 3 2 0 0 
0 0 0 0 0 - 1 0 0 0 3 2 0 
EXAMPLES OF R, B , N, AND RN MATRICES 
T h i s appendix p r e s e n t s examples o f R, B , N , and RN f o r t h r e e 
2 x 3 f i x e d - c h a r g e t r a n s p o r t a t i o n p r o b l e m s . 
Problem T-6 
Row Trans format-ion Matrix R 
Problem T-6 ( C o n t i n u e d ) 
Non-Basis Matrix N 
r 
RN 
0 0 - 1 0 0 0 0 0 0 0 0 0 
0 0 0 - 1 0 0 0 0 0 0 b 0 
0 0 0 0 - 1 0 0 0 0 0 0 0 
0 0 0 0 " 0 0 0 0 0 0 0 0 
0 0 0 0 0 1 0 0 0 0 0 0 
0 0 0 0 "o o" - 1 0 0 0 o 0 
3 2 0 0 0 0 0 0 - 1 0 0 0 0 
0 3 2 " <T 0 0 0 0 0" - 1 0 d 0 
0 0 0 0 0 0 0 0 0 - 1 0 0 
0 0 0 0 0 0 0 0 0 0 - 1 0 
0 0 0 0 0 0 0 0 0 0 0 - 1 
0 0 - 1 0 0 0 0 0 0 0 0 0 
0 0 0 - 1 0 0 0 0 0 0 0 0 
0 0 0 0 - 1 0 0 0 0 0 0 0 
0 0 1 1 1 0 0 0 0 0 0 0 
0 0 1 1 1 1 0 0 0 0 0 0 
0 0 - 1 0 6 - 1 - 1 0 0 0 0 0 
3 2 0 0 - 1 0 0 0 - 1 0 0 0 0 
3 2 3 2 - 1 - 1 - 1 - 1 - 1 - 1 - 1 0 0 0 
- 3 2 - 3 2 0 1 1 1 0 1 1 - 1 0 0 
3 2 0 0 - 1 0 0 0 - 1 0 0 - 1 0 
0 3 2 0 0 - 1 0 0 0 - 1 0 0 - 1 
Problem T - 1 8 
Row Transformation Matrix R 
1 0 0 0 0 0 0 0 0 0 
0 1 0 0 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 0 0 
-1 -1 cf 1 0 0 0 0 0 0 
-1 -1 -1 1 1 0 0 0 0 0 
0 -1 0 1 0 1 0 0 0 0 
0 1 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 1 0 0 
1 1 0 -1 0 0 0 0 1 0 
0 0 0 0 0 0 0 0 0 1 
0 0 1 0 0 0 0 0 0 0 (_ 
Basis Matrix B 
1 0 1 0 0 0 0 0 0 0 
0 1 0 ... 0 0 0 0 0 0 0 
0 0 0 1 0 0 0 0 0 0 
1 1 0 0 0 0 0 0 0 0 
0 0 1 1 0 0 0 0 0 0 
-1 0 0 _Q„ .122 _ 0 0 0 ._..o. 0 
0 -1 0 0 0 122 0 0 0 0 
0 0 0 0 0 0 122 0 0 0 
0 0 -1 0 0 0 0 122 0 0 
0 0 0 0 0 0 0 0 122 0 
0 0 0 -1 0 0 0 0 0 122 
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Problem T - 1 8 ( C o n t i n u e d ) 




— 0 -1 0 0 0 0 0 0 0 0 0 
0 1 0 -1 0 0 0 o " 6 0 0 6 
1 0 0 0 -1 0 0 0 0 0 0 0 
1 0 0 0 0 1 0 0 0 0 0 0 
0 1 0 0 0 0 0 0 0 0 0 0 
0 6 0 0 0 -1 0 0 0 0 0 
0 0 0 0 0 0 0 -1 0 0 0 0 
-1 0 0 0 0 0 0 -1 0 0 b 
0 0 0 0 0 0 0 0 0 -1 0 0 
0 -1 0 0 0 0 0 0 0 0 -1 0 
0 0 0 0 0 0 0 0 0 0 0 -1 
RN 
0 0 -1 0 0 0 0 0 0 0 0 0 
0 1 0 -1 0 0 0 0 0 0 0 0 
1 0 0 0 -1 0 0 0 0 0 0 0 
1 -i 1 1 0 1 0 0 0 0 0 0 
0 0 1 1 1 1 0 0 0 0 0 0 
1 -l i 0 1 -1 0 0 0 0 " 0 
0 l 0 -l 0 0 0 -1 0 0 0 0 
-1 0 0 0 _ 0 0 0 0 -1 0 0 0 
-i l -1 -1 0 -1 0 0 0 -1 0 0 
0 0 0 0 0 0 0 0 -1 0 
1 0 0 0 -1 0 0 0 0 0 0 -1 
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Problem T-19 
Row Transformation Matrix R 
1 0 0 0 0 0 0 0 0 0 0 
0 1 0 o 0 0 o ~ " o " 0 0 
0 0 1 0 0 0 0 0 0 0 0 
0 -1 0 1 0 0 0 0 0 0 0 
-1 -1 -1 1 1 0 0 0 0 0 0 
o b 0 0 0 I 0 0 0 0 0 
l l 1 0 -1 0 1 0 0 0 0 
o o 0 0 b 0 0 1 0 0 0 
1 0 0 0 0 0 0 0 1 0 0 
-1 0 -1 0 1 0 0 0 0 1 0 
0 0 1 0 0 0 0 0 0 0 1 
Basis Matrix B 
0 l 0 0 0 0 0 0 0 0 0 
1 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 0 1 
0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 122 0 0 0 0 0 0 
- i" b 0 0 0 122 0 0 0 0 0 
0 0 0 0 0 0 122 0 0 0 0 
0 - l 0 0 0 0 0 122 0 0 0 0 0 -1 0 0 0 0 0 122 0 0 
0 0 0 -1 0 0 0 0 0 122 0 
Problem T-19 ( C o n t i n u e d ) 
Non-Basis Matrix N 
1 0 - 1 0 
. 0 0 0 - I 
0 1 0 0 
1 I 0 0 
0 0 0 0 
- 1 (f 0 
0 0 0 0 
0 - 1 0 0 
0 0 0 0 
0 0 0 0 




- 1 0 
0 0 0 - 1 
0 1 0 0 
1 1 0 1 
0 _0 1 _ 
- 1 0 0 6 
1 1 - 1 - 1 
0 - 1 0 0 
1 0 - 1 0 
- 1 - 1 1 0 
0 1 0 0 
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APPENDIX G 
Problem T-- 6 : x . — l j e X B > S 
( i , j ) e s N , V ( i s ( S 2 ) e s N ; s ( D j ) € S N , V j . 
c * = 3 9 . 9 1 39 . 2 2 3 8 . 5 3 2 . 0 6 7 . 9 1 8 . 2 2 8 . 5 3 8 . 8 4 9 . 1 6 9 . 4 7 
s ( D 1 ) s ( D 2 ) s ( D 3 ) s ( S 2 ) s ( l , l ) s ( l , 2 ) s ( l , 3 ) s ( 2 , l ) s ( 2 , 2 ) s ( 2 , 3 ) 
- 1 - 1 - 1 - 1 - 1 - 1 - 1 0 0 - 0 
0 1 1 1 0 1 1 - 1 0 0 
0 - 1 0 0 0 - 1 0 0 - 1 0 
0 0 - 1 0 0 0 - 1 0 0 - 1 
By Property 1 
g ( l , l ) = g ( D 1 ) , c * ( g ( D 1 ) ) - c * ^ 1 ' 1 ) ) = 3 9 . 9 0 6 2 5 - 7 . 9 0 6 2 5 = 32 = c ; 
g ( l , 2 ) = g ( D 2 ) , c * ( g ( D 2 ) ) - c * ( g ( l , 2 ) ) = 3 9 . 2 1 8 7 5 - 8 . 2 1 8 7 5 = 31 = c 2 ; 
g ( l , 3 ) = g ( D 3 ) , c * ( g ( D 3 ) ) - c * ( g ( l , 3 ) ) = 3 8 . 5 3 1 2 5 - 8 . 5 3 1 2 5 = 30 = c . 
By Property 6 
g ( l , l ) = g ( 2 , l ) + g ( S 2 ) , C ; L 1 - c 2 1 = 3 , 
g ( l , 2 ) = g ( 2 , 2 ) + g ( S 2 ) , c 1 2 - c 2 2 = 3 , 
g ( l , 3 ) = g ( 2 , 3 ) + g ( S 2 ) , c 1 3 - c 2 3 = 3 . 
DEMONSTRATION OF INTERRELATIONSHIP PROPERTIES 
AMONG VARIABLES IN THE FCTP GROUP PROBLEM 
We show [RgXN^jNgjjmod u , l i s t the a p p l i c a b l e p r o p e r t i e s , and 
summarize t h e a c t u a l r e s u l t s f o r each o f t h e 17 2x3 f i x e d - c h a r g e t r a n s ­
p o r t a t i o n problems r e f e r r e d t o i n t h e p r e c e d i n g a p p e n d i c e s . 
1 2 1 
Problem T - l l : x.^eXg, s(i 5j)es N, V(i,j); s ( S 2 ) e s N ; s (D^)€S N, Vj. 
c * = 3 7 . 0 6 3 6 . 2 6 3 5 . 4 6 2 . 4 0 5 , 0 6 5 . 2 6 5 . 4 6 5 . 6 6 5 . 8 6 6 . 0 6 
s ( D 1 ) s ( D 2 ) s ( D 3 ) s ( S 2 ) s ( l , l ) s ( l , 2 ) s ( l , 3 ) s ( 2 , l ) s ( 2 , 2 ) s ( 2 5 3 ) 
1 0 0 1 1 0 0 0 - 1 - 1 
0 0 0 1 0 0 0 -1 - 1 - 1 
0 - 1 0 0 0 - 1 0 0 - 1 0 
0 0 - 1 0 0 0 -1 0 0 - 1 
By Property 1 
g ( l , l ) = g ( D 1 ) , c * ( g ( D 1 ) ) - c* ( g ( i , i : l) = 3 7 . 0 6 - 5 . 0 6 = 32 - c u ; 
g ( l , 2 ) = g ( D 2 ) 5 c * ( g ( D 2 ) ) - c* ( g d , 2 : )) = 3 6 . 2 6 - 5 . 2 6 = 31 = c 1 2 ; 
g ( l , 3 ) = g ( D 3 ) 5 c * ( g ( D 3 ) ) - c « ( g d , 3 ; l) = 3 5 . 4 6 - 5 . 4 6 = 30 - c 1 3 . 
By Property 6 
g ( l , l ) = g ( 2 , l ) + g ( s 2 ) , c l l - C 2 1 = 3 , 
g ( l , 2 ) = g ( 2 , 2 ) + g ( s 2 ) , C 1 2 • C 2 2 = 3 , 
g ( l , 3 ) = g ( 2 5 3 ) + g ( s 2 ) s C 1 3 " C 2 3 = 3 . 
Problem T - 1 5 : x 1 3 , x ^ e x ^ s ( l , 3 ) , s ( 2 , 2 ) £ S B ; s ( S 1 ) £ S N , s ( D.)€S N, Vj 
1 . 8 1 1 . 9 1 3 . 1 6 3 . 0 9 2 . 1 5 0 . 9 6 0 . 2 0 0 . 1 3 0 . 1 6 0 . 1 5 
X 1 3 X 2 2 
s ( D 1 ) s ( D 2 ) s ( D 3 ) s ( S 1 ) s ( l , l ) s ( l , 2 ) s ( 2 , l ) s ( 2 s 3 ) 
1 - 1 0 1 0 1 - 1 0 0 0 
- 1 1 - 1 - 1 0 - 1 0 0 - 1 0 
0 1 0 - 1 0 0 0 - 1 0 0 
1 0 0 0 - 1 0 0 0 0 - 1 
By Property 1 
g ( 2 , l ) = g ( D 1 ) , c ^ ( g ( D 1 ) ) - c * ( g ( 2 , D ) = 3 . 1 6 3 9 3 4 
g ( 2 , 3 ) = g ( D 3 ) , c * ( g ( D 3 ) ) - c * ( g ( 2 , 3 ) ) = 2 . 1 4 7 5 4 1 
By Property 2 
g ( x 2 2 ) = - g ( D 2 ) , c 2 2 = 5 . 0 0 
By Property 3 
g ( x 1 3 ) + g ( D 3 ) = g ( S 1 ) J c 1 3 = 3 . 0 0 . 
0 . 1 6 3 9 34 
0 . 1 4 7 5 4 1 
= 3 = c 
= 2 = c 
2 1 ' 
23* 
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P R O B L E M T - 1 8 : X 1 3 » X 2 2 € X N ; S ( I . J ) « S N » V ( I . J ) . S ( S 1 ) € S N » S ( D J ) £ S N * V J • 
C * = 5 . 5 4 2 . 6 9 8 9 . 6 3 6 5 . 5 3 3 1 . 2 8 3 . 3 6 1 0 . 2 7 9 . 1 7 1 2 . 4 6 8 . 6 3 8 . 2 2 1 2 . 2 8 
X 1 3 X 2 2 S ( V S ( D 2 ) S ( D 3 ) S ( S 1 ) S ( 1 * 1 ) S ( 1 » 2 ) S ( L , 3 ) S ( 2 , L ) S ( 2 , 2 ) S ( 2 , 3 ) 
1 - 1 0 1 0 1 - 1 0 0 0 0 0 
0 1 0 - 1 0 0 0 - 1 0 0 0 0 
- 1 0 0 0 0 0 0 0 - 1 0 0 0 
- 1 1 - 1 - 1 0 - 1 0 0 0 - 1 0 0 
0 - 1 0 0 0 0 0 0 0 0 - 1 0 
1 0 0 0 - 1 0 0 0 0 0 0 - 1 
BY PROPERTY 1 
g ( 2 , L ) = g ( D 1 ) , c*(gC C * ( G ( 2 , L ) ) = 8 9 . 6 3 1 4 4 1 - 8 . 6 3 1 4 4 1 = 8 1 = C 2 1 ; 
G ( 2 , 3 ) = G ( D 3 ) , C * ( G ( D 3 ) ) - C * ( G ( 2 , 3 ) ) = 3 1 . 2 8 - 1 2 . 2 8 = 1 9 = C ^ . 
BY PROPERTY 4 
G ( X 1 3 ) + S ( D 3 ) = G ^ ) + G ( L , 3 ) , C 1 3 = 2 1 . 0 0 
BY PROPERTY 5 
G ( X 2 2 ) + G ( D 2 ) = G ( 2 , 2 ) , C 2 2 = 6 0 . 0 0 . 
P R O B L E M T - 1 9 : X 1 1 , X 1 3 £ X N .; S ( I , J ) E S N > V ( I , J ) ; S ( S 1 ) E S N , S C D ^ E S ^ VJ . 
C * = 0 0 3 4 . 0 7 3 3 . 1 6 3 2 . 2 4 2 . 7 6 2 . 0 7 2 . 1 6 2 . 2 4 2 . 3 ? 2 . 4 0 2 . 4 8 
X L L X 1 3 S ( D 1 ) S ( D 2 ) S ( D 3 ) S ( S 2 ) S ( 1 , 1 ) S ( L , 2 ) S ( L , 3 ) S ( 2 , L ) S ( 2 , 2 ) S ( 2 , 3 ) 
- 1 0 0 0 0 0 - 1 0 0 0 0 0 
1 1 - 1 - 1 - 1 - 1 0 - 1 0 0 0 0 
0 - 1 0 0 0 0 0 0 - 1 0 0 0 
1 0 - 1 0 0 0 0 0 0 - 1 0 0 
- 1 - 1 1 0 1 1 0 0 0 0 - 1 0 
0 1 0 0 - 1 0 0 0 0 0 0 - 1 
BY PROPERTY 1 
G ( L , 2 ) = G ( D 2 > , C * ( G ( D 2 > ) - C * ( G ( L , 2 ) ) = 3 3 . 1 6 - 2 . 1 6 = 3 1 = C 1 2 . 
BY PROPERTY S 
G ( X I : L ) + G ( D 1 ) = G ( L , D , c±1 = 3 2 
G ( X 1 3 ) + G ( D 3 ) = G ( L , 3 ) , C 1 3 = 3 0 . 
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Problem T '-20: X13' X21 £ XN ; S ( i,j ) € S N , V ( i,j); s(S i ) € V s 
c*=19.43 19.87 122.55 131.51 120.63 6.53 40.03 38.98 37.53 36.43 35.51 34.63 
X13 X21 s(Dx) s(D ) s(D3) s(l,l) s(l,l) s(l,2) s(l,3) s(2,l) s(2,2) s(2,3) 
0 1 -1 0 0 0 - 1 0 0 0 0 0 
1 -1 1 0 0 1 0 -1 0 0 0 0 
-1 0 0 0 0 0 0 0 -1 0 0 0 
0 -1 0 0 0 0 0 0 0 -1 0 0 
-1 1 -1 -1 0 - 1 0 0 0 0 -1 0 
1 0 0 0 - 1 0 0 0 0 0 0 -1 
By Property 1 g(2,2) = g(D 2), c*(g(D2)) - c *(g<2,2)) = 131.51 - 35.51 = 96 = c 2 2; 
g(2,3) = g(D 3), c*(g(D3)) - c *(g(2,3)) = 120.63 - 34.63 = 6 6 = C23-
By Property 4 
g ( x 1 3 ) + g(D3) = g ( s 1 ) + g(l,3), c 1 3 = 96, 
By Property 5 
g ( x 2 1 ) + g(D 1) = g(2,l), c 2 1 = 106. 
Problem T-22: x 0 1 € X . i s(2,l)€S I 3; s(S0)€s..; s(D.)esM, Vj . 
x s(Dx) s(D2 ,) s(D3) s(S 2) s(l,l) s(l,2) s(l,3) s(2,2) s(2,3) 
1 - 1 0 0 0 -1 0 0 0 0 
-1 0 -1 -1 -1 0 -1 -1 0 0 
1 0 0 1 1 0 0 1 -1 0 
0 0 0 -1 0 0 0 -1 0 -1 
By Property 1 g(l,l) = g(D 1), - c*(g(i,D) = cll' 
g(l,2) = g(D 2), c!'!(g(D2)) - c*(g(l,2)) = C12 J 
g(l,3) = g(D 3), c*(g(D3)] - c*(g(l,3)) = C13* 
By Property S 
g(x 2 1) + g(D 1) = g(S 2). 
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Problem T-- 2 3 : X 1 2 , X 2 1 £ X N ; s ( - l j 2 ) 9 s 
( 2 , l ) e s B ; s ( S 2 ) e s N ; s ( D . ) 
X 1 2 X 2 1 
siD^ s ( D 2 ) s ( D 3 ) s ( S 2 ) s ( l , l ) s ( l , 3 ) s ( 2 , 2 ) s ( 2 , 3 ) 
1 - 1 0 - 1 - 1 - 1 0 - 1 0 0 
0 1 - 1 0 0 0 - 1 0 0 0 
1 0 0 - 1 0 0 0 0 - 1 0 
- 1 1 0 1 0 1 0 0 0 - 1 
By Property 1 
g ( l , l ) = g ( D 1 ) , c * ( g ( D 1 ) ) - c * ( g ( l , l ) ) = c 
g ( l , 3 ) = g ( D 3 ) , c * ( g ( D 3 ) ) - c * ( g ( l , 2 ) ) = c 
By Property 2 
g ( x 1 2 ) = - g ( D 2 ) . 
By Property 3 
g ( x 2 1 ) + g ( D 1 ) = g ( S 2 ) . 
Problem T - 2 5 : x l l 5 x 1 3 ^ ; s ( i , j ) e s N , V ( i , j ) , s ( S 2 ) e s N ; s ( D . ) € S N , Vj . 
X l l X 1 3 S ( D 1 ) S ( D 2 } S ( D 3 } S ( S 2 } s ( 1 > 1 ) s ( ^ 1 ^ s ( l » 3 ) s ( 2 , l ) s ( 2 , 2 ) s ( 2 , 3 ) 
1 0 0 0 0 0 - 1 0 0 0 0 0 
1 1 - 1 - 1 - 1 - 1 0 - 1 0 0 0 0 
0 - 1 0 0 0 0 0 0 - 1 0 0 0 
1 0 - 1 0 0 0 0 0 0 - 1 0 0 
1 - 1 1 0 1 1 0 0 0 0 - 1 0 
0 1 0 0 - 1 0 0 0 0 0 0 - 1 
By Property 1 
g ( l , 2 ) = g ( D 2 ) , c * ( g ( D 2 ) ) - c * ( g ( l , 2 ) ) = c 
By Property 5 
g ( x u ) + g(Dj_) = g ( l , D , g ( x 1 3 ) + g ( D 3 ) = g ( l , 3 ) . 
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Problem T - 2 7 : ~ X 1 3 s X 2 2 £ X N ; s ( l > 3 ) > s ( 2 , 2 ) e s B ; s C S ^ e s ^ s ( D . ) e s N , V j . 
X 1 3 X 2 2 









































By Property 1 
g ( 2 , l ) = g ( D 1 ) 9 c * ( g ( D 1 ) ] - c * ( g ( 2 , l ) ) = c 2 1 ; 
g ( 2 , 3 ) = g ( D 3 ) , c * ( g ( D 3 ) ) - c * ( g ( 2 , 3 ) ) = c 2 3 . 
By Property 2 
g ( * 2 2 ) = - g ( D 2 ) • 
By Property 3 
g ( x 1 3 ) + g ( D 3 ) = g ( S 1 ) . 
Problem T - 2 8 : x ^ e x ^ s ( i , j ) e s N , V ( i , j ) ; s ( S 2 ) e s N ; s ( D ^ . ) e s N , V j . 
x 2 1 s ( D 1 ) s ( D 2 ) s ( D 3 ) s ( S 2 ) s ( l , l ) s ( l , 2 ) s ( l , 3 ) s ( 2 , l ) s ( 2 , 2 ) s ( 2 , 3 ) 
- 1 0 - 1 - 1 - 1 0 - 1 - 1 0 0 0 
1 - 1 0 0 0 - 1 0 0 0 0 0 
- 1 0 0 0 0 0 0 0 - 1 0 0 
1 0 0 1 1 0 0 1 0 - 1 0 
0 0 0 - 1 0 0 0 -1 0 0 - 1 
By Property 1 
g ( l , l ) = g ( D 1 ) s c ^ ( g ( D 1 ) ) - c*(j 
g ( l , 2 ) = g ( D 2 ) , c * ( g ( D 2 ) ) - c*(j 
g ( l , 3 ) = g ( D 3 ) , c * ( g ( D 3 ) ) - c*(j 
c ( g ( i , D ) = 
( g ( l , 2 ) ) = 
c * ( g ( l , 3 ) ) " 
By Property 3 
g ( x 2 1 ) + g ( D 1 ) = g ( S 2 ) + g ( 2 , l ) . 
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Problem T - 2 9 : X 1 2 ' X 2 1 £ X N 
; s ( i s j ) £ V V ( i , j ) i s ( S 2 ) e s N 3 
X 1 2 X 2 1 
s ( D 1 ) s ( D 2 ) s ( D 3 ) s ( s 2 ) s ( l , l ) s ( l , 2 ) s ( l , 3 ) s ( 2 , l ) s ( 2 , 2 ) s ( 2 s ; 
0 1 - 1 0 0 0 - 1 0 0 0 0 0 
- 1 0 0 0 0 0 0 - 1 0 0 0 0 
1 - 1 0 - 1 - 1 - 1 0 0 - 1 0 0 0 
0 - 1 0 0 0 0 0 0 0 - 1 0 0 
1 0 0 - 1 0 0 0 0 0 0 - 1 0 
- 1 1 0 1 0 1 0 0 0 0 0 - 1 
BY PROPERTY 1 
g ( l , l ) = g ( D 1 ) , c ^ ( g ( D 1 ) ] - c * ( g ( l , l ) ) = c u , 
g ( l , 3 ) = g ( D 3 ) , c * ( g ( D 3 ) ) - c * ( g ( l , 3 ) ) = c 1 3 . 
BY PROPERTY 4 
g ( x 2 1 ) + g C D ^ = g ( S 2 ) + g ( 2 , l ) . 
BY PROPERTY S 
g ( x 1 2 ) + g ( D 2 ) = g ( l , 2 ) . 
Problem T - 3 0 : x . .ex , ¥ ( i 
ID B 
» j ) ; s ( i , J ) £ S N , V( i > j ) ; s ( s i ) e V s ( D J ) 6 S N , V j . 
s ( D 1 ) s ( D 2 ) s ( D ) s ( S 1 ) s ( l , l ) s ( l , 2 ) s ( l , 3 ) s ( 2 , l ) s ( 2 , 2 ) s ( 2 , 3 ) 
0 - 1 - 1 - 1 1 0 0 0 - 1 - 1 
- 1 - 1 - 1 - 1 0 0 0 - 1 - 1 - 1 
0 - 1 0 0 0 - 1 0 0 - 1 0 
0 0 - 1 0 0 0 - 1 0 0 - 1 
BY PROPERTY 1 
g ( 2 , l ) = g ( D 1 ) , c * ( g ( D 1 ) ) - c * ( g ( 2 , l ) ) = c 2 1 , 
g ( 2 , 2 ) = g ( D 2 ) , c * ( g ( D 2 ) ) - c * ( g ( 2 , 2 ) ) = c ^ , 
g ( 2 , 3 ) = g ( D 3 ) , c * ( g ( D 3 ) ] - c * ( g ( 2 , 3 ) ) = c 2 3 . 
BY PROPERTY 6 
g ( 2 , l ) = g ( l , l ) + g ( S 1 ) , 
g ( 2 , 2 ) = g ( l , 2 ) + g ( S 1 ) , 
g ( 2 , 3 ) = g ( l , 3 ) + g ( S 1 ) . 
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Problem T - 3 1 : x . . e x . , V ( i , j ) ; s ( i , j ) e s . T , V ( i , j ) , s ( S _ ) e s : s ( D . ) e s X T , V j . 
1 ] c> JM z JM ] JM 
s ( D 1 ) s ( D 2 ) s ( D 3 ) s ( S 2 ) s ( l , l ) s ( l , 2 ) s ( l , 3 ) s ( 2 , l ) s ( 2 , 2 ) s ( 2 , : 
1 0 0 1 1 0 0 0 - 1 - 1 
0 0 0 1 0 0 0 - 1 - 1 - 1 
0 - 1 0 0 0 - 1 0 0 - 1 0 
0 0 - 1 0 0 0 - 1 0 0 - 1 
By Property 1 
g ( l , l ) = g ( D l ) , c* fe<V) -
c f t ( g ( l , D ) = c l l S 
g ( l , 2 ) = g ( D 2 ) , c* ( g ( D 2 ) ) - c * ( g ( l , 2 ) ) = c 1 2 , 
g ( l , 3 ) = g ( D 3 ) , c* ( g ( D 3 ) ) " c * ( g ( l , 3 ) ) = c 1 3 . 
By Property 6 
g ( l , l ) = g ( 2 , l ) + g ( S 2 ) , 
g ( l , 2 ) = g ( 2 , 2 ) + g ( S 2 ) , 
g ( l , 3 ) = g ( 2 , 3 ) + g ( S 2 ) . 
Problem T - 3 2 : x . . e x D , V ( i , j ) ; s ( i , j ) e s „ , V ( i , j ) ; s ( S n ) e s M ; s ( D . ) e s . T , V j . i ] B J J N I N j N 
s ( D 1 ) s ( D 2 ) s ( D 3 ) s ( S 1 ) s ( l , l ) s ( l , 2 ) s ( l , 3 ) s ( 2 , l ) s ( 2 , 2 ) s ( 2 , 3 ) 
- 1 0 0 0 - 1 0 0 - 1 0 0 
1 0 0 1 0 - 1 - 1 1 0 0 
- 1 - 1 0 - 1 0 0 1 - 1 - 1 0 
0 0 - 1 0 0 0 - 1 0 0 - 1 
By Property 1 
g ( 2 , l ) = g ( D 1 ) , c * ( g ( D 1 ) ) - c * ( g ( 2 , l ) ) = c 
g ( 2 , 2 ) = g ( D 2 ) , c * ( g ( D 2 ) ] - c * ( g ( 2 , 2 ) ) = c. 
g ( 2 , 3 ) = g ( D 3 ) , c * ( g ( D 3 ) ) - c * ( g ( 2 , 3 ) ) = c 
By Property 6 
g ( 2 , l ) = g ( l , l ) + g ( S 1 ) , 
g ( 2 , 2 ) = g ( l , 2 ) + g ( S 1 ) , 
g ( 2 , 3 ) = g ( l , 3 ) + g C S ^ . 
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Problem T - 3 7 : x . . £ x D , V ( i , j ) , s ( i , j ) e s . V ( i , j ) ; s ( S 0 ) e s : s ( D . ) e s X T , V j . in B N 2 N i N 
s ( D 1 ) s ( D 2 ) s (D, 3> s ( S 2 ) s ( 1 , 1 ) s ( l , 2 ) s ( l , 3 ) s ( 2 , l ) s ( 2 , 2 ) s ( 2 , 3 ) 
- 1 - 1 - 1 - 1 - 1 - 1 - 1 0 0 0 
O i l 1 O i l - 1 0 0 
0 - 1 0 0 0 - 1 0 0 - 1 0 
0 0 - 1 0 0 0 - 1 0 0 - 1 
By Property 1 
g ( l , l ) = g ( D 1 ) , c { (g(V) - c * ( g ( l , l ) ) = c l l S 
g ( l , 2 ) = g ( D 2 ) , C" f(g<V) - c * ( g ( l , 2 ) ) = c 1 2 , 
g ( l , 3 ) = g ( D 3 ) , c5' { ( g ( D 3 } ) - c * ( g ( l , 3 ) ) = c 1 3 . 
By Property 6 
g ( l , l ) = g ( 2 , l ) + g(s2), 
g ( l , 2 ) = g ( 2 , 2 ) + g ( s 2 ) , 
g ( l , 3 ) = g ( 2 , 3 ) + g(s2). 
Problem T - 4 1 : x 0 , x 0 ^ e x ^ ; s ( l , 2 ) , s ( 2 , l ) e s B ; s ( S 2 ) e s N ; s ( D . ) e s N , Vj 
X 1 2 X 2 1
 S ( V £ 
i(D2) s 
( D 3 ) s ( S 2 ) s ( l , l ) s ( l 9 3 ) s ( 2 , 2 ) s ( 2 , 3 ) 
1 - 1 0 - 1 - 1 - 1 0 - 1 0 0 
0 1 - 1 0 0 0 - 1 0 0 0 
1 0 0 - 1 0 0 0 0 - 1 0 
- 1 1 0 1 0 1 0 0 0 - 1 
By Property 1 
g ( l , l ) = g ( D 1 ) , C" f(g<V) - c * ( g ( i , D ) = c l l S 
g ( l , 3 ) = g ( D 3 ) , ; ( g ( D 3 ^ - c * ( g ( l , 3 ) ) = c 1 3 . 
By Property 2 
g ( x 1 2 ) = - g ( D 2 ) . 
By Property 3 
g ( x 2 1 ) + g ( D 1 ) = g ( S 2 ) . 
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APPENDIX H 
AN EXAMPLE OF THE SOLUTION PROCEDURE 
In t h i s appendix we p r e s e n t an a b b r e v i a t e d example o f the group 
t h e o r e t i c procedure o u t l i n e d i n Chapter I V . 
C o n s i d e r a f i x e d - c h a r g e t r a n s p o r t a t i o n problem wi th two s o u r c e s 
and t h r e e d e s t i n a t i o n s where the f o l l o w i n g i n f o r m a t i o n p e r t a i n s : 
D 1 = 1 0 3 , D 2 = 1 2 2 , D 3 = 3 5 ; S = 1 5 0 , S 2 = 2 0 0 . 
c = [ 2 , 2 , 3 , 3 , 5 , 2 ] . 
f = [ 2 5 , 1 6 , 1 7 , 2 0 , 1 6 , 1 8 ] . y = 1 2 2 . 
From Phase I: 
Z = 3 9 . 8 0 where z " = 6 3 4 . 2 0 and A ( x * , y * ) = 6 7 4 . 
u LP J 
In Phase II: 
Minimize 0 . 1 3 w n + 0 . 1 5 w o + 0 . 1 6 w o + 0 .20w, + 0 . 9 6 w c + 1.81w^ + 1 .91w 
s u b j e c t t o 










- 1 V 
1 
- 1 V 
0 
1 
w ? = 
35 
9 
0 0 0 - 1 1 1 - 1 94 
w^ £ 0 , i n t e g e r , V j . 
U l = 1 2 1 = u 2 = u 3 = V u 5 = 4 1 , u 6 = 12 = u ? . 
F = { w 6 , w ? } where w g x l 3 » w ? x 2 2 and y 1 3 » y 2 2 e 
In Phase III: 
1 . NC X = { w 1 , w 7 } , N C 2 = { w 2 , w 6 } , 
N C 3 = ^ W 3 , W 5 , W 6 , W 7 ^ ' N C 4 = ^ W 4 , W 5 , W 6 , W 7 ^ 
2 . N C 2 : L C 2 = 1 3 . 0 5 , LCC 2 = { v ^ } 
N C 3 : L C 3 = 1 8 . 0 8 , LCCg = { v ^ } 
NC^: LC^ = 5 . 0 6 , LCC^ = {w^} 
LC" = 3 6 . 7 3 < Z* = 3 9 . 8 0 
u 
3 . Z 1 = 3 9 . 8 0 - 3 6 . 7 3 = 3 . 0 7 . 
u j = 2 3 , u y = 0 => S = { w 7 = 0 } . 
N C 1 = {w 1,w 7> - { w ? } = {w 1>. 
S i n c e Order (NC 1 > = 1 , s e t 
W l = a i , b l = ( " 1 ) ( 0 ) = 0 
S = { w 1 = 0 , w 2 = 0 } , Z = 0 . 
2 . N C 3 : L C 3 = 1 8 . 0 8 , LCC 3 = {w,^} 
LC^ = 5 . 6 0 , LCC^ = {w 4> 
LC* = 2 3 . 6 8 < Z ' - z = 3 9 . 8 0 
u 
3 . Z 2 = 3 9 . 8 0 - 2 3 . 6 8 = 1 6 . 1 2 
u ! = 1 0 7 , u ' = 0 = ^ S = S + {w = 0 } 
Z D b 
N C 2 = {w 2,Wg} - {Wg} - { w 2 > 
S i n c e Order (NC 2 > = 1 , s e t 
W 2 = a 2 2 b 2 = ( ' 1 ) 3 5 = ~ 3 5 = 8 7 ( m o d 1 2 2 ) 
S = { w , = 0 , w =87 ,w =0 ,w = 0 } , z = 1 3 . 0 5 . 1 z b / 
1 3 1 
E f f e c t i v e l y , the "remaining problem" appears as f o l l o w s 
Minimize 0 . 1 6 w 3 + 0 . 2 0 w ^ + 0 . 9 6 w 5 
s u b j e c t t o 
- 1 0 - 1 9 
0 w„ + w. + w r = 9 4 3 - 1 4 1 5 
w 3 , w l + , w 5 > 0 , i n t e g e r 
where N C 3 = { w 3 , w 5 > , NC^ = { w ^ , w 5 } , 
Z 1 = 3 9 . 8 0 - 1 3 . 0 5 = 2 6 . 7 5 , u„ = 1 2 1 , u, = 1 2 1 , u c = 27, u 9 3 4 5 
2 . NC^: LC^ = 5 . 6 0 , LCC^ = {w^} 
LC* = 5 . 6 0 < Z 1 
u 
3 . Z 3 = 2 6 . 7 5 - 5 . 6 0 = 2 1 . 1 5 
u 3 = 1 2 1 , u£ = 21 
4 . w = 1 2 1 , b r = 




u ! = 7 < w = 1 1 4 
, u' = 7 < w 5 = 115 
w 3 = 1 1 3 , b ' 
0 
9 4 • U 5 = 9 > W 5 = ° 
NC^ = { w ^ } , = 43 > w^ = 28 
S i n c e b 1 = 0 , check f e a s i b i l i t y i n the o r i g i n a l problem. The c u r r e n t 
s o l u t i o n produces a f e a s i b l e s o l u t i o n i n t h e o r i g i n a l p r o b l e m ; i . e . , 
w 2 = 8 7 , w 3 = 1 1 3 , w^ = 28 , w 1 = w^ = w g = w ? = 0 i s t h e c u r r e n t s o l u t i on 
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t o t h e group prob lem; the s o l u t i o n i n the o r i g i n a l problem i s 
X l l = 2 8 ' X 1 2 = 1 2 2 ' X 2 1 = 7 5 ' X 2 3 = 3 5 ' 
y i l = X ' y l 2 = X > y 2 1 = l s y 2 3 = X ' 
X 1 3 = ° 5 X 2 2 = ° 5 Y 1 3 = ° » y 2 2 = ° 5 t 0 t a l C O S t = $ 6 7 4 ' 
Bounds are r e c a l c u l a t e d and the procedure c o n t i n u e s ; however , no o t h e r 
s o l u t i o n s are i d e n t i f i e d , and the incumbent i s o p t i m a l . 
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