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Joint phase reconstruction and magnitude
segmentation from velocity-encoded MRI data
Veronica Corona, Martin Benning, Lynn F. Gladden, Andi Reci, Andrew J.
Sederman, Carola-Bibiane Schönlieb
AbstractVelocity-encodedMRI is an imaging technique used in different areas to as-
sess flowmotion. Some applications include medical imaging such as cardiovascular
blood flow studies, and industrial settings in the areas of rheology, pipe flows, and re-
actor hydrodynamics, where the goal is to characterise dynamic components of some
quantity of interest. The problem of estimating velocities from such measurements
is a nonlinear dynamic inverse problem. To retrieve time-dependent velocity infor-
mation, careful mathematical modelling and appropriate regularisation is required.
In this work, we propose an optimisation algorithm based on non-convex Bregman
iteration to jointly estimate velocity-, magnitude- and segmentation-information for
the application of bubbly flow imaging. Furthermore, we demonstrate through nu-
merical experiments on synthetic and real data that the joint model improves velocity,
magnitude and segmentation over a classical sequential approach.
1 Introduction
Magnetic resonance imaging (MRI) is an imaging technique that allows to visualise
the chemical composition of patients or materials in a non-invasive fashion. Besides
resolving in great detail the morphology of the object under consideration, MRI
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2 Corona et al.
is intrinsically sensitive to motion, flow and diffusion [1, 2]. This means that in
a single experiment, MRI can produce both structural and functional information.
By designing the acquisition protocol appropriately, MRI can provide flow and
motion estimation. This technique is known as MR velocimetry or phase-encoded
MR velocity imaging [3, 4, 5, 6]. In this work, we will focus on the dynamic inverse
problem involved in recovering velocities from this kind of data.
In many MRI applications, the goal is not only to extract the structure of the
object of interest, but also to estimate some functional features. An example is flow
imaging, in which the aim is to reconstruct the velocity of the fluid that is moving in
some structure. In order to acquire the velocity information and assess flow motion,
phase-encoded MR velocity imaging is widely used in different areas. In medical
imaging, this is used for example in cardiovascular blood flow studies to assess
the distribution and variation in flow in blood vessels around the heart [7]. Other
industrial applications include the study the rheology of complex fluids [8], liquids
and gases flowing through packed beds [9, 10, 11], granular flows [12, 13] and
multiphase turbulence [14].
MRI scanners use strong magnetic fields and radio waves to excite subatomic
particles (like protons) that subsequently emit radio frequency signals which can be
measured by the radio frequency coils. Because the local magnetisation of the spins
is a vector quantity, it is possible to derive both magnitude and phase images from
the signal. Furthermore, for appropriately designed experiments, the velocity infor-
mation can be estimated from the phase image. The problem of retrieving magnitude
and phase (and therefore velocities) from such measurements is non-linear. Many
standard approaches reduce this inverse problem to a complex but linear inverse
problem, where magnitude and phase are estimated subsequently. With this strategy,
however, it is impossible to impose regularity on the velocity information. In this
work, we therefore propose a joint framework to simultaneously estimate magnitude
and phase from undersampled velocity-encoded MRI. Based on [15], we addition-
ally introduce a third task, that is the segmentation on the magnitude, to improve
the overall reconstruction quality. The main motivation is that by estimating edges
simultaneously from the data, both magnitude and segmentation are reconstructed
more accurately. By enhancing the magnitude reconstruction, we expect in turn to
improve the corresponding phase image and therefore the final velocity estimation.
Contributions
In this workwe consider the problem of estimating flow,magnitude and segmentation
of regions of interest from undersampled velocity-encoded MRI data. The problem
is of great interest in different areas including cardiovascular blood flow analysis
in medical imaging and rheology of complex fluids in industrial applications. To
this end, we propose a joint variational model for undersampled velocity-encoded
MRI. The significance of our approach is that by tackling the phase and magnitude
reconstruction jointly, we can exploit their strong correlation and finally impose
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regularity on the velocity component. This is further assisted by the introduction of
a segmentation term as additional prior to enhance edges of the regions of interest.
Our main contributions are
• A description of the forward and inverse problem of velocity-encoded MRI in the
setting of bubbly flow estimation.
• A joint variational framework for the approximation of the non-linear inverse
problem of velocity estimation. We show that by exploiting the strong correlation
in the data, our joint method yields an accurate estimation of the underlying
flow, alongside a magnitude reconstruction that preserves and enhances intrinsic
structures and edges, due to a joint segmentation approach. Moreover, we achieve
an accurate segmentation to discern between different areas of interest, e.g. fluid
and air.
• An alternating Bregman iteration method for non-convex optimisation problems.
• Numerical experiments on synthetic and real data in which we demonstrate the
suitability and potential of our approach and provide a comparisonwith sequential
approach.
Organisation of the paper
This paper is organised as follows. In Section 2 we describe the derivation of the
inverse problem of velocity-encoded MRI from the acquisition process to the spin
proton density estimation. In Section 3 we present our joint variational model to
jointly estimate phase and magnitude reconstruction and its segmentation. In Sec-
tion 4 we propose an optimisation scheme to solve the non-convex and non-linear
problem using Bregman iteration. To conclude, in Section 5 we demonstrate the per-
formance of our proposed joint method in comparison with a sequential approach
for synthetic and real MRI data.
2 Velocity-encoded MRI
In the following we will briefly describe the mathematics of the acquisition process
involved in MRI velocimetry. Subsequently we are going to see that finding the
unknown spin proton density basically leads to solving the inverse problem of the
Fourier transform.
2.1 From the Bloch equations to the inverse problem
The magnetisation of a so-called spin isochromat can be described by the Bloch
equations
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d
dt
©­«
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My(t)
Mz(t)
ª®¬ + ©­«
0
0
M0
T1
ª®¬ . (1)
Here M(t) = (Mx(t),My(t),Mz(t)) is the nuclear magnetisation (of the spin isochro-
mat), γ is the gyromagnetic ratio, B(t) = (Bx(t), By(t), Bz(t)) denotes the mag-
netic field experienced by the nuclei, T1 is the longitudinal and T2 the transverse
relaxation time and M0 the magnetisation in thermal equilibrium. If we define
Mxy(t) = Mx(t) + iMy(t) and Bxy(t) = Bx(t) + iBy(t), we can rewrite (1) to
d
dt
Mxy(t) = −iγ
(
Mxy(t)Bz(t) − Mz(t)Bxy(t)
) − Mxy(t)
T2
(2a)
d
dt
Mz(t) = i γ2
(
Mxy(t)Bxy(t) − Mxy(t)Bxy(t)
)
− Mz(t) − M0
T1
(2b)
with · denoting the complex conjugate of ·.
If we assume for instance that B = (0, 0, B0) is just a constant magnetic field in
z-direction, (2) reduces to the decoupled equations
d
dt
Mxy(t) = −iγB0Mxy(t) −
Mxy(t)
T2
, (3a)
d
dt
Mz(t) = −Mz(t) − M0T1 . (3b)
It is easy to see that this system of equations (3) has the unique solution
Mxy(t) = e−t(iω0+1/T2)Mxy(∆t) (4a)
Mz(t) = Mz(∆t)e−
t
T1 + M0
(
1 − e− tT1
)
(4b)
for ω0 := γB0 denoting the Lamor frequency, and Mxy(∆t), Mz(∆t) being the initial
magnetisations at time t = ∆t.
2.2 Signal recovery
The key idea to enable spatially resolved nuclear magnetic resonance spectrometry
is to add a magnetic field Bˆ(t) to the constant magnetic field B0 in z-direction that
varies spatially over time. Then, (3a) changes to
d
dt
Mxy(t) = −iγ(B0 + Bˆ(t))Mxy(t) −
Mxy(t)
T2
,
which, for initial value Mxy(∆t), has the unique solution
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Mxy(t) = e−iγ
(
B0t+
∫ t
∆t
Bˆ(τ) dτ
)
e−
t
T2 Mxy(∆t) , (5)
if we ensure Bˆ(∆t) = 0. If now x(t) denotes the spatial location of a considered spin
isochromat at time t, we can write Bˆ(t) as Bˆ(t) = x(t) · g(t), with a function g that
describes the influence of the magnetic field gradient over time.
If a radio-frequency (RF) pulse that has been used to induce magnetisation in the
x-y-plane is subsequently turned off at time t = t∗ and thus, Bx(t) = 0 and By(t) = 0
for t > t∗ > ∆t, the same coils that have been used to induce the RF pulse can be
used to measure the x-y magnetisation. Using (4a) and assuming t∗ < t  T2 for all
x ∈ R3, this gives rise to the following model-equation:
Mxy(t) = e−iγ
(
B0t+
∫ t
∆t
x(τ)·g(τ) dτ
)
Mxy(∆t) . (6)
In the following we assume that x(t) can be approximated reasonably well via its
Taylor approximation around t = ∆t, i.e.
x(t) =
∞∑
n=0
x(n)(∆t)
n!
tn ,
which yields ∫ t
∆t
x(τ) · g(τ) dτ =
∞∑
n=0
[
x(n)(∆t)
n!
·
∫ t
∆t
g(τ) τn dτ
]
. (7)
It is well-known that appropriate application of gradients (i.e. appropriate design of
g) enables the approximation of individual moments of (7). If we further assume
that the system to be observed does only contain zero- and first-order moments, we
can assume ∫ t
∆t
x(τ) · g(τ) dτ = x ·
∫ t
∆t
g(τ) dτ + ϕ ·
∫ t
∆t
g(τ)τ dτ , (8)
where x is now short for x(∆t) and ϕ := x ′(∆t) is the corresponding velocity infor-
mation.
In order to turn (6) into a useful mathematical model we need to encode velocity
information and remove the temporal dependency of x. In order to do so, the gradient
coils need to be programmed to first enable the encoding of velocity information via
a function g that satisfies∫ t
∆t
g(τ) dτ = 0 and
∫ t
∆t
g(τ)τ dτ = ζ(t) ,
for time ∆t ≤ t ≤ t1 and a function ζ : R≥0 7→ R3. Subsequently, the gradients need
to be programmed to encode spatial information by choosing g with
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t2
g(τ) dτ = ξ(t) and
∫ t
t2
g(τ)τ dτ = 0 ,
for t2 > t1 and a function ξ : R≥0 7→ R3. Since the RF-coils measure a volume of
the whole x-y net-magnetisation, the acquired signal then equals
f (t) =
∫
R3
u(x) e−iγ(B0(x)t+ϕ(x)·ζ (t)) e−iγx ·ξ(t) dx . (9)
with u(x) denoting the spin-proton density Mxy(∆t) at a specific spatial coordinate
x ∈ R3. Note that for r(x) := u(x) e−iγ(B0(x)t+ϕ(x)·ζ (t)) we observe that f is just the
Fourier transform of the complex signal r withmagnitude u and phase−γ(B0t+ϕ ·ζ).
2.3 Removal of background magnetic field
Our goal is to recover the velocity information ϕ from f . Assuming that we do
not know B0, we can alternatively conduct two experiments, where the setup is
identical apart from the velocity-encoding gradients having opposite polarities, i.e.
we measure
f+(t) =
∫
R3
u(x) e−iγ(B0(x)t+ϕ(x)·ζ (t)) e−iγx ·ξ(t) dx , (10a)
f−(t) =
∫
R3
u(x) e−iγ(B0(x)t−ϕ(x)·ζ (t)) e−iγx ·ξ(t) dx . (10b)
Hence, if we denote ϕ+(x, t) := B0(x)t+ϕ(x)·ζ(t) and ϕ−(x, t) := B0(x)t−ϕ(x)·ζ(t),
we immediately observe
ϕ(x) · ζ(t) = 1
2
(ϕ+(x, t) − ϕ−(x, t)) .
The inverse problem of (10) is to recover u and ϕ from f+ and f−.
2.4 Zero-flow experiment
A zero-flow experiment that allows for the removal of additional artefacts is also
conducted. This experiment is to account for imperfections in the measurement
systemwhich cause an added signal between the positive and negative ζ experiments
even in the absence of flow, and enables a correction that allows direct quantification
of flow and tissue motion. We refer to this technique as flow compensation, which
consists of acquiring a reference scan, with any flow switched-off, with vanishing
zero and first gradient moments, before the actual velocity encoding scan with added
bipolar gradients is performed. In this way, we obtain background phase images from
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the reference scan, and velocity sensitivity with the second flow-sensitive scan. In
practice, this means that in addition to (10), the following two measurements are
taken:
fnoflow+ (t) =
∫
R3
u(x) e−iγϕnoflow+ (x,t) e−iγx ·ξ(t) dx , (11a)
fnoflow− (t) =
∫
R3
u(x) e−iγϕnoflow− (x,t) e−iγx ·ξ(t) dx , (11b)
so that the actual velocity information can be recovered via
ϕ(x) · ζ(t) = 1
2
((ϕ+(x, t) − ϕ−(x, t)) − (ϕnoflow+ (x, t) − ϕnoflow− (x, t)) ) . (12)
The inverse problem is to recover u and ϕ from (10) and (11) via (12). More details
on phase-encoded MR velocity imaging can be found in [16].
In other words, for a given direction of the velocity to be measured (x, y or z),
the corresponding component velocity map (vx , vy or vz) is acquired by applying
repeatedly a pulse sequence with the velocity-encoding gradient in the respective di-
rection (x, y or z) and with alternating polarity between consecutive pulse sequences
(from ±g to ∓g). The difference between the phase of the MRI image reconstructed
from the acquired k-space data of consecutive pulse sequences, and the reference to
a zero flow experiment, yields the component velocity map.
2.5 Sampling
TheMRI signal is acquired by sampling the continuous signals of f+, f−, fnoflow+ and
fnoflow− at m discrete points in time. Hence, for each phase −φ the data acquisition
reads as
fj =
∫ t∗
0
Ψ(t, tj)
[∫
R3
u(x) ei φ(x,t) e−iγx ·ξ(t) dx
]
dt , (13)
for j ∈ {1, . . . ,m} and where Ψ denotes the sampling function or distribution. If we
for example assume Ψ(t, tj) = δ(t − tj), where δ denotes the Dirac delta distribution,
and that φ(x, t) is constant w.r.t. time, then (13) simplifies to
fj =
∫
R3
u(x) ei φ(x) e−iγx ·ξj dx , j ∈ {1, . . . ,m} . (14)
We want to denote the sub-sampled Fourier transform with SF, and therefore rewrite
(14) to
f = SF
(
ueiφ
)
, (15)
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where f ∈ Rm denotes the vector of k-space samples. Sampling strategies are very
important to reduce the acquisition times and therefore to be able to image dynamic
systems using velocity-encoded MRI through fast imaging techniques. The main
idea is to exploit redundancy in some specific domain of the measured data. This
approach is strongly related to the theory of compressed sensing (CS) [17, 18, 19] and
many image reconstruction techniques have been proposed [11, 14, 20, 21, 22, 23].
Depending on whether γξ is sampled on a uniform or non-uniform grid, SF can
be realised via the Fast Fourier Transform (FFT) [24] or via a non-uniform Fourier
Transform such as NUFFT [25].
2.6 Dynamic inverse problem
We want to highlight that every u and φ in (15) implicitly depends on an initial time
∆t, which becomes evident from the derivation in Section 2.2. Hence, if we take
measurements for a sequence {∆tj}sj=1 with 0 = ∆t1 < ∆t2 < . . . < ∆ts , we are
introducing a discrete temporal dimension to our inverse problem that potentially
allows us to exploit any temporal correlation between frames {u j}sj=1 and {φ j}sj=1.
However, we will only consider the reconstruction of individual frames throughout
this work for reasons that we are going to address later.
In the following we will refer to an individual frame of the dynamic inverse
problem for velocity-encoded MRI in the discrete setting and under the presence of
noise making use of the notation of the discrete Fourier transform operator.
3 Mathematical modelling
In this section we first present the velocity-encoded MRI reconstruction inverse
problem in the presence of noise and discuss a sequential variational regularisation
scheme to approximate the solution. Secondly, we introduce our joint reconstruction
and segmentation approach in a Bregman iteration framework to jointly estimate
phase, magnitude and segmentation.
3.1 Indirect phase-encoded MR velocity imaging
The velocity-encoded MRI image reconstruction problem is described as follows.
Let u, φ ∈ Rn be the proton density or magnitude image and correspondent phase
image, respectively, in a discretised image domain Ω := {1, . . . , n1} × {1, . . . , n2},
with n = n1n2. The vector f = ( fi)mi=1 ∈ Cm with m  n are the measured Fourier
coefficients obtained from (15). Based on (15) the forward model for noisy data is
given by
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f = SF
(
ueiφ
)
+ η , (16)
where i2 = −1 and η is Gaussian noise with zero mean and standard deviation σ. For
brevity we will follow the notation A = SF. As explained in the previous section,
velocity information is encoded in the phase image. However, during the acquisition
the phase is perturbed by an error due to field inhomogeneity and chemical shift.
To account for this error, usually different measurements corresponding to different
polarities of encodingflowgradients are acquired. Then the velocity (in one direction)
at one particular time will be estimated as in (12), where ζ is a constant known from
the acquisition setting.
Given the presence of noise and partial observation of the data due to under-
sampling, the problem described in (16) is ill-posed. A simple strategy to obtain an
approximated solution is to replace with zero the missing Fourier coefficients and
compute the so-called zero-filling solution
rz = A∗ f (17)
where r = ueiφ . However, these reconstructed images will present aliasing artefacts
because of the undersampling. A classical approach to solve this problem is to
compute approximate solutions of (16) using a variational regularisation approach.
We consider a Tikhonov-type regularisation approach that reads
rj ∈ arg min
r
{1
2
‖Ajr − fj ‖22 + αJ(r)
}
, (18)
for j ∈ {1, . . . , 4} being the different measurements, where the first term is the
data fidelity that imposes consistency between the reconstruction and the given
measurements f , the second term is the regularisation, which incorporates some
prior knowledge of the solution. The parameter α > 0 is a regularisation parameter
that balances the two terms in the variational scheme. In this setting, the survey
proposed in [26] describes different choices for the regularisation functional J,
including wavelets and higher-order total variation (TV) schemes. Subsequently, the
phases can be extracted from these complex images rj = u jeiφ j as
φ j = arg(rj). (19)
More recently, other reconstruction approaches have been proposed to regularise
the phase of the image [27, 28, 29, 30, 31]. All these methods rely on modelling
separately prior knowledge on the magnitude and on phase images and differ on the
optimisation schemes involved in the non-convex and non-linear problem. However,
while it is possible to exploit information about the velocity from fluid mechanics,
it is in general hard to assume specific knowledge on the individual phases. As
explained in the previous section and described in (12), velocities are computed as
phase differences of different MR measurements and therefore the regularisation
needs to be imposed on the phase difference rather than individual phases. In this
work, we step away from the approach of only regularising individual phases and
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propose instead to regularise the velocity as difference of phases. In the following
we describe our choice of regularisation and algorithmic framework for velocity-
encoded MRI.
3.2 Joint variational model
In many industrial applications, velocity-encoded MRI is used to estimate flow of
different chemical species in different physical status, such as gas-liquid systems [32].
In this case, one aims at recovering a piecewise constant image or an image with
sharp edges to facilitate further analysis such as identification of regions of interest.
It was proposed in [15] to use a segmentation task as additional regularisation on the
reconstruction to impose regularity in terms of sharp edges. It was shown there that
this is highly beneficial for very low undersampling rates in MRI. In this work, we
expand this idea to the phase-encoded MR velocity imaging data, where the idea is
to jointly solve for magnitude, segmentation and phase improving performances on
the three tasks.
Following the work in [15], we are interested in the joint model to recover magni-
tude u j and velocity ϕ components through the measured phases φ j from undersam-
pled MRI data fi and to estimate a segmentation vj on the magnitude images. As
described in the previous section, we are dealing with fourMRI measurements to ob-
tain one component velocity image. Defining the shorthand notations u := {u j}4j=1,
v := {vj}4j=1 and φ := {φ j}4j=1, this joint model reads as
E(u, v, φ) =
4∑
j=1
{
1
2
‖A(u jeiφi ) − fj ‖22︸                ︷︷                ︸
reconstruction
+ δ
∑
n
vnj(c1 − unj)2 + (1 − vnj)(c2 − unj)2
}
︸                                                 ︷︷                                                 ︸
segmentation
.
(20)
The first term in (20) describes the reconstruction fidelity term for the magnitudes
u and phases φ for the given data f := { fj}4j=1. The second term represents the
segmentation problem to find partitions v of the images u in two disjoint regions that
have mean intensity values close to the constants c1 and c2 [33, 34]. The parameter δ
weighs the effect of the segmentation onto the reconstruction. The underlying idea is
to exploit structure and redundancy in the data, estimating edges simultaneously from
the data, ultimately improving the reconstruction. By incorporating prior knowledge
of the regions of interest we impose additional regularity of the solution.
The joint cost function (20) is non-convex.While sub-problems in u and v (leaving
the other parameters fixed) are convex, the sub-problems in φ are non-linear and non-
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convex. In the next section we present a unified framework based on non-convex
Bregman iterations to solve the joint model.
4 Optimisation
There are many ways of minimising (20). We want to pursue a strategy that guaran-
tees smooth velocity-components, piecewise-constant segmentations and magnitude
images with sharp transitions in an inverse scale-space fashion. In order to achieve
those features, we aim to approximate minimisers of (20) via an alternating Bregman
proximal method or Bregman iteration of the form
uk+1l ∈ argminu
{
E(uk+11 , . . . , uk+1l−1 , u, ukl+1, . . . , ukd, vk, φk) + D
pk
l
Ju
(u, ukl )
}
, (21a)
pk+1l = p
k
l −
∂
∂ul
E(uk+11 , . . . , uk+1l−1 , uk+1l , ukl+1, . . . , ukd, vk, φk) , (21b)
vk+1l = arg min
v
{
E(uk+1, vk+11 , . . . , vk+1l−1 , v, vkl+1, . . . , vkd, φk) + D
qk
l
Jv
(v, vkl )
}
,
(21c)
qk+1l = q
k
l −
∂
∂vl
E(uk+1, vk+11 , . . . , vk+1l−1 , vk+1l , vkl+1, . . . , vkd, φk) , (21d)
φk+1 = arg min
ϕ
{
〈∂φE(uk+1, vk+1, φk), φ〉 + DwkJφ (φ, φk)
}
, (21e)
wk+1 = wk − ∂
∂φ
E(uk+1, vk+1, φk) . (21f)
for l = 1, . . . , d := 4, u := (ul)dl=1, v := (vl)dl=1 and φ := (φl)dl=1. Here Ju ,
Jv and Jφ are proper, lower semi-continuous and convex functions and D
pk
l
Ju
(u, uk
l
),
D
qk
l
Jv
(v, vk
l
) andDwkJφ (φ, φk) are the corresponding generalisedBregman distances [35,
36] with arguments and corresponding subgradients pk
l
, qk
l
and wk . A generalised
Bregman distance is the distance between a function J evaluated at argument u and
its linearisation around argument v, i.e.
DqJ (u, v) = J(u) − J(v) − 〈q, u − v〉 ,
for a subgradient q ∈ ∂J(v). Note that algorithm (21) has update rules for the
subgradients, as Ju , Jv and Jφ are allowed to be non-smooth, which makes the
selection of particular subgradients necessary.
The algorithm is a hybrid of the algorithms proposed in [37] and [15]. For both
algorithms global convergence results, motivated by [38, 39], have been established.
Since we deal with imperfect data potentially corrupted by measurement noise and
numerical errors, we will, however, use (21) in combination with an early-stopping
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criterion in order not to converge to a minimiser of (20) but to approximate the
solution of (16) via iterative regularisation.
The crucial part for the application of (21) are the choices of the underlying
functions Ju , Jv and Jφ of the corresponding Bregman distances. We want both
the magnitude images and the segmentations to maintain sharp discontinuities and
therefore want to penalise their discretised, isotropic, total variation. On the other
hand, we want to guarantee smooth components of our velocity field, which is why
we penalise them with the two-norm of a discretised gradient. In particular, we
choose
Ju(u) = α TV(u) := α‖|∇u|‖1 , Jv(v) := β TV(v), (22)
to be the isotropic total variationwith weights α > 0 and β > 0, where∇ : Rn → R2n
denotes a forward finite-difference approximation of the gradient, | · | the Euclidean
vector norm and ‖ · ‖1 the pixel-wise one-norm. Further, we choose Jφ in a way that
allows to enable an H1-norm-type smoothing on the difference of the phases, i.e.
Jk+1φ (φ) =
1
2τ
(
η‖|∇(φ1 − φ2) − (φ3 − φ4)|‖2 +
d∑
l=1
‖φl ‖2
)
,
where η > 0 denotes another weight. Note that all convex sub-optimisation-problems
in (21) are solved numerically with a primal-dual hybrid gradient (PDHG) method
[40, 41, 42, 43]. Once we have approximated the magnitudes, labels and phases with
this iterative regularisation strategy, we can compute the velocity components via
(12).
5 Numerical results
In this section we present numerical results of our method for the specific application
of bubble burst hydrodynamics using MR velocimetry. The hydrodynamics of burst-
ing bubbles is important in many different areas such as geophysical processes and
bioreactor design. We refer to [44] for an overview on the field and the description of
results on the first experimental measurement of the liquid velocity field map during
the burst of a bubble at the liquid surface interface.
5.1 Case-study on simulated dataset
To quantitatively evaluate our method, we consider the simulated k-space data of a
rising spherical bubble in an infinite fluid during Stoke’s flow regime. The simulated
data consists of 32 time frames, but for the sake of compactness we will show some
visual outputs for one time step t = 19.
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(a) Groundtruth (b) Sequential
MSE=0.0030
(c) Joint
MSE=0.0020
(d) Groundtruth (e) Sequential
MSE=0.0046
(f) Joint
MSE=0.0035
(g) Groundtruth (h) Sequential (i) Joint
Fig. 1: Phase reconstructions for the sequential approach and our joint approach
compared to the ground truth. Top row: x direction, middle row: z direction, bottom
row: velocity plots. We sampled 11% of the k-space data.
We assess the performance of our approach for velocity and magnitude estimation
by comparing our solutions with respect to the groundtruth and using the mean
squared error (MSE) defined as ‖xgroundtruth− x‖22/n, where n is the number of pixels
in the image.
We also present a comparison with a sequential approach, where the magnitude
is obtained with a classic CS TV-regularised approach and the phase is subsequently
estimated using the method proposed in [37] and presented in [44] for the evaluation
of bubbly flow estimation.
In Fig. 1 we can see the results for the sequential approach compared to the joint
approach when sampling only 11% of the k-space data. Although visually there is not
significant change, the MSE shows a big improvement for the joint approach. This
confirms that using our joint model is relevant for the problem of velocity-encoded
MRI. For the 32 frames, we report the average MSE for magnitude and phase in
Table 1 where can see a drastic improvement compared to the sequential approach.
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Table 1:MSE for phase (φ1 and φ2) andmagnitude (u1 and u2) images for the sequen-
tial and joint approaches. The error is significantly decreased using our proposed
joint approach.
u1 u2 φ1 φ2
Sequential 0.0019 0.0028 0.0032 0.0059
Joint 0.0011 0.0012 0.0018 0.0051
5.2 Real dataset
In this section we present our model performance on real data acquired with the
following protocol described in [44] and briefly reported here.
Acquisition protocol
The experiments were conducted on an AV-400 Bruker magnet, operating at a
resonant frequency of 400.25 MHz for 1H observation with an RF coil of 25 mm
diameter. The maximum magnetic field gradient amplitude available in each spatial
direction is 146 Gcm−1. The velocity images were acquired with a 2D MR spiral
imaging technique developed and published elsewhere [45]. Images were acquired
with 64 × 64 pixels over a field of view of 17 mm × 17 mm resulting in an image
resolution of 265 mm × 265 mm. Data in k-space were acquired along a spiral
trajectory at a sampling rate corresponding to 25% of full Nyquist sampling over a
time of 2.05 ms for the entire image.
We acquire the three velocity components for a transverse slice (perpendicular
to the axis of the pipe) and a longitudinal slice (parallel to the axis of the pipe),
cutting through approximately the centre of the bubble. For a given slice direction
(transverse or longitudinal) and a given direction of the velocity, four measurements
corresponding to the application of the velocity-encoding gradient with alternat-
ing polarity and to the flow compensation, are taken, as discussed in Sect. 2 (see
Fig. 2(b)). The final velocity for each component is then obtained as the difference
between the phase of the MRI images reconstructed from the acquired k-space data
of consecutive pulse sequences with flow on, and the reference to the zero flow
experiment (see Sections 2.3 and 2.4, respectively).
Experimental results on real data
For the real data acquired with protocol described above, we present the results for
our joint model in comparison with the zero-filling solution and the corresponding
sequential approach also used in the previous subsection. In Fig. 3 we show the
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Fig. 2: (a) Schematic of experimental setup. (b) Pulse sequence used for MR ve-
locimetry acquisitions and the corresponding k-space traversal. Taken from [44].
result for a specific time frame for a bubble in a transversal and longitudinal view.
At this specific time, the bubble is bursting which corresponds to an upward jet
being ejected. As we can see, the zero-filling solution gives an indication of the flow
velocity but it is very noise and imprecise. In contrast, the joint approach removes
noise and successfully estimate the velocity flow. The sequential approach on the
other hand, although it produces a smoother reconstruction, results in small errors
(see e.g. Fig. 3e on the left). In Fig. 6 we observe similar results for a different time
frame. We refer to the Appendix for the full dynamic sequence result.
We also present the results for the magnitude and segmentation for the zero-
filling solution, sequential approach and joint approach. We can see in Fig. 4 and 5
that the joint approach exploits the structure in the data and present more accurate
magnitude reconstructions and segmentations. It is clear that, even in this rather
simple segmentation problem, the joint approach is able to improve the results of
both tasks. This gain is significant in Fig. 5f. Additionally, the joint magnitudes
present very sharp edges distinguishing air and fluid thanks to the segmentation
coupling term in the model, which acts as additional prior to reconstruct images
exploiting prior knowledge on the region of interest.
6 Conclusion and outlook
In this work we have presented a joint framework for flow estimation, magnitude
reconstruction and segmentation from undersampled velocity-encoded MRI data.
After having described the corresponding dynamic inverse problem, we have pre-
sented a joint variational model based on a non-convex Bregman iteration. We have
demonstrated that by imposing regularity on the individual components (in contrast
to the sequential approach), our joint method achieves accurate estimations of the
velocities, as well as an enhanced magnitude reconstruction with sharp edges, thanks
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(a) Zero-filled (b) Sequential (c) Joint
(d) Zero-filled (e) Sequential (f) Joint
Fig. 3: Phase reconstructions for the sequential approach and our joint approach
compared to the zero-filling solution. Results for a bursting bubble from a transversal
view (top row) and longitudinal view (bottom row).
to the joint segmentation. Furthermore, we assessed the performance of our joint
approach on synthetic and real data. In this context, we have shown that the joint
model improves the performances of the different imaging tasks compared to the
classical sequential approaches.
Future work includes the investigation of the full joint temporal and spatial opti-
misation. By extending the model to the full 4D setting, we believe the performance
will be enhanced further, as temporal correlation e.g. in the segmentation can be
exploited. The current limitation is the lack of such 4D dataset. Indeed, as described
in the acquisition protocol, the velocity data was acquired separately for each spatial
component to speed up the acquisition.
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(a) Zero-filled (b) Sequential (c) Joint
(d) Zero-filled (e) Sequential (f) Joint
Fig. 4: Magnitude reconstructions (top row) and corresponding segmentations (bot-
tom row) for the sequential approach and our joint approach compared to the zero-
filling solution. Transversal view.
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Appendix
In this section we show the full dynamic sequence of a bubble burst event. At time
t = 1 the bubble resting at the air-liquid interface. When the thin liquid film breaks,
the bubble burst, causing the formation of an upward and downward jet. The upward
jet moves in the empty space left by the bubble and reached its maximum at t = 4.
After that, the jet falls down into the liquid pool, causing a downward jet and some
oscillation. At around t = 8 the liquid motion stops.
(a) t = 1 (b) t = 2 (c) t = 3 (d) t = 4
(e) t = 5 (f) t = 6 (g) t = 7 (h) t = 8
Fig. 7: Full time sequence. Longitudinal view. The bubble burst event sees the bubble
resting at the interface between liquid and air, before this film is finally broken. The
bursting causes an upward jet that moves the liquid at its highest position at t = 4.
Subsequently, the jet drops into a downward jet, causing oscillation in the liquid,
until it finally dies out at t = 8.
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(a) t = 1 (b) t = 2 (c) t = 3 (d) t = 4
(e) t = 5 (f) t = 6 (g) t = 7 (h) t = 8
Fig. 8: Full time sequence. Transversal view through the middle of the bubble. We
can see the bubble burst event and the upward/inward jet caused by the empty space
left by the bubble. Subsequently, the jet falls down into the liquid pool causing a
downward/outward jet, until it dies out at t = 8.
