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MODELLING THE SPECIATION AND BIOGEOCHEMISTRY OF IRON
IN OCEANIC SURFACE WATERS AT THE BERMUDA ATLANTIC
TIME -SERIES STUDY SITE
by Lisa Weber
By means of numerical modelling the cycling of iron between its various
physical (dissolved, colloidal, particulate) and chemical (redox state and
organic complexation) forms in the upper mixed layer of the ocean is
analysed. Using the model an initial quantitative assessment is made of
how this cycling inﬂuences iron uptake by phytoplankton and its loss via
particulate export. The model is forced with observed dust deposition
rates, mixed layer depths, and solar radiation at the site of the Bermuda
Atlantic Timeseries Study (BATS). It contains an optimised ecosystem
model which yields results close to the observational data from BATS.
Firstly, the results of a zero-dimensional model approach show that the
mixed layer cycle strongly inﬂuences the cycling of iron between its various
forms. This was mainly attributed to the light dependency of
photoreductive processes and to the seasonality of primary production. The
daily photochemical cycle is driven primarily by the production of
superoxide and its amplitude depends on the concentration and speciation
of dissolved copper. Model results are largely insensitive to the dominant
form of dissolved iron introduced via dust deposition, and also to the form
of iron that is taken up directly during algal growth. In the model
solutions, the role of the colloidal pumping mechanism depends strongly on
assumptions made regarding rates of colloid aggregation and
photoreduction rate.
Secondly, a one-dimensional approach of the model is coupled with the
General Ocean Turbulence Model (GOTM). The combined model was able
to simulate the temporal patterns and vertical proﬁles of dissolved iron in
the upper ocean at the BATS site reasonably well. Subsurface model
proﬁles depended strongly on the parameter values chosen for loss processes
aﬀecting iron, colloidal aggregation and scavenging onto particles. Current
estimates for these parameters result in depletion of dFe. A high stability
constant of iron-binding organic ligands is required to reproduce the
observed degree of organic complexation below the mixed layer. Solubility
of atmospherically deposited iron higher than 2% leads to dissolved iron
concentrations higher than observations. Despite neglecting ultraviolet
radiation, the model produces diurnal variations and mean vertical proﬁles
of dFe which are in good agreement with observations.To G¨ unther ZederbohmContents
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Introduction and objectives
1.1 Background
Iron (Fe) is the fourth most abundant element in the earth’s crust (around
5.6%) and was present in high concentrations in seawater during the anoxic
past of the earth (Falkowski, 1997; Turner et al., 2001). Therefore, and due
to its abundance and capacity to transfer electrons, Fe became a key
element in many biochemical reactions. With the oxygenation of the
atmosphere and oceans approximately 2 Gy ago (Holland, 1984), Fe was
removed from the ocean by precipitation, resulting in the Precambrian
“banded iron formations” that have been found in North America, Asia and
Australia (Evans, 1980). This removal process led to a shortage of available
Fe for organisms in the ocean and Fe became a “hard to get essential
element” (Gran, 1931; Martin and Fitzwater, 1988).
To understand the role of iron in the present ocean and why iron is an
important element in the ongoing discussion about global warming, one has
to understand the theories behind (i) the biological pump, (ii) High
Nutrient Low Chlorophyll (HNLC) areas and (iii) the iron hypothesis.
(i) The biological pump is one of several mechanisms that regulates the
greenhouse gas carbon dioxide (CO2) in the atmosphere and therefore has a1.1. Background 21
role in modulating the climate of the planet. The biological pump is the
sum of a suite of biologically-mediated processes that transport carbon
from the surface euphotic zone to the ocean’s interior which in turn aﬀects
atmospheric CO2 by air-sea gas exchange (Falkowski and Wilson, 1992).
Basically, CO2 ﬁxed in photosynthesis by autotrophs in the upper ocean, is
transported to deep waters by sinking organic particulate material (e.g.
dead organisms or faecal pellets) and in the form of dissolved organic
carbon (DOC) by physical transport processes such as downwelling.
Remineralisation and decomposition processes such as bacterial respiration
return the organic carbon to dissolved carbon dioxide, but as these
processes are generally slower than synthesis processes, and because the
particulate material is sinking, the biological pump provides net transport
of carbon from the surface ocean to deep water (Raven and Falkowski,
1999). Therefore, the biological sequestration of CO2 into the deep ocean
via the sinking of particulate material may prevent CO2 from reentering the
atmosphere for long periods of time of up to centuries. The amount and
duration of CO2 storage in the deep ocean is controlled by the deep ocean
circulation and the net ﬂux of carbon deposited and buried in the seaﬂoor
(Sarmiento and Gruber, 2002).
One important and essential nutrient for phytoplankton (and therefore the
biological pump) is iron. Given by its abundance and capacity to transfer
electrons, it is a key element in many biogeochemical processes such as
photosynthesis (Geider and La Roche, 1994), nitrogenase catalysis, nitrate
reductase (Timmermans et al., 1994; de Baar and la Roche, 2003), nitrogen
ﬁxation (Mills et al., 2004) and detoxiﬁcation of reactive oxygen species
(Sunda and Huntsman, 1995).
Natural sources of iron in the open ocean include atmospheric deposition
with dust and rain (Duce and Tindale, 1991; Piketh et al., 2000; Jickells
and Spokes, 2001), upwelling and lateral transport (Martin et al., 1989;
Lam et al., 2006), ice melt (Sedwick and Ditullio, 1997; Sedwick et al.,
2000), volcanic eruptions (Watson, 1997; Boyd et al., 1998) and1.1. Background 22
extra-terrestrial dust (Johnson, 2001), with regional variance in the
importance of each source. In coastal and shelf regions, iron from
resuspended shelf sediments and upwelling is assumed to be the main
source rather than riverine sources (Johnson et al., 1999).
(ii) So called HNLC (High Nutrients Low Chlorophyll)-areas are regions of
the ocean where the biomass of phytoplankton (standing stock) is low in
spite of high macro-nutrient availability (nitrate, phosphate, silicic acid)
which are apparently not fully utilised by the phytoplankton. The HNLC
condition has been observed in the equatorial and north-east Paciﬁc Ocean
as well as in the Southern Ocean which comprise 30% of the World Ocean
(de Baar et al., 1999). There are diﬀerent theories why these areas have low
biological productivity. In the equatorial Paciﬁc and the north of the Polar
Front in the Southern Ocean, silicate limitation plays a role (Dugdale and
Wilkerson, 1998; Hutchins and Bruland, 1998; Takeda, 1998). In the
Antarctic and subarctic Paciﬁc light limitation is important (Raven, 1990;
Geider et al., 1993; Sunda and Huntsman, 1997; van Leeuwe et al., 1997).
There may also be other nutrient limitations, for instance other trace
metals such as zinc (Morel et al., 1994) and copper (Coale, 1991). In
oceanic surface waters, the concentration of dissolved iron commonly ranges
between 0.02 nM to 1 nM. However HNLC areas all have extremely low
iron concentration (0.02-0.05 nM), reﬂecting a lack of the natural sources of
iron these regions (Bruland and Rue, 2001). These concentrations are low
enough for dissolved Fe to be diﬀusion limiting with respect to growth rates
for all but the smallest phytoplankton cells (Hudson and Morel, 1990;
Sunda and Huntsman, 1995).
(iii) FirstGran (1931) and then Martin and Fitzwater (1988) developed the
hypothesis of Fe limitation of the Southern Ocean. Several in-situ iron
fertilisation experiments were conducted in the three HNLC regions
(Martin et al., 1994; Coale et al., 1996; Boyd et al., 2000; Gervais et al.,
2002; Tsuda et al., 2003; Coale et al., 2004; Boyd et al., 2004). The
important role of iron as a limiting nutrient in HNLC regions has been1.2. Iron speciation 23
repeatedly demonstrated by these experiments and has been established as
one of several co-limiting factors in these regions. Similarly, analysis of
ocean sediment cores suggest that a larger iron supply to the HNLC regions
in glacial times could have stimulated algal photosynthesis, leading to lower
concentrations of atmospheric CO2 (Kumar et al., 1995; Petit et al., 1999).
There is commercial interest in artiﬁcial iron enrichment on a large scale as
a tool for climate regulation through stimulation of the biological pump
(Markels Jr. and Barber, 2001). However it is very debatable whether
extensive artiﬁcal iron fertilisation is a realistic method to reduce
anthropogenic carbon in the atmosphere (Chisholm et al., 2001; Buesseler
and Boyd, 2003; Turner et al., 2004). The ecological consequences and
possible unintended climatic feedbacks of such an interference in the
complex cycle of the global climate through manipulating the marine
component, which is also complex and still not well known, are still
incalculable and therefore it could be seen as irresponsible.
One of the many still poorly understood links in this discussion is the
biogeochemistry of iron and its availability for phytoplankton in the surface
ocean itself which is the subject of this thesis.
1.2 Iron speciation
The biogeochemistry of iron in seawater is very complex and not yet fully
understood. The extremely low concentration of iron in the ocean and its
ubiquity as a contaminant makes it diﬃcult to measure. Many techniques
provide only indirect measurements that are only operationally deﬁned and
thus their interpretation can be argued (Bruland and Rue, 2001). The
chemical forms of iron are usually deﬁned by physical size fractions,
separated on the basis of ﬁltration methods. The size fractions are usually
dissolved iron (dFe), which comprises soluble (smaller than 0.02  m) and
colloidal (0.02-0.4  m) iron, and particulate iron (larger than 0.4  m)(Wu1.2. Iron speciation 24
et al., 2001).
Iron species are deﬁned as chemical constituents within a particular size
fraction of the metal. Iron can exist in two diﬀerent redox states, ferric ion
(Fe(III)) and ferrous ion (Fe(II)), either within a variety of soluble
coordination complexes with inorganic and organic ligands or in a variety of
colloidal and particulate forms.
A number of processes are known to convert iron in seawater between these
forms and species. The main processes include:
1. oxidation of Fe(II)’ (see Section 1.2.1) by oxygen (O2), superoxide
(O
−
2 ) and hydrogen peroxide (H2O2) (Millero et al., 1987; Millero and
Sotolongo, 1989; King et al., 1995).
2. photoreduction of the diﬀerent iron states, both directly (Wells and
Mayer, 1991; Kuma et al., 1992; Johnson et al., 1994; Barbeau and
Moﬀett, 2000; Barbeau et al., 2001; Emmenegger et al., 2001; Barbeau
et al., 2003) and indirectly by the reaction with photoproduced
superoxide (Voelker and Sedlak, 1995; Miller et al., 1995).
3. complex formation and dissociation involving organic ligands
(Gledhill and van den Berg, 1994; Van den Berg, 1995; Wu and
Luther III, 1995; Rue and Bruland, 1995; Witter and Luther III,
1998; Witter et al., 2000; Rose and Waite, 2003b).
4. colloid formation (Johnson et al., 1994; Rose and Waite, 2003a),
aggregation and disaggregation (Wells and Goldberg, 1993; Wen
et al., 1997).
5. scavenging onto sinking particles (Balistieri et al., 1981; Nyﬀeler
et al., 1984; Johnson et al., 1997).
It is assumed that iron speciation and the relative importance of each
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macronutrients nitrate, phosphate and silicic acid, there are no analytical
methods for quantifying the fraction of iron in seawater that phytoplankton
can acquire (e.g. Wells et al. (1995); Sunda (2001)). Although iron uptake
in synthetic culture media varies in proportion to the free ferric ion activity
and is therefore suggested to be primarily a function of the free-ion
concentration (Sunda and Guillard, 1976; Sunda, 1989; Anderson and
Morel, 1982), inorganic iron species comprise only a small portion of
dissolved iron in seawater. The bulk of iron speciation (up to more than
95%) is instead governed by complexation to organic ligands (Gledhill and
van den Berg, 1994; Rue and Bruland, 1995; Wu and Luther III, 1995).
Because it is still poorly understood what eﬀect these ligands have on iron
acquisition, it is still impossible to quantify the proportion of iron in given
seawater that is readily accessible to all or a portion of the phytoplankton
assemblage. Additionally, there are observations that a major fraction of
inorganic and organically bound iron is not truly soluble but colloidal in
size (Guo et al., 2000; Wells et al., 2000; Wu et al., 2001), which makes
them too large to be transported intact across cell membranes (Chen and
Wang, 2001). In addition, colloidal complexes might become incorporated
with other aggregating colloidal matter and particles, resulting in the
accelerated removal of iron from surface waters (Wells and Goldberg, 1993;
Chin et al., 1998; Wu et al., 2001). Therefore a simple assumption of iron
availability to organisms is not possible.
1.2.1 Redox states and the photochemistry of iron
Iron exists in oxic seawater primarily as thermodynamically stable Fe(III),
which is highly reactive with respect to hydrolysis, adsorption and complex
formation. Inorganic Fe(III) exists in solution as mononuclear iron
hydrolysis species, such as Fe(OH)2+, Fe(OH)
+
2 , Fe(OH)3 and Fe(OH)
−
4 .
Due to their fast exchange kinetics, they rapidly equilibrate with one
another and can be viewed as a single reactive pool (Zaﬁriou and True,1.2.1. Redox states and the photochemistry of iron 26
1980; Stumm and Morgan, 1981). Therefore, the sum of all inorganic
Fe(III) hydrolysis species is designated as Fe(III)’.
Similarly, Fe(II)’ consists mainly of Fe2+, but also includes the less
abundant forms Fe(CO3), FeCl+ and FeSO4 (Byrne et al., 1988; Millero and
Hawke, 1992).
Most of the present day ocean is oxic and has a pH around 8 which leads to
the oxidation of Fe(II)’ and the predominance of Fe(III)’:
Fe(II)
′ + O2 → Fe(III)
′ + O
−
2 (1.1)
Nevertheless, Fe(II)’ may also exist in the oxic ocean, especially in surface
water. The redox state of dissolved iron in the ocean is strongly inﬂuenced
by the two reactive oxygen species superoxide (O
−
2 ), and hydrogen peroxide
(H2O2). Both species are strong oxidants for Fe(II)’ but O
−
2 also acts as a
strong reductant for Fe(III)’ (see below, Equations 1.3 and 1.4).
The dominant source of reactive oxygen species in seawater is the
photo-oxidation of coloured dissolved organic matter (CDOM) (Cooper
et al., 1988) that produces superoxide, and the subsequent transformation
of superoxide to hydrogen peroxide. The latter transformation can proceed
directly by the reaction of two superoxide molecules to hydrogen peroxide,
called dismutation (Equation 1.2) or catalyzed by the reduction and
subsequent oxidation of a Fe(III) ion (Equations 1.3 and 1.4). Both
processes produce one molecule of hydrogen peroxide:
2O
−
2 + 2H2O → H2O2 + O2 + 2OH
− (1.2)
Fe(III)
′ + O
−
2 → Fe(II)
′ + O2 (1.3)
Fe(II)
′ + 2O
−
2 + 2H2O → Fe(III)
′ + H2O2 + 2OH
− (1.4)1.2.1. Redox states and the photochemistry of iron 27
Signiﬁcant amounts of H2O2 exist in atmospheric precipitation, fog and
cloudwater (Gunz and Hoﬀmann, 1990; Sakugawa et al., 1990). Therefore,
rain events can lead to increases in [H2O2] in surface seawater (Kieber
et al., 2001) and contribute to the redox reactions of inorganic iron.
Another pathway to generate Fe(II)’ in oxic seawater is the direct
photoreduction of the diﬀerent iron states (Wells and Mayer, 1991; Kuma
et al., 1992; Johnson et al., 1994; Barbeau and Moﬀett, 2000; Barbeau
et al., 2001; Emmenegger et al., 2001; Barbeau et al., 2003). The
photoreduction of Fe(III)’, as shown in studies using NaCL solutions,
occurs via a ligand-metal charge transfer reaction (King et al., 1993):
Fe(OH)
2+ → Fe − OH
∗ → Fe
2+ + OH· (1.5)
where Fe-OH∗ is an excited state intermediate. The direct photo-reduction
of Fe(III)’ decreases rapidly with pH above 6.5 as in seawater (Waite and
Morel, 1984; King et al., 1993; Sulzberger and Laubscher, 1995).
Nevertheless, colloidal Fe at seawater pH does appear to be
photochemically reactive (Wells and Mayer, 1991; Hudson et al., 1992;
Johnson et al., 1994; Miller et al., 1995). In addition, organic matter does
have the potential to increase the rate of Fe(III)’ photoreduction (Waite
and Morel, 1984; Zuo and Holgne, 1992; Hudson et al., 1992; Kuma and
Matsunaga, 1995; Rose and Waite, 2003c). Knowing that most iron in
seawater is complexed or coupled to organic material (Section 1.2.2) it is
assumed that most observed photoreduction reactions in marine waters are
likely to be associated with absorption of light by Fe(III)-organic
chromophores. These chromophores undergo ligand to metal charge
transfer reactions, resulting in the production of Fe(II) and in a
non-reversible decomposed organic ligand (Waite and Morel, 1984):
Fe(III) − L
∗ → Fe(II) + Lox (1.6)1.2.2. Organically complexed iron 28
Furthermore, some marine siderophore-Fe(III)-complexes have shown to be
photo-reactive. They produce Fe(II) in light, depending on the complexing
functional group (Barbeau et al., 2001, 2003; Maldonado et al., 2005;
Rijkenberg et al., 2006). For example, hydroxamate groups are
photochemically resistant regardless of Fe(III) complexation. Catecholates,
in contrast, are susceptible to photooxidation in the uncomplexed form but
stabilised against photooxidation when ferrated. α-Hydroxy carboxylate
groups are stable as the uncomplexed acid, but when coordinated to
Fe(III), these moieties undergo light-induced ligand oxidation and reduction
of Fe(III) to Fe(II) (Barbeau et al., 2003).
Besides the iron state and the pH of the water, the wavelength and the
intensity of the irradiance is a crucial factor in terms of photoredox
reactions in seawater. A strong relation has been found between irradiance
level and the iron photoreduction rate (Waite et al., 1995). Rich and Morel
(1990) have shown that iron is not photoreduced at light wavelengths larger
than 560 nm. Correspondingly a spectral dependency of Fe(II)
photoproduction was found, that generally increases with decreasing
wavelength over the full solar spectrum (Wells and Mayer, 1991; Rijkenberg
et al., 2005). However, the penetration of solar radiation into the upper
water column depends strongly on the wavelength and degree of water
colour. Ultraviolet radiation is attenuated much more rapidly than visible
radiation. In moderately productive waters, visible radiation (wavelength of
500 nm) penetrates down to 50 m depth, whereas UV-B (wavelength of 310
nm) penetrates less than 10 m (Smith and Baker, 1979). Therefore, the
photochemical reactions of iron are limited to surface waters.
1.2.2 Organically complexed iron
There is evidence that most of the dissolved iron in seawater is dominated
by complexation with organic ligands, which regulates dissolved iron
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and subsequent removal through sinking (Gledhill and van den Berg, 1994;
Rue and Bruland, 1995; Wu and Luther III, 1995; Johnson et al., 1997;
Kuma et al., 1998; Nakabayashi et al., 2001; Kuma et al., 2003). There is
still a lack of knowledge about the chemical nature of these ligands, their
sources, sinks and their role in Fe biogeochemistry (Bruland and Rue,
2001). Two broad categories of ligand class have been identiﬁed in
seawater, a ”stronger” and a somewhat ”weaker” class of ligand. A
provisional scenario is that the stronger ligand class, having binding
strengths in seawater similar to terrestrial- and marine-derived
siderophores, comprises molecules released by prokaryotic microorganisms
to increase their iron acquisition, while the weaker ligands comprise
intracellular molecules (e.g., porphyrin complexes) inadvertently released
by grazing or cell lysis. Indeed, recent ﬁndings suggest that autotrophic
eukaryotes can eﬃciently access iron bound only in the weaker complexes,
while autotrophic prokaryotic organisms primarily acquire iron complexed
by the stronger ligand class (Hutchins et al., 1999).
Siderophores are Fe-speciﬁc, low molecular weight organic ligands, which
appear to be released mainly by Fe-limited bacteria to enhance Fe
acquisition (Raymond et al., 1984). These complexing agents are essential
for Fe acquisition by these microbes, which access the siderophore-bound Fe
through a variety of dissociation mechanisms (Byers and Arceneaux, 1998).
Organic Fe(III) ligands isolated from the California upwelling region have
been shown to possess Fe-binding functional groups typical of siderophores
(Macrellis et al., 2001), further conﬁrming the siderophore-like nature of the
strong organic Fe(III) complexes in seawater.
Many marine prokaryotes produce and excrete siderophores under Fe stress
(Wilhelm and Trick, 1994; Trick and Wilhelm, 1995; Granger and Price,
1999; Reid et al., 1993; Haygood et al., 1993; Zhong et al., 2000), and
acquire siderophore-bound Fe to fulﬁl their Fe requirements. It is believed
that marine bacteria have high-aﬃnity Fe acquisition systems specially
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mechanisms and genetic basis for such Fe uptake systems in marine
prokayotes remains unresolved (Granger and Price, 1999; Webb et al., 2001;
Armstrong et al., 2004).
In contrast, only one study has thus far shown siderophore production by
marine eukaryotic phytoplankton (Trick et al., 1983). Most models of Fe
acquisition by eukaryotic phytoplankton emphasize the signiﬁcance of
inorganic Fe for uptake and growth, supporting the idea that the Fe
transporters at the cell surface react with inorganic Fe species (Hudson and
Morel, 1990; Sunda and Huntsman, 1995). Only recently has the
importance of organically bound Fe for the nutrition of marine eukaryotic
phytoplankton become apparent (Hutchins et al., 1999; Maldonado and
Price, 1999). Eukaryotic phytoplankton have been shown to possess
inducible reductases at the cell surface that mediate the reduction of
organically bound Fe(III) and subsequent dissociation of Fe from the ligand
(Maldonado and Price, 2001). Once dissociation occurs, the cells internalise
the inorganic Fe via inorganic Fe transporters at the cell surface. In
addition to this enzymatic reductive mechanism, light can play a role in Fe
acquisition from marine siderophore-bound Fe (Barbeau et al., 2001;
Maldonado et al., 2005; Rijkenberg et al., 2006) (see also Section 1.2.1).
Though it is clear that bacteria and eukaryotic phytoplankton in the open
ocean are able to access Fe bound to strong organic ligands (Hutchins
et al., 1999; Maldonado and Price, 1999), the relative importance of
photochemical (Barbeau et al., 2001) versus biological (Maldonado and
Price, 2001) reduction in mediating the release of Fe from strong organic
complexes remains unresolved.
1.2.3 Colloidal iron
Recent studies about Fe forms showed that a signiﬁcant fraction of the
dissolved iron is colloidal (Wu et al., 2001). The name colloid (greek for
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diﬀuse through a semipermeable membrane. Today they are usually deﬁned
as a size class between soluble chemical species and sinking particles (Wells
and Goldberg, 1992). However, there are no precise size boundaries
between particles, colloids, or simple ionic forms. A characteristic of
colloids is that they are of suﬃcient size to provide an interface and
introduce the opportunity for other soluble or colloidal chemicals to adsorb
onto the surface (Vold and Vold, 1983). It is uncertain to what extend
colloidal Fe exists as colloidal-sized organic complexes or as reactive Fe(III)
oxyhydroxides (Rich and Morel, 1990). In general it is believed that in the
open ocean, organic forms of colloids dominate (Benner et al., 1997). In
any case, the interface surface must comprise enough point charges from
ionised functional groups to create an electricostatical ﬁeld suﬃcient to
stabilise the colloidal substance (Wells and Goldberg, 1992).
Tracer studies using highly active metal isotopes show that the marine
colloidal phase is very dynamic, with high colloidal aggregation rates being
sustained even in nutrient-poor surface waters (Moran and Buesseler, 1992;
Baskaran et al., 1992; Wells and Goldberg, 1993; Wu et al., 2001).
Honeyman and Santschi (1989) proposed a colloidal pumping model for
metal uptake onto suspended particles, which assumed a rapid (one second
or less) association of soluble metals with suspended colloids by surface
complexation and subsequent aggregation of these colloids into ﬁlterable
particles. This was conﬁrmed in experimental studies by Wen et al. (1997).
Colloidal pumping is also suggested to be responsible for the fast removal of
iron in surface waters during iron fertilisation experiments (Nishioka et al.,
2005) and it is believed to be a critical precursor for formation of marine
snow (Mopper et al., 1995; Passow and Alldredge, 1995).
However, the causes of colloid production and break-up is still not very well
known. Studies include, inter alia, production presumably through a
combination of cell exudation and lysis, microbial degradation of
particulate organic matter and sloppy feeding as well as excretion by
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processes (section 1.2.1) and bacterial grazers (Moﬀet, 2001).
1.3 Iron in models
There are several marine models which include a simple iron chemistry,
treating iron mostly as a standard nutrient (Lancelot et al., 2000; Christian
et al., 2002a; Moore et al., 2002; Aumont et al., 2003). This simpliﬁcation
complies with the incorrect assumption that all species of iron have the
same bioavailability (Hutchins et al., 1999). Lefevre and Watson (1999),
Archer and Johnson (2000) and Parekh et al. (2004) included very simple
iron speciation equations in global models which comprise scavenging onto
particles, biological consumption, remineralisation, complexation with
ligands and aeolian deposition. Their models were tuned to reproduce the
deep ocean Fe distribution with scavenging residence times between years
and centuries. Numerical biogeochemical-physical models are now able to
simulate the main patterns of total dissolved iron in the ocean (Dutkiewicz
et al., 2005), but indicate that the details and, in particular, the climate
sensitivity of so called HNLC areas depend on the way the iron chemistry is
parameterised (Parekh et al., 2004). This simpliﬁed description of marine
iron chemistry, that primarily aims to reproduce the scavenging removal of
iron in the deep ocean, is not adequate to simulate the rapid disappearance
of iron after pulsed deposition events or to resolve processes with short
time-scales, such as photochemical cycling.
Modeling of iron cycling between its various species has recently been
reﬁned by Rose and Waite (2003c). They distinguished between ﬁve basic
forms: inorganic ferrous complexes, inorganic ferric complexes, organic
ferrous complexes, organic ferric complexes, and polymeric or solid ferric
oxyhydroxides. The conversion between the diﬀerent states is governed by
eight primary kinetically driven processes. These are (1) oxidation of
inorganic Fe(II), (2) hydrolysis of inorganic Fe(III), (3) oxidation of
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dissociation of organically complexed Fe(II), (6) organic complexation of
Fe(III), (7) dissociation of organically complexed Fe(III) and (8)
sunlight-mediated reduction of Fe(III). In addition, free radical (superoxide
and hydrogen peroxide) reactions with iron were also included. The
application of the model was limited to oxygen saturated, well mixed
coastal waters with constant oceanic salinity and represented a limited
aspect of coastal iron chemistry. However their model predictions of spatial
and temporal variations in ferrous iron and hydrogen peroxide
concentrations were in agreement with ﬁeld measurements. These results
indicate that detailed kinetic modelling of fundamental chemical processes
is a useful method of estimating iron speciation at an ecosystem scale.
1.4 Rationale for the performed research
This thesis combines what is known about individual processes aﬀecting
iron speciation into a comprehensive model of the iron chemistry in the
oceanic mixed layer. In contrast to Rose and Waite (2003c), who focused
on the chemistry of iron in short term experiments of coastal water, this
study uses a slightly less complex model for iron chemistry, but couples it
to an ecosystem model to study iron biogeochemistry in the mixed layer at
the Bermuda Atlantic Time-series Station (BATS) site on short (diurnal)
and on longer (annual) timescales.
The BATS site is an area 85 km south east of Bermuda in the Sargasso Sea
where a number of physical, chemical, and biological parameters have been
measured regularly since 1988 (Steinberg et al., 2001). The site provides an
ideal environment for a ﬁrst assessment of a comprehensive iron-speciation
model because both, the oceanographic conditions and the biogeochemistry,
are well known. In addition, dust deposition rates (Kim and Church, 2001)
are available. The data provide realistic boundary conditions to the model
and allow some comparison of model results with observations and with
data-based estimates of iron ﬂuxes at the BATS site (Section 2.1).1.4. Rationale for the performed research 34
Several of the modeled processes involve parameters that are either not very
well known or that have been measured under conditions diﬀerent from the
open-ocean conditions that are considered here. This is for example true for
iron scavenging and colloid aggregation rates that have both been measured
at particle concentrations much higher than those usually observed at the
BATS site (Nyﬀeler et al., 1984; Wen et al., 1997). Therefore the aim of this
study is not to reproduce observations with a single model run, but rather
to study the consequences that speciﬁc assumptions have for the speciation,
concentration and ﬂuxes of iron at the BATS site, and to test whether these
consequences are compatible with the few available observations. At the
present stage the model is primarily a tool to help in understanding the key
processes of the iron cycle and their sensitivities rather than a numerically
accurate reproduction of reality. Therefore the model outcomes are used to
investigate some less well-known parameter values.
In the ﬁrst part of the thesis, a zero-dimensional (0d) approach of the
model is set up. Speciﬁc questions addressed in this part of the thesis are:
1. How strong is the daily photochemical redox-cycling of iron at the
BATS site? How important is the direct photoreduction of iron
species compared to the reduction by photoproduced superoxide? Do
other transition metals inﬂuence the strength of the redox cycle?
2. Under which conditions can colloid aggregation lead to a signiﬁcant
loss of iron from the surface layer of the ocean?
3. How strong is the inﬂuence of the solubility and the chemical form of
dust-deposited iron on the iron cycle in the mixed layer?
4. Does it make a diﬀerence to the iron cycle which chemical form of
iron is taken up by phytoplankton? How sensitive are model results to
changes in the Fe:N or Fe:C-ratio of phytoplankton uptake?
In the second part of the thesis, a one-dimensional (1d) extension of the
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model, that treats the surface mixed layer as a homogeneous box, the
one-dimensional approach allows a better analysis of the iron processes and
behaviour with depth.
The focus of this part is:
1. the concentration and ﬂuxes of dissolved iron below the annual mixed
layer and how the concentration is aﬀected by the parameterisation of
loss processes that transfer dissolved iron to sinking particles either
through scavenging or through a colloid intermediate.
2. the vertical scale of the fast redox cycling within the mixed layer.
The investigation of these questions for the BATS location shall lead to a
better general understanding of iron biogeochemistry and thereby also
contribute to studies on much larger spatial and temporal scales (e.g.
Johnson et al., 1997; Archer and Johnson, 2000; Lefevre and Watson, 1999;
Christian et al., 2002b; Parekh et al., 2004). On these larger scales, the
inﬂuence of detailed iron speciation can probably be parameterised using
simpler models (e.g. Parekh et al., 2004). A model-based understanding of
processes such as colloid aggregation might lead to improvements in these
parameterisations. Iron speciation in the mixed layer might also be
important in the competition between diﬀerent phytoplankton groups
(Hutchins et al., 1999), and therefore the study complements studies that
have combined a simple iron model with increasingly complex ecosystem
models (e.g. Lancelot et al., 2000; Moore et al., 2002; Aumont et al., 2003)
to address the role of iron in determining phytoplankton species
composition. Finally, one outcome of this study is the identiﬁcation of
parameters that need to be better constrained in order to improve the
prediction of speciation, concentration and ﬂuxes of iron in the world’s
oceans.1.4.1. Annotation 36
1.4.1 Annotation
The ﬁrst part of the thesis (Chapter 2.2 and Chapter 3) is for the most part
already published as: L. Weber, C. V¨ olker, M. Schartau and D. A.
Wolf-Gladrow. Global Biogeochemical Cycles, Vol. 19,
GB1019,doi:10.1029/2004GB002340, 2005.
The modelling of the ecosystem part was mainly undertaken by Markus
Schartau (Marine Sciences Research Center, SUNY Stony Brook, USA.
Now at: GKSS-Forschungszentrum, Institut f¨ ur K¨ ustenforschung,
Geesthacht, Germany). In the scope of the EU-Project IRONAGES, Dieter
Wolf-Gladrow (Alfred-Wegener Institut f¨ ur Polar und Meeresforschung,
Bremerhaven, Germany) gave only the initial idea to create a detailed
model of the complex processes relating to iron chemistry and was not
involved in the actual development of this work. My part was the
development of the biogeochemical model and the coupling with the
ecosystem model as well as the interpretation of the model results. I was
supervised by Christoph V¨ olker (Alfred-Wegener Institut f¨ ur Polar und
Meeresforschung, Bremerhaven, Germany).
The second part deals with the one-dimensional model (Section 2.3 and
Chapter 4) (to be submitted to Global Biogeochemical Cycles once the
second author is back from traveling, early November 2006). For this part,
I was supervised by Andreas Oschlies (National Oceanography Centre,
Southampton, UK. Now at: Leibniz Institut f¨ ur Meereswissenschaften, Kiel,
Germany) for the ecosystem- and physical-model and by Christoph V¨ olker
for the biogeochemical part of the study. Hans Burchard (Institut f¨ ur
Ostesseforschung, Warnem¨ unde, Germany) introduced me to the
GOTM-framework. All modelling work as well as the interpretation and
discussion of the results were conducted by myself.Chapter 2
Model description
2.1 Study area
The Sargasso Sea is part of the subtropical North Atlantic, bounded in the
west and northwest by the Gulf Stream. A gyre is created by the
recirculation of this western boundary current. Bermuda (31◦45’ N, 64◦10’
W) lies in the northwest of the Sargasso Sea and is an isolated seamount
with no signiﬁcant other islands or seamounts in the region. Around
Bermuda is an area of weak Gulf Stream recirculation with a net ﬂow of
less than 5 cm s−1 towards the southwest (Siegel and Deuser, 1997).
Mesoscale eddies are observed throughout this region. These instantaneous
ﬂow rates are typically 20-50 cm s−1 in the near-surface waters (Siegel and
Deuser, 1997). The center of the gyre is also characterised by a net Ekman
downwelling (McClain and Firestone, 1993) with rates near the BATS site
of 4 cm day−1. A region of mode-water formation exist between 31◦ N
latitude and the Gulf Stream (Talley, 1982). This mode-water is created
each winter when convective mixing forms deep mixed layers at a
temperature of around 18 ◦C. In summer, most of the Sargasso Sea is under
the inﬂuence of a large high-pressure system. In fall and winter, this high
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over North America at approximately weekly intervals, to begin to extend
down to Bermuda and further south. Strong winds and cold, dry air
associated with these fronts, act to cool and homogenise the surface waters
and progressively deepen the mixed layer. North of Bermuda, mixed layers
up to 400 m deep occur nearly every year with temperatures around 18 ◦C.
South of Bermuda, mixed layers rarely extend below 100-150 m, the
nominal depth of the euphotic zone. The mixed layer depths near Bermuda
demonstrate a large amount of interannual variability (Figure 2.1), likely
because the island is at the transition between the two mixed-layer regions
and thus sensitive to the interannual variations in atmospheric forcing
(Michaels and Knap, 1996). The mode water advects into the main
thermocline under the Sargasso Sea, forming a zone of relatively weak
thermal stratiﬁcation below the seasonal thermocline that is distinguishable
as a minimum in the proﬁle of potential vorticity (Talley, 1982). Near
Bermuda, this “18◦ water thermostat” occurs between 250 and 400 m
depth. This layer of near isothermal water inﬂuences the mixed-layer
development at Bermuda. Years with low cooling of the surface waters
result in winter mixed layer depth of 100-200 m, barely penetrating into the
nutrient-rich thermocline. However, only a small amount of additional heat
loss reduces the temperature of the mixed layer to 18◦C. This allows mixing
to the bottom of the thermostat, increasing the mixed layer depth up to
400 m and causing large nutrient inputs to the surface. Thus the depth of
winter mixed layers is extremely sensitive to winter cooling. The time-series
station near Bermuda is in an area of strong meridional gradients in
seasonality which inﬂuence the biogeochemistry. The weak mixing to the
south of Bermuda leads to a permanently stratiﬁed water column that has
all the characteristics of an oligotrophic ecosystem throughout the year.
Nitrate is rarely present at the surface and the ecosystem is dominated by
picoplankton and the microbial foodweb (Carpenter, 1983; Olson et al.,
1990b,a; Siegel, 1990). To the north of Bermuda, the deep winter mixed
layers result in blooms of larger phytoplankton including diatoms and2.1.1. Dust- and iron deposition at the BATS-site 39
Figure 2.1: Mixed layer depth at BATS deﬁned by 0.1 K temperature diﬀer-
ence to the 10 m depth temperature. Observations (crosses) (Steinberg et al.,
2001) and model result with the GOTM of the present study (line).
coccolithophores and a complex transition to oligotrophy in the summer
(Siegel, 1990). Both of these seasonal patterns can occur at the BATS site
depending on the intensity of winter mixing (Michaels and Knap, 1996).
2.1.1 Dust- and iron deposition at the BATS-site
The majority of dust in the water column of the Sargasso Sea is derived
from Saharan dust storms and is deposited following atmospheric transport
(Duce, 1986; Jickells et al., 1998). This eolian dust is the main source of
iron at the BATS site (Jickells, 1999). Wet deposition of the dust is
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becomes bioavailable, following chemical reactions within the rain drops. In
contrast, iron from dry deposition of dust remains mostly bound to the
dust and is, therefore, exported into deeper water by sinking (Jickells,
1999). Other sources of iron at the BATS site are negligible. Upwelling of
iron from deeper water is unlikely due to the general Ekman downwelling in
this region. Riverine sources from land are nonexistent since Bermuda is
the only land in the area but without rivers. Only lateral advection, which
can deliver iron through the water column, is suggested to be important for
the annual nutrient budget at the BATS site (Jenkins and Doney, 2003;
Gruber et al., 2002; Palter et al., 2005) and should be beared in mind. In
the present study, daily values of dust deposition (both wet and dry) at the
BATS site were taken from the output of a global atmospheric dust
transport model (Mahowald et al., 1999). The average dust deposition
between 1989 and 1998 at the nearest model grid point to the BATS
location is 2.3 mg m−2 d−1. Most of that deposition occurs in June to
September (average 5.3 mg m−2 d−1 in that period), reﬂecting the arrival of
dust blown oﬀ the Sahara, while the average deposition is low in the other
months. This annual pattern and the average value agree well with
observed values for dust deposition at Bermuda between September 1996 to
September 1997 by Kim et al. (1999). There is considerable day-to-day
variability in the dust deposition with frequent changes over two orders of
magnitude from one day to the next. Annually averaged observed dust
deposition varies between 1.3 (1997) and 3.4 (1985) mg m−2 d−1.
2.1.2 Dissolved iron at the BATS-site
A number of previous studies measured dissolved iron at the BATS site
(Figure 2.2) including Sedwick et al. (2005); Wu and Boyle (2002); Wu
et al. (2001); Wu and Boyle (1998); Wu and Luther III (1994); Cullen et al.
(2006)), whereby dFe refers to 0.4  m-ﬁltered samples. Wu et al. (2001)
and Cullen et al. (2006) also present values where soluble (0.02  m-ﬁltered2.2. The zero-dimensional model 41
samples) and colloidal iron (0.02-0.4  m) are distinguished. Data reveal
strong seasonal changes of dissolved iron (dFe) concentrations in surface
waters, with high concentrations in summer (up to 2 nM) and low
concentrations in spring (down to 0.1 nM) (Wu and Boyle, 2002; Sedwick
et al., 2005). The dissolved iron proﬁles measured in summer show similar
patterns with pronounced near surface maxima in dFe, a dFe minima in the
40-150 m depth range and an increase in concentration between 150 m and
500 m to concentrations around 0.4-0.6 nM. The spring dFe proﬁles by Wu
et al. (2001) and Sedwick et al. (2005) are not in agreement but both have
generally lower concentrations than the summer proﬁles.
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Figure 2.2: Observed concentrations of dFe at the BATS site
2.2 The zero-dimensional model
The model has a chemical and a biological component. The biological
model only provides dynamic boundary conditions (e.g. iron uptake by
phytoplankton and release during remineralisation of organic matter) for2.2.1. Ecosystem model 42
the speciation component. Hence, in the model, phytoplankton growth is
not iron limited (which is a reasonable assumption for the BATS site, see
Fung et al. (2000); Watson (2001)) and the biological component remains
unaﬀected by the speciation model part.
For simplicity it is assumed that mixing within the oceanic mixed layer acts
on such a short timescale that concentrations within the layer are vertically
homogeneous. Model concentrations below the mixed layer are prescribed
from observations and inﬂuence the concentrations within the mixed layer
by turbulent mixing and by entrainment of water during periods of mixed
layer deepening.
Model runs start from arbitrary initial conditions and use a combination of
observed and modeled timeseries as external forcing (section 2.2.3). The
integration period is 12 years, of which the ﬁrst three years are spin-up.
The remaining nine years cover the period from 1989 until the end of 1997.
During spin-up the model is driven with a repeated annual cycle of forcing
from the year 1989. After one year of spinup the model reaches a
cyclo-stationary state with repeating annual cycles in all variables. A
specialised solver for stiﬀ diﬀerential equations is used in the integrations.
2.2.1 Ecosystem model
The biological part of the model is a nitrogen-based ecosystem model with
three compartments, representing (i) inorganic nitrogen, N, which includes
nitrate, nitrite and ammonium, (ii) phytoplankton, P and (iii) detritus, D.
The loss of phytoplankton to detritus, representing aggregation and grazing
by heterotrophs is simply modeled as a quadratic function of phytoplankton
concentration. A linear relationship for remineralisation and a constant
sinking rate for detritus is assumed. No explicit representation of
zooplankton is considered, since the zooplankton annual cycle itself is not
well constrained from observations and it did not improve the data-model
comparison with respect to the other variables. The main eﬀect of this2.2.1. Ecosystem model 43
simpliﬁcation is that the maximum loss of phytoplankton through the
quadratic term occurs at the time of the phytoplankton bloom instead of
being somewhat delayed, as would be the case with an explicit
representation of zooplankton.
The biological model formulation includes a variable carbon to nitrogen
ratio (C:N) of phytoplankton primary production, depending on the
availability of nitrogen and light. This new diagnostic approach greatly
improves the modeled carbon uptake under nitrate depleted conditions.
The parameterisation does not allow for an overall C:N decoupling of the
particulate organic matter in the model, but provides a better model
counterpart to observed 14C-primary production rates. Models that assume
a constant C:N stoichiometry in phytoplankton uptake, produce systematic
errors in carbon ﬂuxes at the BATS site (Schartau et al., 2001; Schartau
and Oschlies, 2003b), and cannot reproduce the observed maximum rate of
carbon uptake, which occurs shortly after the decline in chlorophyll, when
nitrate becomes depleted. Light adaptation of phytoplankton is represented
by a variable C:N, based on Cloern et al. (1995).
The micro-genetic algorithm of Carroll (1996) was applied to minimise the
misﬁt between the ecosystem model and observations. The conﬁguration of
the algorithm is similar to the one chosen in Schartau and Oschlies (2003a).
However, in the present study the direct misﬁts between model result and
observation at the dates of measurement are minimised rather than the
misﬁts of monthly averages. Particulate organic nitrogen, chlorophyll a,
14C-primary production rates, and nitrate concentrations were considered
for the assimilation process. Bottle data of these variables were extracted
from the BATS web-site (http://www.bbsr.edu/cintoo/bats/bats.html).
The data were processed in the following steps: a) linear interpolation of
every bottle cast in the vertical; b) averaging of the proﬁles belonging to
the same cruise; c) averaging this averaged cruise proﬁle vertically over the
mixed layer depth (see below for the deﬁnition of the mixed layer depth). In
the data assimilation procedure, a subset of the biological model parameters2.2.2. Chemical model 44
(those marked by ⋆ in Table 2.1) was optimised such that the data-model
weighted least-square misﬁt is minimised. The full set of phytoplankton
growth parameters cannot be individually constrained (e.g. Fennel et al.,
2001) in a 0d-model version. Therefore, a ﬁxed value for the maximum
growth rate parameter taken from Schartau and Oschlies (2003a) was
assigned. The optimisation yields one best solution of the biological model
component which remains unchanged during all subsequent model runs.
The marine ecosystem inﬂuences iron chemistry in a number of ways:
1. by uptake of iron during phytoplankton growth and release of iron
during remineralisation of organic matter.
2. by producing detritus onto which iron can be scavenged.
3. by introducing a source of organic ligands, either as a byproduct of
remineralisation or by excretion of siderophores to enhance iron
uptake.
4. by inﬂuencing the attenuation of light within the water column and
thus photochemical reactions.
It is assumed here that iron is taken up by phytoplankton in constant
proportion to either carbon or nitrogen, while the remineralisation of iron
occurs proportionally to that of nitrogen. This is based on the general
assumption that phytoplankton is not iron limited at the BATS site (Fung
et al., 2000; Watson, 2001). Therefore this assumption may be justiﬁed.
The iron that is released during the remineralisation of organic matter is
assumed to be in organically complexed form.
2.2.2 Chemical model
Measurements of iron speciation in seawater are usually reported in terms
of operationally deﬁned categories (e.g. by ﬁltration procedure) rather than2.2.2. Chemical model 45
as chemical speciation in the true sense of the word (section 1.2). To make
the model as consistent as possible with such observational data, following
ﬁve iron states are diﬀerentiated in the model: (i) dissolved inorganic ferric
iron Fe(III)’, which includes all hydrolysed species of Fe(OH)3−n, (ii)
dissolved inorganic ferrous iron Fe(II)’, (iii) organically complexed iron FeL,
(iv) colloidal iron Fecol, deﬁned here by ﬁlter cutoﬀs 0.02 - 0.4  m (Wu
et al., 2001), and (v) iron bound to the surface of sinking particles Fep such
as dust and organic detritus and aggregated iron (>0.4  m). The
nonreactive part of the particulate iron contained in deposited dust is also
modeled, but not further considered in the present study.
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Figure 2.3: Schematic representation of the iron pools represented in the
model and the ﬂuxes between them. Photochemically driven processes are
marked with ¯ hν. Fluxes due to mixing and entrainment at the base of the
mixed layer are not shown.
A number of processes are known to convert iron in seawater between these
forms. The model include the processes of:
1. complex formation and dissociation involving organic ligands2.2.2. Chemical model 46
(Gledhill and van den Berg, 1994; Van den Berg, 1995; Wu and
Luther III, 1995; Rue and Bruland, 1995; Witter and Luther III,
1998; Witter et al., 2000; Rose and Waite, 2003b)
2. photoreduction of the diﬀerent iron forms, both directly (Wells and
Mayer, 1991; Kuma et al., 1992; Johnson et al., 1994; Barbeau and
Moﬀett, 2000; Barbeau et al., 2001; Emmenegger et al., 2001;
Barbeau et al., 2003) and indirectly by photoproduced superoxide
(Voelker and Sedlak, 1995; Miller et al., 1995)
3. oxidation of Fe(II)’ by oxygen, superoxide and hydrogen peroxide
(Millero et al., 1987; Millero and Sotolongo, 1989; King et al., 1995)
4. scavenging onto sinking particles (Balistieri et al., 1981; Nyﬀeler
et al., 1984; Johnson et al., 1997)
5. colloid formation (Johnson et al., 1994; Rose and Waite, 2003a)
6. aggregation of colloids (Wells and Goldberg, 1993; Wen et al., 1997)
Rate laws and constants for these processes were taken from the literature
indicated in Table 2.2. To represent the kinetics of interconversion between
the diﬀerent forms of iron, the concentrations of free iron-binding organic
ligands [L], of hydrogen peroxide [H2O2], of superoxide [O
−
2 ], and of sinking
particles (both inorganic from dust deposition and organic detritus) were
also modeled (Section 2.2.4). A schematic representation of the iron pools
and ﬂuxes between them is shown in Figure 2.3.
For each of the iron species in the model, a mass balance equation is solved
that takes into account the listed reactions plus sources and sinks from
atmospheric deposition, sinking, and mixing of waters at the base of the
mixed layer.2.2.3. Forcing 47
2.2.3 Forcing
Several processes in the model depend on external forcing. Solar irradiance
drives photochemical reactions and in combination with the depth and
temperature of the oceanic mixed layer, inﬂuences the growth rate of
phytoplankton. Dust deposition is a source of inorganic sinking particles
and iron. Precipitation (rain water) is a source of hydrogen peroxide.
Timeseries of precipitation and daily averaged irradiance for the BATS
location compiled by Doney (1996) were used. Mean daily precipitation is
around 3.7 mm day−1 and has no pronounced annual cycle. Daily averaged
irradiance varies between 80 W m−2 in winter and 300 W m−2 in summer.
A daily cycle of irradiance was constructed from the daily averaged values
using standard astronomical formulae for daylength and zenith angle
(Brock, 1981).
Vertical proﬁles of temperature and salinity are available from the
approximately biweekly BATS cruises since October 1988. A timeseries of
mixed layer depth and temperature directly from BATS CTD data
(http://www.bbsr.edu/cintoo/bats/bats.html) was constructed, whereby
the lower boundary of the mixed layer is deﬁned by the depth at which
temperature is 0.1 degrees colder than at the surface. If more than one
CTD cast was available within a cruise, the temperature proﬁles were
averaged before calculating the mixed layer depth. The annual mixed layer
cycle typically reaches a maximum depth between 150 and 350 m at the
end of the winter, followed by a rapid shoaling towards the summer, when
mixed layer depths are around 20 m. The mixed layer typically begins to
deepen again in September.
To convert dust deposition to iron ﬂux, it is assumed that the deposited
dust has a composition close to that of average crustal material, with a
percentage mass of 3.5% iron (Taylor, 1964; Duce and Tindale, 1991), and
that a ﬁxed fraction of that iron is dissolvable after deposition to the sea
surface (Jickells, 1995). The nonreactive part of the iron contained in dust2.2.4. Model equations 48
is not further considered in the present study.
2.2.4 Model equations
Three biological model equations determine evolution of concentrations of
phytoplankton P, detritus D, and dissolved inorganic nitrogen N. They are
formulated in units of  M nitrogen d−1.
d
dt
P = (  − ρPηT)P − Φ
∗
PP
2 −
mr + h+
H
P (2.1)
d
dt
D = Φ
∗
PP
2 − γDηTD −
mr + h+ + ws
H
D (2.2)
d
dt
N = −(  − ρPηT)P + γDηTD +
mr + h+
H
(Ndeep − N). (2.3)
The phytoplankton growth rate   is the smaller of either a nutrient- or a
light-limited growth rate   = min( N, L).  N =  ∗ηT(N/(KN + N)) has
the standard Michaelis-Menten dependency on nitrogen availability with
KN being the nitrate half-saturation constant, multiplied by a temperature
dependency ηT of the maximum growth rate  ∗. ηT was choosen to be
ηT = (Cref)
T[◦C]−1
as in Fasham (1993).  L =  ∗ηTf(α,I,H,λ) is the
light-limited growth function following Evans and Parslow (1985), which is
a function of the slope of the photosynthesis-irradiance curve α, the daily
averaged irradiance at the sea surface I, the mixed layer depth H, and the
light attenuation λ. Concentrations within the mixed layer change by
mixing, occuring at the base of the mixed layer at a rate mr, and by
entrainment of water during mixed layer deepening h+, where
h
+ = max
￿
dH
dt
,0
￿
. (2.4)
Detrital material is lost out of the mixed layer by sinking, for which a
constant sinking velocity ws is assumed. Ndeep is the nitrogen concentration
below the mixed layer, which is parameterized as in Schartau et al. (2001).2.2.4. Model equations 49
Although the model is formulated in nitrogen units, a variable
chlorophyll:carbon ratio rChl:C in phytoplankton biomass (mg Chl mg C−1)
following Cloern et al. (1995) is allowed:
rChl:C = 0.003 + 0.0154 exp(0.05T[
◦C]
−1) ·
N
KN + N
·
exp
￿
−0.059IPAR(1 − exp(−λH))
λH
￿
(2.5)
where λ = kw + κChl is the light attenuation by water and chlorophyll, and
IPAR = fPARI is the irradiance within the photosynthetically active range.
A carbon:nitrogen ratio rC:N in phytoplankton primary production is
parameterised by
rC:N = Qmin + (Qmax − Qmin) ·
￿
1 − exp
￿
−σ( L −  )
 
￿￿
. (2.6)
where Qmin is the minimum and Qmax the maximum C:N ratio. This
parameterisation ensures that phytoplankton grows at a ratio Qmin under
light limitation, while nutrient limitation increases rC:N up to the limit
Qmax.
The concentration of inorganic particles, A, in the mixed layer (in mg L−1)
is determined as the net mass balance between dust deposition and loss out
of the mixed layer by mixing, entrainment and sinking, following:
d
dt
A =
Fdust
H
−
mr + h+ + ws
H
A, (2.7)
where the same sinking speed is assumed for inorganic particles as for
detritus. Fdust is the dust deposition ﬂux per unit area of the sea surface.
The equations for the concentration of the three truly dissolved iron species
Fe(III)’, Fe(II)’, and FeL (in units nM iron d−1) are
d
dt
[Fe(III)
′] =
FFe
H
+ kld [FeL] + (kox1 [O2]+
kox2[O
−
2 ] + kox3 [H2O2]
￿
[Fe(II)
′] −2.2.4. Model equations 50
￿
kcol + kph3 + kfel [L] + kred[O
−
2 ]+
ksca(rm:ND + A))[Fe(III)
′] −  PRFe:N
−
mr + h+
H
[Fe(III)
′] (2.8)
d
dt
[Fe(II)
′] =
￿
kred[O
−
2 ] + kph3
￿
[Fe(III)
′] +
kph4[Fep] + kph1[Fecol] +
kph2[FeL] −
￿
kox1 [O2] + kox2[O
−
2 ]+
kox3[H2O2])[Fe(II)
′] −
mr + h+
H
[Fe(II)
′] (2.9)
d
dt
[FeL] = kfel [Fe(III)
′][L] + rFe:N (γDD + ρPP) −
(kld + kph2)[FeL] +
mr + h+
H
￿
[FeL]deep − [FeL]
￿
(2.10)
Equations (2.8) and (2.9) are connected through the oxidation of Fe(II)’ by
O2, O
−
2 and H2O2, and by the reduction of Fe(III)’ by O
−
2 and by light.
Equations (2.8) and (2.10) are coupled by the formation and dissociation of
organic complexes, and equations (2.9) and (2.10) by the photodissociation
of organic complexes. FFe is the ﬂux of dissolved iron per unit area by dust
deposition at the sea surface. Here it is assumed that dust input is a source
for Fe(III)’, but model experiments where dust is a source for Fe(II)’, FeL
or Fecol are also performed as a sensitivity study (Section 3.2.3). The
biological uptake if iron is − PRFe:N, where the Fe:N-ratio is either the
constant rFe:N or calculated as RFe:N = rFe:CrC:N, while the ﬂux of iron due
to remineralisation of organic matter is rFe:N (γDD + ρPP). All
photochemical rates kphN (N = 1 to 4) are assumed to be proportional to
the instantaneous irradiance averaged over the mixed layer depth.
Equations (2.8) to (2.10) are complemented by equations for colloidal iron
and iron adsorbed onto sinking particles
d
dt
[Fecol] = kcol [Fe(III)
′] − (kph1 + kag (rm:ND + A)) ·2.2.4. Model equations 51
[Fecol] +
mr + h+
H
￿
[Fecol]deep − [Fecol]
￿
(2.11)
d
dt
[Fep] = (rm:ND + A)(ksca[Fe(III)
′] + kag [Fecol]) −
kph4[Fep] −
mr + h+ + ws
H
[Fep] (2.12)
Using the method of Johnson et al. (1994), the formation of colloidal iron
in (2.11) is modeled as a ﬁrst-order process in [Fe(III)′]. Colloidal iron
aggregates to larger sinking particles and solubelises through
photoreduction. The dominant aggregation process is assumed to be due to
collisions with larger particles and is modeled as a ﬁrst-order process both
in [Fecol] and the total particle concentration rm:ND + A, where rm:N is a
conversion factor from concentrations in molarity nitrogen to g L−1. The
scavenging of Fe(III)’ onto sinking particles is modeled similarly as a
ﬁrst-order process in [Fe(III)′] and in rm:ND + A.
Given the uncertainties in the source and fate of organic iron-binding
ligands (Section 1.2.2), the time evolution of ligands is modeled with a
simpliﬁed equation without a biological source of free ligands, but also
without photochemical degradation, i.e. it is assumed that photoreduction
of FeL produces free ligands, following:
d
dt
[L] = (kld + kph2)[FeL] − kfel [Fe(III)
′][L] +
mr + h+
H
￿
[L]deep − [L]
￿
(2.13)
This parameterisation prevents unrealistically low concentrations of
[FeL] + [L] in the mixed layer to occur due to photochemical degradation.
The system of equations is completed by specifying the concentrations of
oxygen, superoxide and hydrogen peroxide. At the BATS site, observed
values of [O2] vary by about ±7% over the annual cycle. For simplicity, [O2]
is set to a constant value in the model. The other two oxidants, however,
are strongly inﬂuenced by reactions within the iron system and the daily
cycle of irradiance. Their evolution is parameterised similar to Voelker and2.3. The one-dimensional model 52
Sedlak (1995) and Miller et al. (1995):
d
dt
[O
−
2 ] = SO
−
2 + kox1[O2][Fe(II)
′] − 2kdm[O
−
2 ]
2 −
(kox2[Fe(II)
′] + kred[Fe(III)
′])[O
−
2 ] −
mr + h+
H
[O
−
2 ] (2.14)
d
dt
[H2O2] =
FH2O2
H
+ kdm[O
−
2 ]
2 + kox2[O
−
2 ][Fe(II)
′] −
kox3 [H2O2][Fe(II)
′] − kdis [H2O2] −
mr + h+
H
[H2O2] (2.15)
In (2.14), the rate of production of superoxide by photoreactions with
coloured dissolved organic matter SO
−
2 is assumed to be proportional to
irradiance. FH2O2 represent the deposition of H2O2 through rain. A
constant concentration of H2O2 in rainwater (Ra) is assumed, such that
FH2O2 = [H2O2]rain Ra.
Concentrations of the iron species FeL, Fecol, and of free ligands L below
the mixed layer are prescribed as linear functions of H using a ﬁt to
observed concentration proﬁles by Wu et al. (2001). All the other species
are assumed to have zero concentration below the mixed layer.
2.3 The one-dimensional model
In the second part of this study a one-dimensional extension of the
zero-dimensional model was made.
The processes converting iron between its diﬀerent forms (see Figure 2.3)
are parameterised as in the zero-dimensional model, and the same initial
rate constants are adopted, the only exception being the photoreduction
rate of colloidal iron (kph1). Estimates for kph1 by Wells and Mayer (1991)
and Barbeau and Moﬀett (1998) are much lower (between 0.12 and 0.43
d−1) than the value by Johnson et al. (1994) (20.16 d−1), used in the
zero-dimensional model. The latter value was calculated from data obtained2.3. The one-dimensional model 53
Table 2.1: Standard model parameters for the ecosystem part of the zero-
dimensional (0d) model and the one-dimensional (1d) model. OD Parameters
were taken from the work by Schartau et al. (2001), 1d parameters from the
work by Oschlies and Schartau (2005). Parameter values optimised in the
data assimilation (section 2.2.1) are marked by ⋆. The value for KFe was
taken from the work by Parekh et al. (2004), the value for rFe:N from Johnson
et al. (1997)
Parameter Symbol Unit 0d 1d
maximum growth rate  ∗ d−1 0.27 0.27
phytoplankton mortality γp d−1 0.005⋆ 0.04
initial slope P-I curve α m2 W−1 d−1 0.159⋆ 0.256
nitrate half-saturation constant KN  M 0.7 ⋆ 0.7
iron half-saturation constant KFe nM - 0.2
phytoplankton aggregation rate γp2  M−1 d−1 0.64 ⋆ 0.025
maximum grazing rate g d−1 - 1.575
prey capture rate ǫ  M−1 d−1 - 1.6
assimilation eﬃciency γza - - 0.925
excretion γzb d−1 - 0.01
quadratic mortality γz2  M−1 d−1 - 0.34
detritus remineralisation γd d−1 0.02 ⋆ 0.048
sinking velocity ws m d−1 18 18
coeﬃcient for temperature function Cref - 1.066 1.066
PAR:short-wave irradiance ratio fPAR - 0.43 0.43
attenuation due to chlorophyll κ (mg Chl)−1 L m−1 0.01 ⋆ 0.03
attenuation due to water kw m−1 0.04 -
minimum C:N ratio Qmin - 5.4 -
maximum C:N ratio Qmax - 22⋆ -
slope parameter for C:N ratio σ - 0.48⋆ -
Fe:N ratio in organic matter rFe:N nM  M−1 3.31 · 10−2 3.31 · 10−2
mass:N ratio in organic matter rm:N g mol−1 159 159
mixing rate kmr m d−1 1.15⋆ -
by Waite and Morel (1984) at pH 6.5. Johnson et al. (1994) assumed that
this rate was the same at pH 8, which is not a reasonable assumption (King
et al., 1993; Moﬀet, 2001). Therefore this value is corrected here.
From the results of the zero-dimensional model, colloidal aggregation
(Section 3.2.4), the inﬂuence of Cu on the concentration of reactive oxygen
species and on Fe(II) (Section 3.2.5) and an excess of organic ligands
(Section 3.2.6) is conciderd in the one dimensional model. To ensure an
excess of ligands, a ﬁxed concentration of free iron-binding organic ligands
([L]), taken from the work by (Cullen et al., 2006) is introduced.
Daily values of dust deposition were taken from the output of a global
atmospheric dust transport model by Mahowald et al. (1999) as in the2.3. The one-dimensional model 54
zero-dimensional model.
The biological part of the model is a nitrogen-based ecosystem model by
Oschlies and Schartau (2005) with four compartments, representing
inorganic nitrogen (N), phytoplankton (P), zooplankton (Z) and detritus
(D). Oschlies and Schartau (2005) calibrated the ecosystem model in a
one-dimensional mode against observations at the BATS site and two other
sites in the North Atlantic.
A decoupling between the cycling of Fe and N was allowed by reducing the
uptake of iron under low concentrations, which is diﬀerent to the 0d-model,
for which a uniform Fe:N ratio in phytoplankton, zooplankton and detritus
was assumed. This requires explicit modelling of the Fe content in the
ecosystem compartments, i.e. three further model equations are introduced
(Equations 2.16 - 2.18. The phytoplankton growth rate is still not
dependent on the iron quota of the cells or the external iron concentration.
This assumption eﬀectively makes nitrogen cycling independent from that
of iron and helps to analyse the sensitivity of the iron cycle to parameter
changes without feedback through changing export production. In future
studies, iron limitation of phytoplankton growth should be taken into
account.
In addition to the chemical iron model by Weber et al. (2005) and the
optimised NPZD ecosystem model by Oschlies and Schartau (2005) three
additional biological model equations were implemented. They determine
the evolution of the concentration of iron in phytoplankton (PFe), detritus
(DFe), and zooplankton (ZFe) The equations are based on the NPZD model
by Oschlies and Schartau (2005) and are formulated in units of nM iron
d−1, as follows:
d
dt
[PFe] = rfe:pρ[P] − rfe:pG([P])[Z] − γp (T)[PFe] −
rfe:pγp2[P]
2 (2.16)
d
dt
[ZFe] = rfe:pγzaG([P])[Z] − γzb (T)[ZFe] −2.3. The one-dimensional model 55
rfe:zγz2[Z]
2 (2.17)
d
dt
[DFe] = rfe:pγp2[P]
2 + rfe:p (1 − γza)G([P])[Z] +
rfe:zγz2[Z]
2 − γd (T)[DFe] − ws
d[DFe]
dz
(2.18)
where rfe:p = [PFe]/[P] and rfe:z = [ZFe]/[Z]. The terms on the right hand
side are identical to the terms in the NPZD model except for a
multiplication with either rfe:p or rfe:z. One exception is the uptake of iron
by phytoplankton: While the growth rate of phytoplankton   is the smaller
of either a nutrient- or a light-limited rate   = min( N, L), the iron uptake
rate ρ also depends on iron via ρ = min( , Fe), where
 Fe =  ∗[Fe]/(KFe + [sFe]) has the standard Michaelis-Menten dependency
on iron availability, multiplied by the maximum growth rate  ∗. sFe reﬀers
to truley dissolved iron (FeL, Fe(II)′) Fe(III)′)
The physical part of the model is the General Ocean Turbulence Model
(GOTM: www.gotm.net and Burchard et al. (2006)). The GOTM was
chosen because of its provision of stiﬀ equation solvers appropriate for
dealing with the very fast photochemical reaction rates in the model (order
of seconds). In particular, the recently developed non-negative and
conservative modiﬁed Patankar-type solver for ordinary diﬀerential
equations (Burchard et al., 2005) is used. Meteorological data are derived
from the ERA-40 reanalysis project (Uppala et al., 2005) to drive the
physical model. The light extinction routine after Jerlov (1968) provided by
GOTM is used, whereby photosynthetically available radiation is assumed
to be 43% of the total incoming irradiance (Brock, 1981). Ultraviolet
radiation (UV) is not separately calculated although this may be important
for the iron chemistry at the surface (Kuma et al., 1992; Rijkenberg et al.,
2005). As suggested by Jerlov (1968) and by adjusting the parameter for
attenuation due to chlorophyll and water, the oceanic type IB was chosen.
Thich gave the best model results for nutrient and chlorophyll α
concentrations, with respect to observations (Section 4.2).
A timestep of ϕ = 1 minute was chosen for the integration. Initial studies2.3. The one-dimensional model 56
showed that, together with GOTM’s stiﬀ equation solver, such a timestep is
short enough to deal with the fast photochemical reaction rates. The short
timesteps allow analysis of iron biogeochemistry over the course of a day. A
total period of 9 years (covering the period from the beginning of 1988 until
the end of 1997) was integrated, of which the ﬁrst two years are spin-up
time. The vertical grid consists of 100 layers over 600 m, with layer
thickness increasing non-linearly from 0.9 m in the upper layer to 12.45 m
at 600 meters depth. All sinking biogenic matter is instantaneously
remineralised in the lowermost model box. As only the upper 250 m of the
water column are considered in this study, this assumption does not aﬀect
model results within the timescale of the experiments.2
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Parameter Symbol Unit 0d 1d Source
Chemistry
Fe(II)′ oxidation rate by O2 kox1  M−1 d−1 0.864 - Millero et al. (1987)
oxygen concentration [O2]  M 214 - Millero et al. (1987)
Fe(II)′ oxidation rate by O−
2 kox2 nM−1 d−1 864 - Voelker and Sedlak (1995)
Fe(II)′ oxidation rate by H2O2 kox3 nM−1 d−1 6.24 - Johnson et al. (1994)
Fecol photoreduction rate at 30  E m−3 s−1 kph1 d−1 20.16 1.32 Johnson et al. (1994)
FeL photoreduction rate at 30  E m−3 s−1 kph2 d−1 86.4 - Emmenegger et al. (2001)
Fe(III)′ photoreduction rate at 30  E m−3 s−1 kph3 d−1 1.32 - Johnson et al. (1994)
Fep photoreduction rate at 30  E m−3 s−1 kph4 d−1 20.2 - Johnson et al. (1994)
Fecol formation rate kcol d−1 2.4 - Johnson et al. (1994)
FeL formation rate kfel nM−1 d−1 172.8 - Hudson and Morel (1993)
FeL conditional stability constant kld M−1 1020.3 1022 Wu and Luther III (1995)
free organic ligand concentration [Lig] nM - 2.4 Cullen et al. (2006)
Fe(III)′ reduction rate by O−
2 kred nM−1 d−1 1.3 · 104 - Voelker and Sedlak (1995)
Fe(III)′ scavenging rate ksca kg−1 l d−1 2.5 · 104 2.5 · 103 Nyﬀeler et al. (1984)
Fecol aggregation rate kag kg−1 l d−1 1.224 · 106 1.224 · 101 Wen et al. (1997)
O−
2 dismutation rate kdm nM−1 d−1 2.64 - Voelker and Sedlak (1995)
O−
2 production rate at 30  E m−3 s−1 SO
−
2 nM d−1 1037 - Voelker and Sedlak (1995)
H2O2 decay rate kdis d−1 0.24 - Johnson et al. (1994)
solubility of atmospheric iron ksol % 1 10 Jickells and Spokes (2001)
Total Cu concentration [CuT] nM 1 - Voelker and Sedlak (1995)
Cu(I) oxidation rate by O−
2 kcuox nM−1 d−1 8.1 ·105 - Voelker and Sedlak (1995)
Cu(II) reduction rate by O−
2 kcured nM−1 d−1 1.4 ·103 - Voelker and Sedlak (1995)Chapter 3
The zero-dimensional model
approach: Results, disscussion
and sensitivity studies
This chapter is adapted from the publication:
L. Weber, C. V¨ olker, M. Schartau and D. A. Wolf-Gladrow. Global
Biogeochemical Cycles, Vol. 19, GB1019,doi:10.1029/2004GB002340, 2005
(see also Section 1.4.1).
3.1 Results and discussion
3.1.1 Ecosystem model
The optimized ecosystem model yields the best results for chlorophyll a
concentration (Figure 3.1c) and carbon-based primary production (PP)
(Figure 3.1d). Limitations in modeled PON dynamics (Figure 3.1b) are
detectable and may result from the simpliﬁcations of the NPD model, for
example the neglect of zooplankton and bacterial biomass. Focusing on the
simulated concentrations of dissolved inorganic nitrogen (DIN, representing3.1.1. Ecosystem model 59
nitrate, nitrite, and ammonium) reveals winter values close to observations
with some distinct interannual variations (Figure 3.1a). The modeled
summer DIN concentrations are somewhat higher than the observed nitrate
concentrations by about 0.1 mmol N m−3. However, this deﬁcit falls within
the range of the analytical detection limit and the data-model
intercomparison uncertainty, since ammonium observations were not
explicitly included. The few available ammonium measurements are close to
this summer deﬁcit.
Simple nitrogen-based ecosystem models generally underestimate primary
production shortly after the bloom period and during summer (Schartau
et al., 2001; Schartau and Oschlies, 2003b). The model used here uses a
very simple parameterization of the C:N uptake ratio of phytoplankton that
increases under nitrogen limitation and therefore emulates some of the
dynamics as expressed in more complex models where C and N utilization
are fully decoupled (e.g. Geider et al., 1998; Bissett et al., 1999; Mongin
et al., 2003). Since the C:N decoupling is so important under oligotrophic
conditions, this particular parameterization allows the model to capture the
annual cycle and interannual variability of primary production (PP) very
well, in spite of the fact that it is only nitrogen based. The modeled carbon
uptake rate provides an important link to the chemical iron speciation
component, especially when a constant Fe:C ratio is assumed rather than a
ﬁxed Fe:N uptake rate.
Estimates of the annual export production or new production at the BATS
site range from 0.7 mol C m−2 to 4.4 mol C m−2, depending on the method
used (Carlson et al., 1994). The model predicts an annual export of 3.4 mol
C m−2 out of the mixed layer by mixing, detrainment and sinking of
particulate organic matter, assuming a constant Redﬁeld N:C ratio in
particulate organic matter. Using the sinking and remineralization rate
from the model, a scaling of the export to a depth of 150 m results in 2.5
mol C m−2, somewhat higher than the trap-based estimates at that depth
(0.7 mol C m−2) cited in Carlson et al. (1994). Part of this discrepancy3.1.1. Ecosystem model 60
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Figure 3.1: Observed (crosses) and modeled (line) concentrations of (a) ni-
trate+nitrite, (b) particulate organic nitrogen, and (c) chlorophyll, and (d)
vertically integrated primary productivity at the BATS site. Observations
have been averaged for each cruise and over the mixed layer depth, as de-
scribed in Section 2.2.3.3.1.2. Particulate material 61
might be explained by the absence of a dissolved organic matter pool in the
model.
In general, the model results demonstrate a reasonable ﬁt to the
observations, comparable to results of more complex models such as the
models by Hurtt and Armstrong (1996) and Spitz et al. (2001), although it
does not include an explicit representation of zooplankton, bacteria,
ammonia, or dissolved inorganic carbon. Further improvement in the
biological model would probably require making the C:N ratio not only in
the uptake, but also in the particulate biomass variable. A second
improvement would be the resolution of the depth-dependency to avoid the
unphysical prescription of deep nitrate concentration.
3.1.2 Particulate material
In the open ocean, most of the particles within the surface mixed layer are
typically of biological origin. Jickells et al. (1990) showed that at the BATS
site more than 60% of the particulate matter in the upper 200 m of the
water column are organic, while less than 5% are terrigeneous clays. The
rest is presumably mainly calcite and silicate shells of planktonic organisms.
However, episodic dust deposition events might increase the concentration
of terrigeneous particles temporarily, leading to enhanced scavenging and
thus loss of iron. In the model, sinking particles are therefore split into two
classes, one representing detritus, the other deposited terrigeneous material.
For simplicity, an equal sinking rate for both is assumed. The concentration
of detritus (in kg L−1) is calculated from the nitrogen-based ecosystem
model, assuming a ﬁxed Redﬁeld C:N stoichiometry and that half of the
mass of detritus is carbon. Scavenging of iron depends on particle surface
area rather than mass. To keep the model simple it is assumed that the two
are proportional, i.e. that the particle size spectrum is invariant.
Applying these assumptions, model results show a strong dominance of
biological over terrigeneous particles during most of the year. Only in late3.1.3. Reactive oxygen species 62
summer, when dust deposition reaches its peak, are inorganic particles
more abundant than organic detritus. On average, the concentration of
biogenic particles is about two orders of magnitude larger than that of
inorganic particles. The average composition and annual cycle of particles
are broadly consistent with Jickells et al. (1990). The modeled total
concentration of particles is signiﬁcantly lower (12 mg m−3) than the value
by Jickells et al. (1990) (55 mg m−3). This diﬀerence is due to (i) silicate
and calcite shells which are not represented in the model and (ii) to the
underestimation of particulate organic nitrogen by the model (Figure 3.1b).
One conclusion is therefore that the model is likely to underestimate
scavenging of iron onto sinking particles, although a larger source of
uncertainty is contained in the scavenging rate.
3.1.3 Reactive oxygen species
The redox state of dissolved iron in the ocean is strongly inﬂuenced by the
two reactive oxygen species superoxide, O
−
2 , and hydrogen peroxide, H2O2.
Both species are strong oxidants for Fe(II)’, but O
−
2 also acts as a strong
reductant for Fe(III)’ (Section 1.2.1).
Since the model does not include an explicit pool of coloured dissolved
organic matter (CDOM), the photoproduction rate of superoxide is
assumed to be proportional to light intensity. Voelker and Sedlak (1995)
give a range of O
−
2 photoproduction rates in midday sunlight between 3 and
300 pmol L−1 s−1 in oligotrophic and productive surface waters,
respectively. In the model solutions, [H2O2] varies approximately linearly
with the photoproduction rate. A rate of 12 pmol L−1 s−1 in the standard
experiment is chosen, because with that rate the model produces summer
mixed layer [H2O2] values around 50 nmol L−1, close to observations in the
subtropical Atlantic (Obernosterer et al., 2001).
Rain events can lead to signiﬁcant increases in [H2O2] in seawater (Kieber
et al., 2001). Here, monthly averaged precipitation rates are used and3.1.3. Reactive oxygen species 63
therefore, such singular events are not reproduced. Over longer timescales,
rainfall and uncatalyzed dismutation (Equation 1.2) are of minor
importance as sources of H2O2 compared to the iron-mediated conversion of
superoxide (Equations 1.3 and 1.4).
The modeled concentrations of H2O2 and O
−
2 are shown in Figure 3.2. The
life-time of superoxide is extremely short, so that its concentration during
the night is essentially zero. The maximum concentration reached at noon
follows an annual cycle that reﬂects the annual cycle of irradiance (see
discussion in Section 2.2.3). The model produces maximum values of up to
0.7 nM in summer, when the mixed layer is shallow and irradiance at the
sea surface is highest, and around 0.2 nM in late winter.
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Figure 3.2: Modeled concentrations of hydrogen peroxide (black), and of su-
peroxide (gray). Note the diﬀerent scale for the two concentrations.
The mixed-layer averaged concentration of H2O2 in the model shows a
strong annual cycle, varying between about 10 nM in winter and around 60
nM in summer. Within this annual cycle is also a regular diurnal cycle of
amplitude 1 nM in winter and around 10 nM in summer. The amplitude of
the daily cycle in summer is similar to observed amplitudes in waters of the
open tropical and subtropical Atlantic (Yuan and Shiller, 2001;
Obernosterer et al., 2001).
The time-scale for concentration changes of the reactive oxygen species is
similar to that of vertical mixing, so that vertical gradients in these species
might persist for some time within the mixed layer (Doney et al., 1995),3.1.4. Diurnal variability of iron speciation 64
contrary to the assumptions in the model. Due to nonlinearities in the
chemical reaction equations, this might lead to a daily cycle of the vertically
averaged concentrations that diﬀers slightly from the predictions of the
vertically averaged model of this study. Mainly in winter, when the mixed
layer is deep, a stronger daily cycle at the surface could be expected than
the one predicted with the zero-dimensional model of this study. However,
the deviations should not be very large since the timescales are similar.
3.1.4 Diurnal variability of iron speciation
The modeled iron speciation shows a strong diurnal variability, especially in
summer (Figure 3.3). During the night, FeL and Fecol are the dominant
forms of iron. After sunrise their concentrations decrease quickly while that
of Fe(II)′ increases. A few hours after noon [Fe(II)′] reaches its maximum,
subsequently it decreases while [Fe(III)′] increases.
Because of its short lifetime in oxygenated seawater, there must be a
sustained source of Fe(II)′ throughout the day. Fe(II)′ is produced by direct
photoreduction of ferric iron species, and by the reduction of Fe(III)′ by
photoproduced superoxide. Model results show, that the latter operates at
a rate that is up to more than one hundred times the maximum rate of all
direct photoreductive processes taken together. The dominance of reduction
by superoxide over direct photoreduction has already been proposed for a
more simple laboratory system by Voelker and Sedlak (1995).
The Fe(II)′ produced is subsequently oxidized again to Fe(III)′ by O2, O
−
2
and H2O2. The strong diurnal cycle of [H2O2] and [O
−
2 ] (Figure 3.2) leads
to a corresponding cycle of the redox-reactions. Until midday, iron
reduction outweighs the oxidation, leading to an increase of [Fe(II)′], and
also of [Fe(III)′] at the expense of [Fecol] and [FeL]. In the afternoon, the
balance between reduction and oxidation is reversed because [H2O2] reaches
its maximum and [Fe(II)′] decreases. During the night, all photochemical
reactions stop so that all Fe(II)′ is oxidized to Fe(III)′. Parts of Fe(III)′ are3.1.4. Diurnal variability of iron speciation 65
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Figure 3.3: Modeled concentrations of iron species. Upper picture: diurnal
variability in winter. Lower picture: dirinal variability in summer.
quickly complexed by free organic ligands, with rates up to 5.3 nM day−1.
The formation of colloidal iron is a much slower process (up to 1.1 nM
day−1) compared to organic complexation and oxidation, so that [Fecol]
increases slowly at the cost of [Fe(III)′] during the night.
In summer, the modeled total iron concentration becomes larger than the
complexation capacity by organic ligands (Figure 3.5), leading to enhanced
formation of colloidal iron during the night. See Sections 3.1.5 and 3.2.6 for
discussion.
The diurnal cycle of iron speciation at the BATS site is much weaker in
winter than in summer (Figure 3.3 and 3.4). This is due to a combination
of less sea surface irradiance, deeper mixed layers and higher attenuation by
chlorophyll that all reduce the vertically averaged irradiance within the
mixed layer during winter.3.1.4. Diurnal variability of iron speciation 66
1989 1990 1991 1992 1993 1994 1995 1996 1997 1998
0
0.1
0.2
0.3
0.4
0.5
0.6
year
F
e
 
[
n
M
]
J F M A M J J A S O N D J
0
0.1
0.2
0.3
0.4
0.5
0.6
month
F
e
 
[
n
M
]
1996
Figure 3.4: Modeled iron speciation ([Fe(III)′] - red, [Fe(II)′] - blue, [Fecol]
- green, [FeL] - cyan, [Fep] - purple). Upper ﬁgure: interannual variability.
Lower ﬁgure: annual variability (year 1996).
There is only limited data available to validate the modeled daily cycle in
iron speciation. Measurements of the organic complexation of iron (Wu and
Luther III, 1995; Wu et al., 2001; Witter and Luther III, 1998) and of
colloidal iron (Wu et al., 2001) take substantial time after sampling. They
therefore most likely reﬂect near-equilibrium conditions with no or little
photochemical production of Fe(II)′ that can best be compared with model
results of the night. The modeled average nighttime concentration of
colloidal iron in July is 0.24 nM, which is somewhat smaller than the
observation at the BATS site (0.47 nM) by Wu et al. (2001).
Mesurements of [Fe(II)′] in the ocean are still relatively rare (O’Sullivan
et al., 1991; Kuma et al., 1992; Waite et al., 1995; Croot et al., 2001), but
have generally shown nonvanishing values of [Fe(II)′]. Waite et al. (1995)3.1.4. Diurnal variability of iron speciation 67
observed a speciation cycle of comparable strength to the model results in
Australian shelf waters, a system with much higher concentrations of
organics and total iron than for open ocean conditions. The concentrations
observed in the Southern Ocean by Croot et al. (2001) are of a similar order
of magnitude as the model results. Boye et al. (2003) stated that [Fe(II)′]
becomes especially important at higher iron concentrations across the
continental shelf with up to 80% of dFe. Their data suggest that [Fe(II)′] in
shelf waters is stabilized by organic complexation. Hopkins and Barbeau
(2006) detected [Fe(II)′] just below the oxic-suboxic interface, suggesting
production in-situ by normal cellular processes. Biomediate reduction is
unlikely to be as eﬃcient as photoreduction and further laboratory and
in-situ studies are required to conﬁrm whether this process produce Fe(II)’
at rates that are rapid enough to maintain signiﬁcant steady-state
concentrations of Fe(II)’ in oxic seawater (Ussher et al., 2004).
Measurements of [Fe(II)′] at the BATS location are not forthcoming. In the
absence of more speciation data, it is not possible to come to a ﬁnal
conclusion as to whether the strength of the modeled daily cycle of [Fe(II)′]
is realistic, but it is possible to discuss its dependency on assumptions in
the model:
The main factor that inﬂuences values of [Fe(II)′] is its production rate
either by direct photoreduction of ferric iron species, especially of FeL, or
by reaction with O
−
2 . Although the direct photoreactivity of ferric iron
species may be lower than assumed here (Barbeau et al., 2003), this is
unlikely to aﬀect [Fe(II)′] signiﬁcantly. The reduction of Fe(III)′ by O
−
2
dominates. The main uncertainty is therefore the value of [O
−
2 ] that has not
yet been measured at the BATS site.
The photoproduction rate of O
−
2 was constrained by demanding the
modeled values of [H2O2] to be close to observed values. Constraining [O
−
2 ]
with [H2O2], however, works only if the model includes all signiﬁcant sinks
of O
−
2 . Voelker and Sedlak (1995) have shown that the reaction described in
Equations 1.3 and 1.4 can also be catalyzed by copper, a reaction that has3.1.5. Annual cycle and interannual variability of dissolved iron 68
not been included in the present model run. The possible inﬂuence of
copper is considered further in Section 3.2.5.
In reality, one might also expect that the speciation cycle is somewhat
stronger close to the surface and weaker at the base of the mixed layer
(Section 3.1.3).
3.1.5 Annual cycle and interannual variability of
dissolved iron
The modeled total concentration of dissolved and colloidal iron
([FeT] = [Fe(III)′] + [Fe(II)′] + [FeL] + [Fecol]) ranges between 0.3 nM in
spring and 0.7 nM in summer (Figure 3.5). Our results are close to
observed values in summer (0.6 nM in July 1992, (Wu and Luther III, 1994)
and 0.58 nM in July 1998 (Wu and Boyle, 2002)) but higher than
observations in spring (0.2 in March 1998 (Wu and Boyle, 2002)) and in
autumn (0.2 nM in October 1991, Wu and Luther III (1994)). Two
mechanisms that could explain the diﬀerence are considered in Sections
3.2.2 and 3.2.4. However, Wu and Boyle (1998) also measured around 0.5
nM Fe in March 1987 in surface water near Bermuda.
The total concentration of organic ligands ([LT] = [L] + [FeL]) varies
between 0.15 nM in summer and about 0.5 nM to 0.85 nM in late
winter/early spring (Figure 3.5). This annual cycle results from the annual
cycles of mixed layer depth and from the concentration of total organic
ligands below the mixed layer. The latter was prescribed using a linear ﬁt
to observations of soluble ligands in the eastern North Atlantic from Wu
et al. (2001). The annual variation is somewhat greater than the range of
observations by Wu and Luther III (1995) (0.3 nM to 0.6 nM) which,
however, do not necessarily cover the complete seasonal variability. The
modeled excess of iron over total ligands in summer has no counterpart in
observations at the BATS location. This is clearly an indication that the
model is too simplistic with respect to organic ligands and suggests that a3.1.5. Annual cycle and interannual variability of dissolved iron 69
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Figure 3.5: Modeled total Fe-(black) and total ligand concentration (dash) as
well as observed iron concentration by Wu and Luther III (1994); Wu and
Boyle (2002) (crosses)
production of ligand by the biota should be included in future models.
However, this work is restricted to studying the eﬀect of a persistent ligand
excess on the cycling of iron (Section 3.2.6).
The temporal variation of [FeT] in the mixed layer is caused by several
factors, including seasonal variations in biological uptake and
remineralisation, scavenging, dust deposition, and exchange with deeper
water (Figure 3.6a).
The spring phytoplankton bloom leads to a strong uptake of iron. Only
part of the iron taken up is remineralized, so that a signiﬁcant drawdown of
iron is observed. During spring, the drawdown of iron is further enhanced
by the formation of detritus that leads to increased scavenging of iron on
particles. Most of the scavenging ﬂux (99.7% of the annual mean) occurs
through colloid aggregation, only 0.3% occurs through direct scavenging
from the dissolved phase.
In summer, the dust deposition reaches its annual maximum. At the same
time the mixed layer is very shallow so that the incoming iron is distributed3.1.5. Annual cycle and interannual variability of dissolved iron 70
over a lower depth than during the rest of the year. Since biological
productivity is low, the dust deposition results in an elevated iron
concentration.
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Figure 3.6: Modeled iron ﬂuxes (dust deposition - blue, biological uptake -
light blue, remineralisation of biological matter - green, exchange with deeper
water - orange and scavenging - brown)
The ﬂux of iron due to the exchange with water from below the mixed layer
changes direction during the year (Figure 3.6a). The main export and
import processes through water exchange are caused by the annual cycle of
the mixed layer depth. During the deepening of the mixed layer at the end
of the year water from below is mixed in and delivers new iron. Due to the
mixed layer shoaling in spring, iron is lost to deeper water. The annual
input by entrainment of water during mixed layer deepening is higher than
the export during mixed layer shoaling, because the strongest annual mixed
layer shoaling takes place during the plankton bloom when iron3.1.5. Annual cycle and interannual variability of dissolved iron 71
concentrations within the mixed layer are low.
A further process of water exchange is ambient turbulent mixing at the
base of the mixed layer. As the total concentration of dissolved and
colloidal iron is mostly lower within the mixed layer than below, this leads
to a net upward transport of iron, albeit only half as strongly as the annual
mixed layer cycle.
The diﬀerent iron ﬂuxes are also variable on interannual scales (Figure
3.6b). Lower iron input and/or higher biological export during certain years
are compensated by water mass mixing. In years with low atmospheric
deposition or high biological export, less iron can be exported by mixing
with deeper water so that the nett import due to water mixing is relatively
high. This ensures that the interannual cycle of the iron concentration is
stable and barely dependent on the strength of the biological activity and
atmospheric deposition.
Jickells (1999) estimated a budget for the various iron ﬂuxes at the BATS
site from available observations. A comparison of his estimate with the
average budget of the present study (Table 3.1) displays some similarities
but also some diﬀerences. Jickells (1999) estimates of dissolved iron input
from dust is approximatley seven times higher than in the present study,
due to a combination of a higher estimate of total iron input (4.2  mol m−2
d−1, vs. 1.4  mol m−2 d−1) and higher average solubility (2.4% vs. 1%).
Both ﬂux values are possible (see Section 3.2.1). The average net biological
iron uptake predicted by the present study, falls within the (fairly broad)
range given by Jickells (1999). However, a much stronger vertical ﬂux from
mixed layer dynamics is obtained than Jickells estimate of the vertical
diﬀusion. This can be explained by the fact that the ﬂuxes of the model
used in the present study involve the temporal correlation of mixed layer
depth and iron concentration. This is an eﬀect that cannot be captured by
estimating the ﬂux from vertical diﬀusivity and an average concentration
proﬁle. In fact, the vertical ﬂux from turbulent mixing at the base of the
mixed layer is within the range given by Jickells (1999). In the budget of3.2. Sensitivity studies 72
this study, the large upward ﬂux of iron from mixed layer dynamics is
compensated to a large extend by the sinking of iron scavenged onto
particles, a process that Jickells (1999) did not attempted to estimate. It is
important to emphasize here that the model does not consider its budget in
any way more realistic than the one by Jickells (1999), given the large
uncertainty in the parameter values that were used. However, it
demonstrates the importance of mixed layer dynamics when considering the
balance of ﬂuxes at the BATS site.
Table 3.1: Comparison of iron ﬂux estimates at the BATS site (Jickells,
1999) with average ﬂuxes from the model. All ﬂuxes are given in 10−3  mol
m2 d−1, positive values are ﬂuxes into the mixed layer. Here n.a. denotes
’not applicable’
Iron ﬂux Jickells Model average
(1999) (1989 – 1998)
Dissolved atmospheric input 100 15
Biological export -4 – -105 -51
’Upwelling’ ﬂux 3 – 40 106
Scavenging loss n.a. -72
3.2 Sensitivity studies
Current research is bringing the iron biogeochemistry into sharper focus
but uncertainties remain in critical parts of the iron system. To date, the
aim of the iron model used in this study is not so much to give accurate
numerical predictions of iron ﬂuxes and concentrations, but to provide a
numerical modeling environment, which allows better investigation of the
complex relationship between iron inputs, speciation, and bioavailability in
oceanic surface waters. The diﬀerentiation between the various forms of
iron allows to have a closer look at individual processes within the complex
biogeochemistry of the iron cycle and enables statements about the
sensitivity of model results to changes in still less-well constrained
parameter values.3.2.1. Solubility of atmospheric iron 73
3.2.1 Solubility of atmospheric iron
The solubility of iron in aeolian deposited dust depends on the form of
deposition (wet or dry), the composition and the atmospheric history (e.g.
the number and duration of times the dust particle underwent entrapment
in water droplets and subsequent drying) of the dust particle (Spokes and
Jickells, 1996; Jickells and Spokes, 2001; Arimoto, 2001) and of their size
(Baker and Jickells, 2006). Observed solubilities vary between 0.1% and
10%, with earlier measurements or estimates (Zhuang et al., 1990; Duce
and Tindale, 1991) generally tending towards higher values than more
recent ones (Spokes and Jickells, 1996; Jickells and Spokes, 2001). This
large range of solubilities means that iron ﬂuxes, that are calculated from
model- (Mahowald et al., 1999) or observation- (Kim et al., 1999; Kim and
Church, 2001) based dust deposition rates, have an uncertainty of at worst
two orders of magnitude. It is therefore crucial to study the sensitivity of
the modeled iron concentrations and ﬂuxes to variations in this parameter.
Several model runs were conducted which diﬀered only in the solubility
(between 0.1 and 10%) of iron from dust. Results show that the variation of
solubility over two orders of magnitude does not lead to a proportional
variation of the concentration of total dissolved iron within the mixed layer
(Figure 3.7). On average, the concentration in the model run with 10%
solubility is 1.2 times (maximally 3 times) higher than the run with 1%
solubility. Most aﬀected are the summer concentrations, when the stable
and shallow mixed layer prevents exchange with deeper waters. Increasing
the solubility above 2.5% leads to summer values of [FeT] over 1 nM which
are incompatible with most observations (Wu and Boyle, 1998; Cullen
et al., 2006).
This raises the question, why are the mixed layer concentrations so
insensitive to the value of the solubility? Over annual timescales, the input
of iron from dust deposition must be balanced by other ﬂuxes of iron into
or out of the mixed layer. These include: (i) net biological uptake, (ii) loss3.2.1. Solubility of atmospheric iron 74
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Figure 3.7: Total Fe concentration of model runs with varying solubility of
deposited dust (year 1996).
of iron adsorbed to the surface of sinking particles, and (iii) exchange with
water below the mixed layer by turbulent mixing, entrainment and
detrainment. The biological uptake (i) is ﬁxed, since a ﬁxed phytoplankton
Fe:N ratio and a growth rate independent of Fe concentrations is assumed.
Compensation by sinking of iron adsorbed on particles (ii) is possible if
more iron is adsorbed per particle. The two pathways of adsorption are
scavenging and aggregation of colloids. Both pathways involve a step whose
rate is proportional to [Fe(III)′]. A ten times higher loss by (ii) would thus
imply a ten times higher concentration of [Fe(III)′] with unchanged
concentration of particles. This is not found in the model results.
The main process that damps changes of [FeT] with varying iron input is
mixing with deeper water (iii). The mean annual ﬂux of iron due to
exchange with deeper water is the diﬀerence between the strong positive
ﬂux during mixed layer deepening and the negative ﬂux during mixed layer
shoaling (Figure 3.6 and Section 3.1.5). The import ﬂux is proportional to
[FeT] below the mixed layer, while the export ﬂux is proportional to [FeT]
within the layer. Because the net ﬂux is the diﬀerence between two large3.2.2. Fe:N and Fe:C ratio of the phytoplankton uptake 75
opposite ﬂuxes, a small change in [FeT] within the mixed layer can lead to a
large change in the export ﬂux and hence in the net ﬂux.
The weak sensitivity of iron concentrations to the solubility is therefore
caused by the strong vertical mixing mainly associated with the annual
mixed layer cycle at the BATS site. Similar behavior would be expected at
other locations with strong vertical mixing, but not at more stratiﬁed
oceanic regions, e.g. in the tropics.
3.2.2 Fe:N and Fe:C ratio of the phytoplankton
uptake
The uptake of iron is modeled assuming either a constant Fe:N ratio or a
constant Fe:C ratio in phytoplankton primary production. Observed Fe:N-
or Fe:C-ratios of diﬀerent phytoplankton species vary by up to two orders
of magnitude: Sunda and Huntsman (1995, 1997) reported Fe:C-ratios
between 2 and 13  mol mol−1 (Fe:N 13-86  mol mol−1, assuming Redﬁeld
stoichiometry) for open ocean phytoplankton, and much higher values for
coastal species, while Muggli et al. (1996) measured a comparatively high
Fe:N ratio of 250  mol mol−1 in an open ocean diatom. Moreover,
phytoplankton cells seem to possess the physiological plasticity to adapt
their Fe:C-ratio to environmental conditions, such as iron limitation (Sunda
and Huntsman, 1995).
In the standard model run, an Fe:N-ratio of 33  mol mol−1 is assumed
(corresponding to a Fe:C-ratio of 5  mol mol−1, assuming Redﬁeld
stoichiometry). Using this ratio, Johnson et al. (1997) were able to
reproduce a variety of diﬀerent deep vertical iron proﬁles with a
one-dimensional diﬀusion-remineralization-scavenging model. This should
therefore be close to an average Fe:N-ratio in the remineralization of organic
matter and possibly also to an average uptake ratio. Nevertheless, the
Fe:N-ratio in phytoplankton uptake at the BATS site might deviate from
such an average, e.g. due to the presence of nitrogen ﬁxers at the BATS site.3.2.2. Fe:N and Fe:C ratio of the phytoplankton uptake 76
A number of model runs were performed, varying the value for the
Fe:N-ratio (10, 20, 33, 50, 100 and 200  mol mol−1) or the Fe:C ratio (2, 5
and 13  mol mol−1). Surprisingly, the diﬀerence between model runs that
assume a constant Fe:C ratio is small (Figure 3.8, lower panel), when
compared to the diﬀerence between runs assuming a constant Fe:N ratio
(Figure 3.8, upper panel). This is in spite of the fact that the C:N ratio in
primary production in the model reaches values more than double the
Redﬁeld value in summer. However, this happens during a time where the
biological iron uptake is relatively small compared to the iron source from
dust deposition.
In summer, therefore, the variation of the Fe:N or Fe:C ratio causes only a
small change in the concentration of dissolved iron (Figure 3.8). Only
during the spring phytoplankton bloom period does the concentration of
dissolved iron decreases with increasing biological uptake. Fe:N-ratios up to
100  mol mol−1 lead to concentrations of dissolved iron that are in the
range of observed concentrations. In contrast, Fe:N-ratios above 150  mol
mol−1 lead to iron concentrations tending to zero during the phytoplankton
bloom and therefore to iron-limited conditions. The subtropical Atlantic is
not thought to experience regular iron limitation (Fung et al., 2000), due to
ample supply of iron from dust deposition from the surrounding land
masses. Therefore it was assumed the mean Fe:N-ratio at the BATS site
does not exceed a value of 150  mol mol−1.
The balances of the annually averaged ﬂuxes of the model are strongly
aﬀected by the elemental ratio. The more iron is taken up, the more iron is
entrained by mixing with deeper water and the less iron is scavenged. For
example, a 10 times higher Fe:N ratio leads on average to entrainment
ﬂuxes 2.6 times higher and to scavenging ﬂuxes 0.8 times lower. The
exchange with deeper water and the reduced scavenging compensate the
higher uptake so that the iron concentration remains relatively stable.
The main compensation is again caused by the mixing with deeper water.
Due to the strong seasonal mixed layer cycle small changes in iron3.2.2. Fe:N and Fe:C ratio of the phytoplankton uptake 77
J F M A M J J A S O N D J
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
month
F
e
 
[
n
M
]
1996
Fe:N=33 
Fe:N=100
Fe:N=150
Fe:N=200
J F M A M J J A S O N D J
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
month
F
e
 
[
n
M
]
1996
Fe:C=2
Fe:C=5
Fe:C=13
Figure 3.8: Total Fe concentration (year 1996) of model runs with vary-
ing Fe:N-ratio ( mol mol−1) in phytoplankton (upper panel) or with varying
Fe:C-ratio ( mol mol−1) (lower panel)3.2.3. The form of bioavailable and atmospheric iron 78
concentration lead to strong changes in vertical iron ﬂuxes (Section 3.2.1).
A decrease in scavenging with increasing Fe:N-ratio is caused by the lower
values of [Fe(III)′] during the spring bloom, the time when most of the
scavenging takes place because of high particle concentrations.
3.2.3 The form of bioavailable and atmospheric iron
It is generally assumed that phytoplankton only assimilates dissolved iron.
Dissolved iron concentrations in seawater are low because of the low
solubility of Fe(III)
′ in oxygenated seawater (Byrne and Kester, 1976), so
the availability of iron can limit phytoplankton productivity (Bruland
et al., 1991). Furthermore, not all forms of iron in seawater are equally
available for uptake by phytoplankton. Experiments in artiﬁcial or
UV-digested seawater (Anderson and Morel, 1982; Hudson and Morel,
1990) have shown a dependency of iron uptake on ferric dissolved inorganic
Fe(III)
′. However, complexation by strong organic ligands (e.g. Gledhill and
van den Berg, 1994; Van den Berg, 1995; Rue and Bruland, 1995; Wu and
Luther III, 1995) results in Fe(III)
′ concentrations in seawater that are too
low to support growth. Uptake of iron bound to organic complexes has
been demonstrated (Soria-Dengg and Horstmann, 1995; Maldonado and
Price, 1999, 2001), but cyanobacteria and eukariotes diﬀer in the classes of
organic complexes they can access (Hutchins et al., 1999), probably because
of diﬀerent uptake mechanisms. Uptake by eukariotes often involves
extracellular iron reductases, a theoretically very eﬃcient iron uptake
mechanism (V¨ olker and Wolf-Gladrow, 1999). Barbeau et al. (1996)
suggested that microbial protozoan grazers can solubilize colloidal iron.
Results by Nodwell and Price (2001) and Chen et al. (2003) demonstrate a
direct uptake of colloidal iron.
Therefore, sensitivity runs were conducted, with varying form of iron
(Fe(III)′, Fe(II)′, FeL, or Fecol) that is actually taken up by phytoplankton
during its growth. This allows to study whether this has an eﬀect on the3.2.3. The form of bioavailable and atmospheric iron 79
iron biogeochemistry in the mixed layer. The model results demonstrated
no signiﬁcant eﬀect caused by this change. The diﬀerences in concentration
between model runs are maximally 0.01 nM and are therefore far from
causing iron limiting conditions. The reason for that result is that the
biological iron uptake rate reaches maximally 0.01 nM d−1 during the
bloom, while the photochemical rates of cycling between diﬀerent iron
forms are 1 to 4 orders of magnitude higher (Figure 3.9). Uptake is a
relatively slow process compared to the rapid iron cycling between its
diﬀerent forms, so that cycling ensures enough supply of iron whichever
form of iron is taken up.
Fepart
Fecoll Fe(III)’
Fe(II)’ FeL
Biology
88.3 1.12
1.56
87.6
0.44
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0.21
Figure 3.9: Flux diagram showing the annually averaged rate of change of
iron concentrations associated with individual processes (in nM d−1). Arrows
without number correspond to an average rate of change smaller than 0.01
nM d−1.
The model has a similarly weak sensitivity to the form of atmospheric iron.
Zhuang et al. (1992) suggested that up to 50% of iron in rainwater is
dissolved Fe(II) due to low pH-values and photoreduction in atmospheric3.2.4. Aggregation of colloids 80
water. In contrast to that, Zhu et al. (1997) assumed that only 1-2% of the
iron is reduced to Fe(II) during the atmospheric transport. Jickells and
Spokes (2001) concluded that the form of iron that dominates in
atmospheric iron depends on the source of dust, the duration of transport
and the intensity of the atmospheric processes.
Model runs were conducted with varying form of the deposited iron
([Fe(III)′], [Fe(II)′], [FeL] or [Fecol]) to investigate whether this has an eﬀect
on the iron biogeochemistry in the mixed layer. The model results are only
slightly aﬀected by which form of iron is deposited and only at times of high
iron input. The concentration diﬀerence of total dissolved iron in the mixed
layer is maximally 1 pM depending on which form of iron is deposited. The
annual mean rate of change of the iron concentration in the mixed layer due
to atmospheric deposition varies between 0.0007 and 0.0013 nM per day
(maximal rate 0.08 nM d−1 during dust deposition events in summer),
which is much smaller than the cycling rates (see above) between the iron
forms. Hence, whatever form of iron is deposited, the fast cycling of iron
between its diﬀerent forms ensures that neither the concentration and
speciation of iron nor the iron ﬂuxes are signiﬁcantly aﬀected.
3.2.4 Aggregation of colloids
Colloids are a size class between soluble chemical species and sinking
particles (Wells and Goldberg, 1992). In the present study, colloidal iron is
deﬁned by the ﬁlter cutoﬀs 0.02 - 0.4  m used by Wu et al. (2001). The
aggregation of marine colloidal matter is an important mechanism for
transferring dissolved substances into the macro-particle size range (Farley
and Morel, 1986; Honeyman and Santschi, 1989). The stability of colloids is
mainly inﬂuenced by chemical interactions with particle surfaces (Stumm,
1992). In spite of low particle concentrations in the open ocean it is
suggested that marine colloids are very dynamic with high colloidal
aggregation rates (Moran and Buesseler, 1992; Baskaran et al., 1992).3.2.4. Aggregation of colloids 81
Colloid aggregation and scavenging have been suggested by Wu and Boyle
(2002) to explain part of the gradient in total dissolved iron concentration
between Bermuda and the Bahamas.
To investigate the role of colloidal aggregation on the transfer of iron to
sinking particles, model runs were conducted with and without colloidal
aggregation. A further uncertainty is, that the photoreactivity of iron on
marine particles (and therefore of the newly formed aggregates) is to the
best of our knowledge not very well constrained. Iron tends to build strong
inner-sphere surface complexes with particles (Stumm, 1992) that are
probably not very photoreactive. Therefore both model runs (with and
without aggregation) were performed twice, varying the photoreduction
rate of iron on particles, kph4, between that of colloidal iron, kph1 and zero.
Without colloidal aggregation the modeled total iron concentrations do not
diﬀer between the runs with and without photoreduction of particle-bound
iron (Figure 3.10). The particle concentration at the BATS site is so low
that, without colloid aggregation, the scavenging of iron becomes negligible
compared to the ﬂuxes by atmospheric input, biological uptake and
exchange with deeper water.
With colloidal aggregation the modeled total iron concentration during the
spring bloom is signiﬁcantly lower (on average 26% lower with
photochemical reduction of particle-bound iron, and 57% lower without)
than without (Figure 3.10). With colloidal aggregation, the average total
loss of iron by adsorption onto sinking particles is -72 × 10−3  mol m2 d−1
with photochemical reduction of particle-bound iron, and 171 × 10−3 mol
m2 d−1 without. In both cases around two orders of magnitude larger than
without aggregation. This increased loss through aggregation is
compensated by exchange ﬂuxes from below. The exchange ﬂux increases
because of the lowered iron concentration during the spring bloom, which
leads to a smaller loss of iron during the mixed layer shoaling in late spring.
It is obvious that we need to know more about aggregation rates and the3.2.5. Inﬂuence of Cu on the concentration of reactive oxygen species
and Fe(II) 82
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Figure 3.10: Total Fe concentration (year 1996) of model runs with and
without colloidal aggregation (ca) and with and without photoreduction of
particles (pr).
photoreactivity of iron bound to particulate surfaces to determine the role
of colloid aggregation in the cycling of iron. Nevertheless, the sensitivity
study suggests that the fate of dissolved organic matter exuded by
phytoplankton and its role in colloidal aggregation is expected to strongly
inﬂuence the iron speciation process and thus iron availability for algal
growth.
3.2.5 Inﬂuence of Cu on the concentration of reactive
oxygen species and Fe(II)
The strong daily cycle of iron speciation and the high concentrations of
Fe(II)’ reached during the day are mostly a consequence of the
photochemical production of superoxide. The necessary rate of
photochemical superoxide production from observed concentrations of
hydrogen peroxide was inferred. Superoxide itself has a very short lifetime
and has yet not been measured at the BATS site. However, there is a
possible ﬂaw in the indirect constraint of superoxide concentration by3.2.5. Inﬂuence of Cu on the concentration of reactive oxygen species
and Fe(II) 83
observations of hydrogen peroxide: The reaction from superoxide to
hydrogen peroxide can be catalyzed by several other transition metals
besides iron. In seawater this is primarily done by copper via the two
coupled reactions
O
−
2 + Cu(II) → O2 + Cu(I) (3.1)
O
−
2 + Cu(I) + 2H2O → H2O2 + Cu(II) + 2OH
− (3.2)
(Voelker and Sedlak, 1995).
To investigate the inﬂuence of copper on the strength of the daily cycle of
superoxide concentration and iron speciation, rate expressions
corresponding to reaction equations (3.1) and (3.2) were added to the
evolution equations for hydrogen peroxide (2.15) and superoxide (2.14),
with reaction rates taken from Voelker and Sedlak (1995) (Table 3.2). The
concentrations of Cu(I) and Cu(II) were determined from the total Cu
concentration, assuming the two reactions (3.1) and (3.2) to be in steady
state.
Total copper concentrations at the BATS site are about 1 nM, with
somewhat higher concentrations in summer. Most of that copper is bound
to strong organic ligands, but in summer there is a weak excess of copper
over ligand concentrations (Moﬀett, 1995). Voelker and Sedlak (1995) have
shown that reaction rates of organically complexed Cu(II) with O
−
2 are
orders of magnitude lower than for free cupric ion Cu2+. Therefore, two
sensitivity experiments Cu1 and Cu2 were performed, the ﬁrst assuming
that all copper is complexed by organic ligands, the other assuming that all
Table 3.2: Additional or changed model parameters in experiments Cu1 and
Cu2.
Parameter Symbol Unit Cu1 Cu2
total Cu concentration CuT nM 1 1
Cu(I) oxidation rate by O
−
2 kcuox nM−1 d−1 8.1 · 105 8.1 · 105
Cu(II) reduction rate by O
−
2 kcured nM−1 d−1 1.4 · 103 6.9 · 105
[O
−
2 ] production rate at 30  E m−3 s−1 SO
−
2 nM d−1 778 1733.2.5. Inﬂuence of Cu on the concentration of reactive oxygen species
and Fe(II) 84
Cu(II) is present as the free cupric ion Cu2+. The photochemical
production rate of O
−
2 (SO
−
2 ) in these experiments were re-adjusted, in order
to compensate for the increase in [H2O2] due to reactions (3.1) and (3.2).
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Figure 3.11: Modeled concentrations of hydrogen peroxide (black), and of
superoxide (gray) with catalytic superoxide dismutation by Cu. Upper picture:
experiment Cu1. Lower picture: experiment Cu2. Note the diﬀerent scale
for the two concentrations.
The additional catalytic pathway for O
−
2 dismutation lowers the maximum
mid-day summer [O
−
2 ] values from 0.7 nM in the reference experiment to
0.1 nM in Cu1 and even 1.5 · 10−4 nM in Cu2 (Figure 3.11. This decrease
in [O
−
2 ] causes a similar, but weaker decrease in maximum mid-day summer
[Fe(II)′] values from 0.45 nM for the reference experiment to 0.3 nM in Cu1
and 0.013 nM in Cu2.
In spite of this drastic reduction in [Fe(II)′] both experiments show a strong
diurnal cycling of Fe between its diﬀerent dissolved forms (Figure 3.12),
albeit somewhat smaller than in the reference experiment.3.2.6. The role of excess ligands 85
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Figure 3.12: Modeled concentrations of Fe(III)’ (blue), of Fe(II)’ (red), of
Fecoll (green), and of FeL (cyan) with catalytic superoxide dismutation by
Cu. Upper picture: experiment Cu1. Lower picture: experiment Cu2.
3.2.6 The role of excess ligands
Most determinations of organic complexation of iron in seawater have
shown an excess of dissolved organic ligands over total dissolved iron (e.g.
Rue and Bruland, 1995; Van den Berg, 1995; Wu and Luther III, 1995;
Witter and Luther III, 1998), leading to picomolar concentrations of
Fe(III)′. In the eastern Atlantic, however, Wu et al. (2001) have also shown
the opposite can occur. The question therefore is how model results would
change under a permanent excess of [LT] over [FeT]. Potentially, a
permanent ligand excess might change model results signiﬁcantly, because
[Fe(III)′] determines the rates of scavenging, of colloid formation, and of the
reduction of iron by superoxide.
The sensitivity of the model results to a permanent ligand excess is tested3.3. Summary and conclusions of Chapter 3 86
here by changing the prescribed vertical proﬁle of [L] such that [LT] below
the mixed layer is always at 2 nM. As expected, this change drastically
reduces [Fe(III)′] and changes the daily speciation cycle in summer: While
the speciation at night in summer was dominated by [Fe(III)′] and [Fecol] in
the standard model run (Figure 3.3), it is dominated by [FeL] in the
sensitivity study (Figure 3.13), followed by [Fecol]. During the day, [Fe(II)′]
increases until shortly after noon, and decreases afterwards. Although the
increase in [Fe(II)′] is accompanied by a corresponding decrease in [FeL], it
is not principally caused by direct photoreduction of FeL, but by reduction
of Fe(III)′ by O
−
2 . Fe(III)′ is then replenished by dissociation of the
FeL-complex. The amplitude of the daily [Fe(II)′]-cycle is somewhat smaller
(about 25% smaller for the speciﬁc day chosen in Figure 3.13) than in the
reference run. One may therefore conclude that a change from an excess of
iron over ligands to an excess of ligands over iron aﬀects which iron species
are most involved in the daily speciation cycle. The overall strength of the
cycle itself is hardly altered. The reduced concentration of Fecol and
Fe(III)′, compared to the situation with excess iron, decreases the rate at
which iron is lost from the mixed layer by the aggregation of colloids and
the scavenging of iron onto sinking particles. The total loss of iron via these
pathways is 46% lower in the sensitivity run than in the standard model
run. However, since the ﬂuxes of iron at the BATS site are dominated by
water mass mixing, dust deposition and net biological consumption, this
does not inﬂuence the modeled total iron concentration and its annual cycle
signiﬁcantly.
3.3 Summary and conclusions of Chapter 3
A zero-dimensional model was constructed that describes the cycling of iron
between its various physical (dissolved, colloidal, particulate) and chemical
(redox state and organic complexation) forms in the oceanic mixed layer.
The model is coupled to a simple ecosystem model and is driven by3.3. Summary and conclusions of Chapter 3 87
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Figure 3.13: Diurnal cycle of iron speciation for July 9, 1996 (compare to
Figure 3.3) with permanent excess of organic ligands ([LT] ≈ 2 nM) over
dissolved iron concentrations.
observed or modeled values of dust deposition, mixed layer depth,
temperature, and solar irradiation from the Bermuda Atlantic Timeseries
Study (BATS).
Despite its simplicity, the ecosystem model performed well in reproducing
chlorophyll a concentrations and primary production data from BATS.
This was achieved by applying an optimization algorithm to determine a
best parameter set for the ecosystem model and by using a
parameterization for variable C:N phytoplankton nutrient utilization rates,
which becomes important as soon as phytoplankton experiences nitrogen
limitation. The annual export production is somewhat on the high side of
the available data-based estimates. The model underestimates the
concentration of particulate organic nitrogen in summer, probably due to
the absence of an explicitly modeled microbial loop.
Model results show total dissolved iron concentrations that are in good
agreement with observed values (Wu and Luther III, 1995; Wu and Boyle,
2002). Modeled annual average ﬂuxes of iron are also within the (still
broad) limits of data-based estimates (Jickells, 1999), but depend strongly
on relatively uncertain parameter values. The model results of the present
study, however, show that an important role in the vertical ﬂux of iron3.3. Summary and conclusions of Chapter 3 88
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Figure 3.14: Modeled concentrations of Fe(III)’ (dark blue), of Fe(II)’ (red),
of Fecoll (green), and of FeL (cyan) with permanent excess of organic ligands
([LT] ≈ 2 nM) over dissolved iron concentrations.
plays the entrainment and detrainment of water during the annual cycle of
mixed layer deepening and shoaling. This ﬂux is dominant in the sense that
it balances the other ﬂuxes in such a way that the total dissolved iron
concentration in the mixed layer at the BATS site does not depend strongly
on the size of e.g. dust input, but remains tightly coupled to the
concentration below the mixed layer. This result clearly depends on the
strength of the annual mixed layer cycle and cannot be generalized to other
more quiescent oceanic regions.
The primary aim of the present study was to achieve a better qualitative
understanding of the role of iron speciation and the processes inﬂuencing it
as part of the biogeochemical cycling of iron. Since there is little data on
iron speciation and its temporal evolution at the BATS site, the conclusions
here are made on the basis of sensitivity studies using the model and are of
a more qualitative nature. Using these results, the original questions posed
in the introduction (Section 1.4) are re-stated and answered below:
1. How strong is the daily photochemical redox-cycling of iron at the
BATS site? How important is the direct photoreduction of iron
species compared to the reduction by photoproduced superoxide? Is
there an inﬂuence of other transition metals on the strength of the3.3. Summary and conclusions of Chapter 3 89
redox cycle?
Regardless of the details of the chemical model, the daily irradiance
cycle drives a strong cycle of iron speciation. This cycle is
characterized by concentrations of Fe(II)′ that closely follow the
irradiance cycle (with maximum values attained soon after noon).
During the night, speciation is dominated by ferric iron species. The
increase of [Fe(II)′] during the day is primarily driven by the
reduction of Fe(III)′ by photoproduced superoxide, with direct
photoreduction of organically complexed Fe(III) or other ferric iron
species being much weaker. A strong diurnal cycling of Fe between its
diﬀerent dissolved forms was found in all model experiments. The
maximum value of [Fe(II)′] reached during the day depends strongly
on the chemical environment (mainly on the concentration and degree
of organic complexation of copper, and on the rate of photochemical
production of superoxide, less on the presence of organic ligands for
iron). The model results therefore suggest that daylight
concentrations of Fe(II)′ in the surface ocean will depend on local
conditions such as presence of copper and colored dissolved organic
matter. Nevertheless, the photochemically driven cycling of iron
between its various chemical forms is generally rapid. The
photochemical reactivity of organic complexes of iron seems to be of
little importance for this cycling.
2. Under which conditions can colloid aggregation lead to a signiﬁcant
loss of iron from the surface layer of the ocean?
This study does not include a full model of colloid formation and
aggregation, but implies the formation of inorganic iron-containing
colloids and their aggregation onto larger sinking particles. Bearing
that in mind, and that the aggregation rate has been extrapolated
from measurements made at much higher particle concentrations, the
model results suggest that aggregation of colloids is an important3.3. Summary and conclusions of Chapter 3 90
process even in the open ocean, which can lead to signiﬁcant iron
removal from the mixed layer. Whether the iron that adsorbs on
sinking particles by aggregation of colloids is exported out of the
mixed layer, however, also depends on the photochemical lability of
the adsorbed iron, which is not analysed in ﬁeld or laboratory yet.
3. How strong is the inﬂuence of the solubility and the chemical form of
dust-deposited iron?
Model results show that increasing the percentage of dissolvable iron
in dust increases the concentration of iron in the mixed layer mainly
in summer, when the mixed layer is shallow. The annual mean
concentration of iron is much less sensitive to the solubility. In an
annual average the variation of iron input by variation of the
solubility of iron in dust is compensated by the the iron ﬂux via
exchange with deeper waters, especially during the strong vertical
mixing in winter. However, solubilities of atmospheric iron greater
than 2.5% lead to dissolved iron concentrations in summer that are
incompatible with observations. The small sensitivity of the average
dissolved iron concentration at the BATS site to the value of the
solubility is caused by the very strong vertical exchange associated
with the mixed layer cycle at the BATS site and cannot be
generalized to more stratiﬁed oceanic regimes. There has been some
debate over which chemical species of iron is prevalent in dust
deposition, especially in wet deposition. However, the speciation of
deposited iron makes no signiﬁcant diﬀerence to the model results.
Whatever form of iron is deposited, the rapid daily cycling of iron
between its diﬀerent forms assures that neither the concentration and
speciation of iron nor the iron ﬂuxes are signiﬁcantly aﬀected.
4. Does it make a diﬀerence to the iron cycle, which chemical form of
iron is taken up by phytoplankton? How sensitive are model results to
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Changes in the Fe:N ratio in organic matter do not strongly aﬀect
modeled total dissolved Fe concentrations. They lead to
corresponding changes in the vertical biologically mediated ﬂux of
iron, but these changes are compensated by the same mechanism as
changes in dust iron solubility, namely by exchange with water masses
from below the mixed layer. Only Fe:N ratios above 150  mol mol−1
lead to iron concentrations during the phytoplankton bloom that
would limit phytoplankton growth. This is generally not assumed to
happen at the BATS site. The insensitivity of modeled iron
concentrations to the Fe:N ratio is again not valid for the ocean
generally, but due to the strong vertical exchange at the BATS site.
However, a more general conclusion is that from the point of view of
the dissolved iron chemistry, it makes no signiﬁcant diﬀerence
whether phytoplankton cells take up Fe(III)′, Fe(II)′ or FeL. The
rapid cycling of iron between its diﬀerent dissolved forms ensures that
any pool that is depleted by biological uptake gets replenished
quickly. This is mainly due to the redox-reactivity of iron with
respect to superoxide and on the daily concentration cycle of
superoxide. It does not mean, on the other hand, that the preference
of phytoplankton for the one or the other form of dissolved iron
cannot have biogeochemical consequences: it is assumed here that
phytoplankton growth is unlimited by iron availability, but in reality,
the uptake rate of any chemical species depends on its concentration
in the medium, which would be diﬀerent for individual iron species.
This is likely to be of importance in iron-limited ocean regimes.
Many of the still qualitative statements above could be made more
quantitative if more data to validate the model predictions would become
available. A dataset of time-resolved iron speciation, including
measurements of Fe(II)′, H2O2, and also some information on the
concentration and organic complexation of copper would be useful in this
respect.3.3. Summary and conclusions of Chapter 3 92
One should expect that modeling oceanic regions which are more stratiﬁed
than the BATS site, would yield modeled iron concentrations that are much
more sensitive to parameters such as the solubility of iron in dust or the
colloid aggregation rate. Therefore, validating such model results at
diﬀerent sites in the ocean has more potential to constrain these parameters.
Further model development is required to address:
(i) the simplistic assumption of uniform nutrient concentrations within the
mixed layer. The short timescale of photochemical processes can lead to
vertical concentration diﬀerences within the mixed layer that can only be
represented with a depth-dependent physical model. The next step is
therefore to set up a one-dimensional extension of this model (Section 2.3
and Chapter 4).
(ii) the simplistic representation of photochemical reactions, assumed to
vary with irradiance over the visible band. In reality, ultraviolet radiation is
probably also important, but much more attenuated with depth.
(iii) the still very simple representation of the cycling of organic iron
ligands and colloids.
The points (ii) and (iii), however, require further information from
laboratory and ﬁeld experiments with regards to the quantum yield of the
diﬀerent photochemical processes, and to the origin and fate of organic
ligands for iron present in seawater.Chapter 4
The one-dimensional model
approach: results, disscussion
and sensitivity studies
4.1 Results of the physical model (GOTM)
The annual cycle of the physical properties in the model is driven primarily
by seasonal changes in surface heat ﬂux and wind stress. Strong thermal
stratiﬁcation is present in summer, largely due to higher heat ﬂuxes and
lower wind stresses. The modelled temperature and salinity proﬁles (Figure
4.1 and 4.2) as well as the mixed layer depth (Figure 2.1) are in good
agreement with observations (Steinberg et al., 2001): In summer, the
mixed-layer has temperatures around 24 ◦C, and is generally of reduced
salinity compared to the rest of the year. There is a subsurface salinity
maximum, and strong density gradients in the upper 100m. Temperature
ﬂuctuation of the surface layer (top 1-2m), associated with the diurnal
thermal cycle, ranges from 0.2 to 2.5 ◦C depending on the net daytime
surface heat ﬂux (controlled by cloud cover and wind stress) and
mixed-layer depth. In winter, the mixed layer is more saline and mean4.1. Results of the physical model (GOTM) 94
Figure 4.1: Temperature proﬁle at the BATS site in ◦C. Top: Model results
with the GOTM of the present study. Bottom: Observed data (Steinberg
et al., 2001).4.1. Results of the physical model (GOTM) 95
Figure 4.2: Salinity proﬁle at the BATS site in ppm. Top: Model results with
the GOTM of the present study. Bottom: Observed data (Steinberg et al.,
2001).4.2. Results of the ecosystem model 96
temperatures are around 19 ◦C, while mixed-layer depths vary from 150 to
250m. In general, the GOTM results show a passable ﬁt to the observations
(compare also with Section 2.1) which meets the requirements of the
present study.
4.2 Results of the ecosystem model
The ecosystem model has already been used to study the nitrogen cycle at
the BATS site with good results (Oschlies and Schartau, 2005). However,
the present study used a diﬀerent physical model and diﬀerent forcing
ﬁelds. Therefore, the main features of the biological model solution are
presented here brieﬂy.
The biological part of the model produces dissolved inorganic nitrogen
(DIN) and chlorophyll a (Chl α) concentrations, that are close to
observations (Figure 4.3).
DIN concentrations at the BATS site are low in the upper ocean (lower
than 1  M N), reﬂecting the oligotrophic conditions in the North Atlantic
subtropical gyre. In late winter, the deepening of the mixed layer leads to a
peak in DIN concentrations. The model reproduces this annual cycle quite
well, with slightly overestimation of DIN concentrations (by around 1  M
N) at the spring maximum. The modelled vertical DIN gradients are also
close to those observed, with slight underestimation (by around 1  M N) in
seasonal variability of DIN below 120 m.
The distribution of Chl α at the BATS site is characterised by a spring
bloom that is initiated by the increasing irradiance during the annual
shoaling of the mixed layer, and later by the development of a deep
chlorophyll maximum below the shallow summer mixed layer. The
modelled timing of the spring bloom is in good agreement with
observations. During late spring and summer the modelled concentrations
reveal a deep Chl α maximum just like in the observations. Chl α4.2. Results of the ecosystem model 97
Figure 4.3: Modelled and observed concentrations of DIN (Nitrate + Nitrite)
in  M (top) and chlorophyll α in  g l−1 (bottom)4.3. Iron ﬂuxes below the mixed layer 98
concentrations are slightly overestimated in the model, especially in the
upper 60 m (by around 0.1  g l−1). Lower concentrations in Chl α were
observed in years 1990 and 1991 which are not reproduced by the model.
The annually averaged vertical sinking ﬂux of detritus at 100 m depth
varies between 0.67 and 0.83 mol C m−2 a−1, which is within the range of
published estimates of export production at the BATS site (0.7 to 4.4 mol
C m−2 a−1, Carlson et al. (1994)), albeit at the lower end. Both the
assumption of a constant C:N ratio of 6.625 in organic matter and the lack
of a dissolved organic carbon pool might cause the export production of the
model to be biased somewhat downward.
In general, the ecosystem model results demonstrate a reasonable ﬁt to the
observations which meet the demands of the present study.
Model solutions for PFe, ZFe and DFe, i.e. the iron content in the
ecosystem model, depend on the dissolved iron concentrations in the water
column and will be discussed in the following sections.
4.3 Iron ﬂuxes below the mixed layer
4.3.1 Initial state
For the initial model run (Run I) of the 1d model, the same parameter set
for the iron chemistry is used as in the 0d model (Table 2.2; apart from the
photoreduction rate of colloidal iron discussed as in Section 2.3). Run I
does not generate results close to observations (Figure 4.4, top). Modelled
iron concentrations within the mixed layer varies between 0.2 nM in
summer and 1 pM in spring. Because of the very low [dFe] values in the
mixed layer, uptake of iron by phytoplankton is strongly limited, leading to
Fe:N quotas in the ecosystem model far below the maximum. Below the
mixed layer, concentrations are lower than 1 pM. This result is independent
of the chosen bottom boundary condition. In contrast, observations at the4.3.1. Initial state 99
BATS site show annual variations between 0.1 nM and 2.0 nM at the
surface, a subsurface minimum around 0.1 nM near 100 m depth, and
values between 0.4 - 0.6 nM below (Wu and Boyle, 2002; Sedwick et al.,
2005). These unrealistic model results can be traced back to the basic
model structure as follows:
Unlike the earlier zero-dimensional model approach, the iron proﬁle below
the mixed layer is not prescribed in the one-dimensional model. In
consequence, the source of iron from deeper water has to be generated by
the model itself. The lack of iron at depth may result either from an
underestimated iron source or from overestimated iron sinks. From
observations of dissolved iron it has been estimated that the scavenging
residence time of iron in the deep ocean is around 200 years (Johnson et al.,
1997; Bergquist and Boyle, 2006). Close to the surface however, residence
times for dissolved iron concentrations are estimated to be in the order of 1
to 5 months (Bergquist and Boyle, 2006). Even faster removal processes
(second or less) of iron at the surface are observed during iron fertilisation
experiments (Nishioka et al., 2005). These are associated with the
association of dFe with suspended colloids by surface complexation and
subsequent aggregation of these colloids with ﬁlterable particles. Hence, the
one-dimensional model suﬀers from the necessity to reconcile slow iron loss
processes at depth with fast timescales in the mixed layer.
Vertical diﬀusion, providing a source of iron and compensation for loss
processes, is rather low in the model (< 1 cm2 s−1), in agreement with
observational estimates by Musgrave et al. (1988) and Ono et al. (2001).
One missing process in a one-dimensional model is lateral advection which
might import or export iron throughout the water column.
Note, hereafter, “deep water” will be referred to as water at z= 250 m
unless otherwise speciﬁed since for the present study only concentrations
directly below the mixed layer are relevant.4.3.1. Initial state 100
Figure 4.4: Modelled concentrations of dFe in nM: Model Run I (top) and
Model Run A (bottom). Note the diﬀerent scales for the two plots.4.3.2. Reconciling slow iron loss processes at depth with short
timescales in the mixed layer 101
4.3.2 Reconciling slow iron loss processes at depth
with short timescales in the mixed layer
While the zero-dimensional model has its focus on fast removal processes in
surface waters, the parameter setting of the one-dimensional approach of
this study needs to handle the slower processes below the mixed layer as
well.
After running the model with the parameter values chosen for the 0d
model, the lack of iron below the mixed layer is a result of export ﬂuxes
(through colloidal aggregation and scavenging) being bigger than the
supply through remineralisation of detritus which, in the model, is the only
large source of iron below the mixed layer.
The imbalance between the diﬀerent ﬂuxes can have three explanations: (i)
the assumed rates for colloidal aggregation and/or scavenging are too large
and/or (ii) organic complexation processes, that increase the residence time
of iron, are not strong enough and/or (iii) the assumed sources of iron are
not suﬃcient.
Point (iii) will be discussed in Section 4.6. To examine (i) and (ii) the
following simple calculation can be made. Below the mixed layer the
photochemistry can be safely ignored. For simplicity, vertical diﬀusion will
be neglected here as well. Averaging over a time interval long enough to
neglect time derivatives, the following balances are obtained:
• balance equation for colloidal iron Fecol: colloid formation equals
aggregation loss,
0 = kcFe(III)
′ − kaFecol (4.1)
where ka = kag(P + rm:ND) is the eﬀective aggregation rate for a
given concentration of inorganic particles P and detritus D
• balance equation for Fe(III)′: dissociation of iron complex equals4.3.2. Reconciling slow iron loss processes at depth with short
timescales in the mixed layer 102
formation of ligands + scavenging + colloid formation
0 = kldFeL − kfelFe(III)
′L − ksFe(III)
′ − kcFe(III)
′ (4.2)
where ks = ksca(P + rm:ND) is the eﬀective scavenging rate for a
given concentration of inorganic particles and detritus
• balance equation for complexed iron FeL: remineralisation of iron
from decay of organic matter + complex formation equals complex
dissociation,
0 = R + kfelFe(III)
′L − kldFeL (4.3)
where R is the iron remineralisation rate R = rFe:NγdD
These equations are simple enough to be solved analytically, as follows:
Fe(III)
′ =
R
kc + ks
(4.4)
Fecol =
kc
ka
R
kc + ks
(4.5)
FeL =
R + kfelFe(III)′L
kld
(4.6)
Average modelled values of detritus and inorganic particle concentrations
at 250 m depth are D = 0.0086 M and P = 1.3kgl−1. The average
temperature is T = 18.5◦C. At these concentrations of particulates, ks is
much lower than kc. To ﬁrst order Fecol = R/ka and Fe(III)′ = R/kc,
i.e. the colloidal iron concentration is inversely proportional to the colloid
aggregation rate, and the inorganic iron concentration is inversely
proportional to the colloid formation rate. However, during the spring
bloom, detritus concentrations in the model at 250 m depth can reach D =
0.07  M, which makes it a crucial factor at this time of the year which
needs to be taken into consideration. Calculating R from the models
temperature and detritus concentration and by inserting the parameter
values of the 0d-model, results in Fecol = 0.3pM and FeL = 0.9pM. These4.3.2. Reconciling slow iron loss processes at depth with short
timescales in the mixed layer 103
Table 4.1: Conditional stability constant of organic complexes (kld [M−1]).
Reference kFeL Location
Observations
Gledhill et al. 1994 (min) 1018.8 North East Atlantic
Wu et al. 1995 1020.6 North West Atlantic
Rijkenberg et al. 2006 1021.75 Southern Ocean
van den Berg et al. 1995 1021.8 North West Atlantic
Cullen et al. 2006 1022.01 Sargasso Sea
Witter et al. 2000 1022.4 Southern Ocean
Gledhill et al. 1994 (max) 1022.5 North East Atlantic
Model
Run I 1020.3 BATS site
Run A 1022 BATS site
values are orders of magnitude lower than observations. From Eq. 4.5 it is
obvious that the only way to have Fecol closer to observations is to decrease
the colloid aggregation rate kag. FeL can be increased by either increasing
ligand strength (i.e. decreasing kld) or by increasing Fe(III)′ through
decreasing kc, or by a combination of both. Observed conditional stability
constants for iron binding ligands (e.g. Table 4.1) range between 1018M−1
to 1022.5M−1.
The rate constant for the formation of colloidal iron, kc, appears to be
somewhat better constrained, e.g. by Johnson et al. (1994) who determined
kc by measuring the change in dissolved Fe(III) concentrations during dark
periods after addition of 10 nM Fe(III). Under the assumption that kc is
already of the correct order of magnitude, a pragmatic increase of kld by a
factor of 50 as well as a decrease of kag by a factor of 1000 yields the
concentrations in the right order of magnitude Fecol = 0.3 nM and FeL =
0.1 nM. Results of the 1d model with parameters modiﬁed (Run A)
accordingly to kag = 1224 and kld = 1022 (see Table 2.2) are close to
observations and will be discussed in more detail in Section 4.4. Run A will
be referred as the standard model run of the present study.4.3.3. Is the parameter modiﬁcation justiﬁed in terms of observations? 104
4.3.3 Is the parameter modiﬁcation justiﬁed in terms
of observations?
Colloidal aggregation
The colloidal aggregation rate needs to be three orders of magnitude lower
than in the zero-dimensional model to achieve model results close to
observations. In spite of low particle concentrations in the open ocean it is
suggested that marine colloids are very dynamic with high colloidal
aggregation rates (Moran and Buesseler, 1992; Baskaran et al., 1992). So
far, there are no methods to measure colloids directly in situ in seawater at
typical oceanic concentrations. Detailed processes that lead to changes in
particle size are not fully understood (Wells, 2002). This makes it diﬃcult
to represent colloidal processes in a model adequately. Wen et al. (1997)
performed some radiotracer experiments to study the interactions between
ionic, colloidal and natural particulate forms of iron. The initial colloidal
aggregation rate (Run I) was derived from this work, proportional to the
concentration of particles and colloids. However, Wen et al. (1997)
preformed the experiments with particle-rich waters (10 mg/L) from the
Galveston Bay, at the coastline of Texas, USA. For the particle poor region
at the BATS site (around 0.01 mg/L), conditions which lead to
aggregations are diﬀerent.
Strong ligands
In the 0d-model a conditional stability constant of Fe-organic complexes of
1020.3M−1 was used, as was measured by Wu and Luther III (1995).
However, the range of the measured conditional stability constants by
diﬀerent authors is wide (e.g. Table 4.1) and reaches from 1018M−1 to
1022.5M−1. Therefore, a large window of opportunity exists for the choice of
the model’s conditional stability constant, bearing in mind that in the ocean
diﬀerent classes of ligands with diﬀerent binding strength exist (Gledhill4.4. Temporal dynamics in the mixed layer 105
and van den Berg, 1994; Cullen et al., 2006) and that the relatively simple
representation of this model approach only allows for one “typical” class.
The value 1022M−1 that is used is within this admittedly large range of
variation and agrees with the observed value for iron binding ligands in the
Sargasso Sea by Cullen et al. (2006). However, diﬀerent from Gledhill and
van den Berg (1994) who found strong binding ligands throughout the
water column, Cullen et al. (2006) suggested that in surface waters in the
Sargasso Sea, strong ligands with a conditional stability constant of 1022.01
relative to total inorganic Fe appeared to dominate while in deep water
ligands have stability constant 12-15 times smaller. The model cannot
conﬁrm these observations, since stronger ligands with a stability constant
of around 1022 are required, especially below the mixed layer, to reproduce
a realistic iron proﬁle. Further model development in terms of diﬀerent
ligand classes is required. Since this will add new parameters to the model,
such an approach will also need further information (qualitatively and
quantitatively) from laboratory and ﬁeld experiments with regard to the
origin, strength and fate of organic ligands for iron in the seawater.
4.4 Temporal dynamics in the mixed layer
4.4.1 Diurnal variability of iron speciation
The modelled iron and reactive oxygen speciation show a strong diurnal
variablity in the upper water column (Figures 4.5), just like the model
results of the 0d-model.
The hydrogen peroxide ([H2O2]) concentration follows a distinct diurnal
pattern, with highest values during mid- to late afternoon and lowest
concentration in the morning. The depth limit of diurnal variations in H2O2
concentration is variable, ranging from 20 m in winter to around 40 m in
summer. The mixed-layer averaged concentration of hydrogen peroxide in
the model demonstrate a strong annual cycle, varying between 25 nM in4.4.1. Diurnal variability of iron speciation 106
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Figure 4.5: Diurnal variability of modelled iron concentrations (nM)4.4.1. Diurnal variability of iron speciation 107
Table 4.2: Maximum redox rates in nM d−1 at noon in August
Rate 1 m depth 40 m depth 100 m depth
kox1 70.52 10.84 0.40
kox2 424.10 14.84 0.05
kox3 454.10 21.44 0.06
kred 871.80 41.37 0.24
kph1 0.44 0.04 0.00
kph2 40.37 5.51 0.34
kph3 0.19 0.00 0.00
kph4 0.01 0.00 0.00
winter and around 65 nM in summer. These results are in good agreement
with observations in the subtropical Atlantic by Obernosterer et al. (2001).
They detected H2O2 concentrations of, on average, 42 nM both in surface
waters and in proﬁles up to 50 m depth. This followed a distinct diurnal
pattern, with highest concentrations during mid- to late afternoon and
lowest concentrations during the morning. The lifetime of superoxide is
extremely short (order of seconds) so that its modelled concentration
correlates strongly to irradiance with maximum concentration at noon and
zero values at nighttime. FeL and Fecol are the dominant forms of iron
during the night. During daytime the concentrations of Fe(II)’, Fe(III)’
become signiﬁcant due to photochemical reactions. At the surface Fe(II)’ is
produced by direct photoreduction of ferric iron species but mainly by the
reduction of Fe(III)’ by photoreduced superoxide (Table 4.2).
Consistent with the rates estimated by Voelker and Sedlak (1995), iron
reduction by superoxide occurs at a rate that is up to more than a hundred
times the maximum rate of all direct photoreductive processes taken
together. Photoproduction of superoxide and its subsequent transformation
to hydrogen peroxide leads to a corresponding cycle of iron redox-reactions
and to an increase in [Fe(II)′] and [Fe(III)′] in the daytime at the expense of
[FeL]. Variation in [FeL] between day and night is up to 60% at the surface.
The Fe(II)′ produced is subsequently oxidised again to Fe(III)′ by O2, O
−
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Figure 4.6: Annually averaged rates of change of modelled iron concentrations
[nM d−1] at 0-40 m depth. Arrows without number are smaller than 0.01
and H2O2. Until midday, iron reduction outweighs oxidation, leading to an
increase of [Fe(II)′], but also of [Fe(III)′] at the expense of [FeL]. In the
afternoon, the balance between reduction and oxidation is reversed because
[H2O2] reaches its maximum and [Fe(II)′] decreases. During the night all
photochemical reactions stop so that all Fe(II)′ is oxidised to Fe(III)′, some
which is rapidily complexed by free organic ligands. The formation and
photoreduction of colloidal iron in the model is a much slower process (one
to two orders of magnitude) compared to organic complexation, oxidation
and photoreduction (Figure 4.6). Variations in [Fecol] between day and
night are therefore in the order of a few percent (around 1% at the surface).4.4.1. Diurnal variability of iron speciation 109
Light as the driving force behind photochemical cycling decays strongly
with depth. Compared to the surface, modelled photoreduction and
oxidation rates are about one order of magnitude lower at 40 m depth and
about four orders of magnitude lower at 100 m depth (Table 4.2). On the
other hand, the strong vertical mixing within the mixed layer acts to oppose
the creation of concentration gradients within the mixed layer. The vertical
distribution of (directly or indirectly) photoproduced species, such as Fe(II)′
therefore depends on the equilibrium between mixing and production which
is strongly aﬀected by the life-time of the species. The shorter the life-time
of a species is, compared to the time-scale of vertical mixing, the stronger
its vertical distribution is coupled to that of its production (Doney et al.,
1995). Model results clearly show strong vertical gradients in the amplitude
of the diurnal cycle of all photoproduced species (superoxide, Fe(II)’,
Fe(III)’ and hydrogen peroxide) within the mixed layer. The diﬀerent
life-times of the diﬀerent photochemically produced species are reﬂected in
diﬀerent depth dependencies of their daily cycle (Figure 4.7).
The concentration of the shortest-lived species, superoxide, decreases
strongest with depth, while the daily cycle of hydrogen peroxide is less
directly related to the exponential decrease of light intensity. The creation
of vertical gradients within the mixed layer is enhanced by the stabilisation
of the water column during the day by solar warming. The redox-reactions
of inorganic Fe and organic complexation determine the residence time of
dissolved iron in the euphotic zone by keeping iron in solution (Fe(II)’,
Fe(III)’ and FeL) and therefore preventing it from scavenging or building
colloids and subsequently aggregating. Therefore, a distinct proﬁle of [dFe]
develops with higher concentrations of iron at the surface, strongly
decreasing then over the upper 40 m with decreasing light availability.
Additional to the decrease in photochemical activity with depth, a [dFe]
minimum develops between 40 and 100m due to increased biological
activity at this depth (Section 4.2). Below the deep chlorophyll maximum
[dFe] increases back to a concentration of approximately 0.6 nM due to4.4.1. Diurnal variability of iron speciation 110
Figure 4.7: Vertical gradients of irradiation (black) and the photoproduced
species O
−
2 (red), Fe(II)’ (blue), Fe(III)’ (magenta) and H2O2 (green) at
noon in summer (1. June - 31. August).4.4.2. Annual cycle and interannual variability of dissolved iron 111
remineralisation of organic detritus.
The model results agree well in summer with observations by Wu and
Luther III (1994) (Figure 4.8). A similar vertical pattern is also observed
by Sedwick et al. (2005) but with a greater range between maximum and
minimum concentrations of the proﬁle. The iron proﬁle concentrations in
spring are simular to the observations by Wu and Boyle (1998), with
smaller diﬀerences between minimum and maximum concentrations in
spring than in summer.
4.4.2 Annual cycle and interannual variability of
dissolved iron
The modelled concentration of dissolved iron in the mixed layer ranges
from 0.56 nM in spring to 0.85 nM in summer (Figure 4.4, bottom), which
is a little higher than observations by Wu and Boyle (2002) (0.2-0.6 nM)
and within the range of observations by Sedwick et al. (2005) (0.1-2 nM).
These iron concentrations are never limiting for phytoplankton uptake.
Therefore the Fe:N quota in phytoplankton, zooplankton and detritus are
always close to the prescribed maximum quota rFe:N, justifying a posteriori
the neglection of iron limitation for phytoplankton growth in the present
study. The model seems to overestimate the minimum [dFe] concentrations,
possible because of the low value required for colloidal aggregation (see also
Section 4.6).
The range of iron concentration over the year is subject to a strong seasonal
cycle of [dFe], caused by the annual mixed layer cycle, spring
phytoplankton bloom and dust deposition.
Strong winter deepening of the mixed layer leads to dilution of [dFe].
Increased detritus concentrations in March and April, caused by the spring
phytoplankton bloom, supports colloidal aggregation and scavenging, which
lead to a further drawdown in [dFe]. Additionally, the uptake of iron by4.4.2. Annual cycle and interannual variability of dissolved iron 112
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Figure 4.8: Annual mean proﬁle of modelled dFe concentration (black line)
with maximum (summer) and minimum (spring) values (area in light gray).
Measured dFe concentration at BATS in spring (circle) and summer (cross)
by Wu and Luther III (1994); Wu and Boyle (1998) (red) and Sedwick et al.
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phytoplankton is increased at this time. The main import of iron occurs in
summer when dust storms from the Sahara arrive. At this time the mixed
layer is shallow and phytoplankton activity is low. The import of
atmospheric iron increases [dFe] in the surface water until the winter
deepening of the mixed layer starts again.
The annual cycle of modelled Fe has no signiﬁcant interannual changes in
dFe concentration and speciation. In contrast to that, the dust deposition
has a interanual variability, with changes by a factor of more than 2.5.
Changes in iron input due to increased dust deposition are buﬀered by a
change in the residence time of dFe (Section 4.4.3) due to associated
increase in particle concentration and therefore increased colloidal
aggregation and scavenging.
4.4.3 Residence time of iron
The residence time of dissolved iron is usually deﬁned as the ratio between
the total dissolved iron concentration (in nmol/l) and the rate at which
dissolved iron is lost (in nmol/l/d). Typically a constant scavenging
residence time, i.e. a proportionality between dissolved iron concentration
and scavenging loss is assumed. However, iron speciation, and
nonlinearities in the dependency of loss on concentrations may make this
assumption invalid. In the present model these processes are at least
partially resolved. It is therefore interesting to investigate how the eﬀective
residence time in the model varies over time and depth, as the colloid
aggregation rate had to be changed in such a way that the model results
are consistent with subsurface observations (Section 4.3.2).
The focus here is on the residence time with respect to scavenging and
colloid aggregation, i.e. the two processes that transfer iron from the
colloidal and dissolved phase to ﬁlterable particles. This rate is formally4.5. Parameter sensitivity 114
deﬁned by
τ =
[Fe(III)′] + [Fe(II)′] + [Fecol] + [FeL]
(kag[Fecol] + ksca[Fe(III)′])([A] + [DFe])
(4.7)
where [A] is the concentration of inorganic particles.
The annual cycle of τ at the surface shows values up to 30000 days in
winter when neither organic nor inorganic particles are present in great
numbers. This is of the same order of magnitude as estimates for the deep
ocean (see Section 4.3.1). The residence time is reduced markedly to
approximatley one hour in late spring following the phytoplankton spring
bloom. The phytoplankton bloom inﬂuences the residence time negatively
by uptake of dFe directly but also vicariously by producing detritus. A
second reduction in the residence time occurs in summer as a consequence
of dust deposition events (Figure 4.9). In winter, the smaller deposition of
atmospheric iron remains within the mixed layer longer, while in summer
the higher deposition leads to a stronger source, but also to a faster loss
because of the increased particle density.
4.5 Parameter sensitivity
As for all numerical models, the particular solution depends on the choice
of biogeochemical parameters. Some of the model parameterisations, e.g.
for colloid aggregation, attempt to describe a complex process in a simple
way. Estimation of the corresponding parameters therefore remains a major
challenge. Even though some of the parameters of this study are based
upon measurements taken in the laboratory and the ocean, most are based
on approximations and also often on pragmatic assumptions. It is therefore
necessary to investigate the sensitivity of the model results to changes in
the parameter values that are most uncertain.
Because of the large number of parameters involved, the sensitivity tests
are limited to variation in one parameter at a time, leaving all other4.5. Parameter sensitivity 115
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Figure 4.9: Contour plot of the residence-time (in years) of dFe in the upper
300 m. Note the log-scale.4.5.1. Comparison of parameter sensitivity between the 0d and the 1d
model 116
parameters unchanged (Table 2.2, 1d). Two sensitivity runs per parameter
were conducted, one with a 50% lower and one with a 100% higher value.
For purposes of comparison, the same sensitivity study was done with the
zero-dimensional model. The main eﬀects of these parameter changes on
dissolved iron concentrations are summarised in Table 4.3.
4.5.1 Comparison of parameter sensitivity between
the 0d and the 1d model
Comparing the one-dimensional model results of the sensitivity study with
model results of the same sensitivity study using the zero-dimensional
model (Table 4.3) reveals that the one-dimensional model is much more
sensitive to parameter changes of the main sources and sinks (solubility of
atmospheric iron, colloidal aggregation and uptake by phytoplankton).
Model results of the zero-dimensional model indicate an important role of
the vertical ﬂux of iron due to the entrainment and detrainment of water
during the annual cycle of mixed layer deepening and shoaling. This ﬂux is
dominant in the sense that it balances the other ﬂuxes in such a way that
the total dissolved iron concentration in the mixed layer does not depend
strongly on the size of dust input, colloidal aggregation or uptake (Table
4.3), but remains tightly coupled to the concentration below the mixed
layer, which is prescribed. In the one-dimensional model iron proﬁles below
the mixed layer have to be generated by the model itself (see also Section
4.3.1). This leads to bidirectional feedbacks. Changes in the surface ﬂuxes
are not necessarily compensated by the exchange with deeper water
anymore and need to be balanced in other ways. However, the vertical
exchange in the one-dimensional model can buﬀer the sensitivity of certain
ﬂuxes as well. The most distinct example of this is the solubility of
atmospheric iron. One would expect that doubling ksol would increase [dFe]
in the mixed layer by more than 13%, bearing in mind that dust deposition
is a major source of iron in the model. Here, the higher solubility of iron is4.5.1. Comparison of parameter sensitivity between the 0d and the 1d
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Table 4.3: Change in modelled dFe concentration [%] of the parameter sen-
sitivity study with the one-dimensional model of the present study (1d) and
the zero-dimensional model (0d). Zero values correspond to changes smaller
than 0.5 %. Surf = upper 100m. 250 = 250 m depth. Bold values correspond
to changes in concentration larger than 5%.
Surf Mean Surf Max Surf Min 250 Mean
Parameter double half double half double half double half
1d
ksol 13 -6 36 -18 10 -6 3 -2
rFe:N -7 3 -7 4 -9 5 2 -1
kag -5 2 -5 3 -7 4 -7 4
kcol -1 1 -1 1 -2 2 -2 2
kfel 1 -1 1 0 1 -1 0 -1
kld 1 -1 1 -1 1 -2 1 -2
ksca 0 0 0 0 0 0 0 0
kox1 0 0 0 0 0 0 0 0
kox2 0 0 0 0 0 0 0 0
kox3 0 0 0 0 0 0 0 0
kph1 1 -1 1 0 1 -1 0 0
kph2 1 -1 0 -1 1 -1 0 0
kph3 0 0 0 0 0 0 0 0
kph4 0 0 0 -1 1 -1 0 0
kred 0 0 0 0 0 0 0 0
0d
ksol 2 -1 7 -3 1 0 - -
rFe:N -2 1 -1 0 -8 4 - -
kag -3 2 0 0 -17 11 - -
kcol -1 1 0 0 -4 5 - -
kfel 0 0 0 0 1 -3 - -
kld 0 0 0 0 0 0 - -
ksca 0 0 0 0 0 0 - -
kox1 0 0 0 0 0 0 - -
kox2 0 0 0 0 0 0 - -
kox3 0 0 0 0 0 0 - -
kph1 1 -1 0 0 5 -4 - -
kph2 0 0 0 0 0 0 - -
kph3 0 0 0 0 0 0 - -
kph4 1 -1 0 0 8 -8 - -
kred 0 0 0 0 0 0 - -4.5.2. Atmospheric iron 118
buﬀered by changes in vertical iron ﬂuxes in the same way than the
interannual variability of dust deposition hardly inﬂuence the interannual
consistency of [dFe] (see Section 4.4.2).
The one-dimensional model conﬁrms therefore the results of the
zero-dimensional model, that the concentration of dFe in the mixed layer is
strongly regulated by the concentration below the mixed layer.
4.5.2 Atmospheric iron
Estimates of the solubility of iron from dust vary between 0.1% and 50%,
(Zhuang et al., 1990; Duce and Tindale, 1991; Spokes and Jickells, 1996;
Jickells and Spokes, 2001; Baker et al., 2006).
Changing the solubility of dust-deposited iron (ksol) in the model has the
strongest eﬀect on [dFe] in surface waters of all parameters. In contrast,
changes due to changes in ksol are rather small at depth.
The main deposition of atmospheric iron occurs in summer when the mixed
layer is shallow and the mixed layer prevents exchange with deeper water.
A higher solubility leads therefore to a higher accumulation of iron in the
upper water column. The solubility of atmospheric iron inﬂuences the
annual mean proﬁle of [dFe] down to 200 m with the strongest eﬀect at the
surface and a decreasing eﬀect with depth. Almost all atmospheric iron
which dissolves forms FeL, since the formation of organic complexes is a
faster process than the formation of colloids (see Section 4.4.1). Hence an
increase in solubility leads to an increase in [FeL] and the additional iron is
kept in solution. Winter mixing brings it down to 200 m.
Increasing the solubility leads to an increase in both maximum and
minimum dFe concentrations at the surface. As the spring minimum in
dissolved iron is already quite high compared to observations, a solubility
higher than about 2% seems unlikely.4.5.3. Iron uptake 119
4.5.3 Iron uptake
Changes in the maximum Fe:N-ratio in phytoplankton (rFe:N) aﬀect the
uptake of iron by phytoplankton and the amount of iron released during
remineralisation of detritus. At the parameter values used (Table 2.2, 1d),
iron is never limiting to phytoplankton so that the actual Fe:N ratio in
phytoplankton, zooplankton and detritus is always close to the maximum.
An increased uptake due to doubling of rFe:N, decreases the mean
concentration of dFe in the surface by 6% on average. During the
phytoplankton bloom in spring [dFe] can be up to 9% lower. The increased
uptake on the other hand leads to an increase in deep dissolved iron
concentrations. The changes are strongest near the depth of maximum
remineralisation (near 100m depth), but at 250m depth the increase in dFe
concentration is still 2%.
This leads to a proﬁle of [dFe] with a more pronounced diﬀerence between
minimum concentrations at 50 m depth in the annual average and a local
maximum below. Consequently, a smaller value of rFe:N leads to less
uptake, less remineralisation and a more uniform dFe proﬁle with less
diﬀerence between minimum and maximum concentrations. A proﬁle like
the one with higher rFe:N comes closer to observed proﬁle characteristics
(Section 4.4.1). Sedwick et al. (2005) observed even higher diﬀerences
between minimum and maximum concentrations, both more extreme.
Hence, the model results suggest a higher maximum Fe:N-ratio than
initially allowed. Bergquist and Boyle (2006) estimate an Fe:C ratio for the
North Atlantic which is approximately twice the Fe:C-ratio used in the
zero-dimensional model to calculate the Fe:N-ratio. The North Atlantic
may have elevated Fe:C ratios compared with most of the ocean owing to
the higher surface dFe and luxury Fe uptake by organisms (Sunda and
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4.5.4 Colloids and ligands
The parameters relating to organic complexes and colloids were discussed in
Section 4.3.2. One has to bear in mind that the uncertainty in the rates of
colloidal aggregation and in the strength of organic complexes is orders of
magnitude higher than the 50% to 100% range used in the sensitivity
experiments here, for consistency, for all parameters.
Changes in the colloidal aggregation rate kag have the largest eﬀect, as they
change the concentration of dFe almost uniformly throughout the proﬁle
with a slightly greater eﬀect below the mixed layer. Doubling the value of
kag leads to a 5% decrease of [dFe] in the upper 100m and a 7% decrease
below the mixed layer (250 m). The eﬀect is stronger in deeper water
because the photochemistry, which leads to redissolution of colloids in
surface waters, vanishes with depth (see Section 4.4.1). In the sensitivity
experiments, the eﬀect of changes in colloid formation, the scavenging rate
or the strength of ligands on [dFe] is much smaller (maximal 2%) than that
of changes in kag. However, the speciation of iron is aﬀected in diﬀerent
ways: Changing the colloid formation rate kcol leads to a shift between Fecol
and FeL throughout the whole proﬁle, where, e.g. doubling the value of kcol
leads to higher Fecol concentration (around 0.08 nM) and consequently to
higher export ﬂuxes through colloidal aggregation (approximately 88%
higher).
Changing the ligand formation rate kfel leads to a shift between [Fecol] and
[FeL] (around 0.05 nM), but mainly in the upper 200m, where higher kfel
leads to higher [FeL] at the expense of [Fecol]. The model is more sensitive
to this value in the upper water column due to higher production of
inorganic redox forms by photochemical processes at the expense of both
[Fecol] and [FeL] during the day, but mainly subsequently through
complexation by free organic ligands in the nightime (see Section 4.4.1).
This eﬀect decreases with depth but reaches down as far as 200 m because
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In contrast, changing the ligand stability kld leads to a shift between Fecol
and FeL only below the photic zone. A higher value of kld leads to higher
Fecol concentrations at the expense of [FeL] (up to around 0.08 nM). Below
50 m, no photochemical processes support organic complexation.
Overall, the impact of changes of the parameters kcol, kfel and kld is small
compared to that of changes in other parameters. A more detailed
discussion of these processes has to await a signiﬁcant reduction in the still
substantial conceptual uncertainties, such as the parameterisation of
colloidal aggregation.
4.5.5 Photochemical processes
Model results (Table 4.3) suggest that iron chemistry below the mixed layer
is relatively insensitive to most parameter changes of this order of
magnitude. This is especially true for all photochemically inﬂuenced
processes since these have no immediate impact at this depth. However,
even in the upper 100 m, oxidations processes are also insensitive to their
parameter changes. While these processes are important in determining
iron speciation and concentration in the upper water column (Section
4.4.1), their relatively insensitivity to dFe concentration arises through the
fast photochemical reactions occuring during the day, making these two
species important “reloading points”. Reducing these rates by 50% slows
down the cycle between Fe(III) and Fe(II)’ but does not take away the
dominance of these processes, which are still up to two orders of magnitude
faster than all other processes of the iron cycle during the day.
In contrast to the insensitivity to photoreduction of Fe(III)’ and Fepart (kph3
and kph4), the small (1%) but ﬁnite sensitivity due to doubling or halving
the photoreduction rates of Fecol and FeL (kph1 and kph2) is due to the
diﬀerence in the respective iron concentrations. Fecol and FeL are the
dominant forms of iron in the mixed layer. Hence, doubling or halving their
photoreduction rates has a greater impact.4.5.5. Photochemical processes 122
The concentration diﬀerence of dFe is caused by a shift in the speciation of
iron by changing kph1 or kph2. Doubling kph1 leads to an increase of [FeL] at
the expence of [Fecol] and vice versa. This allows iron to remain in solution
longer by increasing FeL, or increasing Fecol allowing higher export ﬂuxes
due to increased colloidal aggregation by increased Fecol. This eﬀect
reaches down to 200 m, where the concentration of the species equalize with
the concentrations from the standard model run.
This is especially interesting for kph1, since the importance of
photoreduction has been revealed in ﬁeld studies using ferrihydrite as a
model solid but there is a lack of data on naturally occurring colloids
(Moﬀet, 2001). There is a need to quantify these parameters through
laboratory and ﬁeld studies to validate the model.
The model still has a relatively simplistic representation of photochemical
reactions which are assumed to vary with irradiance over the visible band.
Recent deck-incubation experiments with open ocean water showed, that
the UV part of the solar spectrum plays a major role in the photoreduction
of iron, suggesting that any increases in UV (e.g. stratospheric ozone
depletion) could increase the formation of Fe(II) and therefore the residence
time and bioavailability of iron in the euphotic zone (Rijkenberg et al.,
2005). However, in seawater UV is much more attenuated with depth than
the visible band. In moderatly productive water UV-B does not reach 10 m
depth whereas visible light penetrates down to 50 m (Smith and Baker,
1979). Taking into consideration that doubling the photoreduction rates
hardly inﬂuences the dFe concentration, an explicit consideration of UV in
the model is of less relevance to the total iron concentration, than to the
speciation of iron in the upper water column.4.6. Introducing redissolution of particulate and colloidal iron 123
4.6 Introducing redissolution of particulate
and colloidal iron
The low colloid aggregation rate required to reproduce observed iron
concentrations (Section 4.3.2) has a strong inﬂuence on the temporal
behaviour of iron concentrations within the mixed layer. In particular, the
model now lacks the observed rapid decrease of [dFe] after pulsed iron
additions (Nishioka et al., 2005).
The reduction in the aggregation rate is a consequence of the model setup
in which there is no way back from particulate and/or colloidal iron to
truly dissolved forms, other than photochemistry, which vanishes
completely in the deep ocean.
One could therefore argue that an alternative to reducing the aggregation
rate could be to introduce leaching of particulate iron and/or colloidal iron
back into dissolved form, as in Parekh et al. (2004). Desorption of iron
bound to particle surfaces as well as dissagregation processes and break-up
of colloids are not unlikely but the processes driving them and their rates
are still not very well understood (Moﬀet, 2001).
To investigate the eﬀect of redissolution on deep iron concentrations, two
additional source terms of iron are added in the equation for Fe(III)’ and
the corresponding sinks in the equation for particulate iron (Fep) and
colloidal iron (Fecol). The processes are parameterised as linearly dependent
on the concentrations as,
ψp = kpd[Fep] (4.8)
ψc = kcd[Fecol] (4.9)
with ψp indicating the ﬂux from Fep to Fe(III)’ and ψc the ﬂux from Fecol to
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Table 4.4: Annually averaged concentration of dFe [nM] of model runs with
varying redissolution processes. surf= upper 100m, 250 = 250 m depth, 0.000
= values smaller than 0.001
dFe
Run Parameter surf mean surf max surf min 250m mean
I initial 0.015 0.198 0.000 0.000
A standard 0.610 0.852 0.562 0.582
r1 with kpd 0.161 0.833 0.027 0.050
r2 with kcd 0.185 0.911 0.015 0.001
r3 with kpd and kcd 0.263 0.962 0.087 0.122
In the absence of information regarding rates for these processes, rates were
chosen, which are of the same order of magnitude as photochemical
dissolution rates in the mixed layer, kpd = kcd = 0.2 d−1. Both are probably
at the very upper end of possible rates, and are also signiﬁcantly higher
than estimates by Parekh et al. (2004) (20-100 y−1). However, the slow
redissolution rate in Parekh et al. (2004) complements an equally slow
scavenging rate, while the present study also attempts to represent faster
processes.
Three additional experiments with redissolution were performed, one
including ψp (Run r1), one with ψc (Run r2), and one with both processes
(Run r3). For these experiments, the initial colloidal aggregation rate is
used, while the conditional stability constant of iron binding ligands is
taken from the present study (Run A). This allows comparison of the
results of this experiment with results from Run A.
A summary of [dFe] in these experiments is shown in Table 4.4. In all
experiments, dissolved iron concentrations are increased with respect to the
case of the initial model run (Run I).
Results of the model runs with either ψp (Run r1) or ψc (Run r2) show that
introducing these relatively high rates does not solve the problem entirely
and that the high aggregation rate of colloidal iron leads still to iron
depletion at depth. However, the concentration of dFe below the mixed4.6. Introducing redissolution of particulate and colloidal iron 125
layer is around 50 pM in Run r1 and 1 pM in Run r2, which is up to more
than two order of magnitude higher than in Run I (Table 4.4). The
concentration in the mixed layer is likewise three times higher than in the
initial model run. The maximum concentrations in the mixed layer are of a
similar order of magnitude to observations by Wu et al. (2001); Sedwick
et al. (2005). The minimum concentrations are one order of magnitude
lower than observations. The annual minimum of [dFe] in the mixed layer
remains relatively low, even in the run with kpd and kcd together (Run r3).
The same holds for the [dFe] concentration below the mixed layer, although
it is interesting to note that the increase in [dFe] with respect to Run I is
larger than the sum of the increases in Runs r1 and r2.
Compared to the standard model run (Run A) with reduced colloidal
aggregation rate, the amplitude of the annual cycle of [dFe] (diﬀerence
between maximum and minimum value in Table 4.4) in the mixed layer is
increased in all of these experiments. The annual pattern, with a minimum
in early spring and a maximum in summer remains the same.
In summary, the model runs in this Section show that redissolution can
lead to deep water and mixed layer concentrations of [dFe] that are closer
to observed values, even with high colloid aggregation rates. However, the
resulting [dFe] remains systematically too low even for probably
unrealistically high redissolution rates. This further conﬁrms that the
colloid aggregation rate has to be lower than the value used in the
zero-dimensional model. It is probable that by varying the colloid
aggregation and redissolution rates simultaneously over the range of values
considered here, a solution can be found that reproduces both the observed
deep iron concentrations and the rapid removal of iron from the dissolved
phase in iron fertilisation experiments. However, such a systematic
parameter study is outside the scope of the present study. Introducing kpd
and/or kcd might be especially interesting for future model studies with
pulsed events, such as iron fertilisation experiments. However, such an
improvement of the model will need further input from laboratory and ﬁeld4.7. Summary and conclusions of Chapter 4 126
experiments with regards to the processes and rates in which redissolution
of colloids and inorganic particles take place.
4.7 Summary and conclusions of Chapter 4
Using parameter values guided by laboratory and ﬁeld studies, the
1d-model is able to simulate the temporal patterns and the vertical proﬁle
of dissolved iron in the upper ocean for the Bermuda Atlantic Time series
Study site reasonably well. However, the model solution still strongly
depends on the choice of some biogeochemical parameters. The main
outcome of this study is as follows:
1. High colloidal aggregation rates of iron, observed in particle-rich
coastal waters (Wen et al., 1997) and during iron fertilisation
experiments (Nishioka et al., 2005) can not be applied to reproduce
iron proﬁles at the BATS site with the current model. To prevent
unrealistic depletion of dissolved iron at depth, the model requires
aggregation rates 3 orders of magnitude lower than those observed,
even when scaled with the concentration of sinking particles.
Introducing a hypothetical redissolution of colloids or of iron bound
to sinking particle surfaces also leads to less depletion of dissolved
iron at depth in the model, but not enough to overcome the need to
reduce aggregation rates.
2. A relatively strong iron binding ligand is required in the model,
especially at depth, to prevent dissolved iron from aggregation and
scavenging and to maintain a realistic iron proﬁle. The required value
for the conditional stability constant depends on the rate chosen for
colloidal formation and is at the higher end of observed values.
3. The solubility of atmospherically deposited iron has a strong inﬂuence
on the surface dFe concentration, especially in summer. Solubilities of4.7. Summary and conclusions of Chapter 4 127
more than 2% lead to modelled dFe concentrations that are higher
than observations.
4. The Fe:N ratio in phytoplankton that corresponds to the ’typical’
Fe:C ratio of 5 · 10−6 (Sunda and Huntsman, 1995) leads to spring
dissolved iron concentrations that are somewhat higher than
observations, and to a not very pronounced vertical structure in the
proﬁles with a weak minimum directly under the summer mixed layer
and a maximum around 100 m depth. The agreement with
observations by (Sedwick et al., 2005) is improved in those two
respects when the Fe:N ratio is increased.
5. In the upper water column, the dominant processes aﬀecting iron
speciation are the photochemically driven redox-reactions of inorganic
Fe and organic complexation. These manifest themselves as a strong
daily cycle of iron and reactive oxygen speciation in the mixed layer.
These processes act on such short timescales that vertical gradients
within the mixed layer are produced that are strongest for the very
short-lived species such as superoxide and ferrous iron and somewhat
weaker for longer-lived species, such as hydrogen peroxide. Both
determine the residence time of dissolved iron in the euphotic zone by
keeping iron in solution and therefore preventing it from scavenging.
This is manifested as a dissolved iron proﬁle with higher
concentration at the surface and a strong decrease in the upper 50 m
following the decreasing light availability.
The conclusions are based on a still very limited data set. Further
measurements, especially time series of dissolved iron and its speciation,
would be extremely helpful to validate the model. The sensitivity of the
model to slight changes in the parametrisation of still unclear processes
indicates that we are far away from understanding the inﬂuence of iron in
the marine ecosystem and to predict it with conﬁdence in global climate
models.Chapter 5
Outlook
5.1 Contribution to laboratory and ﬁeld
experiments
The model used in the present study has demonstrated the capabilities and
sensitivities of current estimates of iron speciation parameterisations. These
are still very simplistic, in part constrained by the lack of observational
data due to the diﬃculty of making appropriate measurements. The model
is a tool to aid in understanding the key processes of the iron cycle and its
sensitivities rather than as a numerically accurate reproduction of reality.
To further improve the model and to make realistic, quantitative
predictions about iron ﬂuxes, export rates and iron bioavailability, it is now
important to link modelling directly with laboratory and ﬁeld
measurements. Vice versa, established linkages can help to optimise iron
measurements by identifying key processes of the iron cycle.
For example, model results suggest that colloidal pumping (the transfer of
dissolved species to large aggregates via colloidal intermediates) is a key
mechanism in the iron cycle, responsible for large variations in scavenging
rates. Additionally, desorption from both particulate and colloidal iron may
be an important counteracting process. However, the detail of processes5.1. Contribution to laboratory and ﬁeld experiments 129
leading to such changes in particle size are not fully understood (Wells,
2002). This makes it diﬃcult to represent colloidal processes in a model
adequately. The analytical approaches used to study colloid reaction rates
are mainly with respect to their transfer into particles (Wells, 2002).
Improved modelling methods for the colloidal system now account for the
direct adsorption to particles and desorption from both particulate and
colloidal matter (e.g. microbial degradation). Measurements which lead to
a more complete picture of these colloidal processes could be supplemented
with model runs.
Running the model for other regions of the ocean would allow a comparison
of the sensitivities studied under diﬀerent environmental and
biogeochemical conditions. This can lead to a better quantiﬁcation of the
mechanisms that control ﬂuxes of iron in the ocean, the extent of iron
limitation and an assessment of sensitivity to climate variation. For
example, one should expect that modelling oceanic regions that are more
stratiﬁed than the BATS site will yield modelled iron concentrations that
are much more sensitive to parameters such as the solubility of iron in dust
or the colloid aggregation rate.
The simple NPZD-type model as well as GOTM are easily adaptable to
other regions of the ocean. However, using the model at other locations
than BATS, one has to be aware of other sources of iron in addition to
atmospheric dust deposition. Depending on the region, iron might also be
sourced from resuspended shelf sediments, upwelling and lateral transport
(Martin et al., 1989; Lam et al., 2006), ice melt (Sedwick and Ditullio,
1997; Sedwick et al., 2000), volcanic eruptions (Watson, 1997; Boyd et al.,
1998), riverine sources or even extra-terrestrial dust (Johnson, 2001).
Additional sources would need to be included and paramerterised in the
model code where required.
The model could also be used to simulate iron fertilisation experiments. In
iron limited regions, the growth rate of phytoplankton needs to be
dependent on the iron quota of the cells or the external iron concentration.5.1. Contribution to laboratory and ﬁeld experiments 130
Equations for this are already included in the model code but not
considered herein (Section 2.3).
One particularly interesting region for applying the model of the present
study could be the subarctic North Paciﬁc. It is one of the major HNLC
regions. Three mesoscale iron-enrichment experiments have been performed
in the western and the Alaska gyres (SEEDS, SEEDS II and SERIES) to
test the iron-limitation hypothesis at ecosystem scales (Tsuda et al., 2003;
Boyd et al., 1998, 2004). From these, a range of iron data are available
which could help to validate the model. Additionally, Ocean Station Papa
(OSP) is also located in the HNLC region of the subarctic North Paciﬁc.
Here, time series of key biogeochemical parameters, including iron, were
seasonally sampled during previous decades.
The General Ocean Turbulence Model (GOTM), used in the present study
as the physical part of the 1d model, has already been successfully
employed by Steiner et al. (2006) to investigate the coupling between
atmosphere-ocean exchanges and the planktonic ecosystem during the
SERIES ﬁeld study. They embedded a seven-component ecosystem model,
which includes nitrogen, organic and inorganic carbon, silica and oxygen
cycling. However, iron limitation was only given by a constant parameter.
The model of Steiner et al. (2006) could therefore provide a good initial
base for embedding the chemical iron model of the present study, to
investigate the biogeochemistry and speciation of iron under iron limiting
conditions. In terms of iron sources, the north Paciﬁc is more ambitious
than the area around BATS. While iron enrichment experiments have
demonstrated iron limitation in summer (Boyd et al., 1998, 2004), the
degree of iron limitation in the subarctic Paciﬁc is not constant through the
year and productivity can be boosted by diﬀerent natural sources of iron in
diﬀerent seasons. Recent observations of biomass stimulation in the
subarctic Paciﬁc by an Asian dust storm in April have conﬁrmed that dust
can relieve Fe limitation at OSP in spring (Bishop et al., 2002). Lam et al.
(2006) suggested subsurface delivery of bioavailable iron from continental5.2. Contribution to 3d global modelling 131
shelves and deep wintertime mixing.
5.2 Contribution to 3d global modelling
In global biogeochemical models of the ocean, iron is typically treated as a
dissolved nutrient with simpliﬁed or no chemistry (Section 1.3). However,
this study has shown that colloidal pumping involving the aggregation of
colloids plays a signiﬁcant role, especially in the upper ocean. The
formation of colloids depends on the speciation of iron. A full model of iron
speciation requires very short timesteps to model fast chemical reactions
such as complexation, photochemical and redox reactions, and is thus too
costly to be used within global models. One solution for this problem could
be the separation of timescales between these fast reactions and the other
much slower processes, such as colloid formation, biological processes,
scavenging and dust deposition. The prognostic part of the model could be
reduced to the slow variables, while the speciation of truly dissolved iron is
calculated diagnostically. This saves memory space and allows larger
timesteps. Producing a model of intermediate complexity that is capable of
describing colloidal pumping may also be used in large-scale models.
A ﬁrst impression of such an intermediate model is given in the following
experiment, comparing three models which diﬀer in the complexity of their
representation of iron biogeochemistry but are otherwise identical. All
models are zero-dimensional, i.e. they assume homogeneity within the
surface mixed layer of the ocean. They are coupled to the NPD-type
ecosystem model of the present study (Section 2.2.1).
Figure 5.1 illustrates the diﬀerence between the three models:
(i) A simple model: This model is similar to the models by Christian et al.
(2002a), ignoring iron speciation alltogether. Scavenging of iron is assumed
to be proportional to the concentrations of iron and of sinking particles.
(ii) A complex model: This model is the zero-dimensional model of the5.2. Contribution to 3d global modelling 132
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Figure 5.1: Schematic illustration of the iron cycle in the mixed layer of
the ocean. Typically, iron biogeochemistry models include only the black and
green arrows, while the colloidal pumping mechanism (blue arrows) is not
included. The thinner arrows represent fast conversion reactions between
iron species, mostly driven by photochemical processes (yellow arrows).5.2. Contribution to 3d global modelling 133
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Figure 5.2: Comparison of model results from three 0d models diﬀering in
the complexity of the iron chemistry: complex (red), intermediate(blue) and
simple (green). In the experiment the iron concentration in the mixed layer
is increased over the course of one day.
present study (Section 2.2.2). The explicit modelling of shortlived chemical
species such as Fe(II)’ and of the superoxide radical make integration of
this model costly.
(iii) An intermediate model: This model uses the time scale separation
between the fast complexation, photochemical, and redox processes and the
other much slower processes, such as colloid formation, biological processes,
scavenging and dust deposition. This allows reduction of the prognostic
part of the model to the slow variables, and the calculation of the
speciation of truly dissolved iron diagnostically, saving memory space and
allowing larger timesteps.
In the experiment, the iron concentration in the mixed layer is increased
over the course of one day by applying a constant ﬂux of iron suﬃcient to
raise the iron concentration in the mixed layer by 4 nM. The mixed layer
stays constant and a daily cycle of irradiance is prescribed.5.2. Contribution to 3d global modelling 134
Figure 5.2 shows the concentration of dissolved iron. Iron concentrations in
the mixed layer decrease considerably faster in the ’complex’ and
’intermediate’ models (blue and red lines) than in the ’simple’ model (green
line), due to colloid formation and aggregation. The model results from the
intermediate model do not diﬀer signiﬁcantly from a full prognostic model
of iron speciation.
Using such an intermediate model could therefore allow to reconciliation
between slow iron loss processes at depth and short reaction timescales in
the mixed layer in models, which reproduce deep ocean Fe distribution with
scavenging residence times between years and centuries (e.g. Archer and
Johnson (2000); Parekh et al. (2004)). It could improve the prediction of
such models in respect of bioavailable iron.Chapter 6
Summary
A model was constructed that describes the cycling of iron between its
various physical (dissolved, colloidal, particulate) and chemical (redox state
and organic complexation) forms in the oceanic mixed layer. The model
was coupled to a simple ecosystem model and was driven by observed or
modelled values of dust deposition, mixed layer depth, temperature, and
solar irradiation from the Bermuda Atlantic Timeseries Study (BATS).
Using parameter values suggested by laboratory and ﬁeld studies, the
model is able to simulate the temporal patterns and the vertical proﬁle of
dissolved iron in the upper ocean for the Bermuda Atlantic Time series
Study site reasonably well (Wu and Luther III, 1995; Wu and Boyle, 2002;
Sedwick et al., 2005). Modeled annual average ﬂuxes of iron are also within
the (still broad) limits of data-based estimates (Jickells, 1999). The
primary aim of the present study was to achieve a better qualitative
understanding of the role of iron speciation and the processes inﬂuencing it
as part of the biogeochemical cycling of iron.
In the ﬁrst part of the thesis, a zero-dimensional (0d) approach of the
model was set up. The model results showed that the entrainment and
detrainment of water during the annual cycle of mixed layer deepening and
shoaling plays an important role in the vertical ﬂux of iron. This ﬂux is6. Summary 136
dominant in the sense that it balances the other ﬂuxes in such a way that
the total dissolved iron concentration in the mixed layer at the BATS site
does not depend strongly on the size of e.g. inputs by dust deposition, but
remains tightly coupled to the concentration below the mixed layer. This
result clearly depends on the strength of the annual mixed layer cycle and
cannot be generalised to other more quiescent oceanic regions.
The original questions posed in the introduction (Section 1.4) are re-stated
and answered below:
1. How strong is the daily photochemical redox-cycling of iron at the
BATS site? How important is the direct photoreduction of iron
species compared to the reduction by photoproduced superoxide? Is
there an inﬂuence of other transition metals on the strength of the
redox cycle?
Regardless of the details of the chemical model, the daily irradiance
cycle drives a strong cycle of iron speciation. This cycle is
characterised by concentrations of Fe(II)′ that closely follow the
irradiance cycle (with maximum values attained soon after noon).
During the night, speciation is dominated by ferric iron species. The
increase of [Fe(II)′] during the day is primarily driven by the
reduction of Fe(III)′ by photoproduced superoxide, with direct
photoreduction of organically complexed Fe(III) or other ferric iron
species being much weaker. A strong diurnal cycling of Fe between its
diﬀerent dissolved forms was found in all model experiments. The
maximum value of [Fe(II)′] reached during the day depends strongly
on the chemical environment (mainly on the concentration and degree
of organic complexation of copper, and on the rate of photochemical
production of superoxide, less on the presence of organic ligands for
iron). The model results therefore suggest that daylight
concentrations of Fe(II)′ in the surface ocean will depend on local
conditions such as presence of copper and coloured dissolved organic6. Summary 137
matter. Nevertheless, the photochemically driven cycling of iron
between its various chemical forms is generally rapid. The
photochemical reactivity of organic complexes of iron seems to be of
little importance for this cycling.
2. Under which conditions can colloid aggregation lead to a signiﬁcant
loss of iron from the surface layer of the ocean?
This study does not include a full model of colloid formation and
aggregation, but implies the formation of inorganic iron-containing
colloids and their aggregation onto larger sinking particles. Bearing
that in mind, and that the aggregation rate has been extrapolated
from measurements made at much higher particle concentrations, the
model results suggest that aggregation of colloids is an important
process even in the open ocean, which can lead to signiﬁcant iron
removal from the mixed layer. Whether the iron that adsorbs on
sinking particles by aggregation of colloids is exported out of the
mixed layer, however, also depends on the photochemical lability of
the adsorbed iron, which is not analysed in ﬁeld or laboratory yet.
3. How strong is the inﬂuence of the solubility and the chemical form of
dust-deposited iron?
Model results show that increasing the percentage of dissolvable iron
in dust increases the concentration of iron in the mixed layer mainly
in summer, when the mixed layer is shallow. The annual mean
concentration of iron is much less sensitive to the solubility. In an
annual average the variation of iron input by variation of the
solubility of iron in dust is compensated by the the iron ﬂux via
exchange with deeper waters, especially during the strong vertical
mixing in winter. However, solubilities of atmospheric iron greater
than 2.5% lead to dissolved iron concentrations in summer that are
incompatible with most observations. The small sensitivity of the
average dissolved iron concentration at the BATS site to the value of6. Summary 138
the solubility is caused by the very strong vertical exchange
associated with the mixed layer cycle at the BATS site and cannot be
generalised to more stratiﬁed oceanic regimes. There has been some
debate over which chemical species of iron is prevalent in dust
deposition, especially in wet deposition. However, the speciation of
deposited iron makes no signiﬁcant diﬀerence to the model results.
Whatever form of iron is deposited, the rapid daily cycling of iron
between its diﬀerent forms assures that neither the concentration and
speciation of iron nor the iron ﬂuxes are signiﬁcantly aﬀected.
4. Does it make a diﬀerence to the iron cycle, which chemical form of
iron is taken up by phytoplankton? How sensitive are model results to
changes in the Fe:N or Fe:C-ratio of phytoplankton uptake?
Changes in the Fe:N ratio in organic matter do not strongly aﬀect
modelled total dissolved Fe concentrations. They lead to
corresponding changes in the vertical biologically mediated ﬂux of
iron, but these changes are compensated by the same mechanism as
changes in dust iron solubility, namely by exchange with water masses
from below the mixed layer. Only Fe:N ratios above 150  mol mol−1
lead to iron concentrations during the phytoplankton bloom that
would limit phytoplankton growth. This is generally not assumed to
happen at the BATS site. The insensitivity of modelled iron
concentrations to the Fe:N ratio is again not valid for the ocean
generally, but due to the strong vertical exchange at the BATS site.
However, a more general conclusion is that from the point of view of
the dissolved iron chemistry, it makes no signiﬁcant diﬀerence
whether phytoplankton cells take up Fe(III)′, Fe(II)′ or FeL. The
rapid cycling of iron between its diﬀerent dissolved forms ensures that
any pool that is depleted by biological uptake gets replenished
quickly. This is mainly due to the redox-reactivity of iron with
respect to superoxide and on the daily concentration cycle of
superoxide. It does not mean, on the other hand, that the preference6. Summary 139
of phytoplankton for the one or the other form of dissolved iron
cannot have biogeochemical consequences: it is assumed here that
phytoplankton growth is unlimited by iron availability, but in reality,
the uptake rate of any chemical species depends on its concentration
in the medium, which would be diﬀerent for individual iron species.
This is likely to be of importance in iron-limited ocean regimes.
Some processes of the iron biogeochemistry (e.g. photochemistry) can lead
to vertical concentration gradients within the mixed layer. Therefore, in the
second part of the thesis, a one-dimensional (1d) extension of the
zero-dimensional model was utilised. Compared to the zero-dimensional
model (which treats the surface mixed layer as a homogeneous box), the
one-dimensional approach permits analysis of the iron processes and
behaviour with depth.
The aims of this part were to investigate: (i) the concentration and ﬂuxes
of dissolved iron below the annual mixed layer and how the concentration is
aﬀected by the parameterisation of loss processes that transfer dissolved
iron to sinking particles either through scavenging or through a colloid
intermediate. (ii) the vertical scale of the fast redox cycling within the
mixed layer.
The main results of this part is as follows:
1. High colloidal aggregation rates of iron, observed in particle-rich
coastal waters (Wen et al., 1997) and during iron fertilisation
experiments (Nishioka et al., 2005) can not be applied to reproduce
iron proﬁles at the BATS site with the current model. To prevent
unrealistic depletion of dissolved iron at depth, the model requires
aggregation rates 3 orders of magnitude lower than those observed,
even when scaled with the concentration of sinking particles.
Introducing a hypothetical redissolution of colloids or of iron bound
to sinking particle surfaces also leads to less depletion of dissolved6. Summary 140
iron at depth in the model, but not enough to overcome the need to
reduce aggregation rates.
2. A relatively strong iron binding ligand is required in the model,
especially at depth, to prevent dissolved iron from aggregation and
scavenging and to maintain a realistic iron proﬁle. The required value
for the conditional stability constant depends on the rate chosen for
colloidal formation and is at the higher end of observed values.
3. The solubility of atmospherically deposited iron has a strong inﬂuence
on the surface dFe concentration, especially in summer. Solubilities of
more than 2% lead to modelled dFe concentrations that are higher
than observations.
4. The Fe:N ratio in phytoplankton that corresponds to the ’typical’
Fe:C ratio of 5 · 10−6 (Sunda and Huntsman, 1995) leads to spring
dissolved iron concentrations that are somewhat higher than
observations, and to a not very pronounced vertical structure in the
proﬁles with a weak minimum directly under the summer mixed layer
and a maximum around 100 m depth. The agreement with
observations by (Sedwick et al., 2005) is improved in those two
respects when the Fe:N ratio is increased.
5. In the upper water column, the dominant processes aﬀecting iron
speciation are the photochemically driven redox-reactions of inorganic
Fe and organic complexation. These manifest themselves as a strong
daily cycle of iron and reactive oxygen speciation in the mixed layer.
These processes act on such short timescales that vertical gradients
within the mixed layer are produced that are strongest for the very
short-lived species such as superoxide and ferrous iron and somewhat
weaker for longer-lived species, such as hydrogen peroxide. Both
determine the residence time of dissolved iron in the euphotic zone by
keeping iron in solution and therefore preventing it from scavenging.6. Summary 141
This is manifested as a dissolved iron proﬁle with higher
concentration at the surface and a strong decrease in the upper 50 m
following the decreasing light availability.
The complexity of iron biogeochemistry in seawater and the diﬃculty of
direct measurement of chemical iron species require that a number of
assumptions be made. Consequently, several of the processes modelled in
this study involve parameters that are either not very well constrained or
that have been measured under conditions diﬀerent from open-ocean
conditions. Therefore the model is a tool to aid understanding the key
processes of the iron cycle and their sensitivities rather than a numerically
accurate reproduction of reality. However, the high sensitivity of the model
to slight changes in the parametrisation of still poorly constrained processes
indicate that we are far away from understanding the inﬂuence of iron in
the complex ecosystem.
Many of the still qualitative statements above could be made more
quantitative if more data to validate the model predictions would become
available. A dataset of time-resolved iron speciation, including
measurements of Fe(II)′, H2O2, detailed colloidal chemistry and also some
information on the concentration and organic complexation of copper would
be useful in this respect.Bibliography
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