The advent of miniaturised sensors that can be carried on the body or embedded in the environment, together with ubiquitous 'smart-phones' with various sensors means ubiquitous computing systems already pervade our lives. However, for them to 'disappear' in the background, they need to be adaptive, autonomous and self-managing. We present an architectural model based on policy-based Self Managed Cells for engineering ubiquitous computing systems and discuss issues of security and fault management. We indicate the need for learning adaptive behaviour from users and the importance of formal methods within the engineering design process.
INTRODUCTION
The concept of Ubiquitous Systems also known as Pervasive Computing -miniaturized computing devices 'invisibly' embedded into our everyday environment to aid people in their normal everyday activities -has been around for over 20 years since Marc Weiser's seminal paper [1] . However the technology to make this a reality has only recently emerged in the form of small, battery powered, wireless nodes, known as motes, with various sensors which can be carried on the body for healthcare applications, used to monitor the environment in the home, office or outdoors or for monitoring machinery or vehicles. Smart phones can be used for ubiquitous messaging, email and voice communications but also include a variety of sensors such as accelerometers, sound and video sensors so can be used as ubiquitous sensing nodes carried by people.
Example applications include a healthcare system, based on wireless sensor motes and a smartphone personal controller, used by at risk cardiac patients to monitor blood-pressure, heart-rate, ECG while distinguishing between normal exertion such as running for a bus and unusual heart activity. The ability to continuously monitor data while a patient goes about her normal daily activities considerably improves the possibility of early detection of abnormal trends. The system could automatically warn both the patient and her doctor in case of potential problems and call the emergency service, giving the patient's current location, in case of severe heart attack. Similar healthcare systems can be used to monitor chronic diseases and may even include drug pumps to adjust drug delivery based on the patient's condition. Elderly patients can be monitored to determine their well-being or to detect falls. Smartphone technology now enables the determination of our context in terms of location, a rather crude classification of activity in terms of sitting, walking, running, cycling or driving as well as who is in our immediate vicinity. Portable wireless devices are essential for rescue services attending a disaster such as earthquake, bomb attack or train crash to facilitate coordination and communication between the rescue workers. Rescue operations may include unmanned vehicles to search difficult and dangerous environments. Sensor networks are used for environmental monitoring in cities to determine levels of pollution which have caused substantial increase in allergies and respiratory ailments. People carrying smartphones extended with environmental sensors could monitor the environment as they move around [2] . Sensors have been distributed along rivers to monitor rainfall as well as water levels to give flood warnings. Floating sensors in the ocean determine unusual wave patterns to give early warning of possible tsunamis.
The applications above indicate that ubiquitous systems are typically implemented from miniaturised computing devices with limited computational capabilities. They interact via wireless communication which can be unpredictable and have variable coverage, particularly for mobile systems. They have limited power sources based on batteries, possibly with power scavenging using light cells or movement converters as supplemental power sources. The system may be very dynamic with mobility resulting in devices joining or leaving the system over comparatively short timescales of minutes. It is essential for such systems to be selfmanaging to autonomously discover and configure the entities forming the system, detect failures or attacks on the system and adapt the configuration to mask or recover from these problems. The system will also need to optimise its behaviour to minimise energy consumption and to perform efficiently with minimal computational resources.
The UKCRC Grand Challenge manifesto for Ubiquitous Computing [3, 4] identified three perspectives:
• The experience perspective focuses on how people might share a world with ubiquitous computing environments. What interactive principle underpins our interaction with them, and how might a ubiquitous computing society be shaped from a socio-technical perspective? • The engineering perspective focuses on the architectural and network challenges posed by the large scale, heterogeneous and dynamic nature of ubiquitous computing. What engineering principles are needed to allow a vast array of devices to be interconnected in a system, and how might we understand and respond to the systems emergent behaviour? • The theoretical perspective focuses on concepts and rigorous models that capture the behaviour of ubiquitous systems at varying levels of abstraction. How do we reason about such a system, in order to understand its aggregate behaviour in terms of the behaviour of its subsystems?
In this paper we focus on the issues of design and implementation of ubiquitous systems from the engineering perspective but will also briefly discuss how some aspects of analysis should be included in the engineering design process.
Engineering of ubiquitous systems invariably includes some form of rapid prototyping to test the feasibility of the application. This may include device-based initial implementation mixed with some simulation, particularly for evaluating scalability.
There are development environments as well as simulators for typical mote-based sensor platforms as well as for smartphones.
Smartphone simulators are however really designed for testing code rather than simulating applications with many interacting devices. Mote simulators typically support simulation of applications on networks of devices but do not support any form of aggregation or structuring of the devices in the application. Most tools and platforms for ubiquitous system engineering are aimed at a compile and download development cycles and do not cater for dynamic adaptation and change of the running applications in order to adapt to context changes, devices/people joining and leaving the system, failures and attacks. As stated above, ubiquitous computing devices have severe processing and power limitations, so the allocation of functionality between small mobile devices and more powerful infrastructure becomes very important, as well as including low powered 'sleep' mode when devices are inactive to conserve energy. There are tradeoffs to consider between processing and communication as the latter is usually more energy intensive. Ubiquitous systems may include large numbers of devices so it is impractical for users to be part of the management loop for each device. In general, the system has to include autonomous selfmanagement, although devices must also dynamically adapt to user activity and preferences as the user should be considered part of the system i.e. the experience perspective. Ideally we would like to analyse the design to detect problems and predict performance but very few analysis methods and tools exist for ubiquitous systems. The tools generally do not cope with analysis of large-scale systems consisting of vast numbers of components.
This paper presents Self-Managed Cells (SMCs) as an engineering paradigm for structuring ubiquitous systems. A SMC is a set of components which forms an autonomous management domain that facilitates easy addition or removal of components, caters for error prone sensors, component failures and automatically adapts to the users' current activity or environment. A SMC has a well-defined interface for interaction with other SMCs. A SMC could be the set of sensors and actuators plus smartphone controller forming a healthcare body sensor network, the devices in an intelligent building for monitoring and controlling the environment, a group of autonomous vehicles collaborating on a search and rescue mission, or the routers and firewalls managed by an Internet Service Provider. The SMC can be considered as an architectural pattern that can be tailored on instantiation and that can be applied at different levels of scale from body-area networks to large distributed systems. It also provides a scope for reasoning or analysis of behaviour within a ubiquitous system in order to make the analysis tractable.
In Section 2 we present the SMC architecture and discuss its advantages as a design pattern for Ubiquitous Computing, whilst Section 3 focuses in detail on the uses of policies and roles in this architecture. Section 4 shows how large systems can be modularised and built from compositions of autonomous SMCs. Section 5 discusses security issues relating to authentication and authorization in ubiquitous systems, whilst Sections 6, 7, 8 focus on failure management, learning and the use of formal methods respectively. Finally, Section 9 gives conclusions and discusses future work. 
THE SELF-MANAGED CELL
A SMC manages a set of heterogeneous components such as those in a body-area network, a room or even a large-scale distributed application [5] . As shown in Figure 1 , a SMC consists of an extensible set of services. The discovery service discovers nearby components capable of becoming members of the SMC e.g. intelligent sensors, and other SMCs when they come into communication range. The discovered device is authenticated, and if necessary a secure channel established for further communication. The device is interrogated to determine the capabilities it offers in terms of services or resources and it is assigned to a role within the SMC based on its capabilities and/or its credentials. References to the device are removed on departure, but the discovery service must distinguish permanent departure from temporary loss of communication, due to mobile components moving in and out of communication range. A policy service manages the policies specifying the behaviour of the cell as well as policies supplied to new members to control their behaviour and how they interact with other SMC members. Policies typically specify SMC adaptations to context changes, so a context service determines and disseminates context information. A publish/subscribe event bus is used for interaction between components and disseminating events which trigger policies. The event bus enables easy addition or removal of components without affecting the other members of the cell, however we do not insist that all interaction is by means of events, unicast messages or remote invocations may be used where appropriate.
The discovery service, policy service and event bus constitute the core functionality of the SMC and must always be present. Additional service may be included depending on the application for which the SMC is instantiated (e.g., body-area network, home control system, building management). A security service performs authentication, confidentiality support and anomaly detection if needed.
A service to optimise performance according to a utility function could be added in more complex SMCs. A variety of communication and transport protocols may be necessary in order to interact with heterogeneous components in a SMC. For example body sensors typically use IEEE 802.15.4 wireless links or bluetooth whereas smartphone controllers may include WiFi and 3G for interactions with the infrastructure. Adapter objects are created when the device is discovered and assigned to a role within the SMC. They are used to provide a uniform interface to the SMC and convert interactions to the specific protocols supported by the devices.
In this paper, we will use two example scenarios to illustrate the SMC concepts: We consider the SMC to be the policy-based buildingblock for modularization of ubiquitous systems. It provides a management domain which encapsulates a group of devices for the purposes of autonomic self-management. It also supports a clearly defined interface for interacting with other SMCs within the environment. The focus on interactions between large groups of collaborating SMCs distinguishes autonomic ubiquitous systems from autonomic computing used in server farms [6] . In addition, mobility of ubiquitous 
POLICIES AND ROLES
We will use the search and rescue scenario mentioned above to elaborate on the use of roles and policies in SMCs. Assume a soldier with a body sensor network (BSN) is wounded. The BSN sends out a help message received by a mission commander. The soldier is in an area suspected of having hazardous chemicals so UAVs are used to locate him. The commander defines a mission consisting of UAVs with video cameras acting as surveyors, some with chemical sensors to act as hazard detectors and others which perform a communication relay function. Thus, the mission will include roles for the commander, surveyor, hazard-detector, commsrelay where the roles are placeholders for the entities assigned to them and define the tasks and policies governing their interactions as part of this mission. During the mission entities may need to interact with the solider's BSN so a role for the soldier's BSN is also specified as part of the mission.
Policies are rules specifying the behaviour of a system. Obligation policies are event-condition-action rules which define the adaptive behaviour of a SMC -how discovered devices are assigned to roles, how to recover from component failures, which adaptation strategies to apply when context changes, which events and notifications should be generated within the SMC or for the benefit of external SMCs such as collaborators in a mission. Authorization policies specify the conditions for permitting a other parties to access services or resources within the SMC and permitted interactions between roles within a SMC. New policies may be loaded into a SMC at run-time or existing policies may be enabled/disabled to change the adaptation strategy of a SMC.
Example 1 shows the overall mission structure and example policies pertaining to the different roles, adapted from [7] . A mission applicable to a set of UAVs or team-mission, specifies the roles involved with carrying out the mission together with the policies pertaining to each role and with the policies required for managing the assignment of SMCs to the roles. A role is a placeholder to which discovered SMCs are assigned and for which role-missions comprising tasks, obligation and authorisation policies are specified. On assignment of a SMC to a role, the role-mission is loaded onto the SMC, unless already present. A role-mission designates the tasks, obligation and authorisation policies implemented by a single role. Tasks are complex operations which a UAV can perform e.g. move from A to B or track an object using video. Obligation policies in the mission may invoke the execution of a task in a role or basic operations provided by the SMC assigned to that role. More details can be found in [7] In Example 1 above, Policy (1) is triggered by the discovery of a new SMC, an event typically generated by the Discovery Service in the Commander and containing the address of the new SMC and its certificates. The new SMC is authenticated, typically by a security service which also establishes a shared key with the UAV to create a secure channel. The capabilities of the UAV are then queried and matched against the requirements of the roles specified in the mission. This policy would assign the discovered SMC to the surveyor role if it provides the capabilities required, e.g. it provides a video service and has sufficient power remaining to perform the surveyor role on this mission. Policy 2 deals with failure of a surveyor and if there is more than 1 relay currently assigned, the first will be selected, and reassigned from a relay role to a surveyor role to remedy this situation. Policy 3 changes the area the surveyor is currently searching and Policy 4 causes it to switch to performing a communications relay role. Policy 5 allows the commander role to access the surveyor's video-stream service and is implemented by the surveyor and policy 7 allow a surveyor to access a soldier's medical history from his body network. Policy 6 causes the harzard detector to notify the location of hazards it has found.
The functionality expected of a SMC fulfilling a role in the mission can therefore be thought of as comprising two subsets (or interfaces):
The Local Interface groups the functionality required to implement the policies of the role-mission i.e., the policies deployed on the SMC assigned to that role. This comprises the operations invoked as part of the obligation policies, or as part of the tasks, the events required to trigger those policies, and operations required to raise new events. Typically, within a UAV policies deployed as part of a role-mission are triggered by events originating from the UAV's sensors, events generated by the tasks or events generated by other roles in that overall mission. In the latter case the UAV will need to subscribe to receive those events, which will be visible on the external interface of those roles.
The External Interface defines the operations and events needed to support the execution of the parts of the mission pertaining to the other roles within the mission. This includes operations specified as part of obligation policies loaded as part of the role mission of other roles and events to which other roles need to subscribe. The latter may include both events generated by the sensors of the UAV and events generated from the execution of its tasks. Finally, the external interface must also define the operations and 
.. constraints // e. g. min. and optimal assignment (surveyor. count() > 1) optimal("suveyor") = 4 External and the Internal interfaces of the roles it is assigned to.
From an implementation point of view, each UAV is a SMC and needs to manage the roles assigned to it and to have a view of the other roles in the mission with which it needs to interact. The roles, policies and other objects are therefore implemented as objects stored in a domain structure (a domain is an explicit grouping similar to a directory in a file system) and operations can be performed on those objects. Figure  2 shows such a domain structure for an UAV assigned to the Surveyor and Relay roles in the team-mission used in the Example 1. The roles assigned to the UAV are stored under a local domain whereas the other roles in the team mission are stored in the remote domain. For each of the local roles both the external and the internal interfaces need to be known as these define the methods that the SMC needs to make available to implement the policies and tasks devolved to it and the operations it is expected to make available to other roles. For the remote roles only the external interface is required as the SMC only needs to know the operations that it can invoke on the SMCs assigned to those roles. For example, it may periodically query the hazard-detector to determine locations of detected chemical hazards in either its surveyor or relay roles. The implementation aims to provide flexibility allowing role assignment to be changed dynamically. Thus, the commander can send commands for the UAV to switch between the roles or perform both at the same time, depending on the current needs. Adapter objects are created for each of the remote roles and included in those domains when the roles are assigned to specific SMCs. For example, when a remote UAV, is assigned as a hazard-detector an adapter object is created in the hazard role to act as a proxy and implement any required protocol for interaction with the remote UAV. This allows policies to be enforced uniformly ignoring the heterogeneity of devices and the diversity of the communication protocols. Much of this functionality has been implemented in the Ponder2 environment [8] , which is publicly available and has been used in other research institutions worldwide.
MODULARIZATION AND INTERACTION FOR LARGER UBIQUITOUS SYSTEMS
As discussed above, the SMC is the basic autonomic building block component for large-scale ubiquitous systems. However a large system may have many SMCs which interact. In the healthcare scenario, a medic or healthcare visitor may need to interact with the patient's SMC to modify policies or to perform specific tests.
In the search and rescue scenario, surveyor, communication-relay and harzaddetector UAVs need to interact with each other and the commander. To cater for large-scale systems, it is necessary to compose and aggregate multiple SMCs into a single larger SMC component. Our approach has been to identify reusable structural patterns, with different management relationships between the components and with various interaction patterns for communication as indicated below.
Each pattern defines the roles for the participants to the interaction and the policies governing the behaviour of the participants in the interaction. A library of patterns can then be specified and patterns can be instantiated dynamically to compose and federate SMCs into larger structures. We distinguish between structural patterns that define specific bindings and encapsulation criteria for the interactions, management patterns that capture task allocation strategies and control aspects, and communication patterns that define communication strategies between SMCs [9] . Structural, management, and communication patterns can be combined and application specific patterns e.g., for specific operational missions of a fleet of UAVs would typically be specified. Figure 3 shows the bindings between specific roles, in a team-mission specification, and the roles defined within structure, communication and management patterns. The specific policies from the patterns are used to generate the role-mission which is loaded into the specific SMC assigned to the role.
Structural Patterns
Composition: an outer SMC encapsulates inner SMCs which are effectively its internal resources or managed objects. Any interaction with an internal SMC from the outside, is mediated via the outer SMC interface. In this case a SMC can only be a member of a single composition. A body sensor network (BSN) is an example of a composed SMC where intelligent sensors that may implement feature extraction on the sensor signals, policy based adaptation or generate events to indicate that a sensor reading threshold has been crossed [10] can be considered a simple SMCs in their own right. The patient's controller mediates all interaction with the external world and may propagate events into or from the BSN for interactions with healthcare workers, or the environment. When individual sensors are discovered, role assignment policies assign then to specific roles defined by the controller. The required policies related to the role's mission are then loaded into the sensor i.e. the patient's controller mission would have a similar structure to the commander mission shown in Listing 1. Peer-to-peer relationships are exemplified by the UAVs which collaborate with each other to perform a search and rescue mission. They can be considered equals in the relationship and a SMC may take part in multiple peer-to-peer relationships. The SMCs that are part of a composition may have a peer-to-peer relationships between them. Each peer will have a role relating to the other. For example, the Surveyor's domain structure in figure 2 has remote role placeholders for all peers it may potentially interact with. Similarly, the hazard-detector domain structure would have remote role place-holders for the surveyor. When the wounded soldier is discovered and assigned to the soldier role, policies could be provided to its BSN on how to interact with the surveyor.
Aggregation is a 'looser' form of combining SMCs into a group than composition. An aerial UAV may be 'loaned' to a British search and rescue mission from a US team in the area. Although it is partly controlled by the mission controller and provides aerial video feeds, it still 'belongs' to the US team and may be recalled at any time. It could be providing position information and some video feeds to its US team. Aggregation can be used to form hierarchical relationships between sets of SMCs -lower level SMCs provide services to higher level ones which combine these primitive services into higher level ones offered to clients. For example environmental monitoring
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sensors on cars could form a mobile ad-hoc network for reporting readings to fixed data receivers around the city. A web-based pollution service would query these data loggers to analyze and provide a service for users to check pollution levels via smartphones or people with specific sensitivity could subscribe to an SMS messaging service to receive warning of high pollution levels in specific areas. Thus there are four levels of service hierarchy in this aggregated application -mobile users, web-service, fixed data loggers and mobile sensors. Collaborative Control occurs when a number of SMCs collaborate to achieve an overall goal by exchanging tasks and policies with each other but there is no manager-subordinate relationship. This obviously maps onto a peer-to-peer structural relationship, but elements in a peer-to-peer relationship may only exchange data and not management information, so do not necessarily form a collaborative control relationship.
Management Patterns
Auction-based control in which SMCs bid for tasks to perform on behalf of managers might suit some applications where processing is off-loaded from portable devices to more powerful ones within the infrastructure.
Communication Patterns
Publish-subscribe is the primary means for disseminating events within the SMC as well as between SMCs in composition, aggregation and peer-to-peer structures. This may be extended from simple events to combining multiple event sequences to form more complex events Shared Blackboard A shared blackboard or Tuple Space is commonly used as a means of sharing structured information such as visitor experience within a city or museum [11, 12] Diffusion is used in sensor networks with sensor readings and events propagating via intermediate nodes to one or more sinks where the data can be analysed and aggregated.
Store and forward is often used in delay tolerant ad-hoc networks. For example, buses could be used to collect data from fixed sensors on the road in cities for delivery via wired access points to remote logging servers [13] .
The above are not meant to be an exhaustive list of possible patterns for designing ubiquitous systems. We have indicated some of the generic patterns, but there can be many different application specific ones. In [9] we elaborate on specifying reusable patterns for structure, management and communication, which can be instantiated with specific roles to which SMCs can be assigned. The patterns provide a form of template for designing and implementing systems as well as specifying policies and events.
We have also experimented with using the Alloy model checker 1 to analyse SMC collaboration patterns in order to verify the consistency and generation of valid configurations, or counter-examples of invalid configurations. It allows simulation of SMC behaviour in complex interactions to increase confidence in the suitability and correctness of a given model e.g. to check that role reassignment is working correctly after failure of a SMC. Details of this approach can be found in [14] .
SECURITY
Most ubiquitous computing applications rely on wireless networks which are particularly susceptible to eavedropping. In the scenario involving military UAVs, a discovered UAV must first be authenticated, then session keys exchanged to establish a secure channel before the capability of the discovered UAV is queried as this may be confidential. Information exchanged during normal interaction must also be encrypted for confidentiality and integrity to prevent the enemy listening to or modifying messages. In the healthcare scenario, a nurse wishing to access a patient's BSN must also be authenticated. Wireless transmission of medical information must be encrypted to prevent monitoring or modification, particularly when the patient is an important person or celebrity. The sensors related to a specific patient must not interact in any way with a controller belonging to another patient.
We have implemented simple authentication protocols based on Public Key Certificate Infrastructure for both BSN and UAV scenarios. It is assumed that each UAV is preloaded with its public/private keys as well as the public key certificate of the certification authority (CA). The authentication stage involves exchanging public key certificates which can be used to encrypt suitable session keys or group keys for broadcast communication to all members of the mission. The assumption is that missions last for a comparatively short time so, certificate revocation is less of an issue. The steps involved in the authentication between a UAV (A) and the Commander (C), from [15] , are shown below: . A sends its Diffie-Hellman keyshare, encrypted with C's public key. Both A and C can now calculate a shared secret key (K ac ) that is used to establish a secure channel between A and C. This can then be used to transfer capability information, group keys, role-mission specifications etc.
Sensors must be associated with a patient's Body Area Network in a manner that precludes other sensors becoming members of the SMC, either accidentally or maliciously. Additionally, such associations must often be done solely by authorised healthcare personnel such as a nurse. Once the patient and the nurse SMC have discovered and authenticated each other, using a protocol similar to the one above, the nurse can associate a new sensor with the patient's body area network either by physically plugging the new sensor in the controller domain of her SMCs [16] or by generating a temporary association which is then visually verified and confirmed by the nurse [17] . In the first case the setup and communication of the security parameters, are bootstrapped through a trusted physical connection. In the latter case visual cues are used in order to confirm the secure association being made. Figure 4 shows a prototype personal controller (ASUS EEE PC) that operates two USB sensor ports, one acting as a gateway to wireless biosensors and one as the secure physical channel for new sensor admission.
Forming associations between groups of sensors and securely exchanging crypto keys is an active research area. Suggested techniques include shaking the set of sensor nodes together [18] and using embedded accelerometers in each sensor to generate a key from the common movement pattern or detecting common biometric body signals such as heart ECG which is used to generate a common key [19] . These techniques assume all nodes have the same sensors for generating the required keys which may not always be the case. Techniques for setting up secure transient associations in ad-hoc network situations, without strict authentication, are also discussed in [20] Authorisation rules are enforced both on a SMC's controller [16] and on sensors themselves [10] . Typically, the controller mediates interactions with other SMCs and thus may restrict which external invocations are permitted to the sensors whilst authorisation policies on the sensors control direct sensor to sensor interactions and interactions with the controller. In particular, authorisation policies are specified to determine under which circumstances the controller may load new policies on the sensor.
There may be situations in which the security within a SMC needs to adapt to current context. For example a network is subject to attack, a mission switches to operational mode, or a patient with a body sensor network moves from a home trusted environment out into an untrusted environment in the street. Context events can be used to enable and disable sets of policies within the SMC which can increase the level of security, by disabling external access to selected resources, enabling more secure authentication mechanisms or initiating attack mitigation mechanisms within the network.
The authentication techniques outlined above depend on a trusted certification authority (CA) but in some ubiquitous applications, this may not be suitable. Social networking type applications, e.g. sharing music on a train, involve setting up trust relationships without access to certification authorities. In [21] we describe the use of Trust Assertion Statements (TASs) attesting to the validity of other participant attribute or credential information if previous verification has been made or a priori knowledge exists. Consequently, TASs could be used as an additional authentication token to prove one's credentials. This is particularly useful when the CA is not reachable, so it is difficult to obtain the CA public certificate and the corresponding certificate revocation list to verify certificates from other SMCs.
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Sensor Faults
The accuracy of readings from sensitive electronic sensors used in wireless sensor network (WSN) applications often deteriorates over time due to natural effects such as overheating, sensor surface chemical fouling or low battery power. Frequent replacement of sensors is often not practical due to cost or inaccessibility of the sensors. Faults appear in different levels of a WSN such as sensing devices, wireless nodes or the network. Manual management even for small-scale body sensor networks is not pragmatic, considering they are intended to integrate in the daily routine of users with no technical skills.
The following discussion on sensor fault management is from [22] , which proposes a self-healing framework to enable a flexible choice of components for detection and masking of faults as well as reconfiguration of the WSN. Autonomic self-healing involves detection of faulty devices and reaction by means of masking or isolating the faults, where possible making use of redundancy. Three layers of fault management can be identified in a typical WSN application:
• Sensing layer, where data are collected from the devices and sensing faults may occur. Short faults are a momentary irregularity in the readings of a sensor, i.e. random spikes in the trace. Noise is a prolonged increased variance in the readings of a sensor. Const fault is an invariant repetition of an arbitrary value that is uncorrelated to the observed phenomenon. Finally, accumulative fault is a typically smooth, consistent deviation of the observed value from the ground truth, i.e. the sensor exhibits drift. An application dependent model e.g. based on range and expected rate of change of readings, is needed to detect faults as a variation from normal behaviour and then trigger masking or correction for the specific sensor.
• Classification layer, where decisions are extracted from data. Cross validation models based on domain knowledge can be used to evaluate the validity of the decision outcome. In [22] we injected faults into activity traces from accelerometers to evaluate techniques for detecting short, noise, const and accumulative faults as well as the effect of faults on the accuracy of activity classification. The approach used is to predetermine the correlation between readings from multiple sensors which are not generally reading the same data e.g. the readings from the 3 dimensions of a typical 3-D accelerometer or readings from accelerometers on different parts of the body. When the correlation of a sensor is lower than normal, it is likely to be a fault. Correlation between remaining sensors can still be used to determine activity but with some degraded accuracy.
• Service layer where information is provided to applications built on top of the network.
A self-healing framework should provide the infrastructure and the fundamental patterns or constructs, which enable application developers to compose a service capable of handling and adapting to faults by using policies to define recovery actions. This layer will need to deal with network and node failures by using redundancy or reallocation of functions from a failed node to another node if that is feasible. We describe our techniques for distributing management and dealing with service layer faults in teams of UAVs in Sections 6.2 and 6.3 below.
Distributing SMC Management
In the UAV scenario outlined in section 3, we assumed a single commander which discovers new UAVs and assigns them to roles based on credentials and capabilities. This obviously does not scale and is a single point of failure. A subset of the management aspects of the commander role can easily be replicated as sub-commanders and assigned to other SMCs which have the required resources. When a new SMC is discovered by the commander, it is made a member of the SMC and is loaded with a number of roles which it will manage. It may actively execute one or more of these roles but others will be passive. While executing its active roles, the sub-commander may discover other UAVs and pass on some of the active or passive roles it manages. The decentralised discovery and role management results in a management tree which reflects a management hierarchy. Tasks and policies propagate down the tree from parent to children while status report propagate up the tree from children to parent. When a UAV has been discovered and becomes a child of its parent sub-commander, it will no longer respond to any discovery broadcasts from other sub-commanders, so a child has only one parent. The identity I of a XAV is defined as: I = [M -H -S] where: M=mission ID, H=hierarchy level and S=a numbering system which places all the UAVs in the management tree in a total order. This identity lasts throughout the team configuration and identifies the mission and hierarchy level of an UAV in a management tree. Details of the algorithms to form the tree and and performance evaluation can be found in [7] . Figure 5 shows a management hierarchy with both active and passive roles in 7 UAVs. The sub-commander roles are not shown for simplicity.
Communication and Node Faults
An intermittent communication link disconnection may be caused by either a temporary signal blockage by physical objects or movement out of the communication range. Although local functions can keep operating, a temporary partitioning of the logical (overlay) network over which the management tree is formed can cause disruption of state aggregation, the flow of management commands as well as interaction between some UAVs. The mission continues execution with partitioned operation and resolves inconsistencies when the communication link reappears. When the team is partitioned, the highest level sub-commander in the partitioned subtree continues to manage its subtree and to accept newly discovered members. On rejoining the main tree, the sub-commander reports its state and the main tree commander will be updated with the new members. The sub-commander of the partitioned subtree is merged back at the same level as before. No role reassignment takes place for intermittent failures.
Intermittent and permanents failures are distinguished by different time-out periods. Permanent failure could be due to UAV or wireless link failure -it is generally not possible to distinguish between them. The main tree commander may perform role reassignment after a permanent failure by activating a replicated role or assigning newly discovered member to replace lost roles. If the failed node is either a commander or subcommander an election algorithm is used to replace it with one of its children. If a sub-tree which was considered permanently lost, subsequently reappears, it is treated as a newly discovered set of UAVs as its roles will have been reassigned. See [15] for details.
LEARNING
Ubiquitous systems must autonomously adapt to changes in user context and behaviour, while operating seamlessly with minimal user intervention. They must, therefore, be able to learn from sensory input and user actions. Yet user acceptance requires them to be predictable, capable of explaining their actions, and providing some way for users to understand and amend what has been learnt. This directs us towards techniques that use logical rules for knowledge representation and reasoning. Even though some statistical pre-processing of raw sensor data will inevitably be required, there are considerable advantages to adopting a core logical formalism; such as simple and modular enforcement through policy frameworks [8, 5] and principled representations of space and time [23] . Logic programs are supported by powerful tools, developed in Inductive Logic Programming (ILP) [24] that permit the learning of logic programs from examples.
However, learning rules of user behaviour through inductive reasoning poses several challenges. First, learning must be incremental: as examples of user behaviour are continuously added, the system must permit periodic revision of the rules and knowledge learnt. Second, the system must cater for temporal aspects, expressing both persistence and change through time, and exceptions to previously learnt rules. For this, the system must be capable of non-monotonic reasoning [25] . Third, the system must reason with partial information whilst providing fine grained control of the resoning process to satisfy user defined language and search biases (such as minimising the changes made to the initial theory).
Initial studies on learning rules from user behaviour [26] have been conducted using the XHAIL nonmonotonic ILP system [27] . Based on real traces of mobile phone usage, the system was used to successfully learn rules governing the circumstances in which users accept, reject or ignore calls on a mobile phone. Rules take into account factors such as the time of day, the user's location when the call was received and the contact group (friends, work, etc.) to which the caller belongs.
The rule revision algorithm consists of three phases: the pre-processing phase that "transforms" the rules of the theory previously learnt, into "defeasible" rules with exceptions, the learning phase that computes exception rules (if any), and the post-processing phase that "refactors" the defeasible rules into revised non-defeasible rules based on the exception rules learnt in the second phase. Informally, exception rules learned by XHAIL are prescriptions for changes in the learnt theory in order to cover new examples of user actions. These changes can be addition or deletion of entire rules, and/or addition or deletion of literals in the body of existing rules. Note that the choice between learning a new rule or revising an existing one, when both solutions are acceptable, is driven by minimality i.e. we prefer the solution that minimally revises the theory previously learnt. In this way, we can preserve much of the knowledge learnt from previous examples. In our case study, each revision computed by XHAIL took a couple of seconds on a Pentium laptop PC [26] .
FORMAL METHODS

Policy Analysis
A policy engineering framework needs to support formal techniques for policy analysis to ensure the correctness of the policy specification and to check for necessary and desirable properties of system behaviour under a given set of policies. Policies may be specified at different levels of abstractions so a policy analysis framework needs to include an abstract policy representation language that is sufficiently expressive to cater for a wide variety of policies including authorisations, obligations, the expression of default policies, and policies whose evaluation may depend on other policy decisions.
Because ubiquitous systems are dynamic, the policy analysis framework needs to cater for dynamically changing states and to allow the expression of temporal constraints and dependencies between policies. Therefore, a model of the system is required as a component of an analysis framework, to determine whether policies conflict, and to analyse for properties that the system satisfies under a given set of policies. Few existing analysis frameworks, e.g. [28] ), cater for the dynamic changing state typical of ubiquitous systems or allow the expression of temporal constraints and relationships amongst policy decisions.
In [29] we have presented a logical framework for the specification and analysis of both authorisation and obligation policies, that incorporates a model of the changing system state together with a prototype analysis tool which provides rich diagnostic information.
We use the Event Calculus [23] to represent and reason about changing properties of the system. However, the framework permits representation of policies and the systems they regulate in a separable way -so that the behaviour of a policy on different systems, and the implementation of different policies in the same system, can easily be studied. Our approach caters for dynamic policy models where decisions may be based on temporal properties of the system and past policy decisions e.g. whether or not a SMC is permitted to access a given resource may depend on whether it has fulfilled a relevant obligation. We have an explicit representation of time, with temporal variables governed by constraints, allowing policies to be highly sensitive to changing system state. In addition, we include a class of obligation policies which effectively monitors when and how users or the system initiate actions. This policy language allows us to encode subtle default relationships and decisions without sacrificing efficiency or readability. The use of temporal constraints and explicit representation of time has enabled us to express complex dependencies of policy decisions on changing system states as well as on other policies. Examples 1 and 2 below show example specifications of authorisation and obligation policies respectively. Example 1. "A mobile node (N) may delete classified data (D) if it sends a notification to the supplier (S) of the data 10 minutes in advance, and the supplier does not respond to the notification asking the node to retain the data."
We represent this as follows:
The predicate reqInBetween is related to the operator Since of temporal logics [30] ; we have found such a predicate useful on many occasions.
Example 2. "A connecting node should re-indentify itself within five minutes of making a connection to a server, or the server must drop the connection within one second."
This example includes two obligations: one on the node making the connection (U), and one on the server (serv), which must drop the connection if the node does not fulfil its obligation. They can be formalized as follows:
obl(serv, serv, disconnect(U, serv), T e , T e +1, T e ) ← violated(U, serv, sub2ID(U, serv), T s , T e , T e ).
The EC predicate holdsAt is used to represent dynamic properties of the system: in this case, which nodes are registered. The obligation begins just ( seconds) after the server connects to the node.
Our framework allows us to analyze for foundational, policy-focused principles, and application-specific properties, dependent on the particular system to which the policy applies, including:
• Modality conflicts such as the joint authorization and denial of a request to perform some action, or the presence of an obligation to act without the permissions necessary for its fulfillment.
• Separation of duty clashes, including static separation of duty, dynamic, and many other classes (see [31] for terminology and instances).
• Coverage gaps, where no policy exists to dictate what the correct response to a request should be.
• Policy comparison, including the question of whether two policies are equivalent, or one is subsumed by the other.
• Behavioural simulation, where specific sequences of requests and events in the policyregulated system are entered, to see the policy decisions which arise during the run.
For example, the following query could be used to identify the circumstances under which an obligation for a subject (Sub) to performa an action (Act) on a Target (Tar) is active but the action required would be denied.
obl(Sub, Tar, Act, T s , T e , T init )
∧ not cease obl(Sub, Tar, Act, T init , T s , T e , T ) ∧ denied(Sub, Tar, Act, T ) ∧ T s < T.
Similarly, we can analyse for coverage gaps, i.e., situations which are not covered by the policies in the system. For example, the following query will identify situations where requests would be allowed, but not as a result of explicit authorisation policies but rather as a consequence of the default permissions in the system:
This general form of query can also be made specific to individual users or actions, or types of users and actions.
We use abductive, constraint logic programming (ACLP) systems as the basis of our analysis algorithms and implementation. In all cases, the analysis provides rich diagnostic information to the policy writer or system engineer. In the absence of a desired property, our framework produces a complete list of the system traces and policy decisions and actions which lead to the property's failing, providing feedback on the conditions which result in system behaviour anomalies. This is in addition to the properties of the actors or principals involved and the policy rules used in making the decisions that led to the state reached. We have also used abduction, in our analysis framework, to fill in a partially-specified system, so that initial conditions which might give rise to e.g., modality conflicts are generated as hypothesis.
Overall we have found that ACLP is a suitable paradigm for the types of policy analysis required. Its use with Event Calculus together with separable policies and system representations, has proved to be a particularly effective combination.
However, our broader objective is to define a refinement framework, briefly discussed in Section 8.2 that caters for policy specification at varying levels of abstraction and policy transformations between these levels of abstraction. Within this broader context the policy analysis component needs to be closely integrated to allow us to interleave policy transformation and analysis phases.
Policy Refinement
Policy refinement is the derivation of implementable policies from high-level goals, security requirements and other input (such as constraints of operation or pre-defined configurations) provided by operational personnel. The benefits of (partially) automating refinement are: (i) faster adaptation to requirements changes, by reducing the time needed to derive implementable rules; (ii) increased reliability, by reducing the potential for human error; and (iii) facilitating more comprehensive role-mission planning with tool support.
We generically speak of high-level goals, requirements and policies and of implementable configurations but in practice there are multiple levels of abstraction between the overall goal of an operation or mission and the concrete security configuration of the devices. There are goals or requirements, policies and a system on which policies operate, specified at each level of an abstraction hierarchy as indicated in Figure 6 . The abstractions used to describe the desired system behavior at one level are usually different from those used at a more concrete level below. For example, at one level a commander may specify policies in terms of missions, objectives and capabilities of units whilst at a more concrete level this would typically break down into individual tasks with their own objectives to be undertaken by specific UAVs. Similarly, at one level a commander may specify requirements on the confidentiality and integrity of sensor data, this breaking down into individual permissions to access either sensor data or the sensors themselves.
Policies regulate actions, specifying who may, or must perform them on what, and under what conditions. Thus the refinement of a high-level policy into a lower level one depends on an action decomposition, where the higher-level action is broken down into more concrete actions that achieve the same effects. Yet actions must be undertaken by specific human, devices or software components. The operationalization of a refinement aims therefore to associate each one of the actions with specific subjects and resources (and thus answer the questions of the concrete who and on what). Goals are understood to be desirable system properties such as information integrity, security, and so on. Whilst these are often represented as the enforcement of policy, they may also include, or be more naturally expressed as state properties to be achieved or maintained. The refinement of goals in this sense means the generation and refinement of policies that can be proven to lead to the goals satisfaction.
To perform action decomposition one must also transform the abstractions relating to a system model at a high-level into its constituent elements (and their inter-relationships) at a lower level. There are typically numerous ways in which a high-level goal may be achieved by more concrete actions i.e., the action decomposition process typically has several solutions. It is therefore necessary to choose amongst them through some algorithm that selects between alternative refinement solutions. Finally, it is necessary to ensure that the concrete operations are consistent (i.e., do not conflict with each other) and satisfy the desired properties and constraints of the system, so refinement must be interleaved with analysis. Our past work on policy refinement has focussed on centralized tools for network management rather than ubiquitous systems [32, 33] . We are now looking at distributed refinement based on an extended version of abductive reasoning processes and protocols defined in [34] . This approach confers three advantages: (i) it enables us to use the same reasoning procedures for refinement and analysis, thus facilitating their interleaving; (ii) the use of abductive reasoning enables us to account for partially known information; and (iii) we have successfully implemented the DARE system described in [34] on devices down to the small scale of GUMSTIX, illustrating the breadth of targets on which distributed refinement could feasibly be performed.
CONCLUSION AND FUTURE WORK
We have described the SMC as a basic architectural pattern for policy-based, autonomic self-management of ubiquitous computing systems and indicated how it can be used to structure large-scale systems in terms of composition, peer-to-peer and aggregation relationships. The structural patterns can be combined with management and communication patterns to form reusable templates which can be instantiated for different applications. We believe this to be an initial approach for establishing a set of engineering principles for designing large-scale distributed systems. The SMC provides a scope for both designing and reasoning about the behaviour of a self-contained set of components, but it still supports the dynamic behaviour typical of mobile ubiquitous systems. We have also shown the flexibility of a policy-based SMC for role assignment, and for supporting various types of security and fault management. These concepts have been used in a number of projects within our group and other collaborating organisations to implement ubiquitous healthcare applications, self-management of teams of robots, security management of ad-hoc collaborations, formation of internet based virtual organisations as well as management of communication and sensor networks.
We have implemented policy-based adaptation on devices ranging from mote body sensor nodes, to Gumstix, and to larger notebooks and workstations. The Finger system is a very simplified policy system, implemented in nesC, running under TinyOS on mote body sensor nodes [10] . The Java-based, open-source Ponder2 envrionment [8] is used for implementing policies within a SMC and has been used by many organisations to experiment with policy-based systems. However, the current release does not support the full functionality of SMCs. We intend to extend this to enable others to experiment with the concepts described in this paper.
Merely building and testing ubiquitous systems is not sufficient to guarantee acceptance and wide deployment for critical applications. There is also a need to analyse the systems using tools based on formal methods to determine consistency, correct behaviour and predict performance prior to deployment. We have indicated some initial work in applying formal methods, but much remains to be done. Within the EPSRC funded Homework collaborative project we are investigating applying SMC concepts to managing home networks, and Glasgow University will investigate using process-calculus based Bigraphs [35] for modelling and analysing the SMCs within the Network.
The current approach of loading sets of pre-specified policies in the form of role-missions into discovered SMCs assumes a fairly detailed knowledge of the behavior of the SMC in terms of its interfaces. We are looking at techniques for refining high level policies or goals into implementable lower level policies which entails decomposing actions and assigning actions to specific entities within the SMC. This is very challenging, particularly when the SMC consists of distributed devices with limited computational capabilities. Refinement must also be carried out in a distributed fashion and cater for cases where only partial knowledge is available on the behavior of another component, possibly due to confidentiality issues. Similarly there is a need for distributed analysis where policy decisions require the interaction of different parties (potentially) governed by (partially) different policy sets. We will be focusing on analysis of security policies for collaborating communities (organisations). We envisage using different types of analysis depending on whether it relates to a strategic level corresponding to longer timescales of days to weeks relating to intercommunity interactions, targeting higher-level, more expressive and more complex policies, and system models; or tactical level corresponding to shorter timescales, interactions between operational teams within a community and targeting more restricted concrete implementable policies and system models.
Strategic level analysis is thus likely to be more complex than tactical level analysis and possibly less distributed.
Another area of future work is privacy policies for mobile ubiquitous social networking type applications. Here learning of behaviour of users and generating the policies to automate their privacy management actions is particularly important.
Ubiquitous Systems are slowly making an impact in our lives but still remain one of the Grand Challenges of computing research. 
