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Infrared detection and imaging in the mid-wave and long-wave infrared spectrum has 
well-established applications in space, defense, and environmental monitoring and is an 
emerging tool for researchers in medicine. Only a few types of material systems are suitable for 
creating photodetectors that absorb the appropriate wavelengths including the HgCdTe, the 
gold standard. Antimonide-based superlattice structures, consisting of thin, alternating layers of 
InAs, GaSb, AlSb, and InSb, are a promising alternative with theoretical predictions of 
performance better than the gold standard. The material composition and layer thickness in 
superlattices can be tuned allowing for the optimization of the structure. Furthermore, many 
different combinations of layer widths and material compositions can produce materials with 
absorption in the same wavelength range. The tunability increases the potential of antimonide-
based superlattice detectors but also increases the complexity. Therefore, a fundamental 
understanding of the material properties must be realized through quantum-mechanical 
modeling.  
In this research, the band structure and optical properties were explored using the 8-
band k⋅p model. The commercially available software Nextnano3 was used to apply the 8-band 
k⋅p model to calculate the band structure of superlattice structures and custom Python scripts 
were used to calculate the optical absorption spectrum based on the methods of Livneh et al. 
However, there still exists an ambiguity in the parameters used in the k⋅p model requiring the 
optimization of parameters. An optimization routine was created, and a proof-of-concept was 
demonstrated. Use the developed modeling infrastructure, the k⋅p parameters can be tuned 
based on experimental results. Subsequently, the model can be used to predict and optimize 
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Imaging in the Infrared (IR) spectrum (700nm-25um) provides unique insights about the 
composition of gasses in the atmosphere or distant solar systems [1], allows us to see through 
objects, and is used in a multitude of ways in the medical field such as diagnosing cancer and 
diabetes [2]. Figure 1 demonstrates how blood flow can be monitored using infrared imaging 
after a cold coke can is removed from the inner elbow area. 
                   
 
Figure 1: IR visualization of blood flow in an arm. The restoration of blood flow in the arm can be seen with an IR 
camera. A cold soda can was removed from the individual’s arm just before image (a) was taken. In image (b) and 
(c), blood is being restored to the area evident by an increased heat signature. Image credit SKinfrared. 
The performance requirements of IR photodetectors for different applications vary 
significantly. Detectors used for imaging in low-light environments such as in space require most 
of the light absorbed by the detector to be converted to an electrical signal. The noise must be 
minimal to prevent the signal from being obscured. In contrast, detectors used in 
telecommunication applications require rapid response times and a narrow spectral response as 
lasers light must be detected. There are many combinations of material systems and device 
designs available. An understanding of the application and the strengths and weaknesses of 
each material-device combination is necessary for determining the best choice of detector. 
Once a detector type and material system are chosen, the optimization of material composition 
and device design is necessary for the best results. 
 The spectrum of light that is being observed is the most important factor when choosing 
a material system. There are no materials that can absorb a significant amount of light across 
the entire IR spectrum eliminating the possibility for an ultimate material. For the Near Infrared 
(NIR) spectrum (750 nm – 1.4 μm), the material InGaAs is the best choice due to its absorption 
wavelength and properties. However, InGaAs is not an efficient absorber above 1.7 μm [1], [3]. 
The choice is less obvious in the Short-wave Infrared (SWIR) spectrum with wavelengths from 
1.4 - 3 μm and Mid-wave Infrared (MWIR) spectrum with wavelengths from 3 – 8 μm. The II-VI 
material system HgCdTe, Quantum Well Infrared Photodetectors, the III-V antimonide bulk 
material family, and the Type-II superlattice structure created III-V antimonide family materials 
are all competitors [1], [3]. The following sections will discuss these material systems further 
with a focus on their use in IR detection. 
Detector Material Structures for MWIR and LWIR 
The cutoff wavelength, absorption bandwidth, absorption strength, and Quantum 
Efficiency (QE) are major factors when choosing a material system. The cutoff wavelength is 
determined by the bandgap of the material system and dictates the longest wavelength that a 
photodetector can detect. From a broader perspective, the cutoff wavelength determines what 
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detection applications the material system is suitable for. The absorption strength dictates the 
width of the absorber layer needed to detect the number of required photons for a specific 
application. From a device perspective, the absorber layer is limited to a maximum thickness to 
ensure most charge carriers created from the absorption of light are transported through the 
complete device structure enabling detection. If the absorber layer is too thick, the electron-hole 
pairs will be annihilated through a variety of recombination mechanisms. This is why a high 
absorption strength is desired. The QE of the device is a measure of the ratio of the charge 
carriers generated, transported through the device and collected to the number of photons 
absorbed. Many factors improve the QE such as increasing the material absorption, reducing 
the defect density, and increasing the carrier lifetime. A few prominent material systems 
explored for infrared detection will be introduced below. 
HgCdTe Detectors 
The gold standard IR detector is made from the ternary material system HgCdTe and is 
operated at liquid nitrogen temperatures. By changing the composition of mercury and 
cadmium, the bandgap can be tuned from 800 nm to 15 um [4]. Detectors made from HgCdTe 
were developed in the mid-twentieth century and still have the highest quantum efficiency [5]. 
The electrons and holes in HgCdTe have a high mobility and long lifetime leading to favorable 
transport properties and low dark currents [5]. The bandgap, intrinsic carrier concentration, and 
effective mass are just a few of the quantitative properties that can be represented by simple 
empirical relations based on temperature and concentration of mercury and cadmium in the 
material. The simple empirical relationships allow for relatively straightforward modeling and 
detector design [5]. 
Hindering the superior performance that makes this material the gold standard for IR 
detection, the growth of the material presents many challenges. The growth process must be 
controlled precisely. The HgCdTe material is grown by MBE and small variations of temperature 
across the wafer during growth will lead to large changes in the material structure and 
composition [5] [6]. This results in large variations in the band gap [7] . Different in-situ 
techniques are used to monitor the growth to create a more uniform structure; however, 
variations still exist [5].  
Uniform material composition across the wafer which differs from the modeled design 
can be corrected by changing the operating temperature of the device; however, variations in 
composition across the wafer are detrimental for the consistent performance of focal plane 
arrays. The challenges of growing HgCdTe along with the necessity to operate the 
photodetector under low temperatures practically eliminates the use in broad commercial 
applications [1] [3]. Furthermore, the processing of HgCdTe is difficult and is not implemented 
commercially on a large scale. These limitations have fueled interest in other material systems 
and device structures for detection. 
Antimonide Family Bulk Detectors 
Materials in the antimonide family have an energy gap that corresponds to the Mid-
Infrared (MIR) spectrum and are suitable for bulk detectors. Figure 2 shows the band lineup of 
the material family. Photodetectors made from InSb can be operated at room temperature unlike 
with other materials. InSb has a bandgap around 180 meV at room temperature which 
corresponds to ~7 um [8]. The electron effective mass is low, which leads to high mobility. 
Devices made from InSb have a high breakdown and low leakage when doped. The quality of 
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InSb can be made very high as it can be made in bulk. However, InSb is limited by high dark 
currents[8].  
 
Figure 2: The band lineup of the antimonide material family. 
The ternary material InAsSb has gained recent attention for the LWIR because of the 
small bandgap that can be tuned to correspond with absorption from 8-14 μm, and the ability to 
operate at room temperature [9]. However, the material properties must be refined for efficient 
detection. Auger recombination limits the material at high temperatures decreasing the carries 
that are collected, and high generation recombination rates due to thermal generation of carriers 
also a limitation [8]. The material is harder to grow due to the strain of growing on a lattice-
mismatched material, which results in misfit dislocations. Furthermore, the device performance 
was worse than expected during experiments [8]. 
Quantum Well IR Photodetectors 
IR detectors can be made from repeated quantum well structures. The quantum well 
structure is made from placing a narrower band gap in between materials of the wider bandgap. 
A potential well is created in the narrow band gap material, confining the charge carriers 
spatially and leading to quantized energy levels. The well thickness is on the order of tens of 
nanometers while the barrier thickness is on the order of tens to hundreds of nanometers in 
order to prevent charge carriers from neighboring wells from interacting [10]. Detectors that 
utilize this method are called Quantum Well IR Photodetectors (QWIPS). QWIPs are typically 
made of GaAs/AlGaAs layers with AlGaAs acting as the barrier and GaAs acting as the well. 
The absorption wavelength can be tuned by adjusting the layer thicknesses or barrier height by 
adjusting the composition of AlGaAs [10].  
There are several limitations of QWIPs that have prevented large scale success; most 
limitations arise from the confined nature of charge carriers. The absorption spectrum is narrow 
for QWIPs due to the reliance on quantum confinement to create energy states [3]. 
Furthermore, the absorption is low due to a low density of states and the limited angle at which 
the material structure can accept light. To increase absorption, a diffraction grating is required to 
be fabricated on top of the detector [11]. Low mobility occurs because excited charge carriers in 
the QWIP structure are required to tunnel across barriers to be collected. A few flavors of 
QWIPs are designed to mitigate this problem by creating a continuum of states, a miniband, in 
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which excited charge carriers can travel  [10]. All of these factors lead to a complex device to 
fabricate and low quantum efficiencies from 10-17% [10]. With the increasing possibilities from 
incorporating quantum structures into detectors, the complexity increases without significant 
benefit [12]. 
Type-II Superlattice Detectors 
Superlattices consist of alternating layers of material as QWIPs do; however, the barrier 
layer is much thinner. The band lineup of Type-II superlattices is different, which makes unique 
properties accessible. A Type-II superlattice structure can be seen in Figure 3. In the Type-II 
band lineup, the conduction band edge of one material is lower in energy than the valence band 
edge of the other material. Electrons from the material with the higher energy conduction band 
will move to the conduction band in the material with the lower energy conduction band of the 
wide bandgap. A similar effect will occur with holes moving from the material with a lower 
energy valence band to the energy favorable state in the material with a higher bandgap. The 
interaction of the two materials leads to a bandgap that is smaller than the bandgap in both 
constituent materials [13] [14] [15]. 
 
Figure 3: Type-II superlattice of alternating layers of InAs and GaSb. The first conduction miniband and first 
valence miniband is shown. Note that the bandgap of the minibands that are created is less than the bandgap of the 
constituent materials. Density of electrons and holes in each material are shown to illustrate the spatial separation of 
carriers in a Type-II superlattice 
The electronic properties of the Type-II superlattice structure are determined by how the 
wavefunctions from each layer of the material interact. The thin barrier layers allow the tails of 
consecutive wavefunctions to overlap [16]. The overlap causes individual charge carriers to 
behave in a non-localized manner. In many cases, the semiconductor physics of these bands 
and can be modeled similarly to bulk materials (i.e. semiclassical quantities such as effective 
mass and mobility can be used). The dispersion relation of a superlattice can be seen in Figure 
4. There exist a strong anisotropic nature to the band structure though. In the in-plane direction, 
the curvature of the dispersion relation is much greater than in the out-of-plane direction. This 
leads to a higher mobility in the in-plane direction and lower mobility in the perpendicular 
direction. The material is limited by defects in the crystal and Auger recombination in the LWIR 




Figure 4: The dispersion relation of a 13/7 InAs/GaSb superlattice structure around the zone center  
The optical properties of antimonide-base superlattice structures strengthen their ability 
to perform as IR detectors. Unlike with QWIPs, superlattices can absorb a broad spectrum of 
light because the charge carriers are not localized. Additionally, the material has a direct 
bandgap resulting in more favorable optical absorption and emission than an indirect bandgap 
material. The strength of the optical absorption depends strongly on the spatial overlap of the 
conduction band and valence bands. The larger spatial overlap leads to stronger absorption. 
The bandgap, and thus, the absorption wavelengths can be tuned by adjusting the layer widths 
allowing for absorption in the MIR to LWIR spectrums. Additionally, there are many layer 
combinations available for a specific wavelength. For the case of the InAs/GaSb superlattice, 
increasing the InAs layer width results in a longer cutoff wavelength and decreasing the GaSb 
width leads to a shorter cutoff wavelength [12]. 
Antimonide-based superlattice materials have a large potential for IR detection 
applications and require further understanding and development. The focus of the thesis will be 
on modeling the optical properties of this novel material system. 
Outline 
The next section will discuss some qualitative aspects of modeling the band structure of 
the superlattice materials. It will include a discussion of modeling techniques to explore the 
differences between first-principles and second-principles modeling and introduce a criterion for 
model selection. The Theoretical Approach section will discuss the mathematical basis of the 
chosen model and include the steps from determining optical properties from the knowledge of 
the band structure. The Modeling Infrastructure section will discuss the band structure modeling 
software, the calculation of optical properties, and the optimization method for tuning material 
parameters from experimental results. In the Research Outcomes section, the modeling data 
will be presented along with parameter optimization results for one structure. The paper will be 
concluded by a Future Considerations section discussing future work and the impact of the 
modeling work on the scientific community as well as the impact of IR detection on society. 
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Band Structure Modeling Overview 
This section will discuss the qualitative aspects of modeling material structures. It starts 
by discussing the importance of superlattice structures. The fundamental types of modeling for 
determining the electronic properties of materials will be reviewed with a discussion of the 
physical nature and pros and cons. The 8-band k⋅p model, which was chosen based on the 
modeling requirements, will be introduced 
Importance 
Material modeling is an important aspect of experimental design when it comes to 
choosing what superlattice structure to use to obtain desired properties in the photodetector 
device. Modeling the material structure is much less time consuming and cheaper than growing 
the material to determine electronic and optical properties. It is oftentimes cost-prohibitive to 
grow a large quantity because the wafers are expensive and the cost to run a molecular beam 
epitaxy reactor is high.  
In addition to the convenience of applying material modeling to device design, modeling 
introduces avenues to create and explore theories in device physics. For example, modeling 
enables recombination mechanisms to be understood. Grein et al. explored how to reduce the 
high Auger recombination rate that plagues LWIR superlattice photodetectors [17]. Klipstein et 
al. recently modeled generation-recombination lifetimes [18]. 
Considerations in Model Selection 
 The tradeoff between computation time and accuracy is the primary consideration when 
choosing a modeling method. In each theoretical model, different approximations can be made 
to reduce computation time. However, approximations usually reduce accuracy. There are two 
major classifications of models: first-principles and second-principles. The classification of these 
models will be introduced in the context of modeling semiconductor structures. A first-principles 
model computes the electronic structure of a material by combining the constituent atoms in a 
way that reduces the potential energy using only knowledge of atomic number and energy 
orbitals. A first-principles model specifically accounts for the wavefunctions corresponding to the 
energy levels of each atom and combines them in such a way that determines the generalized 
wavefunction of the material allowing for the electronic structure to be calculated.  
Compared to a first-principles model, a second-principles model utilizes the parameters 
of the constituent atoms or materials to calculate the electronic structure of a semiconductor 
structure. A first-principles model is generally more computationally complex taking more time. 
However, it is commonly used when a strong physical understanding is necessary. A second-
principles model is generated based on physical principles; however, the parameters are found 
by comparing model results to experimental data. The most robust second-principles modeling 
provides accurate prediction across semiconductor structures that have widely varying layer 
widths and materials. 
Many different models have been used to calculate the band structure of Type-II 
superlattice structures including tight-binding [19] [20], density functional theory [21][22], 
pseudopotential [23] 8-band k⋅p  [24] [25] [17], 14-band k⋅p [26], and 18-band k⋅p [27]. Tight-
binding, density functional theory, and pseudopotential approaches explore the interactions 
between the electron cloud of neighboring atoms. These can be implemented using a first-
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principles or second-principles approach. The k⋅p model takes a more macroscopic approach 
calculating the interactions between neighboring layers of material and is only implemented in a 
second-principles approach. See Smith and Mailhiot’s paper for a more complete review of 
modeling techniques [28].  
Model Selection – 8-Band k⋅p 
The goal of the present research was to design a modeling infrastructure to accurately 
predict the absorption spectrum generated from interband transitions in antimonide-based Type-
II superlattice structures. This application dictates the number of bands and the range of k-
space that must be modeled accurately. It is also important for the simulation to not take 
extended amounts of time so that modeling can be done on a more rapid basis and does not 
require extensive computing resources. 
An 8-band k⋅p model (a type of seconds principles model) was chosen to cut down on 
the computation cost. The selection of a model that only calculates 8-bands decreases the 
dimensionality of the Hamiltonian that must be solved speeding up the computation time. The 
lower computational cost makes it practical to optimize the parameters in the model using 
experimental data. This is necessary for producing accurate calculations. 
For the modeling of a Type-II superlattice, which has a direct bandgap, the most 
frequent optical transitions occur at or close to the center of the Brillouin. Furthermore, the 
strong curvature of the conduction band also that the energy transitions in the relevant IR optical 
spectrum occur around the zone-center. Therefore, an accurate computation of band structure 
near the gamma point is necessary for calculating an accurate absorption spectrum. Computing 
the band structure accounting for the interaction of 8-bands provides an accurate enough band 




Two important theories are applied when modeling the optical absorption of a new 
material structure from the parameters of the constituent materials. The first is the application of 
k⋅p theory, which is used to model the band structure of a material. The second theory 
describes the relationship between the band structure and optical absorption. Both will be 
discussed in the following sections.  
K⋅P Theory for Superlattice 
The 8-Band k•p method models the band structure of a material system using the 
parameters of the constituent materials. The model accounts for the interactions of the spin-up 
and spin-down components of three valence bands and one conduction band of the constituent 
materials [24] [30] [31]. This method is based on the Schrodinger Equation and Lowdin’s 
perturbation theory. Through applying boundary conditions and different wave propagation 
methods, a matrix equation is created representing the interactions. The matrix can be solved 
for wavefunctions and energies providing the fundamental dispersion relations important to 
semiconductor modeling.  
The following sections will discuss each major part of the theory. A general single-band 
k⋅p theory will be presented first. Then, the 8-band model will be introduced. Note that there are 
a few different ways to go about formalizing the theory. The approach presented here will be 
based on the Burt-Forman theory. Forman formulated the Hamiltonian [32] [33] while Burt 
developed an envelope function approach to apply the model to nanostructures [34] [35]. This 
model will be mainly described in a similar manner as Stefan’s Birner’s thesis but will include a 
few more fundamental details [29].  
Single-band k⋅p 
The single-band k⋅p theory is the basis for the more complicated 8-band method. The 
following explanation will be based on the discussions from Chuang’s book [36]. The 
eigenfunctions of a crystal structure in which a unit cell is repeated are represented in the form 
of Bloch functions as: 
ψ𝑛𝒌(𝒓) = 𝑒
𝑖𝑘⋅𝑟𝑢𝑛𝒌(𝒓)    (1) 
The wavefunction (eq. 1) consists of two components, a phase component, 𝑒𝑖𝑘⋅𝑟, and a 
complex-valued function, 𝑢𝑛𝒌(𝑟). The function 𝑢𝑛𝒌(𝑟) is described by: 
𝑢𝑛𝒌(𝒓 + 𝐿) = 𝑢𝑛𝒌(𝒓)    (2) 
and has a periodicity of 𝐿, the same as the unit cell in the crystal.  
The Hamiltonian is an operator that is used to calculate an eigenenergy from an 
eigenstate. The Hamiltonian varies for each k-point. A specific eigenvalue and eigenfunction is 








and is found by diagonalizing the Hamiltonian matrix for the specific k-point. After solving the 
eigenvalue problem at all k-points, a description of the band structure has been found.  Eq. 3 is 
the single-band eigenequation created by applying the Hamiltonian to the Bloch function. 𝐸𝑛(𝑘) 
is the eigenvalue and 𝜓𝑛𝒌(𝒓) is the eigenfunction. 











+ V(𝐫)]𝑢𝑛𝒌(𝒓) = 𝐸𝑛(𝑘)𝑢𝑛𝒌(𝑟)   (4) 
When 𝑘 = 0, the eigensystem can be simplified as eq. 5. This equation is reduced to 
𝐻0𝑢𝑛𝟎(𝒓) = 𝐸𝑛(𝑘)𝑢𝑛𝟎(𝒓)  (5) 




+ V(𝐫)  (6) 







] 𝑢𝑛𝒌(𝒓) = 𝐸𝑛(𝑘)𝑢𝑛𝒌(𝒓)  (7) 
Lowdin’s perturbation theory can be applied to determine the eigenvalues and 
eigenstates at 𝑘 ≠ 0. Lowdin’s perturbation theory divides the bands into two classes: the first 
class consists of the bands that are being solved for and the second consists of every other 
bands. The first class consist of just one band for the single-band case. The resulting energies 
are: 














 𝑛′ ≠𝑛   (8) 
Lowdin’s perturbation theory accounts for interactions from the bands in the second 
class through a sum term. As the energy of the other bands become further separated from the 
band that is being modeled, the denominator of the sum term decreases indicating remote 
bands have negligible effects of the band structure. The resulting eigenfunctions are: 








 𝑛′ ≠𝑛 ≡ ∑ 𝑎𝑛′𝑢𝑛′0(𝒓)𝑛′   (9) 
Note that 𝑢𝑛𝟎(𝑟), the eigenfunction for band 𝑛 at 𝑘 = 0, for all 𝑛 from a set of basis functions for 
solving the eigenvalue equation.  
Before continuing to the multiband k⋅p model, it is important to note that the Hamiltonian 
used above does not contain all of the possible interactions in the band that will be accounted 
for in the 8-band model. This simplification was used for instructive purposes. Other interactions 
between bands that will be accounted for in the 8-band model, like spin orbit coupling, cannot 
be represented in the single-band model.  
8-Band K⋅P Introduction   
The difference between the single-band k⋅p model and a multi-band k⋅p model is that the 
interband interactions are accounted for with higher accuracy resulting in a more physically 
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realistic model. With Lowdin’s perturbation theory above, two classes of bands were considered. 
One class consisted of the single-band that was being modeled, the other class accounted for 
every other band that had interactions with the first band. The 8-band model accounts for the 
interactions that take place between the bands in the first class. These interactions are modeled 
more accurately than how it was modeled in the single-band case, by excluding it from the 
desired class and accounting for it with a single interaction term. 
As a consequence of the careful selection of the 8-bands that will be used in the model, 
the excluded bands, which belong to the second class under Lowdin’s perturbation theory, have 
a large energy difference from the bands that are modeled in the primary class. The larger gap 
in energy decreases the interactions according to the perturbation theory justifying neglecting 
the second class of bands in further calculations [37]. The exclusion of these bands provides a 
natural limit for the number of eigenfunctions that will be used as basis functions when 
calculating a solution for the eigenvalue equation. A limit to the number of basis functions, when 
determined from the Lowdin perturbation term, was not implicit in the single-band model. 
8-band Theoretical Approach  
The formalism for developing the 8-band model is very similar to the single-band model 
and will be reviewed below following the description in Stefan Birner’s thesis [29]. Compared to 
the single-band Hamiltonian, a Hamiltonian representing spin orbit interactions between bands 
is included in the eigenvalue equation: 
[𝑯0 + 𝑯𝑠𝑜]𝜓𝑛𝒌(𝑥) = 𝐸𝑛(𝑘)𝜓𝑛𝒌(𝑥)  (10) 
where the Hamiltonian at 𝑘 = 0 (the unperturbed Hamiltonian), 𝑯0, and the spin-orbit 









(𝜎 × ∇𝑉) ⋅ 𝒑   (12) 
Substituting the Bloch function, described in eq. 1, into the eigenvalue equation we arrive at: 
[𝑯0 + 𝑯𝑘 + 𝑯𝑘⋅𝑝 + 𝑯𝑠𝑜] 𝑢𝑛,𝑘(𝑥) = 𝐸𝑛(𝑘) 𝑢𝑛,𝑘(𝑥)  (13) 
𝑯0 and 𝑯𝑠𝑜 are defined in eq. 11 and eq. 12. The effective mass Hamiltonian, 𝑯𝑘, and the k⋅p 








𝑘 ⋅ 𝑝  (15) 
The Hamiltonians are formulated based on a particular set of Bloch functions that can be 
determined with symmetry operations through group theory and are:  
|S ↑>, |S ↓>, |X ↑>, |X ↓> , |Y ↑>, |Y ↓>, |Z ↑>, |Z ↓>   (16) 
The angular momentum basis functions are defined in a spherical basis and are similar to the 
atomic functions for the solution of the quantum mechanical hydrogen atom problem. The 
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functions X, Y, and Z are p-like states and represent the valence band while the S function is an 
s-like state. The up and down arrows represent upward and downward spins.  
When solving for structures with heterojunctions as will be necessary for the case of a 
superlattice, the Bloch basis functions must be represented in terms of 8 envelope function each 
corresponding to a Bloch state.  
To solve the eigenvalue problem, first the solutions are found at 𝑘 = 0 in terms of the 
Bloch basis functions. Similar for the single-band case, the matrix equation evaluated at the 
desired 𝑘 ≠ 0 points in terms of the 𝑢𝑛0 states. The solution takes on the form: 
𝑢𝑛𝒌(𝑥) = ∑ 𝑎𝑗(𝒌)𝑢𝑗0
8
𝑗=1   (17) 
Interface Matrix 
When applying the 8-band k⋅p model to Type-II superlattice structures, there is a debate 
about the best way to model the interface between two materials. When a superlattice is grown, 
a thin layer (0.5ML-1.5ML) of material is intentionally formed at the interface to help balance 
strain. For example, in an InAs/GaSb superlattice material, a layer of InSb will be included in 
each period. Some research groups model it as thin layer of material as a bulk material [38] 
[39], while others use an interface matrix [25] [40]. The groups that model the interface layer as 
a bulk material arbitrarily adjust the interface width until the model produces results consistent 
with the experiment. For this research, the interface matrix representation was selected 
according to Livneh et al., who argued that the interface layer is more physically accurate and 
provides a more consistent treatment across different superlattice structures. 
Strain 
Strain is introduced in a superlattice structure because layers of material at different 
lattice constants are grown on top of each other. The materials are either compressed or 
expanded in the in-plane direction. These mechanical forces change the band structure of the 
constituent materials, particularly the splitting of the heavy hole and light hole bands. If a bulk 
material is compressed, the heavy hole band will have a higher energy than the light hole band. 
If the material is under tension, the light hole band will have a higher energy than the heavy hole 
band [28]. 
In the model of the superlattice, strain is typically calculated according to the lattice 
mismatch between the substrate and the material layer. The change in material width and band 
structure of each material under strain is calculated. Subsequently, the 8-band model is then 
applied [29] [37].  
Optical Absorption Theory 
Optical absorption is represented using the equation: 
𝐼(𝜆) = 𝐼0(𝜆)𝑒
𝛼(𝜆)𝐿 
Where 𝐿 is the distance that light of wavelength 𝜆 has propagated through the material. 𝐼0 is the 
intensity of light at 𝐿 = 0 and 𝐼 is the intensity at position 𝐿. The absorption coefficient, 𝛼, 
describes the propagation distance through the material at which incident light intensity is 
reduced by a factor of 1/𝑒. 
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Optical theory for semiconductor structures relies on the knowledge of the set of 
wavefunctions and energies of each calculated k-point for the states that are likely to be 
involved in optical transitions. For an incident photon to create an electron pair, two quantities 
must be conserved. First, the momentum must be conserved. Because the momentum of a 
photon is negligible and the probability of a phonon exchanging momentum in the process is 
low, the only transitions that will be considered will be between states that are at the same k-
point in different bands. The second quantity that must be conserved is energy. The photon 
must provide the energy differences between the states that will interact to create an optical 
transition to be absorbed. Generally, a photon with a higher energy than the energy difference 
between the states can still be absorbed, but this will not be considered in the modeling. The 
conservation of momentum and energy limit the possible transitions that must be accounted for. 
Applying the time-dependent perturbation theory, the optical transition rates or oscillator 
strengths can be found. Combining the oscillator strengths with the occupancy of states, the 
probability of a transition occurring can be found. Finally, the quantities must be normalized to 
calculate the absorption spectrum. The following discussion on the calculation of the optical 
absorption will be based on Livneh et al. [30] who modified the theory of Gershoni et al. to apply 
to model superlattice structures [41].  
The Fourier expansion technique that is applied by Livneh et al. will first be introduced in 
the next section followed by the derivation of oscillator strength and absorption coefficient in the 
following sections. 
Fourier expansion 
The wavefunction, in the basis of zone-center Bloch envelope-functions of the reference 
crystal, is described by:  
𝜓𝑐(𝑧) = ∑ 𝐹𝑛(𝑧)𝑢𝑛0(𝒓)
8
𝑛=1    (18) 
𝐹𝑛(𝑧) describes a Fourier transform of defined in eq. 19 and eq. 20.  








    (20) 
Where 𝐿 is the length of a superlattice period. In the work of Linvneh et al., the 
Hamiltonian is solved using a modified Fourier transform with an extra exponential term adding 
a phase 𝑞𝑧 in order to satisfy Bloch’s theorem. The extra phase factor is unnecessary for optical 
calculations because it will later be canceled out by the addition of the exact opposite phase 
when computing the optical matrix element. There is, therefore, no reason to include the phase 
factor 𝑞𝑧 in this derivation. Additionally, in the present calculations, all components of the 
complete Discrete Fourier Transform were used instead of restricting the set of Fourier 
components to the first Brillouin zone as Livneh et al. did. This will invalidate some 
approximations but did not cause complications. 
Oscillator strength 
The oscillator strength describes the relationship between two states in the context of 
optical absorption or emission. The higher the oscillator strength, the more likely it is that a 
photon can be absorbed or emitted given the transition is between states with the same crystal 
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momentum vector. The first step for the calculation of the oscillator strength from the band 
structure is calculating the optical matrix element.  
The matrix element is calculated according to the result of the time-dependent 
perturbation theory, Fermi’s golden rule: 
𝑀𝑣,𝑐 = ⟨𝜓𝑐(𝑟)|?̂? ⋅
ℏ
𝑖
𝛻|𝜓𝑣(𝑟)⟩   (21) 
Inserting the wavefunction into eq. 18 results in the summation across Fourier components and 
Bloch state: 











𝑛,𝑛′=1   (22) 














The first integral can be simplified by applying separation of variables and substituting 𝜙 from 
eq. 20:  
𝐼 = 𝑖 𝑃
𝑚0
ℏ
𝛿𝑗𝑗′  ∑ [𝑒𝑖 ∑ (𝛿𝑛,𝑆𝑘𝛿𝑛′,𝑖𝑘 − 𝛿𝑛,𝑖𝑘𝛿𝑛′,𝑆𝑘 )𝑘=↑,↓ ]𝑖=𝑋,𝑌,𝑍    (24) 
The second integral vanishes for in-plane polarization. 
 
The oscillator strength is the magnitude squared of the matrix element:  
𝑺𝒗,𝒄 = |𝑴𝒄,𝒗|
𝟐
   (25) 
Substituting the optical matrix element: 









𝑣  )𝑘=↑,↓𝑖=𝑋,𝑌,𝑍𝑗 |
2
   (26) 
 
Absorption Spectrum 
The absorption is calculated by summing the differentials for each transition between k-




𝛥𝑁 𝑆(𝐸) 𝑓𝑣𝑏(𝑘)(1 − 𝑓𝑐𝑏(𝑘))  (27) 
Note that the absorption differential does not have an absolute magnitude. The absorption is 
normalized later. The absorption coefficient is a representation of the power loss as light travels 
through the material, not the proportion of photons absorbed which optical transition strengths 
provide information on. Thus, the absorption differential for each transition is inversely 
proportional to the transition energy leading to the 
1
𝐸
 factor. The absorption differential is 
proportional to 𝛥𝑁, correlates to the volume contained by each k-space cell and accounts for the 
joint density of states. Livneh et al. does not divide k-space into equal pieces requiring the use 
of the term [30]. However, the term will not be included in the present model because k-space is 
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divided into equal size pieces. The differential 𝛥𝐸 is the difference in transition energies across 
the cell in the simulation mesh. It is used in conjunction with the equation for inhomogeneous 
broadening (eq. 28) to specify the width of Gaussian that will be used when calculating the 
absorption spectrum from oscillator strengths. 
The inhomogeneous broadening equation describes the broadening due to layer width 
variations in a quantum well [30]:  
Δ𝐸𝑖𝑛 = Δ𝐸0 +
Δ𝐸0−Δ𝐸1
𝜆0−𝜆1
(𝜆0 − 𝜆)  (28) 
Essentially, it is a linear model where the broadening at 𝜆0 is Δ𝐸1 and the broadening at 𝜆1 is 
Δ𝐸1 are known. The wavelength 𝜆0 is set to be the wavelength that corresponds to the band gap 
and 𝜆1 is set to be the wavelength that corresponds with energy the transition of the second 
valence band to the conduction band at the zero k-point. 
Femi functions with quasi-Fermi levels 
The Fermi function describes the occupancy of electrons in different energy states. 
When the semiconductor material absorbs light, electron-hole pairs are created. They are 
created faster than they can recombine until a quasi-equilibrium has been reached when the 
high occupancy of the conduction band and lack of available electrons in the valence reduce the 
absorption rate to the same as the recombination rate. The quasi-equilibrium state is 
represented by a quasi-Fermi level that varies from the Fermi level at equilibrium. Unlike the 
Fermi energy, which is the same for electrons and holes, the quasi-Fermi energy level 
represents the extra electrons and holes during exposure to light. The extra electrons cause the 
conduction band quasi-Fermi level to rise while the extra holes cause the valence band quasi-
Fermi energy level to decrease. 












   (30) 
where 𝐸𝑣(𝒌) and 𝐸𝑐(𝒌) are the energies of the valence band and conduction band, respectively, 
at a specific k-point. 𝐹𝑣 and 𝐹𝑐 are the quasi-Fermi-level of the valance band and conduction 
band, respectively. The larger the temperature, 𝑇, is the broader the distribution of electrons 




The modeling was conducted using the commercially available 8-band k⋅p program 
nextnano3 to solve for the electronic structure of the material and custom Python scripts to 
implement the optical absorption calculations. An optimization process was also implemented to 
tune the parameters in order for the calculated absorption spectrum to match the experimental 
results. The process flow is shown in Figure 5. A Python script controlled the entire process 
generating the input files required for nextnano3, running the nextnano3 program, extracting 
simulation data from nextnano3, and initiating the optical absorption calculation. 
 
Figure 5: Modeling process used to generate an optical absorption spectrum 
Nextnano3 and Nextnano++ 
Nextnano is a set of software for electronic modeling of semiconductor nanostructures in 
1D, 2D, and 3D. It was initially developed by a research group at the Walter Schottky Institute at 
the Technical University in Munich and has been improved and used for multiple Ph.D. 
dissertations [29] [42] [43]. The code used to be made available for free to researchers around 
the world. More recently, nextnano became its own company and started selling a subscription 
to use the software [44]. 
Nextnano3 is the older version of the code written in Fortran while Nextnano++ is newer 
and is written in C++. Even though both software programs implement similar methods, the 
usability of Nextnano3 is much easier and is used more commonly in research publications. For 
the modeling infrastructure that was developed for this project, Nextnano++ was initially 
explored because of the updated code and the newer features available like optical calculations. 
However, many spurious solutions were found which resulted in complications. Additionally, the 
optical absorption calculations did not yield desired results after even after many tries. 
Therefore, Nextnano3 was the best choice. 
The following sections will discuss more about Nextnano3 describing the capabilities as 
well as compatibility when implementing it as part of a much larger modeling infrastructure. 
Theoretical Capabilities  
The 8-band model that is implemented in Nextnano3 is described in the Theoretical 
Approach section of this paper. Nextnano’s 8-band model can account for spin-orbit coupling, 
homogenous strain with respect to the reference crystal, and includes an interface matrix for 
modeling transitions from one material to another. The model is designed for general structures 
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and does not exploit symmetric properties of superlattices as other researchers have [28] [45]. 
This could lead to longer solution times for the scope of the modeling presented in this paper. 
However, the more complex representations could support the modeling of more complex 
scenarios to deeply explore the physical principles. Additionally, Nextnano3 is commonly used 
in the community to model superlattice structures. See [38] for a recent example. 
Implementation in Modeling Suite 
To run a calculation in nextnano3, an input file must be created defining the simulation 
scope, material structure, parameters, and other important information before running the 
simulation. Nextnano3 has been designed in a way so that after the input file is created, the 
code can be run in the command line allowing any program that can make system calls to run 
the software. After the simulation is run, a folder is created containing the output files. When the 
debugging level is increased, more detailed output files are created. For example, an output can 
be created that contains the complex wavefunction in terms of Bloch basis for every k-point. 
This allows all the data to be inputted into another modeling program to complete subsequent 
calculations. Also, these outputs can be especially helpful when understanding to fundamental 
steps of the model. 
For the modeling suite, a Python program was created to interact with Nextnano3. The 
Python program generated an input file, ran the program with making a system call, and loaded 
the results for the optical computation. Nextnano3 implements a multiprocessing feature to 
speed up computation time during a simulation, however, there was a significant amount of the 
simulation that ran on a single thread. Therefore, for the highest performance, multiple 
nextnano3 simulations were run in parallel using a Python library 
Optical Modeling Implementation 
The modeling of optical properties of superlattice materials was implemented with 
Python code based on the work of Livneh et al. The work of Livneh also describes a method to 
solve the 8-band k⋅p model in terms of the angular momentum Bloch functions in [30]: 
|S ↑>, |S ↓>, |X ↑>, |X ↓> , |Y ↑>, |Y ↓>, |Z ↑>, |Z ↓> 
The wavefunctions from Nextnano3 are calculated in terms of a basis function based on 
the diagonalization of the spin-orbit Hamiltonian: 
|𝑢𝑒 ↑⟩ =  |𝑆 ↑⟩ 


























[|(𝑋 − 𝑖𝑌) ↑⟩ − |𝑍 ↓⟩] 
The aim of the optical modeling was to replicate Livneh’s process most accurately, thus,  
the Nextnano wavefunctions were converted to the standard angular momentum Bloch 
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Once the wave functions were in the correct basis, the Fourier components specified in 
the optical theory section were found by applying a non-uniform spacing Fourier transform. The 
computations described in the optical theory section was then performed. 
Quasi-Fermi energy levels  
The quasi-Fermi energy levels have a large ability to change the shape of the absorption 
curve. However, because the oscillator strengths are multiplied by a Fermi function for the 
valence band and for the conduction band energies, there is a clear relation to the distortion of 
the absorption curve due to an incorrect Fermi function. This does not mean that tuning the 
quasi-Fermi energy levels is trivial. In fact, it is perhaps the most difficult part in the 
implementation because of the possible options and that the quasi-Fermi energy levels change 
when input parameters are changed. Furthermore, nextnano3 does not accurately compute the 
Fermi levels. Through analysis of the effect of adjusting the quasi-Fermi levels on the absorption 
spectrum, an intuition developed to determine whether the Fermi function was incorrect. The 
development of this will be presented. 
It is helpful to start by examining the absorption spectrum when the Fermi levels are not 
accounted for. The multiplication of the Fermi function suppresses the strengths of absorption 
related to some transitions. Figure 6(a) shows the effect of only multiplying the strengths by the 
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valence band Fermi function for various quasi-Fermi levels accounting for the occupancy of the 
valence band. Figure 6(b) shows a similar representation for the conduction band. 
       
Figure 6: The variation of the quasi-Fermi level of the valence band (a) and the conduction band (b) on the shape of 
the optical absorption spectrum. 
Increasing the quasi-Fermi level for the valence band leads to a more defined cutoff at 
the energy gap and a less steep slope in the lower wavelength range of the absorption 
spectrum. This is a trivial result. When the quasi-Fermi energy is lowered, there are more 
electrons available in the lower valence bands relative to the higher valence bands increasing 
the absorption rate of the lower valence bands relative to the upper valence band. 
Increasing the Fermi level of the conduction band has an opposite effect resulting in a 
less defined cutoff near the wavelength associated with the band gap and a steeper slope in the 
low wavelength range of the absorption spectrum. This is a trivial result because as electrons 
begin to fill the lower energy positions in the conduction bands, electrons from the valence band 
must transition to a higher energy. The oscillator strength as k moves away from the gamma 
point also decreases. 
In the calculations, the quasi-Fermi level was set relative to the conduction band energy 
and was chosen to enhance the tail near the cutoff wavelength. The tail of the absorption 
spectrum in experimental results is correlated with the band gap as can be confirmed by PL 
measurements and modeling. This absorption cutoff is a significant factor in material and device 
design deeming it necessary to modify the quasi-Fermi levels of the conduction band to obtain 
accurate results. 
Optimization Implementation  
The optimization of parameters from experimental data is a key step for developing an 
accurate model. A description of the algorithm is given below in Figure 7. An initial parameter 
set is passed in. This is usually taken from a commonly accepted set of parameters in literature. 
The optimization routine is based on a gradient descent method. During each iteration, the 
program computes the regression of the calculated data accounting for a small increment and 
decrement for one parameter. The algorithm relies on parallel computing to compute the new 
regressions simultaneously. The algorithm then determines which parameter steps reduced the 
regression to create a new parameter list.  





Figure 7: The optimization process in tuning material parameters from experimental data 
For a given Type-II superlattice with layers made from binary materials, there are 12 
material parameters that do not have values that are agreed upon in literature. This is partially 
because of structural variation even when growing the same structure in different MBEs and 
also in part due to the different approximations that are made in k⋅p models. For the current 
implementation calculations for an InAs/GaSb superlattice is optimized, six variables are being 
tuned: 3 are interface parameters, two are Luttinger parameters for InAs, and the last is the 
valence band offset of GaSb. The other 6 parameters can be approximately computed from 




The modeling infrastructure was tested through the above-mentioned optimization 
process tuning the material parameters so that the calculated optical absorption spectrum was 
consistent with the experimental absorption data. The optimization was completed for a 13/7 
InAs/GaSb superlattice at 300K. It is important to note that the quality of this sample was low 
with a large uncertainty in period thickness. Additionally, note that some oscillatory artifacts are 
also present in the upper tail of the data. Therefore, the results that will be presented are 
intended only to test the modeling infrastructure, not to suggest a set of parameters for use in 
this material system. 
The modeling of the optical spectrum was completed with the quasi-Fermi level of the 
conduction band at the conduction band edge and the quasi-Fermi level of the valence band 10 
meV lower. The inhomogeneous broadening parameters that produced the best result were 
Δ𝐸0 =  Δ𝐸1 = 15 meV. The choice resulted in equal inhomogeneous broadening across the 
entire spectrum. 
The optimization converged after about 200 iterations. Each iteration consisted of the 
calculation of optical absorption with 13 different sets of parameters. The average time per 
iteration was 3.5 minutes when applying parallel processing using a computer with a 12-core 
processor. The plot in Figure 8(a) shows the experimental absorption in blue with the calculated 
absorption overlaid in red. Additionally, the photoluminescence spectrum was computed. The 
list of optimized parameters is shown in Table 1. The dispersion relation was plotted and is 
shown in Figure 8(b).  
               
Figure 8: Optimization optical and band structure results. (a) The results of optimizing parameters to a 13/7 
InAs/GaSb superlattice. The experimental absorption spectrum (blue), calculated absorption spectrum (red), and PL 
spectrum (yellow) are shown. (b) the dispersion relation is shown for the optimized parameters.  





                        
Comparison of Key Features 
When qualitatively evaluating the fit of an optical model to experimental results, there are 
a few major factors that are taken into account: the absorption cutoff wavelength and shape. 
The absorption cutoff wavelength of the experiment should align closely with that of the model. 
The cutoff wavelength is a representation of the bandgap. The calculated PL intensity can also 
provide information on the bandgap. The decay of the right tail of the PL curve in Figure 8(a) 
aligns with the cutoff of the calculated absorption confirming the position of the quasi-Fermi 
levels were set appropriately. Otherwise, these two features would not align because the Fermi 
distribution would suppress the absorption near the wavelength associated with the band gap 
giving the appearance of a lower cutoff wavelength. 
In Figure 8(a), the shape of the calculated absorption spectrum from 4-10 μm is 
consistent with experimental data after taking into account the artifacts. The calculated 
absorption in the range of 2.25-4 μm does not fit the shape as well. The peak in the 
experimental absorption spectrum around 3 μm is a consequence of a smaller amount of 
inhomogeneous broadening at that point compared to the rest of the spectrum. The optical 
absorption model considered inhomogeneous broadening similarly to how it would be modeled 
in a quantum well and only accounted for two transitions. There is no evidence it increased the 
model’s accuracy. This method of calculating inhomogeneous broadening should be revaluated. 
The inhomogeneous broadening around 3 μm in the model must be decreased to account for 
the sharp peak. 
The calculated data in the 2-3 μm range contains oscillatory artifacts because the 
resolution in k-space is too small. The calculated weighted Gaussian distribution for each 
transition are summed together to create the absorption spectrum. The gaussians must be 
sufficiently overlapped to produce a smooth spectrum. However, in the 2-3 μm range, there is 
not sufficient overlap. The centers of the neighboring gaussians are too far away creating the 
artifacts. Increasing the resolution in k-space as well as adjusting the inhomogeneous 
broadening would lead to a smoother absorption peak with a shape more consistent with the 
experimental spectrum. 
Table 1:Optimized parameters for 13/7 InAs/GaSb superlattice 
Parameter Value 
𝑑𝑠 (𝑒𝑉 Å) -2.10 
𝑑𝑥(𝑒𝑉 Å) -1.44 
𝑑𝑧(𝑒𝑉 Å) 1.44 
𝛼 (𝑒𝑉 Å) 0.806 
𝛽 (𝑒𝑉 Å) 0.806 
𝛾1 𝐼𝑛𝐴𝑠 19.937 
𝛾2 𝐼𝑛𝐴𝑠 8.501 
𝛾3 𝐼𝑛𝐴𝑠 9.352 
𝛾1 𝐺𝑎𝑆𝑏 11.99 
𝛾2 𝐺𝑎𝑆𝑏 4.088 
𝛾3 𝐺𝑎𝑆𝑏 5.234 




Future Modeling Considerations 
This next section will discuss possible improvements to the optical absorption model. 
Following there will be a discussion on wider impacts of the design as a required section for 
meeting capstone requirements.  
Future Work 
The modeling work showed high potential for obtaining results that are helpful to the 
scientific research community. With the improvements, the model will be able to accurately tune 
parameters so that nexntnano3 can provide to most accurate results for superlattice modeling. 
Band structure modeling 
The lack of knowledge of the Fermi level position is the largest concern about the band 
structure modeling component of the developed modeling infrastructure. The position of the 
quasi-Fermi levels was discussed in detail in the modeling infrastructure section. The shape of 
the absorption spectrum can be highly distorted if an incorrect value was used. Determining a 
more complete methodology to predict the quasi-Fermi level could improve the accuracy of the 
model. One possibility is to account for charge neutrality, placing the Fermi level at a position 
that results in an equal number of electrons and holes. Furthermore, the quasi-Fermi levels 
could be calculated through estimating the density of electron-hole pairs created by the 
absorption of light and again accounting for the density of states. 
Optical Absorption Model 
The optical absorption model requires tuning to produce the most accurate results. 
Some of the quantities used in determining the spectrum like how it accounts for 
inhomogeneous broadening and Fermi level position is purely empirical and has the potential to 
affect the exact absorption curve. A stronger physical basis to account for these parameters 
would lead to better results. 
In the optical calculations presented in the paper, the calculated spectrum was 
normalized relative to itself rather than scaled according to the physical parameters. A change 
in overall intensity would therefore not be accounted for. This produced reasonable results but 
increasing the accuracy by better accounting for the physical parameters would lead to better 
optimization results and a more consistent set of parameters. 
Optimization 
The optimization was completed by comparing the calculations of an optical absorption 
spectrum for one material structure with its experimental results. A more robust set of 
parameters could be found if the optimization involved comparing the calculated absorption with 
the experimental absorption of superlattice structures with varying layer widths. This would 
decrease the possibility of overfitting the data by reducing the number of degrees of freedom. 
Additionally, a more reliable optimization routine could account for more factors than 
only the optical absorption spectrum. The bandgap of the material could be extracted from the 
PL data or absorption spectrum. The computational cost of calculating the zero points in k-
space is significantly quicker than calculating for all k-points. If a two-part optimization process 
was created with the first part accounting for the energy of transitions at the gamma point and 
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the second part accounting for the absorption spectrum, the optimization process would take 
less time. 
Wider Impacts of Design 
The long-term outcome of developing a modeling infrastructure is the creation of better 
photodetectors; thus, the following discussion will be centered around the environmental and 
social impacts of IR photodetectors.  
Environment 
The impact of the semiconductor industry on the environment is not overwhelmingly 
positive. The chemicals that are used carry reproductive risk and are carcinogenic leading to 
higher risks of non-Hodgkin’s lymphoma, leukemia, brain tumors, and breast cancer for workers 
[46]. Furthermore, toxins are released into the air from fume hoods into the environment [47]. 
While one could make the argument that modeling helps reduce waste in semiconductor 
research and development because not as many devices need to be made, (which is a perfectly 
valid argument), the modeling efforts support the continued work in the semiconductor industry. 
Perhaps, if strong modeling tools did not exist, the semiconductor industry would not have 
grown this large. 
Superlattices are grown in MBEs, which uses high amounts of electricity powering the 
many vacuum pumps to bring the chamber pressure to around 1e-10 torr. Furthermore, mining 
and manufacturing high purity materials that are used during growth can come at a huge cost 
for the environment [48]. 
Applications of the materials that would be modeled by the infrastructure that was 
developed typically are used for IR detection. Better IR detectors would advance remote 
sensing capability leading to better monitoring of environmental conditions across the globe 
from satellites. Additionally, they can be used for research applications in astronomy. Both 
applications could positively help the environment. 
Social Issues 
IR detectors are used primarily for military applications. They are used in missiles to 
track targets and in surveillance. In fact, a large amount of IR research is sponsored by the 
Department of Defense. The uses of detectors for thesis applications can provide a positive or 
negative impact on the world society depending on personal perspective. Additionally, scientific 
research on antimonide-based materials and photodetectors is limited to certain countries 
where the materials are available because the US government restricts the spread of 
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