For a cumulative link model in the Bayesian context, the posterior distribution cannot be obtained in closed form, and we have to resort to an approximation method. A simple data-augmentation strategy is widely used for that purpose but is known to work poorly. The marginal augmentation procedure and the parameter-expanded data-augmentation procedure are considered to be remedies, but such strategies are still not free from poor convergence. In this paper, we propose a kind of the hybrid Markov chain Monte Carlo strategy. To evaluate the efficiency, a local non-degeneracy is introduced, and we also provide a numerical simulation to show the effect.
Introduction
For ordinal response data, models such as the cumulative logit and probit models have been developed in the past few decades. These models were proposed by Aitchison and Silvey (1957) and became popular due to a seminal paper by McCullagh (1980) . They have been applied to many areas, such as in the social sciences (Samejima (1969) ) and in the action of drugs (Sheiner et al. (1997) ). See Liu and Agresti (2005) for a general review of ordinal response modeling. The cumulative probit model for a c-category ordinal response variable y with an explanatory variable x ∈ R p has the form P (y ≤ j | x) = Φ(α j + β t x) (j = 1, . . . , c),
where β t is a transpose of the vector β ∈ R p and Φ is the cumulative distribution function of the standard normal distribution. Its parameter is θ = (α, β) where α = (α 2 , . . . , α c−1 ) satisfies a constraint condition 0 = α 1 < · · · < α c−1 < α c = +∞. When the parameters are inferred from the likelihood approach, there are computational difficulties that usually require some kind of approximation, such as the Gauss-Hermite quadrature or the Monte Carlo expectationmaximization method. In this paper, we focus on the Bayesian approach. As in the likelihood approach, the posterior distribution is complicated. The dataaugmentation (DA) procedure by Albert and Chib (1993) is easy to implement, and so it is commonly used for this approximation. However, it has a slow mixing property, which results in inference bias. To illustrate this, we consider the following simplified model. The DA procedure results in a sequence θ 0 , θ 1 , . . . , and by using this sequence, it is possible to approximate integrals with respect to the posterior distribution. For example, to obtain the posterior mean of θ, approximate it by M −1 M −1 m=0 θ m . Figure 1 shows the results of the DA procedure for sample sizes n = 10 2 and 10 3 , with four runs for each. Although the sample size n = 10 3 is unrealistic, it makes the problem clear. It seems to have a very small mixing property, and this causes poor convergence. Note that this DA procedure has uniform ergodicity. Since this poor behavior is well known, there are some techniques for improvements. These include the Metropolis-within-Gibbs procedure (Cowles (1996) ) and the parameter-expanded data-augmented (PX-DA) procedure (Liu and Sabatti (2000) ). However, the former requires a careful choice of tuning parameters, and the latter works well only for a small number of categories. The aim of this paper is to find an efficient procedure without this poor behavior. With this in mind, we propose the hybrid PX-DA Metropolis-Hastings (HPX-DA-MH) procedure, which is a hybrid of the Markov chain Monte Carlo (MCMC) procedure (see Section 2.4 of Tierney (1994) ) and hence possesses a Metropolis step. It is worth pointing out that our Metropolis step does not require any tuning parameters.
The efficiency of a strategy is determined by numerical simulations and evaluation of the local properties (Kamatani (2014a, b) ). Global properties, such as the ergodicity of a Markov chain, may not provide much information since the DA for the above toy example has good ergodicity; it is uniformly ergodic, although the convergence is quite slow. To check the local properties, we introduce the local non-degeneracy, which is easy to check. Our strategy has been shown to have the local non-degeneracy, even though the usual DA has the local degeneracy (Kamatani (2014b) ).
The rest of the paper is organized as follows. In Section 2, we briefly discuss traditional MCMC procedures such as the DA procedure, the MetropolisHastings (MH) procedure, and the hybrid procedure. These procedures are then used to construct our strategy. We also introduce the local non-degeneracy in this section by means of the dispersion property, which was considered by Itô (2004) . In Section 3, the HPX-DA-MH strategy is introduced and analyzed for an ordinal probit model. The results of numerical simulations are presented in Section 4.
Some properties of degeneracy
In this section, for any two measurable spaces (A, A) and (B, B), we write P (B | a) (B ∈ B, a ∈ A) for a (probability) transition kernel from A to B, that is, P (· | a) is a probability measure on B for any a ∈ A, and a → P (B | a) is A-measurable for any B ∈ B.
The dispersion
For a probability measure µ on R d , the dispersion δ(µ) is defined by
It is a measure of variation of µ; δ(µ) = 0 if and only if µ = δ x for some x ∈ R d . Also δ(µ n ) → 0 if and only if µ n (· − x n ) → δ 0 in the Proholov metric for some x n ∈ R d (n ∈ N). See Itô (2004) for the details. Dispersion is the key for the definition of the degeneracy. The following is another representation of the dispersion.
Lemma 2.1 (Representation of the dispersion).
where
Proof. The characteristic function of the Cauchy distribution is
.
Hence we have
where we used Fubini's theorem in the third equation.
By this, δ is continuous with respect to the Proholov metric and it is shift invariant, that is,
where G is a sub σ-algebra of F. If the sub σ-algebra is generated by Y , then we write δ(X | Y ) instead. The following is a simple extension of Itô (2004) that will be used throughout.
Proof. The first claim is obvious since
For the second claim, observe ϕ(ξ;
Thus we obtain by Fubini's theorem,
By assumption, the left hand side tends to 1, and hence
) −1 dξ tends in probability to 1 and hence δ(X n | G n ) → 0. Thus the second claim follows.
Next we show the third claim. Assume that X n − Y n = o P (1) for some G n -measurable random variable Y n . Then for any ξ ∈ R d , by Jensen's inequality,
The right hand side tends to 1. Thus, as the second claim,
Since the left hand side tends to 1 in probability, X n − Y n tends in probability to 0.
The forth claim is an easy corollary of the third claim. Indeed, by assumption, there exists G n -measurable random variables X n and Y n such that
Finally, if Y n is tight, then Y n (X n − X n ) = o P (1) by Slutsky's lemma. Since Y n X n is G n -measurable, the claim follows by the third claim.
As an example, we consider the dispersion of the gamma distribution. Let Gamma(α, β) be the gamma distribution with density function
Proof. By the estimate log(1 + x) ≤ x, we have
that yields the sufficiency of the condition, since by Fubini's theorem and the dominated convergence theorem, we have
The degeneracy
Let {(X n , X n , P n )} be a sequence of probability spaces for the "real" observations and write x n for an element of X n . Let an open subset Θ ⊂ R d be the parameter space and let P n (dθ | x n ), the "posterior distribution", be the transition kernel from X n to Θ. The canonical product Θ N is the space for Monte Carlo simulations. After we obtain an observation x n from X n , we perform a simulation that results in a sequence θ ∞ = (θ 0 , θ 1 , . . . ) as an element of Θ N . After this simulation, we will perform inference and estimation. For example, the empirical mean M −1 M −1 m=0 θ m is commonly used for an estimate of Θ θP n (dθ | x n ). To introduce an efficiency for the Monte Carlo simulation, we extend the probability space. Let Ω n = X n × Θ N and F n be the corresponding product σ-algebra. Each element of Ω n is denoted by ω = (x n , θ ∞ ) = (x n , θ 0 , θ 1 , . . . ). A probability measure P n is assumed to be the following form:
We assume the stationarity condition; the sequence θ ∞ is a stationary process under P n (dθ ∞ | x n ) for any x n , and its invariant distribution is P n (dθ | x n ). Note that it is possible to apply our results to a non-stationarity process, though we do not discuss it in this paper. See Kamatani (2014a) for the details.
Let us define efficiency and inefficiency. Write C 0 (Θ) for the space of the Rvalued continuous functions with a compact support on Θ. In Kamatani (2014a) , the following property is called the consistency of {P n (dθ ∞ | x n )} n ; for any M n → ∞ and for any ψ ∈ C 0 (Θ),
In practice, sometimes the evaluation of the above integral is difficult, but that of the empirical mean
is easy. The property (2.2) says that this easy calculation (the first term) provides a good approximation of the second term, which we want to calculate. However, in the present study, we are interested in another property, the degeneracy, proposed by Kamatani (2014b) ; for any M ∈ N and ψ ∈ C 0 (Θ),
This property says that the approximation using m sequences is no more helpful than that using only one sequence. As we see later, unfortunately, many MCMC algorithms satisfy this condition and so it has great importance for the study of (2.3).
The following two propositions were proved in Kamatani (2014b) with slightly different notation. The first property states that the degeneracy is merely a relation of each adjacent pair in θ ∞ .
, and it is also equivalent to
Proof. According to Kamatani (2014b) , the degeneracy is equivalent to θ 1 − θ 0 = o Pn (1). Therefore necessity of (2.4) follows by Lemma 2.2 (iii) where G n = {∅, Ω} for this case. On the other hand, assume (2.4). Then θ 1 − θ 0 = u n + o Pn (1) for some sequence {u n } of Θ. By tightness of θ 0 and θ 1 , the sequence {u n } is bounded. It is sufficient to show that u n → 0. If it is not, we may assume u n → v = 0 for some v ∈ Θ by the Bolzano-Weierstrass theorem, and we can also assume P n → P for a probability measure P by tightness. By stationarity, P n (dθ 0 ) = P n (dθ 1 ). However, since θ 1 = θ 0 + u n + o Pn (1), we have P = P (· − v) but it can not be true since P is a probability measure. (To see this, observe
The second proposition proves that essentially, the consistency and degeneracy are mutually exclusive; if both hold, the dispersion of the posterior distribution tends to 0 in probability. Recall that δ(θ 0 | x n ) is the dispersion of the law 
We show that we can take
and hence we can take ψ(θ) = exp(iξ t θ). Thus
This proves the claim.
Degeneracy for some MCMC procedures
We consider the degeneracy properties for three kinds of MCMC procedures; the DA procedure, MH procedure and hybrid procedure. First we consider the DA procedure. Let (X n , X n , P n ) be a probability space and let (Y n , Y n ) be a measurable space. This space is for the latent variables. For the observation x n ∈ X n , the latent variable y n ∈ Y n and the parameter θ ∈ Θ ⊂ R d , we introduce five transition kernels in one equation by
Write P n (dx n dy n ) = P n (dy n | x n )P n (dx n ). Let θ 0 be any element of Θ, called the initial guess, not a "true parameter". For an observation x n with the initial guess θ = θ 0 , consider the iteration of the following:
where x n is fixed throughout but θ and y n are updated simultaneously. Iteration of the above results in a sequence
and write its law by P n (dθ * ∞ | x n ). Accordingly, we extend the probability space (X n , X n , P n ) to (Ω n , F n , P n ) where
To show this, by Markov property, it is sufficient to check that the law of θ 1 given x n is P n (dθ | x n ). For this,
by integrating out θ 0 and y n . In this paper, we call {P n (dθ ∞ | x n )}, which is the conditional distribution of θ ∞ given x n , the data augmentation (DA) procedure. The following sharpens the results of Lemma 2.2. We will write y n for y 1 n . Recall that δ(θ 1 | x n , y n ) is the dispersion of the probability measure P n (dθ 1 | x n , y n ).
Lemma 2.3 (Degeneracy for DA procedure (Kamatani (2014b) )). Assume the same condition as Lemma 2.2. Then for the DA procedure, the degeneracy is equivalent to (1), and hence the degeneracy follows by (2.2). Necessity of (2.8) is clear by δ(θ 1 | x n ) = o Pn (1) with Lemma 2.2 (ii).
Second, we consider the degeneracy of the Metropolis-Hastings (MH) procedure on (X n , X n , P n ). Recall that the MH procedure is a kind of MCMC procedure that has the accept-reject step; for u 1 , u 2 , . . . from uniform distribution
] is designed to hold the so-called balanced condition:
We callθ m+1 the propose of an iteration from θ m . As in the DA procedure, consider (Ω n , F n , P n ) where
where F n is the corresponding product σ-algebra. We assume (2.9) for P n (dω) = P n (dx n )P n (dθ * ∞ | x n ). Also the stationarity condition is assumed, that is, the law of θ ∞ given x n is stationary. 
Choose a subsequence {n i } and δ > 0 such that
Third, we consider a hybrid scheme on (X n , X n , P n ). Let Ω n = X n × Θ N and let F n be the corresponding product σ-algebra. Suppose that there are sequence of probability measures
. . , K with the same stationary distribution P n (dθ | x n ). We assume that P n (dω) = P n (dx n )P n (dθ ∞ | x n ) is a mixture of these probability measures in the following sense:
The following lemma states that the hybrid scheme is not worse than each of the components k = 1, . . . , K in the sense of the degeneracy.
Lemma 2.5 (Degeneracy for hybrid procedure). The sequence
Proof. Degeneracy is equivalent to θ 1 − θ 0 = o Pn (1). Thus the following proves the claim:
Localization
Let (Ω n , F n , P n ) as in Subsection 2.2. Let C 1 (Θ) be the space of the Rvalued continuously differentiable functions. As in Doob (1949) , under fairly general conditions, the posterior distribution has the consistency property, that is, (2.5) holds as the sample size n grows. For this fact, the consistency and degeneracy defined in Subsection 2.2 are useless in a Bayesian context, so it is reasonable to consider those properties after scaling and mapping
where ϕ ∈ C 1 (Θ) and u n is a particular X n -measurable estimator such as the maximum likelihood estimator. We say that {P n (dθ ∞ | x n )} n has the ϕ-local consistency/degeneracy if {P n (dϑ ∞ ∈ · | x n )} is consistent/degenerate, where
Since ϑ ∞ is still a stationary process, we can apply Lemmas 2.2-2.5. If ϕ is the identity map (in this case, ϕ becomes R d -valued, though), we simply call them local consistency/degeneracy. Another remark is that the local consistency/degeneracy property is preserved by the map ϕ. See Kamatani (2014b) for a proof.
Lemma 2.6 (Local consistency/degeneracy is preserved by the map). Assume the law of u n andP n (A) :
tight. Then if local consistency/degeneracy holds, it has the ϕ-local consistency/degeneracy.
In this paper we define the following, as a property of MCMC, which is "not so bad". The "good" property, local consistency is a sufficient condition by Lemma 2.6. We will show that our proposed algorithm satisfies this condition.
Definition 2.4.1 (Local non-degeneracy). The sequence {P n (dθ ∞ | x n )} is said to have the local non-degeneracy if it has the ϕ-local degeneracy only if
We briefly mention the behavior of the MCMC procedure under the local non-degeneracy condition. Auto-correlation plots are commonly used as a measure of performance of the MCMC procedure. If the plots drop towards zero quickly, it is interpreted that the MCMC procedure works well. However, under suitable conditions, if the local degeneracy holds, the auto-correlation does not drop at all since each θ i produces almost the same value. On the other hand, under the local non-degeneracy condition, this cannot happen. In this sense, roughly, the local non-degeneracy is a sign of a good convergence.
By Lemma 2.6, the local consistency is a sufficient condition for the local non-degeneracy, and hence it is always preferred. However sometimes it requires tedious work to check (2.2). For such a case, the non-degeneracy property is appealing.
Examples
Let Θ be a parametric space. As in (2.7), several transition kernels will be introduced. We further introduce a transition kernel
Example 2.1 (DA procedure for the probit model). Consider the models (1.2) and (1.3) in the introduction. The DA procedure is the iteration of the following two steps; given θ = θ 0 ,
where N (0, 1, a, b) is the standard normal distribution truncated to [a, b] . It is easy to show the Bernstein-von Mises's theorem for (1.2). Hence (2.11) holds by Lemma 2.2 (iii). For u † n = max i;x i =1 y i , (2.8) is satisfied since
for any θ 0 ; to see this, take
Similar convergence holds for n(θ 0 − max i;x i =2 y i ). Thus by integrating out θ 0 ∼ N (0, 1) together with Lemma 2.3, the DA procedure has the local degeneracy.
There are several procedures that improve the performance of the DA procedure. In this paper, we focus on the so-called parameter-expanded dataaugmentation (PX-DA) procedure. It introduces one working parameter γ. We slightly extend the probability space (Ω n , F n , P n ) considered in the previous example to handle the sequence of γ. For simplicity, however, we still use the same notation. 
We show that the PX-DA procedure does not suffer from the local degeneracy. Suppose for contradiction that it has the local degeneracy. Then (1) by Lemma 2.2 (ii). Recall thatθ 1 follows P n (dθ | x n ) and hence by integrating out x n , it follows the prior distribution N (0, 1). Henceθ
−2
1 is tight, and we have δ(n 1/2 γ 2 1 |θ 1 , y n ) = o Pn (1) by Lemma 2.2 (v). However it is a contradiction of Proposition 2.1. Indeed, we can apply the proposition to α n = (n + 1)/2 and
The PX-DA procedure does not always work well. Consider
Example 2.3 (Degenerate PX-DA procedure). For the above model, the DA procedure is
The PX-DA procedure adds a simulation of γ 2 to the DA procedure, and the output becomes γθ instead of θ. The DA produces have the local degeneracy by the same argument as in Example 2.1; on the other hand, the PX-DA might look fine in simulation. However, ϕ(θ m ) = θ m1 /θ m2 cancels out the benefit of this additional step, and thus the PX-DA procedure has the ϕ-local degeneracy.
Application to a cumulative probit model

The model and setting
In Section 2, x was the observation, and y was the latent variable. In this section, the observations are both x ∈ X = R p and y ∈ Y = {1, . . . , c}, and the latent variable is z ∈ Z = R, and so the notation becomes slightly different. Let M = {P θ (dxdy) = P (dxdy | θ)} be the parametric family defined in (1.1) with x ∼ G(dx), and set
. . , x n ) and y n = (y 1 , . . . , y n ). We assume that G has a compact support and has the full rank, that is, there exists a linearly independent sequence x 1 , . . . , x p ∈ R p in this support. Suppose also that the prior P (dθ) is the standard normal distribution truncated to Θ = {θ = (α, β), 0 =:
Let d = p + c − 2 be the number of parameters. For two matrices A and B, we write A ≥ B if A − B is positive semi-definite. Recall that from the Fisher information matrices I(θ) and J(θ) of statistics U and t(U ), we have the relation I(θ) ≥ J(θ) for any map t. Let ν = sup A∈B(R d ) |ν(A)| be the total variation. Let P n (dθ | x n , y n ) be the posterior distribution, and let P n (dx n dy n ) = P n (dx n dy n | θ)P (dθ). We first obtain the following non-degeneracy of the posterior distribution.
Lemma 3.7. The Bernstein-von Mises's theorem holds, that is,
) for the Fisher information matrix I(θ)
and an estimatorθ n =θ n ( Pn(dxn,dyn) (1) if and only if ϕ is a constant.
Proof. We first check the sufficient conditions for the Bernsteinvon Mises's theorem in Section 8.4 of Le Cam and Yang (2000) . The existence of uniformly consistent test (A3) was checked in the appendix of Kamatani (2014b) and the quadratic mean differentiability is easy to check, so we only check the non singularity of the Fisher information matrix I(θ).
Assume now that for j ∈ {1, . . . , c − 1}, we only observe x and 1 or 0, corresponding to the events {y ≤ j} or {y > j}. For this restricted model, let I j (θ) be the Fisher information matrix. Then I(θ) ≥ I j (θ). It is straightforward to check that I 1 (θ) is non singular with respect to the parameter β, and I j (θ) is also non singular with respect to α j for j = 2, . . . , c − 1. Hence I(θ) should be non singular, and the Bernstein-von Mises's theorem holds.
Next we show the latter claim. The sufficiency of ϕ = const. is clear. Assume now that ϕ is not a constant. Then the derivative ϕ (θ) = 0 in an open subset U of Θ. Hence by the Bernstein-von Mises's theorem, the law of n 1/2 ϕ(θ 0 ) tends to a normal distribution with variance Σ(θ) : Pn(dxn,dyn) (1). Hence the claim follows.
The DA procedure implicitly uses the following model:
Construction of the DA procedure is straightforward, and hence we omit it to save the space; see Kamatani (2014b) , Liu and Sabatti (2000) for the details. The DA procedure resulted in a sequence (θ 0 , θ 1 , . . . ) where
where J = {2, . . . , c − 1}. We check local degeneracy of the DA procedure.
Lemma 3.8. For ϕ ∈ C 1 (Θ), the DA procedure has the ϕ-local degeneracy if and only if ∂ϕ/∂β ≡ 0.
Proof. First we note tightness of √ n(θ 1 − θ 0 ). By Lemma 3.7 with stationarity, both √ n(θ 0 −θ n ) and √ n(θ 1 −θ n ) are P n -tight, and so
Hence if ∂ϕ/∂β = 0, by Taylor's expansion, together with tightness of √ n(θ 1 − θ 0 ) and Lemma 2.2 (iv), it is also equivalent to
However, by the same argument as in (2.12),
. By integrating out θ 0 , (3.1) follows, and hence it has the ϕ-local degeneracy.
Suppose now that ∂ϕ/∂β = 0 on an open set U . If it has the ϕ-local degeneracy, then by Lemma 2.2 (i) and (ii) with Taylor's expansion, we have
The conditional distribution of n 1/2 β 1 follows the normal distribution with variance n(
where I p is the identity matrix. This variance converges to a non-degenerate matrix Σ = ( x t xG(dx)) −1 in probability under P n (dx n , dy n , dz n | θ 0 ). Hence δ(n 1/2 (β 1 − β 0 ) | x n , y n , z n , θ 0 ) converges to δ(N (0, Σ)) > 0 for θ 0 ∈ U . This contradicts Lemma 2.2 (v), and hence the claim follows.
Construction of the HPX-DA-MH procedure
By Lemma 3.8, DA can be locally degenerate. The PX-DA procedure adds a simple step to the DA procedure:
By Kamatani (2014b) , we already know that the PX-DA procedure can not escape from local degeneracy. We define its extension, the HPX-DA-MH procedure. For the definition, we first prepare sub models of M .
For k ∈ J = {2, . . . , c − 1}, let
..,n . Using this observation (x, y k ), we define a sub model. We denote the property of this sub model without proof. 
For each k ∈ J, the totality of this c − 1 category model is denoted by M k = {P θ k } and the prior in Lemma 3.9 is written as P k (dθ k ). For example, if c = 4 and k = 2, P θ 2 is the 3-category model:
As described in Lemma 3.9, M k can be embedded into M by a projection
where ⊗n indicate the direct product, for example, 
The HPX-DA-MH procedure is defined by the following iteration: choose k uniformly from {2, . . . , c} if k < c, simulate θ m+1 from θ m by using the PX-DA-MH procedure for the model M k if k = c, simulate θ m+1 from θ m by using the PX-DA procedure for the model M The ϕ-local degeneracy of the PX-DA procedure is due to the linearity of θ → γθ. On the other hand, since the HPX-DA-MH fixes α k in each iteration, this linear relation vanishes. Hence it does produce a Markov chain with a good mixing property.
Remark 1. The PX-DA-MH procedure for model M k does not update α k .
Remark 2. For the Metropolis step, the procedure may propose a parameter that does not satisfy α 2 < · · · < α c−1 . This may occur before a sufficient number of iterations, when some categories have small counts. However, the number of incorrect proposals is usually very small (lower than 0.5% for each of our experiments).
Local non-degeneracy of the HPX-DA-MH procedure
Let P n (dθ ∞ | x n , y n ) be the law of a stationary Markov chain defined by the HPX-DA-MH procedure. Let P n,k (dθ ∞ | x n , y n ) be that defined by the PX-DA-MH procedure for the model M k if k ∈ J, or the PX-DA procedure if k = c. Then P n (dθ ∞ | x n , y n ) is the mixture of P n,k (dθ ∞ | x n , y n ) in the sense of (2.10). Write ω = (x n , y n , θ ∞ ) and set bounded function l such that
Then by using Lemma 19.31 of van der Vaart (1998) , the log likelihood ratio, sup θ * ;
n ) is defined by using these likelihood ratios, we have sup
for any M > 0 and θ. Then to prove the tightness of α k (θ 0 ,θ 1 | x n , y n ) −1 , it is sufficient to show P n,k -tightness of n 1/2 |θ 1 − θ 0 | which was already proved.
Proposition 3.4. The HPX-DA-MH procedure has the local non-degeneracy.
Proof. As in the previous proof, we omit "k" for simplicity. We shall obtain a contradiction by assuming the HPX-DA-MH procedure has the ϕ-local degeneracy. By Lemma 2.5, there exists ϕ ∈ C 1 (Θ) such that
Conditioning on x n , y n , z n and θ 0 , we have
(1) by (2.7) and hence the DA procedure has the ϕ-local degeneracy by Lemma 2.3. Thus ∂ β ϕ ≡ 0 by Lemma 3.8. By Lemma 3.10 (ii), n 1/2 (ϕ(θ * 1 ) − ϕ(θ 0 )) = o P n,k (1). Together with this fact and Lemma 2.4, Lemma 2.5 and Lemma 3.10 (iv) we have n 1/2 (ϕ(
If ϕ is not a constant, there exists θ ∈ Θ and k ∈ J such that
Together with the stationarity and the property of the DA, the marginal distribution of θ * 1 is P k . Thus conditioned on θ * 1 by Lemma 2.2 (v),
However since the conditional distribution of n 1/2 γ 2 1 is the Gamma distribution with parameter α n = n(1 + o(1))/2 and β n = √ n 2 (1 + o P n,k (·|θ * 1 ) (1)), it cannot happen by Proposition 2.1. Hence the claim follows.
Numerical results
We consider a (relatively) large number of categories, c = 5. In this case, the DA and PX-DA procedures have the ϕ-local degeneracy for some ϕ, and the HPX-DA-MH procedure has the local non-degeneracy. In practice, the sample size varies from less than 100 to greater than 10 4 . Larger sample sizes result in poor performances for both the DA and the PX-DA procedures. First we show the global behavior for a large sample size. We next show the local behavior for a large sample size, and finally we consider a realistic sample size. Figures 2 and 3 show the trajectories of α and β, respectively, for the three MCMC procedures, with n = 10 3 and c = 5. To see the global behavior, we take an initial guess relatively far from the true value. In this figure, the DA procedure shows poorer mixing than do the other two procedures. Also, the HPX-DA-MH procedure seems better than the PX-DA procedure. Next we consider the local behaviors. The number of iterations was m = 10 5 and the burn-in time is m/2. The thinning rate is 5, that is, every fifth iteration is corrected. The auto correlation function (acf, Fig. 4) shows the differences between the three procedures clearly. The improvement of the PX-DA procedure over the DA procedure is canceled out by taking a map θ → α 5 /α 4 (Fig. 5) . Now we consider a smaller sample size of 250 for c = 5 with m = 10 5 iterations and burn-in time m/2. For n = 250, the acf of α 4 of both the PX-DA and the HPX-DA-MH procedures are good (Fig. 6) . However, the acf of α 5 /α 4 for the DA and PX-DA procures are similar, but that of the HPX-DA-MH procedure seems better (Fig. 7) . The difference becomes smaller than that of n = 1000, although the HPX-DA-MH procedure is still better than the others.
Discussion
The sample size is a big factor in the behaviors of MCMC procedures. For the DA procedure, the parameter α moves on the order of n −1 per iteration, although the posterior distribution has the order of n −1/2 . The PX-DA procedure has a similar property. Hence a larger sample size causes poorer performance for both the DA and the PX-DA procedures. Since the HPX-DA-MH procedure always has the local non-degeneracy, the difference between it and the other two procedures becomes large as n grows.
With a smaller sample size, it is difficult to choose between the PX-DA and the HPX-DA-MH procedures. From the asymptotic point of view, the HPX-DA-MH procedure is always preferred. However, since the HPX-DA-MH procedure uses a Metropolis step, one may want to avoid it when the behavior of the PX-DA procedure is acceptable. Note that when c ≤ 3, the PX-DA procedure already has the local non-degeneracy, and there is no benefit from the HPX-DA-MH procedure from an asymptotic point of view (see Kamatani (2014b) ). Also, even if c > 4, if α = (α 2 , . . . , α c−1 ) and projections such as α/α 3 have good mixing, the PX-DA procedure may work well. Otherwise, there are advantages to using the HPX-DA-MH procedure.
The proposed procedure and its theoretical results can be easily extended to more general models. The generalization to any cumulative distribution function F instead of Φ is straightforward since our restriction was only for simplicity. It is also possible to extend it to the multinomial probit model, the multivariate probit model, and to those with random effects. We are currently working in this direction.
The notion of the local non-degeneracy is useful for comparing the different Markov chain Monte Carlo procedures. The HPX-DA-MH procedure probably has a better property, local consistency, but showing this is complex. On the other hand, the local non-degeneracy is simple and efficient. The property of the local non-degeneracy is not fully understood, and it should be further analyzed.
