1.. Introduction {#s1}
================

The era of digital revolution is driving the development of new kinds of sensing, communication and information representation systems with demands of ever-increasing fidelity and resolution. This is commonly achieved by means of compressing or reducing in some way the information acquired. The high-fidelity reconstruction of compressed and low-resolution signals has become one of the forefront areas of research nowadays on different fields, and magnetic resonance (MR) acquisition and data analysis are not exemptions. While promising results have been reported, especially in the applications of super-resolution methods \[[@RSOS160731C1]\], preliminary results on fast-acquisition (i.e. compressed sensing) techniques show that more work needs to be done prior to its application in clinics.

We held a half-day workshop on reconstruction schemes for MR data on 17 August 2016 to discuss new ideas from related research fields that could be useful to overcome the shortcomings of the conventional reconstruction methods that have been evaluated to date \[[@RSOS160731C2]\]. The discussion evolved around exploring new avenues to achieve high resolution, high quality and fast acquisition of MR imaging. The workshop was sponsored by the Royal Society through the Newton Mobility Grant Scheme. Attendees from diverse backgrounds (full list in electronic supplementary material, table S1 (online)) were from the Institute of Digital Communications, Centre for Clinical Brain Sciences, Brain Research Imaging Centre and the Compressed Sensing Group of the University of Edinburgh, the Biomedical Imaging Centre of the University of Aberdeen, the Institute of Applied Mathematics of Delft University of Technology, the Institute of Computer Science of the University of Wroclaw, the Institute of Biomedical Engineering of Bogazici University, and the Centre for Biomaterials and Tissue Engineering of Universitat Politècnica de València.

2.. Results and discussion {#s2}
==========================

Compressed sensing has been a way of achieving higher resolution and/or faster MR imaging. Applications of compressed sensing to structural MR \[[@RSOS160731C3]\] and ^31^P-MR spectroscopic imaging \[[@RSOS160731C4]\] were presented and discussed. Initial evaluation on normal volunteers \[[@RSOS160731C3]\] and patients with brain tumours \[[@RSOS160731C5]\] show promising results. However, proper selection of k-space sampling pattern, validating quality of the resultant images and optimization of regularization parameters for the optimal solution of the inverse problem that would balance the fidelity to the undersampled raw data and sparsity in the transform domain have been challenging \[[@RSOS160731C3]\] ([figure 1](#RSOS160731F1){ref-type="fig"}). These results were coincident with those analysed on a recent review on the use of compressed sensing in the clinical settings, which concluded that more work involving larger patient populations is needed to prove the diagnostic efficacy of compressed sensing, and that optimal imaging parameters should be determined before a wider clinical usage could be supported \[[@RSOS160731C2]\]. Figure 1.Example images from 3D inversion-recovery-prepared gradient echo scans of a healthy volunteer. Fully sampled (*a*) and four times undersampled with compressed sensing reconstruction (*b*) results are shown. Reconstruction artefacts in the undersampled scan caused apparent brightening of deep grey matter (arrows), particularly in the basal ganglia. The sampling pattern and reconstruction parameters were optimized using the mean squared error, which may not be ideal for these relatively low-contrast structures.

Recent advances in super-resolution MR may offer the possibility of improving the resolution of MR images and was mentioned as an avenue worth exploring. Efforts on novel acquisition methods for super-resolution, which have reported good results were mentioned. Ideas on post-processing existing images by means of applying super-resolution methods successfully applied to other types of images were presented and discussed.

One of these super-resolution methods, proposed by Valdés Hernández and Inamura in 2000, uses data fusion and back-propagated neural networks to enhance up to five times the resolution of satellite images \[[@RSOS160731C6]\]. Nowadays, convolutional neural networks have emerged as the optimal solution for many image analysis problems, and the idea presented by Valdés Hernández and Inamura more than 15 years ago, implemented, instead, on a convolutional neural network approach was proposed as an approach worth trying in the near future.

Other approaches to address the super-resolution issue in the context of MR imaging were presented. They are based on *sparse coding* \[[@RSOS160731C7]\] and exploit the fact that each signal *x* ∈ **R***^d^* can be represented as a linear combination *x* = *α*~1~*D*~1~ + *α*~2~*D*~2~ + ⋯ + *α~K~D~K~*, where *D* = \[*D~1~ D*~2 ~... *D~K~*\] ∈ **R**^d×*K*^ is a matrix representing a so-called *dictionary,* and *α* = (*α*~1~, *α*~2~, ... ,*α*~K~) ∈ **R***^K^* is a vector of real-valued coefficients, most of which are zero. In a typical scenario of the super-resolution context, the aim is to find two dictionaries *D*^h^ and *D*^l^ for the two coupled feature spaces, ***X***^h^ and **Y**^l^ (respectively), where ***X***^h^ is the space of high-resolution image patches whereas **Y**^l^ is the space of low-resolution observations of patches in ***X***^h^. It is then further assumed that the sparse representation of each *x*^h^ ∈ ***X***^h^ in terms of *D*^h^ is the same as that of its corresponding observation *y^l^* ∈ **Y**^l^ in terms of *D*^l^ \[[@RSOS160731C8]\]. Formally, the above-defined objective can be formulated as an optimization problem of the following form: $$\min\limits_{D^{h},D^{l},\alpha}\sum\limits_{i = 1}^{N}\left( {\parallel {x_{i}^{h} - D^{h}\alpha} \parallel_{2}^{2} + \parallel {y_{i}^{l} - D^{l}\alpha} \parallel_{2}^{2}} \right) + \lambda{\parallel \alpha \parallel_{1}},$$ with ${x_{i}}^{h} \in \textit{\textbf{X}}^{h}$ and ${y_{i}}^{l} \in \textit{\textbf{Y}}^{l}$ being the coupled high- and low-resolution patches (respectively) for all *i* = 1, ... ,*N* and a fixed *λ* \> 0.

It is worth noticing that the above problem, while formulated in such a general form, is clearly not convex, hence a number of numerical approaches were proposed to handle that issue. The straight-forward technique to alternately optimize the directories *D*^h^ and *D*^l^ while assuming that the coefficients *α* are fixed and vice versa until the global optimum is eventually reached \[[@RSOS160731C8]\] was mentioned. However, a variety of contemporary methods based on computational intelligence or machine learning to speed up the optimization process \[[@RSOS160731C9]\] were also mentioned. An application of the algorithm proposed by Kato in \[[@RSOS160731C10]\] (e.g. multi-frame case), other approaches using convolutional neural networks and contemporary evolutionary algorithms were among the possible solutions presented.

Finally, an example of Graphic Unit Interface that harmonizes and combines different imaging modalities (microscopy and structural, quantitative and diffusion MRI) to explore inter-modality correspondence in regions of interest was presented \[[@RSOS160731C11]\]. Implementation of such interfaces will be useful in the present stage to help in the evaluation of the novel MR reconstruction techniques discussed. We believe that these trends in MR imaging will pick up and we will be seeing more of these studies in the near future.

As the techniques presented by the different attending sites were complementary, it was suggested that each site applies its technique to other types of data so as to allow comparability of the super-resolution and compressed-sensing methods and results between research groups. The necessity of establishing a long-term inter-site collaboration for this purpose was agreed. This will allow to identify the shortcomings of the current methodologies and set up a joint strategy for the near future.
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[^1]: Electronic supplementary material is available online at <https://dx.doi.org/10.6084/m9.figshare.c.3683167>.
