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Distributed Model Predictive Control with Reconfigurable Terminal
Ingredients for Reference Tracking
Ahmed Aboudonia, Annika Eichler and John Lygeros
Abstract—A novel distributed model predictive control
(MPC) scheme is proposed for reference tracking of large-
scale systems. In this scheme, the terminal ingredients are
reconfigured online taking the current state of the system into
account. This results in an infinite-dimensional optimization
problem with an infinite number of constraints. By restricting
the terminal ingredients to asymmetric ellipsoidal sets and
affine controllers respectively, the optimal control problem
is formulated as a semi-infinite program. Using robust op-
timization tools, the infinite number of constraints is then
transformed into a finite number of matrix inequalities yielding
a finite, albeit non-convex mathematical program. This is in
turn shown to be equivalent to a convex program through a
change of variables. The asymptotic stability of the resulting
closed-loop system is established by constructing a suitable
Lyapunov function. Finally, a modification of the proposed
scheme where the terminal control gain is fixed is introduced.
Both of the proposed schemes are shown to have larger feasible
sets than existing distributed MPC schemes. The proposed MPC
schemes are tested in simulation on a benchmark problem and
on a power network system; they are found to scale well in
the number of subsystems while preserving some degree of
optimality.
I. INTRODUCTION
Control of large-scale dynamical systems has recently
been an active area of research due to its wide variety of
applications. Model Predictive Control (MPC) has emerged
as a leading contender for such systems, due to its ability to
handle the control specifications in a systematic way and to
consider state and input constraints. Centralized MPC can
have several drawbacks in this setting, such as the high
communication requirements and the difficulty to deal with
varying-topology networks. This has motivated the develop-
ment of distributed MPC methods, [1], [2], where the whole
system is decomposed into smaller coupled subsystems and
a local controller is designed for each, possibly sharing
information with the local controllers of other subsystems.
A key question in both centralized and distributed MPC
is stability [3]. Standard MPC stability arguments rely on
the inclusion of a terminal constraint [4], a terminal cost
[5], or both [6]. We collectively refer to these as terminal
ingredients. Terminal ingredients have also been used to
ensure stability of distributed MPC schemes [7]–[11]. The
synthesis of the terminal ingredients is typically performed
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offline, potentially leading to conservatism. Synthesizing the
terminal ingredients on-line could reduce conservatism by
making use of the measured state information when for-
mulating the optimization problem. Moreover, it also paves
the way towards designing less conservative safe learning-
based and adaptive MPC schemes, where the model is either
learned or adapted online and the terminal ingredients are
configured accordingly. Reconfiguring the terminal ingredi-
ents online is also useful for varying-topology networks with
plug-and-play operations. Thus, several methods have been
developed in the literature (see, for example, [12], [13] and
[14]) to synthesize the terminal ingredients online. However,
these methods are mainly developed for centralized MPC
and do not consider synthesizing the terminal control gain
online.
The work in [15] proposes a distributed MPC scheme
where the terminal set size is updated online, whereas,
the terminal controller is synthesized offline. In [16], an
ellipsoidal terminal set and a linear terminal controller are
computed online, taking into account the current state of
the plant. In both works, the terminal set is assumed to be
centered at the origin. This scheme is extended in [17] by
also determining the center of the terminal set online but
the terminal controller is no longer a decision variable to
preserve the convexity of the optimal control problem.
In this work, we develop a novel distributed MPC with
reconfigurable terminal ingredients for reference tracking
of large-scale systems with a distributed structure. This
distributed MPC scheme determines the terminal set size and
center as well as the terminal controller online. We restrict
attention to ellipsoidal terminal sets and affine terminal
controllers, leading to a semi-infinite online optimal control
problem. The main contributions of the paper are as follows,
1) We make use of robust optimization methods to con-
vert the resulting semi-infinite program to a finite
nonconvex optimal control problem, which is in turn
converted to a convex program using a bijective change
of decision variables.
2) We establish recursive feasibility and stability of the
proposed scheme and show that it has a larger feasible
set compared to the one developed in [16].
3) We develop a modified version of the proposed scheme
with fewer decision variables and relaxed constraints
and show that it also has a larger feasible set than the
scheme in our earlier work [17].
Finally, we evaluate the efficacy of both schemes via simula-
tion on a benchmark problem and a power network system.
The proposed schemes are considered as a first step towards
developing less-conservative distributed safe-learning and
adaptive predictive controllers for large-scale systems.
In Section II, the distributed MPC problem formulation
is introduced. In Section III, we recall the offline phase in
which a Lyapunov matrix is computed. In Section IV, the dis-
tributed MPC scheme with the reconfigurable terminal ingre-
dients is introduced. The asymptotic stability and recursive
feasibility of the proposed scheme are established in Section
V. The modified version of the proposed scheme with fixed
terminal control gain is presented in Section VI. Furthermore,
the feasibile regions of the proposed schemes are compared
to those of other schemes in the literature. In Section VII, two
numerical examples are presented illustrating the efficacy of
this scheme. Section VIII provides conclusing remarks.
Notation: Let R, R+ and N+ be the sets of real, non-
negative real and non-negative natural numbers, respectively.
We denote the transpose of a vector v by v⊤, its Euclidian
norm by ||v|| and its weighted norm by ||v||P =
√
v⊤Pv,
where P is a symmetric positive definite matrix. The matrix
P = diag(P1, ...,PM) denotes a block diagonal matrix with
the submatrices Pi, i ∈ {1, ...,M}, along its diagonal. Let
X ×Y be the cartesian product of the two sets X and Y
and ×i∈IXi the cartesian product of the sets Xi where I is
an index set. A function δ : R+ → R+ belongs to the class
K0 if it is continuous, strictly increasing and δ (0) = 0. A
function δ :R+→R+ belongs to the class K∞ if δ ∈K0 and
is radially unbounded. The set int(X) denotes the interior of
the set X in the Euclidean topology.
II. PROBLEM FORMULATION
A. Basic Definitions
Consider a discrete-time linear time-invariant (LTI) system
x(t+ 1) = Ax(t)+Bu(t), (1)
where t ∈N+ denotes the time index, x∈Rn the state vector,
u ∈Rm the input vector and A ∈Rn×n and B ∈Rn×m known
system matrices satisfying the following assumption.
Assumption II.1 The pair (A,B) is stabilizable.
The states and inputs of the discrete-time LTI system (1) are
required to satisfy a set of linear constraints defined by the
polytopic sets X and U as
x(t) ∈ X = {x ∈ Rn : Gx≤ g},
u(t) ∈ U = {u ∈ Rm : Hu≤ h}, (2)
where G ∈ Rnsc×n, H ∈ Rnic×m, g ∈ Rnsc and h ∈ Rnic are
known matrices.
Assuming that the system is required to track the target
point xr, the global cost function is chosen to be
J =
T−1
∑
t=0
{||x(t)− xe||2Q+ ||u(t)− ue||2R}
+ ||x(T )− xe||2P+ ||xe− xr||2S,
(3)
where T is the prediction horizon. The matrices Q ∈ Rn×n,
R ∈ Rm×m and S ∈ Rn×n are the cost function weights, P ∈
R
n×n is the terminal cost matrix and (xe,ue) is an artificial
equilibrium point to which the system aims to converge at the
current time instant. This artificial equilibrium is considered
as a decision variable in the optimal control problem. The last
term in the cost function (3) aims to drive this equilibrium
towards the target point. This form of the cost will become
apparent later while proving stability and comparing the
feasibility regions. We consider equilibria under a fixed
feedback policy κ(·), to be defined shortly. Moreover, we
restrict attention to equilibria that lie in the interior of the
corresponding constraints.
Definition II.1 The point (xe,ue) is an admissible equilib-
rium point under a feedback policy κ : X →U if
xe = Axe+Bue ∈ int(X )
ue = κ(xe) ∈ int(U ) (4)
In addition, we assume that the target point satisfies the
following assumption.
Assumption II.2 There exists a feedback policy κr such that
the point (xr,κr(xr)) is an admissible equilibrium point.
Note that, in particular, this implies that the sets X and U
have non-empty interior.
B. Distributed Control Problem
The system matrices A and B as well as the constraint
matrices G and H are assumed to admit a structure al-
lowing the division of (1) into M subsystems. We let x =
(x1, . . . ,xM) ∈ Rn1 × . . .×RnM = Rn and u = (u1, . . . ,uM) ∈
Rm1 × . . .× RmM = Rm denote the states and inputs of the
M subsystems. Two subsystems are considered as neighbors
if the state of one appears in the dynamics of the other, or
their states appear jointly in one of the state constraints. The
set of neighbors of the ith subsystem is denoted as Ni; by
convention we assume that i ∈Ni for all i= {1, . . . ,M}. By
definition, the dynamics of each subsystem i ∈ {1, ...,M} is
given by
xi(t+ 1) = AixNi(t)+Biui(t), (5)
where xNi ∈ RnNi is a concatenated state vector comprising
the states of the subsystems in the set Ni. The matrices Ai ∈
R
ni×nNi and Bi ∈Rni×mi are derived from the global matrices
A and B in the obvious way. Similarly, the constraints of
each subsystem decompose to
xNi(t) ∈ XNi = {xNi ∈ RnNi : GixNi ≤ gi},
ui(t) ∈ Ui = {ui ∈ Rmi :Hiui ≤ hi}, (6)
where Gi ∈ Rnsci×ni , Hi ∈ Rnici×mi , gi ∈ Rnsci and hi ∈ Rnici
are derived from the matrices G and H and vectors g and h.
Without loss of generality, input coupling is not considered
and the subsystems are assumed to be coupled only through
the states; in the presence of coupled inputs, additional aux-
iliary variables can be introduced to ensure this assumption
is met as in [16]. If we define the set Xi =XNi×R∑i∈M/Ni ni
whereM is the set of all subsystems andM/Ni is the set of
all subsystems excluding the neighbors of the ith subsystem,
then, by definition,
X = X1∩ ...∩Xi∩ ...∩XM,
U = U1× ...×Ui× ...×UM.
The local variables of the ith subsystem can be extracted
from the global variables using the mappingsUi ∈ {0,1}ni×n,
Wi ∈ {0,1}nNi×n and Vi ∈ {0,1}mi×m where
xi =Uix, xNi =Wix, ui =Viu. (7)
We assume that the cost function (3) also decomposes
along the lines of the subsystems.
Assumption II.3 The matrices Q, R, P and S satisfy Q =
∑Mi=1W
⊤
i QiWi, R = ∑
M
i=1V
⊤
i RiVi, P = ∑
M
i=1U
⊤
i PiUi and S =
∑Mi=1U
⊤
i SiUi where Qi ∈ RnNi×nNi , Ri ∈ Rmi×mi , Pi ∈ Rni×ni
and Si ∈ Rni×ni are symmetric positive definite matrices.
We can therefore write the system-wide cost J = ∑MI=1 Ji
as the sum of local cost functions of each subsystem
Ji =
T−1
∑
t=0
{
||xNi(t)− xeNi ||
2
Qi
+ ||ui(t)− uei ||2Ri
}
+ ||xi(T )− xei ||2Pi + ||xei− xri ||2Si ,
(8)
where xei = Uixe, uei = Viue, xeNi = Wixe and xri = Uixr.
Furthermore, the feedback policy κ(x) is assumed to be
seperable as κ(x)= [κ1(xN1), ...,κi(xNi), ...,κM(xNM )]
⊤. Thus,
from (5), (6) and Defnition II.1, the artificial equilibrium of
the ith subsystem is assumed to satisfy
xei =AixeNi +Biuei , xeNi ∈ int(XNi),
uei = κi(xeNi ) ∈ int(Ui).
(9)
C. Terminal Ingredients
To guarantee that the developed controller is recursively
feasible and its corresponding closed-loop dynamics are
asymptotically stable, we require that
xi(T ) ∈ X fi(xi) (10)
where X fi(xi) is positively invariant under the stabilizing
terminal controller κi(xNi). The global terminal set is then
defined as
X f (x) = X f1(x1)×X f2(x2)× ...×X fM(xM).
As our aim is to determine the terminal set X fi(xi) and the
corresponding terminal controller κi(xNi) online, additional
constraints are imposed to ensure that they are positively
invariant and stabilizing respectively. The latter requirement
is ensured by the following theorem.
Theorem II.1 ([18]) Consider a distributed controller of the
form κi(xNi) : R
nNi → Rmi . Assume that, for each subsystem
i∈ {1, ...,M}, there exist functions Vi(xi) :Rni →R+, γi(xNi) :
R
nNi → R and li(xNi ,κi(xNi)) : RnNi+mi → R+ and functions
δ1,i(·), δ2,i(·), δ3,i(·) ∈K∞ such that for all xi ∈ X fi
δ1,i(·)≤Vi(xi)≤ δ2,i(·), (11a)
δ3,i(·)≤ li(xNi ,κi(xNi)), (11b)
Vi(AixNi +Biκi(xNi))−Vi(xi)
≤− li(xNi ,κi(xNi))+ γi(xNi),
(11c)
M
∑
i=1
γi(xNi)≤ 0. (11d)
Then, the function V (x) = ∑Mi=1Vi(xi) is a Lyapunov func-
tion for the closed-loop system under the control law κi(xNi)
on the set X f =×i∈{1,...,M}X fi .
For appropriately chosen X fi , the existence of such a con-
troller is ensured by Assumption II.1. The following propo-
sition provides conditions to ensure that the terminal set is
positive invariant under the action of the terminal controller.
Proposition II.1 ([16]) Define the sets X fNi = × j∈NiX f j ,
then, each local terminal set X fi is positively invariant
under the action of the distributed controller κi if for each
subsystem i ∈ {1, ...,M} and for all xNi ∈ X fNi ,
AixNi +Biκi(xNi) ∈ X fi , (12a)
xNi ∈ XNi , (12b)
κi(xNi) ∈ Ui. (12c)
In this case, the global terminal set X f is also positively
invariant.
Condition (12a) ensures that the terminal set X fi is invariant,
whereas conditions (12b) and (12c) ensure that the state and
input constraints are satisfied inside the terminal set.
D. On-line optimal control problem
To complete the formulation of the online optimal control
problem, we simply need to add a constraint to initialise the
state to the value measured from the system
xNi(0) = xNi,0 (13)
where xNi ,0 ∈ Rni is the current state of the subsystems in
the set Ni.
The global cooperative online optimal control problem can
then be written as
min
M
∑
i=1
Ji(xNi ,ui)
s.t.


(5), (6), ∀t ∈ {0, ...,T} ∀i ∈ {1, ...,M},
(9), (10), (13) ∀i ∈ {1, ...,M},
(11a), (11b), (11c), (11d),
∀x j ∈ X f j , ∀ j ∈Ni, ∀i ∈ {1, ...,M},
(12a), (12b), (12c),
∀x j ∈ X f j , ∀ j ∈Ni, ∀i ∈ {1, ...,M}.
(14)
In the online phase, the optimal control problem (14)
is solved at each time instant yielding the predicted state
trajecotory x(t), the predicted input trajectory u(t), the
predicted equilibrium point (xe,ue), the local terminal set
X fi(xi) and the local terminal controller κi(xNi). Clearly, (14)
is an intractable optimisation problem; we discuss the steps
we propose to approximate it by a tractable problem in the
subsequent sections.
III. DISTRIBUTED OFFLINE PHASE
The matrices Pi, i ∈ {1, ...,M}, of the local terminal costs
of all the subsystems can be computed offline following the
method in [7], [19]. These matrices Pi are designed in such
a way that the global terminal cost function with the matrix
P= diag(P1, ...,PM) can be used as a Lyapunov function for
the plant controlled by MPC. For this purpose, Theorem II.1
is used and the following semidefinite program (see [7], [19])
is formulated,
max
M
∑
i=1
trace(Ei)
s.t. ∀i ∈ {1, ...,M}


Ei ≥ εo, (16), HNi ≤ SNi,
∑
j∈Ni
UiW
⊤
N jSN jWN jU
⊤
i ≤ 0,
(15)
where trace(·) is the trace operator of a matrix, εo is an
arbitrarily small positive constant, (16) is given overleaf in
single column, Ei = P
−1
i , YNi , HNi and SNi are decision
variables and SNi is assumed to be block diagonal. Note that,
in (16), ENi = WiEW
⊤
i where E = P
−1. The semidefinite
program (15) is formulated considering a linear terminal
controller with K fi =YNiPNi . However, this terminal control
gain is considered here only to compute the terminal cost
matrix and is never actually applied to the system or used
on-line in (14); In the online phase, the terminal controller
is computed and updated at each time instant, as discussed
in the next section.
IV. DISTRIBUTED ONLINE PHASE
We now move to the online phase of the proposed dis-
tributed MPC scheme, which is the main contribution of this
work. The online optimal control problem (14) formulated
in Section II is infinite-dimensional, with an infinite number
of decision variables (the terminal set X f ,i and the terminal
controller κi(xNi)) and an infinite number of constraints ((11)
and (12) have to hold for each state).
A. Infinite to finite number of decision variables
To transform the infinite-dimensional problem into a finite-
dimensional one, the terminal set is restricted to the class
of asymmetric ellipsoidal sets and the terminal controller is
restricted to the class of affine controllers. In this case, for
each i ∈ {1, ...,M}, the local terminal set is defined as
X fi = {xi : (xi− ci)⊤Pi(xi− ci)≤ αi} (17)
where αi ∈ R and ci ∈ Rni define the size and center
of the corresponding local terminal set, respectively, and
are considered as decision variables. The matrix Pi is the
one computed in the offline phase and is not a decision
variable in the online phase. Note that this ellipsoidal set
is not necessarily symmetric with respect to the target point.
Likewise, the terminal controller is restricted to the class of
affine controllers
κi(xNi) = KixNi + di, (18)
where Ki ∈ Rmi×nNi is the terminal control gain matrix and
di ∈Rmi is the affine term of the terminal controller. Notice
that the terminal control gain and the affine term are both
decision variables in the online phase.
Given (18), the constraints (9) on the artificial equilibrium
point are expressed as xei =AixeNi +Biuei ∈ int(Xi), and uei =
KixeNi
+di ∈ int(Ui). These constraints can be enforced in the
optimal control problem as follows
xei = AixeNi +Biuei ∈ ε1Xi,
uei = KixeNi + di ∈ ε1Ui.
(19)
where ε1 ∈ (0,1) is a parameter that can be taken arbitrarily
close to 1. Considering (17), the terminal constraint (10) is
also modified to be (xi(T )− ci)⊤Pi(xi(T )− ci) ≤ αi. This
constraint can be equivalently represented by means of the
Schur complement as [17]
[
P−1i α
1/2
i xi(T )− ci
xi(T )− ci α1/2i
]
≥ 0. (20)
Considering (18) and that the function γi(xNi) = (xNi −
xeNi
)Γi(xNi − xeNi ) is quadratic with respect to the states, the
asymptotic stability conditions (11) can be also represented
as
δ1,i(·)≤Vi(xi)≤ δ2,i(·), (21a)
δ3,i(·)≤ li(xNi ,KixNi + di), (21b)
Vi((Ai+BiKi)xNi +Bidi)−Vi(xi)
≤−li(xNi ,KixNi + di)+ (xNi− xeNi )Γi(xNi − xeNi ),
(21c)
M
∑
i=1
(xNi − xeNi )Γi(xNi − xeNi )≤ 0. (21d)
Note that the matrix Γi is considered as a decision variable
in the optimal control problem. As discussed later, the
functions δ1,i,δ2,i,δ3,i ∈ K∞ are known to exist by appro-
priately choosing the classes of functions for Vi(xi) and
li(xi,KixNi + di). Finally, the positive invariance constraints
(12) can be rewritten as
||(Ai+BiKi)xNi +Bidi− ci||2Pi ≤ αi, (22a)
xNi ∈ XNi , (22b)
KixNi + di ∈ Ui. (22c)


WiU
⊤
i EiUiW
⊤
i +HNi ENiA
⊤
i +Y
⊤
NiB
⊤
i ENiQ
⊤
i Y
⊤
NiR
1/2
i
AiENi +BiYNi Ei 0 0
Q
1/2
i ENi 0 I 0
R
1/2
i YNi 0 0 I

≥ 0. (16)
Thus, the global online optimal control problem becomes
min
M
∑
i=1
Ji(xNi ,ui)
s.t.


(5), (6), ∀t ∈ {0, ...,T} ∀i ∈ {1, ...,M},
(13), (19), (20) ∀i ∈ {1, ...,M},
(21a), (21b), (21c), (21d),
∀x j ∈ X f j , ∀ j ∈Ni, ∀i ∈ {1, ...,M},
(22a), (22b), (22c),
∀x j ∈ X f j , ∀ j ∈Ni, ∀i ∈ {1, ...,M}.
(23)
One can see that (23) is a finite-dimensional conservative
approximation of (14), as the terminal sets and the terminal
controllers are no longer optimized over arbitrary sets and
functions. Instead, for i ∈ 1, ...,M, we optimize for the
terminal set size αi, the terminal set center ci, the terminal
control gain Ki, the affine term di and the auxiliary matrix Γi
together with the predicted state trajectory x(t), t ∈ {1, ...,T},
the predicted input trajectory u(t), t ∈ {1, ...,T −1} and the
artificial equilibrium point (xe,ue). Since in the process the
feasible set is reduced, (23) provides an upper bound of the
cost in (14).
B. Infinite to finite number of constraints
Equation (23) still has an infinite number of constraints
represented by the robust constraints (21) and (22). In the
sequel, these robust constraints are transformed into ma-
trix inequalities. In the rest of this section, the following
matrices and vectors are used: α = diag(α1In1 , ...,αMInM),
c= [c⊤1 , ...,c
⊤
M]
⊤, αNi =WiαW
⊤
i and cNi =Wic.
The robust constraint (22a) can be transformed into an
LMI as shown in the following proposition. The conditions
(27), (28), (29), (30) and (31) found in this proposition are
given on subsequent pages in single column.
Proposition IV.1 The terminal set invariance condition
(22a) of the ith subsystem
[(Ai+BiKi)xNi +Bidi− ci]⊤Pi[(Ai+BiKi)xNi +Bidi− ci]≤ αi,
∀ j ∈Ni, x j : (x j− c j)⊤Pj(x j− c j)≤ α j ,
(24)
holds if there exist ρi j ≥ 0 for all j ∈Ni such that (31) holds.
Proof: For the ith subsystem, define the auxiliary
variables si ∈Rni such that
xi = ci+α
1/2
i si. (25)
and sNi ∈ RnNi such that
xNi = cNi +α
1/2
Ni
sNi . (26)
Substituting these variables in (24) yields (27). Using the
mapping equations (7) and multiplying the resulting inequal-
ity by α
−1/2
i leads to (28). By applying the S-Lemma [20],
the inequality (29) is implied. Rearranging this inequality
results in (30) to which the Schur complement [20] is applied
to reach (31).
Similarly, the robust constraint (12b) can be transformed
into an LMI according to the following proposition.
Proposition IV.2 Let Gki be the k
th row of the matrix Gi and
gki the k
th element of the vector gi. The k
th state constraint
of the ith subsystem given by
Gki xNi ≤ gki , ∀ j ∈Ni, x j : (x j− c j)⊤Pj(x j− c j)≤ α j
holds if there exist σ ki j ≥ 0 for all j ∈Ni such that[
∑ j∈Ni σ
k
i jPi j
1
2
α
1/2
Ni G
k⊤
i
1
2
Gki α
1/2
Ni g
k
i −Gki cNi−∑ j∈Ni σ ki j
]
≥ 0. (32)
Proof: The proof follows from [17]
The robust constraint (12c) can be transformed into an
LMI based on the following proposition.
Proposition IV.3 Let H lNi be the l
th row of the matrix HNi
and hlNi the l
th element of the vector hNi. The l
th input
constraint of the ith subsystem given by
H lNiKixNi +H
l
Nidi ≤ hlNi ,
∀ j ∈Ni, x j : (x j− c j)⊤Pj(x j− c j)≤ α j ,
(33)
holds if there exist τ li j ≥ 0 for all j ∈Ni such that[
∑ j∈Ni τ
l
i jPi j
1
2
α
1/2
Ni K
⊤
i H
l⊤
Ni
1
2
H lNiKiα
1/2
Ni h
l
Ni−H lNi(KicNi + di)−∑ j∈Ni τ li j
]
≥ 0.
(34)
Proof: Recall the definitions of the auxiliary vectors si
and sNi in (25) and (26). Substituting these auxiliary vectors
in (33), the input constraints are given by
H lNiKi(cNi +α
1/2
Ni sNi)+H
l
Nidi ≤ hkNi,
∀ j ∈Ni, s j : s⊤j Pjs j ≤ 1.
Using the mapping equations (7), the above implication can
be expressed as
H liKiα
1/2
Ni sNi +H
l
iKicNi +H
l
i di ≤ hli ,
∀ j ∈Ni, s⊤NiPi jsNi ≤ 1.
Applying the S-procedure [20] leads to
∑
j∈Ni
τ li j
[
Pi j 0
0 −1
]
−
[
0 1
2
α
1/2
Ni K
⊤
i H
l⊤
i
1
2
H liKiα
1/2
Ni H
l
iKicNi +H
l
i di− hli
]
≥ 0.
s⊤Ni(Aiα
1/2
Ni +BiKiα
1/2
Ni )
⊤Pi(Aiα
1/2
Ni +BiKiα
1/2
Ni )sNi
+ 2[(Ai+BiKi)cNi +Bidi− ci]⊤Pi(Aiα1/2Ni +BiKiα
1/2
Ni )sNi
+[(Ai+BiKi)cNi +Bidi− ci]⊤Pi[(Ai+BiKi)cNi +Bidi− ci]≤ αi

∀ j ∈Ni, s
⊤
j Pjs j ≤ 1 (27)
m
s⊤Ni(Aiα
1/2
Ni +BiKiα
1/2
Ni )
⊤Piα
−1/2
i (Aiα
1/2
Ni +BiKiα
1/2
Ni )sNi
+ 2[AicNi +Bi(KicNi + di)− ci]⊤Piα−1/2i (Aiα1/2Ni +BiKiα
1/2
Ni )sNi
+[AicNi +Bi(KicNi + di)− ci]⊤Piα−1/2i [AicNi +Bi(KicNi + di)− ci]≤ α1/2i

∀ j ∈Ni, s
⊤
NiPi jsNi ≤ 1 (28)
w
∑
j∈Ni
ρi j
[
Pi j 0
0 −1
]
−
[
(Aiα
1/2
Ni +BiKiα
1/2
Ni )
⊤Piα
−1/2
i (Aiα
1/2
Ni +BiKiα
1/2
Ni )
[AicNi +Bi(KicNi + di)− ci]⊤Piα−1/2i (Aiα1/2Ni +BiKiα
1/2
Ni )
(Aiα
1/2
Ni +BiKiα
1/2
Ni )
⊤Piα
−1/2
i [AicNi +Bi(KicNi + di)− ci]
[AicNi +Bi(KicNi + di)− ci]⊤Piα−1/2i [AicNi +Bi(KicNi + di)− ci]−α1/2i
]
≥ 0
(29)
m[
∑ j∈Ni ρi jPi j 0
0 α
1/2
i −∑ j∈Ni ρi j
]
−
[
(Aiα
1/2
Ni +BiKiα
1/2
Ni )
⊤
[AicNi +Bi(KicNi + di)− ci]⊤
]
Piα
−1/2
i
[
(Aiα
1/2
Ni +BiKiα
1/2
Ni )
[AicNi +Bi(KicNi + di)− ci]
]⊤
≥ 0 (30)
m

P−1i α
1/2
i (Aiα
1/2
Ni +BiKiα
1/2
Ni ) [AicNi +Bi(KicNi + di)− ci]
(Aiα
1/2
Ni +BiKiα
1/2
Ni )
⊤ ∑ j∈Ni ρi jPi j 0
[AicNi +Bi(KicNi + di)− ci]⊤ 0 α1/2i −∑ j∈Ni ρi j

≥ 0 (31)
Rearranging the above LMI results in (34).
Finally, the closed-loop stability constraints (21) can be
transformed into a finite number of LMIs as shown in the
following proposition, where LMI (35) is given overleaf in
single column.
Proposition IV.4 The closed-loop stability conditions (21)
of the ith subsystem hold if (35) holds for all i ∈ {1, ...,M}
and if there exist block-diagonal matrices Ti ∈ RnNi×nNi for
all i ∈ {1, ...,M} such that the following inequalities hold.
α
1/2
Ni Γiα
−1/2
i α
1/2
Ni ≤ Ti ∀i ∈ {1, ...,M}, (36a)
∑
j∈Ni
UiW
⊤
j TjWjU
⊤
i ≤ 0 ∀i ∈ {1, ...,M}. (36b)
Proof: Consider that Vi(xi) = ||xi − xei ||2Pi and
li(xNi ,KixNi + di) = ||xNi − xeNi ||2Qi + ||KixNi + di − uei ||2Ri .
Since di = −KixeNi + uei from (19), it is found that
li(xNi ,KixNi + di) = ||xNi − xeNi ||2(Qi+K⊤i RiKi). Defining the
auxiliary variable zi = xi − xei and zNi = xNi − xeNi leads
to Vi(zi) = ||zi||2Pi , li(zNi) = ||zNi ||2(Qi+K⊤i RiKi) and γi(zNi ) =||zNi ||2Γi .
Recall that Pi is positive definite. Let δ1,i = λmin(Pi)||zi||2
and δ2,i = λmax(Pi)||zi||2 where λmin(Pi) and λmax(Pi) are
the minimum and maximum eigenvalues of the matrix Pi
respectively. Then, δ1,i ∈K∞ and δ2,i ∈K∞. In other words,
condition (21a) is satisfied. Similarly, recall that Qi and Ri are
positive semi-definite and positive definite, respectively, by
Assumption II.3. Let δ3,i = λmin(Qi+K
⊤
i RiKi)||zNi ||2 where
λmin(Qi+K
⊤
i RiKi) is the minimum eigenvalue of the matrix
Qi+K
⊤
i RiKi. Then, δ3,i ∈K∞ and condition (21b) is satisfied.
Consequently, conditions (21a) and (21b) can be omitted
from the optimal control problem since they are satisfied
by construction.
Making use of the expressions of Vi(zi) and li(zNi) and
using (7), conditions (21c) and (21d) are expressed as
xNi [WiU
⊤
i PiUiW
⊤
i −(Ai+BiKi)⊤Pi(Ai+BiKi)
− (Qi+K⊤i RiKi)+Γi]xNi ≥ 0
(37a)
x
(
M
∑
i=1
W⊤i ΓiWi
)
x≤ 0. (37b)
By following the proof of Proposition 4 in [16], we derive
the LMIs (35) and
M
∑
i=1
W⊤i α
1/2
Ni Γiα
−1/2
i α
1/2
Ni Wi ≤ 0. (38)
Following [7], we introduce the block-diagonal matrices Ti
as upper bounds of α
1/2
Ni Γiα
−1/2
i α
1/2
Ni by requiring inequality
(36a). Thus, condition (38) can be ensured by means of the
inequalities (36b).
Finally, to ensure that the auxiliary decision variables
added because of the S-lemma are non-negative, we require


WiU
⊤
i P
−1
i UiW
⊤
i +FNi α
1/2
Ni A
⊤
i +α
1/2
Ni K
⊤
i B
⊤
i αNiQ
⊤
i αNiK
⊤
i R
1/2
i
Aiα
1/2
Ni +BiKiα
1/2
Ni P
−1
i α
1/2
i 0 0
Q
1/2
i αNi 0 α
1/2
i InNi
0
R
1/2
i KiαNi 0 0 α
1/2
i Imi

≥ 0 (35)
that
µi j > 0, ρ
k
i j > 0, τ
l
i j > 0, ∀k ∈ {1, ...,sci},
∀l ∈ {1, ..., ici},
∀ j ∈Ni.
(39)
In summary, the global online optimal control problem
becomes
min
M
∑
i=1
Ji(xNi ,ui)
s.t.


(5), (6), ∀t ∈ {0, ...,T} ∀i ∈ {1, ...,M},
(13), (19), (20) ∀i ∈ {1, ...,M},
(35), (36a), (36b), ∀i ∈ {1, ...,M},
(31), (32), (34), ∀i ∈ {1, ...,M},
(39), ∀i ∈ {1, ...,M}.
(40)
Unlike the optimization problem (23), the problem (40)
has a finite number of constraints since the robust constraints
in (23) are replaced by a finite number of matrix inequalities
in (40). Note that (40) provides an upper bound of the
optimal cost in (23), as the feasible set has been restricted
once more by assuming quadratic Lyapunov functions and
through the use of the S-procedure in Proposition IV.1, IV.2,
IV.3 and IV.4. It is important to mention that the optimization
variables in (40) are the predicted state trajectory x(t), t ∈
{1, ...,T}, the predicted input trajectory u(t), t ∈ {1, ...,T −
1}, the artificial equilibrium point (xe,ue), the terminal set
size αi, the terminal set center ci, the terminal control gain
Ki, the affine term di and the auxiliary variables µi j, ρ
k
i j, τ
l
i j
and Γi.
C. From a non-convex to a convex program
Even though (40) is finite-dimensional with a finite num-
ber of constraints, it is non-convex due to the nonlinear
combinations of decision variables Kiα
1/2
Ni
, KicNi , KixeNi
and α
1/2
Ni
Γiα
−1/2
i α
1/2
Ni
in the constraint (19) and the matrix
inequalities (31), (32), (34), (35) and (36). It can, however,
be transformed into a convex problem through the change of
variables
v1,i = α
1/2
Ni , v2,i = cNi ,
v3,i = Kiα
1/2
Ni , v4,i = KicNi + di,
v5,i = α
1/2
Ni
Γiα
−1/2
i α
1/2
Ni
.
(41)
The above map is bijective as long as αi > 0 ∀i ∈ {1, ...,M};
in this case, the original variables αi, ci, Ki, di and Γi can
be retrieved from the newly-defined ones v j,i ∀ j ∈ {1, ...,5}
as
αNi = v
2
1,i, cNi = v2,i,
Ki = v3,i v
−1
1,i , di = v4,i− v3,i v−11,i v2,i,
Γi = v
−1
1,i v5,iv
−1
1,i (UiW
⊤
i v1,iWiU
⊤
i )11,
where (·)11 denotes the top-left element in a matrix. Notice
that it is always possible to find αi > 0 because the equilib-
rium point is assumed to be in the interior of the state and
input constraint sets as implied by (19). Using the map (41),
the matrix inequalities (20), (31), (32), (34), (35) and (36a)
can be written, respectively, as (42), (43), (44), (45), (46) and
(47). The matrix inequalities (43) and (46) are given overleaf
in single column.[
P−1i UiW
⊤
i v1,iWiU
⊤
i xi(T )−UiW⊤i v2,i
xi(T )−UiW⊤i v2,i (UiW⊤i v1,iWiU⊤i )11
]
≥ 0. (42)
[
∑ j∈Ni ρ
k
i jPi j
1
2
v1,iG
k⊤
i
1
2
Gki v1,i g
k
i −Gki v2,i−∑ j∈Ni ρki j
]
≥ 0. (44)
[
∑ j∈Ni τ
l
i jPi j
1
2
v⊤3,iH
l⊤
Ni
1
2
H lNiv3,i h
l
Ni−H lNiv4,i−∑ j∈Ni τ li j
]
≥ 0. (45)
v5,i ≤ Ti. (47)
Although the matrix inequalities (42), (43), (44), (45), (46)
and (47) are linear in the newly-defined variables in (41),
the constraint (19) is still nonlinear due to the product
Kixei . To express this constraint as a linear combination
of the variables in (41), the artificial equilbrium point can
be constrainted to be at the center of the terminal set (i.e.
xei = ci). In this case, the constraint (19) becomes
UiW
⊤
i v2,i = Aiv2,i+Biuei , v2,i ∈ ε1Xi,
uei = v4,i ∈ ε1Ui.
(48)
Notice that, by substituting (48) in the matrix inequality (43),
this LMI becomes block diagonal, thus, leading to the same
LMI derived in [16] for MPC with adaptive terminal sets.
Based on the above arguments, the global online opti-
mization problem can be represented as a convex finite-
dimensional optimal control problem with a finite number
of constraints as follows,
min
M
∑
i=1
Ji(xNi ,ui)
s.t.


(5), (6), ∀t ∈ {0, ...,T} ∀i ∈ {1, ...,M},
(13), (20), (48), ∀i ∈ {1, ...,M},
(46), (47), (36b), ∀i ∈ {1, ...,M},
(43), (44), (45), ∀i ∈ {1, ...,M},
(39), ∀i ∈ {1, ...,M}.
(49)

 P−1i UiW⊤i v1,iWiU⊤i (Aiv1,i+Biv3,i) [Aiv2,i+Biv4,i−UiW⊤i v2,i](Aiv1,i+Biv3,i)⊤ ∑ j∈Ni µi jPi j 0
[Aiv2,i+Biv4,i−UiW⊤i v2,i]⊤ 0 (UiW⊤i v1,iWiU⊤i )11−∑ j∈Ni µi j

≥ 0 (43)


WiU
⊤
i P
−1
i UiW
⊤
i + v5,i v1,iA
⊤
i + v
⊤
3,iB
⊤
i v1,i
(
Q
1/2
i
)⊤
v⊤3,iR
1/2
i
Aiv1,i+Biv3,i P
−1
i (UiW
⊤
i v1,iWiU
⊤
i )11 0 0
Q
1/2
i v1,i 0 (UiW
⊤
i v1,iWiU
⊤
i )11InNi 0
R
1/2
i v3,i 0 0 (UiW
⊤
i v1,iWiU
⊤
i )11Imi

≥ 0. (46)
This leads to the MPC Algorithm 1. Note that the cost
of (49) is once more an upper bound on the cost of (40),
due to the additional constraint that the artificial equilibrium
point lies in the center of the terminal set, imposed by (48).
In summary, the costs of the various programs considered
satisfy
(14)≤(23) {ellipsoidal sets, affine controllers}
≤(40) {quadratic functions, S-procedure}
≤(49) {centered equilibrium}.
An alternative to the last inequality will be discussed in
Section VI.
Algorithm 1 Reconfigurable Distributed MPC with variable
control gain
Input: System matrices A, B, cost function matrices Q,
R, mappings U , V , W sets X , U , initial condition x0,
prediction horizon T
Output: Vectors x(t), u(t), ∀t ∈{0,1, ...,T}, vectors v j,i, j ∈
{1, ...,5}, i ∈ {1, ...,M}, vectors µi j, ρki j, τ li j , ∀k ∈
{1, ...,sci}, l ∈ {1, ..., ici}, j ∈Ni, i ∈ {1, ...,M} .
1: Initialization Solve the optimization problem (15) to
compute the matrix P
2: while true do
3: Solve the optimization problem (49)
4: Apply the first control input u(0) to the plant (1)
5: Measure the new state x0← Ax0+Bu(0)
6: end while
V. FEASIBILITY AND STABILITY
In this section, the recursive feasibility and the asymptotic
stability of the distributed MPC proposed in Algorithm 1 are
established. The proof is inspired from [2], [16], [21], [22].
For simplicity, the target point is assumed to be the origin.
However, the proof can be extended to any other target point.
We start by showing that the state and input trajectories
converge to the artificial equilibrium trajectory along the
lines of [21]. Throughout, P denotes the structured Lyapunov
matrix computed by solving the optimization problem (15).
Lemma V.1 The optimal solution of the MPC problem (49)
is such that limk→∞(xk(0)− xke) = 0 and limk→∞(uk(0)−
uke) = 0 where x
k(0), uk(0) and (xke,u
k
e) are respectively the
first entry of the optimal state sequence, the first entry of
the optimal input sequence and the artificial equilibrium
corresponding to the optimal solution of (49) in the kth
iteration of Algorithm 1.
Proof: The proof is found in Appendix I.
Next, we show that, if the optimal state and input trajecto-
ries converge to the optimal artificial equilibrium trajectory,
then, the optimal artificial equilibrium trajectory converges to
the target point. The following proofs are inspired from [22],
however (see lemma statements for the precise definitions):
1) we prove in Lemma V.2 that E(xke,δa)⊆ E(x¯e,β ) and
not just that xke ∈ E(x¯e,β ). Furthermore, additional
steps are needed to establish the invariance of E(x¯e,β ).
2) we prove in Lemma V.3 that ||x− x¯e||2P+ ||x¯e−xr||2S <
||xke − xr||2S ∀x ∈ E(xke,δa) instead of proving ||xke −
x¯e||2P+ ||x¯e− xr||2S < ||xke− xr||2S.
3) we prove in Lemma V.4 that limk→∞(xk(0)− xke) = 0
implies limk→∞(xke−xr)= 0 instead of just proving that
xk(0)− xke = 0 implies xke− xr = 0.
4) Although the proof of Lemma V.2 is similar to the one
in [22], Lemmas V.3 and V.4 require a new approach
to the proof.
Lemma V.2 Let κk(x) =Kkx+dk and (xke,u
k
e) ∈ int(X ×U )
be the terminal controller and the artificial equilibrium cor-
responding to the optimal solution of (49). Then, there exist
λ (xke)< 1, λ¯ (x
k
e) > 1, λ ∈ [λ (xke), λ¯ (xke)], δa > 0 and β > 0
such that the equilibrium point (x¯e, u¯e) = (λx
k
e,λu
k
e) satisfies
E(xke,δa)⊂ E(x¯e,β ) where E(xke,δa) = {x : ||x− xke||2P ≤ δa},
E(x¯e,β ) = {x : ||x− x¯e||2P ≤ β} is a positively-invariant set
with respect to x¯e under the controller κ¯(x) = K
kx+ d¯ and
d¯ satisfies (19) for x¯e, u¯e and K
k.
Proof: The proof is similar to the proof of Lemma 1
in [22], see Appendix II.
Lemma V.3 Let S ∈ Rn×n be the cost function ma-
trix defined in (3) and (xke,u
k
e) ∈ int(X × U ) an equi-
librium point of the plant (1). Choose σ > 0 such
that S > σP and select δ1 ∈
(
0, (1+3σ)−
√
1+6σ+5σ2
2
)
and λ ∈
(
1+δ1−
√
δ 21−(1+3σ)δ1+σ2
1+σ ,
1+δ1+
√
δ 21−(1+3σ)δ1+σ2
1+σ
)
.
Then, there exist δa > 0 such that ||x− x¯e||2P + ||x¯e||2S <
||xke||2S for all x ∈ E(xke,δa) where (x¯e, u¯e) = (λxke,λuke) and
E(xke,δa) = {x : ||x− xke||2P ≤ δa}. Moreover, the range in
which λ can be selected intersects the open set (0,1).
Proof: The proof is found in Appendix III.
Remark V.1 Both Lemma V.2 and Lemma V.3 impose con-
straints on the value of the parameter λ . However, by ap-
propriately choosing the other parameters, these constraints
are compatible with each other. In particular, Lemma V.2
requires λ to be in a set containing one in its interior. On
the other side, Lemma V.3 requires λ to be in a range whose
upper bound is between zero and one. Note that this upper
bound tends to one as δ1 tends to zero, that is,
lim
δ1→0
(
1+ δ1
1+σ
+
√
(1+ δ1)2+(1+σ)(σ− 1− 3δ1)
1+σ
)
= 1.
Thus, if δ1 is chosen sufficiently small, the upper bound in
Lemma V.3 (which tends to one) can be made higher than
the lower bound in Lemma V.2 (which is lower than one).
Remark V.2 Both Lemma V.2 and Lemma V.3 impose con-
straints on the value of the parameter δa. In particu-
lar, Lemma V.2 requires that E(xke,δa) ⊆ E(x¯e,β ), whereas
Lemma V.3 requires that E(xke,δa) ⊆ X1. It is easy to see
that, if δa satisfies both conditions, the set E(x
k
e,δa) is
positively invariant with respect to the equilibrium (xke,u
k
e)
under the terminal controller κk(x) = Kkx+ dk. The in-
variance condition can be shown in the same way as the
invariance condition of the set E(x¯e,β ) in Lemma V.2.
Moreover, the constraint satisfaction condition holds since
E(xke,δa) ⊆ E(x¯e,β ) ⊆ E(xke,δb) and for all x ∈ E(xke,δb),
(x,Kkx+ dk) ∈ γX × γU according to Lemma V.2.
Lemma V.4 If for a given initial state x0, the sequence of
optimal solutions to (56) generated by Algorithm 1 is such
that limk→∞(xk(0)− xke) = 0, then limk→∞ xke = 0.
Proof: The proof is found in Appendix IV.
Theorem V.1 The distributed MPC problem (49) is recur-
sively feasible and the closed-loop system under this MPC
controller is asymptotically stable.
Proof: Assume that the distributed MPC prob-
lem is initially feasible at time t = 0. Assume that
the corresponding optimal predicted state trajectory is
{x0(0),x0(1), ...,x0(T )}, the optimal predicted input trajec-
tory is {u0(0),u0(1), ...,u0(T − 1)}, the optimal artificial
equilibrium (x0e ,u
0
e), the optimal terminal set parameters are
{α0,c0} and the optimal terminal control parameters are
{K0,d0}. Since the optimal terminal set X f is designed
ensuring the positive invariance properties, then, the state tra-
jectory {x0(1),x0(2), ...,x0(T ),(A+ BK0)x0(T ) + Bd0}, the
input trajectory {u0(1),u0(2), ...,u0(T − 1),K0x0(T ) + d0},
the optimal artificial equilibrium (x0e ,u
0
e), the optimal termi-
nal set parameters {α0,c0} and the optimal terminal control
parameters {K0,d0} are a feasible solution to the distributed
MPC problem at k= 1. In other words, the distributed MPC
problem is feasible in the next time instant. By induction,
the distributed MPC problem is feasible for all t ≥ 1, or
equivalently, recursively feasible.
Lemma V.1 implies that limk→∞(xk(0)− xke) = 0 where
xk(0) and xke are the optimal solution of the MPC problem at
the kth iteration. Lemma V.4 further implies that limk→∞ xke =
0. Hence, limk→∞ xk(0) = 0 proving the asymptotic stability
of the closed-loop system under the proposed distributed
MPC scheme.
VI. FEASIBLE REGIONS
This section compares the feasible region of the proposed
distributed MPC scheme to that of the one developed in [16].
In addition, a modified version of the proposed scheme is
introduced by fixing the terminal control gain. The feasible
region of the modified scheme is compared to that of the one
developed in [17] in the end of this section.
The following theorem shows that the feasible region of
the distributed MPC scheme (49) contains the feasible region
of the distributed MPC scheme developed in [16].
Theorem VI.1 For a given initial condition, the distributed
MPC problem (49) is feasible if the distributed MPC problem
with adaptive terminal sets in [16] is feasible.
Proof: The proof is found in Appendix V.
We now introduce a modified version of the proposed
scheme (49) by fixing the terminal control gain Ki to the
one computed offline, which is denoted by K f ,i in Section
III. Consequently, the variable Γi is also fixed and the one
computed offline is used. Since the terminal control gain Ki
and the matrix Γi are not decision variables anymore, we can
replace the map in (41) by
w1,i = α
1/2
Ni , w2,i = cNi , w3,i = di. (50)
The constraints (20), (43), (44) and (45) are rewritten in
terms of (50) as (51), (52), (53) and (54); the LMI (52) is
given overleaf in single column.[
P−1i UiW
⊤
i w1,iWiU
⊤
i xi(T )−UiW⊤i w2,i
xi(T )−UiW⊤i w2,i (UiW⊤i w1,iWiU⊤i )11
]
≥ 0. (51)
[
∑ j∈Ni σ
k
i jPi j
1
2
w1,iG
k⊤
i
1
2
Gkiw1,i g
k
i −Gkiw2,i−∑ j∈Ni σ ki j
]
≥ 0. (53)
[
∑ j∈Ni τ
l
i jPi j
1
2
w1,iK
⊤
i H
l⊤
Ni
1
2
H lNiKiw1,i h
l
Ni−H lNi(Kiw2,i+w3,i)−∑ j∈Ni τ li j
]
≥ 0.
(54)
Constraints (5), (6), (13) and (39) remain the same. Recall
that the constraints (46), (47) and (36b) in the optimal control
problem (49) ensure online that the terminal controller is
stabilizing based on Theorem II.1. By fixing the terminal
control gain, there is no need to add these constraints because
it is known in advance that the offline terminal controller is
stabilizing.
Finally, recall that in (49), the artificial equilibrium point
is constrained to be at the center of the terminal set (i.e.

 P
−1
i UiW
⊤
i w1,iWiU
⊤
i (Aiw
1/2
1,i +BiKiw
1/2
1,i ) [Aiw2,i+Bi(Kiw2,i+w3,i)−UiW⊤i w2,i]
(Aiw
1/2
1,i +BiKiw
1/2
1,i )
⊤ ∑ j∈Ni ρi jPi j 0
[Aiw2,i+Bi(Kiw2,i+w3,i)−UiW⊤i w2,i]⊤ 0 (UiW⊤i w1,iWiU⊤i )11−∑ j∈Ni ρi j

≥ 0 (52)
xe = c) to ensure convexity when representing constraint (19)
in terms of the map (41). Since the terminal control gain is
no longer a decision variable, constraint (19) can instead
be represented in terms of the map (50) directly, without
imposing the additional constraint that xe = c. In this case,
constraint (19) is expressed as
xei = AixeNi +Biuei ∈ ε1Xi,
uei = KixeNi +w3,i ∈ ε1Ui.
(55)
The modified online optimization problem then becomes
min
M
∑
i=1
Ji(xNi ,ui)
s.t.


(5), (6), ∀t ∈ {0, ...,T} ∀i ∈ {1, ...,M},
(55), (51), (13) ∀i ∈ {1, ...,M},
(52), (53), (54), ∀i ∈ {1, ...,M},
(39), ∀i ∈ {1, ...,M},
(56)
leading to the MPC scheme in Algorithm 2.
Algorithm 2 Reconfigurable Distributed MPC with fixed
control gain
Input: System matrices A, B, cost function matrices Q,
R, mappings U , V , W sets X , U , initial condition x0,
prediction horizon T
Output: Vectors x(t), u(t), ∀t ∈ {0,1, ...,T}, Vectors
w j,i, j ∈ {1,2,3}, i ∈ {1, ...,M}, vectors µi j, ρki j, τ li j,
∀k ∈ {1, ...,sci}, l ∈ {1, ..., ici}, j ∈Ni, i ∈ {1, ...,M}
1: Initialization Solve the optimization problem (15) to
compute the matrix P and the controller K f
2: while true do
3: Solve the optimization problem (56)
4: Apply the first control input u(0) to the plant (1)
5: Measure the new state x0← Ax0+Bu(0)
6: end while
The following theorem shows that the modified version
of the proposed scheme introduced in (56) is recursively
feasible and the corresponding closed-loop system is asymp-
totically stable.
Theorem VI.2 The distributed MPC problem (56) is recur-
sively feasible and the closed-loop system under this MPC
controller is asymptotically stable.
The proof follows that of Theorem V.1. The only differ-
ence is that instead of using the optimal control gain Kk, the
one computed offline and denoted by K f is used.
Although the MPC scheme (49) has an additional decision
variable Ki ∀i ∈ {1, ...,M} compared to the MPC scheme
(56), their feasible regions are not comparable as shown
numerically below. This is because the MPC scheme (49) has
one more constraint, that is, xei = ci ∀i ∈ {1,2, ...,M}. Since
the modified scheme considers a fixed terminal control gain
which is computed offline, this scheme provides an upper
bound to (40), hence the original distributed MPC problem
(14).
When compared to other schemes in the literature, the
following theorem shows that the feasible region of (56)
contains the feasible region of the distributed MPC developed
in [17].
Theorem VI.3 For a given initial condition, the distributed
MPC problem (56) is feasible if the distributed MPC problem
with adaptive terminal sets in [17] is feasible.
Proof: The proof is found in Appendix VI.
VII. SIMULATION RESULTS
The efficacy of the proposed distributed MPC schemes
(49) and (56) with variable and fixed control gain respec-
tively is investigated in this section by means of a benchmark
example and an application to a network of power generation
areas. The proposed schemes are also compared to other
MPC schemes in the literature.
A. Benchmark Example
The benchmark example used in this section is given by[
x+1
x+2
]
=
[
2 0.5
0.5 2
][
x1
x2
]
+
[−1 0
0 −1
][
u1
u2
]
.
The state and input constraints are assumed to be −5 ≤
xi ≤ 5, −0.25 ≤ ui ≤ 1, for i ∈ {1,2}. The system can
be divided into two dynamically coupled subsystems with
states x1 and x2 and inputs u1 and u2, respectively. Note
that N1 = N2 = {1,2} and xN1 = xN2 = (x1,x2). The matrices
of the cost function are chosen to be Q1 = Q2 = 0.5I2,
R1 = R2 = 0.1 and S1 = S2 = 10. The target point is chosen
to be the origin. The matrix P is computed by solving the
offline optimization problem in (15).
Fig. 1a and 1b show the predicted state trajectories and the
corresponding terminal sets of four different schemes for two
different initial conditions x0 when the optimization problem
is solved once. These schemes are the distributed MPC
scheme with adaptive terminal set of [16] denoted by DST-
ADP, the distributed MPC scheme with asymmetric terminal
sets of [17] denoted by DST-RLX, the proposed distributed
MPC scheme with variable control gain (49) denoted by
DST-VAR and the proposed distributed MPC scheme with
fixed control gain (56) denoted by DST-FXD. Although
ellipsoidal terminal sets are utilized in all of these schemes,
the terminal sets shown in Fig. 1a and 2a are rectangles
since they are the cartesian product of two one-dimensional
ellipsoids. We see that DST-VAR is feasible for both initial
conditions, whereas, DST-ADP is only feasible for x0 =
[−0.16 −0.16]⊤, illustrating Theorem VI.1. Similarly, DST-
FXD is feasible for both initial conditions, whereas, DST-
RLX is only feasible for x0= [0.7 0.5]
⊤, illustrating Theorem
VI.2. Although DST-VAR and DST-FXD are initially feasible
for both initial conditions, their feasible regions do not
necessarily coincide.
The red and magenta dots in Fig. 1a and 1b show the
artificial equilibrium points for the two initial conditions
computed by DST-FXD and DST-VAR respectively (the two
dots overlap in Fig. 1a). The equilibrium point of DST-
VAR is exactly at the center of the terminal set, whereas
the equilibrium point of DST-FXD is not necessarily at the
center. Note that the target point (in this example, the origin)
is not necessarily initially included in the terminal sets of
DST-VAR and DST-FXD, because affine terminal controllers
are used in these schemes.
Fig. 2a, 2b and 2c compare DST-FXD to the classi-
cal centralized MPC schemes with maximal terminal set
(denoted by CNT-MAX) and with ellipsoidal terminal set
(denoted by CNT-ELP) for different initial conditions. For
more details about these centralized schemes, please refer
to [16]. Although using ellipsoidal terminal sets is more
conservative than using maximal terminal sets, computing
the maximal terminal set might be prohibitive for large-scale
systems [16]. The aim of the comparison here is to show that
the proposed scheme reduces the conservatism of ellipsoidal
terminal sets. The scheme DST-VAR is omitted from this
comparison since its behavior is very similar to DST-FXD.
As shown in Fig. 2a, 2b and 2c, the three schemes are all
initially feasible when x0 = [0.7 0.3]
⊤. For x0 = [0.8 0.2]⊤,
CNT-ELP is not feasible, demonstrating the conservatism of
ellipsoidal terminal sets; note that CNT-MAX and DST-FXD
are still feasible. Finally, when x0 = [1.1 0.1], DST-FXD is
still feasible, but neither of the centralised schemes is. The
feasibility of DST-FXD is attributed to the asymmetric ellip-
soidal terminal set and affine terminal controller computed
online taking into account the current state of the system.
As expected, CNT-ELP is more conservative than CNT-
MAX, as the ellipsoidal terminal set is always contained in
the maximal terminal set. On the other hand, the terminal sets
of DST-FXD and DST-VAR are not necessarily contained
in that of CNT-MAX. Thus, DST-FXD and DST-VAR may
reduce the conservatism of using ellipsoidal terminal sets. In
fact, DST-FXD and DST-VAR are always feasible whenever
the state trajectory can reach a positively-invariant ellipsoidal
set containing any feasible equilibrium point in the interior
of the constraint sets. Fig. 2d shows the set of feasible
equilibrium points, which in this case contains the maximal
terminal set. Consequently, in this particular example, the
feasible regions of DST-FXD and DST-VAR are larger than
that of CNT-MAX; this, however, is not always the case and
in general the feasible sets of the three optimisation problems
are incomparable. Similar to DST-VAR and DST-FXD, a
tracking MPC scheme is developed in [22] which is always
feasible whenever the state trajectory can reach a positively-
invariant polytopic set containing any feasible equilibrium
point in the interior of the constraint sets. The union of all
these polytopic sets is refered to as the maximal terminal set
for tracking and is shown in blue in Fig. 2f for the benchmark
example. This maximal terminal set for tracking is found
to always contain the set of feasible equilibrium points. A
detailed comparison between the MPC scheme in [22] and
DST-FXD is performed shortly on a power network.
At first glance, Fig. 2c suggests that DST-FXD is unstable
when x0 = [1.1 0.1]
⊤, since the predicted trajectory moves
away from the origin towards a distant equilibrium point.
When, however, one solves the optimal control problem in
a receding horizon fashion, the closed-loop system is indeed
asymptotically stable, as predicted by Theorem V.1. This
point is illustrated in Fig. 2e, which shows the evolution
of the predicted state trajectory and the terminal set for ten
time instants (each instant is shown in a different color). The
optimal state trajectory can be extracted from this figure by
concatenating the first state predicted at each time instant.
Fig. 2f illustrates the same point for DST-VAR. Notice
that, in this case, the distributed MPC scheme with variable
control gain results in a tighter approximation with a cost
J= 26.5 compared to the distributed MPC scheme with fixed
control gain whose cost is J = 27.3
B. Power Network Application
In this section, DST-FXD (Distributed MPC scheme with
fixed terminal controller) and TRK-MAX (centralized MPC
scheme with maximal terminal set for tracking of [22]),
are compared on a network of power generation areas [23].
Both schemes allow one to track any feasible equilibrium
point in the interior of the state and input constraint sets.
The advantage of DST-FXD over TRK-MAX in this case
is mostly computational, as it circumvents the need to
compute the maximal invariant terminal set for tracking,
whose computation is very expensive especially for large-
scale systems. Its disadvantage is that it results in suboptimal
solutions due to the distributed structure of the controller.
A schematic diagram of the power network considered
here is shown in Fig. 3, which illustrates the dynamic
coupling between the different areas as well as the inputs
and outputs of each area. This network can be divided
into four subsystems, each of which represents one power
generation area whose states are the rotor angular displace-
ment deviation ∆θi, the rotor angular velocity deviation ∆ωi,
the mechanical power deviation ∆Pmi and the steam valve
position deviation ∆Pvi . The input of subsystem i is the
reference set power deviation ∆Pre fi and its disturbance is the
load change deviation ∆Pli ; we assume that the disturbance
is piecewise constant. In this case, the network can be
represented in continuous time using the linear time-invariant
system [23]
z˙= Aczc+Bcv+Dcw, (57)
where z = [z⊤1 z
⊤
2 z
⊤
3 z
⊤
4 ]
⊤ is the state vector comprising
the state vectors zi = [∆θi ∆ωi ∆Pmi ∆Pvi ]
⊤ ∈ R4 of each
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Fig. 2: (a,b,c) Predicted optimal state trajectories (OT) and terminal sets (TS) of the distributed MPC scheme with fixed
terminal gain (DST-FXD), a centralized scheme with the maximal terminal set (CNT-MAX) and a centralized scheme with
the ellipsoidal terminal set (CNT-ELP) for three different initial conditions and a prediction horizon of T = 2, (d) Set of
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the distributed MPC scheme with variable terminal gain (left) and the distributed MPC scheme with fixed terminal gain
(right) for a prediction horizon of T = 2 when solving the optimization problem recursively.
subsystem i, v= [v1 v2 v3 v4]
⊤ is the input vector comprising
the input vi = ∆Pre fi ∈ R of each subsystem i and w =
[w1 w2 w3 w4]
⊤ is the disturbance vector comprising the
piecewise constant disturbance wi = ∆Pli ∈ R affecting each
subsystem i. For more details about the model, please refer
to [23]. To represent system (57) as in (5), the piesewise-
constant disturbances are considered as states leading to[
z˙
w˙
]
=
[
Ac Dc
0 0
][
z
w
]
+
[
Bc
0
]
v. (58)
For a given disturbance w = we = [we1 we2 we3 we4 ]
⊤,
(58) has an equilibrium at zi = zei = [0 0 wei wei ]
⊤ and
vi = vei = wei for all i ∈ {1,2,3,4}. If the disturbance is
assumed to be piecewise constant, whenever we changes the
MPC schemes DST-FXD and DST-TRK are required to track
the corresponding equilibrium point (target point).
The continuous-time system is discretized using exact
discretization with a sampling time of 1 second [24] yielding[
z+
w+
]
=
[
Ad Dd
0 I4
][
z
w
]
+
[
Bd
0
]
v. (59)
where I4 is an identity matrix of size 4. The power
network is subject to the constraints −0.1p.u. ≤ ∆θi ≤
0.1p.u.,−0.4p.u. ≤ ∆Pre fi ≤ 0.4p.u. for all i ∈ {1,2,3,4}
where p.u. refers to per unit [23]. The cost function matrices
are chosen to be Q= diag(Qc,Qc,Qc,Qc,04×4) where Qc =
diag(1000,1000,100,100), R = I4 and S = 1000I20. The
discrete-time model is used to implement the MPC scheme
TRK-MAX. Note that Assumptions II.1 and II.3 are not satis-
fied because w+ =w and the Q matrix entries corresponding
to w are zero. However, the proposed controller can still be
applied because we do not aim to control the disturbance.
To implement the MPC scheme DST-FXD, the discrete-
time system is decomposed into four subsystems, each repre-
senting one power generation area (PGA). Local constraints
and cost functions are determined accordingly. Note that the
discretized model matrices in (59) are not sparse anymore.
These matrices are dense and possibly couple all the sub-
systems in the network, even though they are decoupled in
the continuous-time model. To avoid this coupling, one can
either use Euler discretization which preserves the distrbuted
structure of the network, or simply ignore the coupling
terms in the exactly discretized model. These two approx-
imation methods were compared to the exact discretisation
in (59), by computing the norm of the state vector error.
Numerical results suggest that ignoring the coupling in the
exactly discretized model leads to lower errors than the
Euler discretization. Notice that the resulting inexact model
is only considered for control design, whereas the exact
model is used for simulations. Current work concentrates on
robustifying the proposed algorithms against such modeling
approximations.
Fig. 4a and 4b show the closed-loop response of the power
network under the two MPC schemes (in particular, the states
∆ω2 and ∆Pm2) when the disturbance is a piecewise constant
function whose value changes every 50 seconds. According
to the target point ze2 mentioned earlier, the state ∆ω2 has
PGA 1 PGA 3PGA 2 PGA 4
Fig. 3: A network of four power generation areas (PGA)
to always converge to zero regardless of the disturbance
we, whereas the state ∆Pm2 has to track the disturbance
we2 . We can see that both states follow the corresponding
target point in Fig. 4a and 4b; moreover, Fig. 4b shows a
negligible steady-state error, even though an inexact discrete-
time model is used in the control design.
Table I shows a comparison of both schemes as the number
of PGAs connected in series increase from 4 to 9. The
parameters of the added PGAs are chosen at random among
the parameter values found in [23]. As shown in Table I, the
offline time required to compute the maximal invariant ter-
minal set for tracking for CNT-TRK exceeds ten minutes and
increases as the number of PGAs becomes higher. Although
there are ways to reduce the offline computation time, these
are not investigated here since this is not the main scope of
this work. Notice that these computations are not required
for DST-FXD which computes the terminal set online. The
number of constraints representing the maximal terminal set
for tracking is found to increase as the number of PGAs
increases. Moreover, to compute the maximal invariant set
for tracking, a compact constraint set is required, which is not
the case here. To avoid this problem, additional constraints
are added to compute an inner approximation of this set.
Table I also compares the online computation time and
performance of the two schemes for twenty-five different
scenarios generated with random initial conditions and tar-
get references. The mean of the ratio between the online
computational time Tc of CNT-TRK and the time Td of DST-
FXD is computed. Although Tc is smaller than Td when the
number of PGAs is low, Tc becomes larger as the number
of PGAs increases. Finally, the mean of the suboptimality
(Jd−Jc)/Jd of the 25 scenarios is computed where Jc is the
cost of CNT-TRK and Jd is that of DST-FXD. It is found
that the suboptimality remains below 10% irrespective of
the number of PGAs. Note that the DST-FXD optimization
problem is solved centrally in this comparison. Current work
concentrates on utilizing distributed optimization techniques
to solve this problem in a distributed fashion.
VIII. CONCLUSION
In this paper, a distributed MPC scheme is proposed for
large-scale systems for reference tracking. In this scheme,
the terminal sets and the terminal controller are computed
online and are updated at each time instant. Distributed
asymmetric ellipsoidal sets and affine terminal controllers
are used to transform the infinite-dimensional optimal control
problem into a semi-infinite one. Using robust optimization
TABLE I: Comparison of DST-FXD and CNT-TRK in terms of offline computation time Toff of the maximal terminal set
for tracking, number of constraints Nc of the maximal terminal set for tracking, ratio between the online computation time
Tc of CNT-TRK and Td of DST-FXD and suboptimality (Jd− Jc)/Jc, where Jd is the cost of DST-FXD and Jc is the cost
of CNT-TRK
M 4 5 6 7 8 9
Toff 13.2799 23.8642 37.7562 63.4284 75.4578 121.5610
Nc 3944 6380 8526 10962 12528 16182
Td/Tc 3.8382 2.5714 2.0207 0.8873 0.6867 0.5469
(Jd− Jc)/Jc 7.31% 6.67% 7.43% 7.09% 8.51% 7.08%
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Fig. 4: (a) the rotor angular velocity deviation ∆ω2 and the
mechanical power deviation ∆Pm2 of the second PGA in the
power network when CNT-TRK (blue) and DST-FXD (red)
are implemented.
techniques, the semi-infinite problem is transformed into
a non-convex problem. Finally, a convex optimal control
problem is reached by defining a bijective map relating the
actual decision variables to newly-defined variables. The re-
cursive feasibility of the proposed scheme and the asymptotic
stability of the corresponding closed-loop system are proven.
A modified version of the proposed scheme is introduced and
the feasible regions of both schemes are found to contain the
feasible regions of corresponding schemes in the literature.
The efficacy of the proposed schemes is demonstrated via
simulation. Ongoing work concentrates on robustifying the
proposed methods on one side and on implementing them
using different distributed optimization techniques.
APPENDIX
Appendix I (Proof of Lemma V.1):
The proof follows the standard MPC stability argument in
[2], [21].
Let the optimal solution of the online optimal
control problem (49) at a given time instant be
(x0,u0,x0e ,u
0
e). Therefore, the optimal cost is given
by J0 = ∑T−1t=0
{
||x0(t)− x0e||2Q+ ||u0(t)− u0e||2R
}
+
||x0(T ) − x0e |2|P + ||x0e ||2P and the tail sequence cost by
Jt = ∑T−1t=1
{
||x0(t)− x0e||2Q+ ||u0(t)− u0e||2R
}
+ ||x0(T ) −
x0e ||2P + ||x0e|2|P. Substracting J0 from Jt leads to
Jt − J0 =−||x0(0)− x0e||2Q−||u0(0)− u0e||2R ≤ 0.
We now define the function J¯t =
∑Tt=1
{
||x0(t)− x0e||2Q+ ||u0(t)− u0e||2R
}
+ ||x0(T + 1) −
x0e ||2P+ ||x0e||2P where x0(T +1) = x0e +(A+BK0)(x(T )− x0e).
The predicted state and input sequences resulting in J¯t are
feasible because [x0(1), ...,x0(T )] and [u0(1), ...,u0(T − 1)]
are subvectors of the optimal solution x0 and u0 respectively
and thus feasible. Furthermore, x0(T ) belongs to the
optimal terminal set corresponding to the optimal solution
(x0,u0,x0e ,u
0
e), thus the input u
0(T ) = K0x0(T ) + d0 and
the corrsponding state x0(T + 1) are also feasible. It
is easy to verify from (37) that the matrix P satisfies
P ≥ (A + BK0)⊤P(A + BK0) + Q + K0⊤RK0 and thus,
J¯t ≤ Jt .
Let the optimal solution of the online optimal control
problem (49) at the next time instant be (x1,u1,x1e ,u
1
e) and the
corresponding optimal cost J1. Clearly, J1≤ J¯t since J¯t is the
cost of a feasible solution and J1 is the corresponding optimal
cost. Therefore, J1 − J0 ≤ J¯t − J0 ≤ Jt − J0 = −||x0(0)−
x0e ||2Q−||u0(0)− u0e||2R ≤ 0.
Repeating the above procedure for all the time instants k ∈
N+ and taking the telescopic sum leads to J
0− limk→∞ Jk ≥
∑∞k=0
{
||xk(0)− xke||2Q+ ||uk(0)− uke||2R
}
≥ 0. Notice that the
optimal cost Jk ≥ 0 ∀k ∈N+. Moreover, if the MPC problem
is initially feasible, then, J0 is finite. We therefore must have
limk→∞
{
||xk(0)− xke||2Q+ ||uk(0)− uke||2R
}
= 0. Since the ma-
trices Q and R are positive definite, Assumption II.3 implies
that limk→∞(xk(0)− xke) = 0 and limk→∞(uk(0)− uke) = 0.
Appendix II (Proof of Lemma V.2):
Since (xke,u
k
e) is the artificial equilibrium corresponding
to the optimal solution of (49), then (xke,u
k
e) ∈ int(X ×U ).
Define dmin ∈ [0,1) as the smallest scalar such that (xke,uke) ∈
dminX × dminU and let γ ∈ (dmin,1). Consequently, there
exists δb > 0 such that for all x ∈ E(xke,δb), (x,Kkx+ dk) ∈
γX × γU . Since κk(x) = Kkx+ dk is the terminal controller
corresponding to the optimal solution of (49), condition
(19) is satisfied and uke = K
kxke + d
k. Since u¯e = K
kx¯e + d¯
by assumption, then d¯− dk = −(1−λ )dk as x¯e = λxke and
u¯e = λu
k
e.
Choose λ ∈ (λ (xke), λ¯ (xke)) such that x¯e = λxke ∈
int(E(xke,0.25δb)) and (0,−(1−λ )dk)∈ (1−γ)X ×(1−γ)U
where λ (xke) and λ¯ (x
k
e) are the minimum and maximum
values satisfying these inequalities. It is easy to verify,
through the last two conditions, that λ (xke)< 1 and λ¯ (x
k
e)> 1.
Consequently, there exists β > 0 such that xke ∈ int(E(x¯e,β ))
and E(x¯e,β )⊂ E(xke,δb). Therefore, there exists δa > 0 such
that E(xke,δa)⊂ E(x¯e,β )⊂ E(xke,δb).
It remains to prove that E(x¯e,β ) is a positively invariant set
with respect to (x¯e, u¯e) under the controller κ¯(x) = K
kx+d.
For all x ∈ E(x¯e,β ), (x− x¯e)⊤P(x− x¯e) ≤ β , consequently,
(x − x¯e)⊤P(x − x¯e) − (x − x¯e)⊤(Q+ Kk⊤RKk)(x − x¯e) ≤ β
since Q> 0 and R> 0. Thus, (x− x¯e)⊤(P−Q−Kk⊤RKk)(x−
x¯e) ≤ β . It is easy to verify from (37) that the matrix
P satisfies the Lyapunov inequality P ≥ (A+BKk)⊤P(A+
BKk) + Q + Kk
⊤
RKk. Thus, (x − x¯e)⊤(A + BKk)⊤P(A +
BKk)(x− x¯e) ≤ β , or equivalently, (x+− x¯e)⊤P(x+− x¯e) ≤
β . In addition, (x,Kkx+ d¯) = (x,Kkx+ dk) + (0, d¯− dk) =
(x,Kkx+ dk)+ (0,−(1−λ )dk) ∈ (γX × γU )+ ((1− γ)X ×
(1− γ)U ) = X ×U .
Appendix III (Proof of Lemma V.3):
Note that ||xke − x¯e||2P = (1 − λ )2||xke||2P since
xke − x¯e = (1 − λ )xke. Notice also that x − x¯e =
(x − xke) + (1 − λ )xke. Consequently, ||x − x¯e||2P =
||x − xke||2P + 2(1 − λ )xke⊤P(x − xke) + (1 − λ )2||xke||2P.
Consider a constant δ1 > 0 and the set X1 defined as X1 ={
x ∈ Rn : ||x− xke||2P ≤ δ1||xke||2P, |xke⊤P(x− xke)| ≤ δ1||xke||2P
}
.
For every δ1 we can select δa small enough such
that E(xke,δa) ⊂ X1. Therefore, for all x ∈ E(xke,δa),
||x − x¯e||2P ≤ ||xke||2(δ1P+2δ1(1−λ )P+(1−λ )2P). Since
x¯e = λx
k
e, then ||x¯e||2S = λ 2||xke||2S. Consequently,
||x− x¯e||2P+ ||x¯e||2S ≤ ||xke||2(δ1P+2δ1(1−λ )P+(1−λ )2P+λ 2S).
To prove that ||x− x¯e||2P + ||x¯e||2S < ||xke||2S, it is required
to find conditions on δ1 and λ so that (1− λ 2)S− (1−
λ )2P− 2δ1(1−λ )P− δ1P> 0. Since S > σP, it suffices to
ensure that (1− λ 2)σ − (1− λ )2− 2δ1(1− λ )− δ1 > 0 or,
equivalently, −(1+σ)λ 2+ 2(1+ δ1)λ +(σ − 1− 3δ1) > 0.
Since the quadartic is concave in λ , its roots are required to
be real and distinct so that there exist λ which satisfies the
strict inequality. The roots are
1+ δ1
1+σ
±
√
(1+ δ1)2+(1+σ)(σ− 1− 3δ1)
1+σ
(60)
and are real and distinct as long as (1+ δ1)
2+(1+σ)(σ−
1− 3δ1) > 0, or, equivalently, δ 21 − (1+ 3σ)δ1 + σ2 > 0.
This in turn is a convex quadratic in δ1 whose roots
(1+3σ)±
√
(1+3σ)2−4σ2
2
are real, distinct and positive since
(1+ 3σ)2− 4σ2 = 1+ 6σ + 5σ2 > 0 as σ > 0. If we then
pick δ1 ∈
(
0, (1+3σ)−
√
1+6σ+5σ2
2
)
, then the roots of (60) are
real and distinct. In other words, for any σ > 0, there exists
a small enough δ1 such that there exists λ which satisfies
the desired condition.
It remains to show that λ can be selected in the in-
terval (0, 1). For this, it suffices to prove that it is al-
ways possible to choose at least one of the roots in
(60) to be between zero and one. Consider the larger
root
(
1+ δ1+
√
(1+ δ1)2+(1+σ)(σ− 1− 3δ1)
)
/(1+σ)
in (60). Note that this root is always positive. For this root
to be smaller than or equal to 1, it is required that 1+σ ≥
1+ δ1+
√
(1+ δ1)2+(1+σ)(σ− 1− 3δ1). Notice that this
inequality holds only if σ > δ1. Simplifying and squaring the
desired inequality reduces to δ1(σ +1)≥ 0, which is always
the case since σ and δ1 are positive constants.
In conclusion, for any positive δ1 < σ such that σP ≤ S
and δ1 <
(1+3σ)−
√
1+6σ+5σ2
2
, there exists λ ∈ (0,1) such that
(1−λ 2)σ−(1−λ )2−2δ1(1−λ )−δ1 > 0, and consequently
the condition ||x− x¯e||2P+ ||x¯e||2S < ||xke||2S is satisfied.
Appendix IV (Proof of Lemma V.4):
Assume, for the sake of contradiction, that limk→∞(xk(0)−
xke) = 0 but the sequence of optimal equilibrium points,
{xke}∞k=0, generated by Algorithm 1 either does not converge,
or does but its limit is not the origin. In both cases, there
exists a δc > 0 such that ‖xke‖2P ≥ δc for infinitely many
k. Since limk→∞(xk(0)− xke) = 0, it is always possible to
pick an arbitrarily large k such that xk(0) ∈ E(xke,δa) where
||xke||2 ≥ δc and δa satisfies the conditions in Lemma V.2(
E(xke,δa)⊆ E(x¯e,β )
)
and Lemma V.3
(
E(xke,δa)⊆ X1
)
.
According to Remark V.2, it is always the case that the
selected δa > 0 makes the set E(x
k
e,δa) positively invariant
with respect to xke under the optimal controller κ
k(x) =Kkx+
dk. Since xk(0) ∈ E(xke,δa), the optimal cost Jk is given by
Jk = ∑T−1t=0 {||xk(i)− xke||2Q+ ||xk(i)− xke||2Kk⊤RKk}+ ||x
k(T )−
xke||2P+ ||xke||2S.
According to Lemma V.2, E(xke,δa)⊆ E(x¯e,β ) which is a
positively invariant set with respect to x¯e under the terminal
controller κ¯(x) = Kkx+ d¯. Thus, there exists a feasible
solution starting from the initial condition x¯(0) = xk(0) ∈
E(xke,δa) aiming to converge to the non-optimal equilibrum
point x¯e. Denote the cost of this feasible solution as J¯ =
∑T−1t=0 {||x¯(i)− x¯e||2Q + ||x¯(i)− x¯e||2Kk⊤RKk}+ ||x¯(T )− x¯e||
2
P +
||x¯e||2S. Note that Jk < J¯ since Jk is the optimal cost. It is easy
to verify from (37) that the matrix P satisfies the Lyapunov
inequality P ≥ (A+BKk)⊤P(A+BKk) +Q+Kk⊤RKk and
consequently that J¯ ≤ ||xk(0)− x¯e||2P+ ||x¯e||2S.
According to Lemma V.3, ||x− x¯e||2P+ ||x¯e||2S < ||xke||2S for
all x ∈ E(xke,δa). Since xk(0) ∈ E(xke,δa), then ||xk(0)−
x¯e||2P + ||x¯e||2S < ||xke||2S. Notice that ||xke||2S < Jk for any
(xke,u
k
e) 6= (0,0) which contradicts the optimality of Jk.
Appendix V (Proof of Theorem VI.I)
The cost function and constraints of the distributed MPC
scheme in [16] are found in Appendix VII since they are
needed in this proof to compare the scheme in [16] with the
proposed scheme (49).
For a given initial condition x˜i(0) ∀i ∈ {1, ...,M}, assume
that (x˜i(t), u˜i(t), α˜i, K˜i, Γ˜i, T˜i, θ˜i j , φ˜
k
i j, ψ˜
l
i j) ∀t ∈ {0, ...,T} ∀ j ∈Ni ∀k ∈ {1, ...,nsci} ∀l ∈ {1, ...,nici} ∀i ∈ {1, ...,M} is a
feasible solution of the MPC problem in [16]. This solution
satisfies the constraints (5), (6), (13), (36b), (46) and (47)
in the MPC problem (49) since the same set of constraints
occurs in the MPC problem in [16] (see ((62) (63), (64),
(65), (73), (74) and (75)) in Appendix I).
By comparing the cost function (8) of the proposed scheme
and the cost function (61) of the one developed in [16], it is
deduced that the target point and the artificial equibibrium
point in [16] are xti = 0 and (x˜ei , u˜ei) = (0,0) respectively for
all i ∈ {1, ...,M}. Since the equilibrium point is assumed to
lie at the center of the terminal set (i.e. x˜ei = ci) in the MPC
problem (49), it is concluded that ci = 0 and di = 0 ∀i ∈
{1, ...,M} because uei = Kixei + di by definition. Note that,
in this case, v2,i = 0 and v4,i = 0 ∀i ∈ {1, ...,M} according to
the map (41). Consequently, the constraint (48) is satisfied
since the sets Xi and Ui contain the target point (the origin
in this case) in their interior according to Assumption II.2.
Considering that ci= 0, di= 0 ∀i∈{1, ...,M}, this feasible
solution satisfies the constraints (20) in the MPC problem
(49) since this constraint is the same as (66) in the MPC
problem in [16]. Moreover, assuming that ρi j = θ˜i j ∀ j ∈
Ni, ∀i ∈ {1, ...,M}, the constraints (67) and (68) in [16]
imply the constraint (43) in the MPC problem (49).
Finally, consider the inequalities (69) and (70) in the MPC
problem in [16]. Let σ ki j = 0.5φ˜
k
i j. Thus, the LMI (69) is
rewritten as [
gki G
k
i α
1/2
Ni
α
1/2
Ni G
k⊤
i 2∑ j∈Ni σ
k
i jPi j,
]
≥ 0.
In addition, the inequality (70) implies[
gki − 2∑ j∈Ni ρki j 0
0 0
]
≥ 0.
Adding the above two LMIs yields[
2gkNi− 2∑ j∈Ni ρki j Gki α
1/2
Ni
α
1/2
Ni G
k⊤
i 2∑ j∈Ni ρ
k
i jPi j,
]
≥ 0.
Multiplying the resulting LMI by 0.5 confirms the satisfac-
tion of the inequality (44) in the proposed scheme. The same
procedures can be followed to prove that (71) and (72) imply
(45) when τ li j = 0.5ψ˜
l
i j. Notice that, in this case, constraint
(76) in [16] implies constraint (39) in the MPC problem
(56) because ρ li j = θ˜
l
i j, σ
l
i j = 0.5φ˜
l
i j and τ
l
i j = 0.5ψ˜
l
i j. In
conclusion, any feasible solution of the MPC problem in [16]
is also a feasible solution of the MPC problem (49) assuming
that the decision variables ci = 0 and di = 0 ∀i ∈ {1, ...,M}.
Appendix VI (Proof of Theorem VI.3)
The cost function and constraints of the distributed MPC
scheme in [17] are found in Appendix VIII since they are
needed in this proof to compare the scheme in [17] with the
proposed scheme (56).
For a given initial condition x˜i(0) ∀i ∈ {1, ...,M}, as-
sume that (x˜i(t), u˜i(t), α˜i, c˜i, µ˜i j, σ˜
k
i j, ν˜
l
i j) ∀t ∈ {0, ...,T} ∀ j ∈
Ni ∀k ∈ {1, ...,nsci} ∀l ∈ {1, ...,nici} ∀i ∈ {1, ...,M} is a
feasible solution of the MPC problem in [17]. This solution
satisfies constraints (5), (6), (13), (51), ∀t ∈ {0, ...,T} ∀i ∈
{1, ...,M}, in the MPC problem (56) since the same set of
constraints occurs in the MPC problem in [17] (check (78),
(79), (80), (81), (82) in Appendix VIII).
By comparing the cost function (8) of the proposed scheme
and the cost function (77) of the one developed in [17], it
is deduced that the target point and the artificial equilibrium
point in [17] are xti = 0 and (x˜ei , u˜ei) = (0,0) respectively
for all i ∈ {1, ...,M}. This equilibrium point satisfies the
constraints x˜ei ∈ int(Xi), u˜ei ∈ int(Ui) ∀i ∈ {1,2, ...,M} since
the sets Xi and Ui contain the target point (i.e. the origin
in this case) in their interior by assumption. Recall also
that di = −Kixei + uei , thus w3,i = di = 0 ∀i ∈ {1, ...,M}.
Consequently, constraint (55) in the MPC problem (56) is
satisfied.
Finally, constraints (52), (53), and (54) in the MPC prob-
lem (56) are satisfied since these constraints are the same
as the constraints (83), (84) and (85) in the MPC problem
in [17] assuming that w3,i = 0, ρi j = µ˜i j, τ
l
i j = ν˜
l
i j ∀ j ∈
Ni ∀l ∈ {1, ...,nici} ∀i ∈ {1, ...,M}. Notice that, in this case,
constraint (76) in [17] implies constraint (39) in the MPC
problem (56) because ρ li j = µ˜
l
i j and τ
l
i j = ν˜
l
i j . In conclusion,
any feasible solution of the MPC problem in [17] is also a
feasible solution of the MPC problem (56) assuming that the
decision variable di = 0 ∀i ∈ {1, ...,M}.
Appendix VII (Distributed MPC scheme in [16])
For the sake of completeness, the cost function and the
constraints of the distributed MPC scheme with adaptive
terminal sets developed in [16] are given below. These are
used in Theorem VI.1 to compare the feasible regions of this
scheme with the one introduced in (49). These cost function
and constraints are written according to the notation used
in this work. The LMI (73) is given on the next pages in
single column. For the fairness of comparison, we replace the
constraint ∑Mi=1W
⊤
i α
1/2
Ni Γiα
−1/2
i α
1/2
Ni Wi ≤ 0. with (74) and
(75) based on the idea introduced in [7].
Ji (xNi(T ),ui(T )) =
T−1
∑
t=0
[ xNi(t)
⊤QixNi(t)+ ui(t)
⊤Riui(t) ]
+ xi(T )
⊤Pixi(T ),
(61)
xNi(0) = xNi,0 (62)
xi(t+ 1) = AixNi(t)+Biui(t), (63)
GixNi ≤ gi, (64)
Hiui ≤ hi, (65)[
P−1i α
1/2
i xi(T )
xi(T )
⊤ α1/2i
]
≥ 0. (66)
[
P−1i α
1/2
i (Aiα
1/2
Ni +BiKiα
1/2
Ni )
(Aiα
1/2
Ni +BiKiα
1/2
Ni )
⊤ ∑ j∈Ni θi jPi j
]
≥ 0 (67)
α
1/2
i − ∑
j∈Ni
θi j ≥ 0 (68)
[
gki G
k
i α
1/2
Ni
α
1/2
Ni G
k⊤
i ∑ j∈Ni φ
k
i jPi j
]
≥ 0. (69)
gki − ∑
j∈Ni
φ ki j ≥ 0. (70)
[
hli H
l
iKiα
1/2
Ni
α
1/2
Ni K
⊤
i H
l⊤
i ∑ j∈Ni ψ
k
i jPi j
]
≥ 0. (71)
hlNi− ∑
j∈Ni
ψki j ≥ 0. (72)
α
1/2
Ni Γiα
−1/2
i α
1/2
Ni ≤ Ti ∀i ∈ {1, ...,M}. (74)
∑
j∈Ni
UiW
⊤
j TjWjU
⊤
i ≤ 0 ∀i ∈ {1, ...,M}. (75)
θi j > 0, φ
k
i j > 0, ψ
l
i j > 0. (76)
Appendix VIII (Distributed MPC scheme in [17])
For the sake of completeness, the constraints of the dis-
tributed MPC scheme with adaptive terminal sets developed
in [17] are given below. These constraints are used in
Theorem VI.3 to compare the feasible regions of this scheme
with the one introduced in (56). These following equalities
and inequalities are written according to the notation used in
this work. The LMI (83) is given overleaf in single column.
Ji (xNi(T ),ui(T )) =
T−1
∑
t=0
[ xNi(t)
⊤QixNi(t)+ ui(t)
⊤Riui(t) ]
+ xi(T )
⊤Pixi(T ),
(77)
xNi(0) = xNi,0 (78)
xi(t+ 1) = AixNi(t)+Biui(t), (79)
GixNi ≤ gi, (80)
Hiui ≤ hi, (81)
[
P−1i α
1/2
i xi(T )− ci
(xi(T )− ci)⊤ α1/2i
]
≥ 0. (82)
[
∑ j∈Ni σ
k
i jPi j
1
2
α
1/2
Ni G
k⊤
Ni
1
2
GkNiα
1/2
Ni g
k
Ni−GkNicNi−∑ j∈Ni σ ki j
]
≥ 0. (84)
[
∑ j∈Ni ν
l
i jPi j
1
2
α
1/2
Ni K
⊤
NiH
l⊤
Ni
1
2
H lNiKNiα
1/2
Ni h
l
Ni−H lNiKNicNi−∑ j∈Ni ν li j
]
≥ 0. (85)
µi j > 0, σ
k
i j > 0, ν
l
i j > 0. (86)
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