ABSTRACT. We prove that Kergin interpolation polynomials and Hakopian interpolation polynomials at the points of a Leja sequence for the unit disk D of a sufficiently smooth function f in a neighbourhood of D converge uniformly to f on D. Moreover, when f ∈ C ∞ (D), all the derivatives of the interpolation polynomials converge uniformly to the corresponding derivatives of f .
made possible by recent progresses on the study of Leja sequences (and associated constants) contained in [2, 8, 7] . To treat the case of Hakopian interpolation, we shall prove a formula for Hakopian interpolation at nodes in general position in R 2 which reduces to Liang's formula when the nodes form a complete set of roots of unity and which is of independent interest. The proof of our convergence results requires a somewhat higher level of smoothness than in the case of interpolation at the roots of unity. The question whether we can weaken the smoothness of the interpolated function is still unanswered. Moreover, when the interpolated function is in the class C ∞ , we show that all the derivatives of the interpolation polynomials converge uniformly to the corresponding derivatives of the interpolated function.
Notations. The scalar product of x = (x 1 , . . ., x N ) and y = (y 1 , . . . , y N ) in R N is defined by x, y := ∑ N j=1 x j y j , and the corresponding norm of x is x = x, x . Let K be a compact set in R N . For each continuous function f on K we set f K = sup{| f (x)| : x ∈ K}. The space of k-times continuously differentiable functions on a neighbourhood of K is denoted by C k (K). For f ∈ C k (K), k ≥ 1, we set
The euclidean norm of the linear form D f (x) is denoted by D f (x)
. We have
We also denote by P d (R N ) the space of polynomials of N variables and degree at most d.
THE DEFINITION OF KERGIN AND HAKOPIAN INTERPOLANTS
It is convenient to recall some definitions and properties of interpolation polynomials in their full generality. In particular, we shall introduce Kergin and Hakopian interpolation polynomials as particular cases of a more general procedure.
Given a convex subset Ω ⊂ R N and a tuple A of d +1 not necessarily distinct points in Ω, A = (a 0 , a 1 , . . . , a d ) ∈ Ω d+1 , the simplex functional
is defined on the space of continuous functions C(Ω) by the relation
where dt = dt 1 · · · dt d stands for the ordinary Lebesgue measure on the standard simplex
In the case d = 0 we set
The following theorem leads us to the definition of mean-value interpolation. Its proof can be found in [10] or [9] . 
There is an explicit but rather complicated formula for mean-value interpolation, see [10, Theorem 1] or [9, Theorem 4.3] . Here we summarize a few basic properties of mean-value interpolation.
(1) The polynomial L (k) [A; f ] does not depend on the ordering of the points in A,
For any affine mapping Ψ : R N → R M and any suitably defined function f , we have
interpolates f at the a j 's and becomes Taylor polynomial of f at a of order d when a 0 = · · · = a d = a. The most interesting mean-value interpolation polynomials are Kergin interpolants which correspond to the case k = 0,
and Hakopian interpolants which correspond to the case k = N − 1 and
When the a j 's are in general position in R N -that is, every subset of N + 1 points of A defines an affine basis of R N -then Kergin operator extends to functions of class C N−1 , see [6, p. 206-207] . On the other hand, under the same condition on the points, Hakopian interpolation is characterized by the following relation.
Hence, in that case, derivatives are no longer involved and the Hakopian operator extends to continuous functions.
ERROR FORMULAS FOR HAKOPIAN AND KERGIN INTERPOLANTS IN R 2
We now restrict ourselves to the two-dimensional case.
3.1. For x = (x 1 , x 2 ) ∈ R 2 , we denote by x ⊥ := (−x 2 , x 1 ), the image of x under the rotation of center the origin and angle π/2. As usual, to x = (x 1 , x 2 ), we associate the complex number x 1 + ix 2 with i = √ −1 which we still denote by x. With this notation we have x ⊥ = ix. Assume that the points a i are in general position (so that no three of them are aligned). We consider an one-variable polynomial of degree d − 1 defined by
The polynomial h st appears in the formulas for Kergin and Hakopian interpolation polynomials and plays an important role in our arguments. It is worth pointing out that h st is a multiple of the polynomial q ts used in relation (2.18) in [6] where basic properties of q ts are established. To make our exposition self-contained we state and prove a few properties of h st . 
The product in the right hand side has the vanishing factor (a s − a t ) ⊥ , a v − a v when v = s and the vanishing factor
For the proof of assertion (2), we just compute the derivative of h st , that is
It is easy to see that the vanishing factor
For the last assertion it is enough to verify that
To prove this we only notice that the product in the left hand side contains the vanishing factor 
where P j is the real part of the ( j + 1)-st fundamental Lagrange polynomial corresponding to the complex nodes a 0 , . . . ,
4)
and
tuple of d points in general position in the plane. Then the (extended) Hakopian operator H [A] is continuously defined on C(cv(A)) by the formula
where
Proof. Of course, when d = 2 then Q 01 = 1 and (3.6) is trivial. Now, suppose that d ≥ 3. Since, for all 0 ≤ s < t ≤ d − 1, Q st is a polynomial of degree at most d − 2, the polynomial defined in the right hand side of (3.6) belongs to P d−2 (R 2 ). Let us call H this polynomial. Thanks to (2.5), we have to show that
In view of (3.6), it suffices to verify that
where δ is the Kronecker symbol. Looking at (3.7), we have
To deal with the last integral we examine three cases. First, we assume that
The second case occurs when (s,t) = (u, v) and
, a t and a v are collinear, contrary to the hypothesis. Now, the integral term in (3.10) reduces to
where we use Lemma 3.1(3) in the second equality. The last case is when (s,t) = (u, v) and (a s − a t ) ⊥ , (a v − a u ) = 0 then, calculating the intergral (3.10), we have
Now, Lemma 3.1 (1) follows that the right hand side of (3.11) vanishes and the proof is complete. 
12) where diam(K) is the diameter of K, the polynomials P j and P st are defined in (3.4) and (3.5) respectively. Lemma 3.5. Let A = (a 0 , a 1 , . . . , a d−1 ) be a tuple of d points in general position in the plane, and let K ⊂ R 2 be a convex compact set containing A. Then for every f ∈ C(K) and every
where the polynomials Q st are defined in (3.7).
KERGIN AND HAKOPIAN INTERPOLANTS AT LEJA SEQUENCES FOR THE DISK
Definition 4.1. Let D be the closed unit disk in the complex plane and E = (e n : n ∈ N) be a sequence of points in D. One says that E is a Leja sequence for D if the following property hold true,
In this paper we only consider Leja sequences whose first entry is equal to 1. It is not diffcult to describe the structure of Leja sequences for D. The following theorem is proved in [2] . (1) The underlying set of the 2 n -Leja section E 2 n consists of the 2 n -th roots of unity
2 n ), where ρ is a 2 n -th roots of -1 and E
2 n is the 2 n -Leja section of a Leja sequence E (1) = (e (1) n : n ∈ N) for the unit disk with e ( 
Corollary 4.6. For every f ∈ C ∞ (D), the series
converges to f uniformly on D. Moreover, the convergence extends to all derivatives.
Proof. Looking at the formula for Hakopian interpolation (see [11, 10] ), the d-th partial sum of the series is exactly
Remark 4.7. We denote by F p the set of functions from {0, . . ., d − 1} to {1, 2}. For τ ∈ F d , we set α(τ) = (a, b) with a (resp. b) the number of times that τ takes on the value 1 (resp. the value 2) and we write (x − e) τ :
The series expansion in Corollary 4.4 can be rewriten as
Thus the polynomials (x − e) τ can be regarded as a generalization of the classical Newton polynomials and the above expansion as a multivariate Newton series expansion. A similar observation could be done with Corollary 4.6.
In the rest of this note we always interpolate at Leja sections E d . In order to use the Lebesguetype inequalities given in (3.12) and (3.13), we need a kind of Jackson theorem that we now recall.
For f ∈ C k (D), we set
The following theorem, proved in [16, p. 164] , is due to Ragozin.
Theorem 4.8 (Ragozin). Given f in C k (D) with k ≥ 0, there exists polynomials Q d with
deg Q d ≤ d such that f − Q d D ≤ M(k)d −k d −1 f k + ω( f (k) ; 1/d) ,
where M(k) is a positive constant which depends only on k.
In [6] , Bos and Calvi slightly modified a method of Ragozin and used Theorem 4.8 to prove a simultaneously approximate theorem for C 2 functions on D (see [6, Lemma 4.1] ). Examining their proof, we see that the proof easily extends to C k functions. We state the generalized result without proof.
Lemma 4.9. Given f in C k (D) with k ≥ 1, there exists a sequence of polynomials Q d with
Next, we investigate the growth of Lebesgue-type constants
Looking at the formula for P j in Theorem 3.2, we see that
The estimates for the remaining Lebesgue-type constants are simple consequences of the following two theorems that are proved in the last section. Here, in the formulas for h st and h ′ st , we take a j = e j so that 
Next, we note that D satisfies a Markov inequality, that is,
see [17] . Repeated application of (4.6) yields estimates for each partial derivatives,
Proof of Theorem 4.3. Using Lemma 4.9 for f ∈ C k (D) we can find a sequence of polynomials
, and a sequence of positive numbers (ε n : n ∈ N) that converges to 0 such that
where M is a constant. The right hand side of (4.9) tends to 0 as d → ∞ when f ∈ C 4 (D), i.e., k = 4. This follows the first assertion. To prove the second one with the hypothesis that f ∈ C ∞ (D), we first observe that
converges. This follows the uniform convergence on D of the series
Proof of Theorem 4.5. Using Theorem 4.8 for f ∈ C k (D) we can find a sequence of polynomi-
, and a sequences of positive numbers (δ n : n ∈ N) that converges to 0 such that
From Theorem 4.11 we have
Hence, in view of Lemma 3.5, we get
This estimate is the same as (4.9). The conclusions of the theorem now follow by repeating the arguments in the proof of Theorem 4.3. Let E = (e n : n ∈ N) be a Leja sequence for D. As observed in [7] , repeated applications of the rule in Theorem 4.2 show that if d = 2 n 0 + 2 n 1 + · · · + 2 n r with n 0 > n 1 > · · · > n r ≥ 0, then
where each E ( j) 2 n j consists of a complete set of the 2 n j -roots of unity, arranged in a certain order, and ρ j satisfies ρ 2
With this notation, in view of (5.2), we have
From now on, we always denote θ n := arg e n for n ≥ 0 and ϕ j := arg ρ j for 0
The following lemma is similar to [8, Lemma 3] .
Lemma 5.1. Let E = (e n : n ∈ N) be a Leja sequence for D and d
n j+1 forms a complete set of the 2 n j+1 -st roots of unity, the relation in (5.4) gives
This proves the first two assertions. For the third one, we observe that e k = ρ j · · · ρ 0 e ′ with e ′ ∈ E ( j+1) 2 n j+1 . It follows that
,e =e ′ |e ′ − e| = 2 n j+1 , since the middle term is the modulus of the derivative of z 2 n j+1 − 1 at e ′ . This completes the proof.
5.2. Some trigonometric inequalities. Let T n be the monic Chebyshev polynomial of degree n, that is 2 n−1 T n (cos ϕ) = cos(nϕ). If cos(nβ ) = ±1, then the equation T n (x) = T n (cos β ) has n distinct roots: cos(β + 2mπ/n), m = 0, . . ., n − 1. Hence
Since both sides of (5.5) are continuous functions of β , relation (5.5) holds true for all β ∈ R. Now, the relation in (5.4) implies that, for −1 ≤ j ≤ r − 1,
where we write α = β [2π] if α = β mod 2π and the ϕ j 's do not appear when j = −1. Using (5.5) for n = 2 n j+1 and β = ϕ 0 + · · · + ϕ j − ψ we obtain from (5.6) the following result.
Lemma 5.2. Let E = (e n : n ∈ N) be a Leja sequence for D, θ n = arg e n , and d = 2 n 0 + 2 n 1 + · · · + 2 n r with n 0 > n 1 > · · · > n r ≥ 0. Then for all ψ ∈ R and −1 ≤ j ≤ r − 1 we have 
