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ABSTRACT
Stacked lensing is a powerful means of measuring the average mass distribution around large-
scale structure tracers. There are two stacked lensing estimators used in the literature, denoted
as ∆Σ and γ+, which are related as ∆Σ = Σcrγ+, where Σcr(zl, zs) is the critical surface
mass density for each lens-source pair (zl and zs are lens and source redshifts, respectively).
In this paper we derive a formula for the covariance matrix of ∆Σ-estimator focusing on
“weight” function to improve the signal-to-noise (S/N). We assume that the lensing fields and
the distribution of lensing objects obey the Gaussian statistics. With this formula, we show
that, if background galaxy shapes are weighted by an amount of Σ−2cr (zl, zs), the ∆Σ-estimator
maximizes the S/N in the shot noise limited regime. We also show that the ∆Σ-estimator with
the weight Σ−2cr gives a greater (S/N)2 than that of the γ+-estimator by about 5–25% for lensing
objects at redshifts comparable with or higher than the median of source galaxy redshifts for
hypothetical Subaru HSC and DES surveys. However, for low-redshift lenses such as zl <∼ 0.3,
the γ+-estimator has higher (S/N)2 than ∆Σ. We also discuss that the (S/N)2 for ∆Σ at large
separations in the sample variance limited regime can be boosted, by up to a factor of 1.5, if one
adopts a weight of Σ−αcr with α > 2. Our formula allows one to explore how the combination
of the different estimators can approach an optimal estimator in all regimes of redshifts and
separation scales.
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1 INTRODUCTION
Modern galaxy surveys enable us to study large-scale structures (LSS) in the universe with various statistical methods. Among them, the
cross-correlation of LSS tracers with shapes of background galaxies, referred as to stacked lensing or galaxy-galaxy lensing, is a unique
means of measuring the average total matter distribution around the foreground objects. Furthermore, combining the stacked lensing and auto-
clustering correlation of the same foreground tracers, one can recover the spatial relation between the foreground tracers and the surrounding
matter distribution in a statistical sense, and then constrain cosmology by breaking degeneracies between bias uncertainty and cosmological
parameters (e.g., Seljak et al. 2005; Cacciato et al. 2009; Mandelbaum et al. 2013; More et al. 2015; Kwan et al. 2017; van Uitert et al. 2017;
DES Collaboration et al. 2017). Therefore, stacked lensing measurements are expected to be one of the most powerful probes for ongoing
and upcoming wide-area galaxy surveys for addressing fundamental physics such as the nature of dark energy and neutrino mass (e.g., Oguri
& Takada 2011; Schaan et al. 2016). The ongoing surveys include the Dark Energy Survey (DES)1, the Kilo-Degree Survey (KiDS)2, and
the Subaru Hyper Suprime-Cam (HSC) survey3, whereas we will have access to larger amounts of information from next-generation surveys
? Contact e-mail: masato.shirasaki@nao.ac.jp
1 https://www.darkenergysurvey.org/
2 http://kids.strw.leidenuniv.nl
3 http://hsc.mtk.nao.ac.jp/ssp/
© 2018 The Authors
ar
X
iv
:1
80
2.
09
69
6v
2 
 [a
str
o-
ph
.C
O]
  1
7 M
ay
 20
18
2 M. Shirasaki & M. Takada
such as the Dark Energy Spectroscopic Instrument (DESI)4, and the Subaru Prime Focus Spectrograph (PFS) survey (Takada et al. 2014) in
5-years timescale, and ultimately the Large Synoptic Survey Telescope (LSST)5, Euclid6 and WIFRST7 in the next decade.
There are two estimators of stacked lensing that have been used in the literature; one is the stacked shear profile, denoted as γ+ in this
paper, and the other is the excess surface mass density profile, denoted as ∆Σ8. The estimator of γ+ is obtained by averaging tangential
ellipticity components of background galaxies with respect to the center of foreground LSS tracers over all the lens-source pairs of a given
separation on the sky. This has been applied to actual observational data (e.g. Brainerd et al. 1996; Hudson et al. 1998; Fischer et al. 2000;
Hoekstra et al. 2004; Okabe et al. 2010; Prat et al. 2017). On the other hand, if the redshift information of lensing objects and source galaxies
are available, one can estimate the average surface mass density profile of lensing objects, ∆Σ, by multiplying the critical surface mass
density, Σcr(zl, zs), with ellipticity of background galaxy for each of lens-source pairs with redshifts zl and zs , respectively, in the stacked
lensing measurement. The measurement of ∆Σ has been performed (e.g. McKay et al. 2001; Guzik & Seljak 2002; Mandelbaum et al. 2006a;
Johnston et al. 2007; Gillis et al. 2013; Okabe et al. 2013; Velander et al. 2014; Miyatake et al. 2015). All ongoing and upcoming wide-area
weak lensing surveys carry out multi-color photometric surveys, which can be used to estimate redshifts of each galaxy based on photometric
redshift method. In addition, wide-area spectroscopic galaxy surveys can have an overlap with the survey footprint of weak lensing survey,
for example, which is the case for the Subaru Hyper Surpime-Cam and the SDSS survey. Such a spectroscopic galaxy catalog can be used to
define a secure sample of foreground lensing objects for the stacked lensing analysis. Then the lensing information can be combined with the
auto-correlation function and redshift-space distortion effect of the spectroscopic galaxies in order to improve the cosmological constraints
(Seljak et al. 2005; Reyes et al. 2010; Hikage et al. 2013; More et al. 2015; van Uitert et al. 2017; DES Collaboration et al. 2017; Joudaki
et al. 2018). Another subtle advantage for the use of redshift information of lensing objects is we can measure the stacked lensing profile as a
function of projected radii from lensing objects, rather than angular scales, which does not mix different scales of the matter distribution even
after line-of-sight projection.
Then a natural question arises; are the two estimators of stacked lensing, ∆Σ and γ+, equivalent to each other, if those are applied to the
exactly same data sets (the same lens-source pairs and the same survey area)? If this is not the case, which estimator is optimal in terms of the
signal-to-noise ratio? Although the tangential shear is related to the excess surface mass density as γ+ = ∆Σ/Σcr on object-by-object basis,
this question, after the statistical average, is not trivial. Hence the main purpose of this paper is to address the above questions. To do this,
we derive the covariance matrix for the stacked lensing profile, assuming that both the lensing fields and the distribution of lensing objects
obey the Gaussian distributions. Whilst the covariance matrix formula for γ+ is derived in the literature (Oguri & Takada 2011; Krause &
Eifler 2017), the covariance matrix formula for ∆Σ has yet to be derived, except for some studies using the real data and/or mock catalogs
(Mandelbaum et al. 2013; Shirasaki et al. 2017; Singh et al. 2016). When deriving the covariance matrix, we include the “weight” function
in the stacked lensing estimator that is often used in actual observations in order to extract the maximum information content from a given
data set, which in turn allows to obtain tightest constraints on model parameters including cosmological parameters. The weight that is often
used in the literature is w ∝ 1/(σ2SN + σ2e ) for γ+ (e.g., Bernstein & Jarvis 2002; Okabe et al. 2010) or w ∝ Σ−2cr /(σ2SN + σ2e ) for ∆Σ (e.g.,
Sheldon et al. 2004; Mandelbaum et al. 2005b, 2006b; Miyatake et al. 2015; Murata et al. 2017), motivated by the inverse-variance weighting
in the shape noise dominated regime, where σSN is the intrinsic rms ellipticity of source galaxies and σe is the measurement error. For ∆Σ
the weight Σ−2cr down-weights pairs of lens-source galaxies that are close in redshifts and therefore have a lower lensing efficiency. Once
the covariance matrix formula is derived, we can discuss which weight can be optimal to maximize the signal-to-noise ratio for the stacked
lensing measurement as well as can address which estimator of γ+ or ∆Σ is optimal. Our results would also help to guide an optimal planning
of stacked lensing measurement for a given galaxy survey. To validate the covariance matrix formula, we will use mock catalogs of lensing
halos and background galaxy shapes in the light cone simulations (Shirasaki et al. 2017) by comparing the analytical prediction with the
simulation results.
The paper is organized as follows. Section 2 summarizes basics of the statistical property of foreground LSS tracers and weak lensing.
Section 3 describes the estimators of ∆Σ and γ+ and derives their covariance matrices by assuming the Gaussian statistics. Section 4
presents the main results including validation of our model with numerical simulations as well as how we can realize the improvement of the
signal-to-noise ratio of ∆Σ compared to γ+. We conclude this paper in Section 5.
2 PRELIMINARIES
2.1 Projected number density field of halos
Let us assume that we have a sample of halos distributed over a solid angle of the survey field. Then consider a case that we use this sample
of halos for the stacked lensing measurement by cross-correlating positions of halos with shapes of background galaxies. In this case, the
4 http://desi.lbl.gov
5 https://www.lsst.org
6 http://sci.esa.int/euclid/
7 http://wfirst.gsfc.nasa.gov
8 In this paper, we do not consider a different estimator known as annular differential surface density (ADSD) profile (Baldauf et al. 2010; Mandelbaum et al.
2010). The ADSD estimator is designed so as to make the measured projected mass profile insensitive to nonlinear, small-scale information.
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angular number density of halos per unit steradian can be written as
n2Dh (θ) = n¯2Dh
[
1 + δ2Dh (θ)
]
, (1)
where δ2Dh (θ) is the projected number density fluctuation field, which is dimension-less. n¯2Dh is the mean number density, expressed in terms
of the halo mass function as
n¯2Dh =
∫ χl+∆χl/2
χl−∆χl/2
dχ χ2 fh(χ)
∫
dM
dn
dM
S(M, χ). (2)
Here χ is the radial comoving distance to redshift z, and is given via the distance-redshift relation for an assumed cosmological model as
χ = χ(z); χl is the mean radial distance to halos in the sample, ∆χl is the width of their radial distances; dn/dM is the halo mass function;
S(M, χ) is the selection function of halo mass. In this paper, we simply define fh(χ) so that fh(χ) = 1 if χ(z) is in the redshift range of
interest, i.e. χl − ∆χ/2 6 χ 6 χl + ∆χl/2, and otherwise fh(χ) = 0. If halos in the sample is distributed in a narrow redshift range, the
angular number density is approximated as n¯2Dh ' χ2l ∆χl
∫
dM dndM

χl
S(M, χ). Note n¯2Dh is dimension-less and gives the angular number
density, the number of halos per unit steradian. In the following we omit the superscript “2D” in the angular number density n¯2Dh for notational
simplicity. The 2D field δ2Dh (θ) is expressed in terms of the three-dimensional number density field of halos as
δ2Dh (θ) ≡
1
n¯h
∫ χl+∆χl/2
χl−∆χl/2
dχ χ2 fh(χ)
∫
dM
dn
dM
S(M, χ)δh(χθ, χ; M). (3)
Here we introduce the three-dimensional number density fluctuation field of halos, δh, via nh(x; M) = dn/dM [1 + δh(x; M)], where nh(x; M)
is the three-dimensional number density field at the position, x = (χ, χθ), for halos of mass M . Throughout this paper we employ a flat
geometry universe.
For convenience of our discussion, we introduce the following two-dimensional Fourier transform of a field in the two-dimensional plane
at the radial distance χl = χ(zl), perpendicular to the line-of-sight direction:
δ2Dh (x⊥) ≡
∫
d2k⊥
(2pi)2 δ˜
2D
h (k⊥, zl)eik⊥ ·χlθ, (4)
where x⊥ ≡ χlθ. Throughout this paper we employ the flat-sky approximation. The inverse Fourier transform is given as
δ˜2Dh (k⊥) '
1
n¯h
∫ χl+∆χl/2
χl−∆χl/2
dχ χ2 fh(χ)
∫
dM
dn
dM
S(M, χ)
∫
dk⊥
2pi
δ˜h(k ‖, k⊥)eik‖χ, (5)
where δ˜h(k) is the Fourier transform of the three-dimensional number density fluctuation field of halos, and we have used χ ' χl in the
redshift range of halos in the sample. Now we consider the projected auto-correlation function of halos defined by
ξhh(R) ≡
〈
δ2Dh (x⊥)δ2Dh (x′⊥)
〉
R= |x⊥−x′⊥ |
(6)
where the average is for all the pairs that are in the projected separation, R. Using the Limber’s approximation (Limber 1954), the projected
correlation function of halos can be computed as
ξhh(R) ≡
1
(n¯h)2
∫ χl+∆χl/2
χl−∆χl/2
dχ χ4 fh(χ)2
[∫
dM
dn
dM
b(M)S(M, χ)
]2 ∫ k⊥dk⊥
2pi
PLm(k⊥; χ)J0(kR), (7)
where J0(x) is the zeroth-order Bessel function and we have assumed that the three-dimensional correlation function of halos with masses M
and M ′ is given by Phh(k; M,M ′) ' b(M)b(M ′)PLm(k), where b(M) is the linear bias parameter for halos of mass M and PLm(k) is the linear
matter power spectrum. From the above equation, we can define the projected power spectrum of the halo correlation function as
Chh(k) ≡
1
(n¯h)2
∫ χl+∆χl/2
χl−∆χl/2
dχ χ4 fh(χ)2
[∫
dM
dn
dM
b(M)S(M, χ)
]2
PLm(k⊥; χ). (8)
The dimension of Chh(k) is [(Mpc)2]. The “observed” power spectrum of halos is affected by the shot noise due to a finite number of halos
in the sample, and is expressed as
Cobshh (k) = Chh(k) +
χ2
l
n¯h
, (9)
where we have assumed a narrow redshift bin of halos for consistency with the following discussion; we will often employ this approximation
for clarity of our discussion, but this is not an important assumption for the main purpose of this paper. The second term denotes the shot
noise.
2.2 Cosmic shear power spectrum
Consider a sample of source galaxies from which the weak lensing effects can be measured. Suppose that the redshift distribution of source
galaxies is given by
dn
dzs
dzs = n¯totp(zs)dzs, (10)
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where n¯tot is the mean number density of all the source galaxies per unit steradian and p(zs) is the normalized redshift distribution, defined
so as to satisfy
∫ ∞
0 dzs p(zs) = 1. Note that we used the notation n¯ to denote the “angular” number density, and please do not confuse it with
dn/dM , which denotes the three-dimensional number density of halos. In this paper, following Takada & Jain (2009) and Oguri & Takada
(2011), we employ the following, simplified form to model the redshift distribution:
p(zs) ∝ z2s exp
[
− zs
z0
]
, (11)
where z0 is a parameter to model the depth of redshift distribution (the higher z0 is, the higher redshift the source distribution peaks
at), and the normalization factor is determined by the normalization condition. With this form, the mean redshift of galaxies is given as
〈zs〉 =
∫
dzs p(zs)zs = 3z0. To model a Subaru HSC-type survey, we choose z0 = 1/3 so that the mean redshift 〈zs〉 = 1, while z0 = 0.7/3 for a
DES-type survey as 〈zs〉 = 0.7. For the number density, n¯tot, that also characterizes the depth of a given survey, we assume n¯tot = 20 arcmin−2
and 7 arcmin−2 for the HSC- and DES-type surveys, respectively.
The cosmic shear effect on a source galaxy in the angular direction θs and at redshift zs is caused by foreground structures along the
path of light ray:
κ(θs, zs) ≡
∫ zs
0
dχ Σ−1cr (z, zs)ρ¯m0δm(χ, χθs), (12)
where we have assumed the Born approximation, which is a good approximation for statistical quantities of weak lensing effects in which we
are interested. For simplicity of the following discussion, we here consider the lensing convergence field, κ(θs, zs), rather than the shear field,
but the two fields are equivalent (see below). Σcr(z, zs) is the critical surface density, defined as
Σ−1cr (z, zs) ≡
{
4piGa(z)−1 χ(z)
[
1 − χ(z)
χ(zs )
]
, if z 6 zs
0, if z > zs .
and χ is the comoving angular diameter distance; χ(z) is equivalent to the comoving radial distance for a flat-geometry universe. For the
definition of Σcr, we followed Mandelbaum et al. (2013) (also see Miyatake et al. 2015; Murata et al. 2017) where the critical surface mass
density is defined in units of the comoving coordinates, i.e. [Σcr] = [M/L2comoving]. Note that this definition differs from that in Oguri &
Takada (2011), where the critical density is defined in units of the physical lengths: Σphycr = Σcomcr /a2.
For convenience of the following discussion we consider a projection of the observed cosmic shear field to the two-dimensional flat
space at a redshift of lensing halos, say χl ≡ χ(zl). Similarly to Eq. (4), we define the following Fourier transform in the two-dimensional flat
space at zl = z(χl):
κ˜(k⊥, zs) ≡
∫
d2x⊥ κ(θs, zs)e−ik⊥ ·χlθs , (13)
where x⊥ ≡ χlθs . Using the Limber’s approximation, the projected power spectrum of cosmic shear is computed, e.g. following Takada &
Jain (2004) (also see Dodelson 2003), as
Cκκ (k⊥) ≡
∫ ∞
0
dχ WGL(χ)2
(
χl
χ
)2
Pm
(
k =
χl
χ
k⊥; χ
)
, (14)
where the factor (χl/χ)2 arises from the fact that we used the flat-space, rather than angular, Fourier transform in the plane of lensing halos
(see below), andWGL(χ) is the lensing efficiency function for the sample of source galaxies, defined as
WGL(χ) ≡
∫ ∞
z=z(χ)
dzs p(zs)Σ−1cr (z, zs)ρ¯m0 =
∫ ∞
z=z(χ)
dzs p(zs)4piGa−1 ρ¯m0 χ
[
1 − χ
χ(zs)
]
. (15)
The “observed” power spectrum of cosmic shear is affected by the shape noise arising from the intrinsic galaxy ellipticities as well as a finite
number of source galaxies used in the sample. The observed power spectrum is given as
Cobsκκ (k) = Cκκ (k) + χ2l
σ2
n¯tot
, (16)
where σ is the rms of intrinsic ellipticity per component. The dimension of Cκκ is [(Mpc)2].
3 STACKED LENSING PROFILE AND THE COVARIANCE MATRIX
3.1 Stacked surface mass density profile
Now we consider the stacked lensing that is the main focus of this paper. By stacking shapes of background galaxies around the lensing halos
over all the pairs each of which is separated by the same projected radius at the lens redshift, say R, one can measure the average projected
matter density profile around the lensing halos. The estimator can be written as
〈̂Σ〉(R) ≡ 1
Nw,pair(R)
∑
l,s
wlsΣcr(zl, zs)κ(θs, zs)

R=χl |θl−θs |
, (17)
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where zl and zs are redshifts of lensing halo and source galaxy in each pair, respectively. For generality of our discussion, we introduced a
weight function, denoted by wls , and will discuss how the expected signal-to-noise ratio for the stacked lensing measurement varies with a
different choice of the weight function. Nw,pair(R) is the weighted number of pairs used in the summation of each radial bin, defined as
Nw,pair(R) ≡
∑
l,s
wls

R=χl |θl−θs |
. (18)
Throughout this paper we assume that both redshifts of each lensing halo and each source galaxy are available via its spectroscopic or
photometric redshift. For the moment we consider a case that the weight depends on lens and source redshifts for simplicity: wls = w(zl, zs).
The summation runs over all the pairs each of which has the same projection separation, R = χl |θl − θs |, to within the bin width. The
dimension of the stacked lensing profile is [M/(Mpc)2]. In the above estimator we multiply the measured ellipticity, κ(θs, zs), with Σcr(zl, zs)
for each pair of source galaxy at zs and lensing halo at zl so that the estimator gives an estimation of the average surface mass density profile
around the halos, following the method used in the literature (Mandelbaum et al. 2013; Miyatake et al. 2015). What is also often used is the
stacked lensing estimator without the Σcr weight in Eq. (17), and we will discuss the difference below.
In the following, we assume that we select a sample of source galaxies based on their photometric redshifts, zs > zcut, where zcut is a
redshift cut satisfying χ(zcut) > χl +∆χl/2, i.e. the condition that all the source galaxies are indeed behind all the lensing halos. In this case,
the mean number density of all the source galaxies used in the stacked lensing measurement is given as
n¯s ≡ n¯tot
∫ ∞
zcut
dzs p(zs). (19)
Obviously n¯s < n¯tot. The ensemble average of the number of the lens-source pairs is given as
N¯pair(R) =
〈∑
l,s
w(zl, zs)

R=χl |θl−θs |
〉
= Ω2S n¯tot
∫ ∞
zcut
dzs p(zs)
∫ χl+∆χl/2
χl−∆χl/2
dχ χ2 f (χ)
∫
dM
dn
dM
S(M, χ)w(z, zs)
'Ω2S n¯tot
∫ ∞
zcut
dzs p(zs)w(zl, zs)
∫ χl+∆χl/2
χl−∆χl/2
dχ χ2 f (χ)
∫
dM
dn
dM
S(M, χ)
=Ω2S n¯s n¯h 〈w(zl, zs)〉zs , (20)
where ΩS is the solid angle of the survey area, and 〈w(zl, zs)〉zs is the averaged weight over the source redshift distribution, defined as
〈w(zl, zs)〉zs ≡
1∫ ∞
zcut
dzs p(zs)
∫ ∞
zcut
dzs p(zs)w(zl, zs), (21)
and we have assumed that the distribution of lensing halos on the sky is uncorrelated with that of source galaxies. We also assumed that a
geometry of the survey field is sufficiently homogeneous and continuous; in other words, we do not consider the effect of survey window for
the analytical calculations in this paper.
Using the Limber’s approximation 9, the ensemble average of the estimator (Eq. 17) is computed as
〈Σ〉(R) = 1
〈w(zl, zs)〉zs n¯h
∫ ∞
zcut
dzs p(zs)
∫ ∞
zcut
dzs p(zs)
∫ χl+∆χl/2
χl−∆χl/2
dχ χ2 fh(χ)
∫ χs
0
dχ′ w(z, zs)Σcr(z, zs)Σ−1cr (z′, zs)ρ¯m0
×
∫
dM
dn
dM
S(M, χ) 〈δh(χ, χθl)δm(χ′, χ′θs)〉R=χ |θl−θs |
=
1
〈w(zl, zs)〉zs n¯h
∫ ∞
zcut
dzs p(zs)
∫ ∞
zcut
dzs p(zs)
∫ χl+∆χl/2
χl−∆χl/2
dχ χ2 fh(χ)
∫ χs
0
dχ′ w(z, zs)Σcr(z, zs)Σ−1cr (z′, zs)ρ¯m0
×
∫
dM
dn
dM
S(M, χ)
∫ dk ‖d2k⊥
(2pi)3 Phm(k; χ, χ
′,M)eik‖ (χ−χ′)+ik⊥ ·(χθl−χ′θs )

R=χ |θl−θs |
' 1
〈w(zl, zs)〉zs n¯h
∫ ∞
zcut
dzs p(zs)
∫ ∞
zcut
dzs p(zs)w(zl, zs)
∫ χl+∆χl/2
χl−∆χl/2
dχ χ2 fh(χ)ρ¯m0
×
∫
dM
dn
dM
S(M, χ)
∫
d2k⊥
(2pi)2 Phm(k⊥; χ,M)e
ik⊥χ ·(θl−θs )

R=χ |θl−θs |
=
1
n¯h
∫ χl+∆χl/2
χl−∆χl/2
dχ χ2 fh(χ)ρ¯m0
∫
dM
dn
dM
S(M, χ)
∫
k⊥dk⊥
2pi
Phm(k⊥; χ,M)J0(kR). (22)
9 Limber’s approximation will be violated when one work on large-scale angular clustering with halos within a thin redshift slice. The validity of Limber’s
approximation in stacked lensing analyses has been investigated in Jeong et al. (2009), while Assassi et al. (2017) validated the Limber’s approximation in
computation of halo power spectra. They showed the accuracy of Limber’s approximation is an order of 1% for multipole larger than 10, corresponding to the
wavenumber of >∼ 0.01hMpc−1 at lens redshift of zlens = 0.3.
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Thus the stacked lensing for a sample of halos depends only on the matter distribution at the lens redshift, zl . In other words, the lensing effects
on source galaxies, but at different redshifts from zl along the line-of-sight, cancel out after the average, because the line-of-sight structures
are not physically correlated with the distribution of lensing halos. Hence we can rewrite the projected correlation function in terms of the
projected power spectrum as
〈Σ〉 (R) ≡
∫
k⊥dk⊥
2pi
C∆Σ(k)J0(kR), (23)
where C∆Σ(k) is the projected power spectrum, defined as
C∆Σ(k⊥) = 1
n¯2Dh
∫ χl+∆χl/2
χl−∆χl/2
dχ χ2 fh(χ)ρ¯m0
∫
dM
dn
dM
S(M, χ)Phm(k⊥; χ,M). (24)
The excess surface mass density profile that can be measured from the stacking of background shapes is similarly expressed in terms of the
power spectrum (Hikage et al. 2012; Murata et al. 2017) as
〈∆Σ〉(R) =
∫
kdk
2pi
C∆Σ(k)J2(kR), (25)
where J2(x) is the 2nd-order Bessel function. Thus the stacked lensing estimator, Eq. (17), is an unbiased estimator in a sense that it probes
the average matter distribution around lensing halos or the matter-halo cross correlation function at lens redshift, regardless of the weight
function (the ensemble average does not depend on the weight function).
In Appendix A, we give a detailed derivation of the the covariance matrix for the stacked lensing power spectrum assuming that both the
cosmic shear field and the number density field of halos follow the Gaussian statistics. The covariance matrix is expressed as
C∆Σi j ≡ Cov[C∆Σ(ki),C∆Σ(k j )] =
δKij
Nmode(ki)
[
C∆Σ(ki)2 +
(
Chh(ki) +
χ2
l
n¯h
) (
Cκκ,Σcr (ki) +
〈
w(zl, zs)2Σcr(zl, zs)2
〉
zs
n¯s(〈w(zl, zs)〉zs )2
χ2l σ
2

)]
(26)
where δKij is the Kronecker delta function, and
Nmode(ki) ≡ 2χ2l fskyki∆ki ,
Cκκ,Σcr (ki) ≡
1
(〈w(zl, zs)〉zs )2
∫ ∞
0
dχ
〈
Σcr(zl, zs)Σ−1cr (z, zs)w(zl, zs)
〉2
zs
(ρ¯m0)2
(
χl
χ
)2
Pm
(
k =
χl
χ
ki ; χ
)
, (27)
where fsky is a sky coverage fraction of the survey area, fsky ≡ ΩS/4pi, and〈
Σcr(zl, zs)Σ−1cr (z, zs)w(zl, zs)
〉
zs
≡ 1∫ ∞
zcut
dzs p(zs)
∫ ∞
max{z(χ),zcut }
dzs p(zs)Σcr(zl, zs)Σ−1cr (z, zs)w(zl, zs). (28)
Thus we for the first time derived the analytical expression for the covariance matrix of stacked lensing profile, and Eq. (26) is one of the
main results of this paper. We should also stress that the covariance formula includes the dependence of weight function. In the shot noise
dominated regime that occur at large ki bins, the covariance is approximated by
C∆Σi j '
δKij
Nmode(ki)
χ4
l
n¯2Dh
〈
w(zl, zs)2Σcr(zl, zs)2
〉
zs
n¯s(〈w(zl, zs)〉zs )2
σ2 . (29)
On the other hand, in the sample variance dominated regime that corresponds to small ki bins, the covariance is approximated by
C∆Σi j '
δKij
Nmode(ki)
[
C∆Σ(ki)2 + Chh(ki)Cκκ,Σcr (ki)
]
. (30)
Once the expression of the error covariance matrix is obtained, we can discuss which weight is “optimal” to maximize the expected
signal-to-noise ratio for the stacked lensing measurement for a given survey specification and for a given cosmological model. The expected
signal-to-noise ratio at a given k bin is given as(
S
N
)2
∆Σ,ki
≡ [C∆Σ(ki)]
2
C∆Σ
ii
. (31)
As we have shown, the covariance matrix C∆Σi j depends on the weight function, w(zl, zs), and therefore the signal-to-noise ratio varies with
a choice of the weight function. Differentiating ln(S/N)2 with respect to w(zl, zs) and setting to zero, we can find an “optimal” weight that
maximizes the signal-to-noise ratio. For the shot noise limited regime, the optimal weight is found to be
wopt(zl, zs) =
Σ−2cr (zl, zs)
σ2
. (32)
This is consistent with what was proposed in Sheldon et al. (2004); Mandelbaum et al. (2005a, 2013). Since we do not consider the distribution
of intrinsic ellipticities in this paper for simplicity, the optimal weight is equivalent to wobt = Σ−2cr (zl, zs).
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For the sample variance limited regime, differentiating ln(S/N)2 with respect to w(zl, zs) and setting it to zero, we arrive at∫ ∞
0
dχ (ρ¯m0)2
(
χl
χ
)2
Pm
(
k =
χl
χ
ki ; χ
) [∫ ∞
max{z(χ),zcut }
dz′′s p(z′′s )Σcr(zl, z′′s )Σ−1cr (z, z′′s )w(zl, z′′s )
]
×
[∫ ∞
max{z(χ),zcut }
dz′s p(z′s)Σcr(zl, z′s)Σ−1cr (z, z′s)w(zl, z′s) −
{∫ ∞
zcut
dz′s p(z′s)w(zl, z′s)
}
Σcr(zl, zs)Σ−1cr (z, zs)
]
= 0. (33)
However, we cannot analytically solve this equation to obtain an expression for the optimal weight, because of complicated dependences of
the cosmic shear contribution on source and lens redshifts and wavenumber.
3.2 Stacked shear profile
An alternative estimator of the stacked lensing profile, often used in the literature (e.g., Okabe et al. 2010; Prat et al. 2017), is
〈̂κ〉(R) ≡ 1
Nw,pair(R)
∑
l,s
w(zl, zs)κ(θs, zs)

R=χl |θl−θs |
. (34)
This estimator is defined without the weight of the critical surface density Σcr(zl, zs) for each lens-source pair, compared to Eq. (17). The
ensemble average of the above estimator is computed as
〈κ〉(R) = 1
〈w(zl, zs)〉zs n¯h
∫ ∞
zcut
dzs p(zs)
∫ ∞
zcut
dzs p(zs)
∫ χl+∆χl/2
χl−∆χl/2
dχ χ2 fh(χ)
∫ χs
0
dχ′ w(zl, zs)Σ−1cr (z′, zs)ρ¯m0
〈
δh(χ, χθl)δm(χ′, χ′θs)
〉
' 1
〈w(zl, zs)〉zcut n¯h
∫ ∞
zcut
dzs p(zs)
∫ χl+∆χl/2
χl−∆χl/2
dχ χ2 fh(χ)
[∫ ∞
max{zcut,z(χ)}
dzs p(zs)Σ−1cr (z, zs)ρ¯m0
]
×
∫
dM
dn
dM
S(M, χ)
∫
d2k⊥
(2pi) Phm (k⊥; χ) e
ik⊥ ·χ(θl−θs )
=
1
〈w(zl, zs)〉zs n¯h
∫ χl+∆χl/2
χl−∆χl/2
dχ χ2 fh(χ)
〈
Σ−1cr (z, zs)w(zl, zs)
〉
zs
ρ¯m0
(
χl
χ
)2
×
∫
dM
dn
dM
S(M, χ)
∫
k⊥dk⊥
2pi
Phm
(
ks⊥ =
χl
χ
k⊥; χ
)
J0(kR)
' 1
n¯h
∫ χl+∆χl/2
χl−∆χl/2
dχ χ2 fh(χ)
〈
Σ−1cr (z, zs)
〉
zs
ρ¯m0
(
χl
χ
)2 ∫
dM
dn
dM
S(M, χ)
∫
k⊥dk⊥
2pi
Phm
(
ks⊥ =
χl
χ
k⊥; χ
)
J0(kR), (35)
where we have assumed the narrow redshift width of lens halos in the last equality, and〈
Σ−1cr (z, zs)
〉
zs
≡ 1∫ ∞
zcut
dzs p(zs)
∫ ∞
max{z(χ),zcut }
dzs p(zs)Σ−1cr (z, zs). (36)
Hence, similarly to Eq. (23), we can rewrite 〈κ〉 (R) in terms of the projected power spectrum as
〈κ〉(R) =
∫
k⊥dk⊥
2pi
Cγ+ (k⊥)J0(k⊥R), (37)
where
Cγ+ (k) ≡
1
〈w(zl, zs)〉zs n¯h
∫ χl+∆χl/2
χl−∆χl/2
dχ
〈
Σ−1cr (z, zs)w(zl, zs)
〉
zs
ρ¯m0
(
χl
χ
)2 ∫
dM
dn
dM
S(M, χ)Phm
(
ks⊥ =
χl
χ
k; χ
)
(38)
The stacked shear profile, which is a direct observable from galaxy shapes, is
〈γ+〉(R) ≡
∫
kdk
2pi
Cγ+ (k)J2(kR). (39)
The covariance matrix for the power spectrum Cγ+ (k) is
Cγ+
i j
≡ Cov [Cˆγ+ (ki), Cˆγ+ (k j )] = δKijNmode(ki)
[
Cγ+ (ki)2 +
(
Chh(ki) +
χ2
l
n¯h
) (
Cκκ (ki ; zcut) +
〈
w(zl, zs)2
〉
zs
n¯s(〈w(zl, zs)〉zs )2
χ2l σ
2

)]
(40)
where
Cκκ,zcut (k; zcut) ≡
1
(〈w(zl, zs)〉zs )2
∫ ∞
0
dχ
[〈
Σ−1cr (z, zs)w(zl, zs)
〉
zs
]2
(ρ¯m0)2
(
χl
χ
)2
Pm
(
ks =
χl
χ
k; χ
)
(41)
Similarly to Eq. (31), we can define the expected signal-to-noise ratio for a measurement of Cγ+ (k) from a given survey:(
S
N
)
γ+,ki
≡ Cγ+ (ki)
2
Cγ+
ii
. (42)
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For the shot noise dominated regime, the optimal weight that maximizes the signal-to-noise is found to be
wopt(zl, zs) =
1
σ2
= constant. (43)
If there is no dependence of the intrinsic ellipticity on source redshift, the weight does not change the signal-to-noise ratio, in contrary to the
case for C∆Σ(ki) (Eq. 32).
Thus, by defining the stacked shear profile against projected centric radius from lensing halos in the same way, we can compare the
covariance matrices for the two estimators, Cˆ∆Σ(k) and Cˆγ+ (k). We can address a question of which estimator gives a greater signal-to-noise
ratio even if using the exactly same number of lens-source pairs for the same survey area.
4 RESULTS
4.1 Validation of our model with numerical simulations
Numerical simulations
In order to validate our models on estimators of stacked lensing analysis, we utilize a large set of weak gravitational lensing simulations
and dark-matter halo catalogs with all sky coverage. Here we briefly describe full-sky lensing and halo catalogs, while the details of these
catalogs are found in Takahashi et al. (2017) (also see Shirasaki et al. 2017). In Takahashi et al. (2017), the authors performed a set of
N-body simulations with 20483 particles in cosmological volumes and used them to construct lensing and halo catalogs. They adopted the
standard ΛCDM cosmology that is consistent with the WMAP cosmology (Hinshaw et al. 2013). The cosmological parameters are the CDM
density parameter Ωcdm = 0.233, the baryon density Ωb = 0.046, the matter density Ωm = Ωcdm + Ωb = 0.279, the cosmological constant
ΩΛ = 0.721, the Hubble parameter h = 0.7, the amplitude of density fluctuations σ8 = 0.82, and the spectral index ns = 0.97. In the
following, we use 10 full-sky lensing simulations that are selected from 108 realizations in Takahashi et al. (2017).
Lensing catalog
Full-sky weak gravitational lensing simulations have been performed with the standard multiple lens-plane algorithm (e.g. Hamana &Mellier
2001; Becker 2013; Shirasaki et al. 2015). In this simulation, one can take into account the light-ray deflection on the celestial sphere by using
the projected matter density field given in the format of spherical shell. The simulations used the projected matter fields in 38 shells in total,
each of which was computed by projecting N-body simulation realization over a radial width of 150 h−1Mpc, in order to make the light cone
covering a cosmological volume up to z = 5.3. As a result, the lensing simulations consist of shear field at 38 different source redshifts with
angular resolution of 0.43 arcmin. Each simulation data is given in the HEALPix format (Górski et al. 2005). The interval between nearest
source redshifts is set to be 150 h−1Mpc in comoving distance, corresponding to the redshift depth of 0.05 − 0.1 for z <∼ 1.
Using the above lensing simulations, we create mock shear catalogs for two different hypothetical surveys, DES and subaru HSC. For
a given source distribution p(zs), we discretize p(zs) so as to match the redshift width in the lensing simulations. Then, we distribute mock
source galaxies according to given p(zs) and source number density. Here we ignore the clustering of source galaxies and assume random
distribution of sources on the sky. For DES-type, we set 〈zs〉 = 0.7 with source number density of 7 arcmin−2, while we assume 〈zs〉 = 1.0
with source number density of 20 arcmin−2 in HSC-type survey. For each source galaxy, we assign the intrinsic shape noise by following
Gaussian distribution with the rms of σ = 0.3.
Halo catalog
In each output of the N-body simulation, Takahashi et al. (2017) locate dark matter halos using the Rockstar algorithm (Behroozi et al. 2013).
Throughout this paper, we define the halo mass by using the spherical overdensity criterion: M200m = 200ρ¯m0(4pi/3)R3200m. Individual halos
in N-body boxes are assigned to the pixels in the celestial sphere with the HEALPix software. In the following, we consider a mass-limited
sample with M200m > 1013.5 h−1M at redshift of 0.45 − 0.55. Note that the halo with mass of M200m = 1013.5 h−1M is revolved by
∼ 1000 N-body particles in this redshift range.
Mock stacked lensing analysis
Using mock catalogs that we described above, we evaluate the covariance matrices of two different estimators, surface mass density ∆Σ
and lensing shear γ+ around foreground halos. In order to increase the number of realizations, we divide a full sky into 192 subregions
with the survey area of 4pi/192 str, corresponding to 215 deg2. Since we work with 10 full-sky realizations, we use 1920 realizations of
mock shear and foreground halo catalogs in stacked lensing analyses in total. These 1920 realizations allow us to evaluate the covariance
matrices of ∆Σ and γ+ for DES and HSC-type surveys with the sky coverage of 215 deg2. Note that we can find ∼ 2500 halos with
M200m > 1013.5 h−1 M at zl = 0.45 − 0.55 in each sky coverage. The size of this survey window corresponds to the transverse distance
at lens redshift, χ(zl) ×
√
ΩS ' 341 Mpc/h for the lens redshift zl = 0.5. For simplicity, we use the all source galaxies behind foreground
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objects, corresponding to zcut = 0.55. Applying the criteria of zcut = 0.55, we find the effective source number densities are equivalent to
4.13 arcmin−2 in DES-type survey and 15.6 arcmin−2 in HSC-type survey, respectively. We correct for the observed signals in our mock
analysis by subtracting the stacked lensing around random points. For this subtraction, we set the number of random points to be 10 times
as large as one of foreground halos. In mock stacked lensing analysis, we employ 17 equally-spaced logarithmic bins with the bin width of
∆ ln R = 0.2 in the range of 3.0 < R [h−1 Mpc] < 73.6.
Comparison of model and simulations
In this section, we use the mock catalogs of background galaxy shear and foreground halos to validate the covariance matrix for stacked lensing
estimators. For comparison, we define the signal-to-noise ratio for stacked lensing profile as (S/N)2[F ] = 〈F 〉2/Var[F ] where F = ∆Σ or
γ+.
The signal and covariance of stacked surface mass density profile in real space can be expressed as (also see e.g. Oguri & Takada 2011)
〈∆Σ〉(Rm) =
∫
dk k
2pi
C∆Σ(k) Jˆ2(kRm), (44)
Cov [〈∆Σ〉(Rm), 〈∆Σ〉(Rn)] = 1
ΩS χ
2
l
∫
dk k
2pi
[
C2∆Σ(k) + Cobshh (k)Cobsκκ,Σcr (k)
]
Jˆ2(kRm)Jˆ2(kRn), (45)
where Cobshh and C
obs
κκ,Σcr
are defined in Appendix A. In Eqs. (44) and (45), Jˆ2(kRm) is the 2nd-order Bessel function averaged within an
annulus between Rm,min and Rm,max,
Jˆ2(kRm) = 2
R2m,max − R2m,min
∫ Rm,max
Rm,min
dR R J2(kR). (46)
For the signal and covariance of stacked shear profile in real space, we use the similar expressions as in Eqs. (44) and (45). When computing
analytic prediction, we use the fitting formula of non-linear matter power spectrum Pm(k, z) developed in Takahashi et al. (2012). In addition,
we consider the standard halo-model approach to predict the cross power spectrum between Phm(k, z) and projected halo power spectrum
Cobshh (k). We adopt the model of halo mass function and linear bias in Tinker et al. (2008, 2010). Furthermore, we assume the NFW profile
(Navarro et al. 1997) with the mass-concentration relation as in Diemer & Kravtsov (2015).
Figure 1 shows the ratio of (S/N)2[F ] between two different estimators, ∆Σ and γ+. In this figure, we consider two different weight
functions in the ∆Σ-estimator. One is the weight w(zl, zs) to be unity and corresponds to the absence of any weight in the ∆Σ-estimator.
Another case assumes w(zl, zs) = Σ−2cr (zl, zs) that is the optimal weighting to realize the minimum variance in shot-noise dominated regime.
The left panel of Figure 1 presents the case of w(zl, zs) = 1, while the right is for w(zl, zs) = Σ−2cr (zl, zs). The colored points represent
the simulation results and the line corresponds to our analytic predictions. As seen in Figure 1, our theoretical model of different stacked
lensing profiles is in reasonably good agreement with mock simulation results (within a 2-3% level), for different survey parameters over the
range of radii. The agreement implies that the non-Gaussian error contributions, which should exist in the simulations, are not significant for
the covariance matrix of stacked lensing profile (also see Takahashi et al. in prep.). The left panel clearly shows that, if the weight for the
∆Σ-estimator is not adopted, i.e. if w(zl, zs) = 1, the (S/N)2 for ∆Σ is always lower than that for the γ+-estimator. The right panel shows that,
if one adopts the weight w(zl, zs) = Σ−2cr (zl, zs) for ∆Σ, which downweights source-lens pairs that are close in redshift, the S/N is improved,
because the weight efficiently reduces the shot noise contamination to the measurement. As can be found, the use of the weight leads to an
improvement in (S/N)2 for the ∆Σ-estimator compared to that for γ+-estimator, at about 5–25% level depending on survey parameters. The
improvement is greater for the DES-type survey than in the HSC-type survey, because the median of source redshifts in the DES-type survey
is closer to lens redshift, zl ' 0.5 in this particular case, and the use of the weight more efficiently downweights the lensing contributions
arising from lens-source pairs that are close in redshift.
4.2 Dependence on LSS tracers and survey parameters
We then study how the cumulative (S/N)2 values for the stacked lensing estimators (∆Σ vs. γ+) vary with different combinations of lens and
source redshifts or/and mass ranges of lensing halos. To do this we use the halo model predictions for the stacked lensing in Fourier space,
because it should contain equivalent information to that for the real-space stacked lensing profiles at least for scales (large k) that are much
smaller than a size of the survey window. If one consider a more complex survey window, e.g. with small-scale masks such as masks due
to bright stars, it causes additional mode-coupling between different Fourier modes, which need to be properly taken into account. However
we think that the following results for the “relative” comparison of the two estimators of ∆Σ and γ+ still hold valid for a general survey
window, because both the estimators are affected by the survey window in the same way. We here consider a mass-limited sample of halos
with masses greater than a given mass threshold Mh,min for different lens redshift ranges of zl = [zl,min, zl,max]. In this section, we set five
different mass bins of log(Mh,min/h−1 M) = 13.0, 13.5, 14.0, 14.5 and 15.0 and five redshift bins of zl,min = 0.05, 0.25, 0.45, 0.65 and 0.85
with zl,max = zl,min + 0.10.
Figure 2 shows the ratio of cumulative (S/N)2 for the two stacked lensing estimators, ∆Σ vs. γ+. To compute the cumulative (S/N)2 we
include the power spectrum information over the range of wavenumbers, 10−4 6 k/[hMpc−1] 6 0.3, define the source galaxies by using
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Figure 1. Comparison of the halo model predictions with the results using mock simulations of stacked lensing. Each panel shows the ratio of (S/N )2 between
stacked surface mass density ∆Σ and stacked shear profile γ+ in each radial bin, R. The colored points represent the simulation results, while the lines are for
the analytical model predictions. The color difference presents different survey parameters. In each panel, the red corresponds to HSC-like survey and the blue
is for DES-like survey (see text for the details). Left: The weight in surface mass density is set to be 1. Right: Similar to the left, but the results if we employ
the weight Σ−2cr (zl, zs ) for the signal-to-noise ratios of ∆Σ. Note that the right panels show narrower range of the ratio of (S/N )2 than the left.
zcut = zl,max, and employ the weight Σ−2cr for the∆Σ-estimator as default. The left- and right-panels show the results for the DES- andHSC-type
surveys, respectively. In each panel, the colored lines represent the ratio as a function of Mh,min and different colors correspond to different
lens redshift ranges. The signal-to-noise ratios for ∆Σ(R) and γ+(R) are generally different. However, the difference is fairly insensitive to the
minimum halo mass, but rather sensitive to the lens redshifts relative to source redshifts. In particular, we find an improvement in (S/N)2 for
the ∆Σ-estimator over the γ+-estimator, when lens redshifts are relatively high. To be more precise, a greater improvement can be obtained
as lens redshifts increase and a 20%-level improvement can be realized for lens redshift of zl ∼ 0.9 for the DES- and HSC-type surveys.
This result indicates that the ∆Σ-estimator with the weight Σ−2cr is beneficial to extract the greater information in a given survey, especially
for stacked lensing measurements of galaxy groups and clusters at high redshifts, which can be obtained in ongoing imaging surveys (e.g.
Oguri et al. 2018) and ground-based CMB experiments via the Sunyaev-Zel’dovich effect (e.g. Hasselfield et al. 2013; Bleem et al. 2015).
Contrarily, if lens redshifts are low such as zl <∼ 0.3 compared to the median of source redshifts (∼ 0.5 and ∼ 0.67 for DES- and HSC-type
surveys in this figure), the ∆Σ-estimator is not necessarily optimal and does not bring a gain in the stacked lensing measurement. For such
low-redshift lenses, one should instead use the γ+-estimator to extract the maximum information.
4.3 Increasing the signal-to-noise ratio at sample-variance limited regime
We were not able to find a unique solution of the weight that can maximize the signal-to-noise ratio of stacked lensing in the sample-variance
limited regime. Ongoing and future wide-area galaxy surveys will allow us to measure the stacked lensing signals up to greater radii such as
BAO scales around R ' 100Mpc/h, at a high significance (e.g. Jeong et al. 2009; de Putter & Takada 2010). The stacked lensing signals at
such large radii should include cleaner information on cosmology because such signals are still in the weakly nonlinear or linear regimes, are
less affected by baryonic physics and are relatively easier to model, e.g. based on linear theory or perturbation theory of large-scale structure
formation (Oguri & Takada 2011). Hence, it is worth to explore an effective weight that can improve the signal-to-noise ratios in the sample
variance limited regime.
To address the above question, we here employ an empirical approach as follows. FromEq. (27), we expect that, if we further down-weight
source galaxies that are closer to lensing halos in redshifts or equivalently if we more aggressively up-weight source galaxies that are in higher
redshifts, we could further suppress sample variance contamination that arises from large-scale structure (cosmic shear) at lower redshifts.
Since large-scale structure is more evolving at lower redshifts, such a weight could help to reduce the statistical scatters in the stacked lensing
measurements. Motivated by this fact, we here consider the weight Σ−αcr with different power-law indices α = 2, 4 or 8, respectively. Figure 3
shows the ratio of cumulative (S/N)2 of stacked lensing in Fourier space for the mass-limited sample with M > 1013.5 h−1 M . Here we
assume the HSC-type survey as in the previous figures, and we assume kmax = 0.03 or 0.1 hMpc−1 for the maximum wavenumber up to
which we include the power spectrum information to compute the cumulative (S/N)2 as in Figure 2 in the left or right panel, respectively. Note
that we set kmin = 10−4 hMpc−1 for both the cases. Using two different values in kmax, we study how the improvement of (S/N)2 in sample
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Figure 2. An improvement or degradation in (S/N )2 if using the weight Σ−2cr for the ∆Σ-estimator for a hypothetical measurement of the stacked lensing,
compared to the γ+-estimator. In each panel, we compute the cumulative (S/N )2 by integrating the information of their respective power spectra over the
range, 10−4 6 k/[hMpc−1] 6 0.3. We show the ratio of (S/N )2 as a function of minimum halo mass of foreground halos used in the stacked lensing analysis.
Different colored lines represent the results for different lens redshifts zl . The left assumes DES-like survey with mean source redshift of 0.7 and source number
density of 7 arcmin−2, while the right is for HSC-like survey with mean source redshift of 1.0 and source number density of 20 arcmin−2.
variance dominated regime can depend on the maximum wavenumber in stacked lensing analysis. Red, yellow and green lines represent the
ratio of (S/N)2 for α = 2, 4 and 8, respectively. Surprisingly, this simple approach using the weight of Σ−αcr with α > 2 is found to be very
efficient for improving the signal-to-noise ratio of stacked lensing profiles. The improvement is greater for lensing halos at higher redshifts
and can be up to a factor of 1.5, which is equivalent to a larger-area survey by the same factor. We also found a similar-level improvement
for the DES-type survey, but the exact amount of improvement is different due to different relative contributions of cosmic shear and shot
noise in the covariance elements. As we show in Appendix B, we confirm that such an reduction in the sample variance of ∆Σ-estimator is
found from the simulations if using the weight Σ−αcr with α > 2. This method might be useful to obtain an optimal constraint on cosmological
parameters such as the BAO scale and the primordial non-Gaussianity from the large-scale lensing information. However, it should be noted
that we here do not include any systematic effects in source redshift estimation. Increasing a power-law index α in the weight Σ−αcr means that
source galaxies at higher redshift are more aggressively up-weighted in the stacked lensing measurements. Therefore, systematic errors in
source redshifts could cause a severe systematic bias in the measured lensing signals, which then causes a bias in cosmological parameters.
Even for systematic errors due to source redshift uncertainty, we could marginalize over the effect by using the method developed in Oguri
& Takada (2011), which is using a single population of source galaxies for lensing objects at multiple redshifts and then using the redshift
dependence of lensing effects in the multiple lens planes to marginalize over the systematic error due to source redshift uncertainty. This is
an interesting possibility and worth exploring.
5 CONCLUSIONS
In this paper, we derived a formula for the covariance matrix of stacked lensing profiles, where the expression includes an arbitrary weight
function that is given as a function of lens and source redshifts. Using the formula, we examined two estimators of stacked lensing used in
the literature, referred to as stacked surface mass density profile (∆Σ) and stacked shear profile (γ+). The former is known as an estimator of
the average projected matter density profile around foreground objects, while the latter characterizes the average gravitational lensing effects
induced by foreground objects. We paid particular attention to the following questions. Are the two estimators equivalent in terms of the
signal-to-noise ratio if measured from the exactly same datasets (the same lens-source pairs and the same survey region)? How does the use
of a weight factor, such as Σ−2cr for the ∆Σ-estimator commonly used in literature, improve or degrade the signal-to-noise ratio for the stacked
lensing measurement? Our findings are summarized as follows:
(i) We showed that the use of the weight Σ−2cr for the ∆Σ-estimator is optimal in the shot-noise limited regime since it maximizes the
signal-to-noise ratio for a measurement of ∆Σ. This is a different derivation from that in Bernstein & Jarvis (2002) (also see Sheldon et al.
2004), which is based on a simple inverse variance weighting to observed ellipticities of source galaxies. In this paper we did not consider the
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Figure 3. An improvement or degradation in the cumulative (S/N )2 in the sample variance limited regime by using different weights, parameterized by
w(zl, zs ) = Σ−αcr (zl, zs ), for the ∆Σ-estimator, compared to that for γ+. We compute the cumulative (S/N )2 for the maximum wavenumber, kmax = 0.03
or 0.1 hMpc−1 up to which we include the power spectrum information for the respective estimators for the HSC-type survey, in the left or right panel,
respectively. Note that we fixed the minimum wavenumber to kmin = 10−4 hMpc−1 for both the cases, and we do not employ any weight (i.e. w = 1) for the
γ+-estimator. We show the ratio of (S/N )2 as a function of lens redshifts assuming the mass-limited sample with M > 1013.5 h−1 M . Different colored lines
represent the results with different power-law index in weight function.
distribution of intrinsic ellipticities, but it is straightforward to include the effect of the intrinsic ellipticities in the weight. On the other hand,
in the sample variance limited regime, we were not able to find a simple expression for the optimal weight.
(ii) Using a large set of mock catalogs including shear of background galaxies and lensing halos in the light-cone realization, we validated
our formula for the covariance matrix of stacked lensing profile by comparing the theoretical prediction with the simulation results. The
use of the weight Σ−2cr , which downweights source-lens pairs that are close in redshift, induces a ∼ 5–25% improvement of (S/N)2 for the
∆Σ-estimator, compared to the stacked shear profile γ+, for DES- and HSC-type surveys, if the redshift of lensing objects is comparable with
or higher than the median of background galaxy redshifts. This improvement is equivalent to a ∼ 5–25% larger survey area. On the other
hand, for low-redshift lenses such as zl <∼ 0.3, the (S/N) for the ∆Σ-estimator is lower than that for the γ+-estimator. For the improvement
in the ∆Σ-estimator, a selection of lensing objects such as lensing halos above a certain mass threshold is found to be irrelevant. Hence it is
important to employ the weight Σ−2cr in the ∆Σ measurements for galaxy groups and clusters at high redshifts such as zl >∼ 1, which can be
found from upcoming wide- and deep-area optical surveys as well as CMB experiments via the Sunyaev-Zel’dovich effect.
(iii) We found that it is still possible to reduce the statistical uncertainty due to cosmic shear in stacked lensing measurements in the
sample variance limited regime, by employing the weight Σ−αcr with α > 2, which more up-weights source galaxies at higher redshifts than
the weight Σ−2cr does. This is because large-scale structure, which causes the cosmic shear contamination to the sample variance of stacked
lensing, is more evolving at lower redshifts, and such a weight can suppress the contribution arising from low redshifts (or more aggressively
up-weight the lensing signals that are from source galaxies at higher redshifts). We examined the cases with α = 4 and 8 by using our analytic
expressions. We found that the cumulative (S/N)2 in the power spectrum of ∆Σ up to k < 0.03 or 0.1 hMpc−1 can be improved by up to 50%
for the HSC-type survey. We also confirmed the reduction of the statistical error in large-scale ∆Σ with α = 4 and 8 in numerical simulations.
Combining the above results, we conclude that we can employ a hybrid method using different weights for the stacked lensing
measurements in different regimes; we can employ the weight Σ−2cr for lens-source pairs with small separations that are in the shot noise
limited regime, while we employ the weight Σ−αcr with α > 2 for source-lens pairs with large separations that are in the sample variance-limited
regime. For low-redshift lenses, we should use the γ+-estimator rather than the ∆Σ-estimator. Such an optimal estimator of the stacked lensing
would allow us to extract a maximum information of stacked lensing profiles, which in turn enable tighter constraints on halo mass and
cosmological parameters. This is an interesting possibility and will be explored in the future.
In this paper, we assume the Gaussian statistics for simplicity. The results in Section 4.1 imply that the non-Gaussian covariance
contribution, which arises from nonlinear large-scale structure at lens redshift, is not significant for length scales of R > 3 h−1 M for ongoing
imaging surveys. The non-Gaussian contribution might be more important for future surveys such as LSST which have a higher number
density of source galaxies and therefore have a more significant contribution of sample variance to the stacked lensing measurement. We
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leave this question to our future work. For this, the method developed in Takada & Hu (2013) would be useful to extend the formulation to
the stacked lensing profile.
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APPENDIX A: DERIVATION OF THE COVARIANCE MATRIX FOR THE STACKED LENSING PROFILE
In this section, we derive the covariance matrix for the power spectrum of the stacked lensing profile using the method in Takada & Bridle
(2007). From Eq. (24), we express an estimator for the projected power spectrum in terms of the average of the Fourier modes as
Ĉ∆Σ(ki ; zl) ≡
1
Nmode(ki)
∫ ∞
zcut
dzs p(zs)w(zl, zs)
∫ ∞
zcut
dzs p(zs)w(zl, zs)
∑
k; |k | ∈ki
Σcr(zl, zs)δ˜2Dh (k)κ˜(−k, zs)
=
1
Nmode(ki) 〈w(zl, zs)〉zs
∫ ∞
zcut
dzs p(zs)
∫ ∞
zcut
dzs p(zs)w(zl, zs)
∑
k; |k | ∈ki
Σcr(zl, zs)δ˜2Dh (k)κ˜(−k, zs)
=
n¯tot
Nmode(ki) 〈w(zl, zs)〉zs n¯s
∫ ∞
zcut
dzs p(zs)w(zl, zs)
∑
k; |k | ∈ki
Σcr(zl, zs)δ˜2Dh (k)κ˜(−k, zs)
' 1
n¯sNmode(ki) 〈w(zl, zs)〉zs
∑
is ;zis >zcut
n¯isw(zl, zis )
∑
k; |k | ∈ki
Σcr(zl, zis )δ˜2Dh (k)κ˜(−k, zis ), (A1)
where we have used Eq. (19) to rewrite n¯tot
∫ ∞
zcut
dzs p(zs) = n¯s ; we have used that the redshift distribution of source galaxies can be
approximated by a discrete summation:∫ ∞
zcut
dzs p(zs) = 1n¯ totn¯tot
∫ ∞
zcut
dzs p(zs) ' 1n¯tot
∑
is ;zis >zcut
n¯totp(zis )dzs =
1
n¯tot
∑
is ;zis >zcut
n¯is , (A2)
where n¯is is the mean number density of source galaxies in the is-th redshift bin. Nmode(ki) is the number of Fourier modes used for the
power spectrum estimation at the ki-bin, defined as
Nmode(ki) ≡
∑
k; |k | ∈ki
' 2piki∆ki(2pi/χlΘS)2
=
χ2
l
ΩSki∆ki
2pi
= 2χ2l fskyki∆ki, (A3)
where ΩS is the survey area, and fsky is the area fraction on the sky; fsky ≡ ΩS/4pi. Note that κ˜(k, zs) and δ˜2Dh (k) are the “observed” fields
including the contamination of shape noise and shot noise, respectively. The ensemble average of this estimator gives an unbiased estimate of
the power spectrum of stacked lensing:〈
Cˆ∆Σ(ki)
〉
=
1
n¯sNmode(ki) 〈w(zl, zs)〉zs
∑
is
n¯isw(zl, zs)
∑
k; |k | ∈ki
〈
Σcr(zl, zis )δ˜h(k)κ˜(−k, zis )
〉
=
1
n¯sNmode(ki) 〈w(zl, zs)〉zs
∑
is
n¯isw(zl, zs)
∑
k; |k | ∈ki
C∆Σ(k)
' 1
n¯sNmode(ki) 〈w(zl, zs)〉zs
C∆Σ(ki)
∑
is
n¯isw(zl, zs)
∑
k; |k | ∈ki
= C∆Σ(ki). (A4)
The covariance matrix is defined as
Cov
[
Cˆ∆Σ(ki), Cˆ∆Σ(k j )
] ≡ 1(n¯s)2Nmode(ki)Nmode(k j )(〈w(zl, zs)〉zs )2 ∑is n¯isw(zl, zis )
∑
js
n¯jsw(zl, zjs )
×
∑
k; |k | ∈ki
∑
k′; |k′ | ∈k j
〈
Σcr(zl, zis )Σcr(zl, zjs )δ˜2Dh (k)κ˜(−k, zis )δ˜2Dh (k′)κ˜(−k′, zjs )
〉
− C∆Σ(ki)C∆Σ(k j ). (A5)
Here, assuming that the cosmic shear field and the projected number density field of halos follow Gaussian statistics, the 4-point correlation
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function on the r.h.s. can be simplified as〈
Σcr(zl, zis )Σcr(zl, zjs )δ˜2Dh (k)κ˜(−k, zis )δ˜2Dh (k′)κ˜(−k′, zjs )
〉
=C∆Σ(k; zis )C∆Σ(k ′; zjs )
+
〈
Σcr(zl, zjs )δ˜2Dh (k)κ˜(−k′, zjs )
〉 〈
Σcr(zl, zis )δ˜2Dh (k′)κ˜(−k, zis )
〉
+
〈
δ˜2Dh (k)δ˜2Dh (k′)
〉 〈
Σcr(zl, zis )Σcr(zl, zjs )κ˜(−k, zis )κ˜(−k′, zjs )
〉
= C∆Σ(k)C∆Σ(k ′) + C∆Σ(k; zis )C∆Σ(k; zjs )δKk−k′ + Chh(k)δKk+k′
〈
Σcr(zl, zis )Σcr(zl, zjs )κ˜(−k, zis )κ˜(−k′, zjs )
〉
, (A6)
where δKk+k′ is the Kronecker-type delta function: δ
K
k+k′ = 1 if k + k
′ = 0, and otherwise δKk+k′ = 0. Inserting the last term on the r.h.s. of the
above equation into Eq. (A5) leads to
1
(n¯s)2(〈w(zl, zs)〉zs )2
∑
is
∑
js
n¯is n¯jsw(zl, zis )w(zl, zjs )
〈
Σcr(zl, zis )Σcr(zl, zjs )κ˜obs(k; zis )κ˜obs(k′; zjs )
〉
=
1
(n¯s)2(〈w(zl, zs)〉zs )2
∑
is
∑
js
n¯is n¯jsw(zl, zis )w(zl, zjs )Σcr(zl, zis )Σcr(zl, zjs )
[〈
κ˜(k; zis )κ˜(k′; zjs )
〉
+ δKis js χ
2
l
σ2
n¯is
(2pi)2δKk+k′
]
=
1
(〈w(zl, zs)〉zs )2
(∫ ∞
zcut
dzs p(zs)
)2 ∫ ∞
zcut
dzs p(zs)w(zl, zs)
∫ ∞
zcut
dz′s p(z′s)w(zl, z′s)Σcr(zl, zs)Σcr(zl, z′s)
〈
κ˜(k; zs)κ˜(k′; z′s)
〉
+
1
n¯s(〈w(zl, zs)〉zs )2
∫ ∞
zcut
dzs p(zs)
∫ ∞
zcut
dzs p(zs)w(zl, zs)2Σcr(zl, zs)2 χ2l σ2 (2pi)2δKk+k′ (A7)
Using the Limber’s approximation and the definition of the two-dimensional Fourier transform (e.g., Eq. 4), the first term of the above equation
can be further simplified as
1
(〈w(zl, zs)〉zs )2
(∫ ∞
zcut
dzs p(zs)
)2 ∫ ∞
zcut
dzs p(zs)w(zl, zs)
∫ ∞
zcut
dz′s p(z′s)w(zl, z′s)Σcr(zl, zs)Σcr(zl, z′s)
〈
κ˜(k; zis )κ˜(k′; zjs )
〉
→ 1
(〈w(zl, zs)〉zs )2
(∫ ∞
zcut
dzs p(zs)
)2 ∫ ∞
zcut
dzs p(zs)w(zl, zs)
∫ ∞
zcut
dz′s p(z′s)w(zl, z′s)Σcr(zl, zs)Σcr(zl, z′s)
×
∫ ∞
χs
dχ
∫ ∞
χ′s
dχ′ Σ−1cr (z, zs)Σ−1cr (z′, z′s)(ρ¯m0)2
(
χl
χ
)2 ∫ dk ‖
2pi
Pm
(
ks =
χl
χ
k; χ, χ′
)
eik‖ (χ−χ′)
=
1
(〈w(zl, zs)〉zs )2
(∫ ∞
zcut
dzs p(zs)
)2 ∫ ∞
zcut
dzs p(zs)w(zl, zs)
∫ ∞
zcut
dz′s p(z′s)w(zl, z′s)Σcr(zl, zs)Σcr(zl, z′s)
×
∫ min{χs,χ′s }
0
dχ Σ−1cr (z, zs)Σ−1cr (z, z′s)(ρ¯m0)2
(
χl
χ
)2
Pm
(
ks =
χl
χ
k; χ
)
=
1
(〈w(zl, zs)〉zs )2
∫ ∞
0
dχ
[〈
Σcr(zl, zs)Σ−1cr (z, zs)w(zl, zs)
〉
zs
ρ¯m0
]2 ( χl
χ
)2
Pm
(
ks =
χl
χ
k; χ
)
(2pi)2δ2D(k + k′) (A8)
where〈
Σcr(zl, zs)Σ−1cr (z, zs)w(zl, zs)
〉
zs
≡ 1∫ ∞
zcut
dzs p(zs)
∫ ∞
z=max{z(χ),zcut }
dzs p(zs)w(zl, zs)Σcr(zl, zs)Σ−1cr (z, zs) (A9)
The 2nd term of Eq. (A7) is simplified as
1
n¯s(〈w(zl, zs)〉zs )2
∫ ∞
zcut
dzs p(zs)
∫ ∞
zcut
dzs p(zs)w(zl, zs)2Σcr(zl, zs)2 χ2l σ2 =
〈
w(zl, zs)2Σcr(zl, zs)2
〉
zs
n¯s
(
〈w(zl, zs)〉zs
)2 χ2l σ2 (A10)
Therefore, inserting Eqs. (A8) and (A9) into Eq. (A5), the covariance matrix for the stacked lensing power spectrum is expressed as
Cov
[
Cˆ∆Σ(ki), Cˆ∆Σ(k j )
]
=
δKij
Nmode(ki)
[
C∆Σ(ki)2 + Cobshh (ki)Cobsκκ,Σcr(ki)
]
, (A11)
where
Nmode(ki) = 2χ2l fskyki∆ki
Cobshh = Chh(k) +
χ2
l
n¯2Dh
Cobsκκ,Σcr (ki) ≡
1
(〈w(zl, zs)〉zs )2
∫ ∞
0
dχ
〈
Σcr(zl, zs)Σ−1cr (z, zs)w(zl, zs)
〉2
zs
(ρ¯m0)2
(
χl
χ
)2
Pm
(
k =
χl
χ
ki ; χ
)
+
〈
w(zl, zs)2Σcr(zl, zs)2
〉
zs
n¯s
(
〈w(zl, zs)〉zs
)2 χ2l σ2 .
(A12)
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Figure B1. Comparison of mock results and our analytic models for the variance of excess surface mass density estimator (∆Σ). The upper panel shows the
variance of ∆Σ with the weight of Σ−αcr , while the bottom represents the ratio normalized to the case with the weight Σ−2cr . Here we consider three cases of
α = 2, 4, and 8 and the HSC-type survey with the survey coverage of 215 deg2. In this figure, we assume a mass-limited foreground sample with mass of
M > 1013.5 h−1M at redshift of zl = 0.85− 0.95. The different colored points show the mock results with different α, while the lines are for our halo model
predictions.
From this equation, we can find that the covariance matrix in the shot noise dominated regime is given as
Cov
[
Cˆ∆Σ(ki), Cˆ∆Σ(k j )
] ' δKij
Nmode(ki)
1
n¯h
〈
w(zl, zs)2Σcr(zl, zs)2
〉
n¯s (〈w(zl, zs)〉)2
χ2l σ
2
 . (A13)
On the other hand, in teh sample variance dominated regime, the covariance is approximated as
Cov
[
Cˆ∆Σ(ki), Cˆ∆Σ(k j )
] ' δKij
Nmode(ki)
[
C∆Σ(ki)2 + Chh(ki)
∫ ∞
0
dχ
〈
Σcr(zl, zs)Σ−1cr (z, zs)ρ¯m0
〉2
zs,w
(
χl
χ
)2
Pm
(
ks =
χl
χ
k; χ
)]
(A14)
APPENDIX B: VARIANCE OF EXCESS SURFACE MASS DENSITY AS A FUNCTION OFWEIGHT
In this section, we use mock catalogs to examine how the signal-to-noise ratio of stacked excess survey mass density ∆Σ in the sample variance
limited regime can be improved by using the weight Σ−αcr (α > 2). We utilize 1920 realizations of the HSC-type mock catalog in Section 4.1
with the sky coverage of 215 deg2. For a foreground sample, we here consider a mass-limited sample with M200m > 1013.5 h−1 M at lens
redshift zl = 0.85− 0.95. We then use the all source galaxies behind foreground objects, which is equivalent to zcut = 0.95. When performing
the mock stacked lensing anlysis, we correct for the observed ∆Σ by subtracting of the signal around random points. As in section 4.1, we set
the number of random points to be 10 times as large as that of foreground objects. Since we are interested in the signal in the sample variance
limited regime, we extend the outer radius in the mock analyses from 73.6 h−1 Mpc to 445.3 h−1 Mpc with the bin width of ∆ ln R = 0.2.
The upper panel in Figure B1 shows the variances of ∆Σ with the weight of Σ−2cr , Σ−4cr or Σ−8cr , while the bottom represents the ratio
normalized to the case with the weight Σ−2cr . In this figure, red, yellow, and green points are the mock results with the weight Σ−2cr , Σ−4cr and
Σ−8cr , respectively. The colored lines correspond to our halo model predictions (see Eqs. 44 and 45). We find that our model can provide a
reasonable fit to the mock variances with the weight of Σ−4cr and Σ−8cr . Around the boundary of survey geometry, we expect the scaling of
covariance with survey area breaks down due to the existence of super-survey modes (see e.g. Shirasaki et al. 2017). Despite the sizable
deviation at R >∼ 250 h−1 Mpc between the mock result and our model, we confirm the reduction in the mock variance as α increases over the
wide range of radii.
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