Abstract. Initial-boundary value problems for nonlinear dispersive equations of evolution of order 2l + 1, l ∈ N with a convective term of the form u k u x , k ∈ N have been considered on intervals (0, L), L ∈ (0, +∞). The existence and uniqueness of local regular solutions have been established.
Introduction
Our goal in this paper is to study solvability of initial-boundary value problems for one-dimensional generalized dispersive equations of higher orders posed on a bounded interval
problem is well-posed for small initial data, whereas for arbitrary initial data, solutions may blow-up in a finite time. The generalized KdV equation was intensively studied in order to understand the interaction between the dispersive term and nonlinearity in the context of the theory of nonlinear dispersive evolution equations [13, 14, 29] . In [24] , an initial-boundary value problem for the generalized KdV equation with an internal damping posed on a bounded interval was studied in the critical case. Exponential decay of weak solutions for small initial data has been established. In [2] , decay of weak solutions for l = 2, k = 2 was established. Our goal in this work is to prove the existence and uniqueness of local regular solutions for all k ∈ N and for all finite positive L. Our paper has the following structure: Chapter 1 is Introduction. Chapter 2 contains notations and auxiliary facts. In Chapter 3, formulation of problems to be considered is given. In Chapter 4, we prove local existence and uniqueness of regular solutions.
Notations and auxiliary facts
As in [1] p. 23, we denote for scalar functions f (x) the Banach space L p (0, L), 1 ≤ p ≤ +∞ with the norm:
is a Hilbert space with the scalar product
The Sobolev space W m,p (0, L), m ∈ N is a Banach space with the norm:
is a Hilbert space with the following scalar product and the norm:
. For any space of functions, defined on an interval (0, L), we omit the symbol (0, L),
We use the following version of the Gagliardo-Nirenberg inequality:
, then the following inequality holds:
Proof. Let l = 1, then for any x ∈ (0, L)
. For l ≥ 2 the proof will be done in several steps:
and
Step 1 is proved.
Step 2:
We proceed by induction on l. The case l = 2 is proved in Step 1. Suppose the result is valid for m > 2, then if
Then by the case l = 1 and Step 2,
. The proof of Lemma 2.1 is complete. 
Formulation of the problem
Let T and L be real positive numbers and Q T = {(t, x) ∈ R 2 : t ∈ (0, T ), x ∈ (0, L)}. Consider the following higher-order dispersive equation:
subject to initial-boundary conditions:
where l, k ∈ N and u 0 is a given function.
Local solutions
We start with the linearized version of (3.1)
with the constant C depending only on L, l and a.
Proof. According to Theorem 4.1, the operator aI + A is surjective for 
. Proof. The proof will be done using the Banach fixed point theorem.
We estimate
Taking f = −v k Dv in Theorem 4.2, define an operator P , related to (4.1),(3.2),(3.3) such that v → u = P v, and the space:
Consider in V a ball
where R > 0 satisfies the inequality:
There is a real 0 < T 0 ≤ T such that the operator P maps B R into itself.
Proof. First, if v ∈ B R , then due to (4.3), we have
We will need the following estimates: Estimate 1. Multiplying (4.1) by 2(1+x)u and integrating over (0, L), we obtain
Making use of (2.1) and (4.4), we estimate
Then (4.5) becomes
By the Gronwall Lemma and (4.3),
Substituting (4.7) into (4.6) and integrating over (0, T 1 ), we get
and making use of (4.3), we conclude
Estimate 2. Differentiating (4.1) with respect to t, multiplying the result by 2(1 + x)u t and integrating over (0, L), one gets
Making use of (2.1) and (4.4), we estimate for an arbitrary ǫ > 0:
Substituting I 1 , I 2 into (4.9) and taking
By the Gronwall Lemma,
Due to (2.1),
, we get
Substituting (4.11) into (4.10) and integrating over (0, T 3 ), we obtain
(4.12)
Choosing T 0 = min{T 2 , T 4 } and taking into account (4.7), (4.8), (4.11), (4.12), we complete the proof of Lemma 4.4.
Lemma 4.5. There is a real 0 < T * ≤ T 0 such that the mapping P is a contraction in B R .
Proof.
Then z satisfies the equation
and homogeneous boundary conditions (3.2) and initial data z(0, ·) ≡ 0.
Estimate 3. Multiplying (4.13) by 2(1 + x)z and integrating over (0, L), we obtain
In order to estimate I 2 , we need the following inequality: (See details in [22] .)
k , we write (4.14) as
Substituting (4.17) into (4.16) and integrating over (0, T 5 ), we find
Estimate 4. Differentiating (4.13) with respect to t, multiplying the result by 2(1 + x)z t and integrating over (0, L), we obtain
Making use of (2.1),(4.4),(4.15), we estimate for an arbitrary ǫ > 0:
, where
Substituting (4.21) into (4.20) and integrating over (0, T 7 ), we find 3
, we obtain
Taking T * = min{T 6 , T 8 } and making use of (4.17),(4.18),(4.21),(4.22), we find that z , we get Conclusions. Making use of the Contraction principle, we obtain local existence and uniqueness of a regular solution for all k ∈ N. We must mention a smoothing effect, first proved in [15] for the KdV equation. Roughly speaking, we proved that if u 0 ∈ H 2l+1 (0, L), then u(t, ·) ∈ H (2l+1)+l (0, L), t > 0.
