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Abstract
Deep learning techniques have been successfully used in recent years to learn useful image trans-
formations and features, thus contributing signiﬁcantly to the advancements in neural networks.
However deep nets suﬀer from the drawback that they require large training times and mul-
tifarious parameters that need to be hand tuned for optimal performance. In this paper we
investigate the use Recurrent neural network architectures to learn useful transformations of an
image(object), progressively over time. Learning these latent transformations enables the recur-
rent architecture to correctly predict, to a high degree of accuracy, the original representation
of an object from its transformed representations.
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1 Introduction
Research says that observed data is generated by interactions of diﬀerent factors on diﬀerent
levels. Each level contributes in its own unique way to each level of abstraction. Ideas from
artiﬁcial intelligence encourage us to learn inductively from hypothesis that we formulate in a
hierarchical fashion. For example if the problem at hand is to recognize faces, a recognition
system would want to learn simpler concepts like pixel intensities, contrast and so forth. This
would be followed by more abstract concepts like edges, corresponding to muscle contours. Fi-
nally, the system needs to learn abstract features, which most importantly must be invariant to
local aﬃne transformations. These abstract concepts ﬁnally aid in classiﬁcation and recognition
of the correct faces. Thus it becomes all the more important to learn cognitively from the input
data. Deep learning has been very successful in recent years, particularly convolutional neural
networks, which have proved useful in visual recognition problems [8] Deep architectures are
loosely motivated by the idea of feature hierarchies, for example the Neocognitron [4] and the
HMAX model [11, 13]. They function by extracting useful features from images using sets of
spatially local ﬁlters in each layer. Thus the original image, by virtue of being passed through a
Procedia Computer Science
Volume 53, 2015, Pages 335–344
2015 INNS Conference on Big Data
Selection and peer-review under responsibility of the Scientiﬁc Programme Committee of INNS-BigData2015
c© The Authors. Published by Elsevier B.V.
335
hierarchy of these layers, is projected into a diﬀerent feature space. Each layer, in other words,
extracts a useful feature representation of the image, from the inputs that are being fed to
it.The ﬁnal layer in the deep network performs the classiﬁcation task.
Another important problem in the ﬁeld of machine learning is the connectedness predicate
problem, ﬁrst described by Minsky in his paper [10]. The connectedness predicate states that
it is necessary to classify whether an input pattern is connected or not. In other words, given
any two remote pixels, one would be interested in learning if they were connected by a path of
neighbouring pixels. Thus, one basically wants to learn if global connectedness exists, speaking
in the context of images.
While deep learning has been used to learn feature hierarchies, another kind of neural
network architecure, called Recurrent neural networks (RNN), have been studied extensively
to mimic the recurrent processing in the visual cortex. The mammalian visual cortex is highly
recurrent in nature, and is able to perform visual object recognition to a high degree of accuracy.
The human visual system is able to correctly identify an object in its original form, irrespective
of the amount of morphological transformations that the object might have undergone. One
is thus tempted to simulate the recurrent visual processing in the human brain for extracting
useful feature hierarchies for visual object recognition.
Recurrent neural networks are structurally similar to Multilayer Perceptrons (MLP) with
the distinction that there are connections between hidden units, which introduce feedback in
the network. Through these connections, the network is able to retain information about the
previous inputs, and discover temporal correlations in data that are far away from each other.
Training RNNs involves using the Backpropagation through Time (BPTT) algorithm [15]. To
propagate the gradients of the error function back through the network, it is unfolded over
time. Thus the recurrent weights, in the unfolded representation are shared between the layers
of the unfolded network in the sense that each layer has the same copy of weights. Thus RNNs
demonstrate the concept of parameter tying by virtue of sharing the recurrent weights over all
timesteps of the unfolded network. The gradients from the ﬁnal layer are then propagated back
over all the layers of the unfolded network, the deltas being added up and averaged over all
the timesteps ﬁnally. This value is then added to current value of the recurrent weight matrix.
This process is repeated for all input sequences in the dataset.
In parallel with advances in deep learning, recurrent neural networks have been used exten-
sively in classiﬁcation and recognition tasks, particularly the Long Short term memory(LSTM)
architectures. LSTMs are recurrent neural networks which address the vanishing gradient prob-
lem [6]. They have demonstrated very good performance on a number of sequence classiﬁcation
and Optical Character Recognition(OCR) tasks. [5].
When applied to temporal sequences, the recurrence relationship of the neural network
naturally maps to the time axis of the input sequence. When applied to image classiﬁcation,
LSTM networks have been used by treating each dimension of the image analogous to a temporal
axis and combining the outputs. Another way of looking at this is that multidimensional LSTM
networks function like a kind of nonlinear inﬁnite impulse response ﬁlter [9]. The nonlinear
feedback, or the ”impulse reponse” that the LSTM network incorporates over time doesn’t
become zero at any certain timestep. The network is thus able to maintain its memory state
over long periods of time.
An LSTM consists of an input layer, an output layer and hidden layer(s) which are similar
structurally to a hidden layer in an MLP. Additionally each node in the hidden layer (LSTM
node), has three gating networks that determine how the output of the input layer is stored,
retained, and output from the memory unit.
When used for just a single timestep, an LSTM network reduces eﬀectively to the product
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of two MLP-like layers. So there is not eﬀectively much of a diﬀerence in performances between
a standard MLP network and an LSTM network using just one timestep input sequences.
However, as the number of timesteps are increased, the LSTM network can eﬀectively use the
context from previous timesteps. When used on images, it can extract features which are scale,
shift and rotation invariant, thus helping in better recognition and classiﬁcation of objects.
2 Motivation
Visual perception is important for both animals and computer aided visual recognition systems.
Artiﬁcial intelligence researchers have been trying to improve state of the art recognition systems
and make them function as closely as possible to the animal visual cortex. A fundamental
requirement for visual information processing is the capacity to establish visually abstract
shape properties and spatial relations [14].
Light reﬂected from an object carries information about that particular object. For example,
sudden changes in intensity along a particular direction indicates an edge. Detecting these
intensity changes helps in recognizing the curvature of an object. Visual cues are important aids
in sensing and recognizing and object. Visual information processing is composed of roughly two
stages. The ﬁrst stage is the creation of certain representations of the visible environment in a
bottom up fashion. The second stage involves the application of processes called visual routines
to the representations constructed in the ﬁrst stage [12]. These routines establish properties
and relations that can’t be represented explicitly in the initial representations. These visual
routines are thus composed of sequences of elemental operations. Using a ﬁxed set of these
operations visual system in humans can assemble diﬀerent routines to extract an unbounded
variety of shapes properties and spatial relations.
The animal visual cortex perceives stimuli from a plethora of ranges. It performs best under
brightly lit conditions, but also ﬁne under limited ones, allowing for orientations to be detected.
It is also able to separate objects from each other and detect motion. But most importantly,
it is able to detect objects under transformations, e.g moderate changes in illumination, pose
and size. It is also able to ignore local deformations that might get introduced in the object.
Thus the human visual perception system is remarkably robust to variances and noise, being
extremely fast at recognition and categorization of objects.
Vision is a task which is performed subconsciously in animals. Researchers have been fasci-
nated by how the human visual system functions. However, state of the art recognition systems
need lots of training examples and lots of free parameters to be optimized, before coming even
close to performing as well as the human visual system does. Quality of captured real world
images is usually poor, with certain degrees of noise, local aﬃne transformations and occlusions.
To separate the noise from the image, one needs models of both the noise and the image.
2.1 Hierarchical features
Hierarchical image denoising has been successfully applied to image denoising [2]. Multiscale
representation of the image using the statistics of the coeﬃcients of the image representation
have been successfully used to threshold and remove noise. This approach has two disadvan-
tages. It ignores the dependencies between neighbouring locations within a scale and between
scales. Secondly, the choice of the wavelet transform is ﬁxed. As a consequence, one must
think about using a large context to resolve local ambiguities. Feedforward networks and deep
architectures that consider such large context have a large number of independent parameters
that need to be optimized.
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One of the several ideas for successful image reconstruction is the neural pyramid architec-
ture, ﬁrst proposed by Sven Behnke in his paper [1]. Behnke proposes a hierarchical structure
that receives inputs from a small area of the visual input space in the layer below it. In addi-
tion it also has lateral connections to neurons in the same layer as well as feedback or recurrent
connections from the layer above it. Using this approach, the spatial resolution decreases as
height increases, whereas number of neuronal connections increases as we go up the hierarchy.
The idea primarily suﬀers from a disadvantage that the size of the receptive ﬁeld which
constitutes the input space for neuron in a layer is a free parameter and hence needs to be
determined. We aim to replace the idea of spatial hierarchical representations with a temporal
representation. We thus aim to take advantage of the fact that dependencies between succes-
sive image transformations, that might be hard to model manually, is taken care of by our
architecture.
2.2 Learning by feedback
Recurrent neural networks, by virtue of the weight sharing over time, can simulate deep learn-
ing over a temporal axis and provide important insights in context of visual tasks [7]. They
can prove useful in learning morphological transformations that an image has been made to
successively undergo. They can thus prove eﬀective in correctly predicting the original object,
given that it learns to correctly untransform, the inputs that have been provided to it.
We are primarily interested in investigating the fact that given a sequence of progressively
transformed images of an object( a digit or a character for example), the recurrent architecture,
particularly the LSTM architecture, is able to correctly learn latent representations and predict
the original nontransformed image of the object. The transformations might be any kind of lin-
ear transformation such as skewing, blurring, shearing, scaling or a combination of any number
of these transformations. We would like to investigate if the recurrent network can generalize
to previously unseen transformations and correctly predict the original non transformed image.
In our experiments, we investigated with blurring, skewing and a combination of these two
transformations.
3 Methods and Experiments
Our idea is to see if we can make our classiﬁer learn to generalize to previously unseen image
transformations. We experimented with morphological transformations such as gaussian blur-
ring and image skewing. Finally we also combined both the transformations on each image with
varying degrees and provided them as input to the LSTM network. To illustrate, let’s say for
example, for the digit corresponding to the letter ”2”, we could either have skewed versions of
the image, blurred versions of the image or a linear combination of both. The aim is to see if we
can demorph images from transformations that our learning algorithm has not seen previously.
Figure 1: The input to the LSTM is a sequence of images which have been reshaped to 1D
vectors. In one setup the images are decreasingly blurred and in another no blurring is used.
These sequences of images are input to the LSTM for training. The corresponding MNIST digit
class serves as the target.
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We used two diﬀerent kinds of datasets for our experiments. One set was exceptionally
used for control experiments and was thereby smaller in size. The second dataset was the
standard MNIST dataset. The members of the MNIST dataset were transformed according
to the needs of the experiments, which shall be described in further detail a little later. Each
control experiment described below was repeated for the MNIST dataset as well. So we end up
with three diﬀerent approaches for both the datasets, as described below.
For the control experiments, we created a dataset of English alphabets, clean and without
any image transformations introduced into them. Images of alphabets are uniformly sampled
from the 26 classes that exist. The training set consists of 2340 images. Out of these we
separate out 260 images, (10 images belonging to each class), so that we could evaluate our
trained classiﬁer on this test set.
We performed three kinds of experiments on each dataset. In the ﬁrst kind, we wanted to
investigate if one can ﬁnd a suitable transformation matrix W such that x.W = y, where x is
an input image which has a certain degree of transformation (e.g a skew or a blur) and y is the
target image, without any morphological transformations. Thus W can be calculated by ﬁnding
the inner product of the pseuodinverse of x and y , i.e W = pinv(x)*y. Our target is to ﬁnd a
transformation matrix W for one particular kind of transformation, and see if it generalizes to
unseen transformations.
In the second experiment, we trained multilayer perceptrons. We used MLPs with one
hidden layer having 10, 25 and 100 hidden neurons with sigmoidal transfer functions. We
trained the MLPs to run for a maximum of 5000 epochs or a mean square error criterion of
1e-4, whichever is reached earlier. The target image is the original unskewed image, reshaped
to one dimension of size 29*32 pixels. The idea was again to see, if the MLP, trained on a
subset of skews, can generalize well to previously unseen skews.
In the third experiment, we used one dimensional bidirectional Long Short term memory
networks (LSTMs). The LSTMs were fed with sequences of images that had been ﬂattened to
one dimensional vectors. In our case, the images in the dataset were of size 29 by 32 pixels,
which were ﬂattened to a 1D vectors of size 29*32 pixels. Each input sequence was such that
it consisted of images of one particular alphabet with decreasing amount of morphological
transformation or a combination of transformations applied to it. For example, one particular
sequence would consist of (ﬂattened) images of say the alphabet C, with decreasing amount
of image skewing applied to it. These values could be in from the set (n1, n2, n3, ...,nk) , in
decreasing order over time with increasing k. The targets to learn from for each sequence was
the original character image(ﬂattened 1D), without any transformation applied to it. The idea
was to see if the LSTM could be trained on a certain range of skews and then to investigate the
fact if the learned LSTM could predict the original image from an image sequence consisting
of previously unseen skews or blurs or a combination of both.
The same three kinds of setup were repeated for the bigger MNIST dataset. The inputs
were provided in the same way as above, except the fact that the 1D vectors were of size 28*28
pixels.
4 Results
For the ﬁrst setup, we found that the transformation matrix W, obtained by applying the
pseudoinverse approach, on images with one particular kind of transformation, are not able to
generalize well to unseen transformations. This is expected as the pseudoinverse technique has
no context to learn from.
In the case of MLPs, again irrespective of how well trained the network is, it is unable to
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generalize well on transformations that it has not seen before. Given a training set T of skews
and a test set T’, let us consider the set S, such that
S = T ∩ T ′
, i.e the set S contains common skews from both training and test set. We observed that
as we increased the cardinality of the set S, the MLPs worsen in performance over the test
set. In other words, as the disjointedness between T and T’ increases, the MLP become less
performant.
In the ﬁnal case, we, however ﬁnd that the LSTMs are indeed able to generalize really
well on previously unseen transforms. For example, if trained on input image sequences with
decreasing skews [5, 4, 3, 2, 1, 0] degrees, the 1D unidirectional LSTM generalizes very well for
input sequences with skews values that it has not seen before. It deskews images with skews
[10, 8, 7] degrees on the input sequence, with high accuracy. Analogous to the experiments
using MLP, we use a test set T’ and increase the disjointedness of T’ with the training T. We
ﬁnd that even with no common elements in the test set, the LSTM is able to deskew images
with a great degree of accuracy. The same holds for the tests with deblurring, and also for the
combinational approaches with skews as well as blurs. Thus even though during training the
LSTM had not been exposed to this range, it performs exceptionally well with a mean square
error of magnitude around 1e-4 on the test set.
4.1 Deskewing single images
The networks trained on a sequence S of skews, is able to generalize well for skews from a set T,
where S and T are mutually exclusive sets. For example we trained LSTM networks on diﬀerent
skew sequences. These networks were then tested on the MNIST dataset. For example one such
sequence of skews used for training was [10, 6, 2, 0] degrees. This trained network was then
used to deskew MNIST images such that the skews had been chosen from the set [55, 50, 45,
40, 35, 30, 25, 20, 15, 12]. The network is able to deskew all the images in a test set with low
test error values. There is also a marked decrease in these error values as one moves to a skew
value which lies closer to the set T of aforementioned training skew sequences 4.1
Figure 2: A network trained on sequences with skews [10, 6, 2, 0] and then tested on the
MNIST dataset, with previously unseen skews. The plot shows that the trained network is able
to deskew images with unseen skews. The error is less for skew values closer to the training
skew sequence and increases as one moves away from these values.
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4.2 Deskewing image sequences
Encouraged by good results on single deskewed images, we also investigated the fact if the
length of sequence of skews used in training is a signiﬁcant factor in achieving better deskewing
results. For this purpose, we generated skews of sequences of diﬀerent lengths and trained our
networks with these sequences. Finally these trained networks were then tested on the MNIST
dataset with unseen test skews. The skews used for testing had never seen previously by the
networks during training. For example we compared the test errors on networks trained on
skews of lengths of 3 and 4. The mutual diﬀerence between successive skew values is diﬀerent
for each sequence. So a sequence S1 could have values [10, 4, 0] and another sequence S2 could
be [4, 2, 0]. The idea is to see if a sequence with a greater maximal inter skew diﬀerence, is able
to generalize better on unseen skews, and model the latent diﬀerences between the skewed input
and the unskewed output. The inter skew diﬀerence is deﬁned by ‖a− b‖ , where a and b are
any two elements of S. The maximum of these diﬀerences is the maximal inter skew diﬀerence
for that particular sequence S. Since LSTMs are able to model hidden internal dependencies, we
argue the fact that a sequence S1 with a greater inter skew diﬀerence would generalize better
than a sequence with a lower value of this diﬀerence. To validate our argument we tested the
above mentioned trained networks on a completely diﬀerent set of previously unseen skews.
The test errors for diﬀerent networks (trained with diﬀerent sequences) were compared for the
test skew set T. The ﬁgure below illustrates our experiment.
Figure 3: Comparison of networks trained on diﬀerent sequence of skews and then tested on a
set of unseen skews. The plot shows that the sequence with greatest inter skew diﬀerence [10,
6, 2, 0], gives the best result. The testing skew sequence was chosen such that there was no
previously seen skew value from the training phase. Here the skew sequences used for testing
was [30, 35, 20] degrees. The results shown are on the MNIST dataset.
We see that the network trained on the skew sequence [10, 6, 2, 0] performs the best and
gives the lowest test error. This also has the greatest inter skew diﬀerence value, as ‖10− 0‖
= 10 is the greatest amongst all the sequences trained upon. This validates our argument that
sequences with skews having higher inter skew diﬀerence, have a greater eﬀect in enabling the
LSTM network to learn to model the internal representations that need to be taken care of for
deskewing the input. In other words, networks trained with skew sequences having values that
are further apart, generalize better on unseen skews.
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4.3 Combinining deskewing and deblurring
Skewing and blurring are both linear operations, hence a linear combination of these two oper-
ations is also linear in nature. We investigated the fact that given a sequence of images which
are successively skewed and blurred, one is able to train an LSTM network successfully to pre-
dict the original image without any transformation. For this purpose, we trained the LSTM
networks on sequences of images, such that each member of the sequence has a certain value
of skew and blur applied to it. For example one particular image can be made to undergo a
sequence of skews in the set [10, 7, 5, 3, 0] and blurs in the range [2.5, 2.0, 1.8, 1.0, 0]. Each
image in the sequence has a combination of a particular value of skew and blur applied to it.
We found that LSTMs are generalize very well to even a combination of these transfor-
mations. Within about 100 epochs of training, a single layer LSTM network with 50 hidden
neurons, is able to successfully detransform a sequence of images with a combination of skews
blurs applied to them. One such example has been shown in the ﬁgure below. The network is
able to predict the original image with a high degree of accuracy.
Figure 4: Detransforming an input sequence which has a succession of skews and blurs applied
to it. The ﬁrst 4 images make up the input sequence to the LSTM. The last but one image is
the ideal untransformed image and the last image is the prediction of an LSTM network with
50 hidden neurons.
5 Discussion
The results of the experiments show that successively transformed representations of an image
can be successfully used to learn and eventually predict the non transformed original image
with a recurrent neural architecture. Methods such as the linear least squares which calculate
the transformation matrix by using a pseudoinverse approach are not able to generalize to other
transformations not present in the dataset. The same argument is valid for Multilayer pecep-
trons, which fail to generalize to previously unseen skews in the dataset. These experiments
elucidate the fact that the aforementioned approaches are simply not able to learn from con-
text, merely using raw pixel values as input. The exceptionally good results using the LSTM
architecture is supportive of the fact that due to its recurrent structure, the LSTM is able to
generate a temporal correlation between successive image transformations. This indicates that
recurrence can be used to learn morphological image transformations and generalize to unseen
values of these transforms, without using a large number of sequentially deep layers and globally
tunable parameters, which is the case with state of the art deep learning architectures. The
experiments are in no way aimed at competing with the state of the art spatial deep learning
architectures. The main aim is to investigate if one can ﬁnd alternative techniques to simulate
learning of abstract representations over a temporal scale.
Studies have shown that scale space is the ﬁrst stage before more complicated feature de-
tection steps which ultimately lead to object recognition in the mammalian cortex [3]. The
main type of scale space is the Gaussian scale space. The Gaussian scale space constitutes
the canonical way of generating a linear scale space, and also doesn’t generate new spurious
structures while going from a ﬁner to coarser scale. In the real world, objects are composed of
diﬀerent structures at diﬀerent scales. Thus real world objects may appear in diﬀerent ways,
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depending on the scale of the observation. Unlike the mammalian visual cortex where scale
space is inherent, for an artiﬁcial visual recognition system, there is no way to determine a
priori, what scales are appropriate for describing the interesting structures in the image data.
Hence the system must consider descriptions at multiple scales in order to capture unknown
scale variations that may occur. This was one of the main motivations for us to use progessively
increasing or decreasingly blurred images over increasing number of timesteps as input to the
recurrent architecture. We also extended the idea of the scale space to a more generic /emph-
transformation space, which could contain any combination of morphological transformations.
This idea was motivated by the fact that any object perceived by the human visual system
could contain any combination of these aforementioned transformations and not just be limited
to scale space alone.
As mentioned earlier, visual object recognition tasks require solving the connectedness pred-
icate in images. This is where perceptrons and MLPs fail and deep networks require tuning
of a large number of parameters for convergence. One also has to take care of learning visual
routines, where the recognition system learns abstract represenations of individual parts [14],
that facilitates the ﬁnal recognition of the whole object we desire. As our experiments show,
recurrent networks coupled with the idea of applying the same image, (or its abstract represen-
tations over a variety of scales), over diﬀerent number of timesteps, can prove to be useful in
learning image representations over time.
6 Conclusion
The results from our experiments show that the LSTM network is able to learn to correctly
predict the non transformed character image, given a sequence of decreasingly transformed
images of that character. It also generalizes well on transformation values that it has not been
trained on or which are not present in the training set. Standard feedforward networks like
MLPs or the linear least squares technique is not able to perform this kind of generalization
task. One might, for future work, try to apply this sequence learning approach for image
sequences having all possible morphological transformations applied to each image to various
degrees, to see if we can predict the original character image and generalize to a previously
unseen ensemble of transforms.
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