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ЧИСЛЕННЫЙ АНАЛИЗ 
ОДНОЙ ОБРАТНОЙ ЗАДАЧИ 
ДЛЯ ЛИНЕЙНОГО ДИФФЕРЕНЦИАЛЬНОГО 
УРАВНЕНИЯ 
В приложениях (например, в теории динамических измере­
ний [1]) возникают проблемы, приводящие к краевым задачам 
для обыкновенных дифференциальных уравнений с некласси­
ческими краевыми условиями - многоточечные краевые зада­
чи, задачи с распределе1шыми данными и т. п . С математиче­
ской точки зрения все подобные задачи могут быть сформу­
лированы как задачи решения линейного дифференциаJiьного 
уравнения с дополнительными условиями: 
{ 
L~x] = _x(n~ + p:1=_1x(n-I) + · · · + Р1Х1 + РоХ = f (t), (l) 
И3 (х)-а3 , J-1, 2, ... ,n. 
Здесь Pi(t) , f(t) - непрерывные на [а, Ь] функции , O'.j - числа, 
Иj(х) - линейные, линейно-независимые функционалы, пред­
ставимые в общем случае в виде 
Наряду с пр.ямой зада-чей - нахождением неизвестной 
функции x(t) по заданной j(t) - часто возникает и задача 
нахождения правой части /(t) по экспериментально измерен­
ной функции x(t). 
В настоящей работе предлагается параллельный алгоритм 
решения обратной задачи обращением дифференциального 
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оператора с помощью функции Грина. В основу метода по­
ложено хорошо известное соотношение для решения диффе­
ренциального уравнения: 
ь 
x(t) = J G(t, т)f(т)dт, (2) 
а 
где G(t, т) -функция Грина задачи (1). Это соотношение, яв­
ляющееся обращением дифференциального оператора (1), поз­
воляет по измеренному экспериментально решению найти пра­
вую часть уравнения (1). Эффективные и устойчивые методы 
решения подобных задач хорошо известны (например, [2], (3]). 
Функция Грина основной задачи (1) может быть найдена 
с помощью функции Грина вспомогательной задачи ((4], (5]): 
{ 
x(n) = J(t), 
Иj(х) =О, j = 1, 2, ... , п. (3) 
На основании описанной теории, анализа существующих мето­
дов и современных тенденций развития компьютерной техни­
ки, в связи с широким внедрением многопроцессорных компью­
теров и появлением высокопроизводительных многопроцессор­
ных кластеров был предложен следующий алгоритм решения 
обратной задачи теории динамических измерений, реализую­
щий ресурс параллелизма данной задачи. 
Входные данные : x(t) - измеренный сигнал, Pi(t) - коэф­
фициенты дифференциального уравнения, Иj(х) - граничные 
условия. 
1. Вычисляем функцию Грина вспомогательной задачи (3). 
Вычисление функции Грина происходит в два этапа.. 
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1.1. Вычисление промежуточных коэффициентов. На 
первом этапе вычисляются промежуточные коэффи­
циенты Ci как решения системы линейных ал1·ебраи­
ческих уравнений. Эта система была решена анали­
тически, поэтому каждый из п коэффициентов мо­
жет быть вычислен независимо по выведенной фор­
муле, что дает п-кратное ускореь:ие решения задачи 
на данном этапе. 
1.2. Вычисление коэффициентов функции Грина. Вы­
числение коэффициентов ai и Ь; функции Грина из 
соответствующих систем линейных алгебраических 
уравнений производится на каждом участке [ti-1, ti], 
что порождает (п -1) независимых процессов . Кро­
ме того, использование параллельных методов ре­
шения систем линейных алгебраических уравнений 
дает дополнительное ускорение. 
2. Находим функцию Грина основной задачи (1). 
Для решения уравнения Фредгольма 11-го рода (подроб­
нее в [5]) был выбран высокоточный метод Ньютона -
Котеса. Порядок точности алгоритма O(hk), где h -
длина шага разбиения, а k - количество точек внутри 
отрезка разбиения (традиционно, для вычислений с точ­
ностью 8 знаков k = 8). Этот алгоритм предполагает k 
независимых процессов. 
3. Вычисление искомой функции f (t). 
Искомую функцию f(t) находим из соотношения (2), рас­
сматриваемого как уравнение относительно f ( t) при за­
данной функции x(t) . Решение уравнения Фредгольма 
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1-го рода будем искать как решение вариационной задачи 
минимизации функционала 
llAJ - xll 2 + allfll 2 , (5) 
где А - соответствующий интегральный оператор (2) . 
Оценка точности полученного решения производится при 
помощи вычислительного эксперимента (вьl'шсление~..~ 
невязки для близкой к искомому решению функции J ( t) 
и последующим решением полученной задачи предлагае­
мым методом) . 
Выходные данные: f(t) - искомая функция, r5 - точность 
полученного решения. 
Блок, производящий вычисление функции Грина для 
линейных дифференциальных уравнений с переменны­
ми коэффициентами, реализован с использованием пакета 
Mathematica 5.1. Программа, реализующая описанный алго­
ритм, находится в стадии разработки. 
Описанный алгоритм позволяет параллельно производить 
часть вычислений внутри каждого блока, порождая порядка п 
параллельных процессов в каждом, что дает ускорение раб ~-­
программы в п раз. Кроме того, использование параллелы ,1х 
методов решения систем линейных алгебраических уравне1. <1й 
дает дополнительное ускорение работы программы на этапЕ: 1. 
Описанный алгоритм реализуется на языке с++ с ИСПО./"Ь­
зованием стандарта MPI-2 (Message Passing Interface) на вые)­
копроизводительном вычислительном кластере "СКИФ Урё 11" 
(332 процессора 1328 вычислительных ядер, 12,2 трилли J.da 
операций в секунду) суперкомпьютерного центра ЮУрГУ. 
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РАЗРАБОТКА ПОДСИСТЕМЫ 
ДЛЯ ОРГАНИЗАЦИИ ПЕРСОНАЛЬНЫХ ЗАДАНИЙ 
В СИСТЕМЕ ЭЛЕКТРОННОГО ОБУЧЕНИЯ 
MOODLE 
Настоящая работа посвящена разработке модуля персо­
нальных заданий для системы электронного обучения Moodle. 
Сфера электронного обучения быстро развивается в наши дни. 
Персональный подход очень важен в этой области. Данный мо­
дуль позволяет преподавателям иметь более гибкий контроль 
