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Abstract
If the Euclidean norm | · | is strongly concentrated with respect to
a measure µ, the average distribution of an average marginal of µ has
Gaussian asymptotics that captures tail behaviour.
If the marginals of µ have exponential moments, Gaussian asymp-
totics for the distribution of the average marginal implies Gaussian
asymptotics for the distribution of most individual marginals.
We show applications to measures of geometric origin.
1 Introduction
Let µ be a probability measure on Rn; let X = Xµ be a random vector
distributed according to µ.
We study the marginals Xξ = Xξµ = 〈Xµ, ξ〉 of Xµ (ξ ∈ Sn−1); let
F ξ(t) = F ξµ(t) = P{Xξµ < t}
be the distribution functions of Xξµ. Consider also the average marginal X
av
µ
defined by its distribution function
F av(t) = F avµ (t) =
∫
Sn−1
F ξµ(t) dσ(ξ) ,
where σ = σn−1 is the rotation-invariant probability measure on Sn−1. If µ
has no atom at the origin, the function F avµ is continuously differentiable (cf
the Brehm-Voigt formulæ in Section 2); denote f avµ =
(
F avµ
)′
.
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It appears that, for certain classes of measures µ on Rn, the distributions
of Xξµ (for many ξ ∈ Sn−1) and Xavµ are approximately Gaussian. If µ =
µ1⊗ µ2 ⊗ · · · ⊗ µn is a tensor product of measures µi on the real line R, this
is the subject of classical limit theorems in probability theory.
The motivation for our research comes from a different family of measures:
the (normalised) restrictions of the Lebesgue measure to convex bodies K ⊂
R
n. The behaviour of the marginals of these measures was studied recently
by Anttila, Ball and Perissinaki, Bobkov and Koldobsky, Brehm and Voigt
and others [ABP, BV, BK].
Let us state the problem more formally; denote as usual
Φ(t) =
∫ t
−∞
φ(s) ds , φ(t) =
e−t
2/2
√
2π
.
We wish to find sufficient conditions for proximity of distribution func-
tions
(1) 1− F av(t) ≈ 1− Φ(t) , 1− F ξ(t) ≈ 1− Φ(t) ,
or density functions:
(2) f av(t) ≈ φ(t) , f ξ(t) ≈ φ(t) ;
we discuss the exact meaning of proximity “≈” in the sequel. We refer to (1)
as the integral problem and to (2) as the local problem.
Anttila, Ball and Perissinaki ([ABP]), Brehm and Voigt ([BV]), Bobkov
and Koldobsky ([BK]), Romik ([R]) and others proposed to study these prob-
lems under the assumption that the Euclidean norm | · | is concentrated with
respect to the measure µ.
These works provide a series of results, establishing (1) or (2) under as-
sumptions of this kind. The assumptions can be verified for the geometric
measures described above (see Anttila, Ball and Perissinaki [ABP]) for some
classes of bodies K ⊂ Rn.
However, these authors interpret “≈” in (1) and (2) as proximity in L1
or L∞ metrics1. These metrics fail to capture the asymptotics of the tails
of the distribution of Xav beyond t = O(
√
logn). We work with a stronger
1Recently H. Vogt [V] has proved some results concerning convergence in the W k
2
Wasserstein metric.
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notion of proximity:
g ≈ h if sup
0≤t≤T
∣∣∣∣g(t)h(t) − 1
∣∣∣∣ is small,
where T may be as large as some power of n.
In the classical case µ = µ1⊗ · · · ⊗ µn this corresponds to limit theorems
with moderate deviations in the spirit of Crame´r, Feller, Linnik et al (see
Ibragimov and Linnik [IL]).
To obtain (1) or (2), we also assume concentration of Euclidean norm with
respect to µ, but in a stronger form. That is, we reach a stronger conclusion
under stronger assumptions.
Let us explain the results in this note. First, approach the question for
average marginals
(
the first part of (1), (2)
)
. It appears more natural to
consider “spherical approximation”:
1− F av(t) ≈ 1−Ψn(t) , f av(t) ≈ ψn(t) ,
where
Ψn(t) =
∫ t
−∞
ψn(s) ds ,
ψn(t) =
1√
πn
Γ(n
2
)
Γ(n−1
2
)
(
1− t
2
n
)n−3
2
1[−√n,√n](t) .
The geometric meaning of the distribution defined by these formulæ that
justifies its name is it being the one-dimensional marginal of the uniform
probability measure on the sphere (we explain this in the proof of the Brehm-
Voigt formulæ in Section 2).
The following lemma shows the connection between Gaussian and spher-
ical approximation:
Lemma 1. For some constants C, C1, C2 > 0 and some sequence ǫn ց 0
the following inequalities hold2 for 0 < t < C
√
n:
(1− ǫn)φ(t) exp(−t4/4n) ≤ ψn(t)
≤ (1 + ǫn)φ(t) exp(−t4/C1n) ,
(1− ǫn) (1− Φ(t)) exp(−t4/C2n) ≤ 1−Ψn(t)
≤ (1 + ǫn) (1− Φ(t)) exp(−t4/C1n) .
2the constant 4 in the first inequality is written explicitly since it is sharp.
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Informally speaking, the lemma states that Gaussian approximation for
the distribution of Xav is equivalent to spherical approximation if (and only
if) the variable t is small with respect to n1/4. We prove the lemma, together
with other properties of spherical distributions, in Appendix A.
Now we formulate the main result for average marginals:
Theorem 2. Suppose for some constants α, β, A, B > 0 we have
(3) P
{∣∣∣∣ |Xµ|√n − 1
∣∣∣∣ ≥ u} ≤ A exp (−B nα uβ)
for 0 ≤ u ≤ 1. Then∣∣∣∣{1− F avµ (t)}/ {1−Ψn(t)} − 1∣∣∣∣ < Ct2max(β, 1) n−α ;(4) ∣∣f avµ (t) /ψn(t) − 1∣∣ < Ct2max(β, 1) n−α(5)
for t > 0 s.t. t2max(β, 1) n−α < c; the constants c, C depend only on A, B, α,
β.
In other words, the distribution of Xav has spherical asymptotics for
t = o(nγ), where γ = α/ (2max(β, 1)), and hence also Gaussian asymptotics
for t = o(nmin(γ, 1/4)).
We prove this theorem in Section 2.
Then we approach the individual marginals Xξ. Suppose the measure µ
satisfies a property resembling (4):
(1− ǫ) (1− Φ(t)) ≤
∫
Sn−1
(1− F η(t)) dσ(η)
≤ (1 + ǫ) (1− Φ(t)) for 0 ≤ t ≤ T .
(6)
Suppose also that the measure µ has ψ1 marginals:
(7) P {〈Xµ, θ〉 > s} ≤ C exp(−cs) , s ∈ R+ , θ ∈ Sn−1 .
The following inequality due to Borell (see eg Giannopoulos [G, Section
2.1] or Milman - Schechtman [MS]) shows that this property holds for an
important class of measures.
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Definition 1. A measure µ on Rn is called isotropic if
(8) Var〈Xµ, ξ〉 = 1 for ξ ∈ Sn−1 .
Definition 2. A measure µ on Rn is called log-concave if
(9) µ
(
A+B
2
)
≥
√
µ(A)µ(B) for A, B ⊂ Rn.
Proposition (Borell). Every isotropic, log-concave, even measure µ on Rn
has ψ1 marginals (7).
Remark. Actually, the isotropicity condition is too rigid, and measures sat-
isfying a weaker condition
(10) Var〈Xµ, ξ〉 ≤ C ′ for ξ ∈ Sn−1 .
also have ψ1 marginals, with constants C and c in (7) depending on C
′. Such
measures are called (C-)subisotropic.
Our aim is to show that for most ξ ∈ Sn−1
(11) (1− 10ǫ) (1−Φ(t)) ≤ 1−F ξ(t) ≤ (1+ 10ǫ) (1−Φ(t)) for 0 ≤ t ≤ T ;
of course, the constant 10 has no special meaning (but influences the meaning
of “most”).
This should be compared with classical results on concentration of marginal
distributions of isotropic measures.
To the extent of the author’s knowledge, the earliest result of this kind is
due to Sudakov ([Su], see also von Weizsa¨cker [W]). It states that if n ≥ n0(ǫ)
and µ is a general isotropic measure on Rn, then
σ
{
ξ ∈ Sn−1
∣∣∣ ∥∥F ξ − F av∥∥
1
> ǫ
}
≤ ǫ .
Anttila, Ball and Perissinaki have considered isotropic measures µ that are
normalised restrictions of the Lebesgue measure to convex bodies K ⊂ Rn;
their work extends to general isotropic log-concave measures. The result in
[ABP] states that in this case
σ
{
ξ ∈ Sn−1
∣∣∣ ∥∥F ξ − F av∥∥∞ > δ} ≤ C√n logn exp (−cnδ2) .
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Bobkov ([B]) improved both aforementioned results. In the log-concave
case he proved that for some constant b > 0
σ
{
ξ ∈ Sn−1
∣∣∣ sup
t∈R
ebt
∣∣F ξ(t)− F av(t)∣∣ > δ} ≤ C√n log n exp (−cnδ2) .
Note that the metric that appears in this inequality takes the tails of the
distributions into account. Moreover, it seems reasonable that the term ebt
can not be replaced by ebt
1+ǫ
without additional assumptions.
On the other hand, the Gaussian case (6) is of special interest (see [ABP,
B, R, W]). The cited results allow to deduce (11) from (6) only for T =
O
(
log1/2 n
)
.
Our results show that in fact (6) implies (11) for T as large as a certain
power of n. Let us formulate the exact statements.
We consider even measures with ψ1 marginals.
Theorem 3. There exists ǫ0 > 0 such that if for some ǫ < ǫ0
(1− ǫ) (1− Φ(t)) ≤
∫
Sn−1
(1− F ηµ (t)) dσ(η)
≤ (1 + ǫ) (1− Φ(t)) , 0 ≤ t ≤ T ,
then
(12) σ
{
ξ ∈ Sn−1
∣∣∣ ∃ 0 ≤ t ≤ T, ∣∣∣∣∣1− F ξµ(t)1− Φ(t) − 1
∣∣∣∣∣ > 10ǫ
}
≤ CT
8
nǫ4
exp
(−c nǫ2 T−6) .
The constants C, c, c1, ǫ0, . . . in this theorem, as well as the constants
in the following theorem and all other constants in this note, depend neither
on µ nor on the dimension n.
Corollary 4. If under assumptions of Theorem 3
(13) 0 ≤ T ≤
{
c1nǫ
2
log n+ log 1
ǫ
+ log 1
ζ
}1/6
,
then
σ
{
ξ ∈ Sn−1
∣∣∣ ∃ 0 ≤ t ≤ T, ∣∣∣∣∣1− F ξµ(t)1− Φ(t) − 1
∣∣∣∣∣ > 10ǫ
}
≤ ζ .
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Proof of Corollary. Substitute (13) into (12). We obtain:
σ {· · · } ≤ C
nǫ4
{
c1nǫ
2
log n
ǫζ
}4/3
exp
{
− c
c1
log
n
ǫζ
}
= Cc
4/3
1 n
1/3−c/c1ǫ−4/3+c/c1ζc/c1 log−4/3
n
ǫζ
.
If c1 is small enough, this expression is less than ζ .
We also prove a local version of the theorem. Suppose F ηµ are concave on
R+; then f
η
µ =
(
F ηµ
)′
are defined a.e. and
f avµ (t) =
∫
Sn−1
f ηµ(t) dσ(η) .
Theorem 5. Suppose
(1− ǫ)φ(t) ≤
∫
Sn−1
f ηµ(t) dσ(η) ≤ (1 + ǫ)φ(t) , 0 ≤ t ≤ T .
Then
σ
{
ξ ∈ Sn−1
∣∣∣ ∃ 0 ≤ t ≤ T, ∣∣∣∣∣f ξµ(t)φ(t) − 1
∣∣∣∣∣ > 10ǫ
}
≤ CT
8
nǫ7
exp
(−c1 nǫ4 T−6) .
Corollary 6. If under assumptions of Theorem 5
0 ≤ T ≤
{
c1nǫ
4
log n+ log 1
ǫ
+ log 1
ζ
}1/6
,
then
σ
{
ξ ∈ Sn−1
∣∣∣ ∃ 0 ≤ t ≤ T, ∣∣∣∣∣f ξµ(t)φ(t) − 1
∣∣∣∣∣ > 10ǫ
}
≤ ζ .
The Corollary follows from Theorem 5 exactly as Corollary 4 follows from
Theorem 3. Note that the only essential difference between the local and the
integral versions is in the dependence on ǫ.
We prove the theorems in Section 3. Finally, in Section 4 we apply our
results from Sections 2, 3 to measures associated with convex bodiesK ⊂ Rn;
these examples are parallel to those by Anttila, Ball and Perissinaki [ABP].
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We devote Appendix A to proofs of some properties of the spherical dis-
tribution that we use in Section 2.
Acknowledgements. I express the sincere gratitude to my supervisor Pro-
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research and encouraged to write this note. I thank Dr. Bo’az Klartag for
many useful and encouraging discussions and for reading a preliminary ver-
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theorems related to concentration of marginal distributions and for reading
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2 Average marginals
We commence with explicit formulæ for 1−F av(t), f av(t), due to Brehm and
Voigt ([BV], see also Bobkov and Koldobsky [BK]). Then we develop these
formulæ to obtain the estimate in Proposition 8 (below). Finally, we bound
the integrals that appear in the estimate to conclude the proof of Theorem
2.
Denote by µ∗ the normalised radial projection
µ∗(r) = P{|Xµ| ≤
√
nr} = µ{B(0;√nr)} .
Proposition (Brehm – Voigt). For any Borel probability measure µ on
R
n with µ({0}) = 0, 1− F av ∈ C1(R) and
1− F av(t) =
∫ ∞
0
{
1−Ψn
(
t
r
)}
dµ∗(r)(14)
f av(t) =
∫ ∞
0
1
r
ψn
(
t
r
)
dµ∗(r) .(15)
For completeness, we prove this proposition.
Proof of Proposition. Proof of (14): First, let us verify the formula for µ =
σn−1. Let us project σn−1 onto the x-axis; let x0 = sin θ0. Then
P {x < x0} =
∫ θ0
−π/2 cos
n−2 θdθ∫ π/2
−π/2 cos
n−2 θdθ
.
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Let x = sin θ, dx = cos θdθ; then the numerator equals∫ θ0
−π/2
cosn−3 θ cos θ dθ =
∫ x0
−1
(1− x2)(n−3)/2 dx .
The denominator is just a constant, and the correct one, since both Ψn and
the marginal of σn−1 are probability distributions. This proves the proposi-
tion for σn−1.
Next, let µ be a rotation-invariant measure. Then we can approximate
µ by a convex combination of dilations of σn−1; these combinations satisfy
(14). Now we can pass to the limit by the dominated convergence theorem.
Finally, both sides of (14) are equal for µ and its symmetrisation µ˜ =∫
O(n)
T ∗(µ) dσ(T ) (here σ is the translation-invariant measure on the orthog-
onal group O(n)), and hence the formula extends to arbitrary probability
measures.
Proof of (15): Apply (14) to µB = µ(B)
−1µ|B for Borel sets B; (15)
follows by use Fubini’s theorem. To see that f av is continuous, it suffices to
check that ∫ ∞
0
∣∣∣∣ ddtψn(t/r)
∣∣∣∣ dt <∞ .
This condition can be verified by straightforward computation (cf. second
statement in Lemma 7 in the sequel).
We develop the integral formula (14) needed for the proof of (4); note that
without loss of generality µ has no atom at the origin. The computations
for the local version (5) are rather similar; we prove all the needed technical
lemmata in both versions. Anyway, at the end of the computations both
questions reduce to asymptotics of the same integral (17).
First, split the domain of integration in (14) into 3 parts:
1− F av(t) =
∫ 1
0
{
1−Ψn
(
t
r
)}
dµ∗(r)
−
[∫ 2
1
+
∫ ∞
2
]{
1−Ψn
(
t
r
)}
d [1− µ∗(r)] .
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Integrating by parts, we deduce:
1− F av(t)
=
{
1−Ψn
(
t
r
)}
µ∗(r)
∣∣∣∣1
0
−
{
1−Ψn
(
t
r
)}
(1− µ∗(r))
∣∣∣∣2
1
−
∫ 1
0
t
r2
ψn
(
t
r
)
µ∗(r) dr +
∫ 2
1
t
r2
ψn
(
t
r
)
(1− µ∗(r)) dr
+
∫ ∞
2
{
1−Ψn
(
t
r
)}
d [1− µ∗(r)]
and hence
{1− F av(t)} − {1−Ψn(t)} = −{1−Ψn(t/2)} (1− µ∗(2))
−
∫ 1
0
t
r2
ψn
(
t
r
)
µ∗(r) dr +
∫ 2
1
t
r2
ψn
(
t
r
)
(1− µ∗(r)) dr
+
∫ ∞
2
{
1−Ψn
(
t
r
)}
d [1− µ∗(r)] .
Now we need to estimate 1 − Ψn(t). We formulate the needed property
in a lemma that we prove in Appendix A.
Lemma 7.
0 < C−1 ≤ 1−Ψn(t)
t−1ψn(t)
≤ C for 8t2 < n,
ψn(t)
t−1ψ′n(t)
= 1− t2/n ,
where C is a universal constant.
This yields the following proposition:
Proposition 8. The following inequality holds for any Borel probability mea-
sure µ on Rn:∣∣∣∣1− F av(t)1−Ψn(t) − 1
∣∣∣∣ ≤ (1− µ∗(2)) Ctψn(t)
+ Ct2
{∫ 1
0
1
r2
ψn
(
t
r
)
ψn(t)
µ∗(r) dr +
∫ 2
1
1
r2
ψn
(
t
r
)
ψn(t)
(1− µ∗(r)) dr
}
.
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Now we can conclude the proof of Theorem 2.
Proof of Theorem 2. Apply Proposition 8 and denote
TERM1 = (1− µ∗(2)) Ct
ψn(t)
,
TERM2 =
∫ 1
0
1
r2
ψn
(
t
r
)
ψn(t)
µ∗(r) dr ,
TERM3 =
∫ 2
1
1
r2
ψn
(
t
r
)
ψn(t)
(1− µ∗(r)) dr .
By Lemma 1 and the concentration condition (3) (used with u = 1),
(16) TERM1 ≤ A′ t exp(B′t2 − B′′nα)
with A′ = AC, B′ = B/2, B′′ = 2βB; this expression surely satisfies the
bound (4).
Introduce a new variable u = (r − 1) in TERM3 and use (3) once again.
We obtain:
TERM3 ≤
∫ 1
0
ψn
(
t
1+u
)
ψn(t)
× A exp(−Bnαuβ) du .
Now we use one more property of spherical distributions which we also
prove in Appendix A.
Lemma 9. There exist constants C1 and C2 such that for 2t
2 < n
exp(C1ut
2) ≤ ψn(t)
ψn((1 + u)t)
and for 2(1 + u)2 t2 < n
ψn(t)
ψn((1 + u)t)
≤ exp(C2ut2) .
By the lemma for 2t2 < n
(17) TERM3 ≤ A
∫ 1
0
exp
(
C0t
2u− Bnαuβ) du .
The computations in their local version would lead us to the same integral.
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Now we study the integral
I(K; L) =
∫ 1
0
exp(Ku− Luβ) du ,
where K and L are large parametres, K much smaller than L.
The exponent E(u) = Ku − Luβ is concave for β > 1 and convex for
β ≤ 1. Let us consider these cases separately.
Case 1: β > 1
The maximum of the concave function E(u) = Ku − Luβ is achieved
at the point u0 = (K/βL)
1/(β−1) inside the domain of integration; E(u0) =
Cβ(K
β/L)1/(β−1), where Cβ = [β−1/(β−1) − β−β/(β−1)]. Let R > 1 be fixed
later (so that Ru0 ≤ 1).
First, consider the integral from 0 to Ru0.∫ Ru0
0
exp(Ku− Luβ) du
≤ Ru0 expE(u0) = (K/βL)1/(β−1) R exp
{
Cβ(K
β/L)1/(β−1)
}
= R
(Kβ/L)1/(β−1)
K
exp
{
Cβ(K
β/L)1/(β−1)
}
β1/(β−1)
(18)
Next, for u ≥ Ru0 we have:
(19) E(u) ≤ E(u0) + E ′(Ru0) (u− Ru0)
= Cβ (K
β/L)1/(β−1) − K (Rβ−1 − 1) (u− Ru0)
and hence ∫ 1
Ru0
≤ exp
(
Cβ(K
β/L)1/(β−1)
)
K(Rβ−1 − 1) .
For Kβ/L < 1/2 choose R = (L/Kβ)1/β(β−1); then both (18) and (19) are
bounded by a constant times
Kβ/L
K
exp
(
Cβ(K
β/L)1/(β−1)
) ≤ C ′β Kβ/LK .
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Case 2: β ≤ 1
For K/L < 1/2 the inequality Ku ≤ Luβ/2 holds in the interval [0, 1];
hence
I(K; L) ≤
∫ 1
0
exp(−Luβ/2) du = β−1 (2/L)1/β
∫ L/2
0
exp(−v) v1/β dv
≤ β−1 (2/L)1/β Γ(1/β) = 21/β Γ(β−1 + 1) K/L
K
.
We have proved the following proposition:
Proposition 10. If Kmax(β, 1)/L < 1/2, then
K
∫ 1
0
exp(Ku− Luβ) du ≤ C K
max(β, 1)
L
,
where C depends only on β.
Taking K = C0t
2, L = Bnα we arrive at the desired estimate for TERM3.
The integral TERM2 is even smaller, since ψn(t/r)/ψn(t) < 1 for r < 1.
3 Individual marginals
Along the remainder of this note, we only deal with the upper bounds in
Theorems 3 and 5. The same technique works also for lower bounds. Note
that these bounds do not depend on each other: the left side inequality in
(6) implies the left side inequality in (11), and similarly for the right side
inequalities.
Also, all the measures µ in this section are assumed even with ψ1 marginals;
we reiterate that all the constants do not depend on µ nor on the dimension
n.
Let us explain the idea of the proof (of the integral theorem). Let A
be the set of directions η ∈ Sn−1 such that 1 − F η(t − s) is not too large.
Markov’s inequality combined with the bound (6) for the average marginal
shows that the measure of A is not too small.
Now use the triangle inequality in the following form:
1− F η(t+ s)− P{Xξ −Xη > s} ≤ 1− F ξ(t)
≤ 1− F η(t− s) + P{Xξ −Xη > s} ;(20)
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we need the right side for the upper bounds.
Consider directions ξ in the δ-extension of A
{A}δ =
{
ξ ∈ Sn−1 ∣∣∃ η ∈ A, |ξ − η| ≤ δ}
For such ξ, the term 1−F η(t−s) is not too large; the term P{Xξ −Xη > s}
can be bounded in terms of δ using the ψ1 condition (7).
Finally, we use the spherical isoperimetric inequality to show that {A}δ
covers most of the sphere.
Now we pass to rigorous exposition of the idea explained above. Define
the set of ”good directions”
A (t; ǫ) =
{
η ∈ Sn−1 | (1− F η(t) ≤ (1− Φ(t)) (1 + ǫ)} .
Our first aim is to prove the following proposition:
Proposition 11. There exist c, ǫ0 > 0 (that depend neither on µ nor on n)
such that for every t > 1 there exists t′ < t satisfying
{A (t′; ǫ)}cǫt−3 ⊂ At; 4ǫ for 0 ≤ ǫ ≤ ǫ0.
Remark. Note that all the results for 0 ≤ t ≤ 1 follow from the known results
(for example, [ABP]), and hence we may restrict ourselves to 1 ≤ t along all
the proofs.
Proof of Proposition 11. Suppose 1 − F η(t − s) ≤ (1 − Φ(t − s)) (1 + ǫ).
Combining (20) with the ψ1 condition (7), we deduce:
(21) 1− F ξ(t) ≤ (1− Φ(t− s)) (1 + ǫ) + C exp(−csδ−1) ,
where δ = |ξ − η|.
Now we need to use properties of the Gaussian distribution that are sum-
marised in the following elementary lemma (cf Lemmata 7 and 9):
Lemma 12. The following inequalities hold:
1− Φ(t− s) ≤ (1− Φ(t)) exp(st) ;(22)
1− Φ(t) ≤ C t−1 exp(−t2/2) .(23)
14
Substituting these inequalities into (21), we obtain:
(24)
1− F ξ(t)
1− Φ(t) ≤ (1 + ǫ) e
st + C1t exp
[
t2/2− c s δ−1] .
This inequality holds for any s > 0, and s does not appear on its left side.
To conclude the proof, we optimise over s in a rather standard way. Denote
a(s) = (1 + ǫ) est + C1t exp
[
t2/2− c s δ−1] .
Then
a′(s) = t
{
(1 + ǫ) est − C1c δ−1 exp
[
t2/2− c s δ−1]}
and hence the minimum is obtained at s0 such that
(1 + ǫ) es0t = C1c δ
−1 exp
[
t2/2− c s0 δ−1
]
,
or:
(25) es0t =
(
C1c e
t2/2
(1 + ǫ) δ
)[1+c δ−1 t−1]−1
.
Hereby
a(s0) = (1 + ǫ)
(
1 +
tδ
c
) (
C1c e
t2/2
(1 + ǫ) δ
)[1+c δ−1 t−1]−1
.
Extracting logarithms, we see that
log a(s0) ≤ ǫ+ tδ
c
+
C2
1 + cδ−1t−1
+
t2/2
1 + cδ−1t−1
.
If δ < c3ǫt
−3, the fourth term is bounded by ǫ. If t ≥ 1, the preceding
two terms are ignorable (and in particular their sum is bounded by 2ǫ−8ǫ2).
Finally, exploiting the inequality exp(u − u2/2) ≤ 1 + u we deduce that
a(s0) ≤ 4ǫ.
Hence t′ = t− s0 satisfies the requirements of the proposition.
We also outline the proof of a local version of Proposition 11. Define
B (t; ǫ) =
{
η ∈ Sn−1 | f η(t) ≤ φ(t) (1 + ǫ)} .
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Proposition 13. Suppose F ηµ are concave on R+. Then there exist constants
c, ǫ0 > 0 (that depend neither on µ nor on n) such that for every t > 1 there
exists t′ < t satisfying
{B (t′; ǫ)}cǫ2t−3 ⊂ B (t; 4ǫ) for 0 ≤ ǫ ≤ ǫ0.
Sketch of proof. Choose two small parametres, 1 ≫ h ≫ s > 0. By the
intermediate value theorem
hf ξ(t) ≤ F ξ(t)− F ξ(t− h)
≤ F η(t+ s)− F η(t− h− s) + 2P {P〈X, ξ − η〉 > s}
≤ [h+ 2s] f η(t− h− s) + 2C exp (−c δ−1s) ;
therefore if f η(t− h− s) < (1 + ǫ)φ(t− h− s),
f ξ(t)
φ(t)
≤ [1 + 2sh−1] (1 + ǫ) exp (t(h + s)) + 2C exp (t2/2− cδ−1s) .
Take s = C1ǫ
2t−1, h = C2ǫt−1. For appropriate choice of the constants
C1, C2 we deduce: f
ξ(t)/φ(t) ≤ 4ǫ.
Now we are ready to prove Theorems 3 and 5. The proofs of these the-
orems are rather similar; let us prove for example the (upper bound in)
Theorem 3.
Proof of Theorem 3. First, apply Markov’s inequality to the right side of (6).
We deduce:
σ {η | (1− F η(t) ≤ (1− Φ(t)) (1 + 2ǫ)} ≥ ǫ
1 + 2ǫ
≥ ǫ/2 .
Surely, this inequality also holds with t′ instead of t. Now we need to trans-
form Proposition 11 into a lower bound on the measure of A (t; 8ǫ).
Let 1 ≤ t1 ≤ · · · ≤ tI = T be an increasing sequence of points such that
σ
{
ξ | 1− F ξ(ti) ≥ (1− Φ(t)) (1 + 8ǫ)
} ≤ ζi , 1 ≤ i ≤ I .
Then
σ
{
ξ | ∃ 1 ≤ i ≤ I, 1− F ξ(ti) ≥ (1− Φ(t)) (1 + 8ǫ)
} ≤ I∑
i=1
ζi .
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The function F ξ is monotone for every ξ; hence for ti ≤ t ≤ ti+1 we have
1− F ξ(t) ≤ 1− F ξ(ti). Applying Lemma 12, we conclude:
σ {ξ | ∃ 1 ≤ ti ≤ t ≤ ti+1 ≤ tI ,
1− F ξ(t) ≥ exp (ti+1(ti+1 − ti)) (1− Φ(t)) (1 + 8ǫ)
} ≤ I∑
i=1
ζi .
Choose ti =
√
Cǫi with C such that exp ((ti+1 − ti) ti+1) ≤ ǫ. Then
σ {ξ | ∃ 1 ≤ t ≤ T, 1− F ξ(t) ≥ exp(1− Φ(t)) (1 + 10ǫ)} ≤ I∑
i=1
ζi .
Now we use the concentration inequality on the sphere in the following
form:
Proposition (Concentration on the sphere). For A ⊂ Sn−1
(26) σ(A)
[
1− σ
(
{A}γ
)]
≤ exp (−(n− 1) γ2/4) .
This is a standard corollary of the isoperimetric inequality on the sphere
due to P. Le´vy that can be verified applying the concentration inequality as
in Milman - Schechtman [MS] to the function x 7→ infy∈A d(x, y).
Proposition 11 combined with the concentration inequality yields
ζi =
C
ǫ
exp
[−c1nǫ−1i−3] ;
hence
σ
{
ξ
∣∣∣∣ ∃ 1 ≤ t ≤ T, 1− F ξ(t) ≥ exp (ti+1(ti+1 − ti)) (1− Φ(t)) (1 + 10ǫ)}
≤
I∑
i=1
C
ǫ
exp
[−c1nǫ−1i−3] ≤ C
ǫ
∫ I
0
exp
(−c1nǫ−1x−3) dx ;
the second inequality is justified since the function i 7→ exp (−c1nǫ−1i−3) is
monotone decreasing.
Continuing the inequality and replacing y−4/3 with its value at the left
end of the integration domain, we obtain:
· · · ≤ C1
ǫ4/3
∫ ∞
ǫ2T−6
exp(−c1ny) y−4/3 dy ≤ C2ǫ−4T 8n−1 exp
(−c1nǫ2T−6) .
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We conclude with a remark.
Remark. One can generalise the conclusion of Theorems 3 and 5 to measures
µ satisfying the ψα property
(27) P {〈X, θ〉 > s} ≤ C exp(−csα) , s ∈ R+
for some 0 < α ≤ 2. In this case we use (27) instead of (7) in the proofs of
Propositions 11, 13. This yields t−1−2/α instead of t−3 in these propositions,
leading to exponent 2 + 4α−1 instead of 6 in the theorems.
4 Examples
Let us show some examples where our results apply. Our examples have
geometric motivation, hence we recall some geometric notions.
Let K ⊂ Rn be a symmetric convex body; denote its boundary by ∂K.
Define three measures associated with K, called the volume measure, the
surface measure and the cone measure and denoted by VK , SK and CK re-
spectively:
VK(A) =
VolA ∩K
VolK
;
SK(A) = lim
ǫ→+0
Vol {A ∩ ∂K}ǫ
Vol {∂K}ǫ
;
CK(A) =
Vol
{
x ∈ K ∣∣ x/‖x‖K ∈ A}
VolK
.
Here subscript denotes metric extension in Rn:
{A}ǫ =
{
a ∈ Rn ∣∣ ∃ x ∈ A, |x− a| ≤ ǫ} .
Remark. The Brunn–Minkowski inequality (see [G, MS]) shows that the mea-
sure VK is log-concave for any convex body K.
Definition 3. The body K is called isotropic (subisotropic) if the measure
VK is isotropic (subisotropic).
We are mainly interested in the volume measure VK ; however, sometimes
it is easier to verify the concentration condition (3) for SK or CK . As well
known, the difference is insignificant:
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Proposition 14. Suppose one of the following two inequalities holds:
SK
{∣∣|X| − 1∣∣ ≥ u} ≤ A exp (−Bnαuβ) , 0 ≤ u ≤ 1(28)
CK
{∣∣|X| − 1∣∣ ≥ u} ≤ A exp (−Bnαuβ) , 0 ≤ u ≤ 1 .(29)
Then
(30) VK
{∣∣|X| − 1∣∣ ≥ u} ≤ A′ exp (−B′nmin(α, 1)umax(β, 1)) , 0 ≤ u ≤ 1 ,
where A′, B′ depend only on A, B, α, β.
Proof. Let X be distributed according to VK ; then X/‖X‖K is distributed
according to CK and P {‖X‖K ≤ r} = rn for 0 ≤ r ≤ 1.
Similarly, if Y is distributed according to SK and R is a (scalar) random
variable that does not depend on Y such that
P {R ≤ r} = rn for 0 ≤ r ≤ 1,
then RY is distributed according to VK .
Therefore
VK {|x| < 1− u} ≤ VK
{|x| < (1− u/2)2}
≤ SK {|x| < (1− u/2)}+ (1− u/2)n
≤ SK {|x| < (1− u/2)}+ exp(−nu/2)
(31)
and also
(32) VK {|x| < 1− u} ≤ CK {|x| < (1− u/2)}+ exp(−nu/2) .
On the other hand,
VK {|x| > 1 + u} ≤ SK {|x| > (1 + u)} ,(33)
VK {|x| > 1 + u} ≤ CK {|x| > (1 + u)} .(34)
Combining (28) with (31) and (33) or (29) with (32) and (34), we arrive
at (30).
We also note that sometimes for K in natural normalisation we get
(35) VK
{
x ∈ Rn ∣∣ ∣∣∣∣ |x|CK√n − 1
∣∣∣∣ ≥ u} ≤ A′ exp (−B′nαuβ)
for 0 ≤ u ≤ 1, instead of (3). Then we obtain spherical asymptotics for the
distribution of Xav
VK
/CK instead of X
av
VK
.
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4.1 The lp unit balls
The result of this subsection is
Corollary 15. For 1 ≤ p ≤ ∞ the average marginal of VBnp has Gaussian
asymptotics for t = o
(
n1/4
)
. Almost all marginals of VBnp have Gaussian
asymptotics for
t = o
([
n
log n
]1/{2+4/min(p, 2)})
.
Remark (Rigorous meaning of Corollary 15).
1. Writing “Gaussian asymptotics of a random variable X”, we really
mean Gaussian asymptotics for X/C for some C > 0. The power
1/{2 + 4/min(p, 2)} is between 1/6 and 1/4.
2. It seems natural to take C =
√
VarX ; however, strictly speaking, this
can not be done under general assumptions (for a general body K).
In the special case of Bnp one can combine the inequality (42) (below)
with an inequality for u ≥ 1 and then use the methods described in
Milman - Schechtman [MS, Appendix V] to show that one can take
Cp =
√
VarXξ
VBnp
in (42) without loss of generality. Here ξ is of no
importance, since VarXξ
VBnp
does not depend on ξ ∈ Sn−1. We pay no
further attention to these issues.
3. The rigorous meaning of the expression “almost all marginals” is as in
Theorems 3 and 5.
To prove the first part of this corollary, we verify (3) (or, rather, (35)) for
CK , where K = B
n
p is the l
n
p unit ball.
For 2 ≤ p < ∞, a reasonable estimate can be obtained using the rep-
resentation of CBnp found by Schechtman and Zinn and independently by
Rachev and Ru¨schendorf ([SZ1, RR]; see Barthe, Gue´don, Mendelson and
Naor [BGMN] for an extension to VBnp ).
Theorem (Schechtman – Zinn, Rachev – Ru¨schendorf). Let g1, . . . , gn
be independent identically distributed random variables with density(
2Γ(1 + p−1)
)−1
exp(−|t|p) .
Denote G = (g1, . . . , gn) and consider the random vector V = G/‖G‖p.
Then V is distributed according to CBnp .
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Corollary. For 2 ≤ p <∞ the inequality
(36) CBnp
{∣∣∣∣‖V ‖2/(Eg2)1/2 n1/2(Egp)1/p n1/p − 1
∣∣∣∣ > u} ≤ A exp(−Bnu2) .
holds for 0 ≤ u ≤ 1.
Proof of Corollary. The inequality
(1 + u/4) ≤ (1− u/2)(1 + u) 0 ≤ u ≤ 1
implies
P
{
‖V ‖2 > (Eg
2)1/2 n1/2
(Egp)1/p n1/p
(1 + u)
}
≤ P
{
‖G‖2
‖G‖p >
(Eg2)1/2 n1/2 (1 + u/4)
(Egp)1/p n1/p (1− u/2)
}
.
Then,
P
{‖G‖2 > (Eg2)1/2 n1/2 (1 + u/4)} ≤ P
{∑
i
(g2i − Eg2i ) >
Eg2i
2
nu
}
,
P
{‖G‖p < (Egp)1/p n1/p (1− u/2)} ≤ P
{∑
i
(gpi − Egpi ) < −
Egpi
2
nu
}
.
Now we need an inequality due to S. N. Bernstein ([Be]; see Bourgain,
Lindenstrauss and Milman [BLM] for available reference).
Theorem (S. Bernstein). Suppose h1, . . . , hn are independent random
variables such that
(37) Ehj = 0 ; E exp (hj/C) ≤ 2 .
Then
P {h1 + · · ·+ hn > ǫn} ≤ exp
(
− ǫ
2n
16C2
)
, 0 ≤ ǫ ≤ c√n .
It is easy to verify that g2i − Eg2i and −gpi + Egpi satisfy (37) (with some
constant C); this yields
P
{
‖V ‖2 > (Eg
2)1/2 n1/2
(Egp)1/p n1/p
(1 + u)
}
≤ A
2
exp(−Bnu2)
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for some constants A and B. A bound for the probability of negative devia-
tion can be obtained in a similar way.
The estimate (36) follows.
For 1 ≤ p ≤ 2, we use the following theorem due to Schechtman and Zinn
([SZ2]):
Theorem (Schechtman – Zinn). There exist positive constants C, c such
that if 1 ≤ p ≤ 2 and f : ∂Bnp → R satisfying
(38) |f(x)− f(y)| ≤ |x− y| for all x, y ∈ Bnp
then, for all u > 0,
(39) CBnp
{
x
∣∣ ∣∣∣∣f(x)− ∫ f dCBnp ∣∣∣∣ > u} ≤ C exp (−cnup) .
The condition (38) surely holds for f = | · |; hence | · | satisfies (39). For
correct normalisation recall that
(40) c1n
1/2−1/p ≤
∫
|x| dCBnp (x) ≤ c2n1/2−1/p ;
hence for 1 ≤ p ≤ 2
(41) CBnp
{
x
∣∣ ∣∣∣∣|x|/∫ |x| dCBnp (x) − 1∣∣∣∣ > u} ≤ C exp (−cnp/2up) .
Corollary (Concentration of | · | with respect to VBnp ). For 1 ≤ p ≤ ∞
there exist Ap, Bp, Cp > 0 such that the inequality
(42) VBnp
{
x
∣∣ ∣∣∣∣|x| /Cp − 1∣∣∣∣ > u} ≤ A exp (−Bnmin(p, 2)/2 umin(p, 2))
holds for 0 ≤ u ≤ 1.
Proof of Corollary. For 1 ≤ p ≤ 2 combine (41) with Proposition 14. For
2 ≤ p <∞ combine (36) with Proposition 14.
For p = ∞ the coordinates of a random vector X = (X1, · · · , Xn) dis-
tributed according to VBnp are independent; hence Bernstein’s inequality for
X2i − EX2i yields the result.
22
Now we can prove Corollary 15:
Proof of Corollary 15. For the first statement, apply Theorem 2 using (42)
for V˜Bnp ,
V˜Bnp (A) = VBnp (CpA) .
For the second statement, note that the measure V˜Bnp satisfies the ψα
condition (27) with α = min(p, 2). Applying Theorems 3 and 5 (combined
with the concluding remark in Section 3) we obtain the result.
Remark. Note that Corollary 15 does not capture the change of asymptotic
behaviour that probably occurs around t = n1/4. This is because the bound
(42) is not sharp.
To emphasise this point, let us consider the case p = 2. The surface
measure CBn
2
surely satisfies (28) with any α, β > 0; hence VBn
2
satisfies (30)
with α = β = 1 (as we could have also verified by direct computation).
Applying Theorem 2, we obtain spherical asymptotics for t = o
(
n1/2
)
; in
particular, we capture the breakdown of Gaussian asymptotics around t ≈
n1/4 (recall Lemma 1).
Remark. In fact, the bound (39) for the concentration of Euclidean norm with
respect to CBnp is not sharp. Schechtman and Zinn proved a better bound for
p = 1 (for f = | · |) in the same paper [SZ2], and Naor ([N]) extended their
results to all 1 ≤ p ≤ 2.
Unfortunately, these bounds do not suffice to improve the result in Corol-
lary 15. On the other hand, the bounds in [SZ2, N] were proved exact only
on part of the range of u; this makes it tempting to conjecture spherical
approximation for t = o
(
n(p
2−p+2)/8
)
, 1 ≤ p ≤ 2.
This would be an improvement of Corollary 15 for all 1 < p < 2; in par-
ticular, we would be able to capture the breakdown of Gaussian asymptotics
around t = n1/4 for all these p.
Now we compare these results to limit theorems with moderate deviations
for independents random variables. This allows to analyse the sharpness of
the result in Corollary 15 for the common case p =∞.
The following more general statement follows from our results:
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Theorem 16. Let µ = µ1 ⊗ · · · ⊗ µn be a tensor product of 1-dimensional
even measures that satisfy
(43)
∫ +∞
−∞
exp
(
x2/C2
)
dµi(x) ≤ 2 .
Then the average marginal of µ has Gaussian asymptotics for t = o
(
n1/4
)
.
Almost all marginals of µ have Gaussian asymptotics for t = o
(
(n/ logn)1/4
)
.
Remark. The remarks 1. and 3. after Corollary 15 are still valid. On the
other hand, the variance of the approximating Gaussian variable is “correct”
in this case.
The classical limit theorems with moderate deviations (see Feller [F,
Chapter XV] or Ibragimov - Linnik [IL] for a more general treatment) assume
a weaker assumption
(44)
∫ +∞
−∞
exp (x/C) dµi(x) ≤ 2
and establish Gaussian asymptotics of 1−F ξ(t) and f ξ(t) for t = o
(
‖ξ‖−1/2∞
)
;
these results are sharp. The l∞ norm of a typical vector ξ ∈ Sn−1 is of order√
logn
n
; hence the asymptotics for random marginals in Theorem 16 is valid
for t = o
(
4
√
n
logn
)
and our results are sharp. In particular, this is true for
p =∞ in Corollary 15.
4.2 Uniformly convex bodies contained in small Eu-
clidean balls
Let K ⊂ Rn be a convex body; define the modulus of convexity
δK(ǫ) = min
{
1− ‖x+ y‖K
2
∣∣∣ ‖x‖K = ‖y‖K = 1, ‖x− y‖K ≥ ǫ} .
The following concentration property was proved by Gromov and Milman
([GM], see also Arias de Reyna, Ball and Villa [ABV]):
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Theorem 17 (Gromov – Milman). If A ⊂ K has positive measure, and
dK(x,A) is the distance from x to A (measured in the norm with unit ball
K), then
(45) VK
{
x
∣∣ dK(x, A) > ǫ} < e−2nδK(ǫ)
VK(A)
.
Corollary 18. Suppose an isotropic body K satisfies
K ⊂ CnνBn2 , δK(ǫ) ≥ cǫµ and VK {|x| < m} > 1/2
for some constants C, c, m. Then
1. the average marginal of VK has spherical asymptotics for
t = o
(
n(1/2+µ
−1−ν)/2
)
;
2. almost all marginals of VK have Gaussian asymptotics for
t = o
([
n
logn
]min(1/6, (1/2+µ−1−ν)/2))
.
Proof of Corollary. Following [ABP] we show that (45) implies concentration
of the Euclidean norm. Really, one can estimate the probability of deviation
from the median M:
(46) VK {|x| ≤ M− ǫ} ≤ VK {d2 (x, {y ≤M}) > ǫ}
≤ VK
{
dK (x, {y ≤M}) > ǫ
Cnν
}
≤ 2 exp
(
− 2c
Cµ
n1−µνǫµ
)
;
(47) VK {|x| ≥ M+ ǫ} ≤ VK {d2 (x, {y ≥M}) > ǫ}
≤ VK
{
dK (x, {y ≥M}) > ǫ
Cnν
}
≤ 2 exp
(
− 2c
Cµ
n1−µνǫµ
)
;
conclude with Theorems 2, 3 and 5 as in the proof of Corollary 15.
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A Proofs of technical lemmata
Here we prove Lemmata 1, 7 and 9; the proofs are also rather technical.
Proof of Lemma 1. First,
lim
n→∞
Γ(n/2)√
πnΓ((n− 1)/2) = lim
(n/2e)n/2√
πn ((n− 1)/2)(n−1)/2
= lim
(
n
n− 1
)(n−1)/2
×
√
n
2eπn
= (2π)−1
by Stirling’s formula.
Now,
exp(−ǫ− ǫ2/2) ≤ 1− ǫ ≤ exp(−ǫ− ǫ2/(2(1− ǫ)2)) ;
hence
(1− t2/n)(n−3)/2 et2/2 =
{
(1− t2/n) et2/(n−3)
}(n−3)/2
≤ {exp(−t2/n− t4/(2n2(1− t2/n)2)) exp(t2/(n− 3))}(n−3)/2
≤ exp
(
3
2n
t2 − n− 3
16n2
t4
)
≤ exp
(
3
2n
t2 − 1
64n
t4
)
for n ≥ 4. For t ≤ 16 and n large enough 3t2/2n ≤ (1 + ǫ); for t ≥ 16 we
have 3t2/2n ≤ 3t4/256n and hence 3t2/2n− t4/64n < −t4/256n.
Similarly,
(1− t2/n)(n−3)/2 et2/2 =
{
(1− t2/n) et2/(n−3)
}(n−3)/2
≥ {exp(−t2/n− t4/(2n2)) exp(t2/(n− 3))}(n−3)/2 ≥ exp(−t4/4n) .
This proves the first pair of inequalities; thereby
1−Ψn(t) =
∫ ∞
t
ψn(u) du ≤ (1 + ǫn)
∫ ∞
t
φ(u) exp(−u4/256n) du
≤ (1 + ǫn) exp(−t4/256n)
∫ ∞
t
φ(u) du
≤ (1 + ǫn) (1− Φ(t) exp(−t4/256n) .
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Similarly,
1−Ψn(t)− (1− ǫn) (1− Φ(t)) exp(−t4/324n)
≥ (1− ǫn)
∫ ∞
t
φ(u)
[
exp(−u4/4n)− exp(−t4/324n)] du
= (1− ǫn)
[∫ 2t
t
+
∫ 3t
2t
+
∫ ∞
3t
]
.
The second integral is positive; integrating by parts, we see that the third
integral equals
−
∫ ∞
3t
(1− Φ(u)) exp(−u4/4n) u
3
n
du
≥ − exp(−t4/324n)
∫ ∞
3t
(1− Φ(u)) u
3
n
du .
The first one is at least
[
exp(−t4/64n)− exp(−t4/324n)] ∫ 2t
t
φ(u) du
≥ [exp(−t4/64n)− exp(−t4/324n)] ∫ 2t
t
(1− Φ(u)) u du
≥ [exp(−t4/64n)− exp(−t4/324n)] ∫ 2t
t
(1− Φ(u)) u
3
n
du
for t2 < n/4. If t ≥ t0 this proves the remaining inequality (t0 does not
depend on n). 1−Ψn(t)⇒ 1−Φ(t) on [0, t0] and for these t one can ignore
exp(−t4/n) in all the expressions; hence the inequality also holds.
Now we prove Lemma 7. The proof uses Lemma 9 that is proved further
on (without using Lemma 7).
Proof of Lemma 7. By definition,
1−Ψn(t)
ψn(t)
=
∫ ∞
t
ψn(s)
ψn(t)
ds = t
∫ ∞
0
ψn((1 + u)t)
ψn(t)
du .
To obtain the upper bound, just note that if 2t2 < n, then by Lemma 9
ψn((1 + u)t)/ψn(t) ≤ exp(−C1 u t2)
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and hence the integral is bounded by (C1t
2)−1.
For the lower bound restrict the integral to [0, 1]; if 8t2 < n, 2(1+u)2t2 <
n and the subintegral expression is bounded from below by exp(−C2ut2) on
this interval. Hence the integral is not less than 1−exp(−C2t
2)
C2t2
. This concludes
the proof for t > t0 (for a constant t0 independent of n); for 0 < t0 use
Gaussian approximation for ψn and Ψn (Lemma 1) to verify the inequality.
The second statement can be verified by formal differentiation.
Proof of Lemma 9.
ψn(t) / ψn
(
(1 + u) t
)
=
(
1− t2/n
1− (1 + u)2t2/n
)(n−3)/2
=
(
1 +
t2 (2u+ u2)
n− (1 + u)2 t2
)(n−3)/2
≤ exp
(
(u+ u2/2) t2
1− (1 + u)2t2/n
)
≤ exp(3ut2) for (1 + u)
2 t2
n
< 1/2
and hence the second inequality holds. On the other hand,
ψn
(
(1 + u) t
)
/ ψn(t) =
(
1− t2 (1+u)2
n
1− t2/n
)
=
(
1− t
2
n− t2 (2u+ u
2)
)(n−3)/2
≤ exp
(
−(u+ u2/2) t2 1− 3/n
1− t2/n
)
≤ exp(−6ut2) for t
2
n
< 1/2 and n > 6
and therefore the first inequality holds as well.
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