ABSTRACT: We present a Bayesian method for estimating small area parameters under an inverse Gaussian model. The method is extended to estimate small area parameters for finite populations. The Gibbs sampler is proposed as a mechanism for implementing the Bayesian paradigm. We illustrate the method by application to household income survey data, comparing it against the usual lognormal model for positively skewed data.
INTRODUCTION
Small domain estimates are required by policy makers for a diversity of subpopulations in order to make decisions on issues relating to small areas. These small domains need not be geographical locations, but can represent distinct subdomains defined by several stratification factors. Sample survey data are available for a number of small domains, cross-classified by non-overlapping and exhaustive subgroups of the population, requiring estimates for small areas and the corresponding interest in methods for producing such estimates. Various branches of governments have been involved in research to obtain small area estimates for use in decision making in local areas. Examples of some of the research include, studies of per capita income for states and local government areas (Fay and Herriot, 1979) ; estimates of crop yields, population counts and unemployment rates (Schaible, 1996) ; and studies of health needs (Malec et al., 1999) .
Several authors have also considered the problem of small area estimation from various perspectives primarily using the Gaussian model and the classical techniques of estimation.
An early work by Purcell and Kish (1979) presented a comprehensive review of sample survey research in small area estimation. Ghosh and Meeden (1986) introduced an empirical Bayes approach in normal model finite population sampling theory for small area estimation. Ghosh and Rao (1994) and Rao (1999) presented accessible reviews of several of the techniques for small area estimation and indicated the advantages of the Bayesian and empirical Bayes approaches over the classical methods. In a recent book, Rao (2003) provides details of various methods of estimation, the wide range of available models and issues associated with small area studies.
The importance of non-normal models in small area estimation has also been investigated by some authors. For example, MacGibbon and Tomberlin (1989) have considered estimating small area rates and binomial parameters using empirical Bayes methods. Stroud (1991) used hierarchical Bayes approach for univariate natural exponential families with quadratic variance functions in sample survey applications, while Chaubey et al. (1994) extended the work by Fries and Bhattacharyya (1983) to include the maximum likelihood analysis of the two-factor inverse Gaussian model for the unbalanced and interaction case for the estimation of small area parameters in finite populations.
The object of this article is to develop a Bayesian approach for small area estimation under an inverse Gaussian model, denoted Inverse Gaussian (θ, σ 2 ), whose density function is given by f(y; θ, σ 2 ) = (2πσ 2 underlying Wiener process (see Bhattacharyya and Fries, 1982) . Specifically, if Y (t) is a Wiener process with drift µ > 0, then the random time when the process first hits a specified positive barrier, has an inverse Gaussian distribution (Cox and Miller, 1965) . The interpretation of the inverse Gaussian distribution as a first passage time distribution suggests its potential usefulness in modeling lifetimes as an alternative to other conventional models such as the Weibull, gamma and lognormal.
We consider the common two-factor model yijk = µij + eijk, k = 1, . . ., nij, where the eijk are independent error terms having an inverse Gaussian density with mean zero, and the µij are unknown mean parameters. A Bayesian analysis involves a prior specification for the µij conditional on hyperparameters ?, i.e., µij = g(?) +tij , where g(?) is a prior mean parameter and the tij are random errors distributed independently of the eijk according to a density π with mean zero. Adaptive Markov Chain Monte Carlo ( MCMC ) integration methods, such as the Gibbs sampler , have proved to be a powerful tool for analyzing conjugate Bayesian hierarchical models. The Bayesian paradigm allows us to use information from similar sources in constructing estimators and predictors, in addition to the most directly available source of information. This is extremely useful in small area estimation theory, where one can improve the estimates in a certain area by incorporating information from similar neighboring areas.
In the next few sections, we will discuss our Bayesian model specification and provide a general paradigm for the Bayesian modeling of positively skewed data using an inverse Gaussian model. This model is compared with the usual lognormal model. We illustrate our approach by application to a household income data obtained from Statistics Canada (1987) . The data set contains comprehensive information on each household, such as number of persons, number of adults, type of dwelling, educational level of the head of household, etc. We c hoose the domains of the study as the ten regions stratified by six education classes. The principal characteristic of interest is household income. Although the problem is characterized as a small area estimation, the discussion can apply to any stratified random sampling design considered for estimation at the stratum level.
THE MODEL
Consider a population U divided into J nonoverlapping small areas labelled j = 1, . . ., J, and a second classification of the population into I groups labelled i = 1, . . ., I. The total sample n is thereby cross-classified into IJ nonoverlapping cells of size nij , n = Σi,j nij. In practice a simple random sample is drawn from the entire population, so that the n units are post classified into the cells, and the cell counts nij are random. We will assume that a stratified random sample design is used such that each cell defines a stratum from which a random sample of size nij is drawn. Following the terminology of a two-factor model in factorial experiments we let I denote the number of levels of the row factor A and J denote the number of levels of the column factor B. At each factor setting or cell (i,j), a sample of size nij is selected.
We focus on the additive or no-interaction model which assumes that the drift of the Wiener process corresponding to each cell is the sum of the factor effects. Since the mean is inversely proportional to the drift of the Wiener process, the usual parameterization of additive effects suggests the following model: convenient conditional structure that lends itself to the method of Gibbs sampling.
Gibbs sampling
A series of papers discuss Gibbs sampling for conjugate Bayesian models and the calculation of marginal posterior densities and moments (see 1991; In order to cover a significant portion of the space generated by the posterior density, Gelman and Rubin (1992) recommend the use of multiple runs wherein the sampler is replicated with different starting values and the M th iterate from each run is retained.
The burn-in length M, is dependent on starting values and the convergence rates of algorithm to a stationary distribution depends on the targeted posterior. Several approaches to handle these problems have been suggested in the literature (see e.g., Cowles and Carlin, 1996; Roberts and Rosenthal, 1998 , and the references cited there). However, in single as well as multiple runs, posterior inference is straightforward since the entire posterior sample is available. For instance, the marginal density of θ1 is obtained as a finite 
Full conditional distributions
The likelihood function for ({αi}, {βj}, σ 2 ) under the inverse Gaussian model is for αi and βj given σ 2 are found to be truncated normal distributions (Chhikara and Folks, 1989) . The set of conjugate priors for all parameters are then given by , the full conditional distributions obtain as:
where, Each of the full conditional distributions has a simple form and is easily sampled from, thus providing via the Gibbs sampler, a complete sample from the joint posterior of the parameters. To generate from the constrained full conditional, we use Devroye's method (1986) or alternatively, sample from the unconstrained full conditional and retain the variate value only if it falls in the constraint region. Diffuse priors over (c, d, f,σ 2 ) can be specified by setting the prior hyperparameters at their null-values, i.e., ν0→(-I-J-1), νc→(-I) νd→(-J), νf→(-1), δ0=0, δc=0, δd=0, and δf=0.
Posterior inference
The cell mean is µij = θij = ( αi+βj) -1 . Due to the nonlinearity of the cell mean parameters µij , its posterior mean and variance are estimated (using , η) ), η being the hyperparameters, is estimated by the sum of the two components Fassil Nebebe et al. (17) where f(yijk) is the density of lognormal (θij, σ 2 ). Furthermore, the predictive mean and variance of yijk are estimated using formulas similar to (10) 
Estimates for finite populations
Consider a finite population Uij with units labelled 1, . . ., Nij . Let yijk denote the value of a single characteristic attached to the unit k in population Uij. The vector {yijk; k = 1, . . ., Nij} is the unknown state of nature. We assume that the population of Nij elements for area (i, j) is generated by the super population model yijk = µij + εijk; k = 1, . . ., Nij. Assume also that nij observations are available for area (i, j). The mean of the nij observations is the 
APPLICATIONS
The method is applied to the 1986 Canadian data on household income obtained from Statistics Canada (1987) . Subsets of the population were obtained by geographic region and education status of the head of household. The variable of interest, total income (yijk), is defined as the sum of total earnings, total income from investment, total government transfer payments, retirement pensions, superannuation and annuities and other money income. This variable may be positive, negative or zero. For the purpose of conducting the analysis, only cases with positive values were retained and all others were discarded. Out of a sample of 30,741 there were exactly 98 cases with non-positive values. The reduced sample size of positive sample values was 30,643.
The geographic regions were chosen as the ten provinces of Canada: (1) Newfoundland, (2) Prince Edward Island, (3) Nova Scotia, (4) New Brunswick, (5) Quebec, (6) Ontario, (7) Manitoba, (8) Saskatchewan, (9) Alberta, and (10) British Columbia. The education classes were defined as (1) No schooling or elementary, (2) 9 or 10 years of elementary and secondary, (3) 11-13 years of elementary and secondary, (4) Some postsecondary, (5) Post-secondary c ertificate or diploma, and (6) University degree. The parameters αi, i = 1, . . ., 6; βj, j = 1, . . ., 10, represent the effects due to the six education levels and the 10 provinces, respectively.
Table A in the Appendix shows the crossclassification of the sample into six education classes and 10 provinces with corresponding cell counts and cell means. Note that sample sizes are of order not exceeding 1000. For the purpose of illustrating the two models in finite population sampling theory, a 10% random sample was selected from each of the 10×6 = 60 subpopulations.
Inverse Gaussian errors
Under the inverse Gaussian model, we rescale the data by multiplying by a factor of 10 -5 in the Bayesian computations to maintain n umerical stability. The prior cell mean We used Matlab in the development of the algorithm and implementation of the Gibbs sampler. Six hundred Gibbs sequences with different starting values were sampled until the 1,000-th iteration in multiple runs of the Gibbs sampler due to the nonlinearity of the parameters and due to the constraint that αi + βj > 0. These restrictions gave a poor parametrization of the Gibbs sampler which in turn caused poor convergence of a single run (see Hills and Smith, 1992) . The hyperparameters in (7) are set at their null values to give vague priors. Figures 1 and 2 display the kernel density estimates of the sampled posteriors for αi, i = 1(1)6, and for βj, j = 1(1)10, under the inverse Gaussian model. Figure 1 clearly shows the decreasing rank order of the αi which on the reciprocal scale gives an increasing rank order of (1/αi) (education effect). This agrees with the typical situation that as education increases, income also increases. As for the βj, j = 1(1)10, parameters from Figure 2 , we can group them by their location parameters to detect provinces with similar income levels.
The posterior means and standard deviations, obtained using (8), along with the goodness-of-fit statistic for each cell based on (19) and (20) are presented in Table 1 for the inverse Gaussian model. Comparisons of these cell means with the observed cell means of 8  9  10  1  22039  22224  22823  23251  24253  26183  23376  23643  25320  24333  2  26226  26488  27343  27959  29420  32308  28138  28526  31003  29536  3  29163  29490  30549  31321  33165  36881  31548  32034  35191  33312  4  30092  30440  31572  32395  34372  38380  32636  33160  36555  34530  5  31855  32246  33521  34450  36691  41293  34724  35314  39190  36873  6  41271  41931  44099  45720  49751  58621  46208  47263  54458  50098 Posterior standard deviations: 2  3  4  5  6  7  8  9  10   1  397  471  349  392  290  367  369  333  369  363  2  591  677  546  598  488  575  533  489  529  544  3  694  839  610  665  512  607  651  540  556  569  4  861  988  849  866  793  934  804  812  891  830  5  884  1051  898  938  783  897  906  806  906  861  6  1510  1755  1411  1474  1243  1761  1497  1464  1483  1560 Goodness-of-fit statistics: Fig. 1. Kernel density estimates of the sampled posteriors for αi, i=1(1)6, under In the implementation of the Gibbs sampler, the first 2,000 draws of a single run are discarded and the algorithm is run to obtain 1,000 draws from the posterior. The results for this case are presented in Table 2 , where the estimated posterior cell means, posterior standard deviations and the goodness-offit statistics are given. The hyperparameters in (14) are set at their null values to give vague priors. Displays of the kernel density estimates of the sampled posteriors for αi, i = 1(1)6, and for βj, j = 1(1)10, under the lognormal model are not included in the paper in the interest of saving space. The results are similar to those of the inverse Gaussian case but with less pronounced effects (Chaubey et al., 2003) . Table 2 displays estimated posterior means and standard deviations obtained using (8) along with the goodness-of-fit statistic for each cell based on (19 and 21) for the lognormal model. The results are parallel to those given in Table 1 for the inverse Gaussian model. 
DISCUSSION
The results from Table 1 under the inverse Gaussian model, and from Table 2 for the lognormal model, show that the 'education effect' reflects the typical situation that as education increases, income also increases. Comparisons of the posterior cell means from these tables with the actual cell means from = χ , the fit is assessed to be poor only for a single cell (i = 1, j = 6), whereas in Table 2 under the lognormal case, the fit is assessed to be poor for almost 25% of the cells. These results are confirmed from Figure 3 , where the Chi-squares goodness-of-fit statistics under the two models are compared. Figure 4 displays the posterior predicted finite population cell means under the two models in relation to the observed cell means from Table A , based on a 10% sample. We observe again that the inverse Gaussian model provides estimates closer to the true values than the lognormal model for this application. Furthermore, we note that education classes with relatively small sample sizes appear to give less reliable statistics in both cases. 11 
CONCLUSION
We have used Gibbs sampling to obtain estimates of small area parameters under two kinds of nonnormal sampling errors. One can see that it is possible to obtain estimates of small area parameters using the Bayesian approach by borrowing strength from an ensemble when the sampling models are non -normal. It is evident from the illustrations provided based on the household survey data that the inverse Gaussian model appears to be more suitable for modeling positively skewed data compared to the lognormal model. Thus, the possible use of inverse Gaussian model should be explored side by side with the lognormal model.
