Abstract-We develop a joint source-channel coding (JSCC) scheme based on an unequal power allocation strategy, in which different levels of power are allocated according to a priori probability distribution of the information bits. Two protograph low-density parity-check codes are used as the source code and the channel code, respectively, in the proposed JSCC scheme. With fixed row weight and row element alphabet, optimization on the source code is conducted via random search to obtain a bestfound base matrix with the lowest decoding threshold among all the searched base matrices. Simulation results show that the new JSCC scheme outperforms the traditional equal power allocationbased JSCC by exploiting the source statistics at the decoder. Moreover, theoretical threshold analysis is in agreement with the practical simulation results.
. The system model of P-JSCC system with UPA.
to the most significant bit (MSB) while keeping the average transmit power per bit constant [6] . Unlike the method given in [6] , another strategy is to conduct the power allocation by taking the probability distribution of the bits into consideration [7] , [8] . Specifically, the bits with less probability are transmitted with higher power and vice versa.
In this letter, we introduce the methodology of UPA into the protograph low-density parity-check (LDPC) codes assisted JSCC (P-JSCC) system [4] , [5] for the transmission of nonuniform binary memoryless sources, where the source and channel codes are both unpunctured protograph LDPC codes. In general, the probability distribution of the output bits from the source encoder is highly likely to be non-uniform and the structure of the protograph can be well exploited in the calculation of the probability distribution. Thus, the UPA could be directly applied to the P-JSCC system with minor modifications at the transmitter and receiver sides. As a consequence, significant performance improvement is achieved compared with the P-JSCC system with equal power allocation (EPA). Furthermore, asymptotic performance is analyzed via joint protograph extrinsic information transfer (JPEXIT), developed in [5] , to verify the superiority of the P-JSCC system with UPA over its EPA based counterpart. An attempt for optimizing the source code is introduced via random search while fixing the channel code, which provides a best-found base matrix with the lowest decoding threshold among all the searched base matrices according to the JPEXIT analysis.
II. SYSTEM DESCRIPTION
The system model of the P-JSCC system with UPA is shown in Fig. 1 . Let S = {s 1 s 2 s 3 · · · } be a sequence generated by an independent and identically distributed (i.i.d.) non-uniform binary memoryless source with a probability dis-
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See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. i = 1, 2, . . .. The whole transmission chain is described as follows. The non-uniform source sequence S is compressed by an unpunctured protograph LDPC code and a compressed sequence U = {u 1 u 2 u 3 · · · } is obtained, which is sent to the systematic channel encoder as information bits. Then, another unpunctured protograph LDPC code is employed to further encode U for a reliable transmission. UPA is utilized as the modulation mode for the output sequence of channel encoder X = {x 1 x 2 x 3 · · · } due to the non-uniformity of the information bits U. As a consequence, more (less) power is allocated to the information bits that are less (more) likely to occur. However, the power is always equally allocated to the parity bits since their probability distribution is very difficult, if not impossible, to compute. Specifically, the UPA for the information bits is achieved by using a series of 2-ary PAM constellations. These PAM constellations have constant average power and the distance between each pair of the constellation points is greater than 2. The average power of the information bits and parity bits are both normalized to unity during the transmission. At the receiver side, the received signal has the form Y = V + N, where V = {v 1 v 2 v 3 · · · } is the modulated symbol sequence and N = {n 1 n 2 n 3 · · · } is additive white Gaussian noise (AWGN) with zero mean and σ 2 n variance. The joint source-channel (JSC) decoder runs in parallel over a bipartite Tanner graph describing the JSCC structure, in which the belief propagation (BP) algorithm with a priori knowledge of the source distribution is applied.
III. P-JSCC SYSTEM WITH UPA
In this section, we mainly discuss the different aspects between the P-JSCC system with UPA and the conventional P-JSCC system with EPA. The differences lie in the modulation method at the transmitter and the computation of initial channel log-likelihood ratios (LLRs) at the receiver. In reality, the remaining procedures of source and channel coding/decoding still remain unchanged.
A. Source Code
A protograph LDPC code can be represented by a base matrix, from which larger matrices with various sizes can be obtained by means of a "copy-and-permute" operation [9] . We assume, in this letter, that the base matrix of the source code is of the form
where m sc and n sc are the number of rows and columns, respectively. The corresponding rate is given by R sc = m sc /n sc . The entry b i,j in the matrix represents the number of edges that connect the jth variable node and the ith check node. The row weights of B sc can be written as
The aforementioned base matrix can be expanded to a larger one by the use of the progressive edge growth (PEG) algorithm [10] and in this way the parity check matrix for the source code (i.e., H sc ) with larger size l × n is obtained, where l m sc and n n sc . The repetition time (i.e., N) satisfies the equation N = n/n sc = l/m sc . By using the "copy-and-permute" operation, the H sc has a good structure. That is, every N rows have the same row weight, e.g., the first N rows of H sc have the row weight W 1 , the second N rows of the H sc have the row weight W 2 , and the rest could be deduced by analogy. The row weights of H sc can be summarized by
where W(q) denotes the weight of the qth row of H sc .
B. UPA Modulation Strategy
The source compression process can be written as U = H sc × S. Namely, the ith information bit u i is the modulo-2 sum of W(i) source bits associated with W(i) 1's in the ith row of H sc . Therefore, u i will be 0 when the W(i) source bits contain an even number of 1's, and 1, otherwise. We introduce a simple algorithm to estimate the probability distribution of u i as follows:
, where the binomial coefficient indicates the number of length-W(i) sequences with j 1's and (W(i) − j) 0's. 4) Set j = j + 2 to guarantee that the number of 1's is still even. If j ≤ W(i), then go to Step 3). 5) Compute q 1 i = 1 − q 0 i . End Following the pseudo program, it is relatively straightforward to figure out that U can be divided into m sc individual blocks and each block has the same probability distribution because of the good structure of H sc . Owing to the fact that W(i) is usually small (generally, W(i) ≤ 25) and the source sequence is non-uniform, each block within U remains non-uniformly distributed. Relying on this observation, we introduce the UPA strategy to the information bits and hence improve the bit error rate (BER) performance of the P-JSCC system.
As for the channel code, its parity check matrix H cc is generated from another base matrix B cc with size m cc × n cc . 1 The channel code rate is R cc = (n cc − m cc )/n cc . The channel code that we exploit is systematic, and therefore the codeword has the form X = [P|U], where m is the length of X and P represents the sequence of parity bits of length m − l. The relationship between m and m − l satisfies the equation: m/n cc = (m − l)/m cc . We do not apply UPA to the parity bits for the sake of simplicity.
The modulation is summarized as below: For i = 1, . . . , m − l (i.e., parity bits),
For i = m − l + 1, . . . , m (i.e., information bits),
where E[v 2 i ] denotes the average power of v i . The distances between the two constellation points corresponding to the information bits are larger than those corresponding to the parity bits. That is, |
It means more protection is imposed on the information bits. As presented in [3] [4] [5] , only the information bit nodes are connected to the check nodes of the source decoder, thus more protection on information bits could bring more reliable extrinsic LLR information to the source decoder. Consequently, significant performance improvement is achieved in the waterfall region.
C. Modification to Joint Decoder
The initial channel LLRs are closely related to the modulation schemes. Owing to the application of UPA to the information bits only, we separately consider the channel probabilities as follows:
For
where N 0 = 2σ 2 n and y i is the ith entry of Y. Therefore, the channel LLR (i.e., L ch (i)) can be calculated as follows:
As shown in Eq. (11), the a priori probability distribution obtained from the source statistics needs to be taken into account when determining the initial LLRs of the information bits. As for the joint decoder, the only difference between the P-JSCC system with UPA and the P-JSCC system with EPA [4] , [5] is the computation of the initial LLRs. The same iterative BP algorithm given in [5] can be directly utilized with the source and channel decoders running in a parallel fashion.
IV. CONVERGENCE BEHAVIOR OF P-JSCC WITH UPA
The variance of L ch (i), i.e., σ 2 ch (i), is calculated in terms of two subcases:
The JPEXIT analysis is implemented to estimate the iterative decoding thresholds based on the base matrices of the source and channel codes [5] , i.e., B sc and B cc . The difference between JPEXIT procedures of P-JSCC system with UPA and those of P-JSCC system with EPA only lies in the computation of σ 2 ch (i), which determines the mutual information of the AWGN channel. Note that q 0 i = q 0 j if the ith row and the jth row have the same row weight according to the algorithm in Section III. It can readily be known from Eqs. (12) and (13) that these equalities are valid:
. We simply divide {σ 2 ch (i)} into total n cc − m cc + 1 groups in terms of the different values of the variance, and define ρ(i), i = 1, 2, . . . , n cc − m cc + 1 to be the variance of each group. Herein, the first group corresponds to the parity bits, and the rest are related to the information bits. Accordingly, the initial mutual information of all the variable nodes in B cc is expressed as follows:
For j = 1, . . . , m cc (i.e., parity bits),
For j = m cc + 1, . . . , n cc (i.e., information bits),
where I j cc represents the initial mutual information of the jth variable node in B cc and a simplified polynomial approximation of function J(·) is available in [11] . The remaining procedures of JPEXIT for the P-JSCC system with UPA are omitted due to the limited space.
V. OPTIMIZED JSCC
The row weights of source code not only affect the probability distribution of its output bits (such a probability distribution will affect the decoding threshold accordingly) but also have a great impact on the error floor performance. In principle, higher row weight results in lower error floor but worse waterfall performance, and vice versa [3] . Thus, there must exist a tradeoff between the error floor performance and decoding threshold. Our optimization is conducted by fixing the base matrix of the channel code, while obtaining the best-found base matrix of the source code that results in the best waterfall performance by using JPEXIT analysis. Joint optimization of the source and channel codes is a potential topic for further investigation. The source and channel code rates are set to be 0.25 and 0.5, respectively. The base matrix of the channel code that we employ is from [9] , 
Different row weights are taken into consideration. Here, we study three cases of B sc 2 : 1)
Furthermore, we restrict the row entries of the base matrix to be chosen from the alphabet {0, 1, 2}. By random search, 3 we get the following three best-found solutions associated with the three cases The decoding thresholds (i.e., (E b /N 0 ) th with E b denoting the average energy per bit of S) of the P-JSCC system with UPA and the P-JSCC system with EPA are shown in Table I , which validates the statement that the lower the row weight, the smaller the decoding threshold.
VI. SIMULATION RESULTS
In this section, both practical and theoretical results are provided to demonstrate the benefits of introducing the UPA to the P-JSCC system. The simulation results are given in Fig. 2 , where the BER is measured as a function of E b /N 0 after 50 iterations. The length of the input source sequences is set to be 6400 bits. Comparison is made among the P-JSCC system with UPA, the P-JSCC system with EPA, and that given in [3] . We observe that the P-JSCC system with UPA performs approximately 0.8 dB better than that with EPA at BER of 10 −5 for Cases 1 and 2, which is in agreement with the theoretical results. As observed from the simulation results in Fig. 2 , error floor appears at BER of 2 × 10 −3 for the Case 3 due to the small row weight of the source code. However, in theory Case 3 has the smallest decoding threshold, i.e., best waterfall performance. Considering both waterfall performance and error floor performance, the optimal row weight should fall in the region [10, 18] with the predefined constraint of the row element alphabet.
