Summary: Detecting homologous sequences in organisms is an essential step in protein structure and function prediction, gene annotation and phylogenetic tree construction. Heuristic methods are often employed for quality control of putative homology clusters. These heuristics, however, usually only apply to pairwise sequence comparison and do not examine clusters as a whole. We present the Orthology Group Cleaner (the OGCleaner), a tool designed for filtering putative orthology groups as homology or non-homology clusters by considering all sequences in a cluster. The OGCleaner relies on high-quality orthologous groups identified in OrthoDB to train machine learning algorithms that are able to distinguish between true-positive and false-positive homology groups. This package aims to improve the quality of phylogenetic tree construction especially in instances of lower-quality transcriptome assemblies. Availability and Implementation: https://github.com
Introduction
In phylogenomics, a key task is identifying shared (homologous) sequences amongst organisms. Identified sequences are commonly grouped into clusters by first performing an all-vs-all BLAST search of the sequences of interest. Sequence pairs that are each others' best BLAST hit (principle of Reciprocal Best-Hit) and meet a heuristic BLAST e-value cut-off are used to form clusters of putative homologous sequences. Determining the e-value cut-off heuristic is unclear and usually the only quality control applied when forming sequence clusters. This is problematic because quality control of putative clusters only considers pairwise comparisons of sequences and the cluster as a whole is not evaluated. In this work, we present the Orthology Group Cleaner (the OGCleaner) that implements the methodology outlined in Fujimoto et al. (2016) to filter putative orthology clusters by considering all sequences in a cluster resulting in higher-quality clusters for downstream analysis.
Implementation
The OGCleaner is implemented in python2 and utilizes machine learning algorithms to classify putative homology clusters of amino acid sequences as homology or non-homology clusters. It can be downloaded, along with example datasets, from https://github.com/ byucsl/ogcleaner. To train the models, positive and negative examples that represent true-positive and false-positive homology clusters are required. Our overall workflow for generating training data is depicted in Figure 1 . See the supplementary data for additional implementation details and example workflow. True-positive homology clusters are gathered from OrthoDB, a hierarchical catalog of orthologous sequences (Kriventseva et al., 2015) . Alternatively, a user can provide their own orthology groups for training (see workflow example in supplementary data).
False-positive clusters are generated by following Algorithm 1. PAML's (Yang, 2007) Applications Note generate random phylogenetic trees (Alg. 1 Op. 5). A randomly generated tree with n leaf nodes and a single sequence from a cluster are provided to Seq-Gen (Rambaut and Grass, 1997) which generates n evolved sequences (Alg. 1 Op. 6). A single evolved sequence is randomly chosen from the n evolved sequences (Alg. 1 Op. 7) and takes the place of the original sequence in the cluster (Alg. 1 Op. 8). A newly generated cluster consisting of the evolved sequences is still, by definition, a homology cluster because its sequences were derived from the same ancestral sequences. The new cluster should, however, have diverged enough from the original ancestral sequences to show characteristics of a false-positive homology cluster.
Both the true-positive and false-positive cluster datasets are then featurized for model training. Clusters are aligned using MAFFT (Katoh and Standley, 2013) . Cluster features are then extracted using our own feature extraction scripts and Aliscore (Kü ck et al., 2010, Misof and Misof, 2009) . A full list of the used features is found in the supplementary data. Pandas dataframes are used for data handling (McKinney, 2010) . Using scikit-learn, various models are provided to the user for cluster classification (Pedregosa et al., 2011) . A metaclassifier that implements stacking created by the authors is also provided to the user. The default model for users is a neural network which has shown to provide superior results compared to other models (see supplementary data for performance graphs).
Performance evaluation
Performance was measured by comparing to OrthoMCL (Li et al., 2003) using The Orthology Benchmark (Altenhoff et al., 2016) .
Benchmarking was done using the Quest for Orthologs (QoF) Reference Proteomes v5 (2011-04) dataset (Gabald on et al., 2009 ). This dataset is generated from UniProtKB (Consortium et al., 2012) and consists of 66 manually compiled proteomes that are a subset of the UniProt reference proteomes. OrthoMCL was used to generate a base set of orthology clusters. The OGCleaner was then applied to the clusters and provided overall better performance than the original OrthoMCL clusters. For full results see the supplementary data. We believe that improvements will be even greater when applied to nonmodel organisms that have lower-quality proteome assemblies.
Trained models can also be evaluated on held-out test data with known labels. This can be used to verify model performance especially if using your own orthology groups for model training. Visualization of performance is provided by matplotlib (Hunter, 2007) and IPython (Pérez and Granger, 2007) . See the supplemen tary data for example validation workflow and graphs.
Conclusion
We present the OGCleaner, a python software package for filtering putative homology clusters of amino acid sequences by using machine learning algorithms based on annotated orthology clusters. The OGCleaner is designed for homology cluster filtering by looking at a cluster as a whole and not only pairwise sequence comparison. This tool can be used to remove low-quality putative homology clusters for higher-quality phylogenetic tree reconstruction and other bioinformatic analyses. Fig. 1 The pipeline used to create the featurized dataset used for training the machine learning algorithms. All data originates from OrthoDB annotated orthology clusters. Sequences are segregated into separate FASTA files and used as true-positive clusters. Separately, PAML evolverRandomTree is used to generate random phylogenetic trees and used to evolve the sequences with Seq-Gen to create false-positive clusters. The true-positive and false-positive datasets are then combined and featurized for model training Algorithm 1 False-positive cluster generation 1: procedure generateFPClusters 2:
Initialize C by duplicating true-positive clusters 3:
for each c 2 C do 4:
for each seq 2 c do 5: rtree random phylogenetic tree with n leaf nodes 6: evolvedSeqs n evolved sequences based on rtree and seq 7: evolvedSeq randomly selected sequence from evolvedSeqs 8: seq evolvedSeq
