In this paper a metaheuristic algorithm composed of particle swarm, ray optimization, and harmony search (HRPSO) is presented for optimal design of truss structures. This algorithm is based on the particle swarm ray origin making is used to update the positions of the particles, and for enhancing the exploitation of the algorithm the harmony search is utilized. Numerical results demonstrate the efficiency and robustness of the HRPSO method compared to some standard metaheuristic algorithms.
Introduction
Metaheuristic algorithms have become powerful tools for optimizing many problems in different fields of engineering. Examples of such algorithms are GA algorithm [1] , Particle Swarm Optimization algorithm [2, 3] , Ant Colony Optimization algorithm [4] , Charged System Search [5] Ray Optimization [6] and many other algorithms. Apart from these basic algorithms, researchers are still striving to balance the exploration and exploitation abilities of the metaheuristic algorithms, Some examples of these are a hybrid PSO with the passive congregation (PSOPC) [7] , a hybrid PSO with ACO and HS utilized for controlling the variable constraint (HPSACO) [8] , a hybrid method ANGEL, which combined ant colony optimization (ACO), genetic algorithm (GA), and local search strategy (LS) [9, 10] , among others Recently, structural optimization has become one of the most popular fields of optimization science. Different algorithms have been employed for structural optimization including Genetic Algorithms [11] , Ant Colony Optimization [12] , Particle Swarm Optimizer [13, 14] , Harmony Search [15] , Big Bang-Big Crunch [16] Structural optimization has been studied in three major groups as: (a) Size optimization (b) Topology optimization (c) Shape optimization.
In this paper, the mixed particle swarm ray optimization and harmony search is applied to the size optimization of truss structures. In this algorithm, PSO acts as the main engine of the algorithm, RO boost the movement vector of the particles and HS enhances the local search for better exploitation.
A brief introduction to the PSO, HS and RO

Particle swarm optimization
Particle swarm optimization (PSO) is a simple and effective algorithm for optimizing a wide range of functions. Conceptually, it seems to lie somewhere between genetic algorithm and evolutionary programming [2] The PSO uses the real-number randomness and the global communication among the swarm particles. In this sense, it is also easier to implement as there is no encoding or decoding of the parameters into binary strings as in genetic algorithms [17] . On each iteration, the swarm is updated by the following equations [3, 18] : (2) where P i is the best previous position of the ith particle and P g is the best position of the particles which ever found. ω is an inertia weight to control the influence of the previous velocity, c 1 and c 2 are two acceleration constants and r 1 and r 2 are two random numbers uniformly distributed in the range of (0,1). The flowchart of the PSO is shown in Fig. 1 .
Harmony search
The Harmony search algorithm was conceptualized using the musical process of searching for a perfect state of harmony. Musical performances seek to find pleasing harmony as determined by an aesthetic standard, just as the optimization process seeks to find a global solution as determined by an objective function. The pitch of each musical instrument determines the aesthetic quality [19] . Fig. 2 shows the optimization procedure of the HS algorithm, which consists of the following steps [15] :
Step 1: Initialize the optimization problem and the algorithm parameters such as specification of each decision variable, possible value range for each decision variable, harmony memory size (HMS), harmony memory considering rate (HMCR), pitch adjusting rate (PAR), harmony memory (HM) and termination criterion.
Step 2: Improvise a new harmony from the HM. A new harmony vector is generated from the HM based on memory considerations rate (HMCR), pitch adjustments and randomization (PAR). The HMCR sets the rate of choosing one value from the historic values stored in the HM, and (1−HMCR) sets the rate of randomly choosing one value from the possible range of values. While the HMCR varies between 0 and 1, the pitch adjusting process is performed only after a value is chosen from the HM. The value (1−PAR) sets the rate of doing nothing. If the pitch adjustment decision for x i is yes then
where bw is an arbitrary distance bandwidth for the continuous design variable and u(−1, 1) is a uniform distribution between −1 and 1 The HMCR and PAR parameters introduced in the harmony search help the algorithm to find globally and locally improved solutions, respectively [19] .
Step 3: Update the HM. In Step 4, if the New Harmony is better than the worst harmony in the HM, the New Harmony is included in the HM and the existing worst harmony is excluded from the HM. The HM is then sorted by the value of the objective function.
Step 4: Repeat Steps 2 and 3 until the termination criterion is satisfied. The computations are terminated when the termination criterion is satisfied. Otherwise, steps 2 and 3 are repeated.
Ray optimization
Ray optimization (RO) is recently developed by Kaveh and Khayatazad [6] This method is inspired by the transition of ray from one medium to another from physics and uses the Snell's refraction law of the light. The transition of the ray is utilized for finding the global or near-global solution. The pseudo-code of RO is presented in the following [20] : Level 1: Scattering and evaluation Step 1. Initialization. Initialize the parameter of the RO. Initialize an array of agents with random positions. According to the number and type of groups that belong to the agent positions, make an arbitrary array of the velocity vector. Each of these two or three variable velocity vectors should be a normalized vector.
Step 2. Evaluation. For each agent evaluate the value of the goal function in the current position. Save the position of the best agent as the global best. Save the position of each agent as its local best.
Level 2: Movement vector and motion refinement Step 1. Movement vector. Add the solution vectors with the corresponding movement vector.
Step 2. Motion refinement. If any agent violates a variable boundary, refine its movement vector. After motion refinement and evaluation of the goal function, again the so-far best agent at this stage is selected as the global best, and for each agent, the so-far best position by this stage (belonging to itself) is selected as its local best.
Level 3: Origin making and converging
Step 1. Origin making. Find the origin of the each agent.
Step 2. Converging. Calculate the new movement vector for each agent.
Level 4: Finish or redoing. Repeat the optimization process until a terminating criteria is satisfied.
3 Mixed particle swarm, ray optimization, and harmony search algorithm Compared to other algorithms, PSO has a versatility to be hybridized with other metaheuristics and simple to implement. However, standard PSO has some infirmity, Shi and Eberhart [18] introduced a parameter known as the inertia weight into An efficient hybrid particle swarm strategy, ray optimizer, and harmony search algorithmthe original particle swarm optimizer, to decrease the computational time and improve ability in finding the global optimum. However, there is no information sharing among individuals except that global best broadcasts the information to the other individuals. Therefore, the population may lose diversity and is more likely to confine the search around local minima if committed too early in the search to the global best found so far He et al. [7] introduced a new PSO with the passive congregation (PSOPC), by introducing the passive congregation, information can be transferred among individuals that will help individuals to avoid misjudging information and becoming trapped by poor local minima. Therefore in the PSOPC there are parameters such as c 1 , c 2 and c 3 with each of them having an important role on the performance of the algorithm.
On the other hand Ray optimization algorithm has an origin making part which has an important role in this algorithm. In the RO first the point to which each particle moves must be determined. This point is named origin and it is specified by:
Where O k i is the origin of the ith agent or particle for the kth iteration, ite is the total number of iterations of the optimization process, GB and LB i are the global best and local best of the ith agent, respectively [6] . In HRPSO ray origin making is used to update the positions of the particles by the following equations:
Thus in this algorithm. Parameters such as c 1 , c 2 and c 3 in standard PSO and PSO with the passive congregation (PSOPC) substitute with origin making relation which is independent from parameter tuning. In this equation the inertia weight considered as a decreasing function of time which gradually decrease from 1 by each iteration and rand is a random number between 0 and 1.
On the other hand for enhancing the exploitation, the HS introduces a parameter named pitch adjustment which helps the algorithm find locally improved solutions [19] so the PAR used to reinforce the HRPSO for better local search.
By these techniques, there is no dependency on the parameters like as c 1 , c 2 and c 3 in the PSO and PSOPC. The flow chart of the HRPSO is shown in Fig. 4 .
STRUCTURAL OPTIMIZATION PROBLEM
The mathematical formulation of this optimization problem can be expressed as:
Where W({X}) is the weight of the structure; m is the number of nodes; n is the number of members making up the structure; ns is the number of compression elements; ng is the number groups (number of design variables); γ i is the material density of member i; L i is the length of member i; A i is the cross-sectional area of member i chosen between A min and A max ; min is the lower bound and max is the upper bound; σ i and δ i are the stress and nodal deflection, respectively; σ b i is the allowable buckling stress in member i when it is in compression.
The penalty approach is used for constraint handling, i.e., if the constraints are not violated, the penalty will be zero; otherwise, the value of the penalty is calculated by dividing the violation of the allowable limit to the limit itself.
DESIGN EXAMPLES
In this section, four truss structures are optimized utilizing the present algorithm. These optimization examples consist of a 25 bar space truss subjected to two load conditions, a 72 bar space truss subjected to two load conditions, a 120 bar dome space truss subjected to a single load condition and a 200 bar planar truss subjected to three load conditions.
In the proposed algorithm, the maximum number of iterations is set equal to 400, a population of 40 particles is used for the first example, a population of 60 particles is utilized for the second example and a population of 90 particles is employed for two last examples. The maximum velocity is set as the difference between the upper and lower bounds, which guarantees that the particles rationally survey the search space and pitch adjusting rate (PAR) consider as 0.2. These truss structures are analyzed using the finite element method (FEM).
A 25-bar space truss
The topology and nodal numbers of a 25-bar spatial truss structure are shown in Fig. 5 . This structure has been size optimized by many researchers and the results are compared. In these studies, the material density was 0.1 lb/in A comparison to other references with respect to the crosssectional area of each group and the final weight reached for the 25 bar space truss is shown in the Tab. 4. Fig. 6 and Fig. 7 compare the allowable existing stress and displacement constraint values of the HRPSO resulted for two different loading conditions. The comparison of the results of HRPSO with those of the HS and PSO is shown in Fig. 8 .
A 72-bar spatial truss
A 72-bar spatial truss shown in Fig. 9 . Tab. 5 lists the values and directions of the two load cases applied to the 72 bar spatial truss. It has been size optimized by many researchers [12, 14-16, 20, 23, 24] . In these studies, the material density and modulus of elasticity were 0.1 lb/in 3 (2767.990 kg/m 3 ) and 10,000 ksi (68950 MPa), respectively. The members were subjected to the stress limits of ± 25 ksi (± 172.375 MPa) and the uppermost nodes were subjected to the displacement limits of ± 0.25 in (± 0.635 cm) in both x and y direction. In this example, two cases are considered: Fig. 10 and Fig. 11 , it can be deduced that the second load condition is dominant. The convergence history for this example is shown in Fig. 12 
A 120-bar dome truss
The topology and group members of a 120-bar dome truss are shown in Fig. 13 This structure was first analyzed by Soh and Yang [25] to obtain the optimal sizing and configuration variables and then it was studied by Lee and Geem [15] , Kaveh and Talatahari [8, 16] and Kaveh and Khayatazad [20] . In the example considered in these studies the size variables are considered to minimize the structural weight, so in this paper for better judgment the size optimizing is performed. The modulus of elasticity is 30,450 ksi (210000 MPa) and the material density is 0.288 lb/in 3 (7971.810 kg/m 3 ). The yield stress of steel is taken as 58.0 ksi (400 MPa). The dome is considered to be subjected to vertical loading at all the unsupported joints, these loads are taken as -13.49 kips (-60 kN) at node 1, -6.744 kips (-30 kN) at nodes 2 through 14, and -2.248 kips (-10 kN) at the rest of the nodes. The minimum cross-sectional area of all members is 0.775 in 2 . (2 cm 2 ) The constraints are considered as: 
Element group
Optimal cross-sectional areas (in 2 ) Per. Pol. Civil Eng. Fig. 11 . Comparison of the allowable and existing displacements for the nodes of the 72-bar space truss using HRPSO (Case 2).
Tab. 6. Optimal design comparison for the 72-bar space truss (Case 1).
An efficient hybrid particle swarm strategy, ray optimizer, and harmony search algorithm Where σ − i is calculated according to the slenderness ratio:
Where E = the modulus of elasticity; F y = the yield stress of steel; Cc = the slenderness ratio (λ i ) dividing the elastic and inelastic buckling regions C C = 2π 2 E/F y ; λ i the slenderness ratio (λ i = kL i /r i ); k = the effective length factor; L i = the member length; and r i = the radius of gyration. On the other hand, the radius of gyration (r i ) can be expressed in terms of crosssectional areas, i.e., r i = aA b i [27] , Here, a and b are the constants depending on the types of sections adopted for the members such as pipes, angles, and tees. In this example, pipe sections (a = 0.4993 and b = 0.6777) were adopted for bars and four cases of constraints were considered: Case 1: with stress constraints and no displacement constraints Case 2: stress constraints and displacement limitations of ± 0.1969 in (± 5 mm) are imposed on all nodes in x-and ydirections.
Case 3: no stress constraints but displacement limitations of ± 0.1969 in (± 5 mm) imposed on all nodes in z-directions.
Case 4: all constraints explained above Tab. 8 gives the best solution and the corresponding weights for all cases. HRPSO needs nearly 16000 function evaluations to reach a solution which is less than 35,000 and 19850 for HS [15] and RO [20] respectively. Fig. 14 to Fig. 19 compare the allowable and existing stress and displacement constraint values of the HRPSO resulted in four cases. By analyzing these charts, it can be inferred that in Case 1, the stress constraints of some elements in the 2nd, 4th and 7th groups are active. In Case 2, the stress constraints of some elements in the 2nd, 4th and 7th groups and the displacement of node 26 in y direction are active. The maximum value for displacement in the x direction is 0.1835 in (0.4661 cm) and the maximum displacement in the y direction is 0.1967 in (0.4996 cm). The active constraints for Case 3 are the displacements of the node 6 and node 10 in z directions which is 0.1969 in (0.5001 cm). In Case 4, the stresses in the elements of the 7th group and the displacements of the 2nd to 13th nodes in z directions affect the results. 
Element group
Optimal cross-sectional areas (in 2 ) Comparison of the allowable and existing stresses in the elements of the 120-bar dome truss using HRPSO (Case 1).
An efficient hybrid particle swarm strategy, ray optimizer, and harmony search algorithmTab. 9. Optimal design comparison for the 120-bar dome truss (Case 2). 
CONCLUDING REMARKS
In this paper the recently developed metaheuristic populationbased search "RO" is mixed with PSO and HS [29] . In HRPSO, the PSO acts as the main engine of the algorithm, and origin making in RO boosts the movement vector of the particles and improve the exploration On the other hand, the HS is used as an auxiliary tool for enhancing the local search and better exploitation Beyond these exploration and exploitation features, HRPSO decrease some parameters which are needed in PSO.
Four truss structures are considered to verify the efficiency of the HRPSO algorithm. In comparison to other metaheuristic algorithms, the HRPSO algorithm has better performance than ACO, PSO and even better than HS and RO (in some cases). 
