ex-Gaussian parameters are all negligible. With respect to trial-to-trial variability in nondecision time s t , Figure A .2c shows that both σ and τ parameters as s t increases, whereas µ decreases with increasing s t . Note that σ is the only parameter that is substantially influenced by s t . In fact, σ changes substantially more as function of s t than as a function of any other diffusion model parameter.
To summarize, these results further support the conclusion that the two most important parameters of the ex-Gaussian distribution, µ and τ , do not correspond uniquely to parameters of the diffusion model. Neither of these ex-Gaussian parameters is influenced substantially by any of the variability parameters of the diffusion model. In contrast, σ seems to be uniquely associated with s t , the parameter for trial-to-trial variability in nondecision time.
Shifted Wald Parameters
With respect to trial-to-trial variability in drift rate η, Figure A .3a shows that both α and γ decrease as η increases, but in contrast, θ increases with increasing η. However, the changes in the three shifted Wald parameters are all extremely small. Turning to trial-to-trial variability in Ex-Gaussian
Note. ++, substantial positive association; +, weak positive association; --, substantial negative association; -, weak negative association; ×, no association; η, variability in drift rate; sz, variability in starting point; st, variability in nondecision time.
starting point s z , Figure A .3b shows that γ is unaffected by changes in s z , whereas α increases and θ decreases with increasing s z . However, the changes in both α and θ are extremely small. With respect to trial-to-trial variability in nondecision time s t , Figure A .3c shows that both α and γ increase for low and intermediate values of s t and then decrease for high values. In contrast, θ decreases for low and intermediate values of s t and equals 0 for high values. Although α changes more than either θ or γ, the change in θ is also substantial. Note that α changes just as much as a function of s t than as a function of boundary separation a.
To summarize, these results further support the conclusion that the shifted Wald parameters do not correspond uniquely to parameters of the diffusion model. The γ parameter is not influenced substantially by any of the variability parameters of the diffusion model. In contrast, both α and θ are substantially influenced by s t , the trial-to-trial variability in nondecision time. In addition to the influence of the key diffusion model parameters, changes in α and θ can therefore also reflect the influence of s t . .14 is replaced by a definite integral (i.e., CensoredExGaussian I) with limits of integration well beyond the range of stop-signal reaction times that may be encountered in the stop-signal paradigm.
Hierarchical Bayesian Parametric Approach (BPA) Model
The WinBUGS script for the hierarchical BPA is as follows: truncated only at the lower end, whereas BEESTS uses normal distributions that are truncated at the lower and the upper ends:
Group-Level Parameters
The priors for the group mean and group standard deviations are uniform distributions. Note that the WinBUGS implementation uses censored normal priors for the group-level means and relies on slightly less diffuse priors for the group-level standard deviations than BEESTS: 
D.1 R Code for Power Calculations
This appendix presents the R code that can be used to calculate power for various sample sizes. The code takes as inputs the goodness-of-fit statistic of M A (TA), the chosen Type I error probability (alpha), df dif f (df), the sample size (N) used to obtain the non-centrality parameter λ, and the minimum (minN) and maximum (maxN) sample sizes of interest. The output provided by the code consists of the power coefficients corresponding to sample sizes ranging from the minimum and the maximum sample size of interest. 
with ν degrees of freedom, location parameter µ, and scale parameter σ. With the samples of the parameter of interest, we can estimate ν, µ, and σ and thus the exact shape of the distribution and the exact height of the distribution at the point of interest. The graphs show fewer points as the samples grow larger, because in these situations there are more extreme Bayes factors that fall outside the axis limits. We restricted the graphs, since it is most important that the lower Bayes factors lie on the diagonal: it is not important whether a Bayes factor is 2000 or 3000, since it is overwhelming evidence in any case.
We checked the fit of this distribution and the performance of the SD method in a small simulation study. We considered the following sample sizes: N = 20, 40, 80, or 160. We simudistribution estimated with the R function logspline that also uses splines to estimate the log density. All four distributions fitted reasonably well: the Bayes factors of the analytical test and the SD method are similar with all different posterior distributions. All four distributions are therefore included in the R package BayesMed and can be used when applying the SD method.
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F. Appendix to Chapter 9: "A Default Bayesian Hypothesis Test for Mediation" lated correlational data by drawing N values for the X from a standard normal distribution, and conditional on X we simulated values for Y according to the following equation:
where the subscript i denotes subject i and τ represents the relation between X and Y . For each of the four sample sizes, we generated 100 datasets, each in which τ was drawn from a standard uniform distribution. Next, we tested the correlation in each dataset with both the analytical Bayesian correlation test and the SD method with the non-standardized t-distribution and compared the results. The results are shown in Figure F .1. The figure shows that the proposed SD method performs well: the Bayes factors of the analytical test and the SD method are similar for all sample sizes and correlations.
