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Abstract
This paper exhibits 2 generators for the Nottingham group N (Fp) for p > 3 and p+52 relations
that they satisfy modulo terms of the lower central series, and begins an investigation of the properties
of an infinite pro-p group G with a pair of generators satisfying these relations. The ultimate aim is
to show that the graded Lie algebras of G and N (Fp) with respect to their lower central series are
isomorphic.
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Introduction
The Nottingham group N = N (Fp), where p is prime, is the group of Fp-algebra
automorphisms of Fpt that centralise (t)/(t2). These groups have been studied in some
detail since 1990, and it is well known that N is an hereditarily just infinite pro-p group,
and that it is universal, in the sense that it contains a copy of every countably based pro-p
group, see [1]. It has more recently been proved by Ershov to be finitely presented (as pro-
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S. McKay / Journal of Algebra 300 (2006) 316–338 317p group), for odd p, see [3], where it is shown that if p is odd then, N has a 2-generator
n-relator presentation with n 12p + 32.
The impetus for seeking a finite presentation came originally from the ideas of Caranti
in [2]. He exhibited a 2-generator presentation for the graded Lie algebra L(N ) of N with
respect to the lower central series, and used this to show that L(N ) does not have a finite
presentation, but has a central extension that does. This was used by Ershov in his proof
that N is finitely presented.
Taking the presentation in [2] as evidence in this direction, Leedham-Green and O’Brien
conjectured that N has a 2-generator 5-relator presentation. They were able to produce
strong computational evidence suggesting that 5 relations is sufficient by looking at quo-
tients by terms of the lower central series in a group with such a presentation.
It is well known that the lower central factors γi(N )/γi+1(N ) have order p except
when i ≡ 1 mod (p − 1), in which case they have order p2. The Lie algebra M considered
by Caranti has a natural grading in which Mi has order p except when i ≡ 1 mod (p − 1)
or i ≡ −1 mod (p − 1) in which case it has order p2.
In this paper we take G to be a an infinite pro-p group with a 2-generator p+52 -relator
presentation satisfying certain conditions (see Section 1), based on Caranti’s presentation
for M and such that N has a pair of generators satisfying these conditions. Caranti’s proof
can then be used to show that the lower central factors of G have order p except when i ≡
1 mod (p − 1), in which case they have order p2, and possibly when i ≡ −1 mod (p − 1)
in which case they have order dividing p2. The question to be answered is how to prove
that the factors γi(G)/γi+1(G) for i ≡ −1 mod (p − 1) in fact have order p. If this can be
proved, then it will imply that L(G) is isomorphic to L(N ) for all such G, and that N has
a 2-generator p+52 -relator presentation.
The fact that the graded Lie algebra L(N ) is not finitely presented whereas the pro-
p group N is finitely generated stems from the fact that in L(N ) only information from
the quotients γi(N )/γi+1(N ) and [γi(N ), γj (N )]/γi+j+1(N ) is available. Thus, much of
information from the group theory is lost. The basic idea of this project is to use Caranti’s
proof as a basis and extend his ideas to use deeper information about commutators and pth
powers (see Section 1). This paper explores how this might be done.
A strong motivation for seeking to prove this result is that it would be a step towards
a ‘characterisation’ of N , see [4, pp. 314–315]. Such a characterisation should specify a
small value of i with the property that if G is a pro-p group with G/γi(G) ∼=N /γi(N )
then G ∼=N .
If this projected finite presentation is found to lead to a group with L(G) isomorphic to
L(N ), then it will follow that, G/γ2p+1(G) ∼=N /γ2p+1(N ) implies that L(G) ∼= L(N ).
Proving that G is, in fact, isomorphic to N would, of course be a much harder problem.
At the present time it seems that a proof for the case p = 5 is almost complete. This
starts from the material in this paper, taking the relations to greater depth, and strengthens
the results here. Some details of this work are given at the end of Section 5.
It has been essential to be able to carry out very involved calculations in N in order to
make any progress on this project, and we have used a ‘Nottingham group calculator’ pro-
vided by Leedham-Green extensively, both to make conjectures and to check commutator
calculations for small values of p.
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formation about the generators for the lower central factors that needs to be proved, and
Section 2 shows that N has a pair of generators satisfying the given relations.
Section 3 provides some technical information about commutators and pth powers that
will be used extensively. The remaining two sections start on the investigation of the prop-
erties of a pro-p group with a presentation of this kind, illustrating in particular, what can
be proved using pth powers. Some indication is also given as to what is known so far for
the case p = 5.
Notation
Let x, y be elements of a group G, then the conjugate yx of y by x is the element
x−1yx, the commutator [y, x] of y with x is the element y−1x−1yx, and [y, kx] is defined
inductively by [y, kx] = [[y, k−1x], x] for k > 1.
For x, y elements of a group G, let wi denote the commutator defined inductively by:
w1 = [y, p−1x], and wi = [wi−1, y, p−2x] for i > 1.
Note that wi is a commutator in {x, y} of weight i(p − 1) + 1.
Also γi(G) denotes the ith term of the lower central series of G.
The following abuse of notation will be used repeatedly for ease of expression when
working modulo p. Let n = pn1b with b an integer coprime to p and let m = pn1a for
some integer a. Then the notation m
n
will be used for the element corresponding to ab−1
in Fp , the field with p elements.
Let p be a prime and p  5, then N denotes the Nottingham group N (Fp), the group
of Fp-algebra automorphisms of Fpt that centralise (t)/(t2), and for i > 2, Ni denotes
the normal subgroup of N that centralises (t)/(t i). If g ∈Ni \Ni+1 then i is called the
depth of g.
When working in N , x will denote f1 and y will denote f2, where fi denotes the
automorphism t → t (1 − t i )−1/i .
Finally, G denotes a group generated by elements x and y that satisfy (Rel) as given
below in Definition 2.
1. Relations and lower central factors
We begin by stating the theorem described in the introduction, which can be proved
using the methods from [2]. It will be shown in the next section that N has generators that
satisfy these conditions, and in fact satisfy the stronger conditions in (Rel) below.
Theorem 1 (Caranti). Let G be a group generated by elements x, y satisfying the following
conditions.
(1) xp ∈ γ2(G).
(2) yp ∈ γ2(G).
(3) [y, rx, y] ∈ γr+3(G) for r odd and 1 r  p − 4.
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(5) [w1, y, p−3x, y, x] ≡ [w2, y]−2 mod γ2p+1(G).
Then, γr(G) = 〈[y, r−1x]〉γr+1(G) for 2 r  p − 1,
γp(G) =
〈
w1, [y, p−2x, y]
〉
γp+1(G),
and, for i  1,
γi(p−1)+r+2(G) =
〈[wi, y, rx]〉γi(p−1)+r+3(G) for 0 r  p − 3,
except when i > 1 and r = p − 4,
γi(p−1)+p−2(G) =
〈[wi, y, p−4x], [wi, y, p−5x, y]〉γ(i+1)(p−1)(G) for i > 1,
γ(i+1)(p−1)+1(G) =
〈
wi+1, [wi, y, p−3x, y]
〉
γ(i+1)(p−1)+2(G).
In order to be able to prove that [wi, y, p−5x, y] ∈ γ(i+1)(p−1)(G) for i > 1, it will
be necessary to use information that is not available in the Lie algebra L(G). The idea
therefore is to consider groups satisfying tighter conditions, by giving the relators modulo
some deeper term of the lower central series.
We now need to choose two generators for N , and consider the appropriate relators
satisfied by these generators. The relators for N are unlikely to all lie in the discrete free
group and so some, at least, can only be stated modulo some term of the lower central
series. Looking at N , the first point is to choose candidates for x and y, and it seems sen-
sible to choose them to have order p, since such elements are known in N . The conditions
which we will consider here are stated in (Rel) below, and it is quite possible that they do
not go deep enough.
Definition 2. Let G be a group generated by elements x and y, then x, y satisfy (Rel) if the
following conditions hold:
(1) xp = 1.
(2) yp = 1.
(3) [y, rx, y] ≡ [y, r+2x]
r
2(r+1)(r+2) mod γr+4(G) for r odd and 1 r  p − 4.
(4) [w1, y, p−5x, y] ≡ [w1, y, p−3x]−13 mod γ2p−1(G).
(5) [w1, y, p−3x, y, x] ≡ [w2, y]−2 mod γ2p+1(G).
Thus the aim of this project is to prove that if G is a group generated by elements x and
y that satisfy (Rel), then the lower central series of G behaves as follows.
Definition 3. A group G generated by elements x, y satisfies (Lcs) if
γr(G) =
〈[y, r−1x]〉γr+1(G) for 2 r  p − 1,
γp(G) =
〈
w1, [y, p−2x, y]
〉
γp+1(G),
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γi(p−1)+r+2(G) =
〈[wi, y, rx]〉γi(p−1)+r+3(G) for 0 r  p − 3,
γ(i+1)(p−1)+1(G) =
〈
wi+1, [wi, y, p−3x, y]
〉
γ(i+1)(p−1)+2(G).
The question now is how to use the deeper relators to give deeper group theoretic in-
formation. This paper starts on this project, concentrating on the section G/γ2p(G) of the
group G.
Notice that if G is a group generated by elements x and y that satisfy (Rel), it is not
necessarily true that N is a homomorphic image of G, as the actual relations for G and N
are only assumed to be the same modulo certain terms of the lower central series. However,
N is a homomorphic image of one such group G, and this makes it possible to check
formulae obtained againstN , but care must be taken with any commutator of weight i that
gives rise to an element of γi+1(N ), and so may not be visible during such checks.
Some well-known properties of the Nottingham group are not obvious consequences of
(Rel), but should also be true for all such G. (See Section 2 for the elements x, y ofN used
here.) For instance, we shall see that if a ∈ Ni then [a, y] ∈ Ni+2, and so commutating
with y normally moves two steps down the lower central series. There are other situations
where elements seem to jump a long way down the lower central series. In particular, the
fact that γi(N )/γi+1(N ) has exponent p for all i is a much weaker condition than the
actual behaviour of the pth powers in N ; ap is in Npi , and usually further down. Again it
is clear that [a, px] ∈Ni+p+1 for any a ∈Ni , but [y, px] is in fact in γp+ p+12 (N ).
2. A pair of generators forN (Fp) that satisfy (Rel)
Let p be a prime and p  5, and N the Nottingham group N (Fp).
Then N is a pro-p-group, and is the inverse limit of the quotients N /Ni .
It is well known (see, e.g., [1], or [4, Section 12.4]) that N is generated by any pair of
elements with one of depth 1 and the other of depth 2, that Ni is generated by any set of
elements ofN containing an element of every depth greater than i−1, and that [Ni ,Nj ]
Ni+j with equality if and only if i 	= j mod p, and so γi(N ) =Ni+1+[(i−2)/(p−1)].
Definition 4. Let x = f1 and y = f2, where fi denotes the automorphism t →
t (1 − t i )−1/i .
Lemma 5. For i = 1,2, fi has depth i and order p.
Proof. It is clear that fi has depth i, and it is straightforward to prove by induction that
f ni is t → t (1 − nti)−1/i , and so fi has order p. 
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let [a, x] be t → t (1 +∑∞j=1 ci+j t i+j ), then
i+1∑
j=1
ci+j t i+j ≡
i+1∑
k=0
ai+kt i+k
(
(1 − t)1−(i+k) − 1)− iai(ai + ci+1)t2i+1 mod (t2i+2).
In particular, [a, x] satisfies
t → t
(
1 + (i − 1)ai t i+1 +
(
iai+1 +
(
i
2
)
ai
)
t i+2
)
mod
(
t i+4
)
.
Proof. The automorphism ax satisfies
t → t (1 − t)−1
(
1 +
i+1∑
k=0
ai+kt i+k(1 − t)−(i+k)
)
mod
(
t2i+3
)
,
and xa satisfies
t → t
(
1 +
i+1∑
k=0
ai+kt i+k
)(
1 − t
(
1 +
i+1∑
k=0
ai+kt i+k
))−1
mod
(
t2i+3
)
≡ t
((
1 +
i+1∑
k=0
ai+kt i+k
)−1
− t
)−1
mod
(
t2i+3
)
≡ t
(
1 − t −
i+1∑
k=0
ai+kt i+k + a2i t2i + 2aiai+1t2i+1
)−1
mod
(
t2i+3
)
.
Hence xa[a, x] satisfies
t → t
(
1 +
i+1∑
j=1
ci+j t i+j
)((
1 − t
(
1 +
i+1∑
j=1
ci+j t i+j
)
−
i+1∑
k=0
ai+kt i+k
(
1 +
i+1∑
j=1
ci+j t i+j
)i+k)
+ a2i t2i + 2aiai+1t2i+1
)−1
mod
(
t2i+3
)
≡ t
(
1 +
i+1∑
j=1
ci+j t i+j
)(
1 − t
(
1 +
i+1∑
j=1
ci+j t i+j
)
−
i+1∑
k=0
ai+kt i+k − iaici+1t2i+1
+ a2i t2i + 2aiai+1t2i+1
)−1
mod
(
t2i+3
)
.
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(
1 +
i+1∑
j=1
ci+j t i+j
)
(1 − t)
≡
(
1 +
i+1∑
k=0
ai+kt i+k(1 − t)−(i+k)
)(
1 − t
(
1 +
i+1∑
j=1
ci+j t i+j
)
−
i+1∑
k=0
ai+kt i+k − iaici+1t2i+1 + a2i t2i + 2aiai+1t2i+1
)
mod
(
t2i+2
)
.
Hence,
i+1∑
j=1
ci+j t i+j ≡
i+1∑
k=0
ai+kt i+k
(
(1 − t)1−(i+k) − 1)
− iai(ai + ci+1)t2i+1 mod
(
t2i+2
)
. 
Corollary 7.
(i) [y, x] satisfies t → t (1 + 12 t3 + 12 t4 + 58 t5) mod (t7).
(ii) [y, 2x] satisfies t → t (1 + t4 + 3t5 + 152 t6) mod (t8).
(iii) [y, 3x] satisfies t → t (1 + 3t5 + 18t6 + 1552 t7) mod (t9).
(iv) [y, 4x] satisfies t → t (1 + 12t6 + 120t7) mod (t9).
(v) [y, rx] satisfies t → t (1 + r!2 t r+2) mod (tr+4) for all r  1.
Proof. y satisfies t → t (1 − t2)−1/2 ≡ t (1 + 12 t2 + 38 t4) mod (t7), and the results follow
by applying Proposition 6. 
Proposition 8. Let a be the automorphism t → t (1 +∑∞k=0 ai+kt i+k).
If i > 2 and r  1, then [a, rx] satisfies
t → t
(
1 + (i + r − 2)!
(i − 2)! ait
i+r + (i + r − 1)!
(i − 1)!
[
r(i − 1)
2
ai + ai+1
]
t i+r+1
)
mod
(
t i+r+3
)
.
Proof. This follows, by induction on r , from Proposition 6. 
Proposition 9. Let a be the automorphism t → t (1 +∑∞k=0 ai+kt i+k) where i > 2, and let[a, y] be t → t (1 +∑∞j=2 ci+j t i+j ), then
i+1∑
j=1
ci+j t i+j ≡
i+1∑
k=0
ai+kt i+k
((
1 − t2)−(i+k−2)/2 − 1) mod (t2i+2).
In particular [a, y] satisfies t → t (1 + i−2ait i+2 + i−1ai+1t i+3) mod (t i+5).2 2
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t → t(1 − t2)−1/2
(
1 +
i+1∑
k=0
ai+kt i+k
(
1 − t2)−(i+k)/2
)
mod
(
t2i+3
)
,
and ya satisfies
t → t
(
1 +
i+1∑
k=0
ai+kt i+k
)(
1 − t2
(
1 +
i+1∑
k=0
ai+kt i+k
)2)−1/2
mod
(
t2i+3
)
≡ t
((
1 +
i+1∑
k=0
ai+kt i+k
)−2
− t2
)−1/2
mod
(
t2i+3
)
≡ t
(
1 − t2 − 2
i+1∑
k=0
ai+kt i+k + 3a2i t2i + 6aiai+1t2i+1
)−1/2
mod
(
t2i+3
)
.
Hence ya[a, y] satisfies
t → t
(
1 +
i+1∑
j=2
ci+j t i+j
)(
1 − t2
(
1 +
i+1∑
j=2
ci+j t i+j
)2
− 2
i+1∑
k=0
ai+kt i+k + 3a2i t2i + 6aiai+1t2i+1
)−1/2
mod
(
t2i+3
)
≡ t
(
1 +
i+1∑
j=2
ci+j t i+j
)(
1 − t2
(
1 + 2
i+1∑
j=2
ci+j t i+j
)
− 2
i+1∑
k=0
ai+kt i+k
+ 3a2i t2i + 6aiai+1t2i+1
)−1/2
mod
(
t2i+3
)
.
Now, ay = ya[a, y] and so
(
1 +
i+1∑
j=2
ci+j t i+j
)2(
1 − t2)
≡
(
1 +
i+1∑
k=0
ai+kt i+k
(
1 − t2)−(i+k)/2
)2(
1 − t2
(
1 + 2
i+1∑
j=2
ci+j t i+j
)
− 2
i+1∑
k=0
ai+kt i+k
+ 3a2i t2i + 6aiai+1t2i+1
)
mod
(
t2i+2
)
.
Hence,
∑i+1
ci+j t i+j ≡∑i+1 ai+kt i+k((1 − t2)−(i+k−2)/2 − 1) mod (t2i+2). j=2 k=0
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(i) [y, x, y] satisfies t → t (1 + 14 t5 + 12 t6 + 98 t7) mod (t9).
(ii) [y, rx, y] satisfies t → t (1 + r(r!)4 t r+4) mod (tr+6) for all r  1.
Theorem 11. The generators x and y for N satisfy (Rel).
Proof. Lemma 5 deals with conditions (1)–(2).
If 1 r  p − 4, then γr+4(N ) =Nr+5. From Corollaries 7 and 10, [y, rx, y] satisfies
t → t
(
1 + r(r!)
4
t r+4
)
mod
(
t r+6
)
,
and [y, r+2x] satisfies
t → t
(
1 + (r + 2)!
2
t r+4
)
mod
(
t r+6
)
.
Hence [y, rx, y] ≡ [y, r+2x]
r
2(r+1)(r+2) mod γr+4(N ) as required for (3).
Since γi(N ) =Ni+1+[(i−2)/(p−1)] for all i  1, it follows that γ2p−4(N ) =N2p−2 and
so [w1, y, p−5x] satisfies
t → t(1 + kt2p−2) mod (t2p) for some k ∈ Fp.
By Propositions 9 and 8, [w1, y, p−5x, y] and [w1, y, p−3x]−13 both satisfy
t → t(1 − 2kt2p) mod (t2p+2),
proving (4) as γ2p−1(N ) = N2p+1. Similarly, [w1, y, p−3x, y, x] and [w1, y, p−2x, y]−2
both satisfy
t → t(1 − 6k2p+3) mod (t2p+5),
proving (5) as γ2p+1(N ) =N2p+4. 
3. Commutator formulae
The following commutator identities are standard and easily checked, and will be used
without comment. If x, y, z ∈ G, then yx = y[y, x], [xy, z] = [x, z]y[y, z], [x, yz] =
[x, z][x, y]z, [y, x] = [x, y]−1, [x, y−1] = [y, x]y−1 , and [x−1, y] = [y, x]x−1 . The Hall–
Witt identity, [y, x, zy][z, y, xz][x, z, yx] = 1, will also be very useful. Note that it can be
rewritten as [z[z, y], [y, x]] = [z, y, x[x, z]][x, z, y[y, x]], leading to the following iden-
tity.
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[
z, [y, x]][z,y] = [z, y, [x, z]][z, y, x][x,z][x, z, [y, x]][x, z, y][y,x][y, x, [z, y]].
We will now use Lemma 12 to calculate [a, [y, kx]] modulo γi+k+4(G), for a ∈ γi(G).
Lemma 13. Let a be in γi(G) and i > 2 and k > 0.
If x, y ∈ G, then
[
a, [y, kx]
]≡ [a, [y, k−1x], x][a, x, [y, k−1x]]−1[a, x, [y, kx]]−1
× [a, [y, k−1x], [y, kx]]−1[a, x, [y, k−1x], [y, kx]]−1 mod γi+k+4(G).
Proof. Lemma 12 with x, [y, k−1x], a replacing x, y, z becomes
[
a, [y, kx]
]≡ [a, [y, k−1x], x][x, a, [y, kx]][x, a, [y, k−1x]][x, a, [y, k−1x], [y, kx]]
× [a, [y, k−1x], [y, kx]]−1 mod γi+k+4(G).
As [x, a] = [a, x]−1, using the commutator identities gives the result. 
Proposition 14. Let a be in γi(G) and i > 2 and k > 0.
If x, y ∈ G, then
(i) [a, [y, kx]]=
(
k∏
0
[a, j x, y, k−j x](−1)
j (kj)
)[
a, x, [y, kx]
]−k
×
(
k−1∏
0
[
a, j x, y, [y, x], k−j−1x
](−1)j−1(k−1j ))uk(a),
where uk(a) ∈ γi+k+3(G), and
(ii) uk(a) ≡
[
a, 2x, [y, kx]
]−(k2)(k−1∏
0
[
a, j+1x, y, [y, x], k−j−1x
](−1)j−1(k−1j ))
×
(
k−2∏
0
[
a, j x, [y, x], [y, 2x], k−j−2x
](−1)j−1(k−2j )) mod γi+k+4(G).
Proof. Use induction on k. This is immediate from Lemma 13 for k = 1.
If k > 1 and the result is true for k − 1, then by Lemma 13,
[
a, [y, kx]
]≡ [a, [y, k−1x], x][a, x, [y, k−1x]]−1[a, x, [y, kx]]−1 mod γi+k+3(G).
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[
a, [y, kx]
]≡
(
k−1∏
0
[a, j x, y, k−j x](−1)
j (k−1j )
)(
k∏
1
[a, j x, y, k−j x](−1)
j (k−1j−1)
)
× [a, x, [y, k−1x], x]−(k−1)[a, 2x, [y, k−1x]]k−1[a, x, [y, kx]]−1
×
(
k−2∏
0
[
a, j x, y, [y, x], k−j−1x
](−1)j−1(k−2j ))
×
(
k−1∏
1
[
a, j x, y, [y, x], k−j−1x
](−1)j−1(k−2j−1)) mod γi+k+3(G).
Note that
[
a, x, [y, k−1x], x
]−(k−1)[
a, 2x, [y, k−1x]
]k−1
≡ [a, x, [y, kx]]−(k−1)[a, 2x, [y, kx]]−(k−1) mod γi+k+4(G),
and the last term here lies in γi+k+3(G), so (ii) follows. Now using Lemma 13 and the
inductive hypothesis,
uk(a) ≡
[
a, 2x, [y, kx]
]−(k−1)[
uk−1(a), x
]
uk−1
([a, x])−1
× [a, [y, k−1x], [y, kx]]−1 mod γi+k+4(G)
≡ [a, 2x, [y, kx]]−(k−1)[a, 2x, [y, k−1x], x]−(k−12 )[a, 3x, [y, k−1x]](k−12 )
×
(
k−2∏
0
[
a, j+1x, y, [y, x], k−j−1x
](−1)j−1(k−2j ))
×
(
k−1∏
1
[
a, j+1x, y, [y, x], k−j−1x
](−1)j−1(k−2j−1))
×
(
k−3∏
0
[
a, j x, [y, x], [y, 2x], k−j−2x
](−1)j−1(k−3j ))
×
(
k−2∏
1
[
a, j x, [y, x], [y, 2x], k−j−2x
](−1)j−1(k−3j−1))
× [a, [y, k−1x], [y, kx]]−1 mod γi+k+4(G).
The term [a, [y, k−1x], [y, kx]]−1 is in γi+k+4(G) if k > 2, and replaces the last two
(empty) products if k = 2. 
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between pth powers, for p an odd prime, and commutators. The theory of basic commuta-
tors and the method of commutator collection leading to the commutator formulae can be
found in (e.g., [4, pp. 9–12]). The standard results will need to be extended and the stronger
versions are in Proposition 17.
Proposition 15 (Commutator Collection Formulae). For u,v in a group G, define {u,v}m,n
to be the set of all formal basic commutators in {u,v} of weight at least m and of weight
at least n in v where m > n, and define K(u,v) to be the normal closure in G of {u,v}p,2
together with the pth powers of all basic commutators in {u,v}3,2. Then, for a, b in a
group G,
(i) (ab)p ≡ apbp[b, a](p2)[b, 2a](p3) · · · [b, p−1a] mod K(a,b).
(ii) [ap, b] ≡ [a, b]p[a, b, a](p2) · · · [a, b, p−1a] mod K(a, [a, b]).
Corollary 16. If u,v ∈ γj (G), then (uv)p ≡ upvp mod γ2j (G)pγpj (G).
Proposition 17. For u,v in a group G define L(u, v) to be the normal closure in G of
{u,v}p,3 ∪ {u,v}p+2,2 together with the pth powers of all basic commutators in {u,v}3,2.
For a, b in a group G,
(i) (ab)p ≡ apbp[b, a](p2)[b, 2a](p3) · · · [b, p−1a]
×
p−3
2∏
0
([
b, p−k−2a, [b, ka]
](−1)k+1
× [b, p−k−1a, [b, ka]](−1)k+1(2k+1)) mod L(a, b).
(ii) [ap, b]≡ [a, b]p[a, b, a](p2) · · · [a, b, p−1a]
×
p−3
2∏
0
([
a, b, p−k−2a, [a, b, ka]
](−1)k+1
× [a, b, p−k−1a, [a, b, ka]](−1)k+1(2k+1)) mod L(a, [a, b]).
Proof. (i) The first collection formula above gives this formula except that some extra
basic commutators in {a, b} now appear in the formula, and exponents are taken modulo p.
From the definition of basic commutators [b, j a, [b, ka]] is a basic commutator if and
only if j > k; it follows that the extra terms here must have p − 1 > 2k.
The standard method used to compute the exponents of the extra basic commutators is
to label the occurrences of a and b, so the initial product becomes a1b1a2b2 · · ·apbp . As
the collection process takes place, the suffices are retained; so a basic commutator, when it
has been collected, occurs at most once with a given labelling, and the question of whether
or not a particular labelling does arise depends only on the order relationship of the various
suffices.
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bellings that can arise with exactly k different integers amongst the suffices is a multiple
of
(
p
k
)
. (Choose which k integers from {1, . . . , p} arise and multiply by the number of dif-
ferent possible labellings, which is the same for each set of k integers.) Hence to calculate
the exponents of these commutators modulo p, only labellings involving all of {1, . . . , p}
need be considered.
Note also that any labelled basic commutator of the form [bl1, al2 , . . . , alk ] has l1 < l2 <· · · < lk , and that the first b in each of the following commutators is labelled as b1.
For [b, p−k−2a, [b, ka]], if the p labels are all different, then there are
(
p−1
k+1
) ≡
(−1)k+1 mod p choices for the k + 1 integers labelling the [b, ka].
For [b, p−k−1a, [b, ka]], if all of {1, . . . , p} are used, then one of them is repeated. If
the 1 is not repeated, there are
(
p−1
k+1
) ≡ (−1)k+1 choices for the k + 1 integers labelling
the [b, ka] and k + 1 choices for the integer that is repeated. Otherwise [b, ka] begins with
b1, a2 and there are
(
p−2
k−1
)≡ (−1)k−1k mod p choices for the remaining labels.
(ii) This formula follows from (i) since [ap, b] = a−p(a[a, b])p . 
Note that the basic commutators in {a, b} of weight p and of weight 3 in b are as
follows: [
b, p−k−l−3a, [b, ka], [b, la]
]
, with 0 k  l, and 2k + l < p − 3,
and [
b, p−k−l−3a,
[
b, la, [b, ka]
]]
, with 0 k < l, and 2(k + l) < p − 3.
4. The top sections of groups satisfying (Rel)
Throughout this section and the next, G is a group generated by elements x, y that
satisfy (Rel), so:
Definition 18. G = 〈x, y〉 where
(1) xp = 1.
(2) yp = 1.
(3) [y, rx, y] ≡ [y, r+2x]
r
2(r+1)(r+2) mod γr+4(G) for r odd and 1 r  p − 4.
(4) [w1, y, p−5x, y] ≡ [w1, y, p−3x]−13 mod γ2p−1(G).
(5) [w1, y, p−3x, y, x] ≡ [w2, y]−2 mod γ2p+1(G).
Proposition 19.
(i) γi(G)/γi+1(G) has exponent p for all i  1.
(ii) [y, 2x, y] ≡ [y, 4x] 112 [y, 3x, y] mod γ6(G).
(iii) [y, 2x, [y, x]] ≡ [y, 3x, y]−1 mod γ6(G).
(iv) [y, 3x, 2y] ∈ γ7(G).
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(ii) and (iii). By Lemma 12,
1 = [y, x, [y, x]]≡ [y, x, y, x][y, 2x, y]−1[y, 2x, [y, x]]−1 mod γ6(G),
and so [y, 2x, y] ∈ γ5(G) using Definition 18, and
[
y, 2x, [y, x]
]≡ [y, 2x, y, x][y, 3x, y]−1 ≡ [y, 3x, y]−1 mod γ6(G).
(iv) From (iii) and Proposition 14,
[y, 3x, 2y]−1 ≡
[[y, 2x], [y, x], y]] mod γ7(G).
≡ [y, 2x, y, [y, x]][[y, 2x], [y, x, y]]≡ 1 mod γ7(G). 
The next proposition will show that the formula for [y, rx, y] mod γr+4(G) in Defini-
tion 18 also applies if r is even and 1 r  p − 4. It also gives a formula for r = p − 3.
Firstly, two technical lemmas.
Lemma 20. If n 1, then
n∏
0
[y, n+j x, y, n−j x](−1)
j (nj)
[
y, n+1x, [y, nx]
]−n
×
n−1∏
0
[
y, n+j x, y, [y, x], n−j−1x
](−1)j−1(n−1j )
is in γ2n+4(G).
Proof. This is immediate from Proposition 14 as [y, nx, [y, nx]] = 1. 
Lemma 21. For n 1
n−1∑
0
(−1)n+j−1
(
n
j
)
n + j
2(n + j + 1)(n + j + 2) =
n
(2n + 1)(2n + 2) .
Proof. This can be shown by proving by induction on k that
k−1∑
0
(−1)j
(
n
j
)
n + j
2(n + j + 1)(n + j + 2) = (−1)
k+1
(
n
k − 1
)
n − k + 1
(n + k + 1)(2n + 2)
for 1 k  n. 
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(i) If 1 r  p − 4, then
[y, rx, y] ≡ [y, r+2x]
r
2(r+1)(r+2) mod γr+4(G).
(ii) [y, p−3x, y] ≡ [y, p−1x]−34 [y, p−2x, y]−32 mod γp+1(G).
Proof. (i) This formula is given in Definition 18 for r odd and 1  r  p − 4. To prove
that [y, 2nx, y] ≡ [y, 2n+2x]
n
(2n+1)(2n+2) mod γ2n+4(G), use induction on n, so assume that
1 n < p−32 and either n = 1 or the result is true for smaller n. Then from Lemma 20,
n−1∏
0
[y, 2n+2x](−1)
j (nj)
n+j
2(n+j+1)(n+j+2) [y, 2nx, y](−1)n
× [y, 2nx, y, x](−1)nn2 [y, 2n+1x, y](−1)n+1n ≡ 1 mod γ2n+4(G).
Hence [y, 2nx, y] ∈ γ2n+3(G).
But it is given that [y, 2n+1x, y] ∈ γ2n+4(G) for 2n + 1 p − 4, and so
[y, 2nx, y] ≡
n−1∏
0
[y, 2n+2x](−1)
n+j−1(nj)
n+j
2(n+j+1)(n+j+2) mod γ2n+4(G)
and (i) follows using Lemma 21.
(ii) For p = 5 this is Proposition 19(ii), and it is proved for p > 5 by taking the formula
above with n = p−32 , then reducing the exponents modulo p. 
It is clear from Proposition 15 that the commutator [x, y, p−1x], and hence [y, px], is
closely linked to the pth power structure of G. This will be exploited in the following
results, and in more depth in Section 5.
Proposition 23. γi(G)p  γi+p−1(G) for all i  1.
Proof. For i  2, if j  i, take b ∈ γj−1(G), and a ∈ G in Proposition 15(ii), then
[
ap, b
]≡ [a, b]p[a, b, p−1a] mod γj+1(G)pγ2(j−1)+p(G).
As γj (G) is generated modulo γj+1(G) by elements [a, b] with b ∈ γj−1(G), and a ∈
{x, y}, it follows easily by backwards induction on j using Corollary 16 that γj (G)p 
γi+p−1(G) for i  j  i + p − 1.
The case i = 1 now follows from Corollary 16. 
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(i) γ2(G)p  γp+3(G)
(ii) [y, px] ≡
p−3
2∏
k=0
[
y, p−1−kx, [y, k+1x]
](−1)k+1
mod γp+3(G).
Proof. (i) By Proposition 23 γ4(G)p  γp+3(G), and so, by Corollary 16, it is sufficient to
prove that [y, x]p and [y, 2x]p are both in γp+3(G).
By condition (3) in (Rel), [y, x, 3y] ≡ [y, 3x, 2y] 112 mod γ7(G), and by Proposition
19(iv), [y, 3x, 2y] ∈ γ7(G). It follows that [y, x, ky] ∈ γk+4(G) for all k > 3.
Hence, by Proposition 15(ii),
1 ≡ [yp, x]≡ [y, x]p[y, x, p−1y] ≡ [y, x]p mod γp+3(G).
It follows similarly that, 1 ≡ [[y, x]p, x] ≡ [y, 2x]p mod γp+3(G).
Hence, by Proposition 17(ii),
1 ≡ [xp, y]≡ [x, y, p−1x]
p−3
2∏
0
[
x, y, p−k−2x, [x, y, kx]
](−1)k+1
mod γp+3(G). 
Corollary 25. If a ∈ γi(G), then [a, px] ∈ γi+p+1(G).
Proof. Use induction on i. If i = 1 the result is immediate, since [y, px] ∈ γp+2(G) by
Proposition 24(ii).
By Proposition 14, if b ∈ γi−1(G) and z ∈ G, then [b, z, px] ≡ [b, px, z] ×
[b, [z, px]] mod γi+p+1(G), giving the inductive step. 
Proposition 26. [y, p−2x, y, x] ≡ [w1, y]−2 mod γp+2(G).
Proof. By Proposition 24, [y, px] ∈ γp+2(G). So, if n = p−12 , then [y, n+j x, y, n−j x] ∈
γp+2(G) for 0 j  n − 2 from Proposition 22.
Hence, taking Lemma 20 with n = p−12 ,
[y, p−1x, y](−1)n [y, p−2x, y, x](−1)n−1n ≡ 1 mod γp+2(G).
The result now follows by reducing the exponents modulo p. 
Proposition 27. [y, px] ∈ γp+3(G).
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[y, px] ≡
p−1
2∏
k=1
[
y, p−kx, [y, kx]
](−1)k
mod γp+3(G)
≡
p−1
2∏
k=1
k∏
t=0
[y, p−k+t x, y, k−t x](−1)k+t (kt ) mod γp+3(G).
But [y, p−k+t x, y, k−t x] ∈ γp+3(G) for k − t  3, and [y, px, y] ∈ γp+3(G), and
[y, p−2x, y, x] ≡ [y, p−1x, y]−2 mod γp+2(G) by Propositions 22, 24 and 26.
Hence, [y, px] ≡ [y, p−1x, y]m mod γp+3(G), where m = ∑ p−121 (−k − 2(k2)) =
−∑ p−121 k2. Now 2(p−12 ) + 1 = p, and so m is a multiple of p by the formula for the
sum of squares.
Hence [y, px] ∈ γp+3(G). 
Corollary 28.
(i) [y, p−2x, [y, kx]] ≡ [w1, y, k−1x]−(k+2) mod γp+k+1(G) for k  1.
(ii) [y, p−3x, [y, kx]] ≡ [w1, y, k−2x] k(k+3)2 mod γp+k(G) for k  2.
Proposition 29.
(i) [w1, y, rx, y] ∈ γp+r+3(G) for 0 r  p − 4.
(ii) [y, p−2x, 2y] ∈ γp+3(G).
Proof. (i) The case r < p − 4. The result is given for r = p − 5. By Lemma 13 and
Propositions 22(ii) and 27 and Corollary 28, if r < p − 5, then
1 ≡ [y, p−3x, [y, r+2x, y]]≡ [y, p−3x, [y, r+2x], y] mod γp+r+3(G)
≡ [y, p−1x, y, rx, y] (r+2)(r+5)2 mod γp+r+3(G),
and (i) for r < p − 5 follows as (r + 2)(r + 5) 	= 0 mod p.
(ii) By Corollary 28,
[
y, p−3x, [y, x, y]
]12 ≡ [y, p−3x, [y, 3x]]≡ [y, p−1x, y, x]9 mod γp+3(G).
Now, by Lemma 12 and Proposition 22(ii),
[
y, p−3x, [y, x, y]
]12 ≡ [y, p−3x, [y, x], y]12[y, p−3x, y, [y, x]]−12 mod γp+3(G)
≡ [y, p−2x, 2y]−12[y, p−3x, y, x, y]24
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≡ [y, p−2x, 2y]−12[y, p−2x, y, x, y]−36
× [y, p−1x, y, x]9[y, p−2x, 2y, x]18 mod γp+3(G).
Hence, [y, p−2x, 2y] ∈ γp+2(G) and so [y, p−2x, 2y, x] ∈ γp+3(G).
Also, by Proposition 26, [y, p−2x, y, x, y] ≡ [y, p−1x, 2y]−2 ≡ 1 mod γp+3(G), so the
result follows.
(i) The case r = p − 4. By Lemma 12, Proposition 22 and Corollary 28,
[
y, p−3x, [y, p−2x, y]
]≡ [y, p−1x, y, p−4x, y]−1 mod γ2p−1(G).
However, by Propositions 14, 26, and (ii) and (i) for r < p − 4,
[
y, p−2x, y, [y, p−3x]
]≡ p−3∏
0
[y, p−2x, y, j x, y, p−3−j x](−1)
j (p−3j ) mod γ2p−1(G)
≡
p−3∏
1
[y, p−1x, y, j−1x, y, p−3−j x]−2(−1)
j (p−3j ) mod γ2p−1(G)
≡ [y, p−1x, y, p−4x, y]−2 mod γ2p−1(G). 
Corollary 30.
(i) [y, p−2x, y, [y, k+1x]] and [w1, y, [y, kx]] are in γp+k+3(G) for 0 k  p − 4.
(ii) [w2, x] ∈ γ2p+2(G).
(iii) [w1, y, p−3x, 2y] ∈ γ2p+1(G).
Proof. (i) This follows from Propositions 29(i), 14 and 26.
(ii) By Lemma 20 with n = p − 1, and Proposition 27 together with (i)
[y, p−1x, y, p−1x] ≡
[
y, p−1x, y, [y, x], p−2x
]≡ 1 mod γ2p+2(G).
(iii) By Proposition 29 and Lemma 12,
[
y, p−1x, y, x, [y, p−4x], y
]≡ [y, p−1x, y, x, [y, p−4x, y]]≡ 1 mod γ2p+1(G).
But, by Propositions 14 and 29,
[
y, p−1x, y, x, [y, p−4x], y
]≡ [y, p−1x, y, p−3x, 2y]−1 mod γ2p+1(G). 
Proposition 31. [y, p−2x, y, x] ≡ [w1, y]−2[w1, y, x]−2 mod γp+3(G).
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[y, p−3x, y, 2x] ≡ [y, p−2x, y, 2x]−32 ≡ [y, p−1x, y, x]3 mod γp+3(G).
Hence, using Lemma 20 with Corollary 30(i) and Proposition 26,
[y, p−2x, y, x]n ≡ [y, p−1x, y][y, p−1x, y, x](3+2n)(n2)+n2 mod γp+3(G).
Now n = p−12 , and so (3 + 2n)
(
n
2
)+ n2 ≡ 1 mod p, and the result follows. 
The following proposition sums up the progress made in this section towards a proof
that the lower central series of G satisfies the conditions in (Lcs).
Proposition 32. If G is as in Definition 18, then
γr(G) =
〈[y, r−1x]〉γr+1(G) for 2 r  p − 1,
γp(G) =
〈
w1, [y, p−2x, y]
〉
γp+1(G),
γ(p−1)+r+2(G) =
〈[w1, y, rx]〉γ(p−1)+r+3(G) for 0 r  p − 3,
γ2(p−1)+1(G) =
〈
w2, [w1, y, p−3x, y]
〉
γ2(p−1)+2(G),
γ2(p−1)+2(G) = 〈[w2, y]〉γ2(p−1)+3(G).
Comparing this with (Lcs), it is clear that an inductive argument is now required to deal
with the rest of the lower central series of G. The stumbling block for such an argument
arises when trying to prove that [wi, y, p−5x, y] ∈ γ(i+1)(p−1)(G). In Proposition 29, the
case i = 1, this was covered by the conditions on G in Definition 18. For i > 2, considering,
for instance,[
wi−1, y, p−4[y, r+2x]
]
with i  p − 5, shows that
[wi, y, rx, y](r+2)(r+5) ≡ [wi, y, r+2x]
(r+1)(r+5)
2(r+3) mod γi(p−1)+r+5(G).
Unfortunately this gives no information at all when r + 5 ≡ 0 mod p, although it is very
useful for smaller values of r . It is possible to prove that both [wi, y, p−5x, y, x] and
[wi, y, p−5x, 2y] are in γ(i+1)(p−1)+1(G), and so continue with an inductive proof, but
this does not solve the crucial problem.
5. Deeper application of pth powers
This section shows how the pth power structure of the group can be used to show that
in G
[y, px] ≡ [w1, y, p−1 x](−1)
p−1
2
mod γ p+3 (G).2 p+ 2
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tators on a deeper level.
Lemma 33. Let H = 〈y, [y, x]〉, then γr(H) γ2r (G) for 2 r  p−12 and for p+32  r 
p − 1, and γp+1
2
(H) γp(G).
Proof. It is sufficient to prove that for r  2 every left normed commutator in y and [y, x]
and of weight r lies in γ2r (G), except in the case that r = p+12 when such a commutator
lies in γp(G). Use induction on r . The result is true for r = 2, as by assumption [y, x, y] ∈
γ4(G).
Now assume that c is such a commutator of weight r and c ∈ γ2r (G), then, clearly
[c, [y, x]] ∈ γ2r+2(G). If 2 < r  p−32 , then c ≡ [y, 2r−1x]n mod γ2r+1(G) for some n by
Proposition 32, and so [c, y] ∈ γ2r+2(G) by Proposition 22. Similarly if p+12  r  p − 2,
then c ≡ [y, p−1x, y, 2r−1−px]n mod γ2r+1(G) for some n by Proposition 32, and so
[c, y] ∈ γ2r+2(G) by Proposition 29(i). If r = p−12 , then c ≡ [y, p−2x]n mod γp(G), for
some n, and so [c, y] ∈ γp(G), but [c, 2y] and [c, y, [y, x]] are in γp+3(G) by Proposi-
tion 29(ii) and Corollary 30(i). This completes the inductive step. 
Lemma 34. If 1  k  p − 1 and i  1 and [y, j x]p ∈ γp+k(G) for all j > i, then
γi+2(G)p  γp+k(G).
Proof. This follows from Proposition 32 and Corollary 16 by a backwards induction on i.
Proposition 35. γ2(G)p  γ2p−1(G).
Proof. The proof involves a double induction, proving by induction on k that, if 0 k 
p − 1, then [y, ix]p ∈ γp+k(G) for all i  1. An application of Lemma 34 then completes
the proof.
From Proposition 23, γi(G)p  γi+p−1(G) for all i  1, and so the result is true for
k = 0. Now assume that 0 < k < p and the result is true for smaller k, and use backwards
induction on i to prove that [y, ix]p ∈ γp+k(G) for all i  1. This is true for i  k, so
assume that 1 i < k and, using Lemma 34, γi+2(G)p  γp+k(G).
By the commutator identity Proposition 15(ii) with a = [y, i−1x] and b = x, using the
inductive hypotheses on k and i,
1 ≡ [[y, i−1x]p, x]≡ [y, ix]p[y, ix, p−1[y, i−1x]] mod Kγp+k(G),
where the subgroup K is the normal closure in G of the set of all basic commutators of
weight at least p in {[y, i−1x], [y, ix]} and of weight at least 2 in [y, ix]. If i > 1 then
pi > p + k and so [y, ix, p−1[y, i−1x]] ∈ γp+k(G) and K  γp+k(G), and if i = 1 then
these commutators are all in γ2p−1(G) by Lemma 33.
Hence [y, ix]p ∈ γp+k(G) completing the inductive step. 
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3 in [x, y] lie in γ9(G).
Proof. There are two such basic commutators, namely, [x, y, 2x, [x, y], [x, y]] and
[x, y, x, [x, y], [x, y, x]].
Now, using Corollary 28 and Proposition 29,
[
x, y, 2x, [x, y], [x, y]
]≡ [y, 3x, [y, x], [y, x]]−1 ≡ [w1, y, [y, x]]3 mod γ9(G)
≡ [w1, 2y, x]3[w1, y, x, y]2 ≡ 1 mod γ9(G).
Similarly, using Proposition 19(iii) and Corollary 30(i),
[
x, y, x, [x, y], [x, y, x]]≡ [y, 2x, [y, x], [y, 2x]]−1
≡ [y, 3x, y, [y, 2x]]≡ 1 mod γ9(G). 
Proposition 37. [y,
p+ p−52 x] ≡ [w1, y, p−3x]
(−1) p−12 mod γ2p−1(G).
Proof. Let z = [x, [y, p−5
2
x]] = [y, p−3
2
x]−1, and let m = p−32 . Then,
[z, x] = [[y,mx]−1, x]= [y,m+1x]−1[[y,m+1x]−1, [y,mx]−1],
and using Propositions 14 and 22,
[[y,m+1x]−1, [y,mx]−1]≡ [y,m+1x, [y,mx]] mod γp+1(G)
≡
m∏
0
[y,m+1+j x, y,m−j x](−1)
j (mj )
≡ [y, p−2x, y](−1)m mod γp+1(G).
Consider the basic commutators of weight at least p in x, z and of weight at least 2 in z.
Such a basic commutator of weight p+ r and of weight 2+ s in z is in γ
p+r+ p−32 s+p−3(G),
and so is in γ2p−1(G) in all cases where r > 1 or s  1 with the exception of p = 5, r = 0
and s = 1. These exceptional cases also give commutators in γ2p−1(G) by Lemma 36.
Hence, applying Proposition 17(ii) with a = x and b = [y, p−5
2
x] and using Proposi-
tion 35, it follows that
1 = [xp, [y, p−5
2
x]]≡ [y,
p+ p−52 x]
−1[y, p−2x, y, p−2x](−1)m
×
p−3
2∏([
z, p−k−2x, [z, kx]
](−1)k+1[
z, p−k−1x, [z, kx]
](−1)k+1(2k+1))
mod γ2p−1(G).0
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Proposition 27, and so the contribution for these values of k is in γ2p−1(G). Hence
[y,
p+ p−52 x] ≡ [y, p−2x, y, p−2x]
(−1)m[y, p−2x, [y, p−3x]](−1)m+1
× [y, p−1x, [y, p−4x]](−1)m
× [y, p−1x, [y, p−3x]](−1)m+1(p−2) mod γ2p−1(G).
So, using Propositions 14 and 27, and then 30 and 31,
[y,
p+ p−52 x] ≡
[
y, p−1x, [y, p−3x]
](−1)m(−2)( 1∏
0
[y, p−2+j x, y, p−3−j x](−1)
j+m+1(p−3j )
)
× [y, p−1x, [y, p−3x]](−1)m(p−3)
×
( 1∏
0
[
y, p−2+j x, y, [y, x], p−4−j x
](−1)j+m(p−4j ))
× [y, p−1x, y, p−4x](−1)m
[
y, p−1x, y, [y, x], p−5x
](−1)m+1
× [y, p−1x, [y, p−3x]](−1)m+1(p−2) mod γ2p−1(G)
≡ [y, p−1x, y, p−4x](−1)m(2+p−3+1)
× [y, p−1x, y, p−3x](−1)m(−2+2+p−3−p+2) mod γ2p−1(G).
So [y,
p+ p−52 x] ≡ [y, p−1x, y, p−3x]
(−1)m+1 mod γ2p−1(G) as required.
Corollary 38. [y, px] ≡ [w1, y, p−1
2
x](−1)
p−1
2 mod γ
p+ p+32 (G).
Proof. This follows easily from Propositions 37, 27 and 32. 
Further progress can now be reported on the case p = 5, which involves taking the
relations and these calculations to a deeper level. The following conditions are satisfied for
x = f1 and y = f2 in N (F5).
Let G be an infinite pro-5 group generated by elements x, y satisfying the following
conditions:
(1) x5 = 1.
(2) y5 = 1.
(3) [y, x, y] ≡ [y, 3x]3w21[y, 3x, y]4 mod γ6(G).
(4) [w1, 2y] ≡ [w1, y, 2x]3[w1, y, 3x]2[w1, y, 2x, y]3 mod γ10(G).
(5) [w1, y, 2x, y, x] ≡ [w2, y]3 mod γ12(G).
338 S. McKay / Journal of Algebra 300 (2006) 316–338Then Proposition 37 can be tightened up to say:
[y, 5x] ≡ [w1, y, 2x] mod γ10(G).
This implies that [y, x, [y, 5x]] ≡ [y, x, [w1, y, 2x]] mod γ12(G).
Rewriting the commutators on the two sides of this equation using the methods de-
scribed in this paper requires some long and involved commutator calculations. They can
be checked by comparing each step with what actually happens in N =N (F5) using the
Leedham-Green ‘Nottingham group calculator.’ The commutator [w2, 2y] occurs in this
process, but as it is in γ12(N ), it will not appear in these checks. After extensive checking
we believe that we now have a proof that [w2, 2y] ∈ γ12(G). The proof of the inductive
argument required to complete the proof has not been checked so extensively, but seems to
be nearing completion.
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