Abstract. Two approaches for modeling surfaces from a collection of range maps and associated color images are covered. The rst approach presents a method that robustly obtains a closed mesh that approximates the object geometry. The mesh can then be simpli ed and texture mapped for display. The second approach does not attempt to create a single object model. Instead, a set of models is constructed, one model for each view of the object. several of the view-based models are rendered separately, and their information is combined in a view-dependent manner for display.
Introduction
In this paper we propose two methods for modeling and displaying real objects using a set of range maps with associated color images as input. The rst method follows the traditional surface reconstruction approach, where we attempt to create a single surface model that accurately describes the scanned object. Speci cally, our algorithm 9] emphasizes robust recovery of the object topology from the input data. Holes due to missing data, i.e., unobserved surface regions, are automatically lled so that the model remains consistent with the input data. This approximate model can then be tted more accurately to the input data, textured from the color images, and displayed. Our second method shows that it is not necessary to integrate the input data into a single surface model for display purposes. Instead, one can model each view separately and integrate the separate views at display time in the image space. We call this approach view-based rendering 8].
Section 2 describes our robust method for modeling object surfaces. Section 3 presents the view-based rendering method. Section 4 concludes the paper.
Robust approximate meshes
Overview. Our algorithm processes a cubical volume surrounding all the input data in a hierarchical fashion. For each cube-shaped partition, it checks whether the cube can be shown to be entirely inside or outside of the object. If neither, the cube is subdivided and the same test is recursively applied to the resulting smaller cubes. Our surface approximation is the closed boundary between cubes that lie entirely outside of the object and all the other cubes.
Assumptions. We assume that the range data is expressed as a set of range maps called views. Each view is an image in which each pixel stores a 3D point instead of a color value. Further, we assume that the calibration parameters of the sensor are known so that we can project any 3D point to the image plane of the sensor. We also assume that the line segments between the sensor and each measured point lie entirely outside of the object we are modeling. Finally, we assume that all range views have been registered to a common coordinate system.
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Sensor Observed surface Volume under consideration Image plane Fig.1 . The three cases of the algorithm. In case 1 the cube is in front of the range data, in case 2 it is entirely behind the surface (with respect to the sensor), while in case 3 the cube intersects the range data.
Processing a single range view
The initial volume is an axis-aligned cube that fully surrounds all the range data. We use interval analysis to evaluate the volumetric function on the cube. If the cube is neither completely inside nor completely outside the object, we recursively subdivide it into eight smaller cubes, which are added to the octree as children of the current cube. For each of these cubes, we classify their location with respect to the sensor and the range data. A cube can be classi ed in three ways (see Figure 1 ):
{ In case 1 the cube lies between the range data and the sensor. The cube is assumed to lie outside of the object. It is not processed any further.
{ In case 2 the whole cube is behind the range data. As far as this sensor is concerned, the cube will be assumed to lie inside of the object. It will not be further subdivided.
{ In case 3 the cube intersects the range map. In this case we subdivide the cube into its eight children and recursively apply the algorithm up to a prespeci ed maximum subdivision level. A case 3 cube at the nest level is assumed to be at the boundary of the object.
The cubes are classi ed as follows. We project the eight corners of the cube to the sensor's image plane, where the convex hull of the points forms a hexagon. The rays from the sensor to the hexagon form a cone, which we truncate so that it just encloses the cube. If all the data points projecting onto the hexagon are behind the truncated cone (i.e., are farther than the farthest corner of the cube from the sensor), the cube is outside. If all those points are closer than the closest cube corner, the cube is inside. Otherwise, it is the boundary case. Possible missing data is treated as points that are very close to the sensor. If we can label parts of the depth map as background, data at those locations are treated as being in nitely far away.
Our labeling method is simple, but conservative. For instance, if all the points projecting onto the hexagon are actually behind the cube, but some of them are inside the truncated cone, we would erroneously label the cube to intersect the surface. This, however, is not a problem because the next subdivision level will most likely determine that all the children of the cube lie in the exterior of the object and therefore remove them.
Generalizations to multiple views
If multiple views are available, we have a choice of two processing orders. We can traverse the whole octree once and use the consensus of all the views to determine the labeling for each cube (simultaneous processing), or we can process one view at a time, building on the results of the previously processed views (sequential processing).
In simultaneous processing, we traverse the octree as we did in the case of a single view. However, the cube labeling process changes slightly. { A cube is labeled inside the object only if it would be labeled inside with respect to each single view. { A cube is labeled outside if it would be labeled outside with respect to any single view. { Otherwise, the cube is labeled boundary and is further subdivided, unless the maximum subdivision level has been reached. We use sequential processing if we later obtain a new view that we want to integrate into a previously processed octree. We recursively descend the octree and perform the occlusion test for each cube that has not been determined to lie outside of the object. If the new view determines that a cube is outside, it is relabeled and the subtrees below it are removed. Similarly, a boundary label overrides a previous inside label, in which case the cube's descendants must be recursively tested, potentially up to the maximum subdivision level.
Although both processing orders produce the same result, the simultaneous processing order is in general faster 10]. In sequential processing the silhouette of the object often creates a visual cone (centered at the sensor) that separates volumes known to be outside from those speculated to be inside. The algorithm would have to recurse up to the nest subdivision level to accurately determine this boundary. In simultaneous processing, however, another view could determine at a rather coarse level of subdivision that at least part of that boundary is actually outside of the object, and the ner levels of the octree for that subvolume need never be processed.
Mesh extraction
The labeling in the octree divides the space into two sets: the cubes known to lie outside of the object and the cubes that are assumed to be part of the object. Our surface estimate will be the closed boundary between these sets. This de nition allows us to create a plausible surface even at locations where we failed to obtain data 1]. The boundary is represented as a collection of vertices and triangles that can be easily combined to form a mesh.
The octree generated by the algorithm has the following structure: outside cubes and inside cubes do not have any children, while the boundary cubes have a sequence of descendants down to the nest subdivision level. We traverse the octree starting from the root. At an outside cube we do nothing. At a boundary cube that is not at the nest level, we descend to the children. If we reach the maximum subdivision level and the cube is either at the boundary or inside we check the labeling of the six neighbors. If a neighboring cube is an outside cube, we create two triangles for the face they share. In an inside cube that is not at the maximum subdivision level, we check whether it abuts with an outside cube, and in such case create enough triangles (of same size as the ones created at the nest level) to cover the shared part of the face. The triangles are combined into a closed triangle mesh. Fig.3 . Eight views of a chair data set, registered points, result from using a previous method, result from our method.
Reconstruction results
We have tested our method with both real and synthetic data. One of the real data sets consisting of eight views of a miniature chair is shown in Fig. 3 , along with the data points, and failed surface reconstruction from another algorithm 5] that was our original motivation for this method. Even though we have cleaned the data and removed most of the outliers, some noisy measurements close to the surface remain, especially between the spokes of the back support of the chair. The algorithm from 5] works with an unorganized point cloud and does not use any extra knowledge (such as viewing directions, etc.) in addition to the points. It works quite nicely if the data does not contain outliers and uniformly samples the underlying surface. Unfortunately real data, such as this data set, often violate both of those requirements. In contrast, our method is able to correctly recover the topology of the chair as shown in the rightmost image. Figure 4 shows intermediate results of our method using the chair data set, displaying the octree after 4, 5, 6, and 7 subdivisions. The nal mesh in Fig. 3 was obtained from the level 7 octree. We smooth the mesh before displaying using Taubin's method 11]. Notice that the spokes and the holes between them have been robustly recovered despite the large number of outliers and some missing data. This is partially due to the implicit removal of outliers that the algorithm performs: in most cases, there is a view that determines that the cube containing an outlier lies outside of the object. 
Discussion
The simplicity of the algorithm leads to a fast implementation. This again allows interactive selection of the subdivision level. For example, with the chair data set one could rst subdivide the octree six times. Within ten seconds or so the user can see the current approximation, which is not good enough since all the holes in the object haven't been opened yet. An extra subdivision step (25 sec. later) shows that now the topology of the current approximation agrees with that of the real object.
It is important to notice that holes often can be correctly detected and modeled using only indirect evidence, i.e., using the fact that the scanner can see through the hole. Curless and Levoy suggest using a backdrop 1], placing planes behind the holes that can be detected. However, all range scanning methods based on optical triangulation have limits on how narrow cavities can be scanned. Better results can be obtained if a color (or even intensity) image can be obtained with the range scan (typically easily available with scanners using optical triangulation), the background may be segmented out using image segmentation methods, or even user interaction.
Some methods that employ signed surface distance functions are unable to correctly reconstruct thin objects. Curless and Levoy 1], for example, build a distance function by storing positive distances to voxels in front of the surface and negative distances to voxels behind the surface. In addition to the distance, weights are stored to facilitate combining data from di erent views. With this method, views from opposite sides of a thin object interfere and may cancel each other, preventing reliable extraction of the zero set of the signed distance function. Our volumetric method carves away the space between the sensor and the object and does not construct a signed distance function. In case of a thin sheet of paper, our algorithm would construct a thin layer of octree cubes (voxels) straddling the paper.
3 View-based rendering Rendering statically textured surface models produces images that are much less realistic than photographs, which can capture intricate geometric texture and global illumination e ects with ease. This is one of the main reasons why image-based rendering algorithms have become popular. This section proposes a new rendering method that does not require creating a full 3D object model. Rather, we create independent models for the depth map observed from each viewpoint, a much simpler task. Instead of having to gather and manipulate a set of images dense enough for purely image-based rendering 4,7], our method only requires images from the typically small set of viewpoints from which the range data were captured. A request for an image of the object from a speci ed viewpoint is satis ed using the color and geometry in the stored views. This section describes our new view-based rendering algorithm and shows results on non-trivial real objects.
The input to our view-based rendering system is a set of color images of the objects. Along with each color image we obtain a range map for the part of the object surface that is visible in the image. Registering the range maps into a common coordinate system gives us the relative camera locations and orientations of the color images with respect to the object. We replace the dense range maps by sparse triangle meshes that closely approximate them. We then texture map each triangle mesh using the associated color image. To synthesize an image of the object from a xed viewpoint, we individually render the meshes constructed from the three nearest viewpoints and blend them together with a pixel-based weighting algorithm using soft z-bu ering.
A simple approach
To better understand the virtues of our approach, it is helpful to consider a more simple algorithm. If we want to view the object from any of the stored viewpoints, we can place a virtual camera at one of them and render the associated textured mesh. We can even move the virtual camera around the stored viewpoint by rendering the mesh from the new viewpoint. But as the viewpoint changes, parts of the surface not seen from the original viewpoint may become visible, opening holes in the rendered image. If, however, the missing surface parts are seen from one or more other stored viewpoints, we can ll the holes by simultaneously rendering the textured meshes associated with the additional viewpoints. The resulting image is a collage of several individual images. Because individual meshes are likely to overlap, the compound errors from the actual range measurements, view registration, and polygonal approximation make arbitrary which surface is closest to the camera and therefore rendered. Also, the alignment of the color information is not perfect, and there may be additional slight changes in the lighting conditions between the views. These errors cause the unnatural features visible in Figure 6 (a). We can improve on this by giving di erent weights to the views, with the viewpoint closest to the viewpoint of the virtual camera receiving higher weight than the others. The e ect of self-occlusion can be minimized by using z-bu ering and back-face culling when rendering the individual views. Even with these improvements, several problems remain. The pixels where only some of the views contribute appear darker than others. Even if we normalize the colors by dividing the color values by the sum of the weights of the contributing views, changes in lighting and registration errors create visible artifacts at mesh boundaries. There are also problems with self-occlusion. Without z-bu ering the color information from surfaces that should be hidden by other surfaces is blended with the color of the visible surfaces, causing parts of the front-most surface to appear partially transparent. A third problem is related to the uniform weighting of the images generated by the meshes. The color and surface geometry is sampled much more densely at surface locations that are perpendicular to the sensor than at tilted surfaces. Additionally, the range information is usually less reliable at tilted surfaces.
In the next section we describe how we can produce much better images (see Fig. 6(b) ) using a more sophisticated approach.
Three weights and soft z-bu ering
To synthesize an image of the object from a xed viewpoint, we rst select n stored views whose viewing directions roughly agree with the direction from the viewpoint to the object. Each selected textured mesh is individually rendered from this viewpoint to obtain n separate images. The images are blended into a single image by the following weighting scheme. Consider a single pixel. Let r be the red channel value (green and blue are processed in the same manner) associated to it. We set r = P n i=1 w i r i P n i=1 w i where r i is the color value associated to that pixel in the i th image and w i is a weight designed to overcome the di culties encountered in the naive implementation described above. The weight w i is the product of three weights w i = w ;i w ;i w ;i ; whose de nition is illustrated in Figs. 7 and 8. Selfocclusions are handled by using soft z-bu ering to combine the images pixel by pixel. The rst weight, w , measures the proximity of the stored view to the current viewpoint, and therefore changes dynamically as the virtual camera moves. Both the appearance of minute geometric surface details and the surface re ectance change with the viewing direction; the weight w is designed to favor views with viewing directions similar to that of the virtual camera. Figure 7 illustrates how w is calculated. All the views are placed on a unit sphere, and the sphere is triangulated. The current viewpoint is placed onto that sphere, and we determine which triangle contains it. Only the views corresponding to the corners of that triangle will get a nonzero w . Speci cally, we calculate the barycentric coordinates for the current view point within the triangle. Each of the three components of the barycentric coordinates corresponds to a corner of the triangle, and the w of the corner views is the corresponding component. The three w 's are all in the range 0:0; 1:0] and they sum up to 1.0.
The second weight, w ' , is a static measure of surface sampling density. As a surface perpendicular to the camera is rotated by an angle , the surface area projecting to a pixel increases by 1= cos and the surface sampling density viewing direction of the virtual camera views around the virtual camera Fig.7 . The views are placed on a unit sphere based on their viewing directions, and the sphere is triangulated using the views as triangle vertices. The views corresponding to the corners of the triangle surrounding the direction of the virtual camera are used, and their weights w are the barycentric coordinates the virtual camera within that triangle.
decreases by cos . In our system, a weight w ' = n d is applied to each mesh triangle, where n is the external unit normal of the triangle and d is a unit vector pointing from the centroid of the triangle to the sensor. The third weight w which we call the blend weight, is designed to smoothly blend the meshes at their boundaries. As illustrated by Figure 8 (c) , the blend weight linearly increases with distance from the mesh boundary. Like w ' , the weight w does not depend on the viewing direction of the virtual camera. A similar weight was used by Debevec et al. 2] . Most self-occlusions are handled during rendering of individual views using backface culling and z-bu ering. When combining the view-based partial models, part of one view's model may occlude part of another view's model. Unless the surfaces are relatively close to each other, the occluded pixel must be excluded from contributing to the pixel color. This is done by performing \soft" z-bu ering, in software. First, we consult the z-bu er information of each separately rendered view and search for the smallest value. Views with z-values within a threshold from the closest are included in the composition, others are excluded. The threshold is chosen to slightly exceed an upper estimate of the combination of the sampling, registration, and polygonal approximation errors. Figure 9 illustrates a potential problem. In the picture the view-based surface approximation of the rightmost camera has failed to notice a step edge due to self-occlusion in the data, and has wrongly connected two surface regions. When performing the soft z-bu ering for the pixel corresponding to the dashed line, the wrongly connected step edge would be so much closer than the contribution from the other view that the soft z-bu ering would throw away the correct sample. However, while doing the soft z-bu ering we can treat the weights as con dence measures. If a pixel with a very low con dence value covers a pixel with a high con dence value, we ignore the low con dence pixel altogether.
Implementation
Triangle mesh creation. We currently create the triangle meshes manually.
For each view, the user marks the boundaries of the object by inserting points into the color image, while the software incrementally updates a Delaunay triangulation of the vertices. When the user adds a vertex, the system optimizes the z-coordinates of all the vertices so that the least squares error of the range data approximation is minimized. Triangles that are almost parallel to the viewing direction are discarded since they are likely to be step edges, not a good approximation of the object surface. Triangles outside of the object are discarded as well.
We have begun to automate the mesh creation phase. The segmentation of the image into object and background is facilitated by placing a blue cloth to the background and scanning the empty scene. Points whose position and color match the data scanned from an empty scene can be classi ed as background. The adding of vertices is easily automated. For example, Garland and Heckbert 3] add vertices to image coordinates where the current approximation is worst. The drawback of this approach is that if the data contains step edges due to self-occlusions, the mesh is likely to become unnecessarily dense before a good approximation is achieved. For this reason we will perform a mesh simpli cation step using the mesh optimization methods by Hoppe et al. 6 ].
Rendering. We have built an interactive viewer for viewing the reconstructed images (see Figure 10) . For each frame, we calculate the dot product of the camera viewing directions for the stored views and the viewing direction of the virtual camera. The three views with highest dot product values (the weight w ) are then rendered separately from the viewpoint of the virtual camera as textured triangle meshes. Two of the weights, w ' and w are static for each view, they do not depend on the viewing direction of the virtual camera. We can apply both of these weights o line. w ' is the weight used to decrease the importance of triangles that are tilted with respect to the scanner. It is applied by assigning the RGBA color (1; 1; 1; w ' ) to each triangle. w is the weight used to hide artifacts at the mesh boundary of a view. It is directly applied to the alpha channel of the texture map that stores the color information. We calculate the weights for each pixel by rst projecting the triangle mesh onto the color image and painting it white on a black background. We then calculate the distance d for each white pixel to the closest black pixel. The pixels with distances of at least n get alpha value 1, all other pixels get the value d n . Figure 11 presents pseudo code for the view composition algorithm. The function min reliable z() returns the minimum z for a given pixel, unless the closest pixel is a low-con dence (weight) point that would occlude a high-con dence point, in which case the z for the minimum high-con dence point is returned. When we render a triangle mesh with the described colors and texture maps, the hardware calculates the correct weights for us. The alpha value in each pixel is w ' w . It is also possible to apply the remaining weight, w , using graphics hardware. After we render the views, we have to read in the information from the frame bu er. Many graphics libraries, such as OpenGL, allow scaling each pixel while reading the frame bu er into memory. If we scale the alpha channel by w , the resulting alpha value contains the nal weight w w ' w .
Discussion
View-based rendering takes a step from model-based rendering towards imagebased rendering. The advantage as compared to model-based rendering is that making view-based models is much easier than making full models for a large class of objects, such as the ower basket illustrated in Figs. 6 and 10. Additionally, it provides view-dependant texturing of the object, which enables one to create believable impressions of ne geometric detail through texturing without actually having to model the ne geometry. Using static texturing the illusion breaks once the object is rotated to a di erent angle from where the ne detail was originally seen. The advantage of view-based rendering as compared to image-based rendering methods 4, 7] is that a much sparser sample set of images has to be obtained and less data has to be stored, since the geometric information enables us to view the same data from a continuous set of viewpoints close to the one where the view was really taken.
We have demonstrated interactive viewing of our reconstructed models from arbitrary viewpoints at speeds of up to eight frames per second.
Conclusion
We have presented two alternative approaches for surface reconstruction and display using range and color data. One of the methods involves creating a single object model that can then be viewed from an arbitrary viewpoint, the other method creates a set of view-based models that are texture mapped using color images, and composites a few of the models in image space to a nal image. We are currently working on view-based texturing of complete surface models, so we can better compare the relative advantages of these two competing approaches.
