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1. Introduction
A Lie algebra g is locally ﬁnite if any ﬁnite subset S of g is contained in a ﬁnite-dimensional
Lie subalgebra g(S) of g. If, for any S , g(S) can be chosen simple (semisimple), g is called locally
simple (semisimple). In 1998, A. Baranov introduced the class of diagonal locally ﬁnite Lie algebras and
established their general properties, see [B1,B2]. Moreover, an explicit description of the more special
class of diagonal locally simple Lie algebras was obtained by A. Baranov and A. Zhilinskii in [BZ],
where they classiﬁed diagonal direct limits of simple complex Lie algebras up to isomorphism. In the
present paper we work with the latter class of Lie algebras, and throughout the paper a diagonal
Lie algebra will be assumed locally simple. Particular examples of such algebras are the classical
inﬁnite-dimensional complex Lie algebras sl(∞), so(∞), and sp(∞), which can be deﬁned as the
unions
⋃
i∈Z>1 sl(i),
⋃
i∈Z>1 o(i), and
⋃
i∈Z>1 sp(2i), respectively, for any inclusions sl(i) ⊂ sl(i + 1),
o(i) ⊂ o(i + 1), and sp(2i) ⊂ sp(2i + 2), i > 1. Moreover, the latter Lie algebras are the only countable-
dimensional ﬁnitary locally simple complex Lie algebras, see [B3,B4,BS].
The semisimple subalgebras of semisimple ﬁnite-dimensional complex Lie algebras were described
by A. Malcev and E. Dynkin more than half a century ago [M,D]. Recently, I. Dimitrov and I. Penkov
characterized all locally semisimple subalgebras of sl(∞), so(∞), and sp(∞) [DP]. The same problem
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problem to describing, up to isomorphism, all locally simple subalgebras of diagonal Lie algebras. The
purpose of this paper is to present a solution of the latter problem.
2. Preliminaries
The base ﬁeld is C. We assume that all Lie algebras considered are ﬁnite dimensional or countable
dimensional. When considering classical simple Lie algebras, we consider the three types A, C , and O ,
where O stands for both types B and D .
A classical simple Lie subalgebra g1 of a ﬁnite-dimensional classical simple Lie algebra g2 is called
diagonal if there is an isomorphism of g1-modules
V2 ↓ g1 ∼= V1 ⊕ · · · ⊕ V1︸ ︷︷ ︸
l
⊕ V ∗1 ⊕ · · · ⊕ V ∗1︸ ︷︷ ︸
r
⊕ T1 ⊕ · · · ⊕ T1︸ ︷︷ ︸
z
,
where Vi is the natural gi-module (i = 1,2), V ∗1 is the dual of V1, and T1 is the 1-dimensional
trivial g1-module. The triple (l, r, z) is called the signature of g1 in g2. An injective homomorphism
ε : g1 → g2 is diagonal if ε(g1) is a diagonal subalgebra of g2. The signature of ε is by deﬁnition the
signature of ε(g1) in g2.
An exhaustion
g1 ⊂ g2 ⊂ · · ·
of a locally ﬁnite Lie algebra g is a direct system of ﬁnite-dimensional Lie subalgebras of g such that
the direct limit Lie algebra lim−→ gn is isomorphic to g. A locally simple Lie algebra s is diagonal if it
admits an exhaustion by simple subalgebras si such that all inclusions si ⊂ si+1 are diagonal.
The following result is due to A. Baranov.
Proposition 2.1. Any locally simple subalgebra of a diagonal Lie algebra is diagonal.
Proof. Let s be a locally simple subalgebra of a diagonal Lie algebra s′ . Corollary 5.11 in [B1] claims
that a locally simple Lie algebra is diagonal if and only if it admits an injective homomorphism into
a Lie algebra associated with some locally ﬁnite associative algebra. Hence s′ admits an injective
homomorphism into a Lie algebra g associated with some locally ﬁnite associative algebra. Then there
is an injective homomorphism s → s′ → g, so s is diagonal. 
This result reduces the study of locally simple subalgebras of diagonal Lie algebras to the study of
diagonal subalgebras.
Next we introduce the notion of index of a simple subalgebra in a simple Lie algebra. This notion
goes back to E. Dynkin [D]. For a simple ﬁnite-dimensional Lie algebra g we denote by 〈 , 〉g the in-
variant non-degenerate symmetric bilinear form on g normalized so that 〈α,α〉g = 2 for any long root
α of g. If ϕ : s → g is an injective homomorphism of simple Lie algebras, then 〈x, y〉ϕ := 〈ϕ(x),ϕ(y)〉g
is an invariant non-degenerate symmetric bilinear form on s. Consequently,
〈x, y〉ϕ = Igs (ϕ)〈x, y〉s
for some scalar Igs (ϕ). By deﬁnition I
g
s (ϕ) is the index of s in g. If ϕ is clear from the context, we
will simply write Igs . If U is any ﬁnite-dimensional s-module, then the index Is(U ) of U is deﬁned as
Isl(U )s , where s is mapped into sl(U ) through the module U . The following properties of the index are
established in [D].
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(i) Igs ∈ Z0 .
(ii) Iks I
g
k = Igs .
(iii) Is(U1 ⊕ · · · ⊕ Un) = Is(U1) + · · · + Is(Un).
(iv) If U is an s-module with highest weight λ (with respect to some Borel subalgebra), then Is(U ) =
dimU
dims 〈λ,λ + 2ρ〉s , where 2ρ is the sum of all the positive roots of s.
Corollary 2.3. Let s and g be ﬁnite-dimensional classical simple Lie algebras of the same type (A, C , or O ). If s
is a diagonal subalgebra of g of signature (l, r, z), then Igs = l + r.
Proof. Indeed, if V is the natural s-module then clearly Is(V ) = Is(V ∗), and (iii) implies the result
for type A algebras. If s and g are of type O or C then the result follows from the observation in [DP]
that Isp(U )s = Is(U ) and Iso(U )s = 12 Is(U ) when U admits a corresponding invariant form. This latter
observation is also a corollary from [D]. 
Let us now recall several notions introduced by Baranov and Zhilinskii, and state the main result
of [BZ], namely the classiﬁcation of diagonal Lie algebras.
Let p1 = 2, p2 = 3, . . . be the increasing sequence of all prime numbers. A map from the set
{p1, p2, . . .} into the set {0,1,2, . . .} ∪ {∞} is called a Steinitz number. The Steinitz number which has
value α1 at p1, α2 at p2, etc. will be denoted by p
α1
1 p
α2
2 · · · . Let Π = pα11 pα22 · · · and Π ′ = p
α′1
1 p
α′2
2 · · ·
be two Steinitz numbers. We put ΠΠ ′ = pα1+α′11 p
α2+α′2
2 · · · , and we say that Π divides Π ′ (or Π |Π ′)
if and only if α1  α′1, α2  α′2, . . . . In the latter case we write ÷(Π ′,Π) = p
α′1−α1
1 p
α′2−α2
2 · · · , where
by convention p∞−∞i = 1 for any i. We also deﬁne the greatest common divisor GCD(Π,Π ′) as
p
min(α1,α′1)
1 p
min(α2,α′2)
2 · · · .
Let q ∈ Q. We write Π = qΠ ′ (or q ∈ Π
Π ′ ) if there exists n ∈ N such that nq ∈ N and nΠ = nqΠ ′ . If
there exists 0 = q ∈ Q such that Π = qΠ ′ , then we say that Π and Π ′ are Q-equivalent and denote
this relation by Π
Q∼ Π ′ . Suppose q ∈ Π
Π ′ for some 0 = q ∈ Q. If p∞ divides Π , then p∞ also divides
Π ′ and so Π = qpkΠ ′ for all k ∈ Z. Hence in this case {qpk}k∈Z is a subset of ΠΠ ′ in our notation.
On the other hand, if there is no prime p with p∞ dividing Π , then the set Π
Π ′ consists of the only
element q. If S = (s1, s2, . . .) is a sequence of positive integers, Stz(S) denotes the inﬁnite product∏∞
i=1 si considered as a Steinitz number.
Let s be an inﬁnite-dimensional diagonal Lie algebra, so there is an exhaustion s =⋃i si with all
inclusions si ⊂ si+1 being diagonal. Without loss of generality we may assume that all si are of the
same type X (X = A, C , or O ), and we say that s is of type X . Note that a diagonal Lie algebra can
be of more than one type. The triple (li, ri, zi) denotes the signature of the homomorphism si → si+1
and ni denotes the dimension of the natural si-module. We assume that ri = 0 if X is not A (for all
classical Lie algebras of type other than A the natural representation is isomorphic to its dual). We
also assume that li  ri for all i for type A algebras. (This does not restrict generality as one can apply
outer automorphisms to a suitable subexhaustion if necessary.) Finally, if not stated otherwise, we
assume that n1 = 1, l1 = n2, r1 = z1 = 0. Denote by T the sequence of all such triples {(li, ri, zi)}i∈N .
We will write s = X(T ) which make sense up to isomorphism.
Set si = li + ri , ci = li − ri (i  1), S = (si)i∈N , C = (ci)i∈N . Put δi = s1···sn−1ni . Then δi+1 =
s1···sn
ni+1 =
s1···sn−1
ni+(zi/si)  δi . The limit δ = limi→∞ δi is called the density index of T and is denoted by δ(T ). Since
δ2 = s1/n2 = 1, we have 0  δ  1. If δ = 0 then the sequence of triples T is called sparse. If there
exists i such that δ j = δi = 0 for all j > i, the sequence is called pure. We say that T is dense if
0 < δ < δi for all i.
If there exists i such that c j = s j for all j  i, then T is called one-sided (in which case we can
and will assume that c j = s j for all j  1). Otherwise it is called two-sided. If, for each i, there exists
j > i such that c j = 0, then T is called symmetric. Otherwise it is called non-symmetric. In the latter
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symmetry index of T and is denoted by σ(T ). Observe that 0  σ  1. Two-sided non-symmetric
sequences T with σ(T ) = 0 are called weakly non-symmetric, and those with σ(T ) = 0 are called
strongly non-symmetric.
The classiﬁcation of the inﬁnite-dimensional diagonal locally simple Lie algebras is given by the
following two theorems.
Theorem 2.4. (See [BZ].) Let X = A, C , or O . Let T = {(li, ri, zi)} and T ′ = {(l′i, r′i, z′i)}, where ri = r′i = 0 if
X = A. Set δ = δ(T ), σ = σ(T ), δ′ = δ(T ′), σ ′ = σ(T ′). Then X(T ) ∼= X(T ′) if and only if the following
conditions hold.
(A1) The sequences T and T ′ have the same density type.
(A2) Stz(S) Q∼ Stz(S ′).
(A3) δδ′ ∈ Stz(S)Stz(S ′) for dense and pure sequences.
(B1) The sequences T and T ′ have the same symmetry type.
(B2) Stz(C) Q∼ Stz(C′) for two-sided non-symmetric sequences.
(B3) There exists α ∈ Stz(S)Stz(S ′) such that α σσ ′ ∈ Stz(C)Stz(C′) for two-sided strongly non-symmetric sequences. More-
over, α = δ
δ′ if in addition the triple sequences are dense or pure.
Theorem 2.5. (See [BZ].) Let T = {(li, ri, zi)}, T ′ = {(l′i,0, z′i)}, and T ′′ = {(l′′i ,0, z′′i )}.
(i) A(T ) ∼= O (T ′) (respectively, A(T ) ∼= C(T ′)) if and only if T is two-sided symmetric, 2∞ divides Stz(S ′),
and the conditions (A1), (A2), (A3) of Theorem 2.4 hold.
(ii) O (T ′) ∼= C(T ′′) if and only if 2∞ divides both Stz(S ′), and Stz(S ′′), and the conditions (A1), (A2), (A3)
of Theorem 2.4 hold.
Remark. It is easy to see from Theorem 2.4 that a diagonal Lie algebra X(T ) is ﬁnitary (i.e. isomorphic
to sl(∞), so(∞), or sp(∞)) if and only if Stz(S) is ﬁnite.
As we see from the above classiﬁcation, the density type and the symmetry type are well-deﬁned
for a diagonal Lie algebra. We will call an algebra pure, dense, or sparse if its sequence of triples
T can be chosen pure, dense, or sparse, respectively. We will also call an algebra one-sided, two-
sided symmetric, two-sided strongly non-symmetric, or two-sided weakly non-symmetric if its sequence of
triples T can be chosen with the respective property.
For an arbitrary sequence S = {si}i1 by sl(Stz(S)) (respectively, so(Stz(S)), sp(Stz(S))) we will
denote the pure Lie algebra A({(si,0,0)}i1) (respectively, O ({(si,0,0)}i1), C({(si,0,0)}i1)).
We need two branching rules for Lie algebras of type A. Throughout this paper F λn denotes an
irreducible sl(n)-module with highest weight λ = (λ1, . . . , λn), λi ∈ Z0. Note that the isomorphism
class of F λn is determined by the differences λ1 − λ2, . . . , λn−1 − λn .
Theorem 2.6 (Gelfand–Tsetlin rule). (See [Z].) Consider a subalgebra sl(n) ⊂ sl(n + 1) of signature (1,0,1).
Then, there is an isomorphism of sl(n)-modules
F λn+1 ↓ sl(n) ∼=
⊕
μ
Fμn , (1)
where the summation runs over all integral weights μ = (μ1, . . . ,μn) satisfying λ1 μ1  λ2  · · ·μn 
λn+1 .
Consider the sl(n) ⊕ sl(n)-module Fμn ⊗ F νn . By Theorem 2.1.1 of [HTW] its restriction to sl(n) :={x ⊕ x, x ∈ sl(n)} decomposes as ⊕λ cλμν F λn , where cλμν is the Littlewood–Richardson coeﬃcient. One
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denote the coeﬃcient obtained in this manner, so,
Fμ1n ⊗ · · · ⊗ Fμkn ↓ sl(n) ∼=
⊕
λ
cλμ1···μk F
λ
n , (2)
where the summation runs over all integral dominant weights λ with λi  0. We will call the numbers
cλμ1···μk generalized Littlewood–Richardson coeﬃcients.
The following branching rule was communicated to us by J. Willenbring.
Proposition 2.7. Consider a diagonal subalgebra sl(n) ⊂ sl(kn) of signature (k,0,0). Then, there is an isomor-
phism of sl(n)-modules
F λkn ↓ sl(n) ∼=
⊕
ν
( ∑
μ1,...,μk
cλμ1···μk c
ν
μ1···μk
)
F νn , (3)
where one summation runs over all integral dominant weights ν with νi  0 for all i and the other summation
runs over all sets of integral dominant weights μ1, . . . ,μk with (μ j)i  0 for all i, j.
Proof. Consider the block-diagonal subalgebra sl(l) ⊕ sl(m) ⊂ sl(n) (n = l + m). By Theorem 2.2.1 of
[HTW] F λn ↓ sl(l)⊕ sl(m) decomposes as
⊕
μν c
λ
μν F
μ
l ⊗ F νm . Let now the direct sum of k copies of sl(n)
be a subalgebra sl(kn) with block diagonal inclusion. By iteration of this branching rule we see that
the decomposition of F λkn ↓ sl(n)⊕ · · · ⊕ sl(n) is determined by the generalized Littlewood–Richardson
coeﬃcients:
F λkn ↓ sl(n) ⊕ · · · ⊕ sl(n) ∼=
⊕
μ1···μk
cλμ1···μk F
μ1
n ⊗ · · · ⊗ Fμkn , (4)
where sl(n) ⊕ · · · ⊕ sl(n) is the block-diagonal subalgebra of sl(kn), and the summation runs over all
integral dominant weights μ1, . . . ,μk with (μ j)i  0.
Consider now a subalgebra sl(n) ⊂ sl(kn) of signature (k,0,0). One can obtain (3) as a combination
of the two branching rules (2) and (4). 
Remark. In Proposition 2.7 the sum is taken over all integral dominant weights ν with νi ∈ Z0 for
all i. In order for F νn to have a non-zero coeﬃcient in (3) both Littlewood–Richardson coeﬃcients
cλμ1···μk and c
ν
μ1···μk must be non-zero for some μ1, . . . ,μk . But for that we must have
∑kn
i=1 λi =∑n
i=1 νi . Therefore the summation in (3) may be taken to run over only those weights ν with ﬁxed∑n
i=1 νi . Hence all modules F νn which are present in (3) with non-zero coeﬃcients are pairwise non-
isomorphic. Indeed, if F ν
′
n
∼= F νn both have non-zero coeﬃcients in (3), then the weight ν ′ can be
obtained by shifting the weight ν by an integer, so
∑n
i=1 νi =
∑n
i=1 ν ′i implies ν
′ = ν . This argument
allows us to refer to a non-zero coeﬃcient (
∑
μ1,...,μk
cλμ1···μk c
ν
μ1···μk ) as the multiplicity of F
ν
n in (3).
Corollary 2.8. For a diagonal subalgebra sl(n) ⊂ sl(kn) of signature (k,0,0) the restriction F λkn ↓ sl(n) has a
submodule with highest weight
(ν1, . . . , νn) = (λ1 + · · · + λk, λk+1 + · · · + λ2k, . . . , λkn−k+1 + · · · + λkn).
Proof. Indeed, if we set μi = (λi, λk+i, . . . , λkn−k+i) for i ∈ {1, . . . ,k}, then it easy to check that both
coeﬃcients cλμ1···μk and c
ν
μ1···μk are non-zero, and therefore the highest weight module F
ν
n is present
in (3) with non-zero multiplicity. 
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to constructing commutative diagram
s1
θ1
ϕ1
s2
θ2
ϕ2 · · ·
g1
ψ1
g2
ψ2 · · · (5)
for some exhaustions s1
ϕ1→ s2 ϕ2→ ·· · and g1 ψ1→ g2 ψ2→ ·· · of s and g respectively. An injective homo-
morphism θ is called diagonal if all θi can be chosen diagonal for suﬃciently large i.
To deal with diagonal homomorphisms we will need the following result.
Lemma 2.9. Let ε1 : s1 → s2 and ε2 : s1 → g be diagonal injective homomorphisms of ﬁnite-dimensional
simple classical Lie algebras of signatures (l, r, z) and (p,q,u) respectively. Let a triple of non-negative integers
(p′,q′,u′) satisfy the following conditions:
p + q = (l + r)(p′ + q′), p − q = (l − r)(p′ − q′), n = n2(p′ + q′)+ u′,
where n and n2 are the dimensions of the natural g- and s2-modules respectively. Then, under the assumption
that s2 and g are of the same type X, there exists a diagonal injective homomorphism θ : s2 → g of signature
(p′,q′,u′) such that ε2 = θ ◦ ε1 . If s2 and g are of different types X and Y , the statement holds under the
following additional conditions on the triple (p′,q′,u′):
p′ = q′ if (X, Y ) = (A, O ) or (X, Y ) = (A,C);
p′ is even if (X, Y ) = (O ,C) or (X, Y ) = (C, O ).
Proof. Lemma 2.6 in [BZ] states the same result in case all Lie algebras s1, s2, g are of the same type.
The proof of Lemma 2.6 in [BZ] works also when the three algebras are not of the same type, but
only if s2 can be mapped into g by an injective homomorphism of signature (p′,q′,u′). It is easy to
check that the additional conditions guarantee the existence of such a homomorphism. 
Consider the diagram in (5) without the commutativity assumption. Lemma 2.9 implies that if all
θi are diagonal injective homomorphism such that for all i  1 the two diagonal injective homomor-
phisms ψi ◦ θi and θi+1 ◦ ϕi of si into gi+1 have the same signature, then there are diagonal injective
homomorphisms θ ′i with the same property making the diagram commutative. Later on in this paper
when constructing diagrams as in (5) in concrete situations, we will check commutativity by showing
only that the signatures of ψi ◦ θi and θi+1 ◦ ϕi coincide for all i  1. It will then be assumed that θi
are replaced by corresponding diagonal injective homomorphisms θ ′i making the diagram commute.
The following result can be found in [BZ] (see also all references in there, for instance [B2]).
Lemma 2.10. Let h ⊂ g ⊂ s be ﬁnite-dimensional classical simple Lie algebras, rkh > 10. Assume that the
inclusion h ⊂ s is diagonal. Then the inclusions h ⊂ g and g ⊂ s are also diagonal.
Corollary 2.11. Let h ⊂ g ⊂ s be inﬁnite-dimensional diagonal Lie algebras. Assume that the inclusion h ⊂ s is
diagonal. Then the inclusions h ⊂ g and g ⊂ s are also diagonal.
We conclude this section by introducing a notion of equivalence of inﬁnite-dimensional Lie alge-
bras. We say that g1 is equivalent to g2 (g1 ∼ g2) if there exist injective homomorphisms g1 → g2 and
g2 → g1. For ﬁnite-dimensional Lie algebras this equivalence relation is the same as isomorphism, but
this is no longer the case for inﬁnite-dimensional Lie algebras.
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In this section all diagonal Lie algebras considered are assumed to be inﬁnite dimensional.
We start the classiﬁcation by asking whether sl(∞) admits an injective homomorphism into any
non-ﬁnitary diagonal Lie algebra. As it turns out, the most basic example suﬃced to answer this
question, as we were able to construct an injective homomorphism of sl(∞) into sl(2∞), so the
answer is yes. The following construction was suggested to us by I. Dimitrov.
Let Fn be the natural representation of sl(n). Note that under the injective homomorphism
sl(n) → sl(n + 1) of signature (1,0,1), the exterior algebra ∧·(Fn+1) decomposes as two copies of∧·
(Fn) as an sl(n)-module. Fix a map θn : sl(n) → sl(2n) such that the natural representation of sl(2n)
decomposes as
∧·
(Fn) as an sl(n)-module. Then there exists a map θn+1 : sl(n + 1) → sl(2n+1) such
that the natural representation of sl(2n+1) decomposes as
∧·
(Fn+1) as an sl(n + 1)-module making
the following diagram commute:
sl(2)
θ2
· · · sl(n)
θn
sl(n + 1)
θn+1
· · ·
sl(22) · · · sl(2n) sl(2n+1) · · · , (6)
where the lower row consists of injective homomorphisms of signature (2,0,0). Therefore by induc-
tion, the diagram yields an injective homomorphism of sl(∞) into sl(2∞).
We will prove now that similar injective homomorphisms exist in a more general setting. The fol-
lowing result will be used later to prove that in fact any ﬁnitary diagonal Lie algebra can be similarly
mapped into any diagonal Lie algebra.
Proposition 3.1. sl(∞) admits an injective homomorphism into any pure one-sided Lie algebra s of type A.
Proof. By Theorem 2.4 s is isomorphic to sl(Π) for some inﬁnite Steinitz number Π . Then it is
suﬃcient to show the existence of a commutative diagram
sl(2)
θ2
sl(3)
θ3
· · · sl(k)
θk
sl(k + 1)
θk+1
· · ·
sl(n1n2) sl(n1n2n3) · · · sl(n1 · · ·nk) sl(n1 · · ·nk+1) · · · (7)
for suitable {ni}, where θi are injective homomorphisms and n1,n2, . . . are chosen so that ∏∞i=1 ni = Π .
Indeed, the diagram in (7) yields an injective homomorphism sl(∞) → sl(n1n2 · · ·), and sl(n1n2 · · ·) is
isomorphic to s by Theorem 2.4. We will choose the homomorphisms θk so that
Vk ↓ sl(k) ∼= ak0
0∧
(Fk) ⊕ ak1
1∧
(Fk) ⊕ · · · ⊕ akk
k∧
(Fk)
as sl(k)-modules. Here Vk stands for the natural sl(n1 · · ·nk)-module, Fk is the natural sl(k)-module
and the coeﬃcients aki , i = 0, . . . ,k, are non-negative integers. The above injective homomorphism of
sl(∞) into sl(2∞) corresponds to the particular case nk = 2 and aki = 1 for all k 2, i = 0, . . . ,k.
We see that if the numbers {aki } satisfy the conditions aki + aki+1 = nkak−1i , k  3, i = 0, . . . ,k − 1
and a20 + 2a21 + a22 = n1n2, then the homomorphisms θk can be chosen so that the diagram in (7)
commutes.
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1
1, a
0
0 to the set of coeﬃcients {aki } and will require a20 + a21 = n2a10,
a21 + a22 = n2a11, a10 + a11 = n1, and a00 = 1. Then the numbers {aki } will form an inﬁnite triangle
a00
a10 a
1
1
a20 a
2
1 a
2
2
· · ·
such that
aki + aki+1 = nkak−1i , k 1 and a00 = 1. (8)
It is enough to prove that a triangle of non-negative integers satisfying (8) exists for a suitable
choice of ni . Set bk := a
k
k−1
n1···nk for k  1. A simple calculation shows that a
k
k = n1 · · ·nk(a00 − b1 − b2 −
· · · − bk). Notice that since a00 = 1, the numbers b1,b2, . . . uniquely determine the entire triangle, as
the l-th “diagonal” {ak+lk }k0 of the triangle is determined by the previous diagonal {ak+l−1k }k0 and
the sequence n1,n2, . . . .
Now we will ﬁnd conditions on bk under which all aki will be non-negative. Since a
k+1
k  0, the
numbers bk should be non-negative. In order for akk to be non-negative we should have
∑k
i=1 bi < a00
for all k (since bi are non-negative, we can rewrite these conditions as
∑∞
i=1 bi  1). The entries of the
diagonal {ak+2k }k0 can be found from (8): ak+2k = n1 · · ·nk+2(bk+1 − bk+2) for k 0. This requires the
sequence {bk − bk+1} to be non-negative. If we set b(1)k := bk − bk+1 for k  1, then in a similar way
we obtain ak+3k = n1 · · ·nk+3(b(1)k+1 − b(1)k+2). This requires the sequence {b(2)k := b(1)k − b(1)k+1} to be non-
negative. Continuing this procedure, we get ak+lk = n1 · · ·nk+lb(l−1)k+1 for all l  3, where by deﬁnition
b(l+1)k = b(l)k − b(l)k+1. Now we see that the non-negative integers aki satisfying (8) exist if there exists a
non-negative sequence {bk}k1 with bk ∈ 1n1···nk Z0 and
∑∞
k=1 bk  1 such that
all iterated sequences of differences
{
b(l)k
}
k1 are non-negative. (9)
Note that the sequence {bk = 1qk }, q > 1, satisﬁes (9) as b
(l)
k = 1qk (1− 1q )l > 0 for all k, l 1. (In the
case nk = n for all k, taking q = n yields an injective homomorphism sl(∞) ↪→ sl(n∞).) We will ﬁnd
the desired sequence {bk} as a convergent inﬁnite linear combination of geometric sequences.
Let us put q = 4 (the following construction would work for any q  4) and let Π = m1m2 · · · .
Choose a strictly increasing sequence of integers {lk}k0 so that l0 = 0 and m1m2 · · ·mlk > (q−1)q
k2+1
q−2
for k  1, which is possible as Π is inﬁnite. Take nk = mlk−1+1 · · ·mlk for k  1. Then clearly
n1n2 · · · = Π .
Let us now construct the sequence {bk} for the chosen n1,n2, . . . . For i  1 we denote ci = 1 +∑∞
j=i
ε j
1
qi
( 1
qi
− 1q )···( 1qi −
1
qi−1 )(
1
qi
− 1
qi+1 )···(
1
qi
− 1
q j
)
, where the numbers ε j , satisfying
0 ε j <
q − 2
(q − 1)q j2+1 , (10)
are to be chosen later, and put bk =∑∞i=1 ci( 1qi )k . We will show that for the numbers ε j , satisfying
(10), the series for ci converges to a positive number for i  1, the series for bk converges for k  1,
and
∑∞
k=1 bk  1. Moreover, we will show that by varying ε j inside corresponding intervals we can
make each bk to be of the form
1
n ···n Z0. We will have then b
(l)
k =
∑∞
i=1 ci( 1i )k(1 − 1i )l  0, so1 k q q
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satisﬁed.
As a matter of convenience we denote qi = 1qi . Then let ci j =
ε j
qi(qi−q1)···(qi−qi−1)(qi−qi+1)···(qi−q j) for
i  j. We see that ci = 1+∑∞j=i ci j . Let us prove that this series converges absolutely. We have
|ci − 1| =
∣∣∣∣∣
∞∑
j=i
ε j
( 1
qi
) j(1− qi−1) · · · (1− q)(1− 1q ) · · · (1− 1q j−i )
∣∣∣∣∣

∞∑
j=i
ε j
( 1
qi
) j(qi−1 − 1) · · · (q − 1)(1− 1q ) · · · (1− 1q j−i )

∞∑
j=i
ε jqi j
(1− 1q )(1− 1q2 ) · · ·

∞∑
j=i
ε jqi j
(1− 1q − 1q2 − · · ·)
=
∞∑
j=i
ε jqi j(q − 1)
q − 2 .
Then, using (10), we obtain |ci − 1|∑∞j=i qi jq j2+1 = 1q + 1qi+2 + 1q2i+5 + · · · < 1q + 1q2 + · · · = 1q−1 . Thus,
the series 1+∑∞j=i ci j converges absolutely and its sum ci is a number from the interval ( q−2q−1 , qq−1 )
(in particular, ci is positive) for all i. Furthermore,
∞∑
k=1
bk =
∞∑
i=1
ci
qi
+
∞∑
i=1
ci
(q2)i
+ · · · < q
q − 1
( ∞∑
i=1
1
qi
+
∞∑
i=1
1
(q2)i
+ · · ·
)
= q
q − 1
(
1
q − 1 +
1
q2 − 1 +
1
q3 − 1 + · · ·
)
<
q
q − 1
(
1
q − 1 +
1
(q − 1)2 + · · ·
)
= q
q − 1 ·
1
q − 2 < 1 because q 4.
Since every term in these expressions is non-negative, the convergence of each series bk =∑∞
i=1 ci( 1qi )
k follows.
Finally, let us show that the numbers ε j , satisfying (10), can be chosen so that bk ∈ 1n1···nk Z0.
We know that bk =∑∞i=1 ciqki =∑∞i=1 qki +∑∞i=1∑∞j=i ci jqki . From what we proved it follows that the
latter sum is absolutely convergent. Therefore we can rewrite it as bk =∑∞i=1 qki +∑∞j=1∑ ji=1 ci jqki .
Note that the numbers ci j were deﬁned as solutions of the equation
⎛
⎜⎜⎜⎜⎝
q1 · · · q j
...
. . .
...
q j−11 · · · q j−1j
q j1 · · · q jj
⎞
⎟⎟⎟⎟⎠
⎛
⎜⎝
c1 j
...
c jj
⎞
⎟⎠=
⎛
⎜⎜⎝
0
...
0
ε j
⎞
⎟⎟⎠
using the well-known formula for inverting a Vandermonde matrix. Thus,
∑ j
i=1 q
k
i ci j = 0 for k < j
and
∑ j
i=1 q
j
i ci j = ε j . Hence, bk =
∑∞
i=1 qki +
∑k−1
j=1
∑ j
i=1 ci jq
k
i + εk , so bk − εk depends only on
ε1, . . . , εk−1. Let us introduce the notation fk(ε1, . . . , εk−1) =∑∞i=1 qki +∑k−1j=1∑ ji=1 ci jqki for k  2
and f1 =∑∞i=1 qi =∑∞i=1 1qi = 1q−1 .
Now we deﬁne inductively the numbers εk . We choose ε1 in such a way that b1 is the smallest
number of the form 1n Z0 which is not less than f1. Then we have 0 ε1 = b1 − f1 < 1n < q−2 21 1 (q−1)q
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we choose εk to make bk the smallest number of the form
1
n1···nk Z0 which is not less than
fk(ε1, . . . , εk−1). Then 0 εk = bk − fk(ε1, . . . , εk−1) < 1n1···nk <
q−2
(q−1)qk2+1 (again, because of the choice
of n1, . . . ,nk), so εk satisﬁes (10). Therefore the sequence {bk} satisﬁes all the required conditions, and
the statement follows. 
Remark. Since so(∞) and sp(∞) are subalgebras of sl(∞), each of them admits also an injective
homomorphism into any one-sided pure diagonal Lie algebra of type A.
The following two lemmas show that certain conditions guarantee the existence of injective ho-
momorphisms of non-ﬁnitary diagonal Lie algebras.
Lemma 3.2. Let s1 = X(T1) and s2 = X(T2) be diagonal Lie algebras of the same type (X = A, C , or O ),
neither of them ﬁnitary. Set Si = Stz(Si), S = GCD(S1, S2), Ri = ÷(Si, S), δi = δ(Ti), Ci = Stz(Ci), C =
GCD(C1,C2), Bi = ÷(Ci,C), and σi = σ(Ti) for i = 1,2. We assume that R1 is ﬁnite.
(i) Assume that s1 and s2 are non-sparse of type A, both R1 and R2 are ﬁnite, and S is not divisible by an
inﬁnite power of any prime number. If 2 R1
δ1
< R2
δ2
, then s1 admits an injective homomorphism into s2 . If
2 R1
δ1
= R2
δ2
, s1 admits an injective homomorphism into s2 unless s1 is pure and s2 is dense.
(ii) Assume that s1 and s2 are non-sparse, both R1 and R2 are ﬁnite, and S is not divisible by an inﬁnite
power of any prime number. In addition, assume that one of the following is true:
– both s1 and s2 are one-sided;
– B1 is ﬁnite, either s1 is one-sided and s2 is two-sided non-symmetric or s2 is two-sided weakly non-
symmetric and s1 is two-sided non-symmetric;
– B1 is ﬁnite, both s1 and s2 are two-sided strongly non-symmetric, either B2 is inﬁnite or C is divisible
by an inﬁnite power of some prime number;
– both B1 and B2 are ﬁnite, both s1 and s2 are two-sided strongly non-symmetric, C is not divisible by
an inﬁnite power of a prime number, and R1σ1B1 
R2σ2
B2
.
Then, if R1
δ1
< R2
δ2
, s1 admits an injective homomorphism into s2 . If
R1
δ1
= R2
δ2
, s1 admits an injective ho-
momorphism into s2 unless s1 is pure and s2 is dense.
(iii) Assume that s1 and s2 are non-sparse. If R2 is inﬁnite or S is divisible by an inﬁnite power of some prime
number, then s1 admits an injective homomorphism into s2 .
(iv) If s2 is sparse, then s1 admits an injective homomorphism into s2 .
Proof. The Steinitz numbers S1, C1 and the indices δ1, σ1 are in general not well-deﬁned for a Lie
algebra s1: these values characterize a given exhaustion of s1. However, if s1 is non-sparse and S1 is
not divisible by an inﬁnite power of any prime number, then the number R1
δ1
does not depend on the
exhaustion of s1 (because then by condition (A2) of Theorem 2.4 Stz(S1)Stz(S ′1) is a set containing exactly
one element for S ′1 corresponding to any other exhaustion of s1, and therefore
R1
δ1
is well-deﬁned by
condition (A3)). Also, under the assumptions made in the last statement of (ii) the number σ1R1B1 does
not depend on the exhaustion of s1 (this follows from condition (B3) of Theorem 2.4). The ﬁniteness
of R1, R2, B1, B2 does not depend on the exhaustion either, so in the proofs of all the statements we
can exhaust s1 in any convenient way. The same applies to s2.
We will assume that X = A and prove all four statements for type A Lie algebras. If s1 and s2 are
of type O or C , then both s1 and s2 are one-sided and the proof is analogous to the proof in the
type A case when s1 and s2 are one-sided.
Let us now set up the notations for the proof of all four statements. Let s1 be exhausted as
sl(n0) ⊂ sl(n1) ⊂ · · · , each inclusion sl(ni) → sl(ni+1) being of signature (li, ri, zi), i  0. By possi-
bly changing some ﬁrst terms of the exhaustion, we can choose n0 to be divisible by R1. Similarly,
let sl(m0) ⊂ sl(m1) ⊂ · · · be the exhaustion of s2, each inclusion sl(mi) → sl(mi+1) being of signature
(l′i, r
′
i, z
′
i), i  0. Set si = li + ri , ci = li − ri , s′i = l′i + r′i , and c′i = l′i − r′i for i  0. Then S1 = n0s0s1 · · · ,
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m0s′0···s′i−1
mi
, σ1 =
limi→∞ c0···cis0···si , and σ2 = limi→∞
c′0···c′i
s′0···s′i .
Consider a diagram
sl(n0)
θ0
sl(n1)
θ1
· · · sl(ni)
θi
sl(ni+1)
θi+1
· · ·
sl(mk0) sl(mk1) · · · sl(mki ) sl(mki+1) · · · , (11)
where θi is a diagonal homomorphism of signature (xi, yi,mki − (xi + yi)ni), i  0. Taking into con-
sideration our remark at the end of Section 2, we see that to make such a diagram well-deﬁned and
commutative it is enough to have
si(xi+1 + yi+1) = (xi + yi)s′ki · · · s′ki+1−1, (12)
ci(xi+1 − yi+1) = (xi − yi)c′ki · · · c′ki+1−1, (13)
and
mki  (xi + yi)ni (14)
for i  0. Finally, we set p0 = n0R1 and pi = p0s0 · · · si−1 for i  1. We are now ready to prove that
there exist numbers xi , yi , i  0 satisfying (12)–(14) in all four cases.
(i) The Steinitz number R2 is ﬁnite in this case. Possibly by changing the exhaustion of s2 we can
choose m0 to be divisible by R2. Choose also each ki large enough so that m0s′0 · · · s′ki−1 is divisible by
R2pi (this is possible since pi divides S) and put qi =
m0s′0···s′ki−1
R2pi
for i  0. Put xi = yi = qi . Then it is
easy to verify that (12) and (13) hold, and (14) is equivalent to
m0s′0···s′ki−1
R2mki
 n0s0···si−12R1ni .
Suppose that δ2R2 <
δ1
2R1
. Pick α ∈ ( δ2R2 ,
δ1
2R1
). Since δ1 = limi→∞ n0s0···si−1ni and δ2 = limi→∞
m0s′0···s′i
mi
we have
m0s′0···s′ki−1
R2mki
 α  n0s0···si−12R1ni for i  i0, ki  j0. Obviously we can choose each ki greater than j0.
Also we can construct θi only for i  i0 and the diagram in (11) will still give us an injective homo-
morphism of s1 into s2.
Let now δ2R2 = δ12R1 . If s2 is pure then
m0s′0···s′ki−1
R2mki
= δ2R2 = δ12R1 
n0s0···si−1
2R1ni
, where the latter inequality
holds because the sequence n0s0···si−1ni is decreasing. Finally, if both s1 and s2 are dense, then for each
i we have δ2R2 =
δ1
2R1
<
n0s0···si−1
2R1ni
, so to make
m0s′0···s′ki−1
R2mki
 n0s0···si−12R1ni we choose ki suﬃciently large.
(ii) Possibly by changing the exhaustions of s1 and s2 we choose n0 to be divisible by R12u and
m0 to be divisible by R22u , where u is the maximal power of 2 dividing S (u is ﬁnite because 2∞
does not divide S). We also choose m0 large enough so that
m0
R2
 n0R1 . Denote again qi =
m0s′0···s′ki−1
R2pi
,
i  0 (ki is chosen large enough to make R2pi divide m0s′0 · · · s′ki−1).
If both s1 and s2 are one-sided, we put xi = qi , yi = 0. In the other three cases B1 is ﬁnite, so
c0c1 · · · divides Mc′0c′1 · · · for some ﬁnite M . By changing the exhaustion of s1 we can make c0c1 · · ·
divide c′0c′1 · · · . For that we replace the signature (li, ri, zi) with ((li + ri + 1)/2, (li + ri − 1)/2, zi) for
ﬁnitely many i (li + ri is odd for all i  0 because s0s1 · · · = R1 Sn0 is not divisible by 2). Now we can
choose each ki large enough so that c0 · · · ci−1 divides c′0 · · · c′ki−1. Then denote ti =
c′0···c′ki−1
c0···ci−1 for i  1
and t0 = 1. Notice that for each i  0 the numbers ci and c′i have the same parities as the numbers
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′
i are odd, so ci and c
′
i are odd as well. Hence ti and qi are odd,
and we put xi = (qi + ti)/2 and yi = (qi − ti)/2. Let us check that yi  0 (or qi  ti). This is obvious
for i = 0. For i  1 the inequality yi  0 is equivalent to R2m0 ·
c′0···c′ki−1
s′0···s′ki−1
 R1n0 ·
c0···ci−1
s0···si−1 , or
R2
m0
(σ2)ki 
R1
n0
(σ1)i, (15)
where (σ1)i = c0···ci−1s0···si−1 is a decreasing sequence which tends to σ1 and (σ2)i =
c′0···c′i−1
s′0···s′i−1 is a decreasing
sequence which tends to σ2. Let us verify the inequality in (15) case by case.
If s1 is one-sided, then (σ1)i = 1 for i  1 and our inequality is equivalent to (σ2)ki  m0R1n0R2 . This
holds in case s2 is two-sided non-symmetric because of the assumption
m0
R2
 n0R1 made at the be-
ginning of the proof. If s2 is two-sided weakly non-symmetric, then limi→∞(σ2)ki = σ2 = 0, and
therefore (σ2)ki 
m0R1
n0R2
(σ1)i for large enough ki in case s1 is two-sided non-symmetric.
Let now both s1 and s2 be two-sided strongly non-symmetric, B2 be inﬁnite or C be divisible
by an inﬁnite power of some prime number. In this case there exists an inﬁnite Steinitz number C ′
such that c0c1 · · · divides 1C ′ c′0c′1 · · · . Since σ1 = limi→∞(σ1)i > 0 and the sequence (σ1)i decreases, to
verify (15) it suﬃces to prove that (σ2)ki 
m0R1
n0R2
σ1. We have
m0
R2
 n0R1 , therefore it is enough to prove
that (σ2)ki  σ1. This clearly holds for large enough ki if σ2 < σ1. Otherwise we change the exhaustion
of s2 such that the new symmetry index σ˜2 = σ2/N is less than σ1 for a ﬁnite N|C ′ (we replace l′i , r′i
by (s′i + u)/2, (s′i − u)/2 respectively, where c′i = uv and v|N for ﬁnitely many i) and repeat the same
construction of xi , yi . Then σ1 stays the same and in the new construction the inequality (σ˜2)ki  σ1
holds for large enough ki .
Finally, let both B1 and B2 be ﬁnite, both s1 and s2 be two-sided strongly non-symmetric, C be
not divisible by an inﬁnite power of a prime number, and R1σ1B1 
R2σ2
B2
. Then c′0c′1 · · · = Nc0c1 · · · for
an odd number N , and by possibly changing the exhaustion of s2 we can make c′0c′1 · · · = c0c1 · · · and
repeat the same construction. Then B1B2 =
n0
m0
, and therefore R1σ1R2σ2 
B1
B2
= n0m0 . Then limi→∞(σ2)ki =
σ2 <
m0R1
n0R2
(σ1)i for all i, since (σ1)i is a decreasing sequence which does not stabilize. Now clearly
(15) holds for large enough ki .
So far we have proven that in all cases we can choose exhaustions of s1 and s2 such that xi =
1
2 (qi + ti) and yi = 12 (qi − ti) are non-negative integers (in the ﬁrst case, where both s1 and s2 are
one-sided, we just put ti = qi , so xi = qi , yi = 0). Since we have xi + yi = qi and xi − yi = ti , it is easy
to check (12) and (13). The condition in (14) is equivalent to
m0s′0···s′ki−1
R2mki
 n0s0···si−1R1ni , and under the
assumption δ2R2 <
δ1
R1
or δ2R2 =
δ1
R1
its proof is analogous to that in (i).
(iii) Let us ﬁx an exhaustion of s1 and choose m0 in the exhaustion of s2 such that R ′2p0|m0
and m0
R ′2
s′0s′1 · · · is divisible by S for some ﬁnite R ′2. Moreover, we can choose R ′2 to be arbitrary large
(if R2 is inﬁnite, then R ′2 can be any divisor of R2; if p∞|S , then R ′2 can be pN for any N  1).
Denote qi =
m0s′0···s′ki−1
R ′2pi
and put xi = yi = qi (xi = 2qi , yi = 0 for types O and C ). Similar to the
proof of (i), the conditions in (12) and (13) are satisﬁed, and (14) is equivalent to the inequality
m0s′0···s′ki−1
R ′2mki
 n0s0···si−12R1ni . Since the exhaustion of s1 is ﬁxed, the right-hand side is bounded by
δ1
2R1
from
below. But
m0s′0···s′ki−1
R ′2mki
 1
R ′2
, and therefore it is enough to choose R ′2 to be greater than
2R1
δ1
.
(iv) Choose each ki large enough so that m0s′0 · · · s′ki−1 is divisible by pi and denote qi =
m0s′0···s′ki−1
pi
,
i  0. Then put xi = yi = qi (xi = 2qi , yi = 0 for types O and C ). The conditions in (12) and (13)
are again satisﬁed, and (14) is equivalent to the inequality
m0s′0···s′ki−1
mki
 n0s0···si−12R1ni . But s2 is sparse,
therefore limi→∞
m0s′0···s′i
mi
= 0, so the inequality holds for large enough ki . 
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Stz(Si), S = GCD(S1, S2), Ri = ÷(Si, S), and δi = δ(Ti) for i = 1,2. We assume that R1 is ﬁnite.
(i) Assume that s1 and s2 are non-sparse, both R1 and R2 are ﬁnite, and S is not divisible by an inﬁnite
power of any prime number. In addition, let (X1, X2) = (A,C), (A, O ), (O ,C), or (C, O ). If 2 R1δ1 <
R2
δ2
,
then s1 admits an injective homomorphism into s2 . If 2
R1
δ1
= R2
δ2
, s1 admits an injective homomorphism
into s2 unless s1 is pure and s2 is dense.
(ii) Assume that s1 and s2 are non-sparse, both R1 and R2 are ﬁnite, and S is not divisible by an inﬁnite power
of any prime number. In addition, assume that (X1, X2) = (C, A) or (O , A). If R1δ1 <
R2
δ2
, then s1 admits
an injective homomorphism into s2 . If
R1
δ1
= R2
δ2
, s1 admits an injective homomorphism into s2 unless s1
is pure and s2 is dense.
(iii) Assume that s1 and s2 are non-sparse. If R2 is inﬁnite or S is divisible by an inﬁnite power of some prime
number, then s1 admits an injective homomorphism into s2 .
(iv) If s2 is sparse, then s1 admits an injective homomorphism into s2 .
Proof. The proofs of all four statements in the lemma are analogous to the corresponding proofs of
Lemma 3.2. We will point out only the essential differences.
(i) If (X1, X2) = (A,C) or (A, O ), we put xi = yi = qi as in the proof of Lemma 3.2(i). If (X1, X2) =
(O ,C) or (C, O ), we put xi = 2qi , yi = 0. Since we are dealing with Lie algebras of different types we
have to pay attention the additional conditions of Lemma 2.9, which are obviously satisﬁed. The rest
of the proof is the same and the diagram in (11) (with Lie algebras of corresponding types) yields an
injective homomorphism of s1 into s2.
(ii) Since s1 is of type O or C , s1 is one-sided. The Lie algebra s2 is not two-sided symmetric
because 2∞ does not divide S2. Thus s2 is either one-sided or two-sided non-symmetric. Both cases
were considered in Lemma 3.2(ii) for type A Lie algebras. The construction of an injective homomor-
phism of s1 into s2 is the same in the case we now consider.
(iii), (iv) If (X1, X2) = (A,C) or (A, O ), we put xi = yi = qi , and if (X1, X2) = (C, A), (O , A), (O ,C),
or (C, O ), we put xi = 2qi , yi = 0. The proofs of (iii) and (iv) are completed in a similar way to the
proofs of Lemma 3.2(iii) and (iv). 
Corollary 3.4. The three ﬁnitary Lie algebras sl(∞), so(∞), and sp(∞) admit an injective homomorphism
into any diagonal Lie algebra.
Proof. Let s be a diagonal Lie algebra. If s is ﬁnitary, then s is isomorphic to one of the three Lie alge-
bras sl(∞), so(∞), sp(∞). Hence sl(∞), so(∞), admit sp(∞) admit an injective homomorphism into
s. If s is not ﬁnitary, then (by an easy corollary from Lemma 3.3(iii), (iv)) there exists a pure one-sided
Lie algebra of type A s′ which admits an injective homomorphism into s. Then each of the Lie alge-
bras sl(∞), so(∞), sp(∞) can be mapped by an injective homomorphism into s′ by Proposition 3.1,
and the statement follows. 
Proposition 3.5. Let s1 = X1(T1) be a subalgebra of s2 = X2(T2). Set S1 = Stz(S1), S2 = Stz(S2). Then
S1|S2N for some N ∈ Z>0 .
Proof. We take s := s1 and g := s2, in order to use the notation si for an exhaustion of s. Since s
admits an injective homomorphism into g there is a commutative diagram
s1
θ1
· · · si
θi
· · ·
gk1 · · · gki · · · .
S. Markouski / Journal of Algebra 327 (2011) 186–207 199Set M = Igk1s1 (θ1). Then, by Proposition 2.2(ii), we have I
gki
gk1
M = Isis1 I
gki
si (θi) for i  1. Then∏i−1
j=1 I
s j+1
s j |M
∏ki−1
j=k1 I
g j+1
g j for i  1. Thus, S1|S2Mn1, where n1 is the dimension of the natural repre-
sentation of s1. 
Proposition 3.6. Let s be a sparse one-sided Lie algebra of type A not isomorphic to sl(∞). Then s admits no
non-trivial homomorphism into a pure one-sided Lie algebra of type A.
Proof. Assume for the sake of a contradiction that there is an injective homomorphism of s into
some pure one-sided Lie algebra of type A. Let s be exhausted as sl(n1) ⊂ sl(n2) ⊂ · · · , each inclusion
sl(ni) → sl(ni+1) being of signature (li,0, zi). Recall that by the deﬁnition of a sparse Lie algebra,
limi→∞ n1l1···li−1ni = 0. Then there is a commutative diagram
sl(n1)
θ1
· · · sl(ni)
θi
(li ,0,zi)
sl(ni+1)
θi+1
· · ·
sl(m1) · · · sl(m1 · · ·mi)
(mi+1,0,0)
sl(m1 · · ·mi+1) · · · . (16)
The lower row constitutes an exhaustion of the pure Lie algebra sl(m1m2 · · ·).
Denote by Vi the natural sl(m1 · · ·mi)-module for i  1. Note that θi makes Vi into an sl(ni)-
module. Let
Vi ↓ sl(ni) ∼=
⊕
λ∈Hi
Tλ ⊗ F λni (17)
be the decomposition into a direct sum of isotypic components. Here Tλ = Homsl(ni)(F λni , Vi ↓ sl(ni))
is a trivial sl(ni)-module, and Hi is the set of all highest weights appearing in this decomposition. We
can rewrite (17) (non-canonically) as
Vi ↓ sl(ni) ∼=
⊕
λ∈Hi
F λni ⊕ · · · ⊕ F λni︸ ︷︷ ︸
tλ
, (18)
where tλ = dim Tλ . Since all weights λ ∈ Hi are dominant, for each λ = (λ1, . . . , λni ), λ1 − λni is a
non-negative integer. Set di = maxλ∈Hi (λ1 − λni ). We deﬁne H(ϕ) and d(ϕ) in a similar way for an
arbitrary injective homomorphism ϕ of ﬁnite-dimensional classical simple Lie algebras of type A, so
that H(θi) = Hi and d(θi) = di .
Let us show that di  di+1 for i  1. By ϕi we denote the injective homomorphism
sl(m1 · · ·mi) (mi+1,0,0)−−−−−−−→ sl(m1 · · ·mi+1) as in (16). Notice ﬁrst that H(ϕi ◦ θi) = H(θi) = Hi and
dimHomsl(ni)(F
λ
ni , Vi+1) =mi+1 dimHomsl(ni)(F λni , Vi) for all λ ∈ Hi . Furthermore, d(ϕi ◦θi) = d(θi) = di .
Let λ ∈ Hi+1 be a weight such that λ1 − λni+1 = di+1. Since (li,0, zi) is the signature of the di-
agonal injective homomorphism sl(ni) → sl(ni+1), there is a chain of inclusions sl(ni) ⊂ sl(lini) ⊂
sl(lini + 1) ⊂ · · · ⊂ sl(lini + zi) = sl(ni+1) such that their composition is the original map in (16). Ap-
plying Gelfand–Tsetlin rule (see Theorem 2.6) repeatedly we obtain that F λni+1 ↓ sl(lini + zi − j) has a
submodule with highest weight (λ1, λ2, . . . , λlini+zi− j−2, λlini+zi− j−1, λni+1 ) for j = 1, . . . , zi . We then
apply Corollary 2.8 to the submodule of F λni+1 ↓ sl(lini) with highest weight (λ1, . . . , λlini−1, λni+1 )
and see λˆ := (λ1 + · · · + λli , λli+1 + · · · + λ2li , . . . , λlini−li+1 + · · · + λlini−1 + λni+1 ) ∈ H(ϕi ◦ θi), i.e. the
sl(ni)-module with highest weight λˆ is a constituent of F λni+1 ↓ sl(ni). Hence, d(ϕi ◦ θi) (λˆ1 − λˆni ) =
(λ1 +· · ·+λli )− (λlini−li+1 +· · ·+λlini−1 +λni+1 ) λ1 −λni+1 = di+1, where the latter inequality holds
because λ is dominant. Since d(ϕi ◦ θi) = di , we have the desired inequality di  di+1.
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that di = d for all i  J . Pick K such that l J · · · lK−1 > d (this is possible since s is not isomorphic to
sl(∞), and therefore ∏∞i=1 li is inﬁnite). Consider now the following part of the diagram in (16):
sl(n J )
θ J
· · · sl(nK )
θK
sl(m1 · · ·m J ) · · · sl(m1 · · ·mK ).
The injective homomorphism sl(n J ) → sl(nK ) is diagonal of signature (l,0, z), where l = l J · · · lK−1
and z = nK − ln J . Using similar arguments as above we obtain that λˆ = (λ1 + · · · + λl, λl+1 + · · · +
λ2l, . . . , λnK−l+1 + · · · + λnK−1 + λnK ) ∈ H J for any λ ∈ HK . Then we have λ1 + · · · + λl − (λnK−l+1 +· · · + λnK ) d. If λd+1 = λnK−d , then λd+1  λnK−d + 1, in which case λ1 + · · · + λl − (λnK−l+1 + · · · +
λnK )  (λ1 + · · · + λd+1) − (λnK−d + · · · + λnK )  d + 1 as l > d. Hence, λd+1 = λnK−d which yields
λd+1 = λd+2 = · · · = λnK−d . We thus conclude that for i  K each integral dominant weight appearing
in Hi has the property that all its values apart from the ﬁrst d and the last d must be equal.
Let us calculate the index Isl(m1···mi)sl(n1) of the corresponding composition of homomorphisms in (16).
Using Proposition 2.2(ii) and Corollary 2.3, we compute Isl(m1···mi)sl(n1) = I(θ1)m2 · · ·mi by following down
θ1 and to the right; similarly we compute I
sl(m1···mi)
sl(n1)
= l1 · · · li−1 I(θi) by going to the right and then
down θi . By Proposition 2.2(iii), (iv) we have
I(θi) =
∑
λ∈Hi
tλ I
(
F λni
)= 1
n2i − 1
∑
λ∈Hi
tλ dim F
λ
ni 〈λ,λ + 2ρ〉sl(ni), (19)
where 2ρ is the sum of all the positive roots of sl(ni).
Note that 〈λ,λ + 2ρ〉sl(ni) = (λ˜, λ˜ + 2ρ), where λ˜ j = λ j − 1ni
∑ni
k=1 λk for j = 1, . . . ,ni , 2ρ = (ni −
1,ni − 3, . . . ,−(ni − 1)), and ( , ) is the usual scalar product on Cni .
Fix i  K , using the notation from above, so that λ1 − λni  d and λd+1 = λd+1 = · · · = λni−d . Set
α = λ˜d+1, so that |λ˜ j −α| = 0 for j = d+ 1,d+ 2, . . . ,ni − d. Then |λ˜ j −α| = |λ j − λd+1| d for all j.
Since
∑ni
j=1 λ˜ j = 0 and λ˜1 − λ˜ni = λ1 − λni  d, we have |λ˜ j | d for all j. Hence,
∣∣〈λ,λ + 2ρ〉sl(ni)∣∣= ∣∣(λ˜, λ˜ + 2ρ)∣∣=
∣∣∣∣∣
ni∑
j=1
λ˜ j(λ˜ j + ni − 2 j + 1)
∣∣∣∣∣
=
∣∣∣∣∣
ni∑
j=1
λ˜ j(λ˜ j − α − 2 j) + (ni + 1+ α)
ni∑
j=1
λ˜ j
∣∣∣∣∣
=
∣∣∣∣∣
ni∑
j=1
(λ˜ j − α + α)(λ˜ j − α − 2 j)
∣∣∣∣∣
=
∣∣∣∣∣
ni∑
j=1
(λ˜ j − α)2 − 2
ni∑
j=1
(λ˜ j − α) j +
ni∑
i=1
(
α(λ˜ j − α) − 2α j
)∣∣∣∣∣
=
∣∣∣∣∣
ni∑
j=1
(λ˜ j − α)2 − 2
d∑
j=1
(λ˜ j − α) j − 2
ni∑
j=n −d+1
(λ˜ j − α) j − niα2 − ni(ni + 1)α
∣∣∣∣∣
i
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ni∑
j=1
d2 + 2
d∑
j=1
jd + 2
ni∑
j=ni−d+1
jd + niα2 + ni(ni + 1)|α|
= 2nid2 + 2(ni + 1)d2 + niα2 + ni(ni + 1)|α|.
Since λ˜1 + · · · + λ˜d + α(ni − 2d) + λ˜ni−d+1 + · · · + λ˜ni = 0 (which implies |α| 2d
2
ni−2d ), we obtain the
following inequality:
∣∣〈λ,λ + 2ρ〉sl(ni)∣∣ 2d2ni + 2d2(ni + 1) + 4d4ni(ni − 2d)2 + 2d
2ni(ni + 1)
ni − 2d  c0ni
for all i  K , where c0 is some positive constant. Then from (19) we have
I(θi)
c0ni
n2i − 1
∑
λ∈Hi
tλ dim F
λ
ni =
c0ni
n2i − 1
m1 · · ·mi .
Hence,
I(θ1)m2 · · ·mi = Isl(m1···mi)sl(n1) = l1 · · · li−1 I(θi) l1 · · · li−1
c0ni
n2i − 1
m1 · · ·mi .
This implies I(θ1)c0m1  l1 · · · li−1
ni
n2i −1
, so l1···li−1ni  c1 for some positive constant c1. The last inequality
contradicts the fact that limi→∞ n1l1···li−1ni = 0, so the proposition follows. 
Corollary 3.7. Let s1 , s2 be non-ﬁnitary diagonal Lie algebras. Assume that s1 is sparse and there is an injective
homomorphism of s1 into s2 . Then s2 must be sparse as well.
Proof. Suppose, on the contrary, that s2 is pure or dense. Lemma 3.3(iv) implies that there exists
a sparse one-sided Lie algebra s′1 of type A which admits an injective homomorphism into s1. By
Lemma 3.3(iii) there exists a pure one-sided Lie algebra s′2 of type A such that s2 admits an injective
homomorphism into s′2. If s1 would admit an injective homomorphism into s2, then s′1 would admit
an injective homomorphism into s′2 through the chain s′1 ⊂ s1 ⊂ s2 ⊂ s′2, which would contradict
Proposition 3.6. Hence the statement holds. 
Proposition 3.8. Let s1 = A(T1) and s2 = A(T2) be pure one-sided Lie algebras, neither of them ﬁnitary. Set
Si = Stz(Si) for i = 1,2, and S = GCD(S1, S2). Assume that both Steinitz numbers ÷(S1, S) and ÷(S2, S)
are ﬁnite and S is not divisible by an inﬁnite power of any prime number. An injective homomorphism of s1
into s2 is necessarily diagonal.
Proof. Let S = pl11 pl22 · · · for the increasing sequence {pi} of all prime numbers dividing S . Denote
ni = S1S (p1)l1 · · · (pN+i)lN+i for i  0, with integer N to be ﬁxed later. Suppose that there is an injective
homomorphism θ : s1 → s2. Then it is given by the following commutative diagram:
sl(n0)
θ0
· · · sl(ni)
θi
sl(ni+1)
θi+1
· · ·
sl(m0) · · · sl(mi) sl(mi+1) · · · , (20)
202 S. Markouski / Journal of Algebra 327 (2011) 186–207where mi = S2S (p1)l1 · · · (pN+ki )lN+ki for i  0 for some k0,k1, . . . . By possibly shifting the bottom row
of the diagram we may assume that ki  i + 1 for each i  0.
Denote by Wi the natural sl(mi)-module. Let H(ϕ) and d(ϕ) be as in the proof of Proposition 3.5
for an arbitrary injective homomorphism ϕ of ﬁnite-dimensional classical simple Lie algebras of
type A. Set Hi = H(θi) and di = d(θi) for i  0. Similarly to (18) we then have
Wi ↓ sl(ni) ∼=
⊕
λ∈Hi
F λni ⊕ · · · ⊕ F λni︸ ︷︷ ︸
tλ,i
,
where tλ,i = dimHomsl(ni)(F λni ,Wi ↓ sl(ni)).
Similarly to the proof of Proposition 3.5, {di} is a decreasing sequence, and therefore di = d for
i  i0. By choosing N large enough we make di = d and pN+i > d + 1 for all i  0. Take now 0 i <
j  ki and consider the following piece of the diagram in (20):
sl(ni)
θi
· · · sl(n j)
θ j
sl(mi) · · · sl(mj). (21)
Here the injective homomorphism sl(ni) → sl(n j) is of signature (q,0,0), where q = (pN+i+1)lN+i+1 · · ·
(pN+ j)lN+ j . Take an arbitrary non-trivial highest weight λ in H j , yielding the sl(n j)-module F λn j . Since
n j = qni , by Proposition 2.7 we have
F λqni ↓ sl(ni) ∼=
⊕
ν
( ∑
μ1,...,μq
cλμ1···μq c
ν
μ1···μq
)
F νni .
Since the coeﬃcients cλμ1···μq and c
ν
μ1···μq are independent of the order of μ1, . . . ,μq , we can rewrite
this as
F λqni ↓ sl(ni) ∼=
⊕
ν
( ∑
[μ1,...,μq]
Cq1,...,qrq c
λ
μ1···μq c
ν
μ1···μq
)
F νni . (22)
Here [μ1, . . . ,μq] denotes the multiset with these elements, and q1, . . . ,qr are the corresponding
multiplicities, so that q1 + · · · + qr = q.
Fix a highest weight ν such that F νni has non-zero multiplicity in (22) and ﬁx a multiset of
integral dominant weights [μ1, . . . ,μq] making both generalized Littlewood–Richardson coeﬃcients
cλμ1···μq and c
ν
μ1···μq non-zero. We will show that q divides C
q1,...,qr
q (and hence the contribution from
[μ1, . . . ,μq] to the multiplicity of F νni ) if the module F νni is non-trivial. Suppose that pl divides all
q1, . . . ,qr for some N + i + 1 l N + j. Note that the sl(ni)-module F ν ′ni for ν ′ = μ1 + · · · + μq also
has non-zero multiplicity in (22) because cν
′
μ1···μq = 0. Since all q1, . . . ,qr are divisible by pl , we have
ν ′ = plμ′ for some integral dominant weight μ′ . Since F ν ′ni has non-zero multiplicity in W j considered
as an sl(ni)-module using the path along θ j in (21), and since W j ↓ sl(mi) is a direct sum of copies of
Wi , it must be that F ν
′
ni has non-zero multiplicity in Wi ↓ sl(ni), i.e. ν ′ ∈ Hi . Since di = d < pl − 1 we
have pl > ν ′1 − ν ′ni = pl(μ′1 − μ′ni ) which possible only if μ′1 = μ′ni (equivalently, ν ′1 = ν ′ni ). Therefore
ν ′ is a trivial highest weight, and hence all μ1, . . . ,μq are trivial as well. Then the coeﬃcient cνμ1···μq
is non-zero only if ν is trivial, so F νni is the trivial module.
Suppose now that pl does not divide at least one of q1, . . . ,qr for each l such that N+ i  l N+ j.
A combinatorial argument shows that Cq1,...,qrq = q!q !···q ! is divisible by q if each prime divisor of q fails1 r
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non-zero multiplicity in (22), has multiplicity divisible by q. As a corollary, any non-trivial simple
constituent of W j ↓ sl(ni) appears with multiplicity divisible by q.
By following the diagram in (21) down θi and then to the right, we get W j ↓ sl(ni) ∼=
mj
mi
⊕
ν∈Hi tν,i F
ν
ni . Since q = (pN+i+1)lN+i+1 · · · (pN+ j)lN+ j is relatively prime to
mj
mi
= (pN+ki+1)lN+ki+1 · · ·
(pN+k j )
lN+k j (as j  ki ), the commutativity of the diagram in (21) implies that tν,i is divisible by q for
any non-trivial ν in Hi .
Let us introduce a new notation. For an arbitrary injective homomorphism ϕ : g1 → g2 of ﬁnite-
dimensional classical simple Lie algebras of type A we denote by N(ϕ) the number (counting
multiplicities) of simple non-trivial constituents of the natural representation of g2 considered as
a g1-module via ϕ . Then Ni := N(θi) is divisible by q = (pN+i+1)lN+i+1 · · · (pN+ j)lN+ j by the above
argument. Taking j = ki we obtain that Ni is divisible by (pN+i+1)lN+i+1 · · · (pN+ki )lN+ki .
Fix now j = i+1 in the diagram in (21), and let ψ : sl(ni) → sl(mi+1) denote the map produced by
this diagram. As shown above, each non-trivial weight λ ∈ Hi+1 yields a non-trivial weight in H(ψ) =
Hi with non-zero multiplicity divisible by (pN+i+1)lN+i+1 , and hence at least (pN+i+1)lN+i+1 . Therefore
by following the diagram to the right and then down θi+1, we obtain N(ψ) (pN+i+1)lN+i+1Ni+1. Note
also that equality holds here only if for each non-trivial λ ∈ Hi+1 we have F λqni ↓ sl(ni) ∼= qF νni ⊕ T for
a non-trivial ν ∈ Hi , where T is a trivial (possibly 0-dimensional) module. Meanwhile, by following
the diagram down θi and to the right we have N(ψ) = (pN+ki+1)lN+ki+1 · · · (pN+ki+1 )lN+ki+1 Ni . As a
result we obtain the inequality (pN+ki+1)
lN+ki+1 · · · (pN+ki+1 )lN+ki+1 Ni  (pN+i+1)lN+i+1Ni+1, i.e. αi 
αi+1, where αi := Ni
(pN+i+1)lN+i+1 ···(pN+ki )
lN+ki
are integers for i  0. Since {αi} is a decreasing sequence
of positive integers it stabilizes, and by choosing N suﬃciently large we can assume that α0 = α1 =
α2 = · · · .
Now take an arbitrary non-trivial λ ∈ Hi+1. Since αi = αi+1, the decomposition in (22) becomes
F λqni ↓ sl(ni) ∼= qF νni ⊕ T for some non-trivial ν ∈ Hi , where T is some trivial (possibly 0-dimensional)
module. Since the contribution from each multiset [μ1, . . . ,μq] to the multiplicity of F νni in (22) is
divisible by q, there exists exactly one multiset [μ1, . . . ,μq] making a non-zero contribution to the
multiplicity of F νni . Moreover, the fact that C
q1,...,qr
q c
λ
μ1···μq c
ν
μ1···μq = q together with the fact that q
divides Cq1,...,qrq implies C
q1,...,qr
q = q. It is easy to check that q!q1!···qr ! = q only if r = 2 and {q1,q2} ={1,q − 1}. Then we safely can assume that μ1 = μ2 = · · · = μq−1. Since ν ′ = μ1 + · · · + μq is a
non-trivial weight satisfying cν
′
μ1···μq = 0, the module F ν
′
ni also has non-zero multiplicity in (22), and
therefore ν = ν ′ . Hence ν = (q − 1)μ1 + μq , and since ν1 − νni  d < (pN+i+1)lN+i+1 − 1 = q − 1,
we immediately get that μ1 is a trivial weight. Then the only multiset [μ1, . . . ,μq] making cλμ1···μq
non-zero has q − 1 trivial weights. One can check that this is only possible if λ is either of the form
(c+1, c, . . . , c, c) or (c, c, . . . , c, c+1). Thus, all non-trivial highest weights from Hi+1 are either those
of the natural or of the conatural representation. This means precisely that all homomorphisms θi are
diagonal. 
Corollary 3.9. Let s1 = X1(T1) and s2 = X2(T2) be non-sparse Lie algebras, neither of them ﬁnitary. Set
Si = Stz(Si), S = GCD(S1, S2), and Ri = ÷(Si, S) for i = 1,2. Assume that S is not divisible by an inﬁnite
power of any prime number, and that both R1 and R2 are ﬁnite. An injective homomorphism of s1 into s2 is
necessary diagonal.
Proof. Set δi = δ(Ti), i = 1,2. Denote s′1 = sl(÷(S1, R ′1)), where R ′1 > 2δ1 is some ﬁnite divisor of S1,
and s′2 = sl(S2R ′2), where R ′2 is ﬁnite and R ′2 > 2δ2 . Then, by Lemmas 3.2(i) and 3.3(i), (ii), s′1 admits an
injective homomorphism into s1 and s2 admits an injective homomorphism into s′2. Then there exists
an injective homomorphism of s′1 into s′2 through the chain s′1 ⊂ s1 ⊂ s2 ⊂ s′2 and this homomorphism
is diagonal because the Lie algebras s′1 and s′2 satisfy the conditions of Proposition 3.8. Finally, it
follows from Corollary 2.11 that the injective homomorphism of s1 into s2 has to be diagonal as
well. 
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Stz(Si), S = GCD(S1, S2), Ri = ÷(Si, S), δi = δ(Ti), Ci = Stz(Ci), C = GCD(C1,C2), Bi = ÷(Ci,C), and
σi = σ(Ti) for i = 1,2. Assume that S is not divisible by an inﬁnite power of any prime, and both R1 and R2
are ﬁnite. If s1 admits a diagonal injective homomorphism into s2 , then the following holds.
(i) R1
δ1
 R2
δ2
. The inequality is strict if s1 is pure and s2 is dense.
(ii) 2 R1
δ1
 R2
δ2
when one of the following additional hypotheses holds:
– (X1, X2) = (A,C), (A, O ), (O ,C), or (C, O );
– (X1, X2) = (A, A), B1 is inﬁnite;
– (X1, X2) = (A, A), B1 is ﬁnite, s1 is two-sided weakly non-symmetric, s2 is either one-sided or two-
sided strongly non-symmetric;
– (X1, X2) = (A, A), both B1 and B2 are ﬁnite, C is not divisible by an inﬁnite power of a prime number,
both s1 , s2 are two-sided strongly non-symmetric, and
R1σ1
B1
< R2σ2B2
.
Again the inequality is strict if s1 is pure and s2 is dense.
Proof. As it was explained in the proof of Lemma 3.2, we can choose suitable exhaustions of s1
and s2.
(i) Assume that (X1, X2) = (A, A) (the other cases are analogous). Let s1 be exhausted as sl(n0) ⊂
sl(n1) ⊂ · · · , each inclusion sl(ni) → sl(ni+1) being of signature (li, ri, zi), i  0 and s2 as sl(m0) ⊂
sl(m1) ⊂ · · · with sl(mi) → sl(mi+1) being of signature (l′i, r′i, z′i), i  0. Moreover, we choose n0 to be
divisible by R1 and m0 to be divisible by R2.
There is a commutative diagram
sl(n0)
θ0
sl(n1)
θ1
· · · sl(ni)
θi
· · ·
sl(mk0) sl(mk1) · · · sl(mki ) · · · , (23)
where each injective homomorphism θi is diagonal of signature (xi, yi,mki − (xi + yi)ni). Denote qi =
xi + yi . Then, using Corollary 2.5 [BZ], we get
qis
′
ki
· · · s′k j−1 = si · · · s j−1q j for all j > i  0. (24)
Hence si si+1 · · · divides qis′ki s′ki+1 · · · for i  0, so S1m0s′0 · · · s′ki−1 divides qi S2n0s0 · · · si−1. Since S is
not divisible by an inﬁnite power of any prime number, the ﬁrst Steinitz number will still divide the
second one after cancellation of both of them by S . Therefore ÷(qi R2n0s0 · · · si−1, R1m0s′0 · · · s′ki−1) is
a Steinitz number which is moreover ﬁnite, and thus it is a positive integer. So
m0s′0···s′ki−1
R2mki
 n0s0···si−1R1ni .
Taking the limit of both sides for i → ∞ we get δ2R2 
δ1
R1
. Moreover, if s1 is pure and s2 is dense,
then
m0s′0···s′ki−1
R2mki
 δ1R1 for large enough i. But the decreasing sequence
m0s′0···s′ki−1
mki
does not stabilize, so
we obtain the strict inequality δ2R2 <
δ1
R1
.
(ii) We keep the notations from (i). The injective homomorphism of s1 into s2 is given again by
(23). If the pair (X1, X2) is one of (A,C), (A, O ), (O ,C), and (C, O ), then, by Proposition 2.3 [BZ],
for any diagonal injective homomorphism of a type X1 algebra into a type X2 algebra of signature
(l, r, z) the integer l + r is even. Therefore q j is divisible by 2 for any j and it follows from (24) that
qis′ki s
′
ki+1 · · · is divisible by 2si si+1 · · · . The rest of the proof is analogous to (i).
In the other three cases both s1 and s2 are of type A. Notice that neither s1 nor s2 is two-sided
symmetric (otherwise S would be divisible by 2∞). Thus we can assume that ci > 0 and c′i > 0 for
all i  0. Denote ti = xi − yi . It is enough to prove that ti = 0 for inﬁnitely many i (because then qi
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contrary, i.e. let ti > 0 for i  i0. Without loss of generality we can assume that ti > 0 for all i  0. Let
us show that this contradicts with the assumptions of the lemma in all three cases.
Let B1 be inﬁnite. By Corollary 2.5 in [BZ],
t0c
′
k0
· · · c′ki−1 = c0 · · · ci−1ti for i  1. (25)
Then clearly c0c1 · · · divides t0c′k0c′k0+1 · · · , and therefore B1 divides n0t0. This contradicts B1 being
inﬁnite.
For the next case, combining (24) and (25), we obtain t0q0 ·
c′k0 ···c
′
ki−1
s′k0 ···s
′
ki−1
= tiqi ·
c0···ci−1
s0···si−1 . By deﬁnition
σ1 = limi→∞ c0···cis0···si , and since s1 is two-sided weakly non-symmetric we have limi→∞
ti
qi
c0···ci
s0···si = 0.
But limi→∞ t0q0 ·
c′k0 ···c
′
ki−1
s′k0 ···s
′
ki−1
= uσ2, where u =
t0s′0···s′k0−1
q0c′0···c′k0−1
> 0. So σ2 = 0, contradicting s2 being not two-
sided weakly non-symmetric.
Finally, let both s1 and s2 be two-sided strongly non-symmetric. Since ti  qi for i  0, we have
t0
q0
· c
′
k0
···c′ki−1
s′k0 ···s
′
ki−1
 c0···ci−1s0···si−1 . Taking the limit we obtain
t0
q0
· s
′
0 · · · s′k0−1
c′0 · · · c′k0−1
σ2  σ1. (26)
Let us go back to (24). We know that q0s′k0 · · · s′ki−1 = s0 · · · si−1qi . If qi is divisible by some prime
number p for inﬁnitely many i, then by an argument similar to that in (i) one derives the inequality
p R1
δ1
 R2
δ2
, from which the statement follows. So we can assume that every p divides at most ﬁnitely
many qi . Then it is easy to see that the Steinitz numbers q0s′k0 s
′
k0+1 · · · and s0s1 · · · have equal values
at every prime p, so they coincide. Hence,
R2
R1
= m0s
′
0 · · · s′k0−1
q0n0
. (27)
From (25) c0c1 · · · divides t0c′k0c′k0+1 · · · , and therefore
B2
B1

m0c′0···c′k0−1
t0n0
. Combining the latter inequal-
ity with (26) and (27) we obtain σ1σ2 
R2B1
R1B2
, which contradicts an assumption in the statement of the
lemma. 
We are now able to prove the main result of the paper.
Theorem 3.11.
(a) The three ﬁnitary Lie algebras sl(∞), so(∞), sp(∞) admit an injective homomorphism into any inﬁnite-
dimensional diagonal Lie algebra. An inﬁnite-dimensional non-ﬁnitary diagonal Lie algebra admits no
injective homomorphism into sl(∞), so(∞), sp(∞).
(b) Let s1 = X1(T1), s2 = X2(T2) be inﬁnite-dimensional non-ﬁnitary diagonal Lie algebras. Set Si = Stz(Si),
S = GCD(S1, S2), Ri = ÷(Si, S), δi = δ(Ti), Ci = Stz(Ci), C = GCD(C1,C2), Bi = ÷(Ci,C), and σi =
σ(Ti) for i = 1,2. Then s1 admits an injective homomorphism into s2 if and only if the following condi-
tions hold.
(1) R1 is ﬁnite.
(2) s2 is sparse if s1 is sparse.
(3) If s1 and s2 are non-sparse, both R1 and R2 are ﬁnite, and S is not divisible by an inﬁnite power of
any prime number, then  R1
δ1
 R2
δ2
for  as speciﬁed below. The inequality is strict if s1 is pure and s2
is dense. We have  = 2, except in the cases listed below, in which  = 1:
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one-sided;
(3.2) (X1, X2) = (A, A), B1 is ﬁnite, either s1 is one-sided and s2 is two-sided non-symmetric or s2
is two-sided weakly non-symmetric and s1 is two-sided non-symmetric;
(3.3) (X1, X2) = (A, A), B1 is ﬁnite, both s1 and s2 are two-sided strongly non-symmetric, either
B2 is inﬁnite or C is divisible by an inﬁnite power of any prime number;
(3.4) (X1, X2) = (A, A), both B1 and B2 are ﬁnite, both s1 and s2 are two-sided strongly non-
symmetric, C is not divisible by an inﬁnite power of any prime number, and R1σ1B1 
R2σ2
B2
.
Proof. (a) The statement follows directly from Corollary 3.4 and Proposition 3.5.
(b) The suﬃciency of the conditions follows directly from Lemmas 3.2 and 3.3.
The necessity of conditions (1) and (2) follows from Proposition 3.5 and Corollary 3.7 respectively.
Let us prove the necessity of condition (3). Note that the assumptions of this condition satisfy Corol-
lary 3.9. Hence in this case an injective homomorphism of s1 into s2, if it exists, has to be diagonal.
Therefore we can apply Lemma 3.10 and this lemma implies the necessity of condition (3) (it is easy
to check that under corresponding assumptions the cases which are not listed in (3.1)–(3.4) are ex-
actly the cases listed in Lemma 3.10(ii)). 
The following corollary gives a description of equivalence classes of diagonal Lie algebras with
respect to the equivalence relation introduced earlier in this paper.
Corollary 3.12.
(a) The three ﬁnitary Lie algebras sl(∞), so(∞), and sp(∞) are pairwise equivalent. None of them is equiv-
alent to any non-ﬁnitary diagonal Lie algebra.
(b) Let s1 = X1(T1) and s2 = X2(T2) be inﬁnite-dimensional non-ﬁnitary diagonal Lie algebras. Set Si =
Stz(Si), S = GCD(S1, S2), Ri = ÷(Si, S), δi = δ(Ti), Ci = Stz(Ci), C = GCD(C1,C2), Bi = ÷(Ci,C), and
σi = σ(Ti) for i = 1,2. Then s1 is equivalent to s2 if and only if the following conditions hold.
(1) S1
Q∼ S2 .
(2) Both s1 and s2 are either sparse or non-sparse.
(3) If s1 and s2 are non-sparse and S is not divisible by an inﬁnite power of any prime number, then:
(3.1) R1
δ1
= R2
δ2
;
(3.2) s1 and s2 have the same density type;
(3.3) s1 and s2 are of the same type (X1 = X2);
(3.4) s1 and s2 have the same symmetry type;
(3.5) C1
Q∼ C2 if s1 and s2 are two-sided non-symmetric;
(3.6) R1σ1B1 =
R2σ2
B2
if s1 and s2 are two-sided strongly non-symmetric and C is not divisible by an
inﬁnite power of any prime number.
Proof. (a) The statement follows directly from Theorem 3.11(a).
(b) To prove suﬃciency it is easy to check case by case that all the conditions of Theorem 3.11(b)
are satisﬁed for both pairs s1 ⊂ s2 and s2 ⊂ s1.
Let us prove necessity. Assume that there exist injective homomorphisms s1 → s2 and s2 → s1.
Conditions (1) and (2) are obviously satisﬁed. Suppose that s1 and s2 are both non-sparse and S is
not divisible by an inﬁnite power of any prime number. Then 1
R1
δ1
 R2
δ2
and 2
R2
δ2
 R1
δ1
by Theo-
rem 3.11(b). Clearly, this is only possible if 1 = 2 = 1 and R1δ1 = R2δ2 . Then s1 and s2 have the same
density type (otherwise one of the inequalities would be strict). Conditions (3.3)–(3.6) follow from
conditions (3.1)–(3.4) of Theorem 3.11(b) for both pairs (s1, s2) and (s2, s1). 
Remark. Isomorphic Lie algebras are clearly equivalent. If two Lie algebras satisfy Theorem 2.4 (or
Theorem 2.5), then they satisfy also Corollary 3.12. One can check that conditions (A3) and (B3) of
Theorem 2.4 correspond respectively to conditions (3.1) and (3.6) of Corollary 3.12.
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write s1 → s2 in case there exists an injective homomorphism from s1 into s2, then the relation →
is a partial order on D. It follows from Theorem 3.11(a) that D has the only minimal element (which
also is the least element) with respect to the order →: the equivalence class consisting of the three
ﬁnitary Lie algebras sl(∞), so(∞), sp(∞). The following statement shows that there exists precisely
one maximal element of D (which also is the greatest element).
Corollary 3.13. Let s = X(T ) be a diagonal Lie algebra. Set S = Stz(S). The following are equivalent.
(1) Any diagonal Lie algebra admits an injective homomorphism into s.
(2) s is sparse and S = p∞1 p∞2 · · · , where p1, p2, . . . is the increasing sequence of all prime numbers.
Proof. (1) ⇒ (2): Consider a Lie algebra s′ = A(T ′), where T ′ is sparse and Stz(S ′) = p∞1 p∞2 · · · .
Since s′ admits an injective homomorphism into s, the Steinitz number ÷(p∞1 p∞2 · · · , S) is ﬁnite and
s is sparse by Theorem 3.11(b). Then clearly S = p∞1 p∞2 · · · .
(2) ⇒ (1): It follows immediately from Theorem 3.11. 
The equivalence class corresponding to the maximal element of D consists of inﬁnitely many pair-
wise non-isomorphic Lie algebras. Indeed, by Theorem 2.4 there is only one, up to isomorphism,
sparse one-sided Lie algebra of type A satisfying property (2) of Corollary 3.13, but there are in-
ﬁnitely many sparse two-sided Lie algebras of type A with this property. By Theorem 2.5, any Lie
algebra of type other than A satisfying property (2) of Corollary 3.13 is isomorphic to the sparse
two-sided symmetric Lie algebra of type A with Stz(S) = p∞1 p∞2 · · · .
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