Introduction
Let K be a field of characteristic p > 0, E ra the symmetric group on n letters, S n _ 1 < L ra the subgroup consisting of the permutations of the first« -1 letters, and D k the irreducible AT n -module corresponding to a (/^-regular) partition X of n. In [9] we described the socle of the restriction D x [ T and obtained a number of other results which can be considered as generalisations of the classical Branching Theorem in zero characteristic (cf. for example [4, 9.2] ). The purpose of this paper is to provide some applications of these results.
First we obtain a lower bound for the dimension of an irreducible module D x in terms of the paths in a modular version of the Young graph and (which is essentially the same) in terms of a modular version of the standard A-tableaux. Then we prove a somewhat surprising result, namely that soc (D x | L ) contains at most p simple components (it was shown in [7] that this socle is multiplicity-free). Moreover we find explicitly the number of these simple components and prove that they all belong to distinct blocks.
We also obtain some information about the indecomposable components of D x I Let be a decomposition into a direct sum of indecomposables. We prove that each of the modules /, is self-dual and has simple socle and head (which are isomorphic to each other). Moreover all the I } belong to distinct blocks and the number d can be described explicitly. In particular, d ^p. The use of Frobenius Reciprocity allows one to obtain similar results for the induced modules D A | In+i . Next we prove that for two irreducibles D x and D M in one block, the socles of D x l z and D 1 * l z _ 'do not intersect', that is, do not have common simple components. This result can be developed in the following direction. It is a simple observation that in characteristic zero the socle of the restriction S l z _ of a simple I n -module S defines S uniquely (for n ^ 3). In general this is not true in characteristic p. However we obtain a technical result describing all the exceptions.
Perhaps the most important application of the branching rules obtained here concerns a problem of Mullineux which is formulated as follows. Let sgn be the 1-dimensional sign representation of I n . It is evident that for any irreducible representation D
x the tensor product D* (g) sgn is again irreducible. The question is: 'which one?' Put
.
Then b is a bijection on the set P n of/>-regular partitions of n, which clearly satisfies the property b 2 = id. In [10] , Mullineux constructed a certain bijection, m say, on P n and conjectured that b = m.
We push the problem in two directions. First we provide an algorithm, different from that of Mullineux, which gives a bijection w on P n and prove that b = w. Thus we obtain the first known description of b. Second we prove that b is uniquely determined by the following properties (see Theorem 4.2 for the precise statement):
(1) core (b(X)) = (core (A))' for all /^-regular X (where / / denotes the partition conjugate to a partition fi and core means the p-core);
(2) for any /^-regular X there exist a good node A for X and a good node B for b(X) such that b(X\A) = b(X)\B (the definition of a good node is given in Section 1).
In [10, 11] , Mullineux showed that his map m enjoys property (1) . So m = b is equivalent to (2) with m in place of b. Thus we reduce the Mullineux Conjecture to a purely combinatorial question about the Mullineux map m.
The above characterisation of b also seems to be important for the following reason. If, instead of combinatorial algorithms, one conjectures a simple formula for b, then to verify this formula it will suffice only to check properties (1) and (2).
Preliminaries
Let X = (/ x ^ / 2 ^ ...) be an arbitrary partition of n. The Young diagram for X (which will be denoted by the same letter X) is the subset
The elements (i,j) e Z x Z will be called nodes. If (ij) e A we say that (/,y) is a node of X. If ^ > l i+1 then the node (/, / f ) is called a removable node for A. We call (ij) an /wdfew/ node (for X) if / = 1, j = l x + 1 or / > 1, / ( < / ( _ 15 y = / ( + 1. We remark that indent nodes do not belong to the diagram. One can easily see that removable (respectively, indent) nodes are exactly the nodes which can be removed from (respectively, added to) the diagram to obtain a diagram of a partition of n -1 (respectively, n+ 1).
If A = (i, l t ) is a removable node for X we denote by X A the partition (/ 15 ...,/ < _ 1 ,/ < -l,/ <+1 ,...) of n-\. The Young diagram of X A is equal to X\A.
If A = (i, /j+1) is an indent node for X we denote by X A the partition (/ ls ..., /,_!,
If y4 = (i,j) is a node we denote the residue class (J-i) mod/7 by res^4 and call it the residue of A.
If A = (/,y) and B = (f,y') are nodes we say that B is above A (or that A is 6e/ow 5) if and only if /' < /. In this case we write A / B.
The following definition is of central importance in this paper. DEFINITION We denote the standard dominance order on the partitions by ^.
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We consider the oriented graph whose vertices are all /^-regular partitions of all positive integers. Two vertices n and k are connected by an arrow going from n to k if and only if// = k A for some normal removable node A for k (cf. Definition 1.1). We call this graph a p-normal Young graph. This is clearly a subgraph of the classical Young graph. where by the path we mean a sequence of vertices connected by arrows:
The use of Theorem 1.5 in a similar manner provides us with some information in the modular case. PROPOSITION 
We have that dim(D x ) ^ # {paths from (1) to k in the p-normal Young graph}.
Proof It follows from Theorem 1.5 that if A is a normal node for k and k A is pregular then D* A occurs as a composition factor of the restriction D x | r . induction on n completes the proof.
Now
There is a natural 1-1-correspondence between the paths from (1) to k in the classical Young graph and the standard A-tableaux (recall that a A-tableaux is called standard if its entries increase from top to bottom in the columns and from left to right in the rows). Similarly, to the paths in the /^-normal Young graph we associate the /7-standard A-tableaux.
Let k be a partition and t be a standard A-tableau. Put A\ to be the node of k which is occupied by / in t. It follows from the standardness of / that A l n is a remov-able node for X, and more generally, A\ is a removable node for the diagram
. Denote the latter diagram by X 1 (where X n will be interpreted as X). We say that our standard A-tableau t is p-standard if and only if all diagrams X 1 for / = 1,..., n are /7-regular and any A\ is normal for X } with j = 2,...,«. One can easily see that /j-standard A-tableaux are in 1-1-correspondence with paths from (1) to X in the /^-normal Young graph. Indeed, this follows from the analogous assertion in the classical situation together with the fact that the /^-normal Young graph is a subgraph of the classical one. Now Proposition 2.2 implies the following. (X) , where b n is some bijection on the set P n of -regular partitions of n, with b\ = id. Surprisingly, b n is not known. In 1979, G. Mullineux [10] explicitly constructed a bijection, m n say, on P n with m\ = id, and made the following conjecture. It is an easy observation that core(6(/l)) = (core (A))'. In fact, it is well known (cf. (2) core(x n a)) = (corea))'; (3) for any XeP n there exist a node A good for X and a node B good for x n (X) such that x n _i0U = x n (X) B .
Then x n = b n for any n ^ 2.
Proof. We prove the equality x n = b n by induction on n. We already have the inductive base. Assume that x n _ x = b n _ v Let XeP n . Choose a node A good for X and a node B good for x n (/l) such that x n _ 1 (/l /) ) = x n (/l) B . As we observed above, n-i(^) = b n (X) c for some node C good for b n (X). Moreover, x^^X^ = b^-^X^) by the inductive hypothesis. So one has *«tt)a = *.a)c=:v.
From the assumption (2) in the theorem we conclude that x n (X) and b n {X) have the same /?-core. Now, in view of 1.7, the equality (2) implies res B = resC. Proof. Clearly m 2 = b 2 (see [10] for the definition of m n ). Moreover, it was proved by Mullineux [11] that m n enjoys property (2) from 4.2. Now it suffices to apply Theorem 4.2.
Next we shall describe a new algorithm, different from that of Mullineux (though of the same spirit). We prove that this algorithm allows one to compute the bijection b n we are interested in.
First we would like to describe the algorithm informally. If X is a /^-regular partition of n then it is possible to remove good nodes until one gets the empty partition. Of course there can be many ways of doing this, and so we choose one of them. While removing good nodes we shall write down their residues. In this way we obtain a sequence {r v r 2 ,..., r n } of residues modulo p. In view of Lemma 1.4, X can be reconstructed from this sequence, but we need to know b n (X). Consider the sequence 5 = {s v s 2 ,... ,sj of residues modulo p with s ( = -r v It turns out that b n {X) is the partition which can be reconstructed (in a unique way) from S. Now we give formal definitions and justifications. DEFINITION Of course not every sequence of residues is a A-sequence for some X. Moreover, there can exist many A-sequences for a fixed X. However, we can prove the following. ( -s x ,..., -s n ) is a b n {X) -sequence. (co,...,c^zi,c--\,cj-^,...,c^zi) .
.,s n ) is a X-sequence then
Further, since core (X) = (core {b n {X)))' and C y ( C V i C y ) ) ' , one gets cont(fe fl (A)) = (</ 5 , • • • ,^) with 4 = c_ f and = (e 5 ,...,e^i) with e f = ci; for /^^ and e-= c~-\. Hence
It follows from Theorem 4.7 that the following algorithm is well defined and allows one to find b n (X). ALGORITHM 
Let Xbe a p-regular partition ofn. To find b n (X) one should carry out the following operations.
( We use Remark 4.9 to find a A-sequence. Since the top removable node (1,6) is the only removable node of residue 0, we remove it in the first step. By similar reasoning, we remove (1,5) with residue 4 in the second step. At the next step we remove (3, 4) and ( This step illustrates the empirical observation that quite often in the process of reconstruction there exists just one possibility of adding successively all the nodes of a fixed residue. However in the next step one has to add a good node of residue 4 and there are two indent nodes of such a residue: (3,2) and (1, 5) . One can easily see that we have to add the highest of them, namely, (1,5), since (3,2) would be not good for the diagram obtained. At the next step the node (1,6) is added since this is the only indent node of residue 0. Further we add two nodes (2,4) and (4,1) of residue 2 since these are the only indent nodes of this residue. Continuing in a similar manner, we add (2,5) of residue 3, (2,6) and (3,2) of residue 4, (1,7) of residue 1, and (2,7) of residue 0. Thus, b l7 (X) = (7,7,2,1). ( Observe that B is the only normal node for //. In fact, if B' is another normal node for fi then res B' = fi, because res B' ^ fi would imply that // has more than one good node (see since pi is ^-regular. We shall interpret n m+1 as 0. We consider two cases: /x 1 -// 2 > 1 and ^1-ju 2 = 1.
Let n x -n 2 > 1. There are two subcases. The case ^-^=1 is considered absolutely similarly giving the remaining exceptions. COROLLARY [7] (cf. also [6, 3, 8] ).
Using 5.3 together with the main result of [1] one can obtain a combinatorial reformulation of the Mullineux Conjecture in terms similar to those of 4.3 but in a weaker form.
