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Abstract
We consider the boundary value problem
LuðxÞ ¼ pðxÞuðxÞ þ gðx; uð0ÞðxÞ;y; uð2m1ÞðxÞÞuðxÞ; xAð0; pÞ; ð*Þ
where (i) L is a 2mth order, self-adjoint, disconjugate ordinary differential operator on ½0; p;
together with separated boundary conditions at 0 and p; (ii) p is continuous and pX0 on ½0; p;
while pc0 on any interval in ½0; p; (iii) g : ½0; p  R2m-R is continuous and there exist
increasing functions zu; zl : ½0;NÞ-½0;NÞ such that
zuðjx1jÞXgðx; xÞXzlðjx1jÞX0;
lim
jxj-0
gðx; xÞ ¼ 0;
with limt-N zlðtÞ ¼N (the non-linear term in ð*Þ is superlinear as juðxÞj-N). We obtain a
global bifurcation result for a related bifurcation problem. We then use this to obtain inﬁnitely
many solutions of ð*Þ having speciﬁed nodal properties.
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1. Introduction
We consider the boundary value problem
LuðxÞ ¼ pðxÞuðxÞ þ gðx; uð0ÞðxÞ;y; uð2m1ÞðxÞÞuðxÞ; xAð0; pÞ; ð1:1Þ
where (i) L is a 2mth order ðmX1Þ; self-adjoint, disconjugate ordinary differential
operator on ½0; p; together with separated boundary conditions at 0 and p (a precise
deﬁnition of L and the boundary conditions is given below); (ii) the function p
satisﬁes
pAC0½0; p and pX0 on ½0; p; while pc0 on any interval ð1:2Þ
(here, Cr½0; p denotes the standard Banach space of real valued, r-times
continuously differentiable functions deﬁned on ½0; p); (iii) the function g : ½0; p 
R2m-R is continuous and there exist increasing functions zu; zl : ½0;NÞ-½0;NÞ
such that
zuðjx1jÞXgðx; xÞXzlðjx1jÞX0; ð1:3Þ
lim
jxj-0
gðx; xÞ ¼ 0; uniformly in x ð1:4Þ
with limt-N zlðtÞ ¼N (the non-linear term in (1.1) is superlinear as juðxÞj-N).
Superlinear problems of a similar form to (1.1) have been considered in many
papers, particularly in the second- and fourth-order cases, with either periodic or
separated boundary conditions, see for example [1–3,7,8] and the references therein
(speciﬁcally, second-order problems are considered in the papers [2,3,7]—periodic
boundary conditions in [2], separated boundary conditions in [3], and both types of
boundary conditions in [7]; the fourth-order periodic problem is considered in [1,8]).
The papers [2,3,8] use continuation methods to obtain solutions. In particular,
Mawhin and Zanolin [8] prove the existence of at least one solution of the problem
considered there by using a continuation method together with a result that shows
that the gaps between nodal zeros of the solutions on the continuation branches tend
to zero (such a result is relatively easy to obtain for second-order problems, but is
much more difﬁcult for higher-order problems). An alternative method is used in [1]
to obtain inﬁnitely many solutions having speciﬁed nodal properties. However, a
condition analogous to (1.4) is imposed in [1] but not in [8].
In this paper, we consider a general 2mth-order problem with a disconjugate linear
operator L (a precise deﬁnition of L is given in the next section—the fourth-order
operators considered in [1,8] are of this form) together with separated boundary
conditions. We obtain inﬁnitely many solutions of the problem, having speciﬁed
nodal properties, by using Rabinowitz’ global bifurcation theorem instead of
continuation, together with a result on the limits of the nodal gaps. The latter result
is obtained using the general theory of disconjugate differential operators, which
enables us to deal with a large class of higher-order operators and avoids some of the
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ad hoc arguments which are often used to deal speciﬁcally with fourth-order
problems. However, both the global bifurcation and the nodal gaps arguments
require condition (1.4). Thus, the principal difference between the hypotheses
imposed on the non-linearity in [8] and those imposed here and in [1] is condition
(1.4). This additional hypothesis yields the existence of inﬁnitely many solutions
having speciﬁed nodal properties both here and in [1].
It should also be noted that the continuation methods apply to both separated and
periodic boundary conditions, whereas the global bifurcation argument used here
only applies to the separated case (since the method requires that the eigenvalues of
the linearized problem at u ¼ 0 must be simple and, even if they are simple, in the
periodic case nodal properties do not prevent the bifurcating continua from linking
two distinct eigenvalues—that is, either of Rabinowitz’ alternatives might occur).
2. Preliminary deﬁnitions and results
We ﬁrst describe the form of the differential operator L and its boundary
conditions more precisely. Suppose that for each i ¼ 0;y; 2m; we have a function
riAC
2mi½0; p; with ri40 on ½0; p; and for any uAC2m½0; p let
L0u ¼ r0u;
Liu ¼ riðLi1uÞ0; i ¼ 1;y; 2m:
The functions Liu; i ¼ 0;y; 2m  1; will be called the quasi-derivatives of u: We also
consider boundary conditions on uAC2m½0; p of the form
ðLtuÞð0Þ ¼ 0; tAfi1;y; img; ð2:1Þ
ðLtuÞðpÞ ¼ 0; tAfj1;y; jmg; ð2:2Þ
where fi1;y; img; fj1;y; jmg are subsets of the set of integers f0; 1;y; 2m  1g; and
we deﬁne the Banach spaces
X ¼ fuAC2m½0; p: u satisfiesð2:1Þ; ð2:2Þg; Y ¼ C0½0; p:
The operator L : X-Y is now deﬁned by
Lu ¼ ð1ÞmL2mu; uAX :
This deﬁnition is similar to that used in [6], except that the term ð1Þm is not
included in [6]. This sign factor, together with the positivity conditions on p and g;
are convenient here (in particular, for the spectral properties of L), but must be
borne in mind when results from [6] are quoted.
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Throughout, we will suppose that rr ¼ r2mr; r ¼ 0;y; m  1; and that the
boundary conditions (2.1) and (2.2) are such that L is formally self-adjoint, that is,
/Lu; vS ¼ /u; LvS; u; vAX ; ð2:3Þ
where /  ; S denotes the standard L2ð0; pÞ inner product.
Remark 2.1. If T is a general, 2mth-order, differential operator on ½0; p; with
sufﬁciently smooth coefﬁcient functions, then Theorems 2 and 3 in Chapter 3 of [4]
show that T has a factorization of the form of L if and only if T is ‘disconjugate’ (see
[4] for the deﬁnition of disconjugacy). For the self-adjoint differential operators
considered here disconjugacy is closely related to positive deﬁniteness. To state this
more precisely, we consider the following ‘Dirichlet’ boundary conditions:
uðiÞð0Þ ¼ uðiÞðpÞ ¼ 0; i ¼ 0;y; m  1; ð2:4Þ
and let
XD ¼ fuAC2m½0; p: u satisfies ð2:4Þg:
It can be seen that the Dirichlet conditions (2.4) can be expressed in the form (2.1)
and (2.2) by putting
ir ¼ jr ¼ r  1; r ¼ 1;y; m: ð2:5Þ
Now, the results in Section 7, Chapter 2 of [4] (see Theorem 18 in particular) show
that if T is formally self-adjoint (with sufﬁciently smooth coefﬁcients) then T is
disconjugate if and only if it is positive deﬁnite on XD; in the sense that
/Tu; uS40; 0auAXD: ð2:6Þ
Of course, even if T is positive deﬁnite with Dirichlet boundary conditions it may not
be so with general boundary conditions. However, [6, Corollary 2] shows that when
L has the above form (with the boundary conditions (2.1) and (2.2)) then
/Lu; uSX0; 0auAX ; ð2:7Þ
and [6, Corollary 3] (which is restated in Lemma 2.3) gives a necessary and sufﬁcient
condition for strict positivity in (2.7).
We now recall some standard notation to describe the nodal properties of
solutions of (1.1). Deﬁne the Banach space
E ¼ fuAC2m1½0; p: u satisfies ð2:1Þ and ð2:2Þg;
with the norm jj  jj2m1 which, for convenience, we will write as jj  jj: From now on n
will denote an element of f7g; that is, either n ¼ þ or n ¼ : For each integer kX1
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and nAf7g; let Sk;n denote the set of functions uAE such that: (i) u has only simple
zeros in ð0; pÞ and no quasi-derivative of u is zero at 0 or p; other than those speciﬁed
in (2.1) and (2.2); (ii) u has exactly k  1 zeros in ð0; pÞ; (iii) nu40 in a deleted
neighbourhood of x ¼ 0 (with the obvious interpretation of nu). The sets Sk;n are
open in E and disjoint.
Lemma 2.2. Suppose that p satisfies (1.2) and uAX is a non-trivial solution of the
equation Lu ¼ pu: Then u has only simple zeros in ð0; pÞ and no quasi-derivative of u is
zero at 0 or p; other than those specified in (2.1) and (2.2). Thus, by definition, uASk;n
for some kX1 and n: Furthermore, L1u changes sign exactly once between any two
consecutive zeros of u in ½0; p; and these are the only changes of sign of L1u in ð0; pÞ:
Proof. The lemma follows from results in [6]. However, since this lemma is crucial to
the global bifurcation argument below, and since the required results are somewhat
scattered in [6], we give some details of the argument.
We ﬁrst describe some notation from [6]. Since u is non-trivial the zeros of any of
its quasi-derivatives are isolated. The quasi-derivatives L0u;y; L2m1u will now be
regarded as being arranged in cyclic order, so that L0u follows L2m1u; and we let
x1px2p?pxr denote the zeros of the quasi-derivatives in ½0;p; listed in the
following manner: (a) a point which is a zero of one or more consecutive quasi-
derivatives is listed only once for this group of zeros (that is, a single subscript is used
for this group of zeros); (b) a point which is a common zero of non-consecutive
quasi-derivatives is listed (once) separately for each separate group of consecutive
zero quasi-derivatives (that is, distinct subscripts are used for each separate group of
zeros of consecutive derivatives). Here, L2m1u and L0u are regarded as consecutive
derivatives. The number of consecutive quasi-derivatives of u which vanish at xi will
be denoted by nðxi; uÞ: Let
I ¼ fi: xi ¼ 0 or xi ¼ p or 0oxiop and nðxi; uÞ is eveng;
J ¼ fj: aoxjop and nðxj; uÞ is oddg;
and let
NðuÞ ¼
X
iAI
nðxi; uÞ þ
X
jAJ
ðnðxj; uÞ  1Þ:
Now, by Lemma 1 in [6], NðuÞp2m (note that the order of L is 2m here, but is
denoted by n in [6]). On the other hand, the zeros of the quasi-derivatives of u
speciﬁed by (2.1) and (2.2) contribute 2m to NðuÞ; so that NðuÞX2m; and hence
NðuÞ ¼ 2m: Next, suppose that u has a multiple zero at some xkAð0; pÞ: Then
L0uðxkÞ ¼ 0; L1uðxkÞ ¼ 0; so by deﬁnition nðxk; uÞX2 and hence NðuÞX2m þ 2;
which contradicts NðuÞ ¼ 2m and so proves that u has only simple zeros. A similar
argument proves the statement about the quasi-derivatives of u at 0 or p: The ﬁnal
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result of the lemma follows immediately from [6, Lemma 1] and the fact that
NðuÞ ¼ 2m: &
Next we recall some results from [6] regarding the linear eigenvalue problem
Lu ¼ mpu: ð2:8Þ
The set of eigenvalues of this problem will be denoted by sðL; pÞ: The following
result is Corollary 3 of [6].
Lemma 2.3. 0esðL; pÞ if and only if for each q ¼ 1;y; 2m; at least q boundary
conditions are imposed on the q quasi-derivatives L0u;y; Lq1u in (2.1) and (2.2).
From now on we will suppose that the boundary conditions (2.1) and (2.2). satisfy
the criterion in Lemma 2.3, and also that each of the conditions
ðL0uÞð0Þ ¼ 0; ðL0uÞðpÞ ¼ 0; ð2:9Þ
hold (the criterion in Lemma 2.3 requires that at least one of these conditions hold).
Thus, by Lemma 2.3, 0esðL; pÞ and so the operator L1 : Y-X exists and is
bounded. Furthermore, we have the following result, which is proved in Corollary 2
and Theorems 1 and 3 of [6] (here, Rþ :¼ ftAR: t40g).
Theorem 2.4. For each integer kX1 problem (2.8) has a unique solution
ðmk;ckÞARþ  Sk;þ with jjckjj ¼ 1: In addition:
(i) sðL; pÞ ¼ fmk: kX1g;
(ii) if k04kX1 then mk04mk40;
(iii) limk-N mk ¼N:
3. The main results
We ﬁrst consider the bifurcation problem
Lu ¼ lpu þ Gðl; uÞu; ð3:1Þ
and look for solutions ðl; uÞARþ  X ; where lARþ and G :Rþ  E-Y satisﬁes the
conditions: G is continuous; Gðl; uÞX0 on ½0; p for all ðl; uÞARþ  E;
limjjujj-0jjGðl; uÞjj0 ¼ 0; uniformly on compact l intervals. Eq. (3.1) can be rewritten
in the form
u ¼ lL1pu þ L1Gðl; uÞu: ð3:2Þ
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Now, L1 can be regarded as a compact operator from Y to E; and it is clear that
ﬁnding a solution ðl; uÞ of (3.1) in Rþ  X is equivalent to ﬁnding a solution of (3.2)
in Rþ  E: This problem is now in the form considered in [9] (see also [5]). We can
now prove a global bifurcation result for (3.1). Note that a continuum is a closed,
connected set.
Theorem 3.1. For each integer kX1 and each n there exists a continuum Ck;nCRþ  E
of solutions of (3.2) with the properties:
(i) ðmk; 0ÞACk;n;
(ii) Ck;n\fðmk; 0ÞgCRþ  Sk;n;
(iii) there exists a sequence ðln; unÞACk;n; n ¼ 1; 2;y; such that either ln þ
jjunjj-N or ln-0:
Proof. This result is a higher-order analogue of Theorem 2.3 in [9], which
considered the second-order case. Following the proof in [9], using the spectral
properties of L described in Theorem 2.4, we construct a global continuum
Ck;nCRþ  E containing ðmk; 0Þ: To complete the proof it only remains to show that
if ðl; uÞACk;n and uA@Sk;n then u ¼ 0 (see Corollary 1.12 and the proof of Theorem
2.3, together with the remark following that proof, in [9]). Now, Eq. (3.1) has the
form Lu ¼ pðl;uÞu; where
pðl;uÞ :¼ lp þ Gðl; uÞ;
and it follows from our assumptions on p and G that pðl;uÞ satisﬁes (1.2), so the
required result follows immediately from Lemma 2.2. &
Remark 3.2. The above positivity conditions on p and G; and the restriction of l to
Rþ were imposed solely in order that the function pðl;uÞ in the proof of Theorem 3.1
should satisfy (1.2), and hence so that we can apply Lemma 2.2 to show that nodal
properties are preserved along the bifurcating continua. Any other hypotheses that
achieved the same result could also be used.
We now return to problem (1.1) and prove the following theorem (this theorem is,
in essence, a higher-order analogue of Corollary 5.2 in [7], which deals with the
second-order problem).
Theorem 3.3. For any integer kX1 satisfying mk41 and each n; Eq. (1.1) has at least
one solution uk;nASk;n:
Proof. We deﬁne a mapping G : E-Y by
GðuÞðxÞ ¼ gðx; uð0ÞðxÞ;y; uð2m1ÞðxÞÞ; xA½0; p:
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Under our assumptions on g this mapping satisﬁes the above conditions on G so, for
each kX1 and n; Theorem 3.1 shows that there exists a global continuum Ck;n of
solutions of (3.1) with this G: Now, it is clear that any solution of (3.1) of the form
ð1; uÞ yields a solution u of (1.1). We will show that if mk41 then the continuum Ck;n
crosses the hyperplane f1g  E in Rþ  E and hence yields a solution of (1.1).
We will require the following notation. For any uAE and any ½a; bC½0; p let
jjujj½a;b denote the C2m1 norm of the restriction of u to ½a; b: We also let
MaðuÞ ¼
X2m1
i¼0
jðLiuÞðaÞj:
Lemma 3.4. There exists a function y :Rþ-Rþ such that, if ðl; uÞARþ  X is a
solution of (3.1) with uX0 on an interval ½a; b and lþminfMaðuÞ; MbðuÞgpR; then
MaðuÞ þ MbðuÞ þ jjujj½a;bpyðRÞ: ð3:3Þ
Proof. Suppose that xA½a; b and q is an integer satisfying 0pqp2m  1: Integrating
the equation ðL2m1uÞ0 ¼ r12mL2mu over the interval ½a; x; repeating this 2m  q times
and using L2mu ¼ ð1Þmpðl;uÞu yields (see [6, (12)])
ðLquÞðxÞ
 ð1Þm
Z x
a
dtqþ1
rqþ1ðtqþ1Þ
Z tqþ1
a
dtqþ2
rqþ2ðtqþ2Þ
?
Z t2m1
a
pðl;uÞðt2mÞ
r2mðt2mÞ
uðt2mÞ dt2m
¼
X2m1
i¼q
ðLiuÞðaÞ
Z x
a
dtqþ1
rqþ1ðtqþ1Þ
?
Z ti1
a
dti
riðtiÞ
ð3:4Þ
(the integrals are omitted from the term corresponding to i ¼ q in the ﬁnal
summation in (3.4)—similarly below). We will now show that there is an integer
q0A½0; 2m  1 such that
ð1ÞmðLq0uÞðbÞX0: ð3:5Þ
We ﬁrst observe that if m is odd then it sufﬁces to put q0 ¼ 0 (since uX0 on ½a; b).
Now suppose that m is even,
ðLq0uÞðbÞ40; 0pq0p2m  1; ð3:6Þ
and bop ((2.9) precludes b ¼ p in (3.6)). For any xA½b; p the analogue of (3.4) holds
on the interval ½b; x with q ¼ 0 (that is, rewriting (3.4) with q ¼ 0 and changing a to
b), so it follows from (3.6) that L0u40 on a neighbourhood of b; and hence on the
B.P. Rynne / J. Differential Equations 188 (2003) 461–472468
interval ½b; p: However, this contradicts (2.9), which proves that (3.5) holds for some
integer q0A½0; 2m  1:
Now, by putting x ¼ b and q ¼ q0 in (3.4), multiplying the resulting formula by
ð1Þm; and using (3.5) and the positivity of pðl;uÞ and u on ½a; b; we obtain
Z b
a
dtq0þ1
rq0þ1ðtq0þ1Þ
Z tq0þ1
a
dtq0þ2
rq0þ2ðtq0þ2Þ
?
Z t2m1
a
pðl;uÞðt2mÞ
r2mðt2mÞ
uðt2mÞ dt2mpc1MaðuÞ
(constants ci here and below depend only on m; L and p). Furthermore, since the
integrand in this integral is positive on ½a; b; this inequality also holds if we replace b
with any xA½a; b: Thus, from (3.4),
jLq0uðxÞjpc2MaðuÞ; xA½a; b:
Integrating this inequality q0 times from a to x now gives
juðxÞjpc3MaðuÞ; xA½a; b;
and using this in (3.4), for each q ¼ 1;y; 2m  1; yields
MbðuÞ þ jjujj½a;bp c4ðMaðuÞ þ c3MaðuÞmaxfpðl;uÞðxÞ: xA½a; bgÞ
p c4Rð1þ c5ðR þ zuðc3RÞÞ;
if lþ MaðuÞpR (using (1.3)). A similar result, with a and b interchanged
appropriately, can be obtained by a similar argument (integrating over the interval
½x; b), and combining these results yields (3.3). &
Remark 3.5. Lemma 3.4 gives a bound on the value of the norm jjujj½a;b; on the
interval ½a; b; in terms of the values of u and its quasi-derivatives at a point (a or b).
When m is odd this result is not surprising, but when m is even the result seems
untrue at ﬁrst sight since solutions may blow up on a ﬁnite interval (as a simple
example, although it does not quite satisfy our hypotheses, the equation uð4Þ ¼ 120u3
has a solution uðxÞ ¼ ðx  1Þ2). However, the lemma only applies to solutions
uAX ; that is, solutions which satisfy the boundary conditions at 0 and p—these
boundary conditions exclude those solutions which blow up. Consistent with this
remark, we observe that the boundary conditions (in particular (2.9)) are only used
in the proof in the case when m is even.
Lemma 3.6. Suppose that for each nX1; ðln; unÞARþ  X is a solution of (3.1) and
an; bnA½0; p satisfy: (i) anobn and unðanÞ ¼ unðbnÞ ¼ 0; (ii) un40 on ðan; bnÞ;
(iii) an-aN; bn-bN; (iv) lnpK (K constant) and ManðunÞ-N and MbnðunÞ-N:
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If aNobN then for any non-empty, closed interval ICðaN; bNÞ we have
minxAI unðxÞ-N:
Proof. Suppose that the lemma is false. Then it follows that there exists a number K1
and a sequence of points xnAðaN;bNÞ such that unðxnÞpK1 for all nX1 and
xn-xNAðaN; bNÞ: Now suppose that, after taking a subsequence if necessary, there
exist sequences ynAðan; xnÞ; znAðxn; bnÞ; such that unðynÞ-N; unðznÞ-N: Then,
when n is sufﬁciently large, we can choose two points in ðan; bnÞ where un is ‘small’
and u0n is ‘large’ and positive, a further two points where un is ‘small’ and u
0
n is ‘large’
and negative, and such that these points alternate, so that there must be at least two
changes of sign of the quasi-derivative L1un ¼ r1ðr00un þ r0u0nÞ on the interval
ðan; bnÞ: However, this contradicts Lemma 2.2. Thus, at least one of the sequences
yn; zn cannot exist, say yn; and hence there exists a number K2 such that unðxÞpK2
for all xA½an; xn (anoxn for all sufﬁciently large n).
Now, after taking a subsequence, we may assume that the following limits
exist:
gi :¼ lim
n-N
LiunðanÞ=ManðunÞ; i ¼ 0;y; 2m  1;
and clearly
X2m1
i¼0
jgij40: ð3:7Þ
For arbitrary xAðaN; xNÞ; putting q ¼ 0; a ¼ an and u ¼ un in (3.4), dividing this
equation by ManðunÞ and letting n-N yields (since xA½an; xn for all sufﬁciently
large n)
0 ¼
X2m1
i¼0
gi
Z x
aN
dt1
r1ðt1Þ
?
Z ti1
aN
dti
riðtiÞ
; xAðaN; xNÞ:
Repeatedly differentiating this formula and taking the limit x-aN; and using the
properties of the coefﬁcients ri; shows that gi ¼ 0; for each i ¼ 0;y; 2m  1; which
contradicts (3.7), and so completes the proof of the lemma. &
Lemma 3.7. Suppose that the hypotheses of Lemma 3.6 hold. Then aN ¼ bN:
Proof. Suppose that aNobN and choose a closed interval ICðaN; bNÞ of positive
length. Then, by condition (1.3) and Lemma 3.6, pðln;unÞðxÞ-N uniformly on I :
However, since un satisﬁes Lun ¼ pðln;unÞun; the proof of Lemma 4 in [6] (see also the
remarks in the ﬁnal paragraph on p. 43 of [6]) shows that, for all n sufﬁciently large,
un must change sign on I : However, this contradicts the fact that for all n sufﬁciently
large we have ICðan; bnÞ and un40 on ðan; bnÞ: &
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Lemma 3.8. Suppose that the hypotheses of Lemma 3.6 hold, except with condition (iv)
replaced by the condition ln-N: Then aN ¼ bN:
Proof. Suppose that aNobN: Then, by the conditions on p; there exists a closed
interval ICðaN; bNÞ of positive length such that pðln;unÞðxÞ-N uniformly on I ; so
the result follows as in the proof of Lemma 3.7. &
Remark 3.9. Lemmas 3.4–3.8 were stated and proved for intervals on which u40 or
un40: However, they also hold for similar intervals where uo0 or uno0:
Lemma 3.10. For any kX1 and n; if mk41 then the continuum Ck;n intersects the
hyperplane f1g  E:
Proof. Theorem 3.1 shows that there exists a sequence ðln; unÞACk;n such that ln þ
jjunjj-N or ln-0: Suppose ﬁrstly that there exists a number K3 such that lnoK3
for all n; and jjunjj-N: Let 0 ¼ tð0; nÞo?otðk; nÞ ¼ p denote the zeros of un
(recall that we have assumed that (2.9) holds, that is, 0 and p are zeros of un). After
taking a subsequence we must have jjunjj½tðl;nÞ;tðlþ1;nÞ-N; for some l ¼ 0;y; k  1:
It now follows from Lemma 3.4 that Mtðl;nÞðunÞ-N and Mtðlþ1;nÞðunÞ-N: Next, it
again follows from Lemma 3.4 that Mtðl1;nÞðunÞ-N and Mtðlþ2;nÞðunÞ-N (with
the obvious caveat if l ¼ 0 or l ¼ k  1), and continuing this process we see that
Mtði;nÞðunÞ-N for i ¼ 0;y; k: Now, Lemma 3.7 shows that
tði þ 1; nÞ  tði; nÞ-0; i ¼ 0;y; k  1; ð3:8Þ
but this is impossible since
p ¼ tðk; nÞ  tð0; nÞ ¼
Xk1
i¼0
ðtði þ 1; nÞ  tði; nÞÞ;
for all n: On the other hand if, after choosing a subsequence, we have ln-N then
Lemma 3.8 shows that (3.8) again holds, and hence this case is also impossible.
Thus we must have ln-0: Since Ck;n is connected and ðmk; 0ÞACk;n; with mk41; it
is clear that Ck;n must intersect the hyperplane f1g  E: &
The theorem now follows from Lemma 3.10 and the fact that solutions of (3.1) of
the form ð1; uÞ yield solutions of (1.1). &
References
[1] M. Conti, S. Terracini, G. Verzini, Inﬁnitely many solutions to fourth order superlinear periodic
problems, preprint.
B.P. Rynne / J. Differential Equations 188 (2003) 461–472 471
[2] A. Capietto, J. Mawhin, F. Zanolin, A continuation approach to superlinear periodic boundary value
problems, J. Differential Equations 88 (1990) 347–395.
[3] A. Capietto, M. Henrard, J. Mawhin, F. Zanolin, A continuation approach to some forced superlinear
Sturm–Liouville boundary value problems, Topol. Methods Nonlinear Anal. 3 (1994) 81–100.
[4] W.A. Coppel, Disconjugacy, in: Lecture Notes in Mathematics, Vol. 220, Springer, Berlin, 1971.
[5] E.N. Dancer, On the structure of solutions of non-linear eigenvalue problems, Indiana Univ. Math.
J. 23 (1974) 1069–1076.
[6] U. Elias, Eigenvalue problems for the equation Ly þ lpðxÞy ¼ 0; J. Differential Equations 29 (1978)
28–57.
[7] P. Hartman, On boundary value problems for superlinear second order differential equations,
J. Differential Equations 26 (1977) 37–53.
[8] J. Mawhin, F. Zanolin, A continuation approach to fourth order superlinear periodic boundary value
problems, Topol. Methods Nonlinear Anal. 2 (1993) 55–74.
[9] P.H. Rabinowitz, Some global results for nonlinear eigenvalue problems, J. Funct. Anal. 7 (1971)
487–513.
B.P. Rynne / J. Differential Equations 188 (2003) 461–472472
