We present RRT2.0: a simple yet efficient treebased planner for asymptotically-optimal motion planning with kinodynamic constraints. RRT2.0 uses forward propagation, and does not rely on the availability of a two-point boundaryvalue solver. The latter is a limiting requirement for some kinodynamic planners that are asymptotically optimal. The proposed approach improves upon a technique by Hauser and Zhou (2016), who explore an augmented state space with an additional coordinate, which endows every point in space with its cost-to-come value. Importantly, our optimality proofs require a milder and easily-verifiable set of assumptions on the problem and system: Lipschitz-continuity of the cost function and the dynamics. In particular, we prove that for any system satisfying those assumptions, any trajectory having a piecewiseconstant control function and positive clearance from obstacles can be approximated arbitrarily well by a trajectory found by RRT2.0. We provide experimental results demonstrating on a couple of robot models with kinodynamic constraints that RRT2.0 outperforms the existing alternatives in practice.
I. INTRODUCTION
Motion planning is a fundamental problem in robotics, concerned with allowing autonomous robots to navigate in complex environments while avoiding collisions with obstacles. The problem is already challenging in the simplified geometric setting, and even more so when considering the kinodynamic constraints that the robot has to satisfy. This work is concerned with the latter setting, and consider the case where the robot's system is specified by differential constraints of the forṁ x = f (x, u), for x ∈ X , u ∈ U, (1) where X ⊆ R d is the robot's state space, and U ⊆ R D is the control space, for some d, D 2. The objective of motion planning is thus to find a control function Υ : [0, T ] → U, which induces a valid trajectory π : [0, T ] → X , such that (i) Equation (1) is satisfied, (ii) π is contained in the free space F ⊆ X , and (iii) the motion takes the robot from its initial state x init to the goal region X goal ⊆ X .
In optimal motion planning, the objective is to find a control function Υ and a trajectory π satisfying the constraints (i), (ii), (iii), which also minimize the trajectory cost, specified by COST(π) = T 0 g(π(t), Υ(t))dt,
where g : X ×U → R + is a cost derivative. Depending on the precise formulation of g, COST(π) may represent the distance traversed by the robot, the energy required to execute the motion, or other metrics. Almost thirty years of research on motion planning have led to a variety of approaches to tackle the problem, ranging from computational-geometric algorithms, potential fields, optimization-based methods, and search-based solutions [1] , [2] . To the best of our knowledge, the only approach that is capable of satisfying global optimality guarantees, while still being computationally practical, is sampling-based planning. Sampling-based algorithms capture the connectivity of the free space of the problem via random sampling of states (and sometimes controls) and connecting nearby states, to yield a graph structure.
The celebrated work of Karaman and Frazzoli [3] laid the foundations for optimality in sampling-based motion planning. They introduced several new algorithms and proved mathematically that they converge to the optimal solution as the number of samples generated by the algorithms tends to infinity. This property is termed asymptotic optimality (AO). Many researchers have followed their footsteps, and designed new algorithms, which can be used in various applications [4] , [5] , [6] , [7] .
Unfortunately, the applicability of most of the aforementioned results to optimal planning with kinodynamic constraints remains limited. In particular, the majority of results only apply to the geometric (holonomic) setting of the problem. While a small subset of results do consider the kinodynamic case, they assume the existence of a two point boundary value problem (BVP) solver, which given two states x, x ∈ X returns the lowest-cost trajectory connecting them (see, [8] , [9] , [10] , [11] , [12] , [13] , [14] ). In practice BVP solvers are usually only available for simple robotic systems, and in many cases they are prohibitively costly to use, which limits their applicability.
Recently, there have been sampling-based approaches that do not rely on the existence of a BVP solver have been introduced. These methods employ forward propagation instead. Papadopoulos et al. [15] describe the random-tree approach, which selects the next vertex to expand from in a uniform and random manner among all vertices. The expansion is then performed using forward propagation of a random control input. They prove that the random-tree is AO. Li et al. [16] present the SST planner that achieves asymptotic near-optimality and outperforms the random-tree approach.
Most recently, Hauser and Zhou [17] proposed a meta algorithm AO-x, which allows to adapt any well-behaved non-optimal kinodynamic sampling-based planner, denoted by x, into an AO algorithm. This is achieved by substituting the d-dimensional state space X on which the former is run with the (d+1)-dimensional space Y = X ×R, where the last coordinate encodes the solution cost. Then, x is iteratively applied to shrinking subsets Y i of Y for i ∈ N + , where the maximal value of the last coordinate (representing the cost) is gradually decreased with i, and hence the cost of the returned solution. The authors combined their framework with the forward-propagating versions of RRT [18] and EST [19] , to yield AO-RRT and AO-EST, both of which demonstrated favorable performance over competitors. The observation that the cost induced by a system can be analyzed by augmenting the state space in the above manner was first considered by Pontryagin (see, [20] ). We follow up on Hauser and Zhou's approach. We augment their work by addressing aspects of the analysis that we believe require more attention, namely what are the precise conditions under which using the augmented-space approach will lead to provably AO solutions. The main issue that we address is the assumption [17] that x is well-behaved, without proving this property for neither RRT nor for EST. Well behavedness consists of two requirements: (i) x must find a feasible solution eventually within each Y i -a property corresponding to probabilistic completeness (PC) [21] -and (ii) the cost of the solution found in Y i is smaller (with nonnegligible probability) than the maximal cost value over Y i . Note that requirement (ii) is a particularly strong assumption, essentially requiring x to be "nearly" AO, i.e., gradually reducing the cost of the solution when applied to the bounded subspaces Y i for i ∈ N + .
In fact, some variants of RRT are not even PC [22] (and thus not well behaved), and the version of RRT that has been used before [17] is not known to be PC [23] , [24] . Furthermore, it is not specified for what types of robotic systems [17] , with respect to X , f, g, or problem instances F, x init , X goal this property holds.
A. Contribution
We present a simple, yet powerful sampling-based algorithm, termed RRT2.0, for asymptotically-optimal kinodynamic planning, which does not require a BVP solver. The approach is inspired by the recent work of Hauser and Zhou [17] , as it can be viewed as applying RRT to explore the augmented state space Y. Unlike the AO-RRT algorithm, our approach requires the growth of a single RRT tree (a similar formulation was used in the experiments of [17] , but was not accompanied with theoretical justification).
From a theoretical standpoint we provide complete proofs for the AO of RRT2.0. Our optimality proofs require a much milder and easily-verifiable set of assumptions on the problem and system: Lipschitz-continuity of the cost function and the dynamics. In particular, we prove that for any system satisfying these assumptions, any trajectory having a piecewise-constant control function and positive clearance from obstacles can be approximated arbitrarily well by a trajectory found by RRT2.0. (We also discuss extensions to trajectories whose control function is not necessarily piecewise constant.) Furthermore, we develop explicit bounds on the convergence rate of the new algorithm. Our AO proof relies on the theory that we have recently presented [24] .
On the practical side, we provide experimental results that show that the approach is computationally effective. Moreover, we show that performance can be further improved by coupling RRT2.0's theoretical properties, with several heuristics, which allow even faster exploration of the search space, while still maintaining asymptotic optimality.
The RRT2.0 algorithm is described in Section II. Section III proceeds with the theoretical properties of RRT2.0 and gives the asymptotic optimality proof. Practical aspects of the algorithm are discussed in Section IV and experiments are presented in Section V. Finally, in Section VI we discuss further research.
II. THE RRT2.0 ALGORITHM
We describe RRT2.0. Recall that X , F, U denote the state, free, and control spaces, respectively. We assume that X is compact, and F is open. The RRT2.0 algorithm is very similar to the (kinodynamic) RRT algorithm, based on [18] . Whereas RRT grows a tree embedded in X , RRT2.0 (see Algorithm 1) does so in the state-cost space. In particular, we define the augmented (state) space Y := X × R + , which is (d+1)-dimensional, where the additional coordinate represents the cost of the (non-augmented) state. That is, a point y ∈ Y can be viewed as a pair y = (x, c), where x ∈ X and c 0 represents the cost of the trajectory from x init to x over the tree T (Y). Given a point y ∈ Y we use the notation x(y), c(y) to represent its component of X and cost, respectively.
The RRT2.0 algorithm has the following inputs: In addition to an initial start state x init , goal region X goal , number of iterations k, maximal total time duration for propagation T prop , and control space U, which RRT accepts, RRT2.0 also accepts a maximal cost c max . We note that the latter can be set to ∞, until the first state x ∈ X goal is encountered.
RRT2.0 constructs a tree T (Y), embedded in Y and rooted in y init = (x init , 0), by performing k iterations of the following form. In each iteration, it generates a random sample y rand in Y, by randomly sampling X and the cost space [0, c max ] (lines 3-4). In addition a random control u rand and duration t rand are generated by calling the routine SAMPLE (lines 5-6). For a given set S, the procedure SAMPLE(S) produces a sample uniformly and randomly from S.
Next, the nearest neighbor y near of y rand in T (Y) is retrieved (line 7). We emphasize that this operation is performed in the (d + 1)-dimensional space Y. Then, in line 8, the algorithm uses a forward propagation approach (using PROPAGATE) from y near to generate a new state y new : the random control input u rand is applied for time duration t rand from x(y near ) reaching a new state x new ∈ X through a trajectory π new . The state x(y near ) is then coupled with the cost of executing π new together with c(y new ) (line 9).
Finally, COLLISION-FREE(π new ) checks whether the trajectory reaching y new from y near using the control u rand and duration t rand is collision free. This operation is known as local planning, and is typically achieved by densely sampling the trajectory and applying a dedicated collision detection mechanism [25] . If indeed the trajectory is collision free, y new is added as a vertex to the tree and is connected by an edge from y near (lines 10-12). The trajectory π new is also added to the edge. If y new is in the goal region and its cost is the smallest encountered so far, then y min is substituted with this point (lines 13, 14) . Finally, a lowest-cost trajectory (if exists) is returned in line 15. Note that the algorithm maintains the lowest-cost trajectory discovered so far by keeping track of the last vertex y min on such a trajectory.
III. THEORETICAL PROPERTIES OF RRT2.0
We spell out the assumptions that we make with respect to the system and the cost function, and state our main theorem. Then, in Section III-A, we describe the problem in the augmented space Y, define the augmented system F , and study its properties. We then leverage this in the proof of the main theoremin Section III-B. In Section III-C we discuss the extension of the theorem to trajectories not necessarily having piecewise-constant control functions.
Throughout this section we use the following notations. We denote by · the standard Euclidean norm. Given a set S ⊆ R d , for some d > 0, we denote by |S| its Lebesgue measure. For a given point y ∈ R d , and a radius r > 0, we use B d r (y) to denote the d -dimensional Euclidean ball of radius r centered at y.
We make the following assumption concerning f (Eq. (1)):
Assumption 1 Lipschitz continuity of the system. The system f is Lipschitz continuous for both of its arguments.
That is,
We make the following assumption concerning g (Eq. (2)):
Assumption 2 Lipschitz continuity of the cost. The cost derivative g is Lipschitz continuous for both of its arguments.
From this point on, when we say a valid trajectory we mean a valid trajectory as described in Section I, with the extra proviso that the control function is piecewise constant. Definition 2. Let π be a valid trajectory, and let T be its duration. We define the clearance of π to be the maximal value δ > 0 such that
We say that a trajectory is robust if its clearance is positive.
We arrive to our main contribution that establishes the rate of convergence of RRT2.0. Theorem 1. Assume that Assumptions 1, 2 hold and fix ε ∈ (0, 1). Denote by π k the solution obtained by RRT2.0 after k iterations. For every robust trajectory π having a piecewise-constant control function there exist a finite k 0 ∈ N, a > 0, b > 0, such that for every k > k 0 it holds that
A. Properties of the augmented system
It would be convenient to view the problem of optimal planning with respect to f, g, as a feasible motion planning for an augmented system F , which is defined as follows. The augmented system F encompasses both types of transitions in f and g, respectively. The control space for this system is simply U, and its state space is Y = X × R + . Formally,
We have the following claim with respect to F : Claim 1. Under Assumptions 1,2, the augmented system F is Lipschitz continuous for both of its arguments. That is, Proof. It follows that
We can think of RRT2.0 planning for the system f with cost g, state space X and control space U, as the standard RRT operating over the system F , state space Y, and control space U. Lines 8-9 in Algorithm 1 are identical to propagating with F . This equivalence allows to exploit useful properties of RRT recently developed in [24] .
B. Proof of Theorem 1
Fix ε ∈ (0, 1) and let π δ be a robust trajectory whose clearance is δ > 0. The clearance is with respect to both distance from the obstacles, and from the boundary of the goal region. Denote by ∆t δ the resolution of π δ (recall Definition 1). Let c δ := COST(π δ ).
We draw π δ in the (d + 1)-dimensional space Y, such that the new trajectory π Y δ begins in y init = (x init , 0) and ends in y goal = (x goal , c δ ), where x goal ∈ X goal .
The following two lemmatta are adapted (from [24] ) with minor changes to the setting of RRT2.0. Lemma 1. There exists τ < T prop such that τ · = ∆t δ , for some ∈ N + , for which the following holds: Let π be a trajectory for F with clearance δ > 0, with a control function that is fixed during the interval [0, τ ]. Suppose that the propagation step of RRT2.0 begins at state y near ∈ B d+1 δ (π(0)) and ends in y new (lines 8,9 in Algorithm 1). Then
2δ/5 (π(τ )) > 0.
2δ/5 (y). Let y near denote the nearest neighbor of y rand among all RRT2.0 vertices. Then
Note that both probabilities p prop , p near are independent of the number k of iterations of the algorithm.
As in [24] , we will place m + 1 balls of radius r = min(εc δ , δ) centered at states y 0 = y init , y 1 , . . . , y m = y goal along the trajectory π Y δ . See Figure 1 for an illustration. Then we will show that with high probability RRT (and consequently RRT2.0) will visit all such balls as the number of samples k tends to infinity, by transitioning from one ball to the next incrementally. The balls are constructed in a manner that guarantees that each such transition is collision free. Moreover, reaching the last ball, centered at y goal , implies that RRT2.0 will find a solution whose cost is at most c δ + r c δ + εc δ = (1 + ε)c δ , since by definition any trajectory in Y that terminates in B d+1 r (y goal ) must have a cost (which is its (d + 1)th coordinate) of at most c δ + r.
Denote by t δ the duration of π δ . We determine the sequence of points y 0 , . . . , y m in the following manner: Choose a set of durations t 0 = 0, t 1 , t 2 , . . . , t m = t δ , such that the difference between every two consecutive ones is τ (see Lemma 1) . That is, let
be states along the path π Y δ that are obtained after duration t 0 , t 1 , . . . , t m , respectively. Obviously, m = t δ /τ is some constant independent of the number of samples.
Suppose that there exists an RRT2.0 vertex v ∈ B d+1 2r/5 (y i ) ⊂ B d+1 r (y i ). We shall bound the probability p that in the next iteration the RRT2.0 tree will extend from a vertex in B d+1 r (y i ), given that a vertex in B d+1 2r/5 (y i ) exists, and that the propagation step will add a vertex to B d+1 2r/5 (y i+1 ). That is, p is the probability that in the next iteration both y near ∈ B d+1 r (y i ) and y new ∈ B d+1 2r/5 (y i+1 ). From Lemma 2 we have that the probability that y near lies in B d+1 r (y i ), given that there exists an RRT vertex in B d+1 2r/5 (y i ), is at least p near . Next, we wish to sample duration t rand and control u rand such that a random propagation from y near will yield y new ∈ B d+1 2r/5 (y i+1 ). According to Lemma 1, the probability for this to occur is at least p prop . Thus, jointly the probability that y near falls in B d+1 r (y i ) and of sampling the correct propagation duration and control is at least p = p near ·p prop > 0. As we mentioned earlier, this value is also independent of the number of iterations.
It remains to bound the probability of having m successful such steps. This process can be described as k Bernoulli trials with success probability p. The planning problem can be solved after m successful outcomes, where the ith outcome adds an RRT2.0 vertex in B d+1 2r/5 (y i ). Let X k denote the number of successes in k trials. As in [24] , we have that
where a and b are positive constants. This concludes the proof of Theorem 1.
C. Beyond piecewise-constant control
Theorem 1 argues that for any robust trajectory π having a piecewise-constant control function, with high probability RRT2.0 will find a trajectory whose control function is piecewise constant and whose cost is at most (1+ε)COST(π), where ε > 0 is a constant. Next, we show that this theorem is not limited to trajectories with piecewise-constant control functions. Let π * be the optimal trajectory with respect to COST, with control function u * and duration T * . Notice that π * is not necessarily robust, u * is not necessarily piecewise constant. Nevertheless we show that such π * can be approximated arbitrarily well, with respect to α > 0, using a trajectory π α , which has piecewiseconstant control. This implies that to achieve a cost close to COST(π * ) it suffices to apply Theorem 1 and get close to π α .
The following proposition states that for any optimal solution (T * , π * , u * ), which satisfies certain assumptions, (1) for any α > 0, there exists a robust solution (T uα , π uα , u α ), where the control function u α is in L ∞ , i.e., bounded, but not necessarily piecewise constant, and the cost of π uα is at most 1 + α times the cost of π * . This statement is then used to prove part (2) of the proposition, which asserts that a similar result holds even when u α is piecewise constant. In the following, it would be convenient to represent the free space as F = {x ∈ R d |h(x) ≤ 0}, where h(x) can be interpreted as the negative value of the clearance of x.
Assume also that the dynamics f and the cost COST are C 1 functions, and that there exists an optimal strategy (T * , π * , u * ) that has a unique extremal which is moreover normal. Then, the following holds:
1) For every α > 0, there exist δ α > 0 and a control u α ∈ L ∞ ([0, T α ], U) such that the related trajectory π uα is defined in [0, T α ] and satisfies |COST(π * ) − COST(π uα )| < α, π uα (T α ) = π * (T * ), and h(π uα (t)) = −δ α < 0, for t ∈ [0, T α ]. 2) For every α > 0, there exist δ α > 0 and a piecewiseconstant control u α defined in [0, T α ] such that the related trajectory π uα is defined in [0, T α ] and satisfies
For this, we recall that, given a feasible strategy (T, π, u) for the motion planning problem, a related extremal (T, π, u, p, µ, p 0 ), where p 0 ≤ 0 is constant, p : [0, T ] → R d is an absolutely continuous function, and µ is a non decreasing function of bounded variation, is by definition a quantity satisfying the Pontryagin Maximum Principle [20] , [26] , i.e., the Pontryagin adjoint equations, maximality and transmission conditions (see [26] for precise definitions). The Pontryagin Maximum Principle is a necessary condition for optimality, therefore, to any optimal solution (T * , π * , u * ) it is associated a non-trivial extremal (T * , π * , u * , p * , µ * , p * 0 ). An important class of extremals are the so-called normal extremals, that by definition satisfy p 0 = 0.
For what concerns Proposition 1, the assumption on the existence of a unique normal extremal requires some (informal) comments. Normal extremals naturally exist for optimal control problems and are often unique (see, e.g., [27] , [28] ). Their uniqueness is related to the regularity of solutions to the Hamilton-Jacobi-Bellman equation: a smooth solution provide an (at least locally) unique normal extremal (see, e.g., [28] ). Since the regularity of the solutions to the Hamilton-Jacobi-Bellman equation are related to the regularity of the data, enough regular dynamics, cost and scenario (i.e., at least C 1 ) provide the existence of unique normal extremals.
The proof of Proposition 1 makes use of the surjective form of the Implicit Function Theorem in infinite dimensional Banach spaces (see, e.g., [29] ). The assumption on the existence of a unique normal extremal will be crucial to apply the theorem to our framework. Below, we provide a sketch-of-proof considering fixed final time T (for free final time T , the proof goes similarly with slight modifications, see also [30, pp. 310-314] ).
Sketch-of-proof of Proposition 1: Consider fixed final time T and let us introduce the following new family of constraints:
where δ ∈ R. Since π * is defined in [0, T ], it is easy to prove that, by multiplying the dynamics f by smooth cutoff functions (see, e.g., [31] ) around π * , for every control u ∈ L ∞ ([0, T ], U), the related trajectory π u is defined in the whole interval [0, T ] (see, e.g., [28] ). Therefore, the following infinite-dimensional, parameter-dependent End-Point Mapping is correctly defined
Moreover, by the differentiability of π u with respect to u (see, e.g., [28] ), the mapping E is C 1 . Remark that to obtain such differentiability properties we need to ask that f , h and COST are C 1 , which is among our first assumptions (the C 1 regularity of COST is required for the existence of any Pontryagin extremal in the smooth case, see, e.g., [26] ). At this step, we make use of the surjective form of the Implicit Function Theorem in infinite dimensional Banach spaces applied to the End-Point Mapping E above. The theorem can be applied because we assume the existence of a unique and moreover normal extremal related to (T, π * , u * ), which implies that the differential with respect to u of E at (0, u * ) is surjective. From this, by adapting the framework considered in [32] , [33] (that is, replacing control constraints with pure state constraints), one proves that there exist r > 0 and a continuous mapping ϕ : [0, r) → L ∞ ([0, T ], R D ) (with respect to the topology of L ∞ , see, e.g., [34] ) such that ϕ(0) = u * and E(δ, ϕ(δ)) = 0 for every δ ∈ [0, r) k . In other words:
Now, by denoting u δ := ϕ(δ) ∈ L ∞ ([0, T ], R D ), the continuity of ϕ (with respect to δ), of π (with respect to u) and of COST (with respect to π) under appropriate topologies gives that, for α > 0 there exists δ α ∈ (0, r) k such that
which together with (4) and (5) provides the first claim.
To obtain the second claim, we just need to approximate controls u δ above with piecewise constant controls. Similarly to above, since COST is continuous with respect to the topology of L ∞ , if we fix α > 0, there exists s α > 0 such that |COST(π * ) − COST(π u )| < α for every control u ∈ L ∞ ([0, T ], R D ) for which u * − u L ∞ < s α . Now, thanks to the continuity in L ∞ of the mapping ϕ and the fact that ϕ(0) = u * , there exists δ α ∈ (0, r) k such that u * − u δα < s α /4. Now, recall that the set of piecewise constant functions is dense in L ∞ ([0, T ], R D ). This means that there exists a piecewise-constant control u α such that u δα −u α L ∞ < s α /4. Importantly, up to reducing the value of s α > 0, the continuity of trajectories π with respect to u (in the topology of L ∞ ) gives that π uα is defined in the whole interval [0, T ] (use smooth cut-off functions as above) and that the following holds by (5) and the continuity of h:
|COST(π * ) − COST(π uα )| < α and the conclusion follows.
IV. PRACTICAL ASPECTS OF RRT2.0
We discuss here the implementation details of RRT2.0. First we consider two issues: (i) sampling the cost value c rand and (ii) rescaling of the cost component in the nearest search procedure. We then propose the HybRRT2.0 approach, which combines RRT2.0 with extension approaches for improved performance while maintaining AO.
A. Cost sampling and rescaling RRT2.0 samples (d+1)-dimensional points from the augmented space Y by randomly sampling X and the cost space [0, c max ]. In our analysis we consider uniform sampling. However, in practice, sampling the cost space is challenging since initially c max = ∞.
A possible solution would be to set c max to be some large value. However, if the cost component of the sample is extremely large when compared to the cost component of existing tree vertices, the NEAREST procedure will be biased towards selecting vertices with high cost. This may affect the time to find an initial solution.
To overcome this issue we ignore the cost component in the distance computation until an initial solution is found. Then, we have a finite value for c max and we can uniformly sample cost values and use the proper distance function. In other words, we start with an initial run of the standard RRT before switching to RRT2.0. However, this approach makes RRT2.0 dependent on the standard RRT-if RRT fails to find a solution no solution will be returned. We overcome this problem by augmenting RRT2.0 with additional heuristics, as explained in Subsection IV-B.
Considering the cost component introduces another challenge: It is unclear how to weight the cost component in the distance computation in the (d+1)-dimensional space, when the cost is not normalized. If the cost values are extremely high, the squared difference between the cost of two samples y a , y b ∈ Y may be significantly large when compared to the squared distance of their X components. The resulting distance between y a , y b may not properly reflect the distance between their X components. This causes a bias of the NEAREST method to the cost component. To overcome this issue we use a weighted distance function, and set proper, user-defined weights w x , w c to the X and cost components of the distance computation, respectively, as described in the following formula. The weights should be chosen such that the maximal possible squared distance between the X components and the maximal possible squared distance between costs would be of the same order.
B. A hybrid approach
The performance of sampling-based planners varies from one scenario to another, and for some scenarios reducing the dependence of RRT2.0 on RRT could be beneficial. Therefore, we propose a hybrid approach HybRRT2.0 that alternates between RRT2.0 and other planners and may perform better than RRT2.0 in some scenarios. Combining RRT2.0 with other heuristics can effectively guide the planning and expedite the convergence towards the optimum.
For any tree-based planner PLN, the hybrid approach HybRRT2.0 combines RRT2.0 and PLN, while operating in the augmented space Y. HybRRT2.0 extends the constructed tree by alternating between RRT2.0 and PLN. Each node added to the tree is assigned with a cost value, as in RRT2.0.
Interestingly, HybRRT2.0 is AO. The reason is that by applying RRT2.0 every other iteration we still have a positive probability p = p/2 for a successful transition from B d+1 i to B d+1 i+1 , for every i. Moreover, the addition of tree nodes due to the steps of the other planner PLN do not affect the transition probability p . We note that PLN is not required to be AO, nor is it assumed to be PC. This is in the spirit of Multi-Heuristic A* [35] , where multiple inadmissible heuristic functions are used simultaneously with a single consistent heuristic to preserve guarantees on completeness of the search.
We propose two concrete examples of the hybrid approach. The first, HybRRT2.0-STRIDE, alternates between RRT2.0 and STRIDE [36] . STRIDE uses a data structure that enables it to produce density estimates in the full state space. More precisely, it samples a configuration s, biased towards relatively unexplored areas of the state space. The tree is then grown from s, if possible. STRIDE was not shown to be AO. HybRRT2.0-STRIDE maintains, as STRIDE does, a data structure for states in the augmented space Y and alternates between the two methods for choosing the node y near to last first robot start goal Fig. 2 . Planning for a disc robot in a 2D geometric setting using RRT2.0 for 120 seconds. Obstacles are depicted in light magenta, while the disc robot is depicted in purple. Start and goal positions are marked with a green cross. The Paths found by RRT2.0 during the fixed time budget are drawn. The paths converge to the optimum as the number of samples increases. grow the tree from. Once the node is chosen, the algorithm proceeds as RRT2.0 (line 7 in Algorithm 1 is replaced with the STRIDE method of choosing y near ). Similarly, we define HybRRT2.0-EST, which alternates between RRT2.0 and EST [19] . The latter attempts to detect and expand from less explored areas of the space through the use of a grid imposed on a projection of the state space.
V. EXPERIMENTAL RESULTS
We present an experimental evaluation of the performance of RRT2.0 on both geometric and kinodynamic scenarios. The algorithm was implemented using the Open Motion Planning Library (OMPL 1.4.2) [37] . All experiments were run on a 2.6GHz Intel Core i5 processor with 8GB of memory. We used path length as the optimization objective. The weight w x was set to 1, while w c was chosen heuristically (see below).
We first visualize the behaviour of RRT2.0 in a simple geometric setting. We run RRT2.0 for 120 seconds in a simple 2D environment consisting of a disc robot moving among rectangular obstacles (see Figure 2 ). The constant w c was set to 0.2. We depict the paths found during the run. As the number of samples increases the paths improve, gradually converging to the optimal path.
In kinodynamic settings, we compare the performance of RRT2.0 with RRT, SST [16] , STRIDE [36] , and EST [19] as well as the two hybrid variants: HybRRT2.0-STRIDE and HybRRT2.0-EST (see Section IV-B). We set w c = 0.08. We let each planner run with a fixed time budget and report on the minimal cost found. Each result is averaged over 60 runs. Fig. 4 . Planning for a second-order (dynamic) car in the 2D Bug trap scenario (see Figure 3 left) for 120 seconds. The start position is surrounded by an obstacle. The goal region X goal is a disc of radius 5, around the left position in red. We present box plots of the minimal cost found. In addition, the success rate is specified for each planner in parenthesis. Both RRT2.0 and HybRRT2.0-STRIDE returned the highest-quality trajectories, with superior success rate for HybRRT2.0-STRIDE. RRT had the same success rate as RRT2.0 but obtained results of inferior quality. Both hybrid variants HybRRT2.0-STRIDE, HybRRT2.0-EST obtained better results than their original tree-based counterparts STRIDE, EST, respectively. (EST was not able to solve the problem in the given time budget.) Figure 4 depicts the results for dynamic-car planning in the 2D bug trap scenario (see Figure 3 left) for 120 seconds. The state space for the dynamic car is fivedimensional, while the control space is two-dimensional. Figure 5 depicts the results for quadrotor planning in 3D space cluttered with cubical obstacles (see Figure 3 right) for 150 seconds. The state space for the quadrotor is twelvedimensional, while the control space is four-dimensional. The results are presented as box plots from first (Q1) to third (Q3) quartile. Outliers, depicted as blue points, are defined as values above Q3 + 1.5 · IQR or below Q1 − 1.5 · IQR, where IQR is the interquartile range. These experiments demonstrate that RRT2.0, HybRRT2.0-STRIDE and HybRRT2.0-EST manage to find higher-quality trajectories of lower costs more quickly, when compared with alternative methods for kinodynamic planning. Moreover, the hybrid variants HybRRT2.0-STRIDE, HybRRT2.0-EST perform better than STRIDE, EST, respectively.
VI. DISCUSSION
In this work we presented the RRT2.0 for kinodynamic sampling-based motion planning. We analyzed its theoretical properties, and developed sufficient conditions for which it is asymptotically optimal. We also demonstrated experimentally that RRT2.0 and its two hybrid variants outperform the existing alternatives in practice.
For future work we plan to extend the framework to manifold-type constraints. In this case, one has to consider the notion of Riemannian distance instead of the more classic Euclidean distance that we use here. Another interesting extension of this work would be to adapt our proof to accommodate deterministic sampling distributions (see [38] ).
Finally, in our implementation we used a weighted distance function in the augmented space (Eq. (6)). It would be desirable to come up with an automatic scheme to choose the weights w x , w c . Moreover, modifying these weights online may lead to favorable results. x init is (−115) 3 , and the goal region X goal is a disc of radius 5 centered at (115) 3 . The cube is cluttered with axis-aligned equallyspaced hyper-cubicle obstacles, whose volume is 25% of the cube's volume (see Figure 3 right). We present box plots of the minimal cost found. In addition, the success rate is specified for each planner in parenthesis. Both RRT2.0 and HybRRT2.0-EST returned the highest-quality trajectories, with superior success rate (97%) for HybRRT2.0-EST. The quality of the results returned by RRT2.0 was higher than that of RRT. Both hybrid variants HybRRT2.0-STRIDE, HybRRT2.0-EST obtained better results than their original tree-based counterparts STRIDE, EST, respectively.
