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We study the existence of fows in infnite networks and extend basic theorems due to 
Gale and Hoffman and to Ford and Fulkerson. The classical approach to fnite networks 
uses a constructive combinatorical algorithm that has become known as the labelling al-
gorithm. Our approach to infnite networks involves Hahn–Banach type theorems on the 
existence of certain linear functionals. Thus the main tools are from the theory of func-
tional and convex analysis. 
In Chapter II, we discuss sublinear and linear functionals on real vector spaces in the 
spirit of the work of König. In particular, a generalization of König’s minimum theorem 
is established. Our theory leads to some useful interpolation results. We also establish a 
variant of the main interpolation theorem in the context of convex cones. 
We reformulate the results of Ford–Fulkerson and Gale–Hoffman in terms of certain 
additive and biadditive set functions. In Chapter III, we show that the space of all additive 
set functions may be canonically identifed with the dual space of a space of certain step 
functions and that the space of all biadditive set functions may be identifed with the dual 
space of a space of certain step functions in two variables. Our work an additive set func-
tions is in the spirit of classical measure theory, while the case of biadditive set functions 
resembles the theory of product measures. 
In Chapter IV, we develop an extended version of the Gale–Hoffman theorem on the 
existence of fows in infnite networks in a setting of measure-theoretic favor. This general 
fow theorem is one of our central results. We discuss, as an application of our fow theo-
rem, a Ford–Fulkerson type result on maximal fows and minimal cuts in infnite networks 
containing sources and sinks. In addition, we present applications to fows in locally fnite 
networks and to the existence of antisymmetric fows under certain natural conditions. We 
conclude with a discussion of the case of triadditive set functions. 
In the appendix, we review briefy the classical theory of maximal fows and minimal 
cuts in networks with fnitely many nodes. 
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The purpose of this dissertation is to investigate the existence of fows in networks 
with a possibly infnite number of nodes. The main goal is to extend some well-known 
theorems due to Gale and Hoffman and to Ford and Fulkerson to a much more general 
setting of a measure-theoretic favor. In Sections 1.1 and 1.2 of this introductory chapter, 
we review briefy the classical versions of these theorems in the case of fnite networks. In 
Section 1.3, we then reformulate these results in terms of certain additive and biadditive 
set functions. This reformulation opens the door to a theory of networks with infnitely 
many nodes. In Section 1.4, we explain how additive and biadditive set functions corre-
spond, via a natural integration procedure, to linear functionals on appropriate spaces of 
functions. This section summarizes the results that will be proved in detail in Chapter III 
of this dissertation. Therefore, while the classical approach to fnite networks uses cer-
tain combinatorical arguments or a constructive algorithm that has become known as the 
labelling or Ford–Fulkerson algorithm, our approach to infnite networks involves Hahn– 
Banach type theorems on the existence of certain linear functionals. Thus the main tools 
for our investigations are from the theory of functional and convex analysis. In Section 
1.5, we review the classical versions of the Hahn–Banach theorem and some of its more 
1 
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recent extensions. Of particular importance for the theory of infnite networks are certain 
consequences of a basic version of the Hahn–Banach theorem that are briefy discussed 
in Section 1.6 and derived in detail in Chapter II of this dissertation. In Section 1.7, we 
describe the main strategy of how these Hahn–Banach type theorems lead to a general the-
orem on the existence of fows in arbitrary networks. This section summarizes the main 
results of Chapter IV. Finally, in Section 1.8, we provide a short historical overview of 
various lines of research that precede and motivate our investigations. 
1.1 The Classical Ford–Fulkerson Theorem 
The classical theory of fnite networks is based on a fnite set S of nodes in which two 
distinct nodes s, t 2 S are specifed to play the role of the source and the sink. For 
x, y 2 S, the pair (x, y) is interpreted as a pipeline from the node x to the node y. Thus the 
product set S× S describes the set of all pipelines or arcs for the given network. To model 
the concept of an upper capacity for the pipelines, we consider a function ˝ : S × S ! R 
with the property that ˝  0 on S × S. For x, y 2 S, the real number ˝(x, y) indicates the 
maximal amount of a given commodity, such as oil, that can be transported in the pipeline 
(x, y) within a given time period. The network given by the data S, s, t, and ˝ is denoted 
by N . 
In the following, we are interested in how much can fow from the source to the sink 
of the given network under the condition that the capacity constraints are satisfed and 
3 
nothing is lost or gained at the intermediate nodes. This concept is formalized in the 
following defnition. 
A function  : S × S ! R is said to be a fow for the network N if 
(i) 0  (x, y)  ˝(x, y) for all x, y 2 S; X X 
(ii) (x, y) = (y, x) for all x 2 S with x 6= s, t. 
y2S y2S 
The value of a fow  is defned as 
X X 
f() := (s, y) − (y, s). 
y2S y2S 
Therefore, f() represents the net amount of the given commodity that leaves the source. 
Since nothing is gained or lost at the intermediate nodes, it is not diffcult to see that f() 
coincides with the net amount of the commodity that reaches the sink, so that 
X X 
f() = (x, t) − (t, x). 
x2S x2S 
Note that there exists at least one fow in a network N , namely the zero fow. Except for 
trivial special cases, there will be infnitely many fows. 
To fnd the largest possible value of all fows, the next defnition is very important. An 
arbitrary set A  S such that s 2 A and t 2/ A is said to be a cut. The capacity of the cut 
A is given by XX 
c(A) := ˝(x, y), 
x2A y2Ac 
where Ac := S \ A is the complement of A in S. Since S is fnite, there are only fnitely 
many cuts. 
4 
The following notation will simplify our work. For arbitrary X, Y  S and for any 
function  : S × S ! R, let 
XX 
(X, Y ) := (x, y) 
x2X y2Y 
with the usual convention that (X, Y ) = 0 if X or Y is empty. Although  is now used 
with two different meanings, no confusion will arise, since ({x}, {y}) = (x, y) for all 
x, y 2 S. With our new notation we have c(A) = ˝(A,Ac) for every cut A  S. 
A fow  is said to be maximal if f()  f(µ) for all fows µ, and a cut A is said to be 
minimal if c(A)  c(B) for each cut B. 
It turns out that the value of each fow is dominated by the capacity of any cut, so that 
f()  c(A) for all fows  and each cut A. Indeed, it can be seen that 
f() = (A, S) − (S,A) = (A,Ac) − (Ac, A)  ˝(A,Ac) = c(A). 
Consequently, the value of each fow is bounded by the minimum of all cut capacities. 
A celebrated theorem due to Ford and Fulkerson states that there is at least one fow for 
which the value coincides with the minimal cut capacity; see Theorem I.5.1 of [4]. In other 
words, we have 
max{f() :  fow} = min{c(A) : A cut}. 
Here the existence of the minimum on the right-hand side is obvious, since there are only 
fnitely many cuts in the given fnite network. On the other hand, the existence of the 
maximum on the left-hand side is part of the conclusion of the Ford–Fulkerson theorem. 
The result is also known as the max-fow min-cut theorem. The classical approach to this 
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theorem is based on a constructive algorithm that is often referred to as the labelling algo-
rithm. The basic theory related to the Ford–Fulkerson theorem and the labelling algorithm 
is outlined in the appendix of this dissertation even in a slightly more general setting. This 
appendix is also intended to illustrate that the classical techniques do not extend to the 
case of networks with infnitely many nodes. 
For an extensive treatment of the theory of fnite networks and its many important 
applications and connections to other felds, we refer to the monographs by Bazaraa and 
Jarvis [1], Ford and Fulkerson [4], and Rockafellar [47]. 
1.2 The Classical Gale–Hoffman Theorem 
There is another theorem that is of basic importance in the classical theory of networks. 
To describe this result, we consider again a fnite set S of nodes, but this time without 
specifcation of a sink or source. In addition, we now consider a pair of functions ˙, ˝ : 
S×S ! R with the property that ˙  ˝ on S×S.As before, the number ˝(x, y) represents 
the maximal amount of a given commodity that can fow from x to y in the pipeline (x, y). 
On the other hand, ˙(x, y) represents the minimal amount of what can fow from x to y. 
Thus ˙ and ˝ describe lower and upper arc capacities for a given network. In addition, we 
suppose that there are lower and upper node capacities which are represented by a pair of 
functions , µ : S ! R such that   µ on S. Here, for each x 2 S, the numbers (x) 
and µ(x) stand for the minimal and maximal amount of the given commodity that can be 
gained or lost at the node x. For instance, if (x) = µ(x) = 0, then nothing can be gained 
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or lost at the node x. In the setting just described, a function  : S × S ! R is said to be 
a generalized fow if 
(i) ˙(x, y)  (x, y)  ˝(x, y) for all x, y 2 S; X X 
(ii) (x)  (x, y) − (y, x)  µ(x) for all x 2 S. 
y2S y2S 
Simple examples show that generalized fows need not exist. Therefore, it is of interest 
to fnd conditions on the data ˙, ˝, , and µ that are both necessary and suffcient for the 
existence of a generalized fow. This problem is solved in a famous result that is stated as 
Theorem II.3.2 in [4], but dates back to work of Gale [13] and Hoffman [17]. This result 
states that a generalized fow exists precisely when the estimates 
X X XX XX 
− µ(y), (x)  ˝(x, y) − ˙(y, x) 
y2Ac x2A x2A y2Ac y2Ac x2A 
hold for all subsets A of S. It is not diffcult to verify that the preceding estimates hold 
provided that there exists a generalized fow, but the converse is non-trivial. There are 
several different approaches to the feasibility theorem due to Gale and Hoffman. The 
original proof is based on the max-fow min-cut theorem, while the approach in [17] uses 
the theory of linear inequalities; see also Chapter 11.1 of [1] and Chapter 3.3I of [47]. 
As shown in [4] and [52], it is also possible to derive the Gale–Hoffman theorem from the 
Ford–Fulkerson theorem, and vice versa. A detailed discussion of the relationship between 
these two results even in a much broader setting will be given in Section 4.2. 
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1.3 Transfer to Additive and Biadditive Set Functions 
In this dissertation, we will explore the extent to which the results of Ford–Fulkerson and 
Gale–Hoffman remain valid if the underlying set of nodes is infnite. This situation arises, 
for instance, in the case of dynamic networks. Specifcally, if S is, as before, a fnite set of 
nodes and if the node and arc capacities change with time, then it is natural to work with 
one of the product sets S × R or S × Z,depending on the choice of continuous or discrete 
time. It turns out that, when suitably formulated, the theory of infnite networks has also 
interesting applications to measure theory. 
To prepare for the transition to the case of infnite networks, it will be convenient to 
reformulate the classical theory in terms of certain set functions. As before, let S be a 
fnite set, consider an arbitrary function  : S ! R, and defne 
X 
̂(A) := (x) 
x2A 
for all A 2 P(S), where P(S) := {A : A  S} denotes the power set of S. Evidently, 
we have ̂({x}) = (x) for all x 2 S, so that ̂ may be thought of as an extension of  to 
P(S). Moreover, ̂ is an additive set function in the sense that the identity 
ˆ ˆ(A [ B) = (A) + ̂(B) 
holds for all disjoint sets A,B  S. 
Conversely, if  : P(S) ! R is any additive set function, then  = ̂ with the choice 
(x) := ({x}) for all x 2 S, because, by the additivity of , we have 
X X 
ˆ(A) = ({x}) = (x) = (A) 
x2A x2A 
8 
for all A  S. It follows that the point functions  : S ! R are in one-to-one correspon-
dence with the additive set functions  : P(S) ! R. It is therefore justifed to identify a 
function  : S ! R with its corresponding set function ,ˆ so that 
X 
(A) = (x) 
x2A 
for all A  S. 
Similarly, for an arbitrary function  : S × S ! R, our previous defnition 
XX 
(A,B) := (x, y) 
x2A y2B 
for all A,B  S yields a function 
 : P(S) × P(S) ! R 
that is biadditive in the sense that, for each fxed set A  S, the two functions 
(A, ·) : P(S) ! R and (·, A) : P(S) ! R 
are additive on P(S). 
Conversely, given an arbitrary biadditive set function  : P(S) × P(S) ! R, we 
obtain for all A,B 2 P(S) the identities 
X XX 
(A,B) = ({x}, B) = ({x}, {y}), 
x2A x2A y2B 
which shows that  is completely determined by the values ({x}, {y}) for x, y 2 S. 
Thus, for an arbitrary fnite set S, the point functions  : S × S ! R are in one-to-one 
9 
correspondence with the additive set functions on P(S × S) and also with the biadditive 
set functions on P(S) × P(S). 
The theorems of Ford–Fulkerson and Gale–Hoffman can now easily be reformulated 
in the language of additive and biadditive set functions. For instance, given a fnite set S 
as well as a pair of additive set functions , µ : P(S) ! R with   µ on P(S) and a pair 
of biadditive set functions ˙, ˝ : P(S) × P(S) ! R with ˙  ˝ on P(S) × P(S), the 
Gale–Hoffman theorem may be expressed in the following form: there exists a biadditive 
set function  : P(S) × P(S) ! R with the properties that 
(i) ˙(A,B)  (A,B)  ˝(A,B) for all A,B 2 P(S); 
(ii) (A)  (A, S) − (S,A)  µ(A) for all A 2 P(S) 
if and only if 
−µ(Ac), (A)  ˝(A,Ac) − ˙(Ac, A) for all A 2 P(S). 
While the original version of the Gale–Hoffman theorem for point functions does not 
have an immediate interpretation in the case of infnite networks, the preceding reformu-
lation in terms of additive and biadditive set functions makes perfect sense even when the 
underlying set of nodes is infnite. 
In a sense, this step from point functions to set functions is similar to the development 
of probability theory. Indeed, while the classical theory of probability on a fnite set can 
easily be described by point functions on this fnite set, the modern theory of probability is 
governed by the notion of a measure, that is an additive set function with certain additional 
properties on a suitable collection of subsets of a given possibly infnite set. A typical 
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example is that of the classical Lebesgue measure µ on the Borel subsets of the unit interval 
S = [0, 1]. This is an additive set function with the property that µ([a, b]) = b − a for all 
a, b 2 [0, 1] with a  b, so that, in particular, µ({a}) = 0 for all a 2 [0, 1]. Thus the step 
from point functions to set functions is natural, non-trivial, and important. 
A central topic of this dissertation will be a general version of the Gale–Hoffman 
theorem with measure-theoretic favor. We will consider an arbitrary set S, not assumed 
to be fnite, endowed with an algebra  of subsets of S. Thus, by defnition,  is a non-
empty collection of subsets of S that is closed under fnite unions, fnite intersections, and 
complements, in the sense that, for all A,B 2 , we have A [ B 2 , A \ B 2 , 
and Ac := S \ A 2 . For instance,  could be the entire power set P(S), but our more 
general setting covers also the case of ˙-algebras from classical measure theory. In our 
framework, an additive set function is, of course, defned as a function µ :  ! R with 
the property that 
µ(A [ B) = µ(A) + µ(B) 
for all A,B 2  with A \ B = ;, while a biadditive set function is a function 
 :  ×  ! R 
with the properties that, for each fxed A 2 , the two functions (A, ·) :  ! R and 
(·, A) :  ! R are additive on . 
Quite remarkably, it turns out that the theorem due to Gale and Hoffman remains valid 
in this general setting. Specifcally, given two additive set functions , µ :  ! R with 
  µ on  as well as two biadditive set functions ˙, ˝ : × ! R with ˙  ˝ on ×, 
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we will see in Section 4.1 that the following equivalence holds: there exists a biadditive 
set function  :  ×  ! R for which 
(i) ˙(A,B)  (A,B)  ˝(A,B) for all A,B 2 ; 
(ii) (A)  (A, S) − (S,A)  µ(A) for all A 2  
if and only if 
−µ(Ac), (A)  ˝(A,Ac) − ˙(Ac, A) for all A 2 . 
Again, it is easily seen that the latter condition is necessary, but the suffciency is highly 
non-trivial and requires new tools beyond the classical theory of fnite networks. 
1.4 Transfer to Linear Functionals 
Roughly speaking, the preceding version of the Gale–Hoffman theorem for infnite net-
works is about the existence of a biadditive set function with certain additional properties. 
This problem will here be addressed by the methods of functional analysis. The clue to our 
solution lies in the observation that additive and biadditive set functions may be identifed 
with certain linear functionals on suitable spaces of functions, a procedure that is familiar 
from the classical theory of measure and integration. 
To be specifc, consider again an arbitrary set S together with an algebra  of subsets 
of S. If E denotes the vector space of all -simple real-valued functions on S, i.e., the 








is well known and easily seen that every additive set function µ :  ! R induces, via 
integration, a linear functional ' µ : E ! R, so that Z nX 
' µ(f) = f dµ = jµ(Aj) 
j=1S 
for all f 2 E with representation 
nX 
f = j˜Aj , 
j=1 
where n 2 N, 1, . . . , n 2 R, and A1, . . . , An 2 . 
Conversely, given an arbitrary linear functional ' : E ! R, it is very easy to verify 
that the defnition 
µ(A) := '(˜A) 
for all A 2  yields an additive set function µ :  ! R with the property that ' µ = '. It 
follows that the assignment µ 7! ' µ provides a linear and order-preserving isomorphism 
from the vector space of all additive set functions on  onto the vector space of all linear 
functionals on E. 
Similarly, if F denotes the space of all linear combinations of the characteristic func-
tions ˜A×B for all A,B 2 , then every biadditive set function  :  ×  ! R induces, 
again by integration, a linear functional  : F ! R, so that Z nX 
 (f) = f d = j(Aj, Bj) 
j=1S×S 
for all f 2 F with representation 
nX 
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where n 2 N, 1, . . . , n 2 R, and A1 × B1, . . . , An × Bn 2  × . Here the process 
of integration with respect to a biadditive set function is somewhat similar to the theory of 
integration on a product space; the details will be discussed in Section 3.2. 
Conversely, given an arbitrary linear functional : F ! R, it is easily verifed that 
the defnition 
(A,B) := (˜A×B) 
for all A,B 2  yields a biadditive set function  :  ×  ! R with the property that 
 = . It then follows that the assignment  7!  leads to a linear and order-preserving 
isomorphism from the vector space of all biadditive set functions on  ×  onto the vector 
space of all linear functionals on F. 
The preceding two paragraphs suggest that the Gale–Hoffman theorem may be ex-
pressed as a result on the existence of linear functionals. After this metamorphosis, the 
result then belongs to a classical domain of functional and convex analysis that is dom-
inated by the Hahn–Banach theorem and its many variations. The relevant results and 
historical background of this theory will be briefy reviewed in the next section. 
1.5 The Hahn–Banach Theorem Revisited 
The classical version of the Hahn–Banach theorem was provided by Hahn in 1928. The 
result states that each continuous linear functional on a linear subspace of a normed lin-
ear space may be extended to a continuous linear functional on the entire space without 




much of the basic theory of Hilbert spaces may be extended to the general context of Ba-
nach spaces; see, for instance, the textbook by Rudin [48]. In 1929, Banach established 
a powerful generalization of the result of Hahn. Banach’s result is based on the notion of 
a sublinear functional which is defned as follows. Let X be a real vector space. Then a 
function # : X ! R is said to be sublinear if 
(i) # (u+ v)  # (u) + # (v) for all u, v 2 X; 
(ii) # (tu) = t# (u) for all t  0, u 2 X. 
If condition (ii) is strengthened to the requirement that #(u) = ||#(u) for all  2 R 
and u 2 X and if, in addition, #(u) > 0 for all non-zero u 2 X, then # is said to be a 
norm. Evidently, all linear functionals and all norms are sublinear. The result of Banach 
states that, given a sublinear functional # on a real vector space X and a linear functional 
' on a linear subspace Y of X for which '  # on Y, there exists a linear functional 
on the entire space X such that = ' on Y and  # on X. In the special case where 
# is a norm, Banach’s result is nothing but a reformulation of Hahn’s result on norm-
preserving linear extensions, but there are many applications where the more general case 
of a sublinear functional is essential. In fact, several of the central functionals of this 
dissertation will turn out to be sublinear, but fail to be norms. 
An important extension of Banach’s theorem was provided by Mazur and Orlicz [30] 




to be convex if tu + (1 − t)v 2 K for all u, v 2 K and t 2 [0, 1] and that a real-valued 
function ˆ on a convex set K is said to be concave if 
ˆ(tu+ (1 − t)v)  tˆ(u) + (1 − t)ˆ(v) 
again for all u, v 2 K and t 2 [0, 1]. 
The Mazur–Orlicz theorem may be expressed in the following equivalent form. Given 
a sublinear functional # on a real vector space X and a concave function ˆ on a convex 
subset K of X with the property that ˆ  # on K, there exists a linear functional 
on the entire space X such that ˆ  on K and  # on X. In this formulation, 
the Mazur–Orlicz theorem has also become known as the sandwich theorem. This result 
is a powerful tool when the issue is to fnd linear functionals that are dominated by a 
given sublinear functional and, at the same time, satisfy certain additional conditions. A 
beautiful approach to the sandwich theorem was given by Pták [45] in 1956 based on the 
method of the auxiliary functional. A similar approach was employed by König in his 
systematic development of a basic theory of linear and sublinear functionals; see [28] and 
also [29]. 
Neumann and Velasco [39] employed the sandwich theorem to prove a general result 
on the existence of linear functionals that is at the heart of the theory of infnite networks. 
To describe their result, we frst recall a few basic notions from the theory of ordered vector 
spaces. 
A real vector space X endowed with an order relation  is said to be an ordered vector 
space if  is compatible with the vector space operations in the sense that, for all u, v 2 X 
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with u  v, it follows that u + w  v + w and tu  tv for all w 2 X and t  0. Let 
X+ + X+:= {x 2 X : x  0} denote the positive cone of X. Clearly, X+  X+ and 
tX+  X+ for all t  0. 
A vector lattice X is an ordered vector space with the additional property that, for 
arbitrary vectors u, v 2 X, the least upper bound u_v, as well as the greatest lower bound 
u ̂  v, both exist in X. More precisely, it is required that, for all u, v 2 X, there exist 
elements x, y 2 X with the property that x  u, v  y and that x̃  u, v  ỹ  implies that 
x̃  x and y  y.̃ If X is a vector lattice and u 2 X, then we defne 
u + := u _ 0, and u − := (−u) _ 0. 
The element u+ is called the positive part and u− the negative part of u. 
A typical example of a vector lattice is the space E of all -simple real-valued func-
tions on a set S, where  is, as before, an algebra of subsets of S. Here the order structure 
is given pointwise, so that, for each f 2 E, we have f  0 precisely when f(s)  0 
for all s 2 S. Thus (f _ g)(s) = max{f(s), g(s)} and (f ̂  g)(s) = min{f(s), g(s)} 
for all f, g 2 E and s 2 S. In particular, f+ and f− are nothing but the familiar positive 
and negative part of a function f 2 E. Another typical example of a vector lattice is the 
space of all linear combinations of the characteristic functions ˜A×B for all A,B 2 , the 
counterpart of the space E for functions of two variables. 
Now suppose that E and F are arbitrary vector lattices, and consider a linear mapping 
T : E ! F. As in basic linear algebra, let E and F  denote the spaces of real-valued 
  
 




linear functionals on E and F, respectively, and let T  : F  ! E denote the algebraic 
adjoint of T given by composition, so that 
T  :=  T 
for all 2 F  . 
In addition, consider a pair of functionals ' 1, ' 2 2 E for which ' 1  ' 2 on E+ and 
a pair of functionals 1, 2 2 F  for which 1  2 on F+ . The problem is to fnd a 
functional ˘ 2 F  such that 
1  ˘  2 on F+ and ' 1  T ˘  ' 2 on E+ . 
Neumann and Velasco [39] used the sandwich theorem to show that such a functional ˘ 
exists if and only if 
�  �  
' 1(f
+) − ' 2(f−)  2 (Tf)+ − 1 (Tf)− 
for all f 2 E. 
The relevance of this result in the theory of infnite networks is seen in the following 
special case. Let  be an algebra of subsets of an arbitrary set S, let E denote the vector 
lattice of all -simple real-valued functions on S, and let F stand for the vector lattice 
of all linear combinations of the functions of the form ˜A×B, where A,B 2 . Then the 
assignment 
(Tf)(s, t) := f(s) − f(t) 
for all f 2 E and s, t 2 S yields a linear mapping T : E ! F. The algebraic adjoint of 
this mapping allows a remarkable interpretation that is relevant for the application of the 
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existence result due to Neumann and Velasco in the theory of infnite networks. Indeed, if, 
as indicated in Section 1.4 and established in detail in Sections 3.1 and 3.2, the space E 
is identifed with the space of all additive set functions on  and F  is identifed with the 
space of all biadditive set functions on  × , then it is not diffcult to see that 
(T )(A) = (A, S) − (S,A) 
for all A 2 . As will be discussed in detail in Section 4.1, the result of Neumann and 
Velasco then leads to a general version of the Gale–Hoffman theorem in the context of 
additive and biadditive set functions. 
1.6 The Minimum and Interpolation Theorems 
One of the goals of this dissertation is to derive a new approach to an extension of the 
Neumann–Velasco theorem. Our approach is in the spirit of a classical result due to König 
[27] that has become known as the minimum theorem. 
To describe his result, consider a real vector space E and #1, . . . , #n 2 E# , where 
E# denotes the space of all sublinear functionals on E. In general, there does not exist a 
functional ' 2 E which is dominated by the minimum of #1, . . . , #n in the sense that 
'(x)  #1(x), . . . , #n(x) 
for all x 2 E. In fact, using a suitable basic version of the Hahn–Banach theorem, König 
established that such a functional ' exists precisely when 
#1(x1) + · · · + #n(xn)  0 

    
 
   
 









for all x1, . . . , xn 2 E with x1 + · · · + xn = 0. 
In Section 2.3, we will establish the following generalization of the minimum theorem. 
To describe the details, let J be an arbitrary index set. For each 2 J, we consider a real 
vector space E , a sublinear functional # 2 E# , and a linear mapping T from E into 
a real vector space F. Then, as shown in Theorem 2.3.2, there exists a functional 2 F  
for which T   # on E for all 2 J if and only if 
# (x1) + · · · + # n )  01 (xn 
for all n 2 N, 1, . . . , n 2 J, and each collection of vectors x1 2 E 1 , . . . , xn 2 E n 
such that T 1 x1 + · · · + T n xn = 0. Evidently, the classical minimum theorem is obtained 
if one chooses the index set J as a fnite set and defnes E = F and T as the identity 
operator for each 2 J. We will also establish, in Theorem 2.3.5, a powerful variant of 
our generalized minimum theorem in the context of convex cones. 
To see how the preceding extension of the minimum theorem leads to a more general 
version of the Neumann–Velasco theorem [39], we have to introduce an important sublin-
ear functional. Let E be a real vector lattice, and consider linear functionals ', 2 E for 
which '  on E+ . Then, as will be shown in Lemma 2.4.2, the defnition 
#(x) := (x +) − '(x −) 
for all x 2 E yields a sublinear functional # : E ! R. Moreover, this functional has the 
important property that a linear functional ˘ 2 E satisfes ˘  # on E precisely when 
'  ˘  on E+ . 
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A combination of the preceding results then leads to the following interpolation theo-
rem. Let J be an arbitrary index set. For each 2 J, we consider a linear mapping T 
from a real vector lattice E into a real vector space F and functionals ' , 2 E for 
which '  on E+ . The problem is now to fnd a functional ˘ 2 F  for which 
'  T ˘  on E+ 
for all 2 J. From our generalized minimum theorem we will conclude, in Theorem 
2.4.3, that such a functional ˘ exists if and only if 
    
+ − + − 
1 (x1 ) − ' 1 (x1 ) + · · · + n (xn ) − ' n (xn )  0 
for each choice of fnitely many 1, . . . , n 2 J and each collection of vectors x1 2 
E , . . . , xn 2 E for which T x1 + · · · + T xn = 0.1 n 1 n 
In the special case where the index set J consists only of two elements and one of 
the linear mappings T happens to be the identity mapping, the preceding result coincides 
with the theorem due to Neumann and Velasco [39]. We will also establish, in Theorem 
2.4.4, a variant of the preceding interpolation theorem in the context of convex cones. 
1.7 Locally Finite Networks and The General Flow Theorem 
Let us now return to the problem of the existence of fows in certain infnite networks. The 
generalized Gale–Hoffman theorem, as previously formulated, fails to apply to the case of 
locally fnite networks. Such networks are defned as follows. 
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Let S be an arbitrary non-empty set of nodes. We suppose that S is endowed with 
lower and upper node capacities which are represented by functions s : S ! [−1,1) 
and tµ : S ! (−1,1], respectively, such that s  tµ on S. Let 
X X 
(A) := s(x) and µ(A) := tµ(x) 
x2A x2A 
for all fnite sets A  S,where the standard arithmetic is used when adding real numbers to 
1 or −1. Clearly, the functions  and µ are additive on the collection of all fnite subsets 
of S and satisfy   µ. Note that  may attain the value −1, while µ may attain the value 
+1, but this will not cause any problem in the development of the general theory. We 
are also given lower and upper arc capacities u˙, v˝ : S × S ! R such that u˙  v˝ on 
S × S. The condition that the network given by these data be locally fnite then means, by 
defnition, that, for arbitrary x 2 S, each of the quantities u˙(x, y), v˝ (x, y), u˙(y, x) and 
v˝ (y, x) is zero for all but fnitely many y 2 S. In other words, for each node x 2 S, there 
are only fnitely many arcs with non-trivial capacity that start or end at x. Such networks 
were thoroughly discussed by Oettli and Yamasaki; see [40], [41], [42], and [43]. 
In this setting, it is natural to introduce certain set functions which are motivated by 
the case of fnite networks. Clearly, if A,B  S are both fnite sets, then it makes sense 
to defne 
XX XX 
˙(A,B) := u˙(x, y) and ˝(A,B) := v˝ (x, y), 
x2A y2B x2A y2B 
and it is evident that the corresponding set functions ˙ and ˝ are biadditive on S × S, 
where S stands for the collection of all fnite subsets of S. However, the preceding double 
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sums need not be convergent if both sets A and B are infnite. In particular, ˙(S, S) and 
˝(S, S) need not be defned in locally fnite networks which fail to be fnite. Indeed, while X 
rx = u˙(x, y) converges, for fxed x 2 S, by our assumption that there are only fnitely 
y2S 
many non-zero terms, the quantity 
XX  X 
˙(S, S) = u˙(x, y) = rx 
x2S y2S x2S 
is a possibly divergent infnite series. 
Fortunately, it turns out that the preceding defnition of ˙(A,B) and ˝(A,B) in terms 
of the appropriate double sums makes sense not only when both A and B are fnite sets, 
but also when only one of these sets is fnite. Indeed, since the given network is locally 
fnite, it is not diffcult to see that each of these double sums contains only fnitely many 
non-zero terms provided that at least one of the sets A or B is fnite. Moreover, it is clear 
that ˙(A,B)  ˝(A,B) for all A,B  S for which at least one of the sets A or B is fnite. 
Now, let  := {A  S : A or Ac fnite}, and observe that  is the smallest algebra 
that contains the system S of all fnite subsets of S. By the observation of the preced-
ing paragraph, the canonical defnition in terms of double sums leads to biadditive set 
functions ˙ and ˝ on the system (S × ) [ ( × S). Although this system is signif-
icantly smaller that  × , it is large enough to let us work with real numbers of the 
form ˙(A,B), ˙(A,Ac), ˙(Ac, A), ˙(A, S), and ˙(S,A) for arbitrary A,B 2 S. Fortu-
nately, this suffces to establish a general theory of infnite networks that covers the case 
of locally fnite networks. 
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Specifcally, in Section 4.1, we will develop a general version of the Gale–Hoffman 
theorem that works in the following setting. Let S be an arbitrary non-empty set, let S 
denote a ring of subsets of S, and let  be the algebra generated by the ring S. Thus 
S is a system of subsets of S that is stable under fnite unions, fnite intersections, and 
differences, in that sense that A \ B := A\ Bc 2 S for all A,B 2 S, while  consists of 
all subsets A of S for which either A or Ac belongs to S. 
In this setting, we consider a pair of additive set functions  : S ! [−1,1) and 
µ : S ! (−1,1] such that   µ on S and biadditive set functions ˙, ˝ : (S × ) [ 
( × S) ! R such that ˙  ˝ on (S × ) [ ( × S). Here a set function of the form 
˝ : (S × ) [ ( × S) ! R is said to be biadditive if, for each A 2 S, the set functions 
˝(A, ·) and ˝(·, A) are additive on  and, for each A 2 , the set functions ˝(·, A) and 
˝(A, ·) are additive on S. In Theorem 4.1.4, we will show that there exists a biadditive set 
function  : (S × ) [ ( × S) ! R for which 
(i) ˙(A,B)  (A,B)  ˝(A,B) for all A,B 2 (S × ) [ ( × S); 
(ii) (A)  (A, S) − (S,A)  µ(A) for all A 2 S 
if and only if 
(A)  ˝(A,Ac) − ˙(Ac, A) and − µ(A)  ˝(Ac, A) − ˙(A,Ac) for all A 2 S. 
This theorem is one of the central results of this dissertation and will be referred to as the 
general fow theorem. In the special case when S is an algebra, equivalently, where S = 
, the general fow theorem was obtained by Neumann and Velasco [39] as a consequence 
of the sandwich version of the Hahn–Banach theorem. 
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As an application of our general fow theorem, we will derive, in Section 4.2, a Ford– 
Fulkerson type theorem for maximal fows and minimal cuts in the setting of infnite net-
works. In Section 4.3, we will specialize to the case of locally fnite networks and obtain 
a new approach to results originally due to Oettli and Yamasaki [40]. As another ap-
plication, we will investigate, in Section 4.4, the existence of antisymmetric fows under 
certain natural conditions. We will close with a brief discussion of the case of triadditive 
set functions. 
1.8 Historical Remarks 
The circle of ideas related to the Hahn–Banach theorem is at the core of functional and 
convex analysis and initiated a large amount of research over the past eighty years. In fact, 
the survey article on the Hahn–Banach theorem by Buskes [3] from 1993 concludes with a 
list of 351 references. As already noted in Section 1.5, the classical versions of this result 
are about the extension of linear functionals. There is also an important body of results 
that deal with the separation of convex sets in terms of linear functionals. These separation 
versions of the Hahn–Banach theorem may be found, for instance, in the monograph by 
Rudin [48]. They are of basic importance in the theory of locally convex spaces, but not 
needed in this dissertation. 
Our approach to the Hahn–Banach theory is in the spirit of the work of König who 
started the development of a systematic theory of sublinear functionals in 1968; see [25], 
[26], [27], and [28]. This work was continued and expanded, in particular, by Fuchssteiner 
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[5], [8], Neumann [32], [33], [37], [38], and Simons [49], [50]. A comprehensive account 
may be found in the monographs by Fuchssteiner and Lusky [9] and by König and Neu-
mann [29]. 
Around 1975, König realized that the Hahn–Banach theory can be used to solve certain 
supply and demand problems from mathematical economics. König’s early results were 
improved in [28] and then extended in various directions by Fuchssteiner, Neumann, and 
their collaborators; see [5], [6], [7], [9], [12], [34], [35], [36], [39]. These papers initiated 
the theory of infnite networks in the spirit of this dissertation. 
In [5], Fuchssteiner employed a general version of a disintegration theorem due to 
Strassen to derive a certain abstract fow theorem, but his approach was hightly technical 
and involved a number of deep tools from functional analysis. A much more general 
and, at the same time, more elementary approach to general fow theorems was developed 
frst by Neumann [34], [35] and later by Neumann and Velasco [39]. The last paper also 
considers feasibility theorems for potentials in infnite networks, a line of research that is 
not pursued in this dissertation. On the other hand, Oettli and Yamasaki [40], [41], [42], 
[43] developed a theory of fows in locally fnite networks that used different tools and was 
not covered by [39]. 
In recent years, there has been a lot of interest in the theory of fows in a measure-
theoretic context. We mention, in particular, [2], [10], [11], [16], [18], [19], [24], [44], 
[46], and [51]. For applications to marginal problems from measure theory, we refer to 
[20], [21], [22], [23], and, more in the spirit of this dissertation, to [36], [39]. 
CHAPTER II 
EXISTENCE OF LINEAR FUNCTIONALS 
We begin, in Section 2.1, with a development of some of the basic properties of vector 
lattices. In Section 2.2, we discuss sublinear functionals and the existence of certain linear 
functionals on real vector spaces mainly in the spirit of the work of König. In Section 
2.3, a generalization of König’s minimum theorem is established. Our theory then leads 
to some useful interpolation results in Section 2.4. 
2.1 Preliminaries on Vector Lattices 
Let us recall the defnition of a partially ordered set. A non-empty set S endowed with a 
relation  is said to be an partially ordered set if it satisfes the following properties: 
(i) u  u holds for every u 2 S; 
(ii) if u  v and v  u, then u = v; 
(iii) if u  v and v  z, then u  z. 
A partially ordered set (S,) is called a totally ordered set if for every pair x, y 2 S, 
we have x  y or y  x. 
Let (S,) be a partially ordered set. An element x 2 S is called minimal if for each 
u 2 S with u  x it follows that u = x. 
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The next statement guarantees the existence of minimal elements in certain partially 
ordered sets. It is known as Zorn’s lemma, and it is a powerful tool in analysis. 
Zorn’s lemma. Let (S,) be a partially ordered set such that each non-empty totally 
ordered subset M  S has a lower bound in the sense that there exists some v 2 S such 
that v  u for all u 2 M. Then there exists at least one minimal element in S. 
A vector space X over R is a set of objects which can be added and multiplied by 
elements of R, in such a way that the sum of two elements of X is again an element of X, 
the product of an element of R by an element of X is an element of X, and the following 
properties are satisfed: 
(i) Given elements u, v, w of X, we have (u+ v) + w = u+ (v + w) ; 
(ii) There is an element of X, denoted by 0, such that 0 + u = u+ 0 = u 
for all elements u of X; 
(iii) Given an element u of X, there exists an element −u in X such that 
u+ (−u) = 0; 
(iv) For all elements u, v of X, we have u+ v = v + u; 
(v) If u, v are elements of X and c is a real number, then c (u+ v) = cu+ cv; 
(vi) If v is an element of X and a, b are real numbers, then (a+ b) v = av + bv; 
(vii) If v is an element of X and a, b are real numbers, then (ab) v = a (bv) ; 
(viii) For all elements u of X, we have 1 · u = u. 
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An ordered vector space is a real vector space X equipped with a partial order  
satisfying the following two properties: 
(i) if u, v 2 X such that u  v, then u+ w  v + w for all w 2 X; 
(ii) if u, v 2 X such that u  v, then tu  tv for all real numbers t  0. 
For an ordered vector space X, let X+ := {x 2 X : x  0} denote the positive cone 
of X. A vector lattice X is an ordered vector space with the additional property that for 
arbitrary vectors u, v 2 X, the least upper bound u_v, as well as the greatest lower bound 
u ̂  v, both exist in X. More precisely, it is required that, for all u, v 2 X, there exist 
elements x, y 2 X with the property that x  u, v  y and that x̃  u, v  ỹ  implies that 
x̃  x and y  y.̃ If X is a vector lattice and u 2 X, then we defne 
u + := u _ 0, and u − := (−u) _ 0. 
The element u+ is called the positive part and u− the negative part of u. 
We note in passing that every ordered vector space X with the property that u_v exists 
for all u, v 2 X is, in fact, a vector lattice. This can be seen from the proof of assertion 
(i) of the following result. The facts listed in Proposition 2.1.1 are well known, but for 
completeness we include the elementary proofs. 
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Proposition 2.1.1. Let X be a vector lattice. Then, for arbitrary u, v, w 2 X, the following 
assertions hold: 
(i) u ^ v = − [(−u) _ (−v)] ; 
(ii) (u _ v) + w = (u+ w) _ (v + w) ; 
(iii) (u ^ v) + w = (u+ w) ^ (v + w) ; 
(iv) (u+ v)+  u+ + v+; 
(v) u = u+ − u−; 
+ ^ u−(vi) u = 0; 
(vii) If u = v − w, where v, w  0, v ^ w = 0, then v = u+ and w = u−; 
(viii) (u+ v)+ = (u+ − v−)+ + (v+ − u−)+ ; 
− + +(ix) (u+ v) = (u− − v+) + (v− − u+) . 
Proof. (i) Assume that u _ v exists for all u, v 2 X. Then, given arbitrary u, v 2 X, 
we may consider the element := − [(−u) _ (−v)] . Then − = (−u) _ (−v) . Thus 
−  −u and −  −v. 
It follows that  u and  v. So is a lower bound for {u, v} . We claim that is the 
greatest lower bound. Let x be any lower bound of {u, v} . Then 
x  u and x  v. 
So −x  −u and −x  −v. Thus −x is an upper bound for {−u,−v} . But 
− = (−u) _ (−v) 
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is the least upper bound for {−u,−v} . Then −  −x. So  x. Therefore = u ^ v. 
An inspection of this argument shows that an ordered vector space X is a vector lattice 
provided that u_v exists for all u, v 2 X or, equivalently, that u^v exists for all u, v 2 X. 
(ii) Let f = (u _ v)+ w and let g = (u+ w) _ (v + w) . It suffces to show that f  g 
and g  f both hold. Since f = (u _ v) + w, we see that 
f − w = u _ v. 
Then 
u  f − w and v  f − w. 
Thus u + w  f and v + w  f. Therefore f  (u+ w) _ (v + w) = g. On the other 
hand, g = (u+ w) _ (v + w) implies 
u+ w  g and v + w  g. 
Then u  g − w and v  g − w. It follows that u _ v  g − w. Thus (u _ v) + w  g. 
Therefore f  g. 
(iii) By (ii), we obtain that [(−u) _ (−v)] − w = (−u− w) _ (−v − w) . By (i), it 
follows that 
− (u ^ v) − w = − [(u+ w) ^ (v + w)] . 
Therefore (u ^ v) + w = (u+ w) ^ (v + w) . 
(iv) Because u+ = u _ 0 and v+ = v _ 0, we obtain that u + v  u+ + v+ . Also, 
0  u+ + v+ . Thus 
+ v)+ + +(u = (u+ v) _ 0  u + v . 
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Then (u+ v)+  u+ + v+ for all u, v 2 X. 
(v) By the defnition of u−, u+ and (ii), we obtain that 
u − + u = (−u _ 0) + u = (−u+ u) _ (0 + u) = 0 _ u = u + . 
Then u− + u = u+ . Thus u = u+ − u− for all u 2 X. 
(vi) By (iii), (v), and (i), we infer that 
�  � − − − − u + ^ u = u + − u + u ^ 0 + u �  − − − − = u + − u ^ 0 + u = (u ^ 0) + u = − [(−u) _ 0] + u 
= −u − + u − = 0. 
Then u+ ^ u− = 0 for all u 2 X. 
(vii) We frst show that u− = w. Since v ^ w = 0 and u = v − w, we obtain from (ii) 
that 
−w = (v ^ w) − w = (v − w) ^ 0 = u ^ 0 
and hence, by (i), 
w = − (u ^ 0) = (−u) _ 0 = u − , 
as desired. Next, we show that u+ = v. By (v) and u = v − w, we have 
u + − u − = u = v − w. 
Thus u+ − u− = v − w. Since u− = w, we see that u+ − w = v − w. It follows that 
+u = v. 
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(viii) We frst show that (u+ v)+  (u+ − v−)+ + (v+ − u−)+ . Since the right hand 
side is the sum of two positive elements, we obtain that 
� − + � − + 0  u + − v + v + − u . 
Also, we see that 
�  �  � + � +− − − − − − u+ v = u + − u + v + − v = u + − v + v + − u  u + − v + v + − u , 
which proves the frst claim. 
Next, we want to show that 
� −+ � −+ u + − v + v + − u  (u+ v)+ . 
Clearly, this inequality may be rewritten in the form 
+ − v −)+  (u+ v)+ − (v + − u −)+(u 
and hence is equivalent to the pair of inequalities 
−)+ u + − v − , 0  (u+ v)+ − (v + − u . 
But these two inequalities hold precisely when 
(v + − u −)+  (u+ v)+ − u + + v − and (v + − u −)+  (u+ v)+ 
which in turn is equivalent to the following three inequalities 
v + − u −  (u+ v)+ − u + + v − , u + − v −  (u+ v)+ and v + − u −  (u+ v)+ . 
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Consequently, it suffces to show that 
(1) (u+ − v−) + (v+ − u−)  (u+ v)+ ; 
(2) u+ − v−  (u+ v)+ and v+ − u−  (u+ v)+ . 
Proof of (1): Since 
(u + − v −) + (v + − u −) = u + − u − + v + − v − = u+ v  (u+ v)+ , 
we obtain that (u+ − v−) + (v+ − u−)  (u+ v)+ 
Proof of (2): By (iv), we have 
+ � + − u = u+ v + (−v)  (u+ v)+ + (−v)+ = (u+ v)+ + v . 
Thus u+ − v−  (u+ v)+ . Similarly, v+ − u−  (u+ v)+ . 
(ix) This follows from (viii), since u+ = (−u)− for all u 2 X and therefore 
� + � + � + 
(u+ v)− = (−u) + (−v) = (−u)+ − (−v)− + (−v)+ − (−u)− 
+)+ = (u − − v +)+ + (v − − u , 
as desired.  
If X is a vector lattice and if ', 2 X are given, then we write '  if '(x)  (x) 
for all x 2 X with x  0. It follows easily from part (v) of Proposition 2.1.1 that this 
defnition turns the dual space X into an ordered vector space. In the following, we will 
always consider this canonical order on X . 
A typical example of a vector lattice is the space of all bounded real-valued functions 
on an arbitrary set, where all the vector lattice operations are defned pointwise. Further 
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examples will be considered in the following chapter. For an exposition of the general 
theory of vector lattices, we refer to Meyer-Nieberg [31]. 
2.2 Hahn–Banach Type Theorems 
In this section, we will discuss sublinear functionals and the existence of certain linear 
functionals on real vector spaces. Our approach to the Hahn–Banach theory is patterned 
after König [28] and König–Neumann [29]. A function # : X ! R, where X is a real 
vector space, is called a sublinear functional if 
(i) # (u+ v)  # (u) + # (v) for all u, v 2 X; 
(ii) # (tu) = t# (u) for all t  0, u 2 X. 
If in condition (i) one replaces  by , then one obtains the defnition of a superlinear 
functional. As before, the collection of all sublinear functionals on X is denoted by X# , 
while X stands for the collection of all linear functionals on X. 
Proposition 2.2.1. For each # 2 X# , we have 
# linear () # additive () # (u) + # (−u)  0 
for all u 2 X. 
Proof. Clearly, every linear functional is additive. Next, suppose that # is additive, and 
let u 2 X be given. Since 
#(u) = #(u) + #(−u) − #(−u) 
= #(u− u) − #(−u) = #(0) − #(−u) = 0 − #(−u) = −#(−u), 
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we conclude that #(u) = −#(−u). 
Finally, suppose that #(u) + #(−u)  0 for all u 2 X. Since 
0 = #(0) = #(u− u)  #(u) + #(−u), 
we obtain that #(u) + #(−u) = 0 and hence #(−u) = −#(u) for all u 2 X. The linearity 
of # is now easy to see. Indeed, for all u, v 2 X, we obtain that 
#(u+ v)  #(u) + #(v) = −(#(−u) + #(−v))  −#(−u− v) = #(u+ v) 
and hence #(u+ v) = #(u) + #(v). Moreover, for u 2 X and t < 0, we have 
# (tu) = # (− |t| u) = −# (|t| u) = − |t| # (u) = t# (u) . 
Hence # is linear, as desired.  
If X is any vector space over R and K  X, then K is said to be a convex set if, for 
any u, v 2 K and 0  t  1, it follows that tu+ (1 − t) v 2 K. 
Note that {tu+ (1 − t) v : 0  t  1} is the straight line segment joining u and v. So 
a convex set is a set K such that if u and v 2 K, the entire line segment joining u and v is 
contained in K. 
If X is a vector space, then any linear subspace in X is a convex set. Also, a singleton 
set is convex. 
If K  X is convex, then ˆ : K ! R is called concave if, for any u, v 2 K and 
0  t  1, it follows that 
ˆ (tu+ (1 − t) v)  tˆ (u) + (1 − t) ˆ (v) . 
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Evidently, every superlinear functional is concave. 
Lemma 2.2.2. Let X be a real vector space, let # : X ! R be a sublinear functional, let 
ˆ : K ! R be concave with ˆ  # on K, where K is a convex subset of X, and let 
#ˆ (x) := inf {# (x+ tu) − tˆ (u) : t  0, u 2 K} 
for all x 2 X. Then 
(i) #ˆ is a sublinear functional with #ˆ  # on X; 
(ii) for each ˙ 2 X# , we have ˙  #ˆ on X if and only if ˙  # on X 
and ˆ (x)  −˙ (−x) for all x 2 K. 
Proof. (i) For arbitrary x 2 X, we want to show that #ˆ (x) > −1. To prove this, fx 
x 2 X and let u 2 K, t  0 be given. Because # is a sublinear functional, we obtain that 
#(x+ tu) − tˆ(u)  −#(−x) + t#(u) − tˆ(u). 
Note that t#(u) − tˆ(u) = t(#(u) − ˆ(u))  0 since ˆ  #. Therefore 
#(x+ tu) − tˆ(u)  −#(−x) > −1. 
By taking the infmum on the left-hand side, #ˆ (x) > −1. Next, we will show that #ˆ is 
a sublinear functional. To establish the subadditivity of #ˆ, let x, y 2 X be given, and let 
u, v 2 K, s, t  0 such that s+ t > 0. Since K is convex, we have t u+ s v 2 K. 
s+ t s+ t 
Because # is a sublinear functional and ˆ is concave, we obtain that 
# (x+ tu) − tˆ (u) + # (y + sv) − sˆ (v) 
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t s t s  # (x+ y) + (s+ t) u+ v − (s+ t) ˆ u+ v . 
s+ t s+ t s+ t s+ t 
By the defnition of #ˆ, we obtain that 
#ˆ (x+ y)  # (x+ tu) − tˆ (u) + # (y + sv) − sˆ (v) . 
Since this remains valid when s = t = 0, it follows that 
#ˆ (x+ y) − # (y + sv) + sˆ (v)  # (x+ tu) − tˆ (u) 
for all t  0, u 2 K. 
By taking the infmum on the right-hand side, we have 
#ˆ (x+ y) − # (y + sv) + sˆ (v)  #ˆ (x) . 
Consequently, 
#ˆ (x+ y) − #ˆ (x)  # (y + sv) − sˆ (v) 
for all s  0, v 2 K. 
By taking again the infmum on the right-hand side, we have 
#ˆ (x+ y) − #ˆ (x)  #ˆ (y) . 
Therefore #ˆ (x+ y)  #ˆ (x) + #ˆ (y) , which establishes the subadditivity of #ˆ. 
We now show that #ˆ is positively homogeneous. Clearly, #ˆ(0) = 0. Let  > 0, x 2 X 
be given. Then 
#ˆ (x) = inf {# ( (x+ tu)) −  (tˆ (u)) : t  0, u 2 K} 
=  inf {# (x+ tu) − tˆ (u) : t  0, u 2 K} 
= #ˆ (x) . 
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Thus #ˆ (x) = #ˆ (x). Finally, with the choice t = 0, we obtain #ˆ  # on X. 
(ii) Let ˙ 2 X# , and suppose that ˙  # on X and ˆ (x)  −˙ (−x) for all x 2 K. 
We claim that ˙  #ˆ on X. To prove this, let x 2 X, u 2 K, t  0 be given. Since ˙ is a 
sublinear function, we have 
˙ (x) = ˙ (x+ tu− tu)  ˙ (x+ tu) + t˙ (−u)  # (x+ tu) − tˆ (u) . 
By taking the infmum on the right-hand side over all u 2 K, t  0, we obtain that 
˙ (x)  #ˆ (x) . 
For the converse, suppose that ˙  #ˆ on X. Clearly, ˙  # on X since ˙  #ˆ  # on 
X. Finally, we want to show that ˆ(x)  −˙(−x) for all x 2 K. To prove this, let x 2 K 
be given. Then 
˙ (−x)  #ˆ (−x) = inf {# (−x+ tu) − tˆ (u) : t  0, u 2 K} . 
With the choice u = x 2 K and t = 1, we have 
˙ (−x)  #ˆ(−x)  −ˆ (x) , 
as desired.  
Theorem 2.2.3. (Basic Version of the Hahn–Banach Theorem) Let X be a real vector 
space, and let # : X ! R be a sublinear functional. Then there exists some ' 2 X for 








Proof. Let  
M := ' 2 X# : '  # on X . 
Clearly, M 6= ;, since # 2 M. For arbitrary ' 1, ' 2 2 M, we defne 
' 1  ' 2 () ' 1 (x)  ' 2 (x) 
for all x 2 X. Then  is a partial order on M. To apply Zorn’s Lemma, let K  M be a 
totally ordered subset. Defne 
(x) := inf {' (x) : ' 2 K} 
for all x 2 X. 
We claim that (x) > −1 for all x 2 X. To prove this, let ' 1, ' 2 2 K be given. Because 
K is totally ordered, we may choose ' 3 2 {' 1, ' 2} such that ' 3  ' 1 and ' 3  ' 2 on X. 
For arbitrary x 2 X, we obtain that 
' 1 (x) + ' 2 (−x)  ' 3 (x) + ' 3 (−x)  ' 3 (x− x) = ' 3 (0) = 0. 
Then ' 1 (x)  −' 2 (−x) . By taking the infmum on the left-hand side over ' 1 of K, we 
obtain that (x)  −' 2 (−x) > −1. Next, we will show that 2 X# . 
(i) To establish the subadditivity of , let ' 1, ' 2 2 K, and choose ' 3 2 {' 1, ' 2} such 
that ' 3  ' 1 and ' 3  ' 2 on X. For arbitrary x, y 2 X, we have 
' 1 (x) + ' 2 (y)  ' 3 (x) + ' 3 (y)  ' 3 (x+ y)  (x+ y) , 
 
   
 
 





by the defnition of . By taking the infmum on the left-hand side over ' 1 and ' 2, respec-
tively, in K, we obtain that 
(x) + (y)  (x+ y) , 
which establishes the subadditivity of . 
(ii) For arbitrary x 2 X and t  0, we infer that 
(tx) = inf {' (tx) : ' 2 K} 
= inf {t' (x) : ' 2 K} = t inf {' (x) : ' 2 K} = t (x) , 
as desired. 
Clearly,  '  # for all ' 2 K. Thus 2 M and is a lower bound for K in M. 
By Zorn’s lemma, M contains at least one minimal element. We claim that ' 2 M is a 
minimal element if and only if ' is linear. Suppose that ' 2 M is linear. We want to 
show that ' is minimal element. To prove this, let 2 M such that  ' on X. For 
arbitrary x 2 X, we obtain that 
−' (x) = ' (−x)  (−x)  − (x) . 
Thus ' (x)  (x) and therefore ' (x) = (x) . For the converse, let ' 2 M be a 
minimal element. By Proposition 2.2.1, it suffces to show that ' (x)  −' (−x) for 
all x 2 X. To prove this, let x 2 X be given. We apply Lemma 2.2.2 to # := ' and 
K := {x} , and let 
ˆ (x) := ' (x) . 
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Then ˆ : K ! R is concave. Moreover, we have ˆ  ' on K. Therefore #'  ' on X. 
By the minimality of ', we obtain that '  #' on X. By (ii) of Lemma 2.2.2, it follows 
that ' (x)  −' (−x) , as desired.  
Theorem 2.2.4. (Sandwich Version of the Hahn–Banach Theorem) Let X be a real vector 
space, let # : X ! R be a sublinear functional, and let K be a convex subset of X. If 
ˆ : K ! R is concave with ˆ  # on K, then there exists some ' 2 X for which '  # 
on X and ˆ  ' on K. 
Proof. By Lemma 2.2.2, we have #ˆ 2 X# with #ˆ  # on X. Then, by Theorem 
2.2.3, there exists some ' 2 X such that '  #ˆ on X.Again by Lemma 2.2.2, we obtain 
that ˆ (x)  −' (−x) = ' (x) for all x 2 K. Hence ˆ  ' on K.  
2.3 Minimum Type Theorems 
To motivate the following results, we consider the problem of fnding a linear functional 
which is dominated by two given sublinear functionals. In general, this is not possible, but 
the problem can be settled by a suitable reformulation. Let X be a real vector space, let 
#1, #2 2 X# be sublinear functionals, and defne 
ˆ2 (x) := −#2 (−x) 
for all x 2 X. Then ˆ2 is a real-valued superlinear functional on X. By Theorem 2.2.4, 
the sandwich version of the Hahn–Banach theorem, there exists some ' 2 X for which 
ˆ2  '  #1 on X precisely when ˆ2  #1 on X. We conclude that there exists some 
' 2 X for which '  #1, #2 on X if and only if #1 (x) + #2 (−x)  0 for all x 2 X. 
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More generally, in a result that has become known as the minimum theorem, König 
[27] established that, given fnitely many sublinear functionals #1, . . . , #n 2 X# , there 
exists a linear functional ' 2 X with '  #1, . . . , #n on X precisely when 
#1(x1) + · · · + #n(xn)  0 
for all x1, . . . , xn 2 X for which x1 + · · · + xn = 0. 
Theorem 2.3.2 below may be viewed as a generalization of this result. In the proof, 
we will need the following simple fact. As usual, let −1 + t := t −1 := −1 for all 
t 2 [−1,1). 
Lemma 2.3.1. Let X be a vector space, and suppose that ˆ : X ! [−1,1) is subaddi-
tive, in the sense that ˆ(u + v)  ˆ(u) + ˆ(v) for all u, v 2 X. Then ˆ (0) > −1 if and 
only if ˆ (x) > −1 for all x 2 X. 
Proof. Suppose that ˆ (0) > −1, and let x 2 X be given. Since 
−1 < ˆ (0) = ˆ (x+ (−x))  ˆ (x) + ˆ (−x) , 
we obtain that ˆ (x) > −1. The converse implication is clear with the choice x = 0.  
Recall that, for a linear mapping T : X ! Y between the real vector spaces X and 
Y, the adjoint is, as in basic linear algebra, defned as the linear mapping T  : Y  ! X 
given by T  :=  T for all 2 Y  . 
Theorem 2.3.2. (Generalized Minimum Theorem) Let I be an arbitrary index set, and, for 
each 2 I, let X be a real vector space, let # : X ! R be a sublinear functional, 
  








   



















and let T : X ! Y be a linear mapping from X into a real vector space Y. Then the 
following assertions are equivalent: 
(a) there exists some ˘ 2 Y  for which T ˘  # on X for all 2 I; 
X 
(b) for every fnite subset J of I, we have # (x )  0 
2J X 
whenever x 2 X for 2 J such that T x = 0. 
2J 
In the case that these equivalent conditions are satisfed, let E denote the linear span in Y 
of the subspaces T X for all 2 I, and defne ( )X X 
 (y) := inf # (x ) : J  I fnite, x 2 X such that T xa = y 
2J 2J 
for all y 2 E. Then  is a real-valued sublinear functional on E. Moreover,  is the 
largest sublinear functional on E with the property that   T  # on X for all 2 I. 
In particular, for each ˘ 2 Y  , the estimate ˘   holds on E if and only if T ˘  # on 
X for all 2 I. 
Proof. First suppose that (a) holds. Then, for every fnite subset J of I and arbitrary X 
x 2 X for 2 J for which T x = 0, we have 
2J !X X X X 
# (x )  (T ˘) (x ) = ˘ (T x ) = ˘ T x = ˘ (0) = 0. 
2J 2J 2J 2J 
Thus (a) implies (b). 
For the remainder of the proof, we suppose that, conversely, condition (b) holds. We 




































linear combinations of the form T xa, where J is a fnite subset of I and x 2 X for 
2J 
all 2 J. For arbitrary y 2 E, let ( )X X 
 (y) := inf # (x ) : J  I fnite, x 2 X so that T xa = y . 
2J 2J 
First we will show that  is a real-valued sublinear functional on E. 
(i) To prove the subadditivity of , let u, v 2 E be given. Since we have not yet 
established that  is real-valued, some care is needed here. If (u+ v) = −1, then it is 
clear that (u+v)  (u)+(v). Hence we may assume that (u+v) > −1. We then 
consider two fnite subsets J and K of I for which we have representations of the form 
X X 
u = T x and v = T x̃ , 
2J 2K 
where x 2 X for 2 J and x̃ 2 X for 2 K. With the choice M := J [ K, x := 0 
for 2 K \ J, and x̃ := 0 for 2 J \ K, we then have 
X X X 
u+ v = T x + T x̃ = T (x + x̃ ). 
2J 2K 2M 
By the defnition of  and the subadditivity of # for 2 M, we obtain that 
X X X 
 (u+ v)  # (x + x̃ )  # (x ) + # (x̃ ) 
2M 2M 2MX X 
= # (x ) + # (x̃ ) . 
2J 2K 
It follows that X X 






























for all fnite sets K  I and for all x̃ 2 X for 2 K so that v = T x̃ . By taking 
2K 
on the right-hand side the infmum over all representations of v of this form, we obtain 
that X 
 (u+ v) − # (x )   (v) . 
2J 
Consequently, we infer that  (v) > −1 and 
X 
 (u+ v) −  (v)  # (x ) 
2J X 
for all fnite sets J  I and for all x 2 X for 2 J with u = T x . By taking now 
2J 
the infmum on the right-hand side over all such representations of u, we arrive at 
 (u+ v) −  (v)   (u) . 
Therefore  (u) > −1 and  (u+ v)   (u) +  (v) , which establishes the subaddi-
tivity of . 
(ii) We now show that  is positively homogeneous. To this end, for arbitrary u 2 E, X 
we consider a representation of the form u = T x , where J is a fnite subset of I and 
2J 
x 2 X for all 2 J. Then, for arbitrary t > 0, we have !X X X 
tu = t T x = t (T x ) = T (tx ) , 
2J 2J 2J 
and therefore ( )X X 
t (u) = t inf # (x ) : J  I fnite, x 2 X so that T xa = u ( 2J 2J )X X 
= inf # (tx ) : J  I fnite, x 2 X so that T (txa) = tu 
2J 2J 
=  (tu) . 
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Thus  (tu) = t (u) for all u 2 E and t > 0. In fact, this identity holds also when t = 0, 
since condition (b) guarantees that  (0) = 0. 
By (i) and (ii),  is a sublinear functional on E with values in [−1,1) . Because 
 is subadditive and, by condition (b), we have  (0) = 0 > −1, we also obtain that 
 (y) > −1 for all y 2 E, by Lemma 2.3.1. 
A glance at the defnition of  shows that (T x)  # (x) for all 2 I and x 2 X . 
To see that  is the largest sublinear functional on E with this property, suppose that 
: E ! R is sublinear functional with  T  # on X for all 2 I. Then, given an X 
arbitrary y 2 E and a representation of the form y = T x , where J is a fnite subset 
2J 
of I and x 2 Xa for all 2 J, the subadditivity of entails that 
X ! X X 
(y) = T x  (	  T ) (x )  # (x ) . 
2J 2J 2J 
By taking on the right-hand side the infmum over all representations of y of the indicated 
form, we infer that ( y)  (y), as desired. 
To establish the last claim about , we consider an arbitrary linear functional ˘ 2 Y  . 
If T ˘  # on X for all 2 I, then := ˘ | E is a sublinear functional and satisfes 
 T  # on X for all 2 I. By the result of the preceding paragraph, this implies 
that ˘ =   on E. Conversely, if ˘   on E, then, for arbitrary 2 I and x 2 X , 
we obtain that 
(T ˘)(x) = ˘(T x)  (T x)  # (x) 
















The proof is now completed as follows: by Theorem 2.2.3, the basic version of the 
Hahn–Banach theorem, there exists some ˘ 2 E such that ˘   on E, and, by a 
standard application of Zorn’s lemma, see Corollary I on page 27 of Greub [14], this 
functional may be extended to a linear functional on Y, also denoted by ˘. By the preceding 
characterization, ˘ has the property required in condition (a).  
In the special case where X is equal to Y and T is the identity mapping on Y for all 
2 I, Theorem 2.3.2 leads to the following result. In the case of a fnite index set I, this 
result is the classical minimum theorem due to König [27]. 
Corollary 2.3.3. (Minimum Theorem) Let X be a real vector space, let I be an arbitrary 
index set, and, for each 2 I, let # : X ! R be a sublinear functional. Then the 
following assertions are equivalent: 
(a) there exists some ˘ 2 X for which ˘  # on X for all 2 I; 
(b) 
X 
for every fnite subset J of I, we have 
2J 
# (x )  0 
whenever x 2 X for 2 J so that 
X 
x = 0. 
2J 
In this case, let ( )X X 
 (x) := inf # (x ) : J  I fnite, x 2 X so that xa = x 
2J 2J 
for all x 2 X. Then  is a real-valued sublinear functional on X. Moreover,  is the 
largest sublinear functional on X which satisfes   # on X for all 2 I. In particular, 




Proof. Let Y := X, and, for each 2 I, we consider the space X := X and defne 
T to be the identity mapping on X. Then the result is immediate from Theorem 2.3.2.  
A subset K of a real vector space X is said to be a cone if, for all t  0, we have 
tK  K, and K  X is called a convex cone if 
(i) K + K  K; 
(ii) tK  K for all t  0. 
Evidently, every convex cone is a convex set. 
It is natural to wonder if Theorem 2.3.2 remains valid in the case of estmiates on 
certain cones. In the special case where the index set I is a singleton, the problem may be 
specifed as follows. Consider a pair of real vector spaces X and Y, a convex cone K  X, 
a sublinear functional # : X ! R, and a linear mapping T : X ! Y. Then it is natural to 
consider the following conditions: 
(a) there exists some ˘ 2 Y  for which T ˘  # on K; 
(b) # (x)  0 for all x 2 K with Tx = 0. 
Obviously, condition (a) implies condition (b), but the following example shows that the 
converse is not true in general. 
Example 2.3.4. Let T : R2 ! R be the linear mapping given by T (s, t) := s for all 
(s, t) 2 R2 , let K := {(0, 0)} [ {(s, t) : s > 0, t 2 R} , and defne # (s, t) := s+ t for all 
(s, t) 2 R2 . Then K is a convex cone in R2 , and # : R2 ! R is, in fact, a linear functional. 
In this setting, condition (b) holds trivially. Indeed, if (s, t) 2 K for which T (s, t) = 0, 
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then, by the defnition of T, we obtain that s = 0. Thus (0, t) 2 K, which implies t = 0. 
Therefore # (s, t) = # (0, 0) = 0. Now, assume that condition (a) holds. Then there exists 
some ˘ 2 R for which ˘ (T (s, t))  # (s, t) for all (s, t) 2 K. For s = 1 and t ! −1, 
we obtain that ˘ = ˘s  1 + t ! −1. This contradiction shows that condition (a) is not 
satisfed in this setting. 
Nevertheless, in the following theorem, we will establish a certain variant of Theorem 
2.3.2 for cones. It will be convenient to extend the notion of sublinearity to functionals 
with values in (−1,1].As usual, let t+1 := 1+t := 1 for all t 2 (−1,1], 0·1 := 
0, and · 1 := 1 for all > 0. The operations in [−1,1) are defned similarly. 
A function # : K ! (−1,1] ,where X is a real vector space and K  X is a convex 
cone, is said to be sublinear if 
(i) # (u+ v)  # (u) + # (v) for all u, v 2 K; 
(ii) # (tu) = t# (u) for all u 2 Kand real t  0. 
Theorem 2.3.5. (Cone Version of the Generalized Minimum Theorem) Let # : Y ! R 
be a sublinear functional on a real vector space Y, let I be an arbitrary index set, and, 
for each 2 I, consider a real vector space X , a convex cone K  X , a sublinear 
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functional # : X ! (−1,1] , and a linear mapping T : X ! Y. Then the following 
assertions are equivalent: 
(a) there exists some ˘ 2 Y  for which ˘  # on Y and T ˘  # on K 
for all 2 I; 
(b) for every fnite subset J of I, we have !X X 
# − T x + # (x )  0 whenever x 2 K for all 2 J. 
2J 2J 
Proof. First suppose that (a) holds. Then, for every fnite subset J of I and arbitrary 
x 2 K for all 2 J, we have ! !X X X X 
# − T x + # (x )  ˘ − T x + (T ˘) (x ) 
2J 2J 2J 2J !X X 
= ˘ − T x + T x 
2J 2J 
= ˘ (0) = 0. 
Thus (a) implies (b). 
Conversely, suppose that (b) holds. Without loss of generality, none of the functionals 
# is identically equal to 1. Thus, for each 2 I, there exists some u 2 K such that 
# (u ) < 1, which implies that # (0) = # (0 · u ) = 0 · # (u ) = 0. For arbitrary 
y 2 Y, we defne ( !X X 
ˆ(y) := inf # y − T x + # (x ) : J  I fnite, x 2 K 
2J 2J ) 
with # (x ) <1 for 2 J . 


    













































We will show that ˆ is a real-valued sublinear functional on Y.Note that the choice x := 0 
for all 2 I shows that ˆ (y)  # (y) <1. 
(i) To establish subadditivity, let y, ỹ  2 Y be given. Since we have not shown yet 
that ˆ is real-valued, some care is needed here. If ˆ (y + ỹ) = −1, then it is trivial that 
ˆ (y + ỹ)  ˆ (y)+ ˆ (ỹ) . Hence we may assume that ˆ (y + ỹ) > −1. We then consider 
two fnite subsets J and Q of I and elements x 2 K with # (x ) < 1 for all 2 J 
and x̃ 2 K with # (x̃ ) < 1 for all 2 Q. With the choice M := J [ Q, x := 0 for 
all 2 Q \ J, and x̃ := 0 for all 2 J \ Q, we have 
X X X 
y + ỹ  − T (x + x̃ ) = y − T x + ỹ  − T x̃ 
2M 2J 2Q 
and X X X 
# (x + x̃ )  # (x ) + # (x̃ ) , 
2M 2J 2Q 
where # (x + x̃ ) <1 for all 2 M. 
By the defnition of ˆ and the subadditivity of # for all 2 M, we obtain that !X X 
ˆ (y + ỹ)  # (y + ỹ) − T (x + x̃ ) + # (x + x̃ ) 
2M 2M! !X X X X 
 # y − T x + # (x ) + # ỹ  − T x̃ + # (x̃ ) . 
2J 2J 2Q 2Q 
It follows that ! !X X X X 
ˆ (y + ỹ) − # y − T x − # (x )  # ỹ  − T x̃ + # (x̃ ) . 
2J 2J 2Q 2Q 
By taking the infmum on the right-hand side, we have !X X 
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Consequently, we obtain that ˆ (ỹ) > −1 and 
X ! X 
ˆ (y + ỹ) − ˆ (ỹ)  # y − T x + # (x ) . 
2J 2J 
By taking again the infmum on the right-hand side, we have 
ˆ (y + ỹ) − ˆ (ỹ)  ˆ (y) . 
Therefore ˆ (y) > −1 and ˆ (y + ỹ)  ˆ (y) + ˆ (ỹ) , which establishes the subadditivity 
of ˆ. 
(ii) For arbitrary y 2 Y and t > 0, we obtain that ( !X X 
tˆ(y) =t inf # y − T x + # (x ) : J  I fnite, x 2 K 
2J 2J ) 
with # (x ) <1 for 2 J 
( !X X 
= inf # ty − T tx + # (tx ) : J  I fnite, x 2 K 
2J 2J ) 
with # (tx ) <1 for 2 J 
=ˆ (ty) . 
Therefore ˆ (ty) = tˆ (y) for all y 2 Y and t > 0. In fact, this identity holds also when 
t = 0, since condition (b) guarantees that ˆ (0) = 0. Furthermore, by Lemma 2.3.1, this 
condition implies that ˆ (y) > −1 for all y 2 Y. 
By (i) and (ii), ˆ is a sublinear functional on Y. We next show that a linear functional 
˘ 2 Y  satisfes ˘  ˆ on Y if and only if ˘  # on Y and T ˘  # on K for all 2 I. 
First, suppose that ˘  ˆ on Y. Since we already know that ˆ  # on Y, it follows that 
  
   
     
  
 












˘  # on Y. Moreover, to show that T ˘  # for arbitrary 2 I, we consider an element 
x 2 X for which # (x) < 1. With the choice y := T x and J := { } in the defnition 
of ˆ, we then obtain that 
(T ˘) (x) = ˘ (T x)  ˆ (T x)  # (T x− T x) + # (x) 
= # (0) + # (x) = 0 + # (x) = # (x) . 
Thus (T ˘) (x)  # (x) , as desired. Conversely, If ˘ 2 Y  is a linear functional which 
satisfes condition (a) of the present theorem, then, for arbitrary y 2 Y, for every fnite 
subset J of I, and for every choice of elements x 2 K with # (x ) <1 for all 2 J, 
we obtain that 
X ! X X ! X 
˘ (y) = ˘ y − T x + ˘ (T x )  # y − T x + # (x ) . 
2J 2J 2J 2J 
By taking the infmum on the right-hand side, we conclude that ˘ (y)  ˆ (y) for all y 2 Y. 
Thus ˘  ˆ on Y, as claimed. 
The proof is now completed by Theorem 2.2.3, the basic version of the Hahn–Banach 
theorem, by which every sublinear functional on a real vector space dominates at least one 
linear functional.  
The following simple consequence of the preceding result will be used in the following 
section to establish a powerful interpolation theorem. 
 










    
54 
Given a convex cone K in a real vector space, a functional  : K ! [−1,1) is said 
to be additive and positively homogeneous if 
(i)  (u+ v) =  (u) +  (v) for all u, v 2 K; 
(ii)  (tu) = t (u) for all t  0, u 2 K. 
Note that condition (ii) entails that (0) = 0. Evidently, if the cone K is proper in the sense 
that K \ (−K) = {0}, then the defnition (0) := 0 and (u) := −1 for all u 2 K \ {0} 
yields a functional  : K ! [−1,1) that is both additive and positively homogeneous. 
Similarly, one may consider additive and positively homogeneous functionals with values 
in (−1,1]. 
Corollary 2.3.6. Let # : Y ! R be a sublinear functional on a real vector space Y, let I 
be an arbitrary index set, and, for each 2 I, let X be a real vector space, and consider 
a linear mapping T : X ! Y and a convex cone K  X . Moreover, for each 2 I, 
let  : K ! [−1,1) be an additive and positively homogeneous function. Then the 
following assertions are equivalent: 
(a) there exists some ˘ 2 Y  for which ˘  # on Y and   T ˘ on K 
for all 2 I; X X ! 
(b) for every fnite subset J of I, we have  (x )  # T x 
2J 2J 
whenever x 2 K for all 2 J. 
Proof. For each 2 I, we introduce T̂  := −T and #̂  := − . Then the result is 
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2.4 Interpolation Theorems 
In this section, we will apply the results of Section 2.3 in the context of vector lattices. 
The following two results will be useful. 
Lemma 2.4.1. Let T be a linear mapping from a vector space X into a vector lattice Y . 
Then the defnition 
# (x) := (Tx)+ 
for all x 2 X yields a sublinear mapping # : X ! Y. Moreover, for arbitrary x 2 X, we 
have # (−x) = (Tx)− . 
Proof. The result is based on the elementary fact that (r + s)+  r+ +s+ and ( r)+ = 
r+ for all r, s 2 R and  0. The details are as follows. 
(i) To establish the subadditivity of #, let u, v 2 X be given. By the defnition of # and 
part (iv) of Proposition 2.1.1, we obtain that 
# (u+ v) = (T (u+ v))+ = (Tu+ Tv)+  (Tu)+ + (Tv)+ = # (u) + # (v) . 
Thus # (u+ v)  # (u) + # (v) for all u, v 2 X. 
(ii) For arbitrary u 2 X and  0, we obtain that 
# ( u) = (T ( u))+ = (Tu)+ = # (u) . 
Then # ( u) = # (u) for all u 2 X and  0. 
By (i) and (ii), # is sublinear on X. Next let u 2 X be given. By the defnition of #, 
we obtain that 
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Therefore # (−u) = (Tu)− for all u 2 X.  
Lemma 2.4.2. Let X be a vector lattice with positive cone X+ := {x 2 X : x  0} , and 
consider linear functionals ', 2 Xsuch that '  on X+ . Then the defnition 
�  �  
# (x) := x + − ' x − 
for all x 2 X yields a sublinear functional # : X ! R. Moreover, for each ˘ 2 X , we 
have 
˘  # on X if and only if '  ˘  on X+ . 
Proof. First we shall show that # : X ! R is a sublinear functional. 
(i) To establish the subadditivity of #, let u, v 2 X be given. By part (iv) of Proposition 
2.1.1, we have (u+ v)+  u+ + v+ . Together with the identity 
u + − u − + v + − v − = u+ v = (u+ v)+ − (u+ v)− , 
we obtain that 
u − + v − − (u+ v)− = u + + v + − (u+ v)+  0. 
Since '  on X+ , this implies 
�  �  
' u − + v − − (u+ v)−  u + + v + − (u+ v)+ . 
By the linearity of ' and , we have 
�  �  �  �  �  � − − + +' u + ' v − ' (u+ v)−  u + v − (u+ v)+ . 









It follows that 
�  �  �  �  �  �  
+ − + −(u+ v)+ − ' (u+ v)−  u − ' u + v − ' v . 
Thus #(u+ v)  # (u) + # (v) for all u, v 2 X. 
(ii) For arbitrary u 2 X and   0, we obtain that 
�  � − �  �  # (u) = (u)+ − ' (u) = u+ − ' u− �  �  � �  �  
+ − + − =  u − ' u =  u − ' u = # (u) . 
By (i) and (ii), # is a sublinear functional on X. 
Next we suppose that ˘ 2 X such that ˘  # on X. Let x 2 X+ be given. We have 
�  �  
˘ (x)  # (x) = x + − ' x − = (x) 
and therefore ˘  on X+ . Similarly, 
�  � − −˘ (x) = ˘ (−x)  # (−x) = (−x)+ − ' (−x) = −' (x) , 
so '  ˘ on X+ . 
For the converse, suppose that '  ˘  on X+ and let x 2 X be given. We have 
�  �  �  �  �  − + − + −˘ (x) = ˘ x + − x = ˘ x − ˘ x  x − ' x = # (x) . 
Thus ˘  # on X.  
The generalized minimum theorem now leads to the following result. 
   
       
     






   
 






Theorem 2.4.3. (Interpolation Theorem) Let I be an arbitrary index set, and, for each 
2 I, let T : X ! Y be a linear mapping from a real vector lattice X into a real 
vector space Y, and consider linear functionals ' , 2 X such that '  on X+ . 
Then the following assertions are equivalent: 
(a) there exists some ˘ 2 Y  for which '  T ˘  on X+ for 2 I; 
(b) for every fnite subset J of I, we have 
X� �  
+ x − ' 
� −x  0 
whenever x 2 X for 2 J with 
2J X 
T x = 0. 
2J 
Proof. For each 2 I and x 2 X , we introduce 
�  �  
# (x) := x + − ' x − . 
Lemma 2.4.2 asserts that the function # is sublinear on X and characterizes the linear 
functionals dominated by # . The assertion is now immediate from Theorem 2.3.2.  
Theorem 2.4.4. (Cone Version of the Interpolation Theorem) Let T : X ! Y be a linear 
mapping between the real vector lattices X and Y, and consider additive and positively 
homogeneous functionals ' 1 : X+ ! [−1,1) and ' 2 : X+ ! (−1,1] as well as 
linear functionals 1, 2 2 Y  such that ' 1  ' 2 on X+ and 1  2 on Y + . Then the 
following assertions are equivalent: 
(a) there exists some ˘ 2 Y  such that 1  ˘  2 on Y + and ' 1  T ˘  ' 2 on X+; �  �  
(b) ' 1 (x
+) − ' 2 (x−)  2 (Tx)+ − 1 (Tx)− for all x 2 X; �  �  
(c) ' 1 (x1) − ' 2 (x2)  2 (T (x1 − x2))+ − 1 (T (x1 − x2))− 






Proof. We want to show (a) () (c). To prove this, we apply Corollary 2.3.6 to 
the spaces X̂  1 := X, X̂  2 := X, Ŷ  := Y, the linear mappings T̂  1 := T, T̂  2 := −T, the 
convex cones K̂  1 := X+ , K̂  2 := X+ , the additive and positively homogeneous functions 
̂  1 := ' 1, ̂  2 := −' 2 and the sublinear functional #̂  on Y given by 
#̂(y) := 2(y 
+) − 1(y −) 
for all y 2 Y. By Lemma 2.4.2, condition (a) of Corollary 2.3.6 then reduces to condition 
(a) of the present result. Moreover, to see that, in this setting, the present condition (c) is 
nothing but a reformulation of condition (b) of Corollary 2.3.6, let x1, x2 2 X+ be given. 
By the defnition of #,ˆ we obtain the identities   
#̂  T̂  1x1 + T̂  2x2 − ̂  1(x1) − ̂  2(x2) 
ˆ= # (T (x1 − x2)) − ' 1(x1) + ' 2(x2) �  �  
= 2 (T (x1 − x2))+ − 1 (T (x1 − x2))− − ' 1(x1) + ' 2(x2). 
Thus condition (b) of Corollary 2.3.6 holds in the present setting precisely when 
�  �  
2 (T (x1 − x2))+ − 1 (T (x1 − x2))− − ' 1(x1) + ' 2(x2)  0 
for all x1, x2 2 X+ , as desired. 
Next, we want to show (b) () (c). First suppose that (b) holds. Let x1, x2 2 X+ 
be given. We defne x := x1 − x2. Then x 2 X. It is clear that x1 − x+ = x2 − x− . 
Since x1  0 and x1 = x + x2  x, we obtain that x1  x+ and hence x1 − x+  0. By 
condition (b) and our choice x = x1 − x2, we obtain that 
�  �  �  �  
' 1 x 
+ − ' 2 x −  2 (T (x1 − x2))+ − 1 (T (x1 − x2))− . 
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It remains to show that 
�  �  
' 1 (x1) − ' 2 (x2)  ' 1 x + − ' 2 x − . 
Since x1 − x+  0, ' 1  ' 2 on X+ and x1 − x+ = x2 − x− , we obtain that 
' 1(x1 − x +)  ' 2(x1 − x +) = ' 2(x2 − x −). 
Thus ' 1(x1 − x+)  ' 2(x2 − x−). It follows that ' 1 (x1) − ' 2 (x2)  ' 1 (x+) − ' 2 (x−) . 
Therefore (b) implies (c). 
Conversely, suppose that (c) holds. Let x 2 X be given. We defne x1 := x+ and 
− + − x−x2 := x . Then x1 − x2 = x = x. Hence (b) holds.  
Remark: If, in the setting of Theorem 2.4.4, the functionals ' 1 and ' 2 happen to be 
real-valued linear functionals that are defned on the entire space X, then the equivalence 
of the conditions (a) and (b) in Theorem 2.4.4 is an immediate consequence of Theorem 
2.4.3. Indeed, consider the spaces X̂ 1 := Y, X̂ 2 := X, Ŷ  := Y and defne T̂  1 to be the 
identity mapping on Y and T̂  2 := T : X ! Y. We also consider the linear functionals 
ˆ ˆ'̂1 := 1, 1 := 2, '̂2 := ' 1, 2 := ' 2. 
Evidently, condition (a) of Theorem 2.4.3 then reduces to condition (a) of Theorem 2.4.4. 






reformulation of condition (b) of Theorem 2.4.3, let x1 2 Y and x2 2 X be given such 
that x1 + Tx2 = 0. Because x1 = −Tx2, we obtain the identities 
�  �  �  � 
ˆ + − + ˆ + − 1 x − '̂1 x 2 x − '̂2 x1 1 2 2 �  �  �  �  
+ − + − = x − x x x2 1 1 1 + ' 2 2 − ' 1 2 �  � − � +  � − = 2 (−Tx2)+ − 1 (−Tx2) + ' 2 x2 − ' 1 x2 . 
Thus condition (b) of Theorem 2.4.3 holds in the present setting precisely when 
�  � − � +  � −  
2 (−Tx)+ − 1 (−Tx) + ' 2 x − ' 1 x  0 
for x 2 X. But this is exactly condition (b) of Theorem 2.4.4 with x being replaced by 
−x. 
Note that, in the case of real-valued linear functionals ' 1 and ' 2, the equivalence of 
assertions (a) and (b) in Theorem 2.4.4 was established by Neumann and Velasco [39] 
as a application of the sandwich version of the Hahn–Banach theorem. The current more 
general version will prove to be useful in the theory of fows in networks for which the node 
capacities may attain the values ±1. Another advantage of the present level of generality 
is that Theorem 2.4.4 leads immediately to the following one-sided versions. 
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Corollary 2.4.5. Let T : X ! Y be a linear mapping between the real vector lattices X 
and Y, and consider linear functionals ' 1 2 X and 1, 2 2 Y  such that 1  2 on 
Y + . Then the following assertions are equivalent: 
(a) there exists some ˘ 2 Y  for which 1  ˘  2 on Y + and 
' 1  T ˘ on X+; �  � − (b) ' 1 (x)  2 (Tx)+ − 1 (Tx) for all x 2 X+ . 
Proof. The proof follows directly from Theorem 2.4.4 by taking ' 2(x) := 1 if x 2 
X+ \ {0} and ' 2(0) := 0.  
Corollary 2.4.6. Let T : X ! Y be a linear mapping between the real vector lattices X 
and Y, and consider linear functionals ' 2 2 X and 1, 2 2 Y  such that 1  2 on 
Y + . Then the following assertions are equivalent: 
(a) there exists some ˘ 2 Y  for which 1  ˘  2 on Y + and 
T ˘  ' 2 on X+; �  � − (b) −' 2 (x)  − 1 (Tx)+ + 2 (Tx) for all x 2 X+ . 
Proof. The result is clear from Corollary 2.4.5 with the choice T̂  := T, ˘̂  := −˘, 
ˆ 
1 := − 2, ̂  2 := − 1, and '̂1 := −' 2. Alternatively, the result follows from Theorem 
2.4.4 with the choice ' 1(x) := −1 for all x 2 X+ \ {0} and ' 1(0) := 0.  
CHAPTER III 
ADDITIVE AND BIADDITIVE SET FUNCTIONS 
The main goal of this chapter is to show that the space of additive set functions on 
a ring of subsets of arbitrary non-empty set may be canonically identifed with the dual 
space of a space of certain step functions, and, similarly, that the space of all biadditive 
set functions may be identifed with the dual space of a space of certain step functions in 
two variables. Section 3.1 on additive set functions is very much in the spirit of classical 
measure theory, but for completeness we include all details. The case of biadditive set 
functions in Section 3.2 resembles the theory of product measures and is technically more 
involved. 
3.1 Additive Set Functions 
In this section, we develop, in detail, the elementary integration theory for additive set 
functions. The main goal is to show that the space of additive set functions on a ring of 
sets may be canonically identifed, via integration, with the dual space of a space of certain 
step functions. We start with a brief discussion of the notions of a ring and an algebra of 
sets together with some simple examples. 
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Throughout this section, we consider an arbitrary non-empty set S.We denote by P(S) 
the collection of all subsets of S, and, for A  S, we defne Ac := S \ A to be the 
complement of A in S. 
Defnition 3.1.1. A system S  P(S) is said to be a lattice if ; 2 S and if A [ B, 
A \ B 2 S for all A, B 2 S. 
Defnition 3.1.2. A lattice S  P(S) is said to be a ring if A \ B 2 S for all A, B 2 S. 
Defnition 3.1.3. A lattice S  P(S) is said to be an algebra if Ac 2 S for all A 2 S. 
Note that every algebra is a ring, because A \ B = A \ Bc for all A, B 2 P(S). 
Moreover, a ring S  P(S) is an algebra precisely when S belongs to S. 
For instance, if S denotes the collection of all fnite subsets of a given set S, then S is 
always a ring, but S fails to be an algebra unless S is fnite. Similarly, if S stands for the 
collection of all countable subsets of S, then S is certainly a ring, while S is an algebra if 
and only if S is countable. 
Evidently, each of the conditions of the preceding defnitions is preserved by intersec-
tions. Hence there exists a smallest lattice (ring, algebra) that contains a given system 
S  P(S), namely the intersection of all lattices (rings, algebras) that contain S. 
Proposition 3.1.4. Suppose that S is a ring. Then the system 
 := {A  S : A 2 S or Ac 2 S} 
is the algebra generated by S. 
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Proof. We shall show that the following conditions hold: 
(a) ; 2 ; 
(b) Ac 2  for all A 2 ; 
(c) A [ B, A \ B 2  for all A, B 2 . 
(a) Because ; 2 S  , we obtain that ; 2 . 
(b) Clearly Ac 2  for all A 2 . 
(c) Let A , B 2  be given. 
Case 1. If A, B 2 S, then A [ B and A \ B are members of , since S is a ring and 
S  . 
Case 2. If A, Bc 2 S, then Bc \ A 2 S  . By (b), we obtain that (Bc \ A)c 2 . 
Thus A [ B = (Bc \ Ac)c = (Bc \ A)c 2 . Moreover, A \ B = A \ Bc 2 S  . 
Case 3. If Ac , B 2 S, then A [ B, A \ B 2  as in case 2. 
BcCase 4. If Ac , 2 S, then Ac \ Bc , Ac [ Bc 2 S  . By (b), we obtain that 
(Ac \ Bc)c , (Ac [ Bc)c 2 . Thus 
A [ B = (Ac \ Bc)c 2  and A \ B = (Ac [ Bc)c 2 . 
Consequently,  is indeed an algebra. Next, we want to prove that  is the smallest algebra 
which contains S. Let T be any algebra that contains S. To prove that   T, let U 2  
be given. Then U 2 S or U c 2 S. If U 2 S, then U 2 T, since T contains S. On the 
other hand, if U c 2 S, then U = (U c)c 2 T, since T is an algebra.  
Example 3.1.5. For an arbitrary set S, the system S := {A  S : A fnite} is a ring, 
hence {A  S : A or Ac fnite} is the algebra generated by S.  
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Example 3.1.6. For an arbitrary set S, the system S := {A  S : A countable} is a ring, 
hence {A  S : A or Ac countable} is the algebra generated by S.  
Defnition 3.1.7. Let S be a lattice. A function µ : S ! R is said to be additive if 
µ (A [ B) = µ (A) + µ(B) 
for all A, B 2 S with A \ B = ;. 
If µ is an additive set function on a lattice S, then a straightforward inductive argument 
shows that ! 
n n[ X 
µ Aj = µ (Aj) 
j=1 j=1 
for every fnite system of pairwise disjoint sets A1, . . . , An 2 S. 
Additive set functions are, of course, of fundamental importance in measure and prob-
ability theory, and we refer to Halmos [15] for many natural examples. In the classical 
theory, additive set functions are often required to satisfy the stronger condition of ˙-
additivity, but this condition will not be needed here. We include a few simple examples 
of additive set functions which arise in the theory of networks. 
Example 3.1.8. Let n 2 N be given, let S := {1, . . . , n} , and consider c1, . . . , cn 2 R . 
We then defne X 
µ (A) := cj 
j2A 
for all A  S. Since, for arbitrary A,B  S for which A \ B = ;, we have 
X X X 
µ (A) + µ (B) = cj + cj = cj = µ (A [ B) , 
j2A j2B j2A[B 
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it follows that µ : P (S) ! R is an additive set function.  





is absolutely convergent. 
Then an argument similar to the one used in Example 3.1.8 shows that the defnition 
X 
µ(A) := cj 
j2A 
for all A  S yields an additive set function µ : P(S) ! R.  
Example 3.1.10. Let S be an arbitrary, not necessarily fnite, non-empty set, and let f : 
S ! R be a given function. Then, similar to the preceding examples, the defnition 
X 
µ(A) := f(s) 
s2A 
for each fnite subset A  S yields an additive set function µ on the ring of all fnite 
subsets of S.  
The following proposition provides a useful characterization of additive set functions 
on a ring of sets S. 
Proposition 3.1.11. Suppose that S is a ring. Then a set function µ : S ! R is additive if 
and only if µ(;) = 0 and 
µ(A [ B) + µ(A \ B) = µ(A) + µ(B) (3.1) 
for all A,B 2 S. 
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Proof . First suppose that µ : S ! R is additive. Then 
µ(;) = µ(; [ ;) = µ(;) + µ(;), 
and therefore µ(;) = 0. To see that (3.1) holds, let A,B 2 S be given. Because A = 
(A \ B) [ (A \ B), we obtain that 
µ(A) = µ(A \ B) + µ(A \ B). 
On the other hand, A [ B = B [ (A \ B), and therefore 
µ(A [ B) = µ(B) + µ(A \ B). 
Combining these identities yields 
µ(A [ B) + µ(A \ B) = µ(B) + µ(A \ B) + µ(A \ B) = µ(B) + µ(A), 
which establishes formula (3.1). 
Conversely, let A, B 2 S with A \ B = ;. Then µ(;) = 0 and (3.1) imply that 
µ(A) + µ(B) = µ(A [ B) + µ(A \ B) = µ(A [ B) + µ(;) = µ(A [ B). 
Therefore µ : S ! R is an additive set function.  
The following example shows that condition (3.1) of the preceding result alone does 
not guarantee the additivity of a set function. 
Example 3.1.12. Fix a set C so that ; =6 C  S and defne S := {;, C}. Then S is a 
ring. Defne µ : S ! R by µ(;) := 6= 0 and µ(C) := . Since µ(;) 6= 0, this µ is not 








We now review briefy the integration theory relative to an additive set function. For 
this we consider an arbitrary non-empty set S, endowed with a ring S of subsets of S. As 
in the classical case of measures and integrals, we refer to the elements of the ring S as 
the measurable subsets of S. For a subset A of S, we defne the characteristic function 
˜A of the set A to be the real-valued function on S given by 
˜A (x) := 
8 >< 
>: 
1 if x 2 A, 
0 if x 2/ A. 
A function f : S ! R is said to be an S-measurable simple function if f assumes only a 
fnite numbers of values and if, for each non-zero t 2 R, the preimage {s 2 S : f(s) = t} 
belongs to S. For brevity, we will often refer to such a function as an S-simple function. 
If f is a non-zero simple function assuming the distinct non-zero values 1, . . . , n 2 
R, then the sets Aj X : f (s) = j} for j = 1, n , n are all measurable and{s 2 S= . . . 
pairwise disjoint, and the identity f = j˜Aj holds. This expression is called the 
j=1 
standard representation of f. 
Proposition 3.1.13. If f and g are S-simple functions and c 2 R, then cf and f + g are 
S-simple functions. 
Proof. The frst claim is obvious. For the second assertion, without loss of generality, 
we may assume that f and g are non-zero S-simple functions and consider the standard 
representations XXn m 
f = j˜Aj and g = k˜Bk 
j=1 k=1 
   
  
70 
of f and g. To see that f + g is S-simple, note that f + g has only a fnite numbers of 
values. Because, for each non-zero r 2 R, the set {s 2 S : (f + g)(s) = r} is equal to 0 BB@ n m n [
j=1 k=1 j=1 
[ 0 BB@ [[ 
1 CCA )) 
1 CCA[ 
0 BB@ m[ 
k=1 
=rk
(Bk \ (A1 [ . . . [ An(Aj \ Bk) (Aj \ (B1 [ . . . [ Bm )) 
j + k =r j =r 
and S is a ring, we obtain that the set {s 2 S : (f + g) (s) = r} belongs to S. By the 
defnition of S-simple functions, it follows that f + g is an S-simple function.  
Let E (S) denote the space of all real-valued S-simple functions on S. Evidently, 
E(S) is a real vector space with respect to the pointwise vector space operations given by 
(f + g) (s) := f (s) + g (s) and (cf) (s) := cf (s) 
for all f, g 2 E, s 2 S, and c 2 R. When there is no chance of misunderstanding, we 
will sometimes simply write “ E ”. The space E is a partially ordered vector space with 
respect to the canonical pointwise order. Thus, for arbitrary f, g 2 E, we have f  g 
precisely when f (s)  g (s) for all s 2 S. 
The next result shows that E is the linear span of the characteristic functions ˜A for all 
A 2 S. ( )Xn 
Proposition 3.1.14. E = j˜Aj : n 2 N, 1, . . . , n 2 R, A1 . . . , An 2 S . 
j=1 
Proof. A glance at the standard representation of a non-zero S-simple function shows 
that E is contained in the set on the right-hand side of the assertion. The converse is 






For f, g 2 E, we defne 
(f _ g) (s) := max {f (s) , g (s)} and (f ̂  g) (s) := min {f (s) , g (s)} 
for all s 2 S, and 
f+ (s) := max {f (s) , 0} and f− (s) := max {−f (s) , 0} 
for all s 2 S. 
Proposition 3.1.15. If f, g 2 E, then f _g and f ^g are S-simple functions. In particular, 
E is a vector lattice. 
Proof. If 0 6= f 2 E has standard representation 
nX 
f = j˜Aj , 
j=1 
then X 
f+ = 0 or f+ = j˜Aj . 
j >0 
If g 2 E, then f − g 2 E and (f − g)+ 2 E, so 
f _ g = g + (f − g)+ 
is an S-simple function. Finally, notice that 
f ̂  g = − ((−f) _ (−g)) , 










Evidently, every non-negative S-simple function has a representation of the form 
nX 
f = j˜Aj , 
j=1 
where 1, . . . , n  0 and A1, . . . , An 2 S are pairwise disjoint. In the theory of fows 
in networks, it will be of crucial importance to represent f in a completely different form, 
namely as 
nX 
f = j˜Aj , 
j=1 
where 1, . . . , n  0 and A1, . . . , An 2 S satisfy A1  · · ·  An. More generally, we 
have the following result. 
Lemma 3.1.16. Let f : S ! R be an S-simple function. Then there exist A1, . . . , An, 
B1, . . . , Bn 2 S such that A1  · · ·  An, B1  · · ·  Bn, A1 \ B1 = ;, and 
n nX X 
1, . . . , n > 0 so that f = j˜Aj − j˜Bj . 
j=1 j=1 
Proof. Fix a fnite sequence of real numbers 0 = r0 < r1 < · · · < rn which contains 
all the non-zero values of both f+ and f− , and defne 
j := rj − rj−1 
for j = 1, 2, . . . , n. We also introduce the measurable sets 
 
Aj := s 2 S : f+ (s)  rj 
nX 
for j = 1, . . . , n. We claim that f+ = j˜Aj . To prove this, let s 2 S be given. Then 
j=1 









for some j 2 {0, 1, . . . , n} . We consider the following two cases. 
Case 1. If j = 0, then 
f+ (s) = r0 = 0. 
Because 0 = r0 < r1 < · · · < rn, we obtain that s 2/ A1, . . . , s 2/ An. Thus 
nX 
k˜Ak (s) = 0. 
k=1 
nX 
Therefore f+ (s) = 0 = k˜Ak (s) . 
k=1 
Case 2. j > 0. Because 
0 = r0 < r1 < · · · < rj−1 < f+ (s) = rj < rj+1 < · · · < rn, 
we infer that s 2 A1, . . . , s 2 Aj but s 2/ Aj+1, . . . , s 2/ An. Then 
n j jX X X 
k˜Ak (s) = k = (rk − rk−1) = rj = f+ (s) . 
k=1 k=1 k=1 
nX 
Thus f+ = j˜Aj . 
j=1 
Similarly, we introduce the measurable sets 
 
Bj := s 2 S : f− (s)  rj 
for j = 1, . . . , n and, arguing as above, we obtain that 
nX 
f− = j˜Bj . 
j=1 
Therefore 
n nX X 











Because, for j = 2, . . . , n, we have rj > rj−1, we obtain that A1  · · ·  An, 
B1  · · ·  Bn, and 1, . . . , n > 0. 
Assume that A1 \ B1 6= ;, so that there exists some t 2 A1 \ B1. Since t 2 A1, 
we have f+ (t)  r1 > 0. Similarly, since t 2 B1, we obtain that f− (t)  r1 > 0. 
Thus f+ (t) f− (t) > 0 which is a contradiction to the defnitions of f+ and f− . Thus 
A1 \ B1 = ;.  
nX 
For a non-zero S-simple function with standard representation f = j˜Aj , we 
j=1 
defne the integral with respect to a given additive set function µ : S ! R by 
Z n ZX 
f dµ := jµ (Aj) and 0 dµ := 0. 
j=1S S 
The following results show that the integral behaves reasonably. Lemma 3.1.17 will be 
used below to establish the linearity of the integral. 
Lemma 3.1.17. Let f : S ! R be a non-zero S-simple function with standard represen-
nX 
tation f = j˜Aj , and consider not necessarily distinct numbers ˆ1, . . . , ˆm 2 R and 
j=1 
mX 
ˆpairwise disjoint sets Â  1, . . . , Am 2 S such that f = ˆk˜Â k . Then 
k=1 Z m  X 
ˆfdµ = ˆkµ Ak . 
k=1S 
Proof. Without loss of generality, we may assume that ˆ1, . . . , ˆm are all non-zero. 
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om 
0 =6 j = ˆk˜Â k (s) and Ak consists of pairwise disjoint sets, there exists a k=1 
k=1 
unique k, 1  k  m, so that s 2 Â  k. Thus j = f (s) = ˆk. Let 
M(j) := {k 2 {1, . . . ,m} : ˆk = j}. 
Because Aj is the union of the pairwise disjoint sets Â  k, k 2 M (j) , and µ is an additive 
set function, we obtain that X 
µ(Â  k) = µ(Aj). 
k2M(j) 
Moreover, it is clear that {1, . . . ,m} is the union of the pairwise disjoint sets M(j) for 
j = 1, . . . , n. Thus, by the defnition of the integral, we infer that Z n n nX X X X X 
f dµ = jµ (Aj) = j µ(Â  k) = ˆkµ(Â  k) 
S j=1 j=1 k2M(j) j=1 k2M(j) 
mX 
= ˆkµ(Â  k), 
k=1 
as desired.  
The next result describes the linearity property of the integral for S-simple functions. 
Proposition 3.1.18. (The linearity of the integral) For all S-simple functions f, g : S ! R 
and all c 2 R, we have: Z Z 
(i) cf dµ = c f dµ 
ZS ZS Z 
(ii) (f + g) dµ = f dµ+ g dµ 
S S S 
Proof. Without loss of generality we may assume that f, g 6= 0. Let 
n mX X 










be the standard representations of f and g. R R R 
(a) If c = 0, then cf = 0. Thus cf dµ = 0 dµ = 0 = c f dµ. 
S S S 
If c 6= 0, then the standard representation of cf is 
nX 
cf = c j˜Aj . 
j=1 
Thus Z n n ZX X 
cf dµ = c jµ(Aj) = c jµ(Aj) = c f dµ. 
j=1 j=1S S 
(b) We defne ! ! 
m n[ [ 
0 := 0, A0 := Bk \ Aj , 
k=1 j=1 ! ! 
n m[ [ 
0 := 0, B0 := Aj \ Bk . 
j=1 k=1 
Because S is a ring, we obtain that A0, B0 2 S. Then 
Z n Z mX X 
f dµ = jµ (Aj) and g dµ = kµ(Bk). 
j=0 k=0S S 
Notice that for 0  j, |̂   n and 0  k, k̂   m, the intersection (Aj \ Bk) \ (A|̂  \ Bk̂) is 
non-empty only if j = |̂ and k = k.ˆ Thus 
{Aj \ Bk : 0  j  n, 0  k  m} 
is a system of pairwise disjoint sets, and it is easily verifed that 
n mXX 









By Lemma 3.1.17, we obtain that 
Z n mXX 
(f + g) dµ = ( j + k)µ(Aj \ Bk) 
j=0 k=0S 
n m n mXX XX 
= jµ(Aj \ Bk) + kµ(Aj \ Bk) 
j=0 k=0 j=0 k=0 
n m m nX X X X 
= j µ(Aj \ Bk) + k µ(Aj \ Bk) 
j=0 k=0 k=0 j=0 
n mX X 
= jµ (Aj) + kµ (Bk) , 
j=0 k=0 
m nX X 
since µ (Aj) = µ (Aj \ Bk) and µ (Bk) = µ (Aj \ Bk) . Therefore 
k=0 j=0 Z Z Z 
(f + g) dµ = f dµ+ g dµ, 
S S S 
as desired.  
Proposition 3.1.19. (Order properties of the integral) Let , µ : S ! R be additive set 
functions. Then the following assertions hold: Z 
(i)   0 on S precisely when f d  0 for all non-negative S-simple functions 
S 
f : S ! R; Z Z 
(ii)   µ on S precisely when f d  f dµ for all non-negative S-simple 
S S 
functions f : S ! R. 
Proof. (i) Suppose that   0 on S, and consider an arbitrary non-zero and non-
nX 
negative S-simple function f : S ! R with standard representation f = j˜Aj . Then 
j=1 





By the defnition of the integral, we see that 
Z nX 
fd = j (Aj)  0, 
j=1S 
as desired. The converse follows by considering functions of the form f = ˜A for A 2 S. 
(ii) This follows by a similar argument and can also be deduced from part (i) applied 
to µ− .  
Let A (S) denote the space of all real-valued additive set functions on S endowed with 
the canonical vector space operations given by 
(+ µ) (A) :=  (A) + µ (A) and (c) (A) := c (A) 
for all , µ 2 A (S) , A 2 S, and c 2 R. For , µ 2 A(S) we write   µ provided 
that (A)  µ(A) for all A 2 S. Evidently, this partial order turns A(S) into an ordered 
vector space. 
Recall that E(S) denotes the space of all real-valued linear functionals on the vector 
space E(S). Since E(S) is a vector lattice, the dual space E(S) is an ordered vector 
space with respect to the canonical order given by the following defnition: for ', 2 
E(S) we write '  provided that '(f)  (f) for all f 2 E(S) with f  0 on S. 
We now establish the main result of the present section. 
Theorem 3.1.20. A (S) =̆ E(S) in the sense of isomorphic ordered vector spaces. More 
precisely, integration yields a linear isomorphism  from A(S) onto E(S) that is bipos-







Proof. For arbitrary µ 2 A (S) , we defne 
Z 
' µ (f) := f dµ 
S 
for all f 2 E(S). Then, by Proposition 3.1.18, we obtain that ' µ is a linear functional on 
E(S). Let  : A (S) ! E(S) be given by 
 (µ) := ' µ 
for all µ 2 A (S) . We want to prove that  is linear. 
(i) To establish the additivity of , let , µ 2 A (S) be given, and consider a non-zero 
nX 
f 2 E(S) with standard representation f = j˜Aj . Then 
j=1 Z nX 
 (+ µ) (f) = ' +µ (f) = f d (+ µ) = j (+ µ) (Aj) 
j=1S 
n n Z ZX X 
= j (Aj) + jµ (Aj) = f d+ f dµ 
j=1 j=1 S S 
= '  (f) + ' µ (f) =  () (f) +  (µ) (f) . 
Thus  (+ µ) =  () +  (µ) for all , µ 2 A (S) . 
(ii) For arbitrary µ 2 A (S) , c 2 R and f as above, we have 
Z n nX X 
 (cµ) (f) = ' cµ (f) = f d (cµ) = j (cµ) (Aj) = ( jc) µ (Aj) 
j=1 j=1S 
n ZX 
= c jµ (Aj) = c f dµ = c'µ (f) = c (µ) (f) . 
j=1 S 





By (i) and (ii),  is linear. To prove that  is surjective, let ' : E(S) ! R be a linear 
functional and defne 
µ (A) := ' (˜A) 
for all A 2 S. For arbitrary A, B 2 S with A \ B = ;, we have 
µ (A [ B) = ' (˜A[B) = '(˜A + ˜B) = ' (˜A) + ' (˜B) = µ (A) + µ (B) , 
and so µ is an additive set function on S by defnition. Moreover, for arbitrary non-zero 
f 2 E(S) as above, we have !Z n n nX X �  X 
' µ (f) = f dµ = jµ (Aj) = j ' ˜Aj = ' j˜Aj = ' (f) . 
j=1 j=1 j=1S 
Therefore  is surjective. In order to prove that  is injective, suppose , µ 2 A (S) with 
 () =  (µ) . Then 
 (A) = '  (˜A) =  () (˜A) =  (µ) (˜A) = ' µ (˜A) = µ (A) 
for all A 2 S. Thus  = µ, and we have that  is injective. 
Finally, Proposition 3.1.19 guarantees that ()  (µ) holds in the order of E(S) 
precisely when   µ on S. Thus A(S) and E(S) are indeed isomorphic as ordered 
vector spaces.  
An additive set function µ : S ! R is said to be bounded provided there exists a 
constant c so that |µ (A)|  c for all A 2 S. If µ is positive, then µ is monotonic on S; 
in particular, if S is an algebra, then 0  µ (A)  µ (S) for all A 2 S, and thus µ is 




correspond to the continuous linear functionals on E(S). More precisely, the following 
proposition holds. 
The supremum norm of a function f 2 E is defned by 
kfk1 := sup {|f(s)| : s 2 S} . 
nX 
Clearly, for non-zero f 2 E with standard representation f = j˜Aj , we have 
j=1 
kfk1 = max {| j| : j = 1, . . . , n} . 
Proposition 3.1.21. Suppose that S is an algebra. Then, for every positive µ 2 A (S) , 
the corresponding linear functional ' µ 2 E(S) given by 
Z 
' µ (f) := f dµ 
S 
for all f 2 E(S) is continuous on E(S) with respect to the supremum norm. 
Moreover, for an arbitrary µ 2 A (S) , the following four statements are equivalent: 
(i) the functional ' µ is continuous on E(S); 
(ii) µ is bounded; 
(iii) µ is bounded above (or below); 
(iv) µ is the difference of two positive additive set functions on S. 
Proof. For arbitrary µ 2 A (S) , we know from Proposition 3.1.18 that ' µ is indeed 
a linear functional on E(S). We want to show that ' µ is continuous on E(S) provided 
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that µ is positive. Without loss of generality, consider a non-zero f 2 E(S) with standard 
nX 
representation f = j˜Aj . Because µ is positive, we obtain that 
j=1 
n n nX X X 
|' µ (f)| = jµ (Aj)  | j| µ (Aj)  max | j| µ (Aj)
1jn 
j=1 j=1 j=1! 
n[ 
= kfk1 µ Aj  µ (S) kfk1 <1. 
j=1 
Then |' µ (f)|  µ (S) kfk1 <1 for all f 2 E(S). Therefore the linear functional ' µ is 
continuous on E(S). 
For the remainder of the proof, we consider an arbitrary µ 2 A (S) . 
(i) ) (ii) If ' µ : E(S) ! R is continuous, then it is bounded, and because 
|µ (A) | = |' µ (˜A) |  k' µk k˜Ak1  k' µk, 
we obtain that µ is bounded. 
(ii) ) (iii) This is obvious. 
(iii) ) (iv) First suppose that µ 2 A (S) is bounded above. We defne 
µ + (A) := sup {µ (P ) : P 2 S with P  A} 
for all A 2 S. Since µ is bounded above, the supremum is fnite. Also, the choices P = ; 
and P = A show that µ+  0 and µ  µ+ . We claim that the set function µ+ is additive. 
To see this, let A,B 2 S with A \ B = ;. If G, H 2 S satisfy G  A and H  B, then 
G [ H  A [ B and G \ H = ;, so that 
µ (G) + µ (H) = µ (G [ H)  µ + (A [ B) . 





By defnition of the supremum, we obtain that 
µ + (A) + µ + (B)  µ + (A [ B) . 
On the other hand, given an arbitrary set C 2 S for which C  A [ B, we introduce 
the sets G := C \ A 2 S and H := C \ B 2 S. Clearly, G [ H = C  A [ B and 
G \ H = ;, and therefore 
µ(C) = µ (G [ H) = µ (G) + µ (H)  µ + (A) + µ + (B) . 
Again by defnition of the supremum, we infer that 
µ + (A [ B)  µ + (A) + µ + (B) . 
Consequently, µ+ (A [ B) = µ+ (A)+µ+ (B) for all A,B 2 S with A\B = ;. We then 
obtain the decomposition �  
µ = µ + − µ + − µ 
with positive additive set functions µ+ and µ+ − µ. Thus every µ 2 A (S) that is bounded 
above has a representation of the desired type. Finally, if µ is bounded below, then −µ is 
bounded above and hence the difference of two positive additive set functions, say −µ = 
− . Thus the identity µ = − provides the desired representation of µ. 
(iv) ) (i) Suppose that µ is the difference of two positive additive set functions and 
on S. To show that ' µ is continuous, we observe that 






and that, by the frst part of the proof, ' and ' are both continuous. It follows that ' µ is 
continuous.  
We mention in passing that the space of all bounded additive set functions on S is a 
vector lattice with respect to the canonical order; for details we refer to Example (vi) on 
page 9 of the monograph by Meyer-Nieberg [31]. 
We close this section with a slight extension of the notion of an additive set function 
and the corresponding integration theory. As before, we consider on (−1,1] the canon-
ical operations given by 1 + t := t + 1 := 1 for all t 2 (−1,1], 0 · 1 := 0, 
and · 1 := 1 for all > 0. Given a ring S of subsets of a set S, a function 
µ : S ! (−1,1] is said to be additive if 
µ(A [ B) = µ(A) + µ(B) 
for all A,B 2 S with A \ B = ;. For such an additive set function µ, we introduce the 
integral on the cone E(S)+ of all non-negative S-simple functions as follows. We put 
Z 
0 dµ := 0, 
S 
nX 
and, for non-zero f 2 E(S)+ with standard representation f = j˜Aj , we defne 
j=1 Z nX 
f dµ := jµ (Aj) 2 (−1,1]. 
j=1S 
An inspection of the proofs of Lemma 3.1.17 and Proposition 3.1.18 then shows that this 
extended integral is additive and positively homogeneous on the cone E(S)+ . 
 






Proposition 3.1.22. Let µ : S ! (−1,1] be an additive set function. Then Z Z Z Z Z 
(f + g) dµ = f dµ+ g dµ and f dµ = f dµ 
S S S S S 
for all f, g 2 E(S)+ and  0.  
Similar results hold for additive set functions with values in [−1,1). The following 
observation is immediate from the defnition of the extended integral. 
Proposition 3.1.23. Suppose that  : S ! [−1,1) and µ : S ! (−1,1] are additive Z Z 
set functions such that   µ on S. Then f d  f dµ for all f 2 E(S)+ .  
S S 
Proposition 3.1.24. Suppose that  : S ! [−1,1) and µ : S ! (−1,1] are additive 
set functions, and consider f, g 2 E(S) with 0  f  g on S. Z Z 
(a) If g d 2 R, then f d 2 R. 
ZS ZS 
(b) If g dµ 2 R, then f dµ 2 R. 
S S 
Proof. Evidently, it suffces to establish part (a), and we may assume that neither f nor 
g is the zero function. By considering intersections of the sets that occur in the standard 
representations of f and g, we obtain fnitely many pairwise disjoint sets C1, . . . , Cn 2 S 
and real numbers 1, . . . , n and 1, . . . , n such that 
n nX X 
f = j˜Cj and g = j˜Cj . 
j=1 j=1 
Since 0  f  g on S, we obtain that 0  j  j for j = 1, . . . , n. Moreover, by 
Proposition 3.1.22, we have Z n Z nX X 
f d = j(Cj) and g d = j(Cj). 




Since g d 2 R, we see that (Cj) 2 R for each j = 1, . . . , n for which j > 0. Thus, 
S 
for each j 2 {1, . . . , n} for which j 6= 0, we have 0 < j  j and hence (Cj) 2 R. Z 
Consequently, f d 2 R, as desired.  
S 
3.2 Product Spaces and Biadditive Set Functions 
The present section is devoted to the theory of integration on product spaces and the cor-
responding theory of biadditive set functions. In the main result of this section, the vector 
space of all biadditive set functions will be identifed with the dual space of a space of 
certain step functions in two variables. 
As in the preceding section, let S be an arbitrary non-empty set, and let S be a ring 
of subsets of S. Also, let  denote the algebra generated by S. By Proposition 3.1.4,  
consists precisely of all subsets A of S for which A or Ac belongs to S. 
In classical measure theory and also in the theory of fows in infnite networks devel-
oped by Neumann and Velasco [39], the ring S is always assumed to be an algebra, which 
happens precisely when S 2 S. Evidently, in this case, we have  = S, and the following 
theory simplifes signifcantly. However, there are important examples where S fails to be 
an algebra. For instance, in the theory of locally fnite networks, it is natural to consider 
an infnite set S and the ring S of all fnite subsets of S. Clearly,  is much larger than S 
in this case. As we shall see, the following theory, technical as it may be, is well suited for 




We consider the product space 
S × S := {(s, t) : s, t 2 S} 
and the set of all measurable rectangles, 
(S × ) [ ( × S) := {A× B : A, B 2  and A 2 S or B 2 S} . 
Since unions and differences of rectangles need not be a rectangles, (S × ) [ ( × S) 
is not, in general, a ring. Therefore, we consider the set of all fnite unions of measurable 
rectangles and defne ( 
n 
)[ 
S   := (Aj × Bj) : A1 × B1, . . . , An × Bn 2 (S × ) [ ( × S) . 
j=1 
Proposition 3.2.1. S   is the ring generated by (S × ) [ ( × S) . 
Proof. The case n = 1 in the defnition of S   shows that (S × ) [ ( × S)  
S  . Next, we want to prove that S   is a ring. Clearly, ; 2 (S × ) [ ( × S) . Let 
nS 
U, V 2 S   be given. Then U = (Aj × Bj) , where Aj × Bj 2 (S × ) [ ( × S) 
j=1 
mS 
for each j, and V = (Ck × Dk) where each Ck × Dk 2 (S × ) [ ( × S) . Observe 
k=1 
that ! ! 
n m[ [ 
U [ V = (Aj × Bj) [ (Ck × Dk) 2 S   
j=1 k=1 
and also ! ! 
n m[ [ 
U \ V = (Aj × Bj) \ (Ck × Dk) 
j=1 k=1 
n m[[ 




where we use the fact that A\B 2 S whenever A 2 S and B 2 . Indeed, this is obvious 
if B 2 S, and, if B 2/ S, then Bc 2 S, and hence A\B = A\ (A \ Bc) 2 S. Moreover, 
we have !! 
n m n m[ [ [\ 
U \ V = (Aj × Bj) \ (Ck × Dk) = ((Aj × Bj) \ (Ck × Dk)) . 
j=1 k=1 j=1 k=1 
Since S   is closed under fnite unions and intersections, to prove that U \ V belongs to 
S  , it suffces to show that each (Aj × Bj) \ (Ck × Dk) is a fnite union of measurable 
rectangles. Because 
(Aj × Bj) \ (Ck × Dk) = ((Aj \ Ck) × Bj) [ ((Aj \ Ck) × (Bj \ Dk)) , 
we need only show that (Aj \ Ck) × Bj and (Aj \ Ck) × (Bj \ Dk) are members of 
(S × ) [ ( × S) . 
We consider two cases: If Aj 2 S, then Aj \ Ck and Aj \ Ck 2 S and we are done. 
Otherwise, Bj 2 S, hence Bj \ Dk 2 S, and again it follows that (Aj \ Ck) × Bj and 
(Aj \ Ck) × (Bj \ Dk) belong to (S × ) [ ( × S) , as required. 
Finally, we want to prove that S   is the smallest ring which contains (S × ) [ 
( × S). Let T be any ring that contains (S × ) [ ( × S) and let U 2 S  . Then 
nS 
there exists A1 × B1, . . . , An × Bn 2 (S × ) [ ( × S) so that U = (Aj × Bj) 2 T, 
j=1 
since T is closed under unions and contains (S × ) [ ( × S) .  
Defnition 3.2.2. Given fnitely many not necessarily distinct sets A1, . . . , An 2 S, a fnite 
collection {C1, . . . , Cp} of subsets of S is called an S-refnement of the list (A1, . . . , An) 
if each of the sets C1, . . . , Cp belongs to S and is contained in A1 [ · · · [ An, if these sets 
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are pairwise disjoint, and if, for each j = 1, . . . , n, there exists a subset Ij  {1, . . . , p} 
such that [ 
Aj = Cl. 
l2Ij 
Lemma 3.2.3. Every fnite system in S has an S-refnement. 
Proof. We argue by induction on the length of the system. Let P (n) be the statement 
that every system (A1, A2, . . . , An) has an S-refnement. Clearly, P (1) is true since 
C1 = A1 is a refnement of (A1) . 
Suppose that P (n) holds and that (A1, A2, . . . , An, An+1) is a system in S. By as-
sumption, (A1, A2, . . . , An) has an S-refnement {Cl}p ; defnel=1 ( 
p 
)[ 
= = {Cl \ An+1}pl=1 [ {Cl \ An+1}
p
l=1 [ An+1 \ Cl . 
l=1 
Since S is a ring, = is a system of pairwise disjoint subsets in S, and, if 1  j  n, then 
there exists a subset Ij  {1, 2, . . . , p} so that 
[ [ 
Aj = Cl = ((Cl \ An+1) [ (Cl \ An+1)) 
l2Ij l2Ij[ [ 
= (Cl \ An+1) [ (Cl \ An+1) . 
l2Ij l2Ij 
Moreover, ! 
p p[ [ 
An+1 = (An+1 \ Cl) [ An+1 \ Cl . 
l=1 l=1 
Thus = is a S-refnement of (A1, A2, . . . , An+1) , which shows that P (n+ 1) is true. By 
induction, P (n) is true for every n 2 N.  
90 
Lemma 3.2.4. (a) Suppose that A1 × B1, . . . , An × Bn 2 (S × ) [ ( × S) and that 
{Cl}p and {Dk}q are -refnements of the systems (A1, . . . , An) and (B1, . . . , Bn) ,l=1 k=1 
respectively, with Ij  {1, . . . , p} and Jj  {1, . . . , q} such that 
[ [ 
Aj = Cl and Bj = Dk. 
l2Ij k2Jj 
Then {Cl}  S if Aj 2 S, and {Dk}  S if Bj 2 S.l2Ij k2Jj 
(b) If U 2 S  , then there exists a system of pairwise disjoint sets 
A1 × B1, . . . , An × Bn 2 (S × ) [ ( × S) 
such that 
n[ 
U = (Aj × Bj) . 
j=1 
Proof. (a) Suppose that B 2  and A 2 S such that B  A. Then B 2 S or Bc 2 S, 
and, in the latter case, 
B = A \ B = A \ Bc 2 S, 
since S is a ring. Assertion (a) follows. 
(b) If U 2 S  , then, by defnition, there exists a system 
ˆ ˆ × ˆA1 × B̂ 1, . . . , Am Bm 2 (S × ) [ ( × S) 
such that 
m  [ 
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ˆ ˆ ˆ ˆLet {Al}p and {Bk}q be -refnements of the lists A1, . . . , Am and B1, . . . , Bm ,l=1 k=1 
respectively, with Ij  {1, . . . , p} and Jj  {1, . . . , q} such that 
[ [ 
Â  j = Al and B̂ j = Bk. 
l2Ij k2Jj 
By part (a), we obtain that Al × Bk 2 (S × ) [ ( × S) whenever l 2 Ij and k 2 Jj for 
some j = 1, . . . ,m. Moreover, 
0@ 24 1A 0@ 35 1A [m m 
j=1 l2Ij k2Jj j=1 l2Ij 
k2Jj 
Since {Al}p and {Bk}q are each pairwise disjoint, it follows thatl=1 k=1 
{Al × Bk : (l.k) 2 Ij × Jj for some j} 
[ 
is a system of pairwise disjoint sets in (S × ) [ ( × S) . Thus U has a representation 
of the desired form.  
Let F (S  ) denote the vector space of all linear combinations of the form 
[ [ [ 
U Al Bk (Al × Bk)×= = . 
Xn 
j˜Aj ×Bj , 
j=1 
where n 2 N, 1, . . . , n 2 R, and A1 × B1, . . . , An × Bn 2 (S × ) [ ( × S) . 
Lemma 3.2.5. Every element of F (S  ) has the form 
Xn 
j˜Aj ×Bj , 
j=1 
where n 2 N, 1, . . . , n 2 R and the rectangles Aj × Bj 2 (S × ) [ ( × S) for 






Proof. Let f 2 F (S  ) be given. Then 
nX 
f = j˜Aj ×Bj , 
j=1 
for suitable 1, . . . , n 2 R and A1 ×B1, . . . , An ×Bn 2 (S × )[( × S) . By Lemma 
3.2.3, there exist -refnements {Cl}p and {Dk}q of (A1, . . . , An) and (B1, . . . , Bn) ,l=1 k=1 
respectively, with Ij  {1, . . . , p} and Jj  {1, . . . , q} so that 
[ [ 
Aj = Cl and Bj = Dk, 
l2Ij k2Jj 
for each j, 1  j  n. By part (a) of Lemma 3.2.4, Cl × Dk 2 (S × ) [ ( × S) 
whenever (l, k) 2 Ij × Jj for some j, 1  j  n, and 
X 
˜Aj ×Bj = ˜Cl×Dk . 
(l,k)2Ij ×Jj 
Defne 
n p qX XX 
bl,k := j and g := bl,k˜Cl×Dk . 
j=1 l=1 k=1 
l2Ij ,k2Jj 
Since {Cl × Dk : (l, k) 2 Ij × Jj for some j, 1  j  n} is pairwise disjoint in (S × )[ 
( × S) , it remains to show that f = g. Let (s, t) 2 S × S be given, and set 
I := {j : (s, t) 2 Aj × Bj} . 
If I is empty, then ˜Cl×Dk (s, t) = 0 for each (l, k) 2 Ij × Jj, 1  j  n, and so 
g (s, t) = 0 = f (s, t) . Thus we may assume that I 6= ;, and, by reordering if necessary, 
we may also assume that I = {1, . . . , r} for some r, 1  r  n. Then, clearly, 
rX 




Since {Cl}p and {Dk}q are each pairwise disjoint, there is at most one Cl × Dk con-l=1 k=1 
taining (s, t) . In fact, since (s, t) 2 Aj × Bj for all j, 1  j  r, it follows that there 
is exactly one (l, k) such that (s, t) 2 Cl × Dk. Moreover, Cl × Dk  Aj × Bj for all 
j, 1  j  r, and (l, k) 2/ Ij × Jj if r < j  n. Thus 
rX X 
g (s, t) = bl,k = j = j = f (s, t) , 
(l,k)2Ij ×Jj j=1 
as required.  
Proposition 3.2.6. F (S  ) = E(S  ). In particular, F (S  ) is a vector lattice. 
Proof. Clearly, F (S  ) is a linear subspace of E(S  ), so, by Proposition 3.1.14, 
it suffces to show that ˜U 2 F (S  ) whenever U 2 S  . 
If U 2 S  , then, by part (b) of Lemma 3.2.4, we may write 
n[ 
U = (Aj × Bj) 
j=1 
where A1 × B1, . . . , An × Bn is a system of pairwise disjoint sets in (S × ) [ ( × S) . 
nX 
Thus ˜U = ˜Aj ×Bj 2 F (S  ).  
j=1 
Defnition 3.2.7. Let S be a ring of subsets of S, and let  denote the algebra generated by 
S. A function ˝ : (S × ) [ ( × S) ! R is said to be biadditive if, for each A 2 S, the 
set functions ˝ (A, ·) and ˝ (·, A) are additive on  and, for each A 2 , the set functions 
˝ (·, A) and ˝ (A, ·) are additive on S. 
Let B(S,) denote the space of all real-valued biadditive set functions on the system 
(S × ) [ ( × S) . Endowed with pointwise addition and scalar multiplication and the 
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natural partial order, B(S,) is an ordered vector space. The following example shows 
how the concept of a biadditive set function is related to the notion of a product measure 
in classical measure theory. We also include a few examples to illustrate how biadditive 
set functions arise canonically in the theory of networks. 
Example 3.2.8. Let S be an arbitrary non-empty set, let S  P(S) be an algebra, and let 
, µ : S ! R be additive sets functions. Then the defnition 
˝(A,B) := (A)µ(B) 
for all A,B 2 S =  yields a biadditive set function ˝ : S × S ! R.  
Example 3.2.9. Let S be a fnite non-empty set, let S := P(S), and consider an arbitrary 
function g : S × S ! R. Then the defnition 
XX 
˝(A,B) := g(s, t) 
s2A t2B 
for all A,B  S yields a biadditive set function ˝ : P(S) × P(S) ! R.  
Example 3.2.10. Let S be an arbitrary non-empty set, let S denote the ring of all fnite 
subsets of S, and consider a function g : S×S ! R with the property that, for each s 2 S, 
there exist only fnitely many t 2 S and u 2 S for which g(s, t) =6 0 and g(u, s) =6 0. Then, 
for all pairs of subsets A,B  S for which at least one of the sets A or B is fnite, it is 
easily verifed that the double sum 
XX 












contains only fnitely many non-zero terms and defnes a biadditive set function on the 
system (S × ) [ ( × S).  
The next result allows us to associate with each biadditive set function a canonical 
elementary integral. 
Lemma 3.2.11. Let ˝ : (S × ) [ ( × S) ! R be a biadditive set function. For f 2 
F (S  ) with representation 
nX 
f = j˜Aj ×Bj , 
j=1 
where n 2 N, 1, . . . , n 2 R, and Aj × Bj 2 (S × ) [ ( × S) for j = 1, . . . , n, let Z nX 
˝ (f) := f d˝ := j˝ (Aj, Bj) . 
j=1S×S 
Then ˝ (f) is well-defned, i.e., independent of the particular representation of f, and the 
induced functional ˝ : F (S  ) ! R is linear. 
Proof. To establish that ˝ is well-defned, it suffces to show that 
nX 
j˝ (Aj, Bj) = 0 
j=1 
whenever A1 × B1, . . . , An × Bn 2 (S × ) [ ( × S) and 1, . . . , n 2 R are such 
nX 
that j˜Aj ×Bj = 0 on S × S. For the proof of this claim, we follow the notation of 
j=1 
part (a) of Lemma 3.2.4 and the proof of Lemma 3.2.5; specifcally, suppose that {Cl}p l=1 , 
{Dk}q are -refnements of (A1, . . . , An) and (B1, . . . , Bn) , respectively, with k=1 
[ [ 










bl,k = j. 
j=1 
(l,k)2Ij ×Jj 
So, as verifed in the proof of Lemma 3.2.5, 
n p qX XX 
j˜Aj ×Bj = bl,k˜Cl×Dk . 
j=1 l=1 k=1 
Since the sets Cl × Dk, (l, k) 2 Ij × Jj, are pairwise disjoint, the condition that 
nX 
j˜Aj ×Bj = 0 
j=1 
implies that bl,k˜Cl×Dk = 0 for all 1  l  p and 1  j  q. Consequently, for each 
(l, k) we have that bl,k = 0 unless one of the sets Cl or Dk is empty. This ensures that 
bl,k˝(Cl, Dk) = 0 for all 1  l  p and 1  k  q. On the other hand, given an arbitrary 
j 2 {1, . . . , n} , we have Aj 2 S or Bj 2 S. In the frst case, part (a) of Lemma 3.2.4 
ensures that 0 1 [ X XX 
˝ (Aj, Bj) = ˝ @ Cl, BjA = ˝ (Cl, Bj) = ˝ (Cl, Dk) , 
l2Ij l2Ij l2Ij k2Jj 
while, in the second case, a similar application of Lemma 3.2.4 leads to 
XX 
˝ (Aj, Bj) = ˝ (Cl, Dk) . 
l2Ij k2Jj 
Thus 
n n p qX X X XX 
j˝ (Aj, Bj) = j ˝ (Cl, Dk) = bl,k˝ (Cl, Dk) = 0, 
j=1 j=1 (l,k)2Ij ×Jj l=1 k=1 
as desired. We next show that ˝ is a linear functional on F (S  ). 
 
 















(i) To establish the additivity of ˝ , let f, g 2 F (S  ) be given. Then we may write 
n mX X 
f = j˜Aj ×Bj , g = k˜Ck×Dk 
j=1 k=1 
where 1, . . . , n 2 R, 1, . . . , m 2 R, and A1 × B1, . . . , An × Bn, C1 × D1, . . . , Cm × 
Dm 2 (S × ) [ ( × S) . Since ˝ is well-defned, it follows that ! 
n mX X 
˝ (f + g) = ˝ j˜Aj ×Bj + k˜Ck×Dk 
j=1 k=1 
n mX X 
= j˝ (Aj, Bj) + k˝ (Ck, Dk) = ˝ (f) + ˝ (g) . 
j=1 k=1 
(ii) Similarly, for arbitrary f 2 F (S  ) and  2 R, we obtain that ! 
n nX X 
˝ (f) = ˝  j˜Aj ×Bj =  j˝ (Aj, Bj) =  ˝ (f) , 
j=1 j=1 
as desired.  
Theorem 3.2.12. The mapping : B(S,) ! F (S  ) given by ( ˝) := ˝ is a 
bipositive linear isomorphism. Its inverse is given by 
−1(')(A,B) := '(˜A×B) 
for all ' 2 F (S  ) and A× B 2 (S × ) [ ( × S). 
Proof. By Lemma 3.2.11, maps B(S,) into F (S  ), and we omit the straight-
forward verifcation of the fact that is linear. To prove that is injective, let ˝ 2 
B(S,) such that ( ˝) = 0, and let A 2 S, B 2 . Thus 









Also, ˝(B,A) = ˝ (˜B×A) = 0. Therefore ˝ = 0, as desired. We next show that is 
surjective. For given ' 2 F (S  ) , we defne 
˝(A,B) := '(˜A×B) 
for all A × B 2 (S × ) [ ( × S). We claim that ˝ is a biadditive set function on 
(S × ) [ ( × S). To prove this, let A 2 S and B,C 2  with B \ C = ;. Hence 
(A× B) \ (A× C) = ;. By the defnition of ˝, we see that 
˝ (A,B [ C) = '(˜A×(B[C)) = '(˜A×B) + '(˜A×C ) = ˝(A,B) + ˝(A,C) 
and, by a similar argument, ˝(B [ C,A) = ˝(B,A) + ˝(C,A). Also, if A 2  and 
B,C 2 S with B \ C = ;, we obtain that 
˝ (A,B [ C) = ˝ (A,B) + ˝ (A,C) and ˝ (B [ C,A) = ˝ (B,A) + ˝ (C,A) , 
as desired. We claim that ( ˝) = '. To prove this, let f 2 F (S  ) be given. Then we 
may write 
nX 
f = j˜Aj ×Bj , 
j=1 
where 1, . . . , n 2 R and A1 × B1, . . . , An × Bn 2 (S × ) [ ( × S). By the defnition 
of , we obtain that ! 
n n nX X X 
( ˝)(f) = ˝ (f) = j˝(Aj, Bj) = j '(˜Aj ×Bj ) = ' j˜Aj ×Bj = '(f), 








as desired. Thus it is established that is a linear isomorphism and that the claimed 
formula holds for its inverse. It remains to show that is bipositive. Let ˝  0 in 
B(S,) and A× B 2 (S × ) [ ( × S). By the defnition of and ˝ , we obtain that 
( ˝)(A,B) = ˝ (˜A×B) = ˝(A,B)  0. 
On the other hand, let '  0 in F (S  ) and A× B 2 (S × ) [ ( × S). Thus 
−1(')(A,B) = '(˜A×B)  0, 
as desired.  
Theorem 3.2.13. The spaces A(S  ),B(S,), and F (S  ) are isomorphic as 
ordered vector spaces. Moreover, the mapping � : A(S  ) ! B(S,) given by 
�(µ)(A,B) := µ(A× B) 
for all A,B 2  with at least one of the sets A and B in S is a linear isomorphism 
and bipositive in the sense that, for each µ 2 A(S  ) we have µ  0 precisely when 
�(µ)  0. 
Proof. It is clear from Proposition 3.2.1, Theorem 3.1.20, and Theorem 3.2.12 that the 
three ordered vector spaces in question are indeed isomorphic. Moreover, the mapping 







by integration. Thus it remains to show that −1   = �. To this end, let µ 2 A(S  ) 
and A× B 2 (S × ) [ ( × S). be given. Then 
   �  −1   (µ)(A,B) = −1 (µ) (A,B) 
= (µ)(˜A×B) Z 
= ˜A×B dµ 
S×S 
= µ(A× B) 
= �(µ)(A,B), 
as desired.  
In particular, it follows that a biadditive set function and its corresponding additive set 
function produce the same integral. More precisely, if ˝ 2 B(S,) is given, then the 
corresponding additive set function µ := �−1(˝) 2 A(S  ) satisfes 
µ(A× B) = ˝(A,B) 
for all A×B 2 (S×)[(×S), so that, for arbitrary f 2 F (S) with representation 
nX 
f = j˜Aj ×Bj , 
j=1 
where 1, . . . , n 2 R and A1 × B1, . . . , An × Bn 2 (S × ) [ ( × S), we obtain that 
Z n n n Z ZX X X 
f d˝ = j˝(Aj, Bj) = jµ(Aj × Bj) = j ˜Aj ×Bj dµ = f dµ. 
j=1 j=1 j=1S×S S×S S×S 
CHAPTER IV 
FLOWS IN INFINITE NETWORKS 
The main purpose of this chapter is to develop an extended version of the Gale– 
Hoffman theorem on the existence of fows in possibly infnite networks. This general 
fow theorem, one of our central results, is established in Section 4.1. In Section 4.2, we 
discuss, as an application of our fow theorem, a Ford–Fulkerson type result on maximal 
fows and minimal cuts in infnite networks with sources and sinks. We also present, in 
Sections 4.3 and 4.4, applications to fows in locally fnite networks and to the existence 
of antisymmetric fows under certain natural conditions. In Section 4.5, we conclude with 
a brief discussion of the case of triadditive set functions. 
4.1 The General Flow Theorem 
Throughout this section, let S be an arbitrary non-empty set, consider a fxed ring S of 
subsets of S, and let  be the algebra generated by the ring S. As in Chapter III, let E(S) 
denote the vector lattice of all S-simple functions on S, let E(S)+ denote the cone of all 
non-negative S-simple functions on S, and let F (S  ) stand for the vector lattice of all 
S  -simple functions on S × S. As already shown in the work of Neumann [36] and 
Neumann–Velasco [39], the theory of fows in networks is dominated by the mapping T 
defned on E(S) by the formula (Tf)(s, t) := f(s) − f(t) for all f 2 E(S) and s, t 2 S. 
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The following result lists the properties of this operator that we will need. In particular, 
we will see that T maps E(S) into F (S  ). 
Lemma 4.1.1. T is a linear mapping from E(S) into F (S  ) and has the following 
properties: 
(i) T˜A = ˜A×Ac − ˜Ac×A = ˜A×S − ˜S×A; 
(ii) (T˜A)
+ = ˜A×Ac and (T˜A)
− = ˜Ac×A; 
n 
!!+ nX X � + 
(iii) T j˜Aj = j T˜Aj ; 
j=1 j=1!!−n nX X � − 
(iv) T j˜Aj = j T˜Aj 
j=1 j=1 
for all A 2 S, all A1, . . . , An 2 S with A1  · · ·  An, and all 1, . . . , n  0. 
Proof. Before showing that T maps E(S) into F (S  ) and is linear, we establish 
assertions (i) − (iv). 
(i) By the defnition of T, we obtain that 
(T˜A) (s, t) = ˜A (s) − ˜A (t) 
for all A 2 S and s, t 2 S. We shall now show that 
˜A (s) − ˜A (t) = ˜A×Ac (s, t) − ˜Ac×A (s, t) . 
This identity follows by considering the following four cases. 
Case 1. If s, t 2 A, then ˜A (s) − ˜A (t) = 1 − 1 = 0. On the right hand side, we have 
˜A×Ac (s, t) − ˜Ac×A (s, t) = 0 − 0 = 0. 
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Thus ˜A (s) − ˜A (t) = 0 = ˜A×Ac (s, t) − ˜Ac×A (s, t) . 
Case 2. If s 2 A, t 2/ A, then ˜A (s) − ˜A (t) = 1 − 0 = 1. On the right hand side, we 
have 
˜A×Ac (s, t) − ˜Ac×A (s, t) = 1 − 0 = 1. 
Thus ˜A (s) − ˜A (t) = 1 = ˜A×Ac (s, t) − ˜Ac×A (s, t) . 
Case 3. If s 2/ A, t 2 A, then ˜A (s) − ˜A (t) = 0 − 1 = −1. On the right hand side, 
we have 
˜A×Ac (s, t) − ˜Ac×A (s, t) = 0 − 1 = −1. 
Thus ˜A (s) − ˜A (t) = −1 = ˜A×Ac (s, t) − ˜Ac×A (s, t) . 
Case 4. If s, t 2/ A, then ˜A (s) − ˜A (t) = 0 − 0 = 0. On the right hand side, we have 
˜A×Ac (s, t) − ˜Ac×A (s, t) = 0 − 0 = 0. 
Thus ˜A (s) − ˜A (t) = 0 = ˜A×Ac (s, t) − ˜Ac×A (s, t) , as desired. Because 
˜A×S − ˜S×A = ˜A×A + ˜A×Ac − ˜A×A − ˜Ac×A = ˜A×Ac − ˜Ac×A, 
we obtain that the last identity of assertion (i) holds. 
(ii) The claim follows, by part (vii) of Proposition 2.1.1, from the identity 
T˜A = ˜A×Ac − ˜Ac×A 



















(iii) Since the claim is not changed by considering An+1 := S and n+1 := 0, we may 
assume, without loss of generality, that An = S. Then, given s 2 S, there exists a smallest 
integer l , n} so that s but s 2/ Al−1. Thus, for j2 {1, 2 Al, = 1, . . . , n,. . . 8 >< 
>: 
1 if j  l, 
0 if j < l. 
˜Aj (s) = 
Also, given t 2 S, there exists a smallest integer k 2 {1, . . . , n} so that t 2 Ak, but 
t 2/ Ak−1. Then, for j = 1, . . . , n, 8 >< 
>: 
1 if j  k, 
0 if j < k. 
˜Aj (t) = 
We compute the left hand side of (iii). !!+ !+XXn n 




= j − j 8 >< 
>: 
j=l j=k 
0 if l  k, 
l + · · · + k−1 if l < k. 
= 
Note that, for j = 1, . . . , n, 8 >< 
>: 
1 if j  l, j < k, 
0 otherwise. 




























j T˜Aj (s, t) = j˜Aj ×Ac (s, t)j 
X+ 
j=1 
0 if l  k, 
8 >< 
= >:
l + · · · + k−1 if l < k. 
Thus the right hand side of (iii) is equal to the left hand side. Therefore (iii) holds. 
(iv) Similarly, for the left hand side of (iv), we obtain that 
Xn n 
T j˜Aj (s, t) = j ˜Aj (s) − ˜Aj (t) 
j=1 j=1 
X !!−  !− 
XXn n 





0 if l  k, 
k + · · · + l−1 if l > k. 
= 
Note that, for j = 1, . . . , n, 8 >< 
>: ˜Ac×Aj (s, t) = j 
1 if j < l, j  k, 
0 otherwise, 








0 if l  k, 
= >:










This shows that the right hand side of (iv) is equal to the left hand side. Thus (iv) holds, 
as desired. Next, given an arbitrary non-zero f 2 E(S) with standard representation 
nX 
f = j˜Aj , we obtain from part (i) that 
j=1 
n nX �  X �  
(Tf) (s, t) = j ˜Aj (s) − ˜Aj (t) = j T˜Aj (s, t) 
j=1 j=1 
nX   
= j ˜Aj ×Ac − ˜Ac×Aj (s, t)j j 
j=1 
for all (s, t) 2 S × S. Since, for arbitrary A 2 S, the functions ˜A×Ac and ˜Ac×A are 
n  X 
obviously S  -simple functions, the representation Tf = j ˜Aj ×Ac − ˜Ac×Ajj j 
j=1 
shows that Tf is a S  -simple function. Moreover, it is easy to see that the mapping 
T : E(S) ! F (S  ) is linear. Indeed, Given f, g 2 E(S) and , 2 R, we obtain, 
for arbitrary s, t 2 S, the identities 
T ( f + g)(s, t) = ( f + g)(s) − ( f + g)(t) 
= (f(s) − f(t)) + (g(s) − g(t)) 
= (Tf)(s, t) + (Tg)(s, t), 
as desired.  
In the next lemma, let # : E(S) ! F (S  ) be given by 
# (f) := (Tf)+ 
for all f 2 E(S), where T is defned above. Clearly, #(−f) = (Tf)− for all f 2 E(S). 
Although the mapping # is far from being linear, it does have certain remarkable linearity 
 




properties, which are stated in the following result. Lemma 4.1.2 will play a decisive role 
in the proof of Theorems 4.1.4. Since the result was stated in [36] and [39] without proof, 
we include all the details. 
Lemma 4.1.2. The mapping # : E(S) ! F (S  ) is sublinear and satisfes 
(i) # (f − g) = # (f) + # (−g) ; 
(ii) # (˜A) = ˜A×Ac and # (−˜A) = ˜Ac×A; ! 
n n nX X �  X 
(iii) # j˜Aj = j# ˜Aj = j˜Aj ×Ac ;j 
j=1 j=1 j=1! 
n n nX X �  X 
(iv) # − j˜Aj = j# −˜Aj = j˜Ac×Ajj 
j=1 j=1 j=1 
for all f, g 2 E(S)+ with fg = 0, all A 2 S, and all A1, . . . , An 2 S with A1  · · ·  
An, and all 1, . . . , n  0. 
Proof. The sublinearty of # is clear from Lemma 2.4.1 and Lemma 4.1.1. Assertion 
(i) follows from an elementary computation, while assertion (ii), (iii), and (iv) are conse-
quences of Lemma 4.1.1. For completeness, we include the details. 
(i) For arbitrary f, g 2 E(S) with f, g  0 on E(S) and fg = 0, let s, t 2 S be given. 
By the defnition of # and T, we obtain that 
# (f − g) (s, t) = (T (f − g) (s, t))+ = ((f − g) (s) − (f − g) (t))+ 
= (f (s) − g (s) − f (t) + g (t))+ . 
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Also, 
(# (f) + # (−g)) (s, t) = # (f) (s, t) + # (−g) (s, t) 
= ((Tf) (s, t))+ + (T (−g) (s, t))+ 
= (f (s) − f (t))+ + (−g (s) + g (t))+ . 
Hence assertion (i) reduces to the claim that 
(f (s) − f (t) − g (s) + g (t))+ = (f (s) − f (t))+ + (g (t) − g (s))+ . 
To see this, we consider the following four cases. 
Case 1. If f (s) , f (t) 6= 0, then g (s) , g (t) = 0, since fg = 0. Thus for the left hand 
side we have 
(f (s) − f (t) − g (s) + g (t))+ = (f (s) − f (t) − 0 + 0)+ = (f (s) − f (t))+ . 
On the right hand side, we have 
(f (s) − f (t))+ + (g (t) − g (s))+ = (f (s) − f (t))+ + (0 − 0)+ = (f (s) − f (t))+ . 
Therefore 
(f (s) − f (t) − g (s) + g (t))+ = (f (s) − f (t))+ = (f (s) − f (t))+ + (g (t) − g (s))+ . 
Case 2. If f (s) = 0, f (t) 6= 0, then g (t) = 0. Since f (t) , g (s)  0, we see that the 
left hand side satisfes 
(f (s) − f (t) − g (s) + g (t))+ = (0 − f (t) − g (s) + 0)+ = (−f (t) − g (s))+ = 0. 
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On the right hand side, we obtain that 
(f (s) − f (t))+ + (g (t) − g (s))+ = (0 − f (t))+ + (0 − g (s))+ 
= (−f (t))+ + (−g (s))+ = 0. 
Thus (f (s) − f (t) − g (s) + g (t))+ = 0 = (f (s) − f (t))+ + (g (t) − g (s))+ . 
Case 3. If f (s) 6= 0, f (t) = 0, then g (s) = 0. Since f (s) , g (t)  0, we see that the 
left hand side satisfes 
(f (s) − f (t) − g (s) + g (t))+ = (f (s) − 0 − 0 + g (t))+ = (f (s) + g (t))+ 
= f (s) + g (t) . 
On the right hand side, we have 
(f (s) − f (t))+ + (g (t) − g (s))+ = (f (s) − 0)+ + (g (t) − 0)+ 
= (f (s))+ + (g (t))+ = f (s) + g (t) . 
Therefore 
(f (s) − f (t) − g (s) + g (t))+ = f (s) + g (t) = (f (s) − f (t))+ + (g (t) − g (s))+ . 
Case 4. If f (s) , f (t) = 0, then for the left hand side we have 
(f (s) − f (t) − g (s) + g (t))+ = (0 − 0 − g (s) + g (t))+ = (−g (s) + g (t))+ . 
On the right hand side, we obtain that 













(f (s) − f (t) − g (s) + g (t))+ = (g (t) − g (s))+ 
= (f (s) − f (t))+ + (g (t) − g (s))+ , 
as desired. 
(ii) This assertion is clear from part (ii) of Lemma 4.1.1 and the defnition of #. 




!!+ n nX X X � X+ 
# j˜Aj = T j˜Aj = j T˜Aj = j˜Aj ×Ac j 
j=1 j=1 j=1 j=1 
nX �  
= j# ˜Aj . 
j=1 
(iv) Similarly, by Lemma 2.4.1 and parts (iv) and (ii) of Lemma 4.1.1, we infer that ! !!−n n n nX X X � − X 
# − j˜Aj = T j˜Aj = j T˜Aj = j˜Ac×Ajj 
j=1 j=1 j=1 j=1 
nX �  
= j# −˜Aj , 
j=1 
as desired  
In the preceding result, it is essential to suppose that the sets A1, . . . , An 2 S satisfy 
A1  · · ·  An or, equivalently, after renumbering, A1  · · ·  An. This is illustrated by 





























Example 4.1.3. Let S := {1, 2} , let A1 := {1} , A2 := {2} , and let 1, 2 > 0 be given. 
If s = 1, t = 2, then by the defnition of # and T, we obtain that ! !!+X2 2X 
# j˜Aj (1, 2) = T j˜Aj (1, 2) 
j=1 j=1 
2 
!+X �  
= j ˜Aj (1) − ˜Aj (2) � j=1�  � + 
= 1 ˜{1} (1) − ˜{1} (2) + 2 ˜{2} (1) − ˜{2} (2) 
= ( 1 (1 − 0) + 2 (0 − 1))+ 8 >< 1 − if 1  2,2 
= ( 1 − 2)+ = >: 0 if 1 < 2. 
But, by the defnition of # and part (ii) of Lemma 4.1.1, we obtain that 
X X X2 �  2 � + 2 
j# ˜Aj (1, 2) = j T˜Aj (1, 2) = j˜Aj ×Ac (1, 2)j 
j=1 j=1 j=1 
= 1˜{1}×{2} (1, 2) + 2˜{2}×{1} (1, 2) = 1. 
This illustrates that the requirement A1  · · ·  An cannot be dropped for assertion (ii) 
of Lemma 4.1.2. Similarly, for part (iii) of Lemma 4.1.2, we obtain from Lemma 2.4.1 that ! !!−2 2X X 
# − j˜Aj (1, 2) = T j˜Aj (1, 2) 
j=1 j=1 
2 
!−X �  
= j ˜Aj (1) − ˜Aj (2) 
j=1 8 >< 0 if 1  2, 




But, by Lemma 2.4.1 and part (ii) of Lemma 4.1.1, we obtain that 
2 2 2X �  X � − X 
j# −˜Aj (1, 2) = j T˜Aj (1, 2) = j˜Ac×Aj (1, 2)j 
j=1 j=1 j=1 
= 1˜{2}×{1} (1, 2) + 2˜{1}×{2} (1, 2) = 2. 
Since, in general, # fails to be linear, it also follows, by Proposition 2.2.1, that part (i) of 
Lemma 4.1.2 cannot hold for arbitrary f, g 2 E(S).  
In the following, we consider a pair of additive set functions  : S ! [−1,1) 
and µ : S ! (−1,1] such that   µ on S and a pair of biadditive set functions ˙, ˝ : 
(S × )[( × S) ! R such that ˙  ˝ on (S × )[( × S) .As explained in Chapter 
I, these set functions may be interpreted as lower and upper node and arc capacities for a 
given network. We are interested in the existence of a biadditive set function 
 : (S × ) [ ( × S) ! R 
which obeys these capacity constraints in the sense that ˙    ˝ on (S × )[( × S) 
and  (A)   (A,Ac) −  (Ac, A)  µ (A) for all A 2 S. Note that every biadditive set 
function  : (S × ) [ ( × S) ! R satisfes 
 (A,Ac) −  (Ac, A) =  (A,A) +  (A,Ac) −  (A,A) −  (Ac, A) 
=  (A, S) −  (S,A) 
for all A 2 . Thus the set functions  in the following results may be considered as 
fows for the generalized network given by the data , µ, ˙, and ˝. Theorem 4.1.4 extends 
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Theorem 5 of [39] with deals only with the case S =  and is based on a somewhat 
different approach. 
Theorem 4.1.4. (General Flow Theorem) There exists a biadditive set function 
 : (S × ) [ ( × S) ! R 
with the property that 
(a) ˙ (A,B)   (A,B)  ˝ (A,B) for all A,B 2  with at least one of the 
sets A or B in S and  (A)   (A, S) −  (S,A)  µ (A) for all A 2 S 
if and only if the following conditions are fulflled: 
(b)  (A)  ˝ (A,Ac) − ˙ (Ac, A) and − µ (A)  ˝ (Ac, A) − ˙ (A,Ac) 
for all A 2 S. 
Proof. Suppose that there exists a biadditive set function  such that (a) holds. Given 
A 2 S, we obtain that 
 (A)   (A, S) −  (S,A) =  (A,Ac) −  (Ac, A)  ˝ (A,Ac) − ˙ (Ac, A) . 
Thus  (A)  ˝ (A,Ac) − ˙ (Ac, A) for all A 2 S. Similarly, we have 
µ (A)   (A, S) −  (S,A) =  (A,Ac) −  (Ac, A)  ˙ (A,Ac) − ˝ (Ac, A) . 
Then −µ (A)  ˝ (Ac, A) − ˙ (A,Ac) for all A 2 S. Therefore (a) implies (b). 
Conversely, suppose that (b) holds. Let E(S) denote the vector lattice of all S-simple 






and let F (S  ) stand for the vector lattice of all S  -simple functions on S × S. 
Consider the additive and positively homogeneous functions '  : E(S)+ ! [−1,1) 
and ' µ : E(S)+ ! (−1,1] given by Z Z 
'  (f) := f d and ' µ (f) := f dµ 
S S 
for all f 2 E(S)+ , and the linear functionals ˙, ˝ 2 F (S  ) given by Z Z 
˙ (f) := f d˙ and ˝ (f) := f d˝ 
S×S S×S 
for all f 2 F (S  ). By Proposition 3.1.23, we obtain that '  (f)  ' µ (f) for all 
f 2 E(S)+ . Also, ˙ (f)  ˝ (f) for all f 2 F (S  )+ . Next, consider the operator 
T on E(S) given by (Tf) (s, t) := f (s) − f (t) for all f 2 E(S) and s, t 2 S. By 
Lemma 4.1.1, we have that Tf is a S  -simple function and also that the mapping 
T : E(S) ! F (S  ) is linear. 
Let # : E(S) ! F (S  ) be given by 
# (f) := (Tf)+ 
for all f 2 E(S). By Lemma 2.4.1, # is a sublinear mapping on E(S) and # (−f) = 
(Tf)− for all f 2 E(S). We shall show that 
�  � + − 
' (f) − ' µ (g)  ˝ T (f − g) − ˙ T (f − g) 
for all f, g 2 E(S)+ . To prove this, let f, g 2 E(S)+ be given. We defne 





Since f−g is an S-simple function and by part (v) and (vi) of Proposition 2.1.1, we obtain 
that 
f − g = fe− eg and fe· ge= 0. 
Also, f,e ge 2 E(S)+ . Clearly, f − fe = g − eg. We claim that f − fe 2 E(S)+ . Since 
f  f − g and f  0, it follows that f  (f − g)+ . Thus f − fe  0. Therefore 
f − fe2 E(S)+ . Similarly, g − eg 2 E(S)+ . We claim that 
' (f) − ' µ(g)  ' (fe) − ' µ(ge). 
Without loss of generality we may assume that ' (f), ' µ(g) 2 R. Since 0  fe f and 
0  eg  g on S, Proposition 3.1.24 then ensures that ' (fe), ' µ(ge) 2 R. Moreover, since 
g − eg = f − fe 0 on S and   µ on S, we obtain from Proposition 3.1.23 that 
Z Z Z Z Z Z ef d− eg dµ− f d+ g dµ = (g − eg) dµ− (f − ef) d 
S S S S SZ SZ 
= (f − ef) dµ− (f − ef) d  0 
S S 
and hence ' (f) − ' µ(g)  ' (fe) − ' µ(ge), as desired. 
By Lemma 3.1.16, we obtain that 
n nX X ef = j˜Aj and eg = j˜Bj 
j=1 j=1 
for some n 2 N with suitable numbers j  0 and sets Aj, Bj 2 S for j = 1, . . . , n such 
that A1  · · ·  An and B1  · · ·  Bn and An \ Bn = ;. We shall show that    + − 
' (fe) − ' µ(ge)  ˝ T (fe− eg) − ˙ T (fe− ge) . 
 



























By condition (b), we obtain that 
n nX X 
' (fe) − ' µ (eg) = j (Aj) − jµ (Bj) 
j=1 j=1 
n n n nX �  X �  X �  X �  
 Aj, Ac − Ac, Aj + Bc, Bj − Bj, Bc .j˝ j j˙ j j˝ j j˙ j 
j=1 j=1 j=1 j=1 
By Lemma 4.1.2 and by the defnition of #, we obtain that ' (fe) − ' µ (ge) is less than or 
equal to ! ! ! ! 
n n n nX X X X 
˝ j˜Aj ×Ac − ˙ j˜Ac×Aj + ˝ j˜Bc×Bj − ˙ j˜Bj ×Bc j j j j 
j=1 j=1 j=1 j=1 !! !! !! 
n m nX X X 
= ˝ # j˜Aj − ˙ # − j˜Aj + ˝ # − j˜Bj 
j=1 j=1 j=1 !! 
nX 
− ˙ # j˜Bj 
j=1 �  �  �  �  
= ˝ #(fe) − ˙ #(−fe) + ˝ # (−ge) − ˙ # (eg) 
�  �  
= ˝ #(fe) + #(−ge) − ˙ #(−fe) + #(eg)        
= ˝ # fe− eg − ˙ # − fe− ge    + − 
= ˝ T (fe− ge) − ˙ T (fe− ge) , 
as desired. Since f − g = fe− g,e we obtain that 
�  � + − 
' (f) − ' µ(g)  ' (fe) − ' µ(ge)  ˝ T (f − g) − ˙ T (f − g) . 
This shows that condition (c) of Theorem 2.4.4 is fulflled in the present setting. Alterna-
tively, it can be shown by a similar argument that condition (b) of this result holds. 
By Theorem 2.4.4, there exists some ˘ 2 F (S  ) such that ˙  ˘  ˝ on 
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F (S  )+ and '   T ˘  ' µ on E(S)+ . We defne 
 (A,B) := ˘ (˜A×B) 
for all A,B 2  with at least one of the sets A or B in S. By Theorem 3.2.13,  is a 
biadditive set function on (S × ) [ ( × S) . Since ˙  ˘  ˝ on F (S  )+ , we 
obtain that 
˙ (A,B)   (A,B)  ˝ (A,B) 
for all A, B 2  with at least one of the sets A or B in S. We claim that 
(T ˘)(˜A) =  (A, S) −  (S,A) 
for all A 2 S. To prove this, let A 2 S be given. By part (i) of Lemma 4.1.1, we obtain 
that 
(T ˘)(˜A) = (˘  T )(˜A) = ˘ (T˜A) = ˘ (˜A×S − ˜S×A) = ˘ (˜A×S) − ˘ (˜S×A) 
=  (A, S) −  (S,A) , 
as desired. Since '   T ˘  ' µ on E(S)+ , we obtain that 
(A) = ' (˜A)  (T ˘)(˜A) = (A, S) − (S,A)  ' µ(˜A) = µ(A) 
for all A 2 S. Thus  has all the desired properties.  
The next two corollaries are the one-sided counterparts of Theorem 4.1.4. The frst 
result is immediate from Theorem 4.1.4 with the choice µ  1, while the second one 
follows with the choice   −1. 
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Corollary 4.1.5. There exists a biadditive set function  : (S × ) [ ( × S) ! R with 
the property that 
(a) ˙ (A,B)   (A,B)  ˝ (A,B) for all A,B 2  with at least one of the 
sets A or B in S and  (A)   (A, S) −  (S,A) for all A 2 S 
if and only if the following condition is fulflled: 
(b)  (A)  ˝ (A,Ac) − ˙ (Ac, A) for all A 2 S. 
Corollary 4.1.6. There exists a biadditive set function  : (S × ) [ ( × S) ! R with 
the property that 
(a) ˙ (A,B)   (A,B)  ˝ (A,B) for all A,B 2  with at least one of the 
sets A or B in S and  (A, S) −  (S,A)  µ(A) for all A 2 S 
if and only if the following condition is fulflled: 
(b) − µ (A)  ˝ (Ac, A) − ˙ (A,Ac) for all A 2 S. 
4.2 Maximal Flows in Networks with Sources and Sinks 
In this section, we turn to the connection with the theory of maximal fows and minimal 
cuts in networks. Again, let S be an arbitrary non-empty set, let S denote a fxed ring of 
subsets of S, let  stand for the algebra generated by S, and consider a pair of biadditive 
set functions ˙, ˝ : (S × ) [ ( × S) ! R satisfying ˙  ˝ on (S × ) [ ( × S). In 
addition, let us suppose that S is the disjoint union of three given non-empty sets P,Q 2 S 
and R 2 . The network specifed by this data is denoted by N . 
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Here, the set S is interpreted as the set of nodes of a given network, the sets P,Q, 
and R are viewed, respectively as the sets of sinks, sources, and intermediate nodes, and 
˙ (A,B) , ˝ (A,B) 2 R stand for the lower and upper arc capacities concerning all arcs 
starting in A 2 S or  and leading to B 2  or S. This is a reasonable generalization of 
the classical situation, where S is some given fnite set,  is the whole power set P (S) , 
and ˙, ˝ are obtained by summation over the respective individual arc capacities. We refer 
to the appendix and also to Ford–Fulkerson [4] for an extensive discussion of the classical 
case. The following defnitions correspond to the classical notions as well. 
Defnition 4.2.1. A biadditive set function  : (S × ) [ ( × S) ! R is said to be a fow 
for the network N , if the following conditions are satisfed: 
(i) ˙ (A,B)   (A,B)  ˝ (A,B) for all A,B 2  with at least one of the 
sets A or B in S; 
(ii)  (A, S) =  (S,A) for all A 2 S with A  R. 
The value of a fow  is defned to be 
f () :=  (Q,S) −  (S,Q) . 
We will see later, in Proposition 4.2.3, that 
f () =  (S, P ) −  (P, S) . 
This is, of course, plausible, since by the defnition of a fow in a network N nothing is 
lost or gained at the intermediate nodes. Thus one should expect that the net amount of 
what leaves the sources is exactly the net amount of what reaches the sinks. 
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In the classical theory of networks, it is often assumed that ˙ = 0 and ˝  0. In this 
case, there exists at least one fow in a network N , namely the zero fow. Note, however, 
that in general fows need not exist, as can be seen by very simple examples even in the 
case of fnite networks. In the following, we are interested in criteria which guarantee the 
existence of fows and in the characterization of fows of maximal value. For this the next 
defnition turns out to be useful. 
Defnition 4.2.2. An arbitrary set A 2 S satisfying Q  A  Q [ R is called a cut. The 
capacity of the cut A is given by 
c (A) := ˝ (A,Ac) − ˙ (Ac, A) . 
The following proposition extends a classical result from the theory of fnite networks; 
see Proposition A.1.2. 
Proposition 4.2.3. For every fow  and every cut A 2 S, we have 
f () =  (A, S) −  (S,A) =  (A,Ac) −  (Ac, A)  c(A). 
Moreover, f () =  (S, P ) −  (P, S) . 
Proof. Since Q  A  Q [ R, we have A \ Q  R and therefore 
0 =  (A \ Q,S) −  (S,A \ Q) . 
Together with the defnition of the value of a fow 
f () =  (Q,S) −  (S,Q) , 
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we obtain that 
f () =  (A, S) −  (S,A) =  (A,A) +  (A,Ac) −  (A,A) −  (Ac, A) 
=  (A,Ac) −  (Ac, A)  c(A), 
where the last inequality follows from the defnition of c(A) and the condition that  is a 
fow. Moreover, let A := S \ P. Then A is a cut. Therefore 
f() = (S \ P, P ) − (P, S \ P ) 
= (S \ P, P ) + (P, P ) − (P, S \ P ) − (P, P ) 
= (S, P ) − (P, S). 
Thus f () =  (S, P ) −  (P, S) .  
The following consequence of the sandwich version of the Hahn–Banach theorem will 
play an important role in the proof of our general Ford–Fulkerson theorem, Theorem 4.2.5. 
This result will allow us to deduce the general Ford–Fulkerson theorem from the general 
fow theorem, Theorem 4.1.4. 
Proposition 4.2.4. Suppose that 
˙(A,Ac)  ˝(Ac, A) and ˙(Ac, A)  ˝(A,Ac) 
for all A 2 S with A  R. Then 
k := inf{c(A) : A 2 S cut} > −1, 
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and there exists an additive set function  : S ! R with the following properties: 
(i) (A)  ˝(A,Ac) − ˙(Ac, A) for all A 2 S; 
(ii) (A) = 0 for all A 2 S with A  R; 
(iii) (Q)  k. 
Proof. To show that the infmum over all cut capacities is fnite, we consider an arbi-
trary cut A 2 S and represent A in the form A = Q [ B, where B 2 S, B  R, and 
Q \ B = ;. Since Qc = Ac [ B,Ac \ B = ;, Ac \ Q = ;, Bc = Ac [ Q, we obtain from 
the biadditivity of ˝ and ˙ that 
˝(A,Ac) + ˝(Qc, Q) = ˝(Q [ B,Ac) + ˝(Ac [ B,Q) 
= ˝(Q,Ac) + ˝(B,Ac) + ˝(Ac, Q) + ˝(B,Q) 
= ˝(Q,Ac) + ˝(B,Ac [ Q) + ˝(Ac, Q) 
= ˝(Q,Ac) + ˝(B,Bc) + ˝(Ac, Q) 
 ˙(Q,Ac) + ˙(Bc, B) + ˙(Ac, Q) 
= ˙(Q,Ac) + ˙(Ac [ Q,B) + ˙(Ac, Q) 
= ˙(Q,Ac) + ˙(Ac, B) + ˙(Q,B) + ˙(Ac, Q) 
= ˙(Q,Ac) + ˙(Ac, B [ Q) + ˙(Q,B) 
= ˙(Q,Ac [ B) + ˙(Ac, A) = ˙(Q,Qc) + ˙(Ac, A). 
Thus ˝(A,Ac) + ˝(Qc, Q)  ˙(Q,Qc) + ˙(Ac, A). Consequently, 
˝(A,Ac) − ˙(Ac, A)  ˙(Q,Qc) − ˝(Qc, Q) > −1. 
By taking the infmum on the left-hand side over all cuts, we obtain that 





To construct an additive set function  with the desired properties, we consider, as 
before, the vector lattice E of all S-simple functions on S and the vector lattice F of all 
S  -simple functions on S × S. For arbitrary f 2 E, let (Tf)(s, t) := f(s) − f(t) for 
all s, t 2 S as in Section 4.1. Also, let 
Z Z 
(f) := (Tf)+ d˝ − (Tf)− d˙ 
S×S S×S 
for all f 2 E. By Lemma 2.4.2, this mapping is sublinear. To provide the details, we 
defne Z Z 
'(g) := g d˙ and (g) := g d˝ 
S×S S×S 
for all g 2 F. Then ', 2 F  with '  on F+ . Hence Lemma 2.4.2 ensures that the 
defnition 
(g) := (g +) − '(g −) 
for all g 2 F yields a sublinear functional  : F ! R. Since, obviously,  =   T 
and T is, by Lemma 4.1.1, a linear mapping from E into F, the sublinearity of  is now 
immediate. Indeed, for all f, g 2 E and t  0, we obtain that 
(f + g) = (Tf + Tg)  (Tf) + (Tg) = (f) + (g) 
as well as �  
(tf) =  T (tf) = t(Tf) = t(f). 
We next introduce the linear subspace 




of E and the convex cone 
K := {t˜Q + h : h 2 H and t  0}. 
Evidently, the defnition 
ˆ(t˜Q + h) := tk 
for all h 2 H and t  0 yields an additive and positively homogeneous functional ˆ : 
K ! R. In particular, it follows that ˆ is concave. To show that ˆ is dominated by  on 
K, let h 2 H and t  0 be given, and defne 
u := (t˜Q + h)
+ and v := (t˜Q + h)− . 
As in the proof of Lemma 3.1.16, we fx a fnite sequence of real numbers 0 = s0 < s1 < 
· · · < sn which contains all values of both u and v. For j = 1, . . . , n, we then defne 
j := sj − sj−1 > 0, 
Aj := {s 2 S : u(s)  sj} 2 S and Bj := {s 2 S : v(s)  sj} 2 S. 
From Lemma 3.1.16, we know that 
n nX X 
u = j˜Aj and v = j˜Bj . 
j=1 j=1 
Moreover, A1  · · ·  An, B1  · · ·  Bn, and A1 \ B1 = ;. As in Lemma 4.1.2, let 







(t˜Q + g) = (u− v) Z Z 
= #(u− v) d˝ − #(v − u) d˙ 
S×S S×SZ Z�  �  
= #(u) + #(−v) d˝ − #(v) + #(−u) d˙ 
S×S S×S 





n nX X 
− j˙(Bj, Bjc) − j˙(Ajc, Aj). 
j=1 j=1 
To estimate the preceding sums, we frst observe that Bj  R for j = 1, . . . , n. Indeed, for 
each s 2 P [ Q, we have h(s) = 0, hence (t˜Q + h)(s) = t˜Q(s)  0, thus v(s) = 0, and 
therefore s 2/ Bj for j = 1, . . . , n. Since Bj  R, the condition of the present proposition 
ensures that ˙(Bj, Bj
c)  ˝(Bjc, Bj) for j = 1, . . . , n. Consequently 
nX �  
j ˝(Bj
c, Bj) − ˙(Bj, Bjc)  0, 
j=1 
and therefore 
nX �  
(t˜Q + h)  j ˝(Aj, Acj) − ˙(Acj, Aj) . 
j=1 
To see that the last sum dominates tk, we choose an arbitrary s 2 Q and observe that 
(t˜Q + h)(s) = t  0 and hence u(s) = t. Thus t = si for exactly one i 2 {0, 1, . . . , n}. 
For each s 2 P [ Q, we have h(s) = 0 and hence (t˜Q + h)(s) = t˜Q(s) < sj for 








again by the condition on ˙ and ˝ of the present proposition. On the other hand, for 
j = 1, . . . , i, the set Ai turns out to be a cut, since, for each s 2 Q,we have (t˜Q +h)(s) = 
t = si  sj, hence u(s)  sj, and therefore s 2 Aj. Because k is defned as the infmum 
of all cut capacities, we conclude that 
˝(Aj, A
c
j) − ˙(Acj, Aj)  k 
for j = 1, . . . , i. A combination of these observations now leads to 
iX 
(t˜Q + h)  j(˝(Aj, Acj) − ˙(Acj, Aj)) 
j=1 
iX 
 k j = ksi = kt, 
j=1 
which proves that ˆ   on K. 
By the sandwich version of the Hahn–Banach theorem, Theorem 2.2.4, there exists 
some ' 2 E with the property that ˆ  ' on K and '   on E. The corresponding 
additive set function then has the descried properties. Indeed, let 
(A) := '(˜A) 
for all A 2 S. Then  : S ! R is additive and satisfes, by Lemma 4.1.2, 
Z Z 
(A) = '(˜A)  (˜A) = ˜A×Ac d˝ − ˜Ac×A d˙ 
S×S S×S 
for all A 2 S. Thus (A)  ˝(A,Ac) − ˙(Ac, A) for all A 2 S. Moreover, for each 
A 2 S with A  R, we obtain that 
(A) = '(˜A)  ˆ(˜A) = 0 and − (A) = '(−˜A)  ˆ(−˜A) = 0, 
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hence (A) = 0 Finally, 
(Q) = '(˜Q)  ˆ(˜Q) = k, 
as desired.  
If the set Q 2 S happens to be an atom in S, in the sense that the only subsets 
of Q that belong to S are ; and Q, then it is easy to construct an additive set function 
 : S ! [−1,1) which satisfes the conditions (i), (ii), and (iii) of Proposition 4.2.4. 
Indeed, let (Q) := k, (A) := 0 for all A 2 S with A  R, and (A) := −1 for all 
A 2 S with A " R and A =6 Q. The corresponding set function  is certainly additive 
and satisfes also condition (i) provided that Q is an atom in S, but this simple approach 
does not work in general. 
Theorem 4.2.5. (General Ford–Fulkerson Theorem) There exists a fow for the network N 
if and only if 
˙(A,Ac)  ˝(Ac, A) and ˙(Ac, A)  ˝(A,Ac) 
hold for all A 2 S with A  R. Moreover, in this case we have 
max{f() :  fow} = inf{c(A) : A 2 S cut}. 
Proof. Suppose that there exists a fow  for the given network. Let A 2 S with 
A  R. By the defnition of fow, we obtain that 
˝(Ac, A) − ˙(A,Ac)  (Ac, A) − (A,Ac) 
= (Ac, A) + (A,A) − (A,Ac) − (A,A) 
= (S,A) − (A, S) = 0. 
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Thus ˙(A,Ac)  ˝(Ac, A). By a similar argument, we have 
˝(A,Ac) − ˙(Ac, A)  (A,Ac) − (Ac, A) 
= (A,Ac) + (A,A) − (Ac, A) − (A,A) 
= (A, S) − (S,A) = 0. 
Thus ˙(Ac, A)  ˝(A,Ac), as desired. 
Conversely, suppose that the estimates ˙(Ac, A)  ˝(A,Ac) and ˙(A,Ac)  ˝(Ac, A) 
hold for all A 2 S with A  R. By Proposition 4.2.4, we know that the infmum k over 
all cut capacities is fnite and that there exists an additive set function  : S ! R which 
satisfes conditions (i), (ii), and (iii) of Proposition 4.2.4. Also, for A 2 S, let µ(A) := 0 
if A  R, and µ(A) := 1 if A * R. It is easily seen that µ : S ! (−1,1] is additive 
and satisfes 
−µ(A)  ˝(Ac, A) − ˙(A,Ac) 
for all A 2 S. Consequently, our choice of  and µ guarantees that condition (b) of 
Theorem 4.1.4 holds. Hence this result leads to a biadditive set function  on (S × ) [ 
(×S) which satisfes ˙    ˝ on (S×)[(×S) and (A)  (A, S)−(S,A)  
µ(A) for all A 2 S. Since (A) = µ(A) = 0 for all A 2 S with A  R, it follows that  
is a fow for the network N . Moreover, because 
k  (Q)  (Q,S) − (S,Q), 
it follows that f()  k. From Proposition 4.2.3, it is clear that the value of the fow  is 
maximal and equal to k.  
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In the special case where S =  and Q is an atom in S, the preceding result was 
obtained in [36]. A different approach to Theorem 4.2.5 in the special case S =  may 
be found in [35]. 
4.3 Locally Finite Networks 
We now discuss the case of locally fnite networks which is based on the following setting. 
Let S be an arbitrary non-empty set of nodes, not necessarily fnite or countable. As 
before, we suppose that S is endowed with lower and upper node capacities, by which 
we mean functions s : S ! [−1,1) and tµ : S ! (−1,1], respectively, such that 
s  tµ on S. Let X X 
(A) := s(x) and µ(A) := tµ(x) 
x2A x2A 
for all fnite sets A  S. Clearly, the functions  and µ are additive on the collection of 
all fnite subsets of S and satisfy   µ. We also suppose that we are given lower and 
upper arc capacities, by which we mean functions u˙, v˝ : S × S ! R with the property 
that u˙  v˝ on S × S. The condition that the network given by this data be locally fnite 
then means that, for each x 2 S, we have u˙(x, y) = 0, u˙(y, x) = 0, v˝ (x, y) = 0 and 
v˝ (y, x) = 0, in each case for all but fnitely many y 2 S. This means that, for each node 
x 2 S, there are only fnitely many arcs with non-trivial capacity that start or end at x. Let 
XX XX 
˙(A,B) := u˙(x, y) and ˝(A,B) := v˝ (x, y) 
x2A y2B x2A y2B 
for all those sets A,B  S for which at least one is fnite. We emphasize that each of the 
preceding double sums contains only fnitely many non-zero terms provided that A or B 
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is fnite, since the network is supposed to be locally fnite. Clearly, these functions satisfy 
˙  ˝ on the collection of all pairs of subsets of S for which at least one of the sets is 
fnite. 
Theorem 4.3.1 below may be viewed as a reformulation of the main result of the paper 
[40] due to Oettli and Yamasaki, but our approach is based on the Hahn–Banach theory and 
is very different from the one employed in [40]. Note that the local fniteness of the given 
network together with condition (i) of Theorem 4.3.1 ensure that the two sums occurring 
in condition (ii) of Theorem 4.3.1 have only fnitely many non-zero terms. 
Theorem 4.3.1. Consider a network with S as the set of nodes, with node capacities s 
and tµ such that s  tµ on S, and with arc capacities u˙ and v˝ such that u˙  v˝ on 
S × S. Also, suppose that the network is locally fnite, in the sense that, for each x 2 S, 
the identities u˙(x, y) = 0, u˙(y, x) = 0, v˝ (x, y) = 0 and v˝ (y, x) = 0 hold in each case 
for all but fnitely many y 2 S. Then there exists a function w : S × S ! R with the 
property that 
(i) u˙(x, y)  w(x, y)  v˝ (x, y) for all x, y 2 S; X X 
(ii) s(x)  w (x, y) − w(y, x)  tµ(x) for all x 2 S 
y2S y2S 
if and only if the following conditions are fulflled: 
(iii) (A)  ˝(A,Ac) − ˙(Ac, A) 
and −µ(A)  ˝(Ac, A) − ˙(A,Ac) for all fnite sets A  S. 
Proof. Let S := {A  S : A fnite}. Then S is a ring. Let  be the collection of 
all fnite or cofnite subsets of S. In fact, by Proposition 3.1.4,  is the algebra generated 
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by S. By the defnition of ˙ and ˝ in the beginning of this section, it is clear that ˙ and 
˝ are biadditive set functions on (S × ) [ ( × S). Also, the functions  : S ! 
[−1,1) and µ : S ! (−1,1] induced by s and tµ, respectively, are easily seen to be 
additive. By Theorem 4.1.4, condition (iii) of Theorem 4.3.1 is equivalent to the existence 
of a biadditive set function  : (S × ) [ ( × S) ! R such that ˙    ˝ on 
(S × ) [ ( × S) and (A)  (A, S) − (S,A)  µ(A) for all A 2 S. 
If  is a biadditive set function with these properties, then we defne 
�  
w (x, y) :=  {x}, {y} 
for all x, y 2 S. Since 
�  �  �  
u˙(x, y) = ˙ {x}, {y}   {x}, {y} = w (x, y)  ˝ {x}, {y} = v˝ (x, y), 
we obtain that u˙(x, y)  w (x, y)  v˝ (x, y) for all x, y 2 S. Also, we have 
�  �  �  
s(x) =  {x}   {x}, S −  S, {x} X X 
= w(x, y) − w (y, x) 
y2S y2S�  
 µ {x} = tµ(x), 
X X 
and therefore s(x)  w(x, y) − w(y, x)  tµ(x) for all x 2 S. 
y2S y2S 
Conversely, if w satisfes conditions (i) and (ii) of Theorem 4.3.1, then the local fnite-
ness and condition (i) ensure that for each x 2 S, we have w(x, y) = 0 and w(y, x) = 0 
for all but fnitely many y 2 S. Hence we may defne 
XX 
(A,B) := w(x, y) 
x2A y2B 
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for all A,B 2  with at least one of the sets A or B in S. Clearly, this defnition yields a 
biadditive set function  : (S × ) [ ( × S) ! R. 
By condition (i), we obtain, for arbitrary A,B 2  with at least one of the sets A or B 
being fnite, that 
XX XX XX 
˙(A,B) = u˙(x, y)  w(x, y) = (A,B)  v˝ (x, y) = ˝(A,B). 
x2A y2B x2A y2B x2A y2B 
Thus ˙(A,B)  (A,B)  ˝(A,B). Finally, by condition (ii), we obtain that, for each 
A 2 S, 
X 
(A) = s(x) 
x2AXX XX 
 w (x, y) − w (y, x) 
x2A y2S y2S x2A 
= (A, S) − (S,A) X 
 tµ(x) = µ(A). 
x2A 
Thus (A)  (A, S) − (S,A)  µ(A). Consequently, Theorem 4.3.1 may be viewed 
as a special case of Theorem 4.1.4.  
Note that it is important to have Theorem 4.1.4 in its present form, not just for biadditive 
set functions on  × , because ˙(A,B) and ˝(A,B) need not be defned when both A 
and B are infnite sets with fnite complements. In particular, if S is an infnite set, then 
˙(S, S) and ˝(S, S) need not be defned. 
We continue to consider the situation from locally fnite networks. Let S be interpreted 
as the set of nodes of a given possibly infnite network. We suppose that P and Q are two 
disjoint fnite subsets of S, and defne R := S \ (P [ Q). The sets P,Q, and R will be 
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viewed, respectively, as the sets of sinks, sources, and intermediate nodes of the given 
network. As before, we are given locally fnite lower and upper arc capacities u˙, v˝ : 
S × S ! R such that u˙  v˝ on S × S. As above, the corresponding biadditive set 
functions are defned by ˙ and ˝, respectively. 
In this setting, a function w : S × S ! R is called a fow if the following conditions 
are satisfed: 
(i) u˙(x, y)  w(x, y)  v˝ (x, y) for all x, y 2 S; X X 
(ii) w(x, y) = w(y, x) for all x 2 R. 
y2S y2S 
The value of a fow w is defned to be 
XX XX 
f(w) := w(q, y) − w(y, q). 
q2Q y2S y2S q2Q 
A subset A  S is said to be a cut if A is fnite, Q  A, and A \ P = ;. The capacity 
of the cut A is given by 
c(A) := ˝(A,Ac) − ˙(Ac, A). 
The next corollary is a special case of Theorem 4.2.5. 
Corollary 4.3.2. In the given locally fnite network with sinks and sources, there exists a 
fow if and only if the estimates ˙(A,Ac)  ˝(Ac, A) and ˙(Ac, A)  ˝(A,Ac) hold for 
all fnite subsets A of R. Moreover, in this case we have 
max{f(w) : w fow} = inf{c(A) : A cut}. 
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Proof. Let S be the collection of all fnite subsets A of S, and let  be the collection 
of all fnite or cofnite subsets of S. As noted earlier, ˙ and ˝ are biadditive set functions 
on (S × ) [ ( × S). By Theorem 4.2.5, the conditions 
˙(A,Ac)  ˝(Ac, A) and ˙(Ac, A)  ˝(A,Ac) 
for all fnite subsets A of R are equivalent to the existence of a biadditive set function 
 : (S × ) [ ( × S) ! R such that ˙    ˝ on (S × ) [ ( × S) and 
(A, S) = (S,A) for all A 2 S with A  R. 
If  is a biadditive set function with these properties, then we defne 
�  
w(x, y) :=  {x}, {y} 
for all x, y 2 S. Since 
�  �  �  
u˙(x, y) = ˙ {x}, {y}   {x}, {y} = w(x, y)  ˝ {x}, {y} = v˝ (x, y), 
we obtain that u˙(x, y)  w(x, y)  v˝ (x, y) for all x, y 2 S. Also, we have 
X X 
w(x, y) − w(y, x) = ({x}, S) − (S, {x}) = 0, 
y2S y2S X X 
and therefore w(x, y) = w(y, x) for all x 2 R. Moreover, it is immediate that the 
y2S y2S 
value of  as introduced in Defnition 4.2.1 coincides with the value of w as defned just 
before the statement of Corollary 4.3.2. 
Conversely, if w is a fow, then the local fniteness of u˙ and v˝ and 
u˙(x, y)  w(x, y)  v˝ (x, y) 
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for all x, y 2 S ensure that for each x 2 S, we have w(x, y) = 0 and w(y, x) = 0 for all 
but fnitely many y 2 S. Hence we may defne 
XX 
(A,B) := w(x, y) 
x2A y2B 
for all A,B 2  with at least one of the sets A or B in S. 
Clearly, this defnition yields a biadditive set function  : (S × ) [ ( × S) ! R. 
Since u˙(x, y)  w(x, y)  v˝ (x, y) for all x, y 2 S, we obtain, for arbitrary A,B 2  
with at least one of the sets A or B being fnite, that 
XX XX XX 
˙(A,B) = u˙(x, y)  w(x, y) = (A,B)  v˝ (x, y) = ˝(A,B). 
x2A y2B x2A y2B x2A y2B 
Thus ˙(A,B)  (A,B)  ˝(A,B). X X 
Since w(x, y) = w(y, x) for all x 2 R, we obtain that, for each A 2 S with 
y2S y2S 
A  R, XX XX 
(A, S) − (S,A) = w(x, y) − w(y, x) = 0. 
x2A y2S y2S x2A 
Thus (A, S) = (S,A). Moreover, because f(w) = f(), the last statement of Theorem 
4.2.5 ensures that 
max{f(w) : w fow} = inf{c(A) : A cut}, 
as desired.  
The preceding result was obtained by W. Oettli and M. Yamasaki in [40] using a dif-
ferent approach. 
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4.4 Antisymmetric Flows 
Throughout this section, let S be an arbitrary non-empty set, let S denote a fxed ring 
of subsets of S, and let  be the algebra generated by the ring S. We consider a pair of 
additive set functions  : S ! [−1,1) and µ : S ! (−1,1] such that   µ on 
S and a biadditive set function ˆ : (S × ) [ ( × S) ! R. In this setting, we are 
interested in the existence of biadditive set functions  : (S × ) [ ( × S) ! R with 
the property that (A,B) = −(B,A)  ˆ(A,B) for all A,B 2  and A 2 S or B 2 S 
and (A)  (A,Ac)  µ(A) for all A 2 S. Such set functions may be interpreted as 
antisymmetric fows with respect to the capacity constraints , µ, and ˆ. 
In the following result, we derive a simple condition for the existence of antisymmetric 
fows. Theorem 4.4.1 is a slight generalization of Theorem 9 of [39]. The main ingredient 
of our proof will be Theorem 4.1.4. 
Theorem 4.4.1. There exists a biadditive set function  : (S × ) [ ( × S) ! R with 
the property that 
(a) (A,B) = −(B,A)  ˆ(A,B) for all A,B 2  with at least one of the 
sets A or B in S and (A)  (A,Ac)  µ(A) for all A 2 S 
if and only if the following conditions are fulflled: 
(b) ˆ(A,B) + ˆ(B,A)  0 for all A,B 2  with at least one of the sets A 
or B in S,  (A)  ˆ (A,Ac) and − µ (A)  ˆ (Ac, A) for all A 2 S. 
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Proof. First, suppose that there exists a biadditive set function  such that (a) holds. 
Given A,B 2  with at least one of the sets A or B in S, we obtain that 
ˆ(A,B) + ˆ(B,A)  (A,B) + (B,A) = −(B,A) + (B,A) = 0. 
Thus ˆ(A,B) + ˆ(B,A)  0. Let A 2 S be given. Since (A)  (A,Ac)  ˆ(A,Ac), 
we see that (A)  ˆ(A,Ac), and since −µ(A)  −(A,Ac) = (Ac, A)  ˆ(Ac, A), 
we obtain that −µ(A)  ˆ(Ac, A). Therefore (b) holds. 
Conversely, suppose that (b) holds. We defne 
−ˆ(B,A) ˆ(A,B)
˙(A,B) := and ˝(A,B) := . 
2 2 
for all A,B 2  with at least one of the sets A or B in S. 
We claim that ˙(A,B)  ˝(A,B). To prove this, let A,B 2  with at least one of the sets 
A or B in S. By condition (b), we obtain that 
ˆ(A,B) + ˆ(B,A)
˝(A,B) − ˙(A,B) =  0,
2 
as desired. We next assert that (A)  ˝(A,Ac) − ˙(Ac, A) for all A 2 S. To prove this, 
let A 2 S be given. By condition (b), we obtain that 
ˆ(A,Ac) + ˆ(A,Ac)
˝(A,Ac) − ˙(Ac, A) = = ˆ(A,Ac)  (A). 
2 
Thus (A)  ˝(A,Ac) − ˙(Ac, A). 
Finally, we want to show that −µ(A)  ˝(Ac, A) − ˙(A,Ac) for all A 2 S. To see this, 
let A 2 S be given. By condition (b), we obtain that 
−ˆ(Ac, A) − ˆ(Ac, A)
˙(A,Ac) − ˝(Ac, A) = = −ˆ(Ac, A)  µ(A). 
2 
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Thus −µ(A)  ˝(Ac, A) − ˙(A,Ac). By Theorem 4.1.4, there exists a biadditive set 
function  : (S × ) [ ( × S) ! R such that ˙(A,B)  (A,B)  ˝(A,B) for all 
A,B 2  with at least one of the sets A or B in S and 
(A)  (A,Ac) − (Ac, A)  µ(A) 
for all A 2 S. We defne 
(A,B) := (A,B) − (B,A) 
for all A,B 2  with at least one of the sets A or B in S. Since 
(A,B) = (A,B) − (B,A) = −[(B,A) − (A,B)] = −(B,A), 
we obtain that (A,B) = −(B,A).Also, by the defnition of  and the defnition of ˙, ˝ , 
we have 
(A,B) = (A,B) − (B,A)  ˝(A,B) − ˙(B,A) 
ˆ(A,B) + ˆ(A,B) 
= = ˆ(A,B). 
2 
Thus (A,B)  ˆ(A,B). 
Finally, since (A)  (A,Ac) − (Ac, A) = (A,Ac)  µ(A), we obtain that 
(A)  (A,Ac)  µ(A) 
for all A 2 S. Thus  satisfes condition (a).  
The next two corollaries are the one-sided counterparts of Theorem 4.4.1. Corollary 
4.4.2 may be viewed as an extension of a celebrated result due to Gale to the case of 
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infnite networks. We mention that the proof of the classical theorem of Gale [13] in 
the case of fnite networks uses a certain antisymmetric version of the Ford–Fulkerson 
theorem on maximal fows and minimal cuts. The result of the frst corollary is immediate 
from Theorem 4.4.1 with the choice µ  1, while the second one follows with the choice 
  −1. 
Corollary 4.4.2. There exists a biadditive set function  : (S × ) [ ( × S) ! R with 
the property that 
(a) (A,B) = −(B,A)  ˆ(A,B) for all A,B 2  with at least one of the 
sets A or B in S and (A)  (A,Ac) for all A 2 S 
if and only if the following conditions are fulflled: 
(b) ˆ(A,B) + ˆ(B,A)  0 for all A,B 2  with at least one of the sets A 
or B in S and (A)  ˆ(A,Ac) for all A 2 S. 
Corollary 4.4.3. There exists a biadditive set function  : (S × ) [ ( × S) ! R with 
the property that 
(a) (A,B) = −(B,A)  ˆ(A,B) for all A,B 2  with at least one of the 
sets A or B in S and (A,Ac)  µ(A) for allA 2 S 
if and only if the following conditions are fulflled: 
(b) ˆ(A,B) + ˆ(B,A)  0 for all A,B 2  with at least one of the sets A 
or B in S and −µ(A)  ˆ(Ac, A) for all A 2 S. 
140 
Antisymmetric fows have a number of interesting properties. Indeed, if ˆ is an arbitrary 
biadditive set function and  is an antisymmetric biadditive set function with 
(A,B)  ˆ(A,B) 
for all A,B 2  with at least one of the sets A or B in S, then  automatically satisfes a 
lower capacity bound, since 
(A,B) = −(B,A)  −ˆ(B,A) 
for all A and B as above. Moreover, it is clear that 
(A,A) = 0 
for all A 2 S, since (A,A) = −(A,A) whenever A 2 S. The converse of this obser-
vation holds when S is an algebra. Indeed, we have the following result. 
Proposition 4.4.4. Suppose that S is an algebra of subsets of the set S and that  : S × 
S ! R is biadditive. Then (A,A) = 0 for all A 2 S if and only if (A,B) = −(B,A) 
for all A,B 2 S. 
Proof. To establish the non-trivial implication, suppose that (A,A) = 0 for all A 2 
S, and consider frst the special case of A,B 2 S for which A \ B = ;. Then 
0 = (A [ B,A [ B) = (A,A [ B) + (B,A [ B) 
= (A,A) + (A,B) + (B,A) + (B,B) 
= (A,B) + (B,A), 
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and therefore (A,B) = −(B,A). The general case is easily reduced to this special case. 
Indeed, for arbitrary A,B 2 S, we obtain that 
(A,B) = (A \ B,B) + (A \ B,B) 
= (A \ B,B) + (A \ B,A \ B) + (A \ B,B \ A) 
= −(B,A \ B) − (A \ B,A \ B) − (B \ A,A \ B) 
= −(B,A \ B) − (B,A \ B) 
= −(B,A), 
as desired.  
We close this section with a simple remark on the construction of antisymmetric fows as 
net fows corresponding to arbitrary fows. Suppose that , ˙, ˝ are arbitrary biadditive set 
functions with the property that 
˙(A,B)  (A,B)  ˝(A,B) 
for all A,B 2  with A or B in S. Then the defnition 
(A,B) := (A,B) − (B,A) 
for all such A and B obviously yields an antisymmetric set function which satisfes the 
capacity constraint   ˆ with 
ˆ(A,B) := ˝(A,B) − ˙(B,A) 
for all A,B 2  with A 2 S or B 2 S.  is called the net fow corresponding to . 
In the special setting of the Ford–Fulkerson Theorem 4.2.5, the set function  has the 
additional property that (A, S) = (S,A) for all A 2 S with A  R, where R stands for 
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the set of intermediate notes. For the net fow  corresponding to , this condition ensures 
that (A, S) = 0 for all A 2 S. Evidently, this condition may also be expressed in the 
form (A,Ac) = 0 for all A 2 S with A  R, since (A,A) = 0. 
We fnally note that it is also possible to develop a similar theory for biadditive set 
functions  that are symmetric in the sense that (A,B) = (B,A) for all A,B 2  with 
A 2 S or B 2 S. For details, we refer to the Section 6 of Neumann and Velasco [39]. 
4.5 Triadditive Set Functions 
In this section, let S be an arbitrary non-empty set, and let S be an algebra of subsets of 
the set S. We consider a pair of additive set functions , µ : S ! R such that   µ on 
S and a pair of biadditive set functions ˙, ˝ : S × S ! R such that ˙  ˝ on S × S. 
The goal is to fnd a biadditive set function  : S × S ! R such that ˙    ˝ on 
S × S and (A)  (A, S) + (S,A)  µ(A) for all A 2 S. To obtain a necessary and 
suffcient condition for the existence of such a , we consider, as before, the space E(S) 
of all real-valued S-simple functions on S and the space F (S  S) of all real-valued 
S  S-simple functions on S × S. Similar to Lemma 4.1.1, it is easily verifed that the 
defnition 
(Tf)(s, t) := f(s) + f(t) 
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for all f 2 E(S) and s, t 2 S yields a linear mapping T : E(S) ! F (S S). Moreover, 
in the sense of the canonical identifcations A(S) =̆ E(S) and B(S,S) =̆ F (S  S) 
from Theorem 3.1.20 and Theorem 3.2.12, one obtains that 
(T )(A) = (A, S) + (S,A) 
for all A 2 S. With this notation, the following characterization holds. 
Theorem 4.5.1. The following assertions are equivalent: 
(a) there exists a biadditive set function  : S × S ! R with the property that 
˙(A,B)  (A,B)  ˝(A,B) and (A)  (A, S) + (S,A)  µ(A) 
for all A,B 2 S; Z Z Z Z 
(b) f+ d− f− dµ  (Tf)+ d˝ − (Tf)− d˙ 
S S S×S S×S 
for all f 2 E(S); 
(c) (A) − µ(B)  ˝(A,Bc) + ˝(Bc, A) − ˙(B,Ac) − ˙(Ac, B) 
for all A,B 2 S with A \ B = ;. 
Here the equivalence of conditions (a) and (b) follows immediately from Theorem 2.4.4, 
applied to the linear functionals given by 
Z 
' (f) := 
S 
f d and 
Z 
' µ(f) := 
S 
f dµ 
for all f 2 E(S) and 
˙(g) := 
Z 
g d˙ and 
Z 
˝ (g) := g d˝ 
S×S S×S 
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for all g 2 F (SS).Moreover, by considering a function of the form f = ˜A −˜B for all 
disjoint A,B 2 S, it is easily verifed that (b) implies (c). The converse was established 
in Theorem 8 of the article [39] by Neumann and Velasco, based on techniques similar to 
those used in the proof of Theorem 4.1.4. 
In the following, we investigate the extent to which Theorem 4.5.1 extends to the case 
of triadditive set functions. As one should expect, a mapping ˝ : S × S × S ! R is said 
to be triadditive if, for all A,B 2 S, the mappings ˝(·, A,B), ˝(A, ·, B) and ˝(A,B, ·) 
are additive on S. 
Example 4.5.2. Let S be a fnite non-empty set, let S := P(S), and consider an arbitrary 
function h : S × S × S ! R. Then the defnition 
XXX 
˝h(A,B,C) := h(s, t, u) 
s2A t2B u2C 
for all A,B,C  S yields a triadditive set function ˝h : P(S) × P(S) × P(S) ! R. 
We omit the simple verifcation of the triadditivity, since the details are similar to the case 
of biadditive set functions in Example 3.2.9. Conversely, given a triadditive set function 
˝ : P(S) × P(S) × P(S) ! R, the defnition 
h(s, t, u) := ˝({s}, {t}, {u}) 
for all s, t, u 2 S yields a function h : S × S × S ! R which satisfes ˝h = ˝.  
Example 4.5.3. Let S be an arbitrary non-empty set, let S  P(S) be an algebra, and let 
, , µ : S ! R be additive set functions. Then the defnition 







for all A,B,C 2 S yields a triadditive set function ˝ : S × S × S ! R.  
As in the case of biadditve set functions, it is possible to associate with each triadditive 
set function ˝ on S × S × S an integral that acts as a linear functional on the space 
F (S  S  S) of all real-valued S  S  S-simple functions on S × S × S, where 
S  S  S is the algebra generated by sets of the form A× B× C with A,B,C 2 S. As 
in Proposition 3.2.6 for the case of functions of two variables, it is not hard to show that 
every f 2 F (S  S  S) admits a representation of the form 
nX 
f = j˜Aj ×Bj ×Cj , 
j=1 
where 1, . . . , n 2 R and Aj, Bj, Cj 2 S for j = 1, . . . , n. Using such a representation, 
we then defne Z nX 
˝ (f) := f d˝ := j˝(Aj, Bj, Cj). 
j=1S×S×S 
As in Lemma 3.2.11 for the case of two variables, it can be shown that ˝ (f) is well-
defned and that ˝ is a linear functional on F (S  S  S). We introduce the spaces 
A(S  S  S) and T(S,S,S) of all real-valued additive set functions on S  S  S 
and triadditive set functions on S × S × S, respectively. Similar to Theorem 3.2.13, it is 
possible to show that the three spaces A(SSS),T(S,S,S) and F (SSS) are 
canonically isomorphic. Moreover, a triadditive set function and its corresponding additive 
set function produce the same integral. More precisely, if ˝ 2 T(S,S,S) is given, then 
the corresponding additive set function µ 2 A(S  S  S) satisfes 




for all A,B,C 2 S, so that, for arbitrary f 2 F (S  S  S) with representation as 
above, we obtain that 
Z n nX X 
f d˝ = j˝(Aj, Bj, Cj) = jµ(Aj × Bj × Cj) 
j=1 j=1S×S×S 
n ZX 
= j ˜Aj ×Bj ×Cj dµ 
j=1 S×S×SZ 
= f dµ. 
S×S×S 
We now consider the operator T : E(S) ! F (S  S  S) given by 
(Tf)(s, t, u) := f(s) + f(t) + f(u) 
for all f 2 E(S) and s, t, u 2 S. It is easily shown that indeed T maps E(S) into 
F (S  S  S) and that T is a linear mapping. Similar to the proof of part (i) of Lemma 
4.1.1, one can show that 
(T )(A) = (A, S, S) + (S,A, S) + (S, S,A) 
for all A 2 S. 
The following theorem may be viewed as the counterpart of Theorem 4.5.1 for triad-
ditive set functions, but here condition (c) will play a different role. 
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Theorem 4.5.4. The implications (a) , (b) ) (c) hold for the following assertions: 
(a) there exists a triadditive set function  : S × S × S ! R with the property that 
˙(A,B,C)  (A,B,C)  ˝(A,B,C) for all A,B,C 2 S and 
(A)  (A, S, S) + (S,A, S) + (S, S,A)  µ(A) for all A 2 S; Z Z Z Z 
(b) f+ d− f− dµ  (Tf)+ d˝ − (Tf)− d˙ 
S S S×S×S S×S×S 
for all f 2 E(S); 
(c) (A) − µ(B)  ˝(A,A, S) + ˝(A, S,A) + ˝(S,A,A) 
+ ˝(A,Bc, C) + ˝(Bc, C,A) + ˝(C,A,Bc) 
− ˙(B,B, S) − ˙(B, S,B) − ˙(S,B,B) 
− ˙(B,Ac, C) − ˙(Ac, C,B) − ˙(C,B,Ac) 
for all A,B 2 S with A \ B = ; and C := S \ (A [ B). 
Proof. As in Theorem 4.5.1 for the case of biadditive set functions, the equivalence of 
conditions (a) and (b) follows easily from Theorem 2.4.4 and the observations preceding 
the present theorem. To see that (b) implies (c), let A,B 2 S with A \ B = ;, and let 
C := S \ (A [ B). The idea is then to apply condition (b) to the function f = ˜A − ˜B. 
Since A and B are disjoint, we obtain that f+ = ˜A and f− = ˜B and therefore Z Z 
f+ d− f− dµ = (A) − µ(B). 
S S 
Moreover, it is not diffcult to verify that 
(Tf)+ = 3˜A×A×A + 2˜A×A×C + 2˜A×C×A + 2˜C×A×A + ˜A×A×B + ˜A×B×A 
+ ˜B×A×A + ˜A×C×C + ˜C×A×C + ˜C×C×A, 
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which leads to the representations 
(Tf)+ = ˜A×A×C + ˜A×C×A + ˜C×A×A + ˜A×A×S + ˜A×S×A + ˜S×A×A 
+ ˜A×C×C + ˜C×A×C + ˜C×C×A 
= ˜A×A×S + ˜A×S×A + ˜S×A×A + ˜A×Bc×C + ˜C×A×Bc + ˜Bc×C×A. 
From this it is immediate that Z 
(Tf)+ d˝ = ˝(A,A, S) + ˝(A, S,A) + ˝(S,A,A) 
S×S×S 
+ ˝(A,Bc, C) + ˝(C,A,Bc) + ˝(Bc, C,A). 
A similar reasoning shows that 
(Tf)− = 3˜B×B×B + 2˜B×B×C + 2˜B×C×B + 2˜C×B×B + ˜B×B×A + ˜B×A×B 
+ ˜A×B×B + ˜B×C×C + ˜C×B×C + ˜C×C×B 
and therefore 
(Tf)− = ˜B×B×C + ˜B×C×B + ˜C×B×B + ˜B×B×S + ˜B×S×B + ˜S×B×B 
+ ˜B×C×C + ˜C×B×C + ˜C×C×B 
= ˜B×B×S + ˜B×S×B + ˜S×B×B + ˜B×Ac×C + ˜C×B×Ac + ˜Ac×C×B, 
which implies that Z 
(Tf)− d˙ = ˙(B,B, S) + ˙(B, S,B) + ˙(S,B,B) 
S×S×S 
+ ˙(B,Ac, C) + ˙(C,B,Ac) + ˙(Ac, C,B). 
With these computations behind us, it is clear that (b) implies (c).  
Our goal is now to exemplify that, contrary to the biadditive case, condition (c) of 
Theorem 4.5.4 need not imply (b). This means that, in general, the simple condition (c) is 
not suffcient to guarantee the existence of a triadditive set function  with the properties 
149 
stated in condition (a). To simplify the situation and to see more clearly the obstacle in 
question, we frst specialize Theorem 4.5.4 to the case ˙ = 0. The result reads as follows. 
Corollary 4.5.5. The implications (a) , (b) ) (c) hold for the following assertions: 
(a) there exists a triadditive set function  : S × S × S ! R with the property that 
0  (A,B,C)  ˝(A,B,C) for all A,B,C 2 S and 
(A)  (A, S, S) + (S,A, S) + (S, S,A)  µ(A) for all A 2 S; Z Z Z 
(b) f+ d− f− dµ  (Tf)+ d˝ for all f 2 E(S); 
S S S×S×S 
(c) (A) − µ(B)  ˝(A,A, S) + ˝(A, S,A) + ˝(S,A,A) 
+ ˝(A,Bc, C) + ˝(Bc, C,A) + ˝(C,A,Bc) 
for all A,B 2 S with A \ B = ; and C := S \ (A [ B). 
The condition (c) of Corollary 4.5.5 is equivalent to the following four conditions: 
(c.1) A = ;. Then µ  0 on S. 
(c.2) B = ;. Then (A)  ˝(A, S, S) + ˝(S,A, S) + ˝(S, S,A). 
(c.3) ; =6 A and ; =6 B = Ac . Then 
(A) − µ(Ac)  ˝(A,A, S) + ˝(A, S,A) + ˝(S,A,A). 
(c.4) ; 6= A and ; 6= B ( Ac . Then 
(A) − µ(B)  ˝(A,A, S) + ˝(A, S,A) + ˝(S,A,A) 
+ ˝(A,Bc, C) + ˝(Bc, C,A) + ˝(C,A,Bc), 
where, as before, C := S \ (A [ B). 
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In the following example, we want to show that, in general, condition (c) does not 
imply (b). 
Example 4.5.6. Let S := {1, 2, 3} and S := P(S). Also, given j, µj 2 R with j  µj 
for j 2 S, we consider, as in Example 3.1.8, the corresponding additive set functions 
, µ : S ! R given by 
X X 
(A) := j and µ(A) := µj 
j2A j2A 
for all A 2 S. Clearly,   µ on S. Finally, let ˝i,j,k := 1 if (i, j, k) = (2, 3, 3) and 
˝i,j,k := 0 otherwise, and let ˝ : S × S × S ! R denote, as in Example 4.5.2, the 
corresponding triadditive set function given by 
XXX 
˝(A,B,C) := ˝i,j,k 
i2A j2B k2C 
for all A,B,C 2 S. 
Evidently, ˝(A,B,C) = 1 if (2, 3, 3) 2 A × B × C and ˝(A,B,C) = 0 otherwise. In 
particular, ˝  0 on S × S × S. 
We next explore under which condition on the numbers 1, 2, 3, µ1, µ2, µ3 condition 
(c) of Corollary 4.5.5 is fulflled. For this it will be convenient to check the equivalent set 
of conditions (c.1) - (c.4) which are formulated after Corollary 4.5.5. 
(c.1) Evidently, this condition holds precisely when µ1, µ2, µ3  0. 
(c.2) This condition holds if and only if �  �  �  
j  ˝ {j}, S, S + ˝ S, {j}, S + ˝ S, S, {j} 
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for j = 1, 2, 3; equivalently, 1  0, 2  1 and 3  2. 
(c.3) This condition holds if and only if the following two cases hold. 
Case 1. A = {j} and B = Ac = {i, k}. Then �  �  �  
j − µi − µk  ˝ {j}, {j}, S + ˝ {j}, S, {j} + ˝ S, {j}, {j} 
for all distinct i, j, k 2 {1, 2, 3}; equivalently, 
1 − µ2 − µ3  0, 2 − µ1 − µ3  0 and 3 − µ1 − µ2  1. 
Case 2. A = {j, k} and B = Ac = {i}. Then 
�  �  �  �  
j + k − µi  ˝ {j}, {j}, S + ˝ {j}, {k}, S + ˝ {k}, {j}, S + ˝ {k}, {k}, S 
�  �  �  �  
+ ˝ {j}, S, {j} +˝ {j}, S, {k} +˝ {k}, S, {j} +˝ {k}, S, {k} 
�  �  �  �  
+ ˝ S, {j}, {j} +˝ S, {j}, {k} +˝ S, {k}, {j} +˝ S, {k}, {k} 
for all distinct i, j, k 2 {1, 2, 3}; equivalently, 
1 + 2 − µ3  0, 1 + 3 − µ2  1 and 2 + 3 − µ1  3. 
(c.4) The relevant sets for this condition are A = {j}, B = {k}, and C = {i} for all 
distinct i, j, k 2 {1, 2, 3}. Hence this condition holds if and only if 
�  �  �  �  
j − µk  ˝ {j}, {j}, S + ˝ {j}, S, {j} + ˝ S, {j}, {j} + ˝ {j}, {j}, {i} 
�  �  �  �  
+ ˝ {j}, {i}, {i} + ˝ {j}, {i}, {j} + ˝ {i}, {i}, {j} + ˝ {i}, {j}, {j} 
�  
+ ˝ {i}, {j}, {i} 
for all distinct i, j, k 2 {1, 2, 3}; equivalently, 







Therefore, condition (c) holds precisely if 
µ1, µ2, µ3  0, 1  0, 2  min{1, µ3} and 3  min{2, 1 + µ2}. 
Our goal is to fnd 1, 2, 3, µ1, µ2, µ3 so that the preceding estimates hold, but condition 
(b) is violated. Hence we have to fnd a function f 2 E(S) such that Z Z Z 
f+ d− f− dµ > (Tf)+ d˝. 
S S S×S×S 
We know that every function of the form f = (˜A − ˜B) for A,B 2 S with A \ B = ; 
and  0 will not serve as a counterexample. So we will try a function of the form 
f = 1(˜A1 − ˜B1 ) + 2(˜A2 − ˜B2 ) 
for suitable 1, 2 > 0 and A1, B1, A2, B2 2 S with A1 \ B1 = ; and A2 \ B2 = ;. 
Experimenting with data leads us to the following attempt: let 1 = 1, 2 = 2, A1 = 
{1, 2}, B1 = {3}, A2 = {2}, and B2 = ;. With this choice we have 
f = ˜A1 + 2˜A2 − ˜B1 − 2˜B2 = ˜{1,2} + 2˜{2} − ˜{3}. 
Clearly, f+ = ˜{1,2} + 2˜{2} and f− = ˜{3}. Then Z Z Z Z    
f+ d− f− dµ = ˜{1,2} + 2˜{2} d− ˜{3} dµ 
S S S S�  �  �  
=  {1, 2} + 2 {2} − µ {3} 
= 1 + 2 + 22 − µ3 
= 1 + 32 − µ3. Z Z 
Thus f+ d− f− dµ = 1 + 32 − µ3. 
S S 
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We next compute (Tf)+(2, 3, 3). By the defnition of T, we obtain that 
(Tf)(2, 3, 3) = f(2) + f(3) + f(3) 
= f(2) + 2f(3) �  �  
= ˜{1,2} + 2˜{2} − ˜{3} (2) + 2 ˜{1,2} + 2˜{2} − ˜{3} (3) 
= 1. 
Z 
Thus (Tf)+(2, 3, 3) = 1. Hence (Tf)+ d˝ = 1. 
S×S×S 
Now, we take 1 = 0, 2 = µ3 = 1. Thus 
Z Z Z 
f+ d− f− dµ = 1 + 32 − µ3 = 2 > 1 = (Tf)+ d˝, 
S S S×S×S 
as desired. Moreover, with the choice 3 = µ1 = µ2 = 1, it is clear that condition (c) 
holds, while condition (b) is violated.  
The construction of the preceding example can be easily extended to a more general 
setting. Indeed, let S := {1, 2, 3} and , µ, ̋ be as in Example 4.5.6, and consider an 
arbitrary set Ŝ  that contains S and an algebra Ŝ  P(Ŝ) for which {1}, {2}, {3} 2 Ŝ . 
Then it straightforward to verify that the defnitions 
̂(A) := (A\S), µ̂(A) := µ(A\S) and ˝̂(A,B,C) := ˝(A\S,B\S,C\S) 
for all A,B,C 2 Ŝ lead to a setting where condition (c) of Corollary 4.5.5 holds, while 
the equivalent conditions (a) and (b) are violated. 
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It remains open if there is a simple way of strengthening condition (c) in Theorem 4.5.4 
or Corollary 4.5.5 so that the new condition becomes equivalent to each of the conditions 
(a) and (b). 
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APPENDIX 
THE CLASSICAL THEORY OF FINITE NETWORKS 
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The purpose of this appendix is to outline the classical theory of maximal fows and 
minimal cuts in networks with fnitely many nodes. Our presentation is in the spirit of 
the classical monograph by Ford and Fulkerson [4], but here we consider the slightly 
more general case of networks with arbitrary lower and upper arc capacities. It turns out 
that even the case of fnite networks is dominated by certain additive and biadditive set 
functions. The central result is Theorem A.2.2 on the characterization of maximal fows. 
On the one hand, the proof of this result leads to an effcient algorithm for the construction 
of maximal fows in a network with fnitely many nodes. On the other hand, it will become 
clear that there is no obvious way of extending this classical approach to the case of infnite 
networks. 
A.1 Finite Networks with Sinks and Sources 
The basic ingredient of a classical fnite network is a fnite set S of nodes in which two 
distinct nodes s, t 2 S are specifed to play the role of the source and the sink. For x, y 2 
S, the pair (x, y) is interpreted as the pipeline from the node x to the node y. Thus the 
product set S×S describes the set of all pipelines. To model the concept of lower and upper 
capacities for these pipelines, we consider a pair of functions ˙, ˝ : S × S ! R with the 
property that ˙  ˝ on S × S. For x, y 2 S, the real number ˙(x, y) indicates the minimal 
amount of a given commodity, such as oil, that can be transported in the pipeline from x 
to y within a given time period, while, similarly, ˝(x, y) denotes the maximal amount of 
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the commodity that can be transported in the pipeline (x, y). The network corresponding 
to these data is denoted by N . 
In the following, we are interested in how much can fow from the source to the sink 
of the given network under the condition that the capacity constraints are satisfed and 
nothing is lost or gained at the intermediate nodes. This concept is formalized in the 
following defnition. 
A function  : S × S ! R is said to be a fow for the network N if 
(i) ˙(x, y)  (x, y)  ˝(x, y) for all x, y 2 S; X X 
(ii) (x, y) = (y, x) for all x 2 S with x 6= s, t. 
y2S y2S 
The value of a fow  is defned as 
X X 
f() := (s, y) − (y, s). 
y2S y2S 
Therefore, f() represents the net amount of the given commodity that leaves the source. 
We will see later, in part (iii) of Proposition A.1.2, that 
X X 
f() = (x, t) − (t, x). 
x2S x2S 
The identity means that the value of a fow coincides with the net amount of the commodity 




If ˙ = 0, then there exists at least one fow in a network N , namely the zero fow. In 
general, Theorem 4.2.5 provides a compatibility condition on the capacity constraints ˙ 
and ˝ which guarantees the existence of a fow. Specifcally, a fow exists if and only if 
XX XX 
˙(x, y)  ˝(x, y) 
x2A y2Ac x2Ac y2A 
for all subsets A of S for which either A  S\{s, t} or Ac  S\{s, t},where Ac := S\A 
denotes the complement of A in S. Evidently, the set of all fows is convex, in the sense 
that +(1− )µ is a fow whenever both  and µ are fows and 0   1. In particular, 
it follows that any network with at least two distinct fows admits infnitely many fows. 
The next defnition is useful to fnd the largest possible value of all fows. An arbitrary 
set A  S such that s 2 A and t 2/ A is said to be a cut. The capacity of the cut A is given 
by XX XX 
c(A) := ˝(x, y) − ˙(y, x). 
x2A y2Ac y2Ac x2A 
Clearly, the collection of all cuts for the network N is isomorphic to the family of all 
subsets of S \ {s, t}. Thus, if the set S consists of n nodes, then the number of cuts for the 
network is 2n−2 . 
The following defnition will simplify our discussion both notationally and conceptu-
ally. For arbitrary X, Y  S and for any function  : S × S ! R, we defne 
XX 
(X,Y ) := (x, y). 
x2X y2Y 
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For simplicity, we write (x, Y ) := ({x}, Y ) for all x 2 S and, similarly, (X, y) := 
(X, {y}) for all y 2 S. Also, let (x, y) := ({x}, {y}) for all x, y 2 S. Thus, with our 
new notation, we have c(A) = ˝(A,Ac) − ˙(Ac, A) for every cut A  S. 
Proposition A.1.1. For every function  : S × S ! R and arbitrary X, Y, Z  S with 
Y \ Z = ;, the following assertions hold: 
(i) (X, Y [ Z) = (X, Y ) + (X,Z); 
(ii) (Y [ Z,X) = (Y,X) + (Z,X). 
Proof. For fxed x 2 X, we have 
X X X 
(x, Y [ Z) = (x, y) = (x, y) + (x, y) = (x, Y ) + (x, Z). 
y2Y [Z y2Y y2Z 
By summation over all x 2 X, we obtain that 
(X, Y [ Z) = (X, Y ) + (X,Z). 
This establishes assertion (i), and (ii) follows by a similar argument.  
A fow  is said to be maximal if f()  f(µ) for each fow µ, and a cut A is said to 
be minimal if c(A)  c(B) for each cut B. 
It turns out that the value of each fow is dominated by the capacity of any cut. More-
over, if the value of a fow  is equal to the capacity of some cut, then  is a maximal fow. 
We will see the proof in the next proposition. 
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Proposition A.1.2. For each fow  and each cut A, the following assertions hold: 
(i) f() = (A,Ac) − (Ac, A)  c(A); 
(ii) f() = c(A) implies that  is maximal and A is minimal; 
(iii) f() = (S, t) − (t, S). 
Proof. (i) For x 2 A, we separate the two cases where x = s or x 6= s. If x = s, then, 
by the defnition of the value of a fow, we have 
X X 
f() = (s, y) − (y, s). 
y2S y2S 
In the remaining case, we have x 2 S \ {s, t}, since A is a cut. Therefore 
X X 
0 = (x, y) − (y, x). 
y2S y2S 
By summation of these identities and Proposition A.1.1, we obtain that 
XX XX 
f() = (x, y) − (y, x) 
x2A y2S y2S x2A 
= (A, S) − (S,A) 
= (A,A) + (A,Ac) − (A,A) − (Ac, A) 
= (A,Ac) − (Ac, A) 
 ˝(A,Ac) − ˙(Ac, A) 
= c(A). 
Thus f() = (A,Ac) − (Ac, A)  c(A). 
(ii) Suppose that f() = c(A). By part (i), we obtain that f(µ)  c(A) = f() for 
every fow µ, which shows that  is maximal. Similarly, we have c(A) = f()  c(B) for 
every cut B, which ensures that A is minimal. 
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(iii) An application of part (i) to the cut A := S \ {t} shows that 
f() = (A,Ac) − (Ac, A) 
= (S \ {t}, t) − (t, S \ {t}) + (t, t) − (t, t) 
= (S, t) − (t, S). 
Thus f() = (S, t) − (t, S).  
A.2 Characterizations of Maximal Flows 
In the theory of fnite networks, it is of basic importance to fnd out when a given fow is 
maximal. For this the following construction turns out to be crucial. 
An elementary path from s to t is a fnite list (p1, . . . , pm) of pipelines p1, . . . , pm 2 
S × S such that there exist distinct nodes x1, . . . , xm+1 2 S for which x1 = s, xm+1 = t 
and, for each j 2 {1, . . . ,m}, either pj = (xj, xj+1) or pj = (xj+1, xj). 
Given an arbitrary fow , we defne M,0 := {s} and, for each n 2 N, ( 
n[−1 
M,n := y 2 S \ M,j : there exists some x 2 M,n−1 such that (x, y) < ˝(x, y) 
j=0 ) 
or (y, x) > ˙(y, x) . 
By defnition, these sets are pairwise disjoint in the sense that M,n \ M,m = ; for 
all n,m 2 N [ {0} with n 6= m. Moreover, since S is a fnite set, it is clear that M,n is 
non-empty only for fnitely many n 2 N [ {0}. Let 
1[ 
A := M,n. 
n=0 
The next proposition collects some general facts about A . 
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Proposition A.2.1. For each fow , the following assertions hold: 
(i) (x, y) = ˝(x, y) for all (x, y) 2 A × Ac ; 
(ii) (y, x) = ˙(y, x) for all (y, x) 2 Ac × A . 
Proof. (i) Let (x, y) 2 A ×Ac be given. Then there exists some n 2 N[{0} such that  
x 2 M,n. Assume that (x, y) =6 ˝(x, y). Since  is a fow, we have (x, y)  ˝(x, y). 
n[
Thus (x, y) < ˝(x, y). Since y 2 Ac , we obtain that y 2 S \ M,j. Thus y 2 M,n+1, 
j=0 
which is a contradiction to y 2 Ac . Therefore (x, y) = ˝(x, y). 
(ii) By a similar argument, we obtain (y, x) = ˙(y, x) for all (y, x) 2 Ac × A .  
The next result provides an important characterization of maximal fows. Moreover, 
an analysis of its proof leads to a method of constructing maximal fows. 
Theorem A.2.2. For each fow , the following assertions are equivalent: 
(i)  is a maximal fow; 
(ii) for each elementary path (p1, . . . , pm) from s to t with corresponding nodes 
x1, . . . , xm+1 2 S, there exists some j 2 {1, . . . ,m} such that 
(xj, xj+1) = ˝(xj, xj+1) if pj = (xj, xj+1) and (xj+1, xj) = ˙(xj+1, xj) 
if pj = (xj+1, xj); 
(iii) t 2/ A ; 
(iv) A is a minimal cut with f() = c(A). 
Proof. (i) ) (ii) Assume that (ii) does not hold. Then there exists an elementary path 
(p1, . . . , pm) from s to t with corresponding nodes x1, . . . , xm+1 2 S such that, for each 
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j 2 {1, . . . ,m}, either pj = (xj, xj+1) and (xj, xj+1) < ˝(xj, xj+1), or pj = (xj+1, xj) 
and (xj+1, xj) > ˙(xj+1, xj). We defne 
j := ˝(xj, xj+1) − (xj, xj+1) > 0 if pj = (xj, xj+1), 
j := (xj+1, xj) − ˙(xj+1, xj) > 0 if pj = (xj+1, xj). 
Let  := min{1, . . . , m} > 0. We defne 
µ(x, y) := (x, y) +  
if (x, y) = pj for some j 2 {1, . . . ,m} for which pj = (xj, xj+1), 
µ(x, y) := (x, y) −  
if (x, y) = pj for some j 2 {1, . . . ,m} for which pj = (xj+1, xj), and 
µ(x, y) := (x, y) 
otherwise. We frst claim that µ is a fow. To show that ˙  µ  ˝ on S × S, let 
(x, y) 2 S × S be given, and consider the following three cases. 
Case 1. If (x, y) = pj for some j 2 {1, . . . ,m} for which pj = (xj, xj+1), then 
˙(x, y)  ˙(x, y) +   (x, y) +  = µ(x, y). 
Also, 
µ(x, y) = (x, y) +   (x, y) + j = ˝(x, y), 
by the defnition of  and j. Thus ˙(x, y)  µ(x, y)  ˝(x, y). 
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Case 2. If (x, y) = pj for some j 2 {1, . . . ,m} for which pj = (xj+1, xj), then 
˝(x, y)  ˝(x, y) −   (x, y) −  = µ(x, y). 
Also, 
µ(x, y) = (x, y) −   (x, y) − j = ˙(x, y), 
by the defnition of  and j. Thus ˙(x, y)  µ(x, y)  ˝(x, y). 
Case 3. If (x, y) 2 {/ p1, . . . , pm}, then 
˙(x, y)  (x, y) = µ(x, y)  ˝(x, y). 
Thus ˙(x, y)  µ(x, y)  ˝(x, y). 
To show that µ(x, S) = µ(S, x) for all x 2 S \ {s, t}, we fx such an x and consider 
the following fve cases. 
Case 1. If x 2/ {x1, . . . , xm+1}, then µ(x, y) = (x, y) and µ(y, x) = (y, x) for all 
y 2 S. Thus µ(x, S) = (x, S) = (S, x) = µ(S, x), and hence µ(x, S) = µ(S, x). 
If x = xj for some j 2 {2, . . . ,m}, then we consider the following four possibilities 
for the pairs Pj and Pj−1. 
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Case 2. If Pj−1 = (xj−1, xj) and Pj = (xj, xj+1), then 
X 
µ(x, S) = µ(xj, xj+1) + µ(x, y) 
y2S\{xj+1}X 
= (xj, xj+1) + + (x, y) 
y2S\{xj+1} 
= (x, S) +  
= (S, x) +  X 
= (xj−1, xj) + + (y, x) 
y2S\{xj−1}X 
= µ(xj−1, xj) + µ(y, x) 
y2S\{xj−1} 
= µ(S, x). 
Thus µ(x, S) = µ(S, x). 
Case 3. Similarly, if Pj = (xj+1, xj) and Pj−1 = (xj, xj−1), then 
X 
µ(x, S) = µ(xj, xj−1) + µ(x, y) 
y2S\{xj−1}X 
= (xj, xj−1) − + (x, y) 
y2S\{xj−1} 
= (x, S) −  
= (S, x) −  X 
= (xj+1, xj) − + (y, x) 
y2S\{xj+1}X 
= µ(xj+1, xj) + µ(y, x) 
y2S\{xj+1} 
= µ(S, x). 
Thus µ(x, S) = µ(S, x). 
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Case 4. If Pj = (xj+1, xj) and Pj−1 = (xj−1, xj), then 
X X 




µ(S, x) = µ(xj−1, xj) + µ(xj+1, xj) + µ(y, x) 
y2S\{xj−1,xj+1}X 
= (xj−1, xj) + + (xj+1, xj) − + (y, x) 
y2S\{xj−1,xj+1} 
= (S, x). 
Thus µ(x, S) = µ(S, x). 
Case 5. Similarly, if Pj = (xj, xj+1) and Pj−1 = (xj, xj−1), then 
X 
µ(x, S) = µ(xj, xj+1) + µ(xj, xj−1) + µ(x, y) 
y2S\{xj+1,xj−1}X 
= (xj, xj+1) + + (xj, xj−1) − + (x, y) 
y2S\{xj+1,xj−1} 
= (x, S) = (S, x). 
Also, X X 
µ(S, x) = µ(y, xj) = (y, xj) = (S, x). 
y2S y2S 
Thus µ(x, S) = µ(S, x). 
We next show that f(µ) = f() + . To prove this, we consider the following cases. 
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Case 1. If P1 = (x1, x2), then 
f(µ) = µ(s, S) − µ(S, s) X X 
= µ(s, x2) + µ(s, y) − µ(y, s) 
y2S\{x2} y2SX X 
= (s, x2) + + (s, y) − (y, s) 
y2S\{x2} y2S 
= (s, S) + − (S, s) 
= f() + . 
Thus f(µ) = f() + . 
Case 2. Similarly, if P1 = (x2, x1), then 
f(µ) = µ(s, S) − µ(S, s) X X 
= µ(s, y) − µ(x2, s) − µ(y, s) 
y2S y2S\{x2}X X 
= (s, y) − (x2, s) + − (y, s) 
y2S y2S\{x2} 
= (s, S) − (S, s) +  
= f() + . 
Thus f(µ) = f() + , as desired. 
Now, we have shown that µ is a fow with f(µ) = f() + . But then  is not maximal, 
contrary to the maximality of . Thus condition (ii) holds. 
(ii) ) (iii) Assume that t 2 A . Thus t 2 M,n for some n 2 N. By the defnition of 
M,n, there exists some x 2 M,n−1 such that (x, t) < ˝(x, t) or (t, x) > ˙(t, x). Let 
m := n + 1, xm+1 := t, and xm := x. Also, let Pm := (xm, xm+1) = (x, t) if (x, t) < 
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˝(x, t), and Pm := (xm+1, xm) = (t, x) if (x, t) = ˝(x, t) and (t, x) > ˙(t, x). Next, 
since xm 2 M,n−1, there exists, by the defnition of this set, some y 2 M,n−2 such that 
(y, x) < ˝(y, x) or (x, y) > ˙(x, y). Let xm−1 := y, and choose Pm−1 := (xm−1, xm) = 
(y, x) if (y, x) < ˝(y, x), and Pm−1 := (xm, xm−1) = (x, y) if (y, x) = ˝(y, x) 
and (x, y) > ˙(x, y). Because xm−1 2 M,n−2, we may continue this process by in-
duction to obtain an elementary path (P1, . . . , Pm) from s to t with corresponding nodes 
x1, . . . , xm+1 2 S such that, for each j 2 {1, . . . ,m}, we have (xj, xj+1) < ˝(xj, xj+1) 
if Pj = (xj, xj+1) and (xj+1, xj) > ˙(xj+1, xj) if Pj = (xj+1, xj). This contradicts 
condition (ii). 
(iii) ) (iv) Since t 2/ A , we obtain that A is a cut. We want to show that A is 
a minimal. By part (ii) of Proposition A.1.2, it suffces to show that f() = c(A ). By 
Proposition A.1.2 and A.2.1, we obtain that 
f() = (A , A
c
) − (Ac , A ) = ˝(A , Ac) − ˙(Ac , A) = c(A ). 
Thus f() = c(A ). 
(iv) ) (i) Again by part (ii) of Proposition A.1.2,  is a maximal fow.  
A.3 The Ford–Fulkerson Algorithm 
The preceding theory leads to the following important classical result; see Theorem I.5.1 
of [4]. The result shows, in particular, that, in Proposition A.1.2, the converse of assertion 
(ii) is also true. 
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Theorem A.3.1. (Ford–Fulkerson) If there exists at least one fow for the fnite network 
N , then there exists a maximal fow for N and the value of each maximal fow is equal to 
the minimal cut capacity. 
Proof. Let RS×S := {µ : S × S ! R}, where S is the given fnite non-empty set and 
let 
d(µ, ) := max{|µ(x, y) − (x, y)| : (x, y) 2 S × S} 
for all µ,  2 RS×S , where the maximum exists, since S is a fnite set. Thus d is the metric 
induced by the maximum norm given by 
kµk1 := max{|µ(x, y)| : (x, y) 2 S × S} 
for all µ 2 RS×S . Let K := {µ : S× S ! R : µ is a fow}. For each fxed (x, y) 2 S× S, 
we consider the function fx,y : RS×S ! R given by 
fx,y(µ) := µ(x, y) 
for all µ 2 RS×S . Then fx,y is continuous on RS×S , since, given a sequence (µn)n2N in 
RS×S that converges in the metric d to some µ 2 RS×S , we obtain that 
|fx,y(µn) − fx,y(µ)| = |µn(x, y) − µ(x, y)|  d(µn, µ) −! 0 
as n −! 1. Also, for each x 2 S, we defne gx : RS×S ! R by 
X X 
gx := fx,y − fy,x. 
y2S y2S 
Thus gx is continuous on RS×S , since a sum of continuous functions is continuous. 
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Next observe that 
\   \ �  
K = f−1 ˙(x, y), ˝(x, y) \ g −1 {0} .x,y x 
x,y2S x2S\{s,t} 
Since the functions fx,y and gx are all continuous and since preimages of closed sets under 
continuous functions are closed, we conclude that K is a closed subset of RS×S .Moreover, 
for each µ 2 K, we have 
˙(x, y)  µ(x, y)  ˝(x, y) 
for all (x, y) 2 S × S. From this it follows that 
kµk1  max{˝(x, y),−˙(x, y) : x, y 2 S} 
for all µ 2 K and therefore that K is bounded. Since RS×S is a fnite-dimensional normed 
space, we conclude that K is compact with respect to the metric d. Finally observe that 
K is non-empty, since the network is supposed to admit at least one fow. Because gs is 
continuous, the extreme value theorem then ensures that gs attains its maximum over K at 
some element  2 K. But gs() is nothing but the value of the fow . Hence there exists 
a fow of maximal value. The fnal assertion is clear from Proposition A.1.2 and Theorem 
A.2.2.  
If all the values of the capacity constraints ˙ and ˝ are integers, then there is a con-
structive way of fnding maximal fows. This method is based on one of the parts of the 
proof of Theorem A.2.2. Suppose that  is any fow with only integer values, for instance 
the zero fow if ˙ = 0. If  is not maximal, then the proof of Theorem A.2.2 shows that 
there exists another integer-valued fow µ with f(µ) = f() + , where  > 0 and, under 
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the present conditions,  is an integer. Thus   1. Repetition of this argument shows that 
after fnitely many steps a maximal fow is obtained, since the values of fows are bounded 
by the minimal cut capacity. The implementation of this method has become known as 
the Ford–Fulkerson algorithm or the labelling algorithm for fow optimization. For further 
details, we refer to Chapter I of the monograph by Ford and Fulkerson [4] . 
