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INTRODUCTION 
A fundamental idea in mathematics is to classify and characterise objects 
of interest. Consider random fields. A classification seems out of reach, but 
if we limit ourselves to study noise, which is to say random fields with 
independent values at distinct points (suitably interpreted), prospects get 
brighter. To restrict the class further, one can impose certain invariance 
properties. 
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The basic assumption in this paper, in which we continue, expand, and 
in certain respects bring to conclusion the investigations from [2], is as 
follows. We consider exclusively noise with values in some topological 
monoid (=semigroup) which are multiplicative (in distribution) at dif- 
ferent points. Since multiplication of independent random variables with 
values in a monoid corresponds to convolution, it is clear that this is an 
invariance assumption. We will now give a brief discussion of our results. 
Generally speaking, one should look upon them as generalizations to 
random fields (and therefore to a more general “time” parameter) of the 
classical Levy-Khinchin formulae and their consequences. (Section 3 
corresponds to processes with stationary and independent increments, 
otherwise “stationarity” is not assumed.) 
In Section 1 we prove a kind of Daniell-Kolmogorov theorem to settle 
the relevant questions on consistency and existence. Furthermore, support 
properties are discussed. We introduce an additional basic assumption: our 
noise is continuous on its support in the sense that it is non-atomic. In 
Section 2 we restrict ourselves to noise with values in an abelian group. 
A complete characterisation, via the Fourier transform, is afforded by 
Theorem 2.5. In Section 3 we assume a general kind of invariance, not 
necessarily given by translations, also in the domain of definition. Then, at 
least formally, our random field is of the form X(p(.)), where (X(t), t > 0) 
is a homogeneous monoid-valued Markov process and p 2 0 is a non- 
atomic Radon measure. See Theorem 3.2 for further details. 
The fourth and last section is devoted to Lie algebra-valued noise which 
is invariant in law under the adjoint representation, By use of the exponen- 
tial map we can then construct noise with values in Lie groups (Theorem 
4.4). We do not obtain a complete description of Lie group-valued noise 
although the mentioned results lead to rather general constructions which 
do not depend upon the exponential mapping. However, the class we 
obtain is sufficiently rich for the applications we have in mind, mainly in 
gauge-field theory (see [ 1 I). See [ 31 and further references therein. 
1. (F,S)-NOISE AND (p",S)-CONVOLUTION SEMIGROUPS 
1.1. Throughout this section we let S denote a topological’ monoid2: As 
a topological space, S is assumed to be locally compact and separable. The 
monoid structure, given by a continuous multiplication S x S 3 (sl, s2) + 
’ When we use the word “topological” in the sequel it will be tacitly assumed that S is 
lqcally compact and separable. 
‘To avoid confusion with convolution semigroups, we use the noun “monoid” for the 
underlying space. 
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s, s2 E S, is assumed to be associative with a unit element, e. We denote by 
C,(S) the continuous and real-valued functions on S which vanish at 
infinity. We endow C,(S) with the supremum norm so that its dual consists 
of all finite Radon measures on S (with its Bore1 a-algebra). 
Denote by Pr(S) the convex cone of probability measures on S. If p. 
v E Pr(S), their convolution is given by the functional 
If X and Y are independent random variables with values in S, distributed 
according to p and v (EPr(S)), respectively, then SLAV is the distribution 
of XY. 
Every linear and continuous map T: C,(S) + C,(S) gives rise to a map 
T,: Pr(S) -+ Pr(S) by 
(2) 
In particular, left and right translation (L, and R,y, respectively) induce 
measures 
and 
R,*(d) = $, 4ts) Adf), d E G(S). (4) 
1.2. Let A4 be any set and let 9 c 9(M) (all subsets of M) be a ring, 
i.e., if A and B are in F-, then so are A v B and A\ B. (The same goes for 
AnB, this being equal to ((AuB)\(A\B))\(B\A).) A map 
5: 9 + RV(O; S), (5) 
where Sz = (52, d, P) is a probability space and RV(Q; S) denotes the 
random variables Sz + S, is called an (9, S)-noise, provided 
A, BEG”, A n B= 0 *{(A) and t(B) are independent, (6) 
A,Bc9,AnB=@=s{(AuB)L<(A)r(B), (7) 
and 
((0) P e. (8) 
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[ is said to be continuous if 
Here =d stands for equality and -+d for convergence in distribution. 
Remark. An (5, S)-noise is, in the special case when S is a group, 
essentially what we called a stochastic multiplicative measure in [ 1,2]. 
1.3. An (F”, S)-convolution semigroup is a family (P,, A E P), satisfying 
A,BE~,A~B=~~P,,.=P,*P,, (10) 
p, = de, (11) 
the unit mass at the identity. (PA) is continuous if 
A,,E~, A,lM*f’,t.+6,, 
where the arrow means weak convergence. 
(12) 
Remark. When S is a group an (9, S)-convolution semigroup is 
essentially what we called a generalised convolution semigroup in [ 1, 21. 
Clearly, if we have a family ([(A), A E 9) of random variables satisfying 
(6)-(8) then their distributions will satisfy (10) and (1 1 ), and conversely. 
Moreover, the continuity criteria (9) and (12) are equivalent. In particular, 
if < is an (9, S)-noise, then PA = PO t(A)-‘, AE~, is an (9, S)-convolu- 
tion semigroup. This is the easy part of the following 
1.4. THEOREM. There is a one-to-one correspondence between (con- 
tinuous) (9, S)-noise and (continuous) (9, S)-convolution semigroups. 
We will use the Daniell-Kolmogorov theorem and prove that the finite 
dimensional distributions for a family (((A), A E 9), the distributions of 
which are (PA, A E 9;) satisfying (10) and (1 1 ), form a projective system on 
12ES9. 
To get a clear view of what is involved, we first consider the simple case 
of defining the distribution of (t(A,), t(A,)), where we assume-of 
course-that A, AA, # 0. We decompose A, u A, into three disjoint sets 
B,=A,\A*, B,=A,\A,, and B,=A,nA,. We have, by (6), 
W,) 2 UB,) 5(&) 2 5(&l t(B,), 
and 
254 ALBEVERIO ET AL 
If C,, C, c S are Bore1 sets, we therefore have to define 
because 
etc. 
Now, let A,, 1 < j,< n, be distinct sets from 9, and let C,, 1 <j< n, be 
Bore1 sets in S. Our task is to define P(<(Ai) E Cj, 1 <j 6 n), To accomplish 
this we reason as follows. We let A = U; Aj be our universe. The sets 
A 1, ..‘> A, generate a finite algebra of subsets of A. Let B,, . . . . BN~ 9 
denote the non-void and disjoint generators of this algebra. Then 
A = IJ;” B,. 
We take B,, . . . . B, (and assume that the labelling of the B, is made 
accordingly) and write each A, as a disjoint union 
A,=B,u; B;,,, ,..., A,=B,u ITj B;,,,, 
i= 1 i=l 
where all the B’ are also from (B,);. The variables in B, , . . . . B, are denoted 
s,, . . . . s,. The remaining variables are written s;, . . . . s)NPn, and these refer to 
(B;)?-” = (B,),“+ 1. To each A,, we get the variables s, (from B,) and some 
other s, and s:. The product of these, taken in an arbitrary but fixed order 
for each v, is denoted S,. With this notation we define 
OttA, ) E CI 9 . . . . <(A,) 6 C,) 
Note that by Eq. (7) it is irrelevant in which order the products yielding S, 
are taken. 
We will now consider what happens if we reline the partition of IJ Aj. To 
get a relatively simple notation, let us assume that B; is the disjoint union 
of Bb, and B;, Suppose also that s; only occurs in S, . (If this is not the 
case we can repeat the argument.) The part of the integral in (13) which 
depends on s; may be written 
c, f’,;Wd lc L,;*Q(ds,), 
I 
(14) 
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where S, = s’, s^, (perhaps after a permutation, which, as we have already 
remarked, is allowed) and Q = Li; P,, . Now by the definition of convolu- 
tion and the conditions on P, we have 
and the last integral is in accordance with what one should get using our 
recipe with respect to the finer partition involving Bb, and B’,, instead 
of B;. 
We will now show that 
fYK4 1) E c, 2 ..., 5(A,)~C,,5L4I+,)~S) 
= P(<(A I) E c, 9 ...? t(4) E CA (15) 
provided that A,, . . . . A,, + 1 are distinct sets from 9”. An obvious induction 
argument will then result in the desired projectivity of the constructed 
system of measures. 
Let B=U;+’ Aj\U; Aj. If B= (2/, the only thing that the introduction 
of AntI has caused is a possible refining of the partition, which we know 
how to deal with. In any case there is no new information. Let us therefore 
assume B # @. We also assume that we have carried out the relining of the 
sets. The left-hand side of (15) is equal to 
The assertion (15) follows from this because L,,P,(.) E Pr(S) for each 
SES. 1 
Perhaps we should remark here that in the one-to-one correspondence 
referred to above, we identify (as usual) 5 and q if all their finite dimen- 
sional distributions agree. 
EXAMPLE. The simplest non-trivial example of an (9, S)-semigroup is 
obtained by letting (p,, t 20) be a convolution semigroup of probability 
measures on S, and putting P, = pIIcA), where p >O is a Radon measure 
on M. (Cf. Section 3.) 
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1.5. To be able to discuss support properties of r we now add the 
assumption that A4 be a locally compact, Hausdorff, and separable 
topological space. We also assume that ,P is the ring of relatively compact 
Bore1 sets on M. We define the support of t, denoted supp r, as follows. A 
point q E A4 is not in supp 5 if there is an open set V with q E V such that 
for each subset U of V with U E F we have t(U) = e. Then supp r is the 
smallest closed set on which 5 does not “vanish.” Clearly supp 5 has the 
same structure as a topological space as M. Therefore we will assume 
henceforth that supp < = M. 
Remark. It is important to note that the condition that B be a ring, 
not a a-algebra, is not superfluous. Typically <(A) is not well defined when 
A is too large. This is the case when 5 is Gaussian white noise on Rd, say, 
and the Lebesgue measure of A is infinite. 
1.6. The continuity properties (9) and ( 12) are related to 
o-multiplicativity. However, we will also need a different concept of 
continuity, more precisely, continuity of supp 5. 
Suppose that p is a probability measure on (X, Q?), a measurable space. 
By definition a set EE %? is an atom for p if p(E) > 0 and for each 
measurable set DC E we have either p(D) =0 or ,u(E\D)=O. p is non- 
atomic if it has no atoms. 
In the same spirit, we say that A E 9 is an atom of the (9, S)-noise 5 
if t(A) #e but for each subset BE 5 of A we have either c(B) = e or 
t(A \ B) = e. Again, 5 is non-atomic if there are no atoms. 
The following result will be needed below. 
LEMMA. If p is a non-atomic probabi1it.v measure on (X, W), then to each 
N= 1, 2, 3, . ..) there is a decomposition of X into N disjoint and measurable 
sets, each of p-measure l/N. 
Sketch of Proof: First of all, since p is non-atomic there are sets with 
arbitrarily small but positive probability, as one easily sees by reductio ad 
absurdum. Second, we can use Zorn’s lemma and consider a maximal 
collection of disjoint sets such that the probability of their union does not 
exceed the given number c( E [0, 11. This way we obtain for each c1 a set 
E,E$? with ~(E,)=c(. Now, we first choose A, E%? such that p(A,) = l/N. 
Clearly the restriction of p to a set of strictly positive probability is again 
non-atomic. Hence, if N > 1 we may apply the above result to the non- 
atomic probability measure v = ((N/(N- 1))~) ) (X\ A,) and find a set 
A2 l g with Al n A, = @, such that v(A*) = l/(N- I), i.e., ,a(A*) = l/N. 
The assertion follows by repeating this argument. 1 
Remarks. (a) An alternative proof follows from Caratheodory’s 
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theorem on isomorphisms of Boolean measure algebras. See Royden [12, 
Chap. 15, Theorem 21. 
(b) An alternative formulation of the lemma is that a positive non- 
atomic measure p is continuous on its support in the sense that there is, to 
each point x in the support, a set of neighbourhoods V of x such that the 
values of p(V) define an open right neighbourhood of 0. 
1.7. We mentioned above that (9) and (12) are related to 
a-multiplicativity. We now prove that if S is a topological group, then if 
A E 9 and A,E 9 are disjoint sets such that lJ;” A, = A, 5 is 
a-multiplicative in that 
fiC(A.,)=S(lj A)%(lj An), N-ra. (16) 
I 1 
To see this we simply write 
A=(jA&A.uB,. 
1 1 
Then B, J@ so <(BN) +d e. Hence 
t 64 
( 1 
2 5(&v-’ t(A) 
1 
from which (16) follows directly. 
We use here that if X,, Y,, and Y are S-valued random variables such 
that X, bde and Y, --td Y, then X, Y, jd Y. The proof of this result in the 
classical (=abelian) case (see, e.g., Chung [8, Theorem 4.4.6(a)]) carries 
over with minor modifications. 
1.8. We will now show that when S is a topological group there are 
only countably many atoms. The argument also shows that each atom can 
be identified with a point in M. That is, if BE F is an atom for 5, then 
there is a point x E B such that t(B) = d 5( {x}), as in the case of ordinary 
measures. 
To see this, we may, by restricting l if necessary, assume that M itself is 
compact. Then there is a Bore13 equivalence 4: M + [0, 11. Let r~ = 5 o d-i,. 
and let rrr be the distribution of q[O, t). Then, by Section 1.7, 
t -+ rc,(C) =f(t) ‘is monotone increasing and 0 <f d 1. Accordingly, f has 
at most a countable number of jumps. If we choose C = S\ {e} the jumps 
off correspond to the atoms of <. 
3 With a Bore1 equivalence it is understood an invertible map 4 such that +4 and 4-l are 
Bore1 measurable. See [ 12, Chap. 151. 
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As a consequence < may be decomposed as the product of two parts, one 
entirely atomic-and in fact a countable product of random variables-and 
one non-atomic. 
This result shows that, in the group case, which is the case of most inter- 
est to us, there is no real restriction in considering only non-atomic noise. 
1.9. We end this section with the following simple but important result 
which will be used in the sequel without explicit mention. 
PROPOSITION. Suppose t’, 1 d i< N, are independent (9, S)-noise. Then 
is also an (9, S)-noise corresponding to the (9, S)-convolution semigroup 
PA=P;*...*P;, where PL is the distribution of l’(A). 
2. THE CASE OF ABELIAN GROUPS 
In this section we assume throughout that S is, in addition to our earlier 
topological requirements, an abelian group, to be denoted G. We let M and 
9 be as in Section 1.5. For details on harmonic analysis on LCA groups, 
we refer to Berg and Forst [S]. 
2.1. The dual group of G is denoted by r. We write (y, x) for y(x), 
~E:T, XEG. For yerand AE~ we let 
F(Y> A)= -Q(Y, 5(A))*l= 1 (Y, x1* f’,(dxL (1) G 
where z* = 2, denote the Fourier transform of P,. Then F( ., A) is positive 
definite and uniformly continuous for each A E 8. Furthermore, Q’(y, .) is 
in the obvious sense multiplicative for each y E IY 
If r is non-atomic we can use the theory of negative definite functions to 
get a representation formula for F. We will first prove the following 
auxiliary result. 
2.2. LEMMA. Let F and G be as in 2.1, and let 5 be a continuous 
(9, G)-noise without atoms. Then we may write 
F(y, A) = e-@CY,A), yer, AEF, (2) 
where for fixed y E f, $(y, .) is a (complex-valued) Radon measure. 
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Proof: We will first show that F never vanishes. Let l,(A) and <*(A) be 
independent copies of l(A) (for A E 9) and define 
Then 
K(Y, #))*I = WY, A)12 = WY, A). (4) 
Fix A E 9 and choose a compact set K such that A c K. By the continuity 
property (9) and the fact that 4 is non-atomic, there is, to each q E M, an 
open set U(q)sq, such that for each subset B(q) (~9) of U(q) 
G(Y, B(q)) > t. (5) 
Since K is compact there are finitely many sets, Ui, . . . . U, say, from 
{ U(q), q E K} which cover K. Hence we get, for 1 d j < n, 
WY, Aj) > t, A,E~-, Ajc U,. (6) 
Let Bj = A n Uj, so that A = u 7 B,. The Bj generate (by forming intersec- 
tions and differences) N disjoint and non-void sets Aj, the union of which 
is A. Then (6) holds for these sets A,. Accordingly 
G(y, A) = fi G(y, Aj) > 2-N. (7) 
Clearly (7) shows that F never vanishes. For fixed A E 9 we can therefore4 
define $(y, A) = -log F(y, A), where the logarithm is chosen so that 
$(O, A) = 0. (The reader who insists on more details at this point is urged 
to consult the proof of Theorem 7.6.2 in Chung [8].) 
As to the additivity of $ with respect to the set variable, we let 
A = A, u A,, where the Aj are disjoint. It is plain to see that 
IC/(r, A) = $(Y, AI) + NY, 4) + 27W~) 
for all y, where n(y) is an integer. All the $3 are continuous in y, hence n(y) 
is constant: n(y) = n. Letting y = 0 we may infer that n = 0, whence 
Il/(r> A) = $(Y, A,) + $(Y, Ad, y E r. (8) 
The a-additivity of $(y, .) now follows from Eq. (1.16) and Levy’s 
theorem. m 
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2.3. A function f’: r-t @ is negative definite if for each n, each 
y, , . . . . yn E r, and each I., , . . . . i,, E @ 
; ~i=o~~s(Y,-y,)~,ij-<o. (9) 
i. , 
(Equivalently, f is negative definite if and only if exp( - tf) is positive 
definite for each t > 0.) 
PROPOSITION. Under the assumptions of Lemma 2.2, $(., A) is negative 
definite for each A E 9. 
Proof: Suppose we can find, for N = 1, 2, . . . . disjoint sets A,,, E 9 such 
that A= U,“=, A,,, and 
N+co,Vi,j,k. (10) 
(Here y,, . . . . yn are arbitrary but fixed points in r.) Then the desired result 
follows easily : 
Let yje @ satisfy 2; ,Jj= 0. Since F(., B) is positive definite for each 
BEEF. we have 
Now we may let N -+ co to obtain (9). It remains to prove (10). It is easily 
seen that +(y, .) is non-atomic for each y E r. Let d(y, .) denote the total 
variation of t,Qy, .). (We may for instance consider, for fixed y E r, $(y, .) 
as a finite complex Radon measure on the o-algebra 9 n K, where K 
is some compact set.) Then $(y, .) is also non-atomic. We let 
C = Ci,j &yi - y,, A) < co and apply Lemma I .6 to the non-atomic prob- 
ability measure v = C’ C,, j &yi- y,, .) on (A, B n A). The consequence 
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is that we find, for each N, disjoint sets AkG,n, 1 f k 6 N, with union A, and 
satisfying 
for each i, j, and k. This completes the proof. 1 
2.4. We will need the following characterisation of continuous nega- 
tive definite functions on ZY (See Forst [lo] and Berg and Forst [S, 
pp. 178-1791 for further details.) 
PROPOSITION. Every continuous negative definite function f: r-+ @ has 
the representation 
+s Cl -(Y, xl* + ig(x, Y)I &L(x), YE& (11) G\O 
where a is a (real-valued) continuous homomorphism, C a (real-valued) 
positive definite quadratic form, g a Levy function, and u 2 0 a Radon 
measure on G\O satisfying {G,O (1 - Re(y, x)) du(x) < 00. The triple 
(a, C, p) is determined by f, but a depends on the choice of Levy function g. 
Remark. The notation (a, y ), etc., is just for convenience. (a, y ) is not 
bilinear over the reals in general. 
2.5. From Lemma 2.2 and Propositions 2.3 and 2.4 we obtain our first 
main result. Note that G may be the centre of a Lie group. 
THEOREM. Let G be an abelian group and 5: a continuous and non-atomic 
(9, G)-noise. Then there is a Radon measure a with values in the continuous 
real homomorphisms of T, a Radon measure C with values in the positive 
definite real-valued quadratic forms on r, a Radon measure u > 0 on 
G\O x M satisfying IG,O (1 - Re(y, x)) u(dx, A) < GO for each AEF”, and a 
Levy .function g on G x r, such that 
EC(y,.t(A))*I =exp -5 
A 
[i<ddqh r> + (Y, C(dq)y) 
+l (1 - (Y, x)* + k(x, y)) Adx, 4) , G\O Ii 
YET, AEF. (12) 
580/87/Z-3 
262 ALBEVERIO ET AL. 
2.6. We will now state explicitly the case which is of most interest to us, 
namely when G = Z’ is a real and finite dimensional vector space. We 
denote by V’ the dual of V. The pairing between V and V’ is denoted 
c.3 .>. 
THEOREM. Let 5 be a continuous and non-atomic (9, V)-noise, where V 
is a real finite dimensional vector space. Then 
E[e- iiy,~Cr)>]=exp{-~A [i(y,n(dq))+i(y,C(dq)y) 
+s v\ 0 
yEV’, AE9. (13) 
Here a is a V-valued Radon measure on M, C a V@ V-valued Radon 
measure on M, and ,u a positive Radon measure on V\O x M such that 
j(l~(~/(l+).x[~)) u(dx,A)<a for each AEF. The triple (~1, C,u) is 
uniquely determined by 5. 
Remarks. (a) It is easily seen that the right-hand side of (12) defines 
an (9, G)-convolution semigroup which is non-atomic. Hence Theorem 2.5 
describes in fact a one-to-one correspondence (and similarly for Theorem 
2.6). 
(b) Theorem 2.5 can without doubt be carried out also in the case of 
certain abelian monoids S. However, the relation between S and its dual is 
much more complicated than for groups. The interested reader may consult 
Berg et al. [6]. 
(c) Theorems 2.5 and 2.6 should be seen as Levy-Khinchin formulae 
for set-indexed processes with independent increments which have the 
appropriate continuity w.r.t. the set variable, viz., they are non-atomic. 
2.7. Let us write, formally, t(dq) with obvious meaning. If also M is a 
real and finite dimensional vector space and q4 E Y is a Schwartz function 
M-, V, then we may define l(4) (=l,,, (d(q), Qdq)), formally) by 
ECepi”“‘l = exp JM i(d(q), 44)) + i <4(q), C(4) d(q) > 
+j,,, (1 -ePi<“(Y).X>+i ‘f~~~~2’)~(d~,dq~]}, 
dEY(M v, (14) 
where Y(A4, V) can be thought of as 9’(Rd)“, with d = dim M, p = dim V. 
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The point is that (14) is obviously continuous in the topology of 
Y(M, V). Hence a variant of the Bochner-Minlos theorem shows that < 
can be realized by a measure on the tempered distributions on M with 
values in V, Y’(A4, I’). We record this as 
PROPOSITION. Let 5 be a continuous and non-atomic (9, V)-noise, where 
both M and V are real finite dimensional vector spaces. Then there is a 
probability measure E on Y(M, V), the tempered V-valued distributions on 
M, such that (14) equals 
s exp( - i<(w, 4)) Z(do). .Y’(M, VI 
8 is the distribution of <, when interpreted as a process indexed by Y(M, V), 
and the paths o + t(w, d), 4 E 9’(M, V), are in Y(M, V) a.s. 3. 
2.8. Consider again the representation of < given by (13), or-equally 
well-by (14). It says that r can be decomposed as a sum of independent 
noise each one given by one of the three components in the exponential. 
The first one, the Fourier transform of which is exp[ - i j,,,, (4(q), ct(dq))], 
is deterministic, and easily understood. ‘The second, whose Fourier trans- 
form is exp[ --fjM (d(q), C(dq) 4(q))], is Gaussian, and also easy to 
understand. We will examine the third component, representing a kind of 
Poisson random field, more closely. To do this we assume that the measure 
p in (13) is finite. Then we can write the last term in the exponential in a 
simpler form; the term i( y, x)/( 1 + 1x1’) can be dropped, and there is a 5 
such that 
E[epircr)] = exp --JM j, (1 - e-<@(q),x>) p(dq, dx)], 4 E Y(M, V). (15) 
Write Z = exp jJ Mx V p(dq, dx), so that (15) equals 
z-l 1 f (I 1 ’ exp(-i(d(q), x>) A4 dx) n>O * M ” > 
x fi P(dqj, dxj) 
j= 1 
=Z-’ Jo i JM, v-./M, ,,exp (-is J‘, <XjS(q-qjL 4(y,))dq,) 
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(Equation (16) should be interpreted as a representation of a kind 
of Poisson chaos.) Now from the last term in (16) we see that 5 can be 
written 
t=f x,&l,, (17) 
I 
where N is Poisson distributed such that 
Pr[N= n] = e-‘z”/n!, z= J A& dx), n=O, 1,2 ,..., (18) Mr v 
and (CQj, xi)> are i.i.d. random variables distributed according to the 
probability measure z- ’ &. 
We will return to this and related examples in Section 4. 
3. NOISE WITH INVARIANCE-THE GENERAL CASE 
In this section we will impose invariance conditions on 5. Put another 
way, we require invariance not only in the range of g, S, but also on its 
domain, M. The assumptions on M and 9 are as in Section 1.5 and S is 
as in Section 1.1. 
3.1. We start with the case S = G, an abelian group, from Section 2. 
Suppose that 5 is continuous, non-atomic, and inoariant under a family A 
of measurable maps M -+ M, i.e., 
Suppose that A is ergodic in the sense that there is, apart from constant 
multiples, only one invariant (i.e., v(TA)=v(A) for all TEA, AEF) 
measure v for A. Then 5 A-invariant implies that so is, for each y E G, each 
measure $(y, .) (see Sections 2.2-2.3). This in turn implies that 
+(y, .) =f(y)v, where f is negative definite. 
If A4 is a group, not necessarily abelian although it has to be continuous, 
and A denotes the left (right) translations, then v is left (right) Haar 
measure on M. Recall here that we have assumed that supp 4: = M. 
Otherwise it could happen that v is a Haar measure for some subgroup 
of M. 
Let us remark here that there is an obvious converse of this result, viz., 
if 5 is such that $(y, A) =f(y) v(A) then 5 has the same invariance as v. 
That is to say, 5 is invariant under all measurable maps T: M -+ M for 
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which v(TA) = v(A), A E 9. Of course the class of such T need not be 
ergodic. 
We will now go one step further. Assume II/ = f. v as above. There 
is an-ordinary-convolution semigroup (P,)~ ~ 0 on G given by4 
$, = exp( -tf). (See Berg and Forst [S] for details.) Then P, = PO <(A)-’ 
satisfies 
p‘4 = P”(A)> AEF, (2) 
and conversely, this defines, as remarked above, an invariant (w.r.t. v) 
noise 4. 
If (XtL,o is the corresponding homogeneous (= translation invariant) 
G-valued Markov process, so that pl is the distribution of the process when 
starting at the origin, then 
t(A) % XV(A), AEF. (3) 
We emphasize that without invariance we do not have such a simple 
expression for 4. 
3.2. We will now turn to the general case. Observe first that in Eq. (2) 
the group structure is not needed. In fact, if (P~),~~ is a convolution semi- 
group of probability measures, weakly continuous w.r.t. t, then (2) defines 
a (v-invariant, with obvious meaning) (9, S)-convolution semigroup 
(P,, A E 9). By Theorem 1.4, (P,, A E 9) determines an (F”, S)-noise 5 
which is v-invariant. The following result gives a converse, and thus a 
complete description of invariant noise. 
THEOREM. Let (r(A), A E 9) be a v-invariant continuous (9, S)-noise, 
where v > 0 is a non-atomic Radon measure on M. Then there is a weakly 
continuous convolution semigroup (pt)tao of probability measures on S such 
that (2) holds. Zf(X,),., is the corresponding homogeneous Markov process, 
then < is gioen by (3). 
Proof: We will assume that v is a probability measure. It will be clear 
from the argument given below that this is no restriction. By Theorem 9, 
Chapter 15, in Royden [12], there is a Bore1 v-null set M, in M, a 
Lebesgue null set N in [0, 11, and a map $: M\M, + [0, l]\ N such that 
$ is one-to-one, onto, and such that II/ and $--I are measurable. Finally, 
vOlj-l is Lebesgue measure on [0, 11. Define p1 = P,. Then p1 E Pr( S). 
We shall show that p1 is infinitely divisible: for each n there is qn E Pr(S) 
such that p1 = 4;‘. 
“8, is the Fourier transform of p,; see Section 2.1 
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To this end we let Mi = M,,, and M, = M,,, be sets in 9 such that, 
except for null sets, t,b(M,) = [0, $) and $(M2)=[$, 1). Then v(M,)= 
v(MZ) = 4. 
We let p132 = P,,,, and p2,2 = P,,, so that p1 =P~,~ * P*,~. Our next task 
is to construct a v-invariant map T such that T takes M, into M2. In that 
case 
p, = pl,z * p2,2 = P,, * P,, = P,, * P,, = P,, * P,, = PC, = 4:*. (4) 
If we let 13 denote translation with &(mod l), then T= I,/I - ’ 3 8 0 $: M -+ M 
takes M, to M, and M, to M, except for null sets. Suppose now that we 
continue the procedure by dividing these two intervals dyadically, etc. Then 
for each n = 2k we get a corresponding partition of M into sets M,,, 
1 <:j < n. It is clear that T preserves the v-measure of each M,,,. 
Since the dyadic intervals generate the o-algebra of [0, 11, the sets 
/of;4=I’ n=l,2 . . . . generate 9. Hence T leaves 9 v-invariant and (4) 
Consider now the intervals obtained at step n. By translation these inter- 
vals can be mapped into each other. This way we obtain a system of maps 
between the sets M,,,. Each such map is of the same form as T above. If 
A denotes this system of maps (where n ranges over the dyadic numbers) 
it is clear that v is A-invariant and that for each dyadic n, p1 is the nth con- 
volution power of P,, n. Moreover, to each dyadic rational t E [0, 1 ] there 
are measures p, and ‘pl -, in Pr(S) such that pI =p, * pI -,. Since the 
dyadic rationals form a dense subset of the reals and v is continuous (see 
Section 1.6) this identity remains valid for each t in [0, 11. From this it 
follows easily that p, can be embedded in a weakly continuous semigroup 
(PrL>O c Pr( S). 
Finally, to see that (p ) I f a 0 gives rise to a homogeneous Markov process 
(X,),,, with state space S we merely note that Feller semigroups, of which 
our convolution semigroup is a particular example, always give rise to 
Markov processes. See, e.g., Blumenthal and Getoor [7, Theorem 1.9.41. 
The homogeneity of (A’,),,, follows from the translation invariance of 
(Pt)t>& We can construct (X,) so it becomes left (or right) translation 
invariant. (The probability that X,EXA given that X0 = XE S is inde- 
pendent of x. ) 1 
4. CHARACTERISATION OF Adc-INVARIANT LIE ALGEBRA-VALUED NOISE, 
AND CONSTRUCTION OF NOISE WITH VALUES IN LIE AND OTHER GROUPS 
In this section we shall mainly consider noise with values in a connected 
Lie group G or a real Lie algebra L = L(G). We note that if G is abelian 
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we may refer to Theorem 2.5. Hence we will assume that the centre of G 
is trivial. The basic concept is inner invariance in law. Under the exponen- 
tial mapping this corresponds to Ad,-invariance. Note that inner or 
Ad,-invariance does not imply any further restrictions in the abelian case. 
4.1. Let (PA) be an (9, G)-convolution semigroup. The condition 
(1.10) implies, for any $ E C,(G) and any pair of disjoint sets A and B from 
9- > 
Let Z c G be the monoid generated by the supports of all P,, BE 8. If we 
change variables in (1) we see that 
PAY-W = U~Y-‘), YE& fog’, (2) 
where a(G) denotes the Bore1 o-algebra of G. Choosing r as yT and Ty, 
respectively, we obtain from (2) 
PA(~)=PA(Y~Y-l)=PA(Y-l~Y), ye& TE,cJ~(G). (3) 
It follows that (3) in fact holds for all y in H, the smallest closed group 
containing C. By the well-known theorem of Cartan’s (see, e.g., Warner 
[13, Theorem 3.42]), H, being a closed subgroup of the Lie group G, is 
itself a Lie group. 
Let us denote for y in G the inner automorphism aY by 
cJy(x) = YXY -‘, x, YEG, (4) 
A Radon measure p on G is inner invariant if it is invariant under all inner 
automorphisms, i.e., 
P==Jd*PL, y E G. (5) 
The following result, in which we summarise the above discussion, shows 
that given an (9, G)-noise l there is no restriction in assuming that it is 
inner invariant in law on G, in the sense that CA = dry for each ye G 
and each A E 9:. This is equivalent to requiring that each P, satisfies (5). 
PROPOSITION. Let < be an (9, G)-noise. Then there is a Lie subgroup H 
of G such that the values oft are in H a.s., and such that r is inner invariant 
in law with respect to H. 
In the next two sections we will derive some elementary results on 
invariance relations between random variables with values in G and its Lie 
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algebra L = L(G) connected by the exponential mapping, exp. We denote 
by Ad,, gE G, the adjoint representation of G, i.e. (if L is identified with 
T,G) the differential of 0, at the identity. A random variable X with values 
in L is Ado-invariant in law> if Ad,X =’ X for each g in G. 
4.2. PROPOSITION. Let the random variables X with values in L and 5 
with values in G be related by 
5 = exp X. (6) 
Then < is inner invariant in law tj’X is Ado-invariant in law. 
Proof: Fix g E G. Then 
SO 
gexp Xg-’ = exp Ad, X 2 exp X, 
i.e., 
4.3. PROPOSITION. Suppose X and Y are independent random variables 
with values in L, and that X is Ado-invariant. Then the exponentials of X and 
Y are independent and commute in law. Furthermore, exp Y exp X exp( - Y) 
and exp X are equal in law. 
Proof: Independence is obvious. To prove the last statement, choose a 
Bore1 set B in G. Then 
P(exp Y exp X exp( - Y) E B) = j P(exp y exp X exp( - y) E B) P( YE dy) 
L. 
= s P(ew Ad,,, .” XEB) P( YEdy) L 
= s P(exp XE B) P( Y E dy) = P(exp XE B), L 
and the first statement is proved similarly. 
These results suggest that the exponential mapping can be used to 
produce noise with values in a Lie group G, given an Ad.-invariant noise 
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in the Lie algebra. In the next section we shall therefore analyse 
Ad.-invariant noise in more detail. 
4.4. Consider a continuous and non-atomic (F;, L)-noise X which in 
addition is Ad,-invariant. The Fourier transform of X, is given by 
Eq. (2.13) and the parameters CI, C, and p must be Ad.-invariant. (The 
Ad,-invariance of p refers of course to the first factor.) As we shall see this 
demand puts severe restrictions on the parameters as well as on G and L. 
With obvious notation we write X as sum of independent noise terms 
x,=x;+x;+x;, AEF;, (7) 
and treat each term separately. X: is the simplest: For y E L’ we have 
E[e~i<“,X;>]=e~i<“.z’A)>, (81 
where for each A E P;, or(A) is in the centre of the Lie algebra, i.e., 
[a(A), Y] = 0 for each YE L. This case is ruled out by the assumptions 
on G. 
As to Xc, we note that there are no Ad.-invariant and positive 
quadratic forms on L, hence on L’, unless G is compact (see, e.g., Barut 
and Raczka [4, p. 109]), which we therefore assume. Any compact Lie 
group is the direct product of an abelian and a semisimple Lie group, 
and similarly for Lie algebras. (See [4, pp. 17 and 1091, for instance.) 
According to the basic assumptions for this section the centre of G is 
trivial. Hence 
L= & L,= & L(G,), (9) 
j= 1 /=I 
where the L, are the simple Lie algebras of simple and connected compact 
Lie groups G,. By Schur’s lemma there is, up to constant multiples, only 
I 
one positive definite form on L,, the negative of the Killing form. 
will be denoted by (., .>,i. By Ad,-invariance C is of the form 
Its dual 
'(4)= & vj(dq)(', '>j, 
j= 1 
where the sum is direct and the vj are positive Radon measures on M. The 
decomposition of L gives a decomposition of L’ such that each y E L’ may 
be written y = (y, , . . . . y,), with Y~-E LI. With this notation Xc is given by 
E[e- i<y,x;>] = I!j ,-$4)<.qq>,P, (10) 
j=l 
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Equation (10) provides a further decomposition 
independent noise terms 
‘y’ zz i ‘y(i, 
/=I 
I .  
with self-explanatory notation. Here each term X’ - ,  is of the form treated 
in Section 3. If B: are independent Brownian motions in L, starting at the 
origin, then 
of Xc‘ into a sum of 
X> 2 B;,(A,, A E 5, j = 1, . . . . n. (12) 
Let us now turn to Xp’, which, in a well-known sense, is the limit of 
Poisson noise as given by Eqs. (2.15)-(2.17). We shall therefore only con- 
sider the case when the measure ~1 satisfies p(L x A) < CC for each A in 9. 
As noted in Section 2.8 we may write, for each A E 9, X5 as 
N(A) 
C yjsQ,~ (13) 
,= 1 
where N(A) is Poisson distributed with intensity zA = p(L x A) and (Y,, Q,) 
are i.i.d. random variables distributed according to the restriction of 2;‘~ 
to L x A. 
Remark. One could perhaps think that Ad,-invariant measures are 
very rare. To see that this is not the case, note that on a simple Lie algebra 
with Killing form ( ., ), any absolutely continuous (w.r.t. Lebesgue 
measure) measure with a density of the form $( (., .)), where $: R -+ R is 
locally in L’, is Ad,-invariant. Hence all measures of the form 
$( (x, x), dq) dx are Ad,-invariant. 
We summarise our discussion in 
THEOREM. Let X = (X,, A E F) be a continuous, non-atomic, and 
Ado-invariant (9, L)-noise (where the centre of L is trivial). Then X is a 
sum of two independent noise terms, one Gaussian, Xc , and one generalised 
Poisson, XF. The former exists only when G is compact, and then, in 
accordance with the decomposition (9) of L, Xc is given by Eqs. (lo)-(12). 
Xp is a limit of Poisson noise terms like in (13). 
4.5. The analysis of the preceding section shows how to construct noise 
with values in Lie groups. We shall simply use the exponential mapping to 
pass from the Lie algebra into the Lie group. Therefore, let X be an 
Ad,-invariant L-valued noise, Consider first its Gaussian part Xc. Without 
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loss of generality we may assume that G is simple, connected, and compact. 
Then Xc= B,,.,, where B, is a Brownian motion in L. The exponential 
mapping takes B, into Brownian motion in G, b,, by means of a stochastic 
differential equation. Then 
is an (9, G)-noise. In the general case corresponding to (9), we let 
(14) 
(15) 
j=l j=l 
with /I$ denoting independent Brownian motions in Gj. 
We now turn to X”, and assume that p is such that (13) holds. We define 
5” as 
N(A) N(A) 
5” n exp(Y,) a,- n Vji6Q,. 
j= I j= 1 
(16) 
Then 5 is an (9, G)-noise according to Propositions 4.2 and 4.3. If 
A= exp, p, where of course exp acts on the first component, then the 
(vi, Qj) are i.i.d. with respect to the normalisation of i on G x A. This 
shows that (16) makes sense also for general topological groups, in which 
case one starts from an inner invariant measure 1. 
Remark. Simple examples show that not every noise on G is obtained 
using exp as just described on some noise with values in the Lie algebra. 
The results presented here, however, are in spirit not far from completeness. 
To obtain a complete characterisation of (F:, G)-noise one may argue as 
follows (cf. [2], Sect. 41). We choose a Bore1 equivalence $: M-t [0, co) 
and let q 3 r 0 $-I, where r is a given (9, G)-noise. Then qtzq([O, t)) is 
a Markov process with independent increments, and if 5 is continuous, 
t + qr is stochastically continuous in the sense of Feinsilver [9]. Therefore 
the results of [9] apply. They show that except for a deterministic time 
change, vt is (via a martingale description) a mixture of a Gaussian process 
with drift and a generalised (compound) Poisson process, i.e., a limit of 
such. This characterisation leads to a corresponding characterisation of <. 
Another possibility would be to perform a, possibly stochastic, time change 
on qr so that the results of Hunt’s article [ 111 can be applied. Then r is 
of the form in Section 3 followed by a time change. We will not carry out 
these ideas here. 
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ADDENDUM 
Our very dear friend and coauthor Raphael Hoegh-Krohn has suddenly passed away. In 
great sorrow we deeply mourn him. 
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