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Abstract. Collision detection is a commonly used technique in the field
of computer games, physical simulation, virtual technology, computing
and animation. When simulating the process of particle collision of ADS
(Accelerator Driven Sub-Critical) system, complex and irregular vessel
walls need to be considered. Generally, an irregular vessel wall is a curve
surface, which cannot be defined as an exact function, and it is difficult
to calculate the distance between particles and the wall directly. On the
other hand, the relevant time and space complexity increases sharply with
the growth of the number of particles, . Therefore, in order to solve these
problems, we present an algorithm to perform collision detection between
particles and irregular wall. The results show that we can detect the collisions of a million particles and the irregular vessel at suitable intervals
on a personal computer. When the number of particles are 103 , 104 , 105
and 106 , the time of collision detection based on GPU (Graphics Processing Unit) are 0.07, 0.12, 0.32 and 1.73 seconds. When the number of particles reaches the level of 106 , the algorithm proposed in this paper implements a considerable improvement in performance when running on
GPU, nearly 10 times faster than running on CPU. Results have demonstrated that such a design and implementation is promising.
Keywords: collision detection, irregular vessel, physical simulating,
GPU.
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Introduction

With the rapid development of GPU (Graphics Processing Unit) technology, we
are more likely to generate complex and realistic system. In our research field of
nuclear simulation, the accelerated particles are generally made to collide with
other particles and the irregular wall. The collision detection between particles
?
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is researched widely [1]. Hence, we need to simulate the collision between various particles and different walls.
In this paper, we design an algorithm to implement the collision detection
between the particles and irregular wall by dividing the wall into very small triangles. Next, we assign the triangles and particles into uniform grids by space
subdivision, and make collision detection between these triangles and particles
(These particles are considered as spheres) in parallel with the help of GPU. We
also implement the idea with CPU and make a comparison between these two
computing architecture. Consequently, experimental results demonstrate that
our parallel algorithm has a good feasibility and obvious effect in accelerating
the simulation.
The rest of this paper is organized as follows. Section 2 reviews the related
work. We present our collision algorithm in section 3. In section 4, we show the
experimental results, and the effects of different parameters are discussed. At
last in section 5, we conclude the work we have done and address the future
work.

2

Related Work

General Purpose GPU (GPGPU) is a relatively new research area. But the idea
of using GPU in collision detection has been researched longer than the emergence of GPGPU.
Zheng et al. [2] showed a contact detection algorithm based on GPU and
they used the uniform grid method in detection. Based on the vector relation of
point, line segment and rectangle, Shen et al. [3] implemented a rapid collision
detection algorithm. Li and Suo [4] researched the application of particle swarm
optimization in randomly collision detection algorithm and increased real-time
capacity, compared to the classic OBB (Oriented Bounding Box) bounding box
algorithm. Similarly, Qu et al. used parallel ant colony optimization algorithm
in randomly collision detection algorithm to improve the real-time characteristic and precision in collision detection [5]. With spatial projection transformation method, Li and Tao mapped irregular objects from three dimensional space
to regular two-dimensional objects to carry on collision detection [6]. Based on
MPI (Message Passing Interface) and spatial subdivision algorithm, Huiyan et
al. researched an advanced algorithm to improve the performance and accuracy of collision detection [7]. Tang et al. [8] proposed a GPU-based streaming
algorithm to perform collision queries between deformable models by using
hierarchical culling. Zhang et al. presented a parallel collision detection algorithm with many-core computation by CPUs or GPUs [9]. Wang et al. proposed
an image-based optimization algorithm for collision detection [10].
Although many of these collision detection algorithms based on GPU have
been researched, the research on the collision of irregular walls is rarely discussed so far.

3
3.1

Collision detection algorithm
Overview

In this paper, the 3D irregular wall model is represented by STL (STereo Lithograph) file format, which contains many triangle meshes. The basic idea of our
algorithm is to divide the triangles of the wall into very small triangles that are
in the same scale as the particles. And then we assign these triangles into different grids by their center. At last, we make collision detection between these
triangles and the particles in the same grid.
We implement both CPU-based and GPU-based code to detect collision between particles and irregular vessels. However, the main idea of the algorithm
is similar. The basic process of our algorithm is as follows: Firstly, we read the
model file to get the position information of the triangle meshes. Next, we divide these triangles into smaller triangles, whose sizes are limited to particular
range to make sure it can be contained by the uniform grids. The next phase
is to make space subdivision. In this paper, we simply use the uniform grid to
divide the space. Next we put the particles and the triangles into corresponding
grid, and sort them to make it easy to implement data replication between CPU
and GPU memory(no sort operation and data replication in CPU code). Finally,
we perform the collision detection between particles and triangles in the same
grid by calculating the distance between particles and triangles.
3.2

Data structures

When making collision detection on GPU, we firstly copy the data structures of
particles and triangles from CPU memory to GPU memory (The latest CUDA
versions support (UMA) uniform memory access, but our algorithm is designed not only for new CUDA versions). The data structures are organized
in array to copy quickly rather than use complex data structures such as linked
list. The basic arrays are particles array and triangles array. The particles array
is organized every four float data for each particle including three coordinate
values and a radius. The triangles array is organized every 12 float data for
each triangle including three points (9 coordinate values) and a normal vector
(3 coordinate values). There are also auxiliary arrays, such as hash arrays, index
arrays, cell start arrays and cell end arrays, both for particles and triangles.
3.3

Triangles division

We read the triangles of the irregular wall model from a STL file. In general,
these triangles are much larger than the particles. Firstly, we need to divide the
triangles into smaller ones. In this paper, we divide the triangles by two methods to acquire a better solution. The two methods need a different minimum
value of side length to divide the triangles.
The first method is based on the center of a triangle (centre of gravity),
which is denoted as triangle-center method. We assign the divided triangles

into different grids by the center of a triangle, and the minimum value of side
length is set as the maximum radius of the particles.
Another method is based on the circumcenter of a triangle, which is denoted
as circumcenter method. In this case, we should make sure that the area of
every small triangle is as large as possible to reduce the number of triangles
after dividing, so as to reduce the computation complexity. When the maximum
value of the side length is fixed, an equilateral triangle has the largest area.
Hence, we get the side length by equation
d = r × cos(30◦ ) × 2

(1)

We assign these divided triangles into different grids by their circumcenters,
and the minimum value of side length is set as equation (1).
But there is still an issue. If the divided triangle is an obtuse triangle, the
circumcenter may be out of the triangle. In this situation, it is difficult to calculate which grid the obtuse triangle belongs to. Hence, we need to divide the
obtuse triangle into smaller non-obtuse triangles. We simply draw a vertical
line from the vertex of the obtuse angle to the opposite edge. By this way, the
obtuse triangle is divided into two right triangles.
These two methods look similar. Nevertheless, the number of divided triangles grows
√ exponentially. With the circumcenter method, the minimum side
length is 3 (equation (1)) times of the first method. However, the total number
of triangles after dividing is no more than half of triangles divided by trianglecenter method.
The basic way to divide a triangle is to recursively split the triangle into
two smaller triangles from the midpoint of this edge. Fig. 1 shows the divided
model. The image in the left is the original model, and the middle is the divided
model.
3.4

Spatial subdivision

We split the world space into uniform grids, and the number of grids in three
dimensions is denoted as (sizeX, sizeY, sizeZ). Overall, there are sizeX × sizeY ×
sizeZ grids. Each grid has the same scale size as the particles. For each particle
we calculate the grid position (x, y, z) by its center position. And then we calculate the grid number as its hash value simply through formula
hash = z × sizeY × sizeX + y × sizeX + x

(2)

For each triangle (after dividing) and particle, we judge the grid position
by its center point. For a triangle, we calculate its triangle core or circumcenter,
which is used to get the number of grid. We calculate the grid number(hash
value) by formula (2).
3.5

Sorting and data replication

For a grid, the number of particles and triangles are not fixed. We herein can
not store these data in fixed memory size. One way is to reorder the particles

Fig. 1: The original, divided and spallation target model walls

array and the triangles array by its hash value (the grid number), and then we
store the particles and the triangles of each grid by their start number and end
number. We sort the data by fast radix sort in the CUDPP libary.
After sorting the data, we still need to fill in the hash start arrays and hash
end arrays for particles and triangles. Each particle or triangle gets its start hash
and end hash by comparing its cell index with the previous cell index. If there
is a difference, it means a new grid and new start hash (the particles or triangles
in one grid have a same hash value).
3.6

Collision detection

Once the grid structures are built on GPU memory, it is used to detect particlewall interactions. In the continuous simulation, we must consider the specific
collision physical model between particles and walls to obtain the next frame.
For example, a DEM (Discrete Element Method) [14], [15] may be used and the
forces should be considered. In this paper, we focus on the collision detection
but not the interaction model.
There are two methods to traverse collision detection. The first method is
a wall-based method. For triangles in a grid, we get the start triangle and the
end triangle, and then we loop over the neighboring grid cells of each triangle to check for collisions with each particle in these cells. The second method
is particle-based method. Similarly, we find start particle and end particle in a
grid, and then loop to detect neighboring collisions. There are similarities between these two methods. However, the computational efficiency is different.
The detailed results can be seen in section 4.
The last issue of basic collision detection is the test between a sphere and
a triangle, which is equivalent to calculate the shortest distance between the
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Fig. 2: The left figure shows the computation time based on CPU, and three
different methods based on GPU: wall1 circumcenter method, wall1
triangle-center method, wall2 circumcenter method. The right figure
illustrates the comparison between wall based method and particle
based method.

sphere core and the triangle. If the distance is smaller than the sphere radius, it
means a collision occurs.
3.7

Experimental environment

The experiments were basically performed on a computer with Intel Core i3
processor and 4.00GB RAM and a GTX480 GPU. We also run the code on a
computer with Tesla K80 GPU to find the improvement on different GPU unit.
We use a 3D modeling software to draw a cylinder (height 100 and radius 50,
Figure. 1) as one simple collision wall (name wall1), which is easy to verify collision detection. We also experimented on a spallation target model used in our
project, which is shown in the right of Fig. 1. The particles are different in size,
but the maximum radius is set as 1. The length of uniform grid is set as 2.
Next, we mainly focus on the experiments between CPU and GPU, the differences between triangle-center and circumcenter triangulation method, wallbased and particle-based traversal methods, the influence of number of triangles and the differences on different GPUs.
3.8

CPU and GPU

In order to measure the performance of our algorithm, we choose different particle numbers as the input variable. We make the experimental on CPU and

Table 1: Experimental results of computation time
number

102

103

104

105

106

CPU time(s)
wall1 tri-center(s)
wall1 circumcenter(s)
wall2 circumcenter(s)

0.02577
0.05659
0.03703
0.04515

0.03819
0.06805
0.04499
0.05750

0.19552
0.15951
0.10320
0.13836

1.67494
0.83642
0.45318
0.68392

16.5695
6.51862
3.31567
5.26571

GPU platform. As shown in the left of Fig. 2 and TABLE 1 (only 102 , 103 , 104 ,
105 , 106 level of magnitudes are shown), we can see that if the number of particles is small (less than 103 ), the CPU and GPU code has a similar computation
time, and CPU code may even achieve a better performance. However, with
the increase of the number of particles (more than 104 ), the computation time
of CPU code increases sharply. When the number of particles are 104 , 105 and
106 , compared to CPU code, the speed-up ratio of GPU code by circumcenter
method is 1.89, 3.69 and 4.99.
3.9

Two traversal methods

As is discussed above, there are two methods to detect collision based on GPU,
wall based and particle based methods. In the right of Fig. 2, the computation
time of these two methods was drawn. If we use particle based method, when
the number of particles is less than 105.5 , the GPU code is even worse than
CPU code. When the number of particles is larger, the particle based GPU code
performs better performance than CPU code. However, the particle based code
is no better than triangle based code. In general, the number of triangles is much
smaller than the number of particles. Hence, the particle based code needs more
concurrent threads to finish collision detection.
3.10

The circumcenter method and the triangle-center methods

In section 3.3, we discussed two type of triangle division methods, circumcenter method and triangle-center method. Now we compare these two methods
on experimental data.
For the model wall1, the original number of input triangles is 156. If we use
the triangle-center method to divide these triangles and the minimum value of
side length is set as 1, we get 226056 triangles after division. When
√ we use the
circumcenter method, the minimum value of side length is set as 3. The number of triangles is 99612 after division which is less than half of the triangles by
triangle-center method.
As shown in Fig. 2 and TABLE 1, we find that the circumcenter method
is more efficient than the triangle-center method in computation. A plausible
explanation is that the circumcenter method uses the collision space more effectively and gets fewer triangles after division. In fact, the computation time is
relevant to the number of triangles, which can be seen from next section.
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Fig. 3: Experimental results: the influence of the number of triangles

3.11

The influence of triangles number

We tested the influence of number of triangles based on fixed number of particles. In Fig. 3, we set the number of particles as 105 and 106 and test the relationship between number of triangles and computation time. We roughly draw
a conclusion that the computation time is proportional to the the number of triangles. We calculate the following linear fitting function. Where t5 and t6 stand
for the time for 105 and 106 particles, and ntri stands for the number of triangles.
t5 = 2.477 · 10−9 · ntri + 0.2712

(3)

−5

(4)

t6 = 2.078 · 10

· ntri + 1.8970

We also tested the spallation target model wall2 based on circumcenter triangle division method. The original number of triangles is 1600. The number
of triangles after division is 151424. As shown in Fig. 2. It even runs faster than
the simpler model wall1 based on triangle-center method. The reason is that
the number of divided triangles of wall1 based on triangle-center method is
226056, larger than number of divided triangles of wall2 based on circumcenter method. Therefore, using a better method to reduce the number of divided
triangles is a better way to improve computational efficiency.
3.12

On different GPUs

We also tested our algorithm on GTX480 and Telsa K80 GPU. As shown in Fig.
4. When the number of particles are less than 104 , the code on GTX480 runs
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Fig. 4: Experimental results: the comparison between GTX480 and K80

faster. However, once the number of particles is more than 104 , for instance, 104 ,
105 , 106 , compared to code on GTX480, the speed-up ratio of code on K80 are
1.15, 2.14, 3.04. Hence, we can conclude that with the increase of the number
of particles, a GPU with higher computation ability will obviously improve
computation efficiency.

4

Conclusion

In our current process, it is meaningful to focus on collision detection between
irregular walls and particles. In this paper, we designed and implemented an
algorithm to achieve this goal. With the help of a K80 GPU, we can detect collision between a million particles and a spallation target model in 2 seconds. The
experiment results prove that the algorithm proposed in this paper is feasible
and effective.
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