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We derive formulas for the number of similarity relations with various properties 
1. Introduction 
A similarity relation R, is a reflexive, symmetric binary relation on { 1,2, . . . , n) 
such that if i C j C k and i R, k then i R, j and j R, k. The element i is singular if 
i R, j implies i = j, and the relation R, is non-singular if there are no singular 
elements. Let v,, denote the number of non-singular similarity relations R, and let 
U,& denote the number of these relations in which k is the largest element such 
that 1 R, k. Then v1 = 0 and 
v?l =~fl-un3+ l l +k, forn32. - (1.1) 
Fine [4] gave a recurrence relation for U,& and used it to calculate the first few 
values of v,. Shapiro [lo] observed that the numbers v, also arose as the sum of 
diagonal entries in what he called the Catalan triangle; he gave two formulas for 
these sums but stated that the proof that these sums were in fact the Fine numbers 
v” was complicated. Strehl [l l] derived a formula for v, by enumerating the 
relations with a given number of classes in their transitive closure. 
Our main object here is to descri Je various derivations tif formulas for z.$.& and 
v,. We also give an alternate derivation of Strehl’s results and we determine the 
number of similarity relations with a given number of singular elements. We also 
determine the asymptotic behaviour of some of these numbers. 
2. 
We first recall that if the generating function C = C(x) = Cg q,x”+’ satisfies the 
relation 
c=x+c* (2.1) 
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or, equivalently, C = x( 1 -C) I, then 
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(2.2) 
for k 3 1, This may be established by using the Kirmann-Lagrange formula [9; p. 
1251; see also [2]. Notice that this implies the coefficients c,, are the well-known 
Catalan numbers [S], i.e., 
=- 2n 1 r,r 
( ) n+l n l 
Let r,, denote the total number of similarity relations R,. Shapiro [lo] and 
Strehl [ 111 pointed out that 
r” = c,, for nal. 
One way to prove this is to observe that there is a one-to-one correspondence 
between the relations R, and the integer sequences {s,, . . . , s,,} such that 1 s sl 6 
•**ss~~~I and si <i for 1 <is n. (The integer S, denotes the largest element j 
such that i R, j.) It is well-known that there are c,, such sequences (see e.g., [3; p. 
9S]). 
If 2 < k 5: j 6 n, then there are u,,~ non-singular relations R,, l in which sl = 
k+ ‘r and sz=j+ 1. Hence, 
Kl t .k + I = u,,.k + k.k t I + ’ ’ l + %,t,* (2.4) 
We shall adopt the conventions that u. = r. = 1 and that 
hi I.1 = % (2.5) 
for ~12 0. Then 
u,+ 1.3 = % = u,*+ 1.1 fornal, (2.6) 
bj, (2.4), (ll), and (2.5). If WC classify the relations enumerated by u,,+~,~ 
according as s2 9 3 or s2 = 2, we find that 
U n ‘ I,.. =2)n+un--l=u,,+I.,+~(n,l fornal. (2.7) 
It fell 3wj; fror,? (2.4) and (2.7) that the numbers u,,k ::atisfy the recurrence relation 
&I+ ,,k+I =I: un t 1.k - h.k - 1 for k 3 2,. w9 
subject to the boundary condi?ions (2.5) and (2.7). (These relations are due to 
Fine [4], but some of the boundary conditions were left out in [4]). The first few 
values of u,,k are given in Table 1. 
t U. 
We nr J use generating functions to derive formulas for 3, and u,~\. 
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Table I. Values of u,,~ 
1 2 3 4 5 6 
1 
2 0 1 
3 I11 
4 2 3 2 1 
s 68631 
6 18 24 18 IQ 4 1 
Theorem 3.1. If V-= V(x)=Cz q,xn, then 
V= 
c 1 =- 
x(l+C) l-C2’ 
Proof. If 0 s j G n - 1, then there are uir,- 1_i = uic,_ l_i similarity relations R., in 
which j + 1 is the first singular element. Consequently, 
1 
rn - Vn +“f = c, OiC~-I-i. 
0 
This implies that 
x-‘c= v+ vc. 
Hence, 
V= 
C 1 =- 
x(l+C) l-C2 
as required, where we have used relation (2.1) to obtain the last expression for V. 
CoroIIary 3.1.1 
n+l 
V” = c (-I)‘--1 
i-1 
&(‘“‘,‘_3=~,&--(‘“,‘i) fornal. 
These formulas, and others to be derived later, follow immediately upon 
expanding the appropriate generating fur,, lieu in powers of C and then using 
relation (2.2) to equate coefficients of x”. The second formula for v,, which can be 
re-written as 
where the sun is over k such that in G k s n - 1, was also given by Shapiro [lo] 
and, implicitly, by Strehl ;l 11. 
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It follows from Theorem 3.1 and the relation C( 1 - C) = A- that 
V=(l-C’)-1=(2-c)(1-c)-1(2+c-c2)-1 
=(1+(1-c)-‘)(2+x)-‘=~(1+x-‘c)(1+~x)-’ 
This implies the formula 
V” z-1 i (- l_)“jCj, 
j=2 
(3.1) 
which was also given by Shapiro [lO]. 
‘Il’heorem 3.2. If Uk = U,(x) =xEzk hkxn, then 
F-Jk = Ck(l+C)-1=xck-1(l-C2)-1 for k>l. 
Proof, The proof is by induction. It follows from (2.5) and Theorem 3.1 that 
U,=xv=c(l+c)-l. 
Consequently, relations (2.7) and (2.1) imply that 
U,= U,-x+xU,=(C-x)(l+c)-1=c2(1+c)-1. 
If k 2 2, ther it follows from (2.8), the induction hypothesis, and (2.1) that 




unk = t (__l)‘-k 
j=k 
I+-k)l 2j + k _ 1 
= c 2n-2j-k-1 2n-2j-k- 1 ( n-l 1 for H&n. j_;[) 
N Jtice that ihe formulas for u,, + 1,, are the same as the formulas for u,, in 
CoroGary 3.1.1. 
It is possible to derive a formula for r&k without using the fact that r,, = c,. 
U n.k + ‘,61,k i I = - 
’ 
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Proof. The result certainly holds when ti =- 1 and n = 2, and it also holds when 
k = n for arbitrary values of n since ZA,,,, = 1 for all tz. If 2 G k < n, then relation 
(2.8) implies that 
k.k + %,k+l = bn.k+l + bl,k-1) + bn,k+2+ ha-l,k) 
=(&I -l,k-1 + %-l,k) + (%,k+l + %-l,k+dm 
It is not difficult to see that the required resuli follows from this by induction on n 
and on k, where k = rt, n - 1, . . . ,2 for given values of n. The validity of the result 
when k = 1 is a consequence of its validity when k = 2, in view of (2.6). 
The second formula for u,, in Corollary 3.1.1 follows from the fact that 
vn=(Un2+~3)+(Y14+Un5)+**‘, and the first formula for z&k in Corollary 3.2.1 
follows upon iterating the relation 
Corollary 4.1.1 
1 
2v, +v,_, =- 
2n 
( 1 n+l n 
fornal. 
It follows from (2.9, (2.7>, and the case k = 1 of Theorem 4.1 that 
1 
un+1.1+ y1+1,2 = 2% + G-1 = - 
2n 
( ) n+l n * 
Formula (3.1) can be obtained by iterating this relation. Shapiro [lo] and Strehl 
[ 1 l] also gave this relation. 
5. Limit relations 
We now determine the limiting values of certain quantities as n + 00; when ;a 
parameter k appears in these relations, it is understood to be an arbitrary but 
fixed integer for which the function being considered is defined. 
heorem 5.1. &&/c, + $(3k - l)($)k, as n + 00. 
f. It follows from Corollary 3.2.1 and Tannery’s theorem [l; p. 1361 that 
n 
. (n + l)‘+’ 
(-l)‘-k J (24’+1 
(_I)‘--kj($)i+l = (‘,)k _?!?&_! 
:is n ---3oo 
j=k 
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corolhry 5.1.1. u,,/c, --, $, as n -3 00. 
CO~OlltWy 5.1.2. Z.&v~ --) (3k - l)(4)k+2, Gs n + 00. 
These two corollaries follow readily from Corollary 4.1.1, Theorem 5.1, and the 
fact that c,,/c, __ l + 4, as n + w 
Let p(n) and o*(n) denote the mean and variance of s1 over the 0, non- 
singular similarity relations I?,. 
COrOlhUy 51.3. g(n) -+ 3; clnd a’(n) --i, 3$, c1s n + 00, 
Proof. It follows from Theorems 3.2 and 3.1 and equation (2.1) that 
i k& =(l+c)-’ 2 kCk =x-‘(v-l)-xv. 
2 2 
Hence, 
p(n) = (+3,+1 - v,_,)/v, for n 32. 
SimilGirly, it ,;dn be shown that 
0 ‘(n) = 2u,+s.slun + &d - p*(n) 
=(&,+z-3u,+, -2v, -u,_,)/v, -p’(n) for na2. 
The limiting values follow from Corollaries 5.1.1 and 5.1.2. 
6. Tbe number components of R, 
Let y,, denote the number of similarity relations R,, whose transitive closure 
IWS k rIas: ES, that is, whose graph has k connected components. 
It IS obvious that Yk 
functibn for the total number 
Therefore, 
I;= k ynkxn, then y:, = ck for k 2 1. 
= 7~: for k 2 1. Now XT - 1 is the generating 
of similarity relations, by (2.3). Consequently, 
Y, =(C-x)/C= c*/c=c, 
by (2. ), and the result now follows. 
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coroll 6.1.1 
k 
hk =2n_k forlgksn. 







This relation, also given by Strehl [ 111, implies that the similarity relations R,,, I 
consisting of a single component, and those consisting of two components, are 
equinumerous with the total number of similarlity relations I?,. 
Corollary 6.1.3 
YnklCn = k 
h + ‘Jk+’ --, k&k+’ 
(2n)k+’ 
as n-,00. 
Let m(n) and d(n) denote the mean and variance of the number of components 
in similarity relations R, over the set of the c, such relations. 
Corollary 6.1.4 





These formulas follow readily from Theorem 6.1 and relation (2.2). We omit 
the details of the proofs. 
We digress to remark that if Sk denotes the generating function for the 
similarity relations in which sz = k, then it is not difficult to see that $ = C and 
&=C&+& for ka2. 
Hence, 
for k 2 1, by Theorem 3.2, and analogues of Corollaries 6.1.1.-6.1.4. hold with 
tespect to the parameter s 1. 
Let bnk denote the number of non-singular similarity relations 
components. 
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Theorem 6.2. If Bk = Bk(x) = I:+ bnkxn, then BkC2k, for k 2 1. 
Proof, The only single-component similarity relation that is singular is the trivial 
relation I?,. Hence, 
B,=Y,-x=C-x=C2, 
by Theorem 6.1 and (2.1). Consequently, 
Bk = B; = CZk, 
as required. 
Corollary 6.2.1 
This follows immediately from (2.2) and Theorem 6.1. This result was also 
proved by Strehl [ 1 I] by establishing a one-to-one correspondence between the 
sets enumerated by b,,,k and y,,-& 
Corollary 6.2.2. bnk/vn -+ 9k($k”, as n -+ 00. 
This folJov,s from Corollaries 51.1. and 6.2.1. 
Let M(n 4 and D(n) denote the mean and variance of the number of compo- 
nents in nor-singular similarity relations R, over the set of the v, such relations. 
Corollary 6.2.3. M(n) -P $ and D(n) + ij, as n -+ 00. 
These results follow from Corollary 6.2.1 D upon appealing to Tannery’s 
theorem. We omit the details of the proofs. 
7#, The nirmber of shgular elements 
I 3 . ..- ,, + :; G n, l~f 2),& denote the number of similarity relations R,, with exactly k 
sin&r ele -nents. (Notice that v,,(, = v,, ; we adopt llhe convention that v()k = 8()k ). 
vk (x) = cz _ k vnkx I’s then 
vk=x- '~/(t+C)k"=Xk(l-C2) (k”) foika0. 
If kal, then 
Vnk = vj.o% j I.k - I* 
j 0 
Similarity relations 259 
since there are vj,&, -+ l ,k _ 1 similarity relations R, with k singular elements the 
first of which is element j + 1. Consequently, 
v, = xv&-l - XkVk+’ - 0 9 
and the required result now follows from Theorem 3.1. 
corollary 7.1.1. 
2),,k = f (-l)‘-k 
j=k 
T,Gs follows from Theorem 7.1 and relation (2.2). (We must adopt the 
convention that Q/O = 1 for the last formula to be valid when k = n). Notice that 
these formulas become the formulas in Corollary 3.1.1 when k = 0. 
~OrdhUy 7.1.2. 2),&/c, -+ 4( k + I)($)k+2, as n + 00, 
This relation follows from Corollary 7.1.1 and Tannery’s theorem. 
Let S(n) and T(n) denote the mean and variance of the number of 
elements in similarity relations .I?,, over the set of the c,, such relations 
Corollary 7.1.3. S(n) = 1 and T(n) ‘I $ for n a 2. 
It follows from Theorem 7.1 that 
2 0 s rt C,X” = X ’ f k(C/(l +C)y =x ‘c’=x ‘c- 1. 
I I 
singular 
Hence, S(n) = 1 for n B 1. The derivation of the formula for T(n) is similar, 
We remark in closing that C is alsrS the generating function for the rooted plane 
trees, among other things (see, e.g., [S; p. 1971). Consequently, certain enumera- 
tion problems for these trees have the same answer as do certain problems for 
similarity relations; see, e.g., [ti; p. 4681. Furthermore, it is shown in [7] that the 
expected number of nodes of ode! degree in a rooted plane tree with n nodes is 
i(n + u,, &,, ,) for n 2 2. 
I am indebted to Professor A. Meir and to Dr. J. Ridley for some helpful 
discussions. The preparation of this paper was assisted by a grant from the 
National Research Council of Canada. 
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