Fixed point iterations play a central role in the design and the analysis of a large number of optimization algorithms. We study a new iterative scheme in which the update is obtained by applying a composition of quasinonexpansive operators to a point in the affine hull of the orbit generated up to the current iterate. This investigation unifies several algorithmic constructs, including Mann's mean value method, inertial methods, and multi-layer memoryless methods. It also provides a framework for the development of new algorithms, such as those we propose for solving monotone inclusion and minimization problems.
Introduction
Algorithms arising in various branches of optimization can be efficiently modeled and analyzed as fixed point iterations in a real Hilbert space H; see, e.g., [9, 10, 13, 16, 18, 19, 22, 26, 43] . Our paper unifies three important algorithmic fixed point frameworks that coexist in the literature: mean value methods, inertial methods, and multi-layer memoryless methods.
Let T : H → H be an operator with fixed point set Fix T . In 1953, inspired by classical results on the summation of divergent series [11, 29, 44] , Mann [34] proposed to extend the standard successive approximation scheme
x 0 ∈ H and (∀n ∈ N) x n+1 = T x n (1.1)
to the mean value algorithm
x 0 ∈ H and (∀n ∈ N) x n+1 = T x n , where x n ∈ conv x j 0 j n .
In other words, the operator T is not applied to the most current iterate as in the memoryless (single step) process (1.1), but to a point in the convex hull of the orbit (x j ) 0 j n generated so far. His motivation was that, although the sequence generated by (1.1) may fail to converge to a fixed point of T , that generated by (1.2) can under suitable conditions. This work was followed by interesting developments and analyses of such mean value iterations, e.g., [8, 12, 15, 28, 30, 32, 35, 37, 42] , especially in the case when T is nonexpansive (1-Lipschitzian) or merely quasinonexpansive, that is (this notion was essentially introduced in [27] )
In [21] , the asymptotic behavior of the mean value process
x 0 ∈ H and (∀n ∈ N) x n+1 = x n + λ n T n x n + e n − x n , where x n ∈ conv x j 0 j n , (1.4) was investigated under general conditions on the construction of the averaging process (x n ) n∈N and the assumptions that, for every n ∈ N, e n ∈ H models a possible error made in the computation of T n x n , λ n ∈ ]0, 2[, and T n : H → H is firmly quasinonexpansive, i.e., 2T n − Id is quasinonexpansive or, equivalently [10] , (∀x ∈ H)(∀y ∈ Fix T n ) y − T n x | x − T n x 0.
(1.5)
The idea of using the past of the orbit generated by an algorithm can also be found in the work of Polyak [39, 41] , who drew inspiration from classical multistep methods in numerical analysis. His motivation was to improve the speed of convergence over memoryless methods. For instance, the classical gradient method [38] for minimizing a smooth convex function f : H → R is an explicit discretization of the continuous-time process −ẋ(t) = ∇f (x(t)). Polyak [39] proposed to consider instead the process −ẍ(t) − βẋ(t) = ∇f (x(t)), where β ∈ ]0, +∞[, and studied the algorithm resulting from its explicit discretization. He observed that, from a mechanical viewpoint, the termẍ(t) can be interpreted as an inertial component. More generally, for a proper lower semicontinuous convex function f : H → ]−∞, +∞] ,Álvarez investigated in [1] an implicit discretization of the inertial differential inclusion −ẍ(t) − βẋ(t) ∈ ∂f (x(t)), namely (∀n ∈ N) x n+1 = prox γnf x n + e n , where     
x n = (1 + η n )x n − η n x n−1 η n ∈ [0, 1[ γ n ∈ ]0, +∞[ , (1.6) and where prox f is the proximity operator of f [10, 36] . The inertial proximal point algorithm (1.6) has been extended in various directions, e.g., [3, 14, 17] ; see also [5] for further motivation in the context of nonconvex minimization problems.
Working from a different perspective, a structured extension of (1.1) involving the composition of m averaged nonexpansive operators was proposed in [19] . This m-layer algorithm is governed by the memoryless recursion (∀n ∈ N) x n+1 = x n + λ n T 1,n · · · T m,n x n + e n − x n , where λ n ∈ ]0, 1] .
(1.7)
Recall that a nonexpansive operator T : H → H is averaged with constant α ∈ ]0, 1[ if there exists a nonexpansive operator R : H → H such that T = (1 − α) Id +αR [7, 10] . The multi-layer iteration process (1.7) was shown in [19] to provide a synthetic analysis of various algorithms, in particular in the area of monotone operator splitting methods. It was extended in [25] to an overrelaxed method, i.e., one with parameters (λ n ) n∈N possibly larger than 1.
In the literature, the asymptotic analysis of the above methods has been carried out independently because of their apparent lack of common structure. In the present paper, we exhibit a structure that unifies (1.1), (1.2), (1.4), (1.6), and (1.7) in a single algorithm of the form x 0 ∈ H and (∀n ∈ N) x n+1 = x n + λ n T 1,n · · · T m,n x n + e n − x n , where x n ∈ aff x j 0 j n and λ n ∈ ]0, +∞[ , (1.8) under the assumption that each operator T i,n is α i,n -averaged quasinonexpansive, i.e.,
for some α i,n ∈ ]0, 1], which means that the operator (1−1/α i,n ) Id +(1/α i,n )T i,n is quasinonexpansive.
In words, at iteration n, a point x n is picked in the affine hull of the orbit (x j ) 0 j n generated so far, a composition of quasinonexpansive operators is applied to it, up to some error e n , and the update x n+1 is obtained via a relaxation with parameter λ n . Note that (1.8)-(1.9) not only brings together mean value iterations, inertial methods, and the memoryless multi-layer setting of [19, 25] , but also provides a flexible framework to design new iterative methods.
The fixed point problem under consideration will be the following (note that we allow 1 as an averaging constant for added flexibility).
Problem 1.1
Let m be a strictly positive integer. For every n ∈ N and every i ∈ {1, . . . , m}, α i,n ∈ ]0, 1] and T i,n : H → H is α i,n -averaged nonexpansive if i < m, and α m,n -averaged quasinonexpansive if i = m. In addition,
and one of the following holds:
(a) For every n ∈ N, T m,n is α m,n -averaged nonexpansive. The problem is to find a point in S.
To solve Problem 1.1, we are going to employ (1.8), which we now formulate more formally. Algorithm 1.2 Consider the setting of Problem 1.1. For every n ∈ N, let φ n be an averaging constant of T n , let λ n ∈ ]0, 1/φ n ] and, for every i ∈ {1, . . . , m}, let e i,n ∈ H. Let (µ n,j ) n∈N,0 j n be a real array which satisfies the following:
µ n,j x j x n+1 = x n +λ n T 1,n T 2,n · · · T m−1,n (T m,n x n +e m,n )+e m−1,n · · · +e 2,n +e 1,n −x n . (i) The composite operator T n of (1.10) is averaged quasinonexpansive with constant
otherwise.
(1.13)
The proof is given in [25, Proposition 2.5] for case (a) of Problem 1.1. It easily extends to case (b) , while case (c) is trivial.
(ii) Examples of arrays (µ n,j ) n∈N,0 j n that satisfy conditions (a)-(d) in Algorithm 1.2 are provided in [21, Section 2] in the case of mean value iterations, i.e., inf n∈N min 0 j n µ n,j 0, with χ n ≡ 1. An important instance with negative coefficients will be presented in Example 2.5.
(iii) The term e i,n in (1.12) models a possible numerical error in the implementation of the operator
The material is organized as follows. In Section 2 we provide preliminary results. The main results on the convergence of the orbits of Algorithm 1.2 are presented in Section 3. Section 4 is dedicated to new algorithms for fixed point computation, monotone operator splitting, and nonsmooth minimization based on the proposed framework.
Notation. H is a real Hilbert space with scalar product · | · and associated norm · . We denote by Id the identity operator on H; ⇀ and → denote, respectively, weak and strong convergence in H. The positive and negative parts of ξ ∈ R are respectively ξ + = max{0, ξ} and ξ − = − min{0, ξ}. Finally, δ n,j is the Kronecker delta: it takes on the value 1 if n = j, and 0 otherwise.
Preliminary results
In this section we establish some technical facts that will be used subsequently. We start with a Grönwall-type result.
(2.1)
Proof. We have (∀n ∈ N) 1 + ν n exp(ν n ). Therefore θ 1 θ 0 exp(ν 0 ) + ε 0 and 
3)
and suppose that the following hold:
Then n∈N δ n < +∞.
Proof. We use arguments similar to those used in [3, 14] . It follows from (c) that (∀n ∈ N) 0 < ϑ/φ n − η 2 ω n+1 ϑ − η 2 (1 + η) − ησ. This shows that (λ n ) n∈N is well defined. Now set (∀n ∈ N) ρ n = 1/(η n + ϑλ n ) and κ n = β n − η n β n−1 + γ n δ n . We derive from (a) and (e) that
On the other hand, (∀n ∈ N) ϑ(1 + (η(1 + η) + ηϑω n+1 + σ)) > 0. Consequently, (d) can be written as
Using (a) and (b) , and then (2.5), we get
However,
It therefore follows from (2.4) and (2.6) that
Thus, (κ n ) n∈N is decreasing and (∀n ∈ N) β n − ηβ n−1 = κ n − γ n δ n κ n κ 0 , (2.9) from which we infer that (∀n ∈ N) β n κ 0 + ηβ n−1 . In turn,
Altogether, we derive from (2.8), (2.9), and (2.10) that
Hence, j 1 δ j κ 0 /((1 − η)σ) < +∞, and the proof is complete.
12)
and χ n = k n exp(ζ k,n ). Then the following hold: +∞[ and suppose that (∀n ∈ N) η n+1 = n/(n + 1 + τ ). Then (∀n ∈ N) χ n (n + 7)/2.
which proves the assertion.
The next example provides an instance of an array (µ n,j ) n∈N,0 j n satisfying the conditions of Algorithm 1.2 with negative entries. This example will be central to the study of the convergence of some inertial methods. Example 2.5 Let (µ n,j ) n∈N,0 j n be a real array such that µ 0,0 = 1 and 18) and suppose that χ n = k n exp(ζ k,n ) < +∞. Then (µ n,j ) n∈N,0 j n satisfies conditions (a)-(d) in Algorithm 1.2.
Proof. (a): (∀n ∈ N) n j=0 |µ n,j | = µ n,n + |1 − µ n,n | 3. (b): (∀n ∈ N) n j=0 µ n,j = (1 − µ n,n ) + µ n,n = 1. (c): Let j ∈ N. Then (∀n ∈ N) n > j + 1 ⇒ µ n,j = 0. Hence, lim n→+∞ µ n,j = 0. 
Altogether, (ω n ) n∈N converges, and so does therefore (ξ n ) n∈N .
Asymptotic behavior of Algorithm 1.2
The main result of the paper is the following theorem, which analyzes the asymptotic behavior of Algorithm 1.2. 
1)
and set
Then the following hold:
(ii) Let n ∈ N and x ∈ S. Then
(iii) Let n ∈ N and x ∈ S. Then
Now assume that, in addition,
(viii) Suppose that (x n ) n∈N has a strong cluster point x in S and that (3.4) holds. Then x n → x.
Proof. Let n ∈ N and set e n = T 1,n T 2,n · · · T m−1,n (T m,n x n + e m,n ) + e m−1,n · · · + e 2,n + e 1,n − T n x n .
(3.5)
If m > 1, using the nonexpansiveness of the operators (T i,n ) 1 i m−1 , we obtain e n e 1,n + T 1,n T 2,n · · · T m−1,n (T m,n x n + e m,n ) + e m−1,n · · · + e 2,n − T 1,n · · · T m,n x n e 1,n + T 2,n T 3,n · · · T m−1,n (T m,n x n + e m,n ) + e m−1,n · · · + e 3,n + e 2,n − T 2,n · · · T m,n x n e 1,n + e 2,n + T 3,n T 4,n · · · T m−1,n (T m,n x n + e m,n ) + e m−1,n · · · + e 4,n + e 3,n − T 3,n · · · T m,n x n . . .
Thus, we infer from (3.1) that λ n e n ϑ n .
On the other hand, we derive from (1.12) and (3.5) that
Then η n ∈ ]0, 1], Fix R n = Fix T n , and R n is quasinonexpansive since T n is averaged quasinonexpansive with constant φ n by Remark 1.3 (i) . Furthermore, (3.8) can be written as
Next, we define
Hence, (3.10) and (3.7) yield
In turn, it follows from (3.12) and (3.2) that
In addition, [10, Lemma 2.14 (ii) ] yields
we deduce from (3.14) and (3.9 ) that
In view of (3.15), we obtain the announced inequality.
(iii): Let n ∈ N and x ∈ S. We derive from [10, Proposition 4.35] that
If m > 1, using this inequality successively for i = 1, . . . , m − 1 leads to
(3.20)
Note that, in cases (a) and (c) of Problem 1.1,
This inequality remains valid in case (b) of Problem 1.1 since [10, Proposition 4.49 (i) ] implies that
and, therefore, that x ∈ Fix T m,n . Altogether, we deduce from (3.20) and (3.21) that
Hence, it follows from (3.11) that
In view of (3.14) and (3.15) , the inequality is established. (v)-(vi): Let x ∈ S. Then it follows from (iv) that ρ = lim n→+∞ x n − x is well defined. Hence, Lemma 2.2 implies that n j=0 µ n,j x j − x 2 → ρ 2 and therefore that n j=0
It follows from (ii), (3.27) , and (3.28) that 
Therefore x n+1 − x n ⇀ 0 and hence the weak sequential cluster points of (x n ) n∈N lie in S. In view of (iv) and [10, Lemma 2.47], the claim is proved.
(viii): Since x n+1 − x n → 0 by (3.30), (x n ) n∈N has a strong cluster point x ∈ S. In view of (iv), x n → x.
(ix): Set ζ = 1/ε − 1. Then, for every n ∈ N, λ n 1/(1 + ζ) + ζ/(φ n (1 + ζ)) and therefore (1 + ζ)λ n − 1 ζ/φ n , i.e., λ n − 1 ζ(1/φ n − λ n ). We therefore derive from (iii), (3.27), (3.3), (v), and (3.28) that 0 λ n max
which shows the assertion.
Next, we present two corollaries that are instrumental in the analysis of two important special cases of our framework: mean value and inertial multi-layer algorithms. (3.32)
n k=0 µ n,j µ n,k x j − x k 2 → 0.
(ii) Let x ∈ S and suppose that (∃ ε ∈ ]0, 1[)(∀n ∈ N) λ n ε + (1 − ε)/φ n . Then λ n max
(iii) Suppose that every weak sequential cluster point of (x n ) n∈N is in S and that (∃ ε ∈ ]0, 1[)(∀n ∈ N) λ n (1 − ε)/φ n . Then x n+1 − x n → 0 and there exists x ∈ S such that x n ⇀ x.
(iv) Suppose that every weak sequential cluster point of (x n ) n∈N is in S, that sup n∈N φ n < 1, and that
(v) Suppose that every weak sequential cluster point of (x n ) n∈N is in S and that inf n∈N µ n,n > 0. Then x n − x n → 0 and there exists x ∈ S such that x n ⇀ x.
Proof. We derive from Theorem 3.1(i) that (∀n ∈ N) x n+1 − x n j=0 µ n,j x j − x + ϑ n . In turn, it follows from condition (d) in Algorithm 1.2 that ( x n − x ) n∈N converges. As a result, (x n ) n∈N is bounded and (3.32) therefore implies (3.3). 
The claim therefore follows from (iii) . Then, using Apollonius' identity, [10, Lemma 2.12(iv)], and (3.34), we obtain
Next, let us set ρ = lim x n − x 2 . Then it follows from Lemma 2.2 that n j=0 µ n,j x j − x 2 → ρ and n j=0 γ n,j x j − x 2 → ρ. On the other hand, (i) asserts that 0 j<k n µ n,j µ n,k x j − x k 2 → 0. Altogether, (3.35) yields x n − x n → 0. Thus, the weak sequential cluster points of (x n ) n∈N belong to S, and the conclusion follows from the fact that ( x n − x ) n∈N converges and [10, Lemma 2.47]. For every n ∈ N, set (3.37) and assume that χ n = k n exp(ζ k,n ). Suppose that one of the following is satisfied:
(iv) Suppose that every weak sequential cluster point of (x n ) n∈N is in S. Then there exists x ∈ S such that x n ⇀ x.
Proof. In view of Example 2.5, (µ n,j ) n∈N,0 j n satisfies conditions (a)-(d) in Algorithm 1.2.
(a): Set χ = inf n∈N χ n and define (ν n ) n∈N as in (3.2). We have sup n∈N (1 + η n ) 2 and 
Thus, (iii) holds. In turn, the weak sequential cluster points of (x n ) n∈N belong to S and (iv) therefore follows from Theorem 3.1(iv) and [10, Lemma 2.47]. 
Thus, we derive from (3.42) that
However, it follows from (3.43) that (∀n ∈ N) ϑ = (1 − ρ n η n )/(ρ n λ n ). Hence, (3.46) yields
Thus, by Lemma 2.3, n∈N η n δ n n∈N δ n < +∞ and we conclude that (c) is satisfied.
Remark 3.4
In Corollary 3.3, no errors were allowed in the implementation of the operators. It is however possible to allow errors in multi-layer inertial methods in certain scenarios. For instance, suppose that in Corollary 3.3 we make the additional assumptions that λ n ≡ 1 and that n∈N ran T 1,n is bounded. At the same time, let us introduce errors of such that (∀i ∈ {1, . . . , m}) n∈N χ n e i,n < +∞. Note that (1.12) becomes for n = 0, 1, . . . x n = (1 + η n )x n − η n x n−1
x n+1 = T 1,n T 2,n · · · T m−1,n (T m,n x n +e m,n )+e m−1,n · · · +e 2,n +e 1,n . Hence, the assumptions imply that (x n ) n∈N is bounded. In turn, (x n ) n∈N is bounded and it follows from (3.2) that (∀x ∈ S) n∈N χ n ν n (x) < +∞. An inspection of the proof of Corollary 3.3 then reveals immediately that its conclusions under any of assumptions (a)-(c) remain true.
Examples and Applications
In this section we exhibit various existing results as special cases of our framework. Our purpose is not to exploit it to its full capacity but rather to illustrate its potential on simple instances. We first recover the main result of [21] on algorithm (1.4).
Example 4.1
We consider the setting studied in [21] . Let (T n ) n∈N be a sequence of firmly quasinonexpansive operators from H to H such that S = n∈N Fix T n = ∅. Then the problem of finding a point in S is a special case of Problem 1.1(c) where we assume that α 1,n ≡ 1/2. In addition, let (e n ) n∈N be a sequence in H such that n∈N e n < +∞, let (λ n ) n∈N be a sequence in ]0, 2[ such that 0 < inf n∈N λ n sup n∈N λ n < 2, and let (µ n,j ) n∈N,0 j n be an array with entries in [0, +∞[ which satisfies the following:
(a) (∀n ∈ N) n j=0 µ n,j = 1. which corresponds to a 1-layer instance of (1.12). This mean iteration process was seen in [21] to cover several classical mean iteration methods, as well as memoryless convex feasibility algorithms [18] (see also [13] ). The result obtained in [21, Theorem 3.5(i)] on the weak convergence of (x n ) n∈N to a point in S corresponds to the special case of Corollary 3.2(iii) in which we further set χ n ≡ 1.
Next, we retrieve the main result of [25] on the convergence of an overrelaxed version of (1.7) and the special cases discussed there, in particular those of [19] .
Example 4.2
We consider the setting studied in [25] , which corresponds to Problem 1.1(a) . Given x 0 ∈ H and sequences (e 1,n ) n∈N , . . . , (e m,n ) n∈N in H such that n∈N λ n m i=1 e i,n < +∞, construct a sequence (x n ) n∈N via the m-layer recursion (∀n ∈ N) x n+1 = x n +λ n T 1,n T 2,n · · · T m−1,n (T m,n x n +e m,n )+e m−1,n · · · +e 2,n +e 1,n −x n ,
Note that (4.3) corresponds the memoryless version of (1.12). The result on the weak convergence of (x n ) n∈N obtained in [25, Theorem 3.5(iii)] corresponds to the special case of Corollary 3.2(iv) in which the following additional assumptions are made:
(a) (∀n ∈ N) χ n = 1 and (∀j ∈ {0, . . . , n}) µ n,j = δ n,j .
Note that condition (a) above implies that, in Algorithm 1.2, conditions (a)-(c) trivially hold, while condition (d) follows from [10, Lemma 5.31] . We also observe that [25, Theorem 3.5(iii)] itself extends the results of [19, Section 3] , where the relaxation parameters (λ n ) n∈N are confined to ]0, 1].
The next two examples feature mean value and inertial iterations in the case of a single quasinonexpansive operator. As is easily seen, the memoryless algorithm (1.1) can fail to produce a convergent sequence in this scenario. Then T x n − x n → 0 and there exists x ∈ Fix T such that x n ⇀ x and x n ⇀ x.
Proof. We apply Corollary 3.2 in the setting of Problem 1.1(c) with T 1,n ≡ T , α 1,n ≡ 1, φ n ≡ 1, and λ n ≡ 1. First, note that (3.32) is satisfied. Furthermore, Corollary 3.2 (v) entails that x n − x n → 0, while Corollary 3.2(i) yields µ n+1,n µ n+1,n+1 x n+1 − x n 2 → 0 and hence x n+1 − x n → 0. Therefore x n − T x n = (x n − x n ) + (x n − x n+1 ) + e n → 0. Since Id −T is demiclosed at 0, it follows that every weak sequential cluster point of (x n ) n∈N is in Fix T . In view of Corollary 3.2(v), the proof is complete.
Example 4.4
Let T : H → H be a quasinonexpansive operator such that Id −T is demiclosed at 0 and Fix T = ∅, and let (η n ) n∈N be a sequence in [0, 1[ such that η 0 = 0, η = sup n∈N η n < 1, and (∀n ∈ N) η n η n+1 . Let (σ, ϑ) ∈ ]0, +∞[ 2 be such that (η 2 (1+η)+ησ)/ϑ < 1−η 2 , and let (λ n ) n∈N be a sequence in ]0, 1[ such that 0 < inf n∈N λ n sup n∈N λ n (ϑ − η(η(1 + η) + ηϑ + σ))/(ϑ(1 + η(1 + η) + ηϑ + σ)). Let x 0 ∈ H, set x −1 = x 0 , and iterate (∀n ∈ N) x n+1 = x n + λ n T x n − x n , where x n = (1 + η n )x n − η n x n−1 .
(4.5)
Then T x n − x n → 0 and there exists x ∈ Fix T such that x n ⇀ x. In the case when T is nonexpansive, this result appears in [14, Theorem 5] .
Proof. This is an instance of Corollary 3.3(d)(i)&(iv) and Problem 1.1(c) in which T 1,n ≡ T , α 1,n ≡ 1, and φ n ≡ 1. Note that condition (d) in Corollary 3.3 is satisfied since (∀n ∈ N) ω n = 1 − λ n < 1.
Next, we consider applications to monotone operator splitting. Let us recall basic notions about a set-valued operator A : H → 2 H [10] . We denote by ran A = u ∈ H (∃ x ∈ H) u ∈ Ax the range of A, by dom A = x ∈ H Ax = ∅ the domain of A, by zer A = x ∈ H 0 ∈ Ax the set of zeros of A, by gra A = (x, u) ∈ H × H u ∈ Ax the graph of A, and by A −1 the inverse of A, i.e., the operator with graph (u, x) ∈ H × H u ∈ Ax . The resolvent of A is J A = (Id +A) −1 and s :
and maximally monotone if there exists no monotone operator B : H → 2 H such that gra A ⊂ gra B = gra A. In this case, J A is a firmly nonexpansive operator defined everywhere on H and the reflector R A = 2J A − Id is nonexpansive. We denote by Γ 0 (H) the class of proper lower semicontinuous convex functions from H to ]−∞, +∞]. Let f ∈ Γ 0 (H). For every x ∈ H, f + x − · 2 /2 possesses a unique minimizer, which is denoted by prox f x. We have prox f = J ∂f , where
is the Moreau subdifferential of f . Our convergence results will rest on the following asymptotic principle. A and B be maximally monotone operators from H to 2 H , let (x n , u n ) n∈N be a sequence in gra A, let (y n , v n ) n∈N be a sequence in gra B, let x ∈ H, and let v ∈ H. Suppose that x n ⇀ x, v n ⇀ v, x n − y n → 0, and u n + v n → 0. Then the following hold:
Lemma 4.5 Let
Proof. Apply [10, Proposition 26.5] with K = H and L = Id .
As discussed in [19] , many splitting methods can be analyzed within the powerful framework of fixed point methods for averaged operators. The analysis provided in the present paper therefore makes it possible to develop new methods in this framework, for instance mean value or inertial versions of standard splitting methods. We provide two such examples below. First, we consider the Peaceman-Rachford splitting method, which typically does not converge unless strong requirements are imposed on the underlying operators [20] . In the spirit of Mann's work [34] , we show that mean iterations induce the convergence of this algorithm. 
µ n,j x j y n = J γB x n + b n z n = J γA (2y n − x n ) + a n x n+1 = x n + 2(z n − y n ). Then there exists x ∈ Fix R γA R γB such that x n ⇀ x and x n ⇀ x. Now set y = J γB x. Then y ∈ zer (A + B), z n − y n → 0, y n ⇀ y, and z n ⇀ y.
Proof. Set T = R γA R γB and (∀n ∈ N) e n = 2a n + R γA (R γB x n + 2b n ) − R γA (R γB x n ). Then T is nonexpansive, Id −T is therefore demiclosed, and, since zer (A + B) = ∅, [10, Proposition 26.1(iii)(b)] yields Fix T = Fix R γA R γB = ∅. In addition, we derive from (4.8) that
where n∈N e n n∈N 2 a n + R γA (R γB x n + 2b n ) − R γA (R γB x n ) n∈N 2 a n + b n < +∞.
(4.10)
Consequently, we deduce from Example 4.3 that (x n ) n∈N and (x n ) n∈N converge weakly to a point x ∈ Fix T = Fix R γA R γB , and that T x n −x n → 0. In addition, [10, Proposition 26.1(iii)(b)] asserts that y ∈ zer (A+B). Next, we derive from (4.8) and (4.9) that 2(z n −y n ) = x n+1 −x n = (T x n −x n )+e n → 0. It remains to show that y n ⇀ y. Since (x n ) n∈N converges weakly, it is bounded. However, (∀n ∈ N)
Therefore (y n ) n∈N is bounded. Now let z be a weak sequential cluster point of (y n ) n∈N , say y kn ⇀ z. In view of [10, Lemma 2.46] , it is enough to show that z = y. To this end, set (∀n ∈ N) v n = γ −1 (x n − y n + b n ) and w n = γ −1 (2y n − x n − z n + a n ). Then (∀n ∈ N) (z n − a n , w n ) ∈ gra A and (y n − b n , v n ) ∈ gra B. In addition, we have µ n,j x j y n = prox γg x n + b n z n = prox γf (2y n − x n ) + a n x n+1 = x n + 2(z n − y n ), (4.11) and we conclude that there exists a point y ∈ Argmin(f + g) such that y n ⇀ y and z n ⇀ y.
We now propose a new forward-backward splitting framework which includes existing instances as special cases. The following notion will be needed to establish strong convergence properties (see [ 
13)
and set (∀n ∈ N) φ n = 2/(4 − γ n /β). For every n ∈ N, iterate
x n+1 = x n + λ n J γnA x n − γ n (Bx n + b n ) + a n − x n , where x n = n j=0 µ n,j x j . (4.14)
Suppose that one of the following is satisfied:
(a) inf n∈N min 0 j n µ n,j 0.
(b) a n ≡ b n ≡ 0, (µ n,j ) n∈N,0 j n satisfies (3.36) , and one of conditions (a)-(d) in Corollary 3.3 is satisfied.
Then the following hold: Proof. We apply Corollary 3.2 in case (a) and from Corollary 3.3 in case (b) . We first note that (4.14)
is an instance of Algorithm 1.2 with m = 2 and (∀n ∈ N) T 1,n = J γnA , T 2,n = Id −γ n B, e 1,n = a n , and e 2,n = −γ n b n . Indeed, for every n ∈ N, T 1,n is α 1,n -averaged with α 1,n = 1/2 [10, Remark 4.34(iii) and Corollary 23.9], T 2,n is α 2,n -averaged with α 2,n = γ n /(2β) [10, Proposition 4.39] , and the averaging constant of T 1,n T 2,n is therefore given by (1.13) as α 1,n + α 2,n − 2α 1,n α 2,n 1 − α 1,n α 2,n = 2 4 − γ n /β = φ n . On the other hand, we are in the setting of Problem 1.1(a) since [10, Proposition 26.1(iv)(a)] yields (∀n ∈ N) Fix (T 1,n T 2,n ) = zer (A + B) = ∅. We also observe that, in view of (4.13), In addition, it results from (4.15) that (∀n ∈ N) λ n 1/φ n + ε 2 − γ n /(2β) + ε 2 + ε. Therefore, n∈N χ n λ n e 1,n = (2 + ε) n∈N χ n a n < +∞ n∈N χ n λ n e 2,n 2β(2 + ε) n∈N χ n b n < +∞, Now set (∀n ∈ N) y n = J γnA (x n − γ n Bx n ), u n = x n − y n γ n − Bx n , and v n = Bx n , (4.20) and note that (∀n ∈ N) u n ∈ Ay n . 
Let (k n ) n∈N be a strictly increasing sequence in N and let y ∈ H be such that x kn ⇀ y. In view of Corollary 3.2(iv) in case (a), and Corollary 3.3(iv) in case (b) , it remains to show that y ∈ zer (A + B). We derive from (i) that y n − x n → 0. Hence y kn ⇀ y. Now let z ∈ zer (A + B). Then (ii) implies that Bx n → Bz. Altogether, y kn ⇀ y, v kn ⇀ Bz, y kn − x kn → 0, u kn + v kn → 0, and, for every n ∈ N, u kn ∈ Ay kn and v kn ∈ Bx kn . It therefore follows from Lemma 4.5(ii) that y ∈ zer (A+B).
(iv): By (iii), there exists x ∈ zer (A + B) such that x n ⇀ x. In addition, we derive from Corollary 3.2(iv) or Corollary 3.3(iii) that
x n − x n+1 → 0 or x n − x n → 0.
(4.23)
Hence it follows from (4.20) and (i) that y n ⇀ x, and, from (4.20) and (ii) , that u n → −Bx. In turn, if A is demiregular on zer (A + B), we derive from (4.21) that y n → x. Since y n − x n → 0, (4.23) yields x n → x. Now suppose that B is demiregular on zer (A + B). Since x n ⇀ x, (ii) implies that x n → x and it follows from (4.23) that x n → x.
Remark 4.10
As noted in Remark 3.4, we can allow errors in inertial multi-layer methods and, in particular, in the inertial forward-backward algorithm. Thus, suppose that, in Proposition 4.9, λ n ≡ 1 and A has bounded domain. Then n∈N ran T 1,n = n∈N ran (Id +γ n A) −1 = dom A is bounded. Hence, it follows from Remark 3.4 that, if n∈N χ n a n < +∞ and n∈N χ n b n < +∞, the conclusions of Proposition 4.9(b) under any of assumptions (a)-(c) of Corollary 3.3 remain true for the inertial forward-backward algorithm for n = 0, 1, . . . x n = (1 + η n )x n − η n x n−1 x n+1 = J γnA x n − γ n (Bx n + b n ) + a n . x n+1 = x n + λ n prox γnf x n − γ n (∇g(x n ) + b n ) + a n − x n , where x n = n j=0 µ n,j x j , (4. 25) and we conclude that there exists x ∈ Argmin(f + g) such that x n ⇀ x and ∇g(x n ) → ∇g(x). Then there exists x ∈ Argmin C f such that x n ⇀ x.
Proof. Let G be the subgradient projector onto D = x ∈ H f (x) θ associated with s, that is,
(4.28)
Then G is firmly quasinonexpansive [10, Proposition 29.41 (iii) ]. Now set (∀n ∈ N) T 1,n = P C , T 2,n = Id +ξ n (G − Id ), α 1,n = 1/2, and α 2,n = ξ n /2. Then, for every n ∈ H, T 1,n is an α 1,n -averaged nonexpansive operator [10, Proposition 4.16], T 2,n is an α 2,n -averaged quasinonexpansive operator, [10, Proposition 4.49(i)] yields Fix T 1,n T 2,n = Fix T 1,n ∩ Fix T 2,n = C ∩ D = Argmin C f, (4.29) and Remark 1.3(i) asserts that T 1,n T 2,n is an averaged quasinonexpansive operator with constant φ n = 2/(4 − ξ n ) and λ n (1 − ε)/φ n . Thus, the problem of minimizing f over C is a special case of Problem 1.1 (b) with m = 2, and (4.27) is a special case of Algorithm 1.2 with e 1,n ≡ 0 and e 2,n ≡ 0. Now let (k n ) n∈N be a strictly increasing sequence in N and let x ∈ H be such that x kn ⇀ x. Then, by Corollary 3.2(iii), it remains to show that x ∈ C ∩ D. We derive from Corollary 3.2(ii) and (4.29) that T 2,kn x kn − P C T 2,kn x kn → 0 and x kn − T 2,kn x kn → 0. Therefore C ∋ P C T 2,kn x kn = (P C T 2,kn x kn − T 2,n x kn ) + (T 2,kn x kn − x kn ) + x kn ⇀ x and, since C is weakly closed, x ∈ C. On the other hand, Gx n − x n = T 2,n x n − x n /ξ n T 2,n x n − x n /η → 0. Since (iii)⇒(ii)⇔(i) [10, Proposition 16.20] and (i) imply that Id −G is demiclosed at 0 [10, Proposition 29.41(vii)], we conclude that x ∈ Fix G = D. Remark 4.14 Example 4.13 reverts to Polyak's classical result [40, Theorem 1] in the case when (∀n ∈ N) λ n = 1 and (∀j ∈ {0, . . . , n}) µ n,j = δ n,j . The unrelaxed pattern λ n ≡ 1 is indeed achievable because (∀n ∈ N) λ n ∈ [ε, (1 − ε)(2 − ξ n /2)] and (1 − ε)(2 − ξ n /2) (1 − ε)(2 − (2 − η)/2) > (1 − η/(2 + η))(1 + η/2) = 1.
