This paper investigates the problem of model selection for kmeans clustering, based on conservative estimates of the model degrees of freedom. An extension of Stein's lemma is used to obtain an expression which allows one to approximate the degrees of freedom. Empirically based estimates of this approximation are obtained. The degrees of freedom estimates are then used within the popular Bayesian Information Criterion to perform model selection. The proposed estimation procedure is validated in a thorough simulation study, and the robustness is assessed through relaxations of the modelling assumptions and on data from real applications. Comparisons with popular existing techniques suggest that this approach performs extremely well when the modelling assumptions are met, or almost met, and is highly competitive on real data applications.
Introduction

Clustering
Clustering refers to the problem of identifying groups (clusters) of relatively similar points within collections of data, without any explicit information about the true groupings of any subsets of the data. Clustering has found application in extremely diverse fields from marketing to population genetics to computer vision [6, 8, 4] . The absence of a ground truth grouping for any of the data makes clustering extremely challenging. It also makes a precise definition of what constitutes a cluster difficult to pin down. Indeed numerous popular definitions exist, each leading to hosts of methods for obtaining clustering solutions based on the corresponding definition. The kmeans clustering model, as well as other centroid based methods, define clusters as compact groups of points which arise around a collection of so-called cluster centroids. Centroid based methods are extremely popular for their simplicity and their reasonable degree of robustness to the relaxation of their underlying assumptions. In the case of kmeans specifically the optimal centroids are those which minimise the sum of squared distances between each point and its assigned centroid. Using the squared distance connects the kmeans objective with the log-likelihood of the Gaussian Mixture Model (GMM). The optimal kmeans solution may be seen as an approximation of the maximum likelihood solution for a GMM in which the covariance matrices and mixing proportions are equal, and the covariance matrices are proportional to the identity. One of the major benefits of kmeans over a more flexible GMM based clustering model is the relative computational efficiency of the algorithms used to obtain solutions. Although obtaining the gloabally optimal solution is NP-hard (as is the case with numerous other clustering objectives) fast algorithms allow for multiple initialisations and frequently lead to high quality locally optimal solutions.
Model Selection
In statistical modelling the data being analysed are assumed to have come from an underlying generative process comprised of a fixed structural component, and a noise component which results in the actual observations being perturbed versions of the structural com-ponent. The noise component may be attributed to measurement error, unknown latent factors, or a host of other sources. It is convenient to model the noise component as being random, and therefore obeying some probability distribution. A sound modelling procedure should be capable of capturing the structural component in the data, while filtering out, as well as possible, the noise. When determining an appropriate model, it is necessary to identify the correct degree of flexibility in the model's formulation. A model which is too flexible will begin to incorporate some of the noise, as well as the structure, in its representation/abstraction of the observed data. On the other hand, a model which is not flexible enough should be able to filter out the noise, but won't be able to adequately represent all of the underlying structure's complexity.
The flexibility of a model may be interpreted through the concept of degrees of freedom.
A classical definition for model degrees of freedom is given by the number of freely varying parameters in its formulation. This has an appealing interpretation in terms of flexibility, in that the greater the number of free parameters the more flexible is the model. It is not always clear, however, how many effectively freely varying parameters are present in a model. This is especially the case in non-parametric modelling. The effective degrees of freedom [7] offers a more universal formulation as the covariance between the data and the fitted values arising from the model. Fits from an overly flexible model will have a high degree of covariance with the data. This is because a variation in the data (which can only be attributed to the noise component, due to the fact that the structural component is constant) will be largely incorporated into such a model's representation of the data. The excess flexibility allows the model to attempt to "explain" this variation, since it is not able to sufficiently filter it out. Such a model thus consumes a large number of degrees of freedom. On the other hand, a rigid/inflexible model will, by definition, not vary as much with variations in the data, thereby consuming fewer degrees of freedom. In the extreme case a completely inflexible model is constant, and thus cannot depend at all on the data, therefore the covariance and hence degrees of freedom would be zero. The purpose of model selection procedures is to compare models of varying levels of flexibility, and balancing how well the models explain the observations made (how well they fit the data) against this flexibility.
In the context of clustering, and specifically the kmeans model, flexibility is varied by different choices of k, the number of centroids. In the remaining paper a derivation of the model degrees of freedom for kmeans is obtained, and a practical approach for approximating this value is presented. The proposed approach is then validated in a simulation study, by its ability to reliably estimate the true number of clusters under a correctly specified generative distribution. Robustness to the relaxation of these assumptions is determined using simulated and real data sets with varying characteristics.
Model Selection for kmeans Clustering
Being arguably the most popular clustering method, kmeans has been extremely well studied. Indeed there are numerous existing approaches for selecting the number of clusters in the model. A few approaches will be discussed here, where the reader is directed to [5] for an extensive list of selection criteria for clustering in general. One of the oldest approaches, often termed the "elbow method" is a graphical technique based on a plot of the kmeans objective against the number of clusters. One selects the number of clusters k to the right of which the gradient of the plot becomes substantially less steep. That is, the value above which the relative benefit, in terms of objective function value, per additional cluster becomes substantially less. So called penalty methods can be seen as automations of the elbow method. If we use SS(k) to denote the kmeans objective for k clusters, then penalty methods select the value of k which minimises SS(k) + P (k), for some penalty function P . Such approaches provide perhaps the most literal interpretation of model selection as identifying the correct trade-off of performance (objective function value) against flexibility (number of clusters). If P is linear in k, say P (k) = λk, then in most cases this approach will select the smallest k for which SS(k)−SS(k + 1) < λ. The standard implementations of AIC (Akaike's Information Criterion) and BIC (Bayesian Information Criterion) for kmeans use such linear penalty methods [13, 9] . An alternative approach for determining the number of clusters is to select k which leads to the greatest deviation in the observed value of SS(k) (or some monotonic transformation thereof) from its expected value if the underlying data distribution does not contain any true clusters. This expected deviation can be estimated analytically under very strict assumptions [14] , or more generally using Monte Carlo integration [17] .
The remainder of this section is devoted to methodology for obtaining an estimate of the BIC for the kmeans solution.
BIC for kmeans
The Bayesian Information Criterion is popular in model selection, and may be defined as
where X ∈ R n×d is the observed data matrix, (X|M) is the log-likelihood of the data, given a specific model M, and df(M) is the model degrees of freedom. Under the kmeans modelling assumptions, the data arose from a k component Gaussian mixture with equal mixing proportions and equal isotropic covariance matrices, i.e.,
where C 1 , ..., C k are the clusters, µ µ µ 1 , ..., µ µ µ k ∈ R d are the cluster means and the subscript "i " is used to denote the i-th row of a matrix. A common approach for BIC based model selection for kmeans selects the value of k which minimises [13] ,
where p is given as the number of parameters being estimated. This formulation is attractive for its simplicity, and its intuitive trade-off between complexity and model fit. However, it suffers from multiple limitations. The mixing proportions, 1/k, do not feature despite the fact that these vary for different values of k. The model degrees of freedom, p, is frequently set to kd, i.e., that the modelling procedure is only estimating the mean vectors, µ µ µ 1 , ..., µ µ µ k .
The variance is thus assumed to be known, where in the above formulation σ 2 is assumed to be equal to 1 (for other values the first term in Eq. (1) should be divided by this value of σ 2 ). The topic of selecting an appropriate value of σ will be discussed in greater detail later on. Most importantly, however, this formulation ignores the contribution to the likelihood for the i-th datum from all but the component whose estimated mean is nearest. There is thus an implicit assumption that the model also estimates the assignment of data to clusters. We may interpret this as having the model estimate the terms π ij := P (X i ∈ C j ) under the constraint that for each i all but one π ij are zero, which can also account for the omission of the mixing proportions. However this added estimation must be accommodated in the model degrees of freedom. Notice that this is not as simple as adding n degrees of freedom, one for each assignment, since the value of the means and the assignment of data to clusters are not independent.
In this work a modified formulation is considered which directly incorporates the cluster assignment into the modelling procedure. Here the data matrix X is assumed to have been generated as,
where the mean matrix µ ∈ R n×d is assumed to have k unique rows and the elements of E ∈ R n×d are independent realisations from a N (0, σ 2 ) distribution. For this formulation it is convenient to think of estimating pointwise the elements of µ, under the above constraint, using a modelling procedure M :
The matrixμ ∈ R k×d estimates the unique rows of µ, and approximates the maximum likelihood solution under Eq (2). In the next subsection the degrees of freedom consumed in the above modelling procedure will be investigated. 6 
Degrees of Freedom in the kmeans Model
As mentioned previously the degrees of freedom may be interpreted as measuring the flexibility or complexity of a model. Model selection in clustering deals with selecting the correct number of clusters. A straightforward estimate of the degrees of freedom given by df(M) = kd, i.e., the number of entries inμ, has been fairly widely adopted [13] . However it has been observed that using this estimate within well established criteria such as the BIC often leads to an over estimation of the number of clusters [9] . The proposed approach instead adopts the definition given by the effective degrees of freedom [7] ,
We would expect that, for a correctly specified value of k, the clustering solution would not be especially sensitive to slight changes in the data. Indeed if the clusters are roughly spherical in shape, and have the same variance, then subtle changes in the data will not affect the fitted values significantly. The covariance between the data and fitted values should thus be small. If the value of k is less than the true number of groups then at least one of the clusters in the model will contain points from multiple groups. This combining of multiple groups might be fairly arbitrary, in that a slight change in the data could result in a different combination of groups being clustered together. This would result in a substantial change in the fitted values, as entire subsets of the data are assigned to a different centroid. The covariance may in that case be fairly large. On the other hand, if the number of groups is overestimated then at least one group must be split among multiple clusters. Again this may occur in a somewhat arbitrary manner, and changes in the data might result in a different group being split. Figure 1 shows plots of the degrees of freedom and corresponding BIC values, using the estimated effective degrees of freedom, and also the commonly adopted df = kd. The data arise from a Gaussian mixture containing ten components. The inter-class distances are roughly equal and the overlap is relatively large to illustrate the effect of ambiguity in the solution when k is incorrectly specified. The left panel of Figure 1 shows plots of the degrees of freedom for varying k. Although perhaps counter-intuitive in a more general setting, the effective degrees of freedom decreases for increasing k, for the few values leading up to The remainder of this section is concerned with obtaining an appropriate approximation of the effective degrees of freedom for the kmeans model. The following two lemmas are useful for obtaining such an estimate.
For each i, j and
viewed as a univariate function by keeping all other elements, {W
provided the second term on the right hand side exists. Here e i,j ∈ R n×d has zero entries except in the i, j-th position, where it takes the value one, and
This result is very similar to [18, Lemma 5] , although the proof, which is given in the appendix, is markedly different. The first term on the right hand side of Eq. (7) comes from Stein's influential result [16, Lemma 2] . Due to the discontinuities in the kmeans model, which occur at points where the cluster assignments of some of the data change, the additional covariance at the discontinuity points needs to be accounted for. Consider a Y which is close to a point of discontinuity with respect to the i, j-th entry. Conditional on the fact that Y is close to such a point, f (Y) i,j takes values approximately equal to the left and right limits, depending on whether Y i,j is below or above the discontinuity respectively. On a small enough scale each happens with roughly equal probability. After taking into account the probability of being close to the discontinuity point, and taking the limit as Y gets arbitrarily close to the discontinuity point, one can arrive at an intuitive justification for the additional term in Eq. (7). In the remainder this additional covariance term will be referred to as the excess degrees of freedom. The next lemma places Lemma 1 in the context of the kmeans model.
Then M satisfies the conditions on the function f in the statement of Lemma 1, and moreover if Y = µ+E ∈ R n×d , with µ fixed and
exists and is finite.
One of the most important consequences of [16, Lemma 2] , which leads to the first term on the right hand side of Eq. (7), is that this term is devoid of any of the parameters of the underlying distribution. An unbiased estimate of this term can be obtained by taking the partial derivatives of the model using the observed data. In the case of kmeans one arrives at,
where n c(i) is the number of data assigned to centroid c(i). Therefore,
The excess degrees of freedom therefore equals the difference between the effective degrees of freedom and the commonly used value of the number of elements inμ. It may therefore be interpreted as the additional complexity in assigning data to clusters. This is intuitively pleasing in light of the fact that this additional covariance directly accounts for the potential assignment of the data to different clusters. The excess degrees of freedom reintroduces the unknown parameters to the degrees of freedom expression, and hence invariably one must use estimates. Furthermore, as noted by [18] , it is generally not straightforward to determine the discontinuity points, making the computation of the excess degrees of freedom challenging. This is discussed in the following subsection in further detail.
Approximating Excess Degrees of Freedom
Consider the excess degrees of freedom arising from the i, j-th entry,
Since the data matrix, X, is assumed to have arisen from the distribution underlying Y above, the excess degrees of freedom are approximated using the observed data and the corresponding clustering solution obtained. The mean matrix, µ, will be replaced with the natural candidate, using the rows ofμ, and σ will for now be assumed known. Now, recall that the discontinuities D({X k,l } (k,l) =(i,j) ) are those δ at which the assignment of some of the data changes. That is, those δ for which ∃m s.t.
where e i,j is as before the matrix with zeros except the i, j-th entry where it takes the value one. Here the dependence ofμ on the data matrix is stressed explicitly since the location and magnitude of the discontinuities are not determined in relation to the observed matrix, X, but rather the modified matrix, X + δe i,j . It is this fact which makes determining the discontinuity points extremely challenging. Indeed it is possible to construct examples where slight changes in only a single matrix entry can result in reassignments of large subsets of data, resulting in substantial and unpredictable changes in the values ofμ.
Admittedly limited preliminary experiments have led to the conclusion that in simplified cases the contributions to the excess degrees of freedom arising from discontinuities in the fitted value of X i,j , which come about as a result of a reassingment of another row of X, are negligible, in general contributing less than 0.5% of the total. Only reassignments of X i which come about as a result of modifying the i, j-th entry are thus considered. This is a necessary simplification which maintains the intuitive interpretation of the excess degrees of freedom as the covariance arising from reassignments of data, while inducing only moderate bias in simple cases. Now, if we consider the value of δ at which the assignment of X i changes from c(i) to some l = c(i), while ignoring all other clusters, we find that δ must satisfy
Here e j is the j-th canonical basis vector for R d and n c(i) is the size of the c(i)-th cluster.
This results in a quadratic equation which can easily be solved. A further simplification is adopted here, which is that rather than considering the paths of X i through multiple reassignments resulting from varying δ (which quickly become difficult to calculate), the magnitude and location of a discontinuity at a value δ is determined as though no reassignments had occured for values between zero and δ. It is fairly straightforward to reason that this will tend to lead to a positive bias in the total excess degrees of freedom. However, since the corresponding values of δ are generally large, the contributions from the quantities
lim γ↓↑δ M(X + γe i,j ) i,j are generally small, and hence the bias induced by this simplification is relatively small. The excess degrees of freedom for the i, j-th entry is thus approximated using
where δ l is the solution to Eq. (8) with smaller magnitude (when a solution exists). To determine the magnitude of the discontinuities observe that when δ l <0, and we assume that no values δ l <δ<0 result in a reassignment of X i , we have
If δ l >0 then we simply have the negative of the above. Two heuristics will be considered in this work. The first uses the reasoning that under a correctly specified model, it is reasonable to expect the minimiser of the estimated BIC to be robust to slight misspecification of the value of σ (the upper-most BIC curves) the minimiser occurs at k=30, whereas for very large (overestimated) values the minimiser occurs at k=1. The only other minimiser occurs at k=10.
In addition the curve for the true within cluster variance is shown, using the dashed line.
Although this value will not be known in practice, we can clearly see that the minimiser of this line occurs at the correct value of k=10. Notice that the locations and magnitudes of the discontinuities in the model values, M(X) i,j , are independent of σ 2 , and hence the excess degrees of freedom can be computed for a range of values of σ 2 with moderate additional computational cost, when compared with a single variance estimate.
The second uses a single estimate of σ 2 which is independent of any clustering solutions.
Notice that if d≥k, where here k is the true number of clusters, then the cluster means 1. BIC: The value of k which minimises
whereê df(σ) is the estimated excess degrees of freedom computed usingσ. BIC grid and BIC elbow will be used to distinguish the two methods described in the previous section. on data sets for which this approach terminated in a reasonable amount of time.
mines the deviation of the sum of squares from its expected value analytically under the assumption that the data distribution meets the standard kmeans assumptions.
When the data meet these assumptions the expectation is that this approach should perform extremely well. This approach will be referred to as fK.
4. The silhouette index [11] , which is based on comparing the average dissimilarity of each point to its own cluster with its average dissimilarity to points in different clusters. Dissimilarity is determined by the Euclidean distance between points.
For all data sets values of k from 2 to 30 were considered by each method. All data sets were first standardised to have unit variance in every dimension before applying the algorithms.
Simulations
In this subsection a thorough simulation study is presented, which is used to investigate the reliability of the proposed approach in model selection for kmeans. Reliability is assessed through the ability to detect the correct number of clusters, and in the event that the number is incorrectly selected that the clustering result obtains a high degree of accuracy.
The robustness of the approach is assessed via a variety of deviations from the modelling assumptions (Eq. (2)). It is important to consider the accuracy of the clustering solutions as well as the accurate determination of the number of clusters. This is because if, for example, the variance of each group is different, the kmeans model is capable of focusing on splitting a single group with large variance rather than separating multiple groups of small variance.
It is therefore possible that a solution with the correct number of clusters may be inferior in accuracy to one which contains an incorrect number of clusters. Numerous cluster evalution metrics have been developed, see [1] for an extensive review. For these experiments the between the cluster assignments and the true underlying groups. This index captures both homogeneity of the clusters, i.e. that points in the same cluster should mostly be from the same true group, as well as the completeness, i.e. that the true groups should not be substantially divided among multiple clusters [1] .
For all experiments data sets of size 1000 were generated from a 10 component Gaussian mixture in 10 dimensions, with each component representing a cluster. Under the modelling assumptions of kmeans the mixing proportions are equal and the covariance of each cluster is equal and proportional to the identity matrix. To deviate from these assumptions, the mixing proportions, scale and shape of covariance matrices, as well as the number of noise dimensions can be varied. For each collection of settings 50 data sets were generated. (c) Another simple deviation from the assumptions underlying the kmeans model is to consider different variance/scale for each cluster. This case is shown in Figure 5 . The overall accuracy for all methods is very similar in this case. This, however, is not reflected in the distributions of the number of identified clusters. The fK method is most accurate in terms of the number of clusters, but the slightly inferior performance in terms of Rand index suggests that this is likely to be a splitting of clusters withunder-estimates the correct number of clusters, but to a lesser degree. This is reflected in the clustering accuracy, with the Silhouette and BIC using a range of σ 2 estimates performing best.
(e) In the final set of experiments, the data were generated such that the cluster structure lies in a subspace of R 10 . The noise dimensions, i.e., those which do not contain the cluster structure, had high variance to make the problem more challenging. Moreover these noise dimensions were not aligned with the canonical basis for R d . The standardisation of the columns of X did thus not mitigate this difficulty. With the introduction of noise dimensions, the proposed approach using a range of σ 2 values and the silhouette index appear most robust in terms of cluster number estimation (Figure 7) and overall clusternig accuracy. Because the data were designed such that the noise dimensions contain high variability the proposed elbow method for estimating σ 2 performs poorly, as expected.
Summary
A systematic relaxation of the modelling assumptions underlying the kmeans model investigated the robustness of a collection of popular model selection methods for clustering.
Evidence from these experiments indicates that the silhouette coefficient and the Bayesian Information Criterion (BIC) are especially robust to these relaxations. However, there is evidence that the BIC is sensitive to the selection ofσ 2 when using the proposed esti-mate of effective degrees of freedom. When the within cluster variance is large and when the variance in dimensions which do not separate clusters dominates the between cluster separation, it becomes more challenging to select an appropriate value for this important parameter. The proposed approach which used the eigenvalues of the covariance matrix frequently overestimated the model degrees of freedom, and in turn was unable to identify clusters reliably. Using a large collection of σ 2 estimates and comparing the multiple resulting BIC curves to extract an appropriate value of k, on the other hand, performed extremely well in all cases.
Real Applications
In this section results from experiments using a large collection of (26) plublicly available data sets associated with real applications are presented. These are popular benchmark data sets taken from the UCI machine learning repository [2] , with the exception of the Yeast data set 2 . The methods are again compared based on their ability to select the correct number of clusters, and the accuracy of the clustering solutions obtained. The results are given in Table 2 , which shows the selected number of clusters,k, the adjusted Rand index (A.Rand) and the observed running time of the algorithms. In addition, summaries of the contents of the table are given. These summaries include the number of times each method selectedk closest to the true value of k (or was tied for closest), the number of times the highest clustering accuracy was achieved, as well as averages of normalised versions of these performance metrics.
The first observation to make is that, although the fK method appears to have performed well in estimating the number of clusters accurately, this is likely solely a result of the available data sets and not a virtue of the method. This is because this method selected the minimum number considered in all but a single case, where numerous of the available data sets contained only two or three clusters. The corresponding clustering accuracy for this method is substantially lower than all others, when aggregated across multiple data sets.
Of the remaining methods the number of times each method selectedk closest to the true value is similar, however once the magnitude of the difference is taken into account the BIC using a range of σ 2 values appears to perform very well by comparison. On the other hand BIC using the elbow rule on the eigenvectors of the covariance was the least accurate in the number of clusters selected.
In terms of overall clustering accuracy both versions of the proposed BIC estimate perform very well. Although the expectation is that there will be a strong correlation between clustering accuracy and accurate determination of k when the modelling assumptions are met, in these real applications almost no such correlation is present. Indeed, despite not identifying the true number of clusters reliably, the overall clustering accuracy of the models selected by the BIC using the elbow rule is extremely high.
Given the variety and number of the data sets used in these experiments, there is strong evidence that the proposed estimation procedure for the effective degrees of freedom leads to selection of models which enjoy very strong performance when compared with existing techniques.
Discussion
This work used the notion of effective degrees of freedom to obtain an alternative to the standard application of the Bayesian Information Criterion for model selection in kmeans
clustering. An extension of Stein's lemma made it possible to approximate the effective degrees of freedom. A thorough simulation study illustrated the effectiveness and robustness of this approach in model selection for the kmeans method. Experiments using publicly available benchmark data sets suggest that this approach is competitive with popular existing methods for the problem.
Appendix: Proofs
Lemma 1 Let Y=µ+E∈R n×d , with µ fixed and E i,j ∼N (0,σ 2 ) with E i,j ,E k,l independent for all (i,j) =(l,k). Let f :R n×d →R n×d satisfy the following condition. For each i,j
f , viewed as a univariate function by keeping all other elements, {W k,l } (k,l) =(i,j) , fixed, is Lipschitz on * Two alternative ground truth groupings are available for the olive oil data set, depending on the scale at which the region is divided. To compute the summaries, both were included by treating the data set as though it were two. ** Experiments were conducted on a personal lap top whose available memory was not sufficient to compute the dissimilarity matrix for the pen digits data set. As a result the silhouette coefficient had to be computed on a larger machine. The running time for this method on this particular data set is therefore not relevant for comparison.
*** Because of the running time to compute the gap statistic, the isolet data set was projected into a 100 dimensional subspace defined by a random rotation of the first 100 principal components. All methods were applied to this reduced version of the data set. The principal components were rotated to avoid standardisation of the columns removing important information.
each of (−∞,δ 1 ),(δ 1 ,δ 2 ),...,(δ q−1 ,δ q ), and (δ q ,∞). Then for each i,j, There are also clearly finitely many such discontinuities since there are finitely many cluster solutions arising from n data, i.e., |D({Y k,l } (k,l) =(i,j) )|≤A,
