In array processing, if a few elements are turned off or malfunctioned, signal information and array resolution will degrade. Considerable research has been conducted to develop algorithms that can estimate the missing array data. In this paper, a data recovery method based on matrix completion (MC) theory is proposed. This approach utilizes the redundant information among array elements to recover the missing data. We verify the validity of our method using simulation.
Introduction
The basic goal in array signal processing is to extract, recover and utilize useful information from signal features. Therefore, it is important to develop effective detection and accurate estimation of signal parameters in complex environments [1] . Research in array processing has covered signal analysis methods that involve angle of arrival, spectral estimation [2] and adaptive methods for signal recovery. With the Wiener filtering theory applied to array processing [3] in the 1960's, researchers were able to transfer time-domain-sampled signals to space-domain-sampled signals and address spatial problems such as estimating the direction of arrival. Antenna arrays have been traditionally used for beamforming ( Fig. 1 ) while more recently we have witnessed applications in spatial diversity. More specifically, researchers use array systems to mitigate; they could use multipath effects and diversity to improve the performance of communication systems. Paulraj and Kailath [4] patented a technique that uses multi-inputmulti-output (MIMO) systems to improve the capacity of wireless systems. One of the first space-time coding architecture was proposed in 1998 [5] , which improved the data rate and communications reliability of communications over fading channels. Array processing techniques and MIMO processing have been used in wireless local area and third generation networks [6] .
Array processing has also been used in military programs associated with antennas, microphones and sonar sensors. Specific processing methods are adopted to deal with the received signals that can enhance the signal-of-interest (SOI) and suppress the signal-not-ofinterest (SNOI).
Array processing [7, 8] has been widely used in various communication and signal processing applications including GPS [9] , adaptive antennas and beamforming [2, [10] [11] [12] [13] [14] [15] , MIMO systems [16, 17] and radar [18] . Two of the main research areas associated with array processing, include adaptive beamforming [10] [11] [19] [20] and super resolution direction-of-arrival (DOA) estimation [21] [22] [23] [24] [25] . Adaptive beamforming can be used to enhance signals from desired directions null interfering signal. It is shown that the DOA estimation problem can be addressed using spectral estimation methods, which, in fact, have become quite popular in DOA estimation. Adaptive beamforming utilizes weighting factors on each array element for spatial filtering. It enhances useful signals and suppresses interference by creating appropriate beams. The weighting factors are adjusted adaptively to track time-varying signals. Although adaptive beamforming methods can provide a near optimal signal-to-interference-and-noise-ratio (SINR) under certain conditions, in real life situations with multiple interfering signals or sensor misalignment, one can experience a loss of accuracy. Additional problems include covariance matrix estimation errors due to a limited adaptive training set, steering errors due to the steering vector and system errors such as amplitude-phase errors, element location errors, mutual coupling among array elements and channel frequency response mismatch.
Although a variety of algorithms have been developed to improve the performance of adaptive beamforming and DOA estimation, there are still issues with complexity and robust operation [25] . Sensor failure causes information loss and resolution and sidelobe degrading. In DOA estimation applications, the estimation accuracy may decline and in spatial filtering, the weighting vector may need to be reset. Therefore, it is important to recover missing data. Reconstruction of missing data is also required in sparse arrays [26, 27] .
Though conventional methods based on interpolation and artificial neural networks [28] [29] [30] [31] can estimate missing data, they rely heavily on prior knowledge. Specifically, for interpolation-based methods [28] [29] [30] one should know the element and the time at which the failure occurs. In neural network based approaches [31] , the network needs to be firstly trained with no failures. In addition, since these algorithms are developed for DOA estimation, they usually aim at recovering the covariance matrix instead of the original signal matrix.
Matrix Completion (MC) theory [32, 33] can be used to recover the missing entries in the array signal matrix by using the redundant information among array elements. Generally the typical assumption [34, 35] is that missing entries are randomly distributed in the array signal matrix. However, when sensor failures occur, consecutive entries in corresponding rows may be zeroed. Therefore, a matrix reshaping method must be used [36] , which can recover array signal matrices with no prior knowledge.
In this paper, we improve upon the matrix reshaping method in the manner that provides higher success rate in signal recovery. The proposed method first reshapes the signal matrix into a series of low-rank matrices. And when several sensors are turned off or fail to work, matrix completion (MC) algorithms can be applied to estimate the missing data.
The remaining part of the paper is organized as follows. In Section 2, the data model is introduced. Section 3 provides a brief review of the matrix completion principles. In Section 4, we propose and analyze different ways to reshape the arrival signal matrix. Section 5 presents some numerical examples and simulation results, and Section 6 concludes the paper.
Data Model and Problem Statement

Data Model
Consider a basic uniform-linear-array (ULA) of sensors with spacing as shown in Figure 2 . Then our signal model is
where ( ) is a ×1 vector that contains the complex envelopes of narrowband arrival signals and ( ) is an ×1 spatial WGN vector with variance ! ! . The th column of our × steering matrix ( ) associated with DOA ! and wavelength ! is given by
where • ! denotes transposition, = 1, 2, 3, ⋯ , and
is an ×1 vector contains the complex signal and its i th element is given by Figure 2 . Uniform linear array configuration.
Problem Statement
For the -element ULA shown in Figure 2 , the signal matrix can be written as
where represents the number of snapshots. To formulate the problem, we first assume that failures randomly occur in several sensors in random snapshots. Then signal information in corresponding entries is missing and leaving only noise. In a simple situation, which is made in [34, 35] , missing entries are assumed randomly distributed in . However, in certain cases, the failed sensors no longer provide any signal values. That means the missing entries are consecutively distributed in several rows of , which is adopted in many failure recovery methods [28] [29] [30] 36] . Our objective is to estimate these missing entries and obtain the recovered signal matrix .
Matrix Completion Principles
Matrix Completion Theory
Ever since the famous Netflix problem was first mentioned in [37] , the matrix completion (MC) has become a popular area of research. Suppose we only observe randomly selected entries from a matrix and then matrix completion is to complete this matrix and recover those entries that we have not observed [38] . Considering the realistic conditions, we need to assume our target matrix is low rank or approximately low rank. Then the data distributes in a lower dimensional linear subspace and one would want to recover the data by
where Ω is the set of the observed signal coordinates in M. Unfortunately, this optimization problem is NP-hard [32] and all existing algorithms that provide exact solutions have exponential complexity [33] . Hence, the optimal convex approximation of the rank of the matrix is used, i.e.,
where * denotes the nuclear norm of .
In this case, the original optimization problem has been transformed to a convex optimization problem, and various iterative algorithms, such as singular: value thresholding (SVT) [39] , accelerated proximal gradient linesearch-like (APGL) [40] , inexact augmented Lagrange multiplier (IALM) [41] , can be applied.
The Feasibility of Matrix Completion
Research on the feasibility of matrix completion is intended to find out under what circumstances we can precisely recover the missing entries in the matrix. Our objective is to estimate the probability that those missing data can be reconstructed. We should notice that a heavily disorganized matrix couldn't be reconstructed. So we first assume that the full observed matrix is low rank. Unfortunately, not every low rank matrix can be recovered successfully. Matrix completion theory requires our target matrix to follow strong coherent property. That means if we lose an entire row or column, the matrix will be impossible to recover. Mathematical derivation for matrix completion feasibility can be found in [38] . Suppose there is an ! × ! matrix that follows strong incoherence property. We set = max ! , ! . r is the rank of the matrix and m is the observed entries from the data matrix. Then there exist numerical constants C and c such that if
the probability that is the optimal solution of problem (6) will satisfy
A Monte Carlo simulation result for the above theorem is shown in Figure 3 . The proportion of missing entries ! and the relative value of the rank ! , which represent the vertical axis and horizontal axis respectively, are given by
where D is the number of missing entries and is the total number of entries in . We would declare the matrix was successfully completed if the error rate ER = !"# − ! ! is less than 0.02 , where !"# is the desired matrix and is the matrix with randomly distributed missing entries. The white zone means the matrix can be successfully reconstructed in all rounds of tests. The black zone means the matrix failed all tests. And gray points represent probabilities of success between 0 and 1.
Signal Recovery Method
Simple Reshaping Method
In [36] , a simple reshaping method is introduced to satisfy the applicability conditions of MC algorithms. Reviewing the expression of steering terms in equation (2), we find that with a ULA for one arrival signal, the elements in that steering vector form a geometric progression. If we reshape ! into a matrix ! as shown in [7] ,
we see that and rank = 1, where × = . For a certain snapshot ! , the array signal vector
could be similarly reshaped as
Based on equation (3), when the noise power is relatively small, ! will approximately be a low-rank matrix and rank ! = . When failures occur, the missing entries are randomly distributed in ! . Then ! can satisfy the applying conditions of MC theory and various MC algorithms can be applied.
However, since missing entries chance to distribute on a same row or column in ! , it may dissatisfy the strong incoherent property. Furthermore, when is prime, at least one zero entry is required to make become reducible, which increases the rank of ! . To overcome these disadvantages, an improved method is developed and presented it in the following session.
Overlapping Reshaping Method
Since the signal environment is fixed, the rank of the reshaped matrix is simultaneously fixed. According to equation (7), if we want a smaller critical value, needs to be minimized. From Figure 3 we can see that to obtain better completion performance, ! and ! should be reduced as much as possible.
Therefore, we developed an overlapping reshaping method to increase the dimension of the reshaped matrix by reusing elements in the original array signal vector. Along this way, ! can be directly decreased. If we carefully select the overlapping portion , which means the quantity of reused elements in each row of the reshaped matrix, we will be able to keep ! in an acceptable range. Consequently, we can obtain better completion performance.
In addition, this overlapping method can reshape a signal vector even if the vector dimension is prime. When missing entries locate in the same row or column of the reshaped matrix, the missing entries can be staggered into different rows and columns by the overlapping process, which increases the incoherency of the matrix.
Simulation Results
To verify the feasibility of applying MC algorithms to array signal recovery and compare those two reshaping methods, we adopt a DOA estimation simulation with the MUSIC algorithm. Four spatial signals with randomly selected DOAs, amplitudes and frequencies are implemented. The simulation is processed on a 100-element ULA with 20 dB SNR and the observing rate is 0.87. The SVT algorithm is adopted as our Matrix Completion algorithm. In Figure 4 , the DOA estimation performance is seriously impacted under failures. Comparing these two reshaping methods, we can see that the overlapping reshaping method provides a lower side-lobe level, which verifies the overlapping method has better performance of matrix completion.
Conclusion
In this paper, a new array signal recovery method is proposed. The method introduced in this paper can directly recover the missing data instead of the covariance matrix by utilizing the redundant information among array elements without any prior knowledge. Furthermore, we improved the reshaping process for better completion performance.
