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Abstract
The purpose of the paper is to present solutions of some problems associated with implementations of a
weakly nonlinear neuron. We give estimates between constants in the Fe8ckan Theorem and relations guaran-
tying the pseudo-orbit tracing property (POTP). Then, a weakly nonlinear neuron is applied to a XOR-like
problem.
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1. Introduction
In the dynamical systems theory properties of linear systems are often preserved when a linear
system is weakly perturbed. This property is very important, because dynamics of linear systems is
simple and can be calculated explicitly. Furthermore, nonlinear systems are very diAcult to analyse.
On the other hand, the dynamical systems theory is used to model an artiBcial neural networks
learning process. The linear networks learning process is asymptotically stable but such networks
have rather poor approximation properties. Nonlinear networks are universal approximators (which
is implied by the Kolmogorov approximation theorem—see [15,6,8–10], but their learning process
often converges to local minima, which are not good solutions of the problem. Thus, in a natural
way the following question arises: is it possible to introduce networks corresponding to weakly
perturbed linear systems? Such networks would preserve good properties of a learning process and
would have better approximation properties than linear ones.
∗ Corresponding author.
E-mail addresses: uibielec@cyf-kr.edu.pl (A. Bielecki), djablons@usk.pk.edu.pl (D. Jab lo.nski).
0377-0427/$ - see front matter c© 2003 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2003.09.007
94 A. Bielecki et al. / Journal of Computational and Applied Mathematics 164–165 (2004) 93–106
The problem of the existence of a topological conjugacy between a discretization of the Low and
discrete dynamical systems generated by numerical methods is considered in many papers [1,7,11].
Fe8ckan Theorem belongs to the same group of mathematical problems as Grobman-Hartman
Theorem in a discrete case (see [7]) which concerns the existence of topological conjugacy between
two small Lipschitz perturbations of a hyperbolic linear homeomorphism [11,17]. Fe8ckan gives no
estimations for constants which are used in his theorem applications. Fe8ckan Theorem implies that
the learning process of a weakly nonlinear neuron has the same dynamics as the linear discrete
dynamical system.
2. Preliminaries
Let n¿ 2 be a Bxed positive integer. Let L(R n) denote the set of all linear endomorphisms
of the space R n. Throughout this paper we consider L(R n) as a normed space, with the standard
operator norm related to the Euclidean norm on R n. We say that an automorphism T ∈L(R n) is
hyperbolic if (T ) ∩ S1 = ∅, where S1 denotes the unit circle on the complex plain and (T ) is the
spectrum of the operator T . We deBne CB(R n) to be the set of all bounded continuous maps
R n → R n. Two continuous maps ;  : R n → R n are said to be topologically conjugate if there
is a homeomorphism 	 : R n → R n such that  = 	−1 ◦  ◦ 	. A dynamical system on R n with
continuous time is a family {t : t ∈R} of homeomorphisms of R n, such that the map (t; x) 	→ t(x)
is continuous, 0(x) = x and t+s(x) = (t ◦ s)(x) for all x∈R n and all t; s∈R . We deBne a
4ow to be a dynamical system on R n with continuous time generated by a homogenous diRerential
equation [1]. If an n × n matrix A has no strictly imaginary eigenvalues, then the linear operator
Ah := id+hA (id denotes the identity matrix) with a Bxed 0¡h¡ ‖A‖−1 is hyperbolic which means
that there exists an invariant splitting R n =Es⊕Eu such that ‖Ash‖6 a¡ 1; ‖(Auh)−1‖6 a¡ 1, where
Ash = A|Es :Es → Es and Auh = A|Eu :Eu → Eu.
Denition 2.1. Let f :R n → R n be a homeomorphism and let ¿ 0. A bilateral sequence {xm}m∈Z ;
xm ∈R n is a -pseudo-orbit of the map f if ‖f(xm) − xm+1‖6  for all m∈Z. The map f has
the pseudo-orbit tracing property (shadowing property) if for every ¿ 0 there is a ¿ 0 such that
each -pseudo orbit {xm}m∈Z of f is -traced by an orbit of f, i.e., there is an y∈R n such that
‖fm(y)− xm‖6  for all m∈Z (f i stands for the ith power of f ).
The shadowing property of a dynamical system is often used to justify the validity of computer
simulations of the system, asserting that there is a true orbit of the system close to the computed
pseudo-orbit. In numerical calculations an inverse form of the shadowing concept is also of some
interest: can every orbit of the system be shadowed by a numerical trajectory calculated by the
speciBc computational routines and procedures under consideration? It should be stressed that there
are various approaches to introduce the concepts of the inverse shadowing—see [4] and references
given there. Composite concepts of bishadowing, combining both direct and inverse shadowing, are
also studied. The theory of shadowing and inverse shadowing has been developed and emerged to
become a signiBcant part of the qualitative theory of dynamical systems with many interesting results
[5,14,16,18,19]. It also turns out that concepts of both direct and inverse shadowing can be applied
to analysis of the properties of gradient methods which model a multilayer network training process
[4]. This paper is a contribution to this studies in the context of nonlinear neurons.
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3. Dynamical properties of a learning process
Let us recall Fe8ckan Theorem (see [7]). Assume that  is the Low generated by the equation
dx
dt
= Ax + g(x); (1)
where A∈L(R n) has no eigenvalues on the imaginary axis, g∈C1B(R n) is such that g(0)=0. Let, fur-
thermore, the derivative of the perturbing function satisfy the following condition: ‖Dg(x)‖6 b for all
x∈R n and for a positive constant b. For the equation dx=dt = Ax we consider the
discretization
G(h; x) = Ahx; x∈R n (2)
of the solution generated by the Euler method. Let us assume that Ah is hyperbolic and 0¡h¡‖A‖−1.
We consider the discretization
H (h; x) = Ahx + hg(x); x∈R n (3)
generated by the Euler method for Eq. (1). Fe8ckan Theorem can be expressed in the following way
(see [7]).
Theorem 3.1. For a su6ciently small b¿ 0 there is a number h0 ¿ 0 and
 : (0; h0)× R n → R n (4)
such that for all h∈ (0; h0),  (h; ·) is a homeomorphism satisfying the following equation
(h; ·) ◦  (h; ·) =  (h; ·) ◦ G(h; ·): (5)
Remark. The Theorem 3.1 means that for suAciently small h mappings (h; ·) and "(h; ·) are
topologically conjugate. This means that dynamics of the cascades (h; ·) and "(h; ·) is the same.
Particularly, orbits are transformed into orbits and their properties are preserved. This means that
attracting, repelling and saddle stable points are images of attracting, repelling and saddle ones
respectively. Generally, orbits are deformed in a homeomorphic way.
One of this paper aims is to estimate the constants b and h in Fe8ckan Theorem. The estimates
are given as follows.
Theorem 3.2. Let Ah be hyperbolic and 0¡h¡ ‖A‖−1. Under the notation of Fe9ckan Theorem,
if the following inequalities are true
h · b¡ (1−Mh) · ‖A−1h ‖−1; (6)
h · b (‖A‖+ b)¡ (1−Mh) · (‖A−1h ‖ · ‖eAh‖)−1; (7)
where Mh = max{‖(Auh)−1‖; ‖Ash‖}, then the conclusion of Fe9ckan Theorem holds.
Remark. In Theorem 3.2 the hyperbolicity of the operator Ah is explicitly assumed. In general case,
derivation of its hyperbolicity from properties of the matrix A seems to be an interesting theoretical
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problem and will be studied in the next paper. In this article we consider the problem in the context
of applications Fe8ckan Theorem to weakly nonlinear neurons. In this case the matrix A is diagonal.
Thus hyperbolicity can be checked easily. Therefore, the presented form of the theorem is suAcient
for applications studied in this paper. Estimates of the constants in Fe8ckan Theorem constitute the
Brst step towards the implementation of a weakly nonlinear neuron because they are needed to
introduce the proper form of the activation function of a weakly nonlinear neuron.
Proof of Theorem 3.2. Let us recall
Lemma 3.3. Let ¿ 0. Suppose that 1; 2 ∈CB(R n) are Lipschitzian with Lipschitz constants
smaller than . Let A∈L(R n) be an endomorphism with no eigenvalue on the imaginary axis.
Then the maps Ah + 1 and Ah + 2 are topologically conjugate for 0¡h¡ ‖A‖−1 provided that
‖A−1h ‖
1−Mh ¡ 1: (8)
where Mh = max{‖(Auh)−1‖; ‖Ash‖}.
In order to prove Lemma 3.3 the following lemma is needed [17, p. 60, Lemma 4.3]
Lemma 3.4. Let G;K ∈L(Rn). If there is a number %∈ [0; 1) such that ‖K‖; ‖G−1‖6 % then
(i) I + K is an automorphism and ‖(I + K)−1‖6 11−% ,
(ii) I + G is an automorphism and ‖(I + G)−1‖6 %1−% .
Outline of the proof of Lemma 3.3. We are going to look for a map s : Rn → Rn of the form I +u,
where u∈CB(Rn), satisfying the following equality:
(Ah + 1) ◦ s = s ◦ (Ah + 2): (9)
We can transform this equality to the following one.
Ah ◦ u− u ◦ (Ah + 2) = 2 − 1 ◦ (I + u): (10)
We are going to show that there exists the unique s0 ∈CB(Rn) satisfying (10). In order to show this
we deBne the linear operator ' : CB(Rn) → CB(Rn) as follows
'(u) = Ah ◦ u− u ◦ (Ah + 1):
Since the matrix A has no eigenvalue on the imaginary axis and the eigenvalues of the operator Ah
are all smaller or greater than 1, we can prove that the operator ' is invertible and
‖'−1‖6 ‖A−1h ‖ · (1−Mh)−1
by Lemma 3.4.
Let us consider the map ( : CB(Rn) → CB(Rn) deBned by
((u) = '−1 ◦ (2 − 1 ◦ (I + u)):
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We estimate the distance between ((u1) and ((u2), for arbitrary u1; u2 ∈CB(Rn):
‖((u1)− ((u2)‖ = ‖'−1 ◦ [2 ◦ (I + u2)− 1 ◦ (I + u1)]‖
6 (1−Mh)−1 · ‖A−1h ‖ · ‖u1 − u2‖:
It is not diAcult to see that the map ( is a contraction whenever the inequality
¡ (1−Mh) · ‖A−1h ‖−1
holds. So, by Banach Fixed Point Theorem, if the inequality is satisBed, then there is the unique
u0 ∈CB(Rn) satisfying (10).
It is easy to see that the map I + u0 is a homeomorphism.
Due to the transitivity of the topological conjugacy relation, the proof can be divided into three
steps.
Step I: The following lemma has been proved in [21, Theorem 1.8.1].
Lemma 3.5. Let F(h; x) = ehAx, x∈R n and let (h; x) be h-time map of the 4ow (1) generated by
Eq. (1). Then the maps (h; ·) and F(h; ·) are topologically conjugate provided
hb · ‖eAh‖ · (‖A‖+ b)¡ (1−M) · ‖A−1h ‖−1:
Proof. For a Bxed x∈R n the equation
d(t; x)
dt
= A(t; x) + g((t; x));
is equivalent to the following integral equation
(t; x) = etAx + f(t; x);
where
f(t; x) =
∫ t
0
e(t−+)Ag((+; x)) d+:
Both equations are considered in the interval [0; h]:
Since ‖Dg(x)‖6 b for all x∈R n we have that
‖D(x)‖= ‖A + Dg(x)‖6 ‖A‖+ b:
To prove this lemma we have to show that the derivative Df :R n →L(Rn) is a bounded mapping.
‖Df(x)‖6
∫ t
0
‖e(t−+)A‖ · ‖Dg((t; x))‖ · ‖D(x)‖ d+
6
∫ t
0
b · ‖etA‖ · (‖A‖+ b) d+ = tb · ‖etA‖ · (‖A‖+ b):
For t = h we get that the map f(h; ·) is Lipschitzian with the constant
 = hb · ‖eAh‖ · (‖A‖+ b);
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so according to Lemma 3.3, the maps (h; ·) and F(h; ·) are topologically conjugate provided
¡ (1−Mh) · ‖A−1h ‖−1;
which implies
hb · ‖eAh‖ · (‖A‖+ b)¡ (1−Mh) · ‖A−1h ‖−1:
This completes the proof of Step I.
Thus the inequality (7) holds.
Step II:
Lemma 3.6. If F(h; x) = ehAx and G(h; x) = Ahx, then the maps F(h; ·) and G(h; ·) are topologi-
cally conjugate.
Proof. We have
#{,∈ (ehA) | ,¿ 1}= #{,∈ (Ah) | ,¿ 1};
where # denotes the number of elements of a set. The analogous equality holds for the eigenvalues
smaller than 1. The assertion follows from [16].
Step III:
Lemma 3.7. Let b¿ 0 be given and a map g∈C1B(R n) be such that ‖Dg(x)‖¡b for all x∈R n.
Then the maps G(h; ·) and H (h; ·) are topologically conjugate, provided
hb¡ (1−Mh) · ‖A−1h ‖−1:
Proof. Since ‖Dg(x)‖6 b for all x∈R n, the map hg is Lipschitzian with the constant  = hb. By
Lemma 3.3 the map G(h; ·) = Ah is topologically conjugate to the map H (h; ·) = Ah + hg provided
hb(1−Mh)−1 ¡ ‖A−1h ‖−1:
Thus, Lemma 3.7 is proved.
The inequality (6) follows from Lemma 3.2. Theorem 3.2 is proved.
Implementing a dynamical system we obtain, during iteration, a -pseudo orbit instead of an orbit.
Thus, studies of implemented system properties have to be based on theorems concerning POTP.
Lemma 3.8. Under the notations and assumptions of Lemmas 3.6 and 3.3 the map (h; ·) has the
pseudo orbit tracing property if Ah is hyperbolic and 0¡h¡ ‖A‖−1.
Proof. We assume that Ah is hyperbolic. By Lemmas 3.6 and 3.3, the map (h; ·) is topologically
conjugate to the map G(h; ·) provided
hb · ‖eAh‖ · (‖A‖+ b)¡ (1−Mh) · ‖A−1h ‖−1:
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Since each hyperbolic linear isomorphism of R n has the shadowing property (see [16, Theorem A]),
the map G(h; ·) has it too. Thus, the map (h; ·) has the POTP because the topological conjugacy
preserves this property.
Theorem 3.9. Under the above notations and assumptions the map H (h; ·) has the pseudo orbit
tracing property and the following equation is satis=ed:
 =
(‖(Auh)−1‖−1 − 1)(1− ‖Ash‖)− bh(‖(Auh)−1‖−1 − ‖Ash‖)
max{(‖(Auh)−1‖−1 − 1); (1− ‖Ash‖)}
; (11)
where  and  are the same as in De=nition 2.1.
This theorem is an immediate corollary of Reinfelds Shadowing Lemma (see [20]).
Corollary 3.10. Under the above assumptions and notations if the following inequalities hold
h · b¡ (1−Mh) · ‖A−1h ‖−1;
h · b(‖A‖+ b)¡ (1−Mh) · (‖A−1h ‖ · ‖eAh‖)−1;
then the map (h; ·) has the shadowing property and the following equality is true
 =
(‖(Auh)−1‖−1 − 1)(1− ‖Ash‖)− bh(‖(Auh)−1‖−1 − ‖Ash‖)
max{(‖(Auh)−1‖−1 − 1); (1− ‖Ash‖)}
:
This corollary is a straightforward consequence of the above lemmas and theorems.
4. A diagonal case
The norms of some operators are used in estimation formulae—see inequalities (6), (7). In general,
it is not easy to compute norms, but we consider symmetric operators, so it is enough to compute
their eigenvalues. The norm is the maximum of absolute values of eigenvalues. Thanks to the fact
that each symmetric matrix is diagonalizable, the problem can be reduced to the case of a diagonal
matrix. Let k be a Bxed positive integer such that k ¡n. We Bx positive numbers .1; : : : ; .k and
negative numbers .k+1; : : : ; .n such that
.1¿ · · ·¿ .k ¿ 0¿.k+1¿ · · ·¿ .n:
Let
A = Diag(.1; : : : ; .k ; : : : ; .n):
Then the matrix Ah = id + hA has the diagonal form[
Auh 0
0 Ash
]
;
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where
Auh = Diag(1 + .1h; ; : : : ; 1 + .kh);
Ash = Diag(1 + .k+1h; : : : ; 1 + .nh):
The following linear operator norms (see also Theorem 3.2) can be easily computed:
‖(Auh)−1‖= (1 + .kh)−1;
‖A−1h ‖= (1 + .nh)−1;
‖Ash‖= 1 + .k+1h;
‖Ah‖= 1 + .1h;
‖A‖= max{|.1|; |.n|};
‖ehA‖= e.1h:
It is enough to estimate the norms of the matrices to check whether the topological conjugacy
between the Low induced by a weakly perturbated linear diRerential equation and its discretiza-
tion obtained via the Euler method exists (Theorem 3.2). Computing the eigenvalues of the matrix
A allows us to calculate the norms of the operators Ash, (A
u
h)
−1, Ah, A−1h , e
hA. Next we have to
choose a map g with a Lipschitz constant b such that the inequalities of Theorem 3.2 are satisBed.
.max = max{.1; |.n|}:
It is easy to see, that
‖A‖= .max; ‖A−1h ‖= (1 + .nh)−1; ‖ehA‖= e.1h:
By (7) we obtain a square equation with b as a variable
h · b2 + h · ‖A‖ · b− (1−Mh) · (‖A−1h ‖ · ‖eAh‖)−1 ¡ 0; (12)
and
/ =
√
h2 · ||A||2 + 4h(1−Mh) · (||A−1h || · ||eAh||)−1:
Then, we have a positive solution
b1 =
√
h2 · ||A||2 + 4h(1−Mh) · (||A−1h || · ||eAh||)−1 − h‖A‖
2h
:
So, we can rewrite estimates (6), (7) in the following way
h · b¡ (1−Mh) · (1 + .nh); (13)
h · b(.max + b)¡ (1−Mh) · ((1 + .nh) · e.1h)−1: (14)
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For a Bxed h, as a consequence, we can write estimate
b¡min{M1; M2};
where
M1 = h−1(1−Mh) · (1 + .nh);
M2 =
√
h2.2max + 4h(1−Mh) · (1 + .nh) · e−.1h − h.max
2h
:
5. Weakly nonlinear neuron
We use Grobman-Hartman and Fe8ckan theorems to analyse the iterative process which is used to
learn so called weakly nonlinear neurons which have been considered in [2,3,13].
Denition 5.1. A neuron is called weakly nonlinear if its activation function is of the form
f : R  0 	→ f(0) = 0 + g(0);
where g satisBes the assumptions in Fe8ckan Theorem and |g′′(x)|¡c1 for each x, where c1 is a
suAciently small constant. Moreover, the function g is required to satisfy the following conditions:
|x · g′(x)|¡c2 and |x · g′′(x)|¡c3, where the constants c2 and c3 are suAciently small as well.
The properties of the function g speciBed in DeBnition 5.1 imply also assumptions of Grobman-
Hartman Theorem. This means that the following theorem holds.
Theorem 5.2. If the learning step h and constants characterizing the mapping g˜ satisfy estimates
(6) and (7), then the 4ow generated by the equation
˙˜w =−(Aw˜ + g˜(w˜)) (15)
is globally topologically conjugate to the 4ow generated by its linear part
˙˜w =−Aw˜:
The cascade generated by the time-h-map discretization of the 4ow generated by the equation
(15) is, on a large ball, conjugate to the cascade generated by the Euler method of Eq. (15).
Furthermore, both the cascades have the shadowing property and  is estimated by the inequality
(11).
Theorem 5.2, the main theorem of this section, implies that the learning process of a weakly
nonlinear neuron has the same dynamics as a linear dynamical system. The following theorem
allows to show this.
Theorem 5.3. The descent gradient learning method of a weakly nonlinear neuron is modelled by
a di?erential equation of the type (15).
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Proof. Let a neuron having an M -componental input and an N -componental learning sequence
((˜x(1); z(1)); : : : ; (˜x(N ); z(N ))) be given. Then a total excitation of a neuron in the nth step of a learning
process is given by the formula
0(n) =
M∑
m=1
x(n)m w
(n)
m :
Assuming that a considered neuron is weakly nonlinear, its activation function is of the form
f(0(n)) = 0(n) + g(0(n));
whereas the square criterial function is given as follows
E(w1; : : : ; wM ) =
1
2
N∑
n=1
[0(n) + g(0(n))− z(n)]2:
Let us compute the kth component of the cost function gradient
9E
9wk
=
N∑
n=1
{[0(n) + g(0(n))− z(n)] · [x(n)k + g′(0(n)) · x(n)k ]}
=
N∑
n=1
x(n)k 0
(n) +
N∑
n=1
x(n)k · [g(0(n)) + g′(0(n)) · f(0(n))− z(n) · g′(0(n))− z(n)]:
Thus, the gradient diRerential equation modelling the learning process
˙˜w =−grad E(w˜)
can be written in the following form
˙˜w =−(Aw˜ + g˜(w˜)):
Let us assume that the neuron input is M -componental and the learning sequence consists of N
elements. Then the matrix A is a Gram matrix of vectors Vx1; : : : ; VxM and is given as follows
A = G( Vx1; : : : ; VxM ) =


Vx1 ◦ Vx1 :::::::: Vx1 ◦ VxM
...
...
VxM ◦ Vx1 :::::::: VxM ◦ VxM

 ; (16)
where Vxm is an N -componental vector. Signals given on the mth input of the neuron are its compo-
nents and m = 1; : : : ; M .
The kth component of vector g˜(w˜) is of the form
g˜(w˜)k =
N∑
n=1
x(n)k · [g(0(n)) + g′(0(n)) · f(0(n))− z(n) · g′(0(n))− z(n)]:
Thus, if the mapping g satisBes assumptions speciBed in DeBnition 5.1 then the mapping g˜ satisBes
assumptions of Theorem 3.1. This completes the proof.
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Let us remark that the range of number values which can be represented in a computer is bounded.
Furthermore, in a neural cell, neurotransmitters are liberated in tiny amounts from vesicles—about
10−17 mol acetylcholin per impulse. The input impulse cannot be too large because a cell would
be destroyed. Thus, both in biological and artiBcial neural networks, absolute values of vectors
w˜ and x˜ are bounded and, therefore, modeling numerically both biological and artiBcial neurons
we can consider only bounded vectors w˜ and x˜. Therefore, topological conjugacy consideration on a
suAciently large ball is adequate for a learning process analysis. The learning process is implemented
on a computer according to the Euler method. Theorem 5.2 guaranties that its dynamics is the same
as the dynamics of a linear cascade if only the matrix A has no eigenvalues on the imaginary axis
and estimates (6) and (7) are satisBed. This implies, for instance, asymptotical stability of a learning
process. Dynamics of gradient systems is very regular. Particularly, it cannot be chaotic and there can
be no periodic orbits. These properties are preserved under discretization and, thanks to the global
topological conjugacy, under application of the Euler method. This implies asymptotical stability of
the learning process of the layer artiBcial neural networks which is modeled by the cascade generated
by the Euler method.
Example. Let 6; 0; 7 be real nonnegative numbers and f : R → R a function deBned by
f(x) = x − 6 · e−7·(x−0)2 + 6 · e−7·02 :
We consider the following XOR-like problem.
We have to separate points marked by empty circles from two other marked by the Blled ones in
the two-dimensional Euclidean plane. We will show that we can use the map f with Bxed values
6; 0; 7 as a decision line. Then we have vectors
x˜ (1) = [ Vx1; Vy 1]; x˜ (2) = [ Vx2; Vy 2]; x˜ (3) = [ Vx3; Vy 3]; x˜ (4) = [ Vx4; Vy 4]
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and we can compute (see formula 16)
Vx (1) = [ Vx1; Vx2; Vx3; Vx4]; Vx (2) = [ Vy 1; Vy 2; Vy 3; Vy 4]:
We obtain the Gram matrix
A =
[
a11 a12
a21 a22
]
=
[
Vx21 + Vx
2
2 + Vx
2
3 + Vx
2
4 Vx1 Vy 1 + Vx2 Vy 2 + Vx3 Vy 3 + Vx4 Vy 4
Vx1 Vy 1 + Vx2 Vy 2 + Vx3 Vy 3 + Vx4 Vy 4 Vy21 + Vy
2
2 + Vy
2
3 + Vy
2
4
]
:
As a consequence we can consider the diagonal matrix
VA =
[
.1 0
0 .2
]
;
where
.1 = 12(a11 + a22 +
√
(a11 + a22)2 − 4 · (a11a22 − a21a12));
.2 = 12(a11 + a22 −
√
(a11 + a22)2 − 4 · (a11a22 − a21a12)):
We have four points in the above picture and we can choose Bxed values for each of them. Let
x1 = 0:2, y1 = 0:2, x2 =−0:2, y2 = 0:2, x3 = 0, y3 = 0:92455, x4 = 0:18, y4 = 0:179993. Then
Vx(1) = [0:2;−0:2; 0; 0:18]; Vx(2) = [0:2; 0:2; 0:92455; 0:179993];
and .h1 = 1:00001, .
h
2 = 0:0981669.
In the case if the matrix A is a Gram matrix, all its eigenvalues are not negative and we have
Mh = ‖A−1h ‖
M1 =
(1−Mh) · ‖A−1h ‖−1
h
=
(1− ‖A−1h ‖) · ‖A−1h ‖−1
h
=
‖A−1h ‖−1 − 1
h
=
((1 + .n · h)−1)−1 − 1
h
=
1 + .n · h− 1
h
= .n:
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The obtained estimates are given in the following tabular
h b¡
0.3 0.0793529
0.2 0.0868047
0.1 0.0949031
0.09 0.0957503
0.08 0.0966046
0.075 0.0970343
0.07 0.0974658
0.065 0.0978991
0.06 0.0983342
0.055 0.0987710
0.05 0.0992097
0.045 0.0996501
0.04 0.1000923
0.035 0.1005364
0.03 0.1009823
0.02 0.1018795
0.01 0.1027840
We can take 6 = 0:3, 7 = 0:007, and 0 = 0:099, then the function f is the decision line.
6. Concluding remarks
As it was mentioned in the introduction section, the analysis of possibilities of weakly nonlinear
neuron applications is the aim of this paper. Studies concerning the theoretical base of the problem
which began in [2,3,12,13] are continued here. In the paper the possibilities of eRective implemen-
tation of a weakly nonlinear neuron are also investigated. The considered example is simple but
nontrivial, thus the set of nontrivial problems being nonseparable linearly but separable by a weakly
nonlinear neuron is nonempty. It turned out that for the presented problem we have been managed
both to Bnd eRectively a perturbing function g and to estimate the necessary constants. All of this
imply that preserving good learning process properties of linear neurons we have practical beneBts
thanks to nonlinearity perturbation. It should be stressed that the discussed application possibility
should be treated as the Brst step of analysis implementation perspectives.
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