The paper compares potentials and achievements of artificial neural networks and genetic algorithms in terms of forecasting and understanding of algal blooms in Lake Kasumigaura (Japan).
INTRODUCTION
Progress in algal bloom modelling currently faces two bottlenecks: limitations in ecological knowledge for deductive modelling and limitations in data analysis for inductive modelling. While deductive modelling relies on evolving disciplinary research, inductive modelling relies on suitable techniques to cope with the complexity and nonlinearity of ecological data. Traditional deductive lake ecosystem models such as MS.CLEANER (Park et al. 1974) , AQUAMOD (Straskraba & Gnauck 1985) or SALMO (Recknagel & Benndorf 1982) were successfully applied for the simulation of seasonal dynamics of functional algal groups and allow scenario analysis on options for eutrophication management (e.g. Recknagel et al. 1995) . They are not yet qualified to simulate algal species dynamics in order to forecast blooms of toxic blue green algae such as Microcystis. Opportunities to gradually overcome these limitations are currently arising from developments in machine learning techniques.
Machine learning is a broad discipline in computer science that focuses on knowledge acquisition and processing by various automated induction techniques. (Recknagel 1997 ) that was designed to predict abundance and succession of algal species. It has been trained and validated for a variety of freshwater lakes in Europe, Asia and Australia. The example shown in Figure 1 is based on data and conditions of Lake Kasumigaura (Japan). For the performance of ANNA it proved to be crucial to train neural network ensembles considering time lags by multi-vector input layers (Recknagel et al. 1998) .
Recently, applications of recurrent artificial neural networks for time-series modelling of algal dynamics in lakes (Walter et al. 2001 ) and rivers (Jeong et al. 2001; Jeong et al. 2002) proved to perform even better. They have been designed to mimic the deterministic modelling paradigm where the system state at time t is calculated by means of the system state at time (t − 1) (Pineda 1987) .
Assuming that the weights of neurons of the hidden layer represent the 'hidden' state of the system the copied weights of time (t − 1) are considered as feedback inputs for the determination of weights of the neuron at time t.
Genetic algorithm modelling of algal blooms
The development of genetic algorithms has been inspired by processes of natural evolution and was first clearly described by Holland (1975) . He explored algorithms, operating on strings of bits that he called chromosomes.
To apply genetic algorithms to solve a problem, a representation for potential solutions is encoded on chromosomes (the representation genotype) and an evaluation or objective function is defined in order to measure the performance of the chromosomes against the defined problem. Depending on the nature of the application, chromosomes can be strings of bits (110110001) where the probability of selection is proportional to the fitness of the individual compared to the fitness of the entire population. Therefore, if one individual is twice as fit as another individual, it will have twice the probability of being selected for transmission into the next generation.
The fitness measure is problem-specific: in this paper the fitness is based on the accuracy of the predicted solutions based on a set of training data using a root mean square error (RMSE). The closer an individual can predict the training sequence the lower the RMSE is, and therefore the higher the fitness.
The crossover operation used in this paper is based on a single-point crossover. Basically, pairs of chromosomes are recombined by swapping parts of them from a randomly selected point in order to create two new chromosomes. There are numerous other techniques for mixing representations of two or more parents to form new individuals: however, there is no one preferred operator for all problems. In general, genetic algorithms are robust search methods and will give adequate performance using a standard crossover and mutation method for creating variation. Mutation occurs with a very low probability and makes a small change in the genotype of an individual. For example, when a binary representation is used for mutation, each bit in the string has a small probability of being changed from a zero to one or vice versa. Mutation ensures that new genetic material is continually introduced to the population and therefore helps to ensure that the population does not converge to a local minima. An excellent introduction to genetic algorithms may be found in Goldberg (1989) , and a history of evolutionary computation, of which genetic algorithms are one example, may be found in Fogel (1998) . 
RESULTS AND DISCUSSION
The neural network model ANNA (Figure 1 Additionally, the constants were constrained to remain within ± 20% of the original physically based measures. A population of 1000 individuals, each representing the constants a-e, were evolved, based on the training data for 100 generations using crossover (90%) and mutation (1%).
Even though GAMASalmo predicts the magnitude of the chlorophyll-a summer peak in 1986 very well it predicts the timing of the peak three weeks too early 
CONCLUSIONS
The case study on seven-days-ahead predictions of chlorophyll-a and Microcystis in Lake Kasumigaura by three types of machine learning time-series models has
shown that:
1. artificial neural network models can be powerful 
