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Abstract
We study algebras and correlation functions of local operators at half-BPS interfaces
engineered by the stacks of D5 or NS5 branes in the 4d N = 4 super Yang-Mills. The
operator algebra in this sector is isomorphic to a truncation of the Yangian Y(gln). The
correlators, encoded in a trace on the Yangian, are controlled by the inhomogeneous sln
spin chain, where n is the number of fivebranes: they are given in terms of matrix elements
of transfer matrices associated to Verma modules, or equivalently of products of Baxter’s
Q-operators. This can be viewed as a novel connection between the N = 4 super Yang-Mills
and integrable spin chains. We also remark on analogous constructions involving half-BPS
Wilson lines.
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1 Introduction and Conclusions
This paper is a second part of work on supersymmetric local observables on boundaries
and interfaces in the maximal super Yang-Mills (MSYM) in four dimensions [1]. Here our
focus is on interfaces engineered by fivebranes intersecting stacks of D3 branes along three-
dimensional loci [2,3]. We identify algebras equipped with twisted traces that encode the data
of correlators in the topological quantum mechanics (TQM) subsector on the interface. The
algebras are given by certain truncations of the Yangians [4], and the correlation functions
are computed in terms of transfer matrices of an inhomogeneous sln spin chain.
We consider both interfaces engineered by the D5 branes and their S-dual NS5 branes.
The basic setting is N D3 branes crossing a stack of n fivebranes, with possible n s D3 branes
terminating from the right. We denote the corresponding algebras as A(s)N ;n, or simply AN ;n if
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Figure 1: Local operators live on S1 ⊂ S3, and S3 is the equator of S4.
s = 0. When s > 0, we only consider the configurations with exactly s D3 branes terminate
on each fivebrane, so the U(n) symmetry on the fivebranes is unbroken. This ultimately
leads to the morphism from the Yangian Y [gln] to the algebra A(s)N ;n. We do not discuss
generalizations to configurations with different numbers of D3 branes terminating on each
fivebrane, but they are straightforward and lead to morphisms from shifted Yangians [5].
The results presented here can be viewed as a new connection between supersymmetric
QFT (SQFT) and integrability, where for the SQFT we mostly take the 4d MSYM. It
is different from the well-known Yangian symmetry Y [psu2,2|4] of the MSYM [6–11], for
we are only concerned with the supersymmetric sector of the theory, i.e. the appropriate
Q-cohomology. Furthermore, it is not limited to 4d MSYM, as some of our results are
about 3d N = 4 gauge theories. In this respect, our findings are more in the spirit of
Bethe/Gauge correspondence [12–16], which deals with integrability in the supersymmetric
sectors of theories with 8 supercharges. The apparent similarity is closer for interfaces built
from a stack of n NS5 branes: they are described by three-dimensional An−1 quiver theories,
which are related to the sln spin chain via the Bethe/Gauge correspondence. Our results
also relate them to the sln spin chain, but there are crucial differences: for [12], the spin
chain length L is determined by the number of flavors, while for us L is fixed by the number
of insertions in the correlator of the 3d theory. For us, the number of flavors is related to
the choice of a collection of infinite-dimensional modules of the Yangian that determine the
twisted trace. Incidentally, in [12], the number of flavors determines the finite-dimensional
module of the Yangian (the spin chain Hilbert space). Thus a unifying theme of the two
approaches is the relation of quantum field theories to the representation theory of the
Yangian: finite-dimensional in [12], and infinite-dimensional for us. Our main example in
the second half of this paper is the A1 quiver related to the XXX spin chain, for which the
standard Bethe/Gauge correspondence is studied in [17].
General constructions of the boundary or interface TQM are detailed in [1], so we do
not review them and move directly to the applications. We only give a sketch in Figure 1,
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and note that those constructions are based on protected 1d sectors in 3d N = 4 theories
introduced in [18,19]. One can construct algebras either using the superconformal definition,
or the Omega background, or the sphere background. To compute correlators, it is important
to use the sphere background [20], see Figure 1. Results for certain observables in the same
setup have appeared recently in [21, 22]: indeed, they look at the same protected sector in
4d MSYM with an interface. Nonetheless, there is no significant overlap with those works
as we emphasize the algebraic approach and study different correlation functions. Also note
that the boundary/interface algebras describe short quantizations of Poisson varieties [23].
The six-dimensional super Yang-Mills (SYM) on the D5 branes provides an alterna-
tive viewpoint on our constructions, which we do not take in most of this work and only
briefly discuss now. On the D5 brane worldvolume, the couplings with D3 branes engineer
codimension-3 defects in the 6d U(n) SYM, which are ’t Hooft operators. As the brane sys-
tem is embedded in IIB string theory, these couplings must be compatible with a coupling
to supergravity. In particular, they will be compatible with the Ω deformation in a plane
shared by all the branes. Truncation to the SUSY sector in this background reduces the 6d
theory to the holomorphic-topological 4d Chern-Simons (CS): see [24–27] for explorations
of the 4d CS, [28] for an early proposal, and [29] on how it descends from 6d. Along the
way, the defect becomes the usual ’t Hooft line in 4d, which is a subject of investigation
in [30]. Consistency of the coupling to the defect requires the existence of an algebra mor-
phism from the Yangian algebra Y [gln] to AN ;n or A(s)N ;n. Essentially, the morphism identifies
which 1d operators are coupled to the holomorphic derivatives of the 4d CS connection. Our
first objective is to identify this morphism, and we will indeed find that all three classes
of algebras, AN ;n, A(1)N ;n, and A(s)N ;n, admit homomorphisms from the Yangian Y [gln]. The
second objective is to compute traces on these algebras that encode defect correlators of the
4d SYM, which is in fact central to this paper.
Finally, there is a close relation to the results in [31, 32], who also studied topological
correlators in 4d MSYM, however they look at local observables on Wilson loops. Indeed,
Wilson loops associated to D5 branes are also associated to Yangian embeddings in protected
subsectors, which can be explained by the same Ω deformation of 6d SYM argument. See
also [4]. Interfaces and Wilson loops can even be combined to give a setup controlled by the
Y [gln|m] Yangian. We will discuss this very briefly in the main text in Section 2.1.1.
In Section 2 we study algebras living at the interfaces engineered by D5 branes. Using
the techniques developed in [1], we identify AN ;n, i.e. the algebra at the intersection of N D3
and n D5 branes, as a quantum Hamiltonian reduction of a tensor product of two copies of
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U(glN) and Nn copies of the Weyl algebra. We also describe the morphism from Y [gln] very
explicitly in the RTT presentation of the Yangian [33, 34]. We then construct the algebra
A(1)N ;n as the glN -invariant subalgebra of U(glN+n), with its known maps from the Yangian.
At the end, we apply the theory of finite W-algebras to identify A(s)N ;n and the corresponding
map from Y [gln] in the RTT presentation.
In Section 3 we describe algebras at the NS5-like interfaces. Unlike in the D5 case, it
does not require separate treatment for the s = 0, s = 1 and s > 1 cases. The algebra can
be described uniformly for all s as the Coulomb branch algebra of a certain balanced linear
quiver, which is then coupled to the 4d MSYM. It comes equipped with a certain represen-
tation in terms of shift operators, which allows to define the twisted trace and correlators.
The map from the Yangian is also given explicitly, and the representation in terms of shift
operators, from the Yangian point of view, is the well-known GKLO representation [35].
The Coulomb branch perspective, notably, leads to the Drinfeld’s second presentation of the
Yangian [36]. The Coulomb branch algebra itself is the quotient of the Yangian [5] known as
a truncated Yangian [37,38] (or more generally shifted truncated Yangian in the unbalanced
case). It admits a family of “coproduct” maps that are compatible with the usual Yangian
coproduct, as has been proven in [39, Proposition 4.1.13] in the An case (see also [40]). For
a shifted and truncated Yangian Yλν [sln], both shift and truncation parameters split under
the coproduct, ν = ν1 + ν2, λ = λ1 + λ2, so that we get Yλν [sln] → Yλ1ν1 [sln] ⊗ Yλ2ν2 [sln]. We
are only concerned with the balanced case, where the shift ν vanishes. The existence of this
map will play an important role for us.
Finally, in Section 4 we leverage the morphism from the Yangian to argue that correla-
tors and the corresponding twisted trace can be written in terms of transfer matrices of the
inhomogeneous sln spin chain. For the AN ;n ≡ A(0)N ;n algebra in the n = 2 case (that is N D3
branes intersecting 2 D5 or NS5 branes), we fully solve the problem by proposing an explicit
formula for the correlators. We achieve this by combining the coproduct property [39] with
the localization results of [41,42]. First we argue for (4.21), which gives a remarkably explicit
answer for the correlators in 3d N = 4 SQCD with the gauge group U(N) and 2N funda-
mental flavors. It is written in terms Q-operators of the XXX spin chain. We then derive the
equation (4.25), which computes correlators of the interface operators in terms of transfer
matrices. In both cases, we are concerned with the correlator uN1 . . . u
N
L 〈T [u1]a1b1 . . . T [uL]aLaL〉,
where T [u]ab is the generating function of the Y [sl2] generators in the former and Y [gl2] in
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the latter case. The correlator is computed as a matrix element
uN1 . . . u
N
L 〈T [u1]a1b1 . . . T [uL]aLaL〉 =
〈
a1, . . . , aL;L
∣∣ML∣∣b1, . . . , bL;L〉 (1.1)
of a certain 2L× 2L matrix ML built with the help of a spin chain data. Here |a1, . . . , aL;L〉
denotes the standard spin chain basis, with |1, . . . , 1;L〉 meaning | ↑, . . . , ↑〉, |1, . . . , 1, 2;L〉
meaning | ↑, . . . , ↑↓〉, etc. In the case of 3d SQCD, the masses are fixed, and the matrix is
ML =
∑
σ∈ S2NSN×SN
i−N
2
eipiζ
∑2N
j=1 µj
(2 sinhpiζ)N
∏N
a=1
∏2N
k=N+1 2 sinhpi(µσ(a) − µσ(k))
N∏
a=1
Q+(~u−µσ(a)~e)Q−(~u−µσ(a+N)~e),
(1.2)
where µ1, . . . , µ2N are dimensionless masses µj = `mj (here ` is the sphere radius), ζ is the
FI parameter that also defines twisted-periodic boundary conditions for the XXX spin chain,
~u = (u1, u2, . . . , uL), ~e = (1, 1, . . . , 1), and Q± are Baxter Q-operators of the inhomogeneous
length-L XXX spin chain with the inhomogeneities ~u. The sum runs over the massive vacua.
In the interface case, the masses are integrated over and promoted to central elements of
Y [gl2] (see also [43]), whose trace is encoded in the matrix ML that takes a different form:
ML =
1
N !
∫
RN×RN
[dµL][dµR]e−
ipi
τ
tr(µL)2− ipi
τ
tr(µR)2+2piiζ
∑N
a=1 µa∆(µL)∆(µR)
×
N∏
j=1
T+− 1
2
+i(µLj −µj)
(~u− µj~e)− T+− 1
2
+i(µRj −µj)
(~u− µj~e)
2i sinhpi(µLj − µRj )
, (1.3)
where µa =
1
2
(µLa +µ
R
a ), and the integral implements coupling to the bulk on the two sides of
the interface. Here T+j (~u) stands for the transfer matrix (for the sl2 Verma module of highest
weight j) of the same spin chain. The transfer matrices of this kind are expressed through
the Baxter Q-operators, and both are easily computable using the results of [44] (see [45]
for generalizations), making the above answers very explicit. Thus we fully solve the purely
3d problem, while the interface answer (1.3) still involves a complicated integral. We should
note that for the Verma module transfer matrices to make sense, we must keep the twist
parameter generic until the end, which in the NS5 description is the interface FI term ζ. The
final answer must admit the ζ → 0 limit, even if individual transfer matrices might diverge
in this limit. Quite conveniently, the difference of transfer matrices that enters the product
in (1.3) is precisely the combination that is known to admit a finite ζ → 0 limit [44].
Appendices contain some technical material for the Sections 2 and 4.
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1.1 Outlook
A straightforward generalization of (1.3) would be to extend it for AN ;n with n > 2. The
answer would express correlators of operators from AN ;n in terms of a particular linear
combination of products of transfer matrices for the sln spin chain. In this case the results
of [46] are of use. It would be interesting to work out such a generalization. The case with
different numbers of D3 branes terminating on fivebranes, which is expected to be controlled
by shifted Yangians, is another interesting generalization.
The formula (1.3) serves as a natural starting point for the large-N analysis of correlators.
As it stands, it suggests a neat interpretation for the generating functions T [u]ab as dual to
“giant open strings” attached to the D5 branes, with endpoints describing a macroscopic
Wilson line in the five-brane theory. In this protected sector, the T [u]ab vevs measure some
overall holonomy along the Wilson line, induced by the backreaction of the D3 branes in the
D5 brane worldvolume. The backreaction is represented by a collection of N ’t Hooft lines.
We plan to address the large N limit elsewhere.
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2 Higgs or D5 presentation
In this section we explore algebras describing 1d, or TQM, sectors on interfaces engineered
by n D5 branes. They intersect N D3 branes, and there may be extra ns D3 branes that
terminate on D5 branes from the right. When s = 0, so there are only intersecting branes,
the algebra is denoted AN ;n. When s > 0, we assume that exactly s D3 branes terminate
on each D5 brane, and the corresponding algebra is denoted A(s)N ;n. The cases s = 0, s = 1,
and s > 1 are treated separately: only the first one involves extra hypermultiplets living at
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the interface, while the second is built from regular boundary conditions, and the latter case
involves the Nahm pole % = [1N , sn].
2.1 N D3 branes crossing n D5 branes
The 4d QFT description of the interface is straightforward: n fundamental 3d hypermulti-
plets coupled to the 4d U(N) gauge fields. The 3d hypermultiplets also couple in the obvious
way to the IR free 6d U(n) SYM living on the D5 branes worldvolume.
At the level of 4d SYM with the interface, the sphere background (or the Ω deformation)
reduces the 3d hypermultiplets to a 1d quantum mechanical system, a collection of nN
Weyl algebras. This is coupled to a perturbative 2d gl(N) YM theory arising from the Ω
deformation of 4d SYM, in a manner discovered in [47] and described in the present context
in [1] (see also [21]). The result is a local operator algebra AN ;n obtained as the quantum
Hamiltonian reduction of the collection of Weyl algebras combined with two copies of the
universal enveloping algebra U [gln]. That is, we start with
U(glN)⊗WeylNn ⊗ U(glN), (2.1)
where the two copies of U(glN) are generated by (B±)
α
β , and theNn copies of Weyl algebra are
generated by Xaα, Y
α
a , where the lowercase Greer letters denote glN indices (in most formulas,
we will suppress them, unless needed). The commutators obeyed by the generators are
[(B±)αβ , (B±)
γ
δ ] = ~δ
γ
β(B±)
α
δ − ~δαδ (B±)γβ,
[Xaα, Y
β
b ] = ~δ
a
b δ
β
α, (2.2)
where we conveniently introduced an explicit quantization parameter ~ of weight 2. We can
give weight 2 to the generators B+ and B−, and weight 1 to the generators Xa and Ya. We
then perform the quantum Hamiltonian reduction: first take the quotient by the left ideal
generated by the F-term relation
µαβ ≡ (B+)αβ + (B−)αβ + Y αa Xaβ + ~Nδαβ = 0, (2.3)
and then restrict to glN invariants. The FI parameter can be absorbed into the diagonal
components of B±, but we fixed it to a convenient value. In this way, we construct the
algebra AN ;n.
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The algebra AN ;n has a large commutative sub-algebra generated by operators of the
form TrBk+ and operators of the form TrB
k
−. This subalgebra is actually central: we can
use the F-term relations to eliminate B− from a generic operator to show that it commutes
with all TrBk−, and similarly for B+. We will denote these central generators as
b+,k = TrB
k
+ b−,k = TrB
k
−. (2.4)
They are the bulk operators in the U(N) 4d SYM on the left and on the right of the D5
branes: just like in the case of boundaries [1], the center of the interface algebra is generated
by the bulk operators.
Now we would like to identify the morphism from Y [gln] to AN ;n. The rough form of the
morphism is really determined by the physics: the generators B± in the two copies of U [glN ]
arise from the 4d SYM scalar fields which control the transverse position of the D3 branes
in the holomorphic plane of the 4d CS theory. Thus the n-th derivative of the connection
should couple to generators of the form XBn±Y , with X and Y being the generators of the
Weyl algebra. We verify in Appendix A that these are indeed Yangian generators.
More precisely, the Y [gln] Yangian has an RTT presentation, which employs the mon-
odromy matrix T [u] associated to the fundamental representation. Written as a commutator,
it takes the form
[T [u]ab , T [v]
c
d] = ~
T [v]cbT [u]
a
d − T [u]cbT [v]ad
u− v , (2.5)
where
T [u] ≡ 1 + t
[1]
u
+
t[2]
u2
+ · · · (2.6)
is a formal generating function for the Yangian generators. Notice that the RTT relations for
the Y [gln] Yangian do not really constrain the overall scale of T [u], which can be redefined by
multiplication by any scalar formal power series in 1 +u−1C[[u−1]], possibly with coefficients
living in the center of the Yangian.
It is also useful to define an inverse formal series by
T [u]abT [u]
b
c = δ
a
c , (2.7)
which gives the monodromy matrix associated to the anti-fundamental representation.
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Then we find identifications:
T [u]ab = δ
a
b −Xa
1
u−B+Yb, T [u]
a
b = δ
a
b +X
a 1
u+B−
Yb, (2.8)
mapping the Yangian generators to AN ;n. In these expressions B± are treated as N × N
matrices of operators, and contraction of glN indices is implied. More explicitly,
t[n]ab = −Xaα1(B+)α1α2 · · · (B+)αn−1αn Y αnb . (2.9)
That T [u] and T [u] indeed obey the Yangian relations is shown in the Appendix A.
The images of the Yangian generators t[n]ab generate AN ;n, but satisfy extra relations,
which truncate the Yangian to a finitely-generated algebra AN ;n. Indeed, a nice property
of U [glN ] is the existence of a degree N characteristic polynomial P+(u), whose coefficients
are elements in the center of U [glN ], such that P+(B+) = 0.
1 That means P+(u)
1
u−B+ =
(P+(u)−P+(B+)) 1u−B+ is a degree N−1 polynomial in u, and thus P+(u)T [u]ab is a degree N
polynomial in u starting with uNδab . We can similarly define a P−(u) such that P−(−B−) = 0,
which controls the denominator of T [u] and the corresponding Yangian truncation.
The center of the Y [gln] Yangian is given by the coefficients of the quantum determinant
of T [u]. We have not directly proven in this presentation, but we have tested the statement
that the quantum determinant of T [u]ab should be
P−(u−n−12 ~)
P+(u+
n−1
2
~) and the quantum determinant
of T [u]ab should be
P+(u+
n−1
2
~)
P−(u−n−12 ~)
, see Appendix A. That means the central elements of the
Yangian are determined as a function of the central elements of the two copies of U [glN ], i.e.
the bulk operators.
2.1.1 Fermionic fundamental fields and Wilson lines
There is an alternative embedding of the D5 branes which is compatible with the Ω deforma-
tion/sphere background: they can be taken to share a single space-time direction with the
D3 branes. The 35 open strings give rise to a collection of Nm complex fermions, effectively
engineering a BPS Wilson line in the ΛCmN representation of U(N)× U(m) [50].
After localization, the effect of the complex fermions is completely analogous to that of
the Xa, Yb fields above, except that they are Grassmann-odd and define a Clifford algebra
rather than a Weyl algebra. Indeed, calculations in [4] were done for the case of fermions.
1It is given by the Capelli determinant of u − B+ [48], see [49] for details on the relevant algebraic
techniques.
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We can also consider a combination of a composite Wilson line and an interface, so that we
have n bosonic and m fermionic Xa, Yb fields.
All the algebraic calculations above work in exactly the same manner, giving a map from
the Y [gln|m] Yangian to the resulting algebra AN ;n|m of local operators. We leave the details
to future work.
2.2 n D5 branes between N and N + n D3 branes
This interface is simpler: the gauge group is reduced from U(N+n) to U(N) at the interface,
with the commutant U(n) being the interface global symmetry.
The 1d algebra is the glN quantum Hamiltonian reduction of U [glN+n] × U [glN ]. The
moment map constraint simply kills the U [glN ] factor, leaving the glN -invariant part of
U [glN+n]. We denote the resulting algebra as A(1)N ;n.
One can construct several homomorphisms from the Y [gln] Yangian to A(1)N ;n following [49,
Section 2.13]. One is a well-known map from Y [gln] to A(1)N ;n, denoted in [49, Section 2.13] as
ψN+n : Y [gln]→ A(1)N ;n (2.10)
To construct it, one takes the matrix 1 + B+
u
, with B+ ∈ glN+n (which is an image of the
Y [glN+n] Yangian T ) and computes quantum determinants of submatrices of size N +1 with
indices (a, n + 1, · · ·n + N) and (b, n + 1, · · ·n + N), where a, b = 1..k. The result is the
image of T [u]ab .
Other homomorphisms can also be constructed based on the evaluation map from Y [glN+n]
to U(glN+n) given by 1 +
B+
u
. The simplest thing we can do is restrict this map to a Y [gln]
subalgebra, which gives the evaluation map again, now to U(gln) ⊂ U(glN+n)glN = A(1)N ;n.
However, there exists a more interesting homomorphism from Y [gln], which was denoted
ϕN+n in [49, Section 2.13],
ϕN+n : Y [gln]→ A(1)N ;n, (2.11)
defined by restricting the following map,
T [u] 7→
(
1 +
B+
u− a
)−1
, (2.12)
to the Y [gln] subalgebra. Here a is an arbitrary number, but to match [49], one should take
a = N + n (and replace T [u] with T [−u]). It is easy to see using the Yangian relations that
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this restriction is manifestly glN -invariant, thus indeed giving a homomorphism from Y [gln]
to A(1)N ;n.
Based on explicit tests at small N and some commutative limits, we expect the two maps
ψn and ϕn to actually coincide.
2.3 n D5 branes between N and N + ns D3 branes
This setup is a bit more complicated to analyze: the gauge group is reduced from U(N +ns)
to U(N) at the interface, but the commutant U(ns) is further broken to U(n) by a Nahm
pole consisting of n blocks of size s.
At the level of the algebra, that means that we need the glN -invariant part of a finite W-
algebra W(glN+ns, e) built from the quantum Drinfeld-Sokolov (DS) reduction of U [glN+ns]
involving a nilpotent generator e with n Jordan blocks of size s. We denote the resulting
algebra as A(s)N ;n. It seems to be possible to also describe it as the quantum DS reduction of
A(1)N ;ns. 2
It turns out that the description of A(s)N ;n as the subalgebra of invariants,
A(s)N ;n =W(glN+ns, e)glN , (2.13)
can be made quite explicit. The Jordan type of e is determined by
% = [1, . . . , 1︸ ︷︷ ︸
N
, s, . . . , s︸ ︷︷ ︸
n
]. (2.14)
We characterize the algebra W(glN+ns, e) using its relation to shifted Yangians [38]. As
a first step, choose a good grading compatible with e. Good gradings on gl algebras are
classified in terms of pyramids [51], and a convenient choice of pyramid for our % is
2It is natural to wonder if the quantum DS reduction of the Y[glns] Yangian involving a nilpotent generator
with n Jordan blocks of size s would admit a map from (or coincide with) the Y[gln] Yangian.
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1.
.
N
N+1 . . . N+s
. . . . .
. . . . .
. . . . N+ns
The corresponding shift matrix is given by
σ =

0 0 . . . 0 s− 1 . . . s− 1
0 0 . . . 0 s− 1 . . . s− 1
. . . . . . . . . . .
0 0 . . . 0 s− 1 . . . s− 1
0 0 . . . 0 0 . . . 0
0 0 . . . 0 0 . . . 0
. . . . . . . . . . .
0 0 . . . 0 0 . . . 0

. (2.15)
It is an (N + n) × (N + n) matrix, consisting of three zero blocks of sizes N × N , n × N
and n × n, with the only non-zero block of size N × n with s − 1 in every entry. It follows
from the results of [38] that the most convenient description of the corresponding shifted
and truncated Yangian YN+n,s(σ) is via the parabolic presentation of shape
ν = (N, n). (2.16)
Using [38, Corollary 6.3], we identify the generators in their notations as
{D(1)1;i,j}1≤i,j≤N , {D(r)2;a,b}1≤a,b≤n,1≤r≤s, {E(s)1;i,a}1≤i≤N,1≤a≤n, {F (1)1;b,j}1≤b≤n,1≤j≤N , (2.17)
which generateW(glN+ns, e), and ordered polynomials in which form its PBW basis. The re-
lations obeyed by these generators are written in [38, (3.3)–(3.14)]. The first set, {D(1)1;i,j}1≤i,j≤N ,
generates the U(glN) subalgebra, and we are supposed to take invariants with respect to it,
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i.e. the next step is to compute
A(s)N ;n =W(glN+ns, e)glN . (2.18)
The second set in (2.17) commutes with the first set, while the remaining two transform as
the fundamental and the anti-fundamental of gln respectively. This allows to identify the
glN -invariant generators as follows,
{D(r)2;a,b}1≤a,b≤n,1≤r≤s, tr(D(1)1 )m, {F (1)1;a (D(1)1 )mE(s)1;b}1≤a,b≤n, m∈Z≥0 , (2.19)
where in the last set of generators we suppressed summation over the glN indices i, j = 1..N .
Notice that the generators from the first set in (2.19) obey the Yangian Y [gln] relations:
[D
(r)
2;a,b, D
(p)
2;c,d] =
min(r,p)−1∑
t=0
(
D
(r+p−1−t)
2;a,d D
(t)
2;c,b −D(t)2;a,dD(r+p−1−t)2;c,b
)
. (2.20)
Of course, the elements D
(r)
2;a,b with r > s are not independent generators, for they are not
on the list (2.17). This is the effect of truncation, – the algebra YN+n,s(σ) is defined as a
quotient of the shifted Yangian over a two-sided ideal generated by {D(r)1;i,j}1≤i,j≤N,r>1. As
a result, elements D
(r)
2;a,b with r > s can be expressed, using the relations [38, (3.3)–(3.14)],
as polynomials in generators listed in (2.17). This is a straightforward somewhat technical
exercise, which we do not present here for the sake of brevity. The consistency of truncation
implies that the relations (2.20) are obeyed by all D
(r)
2;a,b, even if some of them are not
independent. In particular, this implies a homomorphism:
Y [gln]→ A(s)N ;n,
t[r]ab 7→ D(r)2;a,b. (2.21)
The simplicity with which we are able to define this homomorphism is due to the optimal
choice of the parabolic presentation shape (2.16), thus all the technicalities are hidden in [38].
We now shift gear to the Coulomb branch description of the algebra.
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N+s N+nsN N+2s N+(n-1)s...
Figure 2: The balanced quiver that provides the Coulomb branch description of A(s)N ;n.
3 The Coulomb or NS5 perspective
S-duality gives an alternative presentation of A(s)N ;n: the quantum Coulomb branch algebra
of an NS5 interface containing n NS5 branes, with D3 branes crossing and terminating on
them just like in the D5 case. It is describe by a balanced linear quiver of (n − 1) unitary
gauge groups, with N flavors at one end and N +ns at the other, see Figure 3. The ranks at
the i-th gauge node are N + is, and the flavor nodes are coupled to the bulk on the two sides
of the interface, so the masses for the flavors are promoted to central elements. Unlike in
the D5 frame, the description is uniform in s: there is no need to consider s = 0, s = 1, and
s > 1 separately. The algebra of the linear quiver in Figure 3 is a central quotient of A(s)N ;n,
and we sometimes denote it as A(s)N ;n[m], where m stands for masses that parameterize the
quotient. It is given by the truncated Yangian Yλ0 [sln], where λ is the truncation parameter.
The correspondence between Coulomb branches of balanced ADE quivers and truncations
of the corresponding ADE Yangian is well understood [39]. The specific truncation depends
on the number and location of the flavours on the quiver. The balanced condition essentially
means that the vector (Ni) built from the number of flavours at each node equals the ADE
Cartan matrix acting on the vector (Mi) built from the gauge ranks.
The map from the Yangian means that the corresponding quantized Coulomb branch
algebra Yλ0 [sln] can always be employed to define a line defect in 4d ADE CS theory. The line
defect is recognized in [30] as a collection of ’t Hooft operators in one-to-one correspondence
with the flavours of the quiver: the (minuscule) charge is controlled by the position of the
flavour in the ADE quiver and the locations/spectral parameter is the corresponding mass
parameter.
In the general ADE case, the masses are thus not identified with central elements in the
Yangian: the ADE Yangian has no center (in fact for any simply g, the Yangian Y [g] has
no center [52]). Instead, they control the specific truncation of the Yangian. In the case
at hand associated to the D3-D5 interfaces (and their duals), though, because the brane
interpretation involves a U(n) 6d gauge theory, we expect the map from the Y [sln] Yangian
to the quantum Coulomb branch of the linear quiver to admit some natural lift to a map
from the Y [gln] Yangian to the quantum Coulomb branch of the D3-NS5 interface obtained
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by coupling the 3d linear quiver theory to the D3 brane SYM, i.e. by promoting masses to
central generators. Indeed, see [53, Theorem 2.34] on such a lift.
Recall that the RTT presentation of Y [sln] is obtained from the RTT presentation of
Y [gln] by imposing a quantum determinant constraint qdetT [u] = 1 [54]. One can adjust
the scale of T [u] by some functions of the masses to get a more general normalization of the
quantum determinant, promoting the map from Y [sln] to the quantum Coulomb branch to
a map from Y [gln] to the quantum Coulomb branch extended by the masses. Based on the
s = 0 example and on co-product considerations we discuss below we expect the natural
normalization of T [u] to be such that Q0(u)T [u] and Qn(u)T [u] are polynomials in u, where
Q0(z) =
N∏
a=1
(z −mLa ), Qn(z) =
N+ns∏
a=1
(z −mRa ). (3.1)
We will avoid using this expectation in concrete calculations, though.
Quantum Coulomb branch algebras for the linear quivers can be explicitly described
[5,55], in general giving truncations of shifted Yangians, with shifts vanishing for our balanced
quivers. The traces can be written using the methods of [41, 42]. The basic building blocks
are the shift operators:
u+i,a = −
1
`
∏Mi−1
b=1 (
1
2
+ i`(φi,a − φi−1,b))∏
b 6=a i`(φi,a − φi,b)
e−
i
2
∂σi,a−∂Bi,a =
−i
(i`)Mi−Mi−1
∏Mi−1
b=1 (φi,a − φi−1,b − 2)∏
b 6=a(φi,a − φi,b)
e−∂φi,a ,
u−i,a =
1
`
∏Mi+1
b=1 (
1
2
+ i`(φi+1,b − φi,a))∏
b6=a i`(φi,b − φi,a)
e
i
2
∂σi,a+∂Bi,a =
−i
(−i`)Mi−Mi+1
∏Mi+1
b=1 (φi,a − φi+1,b + 2)∏
b 6=a(φi,a − φi,b)
e∂φi,a ,
φi,a =
1
`
(σi,a +
i
2
Bi,a),
(3.2)
that act on functions of σi,a ∈ R and Bi,a ∈ Z, which are coordinates on the Cartan subalge-
bra of the gauge group U(M1)×· · ·×U(Mn−1) and its cocharacter lattice respectively. We also
introduced the complex combinations φi,a of these coordinates. The notation Mj = N + js
was used for the ranks of gauge groups, and ` is the sphere radius (in the S3 background
approach), which then translates to  = i
`
. We also identified the flavor nodes as the 0th and
nth “gauge nodes”, so φ0,a = m
L
a and φn,a = m
R
a are masses. The shift operators u
±
i,a in (3.2)
correspond to abelianized minuscule monopoles, and together with φi,a they generate the
abelianized Coulomb branch algebra AabC [T ] of our 3d quiver theory T , whose Weyl-invariant
subalgebra is the true Coulomb branch algebra of the linear quiver, AC [T ] = (AabC [T ])W .
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One can then define the generating functions of Weyl-invariant generators following [55]:
Qi(z) =
Mi∏
a=1
(z − φi,a),
Hi(z) =
Qi−1(z + 2)Qi+1(z +

2
)
Qi(z)Qi(z + )
, U±i (z) =
Mi∑
a=1
u±i,a
∏
b 6=a
(z − φi,b), i = 1 . . . n− 1,
Ei(z) =
1
Qi(z)
U−i (z) =
Mi∑
a=1
1
z − φi,au
−
i,a,
Fi(z) = U
+
i (z)
1
Qi(z)
=
Mi∑
a=1
1
z − φi,a + u
+
i,a. (3.3)
It is straightforward to check that (assuming the quiver is balanced)
[φi,a, φj,b] = 0,
[φj,b, u
±
i,a] = ±δi,jδa,bu±i,a,
[u+i,a, u
−
j,b] ∝ δi,jδa,b,
u+i,au
−
i,a = −
Qi−1(φi,a − 2)Qi+1(φi,a − 2)∏
b6=a(φi,a − φi,b)(φi,a − φi,b − )
,
u−i,au
+
i,a = −
Qi−1(φi,a + 2)Qi+1(φi,a +

2
)∏
b6=a(φi,a − φi,b)(φi,a − φi,b + )
. (3.4)
Again, Q0 and Qn correspond to the flavor nodes, encoding the corresponding masses:
Q0(z) =
N∏
a=1
(z −mLa ), Qn(z) =
N+ns∏
a=1
(z −mRa ). (3.5)
The above equations, with shift operators defined in (3.2), exactly match those of the well-
known GKLO representation [35]. Therefore the generating series Hi(z), Ei(z), Fi(z) form
a representation of the Yangian Y [sln]. Indeed, [55] check that
[Hi(z), Ej(w)] = − 
2
κij
[Hi(z), Ej(z)− Ej(w)]+
z − w ,
[Hi(z), Fj(w)] = − 
2
κij
[Hi(z), Fj(z)− Fj(w)]+
z − w ,
[Ei(z), Fj(w)] = −δijHi(z)−Hi(w)
z − w , (3.6)
where κij is the Cartan matrix of sln. More precisely, this is a representation of a special-
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ization of Y [gln], where the quotient sets elements of the center to certain numeric values
determined by the masses (mL,mR). It is straighforward to adjust the normalization of T [u]
as indicated above, so that it has denominator Q0(u) while T [u] has denominator Qn(u)
Now we can finally construct the trace. For that we define the “vacuum” wave function
(or “empty hemisphere” partition function) Ψ0(σ,B), which is a function on t×Λ∨ [41,42]:3
Ψ0(σ,B) = δB,0
∏
w∈R
1√
2pi
Γ(1
2
− iw · σ)∏
α∈Φ
1√
2pi
Γ(1− iα · σ) = δB,0
∏
w∈R
1√
2pi
Γ(1
2
− iw · σ)∏
α∈Φ+
1
2pi
piα·σ
sinhpiα·σ
. (3.7)
The shift operators algebra AC [T ] can act on this function, generating a certain AC [T ]-
module. This module has a bilinear form defined by
(Ψ1(σ,B),Ψ2(σ,B)) =
∑
B∈Λ∨
∫
t
drkσ µ(σ,B)Ψ1(σ,B)Ψ2(σ,B),
µ(σ,B) =
∏
α∈Φ+
(−1)α·B
[
(α · σ)2 +
(
α ·B
2
)2] ∏
w∈R
(−1) 12 (|w·B|−w·B) Γ(
1
2
+ iw · σ + 1
2
|w ·B|)
Γ(1
2
− iw · σ + 1
2
|w ·B|) ,
(3.8)
and we construct the trace of O ∈ AC [T ] according to
θ(O) = (Ψ0,OΨ0). (3.9)
Notice that for (3.9), the simpler expression for µ(σ, 0) is enough, there is no need to know
µ(σ,B) for general B. Another remark that will be important later is that introducing the
FI terms ζ can be formulated as a modification of µ(σ, 0):
µ(σ, 0) 7→ µ(σ, 0)e2piiζ(σ), (3.10)
where we think of ζ as a character of g. The trace, still defined by the above formula, receives
an additional twist due to the FI terms.
Coupling to the bulk promotes masses to dynamical variables, which centrally extends the
algebra and effectively undoes the central quotient mentioned above. Therefore, equations
(3.3) describe yet another homomorphism
Y [gln]→ A(s)N ;n, (3.11)
3Λ∨ is the cocharacter lattice.
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where we now think of A(s)N ;n as the quantum Coulomb branch algebra of the NS5 interface.
Notice that the Coulomb branch perspective naturally leads to the Drinfeld’s second
presentation of the Yangian [36], as described above. On the other hand, the Higgs branch
perspective of the previous section naturally lead to the RTT presentation. The relation be-
tween the two is quite non-trivial, involving quantum minors (see e.g. [54, Theorem 12.1.4]),
which we will use in the simplest example below. For now, we note that the embedding found
using the Coulomb branch perspective does not have to match the embeddings in RTT pre-
sentations found in the previous section, but rather may differ by some automorphisms. A
precise match across S-duality requires identification of the latter, but we do not do it here.
Coproduct. We should mention another property of the algebras that has been made
manifest in the Coulomb branch perspective: a coproduct Yλ1+λ20 [sln]→ Yλ10 [sln]⊗ Yλ20 [sln]
compatible with the Yangian coproduct [39] (it corresponds to splitting flavors and colors
of the quiver into two subquivers while preserving the balanced condition). Intuitively, the
defect associated to a collection of ’t Hooft lines can be related to the fusion of two defects
associated to sub-collections.
For the Y [gln] Yangian, the coproduct takes the simple form:
T [u;N +N ′]ac → T [u;N ]abT [u;N ′]bc. (3.12)
We also expect the coproduct property to hold for the interface algebras as well. This is
compatible with the expectation that Q0(u)T [u] and Qn(u)T [u] should be polynomials in
u, as the Q0(u) and Qn(u) factor in the same way as the T [u] matrices. A generic algebra
can be obtained from the coproduct of simpler building blocks, such as A1;n and A(1)0;n, for
which we demonstrated explicitly (here and in the companion paper) on the Higgs side that
Q0(u)T [u] and Qn(u)T [u] are polynomails in u.
One interesting consequence of the coproduct is that the space of possible traces on the
algebras acquires a multiplication operation: we can define a trace on Yλ1+λ20 [sln] by mapping
to Yλ10 [sln]⊗ Yλ20 [sln] and taking independent traces of the two factors. We will discover in
examples that θ(O) admits a decomposition as a sum of such products of simpler traces.
In fact, we will base our derivation of traces partially on the coproduct property. A
general A(s)N ;n[m] admits coproduct maps into the tensor product of N copies of A1;n[m] and
s copies of A(1)0;n[m]. Traces on A1;n[m] and A(1)0;n[m] produce traces on A(s)N ;n[m] via coproduct
maps. There are many such maps corresponding to the different ways of distributing masses
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entering A(s)N ;n[m] among the building blocks A1,n[m] and A(1)0;n[m], each producing a possibly
different trace. In the example AN ;2[m] that we consider later, we will be able to generate
all traces in this way.
4 Traces and transfer matrices
We now turn to the question of twisted traces on A(s)N ;n, which encode the data of sphere
correlators on the interface. The setting is that of a 4d N = 4 SYM on S4, with the NS5
interface splitting it in two equal halves. The gauge group is U(N) on one hemisphere and
U(N + ns) on the other.
Because of the morphism Y [gln] → A(s)N ;n, any trace on A(s)N ;n will induce a trace on the
Yangian Y [gln]. Knowledge of the latter is enough to determine a large class of correlators,
even all of them whenever the map Y [gln]→ A(s)N ;n is surjective.
First, note the relation between traces on Y [gln] and Y [sln]. Let us denote the twisted
trace on the latter (induced by a map to A(s)N ;n[m]) as θmL,mR , where we explicitly indicate its
dependence on masses, and keep dependence on FI parameters ζ (that determine the twist)
implicit. Then the twisted trace θ on Y [gln] is given by coupling θmL,mR to the bulk:
θ(O) = 1|W|
∫
RN×RN+ns
[dmL][dmR] e−
i
τ
tr(mL)2∆(mL)∆(mL)︸ ︷︷ ︸
left hemisphere
θmL,mR(O) e−
i
τ
tr(mR)2∆(mR)∆(mR)︸ ︷︷ ︸
right hemisphere
,
(4.1)
where ∆(a) and ∆(a) are the Vandermonde and the sinh-Vandermonde defined for a Lie
algebra g, its positive root system Φ+, and a ∈ g by
∆(a) =
∏
α∈Φ+
〈α, a〉, ∆(a) =
∏
α∈Φ+
2 sinhpi〈α, a〉. (4.2)
Due to the mass-dependent projection Y [gln]→ Y [sln], every trace on Y [sln] is automatically
a trace on Y [gln], – that is why we are able to evaluate θmL,mR on O ∈ Y [gln]. After that,
we take a continuous linear conbination of such θmL,mR as (m
L,mR) varies over RN ×RN+ns,
which is the Cartan of U(N)× U(N + ns).
It remains to determine θmL,mR . We know one crucial property: it should be a twisted
trace for A(s)N ;n[m], which is the central quotient of A(s)N ;n. The space of such traces is known
to be finite-dimensional [56]. In favourable circumstances, the dimensionality is essentially
that of the number of massive vacua of the 3d theory [57] and we expect that a basis
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can be provided by analytic continuation of traces over Verma modules associated to the
vacua [58]. 4 Furthermore, the coproducts Yλ1+λ20 [sln]→ Yλ10 [sln]⊗Yλ20 [sln] from [39] (which
are compatible with the Yangian coproduct) allow one to produce a large collection of traces
for A(s)N ;n[m] from elementary traces for A(0)1;n[m] and A(1)0;n[m]. Experimentally, this collection
seems large enough to provide all traces for A(s)N ;n[m]. 5
The algebras A(0)1;n[m] and A(1)0;n[m] are all truncations of U(sln), so the associated traces
are actually built from Verma modules for U(sln), promoted to Yangian modules by the
basic map
Y [sln]→ U(sln), T [u] 7→ 1 + t
[1]
u
. (4.3)
Twisted traces over such modules are well-known objects, they give transfer matrices of some
spin chains with twisted-periodic boundary conditions.
To review these notions following [44, 46] (see also [45, 53, 59] for constructions of Lax
matrices), fix a highest weight representation of sln with the highest weight j and the rep-
resentation space Vj. Then one constructs an L-operator
6:
L(u) = u+ i
∑
ab
Eab ⊗ Jab, (4.4)
which is an n× n matrix with End(Vj)-valued entries. Here Eab are elementary sln matrices
(generators in the fundamental representation), and Jab are the corresponding sln generators
in the representation Vj. Because Jab obey the sln commutation relations, one can show that
L(u) obeys the RLL relation with the rational R-matrix. Namely, with
R(u) = u+ iP : Cn ⊗ Cn → Cn ⊗ Cn, (4.5)
where P permutes the two Cn’s, the following holds
R(u− v)(L(u)⊗ 1)(1⊗ L(v)) = (1⊗ L(v))(L(u)⊗ 1)R(u− v). (4.6)
Assigning a spectral parameter x to Vj, the evaluation module is determined by L(u) and
4Since the Verma modules are infinite-dimensional, one must keep the twist parameters generic so the
traces remain convergent. Only very special linear combinations of Verma traces (for example, those encoding
sphere correlators) allow to switch off the twist parameters.
5The principle that general traces can be built from simpler traces via the coproduct can be implemented
directly for the Yangian, but infinite linear combinations may be needed. Factoring through the truncated
Yangians makes the problem finite-dimensional.
6Notice that we use the “Wick-rotated” convention for the spectral parameter, following [44, Section 2
and Appendix B], but not their Section 3.
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defined on generators by
T [u] 7→ 1
u
L(u− x). (4.7)
It is common to denote L(u− x) pictorially as a crossing of two lines:
Vj
a
b
u
x
where the fundamental representation runs along the vertical line, and that line also carries
a spectral parameter u, while the representation Vj runs along the horizontal line carrying
the spectral parameter x. In these pictorial notations, the product T [u1]
a1
b1
T [u2]
a2
b2
. . . T [uL]
aL
bL
acting in the evaluation module corresponding to the sln-module Vj can be represented by
Vj
a1
b1
u1
a2
b2
u2
aL-1
bL-1
uL-1
aL
bL
uL
... x
while the twisted trace over this evaluation module is denoted by closing the horizontal line:
Vj
aL
bL
uL
aL-1
bL-1
uL-1
a2
b2
u2a1
b1
u1
... x
We do not explicitly indicate the twist on such pictures, but it must be non-zero in order for
traces over possibly infinite-dimensional modules to make sense. The above picture is quite
familiar in integrability: it represents the transfer matrix of the sln spin chain with L sites,
twisted-periodic boundary conditions, and impurities ui. The transfer matrix corresponding
to a finite-dimensional sln-module Vj of spectral parameter x is denoted by Tj(~u − x~e),
while if Vj is a Verma module, it is called T+j (~u − x~e), where ~u = (u1, u2, . . . , uL) and
~e = (1, 1, . . . , 1). We therefore find that the twisted trace of T [u1]
a1
b1
T [u2]
a2
b2
. . . T [uL]
aL
bL
over
the evaluation module corresponding to the Verma module Vj is given by the matrix element
of the transfer matrix:
T+j (~u− x~e)a1...aLb1...bL , (4.8)
between the basis states of Cn ⊗ · · · ⊗ Cn︸ ︷︷ ︸
L
, which is the Hilbert space of the spin chain. If Vj
is the finite-dimensional sln module, we likewise look at the matrix element of Tj(~u− x~e).
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As mentioned earlier, the twisted traces on Y [sln] we need to consider can be generated
algebraically from twisted traces over the evaluation modules. For the sln-modules Vj1 , Vj2 ,
. . . , Vjm , denote the evaluation modules by Vj1 , . . . ,Vjm , and their spectral parameters by
x1, . . . , xm. We may consider a linear span of traces on the tensor products of Vj’s,
trVj1⊗···⊗Vjm
(
e−2piζ·JT [u1]
a1
b1
. . . T [uL]
aL
bL
)
. (4.9)
In this expression, the exponential factor e−2piζ·J describes the twist, with J ∈ sln and ζ
from the Cartan subalgebra of sln. The tensor product of modules makes sense due to the
existence of coproduct, implying that T [u]ab acts on Vj1 ⊗ · · · ⊗ Vjm via∑
c1,...,cm−1
T [u]ac1 ⊗ T [u]c1c2 ⊗ · · · ⊗ T [u]cm−1b . (4.10)
This justifies the following pictorial representation of (4.9):
Vj
aL
bL
uL
aL-1
bL-1
uL-1
a2
b2
u2a1
b1
u1
...
...
Vj
Vj
1
2
m
x1
x2
xm
Each horizontal loop here represents a transfer matrix, and stacking them on top of each
other simply means taking a product of transfer matrices. Assuming for definiteness that all
the Vj’s are Verma modules (of highest weights j), the corresponding transfer matrices are
T+j (~u), and the above picture encodes the following expression:
〈a1, . . . , aL|
m∏
k=1
T+jk(~u− xk~e)|b1, . . . , bL〉, (4.11)
where we use the bra and ket notations for the matrix elements between states in (Cn)⊗L,
which is the Hilbert space of the length-L sln spin chain. Because all transfer matrices
commute with each other, we can take their product in any order in the above expression.
Furthermore, they can be simultaneously diagonalized by the Bethe eigenstates, in which
case 〈A|∏mk=1 T+jk(~u − xk~e)|B〉 is the same as ∏mk=1〈A|T+jk(~u − xk~e)|B〉, where A and B are
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some unit-norm eigenstates. We do not diagonalize transfer matrices, as for our purposes
the standard basis on (Cn)⊗L is good enough.
We are thus left with the problem of determining the correct linear combination of the
products of A(0)1;n[m] and A(1)0;n[m] transfer matrices which reproduce the 3d sphere protected
correlation functions. This is a straightforward, if somewhat tedious, combinatorial problem.
The Verma module traces come with very specific exponential prefactors involving bilinears
of masses and FI parameters. These prefactors encode the weight of the highest weight
vectors in the modules and essentially identify them uniquely when the masses are generic.
As a consequence, the coefficients of the linear combinations of elementary traces can
essentially be read off from the expansion of the partition function (with no operators in-
serted) into linear combinations of Verma module characters. In turn, that expansion can
be derived from a standard sum-over-residues evaluation of the localization formula for the
partition function, as in [57]. Correlators with some simple insertions can be used as an
extra check of the final formula.
4.1 The case of AN ;2 and Y [gl2]
Let us solve this in one of the simplest cases, which is the algebra AN ;2 living at the inter-
section of N D3 branes and 2 fivebranes; we use the NS5 description in what follows. As we
know, AN ;2 admits a surjective morphism from Y [gl2], but first we have to look at the purely
3d theory at the interface, whose algebra admits a morphism from Y [sl2]. The constructions
described above provide us with three generating series of shift operators: F (z), E(z), H(z),
which obey Drinfeld’s second definition of the Yangian Y [sl2]. Using [54, Theorem 12.1.4],
we can translate them into the RTT presentation according to
F (z) = T [z]12(T [z]
1
1)
−1, E(z) = (T [z]11)
−1T [z]21,
H(z) = (T [z]11)
−1(T [z + ]11)
−1qdetT [z + /2]. (4.12)
In [35] a presentation in terms of certain generating functions (Ai(z), Bi(z), Ci(z), Di(z))
was also worked out, and in the case of sl2, it coincides with the above RTT presentation
(for n > 2, these generating functions are related to quantum minors of T [u]). We read off
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expressions for the generators T [u]ab from (4.12):
T [u]11 =
N∏
a=1
(
1− φ1,a
u
)
,
T [u]12 =
N∑
a=1
u+1,a
u
∏
b6=a
(
1− φ1,b
u
)
,
T [u]21 =
N∑
a=1
u−1,a
u
∏
b6=a
(
1− φ1,b
u
)
,
T [u]22 = T [u]
1
1H(u) + T [u]
1
2(T [u]
1
1)
−1T [u]21
=
Q0(u+

2
)Q2(u+

2
)
uNQ1(u+ )
+
(
N∏
a=1
(1− φa
u
)
)(
N∑
a=1
1
u− φau
+
a
)(
N∑
a=1
1
u− φau
−
a
)
.
(4.13)
We can also check that (compare to [53, Section 2.2]):
qdetT [u+ /2] =
N∏
a=1
(
1 +

2
−mLa
u
)(
1−

2
+mRa
u+ 
)
, (4.14)
which is indeed a formal series in u with numerical coefficients determined by masses, as was
stated before.
The above expressions for T [u]ab are not unique, we can apply an automorphism
T [u] 7→ f(u)T [u], with f(u) ∈ 1 + u−1C[u−1], (4.15)
which will modify T [u] without affecting the expressions for F (z), E(z), and H(z). Other
two known automorphisms of the RTT presentation are:
T [u] 7→ T [u+ c], c ∈ C,
T [u] 7→ BT [u]B−1, B ∈ SL(n,C) (which in our case is SL(2,C)), (4.16)
and we expect that identification of the generators in (4.13) with those in the S-dual D5
construction of Section 2.1 involves a certain combination of all three automorphisms.
Despite ambiguity in choosing the RTT presentation, (4.13) provides a valid set of gen-
erators, and we are simply going to work with it. In particular, we will compute some
correlators in order to determine which modules appear in the product of transfer matrices
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in the equation (4.11).
The 3d theory on the interface in the Y [sl2] case is simply the U(N) SQCD with 2N
fundamental flavors, but coupling to the bulk suggests to break them into a group of N
fundamentals and a group of N anti-fundamentals, and rather think of the quiver:
N NN
We analyze this theory in the Appendix B, describing its partition function and correlators.
In particular, the partition function is, up to a sign, as in [57],
Z =
∑
σ∈ S2NSN×SN
i−N
2∏N
a=1 e
2piiζµσ(a)
(epiζ − e−piζ)N∏Na=1∏2Nk=N+1 2 sinhpi(µσ(a) − µσ(k)) , (4.17)
where the dimensionless left and right masses are again grouped into a single vector,
(µ1, µ2, . . . , µ2N) = (`m
L
1 , . . . , `m
L
N , `m
R
1 , . . . , `m
R
N), (4.18)
and the sum runs over the choices of N -tuples of masses (i.e., over the
(
2N
N
)
massive vacua).
When coupling to the bulk, it will be important to distinguish left and right masses again.
It is argued in the Appendix B that the correlation functions of Yangian generators are
captured in terms of the matrix elements of transfer matrices, as anticipated above. Namely,
the answer takes the form:
uN1 . . . u
N
L 〈T [u1]a1b1 . . . T [uL]aLbL 〉
=
∑
σ∈ S2NSN×SN
i−N
2
eipiζ
∑2N
j=1 µj∏N
a=1
∏2N
k=N+1 2 sinhpi(µσ(a) − µσ(k))
×
〈
a1, . . . , aL;L
∣∣∣ N∏
a=1
T+
− 1
2
+i
µσ(a)−µσ(a+N)
2
(
~z − µσ(a) + µσ(a+N)
2
~e
) ∣∣∣b1, . . . , bL;L〉,
(4.19)
where we use the notation ~e = (1, . . . , 1︸ ︷︷ ︸
L
). Here T+j (~u) is the transfer matrix of a length-L
inhomogeneous XXX spin chain, for the evaluation module based on the sl2 Verma module of
highest weight j. We compute the matrix elements of a product of transfer matrices between
the basis vectors of the spin chain Hilbert space (C2)⊗L. In the vectors |a1, . . . , aL;L〉, all
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the ai’s take values 1 and 2. We may think of |1, . . . , 1, 1;L〉 as | ↑ . . . ↑↑〉, of |1, . . . , 1, 2;L〉
as | ↑ . . . ↑↓〉, etc.
The values ja = −12 + i
µσ(a)−µσ(a+N)
2
of highest weights, and the spectral parameters
xa =
µσ(a)+µσ(a+N)
2
of the evaluation modules entering (4.19) deserve an explanation. For that,
recall the relation between the transfer matrix T+j (~u) and the Baxter Q-operators [44,60]:
T+j (~u) =
1
2i sin φ
2
Q+ (~u+ i(j + 1/2)~e) Q− (~u− i(j + 1/2)~e) , (4.20)
where φ = −2piiζ is our twist parameter, and Q± can be computed as traces of monodromy
matrices over an auxiliary oscillator Fock space following [44]. In terms of these we find:
uN1 . . . u
N
L 〈T [u1]a1b1 . . . T [uL]aLbL 〉
=
∑
σ∈ S2NSN×SN
i−N
2
eipiζ
∑2N
j=1 µj
(2 sinhpiζ)N
∏N
a=1
∏2N
k=N+1 2 sinhpi(µσ(a) − µσ(k))
×
〈
a1, . . . , aL;L
∣∣∣ N∏
a=1
Q+(~u− µσ(a)~e)Q−(~u− µσ(a+N)~e)
∣∣∣b1, . . . , bL;L〉.
(4.21)
Recall that the Q-operators commute with each other and with the transfer matrices. Thus
this expression, unlike (4.19), makes symmetry under the permutations σ ∈ SN × SN mani-
fest, showing that there are indeed only
(
2N
N
)
nontrivial terms in the above sum.
More importantly, (4.21) makes connection with how we derive it in the Appendix B.
The algebra AN ;2[m] (the central quotient of AN ;2) admits a coproduct map into A1;2[m]⊗N ,
which corresponds to breaking up U(N) SQCD with 2N flavors into N instances of U(1)
SQED with 2 flavors. In the process, each SQED inherits two masses from the SQCD, so
we have to split 2N masses µ1, . . . , µ2N into N pairs. If we look at the copy of SQED with
masses µa and µb, one can explicitly find that it has two traces corresponding to Verma
modules (see Appendix B), given by
Q+(~u− µa~e)Q−(~u− µb~e) and Q+(~u− µb~e)Q−(~u− µa~e) (4.22)
in the above formula (4.21). Using the coproduct map AN ;2[m] → A1;2[m] ⊗ · · · ⊗ A1;2[m]
and the choice of trace on each A1;2[m], we can build a trace on AN ;2[m]. The resulting trace
is a product of N traces like (4.22), so we conclude that the trace on AN ;2[m] corresponds
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to a product of Q-operators
N∏
a=1
Q+(~u− µσ(a)~e)Q−(~u− µσ(a+N)~e), (4.23)
for some permutation σ of 2N masses. There are precisely
(
2N
N
)
such traces, the same as
the number of vacua. These are simply traces over the Verma modules of the Coulomb
branch algeba of SQCD (which can be clearly seen at generic masses, where such modules
are irreducible). There are
(
2N
N
)
such Verma modules, in correspondence with massive vacua
[57,58], and we thus have found them all. They generate all traces [23], and to find the trace
computing sphere correlators, we have to identify their correct linear combination. We find
in the Appendix B that it is given by (4.21).
Now we couple this to the bulk by inserting (4.21) into (4.1) and integrating over masses.
The masses (µ1, . . . , µN) ≡ (µL1 , . . . , µLN) are coupled to the left and called “left masses”,
similarly (µN+1, . . . , µ2N) = (µ
R
1 , . . . , µ
R
N) are the right masses (though the precise choice of
left-right splitting is immaterial). In doing this, of great help is the following identity:
∑
σ∈ S2N
SN×SN
∆(µL)∆(µR)∏N
a=1
∏2N
k=N+1 2 sinhpi(µσ(a) − µσ(k))
N∏
a=1
Q+(~u− µσ(a)~e)Q−(~u− µσ(a+N)~e)
= (−1)N(N−1)2
∑
s∈SN
(−1)s
N∏
a=1
Q+(~u− µLa~e)Q−(~u− µRs(a)~e)−Q−(~u− µLa~e)Q+(~u− µRs(a)~e)
2 sinhpi(µLa − µRs(a))
,
(4.24)
which we prove in the Appendix C using commutativity of Q± and some combinatorics.
We apply the identity (4.24) to rearrange the Q-operators in (4.21), insert the result
in the integral (4.1), and recognize that the bulk contribution is permutation-invariant, to
arrive at a much simpler matrix model. We also convert combinations of Q-operators under
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the product in (4.24) into transfer matrices of Verma modules, resulting in
uN1 . . . u
N
L 〈T [u1]a1b1 . . . T [uL]aLbL 〉
=
1
N !
∫
RN×RN
[dµL][dµR]e−
ipi
τ
tr(µL)2− ipi
τ
tr(µR)2+2piiζ
∑N
a=1 µa∆(µL)∆(µR)
×
〈
a1, . . . , aL;L
∣∣∣ N∏
j=1
T+− 1
2
+i(µLj −µj)
(~u− µj~e)− T+− 1
2
+i(µRj −µj)
(~u− µj~e)
2i sinh pi(µLj − µRj )
∣∣∣b1, . . . , bL;L〉,
(4.25)
where we have introduced the left-right averaged masses for brevity:
µj =
1
2
(µLj + µ
R
j ). (4.26)
The expression (4.25) also encodes the interface partition function, which formally corre-
sponds to the length L = 0 spin chain with the transfer matrix:
T+j =
e−2piiζ(j+
1
2
)
2 sinhpiζ
. (4.27)
In the Appendix B we also provide an alternative derivation, where instead of using (4.24),
we go back to the integral expression for the 3d partition function, and after some further
manipulations, we end up with the same answer.
Notice also that the combination of transfer matrices that we see in (4.25) is of the form
T+j (~u)− T+−1−j(~u). For j ∈ 12Z, this is precisely the transfer matrix Tj(~u) of the irreducible
finite-dimensional spin-j module of sl2. It admits the twist-zero limit ζ → 0. For general j,
it does not have this interpretation, but still stays finite in the twist-zero limit [44], making
this expected property of (4.25) manifest.
We see that while the answer in (4.21) for the 3d theory is remarkably explicit and
algorithmic (when combined with the results of [44] for the Q operators), the answer (4.25)
for the interface is more involved, as one still has to compute a double-matrix integral. It is
conceivable, however, that the expression (4.25) is amenable to the large-N analysis.
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A Yangian generators in AN ;n
We have weight-2 generators B+ and B− of U(glN) × U(glN), weight-1 generators Xa and
Ya of Weyl
Nn, and a weight-2 quantization parameter ~. When possible, we will suppress
glN indices. If they are needed, we will use lowercase Greek indices.
We have commutators
[Xaα, Y
β
b ] = ~δ
a
b δ
β
α
[(YaX
a)αβ , (YbX
b)γδ ] = ~δ
γ
β(YaX
a)αδ − ~δαδ (YaXa)γβ
[(B+)
α
β , (B+)
γ
δ ] = ~δ
γ
β(B+)
α
δ − ~δαδ (B+)γβ
[(B−)αβ , (B−)
γ
δ ] = ~δ
γ
β(B−)
α
δ − ~δαδ (B−)γβ (A.1)
The quantum Hamiltonian reduction consists of taking quotient by the left ideal generated
by the F-term relation
µαβ ≡ (B+)αβ + (B−)αβ + Y αa Xaβ = −~Nδαβ , (A.2)
and then restricting to the glN invariant operators. The FI parameter can be absorbed into
the diagonal component of B±. We fixed it to a convenient value.
The quantum Hamiltonian reduction preserves the global SL(n) symmetry acting on the
Weyl algebra, with infinitesimal generators
XaYb − 1
n
δabX
cYc. (A.3)
We also define gln generators
t[1]ab = −XaYb. (A.4)
Notice that the F-term relation should be applied to the very right (or to the very left,
had we chosen to work with the right ideal, which leads to the isomorphic answer) of gauge-
invariant operators. We will often need to deal with the simplification of gauge-invariant
expressions of the form (hereOβ andO′α are glN -fundamental and anti-fundamental operators
respectively)
O′αµ
α
βO
β = ~NO′αOα +O′αOβµαβ = 0, (A.5)
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giving, for example,
O′α(B−)
α
βO
β +O′α(B+)
α
βO
β +O′αY
α
a X
a
βO
β = 0. (A.6)
We find it useful to define two generating functions of open trace operators:
T [u]ab = δ
a
b −Xa
1
u−B+Yb T [u]
a
b = δ
a
b +X
a 1
u+B−
Yb. (A.7)
We can take the product
T [u]abT [u]
b
c = δ
a
c −Xa
1
u−B+Yc +X
a 1
u+B−
Yc −Xa 1
u−B+YbX
b 1
u+B−
Yc, (A.8)
and use the F-term relation above:
T [u]abT [u]
b
c = δ
a
c −Xa
1
u−B+Yc +X
a 1
u+B−
Yc +X
a 1
u−B+ (B+ +B−)
1
u+B−
Yc, (A.9)
which simplifies dramatically to
T [u]abT [u]
b
c = δ
a
c . (A.10)
We can also readily compute a commutator:
[T [u]ab , T [w]
c
d] = −~δadXc
1
w +B−
1
u−B+Yb + ~δ
c
bX
a 1
u−B+
1
w +B−
Yd, (A.11)
and use it to get
[T [u]ab , T [w]
c
d] = T [w]
c
e
[
~δafXe
1
w +B−
1
u−B+Yb − ~δ
e
bX
a 1
u−B+
1
w +B−
Yf
]
T [w]fd ,
(A.12)
i.e.
[T [u]ab , T [w]
c
d] = ~T [w]ceXe
1
w +B−
1
u−B+YbT [w]
a
d − ~T [w]cbXa
1
u−B+
1
w +B−
YfT [w]
f
d ,
(A.13)
which simplifies by the F-term relations to
[T [u]ab , T [w]
c
d] = ~Xc
1
w −B+
1
u−B+YbT [w]
a
d − ~T [w]cbXa
1
u−B+
1
w −B+Yd, (A.14)
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i.e. to
[T [u]ab , T [w]
c
d] =
1
u− w~X
c
[
1
w −B+ −
1
u−B+
]
YbT [w]
a
d−
1
u− w~T [w]
c
bX
a
[
1
w −B+ −
1
u−B+
]
Yd,
(A.15)
and then to the Y [gln] Yangian relation
[T [u]ab , T [w]
c
d] = ~
T [w]cbT [u]
a
d − T [u]cbT [w]ad
u− w . (A.16)
Next, consider a small variant of the calculation above:
T [u]abT [w]
b
c = δ
a
c + (u− w)Xa
1
u−B+
1
w +B−
Yc, (A.17)
and take a trace over the gln indices:
T [u]abT [w]
b
a = n+ (u− w)Tr
1
w +B−
YaX
a 1
u−B+ + n~(u− w)Tr
1
u−B+
1
w +B−
. (A.18)
We should learn how to apply the moment map within a trace:
(O′)γαµ
α
βO
β
γ = ~NO′αOα − ~(O′)ααOββ +O′αOβµαβ = ~(O′)ααOββ , (A.19)
so that
TrO′B+O + TrO′B−O = −~TrO′TrO − TrO′YaXaO, (A.20)
to get:
T [u]abT [w]
b
a = n−~(u−w)Tr
1
w +B−
Tr
1
u−B+ − (u−w)Tr
1
w +B−
(B+ +B−−n~) 1
u−B+ .
(A.21)
Specializing to w = u− n~, we find a nice answer:
T [u]abT [u− n~]ba = n
(
1− ~Tr 1
u−B+
)(
1 + ~Tr
1
u− n~+B−
)
. (A.22)
An equivalent calculation gives
T [u]abT [u+ n~]ba = n
(
1 + ~Tr
1
u+B−
)(
1− ~Tr 1
u+ n~−B+
)
. (A.23)
The expressions on the right hand side play an important role in the theory of U(glN).
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The Harish-Chandra isomorphism can be written explicitly as
1− ~Tr 1
u−B+ =
P+(u− ~)
P+(u)
, (A.24)
where P+(u) is a degree N monic polynomial whose coefficients are a natural basis for the
center of U(glN). We can similarly write
1 + ~Tr
1
u+B−
=
P−(u+ ~)
P−(u)
. (A.25)
Then we have:
T [u]abT [u− n~]ba = n
P+(u− ~)
P+(u)
P−(u− (n− 1)~)
P−(u− n~) , (A.26)
and
T [u]abT [u+ n~]ba = n
P+(u+ (n− 1)~)
P+(u+ n~)
P−(u+ ~)
P−(u)
. (A.27)
The left hand side can be thought of as the ratio of quantum determinants of T [u]ab evaluated
at u + n−1
2
~ and at u + n+1
2
~. The formula is compatible with the identification of the
quantum determinant of T [u]ab being
P−(u−n−12 ~)
P+(u+
n−1
2
~) and the quantum determinant of T [u]
a
b being
P+(u+
n−1
2
~)
P−(u−n−12 ~)
.
B Trace and transfer matrices for SQCD
The partition function of the U(N) SQCD with 2N flavors reads:
Z =
1
N !
∫
dNσ e2piiζ
∑N
a=1 σa
∏
a<b 4 sinh
2 pi(σa − σb)∏N
a=1
[∏N
i=1 2 coshpi(σa − µLi )
∏N
i=1 2 coshpi(σa − µRi )
] , (B.1)
where we use dimensionless masses µLi = `m
L
i and µ
R
i = `m
R
i . One computes this integral
by assuming ζ > 0 and closing the contour in the upper half plane for each σa [57]. The
poles are located at
σa = µ
L
ja + i
(
na +
1
2
)
, for a = 1 . . . p,
σa = µ
R
ja + i
(
na +
1
2
)
, for a = p+ 1 . . . N, (B.2)
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where {j1, . . . , jp} ⊂ {1, . . . , N} is a subset of p flavors on the left node, and {jp+1, . . . , jN} ⊂
{1, . . . , N} is a subset of N−p flavors on the right node. We should also sum over 0 ≤ p ≤ N .
To make the following formulas more compact, it is useful to introduce a notation uniting
all masses into a single 2N -component vector µj:
(µ1, µ2, . . . , µ2N) = (µ
L
1 , . . . , µ
L
N , µ
R
1 , . . . , µ
R
N), (B.3)
then the choice of p flavors on the left and N − p flavors on the right (for all p) is given by
a choice of {i1, . . . , iN} ⊂ {1, . . . , 2N}. Furthermore, we can extend this to a permutation
σ of {1, . . . , 2N}, such that σ(k) = ik for 1 ≤ k ≤ N . Then computing resides at the poles
and summing over na = 0, 1, . . . , we find as in [57] (up to a sign)
Z =
∑
σ∈ S2NSN×SN
i−N
2∏N
a=1 e
2piiζµσ(a)
(epiζ − e−piζ)N∏Na=1∏2Nk=N+1 2 sinhpi(µσ(a) − µσ(k)) . (B.4)
Now we would like to compute correlators. For that, let us first go back in the computation
of (B.4) and spell out the step where we sum over na. When we compute the residues,
the only na-dependent contribution comes from evaluating e
2piiζ
∑
a σa at the poles (B.2). In
general, there is also a sign (−1)naNf coming from the other terms, but in our case it cancels
because Nf = 2N . Including the sum over na, we find:
N∏
a=1
∑
na≥0
e2piiζ(µσ(a)+i(na+
1
2)) =
∏N
a=1 e
2piiζµσ(a)
(epiζ − e−piζ)N , (B.5)
which is part of the answer above.
Let us include insertions. We start with one-point functions. It is clear that
〈T [u]12〉 = 〈T [u]21〉 = 0, (B.6)
because the corresponding monopole operators have non-zero topological charge. The other
two components of T [u]ab yield non-trivial one-point functions. Let us compute:
〈T [u]11〉 = u−N
〈
N∏
a=1
(u− φa)
〉
, (B.7)
so we have to include
∏
a(u − σa) under the integral (B.1), where for simplicity we have
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absorbed a factor of ` = i

into u to make it dimensionless, so that we can write σa instead
of σa/`. Such insertion under the integral does not change the poles, and only modifies the
residues in an obvious way. The whole effect is to modify (B.5) as follows:
N∏
a=1
[∑
na≥0
e2piiζ(µσ(a)+i(na+
1
2))
(
u− µσ(a) − i
(
na +
1
2
))]
=
∏N
a=1 e
2piiζµσ(a)
(epiζ − e−piζ)N
∏
a
(u−µσ(a)− i
2
cothpiζ).
(B.8)
Let us compare this to transfer matrices in the length L = 1 spin chain. The transfer
matrix T+j (u) for the Verma module Vj is related to the Baxter Q-operators:
T+j (u) =
1
2i sin φ
2
Q+(u+ i(j +
1
2
))Q−(u− i(j + 1
2
)), (B.9)
where we use the “Wick-rotated” convention for spectral parameter, following Section 2 and
Appendix B (rather than Section 3) of [44]. The expressions for the L = 1 operators Q±
can be found in the Appendix B of [44]. They are 2× 2 matrices, with the 1-1 components
given by:
Q−(u)11 = e
−φ
2
u, Q+(u)
1
1 = e
φ
2
u(u− 1
2
cot
φ
2
), (B.10)
so the 1-1 component of the transfer matrix (which is an already diagonal 2× 2 matrix) is
T+j (u)11 =
eiφ(j+
1
2
)
2i sin φ
2
(
u+ i(j +
1
2
)− 1
2
cot
φ
2
)
. (B.11)
Here φ is the twist parameter. If we set
φ = −2piiζ, j + 1
2
= i(µσ(a) − xa), (B.12)
then (B.8) can be written as a 1-1 component of the product of transfer matrices:
e2piiζ
∑N
a=1 xa
( N∏
a=1
T+− 1
2
+i(µσ(a)−xa)(u− xa)
)1
1
, (B.13)
where xa are so far undetermined constants (spectral parameters of the Verma modules).
This product of matrices is still a diagonal 2×2 matrix, and its only other non-zero component
must correspond to 〈T [u]22〉, which we have not computed yet. Before considering it, let us
improve the computation involving T [u]11.
Namely, we can do better, and find the L-point function of T [u]11 for general L > 1. The
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computation of 〈T [u1]11T [u2]11 . . . T [uL]11〉 boils down to the insertion of
N∏
a=1
(u1 − σa)(u2 − σa) . . . (uL − σa) (B.14)
under the contour integral (B.1). Again, this does not change the poles, only modifies their
residues. Each uj − σa introduces an extra factor of
uj − µσ(a) − i(na + 1/2), (B.15)
and the summation over na’s completely factorizes, so we can separately sum over each na.
Looking at the factor for a given a, the expression (B.5) suggests that we can replace na by
i
2pi
d
dζ
acting on the a’th factor in (B.5) (with e2piiζµσ(a) pulled out in front). At the end we
find that (B.14) is equivalent to the following insertion:
N∏
a=1
[
2 sinh(piζ)
(
u1 − µσ(a) + i
2pi
d
dζ
)(
u2 − µσ(a) + i
2pi
d
dζ
)
. . .
(
uL − µσ(a) + i
2pi
d
dζ
)
1
2 sinh(piζ)
]
.
(B.16)
Now we compare it to the transfer matrix and Q-operators, again relying on and slightly gen-
eralizing the computations from [44]. They found expressions for the Q-operators as traces
of certain monodromy matrices over the Fock modules of an auxiliary harmonic oscillator.
Their expressions apply to the homogeneous case, that is u1 = u2 = · · · = uL, but are easily
generalizable to the case of distinct ui’s. Namely, we write:
7
Q±(~u) = Z−1e±
1
2
φu1 trF(M±(u1, . . . , uL)), Z = trF(e−iφh) = 1
2i sin φ
2
, (B.18)
where the trace is over the harmonic oscillator Fock space, the monodromy matrices are:
M±(u1, . . . , uL) = e−iφhL±(u1)⊗ · · · ⊗ L±(uL), (B.19)
7Here we included a somewhat asymmetric and aesthetically unpleasing factor of e±
1
2φu1 in the definition
of Q±(~u) to generalize the homogeneous case definition of [44]. Because Q-operators always appear in
pairs Q+(~u − a~e)Q−(~u − b~e), we could instead use e± 12φuj with some other j, or even a more symmetric
e±
1
2Lφ(u1+u2+···+uL), without affecting the transfer matrix. Perhaps it would be more natural not to include
this exponential in the definition of Q±(~u) at all, and rather modify the relation to the transfer matrix
(B.21) as follows:
T+j (~u) =
eiφ(j+1/2)
2 sinhpiζ
Q+(~u+ i(j + 1/2)~e)Q−(~u− i(j + 1/2)~e). (B.17)
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with
L+(u) =
(
u− ih ia+
−a− 1
)
, L−(z) =
(
1 a+
ia− u+ ih
)
, (B.20)
where (a+, a−) describe the harmonic oscillator, and h = a+a−+ 1
2
is its Hamiltonian. These
Q-operators yield the transfer matrix of the weight-j Verma module:
T+j (~u) =
1
2 sinhpiζ
Q+(~u+ i(j + 1/2)~e)Q−(~u− i(j + 1/2)~e). (B.21)
Both Q-operators and the transfer matrix are 2L × 2L matrices acting on (C2)⊗L. Denoting
the natural tensor product basis as |a1, . . . , aL;L〉, where each ai = 1, 2, we would like to
compute the matrix element between 〈1, . . . , 1;L| and |1, . . . , 1;L〉. Explicit computation of
traces over the Fock space shows that 〈1, . . . , 1;L|Q−(~u)|1, . . . , 1;L〉 = e−
1
2
φu1 , and
〈1, . . . , 1;L|Q+(~u)|1, . . . , 1;L〉 = e
1
2
φu1Z−1 trF e−iφh(u1 − ih)(u2 − ih) . . . (uL − ih)
= e
1
2
φu1
1
trF e−iφh
(
u1 +
d
dφ
)(
u2 +
d
dφ
)
. . .
(
uL +
d
dφ
)
trF e−iφh
= e
1
2
φu12i sin
φ
2
(
u1 +
d
dφ
)(
u2 +
d
dφ
)
. . .
(
uL +
d
dφ
)
1
2i sin φ
2
. (B.22)
This leads to T+j that clearly agrees with the above expression (B.16) upon substitution
φ = −2piiζ, and proper identification of weights and spectral parameters like in (B.13). We
can thus make the following proposal for the correlators in 3d SQCD:
uN1 u
N
2 . . . u
N
L 〈T [u1]a1b1 . . . T [uL]aLbL 〉
=
∑
σ∈ S2NSN×SN
i−N
2
e2piiζ
∑N
a=1 xa∏N
a=1
∏2N
k=N+1 2 sinhpi(µσ(a) − µσ(k))
〈
a1, . . . , aL;L
∣∣∣ N∏
a=1
T+− 1
2
+i(µσ(a)−xa)(~u− xa~e)
∣∣∣b1, . . . , bL;L〉,
(B.23)
which also includes the case L = 0 of the partition function (B.4) without insertions. It
formally corresponds to the length-0 spin chain that has
T+j =
e−2piiζ(j+
1
2
)
2 sinhpiζ
. (B.24)
The answer (B.23) still includes the unknown spectral parameters xa. In principle, they
are encoded in other correlators that we have not computed yet, such as those of T [u]22. The
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one-point function 〈T [u]22〉, according to the above expression, can be seen to lead to the
following insertion in the sum over vacua:
u−N
∏
a
{
u+ µσ(a) − 2xa + i
2
cothpiζ
}
, (B.25)
computing which would thus be enough to determine all the xa’s.
The expression for the corresponding shift operator is given in (4.13), and can be ex-
panded as
uNT [u]22 =
Q0(u+

2
)Q2(u+

2
)
Q1(u+ )
−
∏
a
(u− φa)
∑
a
1
(u− φa)(u− φa + ) ·
Q0(φa − 2)Q2(φa − 2)∏
b 6=a(φa − φb)(φa − φb − )
+ monopole terms,
(B.26)
where the “monopole terms” have non-zero magnetic charge and thus vanish in one-point
functions. The terms in the first line, despite a cumbersome look, have some nice properties.
One can easily check by computing residues that the poles at φa = φb are in fact absent.
The poles at φa = φb + , that is at σa = σb + i, are present, but are canceled by the sinh-
Vandermonde in (B.1). Thus no new poles appear in (B.1), and we still sum over the same
poles in the contour integral. Furthermore, one can also check that there are no poles in u,
so the first line of (B.26) is secretly a degree-N polynomial in u, which also nicely agrees
with the expectation (B.25) for the one-point function.
Still, even with these nice properties, we find it hard to fully compute 〈T [u]22〉. We can
notice, however, that the second piece above (and all monopole terms too) starts contributing
at order u−2. Therefore computations simplify if we only focus on the u−1 order, which we
do to test the answer,
〈T [u]22〉 =
〈
Q0(u+

2
)Q2(u+

2
)
uNQ1(u+ )
〉
+O
(
1
u2
)
. (B.27)
Performing a calculation similar to the one before, we find the insertion of
1 +
1
u
∑
a
{
µσ(a) − µLa − µRa +
i
2
cothpiζ
}
+O
(
1
u2
)
(B.28)
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in the sum over vacua in (B.4). Comparing with the expectation (B.25), we see that
∑
a
xa =
1
2
∑
a
(µLa + µ
R
a ). (B.29)
This determines the spectral parameter in the N = 1 case, i.e. for the abelian theory:
x1 =
1
2
(µL1 + µ
R
1 ). (B.30)
Thus for the abelian theory, the two vacua labeled by σ ∈ S2 give the following insertions:
σ(1) = 1 : T+− 1
2
+i
µ1−µ2
2
(~u− µ1 + µ2
2
~e) =
1
2 sinhpiζ
Q+(~u− µ1~e)Q−(~u− µ2~e),
σ(1) = 2 : T+− 1
2
+i
µ2−µ1
2
(~u− µ1 + µ2
2
~e) =
1
2 sinhpiζ
Q+(~u− µ2~e)Q−(~u− µ1~e).
(B.31)
Essentially, Q+(~u− µ1~e)Q−(~u− µ2~e) and Q+(~u− µ2~e)Q−(~u− µ1~e) give the two traces over
the Verma modules of the N = 1 algebra, and (B.23) determines their linear combination
that computes sphere correlators [57], which is simply
−ieipiζ(µ1+µ2)
2 sinhpiζ 2 sinhpi(µ1 − µ2) (Q+(~u− µ1~e)Q−(~u− µ2~e)−Q+(~u− µ2~e)Q−(~u− µ1~e)) .
(B.32)
What can we do in the N > 1 case, where the direct computation of 〈T [u]22〉 is too hard?
The coproduct of the Coulomb branch algebras comes to the rescue. We consider a map
AN ;2[m]→ A1;2[m]⊗A1;2[m]⊗ · · · ⊗ A1;2[m], (B.33)
with N factors on the right. Choosing such a map also involves distributing the 2N mass
parameters of the U(N) theory among the N abelian factors on the right. Each A1;2[m]
corresponds to a U(1) theory with two massive hypers, and has two traces determined by
the Q-operators, as we have just shown. Applying trace in each A1;2[m] and multiplying
them (as matrices, since every Q± is a 2L × 2L matrix), we are able to generate traces on
AN ;2[m]. They are also given by products of Q-operators and have the form:
N∏
a=1
Q+(~u− µσ(a)~e)Q−(~u− µσ(a+N)~e), (B.34)
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where a permutation σ ∈ S2N determines the distribution of 2N masses into N pairs
(µσ(a), µσ(a+N)), a = 1..N . It also determines the choice of one of the two traces in each
factor: Q+(~u − µσ(a)~e)Q−(~u − µσ(a+N)~e) as opposed to Q+(~u − µσ(a+N)~e)Q−(~u − µσ(a)~e).
Because all Q-operators commute with each other, the expression above only depends on
σ ∈ S2N
SN×SN , so we generate
(
2N
N
)
different traces in this way, determined by which N masses
appear in the Q+ operators (or equivalently by the choice of massive vacua). They corre-
spond to traces over some modules of the Coulomb branch algebra: as the equation (B.23)
suggests (because it involves transfer matrices), they are traces over some highest weight
modules, which must be quotients of Verma modules. At generic masses, the Verma mod-
ules are irreducible, so the traces are simply over the Verma modules themselves. Matching∑
a(−12 + i(µσ(a)−xa)) with highest weights of the Verma modules of the truncated Yangian
generated by E(z), F (z), H(z) (see Section 3), we can even find xa. Note that we have
found
(
2N
N
)
Verma traces, which is a complete set, and any other trace is expressed through
them [23].
To solve the problem, we have to find precisely which linear combination of these traces
computes the S3 correlators. To this end, we can simply recognize (B.23) as such a linear
combination, provided that xa are chosen properly. This really means that we write a general
linear combination of traces, and fix its coefficients by looking at the correlators of T [u]11.
We find that in (B.23) we must choose
xa =
1
2
(µσ(a) + µσ(a+N)), (B.35)
so that writing the answer in terms of Q-operators, we obtain the correct arguments of Q±
as in (B.34). This leads to the answer:
uN1 u
N
2 . . . u
N
L 〈T [u1]a1b1 . . . T [uL]aLbL 〉
=
∑
σ∈ S2NSN×SN
i−N
2
eipiζ
∑2N
j=1 µj
(2 sinhpiζ)N
∏N
a=1
∏2N
k=N+1 2 sinhpi(µσ(a) − µσ(k))
×
〈
a1, . . . , aL;L
∣∣∣ N∏
a=1
Q+(~u− µσ(a)~e)Q−(~u− µσ(a+N)~e)
∣∣∣b1, . . . , bL;L〉,
(B.36)
Next we couple it to the 4d bulk on the two sides of the interface by integrating over
masses. We do a different analysis here than in Section 4.1. It is convenient to go back to
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the integral expression for the 3d partition function (with an insertion of T [u1]
1
1 . . . T [uL]
1
1)
and write:∫
[dµ][dν][dσ]
(N !)3
e−
ipi
τ
trµ2− ipi
τ
tr ν2∆(µ)∆(ν)
∆(µ)∆(σ)∏N
a,b=1 2 coshpi(σa − µb)
∆(ν)∆(σ)∏N
a,b=1 2 coshpi(σa − νb)
×
N∏
j=1
[
e2piiζσj
L∏
i=1
(ui − σj)
]
.
(B.37)
Now we apply the Cauchy identity to the ratios appearing in the above formula:
∆(µ)∆(σ)∏N
a,b=1 2 coshpi(σa − µb)
=
∑
s∈SN
(−1)s
N∏
a=1
1
2 coshpi(σa − µs(a)) , (B.38)
and the same for the second one. Using the Weyl symmetry, this cancels two factors of N !
and we obtain
1
N !
∫
[dµ][dν][dσ]e−
ipi
τ
trµ2− ipi
τ
tr ν2∆(µ)∆(ν)
N∏
a=1
e2piiζσa
∏L
i=1(ui − σa)
2 coshpi(σa − µa) 2 cosh pi(σa − νa) . (B.39)
At this point, we can integrate over σa’s by closing the contour and picking up the poles at
σa = µa + i
(
na +
1
2
)
, and σa = νa + i
(
na +
1
2
)
, na ∈ Z≥0, (B.40)
where we assumed that ζ > 0. Upon further summation over na, the part of the integrand
that involves a product over a can be written as:
N∏
a=1
1
2i sinhpi(µa − νa)
{
e2piiζµa
L∏
k=1
(
uk − µa − 1
2pii
d
dζ
)
− e2piiζνa
L∏
k=1
(
uk − νa − 1
2pii
d
dζ
)}
1
2 sinhpiζ
.
(B.41)
We recognize an already familiar expression for the transfer matrix components, which allows
to write this as
〈1, . . . , 1;L|
N∏
a=1
T+− 1
2
+i(µa−xa)(~u− xa~e)− T
+
− 1
2
+i(νa−xa)(~u− xa~e)
2i sinhpi(µa − νa) |1, . . . , 1;L〉, (B.42)
where the spectral parameters xa follow from 〈T [u]22〉, which can be found by comparison
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with the earlier analysis, giving:
xa =
1
2
(µa + νa) ≡ µa. (B.43)
We therefore conclude that on the interface, the correlators are written as
uN1 . . . u
N
L 〈T [u1]a1b1 . . . T [uL]aLbL 〉
=
1
N !
∫
[dµ][dν]e−
ipi
τ
trµ2− ipi
τ
tr ν2∆(µ)∆(ν)e2piiζ
∑N
j=1 µj
×
〈
a1, . . . , aL;L
∣∣∣ N∏
j=1
T+− 1
2
+i(µj−µj)
(~u− µj~e)− T+− 1
2
+i(νj−µj)
(~u− µj~e)
2i sinhpi(µj − νj)
∣∣∣b1, . . . , bL;L〉,
(B.44)
where the integral is taken over RN × RN , i.e. the Cartan of U(N) × U(N). This answer
for correlators also includes the partition function with no insertions, and the corresponding
L = 0 transfer matrix is given in (B.24).
C Identity for Q-operators
Let us prove
∑
σ∈ S2N
SN×SN
∆(µL)∆(µR)∏N
a=1
∏2N
k=N+1 2 sinhpi(µσ(a) − µσ(k))
N∏
a=1
Q+(~u− µσ(a)~e)Q−(~u− µσ(a+N)~e)
= (−1)N(N−1)2
∑
s∈SN
(−1)s
N∏
a=1
Q+(~u− µLa~e)Q−(~u− µRs(a)~e)−Q−(~u− µLa~e)Q+(~u− µRs(a)~e)
2 sinhpi(µLa − µRs(a))
.
(C.1)
Because Q-operators commute, their order does not matter, what matters is which N out of
2N masses appear inside Q+ (the rest appear in Q−). This is determined by the permutation
σ ∈ S2N , so fix σ, and look at the coefficient of
∏N
a=1 Q+(~u − µσ(a)~e)Q−(~u − µσ(a+N)~e) on
both sides of the equality. Its coefficient on the left is what we see in (C.1):
∆(µL)∆(µR)∏N
a=1
∏2N
k=N+1 2 sinhpi(µσ(a) − µσ(k))
. (C.2)
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We want to show that we get the same coefficient on the right. Suppose that (µσ(1), . . . , µσ(N))
contains p left masses (µLL1 , . . . , µ
L
Lp) and N − p right masses (µRR1 , . . . , µRRN−p). They are in-
dexed by L ⊂ {1, . . . , N} and R ⊂ {1, . . . , N}, and in what follows we call IN = {1, . . . , N}.
To pick only the terms proportional to
∏N
a=1 Q+(~u − µσ(a)~e)Q−(~u − µσ(a+N)~e) on the right
of (C.1), we must consider only those permutations s ∈ SN , for which
s(L) = IN \ R, (C.3)
and in the product over a = 1..N , we pick Q+(~u−µLa~e)Q−(~u−µRs(a)~e) for those factors with
a ∈ L, and Q−(~u − µLa~e)Q+(~u − µRs(a)~e) for those with a ∈ IN \ L. Permutations (C.3) can
be described by picking a reference permutation s0 obeying this property, from which all
others are obtained by composing with pairs (s1, s2) ∈ Sp × SN−p, where s1 : L → IN \ R
and s2 : IN \ L → R.
We notice that in (C.2), some sinh’s in the denominator are canceled against the similar
ones in the numerator. The ones that remain in the denominator correspond to pairings in
L × (IN \ R) and in (IN \ L)×R. The ones that remain in the numerator are self-parings
in the sets L, IN \ L, R, and IN \ R. In the end, (C.2) factorizes (up to a sign) as
∆(µL ∈ L)∆(µR ∈ IN \ R)∏
a∈L
∏
b∈IN\R 2 sinhpi(µa − µN+b)
× ∆(µ
L ∈ IN \ L)∆(µR ∈ R)∏
a∈IN\L
∏
b∈R 2 sinhpi(µN+b − µa)
. (C.4)
Apply the following version of the Cauchy identity to each of the two factors here,
∆(x)∆(y)∏n
z,b=1 2 sinhpi(xa − yb)
= (−1)n(n−1)2
∑
s∈Sn
(−1)s
n∏
a=1
1
2 sinhpi(xa − ys(b)) . (C.5)
As a result, we find a sum over (s1, s2) ∈ Sp×SN−p, which precisely matches the correspond-
ing coefficient of Q-operators on the right. Keeping track of signs gives (C.1).
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