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Abstract
A real matrix is called k-subtotally positive if the determinants of all its submatrices of
order at most k are positive. We show that for an m × n matrix, only mn inequalities determine
such class for every k, 1  k  min(m, n). Spectral properties of square k-subtotally positive
matrices are studied. Finally, completion problems for 2-subtotally positive matrices and their
additive counterpart, the anti-Monge matrices, are investigated. Since totally positive matrices
are 2-subtotally positive as well, the presented necessary conditions for this completion problem
are also necessary conditions for totally positive matrices.
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1. Introduction
We start with a class of matrices which is, in a sense, intermediate between the clas-
ses of positive and totally positive matrices. We say that a real matrix is k-subtotally
positive if the determinants of all its submatrices of order at most k are positive.
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Clearly, if the matrix is m × n, then for k = 1, such matrix is positive, if k =
min(m, n), the matrix is totally positive.
Analogously to the theory of totally positive matrices, Theorem 2.1 shows that
for an m × n matrix, only mn inequalities suffice for distinguishing whether a real
matrix is a k-subtotally positive matrix, if k is fixed, and, what may be interesting,
independently of k, 1  k  min(m, n).
Analogously to [3], we call a submatrix A1 of a matrix A relevant if the rows as
well as columns of A1 are consecutive and either the first row, or the first column (or,
both) of A1 are in the first row or in the first column of A. The following was shown,
even in a more general setting, in [3], Theorem 1.6:
Theorem A. Let A be a real matrix (not necessarily square). Then the following are
equivalent:
1. A is totally positive.
2. The determinants of all relevant submatrices of A are positive.
2. Results
Let us formulate an analogous result as in Theorem A for k-subtotally positive
matrices.
Theorem 2.1. Let A be a real m × n matrix, let k be an integer, 1  k  min(m, n).
Then the following are equivalent:
1. A is k-subtotally positive.
2. For all j, 1  j < k, all j × j relevant submatrices have positive determinant,
and, in addition, all k × k submatrices of A with consecutive rows and consecutive
columns have positive determinant.
Remark. Observe that to every entry ofA one can assign exactly one of the mentioned
submatrices. Thus, only mn inequalities suffice.
Proof. The implication 1. → 2. being trivial, let us prove the implication 2. → 1.
For a moment, we call weight of an m × n matrix assigned with a positive integer
k the number m + n + k. We prove the implication 2. → 1. by induction w.r.t. the
weight w of the matrix and the assigned integer k. If w = 3, the implication is trivial.
Suppose that for the m × n matrix A assigned with k, w > 3, and the implication is
correct for all matrices with weight less than w.
If m = 1 or k = 1, the assertion is immediate. We intend to prove now that if
m  2, k  2, and m > k, then whenever we remove from the matrix A satisfying 2.
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one (arbitrary but fixed) row, then for the resulting matrix Â the property 2. holds as
well.
Let thus A1 be the submatrix of A consisting of the first k columns of A. Then
A1 is totally positive by Theorem A. Thus the corresponding matrix Â1 is then also
totally positive and has property 2. If A2 is another submatrix of A consisting of k
consecutive columns of A, then the relevant submatrices of A2 of order less than k
have positive determinant by the induction hypothesis (since A assigned with integer
k − 1 has weight less than w) whereas all consecutive submatrices of A2 of order
k have positive determinant. Thus, A2 is totally positive by Theorem A and the
corresponding submatrix Â2 is also totally positive and has property 2. It follows that
Â has property 2.
To complete the proof of the implication 2. → 1., it suffices to observe that every
k × k submatrix of A is either relevant, or is a submatrix of some Â obtained by
removing an appropriate row from A. 
A simple application of the Cauchy–Binet theorem yields:
Theorem 2.2. The product of k-subtotally positive matrices (which can be multi-
plied) is also a k-subtotally positive matrix.
Another consequence of the Perron–Frobenius theorem applied to a square
k-subtotally positive matrix and its j ’s compound for j = 2, . . . , k, is:
Theorem 2.3. Every square k-subtotally positive matrix has the property that its k
eigenvalues of maximum moduli are simple and positive.
3. Anti-Monge matrices
We proceed first to the class of Monge matrices (cf. references in [1]).
An m × n matrix C = (cik) is called a Monge matrix if it satisfies
cik + cjl  cil + cjk for all i, j, k, l, i < j, k < l. (1)
In our considerations, it will be simpler to consider the class of matrices called
anti-Monge. This class is defined by inequalities analogous to (1) but with opposite
signs of inequalities.
Let us note that there is a simple connection between strict Monge or anti-Monge
matrices and the 2-subtotally positive matrices, which in fact led to some of the
results of the author in [4]. By strict we mean matrices for which there are always
strict inequalities in (1) or the corresponding opposite inequalities.
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Theorem 3.1. Let A be a real m × n matrix, let J be the m × n matrix of all ones.
Then the following are equivalent:
1. J + εA is a 2-subtotally positive matrix for all sufficiently small positive numbers
ε.
2. A is a strict anti-Monge matrix.
We also called in [4] a matrix equilibrated if all its row-sums and all its column
sums are equal to zero.
This approach mentioned in Theorem 3.1 allowed us in [4] to prove some spectral
properties of equilibrated anti-Monge matrices and the following
Theorem 3.2 ([4], Theorem 2.9). If C1 and C2 are equilibrated anti-Monge matrices
which can be multiplied, then the product C1C2 is again an equilibrated anti-Monge
matrix.
In [4], several characterizations of anti-Monge matrices were given. Let us add
another which will be of use later.
Theorem 3.3. Let C = (cik) be an (m − 1) × (n − 1) positive matrix.
The m × n-matrix A = (aik) defined by
a1k = 0 for k = 1, . . . , n, ai1 = 0 for i = 2, . . . , m,
aik =
i−1∑
p=1
k−1∑
q=1
cpq, i = 2, . . . , m, k = 2, . . . , n,
is an anti-Monge matrix.
Conversely, every m × n anti-Monge matrix is a sum of a matrix of this form and a
matrix of the form ueTn + emvT, where em, en, respectively, are column vectors of all
ones with m, resp. n coordinates and u, v arbitrary real vectors of appropriate sizes.
Proof. The first part is a consequence of the fact that for the matrix A,
apq + ap+1,q+1 − ap,q+1 − ap+1,q = cpq (2)
for all p, q, p = 1, . . . , m − 1, q = 1, . . . , n − 1.
The second follows from the observation that positivity of all cpq ’s in (2) character-
izes all anti-Monge matrices A which have zeros in the first row and the first column.
The rest is a consequence of the general transformation in the class of anti-Monge
matrices ([1], Lemma B). 
Let us turn now to further problems on Monge or anti-Monge matrices. We call
a matrix incomplete if some of the entries of the matrix are not specified. The set of
specified entries forms then the specified pattern, the set of unspecified entries the
(complementary) unspecified pattern.
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To study incomplete anti-Monge matrices, we suggest two approaches among
which we find corresponding links.
In the first approach, we assign to an m × n-matrix A = (aik) a rectangle R over
the grid M × N , where M = {1, . . . , m} and N = {1, . . . , }, as a two-dimensional
manifold, with mn vertices (i, k), labeled by aik each, m(n − 1) edges [(i, k), (i, k +
1)], i = 1, . . . , m, k = 1, . . . , n − 1, (m − 1)n edges [(i, k), (i + 1, k)], i = 1, . . . ,
m − 1, k = 1, . . . , n, and (m − 1)(n − 1) two-dimensional regions S(p, q), p = 1,
. . . , m − 1, q = 1, . . . , n − 1; each is a square bounded by four edges and the four
vertices (p, q), (p, q + 1), (p + 1, q + 1), and (p + 1, q). We denote by V the set
of the vertices, by E the set of edges, and by S the set of the squares; we have thus
R = (V ,E, S). We call two squares S(p1, q1) and S(p2, q2) from S neighboring if
either p1 = p2 and |q1 − q2| = 1, or |p1 − p2| = 1 and q1 = q2 holds. Also, we say
that a subset R1 of R consisting of a union of some squares, is connected if one can
proceed from any square in R1 to any other by a chain of neighboring squares. We
can even say that R1 is simply connected if it is connected and the complement R¯1 is
also connected, if the infinite region R¯ is also considered as a region with boundary
formed by the boundary of R.
By geometric considerations, every simply connected region R1 of R has a bound-
ary consisting of vertices and edges incident with both R1 and R¯1; this boundary is
a closed polygon. Conversely, a closed polygon consisting of vertices and edges in
E with no repeating vertices is a boundary of some simply connected region of this
kind.
Let now P be such a closed polygon, which we write using the cyclic sequence of
vertices as
P = [(i1, k1), (i2, k2), . . . , (im, km)], (im+1, km+1) = (i1, k1). (3)
We call a vertex (it , kt ) in such polygon positive, resp. negative, if, for t mod m,
it−1 + kt−1 = it+1 + kt+1, resp. it−1 − kt−1 = it+1 − kt+1; the vertex (it , kt ) is
neutral if either it−1 = it = it+1, or kt−1 = kt = kt+1. (It is clear that in a neutral
vertex, the previous vertex and the following vertex are in the line passing through
this vertex, whereas in a positive vertex, the polygon has a peak “turned” either to
the vertex (1, 1), or to the vertex (m, n), in a negative vertex, the polygon has a peak
turned to the vertex (1, n) or to (m, 1).)
Suppose now A is a strict anti-Monge matrix. We can then assign to every square
S(p, q) its measure µpq = apq + ap+1,q+1 − ap,q+1 − ap+1,q . The measure µ(R1)
of a subset R1 of R will be the sum of the measures of all the squares contained in R1.
We have the following:
Theorem 3.4. Suppose P is the closed polygon (3). Then:
1. m is even.
2. The number of positive vertices in P is equal to the number of negative vertices in
P.
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3. The measure µ(R0) of the region R0 enclosed by the polygon P satisfies
µ(R0) =
∑
(it ,kt ) positive
ait ,kt −
∑
(it ,kt ) negative
ait ,kt . (4)
In addition,
4. if one closed polygonP1 is contained in another closed polygonP2, in the sense that
the corresponding region R1 for P1 is contained in the region R2 corresponding
to P2, and both polygons are distinct, then
µ(R1) < µ(R2). (5)
Proof. 1. follows from the fact that (V ,E) is a bipartite graph. To prove 2., assign to
the edges joining vertices with the same first coordinate, the first color, to the edges
joining vertices with the same second coordinate the second color. Passing along the
edges of the polygon, the change of the first color to the second appears at a vertex of
one sign, the change of the second color to the first at a vertex of the opposite sign.
Since these changes occur the same number of times when passing the full cycle,
the number of positive vertices is the same as that of negative vertices. To prove 3.,
observe that the sum of the measures over all elementary squares of the region R
is equal to the sum of all inequalities µpq > 0. In each corner of the corresponding
elementary square, the corresponding number aik appears multiplied by +1 or −1.
The total sum thus does not contain this aik if (i, k) is an interior or a neutral vertex
of the polygon. The remaining terms in the sum correspond to positive vertices with
sign plus and to negative vertices with sign minus.
Property 4. follows similarly using the fact that the difference µ(R2) − µ(R1) is
equal to the sum of measures of the complement of R1 in R2. It is thus positive. 
Remark 3.5. This theorem can even be formulated for more general regions than
those simply connected.
Having in mind that the neutral vertices of a closed polygon do not contribute to
its value, we define a closed generalized polygon in the grid by listing just the positive
and negative vertices of a usual polygon. In such case, two neighboring vertices have
the same first or the same second coordinate.
Such a closed generalized polygon can then be listed by vertices:
(i1, k1), (i2, k1), (i2, k2), (i3, k2), . . . , (im, km), (i1, km). (6)
The vertices here form a cyclic set; we can start with any of its vertices, and even
proceed in the opposite direction.
Of course, not every cyclic set of vertices can serve as generalized closed polygon
mentioned before. An example is the set (1, 1), (2, 1), (2, 3), (3, 3), (3, 2), (1, 2).
To avoid such cases, we call a cyclic set of vertices of the form (3) a simple
generalized polygon if the following is fulfilled:
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Property T. There do not exist two triples of indices k <  < m, p < i < q, such
that in the cyclic set the vertices (i, k), (i,m), (p, ) and (q, ) would appear. (In the
previous example, the two triples 1, 2, 3 and 1, 2, 3 exist.)
To study incomplete anti-Monge matrices, we consider such simple generalized
polygons only the vertices of which correspond to the specified entries. Such polygons
clearly fulfil the conditions in Theorem 3.4. One can also describe when one simple
generalized polygon is contained in another simple generalized polygon. We have
thus:
Corollary 3.6. Let A = (aik) be a strict anti-Monge matrix. Then the algebraic value
of every simple generalized polygon with vertices corresponding to specified entries,
i.e. the sum of the aik’s at the positive vertices minus the sum at the negative vertices,
is positive.
Also, if we have two simple generalized polygons, one being contained in the
other (in the sense mentioned in 3. of Theorem 3.4), then the algebraic value of the
first is smaller than the algebraic value of the second (“bigger”) polygon. This even
holds if we have in the bigger polygon several disjoint polygons. Then the difference
between the algebraic value of the bigger polygon and the sum of algebraic values
of the smaller polygons will still be positive.
Example 1. Let i1 < i2 < i3 < i4, j1 < j2 < j3 < j4, respectively, be two 4-tuples
of row, resp. column indices in a strict anti-Monge matrix A = (aij ). We show that
the algebraic value of the polygon (i1, j1), (i1, j4), (i4, j4), (i4, j1) is greater than the
algebraic value of the smaller polygon (i2, j2), (i2, j3), (i3, j3), (i3, j2):
ai1j1 − ai1j4 + ai4j4 − ai4j1 > ai2j2 − ai2j3 + ai3j3 − ai3j2 . (7)
Indeed, we have
ai1j1 − ai1j4 + ai2j4 − ai2j1 >0,
ai2j1 − ai2j2 + ai3j2 − ai3j1 >0,
ai2j3 − ai2j4 + ai3j4 − ai3j3 >0,
ai3j1 − ai3j4 + ai4j4 − ai4j1 >0.
Summing these inequalities, we obtain (7).
We conclude this section by formulating the following.
Conjecture 3.7. Let A be a real incomplete matrix. If for every simple polygon in the
pattern of specified entries the algebraic sum, i.e. the sum of entries in the positive
vertices minus the sum of entries in the negative vertices, is positive and, in the
case that several simple disjoint polygons are contained in a simple polygon, then
the difference between the algebraic sums of the bigger polygon and all the smaller
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polygons is again positive, then it is possible to complete the matrix into a strict
anti-Monge matrix.
4. Applications to 2-subtotally positive matrices and totally positive matrices
It is immediate that there is another close relationship between the classes of strict
anti-Monge matrices and 2-subtotally positive matrices.
Theorem 4.1. If B = (bik) is an m × n 2-subtotally positive matrix, then the matrix
A = (aik), where aik = log bik for all i, k, is a strict anti-Monge matrix. Conversely,
if A = (aik) is a strict anti-Monge matrix, then the matrix B = (bik), where for all
i, k’s, bik = eaik , is 2-subtotally positive.
Using this approach, we obtain by Corollary 3.6 immediately:
Corollary 4.2. Let B = (bik) be a 2-subtotally positive matrix. Then the algebraic
multiplicative value of every simple generalized polygon, i.e. the product of the bik’s
at the positive vertices divided by the product at the negative vertices, is greater than
one.
Also, if we have two simple generalized polygons, one being contained in the other
(in the sense mentioned in 3. of Theorem 3.4), then the algebraic multiplicative value
of the bigger divided by the algebraic multiplicative value of the smaller polygon is
greater than one. This even holds if we have in the bigger polygon several disjoint
polygons. Then the ratio of the algebraic multiplicative value of the bigger polygon
and the product of algebraic multiplicative values of the smaller polygons will still
be greater than one.
Since every totally positive matrix is at the same time a 2-subtotally positive matrix,
the following holds:
Corollary 4.3. Let C = (cik) be a totally positive matrix. Then the algebraic multi-
plicative value of every simple generalized polygon is greater than one.
Also, if several disjoint simple generalized polygons are all contained in a simple
generalized polygon, then the ratio of the algebraic multiplicative value of the bigger
polygon and the product of the algebraic multiplicative values of the smaller polygons
is greater than one.
Example 2. Let i1 < i2 < i3 < i4, j1 < j2 < j3 < j4, respectively, be two 4-tuples
of row, resp. column indices in a 2-subtotally positive matrix A = (aik).
Then by Corollary 4.2 and Example 1,
ai1j1ai2j3ai3j2ai4j4 > ai1j4ai2j2ai3j3ai4j1 .
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The same inequality, of course, also holds for any totally positive matrix.
It is immediate that the class of 2-subtotally positive matrices of same dimensions
is closed under the Hadamard (entrywise) multiplication. This is, of course, not true
for the class of 3-subtotally positive matrices. On the other hand, we show:
Theorem 4.4. The class of 3-subtotally positive matrices of same dimensions is
closed with respect to forming Hadamard powers.
Proof. Clearly, it suffices to show this for an arbitrary 3 × 3 totally positive matrix.

The following is immediate:
Proposition 1. The following properties of a 3 × 3 real matrix A are equivalent:
1. A is totally positive.
2. A = D1A0D2, where both D1 and D2 are diagonal matrices with positive diag-
onal entries and A0 is the matrix
1 1 11 a b
1 c d

 (8)
with real entries a, b, c, d satisfying b > a > 1, c > a,
(a − 1)(d − 1) > (b − 1)(c − 1). (9)
Before returning to the proof of the theorem, we prove another simple proposition.
Proposition 2. Suppose that real numbers A,B,C,D satisfy B > A > 1, C > A,
and
(A − 1)(D − 1) > (B − 1)(C − 1). (10)
Then,
A + D > B + C, (11)
as well as
AD > BC. (12)
Proof. Since
(B − A)(C − A) > 0,
it follows that
(B − 1)(C − 1) + (A − 1)2 > (A − 1)(B + C − 2).
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To prove (11), suppose that
A + D  B + C;
then
(B − 1)(C − 1) + (A − 1)2 > (A − 1)(A + D − 2),
which implies (B − 1)(C − 1) > (A − 1)(D − 1), a contradiction. Thus (11) holds;
by (10),
AD − BC > A + D − B − C,
which implies (12).
We return now to the proof of the theorem. By Proposition 1, it suffices to prove
that the assumptions b > a > 1, c > a, and (a − 1)(d − 1) > (b − 1)(c − 1) imply
that for all integers k  1,
(ak − 1)(dk − 1) > (bk − 1)(ck − 1). (13)
We use induction with respect to k. The assertion being true for k = 1, suppose
that k > 1 and that the assertion is correct whenever this exponent is less than k.
By (11) from Proposition 2, if 1  j < k,
aj + dj > bj + cj .
This implies that
(ak−1 + ak−2 + · · · + a + 1)(dk−1 + dk−2 + · · · + d + 1)
> (bk−1 + bk−2 + · · · + b + 1)(ck−1 + ck−2 + · · · + c + 1). (14)
Indeed, we have for any pair of integers i, j , 0  i  k − 1, 0  j  k − 1,
aidj + ajdi > bicj + bj ci .
Multiplying the left-hand side of (14) by (a − 1)(d − 1) and the right-hand side by
(b − 1)(c − 1), we obtain (13). The proof is complete. 
For the second Hadamard power we prove the following:
Theorem 4.5. Let A be a 3 × 3 totally positive matrix. Then
det(A ◦ A) > (det A)2.
Proof. By Proposition 1, it suffices to prove:
Ifa, b, c, d are real numbers satisfyingb > a > 1, c > a, (a − 1)(d − 1) > (b − 1)
(c − 1), then
(a2 − 1)(d2 − 1) − (b2 − 1)(c2 − 1) > [(a − 1)(d − 1) − (b − 1)(c − 1)]2.
For simplicity, denote a − 1 = α, b − 1 = β, c − 1 = γ , and d − 1 = δ.
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Our problem is then to show that β > α > 0, γ > α, αδ > βγ imply that
αδ(α + 2)(δ + 2) − βγ (β + 2)(γ + 2) > (αδ − βγ )2. (15)
However, the left-hand side of (15) can be written as
(αδ − βγ )2 + αδ(2βγ + 2α + 2δ + 4) − βγ (2βγ + 2β + 2γ + 4).
Because of αδ > βγ and α + δ > β + γ , the difference of the second and third
term is positive. This completes the proof. 
Remark 4.6. An induction proof shows that for each k  1, the determinant of A◦k is
greater than the kth power of det A. One uses the fact that every symmetric polynomial
in α and δ with all coefficients positive exceeds a similar polynomial in β and γ .
In the next theorem, we denote by C◦k the kth Hadamard power and by C(m) the
mth compound matrix of the matrix C.
Corollary 4.7. Let A be a totally positive matrix. Then every Hadamard power of A
is 3-subtotally positive. In addition, we have, for m = 2 and m = 3, as well as for
each k  2,
(A◦k)(m) > (A(m))◦k.
From this fact, clear consequences follow for the first largest (and real) eigenvalues.
We list here some, denoting by λ1(·) the largest, etc.
Theorem 4.8. We have, for A either a square totally positive matrix, or a square
3-subtotally positive matrix, for m = 2, 3, and for every k  2,
λ1(A
(m))◦k  [λ1(A(m))]k, (16)
which means
λ1(A
(m))◦k  [λ1(A) . . . λm(A)]k, (17)
as well as
λ1((A
(m))◦k) < λ1(A◦k) . . . λm(A◦k). (18)
Proof. Indeed, (16) is a consequence of the formula for the spectral radii ρ(A ◦ B) 
ρ(A)ρ(B) valid (cf. [5], Theorem 5.7.4) for any square nonnegative matrices, (18)
follows from Corollary 4.7. 
Remark 4.9. Since the second Hadamard power of a totally positive matrix is not
in general 4-subtotally positive [2] one cannot expect further results like in Theorem
4.4.
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