We present a protocol that transforms any quantum multi-prover interactive proof into a nonlocal game in which questions consist of logarithmic number of bits and answers of constant number of bits. As a corollary, it follows that the promise problem corresponding to the approximation of the nonlocal value to inverse polynomial accuracy is complete for QMIP * , and therefore NEXP-hard. This establishes that nonlocal games are provably harder than classical games without any complexity theory assumptions. Our result also indicates that gap amplification for nonlocal games may be impossible in general and provides a negative evidence for the feasibility of the gap amplification approach to the multi-prover variant of the quantum PCP conjecture.
INTRODUCTION
The notion of the efficient proof verification is one of the fundamental concepts in the theory of computing. Proof verification models and corresponding complexity classes ranging from NP to IP, MIP and PCP greatly enrich the theory of computing. The class NP [15, 30, 40] , one of the cornerstones of theoretical computer science, corresponds to the proof verification of a proof string by an efficient deterministic computer. Interactive models of proof verification were first proposed by Babai [5] and Goldwasser, Micali, and Rackoff [21] . It was generalized to the multi-prover setting by Ben-Or, Goldwasser, Kilian and Wigderson [8] . The study of different proof systems through the computational lens has led to a Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. STOC'17, Montreal, Canada © 2017 ACM. 978-1-4503-4528-6/17/06. . . $15.00 DOI: 10.1145/3055399.3055441 blossom of celebrated results in computational complexity theory and cryptography (e.g., [3, 4, 6, 20, 22, 41, 54] ).
The efforts of understanding proof systems in the context of quantum computing have also been fruitful (see e.g., [2, 23, 25, 26, 31, 35, 36, 50, 52, 59, 61, 62] ). These interesting results are nicely summarized in the recent survey on quantum proofs by Vidick and Watrous [60] . We emphasize that, in the development of quantum proofs, entanglement has played a dramatic role-it is both the cause of the problems and the key to the solutions as well.
A quantum analog of NP was proposed by Kitaev [2, 35, 36] . In this generalization, a quantum witness state plays the role of the proof string and a polynomial-time quantum computer checks whether the witness state is valid for the input. Kitaev introduces the class QMA of problems that admit efficiently verifiable quantum proofs. He also establishes the quantum analog of the Cook-Levin theorem by showing that the local Hamiltonian problem, the natural quantum analog of the constraint satisfaction problems, is complete for QMA. As elaborated in [2] , the difficulty of the proof is to perform local propagation checks on the snapshot states that can be highly entangled. The circuit-to-Hamiltonian construction and the introduction of history states demonstrate how one can locally check the propagation of quantum computations, by introducing an extra clock system that entangles with the computational system. A generalization of this construction to the interactive setting will be one of the key ingredients of our result.
Entanglement also has unexpected use in single-prover quantum interactive proof systems, QIP, in which an efficient quantum verifier exchanges quantum messages with a quantum prover before making decisions. Watrous presented a constant-round quantum interactive proof system for PSPACE [34, 61] , in which entanglement is exploited to enforce the correct temporal structure in a polynomial-round classical interactive proof for PSPACE. Alternatively, one can view this parallelization technique as dividing the interactive computation into two halves and check either forward or backward from the middle point. This idea also gave rise to a simple public coin characterization of QIP called QMAM [42] , which in turn helped in the final proof of QIP = PSPACE [26] . The technique can be extended to the multi-prover setting and shows that quantum multi-prover interactive proof systems also parallelize to constant rounds [33] . This will be the starting point for our work.
This paper is about quantum multi-prover interactive proofs and nonlocal games, the scaled-down version of one-round quantum multi-prover proofs with classical messages. The class of languages that have quantum multi-prover interactive proofs is denoted as QMIP * . In the multi-prover setting, shared entanglement among the provers becomes the natural focus of the study, a topic that has received continuing interests in physics foundations since 1960's [7, 38, 47, 51, 57, 64] . From the complexity perspective, it is known that, without shared entanglement, or with a limited amount of entanglement, the collection of languages that have quantum multiprover interactive proof systems equals to the classical counterpart, MIP [37] (and, hence, also equals to NEXP [6] ). It was pointed out in [13] that provers with shared entanglement may break the soundness condition of a classically sound protocol. One striking example is given by the so-called magic square game [47, 51] , which has nonlocal value 1 one even though it corresponds to a system of constraints with no classical solution [13] . Strong evidence is also given in that paper and [63] that the entanglement between the players may indeed weaken the power of two-player XOR games.
Several methods have been proposed to control the cheating ability of entangled provers and recover soundness in certain cases. It is proved that approximating the nonlocal value of a multi-player game to inverse-polynomial precision is NP-hard [24, 32] , and therefore at least as hard as approximating the classical value [39] . Several natural problems arise from the study of nonlocality, including the binary constraint system game [14] , the quantum coloring game [10, 53] and the game corresponding to the Kochen-Specker sets [38] , are shown to be NP-hard in [27] . By proving that the multi-linearity test [6] is sound against entangled provers, Ito and Vidick proved the containment of NEXP in MIP * [25] . This was later improved to the result that three-player XOR games are NP-hard to approximate even to constant precision [59] . Very recently, techniques introduced in [19, 28] allow us to go beyond the NP-hardness type of results and prove that nonlocal games are QMA-hard. The problem of the existence of perfect commuting-operator strategies for binary constraint system games was shown to be undecidable in a recent breakthrough [56] . It is, however, not comparable to the above results mainly because it does not tolerate approximation errors.
In this paper, we significantly improve the understanding of quantum multi-prover interactive proofs and nonlocal games by showing that any quantum multi-prover interactive proof can be compressed in the sense that the resulting protocol, a nonlocal game, has one round of classical communication with messages consisting of a logarithmic number of bits. It has perfect completeness and an inverse polynomial completeness and soundness gap. Our result is made possible by combining and exploiting the unique features of entanglement that played crucial roles in the understandings of quantum proof systems as discussed above. Theorem 1.1. For r ∈ poly, any problem A that has an r -prover quantum interactive proof, and any instance x of the problem, there exists an (r + 8)-player one-round game and real numbers s ∈ 1 − poly −1 (|x |), such that (1) The questions are classical bit strings of length O(log(|x |)).
(2) The answers are classical bit strings of length O(1).
(3) If x ∈ A, then the nonlocal value of the game is 1.
(4) If x A, then the nonlocal value of the game is at most s.
The claim in Theorem 1.1 works for r + 4 players when perfect completeness is not required. We mention that a corresponding claim in the classical case does not hold since MIP = NEXP, the approximation of classical value is in NP, and NEXP NP by 1 The nonlocal value of a multi-player one-round game is the supremum of the probability that entangled players can make the referee accept. a diagonalization argument [16] . The approximation problem of nonlocal value is obviously in QMIP * by designing a multi-prover interactive protocol that sequentially repeats the multi-player game polynomially many times. This observation and Theorem 1.1 imply that the problem is complete for the class QMIP * . As NEXP is contained in QMIP * [25] , a direct corollary of Theorem 1.1 is that approximating the nonlocal value of a multi-player game is NEXPhard, improving the QMA-hardness result of [28] .
Given a multi-player one-round game in which the questions are strings of O(log n) bits and answers are of strings of O(1) bits, it is QMIP * -complete, and hence NEXP-hard, to approximate the nonlocal value of the game to inverse polynomial precision.
The same problem for the classical value is obviously in NP. This means that the nonlocal value of multi-player one-round games is provably harder to approximate than the classical value without any complexity theory assumptions. About half century after John Bell's fundamental observation [7] , which in our language says that the nonlocal value of a game may be different from its classical value, our result reveals the fundamental difference in the computational complexity of these two values.
Our main theorem has the following consequence for the quantum multi-prover interactive proofs with inverse exponential completeness and soundness gap by scaling up the problem size. Let NEEXP be the class of the nondeterministic double-exponential time. Let MIP * (r, m, c, s) (and MIP(r, m, c, s)) be the class of languages that have r -prover, m-round interactive proofs with a classical polynomial-time verifier, entangled provers (classical provers respectively), completeness c, and soundness s. We mention that MIP(poly, poly, 1, s) ⊆ NEXP even for s = 1 − Ω(exp(−p(n))) as a nondeterministic exponential time machine may first guess all the interactions and compute the value for this interaction to a precision of polynomially many bits. Corollary 1.3. There exists a constant r 0 such that for r ≥ r 0 , there exist choices of soundness s = 1 − Ω(exp(−p(n))) where p(n) is some polynomial, such that NEEXP ⊆ MIP * (r , 1, 1, s), and therefore, by the nondeterministic hierarchy theorem [16] , MIP = MIP(r , 1, 1, s ′ ) MIP * (r, 1, 1, s), for any s ′ = 1 − Ω(exp(−q(n))) where q(n) is some polynomial.
Note that one can roughly iterate the reasoning in the proof for Corollary 1.3 and show lower bounds on quantum multi-prover interactive proofs with even smaller completeness and soundness gaps. This possibility was proposed by Joseph Fitzsimons and we leave an in-depth exploration of this idea as future work.
Our result also indicates that gap amplification for nonlocal games may not be possible. For a classical multi-player game, one can reduce the inverse polynomial approximation problem of the game value to the constant approximation problem of some derived game, a procedure known as gap amplification. This is an equivalent formulation of the classical PCP theorem and the approach of the alternative proof of the PCP theorem given by Dinur [17] . Whether one can also amplify the gap of nonlocal games in an analogous way has been an interesting open problem. Our result implies that it may not be possible at all. If gap amplification works for nonlocal games, then one can start with any nonlocal game, first perform gap amplification, and then scale up the instance size (if the resulting referee after gap amplification has polylog time) and use our protocol to transform it back into a nonlocal game with eight extra players. This series of transformations will prove that nonlocal games with a constantly many more players are exponentially harder, a situation which does not seem to be plausible. This provides negative evidence for the strong form of the quantum PCP conjecture [1] that asks whether constant approximation of the nonlocal value is as hard as the inverse polynomial approximation. It may still be possible to prove, and even using the gap amplification approach for some special nonlocal games with certain structures, that constant approximation to the nonlocal value is QMA-hard, a weaker form of the multi-player variant of quantum PCP conjecture.
Historically in the study of classical proof systems, we have started from NP, generalized it to IP and MIP [6, 41, 54] , motivated the study of PCP and come back to NP with the celebrated PCP theorem [3, 4, 17] . Our result indicates that the landscape of quantum proof systems may be very different.
Two important questions are left open by this work. First, it is an intriguing problem to understand the complexity of constant approximation of the nonlocal value of a multi-player game. Second, it is important to provide upper bounds for the class QMIP * , a problem that remains wide-open.
Techniques and Proof Overview
Our proof is motivated by, and reuses many techniques from, the previous work in [19, 28] but requires several new techniques that we now discuss.
First, we recall that it is crucial in [19, 28] that we encode the quantum witness state with certain quantum error correcting/ detecting code and distribute the encoded state among the players so that we can prove rigidity theorems [43, 44, 52, 58] and regularize the behavior of the players. This can be thought of as the quantum analog of the oracularization technique [39] . This technique alone, however, does not work anymore when we are dealing with quantum interactive proofs instead of quantum witness states as in the case for QMA for the following reason. To check the correct propagation for the provers' step, we will ask the players to simulate the provers' actions, applications of unitary circuits on their private qubits and the message qubits. This will require that the provers' circuits are transversal over the underlying quantum code. It is however well known that no quantum error correcting code supports transversal universal quantum computation [18] . To this end, we need to design a different scheme to encode and distribute the qubits used in the interactive proof.
We introduce extended nonlocal games called propagation games and constraint propagation games. Propagation games exploit the idea of propagation checks in the proof of QMA-completeness for the local Hamiltonian problem and define a corresponding game so that the shared state between the referee and the player, who possess the clock and computation system respectively, must be approximately close to the history state with respect to the player's measurement strategies. The constraint propagation game then adds the constraint checks to the propagation game. The constraints can be any product of reflections and can represent commutativity and anti-commutativity as special cases. The most technical part of the proof is the definition and analysis of a variant of the constraint propagation game, called the (n, k)-constraint propagation game, based on a constraint system satisfied by the Pauli operators on n qubits of weight k. With this game, we avoid the problem of transversality and obtain rigidity at the same time. We note that it is technically more challenging to prove the multi-qubit rigidity result for this constraint propagation game than the multi-qubit stabilizer game, mainly because we no longer have consistency properties for the reflections from the strategy, properties that allow flexible rearrangements of operators on the shared state and play a key role in the rigidity proof for the multi-qubit stabilizer game [28] . To solve the problem, we introduced the use of controlled reflections in the game. This makes the analysis of the game much more difficult but is nevertheless necessary for the rigidity statement to hold (cf. [11] ).
The use of extended nonlocal games for obtaining rigidity provides great flexibility and largely simplifies the structure of the game. This is the reason behind the success of constraint propagation games in achieving rigidity, and also the reason that we can check the propagation of the provers' step in an interactive proof system. An extended nonlocal game defined by the stabilizer of the GHZ state serves as a nonlocal game implementation of the test in the forward-backward technique in quantum interactive proofs discussed in the introduction. The freedom of an isometry in its rigidity property matches nicely with our goal of checking the correct propagation of the prover's circuit. We believe that the idea of using extended nonlocal games to achieve rigidity is likely to have applications in much broader contexts.
Our resulting nonlocal game for QMIP * has perfect completeness. To achieve this, we modify the stabilizer game introduced in [28] so that the new stabilizer game has perfect quantum strategies. An eight-qubit code is used to define the stabilizer game and a much simpler proof of rigidity is provided for it. We also need a proof technique first used in the construction of zero-knowledge proofs for QMA [9] , with which we design a propagation verification procedure for the verifier's circuits so that it suffices to measure commuting Pauli operators with X and Z factors only.
Our proof has the following overall structure. First, we generalize Kitaev's circuit-to-Hamiltonian construction for QMA to the interactive setting and turn a quantum multi-prover interactive proof system into an honest-player game. This honest-player game plays the role of the random checking protocol for the local Hamiltonian problem. We then use the rigidity of the constraint propagation game based on a constraint system satisfied by the Pauli operators to remove the requirement that the players must measure honestly. This gives rise to an extended nonlocal game for QMIP * . Finally, we turn this extended nonlocal game into a nonlocal game by using eight extra players who encode and simulate the Pauli measurements on the quantum system of the referee in the extended nonlocal game.
PRELIMINARIES 2.1 Notions
In this paper, a quantum register refers to a named collection of qubits that we view as a single unit. Register names are represented by capital letters in a sans serif font, such as X, Y, and Z. The associated Hilbert spaces are denoted by the same letters used in the register names in a calligraphic font. For example, X, Y, Z are the associated Hilbert spaces of registers X, Y, and Z respectively. To refer to some specific qubits in a register X, we use qubit index following the register name. For example, X, i 1 , i 2 represents the i 1 and i 2 -th qubits of register X and the parentheses are omitted when it is used in subscripts. Hilbert spaces named with letter B are two-dimensional unless stated otherwise.
We use D(X), L(X), Herm(X), Pos(X) to denote the set of density operators, bounded linear operators, Hermitian operators and positive semidefinite operators on space X. The adjoint of matrix M is denoted as M * . For two Hermitian operators M, N ∈ Herm(X),
For a Hermitian operator H ∈ Herm(X), and a subspace S ⊆ X, the restriction of H to S is
where Π S is the projection onto space S. For a string x, |x | denotes its length. For a positive integer k, [k] is the abbreviation of the set {1, 2, . . . , k}. For a set A, |A| denotes the number of elements in A. We use poly to denote the collection of polynomially bounded functions of either n or |x | depending on the context. For two complex numbers a, b, we use a ≈ ϵ b as a shorthand notion for |a − b| ≤ O(ϵ).
For unitary gate U , define Λ c (U ) to be the controlled gate
We use P n to denote the Pauli group on n qubits. The weight of a Pauli operator in P n is the number of non-identity tensor factors in it. A Pauli operator is of XZ -form if each tensor factor is one of I , X and Z .
For quantum state ρ ∈ D(X) and operators M ∈ L(X), introduce the notion tr ρ (M) = tr(Mρ).
By the Cauchy-Schwarz inequality, we have
For state ρ ∈ D(X ⊗ Y), and an operator M ∈ L(X), we may also write tr ρ (M) even though the state ρ and the operator M do not act on the same space. In this case, it is understood that tr ρ (M) = tr ρ X (M) where ρ X is the reduced state of ρ on register X. This is one reason that makes tr ρ (·) easy to use as it is not necessary to specify the correct reduced state explicitly all the time.
Quantum Multi-Prover Interactive Proof Systems
An r -prover quantum interactive proof system consists of a verifier V and r provers P 1 , P 2 , . . . , P r . The verifier V possesses a private quantum register V consisting of q V ∈ poly qubits, each prover P i possesses a private quantum register P i . There are also r message registers M i each of which contains q M ∈ poly qubits. Before the interaction starts, all qubits in register V are initialized to |0⟩. The provers are not allowed to communicate after the interaction starts.
The interaction consists of m ∈ poly alternating turns of the applications of the verifier and the provers' circuits. The verifier of an m-turn quantum multi-prover interactive proof system is described
, where each V i is a polynomialtime uniformly generated quantum circuit from input x acting on registers V, M 1 , . . . , M r . For l ∈ [r ], the prover P l for an m-turn quantum multi-prover interactive proof system is described by a tuple W l = W i,l ⌈m/2⌉ i=1 . For odd m, the provers start by choosing a state |ψ ⟩ ∈ V ⊗ M then the verifier and the provers applies the cir-
For even m, the verifier initializes all qubits in M l to |0⟩ and the verifier and provers apply the circuit V 1 ,
The verifier then measures the first qubit in V, accepts if the outcome is 1 and rejects otherwise. The maximum acceptance probability MAP(V ) for a given verifier circuit V is the maximum of the verifier's acceptance probability for all possible quantum provers described by W l r l =1 and all correctly initialized state. A language A ∈ QMIP * (r , m, c, s) if and only if there exists an r -prover, m-turn quantum interactive proof systems with verifier V such that the following conditions hold:
Define QMIP * to be QMIP * (poly, poly, 2/3, 1/3). If the exchanged messages in a quantum multi-prover interactive proof system are classical while the provers may still share entanglement before the interaction starts, the corresponding complexity class will be denoted as MIP * . It is now known that QMIP * = MIP * [52].
Nonlocal Games and Extended Nonlocal Games
In a multi-player one-round game, a referee communicates with two or more players classically in one round. The referee samples questions and sends them out to the players and expects to receive answers back. He then accepts or rejects based on the questions and answers. The players can agree on a strategy before the game starts, but cannot communicate with each other during the game. Let there be r players, (1), (2), . . . , (r ). Let Γ (i) be a finite set of questions for player (i) and Λ (i) be a finite set of possible answers from player (i). An r -player game is defined by a distribution π over r i=1 Γ (i) and a function V :
, specifying the acceptance probability. The classical value ω is the maximum winning probability of classical players.
In a nonlocal game, the players can share an arbitrary entangled state before the game starts. A quantum strategy S for the nonlocal game is described by the shared state ρ, the measurements M (i) q i that player (i) performs when the question is q i ∈ Γ (i) . The value of the strategy is defined as
for a = (a 1 , a 2 , . . . , a r ) and q = (q 1 , q 2 , . . . , q r ). The nonlocal value of the game is the supremum of the values of all quantum strategies.
Extended nonlocal games were introduced in [29] as an extension of the nonlocal game. It is originally defined in a multi-player setting while we found that it is also interesting to consider extended nonlocal games with a single player. An extended nonlocal game generalizes the nonlocal game in the following sense. The referee possesses a quantum register S but otherwise samples and sends out questions similarly as in a nonlocal game. The players can choose an initial state shared between the referee's register and their private quantum systems. The referee performs measurement on his quantum register and may condition his acceptance also on the measurement outcome. More formally, an r -player extended nonlocal game is defined by a distribution π over r i=1 Γ (i) and a function V :
A quantum strategy S for the extended nonlocal game is described by the shared state ρ, the measurements M (i) q i that player (i) performs when the question is q i ∈ Γ (i) . The value of the strategy is defined as
Distance Measures of Quantum Strategies
We review the state-dependent distance measure d ρ of quantum measurements discussed in detail in [28] . We also introduce the notion that an operator approximately stabilizes a state and prove several related facts. Definition 2.1. For two quantum measurements M i = M a i with i = 0, 1 that have the same set of possible outcomes, define
More explicitly,
It is known that replacing measurement M 0 with M 1 in a strategy for a nonlocal game changes the game value by at most d ρ (M 0 , M 1 ). A proof of this fact can be found in [28] .
For two reflections R 0 , R 1 , define
We introduce the notion of ϵ-stabilizer as follows. It is crucial for later applications that we define this concept not only for reflections but for the more general notion of contractions. Several Lemmas of ϵ-stabilizer are given without proofs.
Definition 2.2. Let R ∈ L(X) be a contraction and ρ ∈ D(X) be a quantum state. We say that R ϵ-stabilizes ρ if
be a contraction that ϵ-stabilizes state ρ, then for any contraction S,
In the analysis, it is important to have a quantity characterizing the approximate commutativity and anti-commutativity of two reflections. Two reflections R 0 , R 1 are said to be ϵ-commutative on state ρ if
and ϵ-anti-commutative on ρ if
We claim the following lemma which roughly says that ϵ-anticommutative reflections are close to X , Z respectively up to a change of basis. It will be used multiple times in later analysis to establish rigidity theorems. Lemma 2.6. Let ρ ∈ D(X) be a quantum state and R 0 , R 1 ∈ Herm(X) be two traceless reflections such that
Equivalently,
The choice of V is independent of state ρ and is determined solely by the operators R 0 , R 1 .
Rigidity Using Extended Nonlocal Games
The so-called rigidity is a property of a nonlocal game. A nonlocal game is said to be rigid if, when the players win the game with probability that is close to optimal, they have to approximately follow a prescribed optimal strategy up to an isometry, including the initialization of a shared state and the application of the quantum measurement for each question. The concept has found a wide range of applications in self-testing of quantum apparatus [43, 46, 48, 58] and quantum multi-prover interactive proofs [28, 49, 52] .
In this work, we prove rigidity for certain extended nonlocal games. The use of extended nonlocal game can simplify both the design of the game and the proof of its rigidity, a technique that may find applications in device-independent quantum information processing.
STABILIZER GAMES, REDEFINED
Stabilizer games and multi-qubit stabilizer games were first defined in [28] as extensions of the CHSH game [12] . In this section, we consider yet another definition of stabilizer games. Their advantage over the stabilizer games defined in [28] is that they have perfect quantum strategies, a property that is crucial to maintaining perfect completeness. The analysis of the new stabilizer games is also arguably simpler but follows the lines in [28] very closely.
Let P n,k be the set of XZ -form Pauli operators on n qubits of weight at most k. Let Q n,k be the collection of size-k subsets of P n,k consisting of pairwise commuting operators acting on the same set of k qubits.
We will consider a so-called (n, k)-stabilizer game in which the questions the players receive will be either a single Pauli operator P ∈ P n,k or a set Q ∈ Q n,k . In the first case, the player is supposed to measure P and respond with a single bit, while in the latter case, the player is supposed to measure all operators in Q and reply with k outcome bits.
In the (n, k)-stabilizer game defined in [28] , the players receive instructions of at most k single-qubit measurement. The (n, k)stabilizer game considered here is more general in the sense that the measurement instructions sent to the player may include a set of k pairwise commuting XZ -form Pauli operators of weight at most k. For example, in the case of k = 2, a possible question may be {X 1 X 2 , Z 1 Z 2 }, asking the player to measure both X 1 X 2 and Z 1 Z 2 simultaneously, and reply with the two measurement outcome bits. Theorem 3.1. For any constant integer k ≥ 2, there is a proper definition of an eight-player (n, k)-stabilizer and a constant κ > 0 that depends only on k such that the (n, k)-stabilizer game has the following rigidity property. For any quantum strategy S = ρ, p
, such that the following properties hold
• For all i ∈ [8] , P ∈ P n,k , and Q ∈ Q n,k ,
where q P (i) = V * i (P ⊗ 1)V i and q Q (i) is the measurement that first performs isometry V i and then measures the k Pauli operators in Q.
• Let Π be the projection to the code space of the stabilizer code, V be the isometry r i=1 V i , then
where the t-th tensor factor of Π ⊗n acts on eight qubits, each of which is the t-th qubit of each player's system after the application of V .
Proof. The proof is similar to the analysis of the multi-qubit stabilizer game in [28] . The construction of the game and a complete proof are given in the full version of the paper.
PROPAGATION GAMES AND CONSTRAINT GAMES 4.1 Propagation Games
In this section, we define the propagation game, an extended nonlocal game that checks the propagation of a sequence of reflections.
The propagation game is an extended nonlocal game that checks the propagation of the reflection sequence R on the player's system.
Let v i N i=0 be an increasing sequence of integers of length N + 1.
The propagation graph is always a chain.
For each propagation graph G, we can define a propagation game as in Fig. 1 . In the game, the referee possesses a clock register S with associated Hilbert space C V . The question is sampled from the set [n], the index set for the reflections. The player is expected to perform the two-outcome measurement corresponding to the reflection R j for question j and reply with the measurement outcome. For each edge e = (u, v) ∈ E, define a projective measurement Π e = Π 0 e , Π 1 e , Π 2 e on S where Π 0 e = (|u⟩ + |v⟩)(⟨u | + ⟨v |)/2, Π 1 e = (|u⟩ − |v⟩)(⟨u | − ⟨v |)/2, and Π 2 e = 1 − Π 0 e − Π 1 e .
Propagation Game
Let G = (V , E) be the propagation graph defined above. The referee selects an edge e ∈ E uniformly at random and sends the index j ∈ [n] for edge label Γ e = R j to the player and receives an answer bit a; performs the projective measurement Π e on register S and accepts if the outcome is 2 or equals to a; rejects otherwise. We introduce two types of extensions to the propagation game. The first type allows controlled reflections of the form Λ c (R j ) in the sequence of reflections for j ∈ [n] and c the control qubit index in one of the referee's registers. In the second extension, the referee may confuse the player by asking him to perform k pairwise commuting reflections and answer k output bits, even though the referee is interested in the measurement outcome of one of the reflections. For this type of extension, the corresponding reflection in the reflection sequence will have the form R j |q , where j ∈ q and q a subset of [n] of size k. The reflection sequence now becomes
where each U i has one of the following three possible forms:
(1) U i = R j for some reflection index j ∈ [n],
and c the control qubit index, (3) U i = R j |q for j ∈ q and q a subset of [n] of size k.
In the propagation graph for the sequence
The propagation game is updated to accommodate the changes accordingly in Fig. 2 . The referee possesses two registers, the clock register S as before and a register X containing the control qubits. The question to the player is either a j ∈ [n] or a set q ⊂ [n] of size k. The strategy of the player can be described by
where p R j is the reflection corresponding to the measurement the player performs for question j. Measurement {M q } is a projective measurement with k outcome bits for question q. For each j ∈ q, define derived reflections
These k reflections then equivalently characterize the measurement {M q } and the strategy can then be equivalently described by
We will refer to this generalization of the propagation game also as the propagation game as there will be no confusion. We state the following lemma for this extended version of propagation games without proof. Intuitively, it says that the player must choose a history state with respect to his measurement strategies. Lemma 4.1. The propagation game with controlled reflections in Fig. 2 has nonlocal value 1. Furthermore, the following property holds.
where p
If strategy S has value at least 1 − ϵ, then there exists a state
Constraint Propagation Game
We define an extended nonlocal game, called the constraint propagation game, for any system of product-form reflection constraints.
A system of product-form reflection constraints is described by a set of n reflections R 1 , R 2 , . . . , R n and a set of m operator identities C 1 , C 2 , . . . , C m where each C i is of the form
Propagation Game (Extended)
Let G = (V , E) be the propagation graph. The referee selects an edge e ∈ E uniformly at random.
(1) If Γ e = R j for some j ∈ [n], he sends j to the player and receives an answer bit a; performs the projective measurement Π e on register S and accepts if the outcome is 2 or equals to a; rejects otherwise.
(2) If Γ e = Λ c (R j ), sends j to the player and receives an answer bit a; performs the projective measurement Π e on register S and accepts if the outcome t = 2 and continue otherwise; measures Z X,c with outcome bit b and rejects if b = 0, t = 1 or b = 1, a ⊕ t = 1; accepts otherwise.
(3) Otherwise, for Γ e = R j |q , sends q to the player and receives answer b : q → {0, 1}; performs the projective measurement Π e on register V and accepts if the outcome is 2 or equals to b(j); rejects otherwise. for j i,1 , j i,2 , . . . , j i,n i ∈ [n] and τ i ∈ {0, 1}. We will sometimes abuse the notion and also use C i to denote the product R j i, 1 R j i, 2 · · · R j i,n i , so the constraints become C i = (−1) τ i 1. Let N i = i j=1 n j be the total number of occurrences of the reflections in C 1 , C 2 , . . . , C i . Define N = N m and N 0 = 0 for notational convenience. The number N is referred to as the size of the constraint system.
We say that the constraint system has a quantum satisfying assignment if there exist a Hilbert space and n reflections acting on the space such that all constraints are satisfied. These definitions are closely related to but different from the concept of binary constraint system games introduced in [14] . The formulation here allows more flexible ways of specifying relations between reflections and do not enforce commutativity between reflections occurring in the same constraint. For example, we allow the constraints of the form
representing the commutativity and anti-commutativity of two reflections R 1 and R 2 respectively, while they are not explicitly available in binary constraint system games.
For later convenience, we allow the derived reflections in the constraints. In this case, each constraint is now of the form
where U i, j is either one of the n reflections R j or of the form R j |q for j ∈ q and q ⊂ [n] of constant size. In a satisfying assignment of the constraint system, we require additionally that the reflections assigned to R j |q and R j ′ |q for j, j ′ ∈ q commute. But we do not require that R j |q is related to R j in any way at this moment.
be the sequence of all the reflections in C 1 , C 2 , . . . , C m in the order that they occur. More specifically, for 
Edge e = (i − 1, i) ∈ E prop is labeled by Γ e = U i . Edge e = (N i−1 , N i ) ∈ E cons is labeled by the operator Γ e = (−1) τ i 1 on the right-hand side of the constraint C i .
The constraint propagation game defined by the system of reflection constraints is an extended nonlocal game between a referee and a player. The referee holds a quantum register S associated with Hilbert space S = C V for V being the vertex set of graph G. The referee will either sample and send j ∈ [n] and expect the player to perform the measurement represented by the corresponding reflection R j and respond with the measurement outcome, or send q ⊂ [n] and expect the player to perform all the measurement represented by the corresponding reflection with index in q and send back all the measurement outcomes. The constraint propagation game is given in Fig. 3 . Intuitively, in the Propagation Check part, the referee checks the propagation of the reflections U i for i = 1, 2, . . . , N on the state of the player. In the Constraint Check part, the referee tests whether the constraints are satisfied assuming correct propagations enforced by the Propagation Check. Note that in this part, the referee does not ask any question to the player as the reflections are proportional to identities.
Constraint Propagation Game
Let G, G prop , G cons be the constraint graph and two corresponding propagation graphs defined above. The referee does the following with equal probability:
(1) Propagation Check. Plays the Propagation Game specified by the propagation graph G prop .
(2) Constraint Check. Selects an edge e ∈ E cons uniformly at random; measures Π e on register V and accepts if the outcome is 2 or equals to the sign τ in Γ e = (−1) τ 1; rejects otherwise. We prove the following lemma about constraint propagation games. Lemma 4.2. For any system of reflection constraints that has a quantum assignment, the nonlocal value of the corresponding propagation game is 1. Moreover, for any strategy S = ρ, { p R j }, { p R j |q } that has value at least 1−ϵ, the constraints C i 's are approximately satisfied in the following sense. Let N be the size of the constraint system. Let p 0 and ρ 0 ∈ D(R) be the probability and the post-measurement state if a computational basis measurement on S is performed on ρ and the outcome is 0. Define p C i = p U i,1 p U i,2 · · · p U i,n i . Then, there exists a constant κ such that,
Proof. See the full version of the paper.
Constraint Propagation Game for Multi-Qubit Pauli Operators
Consider the following constraint system satisfied by the Pauli operators of weight k on n qubits. The reflections under consideration will be those in P n,k . Let P |Q be the same as reflection P. These reflections satisfy the constrains as follows:
(4) P · v ∈J D v = 1 for P ∈ P n,k , J the support of P and P = v ∈J D v ; (5) (P |Q)P = 1 for Q ∈ Q n,k and P ∈ Q.
We refer to this constraint system of reflections as the (n, k)-constraint system. It is easy to see that the size N n,k and the number of constraints m n,k of the constraint system are at most polynomially in n for any constant k.
Consider the constraint propagation game of the (n, k)-constraint system. For operators of the form X u , Z u , P, (P |Q), we add a hat to denote the corresponding reflection in the player's strategy. For example, p X u , p Z u and p P denote the corresponding reflections of the player's strategy when receiving measurement requests of X u , Z u , P ∈ P n,k respectively. Similarly, y P |Q denotes the derived reflection from the player's projective measurement p Q for the question Q ∈ Q n,k and P ∈ Q. By Lemma 4.2, we can enforce approximate satisfaction of these constraints on a quantum state. For example, if ρ, { p P }, { p Q } is a strategy that has value at least 1 − ϵ in the constraint propagation game defined by the (n, k)-constraint system, then for constant κ and ϵ ′ = N κ n,k ϵ 1/κ ,
These conditions will be helpful to prove rigidity type of results. But unfortunately, the conditions alone are not sufficient to establish the existence of an isometry V such that, p P is close to P under the conjugation of V [11] . To complete the proof, we need to establish these approximation properties not only on state ρ 0 , but also on several other states derived from it. This is the reason that we will need to consider the following more complicated game defined by the (n, k)-constraint system.
be the sequence of the reflections (derived reflections) of the (n, k)-constraint system. Let W = W i N ′ i=1 be the concatenation of sequences V n,k , Λ 2i−1 (X i ), V n,k , Λ 2i (Z i ) for i = 1, 2, . . . , n. The length of W is N ′ = 2n(N n,k + 1).
A sequence of Pauli operators is called primitive if it consists of XZ -form Pauli operators of weight one and has length at most k. For any Q ∈ Q n,k , a derived sequence for Q is a sequence of the form P i |Q for P i ∈ Q of length at most k. Let Q l L l =1 be the sequence of all sequences that are the concatenation of all possible derived and primitive sequences, including the empty sequence as the first entry Q 1 . The length of Q l is denoted as q l . For a sequence R of reflections, let R * be the sequence of entries in R in the reversed order. For l ∈ [L], let U l be the concatenation of sequences Q l , W, W * , Q * l . The length of U l is 2(N ′ +q l ). Finally, let U = U i N i=1 be the concatenation of sequences U l for l = 1, 2, . . . , L. Let N j be the number of reflections in the first j constraints of the (n, k)-constraint system. For i = 0, 1, . . . , 2n − 1, define integer N i 0 = i(N n,k + 1) that marks the vertex index for the start of the (i + 1)-th occurrence of V n,k in W. For i = 0, 1, . . . , 2n − 1, and j = 0, 1, . . . , m n,k , define integer N i
Let graph G prop = (V prop , E prop ) be the propagation graph of the sequence U over the vertex sequence {0, 1, . . . , N }. For i = 1, 2, . . . , 2n, and l = 1, 2, . . . , L, let graph G i,l cons = (V i,l cons , E i,l cons ) be the propagation of (−1) c j 1 m n, k j=1 from the right-hand sides of the (n, k)-constraint system over vertex sequences N i,l j m n,k j=0 . Finally, define the constraint graph G = (V , E) as V = V prop and
Define the (n, k)-constraint propagation game as in Fig. 4 . The (n, k)-constraint propagation game is an extended nonlocal game between a referee and a player. The referee possesses two registers S and X. Register S is a clock register with associated Hilbert space C V . The control register X has 2n qubits. Theorem 4.3. The (n, k)-constraint propagation game has value 1. Furthermore, there is a constant κ such that for any strategy S = ρ, { p P }, { p Q } that has value at least 1 − ϵ, there exists an isometry V ∈ L(R, B ⊗n ⊗ R ′ ) such that the following properties hold • For all P ∈ P n,k
and, for all Q ∈ Q n,k ,
where q P = V * (P ⊗ 1)V , and q Q is the measurement of k Pauli operators in Q after the application of isometry V .
• The probability p 0 satisfies p 0 ≈ N κ ϵ 1/κ 1 N + 1 .
(n, k)-Constraint Propagation Game
The referee does the following with equal probability:
(1) Propagation Check. Plays the propagation game corresponding to the propagation graph G prop .
(2) Initialization Check. Measures the register S, accepts if the outcome is not 0 and continues otherwise; samples i ∈ [2n], measures X X,i and accepts if the outcomes is 0; rejects otherwise.
(3) Constraint Check. Randomly samples i ∈ [2n], l ∈ [L] and an edge e ∈ E i,l cons ; measures Π e on register S and accepts if the outcome is 2 or equals to τ for Γ e = (−1) τ 1; rejects otherwise. In the statement, ρ 0 is the reduced state on register R when the computational basis measurement on S has outcome 0, and p 0 is the probability of outcome 0 when measuring S.
Proof. It is easy to construct a perfect strategy for the game, so we focus on the second part of the theorem. Define a sequence
Define unitary operator
As the strategy S has value at least 1 − 3ϵ in the Propagation Check part, Lemma 4.1 implies that there is a state
for ρ ′ = p U (|V ⟩⟨V | ⊗ ρ ′ 0 ) p U * and ϵ 1 = N 3/2 ϵ 1/2 . By analyzing the Initialization Check, it is easy to show that there exist states p ρ 0 ∈ D(R), and r ρ 0 ∈ D(X ⊗ R) of the form
for |Φ⟩ X being the equal superposition state such that
where ϵ 2 = n 1/2 N 1/2 ϵ For i = 0, 1, . . . , 2n−1 and l = 1, 2, . . . , L, define states ρ i,l , r ρ i,l ∈ D(X ⊗ R),
By the definition of r ρ, it is easy to see
As the product of all reflections in U l reduces to 1, we have
for r Q l = p P 1 p P 2 · · · p P q l where Q l = P j q l j=1 . We note that, as in the discussion before the construction of the (n, k)-constraint propagation game, states of the form in Eq. (14) are the states on which we need to establish the approximate satisfaction of the (n, k)constraint system.
Consider strategy r S which is the same as S except that the shared state becomes r ρ instead of ρ. The value of r S is at least
By the definition of r ρ and r ρ i,l , this is equivalent to Re tr
This can be further simplified to Re tr
Using similar arguments as in the proof of Lemma 4.2, this proves that for i = 0, 1, . . . , 2n − 1, l ∈ [L], j ∈ [m n,k ] and ϵ 4 = m n,k ϵ 1/2 3 , Re tr
For i = 0, 1, . . . , 2n − 1, and l ∈ [L], define states p ρ i,l ∈ D(R) as
As p C j is an operator in U(R), Eq. (16) can be written as Re tr
By the definition of r ρ i,l in Eq. (14), we have for i = 1, 2, . . . , 2n−1,
Equivalently, for i = 1, 2, . . . , n,
and for i = 1, 2, . . . , n − 1,
Taking partial trace over X on the above two equations, we have for i = 1, 2, . . . , 2n − 1,
where F 1 , F 2 , . . . , F 2n−1 are quantum channels defined as
Define states q ρ i,l ∈ D(R) for i = 0, 1, . . . , 2n − 1,
We claim that Eq. (17) then implies, for ϵ 5 = nm n,k ϵ 4 , Re tr
In fact, by Eq. (17) and the definition of p ρ i,l , we have Re tr
Using Lemma 2.3 and Eq. (17), the above approximation is simplified to Re tr
The claim in Eq. (18) the follows by a repeated application of the above procedure and the choice of ϵ 5 . Lemma 2.6, when applied to Eqs. (17) and (18) with the constraints X u Z u X u Z u = −1, implies the existence of unitary opera-
Re tr
where r D u = V * u (D ⊗ 1)V u for D ∈ {X , Z }. Let X, Y be quantum registers with n qubits each. For u ∈ [n], define |Φ⟩ u to be the EPR state between the qubits X, u and Y, u , and define isometry W u ∈ L(R, X u ⊗ Y u ⊗ R) as
where SWAP u is the SWAP gate acting on qubits X, u and the first output qubit B u of V u . Define isometry V ∈ L R, X ⊗ Y ⊗ R as the sequential application of W 1 ,W 2 , . . . ,W n ,
This construction of isometry based on SWAP's was previously used in [19, 28, 45] in related contexts. Define operators
For each u ∈ [n], define a quantum channel
One can verify that for all u ∈ [n],
Define operators R and R ′ as
.
For l ∈ [L], we have Re tr
where the first approximation is by Eqs. (19) and (18) , and the second is by Eq. (18) . Similarly, we have Re tr
Repeating the above procedure, we have for l ∈ [L] and ϵ 6 = nϵ 1/2
,
This proves Eq. (10) in the theorem for the case P ∈ P n,1 with state p ρ 0 by taking l = 0. By slightly more involved argument, we can prove Eqs. (10) and (11) with state p ρ 0 . Finally, using a similar proof as in the proof for Lemma 4.2, the statements in the theorem are proved for the state ρ 0 = tr X ρ 0,0 .
We mention that even though the definition of the (n, k)-constraint system game is an extended nonlocal game with a single player, it is straightforward to extend it to the case of r players. For this, consider a copy of the (n, k)-constraint system for each player and take the union of all the constraints. The referee then does the same as in the one player case and direct questions of reflections of the i-th copy of the constraint system to the player (i). Similar rigidity results can be established for this r -player version of the (n, k)-constraint propagation game.
FROM INTERACTIVE PROOFS TO NONLOCAL GAMES 5.1 Localization with Honest Players
In this section, we show how to transform an r -prover quantum interactive proof system to a game between a quantum referee and r honest players, in which the referee measures and asks each player to measure at most constant number of qubits. We start with the following lemma proved in [33] . Therefore, it suffices to start with r -prover, 3-message quantum interactive proof systems with perfect completeness. Recall that V is the private quantum register of the verifier V , P i for i ∈ [r ] is the private quantum register of prover P i , and M i for i ∈ [r ] are the quantum registers for the message qubits. The registers V and M i consist of q V , q M ∈ poly qubits respectively, while there are no restrictions on the sizes of P i 's. The associated Hilbert spaces of these registers are denoted as V, M i , P i respectively. Registers M, P refer to the collection of quantum registers M i r i=1 and P i r i=1 respectively, and M = r i=1 M i and P = r i=1 P i are their associated Hilbert spaces. Let (V 1 , V 2 ) and (W 1 ,W 2 , . . . ,W r ) be the polynomial-time quantum verifier and the quantum provers' circuits for the 3-message interactive proof system. For simplicity, we assume that both V 1 and V 2 consist of L elementary gates from some universal gate set specified below. If they have different sizes, one can add extra elementary gates that act on auxiliary qubits. Define T = 2L + 1 be the total number of time steps including the provers' actions.
In the r -prover, 3-message interactive proof system, the provers initialize a state |Ψ⟩ ∈ M ⊗ P, send registers M i to the verifier. The verifier then applies V 1 ∈ U(V ⊗M) and sends M i to prover P i . The provers apply W i ∈ U(M i ⊗ P i ) and send M i back to the verifier. Finally, the verifier applies V 2 ∈ U(V ⊗ M) and accepts if and only if the first qubit V measures to 1. Define projection Π acc = |1⟩⟨1| V,1 . For any verifier described by (V 1 , V 2 ), The maximum acceptance probability of the provers is given by
where W = r i=1 W i , and the supreme is taken over all possible Hilbert spaces P i , all quantum state |Ψ⟩, and all quantum provers
by the completeness and the soundness of the proof system.
Our transformation from this three-message interactive proof system to a one-round multi-player game with honest players can be regarded as a generalization of the circuit-to-Hamiltonian transformation of Kitaev to the interactive setting. The multi-player game consists of a referee and r players, playing the role of the verifier and provers respectively. The referee possesses a clock register C and a register V. For each i ∈ [r ], player (i) possesses register B i , a copy of the L + 1-th qubit in C, and two registers M i , P i . We use unary clock encoding for the clock register C consisting of T qubits. The legal states of the register are spanned by states of the form 1 t 0 T −t . Let T be the collection of the clock register C and all registers B i r i=1 . In the game, there are two possible types of questions that the referee may ask. The first type is a measurement specification of either one or several commuting Pauli operators on qubits in registers B i and M i . The players are honest in the sense that they will perform the measurements corresponding to the received Pauli operators and reply with the measurement outcome. The second type consists of only one special questionˇ, which asks player (i) to measure X on B i after the application of the prover's circuit (W i ) * conditioned on the qubit in B i . The player is however not required to follow this protocol exactly.
The game proceeds as follows. The players first prepare a state ρ in all the registers of the referee and the players. The players are not allowed to communicate after this initialization step. The referee sends questions to the players as in Fig. 5 and the players respond honestly in the sense described above. Finally, the referee determines whether to accept or reject based on the questions, answers and his own measurement outcomes. The strategy of the players can be described by S = (ρ, p (i) ), for state ρ ∈ D(H ) and reflection p (i) the players apply for questionˇ. To use XZ -form Pauli measurements in the game, we will assume that circuit V 1 , V 2 uses two elementary gates-the Toffoli gate and the Hadamard gate [55] . We further assume that the each Hadamard gate on a qubit in V (or M i ) appears in pair with another Hadamard gate on V (M i respectively). This can be easily achieved by adding a dummy qubit to these registers and it is a technique first used in [9] to simplify the design of a zero-knowledge proof for QMA. With this convention of the verifier circuit, the referee will play the Hadamard Check and Toffoli Check given in Figs. 6 and 7 to check the propagation of the verifier's circuits.
Hadamard Check
Let u 1 , u 2 be the two qubits that the two Hadamard gates act on in the Hadamard check at time t, the referee measures X C,t with outcome x. He samples j ∈ {0, 1} uniformly at random and does the following:
(1) If j = 0, measures or asks the players to measure X u 1 X u 2 , Z u 1 Z u 2 (if both u 1 , u 2 are qubits form register M) and let a 1 , a 2 be the two outcome bits; rejects if x ⊕ a 1 = x ⊕ a 2 = 1 and accepts otherwise.
(2) If j = 1, measures or asks the players to measure X u 1 Z u 2 , Z u 1 X u 2 and let a 1 , a 2 be the two outcome bits; rejects if x ⊕ a 1 = x ⊕ a 2 = 1 and accepts otherwise. 
Toffoli Check
Let u 1 , u 2 , u 3 be the three qubits the Toffoli gate acts on with u 3 the target qubit. In the Toffoli check at time t, the referee measures X C,t with outcome x. He samples j ∈ {0, 1} uniformly at random, accepts if j = 1 and continues otherwise. He measures or asks the players to measure Z u 1 , Z u 2 , X u 3 (if any of u 1 , u 2 , u 3 is a qubit from register M) and let a 1 , a 2 , a 3 be the three outcome bits; rejects if a 1 = a 2 = 1, x ⊕ a 3 = 1 or a 1 a 2 = 0, x = 1 and accepts otherwise. Lemma 5.2. Let ρ be the shared state used in the Hadamard Check (Toffoli Check) and U t be the corresponding doubled Hadamard gate (Toffoli gate respectively), the referee rejects with probability tr ρ 1 − X C,t ⊗ U t /4.
We give the following theorem without proof and refer reader to the full version of the paper for a proof. The most nontrivial step of the proof deals with the provers' propagation checks and requires rigidity of an extended nonlocal game based on GHZ states. Theorem 5.3. For r ∈ poly, s ∈ 1−poly −1 , there exists a real number s ′ ∈ 1 − poly −1 such that, for any language A ∈ QMIP * (r, 3, 1, s) and an instance x, the following properties hold for the game in Fig. 5: (1) If x ∈ A, the referee accepts with certainty;
(2) If x A, the referee accepts with probability at most s ′ .
Extended Nonlocal Game for QMIP *
In this section, we transform the honest player game in the previous subsection to an extended nonlocal game. The referee possesses registers C and V as in the honest player game and additional registers S and X. The register S will be used as the clock register for the constraint propagation part and its size q S will be determined correspondingly. The player (i) possesses registers B i , M i and P i as in the honest player game. The questions have the same form as in the honest player game, which can be either a measurement specification or the special questionˇ. But the players are not required to play honestly anymore. The game is specified in Fig. 8 .
We use unary clock encoding in register S and, to accommodate this change, the measurement Π e used in the (n, k)-constraint propagation game needs to be updated accordingly and we leave the details to the full version of the paper. The important thing is that, for any constant k, the measurement can be implemented using collective X , Z measurements on a constant number of qubits.
(1) Clock Check. Randomly samples t ∈ [q S − 1]; measures Z S,t , Z S,t +1 and rejects if the outcomes are 0, 1 respectively; accepts otherwise.
(2) Constraint Propagation. Plays the (n, k)-constraint propagation game with the r -players using registers S and X and accepts or rejects accordingly.
(3) Output Check. Measures Z S,1 with outcome a; plays the honest player game as in Fig. 5 using registers C and V; rejects if a = 0 and the honest player game rejects; accepts otherwise. Theorem 5.4. For any r ∈ poly, s ∈ 1 − poly −1 , there is a s ′ ∈ 1 − poly −1 such that for any language A ∈ QMIP * (r, 3, 1, s) and instance x, the extended game in Fig. 8 has the property that (1) If x ∈ A, the referee accepts with certainty;
Nonlocal Games for QMIP *
In this section, we further transform the extended nonlocal game to a nonlocal game. The idea is to introduce eight extra players (1 ′ ), (2 ′ ), . . . , (8 ′ ) and let them share an encoding of the referee's state using the eight-qubit code and measure the local X , Z measurements the referee does in the extended nonlocal game. As in the extended nonlocal game, the referee's measurements on his registers correspond to at most k Pauli operators of weight at most k for some constant k, the referee in the following nonlocal game can delegate the measurement to the eight extra players and the rigidity theorem for the (n, k)-stabilizer game guarantees that the players have to measure honestly. We state the following theorem without proof.
Nonlocal Game for QMIP * The referee does the following with equal probability:
(1) Plays the (n, k)-stabilizer game with eight extra players (1 ′ ), (2 ′ ), . . . , (8 ′ ) and rejects or accepts accordingly.
(2) Simulates the extended nonlocal game in Fig. 8 by asking the eight extra players to perform logical X , Z measurements. Figure 9 : The nonlocal game for QMIP * .
Theorem 5.5. For r ∈ poly, s ∈ 1 − poly −1 there is an s ′ ∈ 1 − poly −1 . For any language A ∈ QMIP * (r , 3, 1, s) and an instance x, the nonlocal game in Fig. 9 satisfies that (1) If x ∈ A, the referee accepts with certainty;
Proof. Omitted. See the full version of this paper.
Our main theorem (Theorem 1.1) follows by observing that the questions of the nonlocal game in Fig. 9 are measurement specification of at most k Pauli operators of weight at most k and can be encoded with logarithmically number of bits.
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