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Abstract 
In simulated annealing the probability of transition to a state with worse value of objective function is guided by a cooling 
schedule. The more iterations are spent, the more strict the acceptance probability function becomes. In the end of the 
optimization process, the probability of transfer to worse state approaches zero. In this paper the principles of cooling schedules 
are used to control the parameters of local search methods in the memetic algorithm. The memetic algorithm in this paper is 
a combination of genetic algorithm, Hooke-Jeeves method, Nelder-Mead simplex method and Dai-Yuan version of nonlinear 
conjugate gradient method. The controlled parameter of Hooke-Jeeves method is the radius r, for Nelder Mead method the size of 
edge of the simplex and the length of step for nonlinear conjugate gradient method. 
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1. Introduction 
Memetic algorithms (MAs) are a combination of global optimization method and local search methods. They 
benefit from exploration character of global optimization methods and exploitation of local search. During each 
iteration, a portion of selected members of population is improved by local search method. The global optimization 
part ensures diversity and improves chance of finding the global optimum and the local search methods contribute to 
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faster convergence to local optima [1]. The choice of parameters heavily affects the performance of the algorithm. 
This paper presents methods for controlling of local search parameters using the principles of simulated annealing. 
2. Theoretical basics of genetic algorithms (GA) 
GAs are population based global optimization methods which use genetic operators – selection, crossover and 
mutation. In each iteration a population of agents is evaluated and modified using the genetic operators. 
Selection operator is used to select candidates for crossover. This can be done in multiple ways, common types of 
selection are: fitness proportionate selection, rank selection, truncation selection and tournament selection. Selection 
is inspired by the concept of “survival of the fittest”. 
Crossover operator is similar to crossover in nature when two chromosomes from parent organisms are combined 
to create a new chromosome of the offspring. Common crossover types for real and integer numbers are: one-point 
crossover, two-point crossover, uniform crossover. The algorithm tested in this paper used uniform crossover 
(Fig. 1). In uniform crossover there is 50% probability that gene from parent chromosome will be transferred to the 
offspring. This ensures that the offspring chromosome has 50% genes from each parent. 
   
           Fig. 1. Uniform crossover.                   Fig. 2. Cauchy distribution. 
Mutation operator is based on mutation in biology. Mutation causes a gene to change its value to other value with 
some probability. Common types of mutation are: boundary, non-uniform, uniform, Gaussian and Cauchy. The 
uniform, Gaussian and Cauchy mutation are named after the distributions of random numbers which are used to 
generate new values of mutated genes. Cauchy mutation (Fig. 2) is used in the algorithm tested in this paper. 
Tests showed that Cauchy mutation performs better because of its higher probability of making longer jumps [2]. 
3. Theoretical basics of local search methods (LS) 
3.1. Hooke-Jeeves pattern search method (HJ) 
HJ pattern search method is based on gathering information around central point. Objective function is evaluated 
in two points per dimension, the distance between these points and the central point is called radius – r (Fig. 3). The 
central point lies between these two points. The central point is moved to the point with the best value of objective 
function and if the central point gets stuck in one place, the size of radius r is decreased. This method is gradient free 
and thus is capable of working with noisy functions where the gradient based methods fail. 
 
Fig. 3. HJ method in 2D optimization space. 
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3.2. Nelder-Mead simplex method (NM) 
Simplex is a geometrical shape, a polytope of n+1 vertex points in n-dimensional space. Simplex in 1D is a line 
segment, in 2D it is a triangle and in 3D it is a tetrahedron. Vertex points of the simplex are solutions in the 
optimization space. This method works by moving the vertex points according to their value of objective function. 
Ordering 
The first phase is ordering the points according to their value of objective function. For minimization the ordering 
is done as follows: 
݂ሺ࢞ଵሻ ൑ ݂ሺ࢞ଶሻ ൑ ݂ሺ࢞ଷሻ ൑ ڮ ൑ ݂ሺ࢞௡ାଵሻ  (1) 
Calculation of centroid point 
Then x0 – the centroid of all points except the worst point is calculated (x_(n+1)). 
Reflection 
Compute the reflected point xr and replace the worst point with the reflected point (Fig. 4). 
࢞௥ ൌ ࢞଴ ൅ ߙሺ࢞଴ െ ࢞௡ାଵሻ (2) 
   
        Fig. 4. Reflection.                  Fig. 5. Expansion. 
Expansion 
If the reflected point is better than all other points, compute the expanded point xe. If the expanded point is better 
than the reflected point, replace the reflected point with the expanded point (Fig. 5). If not, create the new simplex 
using reflected point. 
࢞௘ ൌ ࢞଴ ൅ ߛሺ࢞଴ െ ࢞௡ାଵሻ (3) 
Contraction 
If the reflected point is worse than the worst point from the original simplex, contraction point is calculated (Fig. 6). 
࢞௖ ൌ ࢞଴ ൅ ߩሺ࢞଴ െ ࢞௡ାଵሻ (4) 
   
  Fig. 6. Contraction.         Fig. 7. Reduction. 
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Reduction 
In reduction the size of simplex is reduced, this case happens if contracting away from the worst point brings 
even worse solution (Fig. 7). Contraction occurs close to local extreme. 
࢞௜ ൌ ࢞ଵ ൅ ߪሺ࢞௜ െ ࢞ଵሻǢ ݅ א ሼʹǡ ͵ǡ Ͷǡ ǥ ǡ ݊ ൅ ͳሽ (5) 
Standard values of parameters are: ߙ ൌ ͳǢ ߛ ൌ ʹǢ ߩ ൌ െͲǤͷߪ ൌ ͲǤͷ. 
3.3. Dai-Yuan nonlinear conjugate gradient method (NCG) 
The basic assumption of the NCG methods is that the gradient of function at its extreme is zero, so by 
minimization of gradient, we can find the extreme. 
For a function ݂ሺ࢞ሻ of N variables, its gradient ׏௫݂ indicates the direction of maximum increase, depending on 
the type of extreme we are trying to find (minimum or maximum), we choose the direction of next move, direction 
of gradient for maximum and opposite direction for minimum. The length of step α is adjustable. 
Direction of initial step for minimization: 
ο࢞଴ ൌ െߘ௫݂ሺ࢞଴ሻ (6) 
In the first iteration, the step is made in the steepest direction, the steps in following iterations are made in 
a subsequent conjugate direction ݏ௡ and the ݏ଴ ൌ οݔ଴. 
The following iterations can be divided into multiple stages: 
1. Calculation of the steepest direction: 
ο࢞௡ ൌ െߘ௫݂ሺ࢞௡ሻ (7) 
2. Computation of ߚ௡ can be done by multiple formulas, the Dai-Yuan version is: 
ࢼ࢔ ൌ െ
ο࢞೙೅ο࢞೙
࢙೙షభ೅ ሺο࢞೙ିο࢞೙షభሻ
 (8) 
3. Update of the conjugate direction: 
࢙௡ ൌ ο࢞௡ ൅ ࢼ࢔࢙௡ିଵ (9) 
4. Perform line search optimization in the ݏ௡ direction: 
ߙ௡ ൌ ܽݎ݃݉݅݊ ݂ሺ࢞௡ ൅ ߙ࢙௡ሻ (10) 
5. Update of the position: 
࢞௡ାଵ ൌ ࢞௡ ൅ ߙ࢔࢙௡ (11) 
The parameter ߚ௡  has large impact on the performance of the algorithm. The Dai-Yuan version was chosen 
because in our tests it has performed better than the other versions. 
4. Simulated annealing (SA) 
As its name suggests, simulated annealing is inspired by annealing in metallurgy. During annealing, material is 
heated to certain temperature and then controlled cooling follows. Heating and cooling of material affects both 
temperature and thermodynamic free energy. The higher is the temperature, the more likely is the material to change 
and vice versa [3]. Similar idea is incorporated in simulated annealing optimization method. 
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In each iteration step, a neighboring state ݏᇱ and current state ݏ are compared and the algorithm decides with 
some probability if it will transfer from the current state to neighboring state [4, 5]. The probability ܲ of transition 
from current state ݏ to neighboring state ݏᇱ is specified by acceptance probability function ܲሺ݁ǡ ݁ᇱǡ ܶሻ. It depends on 
the energies ݁ᇱ ൌ ܧሺݏᇱሻ and ݁ ൌ ܧሺݏሻ and also on the temperature ܶ which is global and depends on time which has 
been spent and formulation of the cooling schedule [6, 7]. If the temperature is high enough, the probability of 
transition to state with higher energy is larger than zero, as the temperature decreases to zero the probability of 
transition to state with higher energy is zero and only transitions to states with lower energy are accepted [8].  
The temperature changes are governed by the cooling schedule (Figs. 8–10) and the temperature ܶሺݐሻ  is 
dependent on time or number of iterations which have been spent. 
Types of cooling schedules include: 
Linear schedule 
ܶሺݐሻ ൌ ଴ܶ െ ߤݐ (12) 
Exponential schedule 
ܶሺݐሻ ൌ ଴ܶߙ௧Ǣ ߙ א ሺͲǡ ͳሻ (13) 
Logarithmic schedule 
ܶሺݐሻ ൌ ௖௟௢௚ሺ௧ାௗሻ  (14) 
     
        Fig. 8. Linear schedule.       Fig. 9. Exponential schedule.      Fig. 10. Logarithmic schedule. 
5. Implementation of cooling schedules into the control of local search parameters 
Each of the local search methods has a parameter which determines the size of area which is searched during the 
iteration. The size of this parameter is normally adjusted during the run of the method, however during it’s use in 
a memetic algorithm the size of parameter is restarted in every iteration of global search to the starting value. As the 
memetic algorithm converges to the global optimum, the step size of local search should be decreased to provide 
finer search in the surrounding of the optimum. The idea of this paper is to use cooling schedules from simulated 
annealing to adjust the step length of local search methods. Following schedules were tested to adjust the parameter 
R which would represent the size of r for HJ method, the size of edge of simplex for NM method and the step size 
for NCG method. 
Linear schedule 
ܴሺ݅ݐ݁ݎሻ ൌ ܴ଴ ቀͳ െ
௜௧௘௥
௠௔௫௜௧௘௥ቁ (15) 
Exponential schedule 
ܴሺ݅ݐ݁ݎሻ ൌ ܴ଴ߙቀ
೔೟೐ೝ
೘ೌೣ೔೟೐ೝቁǢ ߙ ൌ ͲǤͲͳ (16) 
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Logarithmic schedule 
ܴሺ݅ݐ݁ݎሻ ൌ ܴ଴ 
௖
௟௢௚ቀ ೔೟೐ೝ೘ೌೣ೔೟೐ೝାௗቁ
Ǣ ܿ ൌ ͳǢ ݀ ൌ ͳ  (17) 
where iter is the number of iteration and maxiter is the maximum allowed number of iterations. 
6. Description of the memetic algorithm 
The memetic algorithm was a combination of GA and three local search (LS) methods: HJ method, NM method 
and Dai-Yuan version of NCG method with line search. The use of multiple search methods (derivative free and 
gradient based) improves performance over multiple types of objective function. The NCG method provides fast 
convergence for smooth functions with continuous first derivative and NM and HJ methods ensure that the 
algorithm can be used on noisy functions. 
The initial population was generated by White Space Search (WSS) algorithm whose description can be found 
in [9, 10]. The GA was using uniform crossover, and Cauchy mutation with probability of mutation 0.03. The best 
10% of population was improved by local search and in that state transferred to the new population, the worst 50% 
of population was deleted, the other 50% including the best 10% was used for crossover and mutation and to 
complete the full size of population additional 40% of population was generated by white space search algorithm. 
7. Numerical test 
The algorithm was tested on Rosenbrock’s function (see equation 18) in 2D constrained discrete optimization 
space, the optimum lies in ࢄ௢௣௧ ൌ ሾͳǡ ͳሿ and ݂൫ࢄ௢௣௧൯ ൌ Ͳ, the boundaries of optimization space were set to ଵܺ א
ۦെʹǡ ʹۧǢ ܺଶ א ۦെʹǡ ͵Ǥͷۧ, the interval for each optimization variable was divided into 10 000 discrete values. 
݂ ൌ ቀͳͲͲ൫ܺଶ െ ଵܺଶ൯
ଶ ൅ ሺ ଵܺ െ ͳሻଶቁ (18) 
The size of population for GA was set to 50 and maximum number of iterations was set to 15 iterations. Only 
5 iterations of local search were done in one iteration of GA. The local search methods were switched in each 
iteration of GA in the following order: HJ. NM, NCG. The size of starting radius for HJ method was 20, the starting 
length of edge of the simplex of NM method was 20 and the starting step size for NCG was also 20. 
The algorithm was tested without the use of cooling schedule, with use of linear cooling schedule, exponential 
cooling schedule and logarithmic cooling schedule. To provide statistical significance, each version was tested 
1000 times. And to compare the four versions, a histogram plotting the percentage and value of objective function 
for each version was made (Figs. 11–14). 
    
         Fig. 11. Without the use of cooling schedule.                 Fig. 12. Using linear cooling schedule. 
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Fig. 13. Using exponential cooling schedule.  Fig. 14. Using logarithmic cooling schedule. 
8. Conclusion 
The tests have shown that algorithm with constant value of step size performs inferior to the versions with 
variable step size. Large step size at the initial stage of optimization process accelerates convergence to local 
extreme and small step size during the final stage helps to find better solution. The best performance was observed 
on the linear and logarithmic cooling schedules. However it is known that different cooling schedules are suitable 
for different objective functions. 
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