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Abstract. Clock steering is an important discipline within the time and frequency
community as well as in cognate disciplines such as global navigation satellite systems. In
the latter, clock steering is a mandatory tool for realizations of time scales, which first are
typically created by algorithms forming a paper clock. Often, this software solution of a time
scale is already sufficient. However, sometimes a realization in form of a frequency signal is
feasible or even necessary. Future global navigation satellite systems concepts plan to use
composite clocks consisting of several different clocks to achieve synchronization of satellites
within one orbit with the system time. In this approach, a real clock output in the microwave
regime is indispensable. Therefore, a real clock has to be steered against the paper clock
to realize the composite clock. Consequently, steering techniques are an essential piece for
obtaining a realization. Besides the number of algorithms to choose from, there are several
parameters that need to be defined by the user to achieve the best performance for distinct
scenarios. In this paper we compare the realization performance and applicability of two
different steering techniques, namely linear-quadratic Gaussian control and pole placement, in
a simplified hardware setup. The studied scenario consists of a steerable clock consisting of a
micro phase stepper which changes the frequency of the output of an oven-controlled quartz
oscillator (OCXO) and a rubidium atomic clock (RB). The OCXO in turn is steered to follow
the free-running RB as closely as possible. Steering the output of the OCXO introduces a new
process in the clock. As a result, the Allan deviation of the steered clock shows a bump which
location is dependent on the chosen control interval and steering technique. This has to be
considered for the designated operation. We compare simulations of the clock steering with
both techniques to real-data results from our laboratory.
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1. Introduction
A stable system time is one essential piece of global
navigation satellite systems (GNSSs). Since position
determination is based on signal travel times, any
error in time will directly propagate into the position
estimation. Therefore, an accurate, stable, and robust
time scale has to be established. Once determined, all
clocks within the system need to be synchronized to
this system time. In most existing systems, the ground
monitor network derives the correction values for each
satellite clock relative to the system time. In the next
step, these offsets are uploaded to the constellation
and broadcast to users through the navigation message.
Any improvement in the system time scale’s stability or
the satellite clock’s stability will enhance the accuracy
of the position obtained by the user. One approach to
improve the stability of the timing signal is applying a
clock ensembling technique to a set of clocks.
Our work focuses on using a Kalman filter based
approach to form an ensemble time from several
clocks [1]. The filter estimates the individual clock
states from differential measurements. The difference
between these estimates and the true clock states is
weighted using the error covariance matrix from the
filter providing the Implicit Ensemble Mean (IEM).
The IEM is a paper time scale that outperforms the
individual clock contributions in terms of stability.
This method was first described by Brown [2] and later
adapted by Greenhall [3] to follow the best clock in the
ensemble over all averaging times. A review on clock
ensembling techniques based on the Kalman filter can
be found in [4].
Nevertheless, both approaches use the actual clock
states to derive the ensemble mean. Since the actual
clock states are only available in simulations, the
ensemble mean cannot be accessed in a real scenario.
In a recent publication, the authors have demonstrated
that the ensemble time can be realized by using
a second Kalman filter and a steerable clock that
contains a Micro Phase Stepper (MPS) which adapts
the frequency output of an oven-controlled quartz
oscillator (OCXO)[5]. The estimate of one ensemble
clock is combined with the measurement of the OCXO
relative to this clock. The combination eliminates the
ensemble clock which is present in both quantities and
thus yields the difference between the OCXO and the
IEM plus distortions. The second Kalman filter is
used to estimate the difference between the OCXO
and ensemble mean from the noisy input and derives
a control value to drive their difference to zero. As a
result, the MPS output (based on the OCXO) follows
the IEM and serves therefore as a realization of the
IEM. The control value, which is applied by the MPS,
is obtained using a steering technique, in our previous
work the linear-quadratic Gaussian (LQG) control [5].
One important step in the process of realization a
time scale generated by an ensembling algorithm is to
lock one physical oscillator to a second one. In the case
describe above, an OCXO is steered to a software made
oscillator, namely the IEM. In this study, we focus on
this essential part when realizing a time scale. In order
to decouple the impact of the steering performance and
the numerical generation of the IEM, we decided to
analyze the steering process itself separately. Thus, in
this study, we focus on the steering performance of one
physical oscillator to another one.
Several steering techniques for frequency stan-
dards have been published in the last decades [6].
Farina et al. describe three common techniques: the
signal-based open-loop, the GPS bang-bang method,
and the linear-quadratic Gaussian control [7]. The
signal-based open loop approach is typically used to
compensate for the frequency offset, as for example in
[8]. The GPS bang-bang algorithm described in [9] was
designed to steer GPS time to UTC(USNO). The appli-
cation of the LQG control technique to steer hydrogen
masers to coordinated universal time (UTC) was out-
lined by Koppang and Leland in [10]. Furthermore, in
a recent paper by Koppang, the pole placement (PP)
technique is adapted for steering clocks [11]. In ad-
dition, several algorithms have been published for the
steering of local UTC realizations [12, 13, 14, 15]. Re-
cently, we presented a simulative comparison between
PP and LQG for steering an OCXO against a rubidium
atomic clock (RB) with focus on the steering perfor-
mance for different steering parameters, as we want to
use PP for future realization of a composite clock based
on a mixed clock ensemble [16]. This investigation is
the base for the here presented study. In this work,
we compare the overall performance of both control
techniques in a hardware setup to simulations. The
comparison does not show evident differences between
the two techniques.
The linear-quadratic Gaussian control approach
requires a Kalman filter that estimates the quantity
that is supposed to be driven to a certain state.
The control value is then obtained by multiplying
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the estimate to the linear-quadratic regulator (LQR),
a quantity obtained from the control system. The
pole placement technique does not require a Kalman
filter but is applied in the same way. The techniques
were chosen because they have a similar setup and
consequently are easily interchangeable. Thus, the
same hardware setup can be used to test both steering
techniques needing only minor changes in the software.
Even though for both control techniques simula-
tions with varying parameter sets can be found in liter-
ature, there is barely real data published so far. Kop-
pang et al. have shown results of LQG and PP using
real clock data with the intention to optimize a system
for long-term stability [17]. However, we present the
impact of the control interval on the steering perfor-
mance with real measurement data, as well as compare
those results with the expected performance obtained
by numerical simulations, which will influence the de-
cision between both steering techniques for future ap-
plications.
2. State of the Art
First, we will describe the two steering techniques that
we haven chosen to analyze, linear-quadratic Gaussian
control and pole placement. Both methods require a
model for the clock that is supposed to be controlled.
2.1. Clock Modeling
The clocks are modeled by the well-established discrete
two-state clock model [18, 19]
x(tk+1) = φ(τ)x(tk) + w(tk) (1)
with transition matrix
φ(τ) =
(
1 τ
0 1
)
(2)
and process noise w(tk) ∼ N (0, Q(τ)) where τ =
tk+1−tk. The two states represent the phase deviation
and part of the frequency deviation. The process
noise incorporates two different noise types: white
frequency noise and random walk frequency noise. The
covariance of the process noise
Q(τ) =
(
q1τ +
q2τ
3
3
q2τ
2
2
q2τ
2
2 q2τ
)
(3)
is based on the diffusion coefficients σ1, σ2 (qi = σ
2
i , i
= 1,2) which drive the fundamental noises. This model
can be used to describe the behavior of a single clock
as well as the difference between two clocks x1 and x2:
x3(tk) = x2(tk)− x1(tk) (4)
x3(tk+1) = φ(τ)x3(tk) + w3(tk) (5)
with w3(tk) ∼ N (0, Q1(τ) + Q2(τ)), where Q1(τ) and
Q2(τ) are the process noise covariance matrices for x1
and x2 respectively. A small process noise covariance
matrix indicates a superior clock performance. In the
extreme case with no process noise present, we find
the theoretical ideal clock which consists purely of a
transition from the last state without any perturbation.
The measurement of the clock is modelled by
z(tk) = Hx(tk) + v(tk) (6)
where the measurement matrix H describes the
structure of the measurement and v(tk) ∼ N (0, R) is
the measurement noise with covariance R.
The process model in eq. 1 only describes the
behavior of a free-running frequency standard. If
control values are applied on the frequency standard,
the model has to be extended by a control term
b(τ)u(tk) to
x(tk+1) = φ(τ)x(tk) + b(τ)u(tk) + w(tk) (7)
where u(tk) is the control value and b(τ) propagates
the control value [10]. This change in the process
model will only affect the prediction of the state in the
Kalman filter formulas where the term b(τ)u(tk) needs
to be added as well. We will now focus on different
methods to find the optimal control value u(tk) in every
time step.
2.2. Linear-Quadratic Gaussian Control
For linear-quadratic Gaussian control the feedback
gain is chosen such that the cost function
J =
∞∑
i=1
xTi WQxi + u
T
i WRui (8)
is minimized, where the first part in the sum penalizes
the transient state transition and the second term
penalizes the control effort. So depending on the user’s
choice of WQ and WR the system is either steered
gentle or rapid. Once the steering matrices have been
identified, the linear-quadratic regulator Kˆ0 is derived
by solving the steady-state Ricatti equation
Kˆ0 =φ(τ)
T Kˆ0φ+WQ− (9)
φ(τ)T Kˆ0b(b
T Kˆ0b+WR)
−1bT Kˆ0φ.
Solving this equation requires a controllable system.
In the next step, one obtains the gain Gˆ0 = (b
T Kˆ0b+
WR)
−1bT Kˆ0φ(τ) which is used to derive the control
value from the estimate
u(tk) = −Gˆ0xˆ(tk). (10)
The linear-quadratic Gaussian regulator can be
obtained from the system parameters Φ(τ), b(τ) and
the designer matrices WQ and WR.
3
2.3. Pole Placement
The pole placement technique is designed for a closed
loop system. One determines the poles of the system
and moves them to the desired pole locations. As
shown in [11, 16], the poles of a system can be obtained
by looking at the eigenvalues of matrix A which defines
the transition between two states of the system(
x(t+ τ)
y(t+ τ)
)
= A
(
x(t)
y(t)
)
. (11)
Using the extended process model eq. 7, we obtain(
x(t+ τ)
y(t+ τ)
)
= Φ(τ)
(
x(t)
y(t)
)
+Bu(t) (12)
=
(
1− τgx τ(1− gy)
−gx 1− gy
)(
x(t)
y(t)
)
We find the eigenvalues of A by solving the eigenvalue
equation and find the solutions
λ =
−(τgx + gy − 2)±
√
(τgx + gy − 2)2 − 4(1− gy))
2
.
(13)
Critical damping typically brings the system back to
equilibrium conditions in least amount of time and
should hence show the best steering performance for
our case study. Thus, the aspired poles need to be real
and equal. In addition, the absolute values of the poles
need to be less than or equal to one to ensure stability
(|λ| ≤ 1). As a result, we obtain the poles
λ =
√
1− gy = 1−√τgx. (14)
Nevertheless, it should be emphasized that critical
damping might not be the best choice for all steering
scenarios as sometimes other requirements, such as
frequency smoothness or harder control actions are
desirable. For a comprehensive control theoretical
study of this aspect the reader is referred to a lately
published work by Matsakis [20].
3. Methods
This study is aimed to provide insights on the steering
techniques for the realization of a paper time scale.
Nevertheless, to analyze the effects we have decided
to reduce the number of influences on the results.
Therefore, we are focusing on the straightforward setup
of driving one clock to another without applying clock
ensembling techniques.
We have empirically found one parameter set for
each steering method that yields good results in our
scenario for WQ and WR using LQG control and λ for
pole placement. As we are analyzing the impact of
the control interval, we will hold all other parameters
Parameter Assigned value
q-Parameters OCXO q1 = 1.0 · 10−24,
q2 = 5.0 · 10−26
q-Parameters RB q1 = 1.2 · 10−23,
q2 = 8.0 · 10−29
Measurement noise R = 10−24
Time discretization
of the Kalman filter τ = 1 second
LQG control WQ =
(
10−4 0
0 10−9
)
,
WR = 1
Pole placement λ = 0.85
Table 1: List of parameters used for the simulations
and real data runs.
steady. Find a comprehensive list of the parameters in
table 1. This table shows the clock parameters that
are used for the control loop. For each control interval
we have performed four simulations and real data runs
of 13 hours to obtain reliable clock stabilities until 104
seconds.
The performance of the algorithms is mainly
analyzed by the overlapping Allan deviation (OADEV)
of the clock performance [21].
3.1. Sequence of the Steering Process
Independent of the chosen control interval, the Kalman
filter that estimates the difference between the OCXO
and the RB based on the measurement, is run every
second. The size of the control gains for both methods
needs to be adapted to the fact that the control interval
is not identical to τ , the time difference between two
filter iterations. Therefore, we choose to calculate the
control gain for LQG control
Gˆ0 = f(Φ(τc), b(τc),WQ,WR) (15)
as well as for PP
gx =
1
τc
(1− λ)2, gy = 1− λ2 (16)
dependent on the control interval τc. This affects the
steered clock the same way as if the filter was run in
the same frequency as the control values are applied. In
iterations where no steering is applied, the last control
value is propagated by the transition matrix. Since
Φ(τ = 1)τc = Φ(τc), (17)
this method leads to the same propagation of the
control value as running the filter only on the control
interval. The advantage of our methods is that
all measurements available are used to predict the
difference between the two clocks.
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3.2. Hardware Setup
The clocks involved in this investigation are a
rubidium atomic clock (SRO-100, Spectratime) and
a steerable clock which consists of an oven-controlled
quartz oscillator with additional micro phase stepper
(KL3382, K+K Messtechnik GmbH). The entire
hardware setup carries four identical rubidium atomic
clocks and two steerable clocks. However, for
the sake of simplicity, we are only using one RB
and one steerable clock to proof the hardware
applicability and the performance of the steering
techniques. Nevertheless, the entire setup allows for
IEM realization of composite clocks consisting of all
e.g. four RB as in [5].
The phase difference between the two 10 MHz
signals of both clocks is measured every second
with a time and frequency monitor (KL-3360, Lange
electronics). The measurement data is subsequently
send to a server (RS-232 connection), on which the
Kalman filter for clock steering is performed. As
already mentioned in the previous section, the Kalman
filter is processed every second while the control value
for the steering is calculated and applied to the micro
phase stepper after the free selectable control interval
time is reached. The steering value is send to the
OCXO by an RS-232 connection between the steerable
clock and the server.
3.3. Simulation
In the simulations, we try to model the behavior
of the true clocks in terms of an overlapping Allan
deviation as closely as possible. Therefore, we have
measured the performance of the OCXO built-in the
MPS against an active hydrogen maser (AHM) (CH1-
75A, Kvarz). Please note, that these measurements
were taken before the real data runs were started as the
hardware does not allow us to monitor the free-running
OCXO within the MPS and the steered output signal
simultaneously at the moment. The performance of
the AHM supersedes the performance of the OCXO at
every averaging time by a factor of at least 102 (@1s).
Therefore, we assume that the OCXO performance will
drive the measurement.
The performance of the OCXO is modeled using
the two-state model extended by four Markov processes
as suggested by Davis et al. [22]. Figure 1 shows
the measurement as well as the respective simulation
runs. As the simulation is based on statistical
appearing noises, we show 20 runs of the simulation
to demonstrate the reliability of the simulation. The
deviation of the simulation from the measurement at
long averaging times is determined by random walk
frequency noise. Especially for short averaging times
(τ < 5 seconds), not all process noise of the OCXO is
Parameter Assigned value
q-Parameters q1 = (5 · 10−12)2,
q2 = 5 · 10−30
Positions of the peaks
of the Markov pro-
cesses, Rj

1.89/20
1.89/200
1.89/(2 · 103)
1.89/(2 · 104)

Size of the Markov
processes, Uj

4 · 10−24
9 · 10−24
2 · 10−23
5 · 10−23

Table 2: List of parameters for the OCXO model.
reflected in the model. Nevertheless, since we focus
on control intervals τ0 ≥ 10 seconds, it does not
impact the stability of the steered clock. The detailed
parameter set for the OCXO model can be found in
Table 2.
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Figure 1: Measurement of the performance of the
free-running OCXO against an active hydrogen maser
(AHM) together with the simulation of the fitted model
(20 simulations).
We are trying to emulate the real situation as
closely as possible in the simulation. For the real-
time routines, we do not have any information about
the free-run OCXO behavior during processing. As a
result, there might be a discrepancy between the free-
run behavior of the OCXO and the chosen model. Even
though we could easily solve this issue in simulations,
we decided to use the same parameter set for real
data as for simulation. Consequently, we will have
a discrepancy between the simulated OCXO and the
model used in the Kalman filter. This resembles the
situation with real data.
The same holds for the rubidium atomic clock.
The advantage is that we can monitor the RB during
the real data runs. In figure 2 the measurement of
the rubidium atomic clock again against the AHM is
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Parameter Assigned value
q-Parameters q1 = (3.8 · 10−12)2,
q2 = 3.5 · 10−28
Table 3: Parameter for the rubidium atomic clock
model.
depicted together with 20 simulations of the chosen
two-state-model. Table 3 lists the parameters of the
model for the RB performance.
As baseline for the performance of the rubidium
atomic clock that serves as a reference we have used the
measurement of the RB relative to an active hydrogen
maser throughout the period when the real runs where
performed.
For the measurement noise R, we measured a clock
against itself with the time and frequency monitor.
This data was then fit to a model of the device’s
measurement noise.
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Figure 2: Measurement of the performance of the
rubidium atomic clock against an active hydrogen
maser (AHM) together with the simulation of the fitted
model (20 simulations).
4. Results and Discussion
For both steering techniques we have carried out four
real data runs for a time period of 13 hours and four
simulations for the following control intervals: 1, 2, 10,
20 and 100 seconds. For the sake of convenience we
first discuss the results for linear-quadratic Gaussian
control, then the results for pole placement.
For each data set, three curves are plotted in
terms of an OADEV analysis: First, the monitoring
of the free-running RB relative to an active hydrogen
maser. Second, the monitoring of the steered OCXO
relative to the AHM. Third, the difference between the
rubidium atomic clock and the quartz clock. Whereas
the first two graphs are assumed to show the individual
performance of the RB and the OCXO, respectively,
the third graph is based on the only measurement that
is directly available from the setup. This measurement
is fed into the Kalman filter every second. In case of the
simulations, the same quantities will be shown but from
the simulated clocks. In addition, the performance of
the OCXO is plotted for a time frame in which it was
not manually adjusted but in free-run mode.
The direct investigation of the phase differences
is complicated to analyze since even small deviations
can lead to major differences in stability. Thus a
more robust and comprehensive method is required
to evaluate the steering process. We will base our
analysis mainly on the stability analysis in terms of an
OADEV of the differential phase measurement between
the two frequency standards. As soon as both clocks
are syntonized, the phase difference between them does
not undergo changes anymore. As a consequence,
the stability of the phase difference is dominated by
white frequency modulation noise, which results in a
constant slope of −1 in a log-log scale OADEV plot.
An appearance of this feature over a wide range over
averaging times demonstrates a successful steering.
A certain behavior of the steered clock is expected:
While the averaging time is smaller than the control
interval τ < τc, the OCXO should not be impacted
by the steering process and therefore be identical to
its free-run performance. Once the averaging times
are greater than the control interval, the stability of
the steered OCXO signal is deviating from its free-
run. Around this averaging time, typically a bump in
the stability can be observed before the stability of the
steerable clock converges to the reference, the rubidium
atomic clock. However, it takes some averaging time
until the stabilities of both signals are aligned in an
OADEV analysis. The reason is the inferior stability of
the steered clock compared to the reference at τ = τc.
So, the steered clock thereafter needs some time to
reach the reference clock performance.
4.1. Linear-Quadratic Gaussian Control
At first we will discuss the results obtained with the
linear-quadratic Gaussian control and thereafter the
pole placement technique. In figure 3 the results
of one real data run with linear-quadratic Gaussian
control is depicted for a control interval of 20 seconds.
The performance of the steered OCXO aligns to the
performance of the free-running rubidium atomic clock
after an averaging time of roughly 103 seconds. That
means, the same noise types are present in both
clocks. Furthermore, the slope of the stability of the
differential phase measurement between both clocks
exhibit a slope of −1 for averaging times τ > 102.
Once the steering of the quartz clock is successful, the
performance of the RB and the OCXO are identical
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Figure 3: Evaluation of the LQG control technique.
A single real data run was performed using a control
interval of 20 seconds. The OCXO (red circles) is
steered to the RB (blue crosses). The stability of
the measurement between OCXO and RB (green solid
line) exhibits a slope of −1 once the clocks are aligned.
For comparison, the free-run stability of the OCXO is
shown (black dashed line).
and the difference between them shows a slope of −1
in the OADEV analysis (white noise). In addition,
the performance of the free-running OCXO is shown.
The stability of the steered OCXO is identical to its
free-run performance for τ ∈ [100, 101]. This behavior
is expected as the control interval was set to 20 s.
Thus, the short-term performance of the OCXO should
not be impacted by the steering. Consequently it is
following the performance of the free-running OCXO
signal.
In order to demonstrate the reliability and the
statistical significance of the demonstrated steering
performance figure 4 displays the evaluation of four
different hardware runs in terms of overlapping Allan
deviation. All runs were performed with identical
steering values including the control interval of
20 s. They show similar steering performances, what
demonstrates that the method is sufficient to steer the
OCXO to the rubidium atomic clocks’ signal.
In the next step, we want to compare the hardware
runs to simulations. Figure 5 demonstrates the
expected steering performance for the LQG steering
technique using a control interval of 20 s obtained
from numerical simulations. Although the rubidium
atomic clock performances in the four simulation runs
are significantly more aligned compared to the real
measurements, the steering performance of the OCXO
signal is equivalent. Not only the averaging time
from which on the phase difference analysis in terms
of OADEV shows pronounced white frequency noise
(slope of −1 in the plot) but also the averaging time
at which the stability evaluation of the steerable clock
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Figure 4: Evaluation of the LQG control technique.
Four real data run were performed using a control
interval of 20 seconds. The OCXO (red circles) is
steered to the RB (blue crosses). The stability of
the measurement between OCXO and RB (green solid
line) exhibits a slope of −1 once the clocks are aligned.
For comparison, the free-run stability of the OCXO is
shown (black dashed line).
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Figure 5: Evaluation of the LQG control technique.
Four simulations were performed using a control
interval of 20 seconds. The OCXO (red circles) is
steered to the RB (blue crosses). The stability of
the measurement between OCXO and RB (green solid
line) exhibits a slope of −1 once the clocks are aligned.
For comparison, the free-run stability of the OCXO is
shown (black dashed line).
is aligned to the rubidium atomic clock are in high
agreement for simulations and real data measurements.
Moreover, the expected bump in the performance
of the steered OCXO signal, which originates from
the steering process itself, is at the same position
although the height is less pronounced in the real
data. This might be a result of slightly different
OCXO performance for the real runs compared to
the simulations. As described in section 3.2, we are
currently not able to measure the free-run performance
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Figure 6: Evaluation of the LQG control technique.
Four real data runs were performed using a control
interval of 100 seconds. The OCXO (red circles) is
steered to the RB (blue crosses). The stability of the
measurement between OCXO and RB (green solid line)
exhibits a slope of −1 once the clocks are aligned.
For comparison, the free-run stability of the OCXO
is shown (black dashed line).
100 101 102 103 104
10-14
10-13
10-12
10-11
10-10
Figure 7: Evaluation of the LQG control technique.
Four simulations were performed using a control
interval of 100 seconds. The OCXO (red circles) is
steered to the RB (blue crosses). The stability of the
measurement between OCXO and RB (green solid line)
exhibits a slope of −1 once the clocks are aligned.
For comparison, the free-run stability of the OCXO
is shown (black dashed line).
of the OCXO while a steering is performed on the
MPS. Consequently, we can only speculate about the
origin of the deviations between simulation and real
measurements. The performance of all clocks within
the setup is within specification. Nevertheless, the
agreement between simulations and real measurements
is significant so that we are confident that the steering
process works as expected.
With a focus on the differences introduced by
different control intervals, we will now take a look
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Figure 8: Evaluation of the clock stability for different
control intervals using LQG control. Four real data
runs were performed for each control interval. For
each control interval, the mean (full line) and standard
deviation (dashed line) of the measurement between
rubidium atomic clock and OCXO over all runs are
shown.
at the steering performance for a control interval
of 100 s. Again, we performed four individual runs
of simulations as well as hardware measurements.
Figure 6 is showing the results of the hardware runs.
The results are similar to the scenario with the
control interval of 20 s. However, the steering takes
place for higher averaging times and consequently the
syntonization is observed later around an averaging
time of 300 s. Even though the overall performance
of the RB was not as stable as in the previous runs,
the steering worked sufficient. The steered OCXO
performance aligns with the stability of the rubidium
atomic clock for averaging times over approximately
103 s.
To ensure that proper steering performance was
achieved, these results are compared to numerical
simulations. Figure 7 shows the behavior of the
free-running RB as well the steered OCXO in four
individual simulation runs. Analogue to the control
interval of 20 s the investigations of the performance
shows a good agreement between simulation and real
data measurement for a control interval of 100 s. Only
the rubidium atomic clock exhibits slightly different
stability behavior in the hardware measurements. One
possible explanation is that during the time period of
the real measurements the environmental conditions
slightly changed in the laboratory.
In order to further investigate the steering
performance as a function of the control interval,
we take a closer look at the real data runs with
different control intervals. We calculated the mean
and the standard deviation of the OADEV behavior
of the phase difference between the rubidium atomic
clock and the steered OCXO for five different control
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Figure 9: Evaluation of the clock stability for different
control intervals using LQG control. Four simulations
were performed for each control interval. For each
control interval, the mean (full line) and standard
deviation (dashed line) of the measurement between
rubidium atomic clock and OCXO over all runs are
shown.
intervals between 1 and 100 seconds. Figure 8 shows
the results. It can easily be seen that the magnitude
and location of the steering introduced bump is
dependent on the control interval. In particular,
the bump is most distinct if we apply the control
values every second to achieve rapid steering. For
the largest control interval of 100 seconds, we can
barely identify a bump, due to the smooth steering
process. Nevertheless, the averaging time from which
on we identify syntonization between both clocks
(slope of −1 in the OADEV plot) occurs later with
increasing control interval. That means it takes longer
to drive the OCXO to the rubidium atomic clock.
Consequently, the control interval needs to be chosen in
accordance with the other control parameters to ensure
sufficient steering for the distinct scenario.
In addition, we can now compare these results
with the expected dependence on the control interval
from simulations. Figure 9 displays the simulated
behaviors of the phase differences between the reference
and the steered OCXO. The simulations for the
control intervals between 10 and 100 s are in good
agreement with the real data measurements. However,
the scenarios for the control intervals of 1 and 2 s
show significant deviations. Here, no pronounced
steering bump is visible in the simulations, while the
largest bump appears for a control interval of 1 s in
the real data measurements. We suggest that this
behavior is caused by not sufficient communication
between the measurement devices and the algorithms
as the measurements are taken every second but need
some additional time until they are proceeded to the
algorithm routines. This might lead to problems
with the state updates in the Kalman filter, as these
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Figure 10: Evaluation of the pole placement technique.
A single real data run was performed using a control
interval of 20 seconds. The OCXO (red circles) is
steered to the RB (blue crosses). The stability of
the measurement between OCXO and RB (green solid
line) exhibits a slope of −1 once the clocks are aligned.
For comparison, the free-run stability of the OCXO is
shown (black dashed line).
values are calculated every second, too. These issues
can presumably be overcome by establishing faster
communications between the devices or increasing the
control intervals. Nevertheless, the good agreement
between simulations and measurements allows for an
optimization of a distinct hardware steering scenario
by performing numerical simulations in advance which
are much less time consuming.
4.2. Pole Placement
Analogous as for LQG control, we will first take a
look at the results of the steering process using pole
placement and a control interval of 20 s. In figure 10
the stability of the steered OCXO and the free-running
rubidium atomic clock, both monitored against an
active hydrogen maser, are shown together with the
stability of the phase difference measurement between
the clocks. Furthermore, the performance of the free-
running OCXO detected before the steering test took
place is shown.
Interestingly, the pole placement technique shows
similar steering performance than the linear-quadratic
Gaussian control for the chosen control parameter.
However, two slight differences are observable: First,
the syntonization takes place for lager averaging times
compared to the LQG run for a control interval
of 20 s. Nevertheless, it seems that the converging
of the steered OCXO to the reference performance
thereafter is faster, so that the alignment of the
stabilities of the RB and the OCXO happens for
nearly identical averaging times. Second, the bump
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Figure 11: Evaluation of the pole placement technique.
Four real data runs were performed using a control
interval of 20 seconds. The OCXO (red circles) is
steered to the RB (blue crosses). The stability of
the measurement between OCXO and RB (green solid
line) exhibits a slope of −1 once the clocks are aligned.
For comparison, the free-run stability of the OCXO is
shown (black dashed line).
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Figure 12: Evaluation of the pole placement technique.
Four simulations were performed using a control
interval of 20 seconds. The OCXO (red circles) is
steered to the RB (blue crosses). The stability of
the measurement between OCXO and RB (green solid
line) exhibits a slope of −1 once the clocks are aligned.
For comparison, the free-run stability of the OCXO is
shown (black dashed line).
in the stability behavior of the steered OCXO, which
is introduced by the steering process itself, is much
less pronounced in the pole placement case. Both
differences might originate in the prior chosen other
steering parameters, as we use a slightly gentler
steering in the pole placement case compared to
the linear-quadratic Gaussian control. For more
details about the steering performance using different
control values for a constant control interval based
on simulations it is referred to Ref. [16]. However,
the overall steering performance of the pole placement
technique is similar to the presented LQG scenario.
To demonstrate sufficient steering despite the
diversification of the clock performances, we again
show for different runs of real data measurements as
well as simulations in figures 11 and 12, respectively.
All real data measurement runs show reproducible
steering behaviors although the rubidium atomic
clock stability exhibits stronger variations than in
the previous runs. Unfortunately, the reason of
this unstable behavior is not known. It might be
related to environmental changes or similar influences.
Nevertheless, it is even more remarkable that the
steering process was successful in every run although
the used clock model did not represent the real
rubidium atomic clock behavior in an accurate way.
The simulations of the steering process in figure
12 again are in good agreement with the real data
measurements. The deviation of the steered OCXO
stability in term of an OADEV analysis from the
supposed free-running OCXO behavior takes place
earlier than expected from the simulations. This
might be caused by a different performance of
the free-running OCXO. Please note that this data
originates from a time period before the real data
runs with steering were performed. However, the
other characteristic features of the steering procedure
are well represented in the real data measurement
runs. The appearance of the syntonization as
well as the alignment of the stability performance
of the steered OCXO and the RB takes place at
similar averaging times in both cases, simulation
and real data measurements. Hence, we achieved
sufficient accordance between real measurements and
simulations.
The same statement holds for the investigation of
pole placement as steering technique using a control
interval of 100 s. Figures 13 and 14 demonstrate
the performance of the steered OCXO and the
rubidium atomic clock using real data measurements
as well as simulations, respectively. As expected, the
syntonization takes place in the real data measurement
runs at higher averaging times around 103 s. The
alignment to the reference clock stability is achieved
near 5 · 103 s averaging time. Both results are in good
agreement with the simulations.
However, the overall steering performance of
the pole placement technique for a control interval
of 100 s is not as good as the runs using linear-
quadratic Gaussian control as syntonization and
stability alignment are happening here for considerably
lower averaging times. Nevertheless, the steering with
pole placement still shows sufficient performance.
Finally, the steering performance of pole place-
ment for different control intervals between 1 and
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Figure 13: Evaluation of the pole placement technique.
Four real data runs were performed using a control
interval of 100 seconds. The OCXO (red circles) is
steered to the RB (blue crosses). The stability of the
measurement between OCXO and RB (green solid line)
exhibits a slope of −1 once the clocks are aligned.
For comparison, the free-run stability of the OCXO
is shown (black dashed line).
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Figure 14: Evaluation of the pole placement technique.
Four simulations were performed using a control
interval of 100 seconds. The OCXO (red circles) is
steered to the RB (blue crosses). The stability of the
measurement between OCXO and RB (green solid line)
exhibits a slope of −1 once the clocks are aligned.
For comparison, the free-run stability of the OCXO
is shown (black dashed line).
100 s is analyzed. Figures 15 and 16 demonstrate
the performance of the phase difference between the
steered OCXO and the rubidium atomic clock using
real data measurements as well as simulations, respec-
tively. Analogous to the LQG evaluation, the mea-
surements with the control interval of 1 and 2 s show
a pronounced bump in the phase difference analysis
using an OADEV characterization. As mentioned be-
fore, this feature may show up due to communication
delays between the measurement devices and the server
running the for the steering responsible Kalman filters.
Moreover, the agreement between the simulations and
the real data analysis inferior to the LQG runs. One
possible explanation is the much higher diversity of the
rubidium atomic clock performances during the real
measurement runs compared to the LQG runs. This
might influence the analysis for the different control
intervals in a negative way. Nevertheless, the trend,
that the syntonization takes place at higher averaging
times for increasing control intervals is clearly visible.
Overall, the pole placement technique achieved compa-
rable results to the linear-quadratic Gaussian control
scenario and yields sufficient steering.
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Figure 15: Evaluation of the clock stability for different
control intervals using pole placement. Four real data
runs were performed for each control interval. For
each control interval, the mean (full line) and standard
deviation (dashed line) of the measurement between
rubidium atomic clock and OCXO over all runs are
shown.
5. Conclusion and Outlook
In this work, we have presented results of aligning a
steerable clock comprised of an OCXO and a micro
phase stepper to an RB with two different control
techniques. For both techniques, Linear Quadratic
Gaussian control and pole placement, the resulting
clock stabilities from real data runs were compared to
ones retrieved from simulation. There are two main
conclusions: First, the steering works sufficient for
both techniques even if the free-run performance of the
clocks changes. Nevertheless, both techniques require
a priori information about the free-run performances
of the clocks. The robustness of the algorithms
allows an application of the method even if the free-
run performance is not fully known. Second, the
simulations are in agreement with the real data runs.
Since the hardware runs are time consuming, this is
beneficial for potential users. They can find the best
parameter set for their application using simulations
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Figure 16: Evaluation of the clock stability for
different control intervals using pole placement. Four
simulations were performed for each control interval.
For each control interval, the mean (full line) and
standard deviation (dashed line) of the measurement
between rubidium atomic clock and OCXO over all
runs are shown.
instead of performing several real data runs. In general,
we have shown that the control interval is a dominant
parameter of clock steering. The results shown in the
paper together with the explanations of the simulation
setup supports users to choose the best control interval
for their application.
It is noted, that our results do not allow to
favor one of the investigated steering methods. Both
methods achieve comparable results and thus the
selection of one distinct method depends highly on the
concrete situation of application.
We have observed that the steering introduces a
new process that manifests in the overlapping Allan
deviation as bump to the steerable clock’s performance.
The characteristic of the bump differed between
simulation and real data runs. Future investigations
will analyze this behavior in more detail as soon as our
measurement setup is extended in a way that it will be
possible to measure the free-running OCXO and the
steered output by the micro phase stepper at the same
time.
In addition, there are several issues which need
to be handled when realizing a timescale that was
generated by a software solution like the Kalman filter
as the processing of outliers. At this early stage, we
have not addressed these challenges. Nevertheless,
these are important points to consider in a real-world
system.
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