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Abstract
We propose the principle, the law of statistical balance for basic
physical observables, which specifies quantum statistical theory among
all other statistical theories of measurements. It seems that this prin-
ciple might play in quantum theory the role that is similar to the role
of Einstein’s relativity principle.
1 Introduction
We start our paper with the citation from the work of A. Zeilinger [1]:
‘It so happened that almost all relativistic equations which appear in
Einstein’s publication of 1905 were known already before, mainly through
Lorentz, Fitzgerald and Poincare - simply as an attempt to interpret ex-
perimental data quantitatively. But only Einstein created the conceptual
foundations, from which, together with the constancy of the velocity of light,
the equations of the relativity arise. He did this by introducing the principle
of relativity...’– [2].
A. Zeilinger was looking for a new quantum paradigm. He correctly
underlines that the situation in quantum theory, especially large diversity of
interpretations, is not so natural, see also e.g. [3]. That in the opposite to
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e.g. theory of relativity, there is no quantum analogue of the fundamental
principle. Following to A. Zeilinger [1], we are looking for an analogue of
the fundamental principle that would play the role of Einstein’s relativity
principle.
In this paper I try to propose a candidate for such a “quantum funda-
mental principle”. We start with the remark that quantum formalism is the
statistical theory; a theory that deals with probabilities of events1. Therefore
any “fundamental quantum principle” (if it exists at all) should be a state-
ment about probabilities. So we are looking for a fundamental statistical
principle that would induce quantum formalism.
Our statistical analysis of foundations of quantum theory is based on a
so called contextual approach to quantum probabilities, see [4], [5], cf. L.
Ballentine [6]–[8], L. Gudder [9]–[11].2
We also remark that ideas which are similar to Zeilinger’s idea to find a
‘quantum fundamental principle’ (or principles) are intensively discussed by
many authors. In particular, extended discussions took place at the Va¨xjo¨-
Conference on foundations of quantum theory, see [14]. I would like to men-
tion papers of C. Fuchs, L. Hardy and J. Summhammer in [14], see also
papers [15], [16].
2 General statistical measurement theory
We start with consideration of general statistical measurement theory. This
theory is based on the following experimental fact:
(CP) All observed probabilities depend on complexes of experimental phys-
ical conditions, contexts.
This principle of contextuality of probabilities is very general. It is also
more or less evident (at least after it has been formulated).3 It seems that it
would be impossible to derive some concrete theoretical results starting with
1However, as we have already discussed, the existence of such a probabilistic description
does not imply the impossibility realistic ontic description, [26].
2I also remark that my contextual investigations were initially stimulated by investiga-
tions of E. Prugovecki [12], [13] on the role of statistical and individual errors in quantum
and classical measurements.
3The notion of context is closely related to so called preparation procedure, see e.g.
[8], [17]. However, we prefer context, since context need not be prepared by somebody. A
context (e.g., the physical space) can be prepared by Nature.
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only this principle. But it is not so. I was surprised by myself that many
important consequences can be derived by using only this principle, (CP),
see [4], [5], cf. Ballentine [6]-[8] and Gudder [9]-[11]. In this paper we would
not like to go deeply in technical derivations, see [4], [5] for the details. We
just formulate consequences of the principle (CP).
We are interested in transformations of probabilities for physical observ-
ables due to the transition from one context to another. In general statistical
measurement theory a context plays the role of a system of coordinates (sta-
tistical coordinates). So we are looking for transformations of statistical
coordinates.
To escape technical complications, we consider two physical observables A
and B that are dichotomic: A = a1, a2 and B = b1, b2, see [4], p. 9967 for the
general case of discrete multi valued observables. We consider some complex
of physical conditions, context, S (‘a system of coordinates’). By using S
we can prepare a large ensemble S of physical systems. By performing the
A-measurement over elements of S, we get probabilities (a kind of vector for
‘context-coordinate system’):
paj = PS(A = aj), j = 1, 2.
We now consider contexts Sbi , i = 1, 2, that realize filtrations with respect
to the values B = bi of the B-observable. Let S
b
i , i = 1, 2, be correspond-
ing ensembles of physical systems. By performing the A-measurement over
elements of Sbi , we get probabilities
p
a/b
ij = PSb
i
(A = aj), i, j = 1, 2.
We would like to predict the probabilities paj for the A-measurement for an
arbitrary context S by knowing the probabilities p
a/b
ij of the A-measurement
for contexts Sbi , i = 1, 2, corresponding to fixed values B = bi of the B-
observable.
We have found [4], [5] that such a prediction rule can always be repre-
sented in the form of the transformation:
paj = p1p
a/b
1j + p2p
a/b
2j + 2
√
p1p2p
a/b
1j p
a/b
2j λj, j = 1, 2. (1)
Here pi = P(S → S
b
i ), i = 1, 2, are filtration probabilities. They are com-
puted in the following way. By applying B = bi filtration to the ensemble
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S (prepared on the basis of the complex of physical conditions S) we get
ensembles Sbi . Then
pi ≈
|Sbi |
|S|
, i = 1, 2.
when N →∞, where N is the number of elements in S. We use the symbol
|O| to denote the number of elements in the set O.
In transformation (1) the coefficients λj = λj(S → S
b
i , A) are context
transition parameters. They give the measure of perturbation of probabilities
for the observable A = aj due to transitions from context S to contexts S
b
i .
Remark 1. (Stochasticity of the matrix of transition probabilities). We
note that we always have:
p11 + p12 = 1 and p21 + p22 = 1, (2)
since pi1 + pi2 = PSb
i
(A = a1) + PSb
i
(A = a2) and, for probabilities corre-
sponding to the fixed complex of physical conditions (in our case Sbi ), we use
the standard rule for the addition of probabilities of alternatives (in our case
A = a1 or A = a2). A matrix P = (p
a/b
ij ) satisfying (2) is called stochastic
matrix, see, e.g. [18].
In [4], [5] we classified statistical measurement theories with respect to
magnitudes of context transition parameters λj(S → S
b
i ;A) :
a) trigonometric theory: |λj| ≤ 1, j = 1, 2, so these parameters can be
represented as λj = cos θj, θj ∈ [0, 2pi];
b) hyperbolic theory: |λj| > 1, j = 1, 2, so λj = ± cosh θj , θj ∈ (−∞,+∞);
c) hyper-trigonometric theories: |λ1| ≤ 1 and |λ2| > 1 or |λ1| > 1 and
|λ2| ≤ 1, so λ1 = cos θ1, λ2 = ± cosh θ2 or λ1 = ± cosh θ1, λ2 = cos θ2.
We are interested in trigonometric statistical theories. Here we study con-
text transitions that produce relatively small perturbations of probabilities:
|λj(S → S
b
i ;A)| ≤ 1, j = 1, 2. (3)
In particular, we can consider a statistical measurement theory that operates
with classes of contexts and observables such that all coefficients λj = 0. Such
statistical theories of measurement we call classical statistical theories. In
classical theories general transformation, (1), of probabilities corresponding
to context transitions is reduced to the well known (especially in statistics,
see, e.g. [19]) formula of total probability
paj = p1p
a/b
1j + p2p
a/b
2j (4)
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This formula can easily be derived by using Bayes’ formula for conditional
probabilities. In classical statistical theories we need not pay attention to
context dependence of probabilities. In the mathematical theory we can use
one fixed Kolmogorov probability space, [18] (see the book [21] on extended
analysis of possible modifications of the theory of statistical physical mea-
surements if we use non-Kolmogorovean frameworks to describe statistics of
measurements mathematically - e.g. the framework with context dependent
Kolmogorov spaces or von Mises’ frequency framework). Moreover, we need
not pay attention under which complex of physical conditions a measurement
of A is performed. If you like, you can say that A is an objective property
of a physical system. Thus classical statistical theories are realist statistical
theories.
Remark 2. (The formula of total probability in the conventional prob-
abilistic formalism). Let (Ω,F ,P) be Kolmogorov’s probability space [20],
see e.g. [18]. Here Ω is the space of elementary events, F is the σ−algebra
of events and P- probability measure. Physical observables A = a1, a2 and
B = b1, b2 are represented by random variables A(ω), B(ω), ω ∈ Ω. Condi-
tional probability is defined by Bayes’ formula:
P(A = aj/B = bi) =
P(A = aj , B = bi)
P(B = bi)
.
By using additivity of probability we get the formula of total probability:
P(A = aj) = P(B = b1)P(A = aj/B = b1) +P(B = b2)P(A = aj/B = b2)
(5)
Here paj = P(A = aj), pi = P(B = bi), p
a/b
ij = P(A = aj/B = bi). Here the
complex of physical conditions Sbi can be mathematically represented as an
element of the σ-algebra of events F − Sbi = Hi = {ω ∈ Ω : B(ω) = bi} ∈ F .
In statistics events Sbi are considered as statistical hypothesis. Formula
(5) is used for prediction of the probability of the event Ej = {ω ∈ Ω :
A(ω) = aj} if we know probabilities of this event under statistical hypothesis
Hi −P(Ej/Hi) :
P(Ej) = P(H1)P(Ej/H1) +P(H2)P(Ej/H2). (6)
However, if perturbations of probabilities corresponding to context transi-
tions
S → Sbi
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are relatively large, namely, λi 6= 0, we can not use, the standard Bayes’ rule
to predict the probability PS(A = aj) of the event Ej = {A = aj} under the
context S on the basis of probabilities PSb
i
(A = aj) of the event Ej under
contexts Sbi .
Remark 3. (Contextual Statistics.) It seems natural from the general
statistical viewpoint to develop an analogue of Bayesian statistical analysis,
see Remark 2, for statistical hypothesis Hi that could not be represented
mathematically as elements of one fixed σ−algebra F of events. I tried to
find such a statistical formalism in literature; unfortunately, I could not...
In particular in a trigonometric statistical theory, see (3), the standard
prediction rule (4) is modified:
paj = p1p
a/b
1j + p2p
a/b
2j + 2
√
p1p2p
a/b
1j p
a/b
2j cos θj . (7)
Here ‘phases’ θj = θj(S → S
b
i ;A) have a purely probabilistic meaning. These
are simply convenient reparametrizations (see further considerations) of per-
turbation probabilistic coefficients λj. The reader has already recognized in
(7) the form of the quantum rule for interference of probabilities. So quan-
tum statistical theory is simply one of trigonometric statistical theories of
measurement.
However, transformation (7) is too general for conventional quantum the-
ory (Dirac-von Neumann formalism). If you perform calculations in the
Hilbert space of quantum states, 4 you will see that quantum transforma-
tions (7) are characterized by the very special choice of matrices P = (p
a/b
ij )
of transition probabilities. Matrices produced by quantum formalism are so
called double stochastic matrices, see e.g. A. Peres [22] for the details; see
(8) for the definition.
3 The principle of statistical balance in na-
ture
As we have seen, we could not derive quantum theory only by using the
principle of contextuality of probabilities, (CP). Well, quantum theory of
measurement is one of the statistical theories of measurement. We have
to find additional conditions that specify quantum statistical theory among
4The origin of the Hilbert space formalism will be discussed later.
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all possible statistical theories of measurement. So, we have to find some
specific quantum principles - additional to the general statistical principle,
(CP). We already know that quantum statistical theory belongs to the class
of trigonometric theories. These are theories describing classes of contexts
and physical observables such that transitions from one context to other
produce relatively small perturbations of probabilities, |λi| ≤ 1.
We can formulate this as a principle of relatively small perturbations,
(SP).
However, (SP) is not, in fact, a physical principle. This is the principle
on human investigation of nature. We would like to consider theories giving
as small as possible errors in prediction. In principle, we can study some
measurements over elementary particles described by the hyperbolic or hyper-
trigonometric statistical theory. It would simply mean that we consider some
observables that are essentially more sensible to context transitions than
quantum observables (we shall discuss this question later in more details).
In fact, the crucial quantum point is double stochasticity of the matrix
of transition probabilities, see [4], [5]. The fundamental problem of quantum
theory is not interference of probabilities, but:
Why do we have for quantum observables and contexts not only
stochasticity condition, (2), but also double stochasticity condi-
tion?
Namely,
p11 + p21 = 1 and p12 + p22 = 1. (8)
As we have seen, stochasticity is easily explained on the basis of general
probabilistic arguments. But double stochasticity?
PSb
1
(A = a1) +PSb
2
(A = a1) = 1 (9)
PSb
1
(A = a2) +PSb
2
(A = a2) = 1 (10)
Why? I think that equations (9), (10) should be interpreted as statistical
balance equations. If B = b1 preparation produces too much A = a1
property, then B = b2 preparation should produce just little A = a1 property:
if PSb
1
(A = a1) is large, then PSb
2
(A = a1) must be small. And vice versa.
We underline that we need not consider A(or B) as an objective prop-
erty, the property of an object-physical system. The A(or B) is a statistical
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property, probability for its values are assigned to statistical ensembles cor-
responding to various contexts.
Equations (9), (10) are simply the mathematical representation of the
great law of nature: The law of statistical balance.
By this law in the process of ‘preparations’ for e.g. B = b1, b2 (that occur
randomly in nature) the balance between A = a1 and A = a2 properties
could not be violated. If the law of statistical balance be violated e.g. in
the favour of A = a1, then after some period, the A = a1 property would
strongly dominate over A = a2 property and, finally, A = a2 property would
disappear. Thus A will be not more a physical observable.
It seems (at least for me) that quantum theory is a statistical measure-
ment theory that is based on the principle of statistical balance:
(SB) Creation of physical properties by ‘preparations’ that randomly occur
in nature does not violate statistical balance of physical properties.
On one hand, (SB) is the fundamental principle of quantum theory, the
special theory of statistical measurements. On the other hand, (SB) is the
law of nature. This is the very special feature of quantum theory, theory
that describes the most fundamental ‘preparations’ of physical properties.
Such ‘preparations’ are performed on the level of elementary particles. The
violation of the law of statistical balance on such a level for some property A
would imply that such a property should sooner or later disappear on micro-
level and, as a consequence, on macro-level. There could be such properties
at the initial stage of the evolution of the universe. However, they should
disappear. Therefore at the present time we observe only physical properties
of elementary particles that follow to the law of statistical balance.
Of course, the law of statistical balance in nature can be violated for some
contexts and (or) observables that are not of the fundamental character.
Moreover, we can find observables that would follow to non-trigonometric
transformation laws under the transition from one context to another. In
particular, see [23], hyperbolic rule appears naturally for some generalized
observables represented by POV-measures.
Conclusion: Quantum theory is a statistical theory of measurement 5
based on the principle of statistical balance in nature.
5with relatively small perturbations of probabilities corresponding to context transi-
tions
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Of course, we do not forget about Planck’s constant h. This is the con-
stant of energy that could not be changed by varying the system of ‘statistical
coordinates’ - context (=complex of physical conditions). This is an analogue
of the constant velocity of light in Einstein’s theory.
We formulated quantum theory in the way similar to Einstein’s formula-
tion of general relativity:
Quantum theory of measurement is a theory about systems of statistical
coordinates, contexts, and physical observables that are measured in such
systems. Numerically these statistical coordinates for observables are given
by probabilities paj = PS(A = aj).
This theory gives the possibility to change statistical coordinates by us-
ing transformation (7). The trigonometric form of this transition law is a
consequence of the fact that quantum theory concerns relatively small per-
turbations of statistical coordinates corresponding to transitions from one
system of coordinates to other system.
The fundamental principle of quantum theory is the principle of statisti-
cal balance in nature. This principle implies that transition-matrices corre-
sponding to transformations of statistical coordinates are double stochastic
ones.
It seems that by using this principle and the constancy of the level of
discretization of energy, Planck constant - we can derive the whole quan-
tum formalism. In papers [4], [5] we demonstrated that the Hilbert space
probabilistic calculus can be derived by starting from trigonometric transfor-
mation (4).6 The lifting to linear spaces is based on the recognition in (4) of
the well known theorem from elementary geometry – the (4) is nothing than
well known parallelogram theorem:
c2 = a2 + b2 + 2ab cos θ
with c2 = paj , a
2 = p1p
a/b
1j , b
2 = p2p
a/b
2j . Typically the Hilbert space probabilis-
tic calculus is called quantum probabilistic calculus. However, it would be
more natural to call it simply contextual probabilistic calculus. In general
it is not coupled rigidly to statistical experiments with elementary particles.
In principle, it could be discovered in purely mathematical investigations a
few hundreds years ago. It is pity that it was discovered only in connection
6As we have remarked, (4) can be derived in the purely contextual framework - without
to apply to superposition or wave arguments.
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with the creation of quantum statistical formalism.7 The main quantum dis-
covery – first experimental and then theoretical was the discovery of the law
of statistical balance in nature or more precisely – understanding that there
were found fundamental physical observables that should follow to this law.
Unfortunately, this fundamental fact (as we have seen based on the straight-
forward probabilistic contextual analysis) was not recognized at the stage of
creating of quantum formalism.
Remark 4. I would like to underline again that our aim was not to
derive the mathematical formalism of quantum theory. I tried to find funda-
mental principles of quantum theory. For me quantum statistical physics is
concentrated in principles (CP), (SP) and (SB). Manipulations with vectors
of Hilbert space is merely mathematics - powerful machinery for calculations
of probabilities.
In this paper we formulated the “fundamental principle” of quantum the-
ory by using dichotomous observables. Of coures, if observables take more
than two values we could not reduce the distinguishing features of quantum
probability to double stochasticity of matrices of transition probabilities.
However, it seems that in formulating of a “fundamental principle” we could
restrict ourselves by considering only dichotomous observables – questions in
terminology of G. Mackey, see [24] for detail; see also an extended literature
on foundations of quantum mechanics from the viewpoint of quantum logic,
e.g., [25].
I would like to remark that I started to be interested in finding of the
fundamental quantum principle after my visit to Atominstitut, Wien, 1997,
and intensive discussions with H. Rauch and J. Summhammer. The impor-
tant role was played by discussions with A. Zeilinger during the conference
in Venice, 2001, and with C. Fuchs during my visit to Bell’ Lab., 2001, and I.
Volovich during my visit to Steklov Math. Institute, 2002, as well as Email
exchanges with L. Ballentine, J. Bub, S. Gudder, L. Hardy, A. Plotnitsky,
W. De Baere, W. De Muynck.
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