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PENERAPAN ALGORITMA LEARNING VECTOR QUANTIZATION UNTUK 









Academic values is an important component for students and colleges. For students, high academic value 
can facilitate them to find a good job. As for college, academic grades is one of the tools to measure the success 
of teaching and learning in the college environment. Predicted value of academic achievement by a student is one 
of the ways that often do colleges to improve the quality of graduates. Learning Vector Quantization method is 
one of the artificial neural network algorithms that can be used to make predictions. LVQ will fixing weights and 
output vectors each acquired a new input vector automatically . The amount of training data which are used in 
this paper are 13 questionnaires and test data which are used 10 questionnaire. The number of variables that will 
be used as the input vector are 7 factors of motivation.  
There are the value of questions that is relating to Self-efficacy, Identification with Academic, Intrinsic 
motivation, extrinsic motivation, Amotivation, Meaningful Shallow cognitive, cognitive engagement and student 
engagement as measured by the scale linkert. While the number of output vectors are 4  academic value. That 
value are less, sufficient, good and satisfactory. The output of this research that using 9 training data, 0,05 learning 
rate, 100 epoch, 10 test data produce 60% accuracy. This output could change for the better level of accuracy by 
testing and varying the value of learning rate, epoch and training data. The more data that is used to train the 
LVQ will have a more complete knowledge. 
 
Keywords: 
Prediction, LVQ, Academic 
 
Pendahuluan 
Nilai akademis mahasiswa atau biasa disebut 
indeks prestasi kumulatif (IPK) merupakan salah 
satu parameter yang sering dijadikan tolak ukur 
kesuksesan mahasiswa selama mengikuti perku-
liahan di universitas maupun perguruan tinggi. 
Banyak perusahaan dan instansi pemerintahan yang 
menggunakan nilai akademis sebagai parameter 
untuk menyeleksi calon karyawannya. Bagi univer-
sitas atau perguruan tinggi, nilai akademis maha-
siswa menjadi parameter penilaian kualitas proses 
belajar mengajar yang berjalan, yang diukur melalui 
akreditasi institusi atau jurusan.  
Kecerdasan intelektual bukanlah faktor utama 
yang mempengaruhi perolehan nilai akademis tinggi 
di kalangan mahasiswa. Penelitian yang dilakukan 
oleh Walker, Greene & Mansell (2005) menye-
butkan bahwa ada 7 faktor motivasi yang mempe-
ngaruhi nilai akademis mahasiswa yaitu : 1) Self-
efficacy adalah keyakinan seseorang mengenai 
kemampuan yang dimiliki oleh dirinya dalam me-
nyelesaikan suatu permasalahan [2]. 2) Identi-
fication with Academic didefinisikan sebagai sejauh 
mana seorang mahasiswa peduli dan memperhatikan 
pentingnya pendidikan untuk diri mereka [1]. 3) 
Intrinsic motivation didefinisikan sebagai motivasi 
yang berasal dari diri sendiri dalam mengikuti dan 
mengerjakan tugas-tugas akademis dengan tujuan 
untuk mendapatkan kepuasan [1]. 4) Extrinsic 
motivation didefinisikan sebagai motivasi yang 
berasal dari luar iri sendiri misalnya karena ingin 
mendapatkan penghargaan dan imbalan [1]. 5) 
Amotivation adalah perasaaan pesimis dan 
ketidakpedulian akan hasil suatu pekerjaan [1]. 6) 
Meaningful cognitive engagement diartikan sebagai 
kemampuan seorang mahasiswa untuk mengguna-
kan suatu cara atau strategi dalam mencapai hasil 
belajar yang optimal [walker et al, 2005]. Dan yang 
terakhir 7) Shallow cognitive engagement diartikan 
sebagai kemampuan seseorang dalam menghafal dan 
mencatat hal-hal kecil yang dapat meningkatkan 
prestasi belajar mahasiswa [1]. Dibandingkan 
dengan tingkat intelektual, faktor motivasi 
merupakan faktor dominan yang sangat 
mempengaruhi dalam perolehan nilai akademis [3]. 
Pentingnya nilai akademis bagi mahasiswa dan 
perguruan tinggi membuat beberapa perguruan 
tinggi berusaha untuk membangun suatu model yang 
dapat melakukan prediksi nilai akademis 
mahasiswa.  
Penelitian mengenai prediksi nilai akademis 
mahasiswa telah banyak dilakukan sebelumnya. 
Penelitian yang dilakukan oleh Nghe, Janecek dan 
Haddawy (2007) mencoba membandingkan nilai 
keakuratan Algoritma Decision Tree dan Algoritma 
Bayesian Network dalam memprediksi nilai 
akademis mahasiswa S1 dan S2 Can Tho University 
(CTU) dan Asian Institute University of Technology 
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(AIT) [4]. Hasilnya Algoritma Decision Tree 
memiliki nilai konsistensi 3-12% lebih baik 
dibandingkan Algoritma Bayesian Network. 
Algoritma Decision Tree mampu memperdiksi nilai 
akademik mahasiswa dengan tingkat akurasi 71%. 
Sedangkan  Algoritma Bayesian Network memiliki 
nilai akurasi yang lebih rendah yaitu 64%. 
Penelitian lain dilakukan oleh Garcia dan Mora 
(2011). Penelitian ini membahas tentang prediksi 
nilai akademis mahasiswa menggunakan Algoritma 
Naïve Bayes. Hasil dari penelitian didapatkan nilai 
akurasi sebesar 50% [5]. 
Menilik dari beberapa penelitian, Algoritma 
Decision Tree, Bayesian Network, dan Naïve Bayes 
memiliki memiliki nilai akurasi yang cukup rendah 
dalam memprediksi nilai akademis yaitu dibawah 
75%.  
Oleh karena itu pada penelitian ini mencoba 
untuk melakukan prediksi nilai akademis mahasiswa 
menggunakan Algoritma Jaringan Syaraf Tiruan 
yaitu Learning Vector Quantization (LVQ). 
 
Tinjauan Pustaka 
Prediksi (forecasting) adalah suatu proses 
memprediksi atau meramal kejadian yang akan 
datang berdasarkan parameter dan algoritma tertentu 
[6]. Prediksi sering digunakan di berbagai organisasi 
dan perusahaan untuk membantu membuat suatu 
keputusan maupun kebijakan penting lainnya. 
Tujuan dari prediksi sebenarnya untuk mengurangi 
ketidakpastian dalam suatu kondisi dan membuat 
suatu tolak ukur untuk memperkirakan suatu 
kejadian yang akan datang berdasarkan pola-pola 
data lampau [6]. Penelitian yang dilakukan oleh 
Neves dan Vieira 2006) menyebutkan bahwa 
metode-metode yang ada dalam jaringan syaraf 
tiruan seperti metode LVQ dapat digunakan untuk 
melakukan prediksi atau peramalan [7]. 
Learning Vector Quantization (LVQ) 
merupakan suatu metode yang digunakan untuk 
melakukan pelatihan pada data yang jumlahnya 
besar [8]. Dalam metode ini, LVQ akan melakukan 
klasifikasi terhadap input yang diberikan. Sebagai 
algoritma pembelajaran, metode LVQ mencoba 
untuk mengeliminasi data yang memiliki banyak 
noise yang dapat mempercepat laju konvergensi 
dalam sistem peramalan atau prediksi [8]. 
Metode LVQ adalah varian dari algoritma 
Kohonen Self-Organizing Map (SOM) yang 
melakukan pembelajaran pada lapisan kompetitifnya 
secara terawasi (supervised training). Metode LVQ 
digunakan untuk melakukan pengelompokan 
dimana jumlah kelompoknya telah ditentukan 
arsitekturnya (target/kelas sudah ditentukan 
sebelumnya) [9].   
Rumus yang digunakan dalam metode LVQ 
adalah [10] : 
Dimisalkan vektor input yang digunakan 
sebanyak n buah data, dengan m buah vektor output. 
Data-data tersebut akan dibagi dalam k kelas. 
1. Langkah pertama yang dilakukan menghitung 
nilai bobot-bobot akhir menggunakan algoritma 
pelatihan sebagai berikut : 
a. Tetapkan nilai bobot awal variabel input 
ke-j menuju ke kelas ke-i yang disimbolkan 
dengan wij dimana i = 1, 2, …., n; dan j = 1, 
2, …., m. 
b. Tetapkan parameter learning rate yang 
disimbolkan dengan α. 
c. Tetapkan pengurangan learning rate : Decα. 
d. Tetapkan minimal learning rate yang 
diperbolehkan : Minα. 
e. Masukkan : 
 Vektor input xij dengan i = 1, 2, …., n. 
 Target berupa kelas sebanyak k buah 
yang disimbolkan dengan tk. 
f. Tetapkan kondisi awal : epoh = 0 
g. Lakukan iterasi langkah-langkah dibawah 
ini jika nilai α ≥ Minα 
 epoh = epoh + 1  (1) 
 kerjakan j sedemikian hingga || xi – wj || 
minimum dengan j = 1, 2, …, k         
   (2) 
 perbaiki wj dengan ketentuan : 
 jika t = cj maka hitung  
        wj = wj + α (xi – wj)       (3) 
 jika t ≠ cj maka hitung  
wj = wj - α (xi – wj)         (4) 
 kurangi nilai α. Pengurangan nilai α bisa 
dilakukan dengan rumus : 
 α = α – Decα          (5) 
 α = α * Decα           (6) 
Setelah dilakukan pelatihan, akan diperoleh bobot-
bobot akhir (w). Bobot ini akan digunakan untuk 
melakukan pengujian pada input yang datang. 
Pengujian dilakukan dengan langkah-langkah : 
1. Masukkan data yang akan diuji, misalnya xij 
dengan i =  1, 2, …., np dan j = 1, 2, …., m. 
2. Kerjakan untuk i = 1 sampai np 
a. Tentukan j sedemikian hingga ||xi – wj|| 
minimum, dengan j = 1, 2, …., k. 
b. j adalah kelas untuk xi. 
 
Metode Penelitian 
Model yang digunakan untuk menyelesaikan 
penelitian ini adalah CRISP-DM (Cross Industry 
Standard Process for Data Mining). Model CRISP-
DM diperkenalkan pertengahan tahun 1990 oleh 
sebuah perusahaan konsorsium Eropa [11].  Model 
CRISP-DM terdiri dari 6 langkah utama yaitu [12] : 
1. Business Understanding : meliputi penentuan 
tujuan bisnis, menilai situasi saat ini, 
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2. menetapkan tujuan data mining, dan mengem-
bangkan rencana proyek. Tujuan bisnis yang 
akan dilakukan pada penelitian ini adalah bagai-
mana melakukan prediksi nilai akademis 
mahasiswa. Alasan diambilnya topik ini karena 
prediksi nilai akademis mahasiswa menjadi hal 
yang cukup penting bagi beberapa perguruan 
tinggi maupun universitas. Penelitian yang 
dilakukan oleh Walker, Greene & Mansell 
(2005) menyebutkan bahwa nilai akademis yang 
dimiliki oleh mahasiswa tidak hanya dipengaruhi 
oleh kecerdasan tetapi juga dipengaruhi oleh 
motivasi yang dimiliki oleh mahasiswa tersebut. 
Dari kedua parameter tersebut, motivasi meru-
pakan faktor yang sangat mempengaruhi dalam 
perolehan nilai akademis [3]. Oleh karenanya 
pada penelitian ini, parameter yang digunakan 
untuk melakukan prediksi lebih diutamakan pada 
aspek motivasi. Harapannya, mahasiswa yang 
masuk ke dalam kelompok nilai akademis rendah 
bisa dibantu dengan pendekatan konseling untuk 
menaikkan nilai akademisnya. 
3. Data Understanding : Setelah tujuan bisnis dan 
rencana proyek ditetapkan, langkah selanjutnya 
melakukan pengumpulan data awal, deskripsi 
data, eksplorasi data, dan verifikasi kualitas data. 
Penelitian yang diusulkan ini menggunakan data 
primer, dengan respondennya adalah mahasiswa 
jurusan S1. Teknik Informatika STMIK 
AMIKOM Yogyakarta angkatan 2012. Perta-
nyaan yang dipakai dalam kuisioner mengacu 
pada instrumen AMS (Academic Motivation 
Scale). Instrumen AMS dibuat oleh Robert J. 
Vallerand, Luc G. Pelletier, Marc R. Blaise, 
Nathalie M. Briere, Caroline Senecal, Evelyne F. 
Vallieree pada tahun 1992 sebagai instrumen 
untuk mengukur SDT (Self Determination 
Theory) [13]. SDT adalah pendekatan dalam 
ilmu psikologi yang digunakan untuk melakukan 
analisa pada motivasi seseorang yang kaitannya 
pada pengaruh dorongan dalam diri seseorang 
untuk pengembangan diri dan perubahan suatu 
perilaku [14]. Mahasiswa akan diberikan 
kuisioner yang berisi 7 pertanyaan seperti yang 
ada pada tabel 1 dimana pertanyaannya diambil 
dari jurnal yang ditulis oleh Walker, Greene, dan 
Mansell (2005). 
 
Tabel 1. Pertanyaan Kuisioner 
No. Pertanyaan 
Jawaban 
STS TS N S SS 
1 2 3 4 5 
1. Self-Efficacy 
Saya yakin saya bisa belajar dan menerapkan ide-ide dan 
keterampilan seperti yang diajarkan di kelas. 
     
2. Identification with academics 
Sekolah merupakan sesuatu yang sangat penting bagi kehidupan 
saya 
     
3. Intrinsic motivation 
Membaca dan mempelajari pengetahuan baru di kampus 
merupakan sesuatu yang menyenangkan untuk saya 
     
4. Extrinsic motivation 
Tujuan saya kuliah adalah untuk mendapatkan pekerjaan yang 
baik dan bergaji besar 
     
5. Amotivation 
Saya merasa belajar di kampus tidak menambah pengetahuan dan 
keterampilan baru 
     
6. Meaningful cognitive engagement 
Ketika kuliah saya selalu membawa buku, slide yang berisi 
materi kuliah dan mencatat materi-materi yang belum saya 
pahami ketika mengikuti perkuliahan 
     
7. Shallow cognitive engagement 
Saya selalu berusaha untuk mengingat dan mereview kembali 
materi-materi yang didapat di kelas 
     
 
Jawaban dari masing-masing mahasiswa diukur 
dengan menggunakan Skala Likert karena cocok 
digunakan untuk mengukur karakter, kepri-
badian, sifat, sikap dan pendapat  seseorang [15]. 
 
4. Data Preparation : Pada tahap ini dilakukan 
identifikasi dan pembangunan jawaban dari 
kuisioner yang telah dibagikan untuk bisa mela-
kukan pengelompokan dan pemilahan ke dalam 
kelompok-kelompok yang telah ditentukan. 
Jumlah kelompok atau target yang digunakan 
pada penelitian ini dapat dilihat pada tabel 2. 
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Tabel 2. Kelompok atau target yang dipakai 
No. Kelompok Keterangan 
1. Kurang IPK berada dalam 
range :  
0 ≤ IPK ≤ 2 
2. Cukup IPK berada pada 
range : 
2 < IPK ≤ 2,5 
3. Baik IPK berada pada 
range : 
2,5 < IPK ≤ 3,00 
4. Memuaskan IPK berada pada 
range : 
IPK > 3 
 
5. Modeling dan Evaluation : Pada fase ini 
dilakukan pemilihan model yang akan digunakan 
untuk melakukan prediksi nilai akademik 
mahasiswa. Fase pemodelan dilakukan bersa-
maan dengan fase evaluasi. Model yang akan 
digunakan pada penelitian ini adalah metode 
LVQ. Jumlah data latih yang akan digunakan 
sebanyak 9 dan data uji sebanyak 10. Sedangkan 
pengujian akan dilakukan dengan memban-
dingkan nilai akademis yang diperoleh maha-
siswa dengan nilai akademik mahasiswa hasil 
prediksi metode LVQ. 
6. Diployment. Fase ini dilakukan guna penemuan 
pengetahuan (identifikasi hubungan yang tak 
terduga dan berguna) untuk kemudian diterapkan 
pada operasi bisnis di berbagai tujuan, termasuk 
prediksi. 
 
Hasil dan Pembahasan 
Arsitektur LVQ terdiri dari lapisan input (input 
layer), lapisan kompetitif (terjadi kompetisi pada 
input untuk masuk ke dalam suatu kelas berdasarkan 
kedekatan jaraknya) dan lapisan output (output 
layer). Lapisan input dihubungkan dengan lapisan 
kompetitif oleh bobot. Dalam lapisan kompetitif, 
proses pembelajaran dilakukan secara terawasi[3]. 
Input akan bersaing untuk dapat masuk ke dalam 
suatu kelas. Hasil dari lapisan kompetitif ini berupa 
kelas, yang kemudian akan dihubungkan dengan 
lapisan output oleh fungsi aktivasi.  
Aktivasi yang digunakan adalah fungsi linear 
dengan tujuan kelas yang diperoleh pada lapisan 
output sesuai dengan kelas yang dimasukkan ke 
lapisan output.  
Jumlah variabel yang digunakan sebagai 
neuron input adalah 7 yaitu : 
a. Neuron 1 (x1) : Jawaban pertanyaan mengenai 
Self-Efficacy 
b. Neuron 2 (x2) : Jawaban pertanyaan mengenai 
Identification with academics 
c. Neuron 3 (x3) : Jawaban pertanyaan mengenai 
Intrinsic motivation 
d. Neuron 4 (x4) : Jawaban pertanyaan mengenai 
Extrinsic motivation 
e. Neuron 5 (x5) : Jawaban pertanyaan mengenai 
Amotivation 
f. Neuron 6 (x6) : Jawaban pertanyaan mengenai 
Meaningful cognitive engagement 
g. Neuron 7 (x7) : Jawaban pertanyaan mengenai  
Shallow cognitive engagement 
 
Jumlah neuron keluarannya ada 4 yaitu : 
a. Kurang (y1) 
b. Baik (y2) 
c. Memuaskan (y3) 
d. Sangat memuaskan (y4) 
 
Vektor bobot yang dibentuk sejumlah neuron 
outputnya yaitu 4 dengan rincian sebagai berikut : 
a) w1j = (w11, w12, w13, w14, w15, w16, w17) 
b) w2j = (w21, w22, w23, w24, w25, w26, w27) 
c) w3j = (w31, w32, w33, w34, w35, w36, w37) 
d) w4j = (w41, w42, w43, w44, w45, w46, w47) 
 
Sesuai data di atas, maka arsitektur jaringan 
LVQ pada prediksi akademik mahasiswa ada pada 
gambar 1. 
 
Gambar 1. Arsitektur LVQ pada prediksi 
akademis mahasiswa 
 
Berdasarkan  Gambar  1,  tampak  bahwa  
dalam  LVQ  terdapat  empat  vektor  bobot  yang 
menghubungkan  setiap  neuron  input dengan  
neuron  output sehingga  dapat  dikatakan bahwa  
setiap  neuron  output  pada  LVQ  berhubungan  de-
ngan  sebuah  vektor  bobot.  Untuk melakukan pro-
ses pengenalan dan pembelajaran,  LVQ  mengguna-
kan operasi-operasi  vektor.  
Pola-pola  akan  disajikan  dalam  bentuk  
vektor.  Pemrosesan  yang  terjadi  pada  setiap  
neuron adalah  mencari  jarak  antara  suatu  vektor  
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input  ke  bobot  yang  bersangkutan   ( w1, w2, w3 
dan  w4).  
w1  adalah vektor bobot yang menghubungkan 
setiap neuron pada lapisan input ke  neuron  pertama  
pada  lapisan  output,  w2  adalah  vektor  bobot  yang 
menghubungkan setiap neuron pada lapisan input ke 
neuron kedua pada lapisan output, w3  adalah  vektor  
bobot  yang menghubungkan setiap neuron pada 
lapisan input ke neuron ketiga pada lapisan output 
dan w4 adalah  vektor  bobot  yang menghubungkan 
setiap neuron pada lapisan input ke neuron keempat 
pada lapisan output. Fungsi aktivasi  (F)  yang  digu-
nakan  pada  arsitektur  jaringan  LVQ  adalah  fungsi  
linier.  Tujuannya adalah agar diperoleh keluaran 
yang sama dengan masukan, sesuai dengan rumus 
fungsi linier yaitu y = x. Fungsi aktivasi f1 akan 
memetakan yinp1 ke y1 = 1 apabila |x - w1| < |x - w2| 
AND |x - w1| < |x – w3| AND |x - w1| < |x – w4|.  
Sedangkan nilai y1 = 0 jika  sebaliknya.  Fungsi  
aktivasi  f2,  akan  memetakan  yinp2  ke  y2  =  1 
apabila |x – w2| < |x – w1| AND |x – w2| < |x – w3| 
AND |x – w2| < |x – w4|.  Sedangkan nilai y2 = 0 jika  
sebaliknya. Fungsi  aktivasi  f3,  akan  memetakan  
yinp3  ke  y3  =  1 apabila |x – w3| < |x – w1| AND |x – 
w3| < |x – w2| AND |x – w3| < |x – w4|.  Sedangkan 
nilai y3 = 0 jika  sebaliknya. Fungsi  aktivasi  f4,  akan  
memetakan  yinp4  ke  y4  =  1 apabila |x – w4| < |x – 
w1| AND |x – w4| < |x – w2| AND |x – w4| < |x – w3|.  
Sedangkan nilai y4 = 0 jika  sebaliknya. 
Faktor-faktor yang digunakan pada 
perhitungan metode LVQ ini adalah : 
1. Alfa (Learning rate) 
Alfa  didefinisikan  sebagai  tingkat  pembela-
jaran.  Jika  alfa  yang terlalu  besar akan menga-
kibatkan ketidakstabilan perhitungan dalam al-
goritmanya. Sebaliknya,  jika  alfa  terlalu  kecil,  
maka  proses iterasi yang dilakukan  akan  terlalu 
lama. Nilai alfa adalah 0 < α < 1. Pada penelitian 
ini nilai alfa yang berikan pada awal (inisialisasi) 
adalah 0,05. 
2. DecAlfa (Penurunan Learning rate) 
Yaitu penurunan tingkat pembelajaran. Penu-
runan nilai alfa dihitung dengan rumus : 
α baru = α lama - (0,1 * α lama)                   (6) 
3. MinAlfa (Minimum Learning rate) 
MinAlfa adalah minimal nilai tingkat pembe-
lajaran yang masih diperbolehkan. MinAlfa yang 
diterapkan pada penelitian ini adalah 0,0005. 
4. MaxEpoch (Maksimum epoch) 
MaxEpoch adalah jumlah epoch atau iterasi 
maksimum yang boleh dilakukan selama 
pelatihan. Iterasi akan dihentikan jika nilai epoch 
melebihi epoch maksimum. Nilai epoch yang 
ditetapkan pada penelitian ini adalah 100. 
Epoh pertama dari masing-masing vektor input 
adalah : 
a. Vektor input pertama : {5,4,5,4,3,3,4} dengan 
nilai targetnya adalah 4 
Maka perhitungan untuk keempat bobotnya 
adalah (digunakan rumus 2) : 
w1= √ (5-5)2+(4-4)2+(5-4)2+(4-5)2+(3-4)2+(3-
4)2+(4-3)2 = 2,24 
w2 = √ (5-4)2+(4-5)2+(5-2)2+(4-3)2+(3-4)2+(3-
2)2+(4-3)2 = 3,87 
w3 = √ (5-4)2+(4-3)2+(5-4)2+(4-2)2+(3-3)2+(3-
2)2+(4-2)2 = 3,46 
w4 = √ (5-3)2+(4-2)2+(5-4)2+(4-5)2+(3-3)2+(3-
2)2+(4-2)2 = 3,87 
nilai minimum dari w1, w2, w3 dan w4 adalah w1 
maka nilai bobot w1 baru akan dihitung 
menggunakan rumus 3. 
w1 baru = 5 + 0,05 (5-5) = 5 
w2 baru = 4 + 0,05 (4-4) = 4 
w3 baru = 4 + 0,05 (5-4) = 4,05 
w4 baru = 5 + 0,05 (4-5) = 4,95 
w5 baru = 4 + 0,05 (3-4) = 3,95 
w6 baru = 4 + 0,05 (3-4) = 3,95 
w7 baru = 3 + 0,05 (4-3) = 3,05 
b. Vektor input kedua : {3,5,4,3,4,4,3} dengan nilai 
targetnya adalah 3 
Maka perhitungan untuk keempat bobotnya 
adalah (digunakan rumus 2) : 
w1 = √ (3-5)2+(5-4)2+(4-4,05)2+(3-4,95)2+(4-
3,95)2+(4-3,95)2+(3-3,05)2  
      = 2,97 
w2 = √ (3-4)2+(5-5)2+(4-2)2+(3-3)2+(4-4)2+(4-
2)2+(3-3)2 = 3 
w3 = √ (3-4)2+(5-3)2+(4-4)2+(3-2)2+(4-3)2+(4-
2)2+(3-3)2 = 3,46 
w3 = √ (3-3)2+(5-2)2+(4-4)2+(3-5)2+(4-3)2+(4-
2)2+(3-2)2 = 4,36 
nilai minimum dari w1, w2, w3 dan w4 adalah 
w1 maka nilai bobot w1 baru akan dihitung 
menggunakan rumus 3. 
w1 baru = 5 + 0,05 (3-5) = 4,9 
w2 baru = 4 + 0,05 (5-4) = 4,05 
w3 baru = 4,05 + 0,05 (4-4,05) = 4,05 
w4 baru = 4,95 + 0,05 (3-4,95) = 4,85 
w5 baru = 3,95 + 0,05 (4-3,95) = 3,95 
w6 baru = 3,95 + 0,05 (4-3,95) = 3,95 
w7 baru = 3,05 + 0,05 (3-3,05) = 3,04 
Perhitungan ini diteruskan hingga data uji ke-
10 dan epoch ke- 100.Setelah mencapai epoh yang 
ke-100 diperoleh bobot akhir : 
w1 = (3.98; 3.97; 3.96; 4.09; 3.84; 3.97; 3.68) 
w2 = (3,24; 4,02; 2,04; 3,46; 4,24; 2,1; 3,73) 
w3 = (3,24; 3,47; 4,24; 1.9; 2.91; 2.09; 2.09) 
w4 = (3.09; 2.09; 4.05; 4.95; 3,32; 2.04; 2.09) 
Pada Pengujian, dilakukan simulasi untuk data 
input (3,5,3,4,3,5,4). Data input tersebut kemudian 
dicari jarak input untuk semua bobot 1 sampai 
dengan bobot 4. Nomor bobot dengan jarak 
terpendek akan menjadi kelasnya. 
• Jarak pada bobot ke- 1 
w1  = √(3-3,98)2+(5-3,97)2+(3-3,96)2+(4-
4,09)2+(3-3,84)2+(5-3,97)2+(4-3,68)2 
     =  2,195427066 
• Jarak pada bobot ke- 2 
w2  = √(3-3,24)2+(5-4,02)2+(3-2,04)2+(4-
3,46)2+(3-4,24)2+(5-2,1)2+(4-3,73)2 
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     =  8,893351449 
• Jarak pada bobot ke- 3 
w3  = √(3-3,24)2+(5-3,47)2+(3-4,24)2+(4-
1,9)2+(3-2,91)2+(5-2,09)2+(4-2,09)2 
     =  7,831372804 
• Jarak pada bobot ke- 4  
w4  = √(3-3,24)2+(5-3,47)2+(3-4,24)2+(4-
1,9)2+(3-2,91)2+(5-2,09)2+(4-2,09)2 
     =  7,831372804 
Nilai terkecil / jarak terdekat pada perhitungan 
bobot di atas adalah w1, oleh karena itu, mahasiswa 
dengan jawaban seperti tabel 3.4 akan memiliki IPK 
yang memuaskan. Perhitungan yang sama dilakukan 
untuk 9 data uji lainnya. Dari 10 data uji didapatkan 
6 data uji memiliki kelompok yang benar dan 4 
lainnya memiliki kelompok yang salah. 
Kesimpulan dan Saran 
Kesimpulan dari penelitian ini adalah dengan 
data latih sebanyak 9, learning rate 0,05, epoch 100, 
data uji 10 didapatkan nilai akurasi yang dihasilkan 
sebanyak 60%. Angka ini bisa berubah menjadi 
lebih baik tingkat akurasinya dengan melakukan uji 
coba dan mengubah-ubah nilai learning rate, epoch 
dan memperbanyak data latih. Semakin banyak data 
latih yang digunakan maka LVQ akan memiliki 
pengetahuan yang lebih lengkap. 
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