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The  usual  concepts from information theory are defined and related to 
probabilistie grammars.  The  entropies of a derivation, a sentence and the 
average terminal  symbol  in a stream of sentences are calculated. How to 
maximize the information rate is shown, and the max imum is related to the 
classical notion of the capacity of a language. 
1. INTRODUCTION 
A probabilistic grammar is an ordinary context-free grammar with 
probabilities attached to the individual rules. It is a generator, not an acceptor. 
Such grammars have been investigated by Grenander (1967), Booth (1969), 
Hutchins (1972), Booth and Thompson (1973) and others. 
In this paper, a probabilistic grammar G is a triple (VN, VT, R) consisting 
of a set of nonterminal symbols VN, terminal symbols Vx, and rules R. A rule 
is written 
p: S - -~ ~, 
where 0 < p ~< 1, S is in VN, and ~ is in (VN tJ VT)*- 
We denote the set of all rules that rewrite sby R~, and for any nonterminal s, 
~ p~=l ,  
9~R8 
where p~ is the probability associated with the rule r. 
Informally, suppose that G is being used to generate a sentence, and that 
the next step is to rewrite the symbol s. Then for r in R s , p~ represents he 
probability that r will be chosen to rewrite s. (Note that in this case some rule 
in R~ must be chosen.) 
The language generated by G with the starting symbol sis denoted L(G, s). 
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Usually, the starting symbol is thrown in with the definition of G; but in 
fact any element of VN will serve, and the natural matrix-oriented treatment 
of probabilistic grammars makes it more convenient to let the starting symbol 
be explicit: It can then serve to index rows of the matrices, etc. 
Because sentences can be ambiguous, they do not form a convenient 
sample space. Trees have been used (Grenander, 1967), but the author has 
found them not entirely satisfactory (Soule, 1973, pp. 63-64) and prefers 
"derivations." 
A derivation is a (possibly countable) sequence of rule-names which specify 
the generation of either a sentence in L(G, s) or (in bad cases) of a countably 
long intermediate form. The sample space ~(G, s) is the set of all derivations 
beginning with a rule in Rs • 
A more detailed definition of "derivation," along with proofs for the 
following claims, is available in the author's dissertation (Soule, 1973). But 
such details do not warrant inclusion in this paper. 
The probability P(d) of a derivation d in ~(G, s) is just the product of all 
probabilities associated with all the rules named in the derivation, multi- 
plicities included. 
It is convenient to have 
Gent: K~(G, s) --+ L(G, s), 
where Gens(d ) is simply the sentence in L(G, s) that results when s is rewritten 
by the sequence of rules specified by d. 
Of course, Gen8 has not been fully specified here: If  there are two non- 
terminals in an intermediate form, and one is to be rewritten, the simple 
sequence of rule names (or indices) does not tell you which nonterminal to 
rewrite. Demonstrably, the choice does not matter, as long as some algorithm 
is used to decide the question consistently (Soule, 1973, pp. 64-65). 
Now, the probability P(w) of a word w in L(G, s) is the sum of the 
probabilities of all derivations d such that Gent(d) is w. 
The characteristic matrix (the matrix of first moments) A is a square 
matrix (of order N where VN has N elements) with typical element a~t where 
s and t are in VN • The element a~t is the expected number of symbols t which 
result from a single rewriting of s. Formally, if the right side of the rule r 
contains nr occurrences of t, 
ast -~ E Pr nr" 
tEN s 
Similarly, one forms a matrix W, having a typical element wst , the expected 
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number of terminal symbols t that result from a single rewriting of the 
nonterminal symbol s. 
Quantities that are usually dealt with are: the probability of finite derivation, 
PFD(G, s); the mean derivation length, MDL(G, s); and the mean sentence 
length, MSL(G, s). 
Typical theorems are: 
THEOREM 1.1 (Grenander). PFD(G) is unity for every possible starting 
symbol iff the spectral radius of A, p(A) <~ 1. 
THEOREM 1.2 (Hutchins). MDL(G, s) is finite iff p(A) < 1. I f  so, the 
vector MDL(G) of mean lengths for every possible starting symbol is the vector of 
row-sums of(1 -- A) -1. 
COROLLARY 1.2. I fPFD(G) is unity for every possible starting symbol, then 
MDL(G) is finite. 
THEOREM 1.3 (Sankoff). I f  MDL(G) is finite, MSL(G) is the vector of 
row-sums of (1 -- A)-IW. 
2. BASIC INFORMATION PROPERTIES 
We now consider how much information is conveyed by a single derivation, 
regardless of length. 
DEFINITION. The derivational entropy of G is a vector H(G) of N 
components such that for each s in VN, 
H(G, s) = E '7(P(d)), 
d~q~(G, s)
where (for convenience) we use the notation 
~?(p) = --p logp. 
It should be apparent that the above definition for the entropy of derivations 
is correct; but it is singularly uninformative. 
DEFINITION. The vector ~ is defined to have N components such that for 
each s in VN, 
= 
reR s 
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THEOm~M 2.1 (Grenander). Finite mean derivation length implies 
H(G) = (1 -- d)-~ff. 
The proof is given in Grenander (1967, pp. 19 ft.). Theorem 2.1 together 
with Theorem 1.2 show that H(G) diverges iff the mean derivation length 
diverges. 
We now consider the entropy of sentences, rather than derivations. 
DEFINITION. The sentential entropy of G is a vector Hs(G) of N 
components such that for each symbol s in VN, 
Hs(G, s) = ~ ~)(P(w)). 
wsL(G,s) 
THEOREM 2.2. Hs( G, s) <~ H(G, s ), with equality iff L(G, s) is unambiguous. 
Proof. For w in L(G, s), let 
Dvn(w) = (d E a(G, s) ] Gen(d) = w}. 
Then 
deDvnlw) 
~< ~ ~/(P(d)). 
deDvn(w) 
Now, if L is unambiguous, Dvn(w) always has precisely one element, and 
equality holds. Otherwise, when L is ambiguous, some Dvn(w) has more 
than one element. For any derivation d in this Dvn(w), P(d) > 0. Then, 
-- ( 2 p(d)) < Z ! 
d~Dvn(w) d~Dvn(w) 
DEFINITION. The equivocation i  L(G, s) is 
H(G, s) - Ms(G, s). 
A natural interpretation of equivocation is that it is the information lost 
when a typical derivation is encoded into its corresponding sentence. 
Hutchins gives a procedure for transforming any probabilistic grammar 
into an equivalent Greibach N.F. probabilistic grammar--one that has the 
same language and preserves P(w), etc. (Hutchins, 1972, pp. 181 ft.). It may 
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be of interest to note that her procedure does not necessarily preserve 
equivocation or derivational entropy: 
For example, consider the grammar GI: 
Pl: s -+ ss, 
P2:s  ~ (s), 
P3: S -->- a. 
This grammar has some sentential entropy Hs(G1, s) which (since G 1 is 
ambiguous) is strictly less than 
1 
H(G, ,  s) -- Pa -- Pl ~ ~(Pi), 
the derivational entropy. 
Hutchins' transformation yields a grammar Go for which 
Hs(O2 , s) = Hs(G1, s), 
since P(w) is preserved. However, 
(1 - p~) 
H(G2, S) ~7(Pi). p.~(1 -- 2pl ) -- Pip2(1 -- P~) @ 
Neither derivational entropy nor equivocation are preserved. 
3. INFORMATION RATE 
To begin, here are some standard ideas: 
DEFINITIONS. The closure of L(G, s) is the set L+(G, s) of all finite, 
nonnull sequences of se,atences in L(G, s). L+(G, s) is unambiguous if each 
string a in L+(G, s) has a unique analysis as a sequence of sentences in 
L(G, s); otherwise L+(G, s) is ambiguous. 
We need to know the probability of a string in L+(G, s). 
Notation. [n] denotes the set of natural numbers {i r 1 ~< i ~< n}. 
LEMMA 3. l. Suppose a in L+(G, s) can be analyzed in m different ways as a 
sequence of sentences, ay: For i in [m], 
(~ =-- (7 i ~ Wi l  *'" Wi l ( i  ) 
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where each w/~- is in L(G, s). Then 
P(a)---- Z I ]  P(w,,). 
ie[m] je[/(i)] 
Proof. Distinct sequences ~i and a t are mutually exclusive sequences of 
events, so that 
P(a) = E P(o~). 
ie[m] 
For any a i the generation of any sentence within it is an experiment inde- 
pendent of the generation ofany other sentence in ai. Hence, 
P(ei) = I]  P(w,~). I 
j~[t(i)] 
We now consider the average ntropy of a single character within a string 
in L+(G, s). 
DEFINITION (Shannon). The information rate 
R(G, s) -~ lim sup 1 ~)  ~(p(~)), 
where 
Q(g) = {a e L+(G, s) ] The length of a as a sequence in VT* is E}. 
(The limit superior is used in the definition of R since it can happen that 
Q(f) is empty a countable number of times.) 
THEOREM 3.1. I f  L(G, s) is nonempty and does not contain the null string, 
then finite MSL(G, s) implies that 
R(G, s) <~ Hs(G, s)/MSL(G, s), 
with equality if L+(G, s) is unambiguous. 
Remarks. Although the idea of Theorem 3.1 is straightforward, com- 
plications arise in the proof because R is defined using sequences of a given 
length in VT*, whereas Hs is defined using single sentences, potentially of any 
length. Consequently, some definitions and lemmas are called for. 
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Define 
Q(n, ~)= l(wl .... , w,~)I w~ ~ L(G , s)and the sequence}. 
w 1 "- wn is in Q(~) 
Of course, for any a in L+(G, s) there is at least one sequence (% ,..., w~) in 
some Q(n, E) such that a is w 1 -." w~, and the probability of that sequence is
1-[ P(w0. 
Now define the formula 
¢=l im Z Z l~(p(t ) )  • 
m~N t~O(m,d) 
Finally, let ~b(n) be the unique integer such that 
n MSL(G, s) ~ $(n) < 1 -[- n MSL(G, s), 
which is well defined since MSL(G, s) is finite by hypothesis. 
Note that ¢(n) is monotone increasing, since MSL(G, s )~ 1, 
L(G, s) contains only strings of positive length, by hypothesis. 
since 
LEMMA 3.2. The cardinality of Q(n, E) is less than (2My, where M is the 
cardinality of V T . 
Proof. There are at most M t distinct strings of length ~. Any one of these 
may be partitioned into n sentences in fewer than 2 t ways, since the total 
number of possible partitionings i  2 ~-1. | 
LEMMA 3.3. 
lira E P( t )  = 1. 
teO(n,¢ in))  
Proof. Define 
Qn c ~ ~.J Q(m, ¢(n)) - Q(n, ~b(n)). 
m~N 
Define the generating function 
G(n, x) : ~ xJP(t ~ Q(n + j, ¢(n)) ] t E Q c w Q(n, ¢(n))), 
j~Z 
643/25/I-5 
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where the coefficient of xj is zero if n + j < 0. Finally, define 
G(x) = i@ G(n, x). 
Note that 
G(2n, x) = G(n, x)” + I, 
where lim, -z(n) = 0. Then 
G(x) = Go 
=G(x)“; 
G(x) = 1 
= G(0) 
Remark. The strategy in the following proof will be to show: First, 
R(G, s> d @, 
with equality if as stated; second, 
third and finally, 
CD = Hs(G, s)/MSL(G, s). 
Pmof of Theorem 3.1. Denote 
m; Qfm, 4 
by Q(., I). Then 
If L+(G, s) is unambiguous, Q(-, 6’) is isomorphic to Q(L), and 
= R(G, s). 
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Otherwise, when L+(G, s) is ambiguous, any string cr in Q(f) has at least 
one tuple in Q(', •) which consists of a sequence of sentences forming e. 
Hence 
E ~(P(a)) < 2 ~(P(t)). 
cy~Q (f) teQ(. ,d) 
Note in passing that for some t~, some a has at least wo such tuples. In such 
a case, 
E n(P(a)) < E ~(P(t)). 
a 
Therefore, we have the first step: 
R(G, s) ~ ~b, 
with equality if L+(G, s) is unambiguous. (And, as noted, the inequality 
may be strict.) 
Beginning the second stage of the proof, recall that ¢(n) is a monotonically 
increasing integer-valued function such that 
Jim ¢(n) _ MSL(G, s). 
n /// 
Hence, 
- -  li--m ~ ~(P(t)) 
" ,~o(-,~,.)) ¢(n) 
Define Q c as in the proof of Lemma 3.3, and denote the cardinality of Qn ° 
by %. Note that by Lemma 3.2, c~ is less than (2M) *(n). 
¢(n--~ hm~c~\  c,~ / 
= lira p(Qn c) log cn 
¢(n) ' 
which by Lemma 3.2 
__  log(2M)~(~) 
lira P(Q~0 ¢(n) 
= (log 2M)lira P(Qn ~) 
O~ 
by Lemma 3.3. 
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Therefore, 
q~ = lira ~, v(P(t)) 
" *~(o(..~(~),-o2) ~(n) 
= Y-~ ~ ~l(P(t)) (1) 
completing the second stage. 
The argument in the final stage follows that of Shannon's famous coding 
theorem. We consider 
Pw 
where Pw = P(w). As a handy notation, let 
W(f) = {w E L(G, s) ] The length of w ~< g' "} 
lira --log Pn _ lira n ~, ~(Pw) 
n ~b(n) n ~(n)  w~W(d*(n)) 
1 
MSL(G, s) ~ ~(Pw) 
w~L(G,s) 
= Hs(G, s)/MSL(G, s). 
Thus, by Lemma 3.3, 
--P(t) log Pn Hs/MSL = lim ~ ~(n) 
n t~O(n ,~(n) )  
(2) 
Now it remains to show that the series in Eqs. (1) and (2) above are equal. 
We consider 
D = MSL(G, s)lim (t~o,~,~(~,, (P(t)) ~b(n) ) -- ( Z --P(t) log p. 
. *~o(~.*<~,, $ (n )  ) 
~ l im~- -~ log~ t) , 
since Q(n, ~b(n)) is a finite set. 
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For any tin Q(n, ¢(n)), letfi~ be the number of occurrences (the frequency) 
in t of the sentence we L(G, s). 
P(t) = 1-[ p ,w 
weL 
w~W(¢(n)) 
sincef~w = 0 whenever the length of w is greater than ~b(n). Then 
D ~ lira ~ P(t) I ~ (f,w -- np~)log Pw 
n t~O(n,Cs(n)) n I w~W(¢(n)) 
Note that npw is the mean value of f ,  w , so that 
f *~- - I  -->0. 
np~ 
Then there exists an e(n) such that 
= Hs(G, s)lira e(n) 
=0.  | 
COROLLARY 3.1- I f  MSL(G, s) is finite and L(G, s) is unambiguous, then 
R(G, s) ~ H(G, s)/MSL(G, s), 
with equality if L+(G, s) is unambiguous. 
Proof. Immediate by Theorem 2.2. | 
4. SIMILARITY 
Before considering capacity, we need the idea of a class of similar grammars, 
and a few facts about such a class. 
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DEFINITION. The skeleton of G is the (ordinary, not probabilistic) grammar 
having the rule 
S ---~ o¢ 
iff G has the rule 
p : s --->- oz. 
DEFINITION. Two grammars are similar if they have the same skeleton, 
ordering by indices being ignored. 
DEFINITION. The distribution of G, denoted Dist(G), is a tuple of numbers, 
one for each rule of G, such that p is the component of Dist(G) corresponding 
to the rule (in G) 
p : S--~ c~. 
Each grammar in a similarity class can now be characterized by its proba- 
bilities. It will therefore be very convenient, and will result in no loss of 
generality to adopt he following convention: 
Suppose that G and G' are similar, and that 
p: S -~ ~ 
and 
p ' :S~c~ 
are rules in G and G', respectively. Then if the first rule corresponds to the 
k-th component of Dist(G), we adopt the convention that the second rule 
corresponds tothe k-th component ofDist(G'). 
Now, a similarity class can be viewed as a set of points in a Euclidian 
space. The following sets will be particularly useful. 
DEF IN IT IONS.  
D(G) = {Dist(G') I G' is similar to G}. 
D~(G) = {Dist(G') I G' is similar to G, and MDL(G') is finite}. 
Df(G) = {Dist(G') I G' is similar to G, and PFD(G') = 1}. 
Notice that, clearly, 
Ds(G ) C Dr(G) _C D(G). 
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LEMMA 4.1. The following functions are finite and continuous on Dr(G): 
A, (1 - -  A) -1, MDL,  H, Hs andR. 
Proof. By definition, A is even linear over all of D. By definition, DI is the 
region where (1 -- A) -1 exists (is finite), and (1 --  -d) -1 must be continuous 
there. Therefore, MDL must be finite and continuous. 
The probability of any derivation is just a product of rule probabilities, 
so P(d) is finite and continuous on all of D. Consequently, so is ~7(P(d)). 
Therefore, H is finite and continuous on D I . The probability of a sentence 
is just the sum of a set of derivation probabilities, so by a similar argument, 
Hs and R are as desired on D I . | 
TnEORE~ 4.1. DI(G ) is open within D(G), and--within D(G)- -DT(G ) is 
the set closure of D~(G). 
Proof. The statement that "D s is open within D"  means that any point in 
D I has an open neighborhood such that any point in the intersection of that 
neighborhood with D is in D~. That "D T is the set closure of DI within D"  
means that if a point lies in DT, then it is a limit point of a sequence in D i . 
As noted in Lemma 4.1, the characteristic matrix A is a continuous function 
on D; consequently, the spectral radius is also. Therefore, by the definition 
of D I ,  it is evident from Theorem 1.2 that DI is open within D. 
To show that D T is the set closure of D s within D, we define a class of 
grammars G(t), 0 ~< t ~< 1. Let p(t) be Dist(G(t)) and let A(t) be the 
characteristic matrix of G(t). Furthermore, let 
A( t )  = . , 
where each ~li(t ) is a square, irreducible matrix. Recall that 
p(A(t)) >~ p(Ai(t)), 
and there is some i in [q] for which equality holds (Gantmaeher, 1960, p. 69). 
Finally, let Gi(t) --  (Ai, S~, Ri(t)) be the subgrammar of G(t) associated 
with Ai(t), and let 
psi(t): s --, xs: 
be a typical rule in R(t). 
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Suppose p(1) is in D]( G(1 )), so that P FD (G(1)) = 1. Hence, for any t and s, 
the subset of finite derivations in ~(G(t), s) is nonempty. Hence, the subset of 
finite derivations in ~(Gk(t), s) is nonempty for any s in Sk. Therefore, there 
exists a rule 
(1) P~s: s -+ x~ 
in Rk(t) such that x~j contains no symbol in Sk. 
Because Ae(t) is irreducible, if p(Ak) > O, then for each s in Sk,  there is a 
rule in Re(t) 
(2) p~: s --~ x~s 
such that xsj contains ome symbol in Sk • 
The point p(0) is constructed as follows: For each k ~ [q], whenever 
p(Ak(1)) > 0, choose a pair of rules in Ilk(1 ) 
p~j(1): s --+ xsj, 
p~e(1): s --, xse , 
so that the first is as described by (1), and the second by (2). Let 
psi(0) = p,~(1) + p,e(1)/2, 
p,~(0) = p~(1) /2 .  
We now denote the distribution of G(0) by p(0), and for 0 ~ t ~< 1, define 
the distribution of G(t) to be 
p(t) = p(1) t + p(0)(1 - t). 
Note that by definition, all the grammars G(t) are similar to each other. 
Note that for 0 <~ t <~ 1, a~j(t) > 0 iff aij(1) > 0. Hence each Ak(t) is 
irreducible. Further, consider k in [q] and 0 ~< t < t' ~< 1. By the con- 
struction of p(t), if a~j(t) is in Ak(t), 
a.(t) <~ a~j(t') 
and there exists an a~(t) unequal to aij(t'). Consequently, 
o < p(&(t)) < p(&(r)) 
(Varga, 1962, p. 30); and in particular, for 0 ~< t < 1, 
0 < o(n(t)) < 0(n(1)). 
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By assumption, p(1) is in DT; then by Theorem 1.1, 
0(A(1)) ~< 1. 
Consequently for 0 ~< t < 1, o(A(t)) < 1, andp(t)is inD, .  Therefore, p(1) 
is the limit point of a sequence of points in D~, and Dfis as stated. | 
Remark. Note how Theorem 4.1 strengthens the relationship between 
MDL and PFD stated in Corollary 1.2. In addition, Theorem 4.1 together 
with Lemma 4.1 state, in effect, that R(G, s) can always be calculated when 
PFD = 1. 
5. CAPACITY 
DEFINITION (Shannon). The capacity of L+(G, s) is 
C(G, s) = lira sup I log N(n), 
n 
where N(n) is the number of sequences in L+(G, s) of length n, i.e. consisting 
of n symbols in YT- (That is, N(n) is the cardinality of Q(n).) 
It should be clear that grammars in a similarity class need not have an 
information rate equal to the capacity of the language; indeed, most should 
have a rate strictly less than that. 
THEOREM 5.1. C(G, s) ) R(G, s). 
Proof. By definition, 
1 
R(G, s) = lim sup - ~ ~?(P(a)). 
n 
The number of elements in Q(n) is N(n), and consequently, 
R(G, s) ~< lim sup _1 Z ~?(1/N(n)) 
It a~O(n) 
---- lim sup 1 N(n)(-- N--~(n)l log N~(n)!l ] 
= lira sup -1 n log N(n) 
= c(c-, O. I 
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DEFINITION. A grammar G (with starting symbol s) achieves capacity 
if C(G, s) = R(G, s). 
Suppose one wants to know whether some grammar in a similarity class 
achieves capacity. Then only well-behaved grammars need to be considered: 
THEOREM 5.2. I f  G achieves capacity with starting nonterminal s, then the 
probability of finite derivation 
Proof. Suppose 
Then 
2 
s~Oln) 
Hence, ~ = 0. 
PFD(G, s) ---- 1. 
PFD(G,s )=I - -8 ,  0~<~ <1.  
P(s) ~ 1 --~. 
R(G, s) ~< lim sup 1N(n)~ 1 3 
[~(1- -~)  + (1 - -8)  logN(n)] lira sup  [ J n n 
= (1 - ~)C(G, s). 
! 
DEFINITION. For the class of grammars imilar to G using the starting 
symbol s, the maximum achievable rate is 
MR(G, s) ~ maximum R(G', s). 
G'~DT(G,s) 
Theorem 5.2 does not completely eliminate the possibility that some 
unfortunate grammar may exist such that R(G, s) exceeds MR(G, s) where 
PFD(G, s) is less than one. Nevertheless, the name "maximum achievable 
rate" is still sensible, since there seems to be little motivation for dealing with 
grammars with PFD less than unity. 
COROLLARY 5.2. I f  C(G, s) = R(G, s), then MR(G, s) = R(G, s). 
Proof. By hypothesis, G achieves capacity. Then from Theorems 5.1 and 
5.2 and the definition of MR(G, s), the corollary follows. | 
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It is interesting to note the following example from Kuich (1970, p. 181). 
It  turns out that the maximum achievable rate for the grammar is the capacity 
of its language. 
The grammar G~r has the rules: 
1 --p:S--+a 
p: S -+ b S% 
where S ~ represents a string of r nonterminals S. Kuich's method gives the 
capacity as 
r 
= log (r - 1)1/r) (*) 
A~ = [pr], 
and so has finite mean derivation length iff 
pr<l .  
Suppose so; then the mean derivation length is the mean sentence length. In 
addition, clearly, 
R(G~r, S) : ~(p) + ~?(1 - -p ) .  
Consequently, for r ~> 2, 
MR(G~r S)= lim R(G~r S) 
---- C(G~r, S). 
Of course, in the special cases r ~ 0, 1 or 2, 
MR(G~,., S) = C(G~,., S) --~ log 2. 
Note that Kuich derives (*) as the capacity of a channel in which the 
allowed signals are single sentences from L, in accord with this paper's 
assumption that sentences are generated independently. In contrast, Kuich 
(1970, p. 184) obtains log 2 as the capacity when the allowed signals are 
strings from L +, the closure of L. To obtain this latter value, any string of 
length I in L + must have probability 2 -~, so that the associated probabilistic 
grammar must have p = 0.5. In this case, if r > 2, the PFD is not unity, 
and the maximum achievable rate must be less than the capacity of L +. 
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However, there is no clear motivation for dealing with probabilistic grammars 
unless the PFD is unity, and it is merely the intent of the above example to 
point out the agreement of MR(G~r , S) with Kuich's capacity of L. 
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