ABSTRACT This paper proposes a novel graph-based multicell scheduling framework to efficiently mitigate downlink intercell interference in OFDMA-based small cell networks. We define a graph-based optimization framework based on interference condition between any two users in the network assuming they are served on similar resources. Furthermore, we prove that the proposed framework obtains a tight lower bound for conventional weighted sum-rate maximization problem in practical scenarios. Thereafter, we decompose the optimization problem into dynamic graph-partitioning-based subproblems across different subchannels and provide an optimal solution using branch-and-cut approach. Subsequently, due to high complexity of the solution, we propose heuristic algorithms that display near optimal performance. At the final stage, we apply cluster-based resource allocation per subchannel to find candidate users with maximum total weighted sum-rate. A case study on networked small cells is also presented with simulation results showing a significant improvement over the state-of-the-art multicell scheduling benchmarks in terms of outage probability as well as average cell throughput.
I. INTRODUCTION
The widespread data demand in emerging wireless cellular technologies necessitates the evolution of traditional networks architecture to accommodate the expected growth in traffic in the future. The concept of Heterogeneous Networks (Het-Nets) [1] can be seen as a key deployment strategy to meet these growing capacity demands. A Het-Net is a hierarchical multi-level network that consists of a mixture of relays and small-cell deployments (picocells and femtocells) underneath the traditional macro-cell architecture. Small cells play a key role in HetNet deployments as they provide an efficient method to deal with the future demands of coverage and capacity by increasing the spectrum re-use locally [2] . However, that causes an increase in Inter-cell Interference (ICI), whose efficient handling is one of the major challenges for small cells' deployments.
As mentioned above, ICI is an issue of major concern in HetNets and broadly speaking this can be of two types: namely co-tier and cross-tier interference. Co-tier interference refers to the inter-cell interference between small cells themselves, whereas cross-tier interference is the interference between a small cell and macro/micro-cell (i.e. interference across different hierarchy of cells) [3] assuming that small cells are located under a macrocell umbrella, utilizing the same spectrum. Here, the way of resource partitioning (between small cells and macro networks) determines the weight of each contributing element in the total resulting interference. In literature [3] , two basic types of spectrum allocation can be identified between small cells and macrocells: Co-channel deployment in which small cells operate in the same frequency band as the macro-cells; and Orthogonal Channel deployment in which macro and small cells use different frequency bands. Recently in 3rd Generation Partnership Project (3GPP) [3] , orthogonal channel allocation is considered as a key scenario for small cells deployments in emerging HetNets as a way to address the ICI; however the downside of such approach is an inefficient usage of the scarce radio spectrum.
In general, Interference Management can be grouped into three main categories [4] , namely ICI randomization, ICI cancellation and ICI coordination (ICIC). The latter can be further classified based on the level of coordination and the degree of centralization, i.e. Centralized, Semi-centralized and Decentralized schemes [1] . From a different perspective ICIC schemes can also be categorized as Static, Semistatic and Dynamic [5] . In static and semi-static categories, resource allocation is fixed or slowly changing based on the traffic changes in different areas of each cell. In Dynamic ICIC (D-ICIC), resources are allocated in a dynamic manner by Base Stations (BSs), without prior frequency planning where different factors like cell load, traffic distributions and QoS constraints are taken into account in a multi-cell environment.
For the small cell case, the ICI management can be more challenging compared with macro-cell networks [5] , due to the unplanned deployment of small cells and the fact that interference from several cells may become dominant. In particular, the topology of indoor small cells might not follow conventional cell planning as macrocells due to the design of buildings leading to asymmetric deployment in local environments. Furthermore, the experienced level of interference in small networks is different from conventional macro networks. In the legacy ICI management methods, it is assumed that there are 1-2 dominant homogeneous interferers that may cause high ICI to the cell edge users. On the contrary, in small cell networks we may have multiple strong interferers that cause problems to small cell users. These points underline the importance of dynamic Interference Coordination between small cells to cope with the unpredictable and unplanned nature of dense small cell deployments.
In this context, there are different solutions to address the multi-cell scheduling problem for small cells in the literature [7] - [13] . However ICI mitigation through coordination comes at the cost of lower overall cell spectrum utilization, as the resources are effectively split and some are reserved exclusively for disadvantaged cell-edge users who cannot utilize them as effectively as users with good radio channel conditions. In this paper, we propose a dynamic graph-based multi-cell scheduling mechanism that prioritizes the maximization of the per-cell sprectral efficiency in a semicentralized deployment, while keeping downlink ICI low.
In this paper, our contributions include a novel formulation of the graph-based multi-cell scheduling problem for small-cell networks. This is done by introducing the resource allocation problem for pairs of users, rather than users, in a multi-cell network, denoted as User-Pair Resource Allocation (UPRA) problem. By this, the conventional problem is transformed to a novel graph-based problem, where the users of different small cells are grouped into clusters, such that the multi-cell resource allocation is handled on a per-cluster basis. UPRA problem is decomposed into multiple minimum path selection (MPS) sub-problems with different cluster population sizes, where the objective is to find potential clusters of users in order to minimize ICI. The MPS sub-problem is then defined as an integer programming problem and an exact solution is derived using Branchand-Cut method. Due to high complexity of the problem, we propose an adaptive graph-theoretic solution framework, wherein we provide near-optimal heuristic approaches. Subsequently for each sub-channel, from the derived candidate cluster set, we perform multi-cell resource allocation on a per cluster-basis, denoted as Multi-cluster Resource Allocation (MCRA) such that the weighted sum-rate is maximized. Our findings show a significant gain against the benchmarks concerning the small-cell spectral efficiency, while keeping outage probability in low levels. At the same time, the proposed heuristic algorithms perform very close to the optimal solution.
The remainder of the paper is organized as follows: Section II explains the related work and describes the state-of-the-art literature on small cell networks and in Section III, the system model is presented. Afterwards, in Section IV, graph-partitioning based multi-cell scheduling is formulated and decomposed. Thereafter in Section V, the proposed solution framework is discussed where an exact solution is derived and proposed heuristic approaches are presented. Following, Section VI presents a case study focusing on indoor small cells. Finally Section VII concludes this paper and directs us towards potential future works.
II. BACKGROUND A. RELATED WORK
The problem of multi-cell scheduling in presence of inter-cell interference is known to be an NP-hard combinatorial problem [6] . In [7] , the authors showed that the solution can be achieved using dual decomposition approach for multi-cell resource allocation in OFDMA system when the system satisfies the time-sharing condition. However, the outcome solution requires centralized management and it is still iterative and complex particularly in presence of multiple strong interferers which is generally the case for small cell networks.
For the small cell case, there are different heuristic solutions to address this problem in the literature. Among heuristic solutions, graph-based solutions are of particular interest in this case due to modularity and potential simplicity. In this context, we focus on one of the promising categories of Dynamic ICIC that could be applied in small cell deployments, namely Graph-based Interference Coordination ( [5] , [8] - [13] ). In this category, the inter-cell interference problem in cellular networks is addressed based on graph theory. An Interference Graph, consisting of vertices connected through edges, represents the interference relationships between nodes, denoted as users or base stations (access points) of different cells in a multi-cell environment. Numerous different approaches encompass this graph-theoretic framework that can be further categorized based on the way Interference Graphs are initially formed and interpreted. These approaches are generally classified as Graph-coloring (GC) and Graph-partitioning (GP) based solutions.
In GC-based schemes, nodes (users) are labeled with a color corresponding to a specific channel. Jamming / Conflict GC-based schemes ( [8] , [9] ) cover proposals targeting to find the minimum number of colors required (channels) to label the nodes, provided that interfering nodes should not use the same color. In jamming GC, there is edge connection between only users suffering from high interference, belonging to neighbouring cells. On the other hand, in weighted GC schemes ( [10] , [11] ) all the nodes are connected via weighted edges. The weights show the interference condition between all the nodes in the system and the connected nodes might share the same resource if the interference factor is not critical; hence, allowing the BSs to allocate more channels per user. Concerning small-cells, GC-based schemes provide practical solutions to mitigate ICI efficiently in a more distributed way. However, this comes at the cost of low spectrum utilization [5] which is a key burden for their application in emerging small cell networks.
Another interesting Graph-based ICIC class is the GP-based category [12] , [13] . The concept of this class is based on the partitioning of users (nodes) into sets (clusters) throughout the network. Each set comprises users that belong to different cells, ideally experiencing low mutual interference. In other words, each cluster can act as an umbrella set representing the enclosed users. Hence, the channel allocation problem transforms into a resource allocation problem between clusters instead of users. In [12] , a heuristic algorithm was proposed to deal with the graph-partitioning problem via Max-K-cut problem [14] . Each cut results in a cluster of users and the objective is to provide K clusters with low intra-cluster sum weights. Therefore, the partitioning of the graph into clusters with almost equal sum-weights leads to a fair allocation of resources across the clusters. Additionally, in our previous work [13] , we proposed an adaptive graph-based clustering framework for small cells combined with channel-aware resource allocation to provide tunable Quality of Service (QoS) measures at different levels.
As mentioned above, in the state-of-the-art graph-based ICIC mechanisms the ICI isolation is the key objective. There, one of the challenges is the fact that the resource partitioning among small cells, in a way that ICI is minimized, might lead to lower sprectum utilization. In this paper, we examine multi-cell scheduling for small-cell networks as a graphbased ICIC problem, by providing a novel formulation and a graph-based solution's framework of high modularity and potential simplicity. In this direction, we propose an alternative method of graph construction by using quantized costs so as to lower the signalling required for the small cells' coordination.
B. GRAPH NOTATION
• Graph: Let G(V , E) be an undirected graph with vertex set V = {v 1 , v 2 , . . . , v n }. If the graph is weighted, each edge between two vertices v i and v j carries a non-negative cost c i,j ≥ 0. Here, we assume that c i,i = 0, ∀i = 1, 2, ..n and as G is undirected, we require c i,j = c j,i , ∀i = j.
• Sub-Graph: Let S be a sub-set of V. For an undirected graph, E(S) is the set of induced edges on
Then, the induced subgraph (S, E(S)) can be denoted as H S .
• Vertex Degree: The weighted degree of a vertex v i ∈ V is defined as deg(i) = j =i c i,j .
• Path: A path on a graph is a sequence
are edges of the graph and v i are distinct ∀i ∈ V .
III. SYSTEM MODEL AND METHODOLOGY
A. SYSTEM MODEL Here, the system is considered as a downlink multi-cell OFDMA cellular network that consists of a dense deployment of small cells. Each small cell is served by a single, randomly located, access point denoted as small-cell Access Point (s-AP). The entire network consists of L s-APs and the s-APs re-use the same spectrum which is divided in n = 1, 2, . . . , N sub-channels. The l th s-AP serves M l users and the total number of users in the system is the aggregation of the users of all L s-APs, such that M T = L l=1 M l . This system also includes a local entity that acts as the control unit that resolves the conflicts (in terms of interference) in the small cell network.
In Fig. 1 , we illustrate an example deployment comprising a dense small cell network, as well as a Local Gateway (L-GW). Such L-GW provides an aggregation point between small cells and the backhaul, which is likely to be the case for enterprise / shopping mall / airport deployments. Here, small cells are assumed to use orthogonal resources to the macro-BS; thus the problem of ICI between the small cells and the macro-BS is not addressed. This is consistent with the self-autonomy envisioned for small cells with respect to macro cells and is also in line with 3GPP [15] from practical perspective, allowing the orthogonalization of spectrum between macro-BS and small cells.
In the small cell network, the problem of capacity optimization can be translated to weighted sum rate (WSR) maximization problem where the weighting factors can be tuned according to QoS requirements of the network. Let {w i,n , i ∈ M l , n ∈ N } be arbitrary user weights taking into account instantaneous QoS requirements and R i,n , ∀i ∈ M l the achievable users data rate in terms of spectral efficiency on each sub-channel (using the truncated Shannon capacity formula) and is represented as:
where ρ accounts for the SNR gap observed in practice in a system using adaptive modulation and coding. A useful approximation of ρ is given in [16] as ρ = −1.5 ln 5×BER that assumes QAM detection for a given Bit Error Rate (BER). The corresponding SINR is:
Here, P i,n is the small cell transmit power for user i on subchannel n and G i,l,n is the channel gain between s-AP l and UE i ∈ M l on the sub-channel n. Moreover, η is the power of the thermal noise.
B. METHODOLOGY AND OVERVIEW OF CONTRIBUTIONS
In this sub-section, our methodology for addressing weighted sum rate maximization problem is discussed in order to enhance the readability of the following sections. In this context, we briefly present the involved sub-problems that will be addressed in later sections of this paper in detail and their relationship to the initial objective function.
• Weighted Sum Rate Maximization (WSRM): The target optimization problem is to find the optimal resource allocation (subchannel and power control) in order to maximize the weighted sum-rate:
Subject to:
where A = {a i,n |a i,n ∈ {0, 1}} is the binary variable corresponding to the allocation decision for the subchannel n to user i of s-AP l, i.e. a i,n = 1 if user i is allocated sub-channel n and 0 otherwise, ∀n ∈ N . Hence, the optimization problem is weighted sumrate maximization over the network in presence of inter-cell interference subject to power constraint of P l,max per node l as in (4) and orthogonal allocation at intra-cell as in (5) . The constraint in (5) can be translated as a i,n a j,n = 0, ∀i, j ∈ M l , ∀l ∈ L, n ∈ N , since two users belonging to the same cell cannot be allocated the same resource. This generic multi-cell scheduling problem is non-convex with non-linear constraints and proved to be NP-hard [6] .
• User-Pair Resource Allocation (UPRA): We define UPRA in IV.A as a lower bound of the original WSRM problem. Although UPRA is still NP-hard, it can be translated and analyzed via a graph-based approach as outlined in this paper. Here, the objective will be to find the sub-channel and power allocation for pairs of users, rather than users, so to maximize the sum of the weighted rates within the small cell network. This problem as presented in (6), will be proven to be a lower bound of the conventional WSRM problem which is tight in the case of full spectrum utilization by each small cell. Based on UPRA formulation, an interference weighted graph between users will be created in Section IV.B, where the edge costs are identified by the interference conditions for each pair of users.
• Minimum Path Selection of Size L (MPS (L) ): In this sub-problem of UPRA, the power constraint will be relaxed so as to decompose the problem on per subchannel basis. Here, by introducing a set of auxiliary slicing variables in Section IV.C.1 we will partition the constructed graph into a set of minimum cost paths with different population sizes. This sub-problem will be formulated as a Integer Programming problem in Section IV.C.1, eq. (13) and will be solved using both optimal and heuristic approaches.
• Multi-Cluster Resource Allocation (MCRA): Having formed multiple minimum-cost paths in the graph, MCRA sub-problem in Section IV.C.2 will find the optimum path per sub-channel to minimize the total cost (or to maximize the total WSR). In particular, the already relaxed power constraint will be re-imposed at this stage to satisfy all conditions. In Fig. 2 , the work methodology is illustrated which shows the interaction between the mentioned sub-problems. With this overview we next present details of each one of the these contributions in following sections. 
IV. GRAPH-BASED MULTI-CELL SCHEDULING FRAMEWORK A. GRAPH-BASED PROBLEM FORMULATION
The generic multi-cell scheduling problem in (2) can be translated to the following optimization problem, where the objective is to find all the pairs of users (instead of users) for which the WSR is maximized. This problem can be seen as a multi-cell resource allocation problem for pairs of users i, j ∀i, j = i ∈ M T , denoted as UPRA problem and will be shown to be a lower bound of the optimization problem in (2) . Translating the conventional problem to this one will facilitate utilizing a graph-based framework where user pair allocation is closely coupled with interference graph creation and manipulation.
Subject to (4), (5) and:
where B = {b i,j,n |b i,j,n ∈ {0, 1} : b i,j,n = a i,n a j,n } is the binary variable corresponding to the allocation decision for the sub-channel n to both users i,j of different s-APs, i.e. b i,j,n = 1 if users i, j are allocated sub-channel n, where n ∈ N . Due to (5), the user pair allocation for users of the same cell is not accepted (b i∈M l ,j∈M l ,n = a i,n a j,n = 0). Here, ζ i,j,n is defined as the weighted sum-rate for each pair of users i,j and is equal to the sum of their individual weighted rates:
The proposed UPRA optimization problem is a lower bound of the original optimization problem as defined in (2) .
Proof: UPRA problem in (6) , allocates the resources to pairs of users instead of users. For each subchannel n, if we substitute ζ i,j,n with w i,n R i,n + w j,n R j,n and b i,j,n with a i,n a j,n , (6) is transformed to the following formulation, ∀n ∈ N :
Analysing equation (8), we can observe that it can be written as:
In (8), the term a i,n ( j =i∈M T a j,n ) can be re-written as
Using this transformation and the fact that a i,n belongs to {0, 1}, we transform (8) to the following equation:
Note here that a i,n ( j∈M T a j,n − a i,n ) term was replaced by a i,n ( j∈M T a j,n − 1), as this corresponds to the case when
In (10), we observe that the UPRA problem as formulated in (6) is 2( i∈M T a i,n − 1) times the orginal problem as described in (2), ∀n ∈ N . Notice here that the multiplication factor is variable and depends on the level of reuse for each cell.
Corollary 1: The lower bound of the original optimization problem will be tight in special cases such as when all the s-APs in the system utilize all the available resources (reuse-1).
Proof:
The term 2( i∈M T a i,n − 1), ∀n ∈ N in (10) is equivalent to 2(L −1), since the number of allocations of each sub-channel is equal to the number of L small cells, which reuse the same resource. The lower bound will be tight in case of full spectrum utilization in different small cells for all the sub-channels. As a result, UPRA problem can be seen as a scaled variant of original WSRM by factor of 2(L − 1). Transforming the conventional WSRM to UPRA problem, in the following sub-section, we construct a graph-based solution based upon that where the edges of the graph indicate interference conditions among different pairs of users.
B. WEIGHTED GRAPH CONSTRUCTION
The interference graph G(V , E) consists of V vertices corresponding to the users in the system such that |V | = M T and E edges that show the downlink interference conditions between users.
This interference graph is constructed in the centralized processing entity (L-GW), where all s-APs report the channel conditions for all users. For the graph construction, we use a metric corresponding to the relative channel qualities for each pair of users. This metric, which is discussed later in this section represents the interference conditions that each pair of users can experience at a specific sub-channel, taking into account channel statistics for both users (path loss, shadowing effect and multi-path small scale fading). Hence, an edge logically shows the level of signal degradation to both users i, j assuming they utilize the same time-frequency resource (which is represented by the cost factor c i,j,n of the edge, ∀i, j = i ∈ M T , ∀n ∈ N ). In this work, we propose two different ways of setting/updating the weights: Continuous and Quantized.
1) CONTINUOUS WEIGHTING
In order to match the problem in (6) with the graph-based framework, we need to first ensure that the minimization of sum of edge costs in the interference graph, will provide an optimal solution to the UPRA problem. Therefore, we initially propose the continuous weighting of the edges in a way that the minimization of the total costs is going to maximize the WSR for each sub-channel. This is done by setting the cost of each edge as c i,j,n = −ζ i,j,n = −(w i,n R i,n + w j,n R j,n ). The optimal selection of edges minimizing the sum-costs in the interference graph optimizes the weighted sum rate maximization problem, where each edge is weighted as c i,j,n = −ζ i,j,n , ∀i, j ∈ M T , ∀n. This is straightforward to show, by replacing ζ i,j,n with −c i,j,n in (6) . By this, the problem in (6) can be translated to the following problem:
which is equal to:
The problem in (12) can be defined as the problem of finding the pairs of users so as to minimize the total costs in the interference graph. Therefore, the minimization of the sum costs in the interference graph, is a transformation of the UPRA problem as defined in (6).
2) QUANTIZED WEIGHTING
The continuous setting of costs based on the rate values, as presented above, could potentially provide an optimal solution if combined with an exact user-clustering mechanism. However, in practical systems users' SINR values are sent back to the L-GW after being converted to discrete Channel Quality Indicator (CQI) values based on quantization steps. It is possible to alter the granularity of basic reporting scheme for adjusting the signalling overhead by changing the number of CQI reports. So, in case of quantized weighting, discrete set of values will be utilized, taking into account the number of thresholds N thr . In Table 1 , a detailed representation of our weighting algorithm is described for the case of quantized weights, assuming we have several thresholds (Thr 1 , Thr 2 , . . . , Thr N thr ). In both cases the edges between users of the same cell are cut to ensure that each sub-channel is utilized (at most) by one user per cell, such that: ∀i, j = i ∈ M l ⇒ c i,j,n = infinite. By this, graph G is divided into L disjoint sets corresponding to the groups of users, belonging to the same cell. The resulting interference graph is illustrated in Fig. 3 , where an example graph with edges between users of different disjoint sets is shown. 
C. GRAPH-BASED CLUSTERING AND RESOURCE ALLOCATION
At this stage, the graph has been formed based on UPRA problem in (12), subject to power and resource allocation constraints as in (4), (5), (7) . Finding the solution to this problem requires searching all possible combinations for pairs of users for all sub-channels. To this end, we relax the power constraint to decompose the problem accross different sub-channels. By this, we provide a simplified problem framework by narrowing the search space of UPRA problem on a per-subchannel basis.
Additionally, we can further limit the search space considering the fact that at most one user can be scheduled per sub-channel for each small cell (disjoint set). This is done by introducing a new set of auxiliary variables that slice the search space into limited number of minimum cost paths per sub-channel. Following, we describe the MPS problem:
1) MINIMUM PATH SELECTION (MPS)
Minimum Path of order ν for sub-channel n, denoted as * n (ν), ∀n ∈ N , ∀ν ∈ (0, L] is the minimum path of size ν that traverses the interference graph where it includes only one vertex per disjoint set (s-AP l).
Mathematically, the problem of MPS, given an interference graph comprising L disjoint sets can be formulated as: * n (ν) := min
i∈M ν
where y i is the set of auxiliary slicing variables which shows if a vertex is visited (is equal to 1) or not (is equal to 0). The constraint (14) requires the number of edges incident with a vertex to be either ν − 1 (if i is visited) or 0 (otherwise) and constraint (15) ensures that exactly one vertex (or node) per disjoint set is visited. The new auxiliary variables y i in conjunction with ν helps to form L − 1 minimum paths per sub-channel. So, the UPRA problem would be simplified to finding optimal ν that minimizes the aggregate cost according to (13) , leading to a solution to (12) .
The proposed solutions for MPS sub-problem are explored in Section V.A.
2) MULTI-CLUSTER RESOURCE ALLOCATION (MCRA)
Having formed the L − 1 minimum cost paths per subchannel, at this stage, we try to identify the optimal MPS per sub-channel taking into account the already relaxed power constraint. This problem can be represented as finding the minimum path of size ν for which the total costs of the users comprising the minimum path is minimized. This is equivalent to finding the optimal ν for which the Weighted Sum Rate (WSR) of the users in the minimum path is maximized. This can be mathematically represented as:
subject to power constraint (4). The proposed solution for MCRA sub-problem is described in Section V.B.
V. SOLUTIONS FRAMEWORK A. PROPOSED SOLUTION FOR MPS
In this section, we discuss the solution framework for the MPS sub-problem, which was defined in the previous section as an Integer Programming (IP) problem. Firstly, we derive an exact solution to this problem using the Branch-and-Cut algorithm [17] . Furthermore, due to the high complexity of the enumerative solution we also propose a near-optimal heuristic algorithm to solve this problem efficiently for large graphs.
1) BRANCH-AND-CUT EXACT APPROACH
In this section, we propose an enumerative algorithm for the exact solution of the MPS problem. The algorithm follows a branch-and-bound scheme, where lower bounds are computed by solving a linear program (LP) relaxation of the problem. This relaxation is iteratively tightened by adding valid inequalities to the formulation according to the cutting plane approach. The exact method is known as a branchand-cut algorithm and is thoroughly described in [17] for the case of the IP problem. Following, we briefly describe the algorithmic steps we used in our study.
a: Initialization
At this stage we transform the interference graph to an edge graph so as to be able to solve the IP problem, taking into account only the edges between users of different cells. The resulting edge graph defines the number of variables in the IP problem (as defined in (13)) which is equal to
, assuming equal number of users per small cell and un-directed edges.
b: Lower bound
Having formed the edge graph, the next step is to find the lower bound using an LP relaxation. In our work the initial near-optimal solution for the root node is derived using Langragian relaxation. The relaxed problem in that case is formed by omitting y i variable in the problem discussed in (13)-(17). This can be formed as the problem in (13), subject to (16) and:
We then dualize in Langragian fashion the constraints (19) , (20):
The computation of the Lagrangian multipliers λ * i , µ * i is done using the classical sub-gradient optimization. We have two nested loops where we iteratively update the multipliers. In the external loop, the multipliers for (20) are updated; following, in the internal loop we keep µ * i multipliers fixed and we adjust the multipliers for the degree constraint (19) .
c: Upper bound
After finding the lower bound, which is the optimal solution [17] for the relaxed problem, we now aim to find the upper bound to the original problem, which is a set of feasible solutions using local search algorithms and improvement procedures, in similar way as in [17] .
d: Branching
Here, we create a new node in the search tree following the logic of branch and bound. We consider the branching on variables, the standard approach for branch-and-cut. It consists of selecting a fractional edge-decision variable and generating two descendant nodes by fixing its value to either 0 or 1. In our implementation, we use the most fractional branching where we choose variable with fractional value closest to 0.5 (ties are broken by choosing the edge having maximum cost). 1 
2) PROPOSED HEURISTIC APPROACH
Due to the complexity of MPS sub-problem, it is crucial to seek heuristic solutions to address the problem in an efficient manner. In this sub-section, we propose such a solution comprising three key steps:
• Selection of Representatives: This step enables the selection of one representative node corresponding to each cell. This representative node is the user with the best experienced signal quality towards his serving s-AP.
•
Generation of Multiple Minimum-Cost Paths for Each
Representative: Thereafter, from each representative user the minimum-cost paths are calculated. The minimum cost path is calculated by taking the intra-path sum 1 There are a variety of branching strategies e.g. Strong Braching, Pseudo Cost Branching and Most Infeasible (or fractional) Branching [20] . The latter is used in our study as a popular strategy that shows greatest impact on LP relaxation. VOLUME 2, 2014 weight, i.e. the sum of all the edges weight combinations for the nodes composing the path. Note here that the minimum cost paths that are generated can be sub-optimum solutions due to falling in local optima. In this stage, we generate a population of feasible solutions with path size ν ∈ (0, L]. The same procedure is repeated for all the representatives. As duplicate paths might be generated in this process, those are to be excluded from the feasible solution set at the end of this step.
• Selection of Minimum Path: In this step, from the set of feasible solutions generated in the previous step, we select the minimum path of size ν ∈ (0, L] as the path with the lowest intra-path sum-weight among them. 4 shows schematically an example for the process in this step. In particular, starting from representative R 1 , we search the neighborhood of connected (via edges) users and we select the path (or paths) that minimize the intra-path sum costs. The termination of the local search depends on the size of the path (s) we aim to extract. This continues for all the representatives. For example Path 1 in Fig. 4 corresponds to a path that consists of L users, one from each of the L s-APs.
The flowchart as in Fig. 5 shows an overview of the proposed scheme for MPS (ν) heuristic algorithm: As shown in the flow chart, starting from each representative node, we aim to find the user that minimizes the intra-path sum weight via selecting from a set of users, defined as Allowable Move (AM) set. This set initially includes all the users and is updated iteratively based on the node selection process. The addition of the nodes continues till the number of nodes in the path equals to size ν ∈ (0, L], where the paths are extracted along with their intra-cluster sum-weights. This process repeats for all the representatives. Thereafter, from the set of the feasible solutions we have generated, we select the one with the minimum intra-cluster sum-weight as the Minimum Path of size ν ∈ (0, L].
B. PROPOSED SOLUTION FOR MCRA
In our GP-based Multi-cell Scheduling proposal, due to different levels of reuse factor in the outcome solution per sub-channel, it is not possible to determine in advance the power level per resource as it can mutually affect the resource allocation scheme. The aforementioned challenge requires an iterative power allocation algorithm on top of the graphpartitioning based channel assignment. Here, we apply the optimum power allocation as derived in [18] . This algorithm is an iterative power allocation scheme dealing with the problem described above. The concept in this algorithm is to iteratively adjust the power-level per resource for each s-AP based on the cluster channel assignments since the number of used resources per s-AP is unknown in advance. The flowchart as in Fig. 6 shows an overview of the final proposed scheme for MCRA problem employing the heuristic algorithm for MPS along with the iterative power allocation policy as of [18] .
As can be seen, starting from the first sub-channel, the MPS heuristic algorithm is executed for different path sizes. By this procedure, L-1 clusters of different sizes are created and stored. Then, the optimal cluster is chosen as the one maximizing the WSR (or equivalently minimizing the sum costs). At the next stage, the allocated sub-channel is removed from the pool and the weighted sum capacities are updated accordingly based on the iterative power allocation algorithm of [18] . Then the process continues for the rest of sub-channels.
VI. SIMULATION RESULTS
In our target deployment, the L-GW represents a small cell gateway that supports a number of indoor s-APs in a number of small cell blocks. As can be seen n Fig. 7 , in each apartment, one s-AP and 4 users are randomly dropped per snapshot. The available bandwidth is partitioned into 12 sub-channels (denoted as Resource Blocks in LTE) which can be re-used between different small cells. Therefore, each user is served by one s-AP while it receives interference signals from surrounding s-APs in case of re-using similar resources. We run Monte Carlo simulations for 5000 random snapshots with the simulation parameters derived from 3GPP standard [10] as in Table 2 .
The metrics which are used to evaluate our proposal are: the average cell Spectral Efficiency, showing the aggregated spectral efficiency per cell and downlink SINR, as the achievable SINR per user.
A. EVALUATION AGAINST THE OPTIMAL USER CLUSTERING
Initially, the first step is to evaluate our proposal against the optimal case, where the clustering is determined using continuous weights and the Branch-and-Cut enumerative method. Moreover, we compare two variants of our heuristicbased clustering approach (shown in section V.A.2). The first variant is when using continuous weights as in the optimal clustering. By this, we show how close to optimal is our proposal assuming the same interference graph.
Although, the continuous weighting can show a theoretical best solution, in practical systems, due to the backhaul limitation and the centralized nature of our scheme, we also present our proposal using quantized weights, so as to show the performance that is sacrificed in order to decrease the signalling overhead required.
For this evaluation, we set w i,n = 1, ∀i, ∀n, transforming the WSRM problem to sum-rate maximization for a fair comparison.
In Table 3 , the spectral efficiency (per user as well as per cell) is compared for the three different cases as explained above. As can be seen in this table, the optimal clustering achieves the best SE in both cases, targeting the mean values. The proposed clustering can achieve promising performance quite close to the optimal clustering at lower level of complexity. Here, continuous weighting is generally better than quantized weighting at the cost of higher level of signalling required. Nevertheless, quantized weighting can achieve high performance in all measures as outlined.
B. EVALUATION AGAINST THE STATE-OF-ART BENCHMARKS
For this evaluation we are going to compare our graph-based proposed algorithm taking into account similar benchmarks as in [12] , [13] , and [19] . In this comparison, Proportional Fair (PF) Scheduling is used for a multi-channel system in each small cell to provide a fair allocation of resources between multiple users. Each user feedbacks the achievable data rate to its serving s-AP l per sub-channel n = 1, 2, . . . , N and the s-AP calculates the ratio of the achievable spectral efficiency R m,n (t) to the average spectral efficiency R m (t) for each user m = 1, 2, . . . , M and time-slot t = 1, 2, . . . , T . Thereafter, each s-AP forms a matrix consisting of the ratios of the achievable rate to the average spectral efficiency for the allocated users, corresponding to their individual weighted rates:
We compare our scheme against our prior adaptive graphpartitioning clustering mechanism for small cells [13] . This framework incorporates dynamic clustering combined with channel-aware resource allocation to provide tunable quality of service measures at different levels. Moreover, we compare our proposed algorithm against a fixed graph partitioning mechanism [12] that uses Max-k-cut for the clustering of the users. Moreover, a bi-partitite graph coloring algorithm [19] VOLUME 2, 2014 is also included in this comparison that achieves the best results so far in terms of cell throughput, due to the fact that inter-cell RRM is performed as an extra step on top of PF intra-cell scheduling by each s-AP. Another benchmark is a worst case interference scenario, where each small cell utilizes the entire available spectrum. Here to ensure fair comparison, we use the same conditions as in [13] , using the same weighting of the interference graph and Proportional Fair Scheduling in similar manner as in the aforementioned proposals. As can be seen in Fig. 8 , our proposal using discrete edge weights, shows significant gain over the benchmarks targeting the median and mean of the CDF of the average cell spectral efficiency. In particular, for both mean and median, we observe an improvement of 7.5% over the bi-partite GC [19] , 17% over Reuse-1, around 35% over the adaptive GP [13] and more than 51% over the fixed GP [12] .
Additionally, targeting the 5 th percentile, our proposed scheme shows improvement of around 10% over the bi-partite GC, Reuse-1 schemes and around 27% improvement over the adaptive and fixed GP. Similarly, targeting the 95% percentile of the CDF of the average cell SE, our proposal shows better results (2.7% over [19] , 4.5% over Reuse-1 and more than 49% over [12] , [13] ).
Another interesting metric is the CDF of the downlink SINR. Here, 2.2dB (threshold for BPSK to achieve reasonable un-coded BER) is chosen as the threshold for the outage probability. By this, we can observe in Fig. 9 that our scheme has 6.5% outage probability and outperforms Reuse-1 PF (20% outage) and fixed-GP [12] (11% outage). Moreover, it shows similar results with bi-partite GC [19] , and has FIGURE 9. CDF of downlink SINR. higher outage than the adaptive GP [13] (1%). There is a clear trade-off here between achieving high cell throughput versus per user SINR and outage probability. The adaptive and fixed GP schemes ( [12] , [13] ) favour higher mitigation of ICI, resulting in lower reuse factor per cell. On the other hand, our proposed scheme targets higher spectrum reuse while achieving acceptable per user SINR and outage. The adaptive and fixed GP schemes ( [12] , [13] ) prioritize the mitigation of the ICI; however the interference isolation can be the result of low resource utilization by each cell. Hence, the per user achievable SINR might be enhanced; but the aggregated throughput per cell remains lower than Reuse-1 in most cases (on average around 60% spectrum utilization per cell). Our proposed scheme prioritizes the enhancement of the per cell throughput by enabling higher spectrum utilization by each cell (close to Reuse-1). Consequently, the high spectrum utilization we achieve, can cause higher interference from other cells and inevitably lower per user SINR than the adaptive and fixed GP schemes. Nevertheless, our new proposal addresses more efficiently the tradeoff by enhancing cell spectral efficiency, while keeping the outage probability at low levels.
C. EVALUATING THE IMPACT OF CELL DEPLOYMENT AND RESOURCE RESOLUTION
In this section, we aim to capture the impact of resource granularity (i.e. varying the number of sub-channels) as well as cell deployment on the performance of the proposed algorithm. Fig. 10 illustrates the cell throughput for different resolutions of resources (2 to 12) for two deployment strategies: regular small cell deployment where s-APs are located at the centre of each apartment, random small cell deployment where s-APs are randomly positioned per apartment. For each strategy, we demonstrate 2 curves: one related to the samples collected from only centre apartment (as the worst case scenario) and another related to averaging over samples collected from all apartments in the grid.
As illustrated in Fig. 10 , the random deployment shows lower performance compared with regular deployment for similar resource resolutions. The gap is larger for worst case scenarios collected from central cells. Nevertheless, the curves are increasing function of resource resolution as it is evident by superior performance in the higher number of resources.
VII. CONCLUSION
This paper proposed an adaptive multi-cell scheduling framework via graph-partitioning specifically for small cell networks. The major contribution was the novel formulation of the graph-partitioning based resource allocation problem and subsequently the decomposition of the graph-based multicell scheduling into multiple MPS sub-problems. For this, we formulated the MPS sub-problem as an Integer Programming problem and we provided an exact solution using Branchand-Cut enumerative method. This was followed by the proposal of novel heuristic algorithms that solve WSRM and corresponding MPS sub-problems in a close-to-optimal way in a multi-small cell environment. The outcome of this work shows promising results when tested in dense scenarios consisting of indoor small cells. In particular, for an unplanned deployment of small cells we managed to achieve high small cells' spectral efficiency comparing to other benchmarks from the literature (uncoordinated PF and graph-based ICIC mechanisms), while keeping the outage probability in reasonable levels. 
