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Let R be an associative algebra over a field k and let L be a Lie algebra 
over k acting on R as derivations. We will be interested in studying the 
relationship between R and the ring of constants RL. Our situation is a 
special case of the study of rings of invariants of Hopf algebra actions and 
is also analogous to another special case of Hopf algebra actions, namely, 
the study of fixed rings of finite group actions. Many of the results in this 
paper are analogs of results on group actions and give rise to more general 
questions regarding Hopf algebra actions. 
In Section 1, we study actions on non-nilpotent algebras. We first show 
that any algebraic derivation has non-zero constants and then prove that 
any finite dimensional nilpotent Lie algebra of algebraic derivations must 
act with non-zero constants. It then follows, as a corollary, that any finite 
dimensional nilpotent restricted Lie algebra must act with non-zero 
constants. These are analogs of results on groups proved in [ 12, 5). 
In Section 2, we prove a necessary condition for the existence of non- 
zero invariants of certain Hopf algebra actions. We then use this result to 
prove the converse of our theorem on nilpotent restricted Lie algebras. We 
conclude the section with several questions on general Hopf algebra 
actions. 
1. NON-NILPOTENT ALGEBRAS 
In this section we will prove the existence of non-zero constants of cer- 
tain Lie algebra actions. Let R be an algebra over a field k and let Der(R) 
denote the k-linear derivations of R. If L is a Lie algebra over k, then by an 
action of L on R, we mean a Lie homomorphism L -+) Der(R). The ring of 
constants of L on R is the subset RL = (r E R 1 d(r) = 0, all do d(L)}. If we 
are discussing a single derivation d, we may refer to Rtd’ = {r E R 1 d(r) = O}. 
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When char k = p > 0, we will often be concerned with Lie algebras L that 
are restricted (that is, there is a p-mapping x + xcP1 on L satisfying certain 
properties [ 141). In the case where char k = p > 0, dp E Der(R) whenever 
de Der(R), therefore Der(R) is a restricted Lie algebra where the p-map- 
ping is simply the usual pth power. If L is a restricted Lie algebra acting on 
R, we will additionally assume that $(xcpl) = 4(~)~, for all I EL. 
In any characteristic, we say that dE Der(R) is algebraic over k, if d is 
algebraic as a k-linear transformation of R. We say that L acts as algebraic 
derivations if d(x) is algebraic, for every x E L. When L is finite dimen- 
sional and restricted, then for every x E L there exist CI~, . .. . U, E k such 
that aOx + aIxcpl + ... +a,xcpnl =O. Thus O=q4(a,x+ ... +a,,xCPnl)= 
a&(x) + . . . + a,q5(x)P” and so, d(x) is algebraic. As a result, we note that 
the action of finite dimensional restricted Lie algebras is a special case of 
the action of finite dimensional Lie algebras of algebraic derivations. Some 
work has already been done regarding the action of finite dimensional 
restricted Lie algebras by Harchenko [lo], Bergman [4], and Bergen and 
Montgomery [l] when R is prime and the derivations are outer. 
Herstein and Neumann [ 121 prove that an algebraic automorphism of a 
non-nilpotent algebra must act with non-zero fixed points. Our first main 
result is an analog of the Herstein and Neumann result for derivations. In 
proving our result, we will make great use of some work on group graded 
rings by Cohen and Rowen [8]. 
Before beginning, we briefly fix our notation for group gradings. If R is a 
ring and G is an additive group, we say that R is graded by G if 
R = CgeC @ R,, where the R, are additive subgroups of R, and 
R,RhcR,,h, for all g, h E G. In addition, supp R = {g E G 1 R, #O}. 
We begin by stating and proving a special case of a lemma proved by 
Cohen and Rowen [S]. 
LEMMA 1.1. Suppose R is graded by G and supp R = { g, , . . . . g,>. If 
Rf=O then R”‘+‘=O. 
Proof. Suppose not; therefore Rms+ ’ # 0. Since R = CT=, OR, it 
follows that 0 # Rms+ ’ = C R,, R,,* ... Rg,,,+,. As a result, there is some 
sequence gil, . . . . gim,+, of elements of supp R such that R,, . . . Rg,,$+, # 0. 
Now, let hj=gi, + ... +g,, forj= 1, . . . . ms + 1. Since h,, h,, . . . . h,,+, is a 
sequence of ms + 1 elements of supp R, by pigeonholing, there is a sub- 
sequence h,,, ,.., hi,+, with hi, = . . . = hjm+,. 
For t = 1, . . . . m, let A, = RR,,,+, . . RRq,+, ; then A, c RtgY,+, + . . . + 
g I,,+,)= R(h,,+,-“d- - R,. As a result, A, A, ... A, c R: = 0; however, the 
product A, . . . A,,, is a “subproduct” of R,, . . . Rg,,+,, contradicting that 
4, . . . Ram+, + 0. 
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If d is an algebraic derivation of R and all its characteristic roots lie in k, 
then R is a direct sum of its characteristic subspaces. It is well known that 
this decomposition of R is actually a grading by k. For completeness, we 
state this as 
LEMMA 1.2. Suppose dE Der(R) has all its characteristic roots in k, then 
R is graded by k. 
Proof: If GI E k, let R, = {r E R ( (d- u)n(r) = 0, some n 2 1 }. It is clear 
that if 01 is not a characteristic root of d then R, = 0, thus R = CrGk@ R,. 
Now, let CI, /?E k and rE R,, SERB; we observe that (d- (CI + p)) 
(rs) = (d-a)(r) s + r(d- p)(s) and therefore repeated application results 
in (d-(cc+b))“(rs) = ~~!“=o(~)(d-~)i(r)~(d-~)m-i(s). Hence, if 
(d-a)“‘(r) = 0 and (d-/?)“‘(s) = 0 then (d- (a + /?))“I+“- ‘(rs) = 0 and so, 
rsE Rlx+B. 
We can now prove our first main result. 
THEOREM 1.3. Let R be a non-nilpotent algebra over a field k and let 
d be an algebraic k-linear derivation of R. Then RCd’ #O, where RCd’ = 
(rERld(r)=O}. 
Proof: We will first reduce to the case where k is algebraicly closed. If k 
is the algebraic closure of k and R = R Ok &, then d= d@ 1 is a derivation 
of R such that R, J, and R inherit all the hypotheses placed on R, d, and k. 
In addition, (R)(d) = R’“’ Ok k; therefore we may assume that k is 
algebraicly closed. In particular, k now contains all characteristic roots 
of d. 
Suppose the minimal polynomial for d over k is cr,d” + c(,- , d”-’ + 
. + d’= 0, where 0 < 1 <n. If y,, . . . . yt are the characteristic roots of d, 
then, by Lemma 1 .2, R is graded by k and supp R c {y,, . . . . y,}. Thus, by 
Lemma 1.1, if Rr = 0 then Rmf + ’ = 0, a contradiction. 
As a result, R, is a non-nilpotent algebra and it is clear that 
RO= (rE Rld’(r)=O}. Now, if 0 # rE R, there exists a ja0 such that 
d’(r)#O and dj+‘(r)=O, therefore O#dj(r)~ RCd’. Hence R’“‘#O. 
We observe that, in general, if d is algebraic and RCd’ # 0 then any 
polynomial ~1, d” + ~1, ~ id” ~ i + . + d’ satisfied by d must have 12 1. Of 
particular interest is the special case where I= 1. In the proof of Theorem 
1.3, if I = 1 we have R0 = RCd’. Therefore, if (RCd’)” = 0 then Rm’+’ = 0, 
where t is the number of characteristic roots of d. 
We record this as 
COROLLARY 1.4. Let R be an algebra over a field k and let d be an 
algebraic k-linear derivation of R satisfying the polynomial 
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cc,,dn + a,- ,d’-’ + . . + d= 0. Zf R is non-nilpotent then RCd) is non- 
nilpotent. More precisely, if ( RCd))“’ = 0 then R”” + ’ = 0. 
We can now also use Corollary 1.4 to prove the following result. 
COROLLARY 1.5. Let R be a semiprime algebra over a field k and let d be 
an algebraic k-linear derivation of R satisfying the polynomial 
cr,dn+x,-, d”-‘+ ... + d = 0. Then RCd’ is semiprime. 
Proof: Let f=a,d’~‘+a,~,d”~‘+ ... +l; we view f as a linear 
transformation of R with f(r) = a, drip ‘(r) + ... + r. If R is any ring, we 
have d(f(r))=a,d”(r)+ ... +d(r)=O, for all rER, and f(a)=a, for all 
a E RCd’. In addition, if r E R and a E R (d), it is easy to see that f(ar) =af(r) 
and f(ra) =f (r) a. The result of all this is that f is a R’“‘-bimodule map 
from R onto RCd’. 
Now, suppose I is a non-zero ideal of Rtd) such that I2 = 0. Let o # a E Z 
and consider Ra; by the semiprimeness of R it follows that Ra is a non- 
nilpotent algebra. Since Ra is invariant under d, we can apply Corollary 1.4 
to conclude that (Ra)‘d’ is also non-nilpotent. However, by the previous 
paragraph, f (Ra) = f (R) a = RCd) a and f (Ra) = (Ra)‘d). Therefore, Rtd’a is 
non-nilpotent, but ( RCd’ a)’ = Rfd’aR(d)a c Z* = 0, a contradiction. Thus 
RCd’ is semiprime. 
We should note that the assumption that d satisfy a polynomial of the 
form u, d” + . + d = 0 is very similar to the separability condition used 
by Smith [17] in her study of centralizers and polynomial identities. 
Theorem 1.3 can be viewed as a result on one dimensional Lie algebras 
of algebraic derivations. We can now begin the work needed to extend this 
result to finite dimensional nilpotent Lie algebras of algebraic derivations. 
LEMMA 1.6. Let R be an algebra over a field k and let L be a nilpotent 
Lie algebra acting on R. Then if x E L, the set A = (r E R 1 d”(r) = 0, d = 4(.x) 
and some n 2 1) is a subring of R with the property that 6(A) c A, for every 
6 E 4(L). 
Proof: Let x, y E L and d = 4(x), 6 = qS( y); it is clear, even if d is not 
algebraic, that A is a subring of R. Therefore, it suffices to show that 
S(A)c A. 
We let L’ = L and inductively define L’+ ’ = [L’, L] and will let m 
denote the index of nilpotence of L. If r E A, let n be such that d”(r) = 0; we 
must show that 6(r) E A. 
Clearly xy = yx + Z, where z E L*. By repeated commuting with x and by 
induction, it follows that 
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y+m-2 Y=Yx “+~~‘+(n+~-2)~~~~+*~,+(,+,-,> 
xz 2 X”+m-4+ ... +Z,+mp2, (*I 
where zi E L’+ I. 
Since L” = 0, (*) becomes 
x n+mp2y = yX”+mp2 +(n+r;-yzlX”+m-3+ . . . 
+(n+m-Jzmp2x”. (**I 
However, since d”(r) = 0, the action of the right-hand side of (**) 
annihilates r. Thus the action of x’+“- ‘y also annihilates r and so, 
d”+“-’ 6(r) = 0, thereby proving that 6(r) E A. 
We continue with an easy, but useful lemma. 
LEMMA 1 .I. Let R # 0 be an algebra over k and let L be a finite dimen- 
sional abelian Lie algebra acting on R such that, for every dE 4(L), 
d*(R) = 0, some n 2 1. Then RL # 0. 
Proof: Let {x,, . . . . x,} be a basis for L over k and let di = &xi), for 
i= 1, . . . . m. Let j, be the natural number such that d{‘(R) #O and 
d{l+‘(R)=O. Given j, , . . . . jiP , we can, for i = 2, . . . . m, inductively define j, 
to be the natural number such that dq . . . d;(R) # 0 and d$ . . . d++ ‘(R) = 0. 
Consider B = d+ . . . d&(R); by construction B # 0, but d(B) = 0, for any 
dE#(L). Thus O#BcRL and so, RL#O. 
We can now prove the main result of this section. 
THEOREM 1.8. Let R be a non-nilpotent algebra over a field k and let L 
be a finite dimensional nilpotent Lie algebra of algebraic derivations acting 
on R. Then RL # 0. 
ProoJ: As in the proof of Thorem 1.3, we may tensor R and L by k, the 
algebraic closure of k, and may, without loss of generality, assume that k 
contains the characteristic roots of every de b(L). If d E d(L), let 
A = {r E R 1 d”(r) = 0, some n > 1 }; by the argument used in the proof of 
Theorem 1.3, A is a non-nilpotent subalgebra of R. Furthermore, by 
Lemma 1.6, G(A)cA for every BEGS. 
Let m denote the index of nilpotence of L and let X= {x,, . . . . x,} be a 
basis of L chosen such that X contains a basis for each L’, i = 1, . . . . m - 1. 
We can now construct a descending chain of non-nilpotent subalgebras of 
R each invariant under every 6 E b(L). First, let R, = {r E RI d;(r) = 0, 
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d, =4(x,) and some n B 1 } and for i= 2, . . . . t inductively define 
Rj = {r E RiPI ( d;(r) = 0, di = 4(x,) and some n > 1 }. R, is clearly a non- 
nilpotent subalgebra of R on which L acts. Since every di= #(xi), 
i=l , . . . . t, is algebraic we can let N be the largest degree of algebraicity 
from among all the d,. It now easily follows that whenever YE R and n k 1 
such that d:(r) = 0, then d”(r) = 0 for i = 1, . . . . t. Therefore dy(R,) = 0 for 
i= 1 9 . . . . t. Since it certainly suffices to show that (RoL #O, we may, 
without loss of generality, assume that d”(R) = 0, for i = 1, . . . . t. 
If L were any Lie algebra acting on R and K was an ideal of L then there 
is an induced action of the quotient Lie algebra L/K on the subalgebra 
RK = {r E R 1 d(r) = 0, all dE d(K)}. Returning to our situation, since we 
chose X to contain a basis of every L’, the abelian Lie algebras L’/L’+ ’ all 
consist entirely of elements which, when acting on RL’+‘, are nilpotent 
linear transformations, for i = 1, . . . . m - 1. By Lemma 1.7, RLm-’ # 0 and 
then, by repeated use of Lemma 1.7, we see that RL’= (RL’+‘)L”L’+’ #O for 
i = m - 2, m - 3,..., 1. As a result, RL = RL’ # 0, thereby proving the 
theorem. 
Earlier we remarked that the action of finite dimensional restricted Lie 
algebras are a special case of the action of finite dimensional Lie algebras 
of algebraic derivations. Since the remaining section of this paper deals 
almost entirely with restricted Lie algebras, we will now restate the result of 
Theorem 1.8 for the special case where L is restricted. 
COROLLARY 1.9. Let R be a non-nilpotent algebra over a field k of 
characteristic p > 0 and let L be a finite dimensional nilpotent restricted Lie 
algebra acting on R. Then RL # 0. 
In Section 2 we will prove what is essentially the converse of Corollary 
1.9. To be more precise, we will show that for any finite dimensional non- 
nilpotent restricted Lie algebra L there exists a non-nilpotent algebra R on 
which L acts such that RL=O. 
One of the most interesting and difficult theorems concerning the 
existence of non-zero fixed rings of finite group actions is Harchenko’s 
result [ 151 which states that whenever a finite group acts on a ring with no 
non-zero nilpotent elements, then the fixed ring is non-zero. We now pose 
an analogous question for Lie algebra actions. 
QUESTION 1.10. If R is an algebra over a field k such that R contains no 
non-zero nilpotent elements and if L is a finite dimensional Lie algebra of 
algebraic derivations acting on R, must RL #O? 
For the special case where L is solvable, the result follows easily from 
Theorem 1.8. 
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COROLLARY 1.11. Let R be an algebra over a field k such that R has no 
non-zero nilpotent elements and let L be a finite dimensional solvable Lie 
algebra of algebraic derivations acting on R. Then RL # 0. 
Proof: We proceed by induction on the dimension of L over k. If L is 1 
dimensional, then L is abelian and we are done by Theorem 1.8 or 
Theorem 1.3. If L is n dimensional,. where n > 1, let K be a proper ideal of 
L then RL = (RK)L’K # 0 since both K and L/K have dimension less than n. 
Although we have been able to show that RL#O when R is non- 
nilpotent and L is nilpotent, it is not generally the case that under these 
hypotheses familiar properties such as being prime, semiprime, simple, or 
semisimple are inherited by RL from R. One can prove some “going down” 
theorems of this type by making various assumptions such as the 
derivations being separable (as in Corollary 1.5 and in [2]) or by assuming 
that the derivations are outer while R is prime (as in [ 1,4, lo]). 
However, given the hypotheses that R is non-nilpotent and L is 
nilpotent, we can exploit Theorem 1.8 to prove several “going up” 
theorems. In order to do so, we must first prove a result on the existence of 
invariant ideals. 
PROPOSITION 1.12. Let R be an algebra over k and let L be a finite 
dimensional Lie algebra of algebraic derivations acting on R. Then every non- 
nilpotent ideal of R contains an invariant non-nilpotent algebra ideal of R. 
Proof Let M be a non-nilpotent ideal of R; since M contains the non- 
nilpotent algebra ideal kM2, we may, without loss, assume that M is an 
algebra ideal. If {x i, . . . . x,} is a basis for L over k, let n denote the largest 
degree of algebraicity from among the di = #(xi), i = 1, . . . . m. 
If J= M”“, it is clear that whenever 0 <i,, . . . . i, < n we have 
d’;dl. . . d:(J) c M and so, kq . . . d,“(J) c M. It is not hard to see, by 
induction on ii+i2+ ... +i,, that Z=c,.i,,,,,,i~,.kd’,l...d~(J) is an 
algebra ideal of R invariant under the action L. Furthermore, IX M”” and 
Zc M and thus Z is non-nilpotent and is contained in M. 
We immediately obtain 
COROLLARY 1.13. Let R be an algebra over k and let L be a finite dimen- 
sional nilpotent Lie algebra of algebraic derivations acting on R. Then every 
non-nilpotent ideal of R intersects RL non-trivially. 
ProoJ: If M is a non-nilpotent ideal of R then, by Proposition 1.12, A4 
contains a non-nilpotent invariant algebra ‘ideal I. Since L acts on Z, we 
have, by Theorem 1.8, 0 # ZL = In RL c Mn RL. 
We can now obtain several “going up” theorems. 
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COROLLARY 1.14. Let R be an algebra over k and let L be a finite dimen- 
sional nilpotent Lie algebra of algebraic derivations acting on R. 
(1) ?f RL is semisimple then J(R), the Jacobson radical of R, is 
nilpotent. 
(2) If RL has no non-zero nil ideals then all nil ideals of R are 
nilpotent. 
(3) If RL is simple and if R has a unit then R has a unique maximal 
ideal M and M is nilpotent. 
Proof ( 1) If J(R) is not nilpotent then, by Corollary 1.13, J(R) n RL is 
a non-zero quasi-regular ideal of RL contradicting J( RL) = 0. 
(2) The proof is virtually identical to that in (1). 
(3) By Corollary 1.13, all proper ideals of R must be nilpotent. If we 
let M be the sum of all the proper ideals of R then, by (2), A4 is nilpotent 
and M is clearly the unique maximal ideal of R. 
We conclude this section with several applications of Corollary 1.14 to 
semiprime rings. 
COROLLARY 1.15. Let R be a semiprime algebra over k and ,let L be a 
finite dimensional nilpotent Lie algebra of algebraic derivations acting on R. 
(1) If RL is semisimple then R is semisimple. 
(2) If RL has no non-zero nil ideals then R has no non-zero nil ideals. 
(3) If RL is simple with unit then R is simple with unit. 
(4) If RL is prime then R is prime. 
Proof (1) and (2) follow directly from Corollary 1.14. 
(3) If e is the unit element of RL then e annihilates every element of 
the right ideal (1 -e) R = (r - er 1 r E R} on the left and e also annihilates 
every element of the left ideal R( 1 -e) = {r - re 1 r E R} on the right. 
However, by Theorem 1.8, if either (1 -e) R or R( 1 -e) were non-zero, 
then it would contain non-zero elements of RL and therefore could not be 
annihilated by e. Hence (1 - e) R = R( 1 - e) = 0 and so, ex = x = xe, for all 
XE R. Thus e is the unit element of R and the result now follows from 
Corollary 1.14. 
(4) If I and J are non-zero ideals of R then 0 # (In RL)(Jn RL) c ZJ, 
hence R is prime. 
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2. HOPF ALGEBRA ACTIONS 
There has been a great deal of interest recently in the invariants or fixed 
points of groups acting on rings [ 151. It has been noted that both group 
actions and Lie algebra actions are examples of Hopf algebra actions [3]. 
Thus, it often makes sense, when possible, to try to examine various 
questions regarding group actions and Lie algebra actions in the more 
general context of Hopf algebra actions. In [ 1,2,6] various results are 
proved regarding Hopf algebra actions which then can be applied to group 
actions, Lie algebra actions, and group graded rings. 
In the previous section, as a special case of our main theorem, we proved 
that whenever a finite dimensional nilpotent restricted Lie algebra acts on a 
non-nilpotent algebra, it must act with non-zero constants. One of the 
goals of this section is to prove the converse of this result. This will be 
accomplished by first proving that a certain internal statement about the 
structure of a finite dimensional Hopf algebra H is actually a necessary 
condition for H to always act with non-zero invariants on non-nilpotent 
algebras. We will then specialize this fact to restricted Lie algebras to 
obtain our result. 
We must first mention some properties of Hopf algebras; we will follow 
the notation in [ 181. Let H be a Hopf algebra over k with comultiplication 
A: H + H Ok H and counit E: H + k. We call E the augmentation map and 
o = ker E the augmentation ideal. 
If R is a k-algebra, we say that H acts on R if R is an H-module algebra. 
That is, R is a (left) H module and for every h E H, a, b E R 
12 (ah) =c (h,, , . a)(&, .b), (h) 
where A(h) = CthJ h(,, 0 A(,,. Furthermore, if 1 E R then h . 1 = s(h) 1, for all 
hEH. 
When H acts on R, the invariants of H on R is the subring 
RH= (rERjh.r=E(h)r, all ~EH} = {rERIh.r=O, all how}. 
If a group G acts on R, then the Hopf algebra in question is H = kG, the 
group algebra of G. In this case RH = RG, the usual ring of invariants or 
fixed points. When a Lie algebra L acts on R, then the Hopf algebra in 
question will either be H = U(L), the universal enveloping algebra of L, or 
when L is restricted, u(L), the restricted enveloping algebra of L [14]. 
Whether H= U(L) or H = u(L), we have RH = RL, the ring of constants 
discussed in Section 1. Crucial to any discussion of Hopf algebra actions 
are the following two fundamental results [ 181 on finite dimensional Hopf 
algebras. We state them both without proof. 
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LEMMA 2.1. If H is a finite dimensional Hopf algebra, then H contains 
an element f # 0 such that hf = E(h) f, for all h E H. The element f is called a 
(left) integral in H and the space of (left) integrals is one dimensional. 
Similarly, H contains a (right) integral f' # 0. 
LEMMA 2.2. A finite dimensional Hopf algebra H is semisimple if and 
onlv tf H contains a left integral f such that c(f) # 0. In this case, the space 
of right and left integrals coincide. 
We note that f is the right annihilator of the augmentation ideal. If G is a 
finite group, then the integral of kG is a familiar object; f = CgEGg. 
Integrals play a crucial role in examining the invariants of Hopf algebra 
actions. 
If H is a Hopf algebra, we let A(&) denote the right annihilator of 
the nth power of the augmentation ideal. More precisely, A(&) = 
{hEHlo”h=O}. W e now state our necessary condition for the existence of 
non-zero invariants of certain Hopf algebra actions. 
THEOREM 2.3. Let H be an n dimensional Hopf algebra. Zf &(A(oY)) = 0 
then there exists a non-nilpotent finite dimensional H-module algebra R such 
that RH=O. 
Before proving Theorem 2.3, we should first discuss two special cases. 
When H= kG and G is finite, then Theorem 2.3 and its converse are 
actually restatements of an important result of Bergman and Isaacs [5] on 
the action of p-nilpotent groups. Similarly, when H = u(L) and L is finite 
dimensional, then again both the theorem and its converse are true and 
they translate into facts concerning the action of nilpotent Lie algebras. In 
fact, Theorem 2.3 will eventually allow us to prove the converse of 
Corollary 1.9. 
We will now prove Theorem 2.3. The proof is motivated by the construc- 
tion in [S] of a non-nilpotent algebra on which a group, which is not 
p-nilpotent, acts with no non-zero fixed points. 
Proof of Theorem 2.3. Given H, we proceed to explicitly construct our 
finite dimensional non-nilpotent H-module algebra R. First we define an 
algebra S as follows: as a vector space, we let S = H, and we give S the 
multiplication a 0 b = &(a)b, for all a, b E S. To prove that 0 is associative, 
we note that since E: H + k is an algebra homomorphism, it follows that 
a~(b~c)=&(a)(b~c)=&(a)(s(b)c) = ~(~(a)b)c=(~(a)b)~c = (aob)oc. 
We additionally give S the structure of a left H-module algebra, by defining 
h . a = ha, the ordinary multiplication in H, for all h E H, a ES. Now, in 
any Hopf algebra H, if hE H then h = &) E(hC,,)hC,, where 
d(h) =&) h,,,@h,,, [18]. To show that S is an H-module algebra we 
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observe that if h E H and a, h E S then h. (a0 b) = h. (s(a) 6) = h&(a) b and 
I&j (h,,,.a)oth,,, .a) = Cc,,) (h,,,a)oth,,,b) = &)4h,,ja)hp,b = 
IX,/,) EVq,,) 4~) A,,, b = (Cc/,) dh,lj) 42)) 4~) b = h&(a) b. 
Since A(w”) is an ideal of H and &(A(o”)) = 0, the set A(o”) is both a 
proper ideal of S and invariant under the action of H. Therefore 
R = S/A(w”) is a finite dimensional H-module algebra. In addition, if e is 
the unit element of H, then e 0 e = s(e) e = e, hence as an element of S, e is a 
non-zero idempotent. Therefore, the image of e in R is also a non-zero 
idempotent; thus R is not nilpotent. 
We now examine RH. If a E S, let 5 denote its image in R. Now, let a E S 
such that GE RH; our goal is to show that ti=O or, equivalently, that 
a E A(w”). For any h E w, we have h . a = 0 and so, wu c A(o”). Therefore 
0 = o”(ou) = w n+ ‘a, but since H is n dimensional, W” = o”+ ‘. As a result, 
a E A(&) thereby concluding the proof. 
In order to prove the converse to Corollary 1.9, we must see what 
Theorem 2.3 says when H= u(L). To do so, we must first mention several 
facts about restricted enveloping algebras. If L is an n dimensional restric- 
ted Lie algebra, then u(L) is p” dimensional, since u(L) is spanned by all 
monomials of the form x’/...x>, O<i,<p- 1, where {xi, . . . . x,} is a basis 
for L [ 143. We now state a result of Hochschild [13] which will be of 
great importance later in this section 
LEMMA 2.4. Let L be an n dimensional restricted Lie algebra over k. If 
u(L) is semisimple then L is ubeliun and {x[PI, . . . . x~pl} is a basis for L over 
k, for every basis {x,, . . . . x,,} of L over k. 
We also need a result on annihilators which is an analog of a result on 
annihilators in group algebras [16]. 
Suppose L is a finite dimensional restricted Lie algebra and let K be a 
restricted subalgebra. Let O(U( K)) and o be, respectively, the augmentation 
ideals of u(K) and u(L), and we also let fK be a left integral of u(K). In 
addition, we let A(w(u(K))) be the right annihilator in u(L) of w(U(K)); 
that is A(w(u(K))) = {he u(L)lo(u(K)) h =O}. We can now prove our 
result on annihilators. 
LEMMA 2.5. Let L be a finite dimensional restricted Lie algebra and K u 
restricted subalgebra. Then A(o(u(K))) =fKu(L). 
Proof Since fK is the right annihilator of o(u(K)) in u(K), it is clear 
that A(o(u(K)))~f,u(L). Therefore, it now suffices to prove the other 
inclusion. 
Let {Y,, . . . . Y,, xl, . . . . x,} be a basis for L such that { y,, . . . . y,,,} is a basis 
for K. Let {d,, . . . . dp,} be the p’ monomials of the form x’: . ..x+. 
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06ji<p- 1; therefore any TE u(L) can be written in the form 
r = C;L I u,d,, where u, E u(K). Furthermore, since u(L) is spanned by the 
P ‘+ m linearly independent monomials yy . . . yimxill...x~,O~it,j,~p-l,it  
follows that whenever C<=, u,A, = 0, where each U,E u(K), then every 
u,=O. Suppose r=C;L, u,d,~A(o(u(K))); then for any z~w(u(K)) we 
have 0 = zr = z Cfi, u,A, = C{= 1 (zu,) A,. By the previous remark, zu, = 0, 
for t = 1, . . . . p’ and so, each u, lies in the one dimensional subspace of 
left integrals of u(K). Therefore u, = atfK, where tl,~k and so, 
r = CyL, u,A, = Cf= I IX, fKAl =f,(C$‘L, a,A,), thereby proving the lemma. 
We now have all the machinery needed to prove the converse to 
Corollary 1.9. We state it as 
THEOREM 2.6. Let L be a finite dimensional restricted Lie algebra ouer a 
field k such that L is not nilpotent. Then there exists a finite dimensional non- 
nilpotent k-algebra R on which L acts such that RL = 0. 
Proof Suppose L is n dimensional over k and let H = u(L). By 
Theorem 2.3 if s(A(mP”)) = 0 then RH = 0, where R and S are constructed 
as in the proof of Theorem 2.3. Furthermore, for every x E L and r, s E S we 
have, since &(x)=0, x.(ros)=x(~(r)s) = E(xr)s+E(r)xs=(x.r);s+ro 
(x . s). Therefore L acts on S as derivations and clearly the induced action L 
on R is as derivations with RH = RL. 
At this point, our proof reduces to showing that if &(A(&‘)) # 0 then L is 
nilpotent. Using the notation L’ = L and L’+’ = [L’, L], it follows that 
L ‘+’ = ip”. We will show that if E(A(w~“)) # 0 then Lp” = 0, and so, L will 
be nilpotent. 
Working within u(L) we observe that Lp” c L n wp”. Letting K= L n wp” 
we note that K is a restricted ideal of L. Since KC cop”, we have 
A(wP”)cA(o(u(K))) thus, by Lemma 2.5, A(coP”)cfK u(L), where fK is a 
left integral for u(K). However, since E(A(o~“)) # 0, we have 0 # s( fK u(L)) 
= .z( fK) E(U( L)) and so, s( fK) # 0. By Lemma 2.2, u(K) is semisimple. 
By Lemma 2.4, K is a commutative ideal of L and every element of K is a 
linear combination of elements from { ycpl 1 y E K}. If x E L, y E K we have 
[y, x] E K, thus 0 = ad;(x) = [ycpl, x]. As a result, [K, L] = 0. However, 
Lp’ c K therefore Lp’ = LP’ + ’ = [ Lp”, L] c [K, L] = 0 thereby proving the 
theorem. 
The proof of Theorem 2.6 actually shows that if e(A(o”“)) # 0 then L is 
nilpotent. Combining this with Corollary 1.9 we see that for the special 
case H = u(L), the converse of Theorem 2.3 holds. That is, if s(A(e/)) # 0 
then RH # 0 for every non-nilpotent H-module algebra R. 
Bergman and Tsaacs [S] prove that if k is a field and G is a finite group 
acting on a non-nilpotent k algebra R, then RG # 0 provided char k = 0 or 
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char k = p > 0 and G is p-nilpotent. From basic facts about group algebras 
[16], it also follows that if G is not p-nilpotent, where the order of G is n 
and char k =p > 0, then &(A(w”)) = 0. Therefore, for the case H = kG, it is 
again the case that the converse of Theorem 2.3 holds. We summarize these 
observations as 
PROPOSITION 2.7. Suppose H = u(L) or H = kG and H is n dimensional. 
Zf &(A(&)) # 0 then RH # 0, for all non-nilpotent H-module algebras R. 
In light of Theorem 2.3 and Proposition 2.7 it seems natural to ask if the 
converse of Theorem 2.3 is always true. More precisely, we ask 
QUESTION 2.8. If H is an n dimensional Hopf algebra and &(A(w”)) # 0, 
must RH # 0 for every non-nilpotent H-module algebra R? 
We can also pose two related questions on Hopf algebra actions, both of 
which are motivated by results on group actions and Lie algebra actions. 
QUESTION 2.9. If H is a finite dimensional semisimple Hopf algebra, 
must RH be non-nilpotent for every non-nilpotent H-module algebra R. 
The answer to Question 2.9 is yes for the cases H = kG and H = u(L). 
For H = kG, the result is due to Bergman and Isaacs [S], and the result 
for H=u(L) is due to Bergen and Cohen [2]. One can also study the 
following related question, which was also answered in the affirmative for 
H= kG in [S] and for H=u(L) in [2]. 
QUESTION 2.10. If H is a finite dimensional semisimple Hopf algebra, 
must RH be semiprime for every semiprime H-module algebra R? 
An affirmative answer to the following question of Cohen and Fishman 
[6] on smash products would imply an affirmative answer to Question 
2.10. 
QUESTION 2.11. If R is a semiprime H-module algebra where H is a 
finite dimensional semisimple Hopf algebra, must R # H be semiprime? 
Question 2.11 has been answered in the affirmative for H = kG by Fisher 
and Montgomery [9], for H= u(L) in [2], and for H= (kG)*, the dual of 
kG, by Cohen and Montgomery [7]. Cohen and Fishman have also 
proved the result, for any H, if R is assumed to be Artinian [6]. 
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