$\mathbb{Z}_\mathcal{N}$ graded discrete integrable systems and Darboux
  transformations by Shi, Ying
ar
X
iv
:1
90
6.
11
59
3v
1 
 [n
lin
.SI
]  
27
 Ju
n 2
01
9
ZN GRADED DISCRETE INTEGRABLE SYSTEMS AND DARBOUX TRANSFORMATIONS
YING SHI
Abstract. We present the Darboux transformations for a novel class of two-dimensional discrete integrable systems
named as ZN graded discrete integrable systems, which were firstly proposed by Fordy and Xenitidis within the
framework of ZN graded discrete Lax pairs very recently. In this paper, the ZN graded discrete equations in coprime case
and their corresponding Lax pairs are derived from the discrete Gel’fand-Dikii hierarchy by applying a transformation
of the independent variables. The construction of the Darboux tranformations is realised by considering the associated
linear problems in the bilinear formalism for the ZN graded lattice equations. We show that all these ZN graded
equations share a unified solution structure in our scheme.
1. Introduction
Discrete integrable systems have played an increasingly prominent part in mathematical physics. A number of
intriguing connections have emerged between the field of discrete integrable systems and various areas of mathematics
and physics in the past two decades [1,2]. Discrete integrable systems include many types of equations, such as differ-
ence equations whose arguments are shifted by integer or other finite steps. Although many processes in physics are
mathematically described by differential equations (and this description reflects the smoothness of natural processes
as we often experience in macroscopic phenomena), there are many physical processes (such as the ones in quantum
physics) that are of an inherently discrete nature and are better described by difference equations rather than differen-
tial equations. If we would take the continuum limit that the step size becomes infinitesimally small, then we usually
recover a corresponding differential equation. Therefore, in some sense the discrete systems are the perfect integra-
tors for their continuous counterparts and they are widely believed to be more fundamental than their continuous
versions [1]. However, the difference equations before taking the limit are essentially nonlocal. This nonlocality makes
such systems both be richer as well as more difficult to deal with. Therefore, it is meaningful to well understand the
nature of a discrete integrable system by developing classical methods and inventing new mathematical tools.
The most salient or characteristic member we shall be concerned with of the class of discrete integrable systems is
the celebrated Hirota-Miwa (HM) equation (or say the discrete bilinear KP equation) [3,4], mainly because this discrete
equation is the base member in a hierarchy which is equivalent, after a change of coordinates (Miwa tranformation [4]),
to the whole continuous KP hierarchy. It is commonly known that the continuous KP hierarchy can be reduced to
all those well-known two-dimensional soliton hierarchies associated with their linear equations [5]. In fact, the HM
equation also plays a role as a master model in the discrete systems, since many two-dimensional discrete integrable
equations such as the discrete Korteweg-de Vries (KdV) type, Boussinesq (BSQ) type, etc., can be obtained from the
HM equation by taking reductions [6–8]. This means that many things can be inherited, such as Lax pair, Darboux
transformations, exact solutions, etc., from the HM equation. Therefore our next section will be devoted to an overview
of the necessary technical background material on the discrete KP-type equations.
A key feature of discrete integrable systems is the property called multi-dimensional consistency [9,10]. This property
means that a nonlinear equation can be consistently extended to equations through introducing an arbitrary number
of discrete independent variables ( together with their corresponding lattice parameters) or continuous independent
variables, cf. [9,11]. Therefore, both discrete and continuous equations can be simultaneously embedded into an infinite-
dimensional space spanned by both discrete and continuous coordinates. The multi-dimensional consistency property
was later employed to the classification of scalar affine-linear discrete integrable systems [10]. In this classification,
the fundamental equations are such as the H1 equation [10] (see Figure 1)
(un,m − un+1,m+1)(un,m+1 − un+1,m) = a
2
1 − a
2
2, (1.1a)
which in fact is the following most well-known discrete potential KdV equation by a transformation u→ u+a1n+a2m
(a1 + a2 + un,m − un+1,m+1)(a1 − a2 + un,m+1 − un+1,m) = a
2
1 − a
2
2; (1.1b)
and the H3δ=0 equation [10]
a1(vn,mvn,m+1 + vn+1,mvn+1,m+1)− a2(vn,mvn+1,m + vn,m+1vn+1,m+1) = 0, (1.1c)
which in fact is the following well-known discrete potential modified KdV equation up to a transformation v → in1+n2v
a1(vn,mvn,m+1 − vn+1,mvn+1,m+1)− a2(vn,mvn+1,m − vn,m+1vn+1,m+1) = 0. (1.1d)
Key words and phrases. ZN discrete integrable system, Darboux transformations, tau function, discrete Gel’fand–Dikii hierarchy.
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un,m un+1,m un+2,m
un,m+1 un+1,m+1 un+2,m+1
un,m+2 un+1,m+2 un+2,m+2
Figure 1. Discrete KdV-type equations
Here the subscripts n and m denote the discrete independent variables of the dependent variables u and v, and a1
and a2 are their corresponding lattice parameters. The above discrete potential KdV equation (1.1b) and potential
modified KdV equation (1.1d) were systematically studied as integrable discrete equations within the direct linearisa-
tion framework together with the discrete Schwarzian KdV equation (i.e. the cross-ratio equation) by Nijhoff, Quispel
and Capel et al., see [12]. Apart from the above one-component (scalar) equations, some results do exist for multi-
component discrete integrable systems, such as the Gel’fand-Dikii hierarchy which was proposed in [13], the extended
discrete BSQ-type equations in multi-component form [14], etc. Relating to the property of multi-dimensional con-
sistency, a search for multi-component discrete integrable systems was also made by Hietarinta [15], resulting in a
remarkable classification of multi-component discrete BSQ-type equations.
Very recently, the classification of discrete integrable systems for multi-component discrete systems, associated
with ZN -graded Lax pairs ( N = 2, 3, . . . ), was proposed by Fordy and Xenitidis [16] and gives rise to a large class
of discrete integrable systems falling into two categories: coprime (indecomposable) and non-coprime (decomposable)
cases. In their classification, it includs some novel examples and some well known examples (such as for N = 2 having
discrete potential unmodified, modified and Schwarzian KdV equations, the discrete sine-Gordon equation; for N = 3
having the discrete potential unmodified, modified BSQ equations). The key point in their construction is an N ×N
periodic matrix Σ which has very nice properties such as ΣN = I and ΣT = Σ−1, where I is the N ×N unit matrix.
However, the search of Fordy and Xenitidis’s ZN -graded discrete integrable systems is still rather primitive, es-
pecially regarding the problem of exact solutions (such as multi-soliton solutions). Our motivation is to provide a
systematic framework for exact solutions to the ZN graded discrete integrable systems in coprime case that were
first proposed by Fordy and Xenitidis in [16]. The method we adopt is the Darboux transformation (DT). Com-
pared with other approaches, the DT method provides a very direct way for solving an integrable equation since it
only relies on a seed solution and a Lax pair and has been successfully applied to many nonlinear integrable partial
differential equation (PDE)s, see monographs [17, 18]. As a compound type of a DT, the binary Darboux trans-
formation (bDT) method requires considering a Lax pair and its adjoint simultaneously when constructing exact
solutions for a nonlinear equations, providing more rich solutions, see e.g. [19, 20]. The DT and bDT methods for
discrete integrable systems still need to be developed, and are so far applied to very limited examples, including the
discrete Kadomtsev–Petviashvili (KP)-type equations equation (see [21–23]) and the discrete unmodified and modified
Korteweg–de Vries (KdV) equations, i.e. (1.1b) and (1.1d), cf. [6, 7].
There are two issues in terms of constructing DTs for the ZN -graded discrete integrable equations as follows: (1)
Nonlinear potentials often appear in a nonlocal way, which results in the fact that sometimes it is difficult to write
down explicit DT formulae; (2) Although Lax pairs for the discrete equations are given in [16], one still needs their
adjoint Lax pairs in order to construct the bDTs. In the present paper, we provide ways to both problems. For
the former one, we introduce an extra continuous variable x which is associated with continuous spectral problems
compatible with the ZN graded discrete Lax pairs, and thus the explicit DT formalism will rely on x; while for the
latter one, we give out adjoint ZN graded discrete Lax pairs. Our idea is to link the ZN graded discrete integrable
models to the theory of the discrete and continuous KP hierarchies. By performing periodic reductions of the KP-type
equations and considering deformations of the reduced equations, we obtain not only the ZN graded discrete integrable
equations (the coprime case of Fordy–Xenitidis (FX) discrete systems), the corresponding ZN graded Lax pairs and
novel adjoint discrete Lax pairs, but also their compatible continuous/semi-discrete analogues. More importantly,
such an approach also gives rise to the bilinear formalism of these equations, which relates everything to a single key
variable, i.e. the tau function. The DT will be constructed on the level of the tau function, which then naturally
induces those of the discrete systems in other nonlinear variables (including the additive (i.e. unmodified) potential
and the quotient (i.e. modified) potential). As examples, we give the explicit formulae for multi-soliton solutions for
the FX equations in coprime case.
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The paper is organised as follows. We briefly review the main results in the discrete KP-type equations in section 2.
In section 3, by performing the periodic reductions on the discrete KP-type equations, we recover the discrete Gel’fand-
Dikii hierarchy, which later, by a variable transformation, successfully realises the ZN graded discrete integrable
systems, including the novel bilinear formalism of the FX models, the ZN graded discrete/continuous spectral problems
and the resulting ZN graded semi-discrete equations. A unified DT for the ZN graded discrete equations is presented
in section 4. Section 5 is concerned with exact solutions obtained from the DT.
2. Discrete Kadomtsev–Petviashvili family
2.1. Nonlinear difference equations and Lax triplets. Equations in the discrete KP family, as three-dimensional
(3D) integrable discrete models, are often considered as the most fundamental models in the theory of discrete inte-
grable systems. Below we briefly review the main results in the discrete KP family.
There are several nonlinear equations in the discrete KP family. Here we only list those equations which will be
used in the later sections1 as follows:
a1 − a3 + un,m+1,h+1 − un+1,m+1,h
a1 − a3 + un,m,h+1 − un+1,m,h
=
a2 − a3 + un+1,m,h+1 − un+1,m+1,h
a2 − a3 + un,m,h+1 − un,m+1,h
=
a1 − a2 + un,m+1,h+1 − un+1,m,h+1
a1 − a2 + un,m+1,h − un+1,m,h
,
(2.1a)
a1
(
vn+1,m+1,h
vn,m+1,h
−
vn+1,m,h+1
vn,m,h+1
)
+ a2
(
vn,m+1,h+1
vn,m,h+1
−
vn+1,m+1,h
vn+1,m,h
)
+ a3
(
vn+1,m,h+1
vn+1,m,h
−
vn,m+1,h+1
vn,m+1,h
)
= 0, (2.1b)
(a1 − a2)τn,m,h+1τn+1,m+1,h + (a2 − a3)τn+1,m,hτn,m+1,h+1 + (a3 − a1)τn,m+1,hτn+1,m,h+1 = 0, (2.1c)
Equation for u and v are referred to as the (unmodified) discrete KP equation and the discrete modified KP equation,
respectively, which were given by Nijhoff et al. [29] within the direct linearisation framework. The equation expressed
by the tau function τ is often known as the Hirota–Miwa (HM) equation or the discrete bilinear KP equation. It first
appeared in Hirota’s paper [3] in a slightly different form and was denoted as the discrete analogue of a generalised
Toda equation. The parametrisation in (2.1c) was attributed to Miwa [4], who showed that the HM equation actually
encodes the whole hierarchy of the continuous bilinear KP equations.
The nonlinear equations in (2.1) are actually connected with each other through the discrete Miura maps (see
e.g. [1, 28])
a1 − a2 + un,m+1,h − un+1,m,h = a1
vn+1,m,h
vn,m,h
− a2
vn,m+1,h
vn,m,h
= (a1 − a2)
τn,m,hτn+1,m+1,h
τn,m+1,hτn+1,m,h
, (2.2a)
a2 − a3 + un,m,h+1 − un,m+1,h = a2
vn,m+1,h
vn,m,h
− a3
vn,m,h+1
vn,m,h
= (a2 − a3)
τn,m,hτn,m+1,h+1
τn,m,h+1τn,m+1,h
, (2.2b)
a1 − a3 + un,m,h+1 − un+1,m,h = a1
vn+1,m,h
vn,m,h
− a3
vn,m,h+1
vn,m,h
= (a1 − a3)
τn,m,hτn+1,m,h+1
τn,m,h+1τn+1,m,h
. (2.2c)
We point out that on the discrete level Miura maps often take the form of nonlocal difference transforms. This is
unlike the continuous case, in which the unmodified variable u itself is normally uniquely determined by the modified
variable v and the tau function τ .
The associated linear equations (i.e. the Lax triplet) for the discrete KP equation (2.1a) are given by
φn+1,m,h − φn,m+1,h = (a1 − a2 + un,m+1,h − un+1,m,h)φn,m,h, (2.3a)
φn,m+1,h − φn,m,h+1 = (a2 − a3 + un,m,h+1 − un,m+1,h)φn,m,h, (2.3b)
φn+1,m,h − φn,m,h+1 = (a1 − a3 + un,m,h+1 − un+1,m,h)φn,m,h, (2.3c)
see e.g. [6,7]. The corresponding Lax triplets for the modified KP equation (2.1b) and the HM equation (2.1c) can be
obtained by replacing u by v and τ , respectively, with the help of the Miura maps (2.2). The Lax pair triplet (2.3)
has its adjoint (cf. [6, 7]) which is composed of
ψn−1,m,h − ψn,m−1,h = (a1 − a2 + un−1,m,h − un,m−1,h)ψn,m,h, (2.4a)
ψn,m−1,h − ψn,m,h−1 = (a2 − a3 + un,m−1,h − un,m,h−1)ψn,m,h, (2.4b)
ψn−1,m,h − ψn,m,h−1 = (a1 − a3 + un−1,m,h − un,m,h−1)ψn,m,h. (2.4c)
The compatibility of either (2.3) or (2.4) will provide the discrete KP-type equations in (2.1). The adjoint linear
system here is mentioned, because we know that there are two independent spectral variables needed to completely
describe the solution space of a 3D integrable systems, and each of them governs an associate linear system.
1Apart from the nonlinear forms given here, there also exist other nonlinear forms in the discrete KP family such as the discrete Schwarzian
KP equation [24], the (2+1)-dimensional Nijhoff–Quispel–Capel (NQC) equation [25], and the various nonpotential versions of the discrete
KP equations, see [26–28].
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2.2. Associated semi-discrete systems. The benefit of considering Miura maps between nonlinear equations in
the same class is that one can construct a solution of a nonlinear equation from that of another equation connected
by the Miura map. However, on the discrete level we have observed that the Miura maps (2.2) are nonlocal difference
transforms, leading to the difficulty of constructing exact solutions directly. For instance, assume that the solution
for the HM equation τ is given. To construct solutions for (2.1a) and (2.1b), we still have to solve the set of linear
difference equations for u and v given in (2.2), respectively.
A natural question would be whether such a difficulty can be overcome? The answer is positive. But instead
we have to introduce extra continuous and discrete independent variables respectively. To be more precise, for the
unmodified case, we introduce a continuous variable x corresponding to the lowest order flow in the continuous KP
hierarchy. The continuous variable x is compatible with the discrete variables n, m and h. This is guaranteed by
the multi-dimensional consistency (MDC) property of the discrete and continuous KP hierarchy, namely the discrete
KP equation can be consistently embedded into an infinite-dimensional space spanned by infinitely many discrete and
continuous variables, see [30]. For the modified case, we introduce a discrete variable k, which is also compatible with
the discrete variables n, m and h by the MDC property of the discrete KP hierarchy.
Without loss of generality we consider the linear equation involving x and an h shift for the wave function
∂xφn,m,h = (un,m,h+1 − un,m,h − a3)φn,m,h + φn,m,h+1, (2.5)
together with the Miura maps involving x and the h shift between u, v and τ given by
un,m,h+1 − un,m,h − a3 = ∂x ln vn,m,h − a3
vn,m,h+1
vn,m,h
= ∂x ln τn,m,h+1 − ∂xln τn,m,h − a3, (2.6)
where ∂x denotes the derivative with respect to the continuous variable x. Equation (2.5) plays the role of a linear
equation in the Lax pair of the semi-discrete KP hierarchy. The compatibility condition between (2.5) and (2.3c)
yields
∂x(un,m,h+1 − un+1,m,h) = (a1 − a3 + un,m,h+1 − un+1,m,h)(un,m,h − un,m,h+1 − un+1,m,h + un+1,m,h+1), (2.7a)
∂x(ln vn,m,h+1 − ln vn+1,m,h) = a1
(
vn+1,m,h+1
vn,m,h+1
−
vn+1,m,h
vn,m,h
)
− a3
(
vn+1,m,h+1
vn+1,m,h
−
vn,m,h+1
vn,m,h
)
, (2.7b)
τn+1,m,h∂xτn,m,h+1 − τn,m,h+1∂xτn+1,m,h = (a1 − a3)(τn,m,hτn+1,m,h+1 − τn,m,h+1τn+1,m,h). (2.7c)
These are the semi-discrete KP-type equations with two discrete variables n and h and one continuous variable x.
Similarly, we introduce the adjoint of the linear equation (2.5) which is in the form
∂xψn,m,h = (un,m,h−1 − un,m,h + a3)ψn,m,h − ψn,m,h−1. (2.8)
The compatibility between (2.8) and (2.4c) gives rise to the same semi-discrete KP-type equations (2.7).
A remark here is that although we consider the linear equation and its adjoint involving x and the h shift, it is also
allowed to consider the linear equations involving x and either an n or m shift. The resulting semi-discrete equations
can also be seen as the semi-discrete KP-type equations.
One can directly verify that these semi-discrete equations, namely (2.7a), (2.7b) and (2.7c), are compatible with
the fully discrete equations (2.1a), (2.1b) and (2.1c), respectively. In other words, the semi-discrete equations are
multidimensionally consistent with the discrete ones.
The semi-discrete Miura map (2.6) implies that the unmodified variable u itself can be expressed by the tau function
τ via a logarithm derivative. Furthermore, we can also observe that in the zero parameter case, the modified variable v
is expressed by the ratio of the shifted tau function and the unshifted tau function with regard to the shifted direction
in zero parameter. By consistently introducing two extra independent variables, i.e. the continuous variable x and
the discrete variable k associated with lattice parameter a4 (as is guaranteed by the MDC of the discrete KP), we can
conclude that
un,m,h = ∂x ln τn,m,h and vn,m,h,k =
τn,m,h,k+1
τn,m,h,k
∣∣∣∣
a4=0
. (2.9)
Such relations can also be verified in the direct linearisation (DL) framework (see [31,32]), and also coincide with the
bilinear transforms in the KP theory established by the Sato school, cf. e.g. [33].
We can see that in (2.9) the dynamical evolutions with respect to x and k do not appear in (2.1). In other words,
once the bilinear equation (2.1c) is solved, we can immediately construct the corresponding solutions for (2.1a) and
(2.1b) with the help of (2.9), instead of solving (2.2). However the price one has to pay is that the semi-discrete
equation (2.7c) must be considered simultaneously when we solve the HM (2.1c), in order to add the continuous
dynamical evolution in the tau function.
3. ZN graded discrete Lax pairs and related nonlinear equations
3.1. Discrete Gel’fand–Dikii hierarchy. We now consider the periodic reduction of the discrete KP-type equations
given in (2.1) with the purpose of obtaining the discrete Gel’fand-Dikii hierarchy. We may introduce the following
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periodicity condition on the τ function
τn,m,h+N = τn,m,h, (3.1a)
and from (2.9) consequently obtain, with setting a3 = 0,
un,m,h+N = un,m,h, vn,m,h+N = vn,m,h, (3.1b)
where the positive integer N > 2. These are the constraints in the periodic reduction for the discrete KP equations
(2.1). Moreover, notice that the wave functions are fully determined by the tau function. We may also introduce the
quasi-periodicity conditions of φ and ψ, respectively, which are given as follows:
φn,m,h+N = λ
Nφn,m,h, ψn,m,h+N = λ
−Nψn,m,h. (3.2)
Now we can impose the constraints (3.1a) and (3.1b), with setting zero parameter a3 = 0, on the discrete KP-type
equations (2.1) for obtaining their periodic reductions. In (3.1) and (3.2), we have seen that the periodic reduction
is performed on the independent variable h. Thus, the reduced equations are two-dimensional (2D) discrete models
having n and m as the independent variables, and the variable h plays a role as the index for each component. For
better presentation, we adopt the superscript (·)(h) instead of the subscript (·)h in the nonlinear variables in order to
distinguish the index of the components h and the lattice variables n and m. For example, u
(h)
n,m
.
= un,m,h.
By setting a3 = 0, the equations in (2.1) turn out to be
a1 + u
(h+1)
n,m+1 − u
(h)
n+1,m+1
a1 + u
(h+1)
n,m − u
(h)
n+1,m
=
a2 + u
(h+1)
n+1,m − u
(h)
n+1,m+1
a2 + u
(h+1)
n,m − u
(h)
n,m+1
, (3.3a)
a1
(
v
(h)
n+1,m+1
v
(h)
n,m+1
−
v
(h+1)
n+1,m
v
(h+1)
n,m
)
= a2
(
v
(h)
n+1,m+1
v
(h)
n+1,m
−
v
(h+1)
n,m+1
v
(h+1)
n,m
)
, (3.3b)
a1
(
τ (h+1)n,m τ
(h)
n+1,m+1 − τ
(h)
n,m+1τ
(h+1)
n+1,m
)
= a2
(
τ (h+1)n,m τ
(h)
n+1,m+1 − τ
(h)
n+1,mτ
(h+1)
n,m+1
)
, (3.3c)
and they together with the periodicity conditions following from (3.1b) and (3.1a), i.e. u
(h+N )
n,m = u
(h)
n,m, v
(h+N )
n,m = v
(h)
n,m
and τ
(h+N )
n,m = τ
(h)
n,m, form the equations of rankN in the discrete unmodified, modified and bilinear Gel’fand–Dikii (GD)
hierarchies, respectively. Equations in (3.3) should be understood as N -component coupled systems. Without losing
generality, these coupled systems are composed of their respective components for h = 0, 1, · · · ,N − 1.
We can also derive the Miura maps between the equations in (3.3)
a1 + u
(h+1)
n,m − u
(h)
n+1,m = a1
v
(h)
n+1,m
v
(h)
n,m
= a1
τ
(h+1)
n+1,mτ
(h)
n,m
τ
(h)
n+1,mτ
(h+1)
n,m
, a2 + u
(h+1)
n,m − u
(h)
n,m+1 = a2
v
(h)
n,m+1
v
(h)
n,m
= a2
τ
(h+1)
n,m+1τ
(h)
n,m
τ
(h)
n,m+1τ
(h+1)
n,m
, (3.4)
which allows that we may have v
(h)
n,m = τ
(h+1)
n,m /τ
(h)
n,m. These difference transforms are natural consequences of the
Miura maps in (2.2) under the periodicity conditions (3.1). Making use of the periodicity condition (3.1a) of the tau
function, we can from (3.4) further derive
N−1∏
h=0
v(h)n,m = 1, and then
N−1∏
h=0
(
a1 + u
(h+1)
n,m − u
(h)
n+1,m
)
= aN1 ,
N−1∏
h=0
(
a2 + u
(h+1)
n,m − u
(h)
n,m+1
)
= aN2 . (3.5)
We can also impose the periodicity conditions (3.1) and (3.2) on the Lax triplets of the discrete KP-type equations.
By taking a3 = 0 in (2.3) and introducing the reduced wave function having components φ
(h)
n,m
.
= λ−hφn,m,h, we obtain
linear equations as follows:
φ
(h)
n+1,m =
(
a1 + u
(h+1)
n,m − u
(h)
n+1,m
)
φ(h)n,m + λφ
(h+1)
n,m , φ
(h)
n,m+1 =
(
a2 + u
(h+1)
n,m − u
(h)
n,m+1
)
φ(h)n,m + λφ
(h+1)
n,m (3.6)
for h = 0, 1, · · · ,N − 1, in which the wave function satisfies φ
(h+N )
n,m = φ
(h)
n,m as it follows from (3.2). The linear
equations in (3.6) form the Lax pair for equation (3.3a). Replacing the variable u by v and τ , respectively, with the
help of the Miura maps (3.4), we derive the respective Lax pairs for equations (3.3b) and (3.3c).
Similarly, the periodic reduction of (2.4) gives rise to the adjoint Lax pair for the equations in (3.3). Introducing
ψ
(h)
n,m=˙λhψn,m,h, we can write the reduced adjoint linear problem as
ψ
(h)
n−1,m =
(
a1 + u
(h)
n−1,m − u
(h−1)
n,m
)
ψ(h)n,m + λψ
(h−1)
n,m , ψ
(h)
n,m−1 =
(
a2 + u
(h)
n,m−1 − u
(h−1)
n,m
)
ψ(h)n,m + λψ
(h−1)
n,m (3.7)
for h = 0, 1, · · · ,N − 1, where the potential u still obeys (3.3a), and each component in the wave function satisfies
ψ
(h+N )
n,m = ψ
(h)
n,m as a result of the second relation in (3.2). The adjoint Lax pair for the modified equation (3.3b) and
the bilinear equation (3.3c) are derived with the aid of the same Miura maps (3.4).
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3.2. Deformations and ZN graded discrete integrable models. Reference [16] shows that a large class of 2D
integrable difference equations, including a number of novel models, were studied by Fordy and Xenitidies within the
framework of ZN graded discrete Lax pairs. In our paper here we show that the models arising from the coprime case
in their construction, i.e. the equations corresponding to the additive and quotient potentials in the equivalent classes
(α, α+1;β, β+1) for α, β = 0, 1, · · · ,N − 1, are deformations of the discrete unmodified and modified Gel’fand-Dikii
hierarchies given by (3.3a) and (3.3b). Meanwhile, by using the same deformations, we can recover their ZN graded
discrete Lax pairs from (3.6). Furthermore, using our point of view we provide the associated bilinear form of these
unmodified and modified ZN graded discrete integrable models.
We introduce the change of variables
n = nα, m = mβ , h = l + αnα + βmβ , (3.8)
where α, β ∈ {0, 1, · · · ,N − 1}.
Taking the periodicity condition (3.1a) into account, we observe that under the variable transform (3.8) the tau
function satisfies
τ
(l)
nα+1,mβ
= τ
(h+α)
n+1,m, τ
(l)
nα,mβ+1
= τ
(h+β)
n,m+1 and τ
(l+1)
nα,mβ
= τ (h+1)n,m . (3.9)
If we shift h in (3.3c) by α + β units and make use of (3.9), the following N -component coupled system of bilinear
equations is derived:
a1
(
τ (l+1+α+β)nα,mβ τ
(l)
nα+1,mβ+1
− τ
(l+α)
nα,mβ+1
τ
(l+1+β)
nα+1,mβ
)
= a2
(
τ (l+1+α+β)nα,mβ τ
(l)
nα+1,mβ+1
− τ
(l+β)
nα+1,mβ
τ
(l+1+α)
nα,mβ+1
)
, (3.10a)
where l = 0, 1, · · · ,N − 1, and τ
(l+N )
nα,mβ = τ
(l)
nα,mβ . This formula shows the multi-component systems expressed by the
bilinear potential, which plays the role of the bilinear formalism of the ZN graded discrete integrable models. We can
also prove that the relation (3.9) also holds for the variables u and v. Therefore, from equations (3.3a) and (3.3b) we
obtain unmodified ZN graded discrete integrable systems
a1 + u
(l+1+α)
nα,mβ+1
− u
(l)
nα+1,mβ+1
a1 + u
(l+1+α+β)
nα,mβ − u
(l+β)
nα+1,mβ
=
a2 + u
(l+1+β)
nα+1,mβ
− u
(l)
nα+1,mβ+1
a2 + u
(l+1+α+β)
nα,mβ − u
(l+α)
nα,mβ+1
(3.10b)
for the additive potential u as well as modified ZN graded discrete integrable models
a1
(
v
(l)
nα+1,mβ+1
v
(l+α)
nα,mβ+1
−
v
(l+1+β)
nα+1,mβ
v
(l+1+α+β)
nα,mβ
)
= a2
(
v
(l)
nα+1,mβ+1
v
(l+β)
nα+1,mβ
−
v
(l+1+α)
nα,mβ+1
v
(l+1+α+β)
nα,mβ
)
(3.10c)
for the quotient potential v, in which l = 0, 1, · · · ,N − 1, and we have u
(l+N )
nα,mβ = u
(l)
nα,mβ and v
(l+N )
nα,mβ = v
(l)
nα,mβ .
Equation (3.10c) is exactly the same as the one given in [16]; while equation (3.10b) is a different parametrisation,
which allows us to take continuum limit.
As a remark, we note that (3.3), i.e. the GD equations of rank N , is actually a special case of (3.10) by taking
α = β = 0. Additionally, we can also prove identities
N−1∏
l=0
(
a1 + u
(l+1+α)
nα,mβ
− u
(l)
nα+1,mβ
)
= aN1 ,
N−1∏
l=0
(
a2 + u
(l+1+β)
nα,mβ
− u
(l)
nα,mβ+1
)
= aN2 and
N−1∏
l=0
v(l)nα,mβ = 1, (3.11)
which are the deformations of (3.5). These identities are referred to as the first integrals of (3.10b) and (3.10c),
respectively.
The wave function φ and the adjoint wave function ψ can also be changed through (3.8). Thus, following (3.6), we
obtain the Lax pair for (3.10b)
φ
(l)
nα+1,mβ
=
(
a1 + u
(l+1+α)
nα,mβ
− u
(l)
nα+1,mβ
)
φ(l+α)nα,mβ + λφ
(l+1+α)
nα,mβ
, (3.12a)
φ
(l)
nα,mβ+1
=
(
a2 + u
(l+1+β)
nα,mβ
− u
(l)
nα,mβ+1
)
φ(l+β)nα,mβ + λφ
(l+1+β)
nα,mβ
, (3.12b)
for l = 0, 1, · · · ,N − 1, in which φ
(l+N )
nα,mβ = φ
(l)
nα,mβ . The Lax pairs for equations (3.10b) and (3.10c) can be obtained
by the following transforms:
a1 + u
(l+1+α)
nα,mβ
− u
(l)
nα+1,mβ
= a1
v
(l)
nα+1,mβ
v
(l+α)
nα,mβ
= a1
τ
(l+1)
nα+1,mβ
τ
(l+α)
nα,mβ
τ
(l)
nα+1,mβ
τ
(l+1+α)
nα,mβ
, (3.13a)
a2 + u
(l+1+β)
nα,mβ
− u
(l)
nα,mβ+1
= a2
v
(l)
nα,mβ+1
v
(l+β)
nα,mβ
= a2
τ
(l+1)
nα,mβ+1
τ
(l+β)
nα,mβ
τ
(l)
nα,mβ+1
τ
(l+1+β)
nα,mβ
. (3.13b)
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These difference transforms in (3.13) act as the Miura maps between the equations in (3.10), which is a result of
imposing the change of variables (3.8) on (3.4). The linear equations in (3.12) are the ZN graded discrete Lax pairs
discussed in [16]. Similarly, applying the change of variables (3.8) to (3.7), we obtain the adjoint Lax pair for (3.10b)
ψ
(l)
nα−1,mβ
=
(
a1 + u
(l)
nα−1,mβ
− u(l−1−α)nα,mβ
)
ψ(l−α)nα,mβ + λψ
(l−1−α)
nα,mβ
, (3.14a)
ψ
(l)
nα,mβ−1
=
(
a2 + u
(l)
nα,mβ−1
− u(l−1−β)nα,mβ
)
ψ(l−β)nα,mβ + λψ
(l−1−β)
nα,mβ
, (3.14b)
for l = 0, 1, · · · ,N − 1 and the adjoint Lax pairs for (3.10c) and (3.10a) are derived with the help of the Miura maps
in (3.13). The adjoint Lax pair (3.14) was, however, not discussed in [16].
Remark 3.1. Without loss of generality, in the nonlinear equations (3.10) and linear equations (3.12) and (3.14) we
require that the indices in the superscript (·) attached to each variable (i.e. u, v, τ , φ and ψ) are fixed at 0, 1, · · · ,N−1
subject to the corresponding periodicity condition.
The Lax pair (3.12) and its adjoint (3.14) can be written in a more compact form, with the help of the periodic
matrix as follows
Σ =

0 1
0 1
. . .
. . .
. . . 1
1 0

N×N
. (3.15)
By introducing notations
Φnα,mβ =
(
φ(0)nα,mβ , φ
(1)
nα,mβ
, · · · , φ(N−1)nα,mβ
)T
, Ψnα,mβ =
(
ψ(0)nα,mβ , ψ
(1)
nα,mβ
, · · · , ψ(N−1)nα,mβ
)T
,
as well as
Unα,mβ = diag
(
u(0)nα,mβ , u
(1)
nα,mβ
, · · · , u(N−1)nα,mβ
)
,
we can reformulate the linear system associated with (3.10b), namely (3.12), and its adjoint (3.14) as
Φnα+1,mβ =
((
a1 +Σ
1+αUnα,mβΣ
−1−α −Unα+1,mβ
)
Σα + λΣ1+α
)
Φnα,mβ ,
Φnα,mβ+1 =
((
a2 +Σ
1+βUnα,mβΣ
−1−β −Unα,mβ+1
)
Σβ + λΣ1+β
)
Φnα,mβ ,
and
Ψnα−1,mβ =
((
a1 +Unα−1,mβ −Σ
−1−αUnα,mβΣ
1+α
)
Σ−α + λΣ−1−α
)
Ψnα,mβ ,
Ψnα,mβ−1 =
((
a2 +Unα,mβ−1 −Σ
−1−βUnα,mβΣ
1+β
)
Σ−β + λΣ−1−β
)
Ψnα,mβ ,
respectively, in which a1 and a2 denote a1I and a2I, respectively. If we adopt the notations
Vnα,mβ =
(
v(0)nα,mβ , v
(1)
nα,mβ
, · · · , v(N−1)nα,mβ
)
and Tnα,mβ =
(
τ (0)nα,mβ , τ
(1)
nα,mβ
, · · · , τ (N−1)nα,mβ
)
,
the Miura maps in (3.13) can be written as their matrix form, namely
a1 +Σ
1+αUnα,mβΣ
−1−α −Unα+1,mβ
= a1Vnα+1,mβΣ
αV−1nα,mβΣ
−α = a1ΣTnα+1,mβΣ
−1T−1nα+1,mβΣ
αTnα,mβΣT
−1
nα,mβ
Σ−1−α,
a2 +Σ
1+βUnα,mβΣ
−1−β −Unα,mβ+1
= a2Vnα,mβ+1Σ
βV−1nα,mβΣ
−β = a2ΣTnα,mβ+1Σ
−1T−1nα,mβ+1Σ
βTnα,mβΣT
−1
nα,mβ
Σ−1−β ,
which in turn yield the matrix form of the Lax pairs and the adjoint ones for the modified equation (3.10c) and the
bilinear equation (3.10a).
The identities given in (3.11) restrict the degree of freedom of equations (3.10b) and (3.10c). Making use of the
identity for v, one can always eliminate one component (for instance v
(N−1)
nα,mβ ) in the modified system (3.10c). However,
it seems that we can only reduce the number of components in the unmodified system (3.10b) when (α, β) = (0, 0)
or (α, β) = (N − 1,N − 1); in other cases, the system cannot be decoupled, and thus, the u-identities play the roles
of additional constraints which the potential variable in (3.10b) must obey. Below we list the two decoupled (i.e.
N − 1-component) systems of the additive potential u, in which the component u
(N−1)
nα,mβ is eliminated.
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(1) (α, β) = (0, 0)
a1 + u
(l+1)
n0,m0+1
− u
(l)
n0+1,m0+1
a1 + u
(l+1)
n0,m0 − u
(l)
n0+1,m0
=
a2 + u
(l+1)
n0+1,m0
− u
(l)
n0+1,m0+1
a2 + u
(l+1)
n0,m0 − u
(l)
n0,m0+1
, l = 0, 1, · · · ,N − 3,(
a1 + a2 + u
(0)
n0,m0
− u
(N−2)
n0+1,m0+1
)(
a1 − a2 + u
(N−2)
n0,m0+1
− u
(N−2)
n0+1,m0
)
=
aN1∏N−3
l=0
(
a1 + u
(l+1)
n0,m0 − u
(l)
n0+1,m0
) − aN2∏N−3
l=0
(
a2 + u
(l+1)
n0,m0 − u
(l)
n0,m0+1
) ;
(2) (α, β) = (N − 1,N − 1)
a1 + u
(0)
n0,m0+1
− u
(0)
n0+1,m0+1
a2 + u
(0)
n0+1,m0
− u
(0)
n0+1,m0+1
=
aN1
∏N−2
l=0
(
a2 + u
(l)
n0,m0 − u
(l)
n0,m0+1
)
aN2
∏N−2
l=0
(
a1 + u
(l)
n0,m0 − u
(l)
n0+1,m0
) ,
a1 + u
(l)
n0,m0+1
− u
(l)
n0+1,m0+1
a2 + u
(l)
n0+1,m0
− u
(l)
n0+1,m0+1
=
a1 + u
(l−1)
n0,m0 − u
(l−1)
n0+1,m0
a2 + u
(l−1)
n0,m0 − u
(l−1)
n0,m0+1
, l = 1, 2, · · · ,N − 3.
We list some concrete examples for N = 2 and N = 3 within this framework in appendix A for reference. Among
these examples, the classes of (α, β) = (0, 0), (α, β) = (0,N − 1) and (α, β) = (N − 1,N − 1) amount to the discrete
GD hierarchy [13], the discrete-time two-dimensional Toda lattice (2DTL) equations [31] and the discrete Schwarzian
GD hierarchy [34], respectively; while the other classes of equations are the ‘new’ integrable discrete equations which
so far only appeared in [16] and were not considered by others. Our parametrisations/expressions of these equations
could sometimes be slightly different from those given by Fordy and Xenitidis, for convenience of constructing their
DTs in the forthcoming sections, i.e. sections 4 . In addition, by our way, we also provide the equations based on the
bilinear potential as well as their Lax formalism which were not given in [16].
3.3. Associated continuous equations. By performing the same reduction, namely taking a3 = 0, imposing
τn,m,h+N = τn,m,h, φn,m,h+N = λ
Nφn,m,h, ψn,m,h+N = λ
−Nψn,m,h and introducing the change of variables (3.8),
we can from (2.5) and (2.8) derive the continuous linear equation
∂xφ
(l)
nα,mβ
=
(
u(l+1)nα,mβ − u
(l)
nα,mβ
)
φ(l)nα,mβ + λφ
(l+1)
nα,mβ
(3.16)
and its adjoint form
∂xψ
(l)
nα,mβ
=
(
u(l−1)nα,mβ − u
(l)
nα,mβ
)
ψ(l)nα,mβ − λψ
(l−1)
nα,mβ
, (3.17)
respectively, where l = 0, 1, · · · ,N − 1, and all the variables satisfy their respective periodicity condition. For consis-
tency with the ZN graded discrete Lax pairs (3.12) and (3.14), we require that all the components are still fixed at
0, 1, · · · ,N − 1. Following the idea of deriving (2.6), in this case we have the bilinear transforms
u(l)nα,mβ = ∂x
(
ln τ (l)nα,mβ
)
and v(l)nα,mβ =
τ
(l+1)
nα,mβ
τ
(l)
nα,mβ
(3.18)
for l = 0, 1, · · · ,N − 1, which result in the Miura maps between the additive potential u, quotient potential v and the
bilinear potential τ as follows:
u(l+1)nα,mβ − u
(l)
nα,mβ
= ∂x
(
ln v(l)nα,mβ
)
= ∂x
(
ln τ (l+1)nα,mβ
)
− ∂x
(
ln τ (l)nα,mβ
)
. (3.19)
Such difference relations can be used to replace the potential u in (3.16) and (3.17) by the other two potentials,
leading to continuous linear equation in their respective semi-discrete Lax pair. Equations (3.16) and (3.17) can also
be written in matrix form with the help of the periodic matrix Σ as follows:
∂xΦnα,mβ =
(
ΣUnα,mβΣ
−1 −Unα,mβ + λΣ
)
Φnα,mβ , ∂xΨnα,mβ =
(
Σ−1Unα,mβΣ−Unα,mβ + λΣ
−1
)
Ψnα,mβ .
Similarly, the Miura maps (3.19) can be written as
ΣUnα,mβΣ
−1 −Unα,mβ = ∂x lnVnα,mβ = ∂x ln
(
ΣTnα,mβΣ
−1
)
− ∂x lnTnα,mβ ,
leading the spectral problems of U to the V- and T-counterparts. Such a matrix structure actually coincides with
the Lax structure of the 2DTL equations, see [35]; in other words, the continuous ZN graded Lax matrices deep down
describe the structure of the affine Lie algebra A
(1)
N , as can be seen that these Lax matrices have trace zero due to the
periodicity conditions.
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The compatibility condition between (3.16) and (3.12a) gives rise to semi-discrete equations of x and nα as follows:
∂x
(
u(l+1+α)nα,mβ − u
(l)
nα+1,mβ
)
=
(
a1 + u
(l+1+α)
nα,mβ
− u
(l)
nα+1,mβ
)(
u(l+α)nα,mβ − u
(l+1+α)
nα,mβ
− u
(l)
nα+1,mβ
+ u
(l+1)
nα+1,mβ
)
, (3.20a)
∂x
(
ln v(l+1+α)nα,mβ − ln v
(l)
nα+1,mβ
)
= a1
(
v
(l+1)
nα+1,mβ
v
(l+1+α)
nα,mβ
−
v
(l)
nα+1,mβ
v
(l+α)
nα,mβ
)
, (3.20b)
τ
(l)
nα+1,mβ
∂xτ
(l+1+α)
nα,mβ
− τ (l+1+α)nα,mβ ∂xτ
(l)
nα+1,mβ
= a1
(
τ (l+α)nα,mβτ
(l+1)
nα+1,mβ
− τ (l+1+α)nα,mβ τ
(l)
nα+1,mβ
)
. (3.20c)
for l = 0, 1, · · · ,N − 1.
The compatibility condition between (3.16) and (3.12b) gives rise to semi-discrete equations of x and mβ as follows:
∂x
(
u(l+1+β)nα,mβ − u
(l)
nα,mβ+1
)
=
(
a2 + u
(l+1+β)
nα,mβ
− u
(l)
nα,mβ+1
)(
u(l+β)nα,mβ − u
(l+1+β)
nα,mβ
− u
(l)
nα,mβ+1
+ u
(l+1)
nα,mβ+1
)
, (3.21a)
∂x
(
ln v(l+1+β)nα,mβ − ln v
(l)
nα,mβ+1
)
= a2
(
v
(l+1)
nα,mβ+1
v
(l+1+β)
nα,mβ
−
v
(l)
nα,mβ+1
v
(l+β)
nα,mβ
)
, (3.21b)
τ
(l)
nα,mβ+1
∂xτ
(l+1+β)
nα,mβ
− τ (l+1+β)nα,mβ ∂xτ
(l)
nα,mβ+1
= a2
(
τ (l+β)nα,mβτ
(l+1)
nα,mβ+1
− τ (l+1+β)nα,mβ τ
(l)
nα,mβ+1
)
. (3.21c)
for l = 0, 1, · · · ,N − 1.
These equations also arise as the compatibility of (3.17) and (3.14a), (3.17) and (3.14b), respectively. By direct
calculation, one can verify that equations (3.20) and (3.21) are compatible with (3.10), respectively.
4. Darboux transformations
4.1. Basic Darboux transformations. We now consider the Darboux transformations of the ZN graded discrete
integrable systems shown above in order to provide exact solutions. The DTs will be constructed on the level of tau
function, which then naturally gain those additive and quotient potentials (or say unmodified and modified potentials)
through the transforms (3.18).
As explained in section 3 that with the help of the Miura maps, the ZN graded discrete Lax pairs (including
associated continuous part) in tau function are given by
φ
(l)
nα+1,mβ
= a1
τ
(l+α)
nα,mβτ
(l+1)
nα+1,mβ
τ
(l+α+1)
nα,mβ τ
(l)
nα+1,mβ
φ(l+α)nα,mβ + λφ
(l+α+1)
nα,mβ
, (4.1a)
φ
(l)
nα,mβ+1
= a2
τ
(l+β)
nα,mβτ
(l+1)
nα,mβ+1
τ
(l+β+1)
nα,mβ τ
(l)
nα,mβ+1
φ(l+β)nα,mβ + λφ
(l+β+1)
nα,mβ
, (4.1b)
∂xφ
(l)
nα,mβ
=
(
∂x ln τ
(l+1)
nα,mβ
− ∂x ln τ
(l)
nα,mβ
)
φ(l)nα,mβ + λφ
(l+1)
nα,mβ
, (4.1c)
where l = 0, 1, · · · ,N − 1.
Proposition 4.1. Let the non-zero function θ
(l,1)
nα,mβ satisfy the linear equations (4.1) for given τ
(l)
nα,mβ with λ = λ1,
for l = 0, 1, · · · ,N − 1. Then the following DTs
φ(l)nα,mβ → φ˜
(l)
nα,mβ
= λφ(l+α+β+1)nα,mβ − λ1θ
(l+α+β+1,1)
nα,mβ
θ(l+α+β,1)nα,mβ
−1
φ(l+α+β)nα,mβ
= ∂xφ
(l+α+β)
nα,mβ
− ∂xθ
(l+α+β,1)
nα,mβ
θ(l+α+β,1)nα,mβ
−1
φ(l+α+β)nα,mβ ,
(4.2)
τ (l)nα,mβ → τ˜
(l)
nα,mβ
= θ(l+α+β,1)nα,mβ τ
(l+α+β)
nα,mβ
, (4.3)
leave (4.1) invariant, where the component counter l = 0, 1, · · · ,N − 1, and the parameters α, β ∈ {0, 1, · · · ,N − 1}.
Proof. The proof of the DTs is a straightforward computation. Firstly, we prove that the two expressions (discrete
and continuous expression) for φ˜
(l)
nα,mβ in the DT (4.2) are equal. From the continuous part in linear system (4.1c)
when l → l + α+ β, we have
∂xφ
(l+α+β)
nα,mβ
φ(l+α+β)nα,mβ
−1
=
(
∂xτ
(l+α+β+1)
nα,mβ
τ
(l+α+β+1)
nα,mβ
−
∂xτ
(l+α+β)
nα,mβ
τ
(l+α+β)
nα,mβ
)
+ λφ(l+α+β+1)nα,mβ φ
(l+α+β)
nα,mβ
−1
.
Similarly, when λ = λ1, we have
∂xθ
(l+α+β,1)
nα,mβ
θ(l+α+β,1)nα,mβ
−1
=
(
∂xτ
(l+α+β+1)
nα,mβ
τ
(l+α+β+1)
nα,mβ
−
∂xτ
(l+α+β)
nα,mβ
τ
(l+α+β)
nα,mβ
)
+ λ1θ
(l+α+β+1,1)
nα,mβ
θ(l+α+β,1)nα,mβ
−1
.
Eliminating the τ function in the above two equations, then we get the two expressions for φ˜
(l)
nα,mβ in the DT (4.2).
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Substituting the discrete expression (the first expression in (4.2)) for φ˜
(l)
nα,mβ into (4.1a) we get
λ
(
φ
(l+α+β+1)
nα+1,mβ
− λφ(l+2α+β+2)nα,mβ + λ1θ
(l+2α+β+2,1)
nα,mβ
θ(l+2α+β+1,1)nα,mβ
−1
φ(l+2α+β+1)nα,mβ
)
− λ1θ
(l+α+β+1,1)
nα+1,mβ
θ
(l+α+β,1)
nα+1,mβ
−1
φ
(l+α+β)
nα+1,mβ
= a1
τ˜
(l+α)
nα,mβ τ˜
(l+1)
nα+1,mβ
τ˜
(l+α+1)
nα,mβ τ˜
(l)
nα+1,mβ
(
λφ(l+α+β+1)nα,mβ − λ1θ
(l+α+β+1,1)
nα,mβ
θ(l+α+β,1)nα,mβ
−1
φ(l+α+β)nα,mβ
)
.
(4.4)
Taking into account the linear equation (4.1a) when l→ l + α+ β + 1 and l → l + α+ β respectively
φ
(l+α+β+1)
nα+1,mβ
= a1
τ
(l+2α+β+1)
nα,mβ τ
(l+α+β+2)
nα+1,mβ
τ
(l+2α+β+2)
nα,mβ τ
(l+α+β+1)
nα+1,mβ
φ(l+2α+β+1)nα,mβ + λφ
(l+2α+β+2)
nα,mβ
,
φ
(l+α+β)
nα+1,mβ
= a1
τ
(l+2α+β)
nα,mβ τ
(l+α+β+1)
nα+1,mβ
τ
(l+2α+β+1)
nα,mβ τ
(l+α+β)
nα+1,mβ
φ(l+2α+β)nα,mβ + λφ
(l+2α+β+1)
nα,mβ
,
we can rewrite (4.4) in the form
λ
(
a1
τ
(l+2α+β+1)
nα,mβ τ
(l+α+β+2)
nα+1,mβ
τ
(l+2α+β+2)
nα,mβ τ
(l+α+β+1)
nα+1,mβ
φ(l+2α+β+1)nα,mβ + λ1θ
(l+2α+β+2,1)
nα,mβ
θ(l+2α+β+1,1)nα,mβ
−1
φ(l+2α+β+1)nα,mβ
)
− λ1θ
(l+α+β+1,1)
nα+1,mβ
θ
(l+α+β,1)
nα+1,mβ
−1
(
a1
τ
(l+2α+β)
nα,mβ τ
(l+α+β+1)
nα+1,mβ
τ
(l+2α+β+1)
nα,mβ τ
(l+α+β)
nα+1,mβ
φ(l+2α+β)nα,mβ + λφ
(l+2α+β+1)
nα,mβ
)
= a1
τ˜
(l+α)
nα,mβ τ˜
(l+1)
nα+1,mβ
τ˜
(l+α+1)
nα,mβ τ˜
(l)
nα+1,mβ
(
λφ(l+2α+β+1)nα,mβ − λ1θ
(l+2α+β+1,1)
nα,mβ
θ(l+2α+β,1)nα,mβ
−1
φ(l+2α+β)nα,mβ
)
.
(4.5)
Taking into account the linear equation (4.1a) with λ = λ1 when l → l + α+ β + 1 and l→ l + α+ β respectively
θ
(l+α+β+1,1)
nα+1,mβ
= a1
τ
(l+2α+β+1)
nα,mβ τ
(l+α+β+2)
nα+1,mβ
τ
(l+2α+β+2)
nα,mβ τ
(l+α+β+1)
nα+1,mβ
θ(l+2α+β+1,1)nα,mβ + λ1θ
(l+2α+β+2,1)
nα,mβ
,
θ
(l+α+β,1)
nα+1,mβ
= a1
τ
(l+2α+β)
nα,mβ τ
(l+α+β+1)
nα+1,mβ
τ
(l+2α+β+1)
nα,mβ τ
(l+α+β)
nα+1,mβ
θ(l+2α+β,1)nα,mβ + λ1θ
(l+2α+β+1,1)
nα,mβ
,
which can be equivalently written as
a1
τ
(l+2α+β+1)
nα,mβ τ
(l+α+β+2)
nα+1,mβ
τ
(l+2α+β+2)
nα,mβ τ
(l+α+β+1)
nα+1,mβ
φ(l+2α+β+1)nα,mβ + λ1θ
(l+2α+β+2,1)
nα,mβ
θ(l+2α+β+1,1)nα,mβ
−1
φ(l+2α+β+1)nα,mβ
= θ
(l+α+β+1,1)
nα+1,mβ
θ(l+2α+β+1,1)nα,mβ
−1
φ(l+2α+β+1)nα,mβ ,
a1
θ
(l+2α+β,1)
nα,mβ τ
(l+2α+β)
nα,mβ θ
(l+α+β+1,1)
nα+1,mβ
τ
(l+α+β+1)
nα+1,mβ
θ
(l+2α+β+1,1)
nα,mβ τ
(l+2α+β+1)
nα,mβ θ
(l+α+β,1)
nα+1,mβ
τ
(l+α+β)
nα+1,mβ
φ(l+2α+β+1)nα,mβ =
θ
(l+α+β+1,1)
nα+1,mβ
θ
(l+2α+β+1,1)
nα,mβ
φ(l+2α+β+1)nα,mβ − λ1
θ
(l+α+β+1,1)
nα+1,mβ
θ
(l+α+β,1)
nα+1,mβ
φ(l+2α+β+1)nα,mβ ,
we can represent (4.5) in the form
a1
θ
(l+2α+β,1)
nα,mβ τ
(l+2α+β)
nα,mβ θ
(l+α+β+1,1)
nα+1,mβ
τ
(l+α+β+1)
nα+1,mβ
θ
(l+2α+β+1,1)
nα,mβ τ
(l+2α+β+1)
nα,mβ θ
(l+α+β,1)
nα+1,mβ
τ
(l+α+β)
nα+1,mβ
(
λφ(l+2α+β+1)nα,mβ − λ1θ
(l+2α+β+1,1)
nα,mβ
θ(l+2α+β,1)nα,mβ
−1
φ(l+2α+β)nα,mβ
)
= a1
τ˜
(l+α)
nα,mβ τ˜
(l+1)
nα+1,mβ
τ˜
(l+α+1)
nα,mβ τ˜
(l)
nα+1,mβ
(
λφ(l+2α+β+1)nα,mβ − λ1θ
(l+2α+β+1,1)
nα,mβ
θ(l+2α+β,1)nα,mβ
−1
φ(l+2α+β)nα,mβ
)
,
which is evidently satisfied by virtue of the discrete DT of τ in (4.3).
Similarly, the φ˜
(l)
nα,mβ satisfies (4.1b) with the discrete DTs given by (4.2) and (4.3).
Next, we prove that φ˜
(l)
nα,mβ satisfies (4.1c) with the DTs given by (4.2) and (4.3). Substituting the discrete and
continuous expression in (4.2)) for φ˜
(l)
nα,mβ simultaneously into (4.1c) we get
∂x
(
λφ(l+α+β+1)nα,mβ −λ1θ
(l+α+β+1,1)
nα,mβ
θ(l+α+β,1)nα,mβ
−1
φ(l+α+β)nα,mβ
)
−λ
(
∂xφ
(l+α+β+1)
nα,mβ
− ∂xθ
(l+α+β+1,1)
nα,mβ
θ(l+α+β+1,1)nα,mβ
−1
φ(l+α+β+1)nα,mβ
)
=
(
∂x ln τ˜
(l+1)
nα,mβ
− ∂x ln τ˜
(l)
nα,mβ
)
)
φ˜(l)nα,mβ .
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After obvious simplifications we may represent the above equation in the form(
∂xθ
(l+α+β+1,1)
nα,mβ
θ
(l+α+β+1,1)
nα,mβ
− λ1
θ
(l+α+β+1,1)
nα,mβ
θ
(l+α+β,1)
nα,mβ
)
φ˜(l)nα,mβ =
(
∂x ln τ˜
(l+1)
nα,mβ
− ∂x ln τ˜
(l)
nα,mβ
)
)
φ˜(l)nα,mβ . (4.6)
Taking into account the linear equation (4.1c) with λ = λ1 when l→ l + α+ β
∂xθ
(l+α+β,1)
nα,mβ
=
(
∂x ln τ
(l+α+β+1,1)
nα,mβ
− ∂x ln τ
(l+α+β)
nα,mβ
)
θ(l+α+β,0)nα,mβ + λ1θ
(l+α+β+1,1)
nα,mβ
,
which can be equivalently written as
∂xθ
(l+α+β,1)
nα,mβ
θ
(l+α+β,1)
nα,mβ
− λ1
θ
(l+α+β+1,1)
nα,mβ
θ
(l+α+β,1)
nα,mβ
=
(
∂x ln τ
(l+α+β+1)
nα,mβ
− ∂x ln τ
(l+α+β)
nα,mβ
)
,
we can rewrite (4.6) in the form(
∂x ln
(
θ(l+α+β+1)nα,mβ τ
(l+α+β+1)
nα,mβ
)
− ∂x ln
(
θ(l+α+β)nα,mβ τ
(l+α+β)
nα,mβ
))
φ˜(l)nα,mβ =
(
∂x ln τ˜
(l+1)
nα,mβ
− ∂x ln τ˜
(l)
nα,mβ
)
φ˜(l)nα,mβ
which is evidently satisfied by virtue of the continuous DT of τ in (4.3). 
4.2. N-fold Darboux transformations. It is evidence that the DTs in Proposition 4.1 may be repeated an arbitrary
number of times. For the second step of this process we have
φ[2]
(l)
nα,mβ
= λφ˜(l+α+β+1)nα,mβ − λ2θ˜
(l+α+β+1,2)
nα,mβ
θ˜(l+α+β,2)
−1
nα,mβ
φ˜(l+α+β)nα,mβ
= ∂xφ˜
(l+α+β)
nα,mβ
− ∂xθ˜
(l+α+β,2)
nα,mβ
θ˜(l+α+β,2)
−1
nα,mβ
φ˜(l+α+β)nα,mβ ,
(4.7)
τ [2]
(l)
nα,mβ
= θ˜(l+α+β,2)nα,mβ τ˜
(l+α+β)
nα,mβ
, (4.8)
where θ˜
(l,2)
nα,mβ is a non-zero fixed solution of the linear equations (4.1) in ˜ version (i.e. for φ˜
(l)
nα,mβ and τ˜
(l)
nα,mβ) with
λ = λ2, for l = 0, 1, · · · ,N − 1, as follows
θ˜(l,2)nα,mβ = λ2θ
(l+α+β+1,2)
nα,mβ
− λ1θ
(l+α+β+1,1)
nα,mβ
θ(l+α+β,1)nα,mβ
−1
θ(l+α+β,2)nα,mβ
= ∂xθ
(l+α+β,2)
nα,mβ
− ∂xθ
(l+α+β,1)
nα,mβ
θ(l+α+β,1)nα,mβ
−1
θ(l+α+β,2)nα,mβ ,
(4.9)
generated by some fixed solution θ
(l,2)
nα,mβ of the linear equations (4.1) for given τ
(l)
nα,mβ with λ = λ2. Thus it can be
seen that the DTs may be repeated N−times and the solutions can be expressed completely in terms of the solutions
of the initial equations (4.1) without use of the solutions of any intermediate iterations of the procedure.
Proposition 4.2. Let the non-zero function θ
(l,i)
nα,mβ satisfies the linear equations (4.1) for given τ
(l)
nα,mβ with λ = λi,
for l = 0, 1, · · · ,N − 1, i = 1, 2, . . . , N . Then the so called N-fold Darboux transformations (DTs) given as follows
φ(l)nα,mβ → φ˜[N ]
(l)
nα,mβ
=
G
(l,N)
nα,mβ
C
(l,N)
nα,mβ
=
W (θ
(l+N(α+β),1)
nα,mβ , . . . , θ
(l+N(α+β),N)
nα,mβ , φ
(l+N(α+β))
nα,mβ )
W (θ
(l+N(α+β),1)
nα,mβ , . . . , θ
(l+N(α+β),N)
nα,mβ )
(4.10)
τ (l)nα,mβ → τ˜ [N ]
(l)
nα,mβ
= C(l,N)nα,mβ · τ
(l+N(α+β))
nα,mβ
=W (θ(l+N(α+β),1)nα,mβ , . . . , θ
(l+N(α+β),N)
nα,mβ
) · τ (l+N(α+β))nα,mβ
(4.11)
for l = 0, 1, · · · ,N − 1, leaves the linear system (4.1) invariant, where the determinants are defined as follows
G(l,N)nα,mβ =
∣∣∣∣∣∣∣∣∣∣∣∣
θ
(l+N(α+β),1)
nα,mβ λ1θ
(l+N(α+β)+1,1)
nα,mβ . . . λ
N
1 θ
(l+N(α+β)+N,1)
nα,mβ
θ
(l+N(α+β),2)
nα,mβ λ2θ
(l+N(α+β)+1,2)
nα,mβ . . . λ
N
2 θ
(l+N(α+β)+N,2)
nα,mβ
...
... · · ·
...
θ
(l+N(α+β),N)
nα,mβ λNθ
(l+N(α+β)+1,N)
nα,mβ . . . λ
N
Nθ
(l+N(α+β)+N,N)
nα,mβ
φ
(l+N(α+β))
nα,mβ λφ
(l+N(α+β)+1))
nα,mβ . . . λ
Nφ
(l+N(α+β)+N))
nα,mβ
∣∣∣∣∣∣∣∣∣∣∣∣
, (4.12)
C(l,N)nα,mβ =
∣∣∣∣∣∣∣∣∣∣
θ
(l+N(α+β),1)
nα,mβ λ1θ
(l+N(α+β)+1,1)
nα,mβ . . . λ
N−1
1 θ
(l+N(α+β)+(N−1),1)
nα,mβ
θ
(l+N(α+β),2)
nα,mβ λ2θ
(l+N(α+β)+1,2)
nα,mβ . . . λ
N−1
2 θ
(l+N(α+β)+(N−1),2)
nα,mβ
...
... · · ·
...
θ
(l+N(α+β),N)
nα,mβ λNθ
(l+N(α+β)+1,N)
nα,mβ . . . λ
N−1
N θ
(l+N(α+β)+(N−1),N)
nα,mβ
∣∣∣∣∣∣∣∣∣∣
, (4.13)
12 YING SHI
W (θ
(l+N(α+β),1)
nα,mβ , . . . , θ
(l+N(α+β),N)
nα,mβ , φ
(l+N(α+β))
nα,mβ ) andW (θ
(l+N(α+β),1)
nα,mβ , . . . , θ
(l+N(α+β),N)
nα,mβ ) are Wronskian determinants
2.
Proof. To verify that the first equation in the linear system (4.1) is invariant when replace φ
(l)
nα,mβ by φ˜[N ]
(l)
nα,mβ
, we
equivalently prove that
G
(l,N)
nα+1,mβ
C(l+α+1,N)nα,mβ = a1
τ
(l+N(α+β)+α)
nα,mβ τ
(l+N(α+β)+1)
nα+1,mβ
τ
(l+N(α+β)+α+1)
nα,mβ τ
(l+N(α+β))
nα+1,mβ
G(l+α,N)nα,mβ C
(l+1,N)
nα+1,mβ
+ λG(l+α+1,N)nα,mβ C
(l,N)
nα+1,mβ
,
namely,
G(l−1,N)nα,mβ C
(l+α,N)
nα−1,mβ
− a1
τ
(l+N(α+β)+α−1)
nα−1,mβ
τ
(l+N(α+β))
nα,mβ
τ
(l+N(α+β)+α)
nα−1,mβ
τ
(l+N(α+β)−1)
nα,mβ
G
(l+α−1,N)
nα−1,mβ
C(l,N)nα,mβ − λG
(l+α,N)
nα−1,mβ
C(l−1,N)nα,mβ = 0, (4.14)
by moving the component index l → l − 1 and shifting backward the discrete variable nα → nα − 1.
To prove (4.14) is true, the way is using the Laplace theorem of a (2N + 1) × (2N + 1) determinant. From the
definition (4.12) and (4.13), we can easily write out G
(l−1,N)
nα,mβ and C
(l−1,N)
nα,mβ , namely
G(l−1,N)nα,mβ =
∣∣∣∣∣∣∣∣∣∣∣∣
θ
(l+N(α+β)−1,1)
nα,mβ λ1θ
(l+N(α+β),1)
nα,mβ . . . λ
N
1 θ
(l+N(α+β)+N−1,1)
nα,mβ
θ
(l+N(α+β)−1,2)
nα,mβ λ2θ
(l+N(α+β),2)
nα,mβ . . . λ
N
2 θ
(l+N(α+β)+N−1,2)
nα,mβ
...
... · · ·
...
θ
(l+N(α+β)−1,N)
nα,mβ λNθ
(l+N(α+β),N)
nα,mβ . . . λ
N
Nθ
(l+N(α+β)+N−1,N)
nα,mβ
φ
(l+N(α+β)−1)
nα,mβ λφ
(l+N(α+β)))
nα,mβ . . . λ
Nφ
(l+N(α+β)+N−1)
nα,mβ
∣∣∣∣∣∣∣∣∣∣∣∣
, (4.15)
N
Π
i=1
λiC
(l−1,N)
nα,mβ
=
∣∣∣∣∣∣∣∣∣∣
λ−11 θ
(l+N(α+β)−1,1)
nα,mβ θ
(l+N(α+β),1)
nα,mβ . . . λ
N−2
1 θ
(l+N(α+β)+(N−2),1)
nα,mβ
λ−12 θ
(l+N(α+β)−1,2)
nα,mβ θ
(l+N(α+β,2)
nα,mβ . . . λ
N−2
2 θ
(l+N(α+β)+(N−2),2)
nα,mβ
...
... · · ·
...
λ−1N θ
(l+N(α+β)−1,N)
nα,mβ θ
(l+N(α+β),N)
nα,mβ . . . λ
N−2
N θ
(l+N(α+β)+(N−2),N)
nα,mβ
∣∣∣∣∣∣∣∣∣∣
. (4.16)
As for the determinant expression of C
(l+α,N)
nα−1,mβ
, a1
τ
(l+N(α+β)+α−1)
nα−1,mβ
τ (l+N(α+β))nα,mβ
τ
(l+N(α+β)+α)
nα−1,mβ
τ
(l+N(α+β)−1)
nα,mβ
G
(l+α−1,N)
nα−1,mβ
and G
(l+α,N)
nα−1,mβ
, we need to
use the linear equation (4.1a) to express them in another way respectively.
Taking into account that the linear equation (4.1a) when l → l+N(α+β)+ s− 2, s = N,N − 1, . . . , 2, and shifting
nα → nα − 1, we have
φ(l+N(α+β)+s−2)nα,mβ = a1
τ
(l+N(α+β)+s−2+α)
nα−1,mβ
τ
(l+N(α+β)+s−1)
nα,mβ
τ
(l+N(α+β)+s−1+α)
nα−1,mβ
τ
(l+N(α+β)+s−2)
nα,mβ
φ
(l+N(α+β)+s−2+α)
nα−1,mβ
+ λφ
(l+N(α+β)+s−1+α)
nα−1,mβ
,
namely
λs−1φ
(l+N(α+β)+s−1+α)
nα−1,mβ
= λs−2
[
φ(l+N(α+β)+s−2)nα,mβ − a1
τ
(l+N(α+β)+s−2+α)
nα−1,mβ
τ
(l+N(α+β)+s−1)
nα,mβ
τ
(l+N(α+β)+s−1+α)
nα−1,mβ
τ
(l+N(α+β)+s−2)
nα,mβ
φ
(l+N(α+β)+s−2+α)
nα−1,mβ
]
.
(4.17)
Similarly, when λ = λi, i = 1, 2, . . . , N , we have
λs−1i θ
(l+N(α+β)+s−1+α,i)
nα−1,mβ
= λs−2i
[
θ(l+N(α+β)+s−2,i)nα,mβ − a1
τ
(l+N(α+β)+s−2+α)
nα−1,mβ
τ
(l+N(α+β)+s−1)
nα,mβ
τ
(l+N(α+β)+s−1+α)
nα−1,mβ
τ
(l+N(α+β)+s−2)
nα,mβ
θ
(l+N(α+β)+s−2+α,i)
nα−1,mβ
]
.
(4.18)
Substituting (4.18) for s = N,N − 1, . . . , 2 respectively into the columns, in reverse order, from the Nth to the
second, we obtain
C
(l+α,N)
nα−1,mβ
=
∣∣∣∣∣∣∣∣∣∣
θ
(l+N(α+β)+α,1)
nα−1,mβ
θ
(l+N(α+β),1)
nα,mβ . . . λ
N−2
1 θ
(l+N(α+β)+(N−2),1)
nα,mβ
θ
(l+N(α+β)+α,2)
nα−1,mβ
θ
(l+N(α+β),2)
nα,mβ . . . λ
N−2
2 θ
(l+N(α+β)+(N−2),2)
nα,mβ
...
... · · ·
...
θ
(l+N(α+β)+α,N)
nα−1,mβ
θ
(l+N(α+β),N)
nα,mβ . . . λ
N−2
N θ
(l+N(α+β)+(N−2),N)
nα,mβ
∣∣∣∣∣∣∣∣∣∣
. (4.19)
2We define the Wronskian determinant W of k functions θ1, θ2, . . . , θk by
W (θ1, θ2, . . . , θk) = detA,Aij = ∂
i−1
x θj , i, j = 1, 2, . . . , k.
ZN GRADED DISCRETE INTEGRABLE SYSTEMS AND DARBOUX TRANSFORMATIONS 13
Taking into account that the linear equation (4.1a) when l → l+N(α+β)+ s− 3, s = N +1, N, . . . , 2, and shifting
nα → nα − 1, we have
φ(l+N(α+β)+s−3)nα,mβ = a1
τ
(l+N(α+β)+s−3+α)
nα−1,mβ
τ
(l+N(α+β)+s−2)
nα,mβ
τ
(l+N(α+β)+s−2+α)
nα−1,mβ
τ
(l+N(α+β)+s−3)
nα,mβ
φ
(l+N(α+β)+s−3+α)
nα−1,mβ
+ λφ
(l+N(α+β)+s−2+α)
nα−1,mβ
,
namely
λs−1φ
(l+N(α+β)+s−2+α)
nα−1,mβ
= λs−2
[
φ(l+N(α+β)+s−3)nα,mβ − a1
τ
(l+N(α+β)+s−3+α)
nα−1,mβ
τ
(l+N(α+β)+s−2)
nα,mβ
τ
(l+N(α+β)+s−2+α)
nα−1,mβ
τ
(l+N(α+β)+s−3)
nα,mβ
φ
(l+N(α+β)+s−3+α)
nα−1,mβ
]
.
(4.20)
Similarly, when λ = λi, i = 1, 2, . . . , N , we have
λs−1i θ
(l+N(α+β)+s−2+α,i)
nα−1,mβ
= λs−2i
[
θ(l+N(α+β)+s−3,i)nα,mβ − a1
τ
(l+N(α+β)+s−3+α)
nα−1,mβ
τ
(l+N(α+β)+s−2)
nα,mβ
τ
(l+N(α+β)+s−2+α)
nα−1,mβ
τ
(l+N(α+β)+s−3)
nα,mβ
θ
(l+N(α+β)+s−3+α,i)
nα−1,mβ
]
.
(4.21)
Substituting (4.20) and (4.21) for s = N+1, N, . . . , 2 respectively into the columns, in reverse order, from the (N+1)th
to the second, we obtain
G
(l+α−1,N)
nα−1,mβ
=
∣∣∣∣∣∣∣∣∣∣∣∣∣
θ
(l+N(α+β)+α−1,1)
nα−1,mβ
θ
(l+N(α+β)−1,1)
nα,mβ . . . λ
N−1
1 θ
(l+N(α+β)+(N−2),1))
nα,mβ
θ
(l+N(α+β)+α−1,2)
nα−1,mβ
θ
(l+N(α+β)−1,2)
nα,mβ . . . λ
N−1
2 θ
(l+N(α+β)+(N−2),2))
nα,mβ
...
... · · ·
...
θ
(l+N(α+β)+α−1,N)
nα−1,mβ
θ
(l+N(α+β)−1,N)
nα,mβ . . . λ
N−1
N θ
(l+N(α+β)+(N−2),N))
nα,mβ
φ
(l+N(α+β)+α−1)
nα−1,mβ
φ
(l+N(α+β)−1)
nα,mβ . . . λ
N−1φ
(l+N(α+β)+(N−2)))
nα,mβ
∣∣∣∣∣∣∣∣∣∣∣∣∣
.
For the first column in the above determinant, with the help of (4.20) and (4.21) for s = 2, i.e.,
a1
τ
(l+N(α+β)+α−1)
nα−1,mβ
τ
(l+N(α+β))
nα,mβ
τ
(l+N(α+β)+α)
nα−1,mβ
τ
(l+N(α+β)−1)
nα,mβ
φ
(l+N(α+β)+α−1)
nα−1,mβ
= φ(l+N(α+β)−1)nα,mβ − λφ
(l+N(α+β)+α)
nα−1,mβ
,
and
a1
τ
(l+N(α+β)+α−1)
nα−1,mβ
τ
(l+N(α+β))
nα,mβ
τ
(l+N(α+β)+α)
nα−1,mβ
τ
(l+N(α+β)−1)
nα,mβ
θ
(l+N(α+β)+α−1,i)
nα−1,mβ
= θ(l+N(α+β)−1,i)nα,mβ − λiθ
(l+N(α+β)+α,i)
nα−1,mβ
, i = 1, 2, . . . , N,
we get
a1
τ
(l+N(α+β)+α−1)
nα−1,mβ
τ
(l+N(α+β))
nα,mβ
τ
(l+N(α+β)+α)
nα−1,mβ
τ
(l+N(α+β)−1)
nα,mβ
G
(l+α−1,N)
nα−1,mβ
= −
∣∣∣∣∣∣∣∣∣∣∣∣∣
λ1θ
(l+N(α+β)+α,1)
nα−1,mβ
θ
(l+N(α+β)−1,1)
nα,mβ . . . λ
N−1
1 θ
(l+N(α+β)+(N−2),1))
nα,mβ
λ2θ
(l+N(α+β)+α,2)
nα−1,mβ
θ
(l+N(α+β)−1,2)
nα,mβ . . . λ
N−1
2 θ
(l+N(α+β)+(N−2),2))
nα,mβ
...
... · · ·
...
λNθ
(l+N(α+β)+α,N)
nα−1,mβ
θ
(l+N(α+β)−1,N)
nα,mβ . . . λ
N−1
N θ
(l+N(α+β)+(N−2),N))
nα,mβ
λφ
(l+N(α+β)+α)
nα−1,mβ
φ
(l+N(α+β)−1)
nα,mβ . . . λ
N−1φ
(l+N(α+β)+(N−2)))
nα,mβ
∣∣∣∣∣∣∣∣∣∣∣∣∣
.
(4.22)
Similarly, in the light of (4.17) and (4.18) for s = N + 1, N, . . . , 2, we obtain
λG
(l+α,N)
nα−1,mβ
=
N
Π
i=1
λ−1i
∣∣∣∣∣∣∣∣∣∣∣∣∣
λ1θ
(l+N(α+β)+α,1)
nα−1,mβ
λ1θ
(l+N(α+β),1)
nα,mβ . . . λ
N
1 θ
(l+N(α+β)+(N−1),1))
nα,mβ
λ2θ
(l+N(α+β)+α,2)
nα−1,mβ
λ2θ
(l+N(α+β),2)
nα,mβ . . . λ
N
2 θ
(l+N(α+β)+(N−1),2))
nα,mβ
...
... · · ·
...
λNθ
(l+N(α+β)+α,N)
nα−1,mβ
λNθ
(l+N(α+β),N)
nα,mβ . . . λ
N
Nθ
(l+N(α+β)+(N−1),N))
nα,mβ
λφ
(l+N(α+β)+α)
nα−1,mβ
λφ
(l+N(α+β))
nα,mβ . . . λ
Nφ
(l+N(α+β)+(N−1)))
nα,mβ
∣∣∣∣∣∣∣∣∣∣∣∣∣
. (4.23)
Substituting those above determinants into the left-hand side of the equation (4.14) gives the (2N + 1)× (2N + 1)
vanishing determinant.
In a similar way, we can prove that the second equation (4.1b) and (4.1c) are true. Otherwise, by using the
continuous part in the linear system, we can see that the two determinants in the DT are equal. 
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5. Exact solutions
In this section, we present explicit examples of the solutions that may be obtained by means of the Darboux
transformations. We choose the seed solution of the ZN graded discrete integrable models (3.10) as τ
(l)
nα,mβ = 1 (by
(3.18) u
(l)
nα,mβ = 0 and v
(l)
nα,mβ = 1) for l = 0, 1, . . . ,N − 1. With this choice, the ZN graded discrete Lax pairs (4.1)
read as follows
φ
(l)
nα+1,mβ
= a1φ
(l+α)
nα,mβ
+ λφ(l+α+1)nα,mβ ,
φ
(l)
nα,mβ+1
= a2φ
(l+β)
nα,mβ
+ λφ(l+β+1)nα,mβ ,
∂xφ
(l)
nα,mβ
= λφ(l+1)nα,mβ .
Its N linearly independent nonzero solutions, depending on parameter λi are found to be
θ(l,i)nα,mβ =
N−1∑
r=0
eω
r
NλixωrN
(l+αnα+βmβ) (a1 + ω
r
Nλi)
nα (a2 + ω
r
Nλi)
mβ , i = 1, 2, . . . , N, (5.1)
where the complex number ωrN = e
2rpii
N , l = 0, 1, . . . ,N − 1. So the N-soliton solution of the ZN graded discrete
integrable models can be obtained by the N-fold DTs in (4.11) with elements θ
(l,i)
nα,mβ given in (5.1).
For instance, when N = 1, N = 2, and (α, β) = (0, 1), we have the 1-soliton solution
v(0)n0,m1 =
eλ1x + e−λ1xρ
(1)
n0,m1
eλ1x + e−λ1xρ
(0)
n0,m1
, v(1)n0,m1 =
1
v
(0)
n0,m1
of the discrete-time 2DTL of A
(1)
1 -type; where ρ
(l)
n0,m1 =
(
a1−λ1
a1+λ1
)n0(
a2−λ1
a2+λ1
)m1
(−1)l , l = 0, 1, is the discrete plane
wave factor. Moreover, when N = 1, N = 3 and (α, β) = (0, 2), we have the 1-soliton solution
v(0)n0,m2 =
eλ1x + eω
1
3λ1xρ
(1,ω13)
n0,m2 + e
ω23λ1xρ
(1,ω23)
n0,m2
eλ1x + eω
1
3λ1xρ
(0,ω13)
n0,m2 + e
ω23λ1xρ
(0,ω23)
n0,m2
,
v(1)n0,m2 =
eλ1x + eω
1
3λ1xρ
(2,ω13)
n0,m2 + e
ω23λ1xρ
(2,ω23)
n0,m2
eλ1x + eω
1
3λ1xρ
(1,ω13)
n0,m2 + e
ω23λ1xρ
(1,ω23)
n0,m2
,
v(2)n0,m2 =
1
v
(0)
n0,m2v
(1)
n0,m2
of the discrete-time 2DTL of A
(1)
2 -type; where ρ
(l,ωr3)
n0,m2 =
(
a1−λ1
a1+λ1
)n0(
a2−λ1
a2+λ1
)m2
(ωr3)
l , ωr3 = e
2rpii
3 , l = 0, 1, 2, r = 0, 1, 2
is the discrete plane wave factor.
6. Conclusions
In this paper, we considered the Darboux transformations of the ZN graded discrete integrable systems (FX models
in coprime case), in order to present their multi-soliton solution as explicit expressions. To our knowledge [6] and
motivated by the universality of the discrete KP-type equations, we were naturally led to considering reductions of
the discrete KP-type equations in order to recover multi-component discrete systems ( with the idea of increasing by
one the number of components in order to decrease by one the dimension). By periodic reductions, we in our scheme
obtained the discrete Gel’fand-Dikii hierarchy (3.3) associated with their Lax pairs (3.6) and (3.7) from the discrete
KP-type equations. Then by introducing a variable transformations (3.8), we recovered not only the FX discrete
systems in coprime case, the corresponding ZN -graded Lax pairs and the novel adjoint discrete Lax pairs, but also
their compatible differential-difference analogues and the bilinear formalism of these equations.
Another remark is that we gave three forms of the discrete Gel’fand-Dikii hierarchy, which are unmodifed, modified
and bilinear forms, and the Miura maps between them. Different to the continuous case, one cannot construct
solutions of a nonlinear equation directly from that of another nonlinear equation related by the discrete Miura maps.
So we introduce extra variables, which can be either continuous or discrete, and overcome the disadvantage (namely
nonlocality) bringing by the discrete Miura maps, see (3.18).
We only show the multi-soliton solutions of the ZN graded discrete integrable systems in this paper. It is quite
certain that other classes of solutions can also be obtained under the framework of Darboux transformations. On
the construction of Darboux transformations, here they were obtained through reduction and consistency with the
semi-discrete parts. In fact, it is interesting to consider how to construct the Darboux transformation by factorisation
of difference operators like in the continuous case. The exact solutions of the non-coprime case of the FX models are
still unclear. These above questions are our future work.
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Appendix A. Examples for N = 2 and N = 3
A.1. N = 2.
A.1.1. (α, β) = (0, 0).
• Additive potential
– First integrals (
a1 + u
(1)
n0,m0
− u
(0)
n0+1,m0
)(
a1 + u
(0)
n0,m0
− u
(1)
n0+1,m0
)
= a21,(
a2 + u
(1)
n0,m0
− u
(0)
n0,m0+1
)(
a2 + u
(0)
n0,m0
− u
(1)
n0,m0+1
)
= a22;
– Lax matrices
Ln0,m0 =
(
a1 + u
(1)
n0,m0 − u
(0)
n0+1,m0
λ
λ a1 + u
(0)
n0,m0 − u
(1)
n0+1,m0
)
,
Mn0,m0 =
(
a2 + u
(1)
n0,m0 − u
(0)
n0,m0+1
λ
λ a2 + u
(0)
n0,m0 − u
(1)
n0,m0+1
)
;
– Two-component system
a1 + u
(1)
n0,m0+1
− u
(0)
n0+1,m0+1
a1 + u
(1)
n0,m0 − u
(0)
n0+1,m0
=
a2 + u
(1)
n0+1,m0
− u
(0)
n0+1,m0+1
a2 + u
(1)
n0,m0 − u
(0)
n0,m0+1
,
a1 + u
(0)
n0,m0+1
− u
(1)
n0+1,m0+1
a1 + u
(0)
n0,m0 − u
(1)
n0+1,m0
=
a2 + u
(0)
n0+1,m0
− u
(1)
n0+1,m0+1
a2 + u
(0)
n0,m0 − u
(1)
n0,m0+1
;
– Scalar equation (discrete (unmodified) KdV equation, cf. (1.1b))(
a1 + a2 + u
(0)
n0,m0
− u
(0)
n0+1,m0+1
)(
a1 − a2 + u
(0)
n0,m0+1
− u
(0)
n0+1,m0
)
= a21 − a
2
2.
• Quotient potential
– First integrals
v(0)n0,m0v
(1)
n0,m0
= 1;
– Lax matrices
Ln0,m0 =
a1
v
(0)
n0+1,m0
v
(0)
n0,m0
λ
λ a1
v
(1)
n0+1,m0
v
(1)
n0,m0
 , Mn0,m0 =
a2
v
(0)
n0,m0+1
v
(0)
n0,m0
λ
λ a2
v
(1)
n0,m0+1
v
(1)
n0,m0
 ;
– Two-component system
a1
(
v
(0)
n0+1,m0+1
v
(0)
n0,m0+1
−
v
(1)
n0+1,m0
v
(1)
n0,m0
)
= a2
(
v
(0)
n0+1,m0+1
v
(0)
n0+1,m0
−
v
(1)
n0,m0+1
v
(1)
n0,m0
)
,
a1
(
v
(1)
n0+1,m0+1
v
(1)
n0,m0+1
−
v
(0)
n0+1,m0
v
(0)
n0,m0
)
= a2
(
v
(1)
n0+1,m0+1
v
(1)
n0+1,m0
−
v
(0)
n0,m0+1
v
(0)
n0,m0
)
;
– Scalar equation (discrete modified KdV equation, cf. (1.1d))
a1
(
v(0)n0,m0v
(0)
n0,m0+1
− v
(0)
n0+1,m0
v
(0)
n0+1,m0+1
)
= a2
(
v(0)n0,m0v
(0)
n0+1,m0
− v
(0)
n0,m0+1
v
(0)
n0+1,m0+1
)
.
• Bilinear potential
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– Lax matrices
Ln0,m0 =
a1
τ
(1)
n0+1,m0
τ (0)n0,m0
τ
(0)
n0+1,m0
τ
(1)
n0,m0
λ
λ a1
τ
(0)
n0+1,m0
τ (1)n0,m0
τ
(1)
n0+1,m0
τ
(0)
n0,m0
 ,
Mn0,m0 =
a2
τ
(1)
n0,m0+1
τ (0)n0,m0
τ
(0)
n0,m0+1
τ
(1)
n0,m0
λ
λ a2
τ
(0)
n0,m0+1
τ (1)n0,m0
τ
(1)
n0,m0+1
τ
(0)
n0,m0
 ;
– Two-component system
a1
(
τ (1)n0,m0τ
(0)
n0+1,m0+1
− τ
(0)
n0,m0+1
τ
(1)
n0+1,m0
)
= a2
(
τ (1)n0,m0τ
(0)
n0+1,m0+1
− τ
(0)
n0+1,m0
τ
(1)
n0,m0+1
)
,
a1
(
τ (0)n0,m0τ
(1)
n0+1,m0+1
− τ
(1)
n0,m0+1
τ
(0)
n0+1,m0
)
= a2
(
τ (0)n0,m0τ
(1)
n0+1,m0+1
− τ
(1)
n0+1,m0
τ
(0)
n0,m0+1
)
;
– Scalar equation (5-point discrete bilinear KdV equation.
(a1 − a2)
2τ (0)n0,m0τ
(0)
n0+2,m0+2
− (a1 + a2)
2τ
(0)
n0+2,m0
τ
(0)
n0,m0+2
+ 4a1a2
(
τ
(0)
n0+1,m0+1
)2
= 0;
– Alternative scalar forms (6-point discrete bilinear KdV equations)
(a1 + a2)τ
(0)
n0,m0+1
τ
(0)
n0+2,m0
+ (a1 − a2)τ
(0)
n0,m0
τ
(0)
n0+2,m0+1
= 2a1τ
(0)
n0+1,m0
τ
(0)
n0+1,m0+1
,
(a1 + a2)τ
(0)
n0+1,m0
τ
(0)
n0,m0+2
− (a1 − a2)τ
(0)
n0,m0
τ
(0)
n0+1,m0+2
= 2a2τ
(0)
n0,m0+1
τn0+1,m0+1.
A.1.2. (α, β) = (0, 1).
• Additive potential
– First integrals (
a1 + u
(1)
n0,m1
− u
(0)
n0+1,m1
)(
a1 + u
(0)
n0,m1
− u
(1)
n0+1,m1
)
= a21,(
a2 + u
(0)
n0,m1
− u
(0)
n0,m1+1
)(
a2 + u
(1)
n0,m1
− u
(1)
n0,m1+1
)
= a22;
– Lax matrices
Ln0,m1 =
(
a1 + u
(1)
n0,m1 − u
(0)
n0+1,m1
λ
λ a1 + u
(0)
n0,m1 − u
(1)
n0+1,m1
)
,
Mn0,m1 =
(
λ a2 + u
(0)
n0,m1 − u
(0)
n0,m1+1
a2 + u
(1)
n0,m1 − u
(1)
n0,m1+1
λ
)
;
– Two-component system
a1 + u
(1)
n0,m1+1
− u
(0)
n0+1,m1+1
a1 + u
(0)
n0,m1 − u
(1)
n0+1,m1
=
a2 + u
(0)
n0+1,m1
− u
(0)
n0+1,m1+1
a2 + u
(1)
n0,m1 − u
(1)
n0,m1+1
,
a1 + u
(0)
n0,m1+1
− u
(1)
n0+1,m1+1
a1 + u
(1)
n0,m1 − u
(0)
n0+1,m1
=
a2 + u
(1)
n0+1,m1
− u
(1)
n0+1,m1+1
a2 + u
(0)
n0,m1 − u
(0)
n0,m1+1
.
• Quotient potential
– First integrals
v(0)n0,m1v
(1)
n0,m1
= 1;
– Lax matrices
Ln0,m1 =
a1 v
(0)
n0+1,m1
v
(0)
n0,m1
λ
λ a1
v
(1)
n0+1,m1
v
(1)
n0,m1
 , Mn0,m1 =
 λ a2 v
(0)
n0,m1+1
v
(1)
n0,m1
a2
v
(1)
n0,m1+1
v
(0)
n0,m1
λ
 ;
– Two-component system (discrete-time 2DTL of A
(1)
1 -type)
a1
(
v
(0)
n0+1,m1+1
v
(0)
n0,m1+1
−
v
(0)
n0+1,m1
v
(0)
n0,m1
)
= a2
(
v
(0)
n0+1,m1+1
v
(1)
n0+1,m1
−
v
(1)
n0,m1+1
v
(0)
n0,m1
)
,
a1
(
v
(1)
n0+1,m1+1
v
(1)
n0,m1+1
−
v
(1)
n0+1,m1
v
(1)
n0,m1
)
= a2
(
v
(1)
n0+1,m1+1
v
(0)
n0+1,m1
−
v
(0)
n0,m1+1
v
(1)
n0,m1
)
;
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– Scalar equation (discrete sine–Gordon (sG) equation)
a1
(
v
(0)
n0+1,m1
v
(0)
n0,m1+1
− v(0)n0,m1v
(0)
n0+1,m1+1
)
= a2
(
1− v(0)n0,m1v
(0)
n0+1,m1
v
(0)
n0,m1+1
v
(0)
n0+1,m1+1
)
.
• Bilinear potential
– Lax matrices
Ln0,m1 =
a1
τ
(1)
n0+1,m1
τ (0)n0,m1
τ
(0)
n0+1,m1
τ
(1)
n0,m1
λ
λ a1
τ
(0)
n0+1,m1
τ (1)n0,m1
τ
(1)
n0+1,m1
τ
(0)
n0,m1
 ,
Mn0,m1 =
 λ a2
τ
(1)
n0,m1+1
τ (1)n0,m1
τ
(0)
n0,m1+1
τ
(0)
n0,m1
a2
τ
(0)
n0,m1+1
τ (0)n0,m1
τ
(1)
n0,m1+1
τ
(1)
n0,m1
λ
 ;
– Two-component system (discrete bilinear 2DTL of A
(1)
1 -type)
a1
(
τ (0)n0,m1τ
(0)
n0+1,m1+1
− τ
(0)
n0,m1+1
τ
(0)
n0+1,m1
)
= a2
(
τ (0)n0,m1τ
(0)
n0+1,m1+1
− τ
(1)
n0+1,m1
τ
(1)
n0,m1+1
)
,
a1
(
τ (1)n0,m1τ
(1)
n0+1,m1+1
− τ
(1)
n0,m1+1
τ
(1)
n0+1,m1
)
= a2
(
τ (1)n0,m1τ
(1)
n0+1,m1+1
− τ
(0)
n0+1,m1
τ
(0)
n0,m1+1
)
.
A.1.3. (α, β) = (1, 1).
• Additive potential
– First integrals (
a1 + u
(0)
n1,m1
− u
(0)
n1+1,m1
)(
a1 + u
(1)
n1,m1
− u
(1)
n1+1,m1
)
= a21,(
a2 + u
(0)
n1,m1
− u
(0)
n1,m1+1
)(
a2 + u
(1)
n1,m1
− u
(1)
n1,m1+1
)
= a22;
– Lax matrices
Ln1,m1 =
(
λ a1 + u
(0)
n1,m1 − u
(0)
n1+1,m1
a1 + u
(1)
n1,m1 − u
(1)
n1+1,m1
λ
)
,
Mn1,m1 =
(
λ a2 + u
(0)
n1,m1 − u
(0)
n1,m1+1
a2 + u
(1)
n1,m1 − u
(1)
n1,m1+1
λ
)
;
– Two-component system
a1 + u
(0)
n1,m1+1
− u
(0)
n1+1,m1+1
a1 + u
(1)
n1,m1 − u
(1)
n1+1,m1
=
a2 + u
(0)
n1+1,m1
− u
(0)
n1+1,m1+1
a2 + u
(1)
n1,m1 − u
(1)
n1,m1+1
,
a1 + u
(1)
n1,m1+1
− u
(1)
n1+1,m1+1
a1 + u
(0)
n1,m1 − u
(0)
n1+1,m1
=
a2 + u
(1)
n1+1,m1
− u
(1)
n1+1,m1+1
a2 + u
(0)
n1,m1 − u
(0)
n1,m1+1
;
– Scalar form (discrete Schwarzian KdV equation)(
a1 + u
(0)
n1,m1 − u
(0)
n1+1,m1
)(
a1 + u
(0)
n1,m1+1
− u
(0)
n1+1,m1+1
)
(
a2 + u
(0)
n1,m1 − u
(0)
n1,m1+1
)(
a2 + u
(0)
n1+1,m1
− u
(0)
n1+1,m1+1
) = a21
a22
.
• Quotient potential
– First integrals
v(0)n1,m1v
(1)
n1,m1
= 1;
– Lax matrices
Ln1,m1 =
 λ a1
v
(0)
n1+1,m1
v
(1)
n1,m1
a1
v
(1)
n1+1,m1
v
(0)
n1,m1
λ
 , Mn1,m1 =
 λ a2
v
(0)
n1,m1+1
v
(1)
n1,m1
a2
v
(1)
n1,m1+1
v
(0)
n1,m1
λ
 ;
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– Two-component system
a1
(
v
(0)
n1+1,m1+1
v
(1)
n1,m1+1
−
v
(0)
n1+1,m1
v
(1)
n1,m1
)
= a2
(
v
(0)
n1+1,m1+1
v
(1)
n1+1,m1
−
v
(0)
n1,m1+1
v
(1)
n1,m1
)
,
a1
(
v
(1)
n1+1,m1+1
v
(0)
n1,m1+1
−
v
(1)
n1+1,m1
v
(0)
n1,m1
)
= a2
(
v
(1)
n1+1,m1+1
v
(0)
n1+1,m1
−
v
(1)
n1,m1+1
v
(0)
n1,m1
)
;
– Scalar form (discrete modified KdV equation, cf. (1.1d))
a1
(
v(0)n1,m1v
(0)
n1+1,m1
− v
(0)
n1,m1+1
v
(0)
n1+1,m1+1
)
= a2
(
v(0)n1,m1v
(0)
n1,m1+1
− v
(0)
n1+1,m1
v
(0)
n1+1,m1+1
)
.
• Bilinear potential
– Lax matrices
Ln1,m1 =
 λ a1
τ
(1)
n1+1,m1
τ (1)n1,m1
τ
(0)
n1+1,m1
τ
(0)
n1,m1
a1
τ
(0)
n1+1,m1
τ (0)n1,m1
τ
(1)
n1+1,m1
τ
(1)
n1,m1
λ
 ,
Mn1,m1 =
 λ a2
τ
(1)
n1,m1+1
τ (1)n1,m1
τ
(0)
n1,m1+1
τ
(0)
n1,m1
a2
τ
(0)
n1,m1+1
τ (0)n1,m1
τ
(1)
n1,m1+1
τ
(1)
n1,m1
λ
 ;
– Two-component system
a1
(
τ (1)n1,m1τ
(0)
n1+1,m1+1
− τ
(1)
n1,m1+1
τ
(0)
n1+1,m1
)
= a2
(
τ (1)n1,m1τ
(0)
n1+1,m1+1
− τ
(1)
n1+1,m1
τ
(0)
n1,m1+1
)
,
a1
(
τ (0)n1,m1τ
(1)
n1+1,m1+1
− τ
(0)
n1,m1+1
τ
(1)
n1+1,m1
)
= a2
(
τ (0)n1,m1τ
(1)
n1+1,m1+1
− τ
(0)
n1+1,m1
τ
(1)
n1,m1+1
)
.
A.2. N = 3.
A.2.1. (α, β) = (0, 0).
• Additive potential
– First integrals(
a1 + u
(1)
n0,m0
− u
(0)
n0+1,m0
)(
a1 + u
(2)
n0,m0
− u
(1)
n0+1,m0
)(
a1 + u
(0)
n0,m0
− u
(2)
n0+1,m0
)
= a31,(
a2 + u
(1)
n0,m0
− u
(0)
n0,m0+1
)(
a2 + u
(2)
n0,m0
− u
(1)
n0,m0+1
)(
a2 + u
(0)
n0,m0
− u
(2)
n0,m0+1
)
= a32;
– Lax matrices
Ln0,m0 =
a1 + u
(1)
n0,m0 − u
(0)
n0+1,m0
λ 0
0 a1 + u
(2)
n0,m0 − u
(1)
n0+1,m0
λ
λ 0 a1 + u
(0)
n0,m0 − u
(2)
n0+1,m0
 ,
Mn0,m0 =
a2 + u
(1)
n0,m0 − u
(0)
n0,m0+1
λ 0
0 a2 + u
(2)
n0,m0 − u
(1)
n0,m0+1
λ
λ 0 a2 + u
(0)
n0,m0 − u
(2)
n0,m0+1
 ;
– Three-component system
a1 + u
(1)
n0,m0+1
− u
(0)
n0+1,m0+1
a1 + u
(1)
n0,m0 − u
(0)
n0+1,m0
=
a2 + u
(1)
n0+1,m0
− u
(0)
n0+1,m0+1
a2 + u
(1)
n0,m0 − u
(0)
n0,m0+1
,
a1 + u
(2)
n0,m0+1
− u
(1)
n0+1,m0+1
a1 + u
(2)
n0,m0 − u
(1)
n0+1,m0
=
a2 + u
(2)
n0+1,m0
− u
(1)
n0+1,m0+1
a2 + u
(2)
n0,m0 − u
(1)
n0,m0+1
,
a1 + u
(0)
n0,m0+1
− u
(2)
n0+1,m0+1
a1 + u
(0)
n0,m0 − u
(2)
n0+1,m0
=
a2 + u
(0)
n0+1,m0
− u
(2)
n0+1,m0+1
a2 + u
(0)
n0,m0 − u
(2)
n0,m0+1
;
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– Two-component system
a1 + u
(1)
n0,m0+1
− u
(0)
n0+1,m0+1
a1 + u
(1)
n0,m0 − u
(0)
n0+1,m0
=
a2 + u
(1)
n0+1,m0
− u
(0)
n0+1,m0+1
a2 + u
(1)
n0,m0 − u
(0)
n0,m0+1
,
a31(
a1 + u
(1)
n0,m0 − u
(0)
n0+1,m0
) − a32(
a2 + u
(1)
n0,m0 − u
(0)
n0,m0+1
)
=
(
a1 + a2 + u
(0)
n0,m0
− u
(1)
n0+1,m0+1
)(
a1 − a2 + u
(1)
n0,m0+1
− u
(1)
n0+1,m0
)
;
– Scalar equation (discrete (unmodified) Boussinesq (BSQ) equation)
a31 − a
3
2
u
(0)
n0+2,m0
− u
(0)
n0+1,m0+1
−
a31 − a
3
2
u
(0)
n0+1,m0+1
− u
(0)
n0,m0+2
= u
(0)
n0+2,m0+2
(
u
(0)
n0+2,m0+1
− u
(0)
n0+1,m0+2
)
− u
(0)
n0+1,m0
u
(0)
n0+2,m0+1
+ u
(0)
n0,m0+1
u
(0)
n0+1,m0+2
+ u(0)n0,m0
(
u
(0)
n0+1,m0
− u
(0)
n0,m0+1
)
.
• Quotient potential
– First integrals
v(0)n0,m0v
(1)
n0,m0
v(2)n0,m0 = 1;
– Lax matrices
Ln0,m0 =

a1
v
(0)
n0+1,m0
v
(0)
n0,m0
λ 0
0 a1
v
(1)
n0+1,m0
v
(1)
n0,m0
λ
λ 0 a1
v
(2)
n0+1,m0
v
(2)
n0,m0
 ,
Mn0,m0 =

a2
v
(0)
n0,m0+1
v
(0)
n0,m0
λ 0
0 a2
v
(1)
n0,m0+1
v
(1)
n0,m0
λ
λ 0 a2
v
(2)
n0,m0+1
v
(2)
n0,m0
 ;
– Three-component system
a1
(
v
(0)
n0+1,m0+1
v
(0)
n0,m0+1
−
v
(1)
n0+1,m0
v
(1)
n0,m0
)
= a2
(
v
(0)
n0+1,m0+1
v
(0)
n0+1,m0
−
v
(1)
n0,m0+1
v
(1)
n0,m0
)
,
a1
(
v
(1)
n0+1,m0+1
v
(1)
n0,m0+1
−
v
(2)
n0+1,m0
v
(2)
n0,m0
)
= a2
(
v
(1)
n0+1,m0+1
v
(1)
n0+1,m0
−
v
(2)
n0,m0+1
v
(2)
n0,m0
)
,
a1
(
v
(2)
n0+1,m0+1
v
(2)
n0,m0+1
−
v
(0)
n0+1,m0
v
(0)
n0,m0
)
= a2
(
v
(2)
n0+1,m0+1
v
(2)
n0+1,m0
−
v
(0)
n0,m0+1
v
(0)
n0,m0
)
;
– Two-component system
a1
(
v
(0)
n0+1,m0+1
v
(0)
n0,m0+1
−
v
(1)
n0+1,m0
v
(1)
n0,m0
)
= a2
(
v
(0)
n0+1,m0+1
v
(0)
n0+1,m0
−
v
(1)
n0,m0+1
v
(1)
n0,m0
)
,
a1
(
v
(1)
n0+1,m0+1
v
(1)
n0,m0+1
−
v
(0)
n0,m0v
(1)
n0,m0
v
(0)
n0+1,m0
v
(1)
n0+1,m0
)
= a2
(
v
(1)
n0+1,m0+1
v
(1)
n0+1,m0
−
v
(0)
n0,m0v
(1)
n0,m0
v
(0)
n0,m0+1
v
(1)
n0,m0+1
)
;
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– Scalar equation (discrete modified BSQ equation)
v
(0)
n0,m0
v
(0)
n0+1,m0
−
v
(0)
n0,m0
v
(0)
n0,m0+1
+
v
(0)
n0+2,m0+1
v
(0)
n0+2,m0+2
−
v
(0)
n0+1,m0+2
v
(0)
n0+2,m0+2
=
(
a31v
(0)
n0+1,m0+1
− a32v
(0)
n0,m0+2
v
(0)
n0,m0+2
− v
(0)
n0+1,m0+1
)
v
(0)
n0+1,m0+2
v
(0)
n0,m0+1
−
(
a31v
(0)
n0+2,m0
− a32v
(0)
n0+1,m0+1
v
(0)
n0+1,m0+1
− v
(0)
n0+2,m0
)
v
(0)
n0+2,m0+1
v
(0)
n0+1,m0
.
• Bilinear potential
– Lax matrices
Ln0,m0 =

a1
τ
(1)
n0+1,m0
τ (0)n0,m0
τ
(0)
n0+1,m0
τ
(1)
n0,m0
λ 0
0 a1
τ
(2)
n0+1,m0
τ (1)n0,m0
τ
(1)
n0+1,m0
τ
(2)
n0,m0
λ
λ 0 a1
τ
(0)
n0+1,m0
τ (2)n0,m0
τ
(2)
n0+1,m0
τ
(0)
n0,m0
 ,
Mn0,m0 =

a2
τ
(1)
n0,m0+1
τ (0)n0,m0
τ
(0)
n0,m0+1
τ
(1)
n0,m0
λ 0
0 a2
τ
(2)
n0,m0+1
τ (1)n0,m0
τ
(1)
n0,m0+1
τ
(2)
n0,m0
λ
λ 0 a2
τ
(0)
n0,m0+1
τ (2)n0,m0
τ
(2)
n0,m0+1
τ
(0)
n0,m0
 ;
– Three-component system
a1
(
τ (1)n0,m0τ
(0)
n0+1,m0+1
− τ
(0)
n0,m0+1
τ
(1)
n0+1,m0
)
= a2
(
τ (1)n0,m0τ
(0)
n0+1,m0+1
− τ
(0)
n0+1,m0
τ
(1)
n0,m0+1
)
,
a1
(
τ (2)n0,m0τ
(1)
n0+1,m0+1
− τ
(1)
n0,m0+1
τ
(2)
n0+1,m0
)
= a2
(
τ (2)n0,m0τ
(1)
n0+1,m0+1
− τ
(1)
n0+1,m0
τ
(2)
n0,m0+1
)
,
a1
(
τ (0)n0,m0τ
(2)
n0+1,m0+1
− τ
(2)
n0,m0+1
τ
(0)
n0+1,m0
)
= a2
(
τ (0)n0,m0τ
(2)
n0+1,m0+1
− τ
(2)
n0+1,m0
τ
(0)
n0,m0+1
)
;
– Scalar equation (discrete trilinear BSQ equation)(
a21 + a1a2 + a
2
2
) (
τ
(0)
n0+1,m0
τ
(0)
n0,m0+2
τ
(0)
n0+2,m0+1
+ τ
(0)
n0,m0+1
τ
(0)
n0+2,m0
τ
(0)
n0+1,m0+2
)
= −(a1 − a2)
2τ (0)n0,m0τ
(0)
n0+1,m0+1
τ
(0)
n0+2,m0+2
+ 3a21τ
(0)
n0+1,m0
τ
(0)
n0+1,m0+1
τ
(0)
n0+1,m0+2
+ 3a22τ
(0)
n0,m0+1
τ
(0)
n0+1,m0+1
τ
(0)
n0+2,m0+1
.
A.2.2. (α, β) = (0, 2).
• Additive potential
– First integrals(
a1 + u
(1)
n0,m2
− u
(0)
n0+1,m2
)(
a1 + u
(2)
n0,m2
− u
(1)
n0+1,m2
)(
a1 + u
(0)
n0,m2
− u
(2)
n0+1,m2
)
= a31,(
a2 + u
(0)
n0,m2
− u
(0)
n0,m2+1
)(
a2 + u
(1)
n0,m2
− u
(1)
n0,m2+1
)(
a2 + u
(2)
n0,m2
− u
(2)
n0,m2+1
)
= a32;
– Lax matrices
Ln0,m2 =
a1 + u
(1)
n0,m2 − u
(0)
n0+1,m2
λ 0
0 a1 + u
(2)
n0,m2 − u
(1)
n0+1,m2
λ
λ 0 a1 + u
(0)
n0,m2 − u
(2)
n0+1,m2
 ,
Mn0,m2 =
 λ 0 a2 + u
(0)
n0,m2 − u
(0)
n0,m2+1
a2 + u
(1)
n0,m2 − u
(1)
n0,m2+1
λ 0
0 a2 + u
(2)
n0,m2 − u
(2)
n0,m2+1
λ
 ;
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– Three-component system
a1 + u
(1)
n0,m2+1
− u
(0)
n0+1,m2+1
a1 + u
(0)
n0,m2 − u
(2)
n0+1,m2
=
a2 + u
(0)
n0+1,m2
− u
(0)
n0+1,m2+1
a2 + u
(0)
n0,m2 − u
(0)
n0,m2+1
,
a1 + u
(2)
n0,m2+1
− u
(1)
n0+1,m2+1
a1 + u
(1)
n0,m2 − u
(0)
n0+1,m2
=
a2 + u
(1)
n0+1,m2
− u
(1)
n0+1,m2+1
a2 + u
(1)
n0,m2 − u
(1)
n0,m2+1
,
a1 + u
(0)
n0,m2+1
− u
(2)
n0+1,m2+1
a1 + u
(2)
n0,m2 − u
(1)
n0+1,m2
=
a2 + u
(2)
n0+1,m2
− u
(2)
n0+1,m2+1
a2 + u
(2)
n0,m2 − u
(2)
n0,m2+1
.
• Quotient potential
– First integrals
v(0)n0,m2v
(1)
n0,m2
v(2)n0,m2 = 1;
– Lax matrices
Ln0,m2 =

a1
v
(0)
n0+1,m2
v
(0)
n0,m2
λ 0
0 a1
v
(1)
n0+1,m2
v
(1)
n0,m2
λ
λ 0 a1
v
(2)
n0+1,m2
v
(2)
n0,m2
 ,
Mn0,m2 =

λ 0 a2
v
(0)
n0,m2+1
v
(2)
n0,m2
a2
v
(1)
n0,m2+1
v
(0)
n0,m2
λ 0
0 a2
v
(2)
n0,m2+1
v
(1)
n0,m2
λ
 ;
– Three-component system (discrete-time 2DTL of A
(1)
2 -type)
a1
(
v
(0)
n0+1,m2+1
v
(0)
n0,m2+1
−
v
(0)
n0+1,m2
v
(0)
n0,m2
)
= a2
(
v
(0)
n0+1,m2+1
v
(2)
n0+1,m2
−
v
(1)
n0,m2+1
v
(0)
n0,m2
)
,
a1
(
v
(1)
n0+1,m2+1
v
(1)
n0,m2+1
−
v
(1)
n0+1,m2
v
(1)
n0,m2
)
= a2
(
v
(1)
n0+1,m2+1
v
(0)
n0+1,m2
−
v
(2)
n0,m2+1
v
(1)
n0,m2
)
,
a1
(
v
(2)
n0+1,m2+1
v
(2)
n0,m2+1
−
v
(2)
n0+1,m2
v
(2)
n0,m2
)
= a2
(
v
(2)
n0+1,m2+1
v
(1)
n0+1,m2
−
v
(0)
n0,m2+1
v
(2)
n0,m2
)
;
– Two-component system
a1
(
v
(0)
n0+1,m2+1
v
(0)
n0,m2+1
−
v
(0)
n0+1,m2
v
(0)
n0,m2
)
= a2
(
v
(0)
n0+1,m2+1
v
(0)
n0+1,m2
v
(1)
n0+1,m2
−
v
(1)
n0,m2+1
v
(0)
n0,m2
)
,
a1
(
v
(1)
n0+1,m2+1
v
(1)
n0,m2+1
−
v
(1)
n0+1,m2
v
(1)
n0,m2
)
= a2
(
v
(1)
n0+1,m2+1
v
(0)
n0+1,m2
−
1
v
(0)
n0,m2+1
v
(1)
n0,m2+1
v
(1)
n0,m2
)
.
• Bilinear potential
– Lax matrices
Ln0,m2 =

a1
τ
(1)
n0+1,m2
τ (0)n0,m2
τ
(0)
n0+1,m2
τ
(1)
n0,m2
λ 0
0 a1
τ
(2)
n0+1,m2
τ (1)n0,m2
τ
(1)
n0+1,m2
τ
(2)
n0,m2
λ
λ 0 a1
τ
(0)
n0+1,m2
τ (2)n0,m2
τ
(2)
n0+1,m2
τ
(0)
n0,m2
 ,
Mn0,m2 =

λ 0 a2
τ
(1)
n0,m2+1
τ (2)n0,m2
τ
(0)
n0,m2+1
τ
(0)
n0,m2
a2
τ
(2)
n0,m2+1
τ (0)n0,m2
τ
(1)
n0,m2+1
τ
(1)
n0,m2
λ 0
0 a2
τ
(0)
n0,m2+1
τ (1)n0,m2
τ
(2)
n0,m2+1
τ
(2)
n0,m2
λ
 ;
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– Three-component system (discrete-time bilinear 2DTL of A
(1)
2 -type)
a1
(
τ (0)n0,m2τ
(0)
n0+1,m2+1
− τ
(0)
n0,m2+1
τ
(0)
n0+1,m2
)
= a2
(
τ (0)n0,m2τ
(0)
n0+1,m2+1
− τ
(2)
n0+1,m2
τ
(1)
n0,m2+1
)
,
a1
(
τ (1)n0,m2τ
(1)
n0+1,m2+1
− τ
(1)
n0,m2+1
τ
(1)
n0+1,m2
)
= a2
(
τ (1)n0,m2τ
(1)
n0+1,m2+1
− τ
(0)
n0+1,m2
τ
(2)
n0,m2+1
)
,
a1
(
τ (2)n0,m2τ
(2)
n0+1,m2+1
− τ
(2)
n0,m2+1
τ
(2)
n0+1,m2
)
= a2
(
τ (2)n0,m2τ
(2)
n0+1,m2+1
− τ
(1)
n0+1,m2
τ
(0)
n0,m2+1
)
.
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