Water is a limited resource and essential for agriculture, industry and creatures existence on earth including human beings. Water quality monitoring is essential to control physical, chemical and biological characteristics of water. In addition, water quality monitoring can help with water pollution detection and discharge of toxic chemicals and contamination in water. A large number of inexpensive sensor nodes using hierarchical communication structure can be deployed to cover a large monitoring area with enough density. The paper provides a hierarchical routing protocol to reduce the communication overhead and increase the life time of wireless sensor network (WSN) suitable for river/lake water quality monitoring. The proposed routing protocol is compared with its predecessor LEACH. Experiments conducted using our custom simulator shows that the proposed routing protocol, power by genetic algorithm, create an energy balance in the network, save the node energy and thus increase the lifetime of the network by 25% in comparison to LEACH.
Introduction
Water quality is an expression used to portray the chemical, physical, and biological characteristics of water; generally, in terms of suitability for a particular or designated use. These characteristics include concentration of a) inorganic elements, including but not limited to calcium, magnesium, sodium, potassium, carbon, chlorine, and sulfur in fresh waterers from the soils and rocks over which they flow, b) organic compounds derived from decaying biological materials, and c) human-made compounds, such as pesticides, other industrial, and consumer products.
Activities that increase the concentration of specific compounds above natural levels in fresh water may cause pollution problems. Therefore, it is of fundamental interest to monitor the fresh water quality continuously, to ensure it is not polluted. The pollution, if not caught early, may lead to a catastrophe. For example, the accidental release of cyanide from a precious metals recovery facility in Romania contaminated the Tisza River in 2000, killed aquatic and terrestrial animals. The pollution not only traveled downstream through Romania, Hungary, and Yugoslavia, but also entered the Danube River and ultimately the Black Sea. United Nations called it one of the worst pollution accidents in Europe. Freshwater pollution costs US at least $4.3 billion a year 3 . Advances in the system of the micro-electromechanical (MEMS) wireless communications, technology and the digital electronics which had enabled the development of low cost, low power, the nodes of multifunctional sensors. These sensor nodes are small and untethered communication tools suitable for sensing the impurities/ pollutant in the water and relaying the information, over short distances, using multi-hop communication, to a base station a station/node with surplus power supply and dedicated computing resources. These tiny sensor nodes are equipped with limited power supply, usually AAA batteries, sensing, data processing, and communicating components. Since the sensor nodes are usually deployed at hard to reach areas such as glaciers, mountains, battlefield, rivers and oceans therefore replenishing their batteries, at times can be challenging. Hence lot of effort has been dedicated by the researchers to prolong their operational life time.
A large number of micro-sensor nodes can be used by a WSN to collect high-precision data from lakes and river under various circumstances of interest. Compared with traditional monitoring methods, there are several remarkable advantages to using a WSN to monitor water (i.e., lakes and rivers), such as real-time, ample data, low cost and high effectiveness. The applications of WSN in water quality monitoring 4, 5 can enable in-situ measurements and allow data to be viewed in real time by remote users. Various technical issues, such as power consumption, radio propagation models, routing protocols, and type of sensors need to be considered to prolong the operational life of WSN for monitoring the water quality. The aim of this paper is to propose a scalable and energy efficient hierarchical routing protocol to harvest that sensory data from the sensors and relay it to the base station (node equipped with power supply and resources) for further processing. Our proposed routing scheme is inspired by LEACH 6 protocol.
Organization of The Paper
The rest of the paper is organized as follows. In section 2, we provide an overview of the LEACH protocol. Section 3 list the drawback of LEACH protocol. We present our proposed methodology to overcome the limitation of LEACH protocol in section 4. We compare the performance of our proposed approach with LEACH over simulations and present our results in section 5. Finally, we concluded the paper list future work in section 5. 
LEACH Protocol -An Overview
LEACH is a self-adaptive and self-organized hierarchical routing protocol whose main aim is to increase the lifetime of WSN. The core idea of LEACH protocol lies in dividing the whole network into various clusters. In each cluster, a cluster head is selected in hierarchical manner and this role is rotated among the nodes in the cluster in order to homogeneously distribute the power load in every round. The cluster heads (CHs) aggregate the data received from the non-cluster head nodes and forward it to the Base Station (BS). This protocol allows scalability and robustness in the network. It also helps in compressing the size of information to be sent to the BS (also known as 'sink'). The basic architecture is depicted in Fig.1 . 
Phases of LEACH Protocol
LEACH protocol uses the "round" concept. Each round is divided into two phases: 1) Set-up Phase and 2) Steady State Phase.
Set-up Phase
First phase is the set-up phase and it is performed just once when the network is being setup. During the set-up phase, predefined numbers of sensor nodes are chosen CHs. The number of CHs also indicates the number of clusters in the network. Regular member nodes are assigned to the clusters based on their distances to the CHs. These regular nodes join into the clusters.
In the set-up phase of LEACH protocol, clusters are formed by making use of a distributed algorithm. No involvement/communication with the BS is required for the formation of clusters. Each node uses a stochastic algorithm at each round to determine whether it will become a cluster head in that round. The algorithm for cluster formation in the LEACH protocol carries out the task of cluster formation, cluster head node selection and notification to non-cluster head nodes. The set-up phase can be further sub-divided into two parts. 1) Advertisement, 2) Cluster set-up, and 3) Transmission schedule creation.
The algorithm is designed in such a way that the same node in a cluster should not get chosen as CH every time. In order to select cluster-heads each node (n) determines a random number between 0 and 1. If the number is less that a threshold , the node become a cluster-head for the current round. The threshold is set as follows: (1) (2) Where is the cluster-head probability, represents the number of the current round, and signifies the set of nodes that have not been cluster-heads in the last rounds. The algorithm ensures that every node becomes a cluster-head exactly once within rounds. After the node has announced itself as the cluster head node, it broadcasts an advertisement message to all the other nodes in the cluster using CSMA MAC Protocol. This message is small in size and contains node's ID and a header that characterizes this message as an announcement message. The nodes decide on the basis of strength of advertisement signal (i.e., announce message) to join a CH. This decision needs to be communicated to the respective CH node using CSMA MAC protocol. It is not guaranteed that the nodes are evenly distributed among the CH nodes. The size of cluster in the network is highly variable in LEACH protocol. In the set-up phase, the cluster head nodes are randomly selected from all the sensor nodes and several clusters are constructed dynamically. On the basis of the messages received from the sensor nodes the cluster head node allocates TDMA schedule to every node of the cluster. This is done in order to avoid collision among the non-cluster head nodes for data transmission. It also enables the radio components of non-cluster head nodes to be turned off during their time except their transmit time. This, to a great extent, minimizes the energy dissipation. Fig. 2 provides a flow chart of the cluster formation in LEACH protocol.
Steady State Phase
In Steady State Phase, the actual transmission of sensory data takes place. On the basis of functionalities performed in this stage the Steady State Phase can be sub-divided into three parts: 1) Data transmission to CH, 2) Data fusion and 3) Data transmission to BS. Within each cluster the CH node creates a random TDMA schedule and broadcasts it to the member nodes. After this step, the member nodes start sending their respective data to the CH node during their allotted TDMA slot. The radio of all the other nodes except the active member node is turned off which minimizes their energy dissipation. Nevertheless, CH node has to keep its radio on in order to receive the messages from the member nodes. After all the nodes have sent their data to the CH node, it aggregates the collected data, and transmits the fused data to the BS. The process of aggregation is required so that the amount of data transmitted to the BS can be as compressed. Apart from being energy-efficient, the protocol also makes fair utilization of bandwidth since the bandwidth for communication is fixed. To minimize the energy cost, the steady state phase is composed of multiple frames. Therefore, steady state phase is longer than the set-up phase.
After a certain period of time, the overall system goes back into the set-up phase and another round starts, leading to the selection of new CH node. In LEACH protocol, each cluster communicates with a different CDMA code to minimize the interference among different clusters.
Limitations of LEACH Protocol
The deployment of sensor in water possesses extra challenges in comparison to deployment in physical environments, such as farms, glaciers, battlefield and mountains. This is due to the fact that sensor nodes may be deployed at random (e.g., by dropping them from an aircraft into river and lakes) such as in the storm event or flood. Even if installed at deliberately chosen spots such as attached to buoyancy 7 , the sensor nodes may drift away over period of time. This means that a member node within a cluster can drift far away from the designated CH or may even step inside the zone of some other cluster.
In LEACH, clusters are formed dynamically in each round, which also affects the overall performance of the network. Some clusters have more member nodes while some will have lesser nodes. In some clusters, the CH remains in the center while in some clusters it has its position at the circumference. This uneven distribution of clusters indirectly creates an unbalanced energy load on the CH nodes. Some intelligence is required to create optimal clusters. Since random selection is done for the CH nodes, so there is a possibility that many CH nodes are concentrated in the same area. Once CH nodes drain out their energy, i.e., battery, communication holes will be created in the WSN thereby increasing the network latency.
The Proposed Solution
To overcome the aforementioned limitation of LEACH protocol, we extended the protocol to make it suitable for the sensor deployment in water. We enhanced the LEACH using Genetic Algorithm (GA) to create energy efficient clusters for a given number of rounds.
The GA outcome identifies the suitable CHs for the network, i.e., it optimized the creation of energy efficient clusters. The BS assigns member nodes to each CH using the minimum distance strategy. The BS broadcasts the complete network details to the WSN. The broadcast message includes: the number of CHs, the member nodes, and the number of transmissions for this configuration. All the sensor nodes receive these packets transmitted by the BS and clusters are configured accordingly; this completes the cluster formation phase. Next comes the data transfer phase, where nodes transmit the messages to their corresponding CH for a given number of transmissions. The CH then aggregates and send the fused data to the BS. The Fig. 3 provided a high level illustration of the proposed approach.
Genetic Algorithm
With the increment of sensor devices in sensor network, conventional search methods (calculus-based, enumerative and random method) cannot meet our required robustness. GA is different from normal optimization and search procedures in four ways 1 : a) GA works with a coding of the parameter set, not with the parameters themselves. b) GA searches from a population of points, not from a single point. c) GA uses payoff (objective function) information, not derivatives or other auxiliary knowledge. d) GA uses probabilistic transition rule, not deterministic rules. In a word, GA is widely used in applications where the accurate results are not very important and search space is massive 2 . The main advantage of GA is that the process is completely automatic and avoids local minima.
In the proposed method, GA is used to maximize the lifetime of the network by means of rounds. Binary representation of the network is used and each sensor node corresponds a bit. CHs are represented as "1" and member nodes are represented as "0". The representation of a network is called a Chromosome or Genome, a collection of bits. Initially the GA starts with a population, a pre-defined number of chromosomes, consists of randomly generated individuals. Then GA evaluates each chromosome by calculating its fitness. Fitness of a chromosome depends on some fitness parameters that are explained in section 3.2. After evaluating the fitness of each chromosome in the population, GA selects the best fit chromosomes by using a specific selection method based on their fitness values and then applies two operators, Crossover and Mutation, respectively. These operations are carried out to produce a new population better than the previous one for the next generation.
Fitness Function
LEECH protocol was developed to reduce the energy communication as much as 8x compared with direct transmission and minimum transmission energy routing 6 . The G.A fitness function further reduced energy communication by retaining best population that can result into optimal clusters. The fitness of a chromosome is designed to minimize the energy consumption and to extend the network life time. A few fitness parameters for our proposed approach are described in this section.
Direct Distance (DD) to Base Station: The direct distance, DD, to base station is the sum of all distances from sensor nodes to the BS. This distance is defined using equation (3):
Where dis is the distance from the node i to the BS node s. For a larger network, this distance should be minimized; otherwise, the energy of most of the nodes will be wasted. However, for a smaller network that has a few closely located nodes, direct transfer to BS may be an acceptable option.
Cluster Distance (C): The cluster distance, C is the sum of the distances from the nodes to the cluster head and the distance from the head to the BS. For a cluster with k member nodes, the cluster distance C is defined using equation (4): (4) Where is the distance from node i to the cluster head h and is the distance from the cluster head h to the BS node s. For a cluster that has large number of widely-spaced nodes, the cluster distance will be higher and thus the energy consumption will be higher. For a reduced energy consumption, C should not be too large. This metric will control the size of the clusters.
Cluster Distance-Standard Deviation (SD): For uniform spatial distribution of sensor nodes, where nodes are uniformly placed, the variation in the cluster distances should be small. However, for non-uniform spatial distribution, where nodes are randomly placed, the cluster distances must not be necessarily the same. The variation in cluster distances should be tuned according to the deployment information. If the deployment is uniform, variation in cluster distances will indicate poor network configuration and must be tuned to get uniform clusters. However, in case of random deployment, there will be clusters of different sizes and the variation in cluster distances is acceptable. The cluster distances, SD, with a deviation µ can be computed as equation 5 and 6.
(5) (6) Total Energy Consumption of a Single Data Collection Round: The overall purpose of all the existing algorithms is to reduce energy consumption in the network. So it is taken directly in calculating the fitness function of the chromosomes. Total energy consumption is the sum of intra-cluster (8) and inter-cluster (7) energy consumptions and is obtained using equation (9). (7) (8) (9) ( , CH) represents energy consumption from ith node to its corresponding CH node, Rx is the reception energy spent at CH, and DA is the energy consumption due to data aggregation in CH. ( , BS) is transmission energy from th CH to BS. " " and " " represents cluster member and cluster head, respectively, in (7) and (8) . Equation (9) illustrates the total energy per communication round. The fitness function of our G.A assisted routing is represented by: (10)
Selection
Selection process is about determining good chromosomes (good results) in genetic algorithm. The fitness values of chromosomes are used to make this selection. The higher fitness value of the chromosome the more chance to be selected. Low value chromosomes are discarded within this process. There are a number of selection methods, e.g., Roulette-Wheel selection, Rank selection and Tournament selection 8 . In the proposed method, Roulette-Wheel selection method is used.
Crossover
Crossover is a genetic process that generates two new offspring chromosomes by crossing two parent chromosomes. In genetic algorithm there are two types of crossover: single-point crossover and two-point crossover. In a single-point crossover, a random crossover point is chosen and the two parent chromosomes exchange their genes (bits) after that point. A sample crossover is shown in Fig. 4 . Crossover is performed right after the selection process based on a pre-defined probability. The probability that the crossover will take place depends on the crossover rate. 
Mutation
Mutation is the third process of the genetic algorithm which is performed right after the crossover. The purpose of mutation process is to prevent falling into a local optimum of solved problem. Mutation changes every bit of the new offspring chromosome based on a probability called mutation rate as shown in Fig. 5 . 
Simulations and Results
The main objective of our simulation is to evaluate our proposed approach and to compare it with LEACH. We detail our communication model and our custom simulator in subsequent sections.
Communication Model
The communication model utilized in this paper is similar to that presented by Haenselmann 9 . The model employees Embedded Sensor Board (ESB), that is a prototype wireless sensor network device developed at Freie University Berlin 10 . The ESB consists of a Texas Instruments MSP430 low-powered microcontroller with 2k RAM and 60k flash ROM, a TR1001 radio transceiver, a 32k serial EEPROM, an RS232 port, a JTAG port, a beeper, and a number of sensors (passive IR, active IR sender/receiver, vibration/tilt, microphone, temperature). In this model, the energy spent while in a given radio state r to transmit or receive message is calculated using Eq. (11). (11) Where is the consumed power during time in a given radio state r. (12) Where is the voltage applied and is the current induced at a given radio state r. For a shorter distance transmission, the energy consumed by a transmit amplifier is proportional to d 2 where d is the distance between nodes 6 . The energy consumed by an agent to carry a message of length l bit from a node i to a node j is given by Eq. (13). Moreover, the energy consumed ER to receive the l bits message is given by Eq. (14).
(13) (14) Where is the energy consumed in the electronics circuit to transmit or receive the signal, is the energy consumed by the amplifier to transmit at a shorter distance, and is the energy consumed for beam forming. We used the variables and constants as described in Table-1 for our custom simulator. Though our simulation the G.A parameters were also kept constant and are listed in Table-2. The network simulator (ns2) 11 implements three radio propagation models: free space, two-ray ground reflection and shadowing 12 . The first two are variations of the unit disk graph model, i.e. within a certain radius of the sender all nodes always have perfect reception. We borrowed free space i.e., unit disk model from ns2 and used it as beam propagation model in our custom simulator. 
Experimental Results

Experiment-1
The first experiment is conducted on a network size of 100 nodes, where initial energy parameter for each node was kept constant throughout the simulation. We used random rectangle areas to simulate the increase and decrease of sensing in area of interest. The nodes in a rectangle area were selected and exposed to heavy load. It was observed from the graph trajectories in both the figure 7 and 8 that our proposed approach performed 25% better than LEACH in terms of energy consumption under random and grid deployment (when the nodes are carefully laid out with a homogeneous distance from each other).
Experiment-2
The second experiment is conducted on a network size of 500 nodes to check the health of the WSN over six thousand transmission rounds. The motivation behind this experiment was to a) understand the difference in the network life time of the WSN for both LEACH and proposed approach and 2) to find out the number of nodes alive at the end of six thousand transmission. For a healthy network, there should be no sudden or abrupt node decay, especially CHs; rather nodes should expire in a linear manner. Moreover, network traffic should be spread evenly as much as possible across the network by forming optimal clusters that are distributed wisely over the network. This lessens the creation of communication holes by reducing the energy consumption of the nodes. This also avoids WSN to experience disgraceful segregation and low message latency by keeping more node alive in wireless sensor network for a longer period. Obvious from figure 6, due to the optimal formation of energy efficient cluster, our proposed is able to retain 30% of the nodes alive in comparison to LEACH.
Experiment-3
The third experiment is conducted on a set of 200 nodes to understand the network latency for the two routing approaches. We define latency as the delay incurred since the first interest/query is dispatched from BS until the BS receives the first data packet from WSN. Fig. 11 clearly identifies that our proposed approach overrides the LEACH by 2 folds in terms of latency. This might be ascribable to the fact that CHs die, i.e., deplete energy faster using LEACH. Especially the CHs that tend to be near the BS or along the optimal routing path.
Conclusion and Future Work
Water quality monitoring can help with water pollution detection and discharge of toxic chemicals and contamination in water. A large number of micro-sensor nodes can be used by a WSN to collect high-precision data from lakes and river under various circumstances of interest. We proposed an energy efficient G.A assisted routing protocol suitable for WSN deployed for water quality monitoring. Currently, for the proposed approach, the radio of CH nodes is always on and their energy keeps on dissipating continuously. Due to this they are more prone to failure and when any CH node fails, then the cluster to which it belongs will collapse and the data aggregated by the CH node will get lost and will never reach the base station. In the future, we would extend our protocol by electing two CH for each cluster that will share the duty cycle. More study of G.A with improved fitness function is our next step to improve our approach.
