Abstract-The new video-coding standard MPEG-4 enables content-based functionality, as well as high coding efficiency, by taking into account shape information of moving objects. A novel algorithm for segmentation of moving objects in video sequences and extraction of video object planes (VOPs) is proposed in this paper. For the case of multiple video objects in a scene, the extraction of a specific single video object (VO) based on connected components analysis and smoothness of VO displacement in successive frames is also discussed. Our algorithm begins with a robust double-edge map derived from the difference between two successive frames. After removing edge points which belong to the previous frame, the remaining edge map, moving edge (ME), is used to extract the VOP. The proposed algorithm is evaluated on an indoor sequence captured by a low-end camera as well as MPEG-4 test sequences and produces promising results.
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I. INTRODUCTION
T HE TRADITIONAL video-coding standards, such as MPEG-1/MPEG-2 and H.261/H.263, lack high-level interpretation of video contents. The MPEG-4 [1] video standard introduces the concept of a video object layer (VOL) to support content-based functionality. Its primary objective is to support the coding of video sequences which are pre-segmented based on video contents and to allow separate and flexible reconstruction and manipulation of contents at the decoder. Thus, a prior decomposition of sequences into video object planes (VOPs) becomes an important issue.
Object tracking for VOP extraction is one of the popular approaches [2] - [4] . For example, Gu and Lee [3] proposed a semantic video segmentation and tracking method using mathematical morphology and a perspective motion model. Unlike the algorithms based on change detection which allow automatic detection of the new appearance of a video object, objects of interest in the VOP tracking schemes should be initially outlined by human observer. From the manually specified object boundary, the correct object boundary is calculated using a morphological segmentation tool. The obtained VOP is then automatically tracked and updated in successive frames. They assume that the shape of the object does not change dramatically from frame to frame so the previously declared object boundary is predicted using motion compensation and correct boundary is determined by morphological operation. Since the framework of tracking uses a global rigid motion model plus local nonrigid refinement, it has difficulty in dealing with a large nonrigid object movement.
The change detection for inter-frame difference is another stream of popular schemes [5] - [8] because it is straightforward to implement and enables automatic detection of new appearance. This ability enables to develop a fully automated object-based system, such as an object-based video surveillance system.
Neri et al. proposed an algorithm based on change detection [7] . Potential foreground regions are detected by applying a higher order statistics (HOS) significance test to inter-frame differences. The resulting segmented foreground objects are slightly larger than true foreground, because spatial edge adaptation strategy is not applied. This HOS test was also used in [8] . Our experimental results will be compared with this method in Section III.
While the algorithms based on inter-frame change detection render automatic detection of objects and allow larger nonrigid motion compared to object tracking methods, the drawbacks are noise (small false regions) by decision error. Thus, small hole removal using morphological operation and removal of false parts like uncovered background by motion information are usually incorporated [6] - [8] . Another drawback in change detection is that object boundaries are irregular in some critical image areas, which must be smoothed and adapted by spatial edge information.
Since spatial edge information is useful for generating VOP with accurate boundaries, a simple binary edge difference scheme may be assumed to be a good solution. However, it cannot be used for video segmentation because of a great deal of noise it generates [see Fig. 1(a) ]. In Section II, we propose a new robust (noise-insensitive) semantic video-segmentation algorithm based on the edge map of the inter-frame difference image [9] . Single interesting VOP extraction from the scene which contains multiple VOs is also introduced. Experimental results are reported in Section III, and the conclusion follows in Section IV.
II. A VIDEO OBJECT EXTRACTION BASED ON EDGE CHANGE DETECTION
There are some special scenarios that automatic detection of appearance of a VO is crucially desirable. For instance, it is inevitable in developing object-based video surveillance system, which needs to be implemented on-line combined with some event detection schemes. A desirable VO extraction scheme for real-time object-based applications should meet the following criteria: 1) segmented object should conform to human perception, i.e., semantically meaningful objects should be segmented; (1) and (2).
2) segmentation algorithm should be efficient and achieve fast speed; and 3) initialization should be simple and easy for users to operate (human intervention should be minimized).
Change detection for inter-frame difference is one of the most feasible solutions [5] - [7] , [9] because it enables automatic detection of new appearance. While the algorithms-which are based on inter-frame change detection-enable automatic detection of objects and allow larger nonrigid motion compared to object tracking methods, object boundaries tend to be irregular in some critical image areas due to the lack of spatial edge information. This drawback can be overcome by using spatial edge information to smooth and adapt the object boundaries in the post-processing stage [6] . In this section, we show that the spatial edge information can be incorporated in the motion detection stage to simplify algorithm and generate noise robust results.
A. Extraction of Moving Edge ( ) Map
Our automatic VO segmentation algorithm starts with edge detection which is the first and most important stage of human visual process as discovered by Marr and et al. [10] . While edge information plays a key role in extracting the physical change of the corresponding surface in a real scene, exploiting simple difference of edges for extracting shape information of moving objects in video sequence suffers from great deal of noise even in stationary background [see Fig. 1(a) ]. This is due to the fact that the random noise created in one frame is different from the one created in the successive frame, and thus results in slight changes of the edge locations in the successive frames. The difference of edges is defined as (1) where the edge maps are obtained by the Canny edge detector [11] , which is accomplished by performing a gradient operation on the Gaussian convoluted image , followed by applying the nonmaximum suppression to the gradient magnitude to thin the edge and the thresholding operation with hysteresis to detect and link edges. On the other hand, edge extraction from the difference image in successive frames [see (2) ] results in a noise-robust difference edge map because Gaussian convolution included in the Canny operator suppresses the noise in the luminance difference (2) Fig. 2 shows the block diagram of our segmentation algorithm. After calculating the edge map difference of images using a Canny edge detector [see Fig. 1(b) ], we extract the moving edge of the current frame based on the edge map of difference , the current frame's edge map , and the background edge map . Note that contains absolute background edges in case of a still camera and can be extracted from the first frame or by counting the number of edge occurrence for each pixel through the first several frames. We define the edge model as a set of all edge points detected by the Canny operator in the current frame . Similarly, we denote the set of moving edge points, where and . The edge points in are not restricted to the moving object's boundary, and can be in the interior of the object boundary. If denotes the set of all pixels belonging to the edge map from the difference image, then the moving edge map generated by edge change is given by selecting all edge pixels within a small distance of , i.e.
Some might have scattered noise which needs to be removed before proceeding to the next steps. In addition, a previous frame's moving edges can be referenced to detect temporarily still moving edges, i.e.
(4) The final moving edge map for current frame is expressed by combining the two maps (5)
B. Extraction of VOP
With a moving edge map , as shown in Fig. 3(a) , detected from , the VOPs are ready to be extracted. The horizontal candidates are declared to be the region inside the first and last edge points in each row [see Fig. 3(b) ] and the vertical candidates for each column. After finding both horizontal and vertical VOP candidates, intersection regions [see black regions in Fig. 3(c) ] through logical AND operation are further processed by morphological operations. For video sequences such as "Akiyo," which contain only a partial moving object instead of the whole object, a rule is added to declare image boundary points as moving edge points if either of horizontal or vertical candidates touch image boundary points (see Fig. 4 ). Then finding candidates is conducted once more to extract the VOP.
C. Single VOP Extraction From Multiple Objects Scene
Since, in our proposed algorithm, every moving object is detected using edge map of difference image from successive frames, the extraction of video objects becomes straightforward. Nevertheless, we may need to locate the currently interesting VOP frame-by-frame in case an uninteresting moving object also exists in a scene. Thus, a VOP which is uninteresting should be discarded, whereas a VOP corresponding to the interesting object for the application should not be lost.
Unlike the traditional methods entirely, which are devoted to tracking using Kalman filters or conditional probabilities to compute the motion of rigid objects and to predict their new locations [12] , [13] , we conduct connected components analysis on extracted VOPs in every frame and compute smoothness of motion trajectory assuming the motion of each VO is piecewise linear. In more details, the following schemes are adopted. First, connected components analysis [14] is conducted to label extracted VOPs. Second, region properties are used to compute smoothness of motion trajectory. Here, we denote the set of pixels in the th labeled region in the current frame by , . Simple global properties include the 's area and centroid . Assuming square pixels, we define these properties by (6) and (7) where indices are omitted for simplicity. Between any two center points of two objects, we can define their difference vector (8) where is a displacement of the th labeled object's center point in frame from 's center point. Note that the interesting VOP in frame is denoted as . Sethi and Jain [14] , [15] defined a smoothness value [see (9) ] at a trajectory point in terms of the difference of vectors approaching and leaving that point (e.g., see the point in Fig. 5 ). Smoothness of direction is measured by their dot product, while smoothness of speed is measured by comparing the geometric mean of their magnitudes to their average magnitude (9) where the weight of the two factors is determined such that so as to yield . Note that for a straight trajectory with equally spaced points, all the difference vectors are the same and (9) yields 1.0. Now, for locating VOP of our interest, we divide the tracking of an interesting VOP into four cases (see Table I ). Table II summarizes the single VOP tracking algorithm in terms of pseudocode. The first case is that two objects are moving separately. In this case, the displacement of successive VOPs is a useful property (see Fig. 5 ). In Fig. 5 , the currently interesting VOP is represented as . For several connected component labeled objects, the region that has minimum value of is selected as of the current frame, which can be denoted by . As the second case, we consider there exists only one VOP while two VOPs in the previous frame. This may occur when two VOP merge or one of them disappears from the scene. If the motion smoothness is high between the previous motion displacement ( ) and current one ( ), then the VOP in the current frame is declared as the interesting VOP. Otherwise, disappearance of interesting VOP is declared in the current frame. It is worth noting that a parameter is set to one at this moment. It is not yet clear that if in this case two VOPs are temporally merged and would split again in some frames or not. That's the reason why we set the parameter to one in the second case. The second case naturally leads us to the third case, in which a single VOP exists in both the previous and current frame. In our system, if a single VOP exists through the predefined frames, , the parameter is reset to zero, assuming no splitting happens after merging. The forth case describes the increase in the number of VOPs. If a single VOP is split before frames after merging, it is regarded that a splitting occurs. The other possibility could exist when a new VOP appears in a scene. In our algorithm, the latter case may happen only when is zero. In the fourth case, the motion smoothness values between previous motion displacement and the current motion displacement candidates are calculated. The VOP which has higher motion smoothness is declared as the current interesting VOP. At this moment, becomes a crucial parameter. When case 2 happens, current motion displacement is computed and stored. While the situation remains in the case 3, the stored motion displacement is maintained as the previous motion displacement and does not change until is set to zero. For instance, as shown in Fig. 6 , the previous motion displacement is regarded as not when case 4 occurs and is bigger than 3. Thus the object 2 in the current frame is selected as an interesting VOP because the motion smoothness is high between and while . The denotes the number of foreground objects at the previous frame, whereas denotes the number of foreground objects at the current frame. The serves as an indicator to denote the potential of "splitting after merging." If the number of VOPs in the current frame keeps one for frames after merging, it is regarded that two objects merge and does not split any more. and denote the displacement of the center point of interesting VOP in the previous frame and current frame, respectively. For example, as shown in Fig. 7 , corresponds to and to .
III. EXPERIMENTAL RESULTS

A. Subjective Evaluation
The proposed algorithm has been applied to "Hall Monitor," which is a surveillance type of video containing small moving objects and complex background in CIF format. In fact, the proposed algorithm is not limited to surveillance-type video sequences, e.g., it has also been successfully applied to "Miss America" and "Akiyo" sequences, which are typical head-andshoulder type video in QCIF and CIF format, respectively. For sequences which have temporarily still objects from the beginning, such as "Miss America" or "Akiyo," entire moving edges are not generated until we encounter the frame in which objects begin to move. Thus, to facilitate correct moving-edge extraction, the initial moving edge map is generated by , where is an edge map of the first frame and is a background edge map which can be created by manually deleting moving edges of target objects (see Fig. 7 ). However, note that such a manual initialization is not needed for the surveillance type of video sequences because moving objects appear in the middle of the sequence. Fig. 7 . Finding initial maps: E is acquired by erasing moving edges and then ME is automatically generated by ME = E 0 E . (a) The first frame, I ; (b) its edge map, E ; (c) background edge map, E ; and (d) moving edge map of first frame, ME . Figs. 8-10 show several results. Experimental results show that the proposed algorithm is quite efficient on head-and-shoulder type sequences as well as surveillance sequences. The simulation was not restricted to MPEG-4 test sequences. The proposed algorithm was also applied to an indoor scene video captured by a low-end camera (Fig. 11) . The moving object was quite well segmented with accurate boundaries. In order to eliminate small false regions by floating noise in the background, morphological opening can be applied. TABLE III  SEQUENCE OF MORPHOLOGICAL FILTERS APPLIED TO TEST SEQUENCES   TABLE IV  AVERAGE PROCESSING TIME FOR EACH STEP structuring element sizes applied in the VOP extraction stage (Section II-B). Both and values were set to be 1 in our simulations. The processing speed per frame is about 0.4 s on the low-end Pentium II 450-MHz PC (128 MB RAM); the average processing time for each step is shown in Table IV .
B. Objective Evaluation
For objective evaluation of the proposed segmentation scheme, Wollborn and Mech [16] proposed a simple pixel-based quality measure. The spatial distortion of an estimated binary video object mask at frame is defined as (10) where and are the reference and the estimated binary object masks at frame , respectively, and is the binary "XOR" operation. The temporal coherency is defined by (11) where and are binary object masks at frames and , respectively. Temporal coherency of the estimated binary mask should be compared to temporal coherency of the reference mask. Any significant deviation from the reference indicates a bad temporal coherency.
The objective segmentation performance of the proposed algorithm was evaluated and reported in [17] by using both criteria described above. We see that the spatial distortion of the proposed edge-based algorithm is much better than the inter-frame change detection scheme introduced in [7] . The error is less than 1% in every frame. The temporal coherency curve from the pro- posed algorithm also closely follows the curve from the reference mask. We see from these results that our moving-edgebased segmentation gives low spatial distortion as well as good temporal coherency, since it is based on edge information.
C. Experimental Results on Tracking of an Interesting VOP
Our proposed VOP tracking algorithm has also been evaluated on the artificially generated images and real scene generated by our real-time VOP extraction system. Fig. 12 shows the experimental results on the VO sequence generated by reassembling VOPs from the "Hall Monitor" sequence. The VO located in the left side of the first image in Fig. 12(a) is a currently interesting VO. Fig. 12(b) shows the experimental results which successfully track the interesting VO. Four cases described in Section II-C exist in the sequence and value is set to be 10. The weighting factor in (9) is set to be 0.5, which means smoothness of direction and speed are evenly considered in our experiments. Fig. 13 shows the test results generated from on-line single object segmentation and tracking system, where only a face object is extracted while a hand object is excluded.
IV. CONCLUSION
Video object segmentation, which emphasizes partitioning the video frames to semantically meaningful video objects and backgrounds, has become an important issue for successful use of MPEG-4/MPEG-7 and MPEG-21. This allows many useful functionalities for multimedia applications: e.g., easy access to bitstreams of individual objects, object-based manipulation of bitstreams, various interaction with objects, and reuse of content information by scene composition. In the case of the MPEG-7, segmented results can be utilized for a high-level (object-level) description, based on the frame-to-frame motion information or shape change [17] .
The proposed algorithms are very appropriate for application to surveillance-type video, in which automatic detection of new appearance and tracking of the interesting VO are crucial in implementing object-based real-time surveillance system. It has also shown good results for head-and-shoulder type sequences with manual initialization. The contributions and characteristics of the proposed automated scheme can be summarized as follows.
• Effectiveness: ability to capture the new appearance of moving objects.
• Real-time Processing: ability to be implemented in real time due to its low complexity and a property which allows frame skipping since it tolerates large nonrigid motion between frames.
• Open Framework: possibility to be incorporated to an object-based application, e.g., an interesting video abstraction example is reported in [17] .
