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I. INTRODUCTION 
In this paper we wish to introduce a computational technique for solving 
a class of variational problems. In particular, the following problem is con- 
~idered: 
Given the dynamic system 
S~ i = L(xo, ..., x~; u) (1 
x,(0) = c, i = 0, 1, ..., n (P-l) 
determine u(t) 0 < t < T such that | 
F(x(T)) is minimized subject o the [ 
constraint that 
g(xo, ..., x,~) < y(t), (2) 
where F, f, and g are piecewise Cz in the (x, u) space. Physically, such pro- 
blems arise from attempting to control a dynamic system from an initial 
state c to some terminal state x(T) so that some performance criterion F is 
minimized and the motion of the dynamic system lies within some clased 
surface g in the state space. Such problems have received considerable 
attention recently. Dreyfus and Gamkrelidze studied the necessary conditions 
for optimality for problem (P-l) [1, 2]. Berkovitz, Desoer, and Pon- 
triagin et al. treated similar problems under the now well known heading 
of the Maximum Principle [3-5]. However, effective computational techniques 
for solving such problems were not developed until recently. Bryson and 
Kelley first proposed a successive approximation procedure for solving 
such problems without any inequality constraint [6, 7]. Dreyfus and 
Bryson then extended the technique to include (P-l) [8, 9]. Ho and 
Neustadt also developed computational techniques for the case of linear 
dynamic system with inequality constraint on the decision variable u [10, 11]. 
The present paper demonstrates another computational technique for (P-I) 
which is an extension of the method presented in ref. 10. 
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I I .  COMPUTATIONAL PROCEDURE 
Let us define, 
L+d~0, "", ~. ;~) = ,=~k~ ag 
and consider the additional differential equation 
G+i =f~+v 
The problem (P-I) can be equivalently stated as 
Given the dynamic system 
2i = fi(xo, "", x~; u) 
xi(O) = ci i = O, l, "", n, n q- 1 
determine u(t) 0 < t < T 
such that F is a minimum and 
Xn+l(t) ~ Y(t) 
(P-2) 
For Problem (P-2) we shall consider an initial guess u(t) to the optimal 
control Uopt(t) and the resultant trajectory x(t). For small variation about his 
initial or nominal control and the nominal trajectory, the motion of the 
system obeys the well known linear differential equations, 
a,~i = 2,¢ 8x~ + 8u (3) 
8xi(O) = 0 i = O, 1, "", n, n + 1 
where the partial derivatives 8fi/Sx~, afi/Su are evaluated along u(t) and x(t). 
The solution to Eq. (3) can be written as [12] 
n+l  
8xi(t ) = f ~ ¢i~(t, r) 8fk 3u(r) dr, 
0 Ic,~O 
(4) 
where ¢i~(t, r) obey the adjoint set of differential equations to Eq. (3), i.e., 
d~ ¢i~(t, ~) = -- ~-o ~ ¢,~(t, .) 
¢i~(t, -r) = 8,> 
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Since the computational procedure to be described requires the use of a 
digital computer,  we should consider the discrete equivalent of Eq. (4) 
where 
m--1  
ax,(t~) = ~ a,(t~, t,) v(t,) 
5=0 
i=O, 1,'. ' ,n,n+l 
t j+ ln+l  
v(t j )  = 8U(r) tj ~ 7 < tj+ 1 
and j = 0, ..-, m, ..., are instants in t ime t with 0 = t o < t 1 < t~ < ... < 
t~ < --.. Let  t N = T, we have for the variation of F 
and 
or in matrix form, 
where 
aF  ~ ax, + O(a2) 
x(r) 
N-1  
j=O 
F = Grad  F 'Av  = c 'v  
ax(tN) = Av 
~F 
~F 
Grad F = 
~F 
exn(T) 
(5) 
(6) 
A = 
ao(tN, to) 
al(tN, to) 
ao(tN, tl) 
al(tN, h) 
• .. ao(tN, tN-1) 
"'" al(tN, t~_~) 
an(tN, to) an(tN, t l )  "-" an(tN, tN-1) 
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V(to) 
v(tl) 
V ~ 
~(t~- l )  
~Xo( tN ) 
~x~(tw) 
3X(tN) = 
~.( t~)  
On the other hand, the constraint equation in (P-2) insists that 
3x~+l(t~ ) ~ y(t~) - -  x~+l(t~) m ---- 1 , ' " ,  N.  (7) 
Equation (7) for different values of m can be summarized as 
where 
B = 
Bv  < y+ 
an+l(tl, to) 
an+l(t2, to) an+x(t2, tl) 
an+l(tN, to) an+l(tN, tl) "" an+l(tN, tN-1) 
7(t l )  - -  Xn+l(tl) 
r(t~) - ~.+~(t~) 
y+ = 
7(tN) - -  xn+l(tN) 
(8) 
Thus, the problem becomes that of 
Determine v such that 
3F c'v < 0, Bv _< "~+ 
I (P-3) 
Problem (P-3) can be solved as follows: 
Define an N-vector s with positive but unknown elements. We can write, 
Bv + s = v + (9) 
s > 0. (10) 
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Since B is always triangular, (a direct consequence of the casuality property 
of a dynamic system) it can be easily inverted. Thus it is feasible to write, 
v = B-1(7 + -- s) 
c 'v = c'B-1(7+ --  s) = g'(~,+ --  s). (11) 
The vector g plays the role of gradient in the computational process being 
described. It relates the change in the function F to changes along the (n + 1)th 
component of the trajectory x(t). Equation (11) then gives the particular 
combination of changes in the decision variable u which yield the required 
changes in the trajectory. Accordingly, the components of s can be chosen by 
defining, 
v = kv* (12) 
. c 'v* = g'(7 + --  s) (13) 
sj = Vj +g, '  +g j  > 0 (14) 
0 +g~<_O j= I , " ' ,N .  
Here, s determines the feasible descent direction (i.e., the direction which 
does not involve a change of sign in the components of the gradient g and 
which is feasible). The scale factor "k" then specifies the distance to proceed 
along the feasible direction. I f  we define, 
F ,  = value of F due to u(t) 
F~+a~ = value of F due to the improved control u(t) + 8u(t) 
then it is easily shown that for any given u(t) there exist k > 0 such that 
Fu+~u- F~ = AF < O. Thus our method has the desired monotone cha- 
racter. 
I I I .  CONVERGENCE AND OPTIMALITY 
In order to establish the convergence of the method to at least a local 
minimum, we note that the process can terminate only when 
7+ = 0 and g~ < 0 
9/+ :/: 0 and gj = 0. (15) 
Let us define: 
S = set of all u(t) which corresponds to Eq. (15). Then we have the follow- 
ing results: 
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THEOREM 1. I f  F and -- ~,+ are locally convex on S, then every member 
of S must be a local minimum of F. 
PROOF. Assume we have a u°(t) or u ° ~- (u°(to), u°(ta), ".', u°(tN_l) belong- 
ing to S. At precisely such a point in the u space there exist another vector 
~,o given by 
A° = I gJ I ~,~ = 0 
=o ~+~o 
which together with u ° satisfy the following sets of conditions 
zo >o 
zo(~(t 3 - .~+~(tj)) = o 
where H is the Lagrangian 
7 + >0 3 - -  
Grad~0 H : 0 
H = F - -  X'y +. 
I f  in addition F and - -  y+ are locally convex at u °, then it is directly verified 
that u ° and k ° form a local saddle point for H, i.e., 
H(u °, k) < H(u °, Z °) < H(u, ;~o) 
for all y ~ 0 and u in a neighborhood of (~.o, uO). Consequently, by the Kuhn- 
Tucker theorem on nonlinear programming [ 13], u ° must be a local minimum 
for F. This proves the theorem. 
REMARKS. I f  F and ~+ are general functions of u, then all we can conclude 
is that the computational process will converge to a stationary point of H. 
However, it was pointed out by Forsythe [14] that if a descent process is 
used to arrive at a stationary point of a function, then it is quite probable 
that the point is in fact a minimum point. 
As it is typical for all descent or gradient ype of processes, there is no 
assurance of convergence to a global minimum. In practice, one can always 
carry out the computation with several widely different initial guesses. The u 
which yield the minimal F on the set S will be considered as the optimal u. 
Furthermore, sometimes the form of the optimal trajectory or that of the 
optimal control is known in advance. In such case, starting the process with 
the correct form for u will help convergence towards the global minimum. 
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IV. EXTENSION TO PROBLEMS WITH TERMINAL CONSTRAINTS 
In Problem (P-l) or (P-2) we do not require the terminal state of the 
dynamic system x(T) to satisfy any condition exactly• More generally, a class 
of optimal control problem can be stated as 
Given 
~, = f&o, "", ~ ;  -) ] 
xi(O) = Ci 
determine u(t), 0 < t < T, such that / 
xi( T ) = di, i = 1, "", n, [ 
and xo(T ) is a minimum subject o the constraint 
X~+x(t) ~ 7(t). 
(P -4) 
It has been shown by Rozonoer [15] that there is no loss of generality if we 
just consider the minimization of xo(T ). More general criterion functions can 
always be converted to the form of (P-4). 
Let us define: 
xo(T)min = minimum value of xo(T ) for (P-4) 
0 2 
xo(T) 
xdT) 
x~(T) 
xo(T)min 
dl 
G 
d 1 _ 
G 
the terminal state which yield the 
minimum value of F for (P-l) or (P-2) 
~0 
dl 
d= 
d~ 
The equivalence of problem (P-l) or (P-2) with (P-4) is established by the 
following 
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THEOREM 2.1 I f  in (P-l) or (P-2) we let 
F = 2 Ixj(xj(T) --  dJ)2 
where ixj are some positive numbers, and furthermore if either (i) d o < xo(T)mm 
and t~j > Mj  = 1, "", n where M is a large number depending only on E, or 
(ii) [ do --  xo(T)mm I < ~/2 then 
1[ d2- -d l  I[ --< E (16) 
where e is an arbitrarily small number. 
PROOf. (i) Consider a closed ball p(d 1, e/~e/n) in x-space. Then for 
(P-2) the value of F within the closed ball is bounded by 
F / , /~  <[MaxF inp]  =/xe 2+/% [x0(T)min--d 0 [+ ~nn 
where for simplicity we have assumed /x =/x  1 =/~2 -- --/z~. Now con- 
sider another closed ball p(d 1, e). For all reachable points in the x space 
outside of this ball (the set of points defined by {Xo, dl, ".., d,, : d o ~ xo(T ) < 
x0(T)min } is not reachable by definition), 
F > (~ + 8) 
8>0.  
Consequently for any given • one can always choose /x > M(e) such that 
F > Fd,,/~. Thus, d 2 must lie inside the closed ball p(d 1, e) wh ich  
is to be proved. (ii) Now consider an e-neighborhood of d 1. Since by 
(ii) I] dl --  d [[ < e/2 and d 2 is a reachable point in the x space, we conclude 
[] d~ -- d H < U2. For otherwise d1 by definition will yield a better value of 
F for (P-I) or (P-2) than d 2. This is a contradiction. Consequently 
[l dl --  d2 1] < ~- This proves (ii). 
REMARKS. Theorem 2 essentially permits the extension of the computa- 
tional techniques discussed here and in ref. 10 to the class of problems with 
terminal constraints. It is clear that if d o --xo(T)min then (P-l) or (P-2) 
is equivalent to (P-4). In practice, one may use condition(i) in Theorem 2 
1 After the writing of the paper it was brought o author's attention that (i) of 
Theorem 2is essentially the penalty function concept developed earlier and independ- 
ently by Dr. H_ J. Kelley. See "Method of Gradient," Chapter 6 of a forthcoming 
book "Optimization Techniques" edited by G. Leitmann, to be published by Academic 
Press. 
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to obtain a good approximation for d I by solving for d 2 of (P-2). Subse- 
quently, we can make d o equal to the x0(T ) thus obtained in d 2 (condition (ii)) 
and resolve (P-2)with the new d 0. Proceeding in this manner, the opt imum 
d 1 for (P-4) can be approached rapidly by solving a series of (P-2)'s. 
I t  is to be noted that the validity of Theorem 2 is independent of inequality 
constraints imposed on the problem. 
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