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Abstract
An experimental study was performed to elucidate the fundamental physics of shockinduced mixing for a simple three-dimensional interface. The interface studied consists of a gravity stabilized SF6 -based heavy gas jet that produced a circular column
with a diffuse interface into the surrounding air. The effects of density gradient
(Atwood number, A), shock strength (Mach number, M), and column inclination
angle (θ) were examined. Concentration was measured using Planar Laser Induced
Fluorescence (PLIF) of an acetone vapor tracer mixed with the heavy gas jet and
illuminated by a pulsed Nd-YAG laser. Shocks with Mach numbers of 1.13, 1.5, 1.7,
and 2.0 were used for inclinations of 0◦ (planar normal shock wave), 20◦ and 30◦ .
Columns with Atwood numbers of 0.25, 0.4, and 0.60 were tested at Mach 1.7 for
inclinations of 0◦ and 20◦ .

v

The oblique shock-accelerated cylindrical interface produced a typical RichtmyerMeshkov instability (RMI) consisting of a primary counter-rotating vortices. The
streamwise extent of the vortex pair in the centerline plane (cross-section) images
√ √
of the column is proportional to A/ M , regardless of oblique shock angle for
θ < 20. A heretofore unseen manifestation of Kelvin-Helmholtz (K-H) waves on the
upstream edge of the column appear for oblique shock acceleration. The upstream
edge K-H waves were observed in images from a vertical plane through the center
of the column. The wavelength of the upstream edge K-H waves is proportional

√ 
to θ/ M · A . This upstream edge K-H instability (KHI) caused earlier onset

of secondary instabilities in the primary RMI vortices seen in the centerline plane
images. The combination of more rapid onset of secondary instablities in the RMI
and upstream edge KHI accelerated transition to turbulence and thus reduced the
time to achieve well-mixed flow. Time to reach well-mixed flow was inversely related
to Atwood number, and had a weak correlation with Mach number for M>1.13.
Transition to turbulent, or well-mixed flow, was determined by analyzing the secondorder structure function of intensity (I2 (r)) in the PLIF images.
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Chapter 1
Introduction

1.1

Overview

The Richtmyer-Meshkov Instability (RMI)[1, 2] is the rapid amplification of a perturbation of the interface between two fluids of different density when the interface is
impulsively accelerated, such as by a shock wave. RMI has been studied extensively
due to the impact it has in both naturally occurring and engineered phenomena that
involve shock waves passing through non-homogeneous fluids. For this study, RMI
is examined for a heavy gas cylinder inclined such that the axis of symmetry of the
cylinder is oblique to the shock wave.

1.1.1

Brief History

RMI is a limiting case of the more common Rayleigh-Taylor Instability (RTI) that
forms when a dense fluid is continuously accelerated toward a lighter fluid. For RTI,
if the lighter fluid is being accelerated continuously in the direction of the heavier
fluid, the perturbed interface is stable and any perturbations on the interface damp
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out over time as seen with the ripples that form on an air-over-water interface. If
the heavier fluid is being accelerated toward the light fluid, the interface is unstable
and perturbations are rapidly amplified. The regions of heavy fluid that penetrate
into the light fluid form into jets and the light fluid penetrates the heavy fluid as
large bubbles. The regions between these spikes and bubbles form into vortices that
further destabilize the interface and cause the initial spike and bubble structure to
break up into smaller vortices as shown in the lower right image of Figure 1.1.

Figure 1.1: Experimental evolution of Rayleigh-Taylor Instability. The white fluid is
more dense than the black and acceleration is in the positive y-direction (up). Taken
from Wilkinson and Jacobs (2007)[3].

In 1954, Richtmyer first published his theory and numerical analysis of the case
of RTI for a sinusoidally corrugated interface between two compressible fluids of
different densities subject to an instantaneous acceleration from a shock wave[1].
This showed that unlike RTI, the impulsively accelerated instability, later known as
RMI, forms regardless of whether the acceleration is from light toward heavy or heavy
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toward light fluid. Richtmyer’s theory was first confirmed experimentally by Meshkov
in 1969 using a shock tube[2]. The first work published for an experimental study of a
cylindrical jet of gas with a diffuse interface was in 1993 by Jacobs, where he examined
both light and heavy gas jets[4]. The first work on shock acceleration of an inclined
plane was published in 2011 by McFarland et al.[5]. Analytical, numerical, and
experimental work with impulsive acceleration provided by shock tubes or high power
lasers have continued since to improve understanding of the fundamental physics
present and to improve the ability of engineering tools to predict and thus control
the mixing caused by RMI.

1.1.2

Applications

The primary applications requiring better characterization of RMI are shock compression for fusion initiation, hydrocarbon combustion improvement, and supernova
remnant distribution. Inertial confinement fusion (ICF) research is currently being
conducted principally at Lawrence Livermore National Laboratory (LLNL) based
around the National Ignition Facility (NIF)[6]. Since the first man-made fusion reaction, the Ivy Mike test on 1 November 1951, nuclear fusion has been accomplished by
first creating a fission reaction[7]. Because of this, all civilian use of nuclear power is
created from fission reactions thus using rare isotopes and producing many dangerous
radioactive exhaust products.
The greatest challenge to achieving a fusion reaction, whether by fission or ICF,
is achieving sufficient compression[9] of the fuel for sufficient duration. For stars, this
is achieved by gravitational compression of a mass in excess of 0.08 solar masses or
60 times the mass of Jupiter[10]. In fusion devices of the Teller-Ulam based design
shown in Figure 1.2, the gamma-radiation released from the fission device ablates a
fusion fuel container which then implodes compressing the fusion fuel to hundreds of
terapascals (TPa) at which time a spark plug of reactive material ignites and further
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Figure 1.2: Sketch of a conceptual Teller-Ulam design fusion bomb, taken from
Wolfson (1993)[8].

compresses and heats the fusion fuel from the inside[11]. The inability to achieve
ICF net energy output stands in stark contrast to the success of fission-driven fusion
that began in 1951.
The NIF was designed to create a fusion reaction using an array of 192 high-power
lasers that can deliver a combined 1.9 MJ thus bypassing the fission reaction and
the primary environmental risks of nuclear power. To accomplish this, the lasers are
fired with very precise timing at the inner wall of a gold cylinder, called a hohlraum,
that is 5.75 mm in diameter and 9.425 mm long as shown in Figure 1.3. The laser
excitation of the gold hohlraum wall causes it to emit X-rays that are absorbed by
the outer layer of a nearly spherical fuel capsule. This rapid absorption of energy
causes several shock waves to propagate inward compressing the deuterium-tritium
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Figure 1.3: a) Schematic NIF ignition target showing a cut-away of the gold hohlraum
and plastic capsule with representative laser bundles incident on the inside surface of
the hohlraum. b) X-ray image of the actual capsule for N130927 with D-T fuel layer
and surrounding CH (carbon-hydrogen) plastic ablator. c) X-ray radiation drive
temperature versus time for the NIC low-foot implosion and the post-NIC high-foot
implosion, taken from Hurricane et al. (2014) [6].

fuel to about 10 TPa, much less than that seen in fission-driven compressions. The
compressed fuel forms into a hot spot that becomes sufficiently dense to initiate a
fusion reaction. If the fusion reaction expands into sufficiently dense fuel, α-particles
will redeposit their energy locally causing the burn to propagate and release much
more energy than was absorbed initially. Though the facility has been operational
since 2009, the first test where more energy was released than absorbed occurred
in November 2013. Unfortunately, the facility has yet to achieve yields in excess of
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the power supplied to the 192 lasers, despite numerical simulations that suggest it
should achieve such levels of yield[12].
This disagreement between numerical and experimental results indicates an underlying physical relationship in shock-compressed flows that is not understood well
enough to be correctly modeled. This is further supported by the results of NIF shot
N130927 where the normal four-shock compression was replaced with a three-shock
compression. The reduced number of shock waves created much greater fusion energy release despite lower overall power input[6]. This ”high foot,” or stronger initial
shock-compression pattern was created because of observed mixing of the ablative
shell with fusion fuel on subsequent shock wave compressions. Even with the reduced
number of shock waves, NIF performance is still limited by undesirable mixing[6].
The lasers are not operating at full power because to do so increases the perturbations
in the hot spot shape that cause greater shock-induced mixing through RMI. Therefore improved understanding of the basic physics of RMI would enable modifications
to the lasers and ablative shell to maximize the fusion yield.
Scramjet and pulse detonation combustion are limited by the challenges of mixing
fuel and air rapidly enough to achieve combustion in the required time for maximum
efficiency. For scramjets, air flow through the combustor is supersonic and in most
cases the velocity exceeds 500 m/s. This gives a residence time of about 1 ms between fuel injection and nozzle expansion, where cooling freezes chemical reactions.
For hydrocarbon fuels used in military weapon systems, the initial ignition is extraordinarily challenging because the jet of liquid fuel has not yet been heated by
the engine walls. A possible solution to this would be to inject the jet such that
it penetrates to the center of the flowpath where it impinges on an oblique shock
wave originating from the opposite wall[13]. This shock-jet interaction would cause
instantaneous acceleration of the jet thus setting up a multi-phase RMI that could
accelerate mixing without the large entrainment caused by typical wall-anchored
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mixing devices.
Pulse detonation combustion requires a deflagration (constant pressure subsonic
combustion) rapidly transitioning to a detonation (constant volume supersonic combustion) for enhanced combustion efficiency and dramatically higher exhaust velocities. This combustion transition relies on transition to turbulence and thus optimal
mixing as the detonation catalyst mechanism. If a separate shock wave caused by a
wall ramp were to be introduced, the resulting RMI would provide a similar rapid
transition to turbulence without the drag produced by wall trips currently used[14].
When hydrogen in the core of a star is largely consumed by fusion, heavier elements begin to collapse into the center of the star and fuse. Once the iron core mass
exceeds 1.4 times the mass of our sun, the reaction can no longer provide sufficient
heat to sustain the reaction. At this point, gravitational acceleration abruptly collapses the core until its density reaches that of degenerate nuclear matter or about
1014 g/cm3 . This is followed by a nuclear rebound which launches a powerful shock
wave that stalls the collapse and then effectively blows apart the star[15]. Supernova
1987A was the closest and brightest supernova to Earth since the 1600’s and thus
was captured in unprecedented detail allowing for much more accurate analysis. One
of the discoveries when comparing 1987A observations to numerical models is that
isotopes which were formed in the core collapse penetrated the outer layers much
sooner than predicted. This is likely because of shock-induced mixing, or RMI, when
the rebounding shock wave passes through the layers of lighter gas surrounding the
formerly iron core[16]. RMI likely caused spikes of the core material to penetrate
through the lighter layers as the shocked gases mixed.
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1.2

Governing Equations

The key property that defines the formation and evolution of RMI is vorticity. Vor−
ticity (→
ω ) is a vector quantity that describes the rotation of a fluid element. Its
magnitude is related to the intensity of rotation and its direction is normal to the
plane of rotation. Vorticity production can be calculated by taking the curl of the
Navier-Stokes equation (Equation 1.1) where

D
Dt

is the total or material derivative as

shown in Equation 1.2, ~v is velocity, ~g is body force, principally gravity, P is pressure, and µ is dynamic viscosity. Equation 1.3 shows the resulting vorticity transport
equation if ~g and µ are assumed to be negligible.

ρ

−
→
→
−
D~v
= ρ~g − ∇P + µ∇2~v
Dt

(1.1)

→
−
D
∂
=
+ ~v · ∇
Dt
∂t

(1.2)

"→
−
→
− #
→
−
− 
∇ρ × ∇P
D~ω  →
= ω
~ · ∇ ~v − ω
~ ∇ · ~v +
Dt
ρ2

(1.3)

Fortunately, vorticity deposition from shock acceleration can be limited to one
term. This is because the first and second terms on the right hand side are products
of vorticity, which at the time of shock arrival is nearly zero due to nearly quiescent
conditions in the test section. That leaves only the bracketed term on the right in
Equation 1.3, commonly referred to as the baroclinic vorticity deposition term.
Baroclinic vorticity can be explained with simple dynamics for a physical understanding. First, only a fluid element in the diffusion layer around the cylinder is
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considered. The center of mass, or rotation point, of this element is not in the geometric center because the density varies across the element as shown by the falling
contrast between the core of the jet and the surroundings in Figure 1.4a. The shock
wave has a significant pressure discontinuity, and when it contacts the element, the
center of pressure, the location at which all pressure forces can be assumed to act,
will be at the centroid or geometric center of the fluid element. Because the center
of mass is not at the centroid, a shear force will be applied to the fluid element
equal to P · A · d where d is the distance perpendicular to the pressure gradient from
the centroid to the center of mass as shown in Figure 1.4b. The shear force, and
thus vorticity, is proportional to the strength of the incoming shock wave (∆P ), the
change in density across the fluid element (∆ρ), and finally, the sine of the angle
between the directions in which the the pressure gradient and density gradients act
on the fluid element. The resultant state is a fluid element in shear which produces
rotation or vorticity in the flow. Where this vorticity is co-directional, it coalesces
into large, high-energy vortices.

Figure 1.4: Sketch of (a) pre-shock column with fluid element, (b) fluid element upon
shock contact, and (c) distorted fluid element after shock passage.

The same baroclinic vorticity deposition mechanism applies regardless of the geometry, so long as misaligned pressure and density gradients are present. The shear
created can also be calculated by using a shock contact reference frame as shown in
Figure 1.5[17]. This is the same method that Richtmyer used to design his numerical
simulations first published in 1954. Before the shock wave contacts the column, the
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air and SF6 are traveling at the same speed because the velocity of the jet itself is
being neglected because it is at least 100 times smaller than the contact velocity.
After shock contact, the column is turned by an angle, α. This angle is determined
by the physical requirements of an unbounded, subsonic interface that the pressure
on both sides must match and the normal velocity must be zero. The pressure on
the air side is increased by the incident normal shock and a reflected shock from
the interface. This combined compression must equal the compression on the heavy
gas side of the interface due to the shock wave transmitted through the interface.
This calculation was iterated for all inclinations and Mach numbers with the velocity tangency constraint enforced and the pressure variation reduced to less than 2%.
The resulting properties of the compressed heavy gas was used to estimate speed of
sound, shear velocity, and compressed size of the post-shock column. This analysis
is discussed in more detail in Chapter 5.
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Figure 1.5: Sketch of shock-column contact point centered reference frame. The
shock is moving from left to right and the final velocity V2 and V4 vectors are shown
at the top of the sketch[17].
11
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Richtmyer’s initial corrugated interface produces an array of counter-rotating
elements that interact with one another as the interface moves into the downstream
fluid[1, 18]. Other arrangements that have been used experimentally include curtains
of various shapes[19, 20], single[4, 21] and multiple[22] cylinders, bubbles[23], inclined
planes[5], and more recently, highly disturbed random 3-D interface planes[24, 25] as
shown in Figure 1.6.

Figure 1.6: Images of various initial conditions and early-time images where the
acceleration is from left to right. Dark regions corresponds to light gas and light
regions to heavy test gas in the first three images, the fourth is a shadowgraph,
and in the last two images, light gas is bright and heavy gas is dark. From top
left to bottom right are: corrugated[18], curtain[20], single cylinder[22], bubble[26],
inclined[27], and random[24] interfaces.

With so many geometrical variations being tested to gain physical insight into
RMI, it is important to find appropriate metrics for comparison. Among the most
commonly used metrics are mixing width and total streamwise extent of the accelerated interface. This is fairly straightforward and seems to produce reasonable
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results for corrugated interfaces, curtains, and random interfaces, although cylinders and spheres can create shock-focusing features such as spikes that extend well
beyond the bulk of the evolving instability. The streamwise extent of the main
counter-rotating vortex pair for a cylinder or sphere appears to capture an analogous dimension. There is no analogous dimension for the inclined planar interface
as there is no inflection point in the interface to produce counter-rotating vorticity
so the test section width is used. With the advent of higher resolution imaging and
high-speed cameras, recent efforts have captured very small flow features, including
particle tracers, that give detailed velocity fields that better inform computational
turbulence and transition models for shock mixed flows[28].
For this study, the primary metric will be a mixing width parameter. To evaluate
experimental data and to facilitate physical understanding, the theoretical models
of RMI must be understood. Because RMI is related to Rayleigh-Taylor instability
and was derived from Rayleigh-Taylor, that is where this analysis will begin.
A perturbation of an interface with a heavy fluid being accelerated towards a
light fluid was assumed to be described as a(x, t) = a(t)cos(kx). Taylor[29] proposed
that this perturbation amplitude would grow as

p
kgAt ,
a(t) = a0 cos

(1.4)

where a is the amplitude of the perturbation at time t, a0 is the initial perturbation
amplitude at t = 0, k = 2π/λ where λ is the wavelength of the initial perturbation,
g is constant acceleration, and A is the Atwood number defined in Equation 1.5. For
gas cylinder initial conditions, the diameter of the cylinder is used for λ.
The dimensionless density difference is represented by the Atwood number
A=

ρ2 − ρ1
,
ρ2 + ρ1

(1.5)

where ρ2 is the density of heavy gas and ρ1 is the density of lighter gas. This
makes the Atwood number positive for RT-unstable fluid interfaces where the heavy
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fluid is being accelerated into the lighter fluid, and negative for RT-stable interfaces
where the light fluid is being accelerated towards the heavy fluid. For RT-unstable
configurations, Equation 1.4 shows that perturbations where the product of the initial
amplitude (a0 ) and the Atwood number is large compared to the wavelength of the
perturbation (λ), the amplitude of the perturbed interface will grow quickly in time.
An general limit of observable growth has been found for k · a0 < 1[1, 18].
Richtmyer[30] analyzed this system when subjected to an impulsive rather than
a constant acceleration. Mathematically, this replaces g with a Dirac delta function
when calculating the impulsive force. Linear stability analysis yields the growth rate
of an incompressible instability as
da
= kA∆V a0 .
dt

(1.6)

The only new term in this equation is ∆V which is the velocity imparted to the
interface by impulsive acceleration. For shock tube arrangements, ∆V is the piston velocity of gas following the shockwave. The is significantly different than the
RTI growth shown in Equation 1.4 in that the growth rate does not depend on the
time after initiation. For RMI, perturbations on the interface will continue to grow
linearly so long as ka < 1[18] and nonlinearity does not begin to dominate the solution. Another key aspect of an impulsively-driven interface is that there is no stable
configuration as can occur for constant acceleration. The case of heavy fluid being
accelerated into a lighter one evolves similarly to RTI, but when light fluid is accelerated into the heavy fluid, the amplitude of the waveform on the interface decays,
then grows linearly, but with a mirrored waveform.
Experimental data are often presented using non-dimensional time derived from
Richtmyer’s linear growth model that allows data with different Mach numbers and
Atwood numbers to be compared. Non-dimensional time τ is defined as
τ=

2π
A∆V (t − t0 ) .
λ

(1.7)
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Scaling and extrapolation based on τ is not expected to be universal because it is
based on Richtmyer’s linear growth model. The linear model was never intended to
capture compressibility effects during shock passage, but rather to characterize the
growth from when the flow acts incompressible post-shock until non-linearities of
transition to turbulence dominate. This region includes a significant portion of the
data presented so τ will be used throughout, even when compressibility effects are
present.
By including ∆V , the piston velocity behind the incident shock wave, τ is normalized for Mach number effects. The same is true of A, the Atwood number, and
λ, which will be set as the diameter of the cylindrical jet. Elapsed time, (t − t0 ) is
the time since shock arrival.
The key difference between the present work and previous research is that the
cylindrical column was accelerated with several different inclinations of the oblique
shock wave as shown in Figure 1.7 for the present work. Because of this, shock acceleration of an inclined plane must be considered simultaneously with the acceleration
of the cylindrical column to understand the basic physics that occur at the upstream
edge of the column when accelerated with the oblique shock wave. Figure 1.7 shows
the axis and angle nomenclature used for this project, and how the shock acceleration deposits vorticity on an inclined cylinder in a jet viewed with a cross-section
and from the side of the jet.
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Figure 1.7: Sketch of interface geometry. The visualization planes are in the Y-Z
(vertical) and X-Y (centerline) planes with shock inclination relative to column θ
shown in a). The combined vorticity deposition and corresponding gradient vectors
are shown in b) as viewed in the centerline plane (top) and vertical plane (bottom)
for an inclined cylinder.
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1.3

Previous Experiments

The characterization of RMI has improved dramatically since the initial analytical
solution by Richtmyer in 1954, with focus on characterizing early-time growth and
then transition to turbulence with increasing temporal and spatial resolution. Many
different methods have been used to achieve the desired shock wave interaction with
a pressure gradient. These have included shock tubes as used by Meshkov[2] in
his original qualitative confirmation of Richtmyer’s theory, drop tanks[18], laserdriven capsules[31], and explosively-driven systems[32]. The laser and explosivelydriven shock waves have typically been at high Mach numbers (M>5) and have low
resolution diagnostics due to the extreme conditions created by the shock generation
mechanism. Therefore, these types of shock-wave generated RMI will not be used
for further comparison in this document. The drop tank studies have typically used
incompressible fluids which are significantly different than the gas-gas interface used
herein and thus will not be used for comparison either.
Shock tubes have been used since the late 1800’s[33], and are ideally suited for
studying RMI evolution. The first use of a shock tube for studying RMI was by
Meshkov[2]. Two of the greatest challenges faced by Meshkov still limit the physical
understanding that can be elicited from experimental studies: the creation of repeatable, well-characterized initial conditions, and having diagnostics with sufficient
temporal and spatial resolution to capture the flow physics.
Several approaches have been attempted to create repeatable initial conditions
that are sufficiently characterized to give consistent results. Meshkov created highly
repeatable interfaces with thin polymer films, but ruptured portions of the films can
be seen in post-shock images[2]. Soap film bubbles have also been used to generate
spherical initial conditions, but droplets can remain in the flow post-shock. These
remnants can alter the flow and distort or obscure diagnostics[34]. Although they
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have a minor effect on mixing, films are still the most repeatable method of generating
complicated interface geometries reliably and have been used in many experiments
for complex interfaces[35, 36].
A sliding plate between test gases eliminates ruptured film effects, but has some
other undesirable effects[37, 38]. The plate is actuated such that it is retracted
immediately before firing so the shock wave encounters only the desired test gases.
However, when the plate is retracted, its velocity creates a boundary layer and then
a mixing wake. With highly repeatable retraction, this can be characterized, but
perturbations in the desired interface still exist and complicate comparisons between
experimental facilities.
A thin, stable membraneless interface was first reported by Jones and Jacobs[39]
and was created by flowing the test gases from either end of a vertical shock tube
and venting them at the interface. This creates a continuously flowing, basically
flat, laminar interface with small but constant diffusion at the stagnation point of
the counter-flowing jets. The entire shock tube was then oscillated in the spanwise
direction with an unbalanced rotating device to produce a standing wave on the
interface that was used as the initial perturbation. This appeared to produce a very
repeatable interface that compared well with computational models in the linear
growth regime[40].
These methods all produce a single interface between the two test gases that is
desirable for comparing to basic models, but does not allow for expansion into mixing
at a fully three-dimensional interface. For that, gas curtains[41, 19, 42, 43, 20] and
laminar jets[4] have been the perturbation of choice. The gas jet or curtain is injected
at the upper wall of a horizontal shock tube and exhausted through the lower wall to
make a continuously flowing supply of test gas. One of the drawbacks of this system
is that jets are not inherently steady and can easily become unstable. To mitigate
jet instability, a co-flow of ambient air is used to separate the jet from stagnant test
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section air. This requires that a non-toxic test gas be used along with air in the test
section that is open to the room.
Much of the curtain experimental data was influenced by a non-linear bifurcation
of the initial growth[44]. This was later traced to an intermittent pre-shock compression wave that caused sufficient deformation of the initial conditions to dramatically
change flow evolution[45]. This exemplifies an inherent challenge when using a laminar jet or sheet for the RMI perturbed interface; the continuously flowing jet can be
easily distorted before shock arrival causing poor repeatability in instability growth.
To better quantify turbulence parameters in support of computational modeling,
some facilities have recently begun generating random perturbations on interfaces[24,
27]. This allows for the creation of significantly more realistic three-dimensional
initial conditions with a wide range of initial perturbation sizes and shapes in each
test. The greatest challenge is in data collection. First, the initial condition must
be captured in sufficient detail before each shot to enable subsequent simulation for
code validation. Second, multiple laser pulses and cameras are required because the
entire flow evolution must be captured during each shot. In contrast, all other initial
perturbations described are intended to be repeatable so that instability evolution
at different times and downstream locations must be measured by repeating the
experiment with the same initial conditions but different diagnostic arrangements.
Because of these requirements, significant funding is required for an extended period
to build up such diagnostic capabilities. This is currently available in various levels
of fidelity at Los Alamos National Laboratory Extreme Fluids Team, University of
Arizona, Georgia Institute of Technology, and University of Wisconsin (WiSTL).
While most RMI experiments have studied gas-gas interfaces, some have involved
liquids and solids. In liquids, the instantaneous acceleration of an RT-stable, stratified, layered liquid system can be created by dropping a tank containing two layered
fluids onto a spring and observing it during the rebound[18] or by rapidly accelerat-
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ing the system downward at several times gravitational acceleration. Visualization
of extremely high quality has been achieved due to simpler and less diffusive tracer
seeding with liquids than with gases. Experiments are thus more easily compared
to Richtmyer’s theory and simulations, but the flow properties are less relevant to
the plasma field found in ICF than for a gas-gas interface. To test in the plasma
regime, solid blocks of the desired material can be machined and then excited with
powerful lasers such as NOVA[46]. Extremely high Mach numbers representative of
ICF can be reached, but diagnostics must be radiological instead of optical resulting in greatly reduced resolution. None of these non-gaseous interface methods can
capture late-time behavior to include transition to turbulent flow and fully turbulent
flow data.
Much of the understanding of RMI is directly due to the diagnostics that have
been developed, and much of what is left to learn will require ever more detailed
diagnostics[47]. The pioneering experiments by Meshkov[2] used pulsed light and
schlieren imaging to capture the density discontinuity at the interface. Schlieren
imaging is very sensitive to changes in density, but it is an integral measurement
along the entire light path. This causes it to be challenging to capture very smallscale mixing measurements where three-dimensional effects become relevant due to
wall boundary layer optical interference.
Laser technology has been crucial to diagnostics advances for RMI. This enables
non-intrusive planar interrogation of the evolving flow field with sufficiently rapid
repetition to illuminate the flow field at multiple times. The two prominent laser
diagnostics techniques used to study RMI are Planar Laser Induced Fluorescence
(PLIF) and Particle Image Velocimetry (PIV). Each can be used to capture data
simultaneously across a plane. This is critical as single-point data collection is insufficient to capture complex dynamics. PLIF uses a laser beam formed into a sheet
to induce fluorescence in one of the test gases. The primary test gas for this study,
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SF6 , does not readily fluoresce, so an acetone tracer is mixed with the SF6 and is
excited to fluorescence. The intensity of fluorescence is proportional, and linearly so
in acetone for most practical energy densities, to the concentration of the test gas[48].
The result is a measured intensity field for which gas density can be computed[45].
PIV uses a visible laser sheet to illuminate reflective tracers that have been seeded
into one or both test gases. Two images are taken with two different laser pulses a
few microseconds apart. The two images are then cross-correlated to determine the
velocity field in a plane in the fluid.
Much of the small scale and turbulent transition information about RMI has
relied on PIV to build velocity fields, but it has been shown that even particles
of modest size ( 1µm diameter) cannot accelerate quickly enough to capture earlytime behavior correctly[49]. It has been shown that for a laminar jet of seeded air
injected into an air-filled test section, the effect of small tracer particles on the flow
cause the formation of counter-rotating vortex pairs much like those seen in RMI[50].
Because the present study focused on early-time evolution where PIV tracers are
most detrimental, PIV was not used to evaluate the shock-accelerated column. PIV
was used herein to characterize the shock wave, the flow around the injector exhaust
hole, and the injected jet.
Many experiments have looked for instability growth and turbulence correlations
for variations in Mach number [45, 51, 52], Atwood number number [51, 52], and
various three-dimensional configurations [53, 54, 55, 56, 57, 58]. Correlating instability evolution over these parameters is critical to the future of shock-driven mixing
research, and each parameter provides a key piece of knowledge moving forward[47].
The work presented herein examines variations with all three of these parameters.
Mach number is varied between 1.13 and 2.0, Atwood number varies from 0.2 to
0.6, and the inclination angle of a 6.25 mm heavy gas jet varies from 0°to 30°. This
combination of parameters provides an unprecedented database from which to elicit
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physical relationships.
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Experimental Setup
All data presented herein was collected using the University of New Mexico (UNM)
inclinable shock tube. The basic layout of this shock tube as shown in Figure 2.1
consists of a pressurized driver, diaphragm, driven section, test section, and runoff
section. The test gas is injected as a laminar jet aligned with gravitational acceleration. Oblique shock wave interaction is achieved by inclining the entire shock tube
relative to the floor and maintaining a vertical test gas column. Many significant
parts of the shock tube were modified in the course of this project. Much of the
explanation of the process on how the experimental arrangement was developed can
be found in Clint Corbin’s master’s thesis [59].

2.1

Overview

The UNM shock tube is a traditional diaphragm rupture shock tube with the exception of the inclination and operates as follows. To generate a shock wave, a polyester
diaphragm of the required thickness is inserted between the driver and driven sections to hold an elevated pressure in the driver section. The diaphragm is ruptured
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Figure 2.1: Drawing of the UNM inclinable shock tube flowpath. Flow is from left
to right.

by a cutter head mounted inside the driver section. The resulting shock wave propagates down the driven section where the velocity is measured using two high speed
pressure transducers. After passing the two transducers, the shock wave enters the
test section where it accelerates a vertically flowing laminar jet of heavy gas. Images
of the accelerated heavy gas column are taken through an acrylic wall in the test
section. The runoff section ensures that the reflected shock wave does not alter the
flow in the test section prematurely. The assembled apparatus can be seen in 2.2.
The following sections describe the flowpath hardware, shock wave creation, test gas
injection, diagnostics setup, and finally data acquisition in detail.

2.2

Inclination Hardware and Flowpath

The unique feature of the UNM inclinable shock tube is that it can be pivoted such
that the entire shock tube is inclined above the floor and thus generates an oblique
shock wave relative to the vertically falling and gravity accelerated heavy gas initial
condition. The inclination is accomplished with several features. First, the entire
shock tube sits in the upper channel of a steel I-beam aligned such that it has an
upper and lower channel and is painted black for reduced optical glint and is shown
across the middle of Figure 2.2. Despite being loaded such that the bending stress
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Figure 2.2: The UNM inclinable shock tube at 20°inclination.

is acting on the weak axis of the I-beam, this beam provides a sturdy support that
can be manipulated to incline the shock tube and hold it rigid while inclined. The
support beam is attached to a concrete wall on the runoff end of the shock tube with
unistrut rails shown on the left of Figure 2.2. This allows the runoff end of the shock
tube to be lowered for inclined testing and raised for horizontal tests thus keeping
the camera at roughly the same height for all inclinations. The current arrangement
can easily collect data at up to 30°inclination, and 45°is likely possible if the support
beam can be swung around an obstructing roof beam.
The close proximity of the inclined I-beam to the roof beams was utilized to both
lift and stabilize the inclined beam. There is a large U-bolt at the driver end of
the beam that is attached to a 3/8 inch diameter wire rope. This wire rope runs
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through two pulleys anchored to the building corner support and then to an electric
winch. This system is used as a crane to lift the main beam. Once in place, there
are several other connectors that secure the beam rigidly. There is a turnbuckle at
the very end of the driver end of the steel beam that hooks to an eye-bolt anchored
to the concrete building structure. Two guy-wires attach just downstream of the
diaphragm opening and are held at about 45°to provide lateral stability. These are
the primary devices for achieving lateral position and leveling the rail transverse to
the flow direction.
Just upstream of the test section, there
is a sturdy table with large aluminum blocks
and grips that support the beam as well. Finally, the lifting cable is left attached as a
safety line in case all of the other attachments break as it was designed with sufficient
capacity to support the falling rail with all
hardware installed.
The resulting configuration can be inclined and leveled within about 0.1°utilizing
a machining sine vice and level.

The fi-

nal beam can support up to 1000 pounds of
equipment with all supports in place if the
load is evenly distributed along the beam at
a factor of safety of 2. This capacity and

Figure 2.3:

The support bulkhead

that retains the shock tube on the inclined rail.

precision provides a robust base for the flowpath.
Inclining a support member is only the beginning; the shock tube must also be
rigidly retained on the support beam. The shock tube is prevented from sliding on
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the rail by a 1 inch thick bulkhead between the driven and test sections shown in
Figure 2.3. The bulkhead is bolted to the rail with 3/8 inch x 16 bolts in four places
and with a web reinforcement in six more places. This ensures that not only static
but all dynamic loads involved in firing the shock tube are transferred to the rigid
beam support. Surprisingly, this does not prevent jarring of the shock tube by the
firing mechanism described in 2.3.

2.3

Shock Wave Generation and Measurement

The defining mechanism of any shock tube is the ability to create a very thin pressure
wave propagating at greater than the speed of sound. To capture the desired temporal
evolution of the RMI, less than 0.5% variation between desired and actual shock wave
Mach number was maintained over hundreds of shots. This is accomplished for the
UNM shock tube by placing a plastic diaphragm between two sections of the tube,
pressurizing one side with helium and then rupturing the plastic diaphragm with a
cutter head. The abrupt failure of the diaphragm creates a pressure discontinuity
that propagates down the remaining tube as a shock wave. The velocity of this shock
wave is determined by measuring the pressure at two locations with dynamic pressure
transducers. The remainder of this section describes the shock wave generation and
measurement portions of the UNM inclinable shock tube in more detail.

2.3.1

Diaphragm Requirements and Selection

The diaphragm that separates the high pressure gas from the low is of critical importance in the formation of a consistent and well-formed shock wave. The optimal
characteristics of the diaphragm are that it is: strong enough to hold the desired
pressure without prematurely firing, insensitive to minor defects from manufactur-
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ing and installation, opens quickly and completely when contacted by the cutter
head, does not release particles upon rupture that can obscure the laser window at
the downstream end of the tube, and is inexpensive to use as it is a consumable item.
The most demanding of these requirements is that the diaphragm opens quickly
and completely when contacted by the cutter head. If the diaphragm does not
fail abruptly and completely, the high pressure air is forced through a small orifice
causing large total pressure losses and thus reducing the maximum static pressure of
the flow entering the driven section. This reduces the pressure rise and thus Mach
number of the shock wave. One problem this causes is that the shock wave cam take
more distance to form into a planar feature than the 30.48 cm from the beginning
of the driven to the first pressure transducer. In this case, it is possible that the
shock wave is not constant velocity between the two pressure transducers and thus
the shot must be discarded as the actual Mach number is unknown. Many different
materials have been used to get the desired abrupt failure, but each of them has
some undesirable properties relative to the other desired characteristics.
Some similar sized shock tubes use aluminum safety valve disks that are scored
very precisely to burst at a certain pressure difference. Unfortunately, aluminum
diaphragms are difficult to cut on demand and typically fire on their own which is
difficult as the images presented herein were taken with a low speed camera that
cannot be triggered by the shock wave. Because they are safety devices by design,
the manufacturing defect tolerance is low and thus aluminum diaphragms are fairly
expensive.
Heavy coated paper also ruptures very quickly and cleanly. The fibers cause the
break to form large panels which open quickly like doors, but are resilient enough to
not release these doors down the tunnel. The drawback to paper is that it is porous
and the leakage of driver gas into the driven section can similarly cause non-uniform
shock wave speed in the driven section. 100 pound photo paper is used to generate
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the Mach 1.13 shock waves used for this effort.
Many plastics have desirable properties for use as diaphragm material. Polycarbonate is strong, and becomes brittle when the film is stretched so it opens quickly,
but it often tears such that tens of small parts separate from the remaining material
when ruptured. Acrylic has a similar problem of separating portions, but is not as
strong. Polyester has been found to be well suited, provided an appropriate thickness
is used.
Polyester films are inexpensive and have many desirable properties that have
made them the material of choice for most of the data presented in this study.
Polyester is made of long chain molecules that align when the material is strained.
This causes a hardening and strengthening in the highest strain areas of the film.
Strain hardening allows a thinner film to be used if the driver is pressurized slowly.
Thinner film is desired so that when the film is hit by the cutter head, it tears in
multiple directions and bends out of the way of the escaping high pressure gas from
the driver section.
For this reason, many different thicknesses of polyester film were tested for all
desired Mach numbers to optimize performance. The films used and the normal
required pressure difference to obtain a repeatable burst are shown in Table 2.1 for
all data presented in this effort. Some films gave much more repeatable results when
tested a few hundredths off the desired Mach number as shown by the first two entries
in the first column of Table 2.1.

2.3.2

Driver Pressurization and Firing

High pressure helium is used to pressurize the driver section and a cutter head system
is mounted to the driver section opposite the diaphragm to initiate the diaphragm
rupture. Equation 2.1 defines the pressure required to obtain a shock wave with the
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Table 2.1: Diaphrams and driver pressure used for desired Mach number
Mach
1.13
1.47
1.70
2.00

Film
100lb Photo Paper
0.003” Polyester
0.005” Polyester
0.010” Polyester

desired Mach number where

Thickness (mm)
0.127
0.0762
0.127
0.254

P2
P1

Pressure (kPa)
55
350
620
1300

Pressure (psi)
8
50
90
190

is defined by Equation 2.2[60].
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Equation 2.1 indicates that a higher value for the ratio of specific heats of the
gas in the driver (γ4 ) and the specific heat at constant volume of the gas in the
driver (cv4 ) give a lower value for the driver pressure (P4 ) relative to the pre-shock
driven pressure (P1 ) for a given shock pressure rise in the post-shock driven section
(P2 ). For this reason, helium was chosen as the driver gas because γHe = 1.66 and
kJ
kJ
cvHe = 3.115 kg∗K
whereas γair = 1.4 and cvair = 0.718 kg∗K
. This reduces theoretical

P4 for M=2.00 shots from 418 psig for air to 111 psig for helium.
The actual value shown in Table 2.1 is higher than this predicted value due to
several factors. First, the driver section is a 3 inch diameter circular cross-section
and the driven section is a 3 inch square cross-section giving an area ratio at the
diaphragm section of 1.273. This expansion lowers the effective driver pressure as
the shock wave forms and thus requires a higher driver pressure than a matched driver
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and driven section would. Second, the diaphragms do not disappear instantly when
ruptured as assumed in Equations 2.1 and 2.2 and so there is a finite mixing region
between the driver and driven gases. This causes the driver and driven gas properties
to become somewhere between the pure gas values and thus partially mitigates the
lower pressure driver effect of using the helium driver. Despite all these limitations,
the actual helium driver pressure used for Mach 2.0 shots of about 190 psig is still
dramatically less than the theoretical driver pressure for an air driver of 418 psig
making the difficulty well worthwhile simply from a safety standpoint.
Ultra-high purity helium is used to minimize the effects of contaminants found
with lower grade helium. It is supplied in compressed gas cylinders with a regulator
that is set slightly above the desired burst pressure. This causes the pressure rise in
the driver to slow as it approaches the prescribed level. A blow-off valve and vent
valve maintain safety limits on the pressure of the pressurized driver section. The
helium flow is controlled by a two position solenoid valve shown on the left in Figure
2.4 that is throttled by a downstream valve shown at the right bottom of Figure 2.4
to reduce the fill rate allowing sufficient time for the polyester diaphragms to stretch
during driver pressurization.
Additional delay in filling the driver is added as required to operate closer to the
limit strength of the diaphragms. Nominal fill sequences for all four Mach numbers
used are shown in Figure 2.5 where mid-fill plateaus allow for more straining and
unstable final pressure indicates continued stretching of the diaphragms. The actual
final driver pressure varied in an effort to match the desired Mach number as closely
as possible. The driver pressure stabilized until less than 0.1 psi/15 sec of pressure
drop was observed, with the exception of the Mach 1.13 shots which used porous
paper diaphragms and were thus fired as quickly as possible.
Both the helium fill solenoid valve and the air valve solenoids use 120VAC power
that is switched on a custom solenoid driver board [59]. The board requires 5V power
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Figure 2.4: Driver fill system with control valve (left) and restricter, vent and blow-off
valves (right).

Figure 2.5: Notional driver fill pressure vs. time for all four Mach numbers. Actual
final pressure and fill holds varied as required due to atmospheric and film thickness
variations.
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and is controlled by TTL signals from the operator and an AVR microcontroller is
used to time and trigger opto-isolated triacs that switch the 120VAC power next to
the solenoids and away from the sensitive instrumentation found elsewhere on the
apparatus. The helium fill valve is actuated (open) when the low voltage input is
connected to ground and de-energized when it is disconnected from ground. There
is no intentional delay on either the opening or closing of the helium solenoid valve.
Firing of the tunnel uses a cutter head attached to a double acting pneumatic
cylinder with a long steel rod supported by linear bearings. Switching of the air lines
is accomplished with a 4-way, 5-port, double solenoid valve shown in the center of
Figure 2.6.
The logic and operation of the cutter head portion of the solenoid control board
is more complicated. When the controller input for the cutter head is in a low
voltage or unexcited state, the valve is commanded such that the cutter head is
retracted. Any time and for as long as the firing input is excited above about 3.3V,
120VAC is switched via triac to the solenoid that extends the cutter head. As
soon as the voltage drops below about 3.3V, the solenoid that causes extension is
disconnected and the solenoid that causes retraction is energized with 120VAC. To
prevent unnecessary heating and wear on the retract solenoid, after two seconds in the
retract configuration, both solenoids are de-energized. There is sufficient resistance
on the cutter head that even when the tunnel is in an inclined configuration, the
residual retract pressure once the solenoids have both been de-energized has been
sufficient to prevent cutter head movement.
Optimal use of the cutter head solenoid control valve itself requires some explanation. The solenoid valve has two 120VAC solenoids: one that causes extension
of the pneumatic cylinder with cutter head attached and thus fires the tunnel, and
one that causes retraction of the pneumatic cylinder and thus the cutter head. The
internal switching of the air in the valve causes limits on the cutter head dynamics.
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Figure 2.6: Solenoid that actuates the pneumatic cylinder where incoming and vent
ports are on the bottom center and outsides respectively, and the output ports are
on the top with clear tubing attached.

The actual valve mechanism is a rod in the middle of the solenoid valve block that
simply rotates. When power is applied to one of the solenoids, it diverts some of
the supply air to rotate the valve rod. This is critical because it limits the supply
pressure to at least 30 psi. There is are additional ports on the solenoid valve that
mitigate this restriction by allowing high pressure air to augment valve motion, but
not get passed through to the main outputs. If both solenoids are powered, the valve
will likely not move from the current position, but performance is unpredictable so
this configuration is highly undesirable and thus the AVR processor on the solenoid
control board has logic to prevent this scenario from occurring.
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The pneumatic cylinder is mounted inside the driver section and uses shop air
as a working fluid. The cylinder is shown in the top left of Figure 2.7. The lines to
the pressure bulkhead at the end of the test section are the clear tubing seen in the
top of Figure 2.6. Inside the driver section, the lines to the cylinder use Swagelok
compression fittings and rigid tubing to withstand up to 1000 psi of driver pressure.
Because the driver pressure exceeds the shop air pressure found in the actuation
lines when attempting speeds higher than Mach 1.7, a double O-ring seal was built
and attached to a pneumatic cylinder that is designed for ambient external pressure
operation that successfully enabled operation up to 300 psi. The vent lines for the
cylinder are open to the room so the piston of the cylinder still has up to 100 psi
driving pressure even when the driver pressure around the cylinder is above 200 psi.
The vent port for the extension side, that is the open portion when the cylinder is
retracting, is restricted with a hand valve shown in the bottom center of Figure 2.6
to slow the retraction of the cutter head. This was necessary to limit damage to
the supporting hardware due to the cutter head and rod slamming against the stop
when retracting rapidly.

Figure 2.7: Pneumatic cylinder (top left) and cutter heads used to rupture diaphragm. The cutter heads shown are the original block with JB weld fastened
blades (bottom left), the broadhead with adapter block (bottom right), and the
custom four-blades square fronted cutterhead (top right).

It has been found that the cutter head can extend rapidly enough when firing
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that it causes the entire shock tube to move destabilizing the initial conditions. This
was discovered by comparing the initial condition image taken a few seconds before
firing shown on the left in Figure 2.8 to a shock capture image shown on the right
in Figure 2.8. This wavy distortion is mitigated by restricting the shop air that
drives the cutter head with a regulator. The air solenoid valve is rated to operate at
pressures as low as 35 psi without boost air, but was operated successfully at about
20 psi for all but Mach 2.0 configurations. At these conditions, the regulator must
be raised to at least 40 psi for the valve to work correctly. Similar perturbations in
the IC jet can be caused by too much or too little flow rate of the SF6 .
The cutter head is attached to a steel rod that runs the length of the driver
section. The rod has threads on both ends with custom couplers to adapt from the
pneumatic cylinder threads to the 1/4” diameter rod and again to adapt from the
rod to the cutter head which has 10x32 threads. These threads are retained with
double nuts to limit motion as the firing action is sufficiently jarring as to cause the
threads to back off if not carefully retained. The rod is held in the center of the driver
with two linear bearings supported by pins and rails as described by Corbin[59].
Many different cutter heads have been used to improve the failure characteristics
of the diaphragm. Two different cutters were used for the data presented in this
document. The most commonly used cutter head was a simple stainless steel threebladed broadhead for archery shown on the bottom right in Figure 2.7. It is easily
sharpened and installed, with a very low replacement cost making it the ideal candidate. Unfortunately, there were times when collecting data that the diaphragms
were not opening at all on one side. To address this, a custom cutter head shown on
the top right of Figure 2.7 was created that has four blades that are perpendicular
to the direction of travel and generally cause the diaphragm to petal into four pieces
more reliably. This cutter head was not universally better than the broadhead and
much more difficult to sharpen, so the broadhead was used whenever possible. A
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Figure 2.8: Waves in the initial condition jet (left) upon shock impingement (right)
due to cutter head induced vibrations.

cutter head made of four utility knife blades attached to a core with JB Weld shown
on the bottom left of Figure 2.7 was used previously with a solenoid driven cutter
head, but the glue failed quickly in this configuration due to the dramatically higher
forces present with the pneumatic cylinder. The solenoid actuator required replace-
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ment as it had insufficient throw and retraction/retention capability for the inclined
shock tube fired in the manner described previously.

2.3.3

Shock Wave Measurement

The Mach number of the shock wave is calculated by measuring pressures with very
high frequency at two locations a known distance apart. The driven section pressure
is measured with two Omega DPX 101-250 pressure transducers with 1.0 µs rise
times placed 2.59 m apart. The transducers are mounted flush to the inner wall
of the driven section and aligned with four screws as shown on the left in Figure
2.9. Each transducer is powered by an 18V battery driven source shown in the
center of Figure 2.9. The power supply both energized the transducer and processed
the output signal. The output from the power supply was connected to a National
Instruments USB-5132 that converted two channels of analog input to digital at up
to 50 million samples per second. The data was collected with NI-Scope software
provided with the digitizer. The scope was set to record 10,000 samples for 10ms on
each channel. This gives 1µs resolution and a data rate of 2 MS/s, well below the
digitizer limit.

Figure 2.9: The high speed pressure measurement system consists of pressure transducers (left), power supplies (center), and a 2-channel 50MS/s USB interface A/D
converter(right).

Both dimensional (sec) timings and converted non-dimensional timings presented
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in this document are after shock arrival. Shock arrival is defined as the time when
the shock in the column reaches the center of the uncompressed column. For inclined
tunnel data, this is defined using imaging in the vertical plane to identify when the
shock wave reaches the center of the original column. When the tunnel is horizontal,
it is defined using the centerline plane in much the same way. The velocity of the
shock is calculated by dividing the 2.59 m transducer spacing by the time between
shock wave arrival at the two transducers. This velocity is assumed constant and is
then multiplied by the distance from the downstream transducer to the intersection
of the tunnel and heavy gas jet centerlines to give the time of shock arrival for each
shot. The lasers illuminate the heavy gas jet at the delay specified for flashlamp
lighting plus the Q-switch delay as described in Section 2.7.2.

2.3.4

X-t Diagram

The primary drawback of shock tubes as supersonic test devices is the limited test
duration, typically in the milliseconds, so great care must be taken to ensure the
flow during the desired test duration is steady. When the diaphragm is ruptured,
the shock wave begins to propagate down the driven section, but an expansion wave
begins to propagate the opposite direction into the driver, and then reflects off the
upstream wall of the driver. Because of the much higher speed of sound in helium and
the elevated temperature behind the shock wave, this expansion wave has greater
velocity at all positions in the shock tube than does the shock wave. Once this
expansion wave reaches the test section, the velocity of the air accelerated by the
shock wave begins to reduce and the conditions are no longer uniform. Similarly,
the shock wave reflects from the end of the runoff section of the shock tube and
propagates in the now warm air toward the test section.
The end of the runoff section of the UNM inclinable shock tube is not tightly
attached, but rather has a 2.54 cm gap between the optic window holder and the
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runoff section. The gap allows most of the pressure from the shock wave to be
dissipated into the room rather than back into the test section. This prevents the
reflected shock wave from pressurizing and damaging the test section. There is
still a weak shock wave that propagates upstream and is measured by the pressure
transducers, but it always arrives after the expansion wave and thus does not generate
a pressure rise greater than the incident shock wave.
Time of arrival of the reflected shock and expansion waves to the test section must
be numerically calculated and stepped in time. A tool to facilitate this calculation has
been developed at the University of Wisconsin WiSTL Shock Tube Laboratory[61]. It
uses a 2nd order MUSCL-Hancock-Method finite volume code with an exact Riemann
solver. The resulting ”X-t diagram” shows the path of the shocks, expansions, and
interfaces. The results for Mach 1.13, 1.47, 1.70, and 2.0 are shown in Figures 2.10,
2.11, 2.12, and 2.13, respectively. The line on the x-t diagrams representing the
injected jet shows that the time window of column evolution images collected during
the run lies within the test section window, and in the uniform air following the
incident shock wave only.

2.4

Test Section

The test section is 76.2 cm long and is 3.2 m from the diaphragm interface and is
constructed of aluminum on three sides with a removable full-length acrylic window.
It attaches to the support bulkhead on one end and the runoff section on the other
with 8- 3/8 in x 16 bolts. The aluminum walls of the test section are coated with a
heavy layer of anodizing and are bolted together and to the interface flanges. There
are three cutouts, one in each wall, to accommodate modular plugs as shown in the
left image of Figure 2.14. The plugs are sized to allow for up to 45° inclination with
the injector holes 2.54 cm from the ends of the plugs at the flow side of the wall. The
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Figure 2.10: X-t diagram for Mach 1.13 shock wave showing expansion fan (going
left initially), shock wave (going right initially), helium interface (left red line), IC
jet (right red line), and test section window with test duration (inside blue lines).

test section is designed to be rotated to allow images to be captured through the side
or top. When configured for viewing from the side, there is an aluminum wall with
plugs on top and bottom that have the aligned holes and a full-length acrylic wall
that can be removed easily for access and maintenance. For centerline plane images,
the test section is viewed from the top. Because of this, there are also acrylic walls
with injector holes at 20°, 15°, and perpendicular to the surface that match the lower
wall plugs. Finally, the test section can be used without any injection gas by putting
in all three ”blank” plugs. The test section was created to reduce the fluorescence
absorption over the fully polycarbonate test sections used previously. Additionally,
the anodized aluminum walls dramatically reduce the glint from scattered light thus
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Figure 2.11: X-t diagram for Mach 1.47 shock wave

reducing imaging artifacts. For image acquisition through the acrylic wall shown on
top in the right image of Figure 2.14, a mirror is mounted to the back of the test
section as shown[59].

2.5

Heavy Gas Column Preparation and Injection

The previous section described the generation of the shock wave. Generation of
the heavy gas jet is now described. Images and analysis presented herein are for
three different density heavy gas jets. The first and primary one is a pure sulfur
hexaflouride (SF6 ) jet that has an Atwood number of 0.67 when in air. The other
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Figure 2.12: X-t diagram for Mach 1.70 shock wave

two are mixtures of SF6 and gaseous nitrogen (N2 ). Atwood number is defined in
Equation 1.5 where the light gas density is ρ1 and the heavy gas density is ρ2 .
The mixtures are made using partial pressure technique such that they have
Atwood numbers of 0.5 and 0.25. To get the desired final density, a large compressed
gas cylinder was evacuated to less than 20 torr. This ensured minimal air remained
inside the cylinder. The cylinder was then filled with SF6 until the specified partial
pressure is reached. N2 was then added until the full pressure of the desired mixture
was reached. These cylinders had the valve covers replaced and were lowered to lay
flat on the floor. They were then rolled for at least two minutes to aid in the mixing of
the two gases. There is some evidence of minor stratification in the cylinders because
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Figure 2.13: X-t diagram for Mach 2.0 shock wave

Figure 2.14: Test section aligned for vertical plane imaging (left) and centerline
plane imaging (right). The closeup on the left shows the interchangeable plugs for
the injector tubes at top and bottom.

44

Chapter 2. Experimental Setup
the density of one bottle appeared to be slightly different than a replacement bottle.
This caused the images taken at the same time from different heavy gas supply
bottles to not match. Thus all data presented at low Atwood number was taken
using the same bottle throughout a Mach 1.7 evolution sequence.
The key experimental diagnostic for
this effort is Planar Laser Induced Fluorescence (PLIF) images of the evolving
heavy gas column. Unfortunately, SF6
does not fluoresce in any detectable way
from exposure to any known wavelength
so gaseous acetone is mixed with the
heavy gas to provide a mixture that can
be excited to fluorescence. Acetone fluoresces between 350 nm and 600nm wavelength light with a peak around 475nm,
corresponding to blue light, when excited by 266nm laser light[48]. The laser
light source will be discussed in more detail in Section 2.6.
Once the SF6 or mixture bottle was Figure 2.15: Heavy gas bottle (right) with
ready to use, it was connected to an regulator and acetone bubbler (left).
injection system designed to create a
nearly perfect circular cylindrical jet
flowing through the test section. This
system included a regulator, restriction valve, acetone bubbler, flow straightener,
injector tube, and a co-flow system. The regulator was a standard non-flammable
gas regulator that was ill-suited for regulation of extremely low pressure exhaust so
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a needle valve was installed downstream enabling the regulator to be set at about
3 psi on the downstream side for all pure gas tests and is shown in the top right of
Figure 2.15.
The lower Atwood cases had more stable jets at about 6 psi. The flow rate for a
given pressure is obviously contingent on the needle valve position so the needle valve
was secured to minimize adjustment. There was an on/off valve after the needle valve
to enable switching at this position, but the regulator was ill-suited for non-flowing
gases and did not work well in this configuration. For this reason, the main bottle
hand valve was used for the later data taken at inclinations of 0°and 20°. This wastes
a bit more heavy gas every shot, but as each large bottle of SF6 lasts roughly a year,
the waste is not significant.
The next step in the test gas preparation is to add the acetone tracer. The acetone
is mixed with the heavy gas by injecting the heavy gas into a sealed flask of liquid
acetone. The end of the pipette is inserted into a wood airstone used in an aquarium
as shown in the bottom left of Figure2.15. This produces bubbles from one to three
mm in diameter from all four sides. These large surface to volume bubbles ensure
that the low vapor pressure acetone is very close to equilibrium with the high vapor
pressure SF6 . Using partial pressure techniques and Dalton’s Law, it was calculated
that when in perfect equilibrium, acetone makes up 11% of the mass of the injected
gas and does cause a slight reduction in the actual Atwood number present in the
initial condition column. For pure SF6 , the Atwood number is reduced from 0.67 to
0.6.
The acetone-seeded heavy gas then goes into a flow straightener.

The flow

straightener is made of a plenum filled with aluminum foam, a gently turning nozzle
that reduces the flow area, and a 0.25 inch diameter, thin-walled, stainless steel tube
about 8 inches long. The stainless steel tube is centered inside a 5/8 inch outer
diameter, 1/8 inch wall, polycarbonate tube. The polycarbonate tube is sealed from
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the stainless steel tube at the top by a rubber stopper and has a 1/8” NPT hole in
the side near the top where regulated shop air is injected. The air flows around the
centering fixtures and a piece of aluminum foam before exiting the injector around
the heavy gas jet. This co-flow of air aids in keeping the heavy gas jet stable by
reducing the shear velocity of the outside of the heavy gas jet. The entire assembly
shown in Figure 2.16 is inserted through the upper wall of the test section until it
is flush with the inner wall. The two-axis micrometer kinetic slide mounted to the
top of the injector assembly prevents the injector from retracting when pressurized
by the shock wave and allows precision alignment of the jet in the lower test section
wall.

Figure 2.16: Flow straightener for heavy gas jet that consists of a 2.54 cm diameter
plenum filled with porous aluminum (top left) and a double-tangent nozzle (bottom
left). The co-flow (plastic tube seen on right) and heavy gas injector (steel tube seen
on right) are precision aligned with a two-axis micrometer slide attached to the flow
straightener.
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Acetone and thus SF6 can be seen to mix with the co-flow of air when the initial condition is illuminated with PLIF as shown in the right image of Figure 2.17.
However particle tracers used for alignment and particle image velocimetry (PIV) do
not show advective mixing when illuminated with 532 nm (green) light formed to a
similar sheet as described for PLIF measurements as shown in the left panel of Figure 2.17. This suggests that while there is very little convective mixing of the heavy
gas jet and the surrounding air, there is some diffusive mixing as the jet propagates
through the test section. The air and heavy gas jets are injected at about 1 m/s
based on this PIV while the shock wave passes at 80 to 400 m/s depending on the
Mach number. Because of this large ratio, the velocity of the initial condition jet is
assumed to be zero for all calculations.

Figure 2.17: Initial condition jet visualized with PIV at 30°inclination (left) and
PLIF at 20°inclination(right). The PLIF image shows the column expanding while
the PIV image does not.

Due to being negatively buoyant or heavier than the air in the test section, the
heavy gas jet cannot be kept straight for reasonably stable injection velocities if it
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is not flowing directly aligned with gravity. A stable jet with an oblique shock wave
interaction was created with several design features described above. First, oblique
shock waves were obtained by tilting the entire shock tube rather than the injection
jet. Second, the inclined shock tube was meticulously manufactured and installed
such that the injection and exhaust holes were aligned and vertical within 1 degree.
Third, the upper portion of the injector was mounted to a two-axis micrometer
kinetic mount and the jet was seeded with fog droplets to make it visible to the eye
when illuminated by a flashlight. The micrometers were then adjusted to pivot the
injector about the injection hole in the test section upper wall until the jet passed
through the center of the hole in the lower wall of the test section. No alignment
aids could be used without distorting the column so the jet was centered by visually
centering the jet in the 5/8 inch diameter test section lower wall hole. This procedure
aligned the jet to within 1/16 inch of the center of the exit hole. No attempt was
made to capture the exhausting heavy gas column.

2.6

Laser Sheet Formation

Most of the data presented in this document are PLIF images or measurements taken
from the PLIF images. As mentioned earlier, acetone fluorescence was used to see
the evolution of the heavy gas column. The laser beam used to excite the acetone
originated from a New Wave Gemini 200 or a Quantel Evergreen 266 nm, both dualheaded neodymium-doped yttrium aluminum garnet (Nd-YAG) pulsed lasers with
frequency quadruplers giving an output of 266 nm light. For the Gemini laser, the
laser pulse has a duration of 4 ns at a total of about 7 mJ per pulse when both beams
are fired together and a 6.5 mm diameter beam at the laser orifice. The Evergreen
laser has a 10 ns pulse with a combined output of about 30 mJ per pulse for the
combined beam as used in this effort with a 4.5 mm diameter beam at the orifice.
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This circular beam had to be formed into a sheet to capture only a thin plane
of the evolving heavy gas jet. The beam from the Evergreen was first expanded to
9mm in diameter. The beams were then focused by 25.4 mm diameter plano-convex
spherical lenses with 2m and 3m focal lengths. This combination of spherical lenses
in series with about 1cm between them gave a spot diameter of about 0.5 mm near
the initial conditions. A 25.4 mm x 25.4 mm square 250 mm focal length cylindrical
plano-convex lens was used to expand the beam into a sheet that was roughly 4
cm wide in the test section. Figure 2.18 shows a schematic of the arrangement
of the beam shaping optics. There are some data presented in which a 100 mm
focal length lens that allowed the entire 7.62cm wide test section to be illuminated.
Unfortunately, though the laser was capable of two pulses, there was insufficient
energy in each pulse to obtain the desired level of fluorescence so both pulses were
fired simultaneously and only one dynamic image was captured during each firing of
the shock tube.
The laser sheet was used in two different orientations, each capturing the centerline of the shock tube. The two sheets can be seen as if looking down the centerline
of the test section in the center of Figure 2.19. For the ”vertical plane” configuration
shown, the laser sheet is vertical and thus parallel to the sidewalls of the test section and captures a vertical plane through the center of the heavy gas column. The
”centerline plane”, is parallel to the upper and lower walls of the test section and
thus captures a cross-section of the heavy gas column mid-way between the upper
and lower walls. There is only one laser in use at a time so data is collected in these
two planes at different times.
Two mirrors were used to achieve precise alignment of the laser sheet down the
center of the shock tube. The target for these alignments was machined to a thickness
of exactly half the test section width. It was held against the test section wall with
rare-earth magnets and the beam was placed such that it was half on the target
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Figure 2.18: Sketch of optical arrangement from the laser to the test section. A
combination of spherical and cylindrical lenses form the circular cross-section beam
emitted by the laser into an approximately 1 mm x 50 mm elliptical cross-section
beam in the test section.

and half off. This was done at each end of the test section so that the laser sheet
was within 0.5 mm of the same position relative to the test section walls the entire
length of the test section. Such precise alignment of the beam combined with similar
control of the camera position allowed the camera to be translated in seconds over
30 cm parallel to the tunnel centerline while maintaining focus. Finally, a 76.2 mm
diameter UV-grade fused silica window was installed on the end of the runoff section
of the shock tube to deflect the shock wave away from the final mirror.
One of the challenges in the implementation of this optic array is that the shock
tube is inclinable. To fit into the room, this meant that when the shock tube was

51

Chapter 2. Experimental Setup

Figure 2.19: Test section with heavy gas column and laser sheets for a normal shock
(left) and oblique shock (right) interactions. The orientation of the vertical and
centerline laser sheets is shown in the center.

inclined greater than 15°, the runoff section was within 40 cm of the floor of the
room. When the shock tube was oriented parallel to the floor, the runoff section was
about 1.5 m from the floor of the room. To accommodate this and provide stability
for the optics, a 4 ft x 6 ft optics breadboard table 3 ft tall was used as the base
for the optics when the shock tube was horizontal, and a smaller 2 ft x 3 ft optics
breadboard only 3 in thick was placed on the floor underneath when the tunnel was
inclined as shown in Figure 2.21. In both configurations, a black acrylic box with
only two openings covered the laser to provide protection for the optics from the
shock waves as well as to shield the operators from the laser radiation. The only
openings were for the beam exit and control line entrance.
Limited particle image velocimetry data are presented as well. This data used
the same kind of lasers, except with only doublers rather than quadruplers in the
beam forming path giving 532 nm light. As many as four pulses could be generated
since two dual-headed lasers were available, but typically three pulses were used in
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Figure 2.20: Target used for camera focus on face and laser alignment on end. Five
magnets on the back side facilitate proper alignment of the target.

Figure 2.21: Small optics breadboard with Evergreen laser and lenses under protective box that has the near side removed for access.
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a sequence. All PIV was done in a vertical plane on the centerline of the tunnel.
The tracer particles were ethylene glycol fog with droplet diameters between 0.5 and
2 microns. The tracers were mixed with the heavy gas or injected directly into the
test section or co-flow.

2.7

Image Acquisition

As has been mentioned before, images are the primary data for this effort.

2.7.1

Camera and Support

Images were captured with the Apogee Alta U42 camera shown in Figure 2.22. This
camera is designed for astronomy and has a cooled, back-lit sensor with a quantum
efficiency of about 95% and an extremely low background noise level. It was chosen
because the maximum intensity of the acetone fluorescence is very low and many
features in the evolving column have light output below the background noise floor
of most cameras. Unfortunately the exceptionally sensitive sensor and astronomy
centric design comes with two key drawbacks. First, the camera uses a mechanical
shutter which requires about 25 ms to fully open. The time between when the shock
wave passes the first pressure transducer and when it contacts the initial condition
column is between 4 ms and 10 ms depending on the Mach number. Because of this,
the camera was triggered before the shock wave is formed and the shutter is held
open for 1 second with only one frame captured per shock wave firing. The 1 second
shutter opening makes it easier when manually triggering the camera to have the
shutter open at the desired time. Because of the high sensitivity and long exposure,
the room was darkened during data collection and a blackout screen encloses the test
section and camera. With this configuration, background levels are constant from

54

Chapter 2. Experimental Setup
200 ms to 1 s shutter durations. Firing the shock tube required from 100 to 200 ms
due to mechanical delays so it was not practical or productive to shorten the shutter
exposure further.

Figure 2.22: Apogee Alta U42 camera with Sigma macro lens and slide saddle attached.

A Nikon lens mount adapter is fastened to the camera and two different lenses
were used for this effort. The primary lens used was a Sigma 105mm 1:2.8 D macro
lens shown in Figure 2.22. When this lens was installed, the camera was typically
placed using the floor plate such that the field of view was almost exactly 4 cm. The
Sigma lens was always set to the lowest aperture setting of 2.8 to maximize captured
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light. The focus requirements are such that the camera focus ring was too sensitive
and a micrometer kinetic mount was added between the camera and saddle to give
fine positional control perpendicular to the flow direction that was used to focus.
The focus generally held for the duration of a test day, but often had to be fine
tuned each day. A Nikkor 50mm 1:1.2 fast lens was also used for some data because
its minimum aperture of 1.2 captured more light, and could image the entire 7.62 cm
tunnel with. This lens was used with a +4 macro lens attached to the front to reduce
the field of view from 15 cm to about 9 cm. Despite being more sensitive to light,
the Nikkor lens, likely due to the macro required, had nearly double the minimum
detectable feature size of the Sigma lens and thus was not used extensively for this
project.
Camera positioning and rigidity is key to taking quality pictures in such a lowlight environment. The camera is mounted on a pedestal that is bolted to the floor.
Slots provide about 18 inches of travel perpendicular to the flow direction to optimize
the field of view as described later. A four-axis head from a tripod is mounted to the
top of the pedestal to aid in alignment. A slide rail is attached to the top of the head
and the camera is mounted to a saddle that rides on the rail. The slide rail system
allows the camera to be translated along the direction of the flow between shots to
expedite data collection throughout the test section. The three rotation axis of the
head are used to align the rail parallel to within 0.2° of the shock tube in all axis.
This is verified by taking images of the target described in Section 2.6 at the location
of the initial column and at the other end of the test section. Due to the use of fast
lenses described earlier, the focal depth was only about 1 mm and the slide rail was
adjusted until the target was in focus at each end of the test section. A second slide
rail was used above the test section for capturing images in the centerline plane.
A first surface mirror was mounted on a two-axis rotational mount and inclined at
about 45 degrees above the test section with the test section acrylic window facing
up. Once the slide rails and camera had been aligned parallel to the test section,
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the mirror was adjusted until the focus was uniform across the field of view when
imaging the target. The completed arrangement including blackout screen is shown
in Figure 2.23.

Figure 2.23: Camera (top right) mounted on slide rail (center, in black) which is in
turn mounted on steel pillar and 4-axis head (bottom). The unistrut frame (foreground) supports the blackout curtain (background). The test section and mirror
are arranged for centerline plane imaging.
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2.7.2

Triggering

Triggering the camera can be accomplished in several ways. First, it can be triggered with the MaximDL 5 software by simply clicking the ”start” button on the
”exposure” window. This requires the operator to do two functions in quick succession which is undesirable when training new operators frequently as was the case for
much of this project. This was remedied by taking advantage of a second way of
triggering the camera. There is an 8-pin mini-DIN connector on the camera that can
be used to trigger and synchronize in various ways. Ideally, it is triggered with pin
1 which uses whatever parameters have been set in the software to initiate an exposure and subsequent readout. However, it appears that this functionality is either
disabled or defective for this camera. Instead, the shutter readout pin was used to
trigger the camera. The shutter pin is a more direct way of controlling the camera
as the shutter opens when the voltage is high, and closes when it is low. Settings
in MaximDL enable the shutter trigger and cause the sensor to be read when the
shutter closes. The 1 second shutter open duration and opening delay from tunnel
fire initiation was controlled with a BNC 535 delay generator triggered by the fire
button. This functionality is generally stable, but there have been many instances
where the camera sensor does not appear to have been flushed or grounded after
readout causing shadow and dark current artifacts to appear on the sensor. This
capability has been utilized for the new controller described in Section 2.8.
Because of the very slow shutter speed of the camera, the motion was frozen by
pulsing the laser described in Section 2.6 very quickly at precisely the desired time.
Signals to the laser are always generated by the BNC 575 delay generator shown in
Figure 2.24 because it has the best characteristics for controlling pulse spacing and
thus the power and timing of the laser pulses. The downstream transducer is used
to trigger the delay generator and the delay to Channel A is the primary variable
controlled to expose various time evolutions after shock arrival to the heavy gas
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column.

Figure 2.24: BNC 575 Delay generator used to trigger the lasers with trigger source
from the downstream pressure transducer.

Five outputs are initiated by the delay generator once triggered. The first is the
flashlamp trigger for the first laser pulse on Channel A. Channel B is programmed to
fire the Q-Switch of the first laser 190µs (135µs for the Evergreen laser) later, causing
beam to emit for about 4ns (10ns for the Evergreen laser). Channel C initiates the
flashlamp on the second laser pulse, and for all PLIF data presented, it was set to
fire with Channel A making the two laser pulses fire simultaneously. Channel D was
programmed with the same delay as Channel B, except it triggered the Q-switch
on the second laser pulse so was initiated by Channel C. These four outputs had
a pulse width of 100µs which gave satisfactory laser performance. The fifth output
was triggered simultaneous to Channel D and was connected to the GATE port on
the delay generator, and had a width of 0.99 seconds. The gate was configured to
inhibit triggers when high and thus prevented each laser pulse from firing more than
once while the camera was open.
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A serious drawback to the BNC 575 is that it cannot sense the Mach 1.13 shock
wave. That is because the same pressure transducers are utilized regardless of Mach
number. Because of this, the output 0.025 V output for the Mach 1.13 shock wave
was significantly less than 0.2 V minimum trigger threshold for the BNC 575. To
address this an 100x amplifier was implemented based on a 5V powered op-amp with
a potentiometer as the feedback resistor. This enabled adjustable gain and was set
such that 0.025V input created 4V output. The amplifier is shown in Figure 2.25.
To maintain sufficient gain for low Mach numbers, the amplifier tends to saturate on
noise when used at higher Mach number conditions so it is inserted before between
the pressure transducer and the BNC 575 only when required.

Figure 2.25: Custom made 100x amplifier for downstream pressure transducer used
to amplify 0.025V reading from Mach 1.13 shockwave to at least 0.2V so that the
BNC 575 can trigger using the shockwave.
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2.8

Tunnel Control System

Near the conclusion of this project significant effort was made to implement a control
system for the test apparatus that would simplify operations and increase Mach
number repeatability. The basic architecture of the system is a GUI made using the
GUIDE feature in Matlab that runs on the main data machine and communicates
via virtual serial port over USB to an Arduino MEGA2560. The Arduino provides
the current driver pressure to the Matlab GUI and receives commands regarding the
camera, static laser firing, and the solenoid driver board for the cutter head and
helium fill actuators. A physical panic button on the previous control console that
is connected in parallel and sits on the main desk disconnects the outputs to the fill
and fire actuators to stop any unintended activity in the case of an emergency.
The interface created in Matlab shown in Figure 2.26 serves to consolidate many
of the functions currently performed manually on different devices into a single set of
panels for easier use by new personnel and improved repeatability for all conditions.
The core feature of the program is that there are input boxes for up to 5 pressure
hold levels and durations. Additionally, the camera, cutter head and fill triggering
are done from this interface. There is logic included in the button callback functions
to shut of the fill before firing the tunnel to minimize wasted helium. The camera can
be linked to the fire button and the shutter duration, delay from tunnel fire command
to camera open can also be specified. To facilitate taking backgrounds and target
shots, the camera and laser can be independently triggered, or they can be linked
together such that the laser fires a specified delay after the camera is commanded to
open. The driver pressure is displayed and there are two sliders to change the number
of averages used to create the displayed pressure and the rate at which the display
updates. Finally, all of these settings can be saved to a .mat file and reloaded. To
connect to the Arduino, the virtual COM port corresponding to the Arduino must
be selected and the ”Connect” button selected.
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Figure 2.26: Matlab controller user interface that sets custom fill sequence (top left),
reads current driver pressure (center), and controls the camera (bottom left)

The Arduino Mega2560 was programmed using standard Arduino Software (IDE)
to perform the sensor reading and TTL commands to control the camera, laser, cutter
head, and driver gas filling. This board was selected because of the large number
of analog and digital interfaces coupled with sufficient memory for a large averaging
array. Having the Arduino control the hardware provides much more responsive
controls than passing the data to the PC and then returning actuation commands.
Even without the communication lag, the 16MHz clock on the Arduino Mega2560
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limits it to reading from or writing to sensors about every 6µs which is too coarse to
be used for high speed laser triggering. Thus that function is still performed by the
independent BNC 575 delay generator with 250 ps timing command resolution.
The basic program has three parts: calculating and outputting driver pressure,
processing inputs, and actuating hardware. It receives information from the Matlab
GUI as 9 digit ASCII text lines. Each one starts with a three letter identifier and
then 3 numbers, a decimal point, and two more numbers. The decimal point and
last two numbers are optional. When a value is received, an output is created from
the variable set that is returned to the GUI for confirmation. These inputs set all
pressure fill, pressure readout, and actuator delay variables. The commands to take
images, fire the laser, fill the driver, and fire the tunnel are also received with this
protocol. A list of ID strings with descriptors and limits are shown in Table C
The main loop of the code proceeds as follows. First the processor reads the
driver pressure from the 10-bit Analog to Digitical Converter (ADC) and converts
it to voltage. This variable is then incorporated into a rolling average of specified
size; 500 points are used by default to get a better pressure reading than the 1 psi
accuracy native to the 10-bit ADC digitizing a 0.5-5.5V signal representing 0-1000
psig. When voltage is converted to pressure, this dramatic oversampling appears to
give an accuracy of about 0.05 psi with noise levels that agree with what is seen on
an oscilloscope connected directly to the transducer. Once the pressure is calculated,
it can be used by the fill logic that is the bulk of the motivation for the controller.
The fill logic is fairly simple in concept, but more nuanced in implementation.
The concept is to fill to the first set point, wait for the prescribed time, then fill to
the second and so forth until reaching the final setpoint. For the final setpoint, the
pressure is increased to the set value until the final delay is met. At any time during
this process, the fill is terminated if the fill button on the GUI is deselected and can
be resumed from the current pressure level if the fill button is repressed, to include
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extending the final fill delay.
The final function of the Arduino is to apply delays as to protect hardware. This
logic is fairly simple; when an action occurs such as the camera shutter is opening, the
time from the millis() function is stored and each iteration of the main loop until
the camera shutter is closed compares millis() to the open time plus the desired
shutter open time, converted to ms. Once the delay is met, the shutter is closed and
the timer variable reset to zero. This is applied to the camera shutter, the camera
open delay when the camera is slaved to the fire button, the camera to laser delay
for background and initial condition shots, and finally the helium solenoid cooldown
delay. The solenoid cooldown is hard-coded to not allow it to be re-opened if it has
been closed within one second. This is done to extend the life of the actuator by
preventing rapid switching.
The sensor and actuator wiring is accomplished by utilizing a soldered breadboard
that connects the outputs from the Arduino to the many input and output wires as
shown in the lower right of Figure 2.27. The main wires of interest are the driver
pressure input and the camera, laser, fill and fire solenoid outputs. A common
ground used for all of these input/outputs is directly connected to the ground lead of
a modified power cord. The fire signal is the only one that does not receive further
electrical processing before leaving the control box. The fill solenoid is switched
by connecting to ground so the 5V output from the Arduino is connected to the
base leg of a transistor that has emitter connected to ground and the output to the
solenoid driver board on the collector leg. This causes the solenoid driver board lead
to become grounded when the Arduino output goes to 5V. The specifications for the
camera shutter input specify low voltage TTL, but not whether that means 3.3V
or 5V. In the interest of preserving a very expensive asset, a voltage divider was
placed in the output with a 8kΩ resistor between the 5V output and the positive
lead going to the camera and a 50kΩ resister going from the camera lead to ground.
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This results in exactly 3.3V to the camera when the 5V output is activated. The
driver pressure transducer is read by the integrated ADC on the Arduino, but was
showing erroneous jumps in pressure that were traced back to the reference voltage
jumping when triggering actuators. The Arduino is now powered by an external
power supply instead of the USB port. The final layout of the Arduino and signal
processing breadboard are shown in Figure 2.27.

Figure 2.27: Arduino Mega board with attached breadboard for signal manipulation.

A drawback of using the BNC 575 with the Arduino controller is that it only takes
one trigger, but it is desired to trigger the lasers with both the pressure transducer
and the Arduino. While the output on the Arduino will not be damaged by the
pressure transducer output should both be connected to the BNC 575, the pressure
transducer power supply board may be damaged by the 5V Arduino output. To
mitigate this, the pressure transducer output normally connected to the BNC 575 is
connected to the anode of a diode to prevent flow back of current while the cathode
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of the diode is connected to the output from the Arduino and the positive lead
connected to the BNC 575.
Using a transistor, a diode, and multiple resistors, all outputs from the Arduino
are conditioned for the respective receiving device. Connecting the devices required
adding a ground wire, two female BNC cable connectors for inputs from the driver
and downstream driven transducers, four more BNC connectors for the fill, fire, camera, and laser outputs as well as a panic button interlock to the control console. BNC
connections were used because the BNC 575, the high speed pressure transducers,
and the oscilloscope need to use BNC connectors for noise rejection and a common
connector was desired. The modular nature of this configuration is very important
because changes in inclination often require most of the electrical connections on the
experiment to be removed causing a massive wire mess if the wires cannot all be
disconnected individually.
The experimental arrangement has the same basic layout as it did in 2012, but
many of the detailed pieces have been upgraded during this project and modified
to improve data acquisition. With the current system, images of exceptional clarity
and resolution have been captured over more parametric variations of test parameters than ever before. This has been enabled by very low variation between shots
eliminating the need for a statistically significant number of duplicate parameter
shots.
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Planar Shock Wave Acceleration

3.1

Introduction

The baseline configuration for this effort is a circular jet of acetone-laden pure SF6
gas accelerated by a planar normal shock wave that is parallel to the centerline of the
jet and perpendicular to the sides of the shock tube. The planar shock-accelerated
single-jet arrangement has been studied extensively [4, 21, 22, 62] , but was repeated
in this study as a baseline case to verify that the current arrangement produces
expected results. Moreover, the imaging systems used for this study can capture
more detailed features than those used previously. A comparison of the images from
the current study with images from the work by Jacobs[4] and Kumar et al.[22] are
shown in Figure 3.1. Though each study has slightly different Mach number and
shows images at different times, the basic features seen in this study match that seen
in these previous studies. A quantitative comparison with the data from Kumar is
presented in Chapter 5. The current chapter explains the basic features of the flow,
makes a comparison to previous studies, and examines the effects of variations in
Mach number of the incident shock wave and heavy gas column density on the flow.
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3.2

Phases of Evolution

Planar shock acceleration of a circular jet consists of four primary phases. The first
phase is shock compression of the heavy gas column including shock focusing. Next
is early-time growth characterized by formation of counter-rotating vortex cylinders.
Third is formation and evolution of secondary instabilities. The final phase is breakup
of the column and transition to turbulence.
PLIF visualization highlights the shock wave very clearly as it passes through
the heavy gas column. When a shock wave encounters a density discontinuity, two
resulting waves will modify the flow[63]. The first is a transmitted shock wave that
is modified by the interface. The second is a reflection that depends on whether the
density gradient is rising or falling. With density increasing in the upstream portion
of the cylinder, the reflected shock wave travels upstream into the surrounding air
and has no effect on the evolving column. With density decreasing as when the shock
exits the column, the reflected wave is an expansion wave that decreases density.
The crisp intensity differences in Figure 3.2 show evidence of the transmitted
shock passing through the SF6 jet. This sequence is shown for a Mach 2.0 incident
shock wave visualized in the centerline laser plane images in Figure 3.2.

3.2.1

Shock Compression

The curvature results from misalignment between the shock wave (pressure gradient) and density gradient that varies continuously across the jet to produce smooth
curvature of the transmitted shock. This smooth curvature converges in a very small
region at the downstream (right) edge of the column as shown in the progression
in Figure 3.2. When the shocks from each side of the column touch, they generate
transmitted and reflected shocks just as before, but now within already compressed
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material creating very high pressure in a very small volume. This creates a jet that is
referred to herein as the spike in exactly the same way as a shaped charge explosive.
In this case, however, there is very little material in the spike so it has insufficient
momentum to overcome the drag created with such a high velocity and quickly stagnates. When visualized in the vertical plane, there is little of interest because shock
focusing is happening entirely in an orthogonal plane.

3.2.2

Early Growth

Once the shock has traversed the column, several features appear due to shock compression. First, the spike produced by shock compression grows and counter-rotating
vortices at its tip evolve as shown in Figure 3.3 at t = 29µs. Next, baroclinic vorticity deposited as the shock traversed the heavy column begins to form the outside
of the column into a crescent shape at t = 44µs. This continues until the column is
stretched into two counter-rotating vortex columns at t = 72µs. Very low density
regions at the perimeter of the original jet have insufficient vorticity deposition to
be drawn into the spirals, but roll around to the downstream side of the column
and appear as “bunny-ears” attached to the main vortex features. The base of the
bunny-ears is drawn into the core of the vortex column, but does not separate from
them until secondary instabilities form.

3.2.3

Secondary Instabilities

As the main column is stretched into the primary vortex pair structure, significant
shear is created along the bands of the spirals. The result is that once the spirals
fully form, secondary K-H instabilities develop in the bands of the spirals as shown
in Figure 3.4. These grow rapidly and, because their diameter is much smaller than
that of the main spiral, they evolve more quickly into three-dimensional instabilities.
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The evolution of these instabilities as seen in the vertical plane with diamond shaped
vortex filaments matches that seen for three-dimensional KHI for a sinusoidally perturbed shear layer[64].

3.2.4

Transition to Turbulence

As secondary instabilities evolve, the crisp lines and shapes present at earlier times
cease to exist. The dominant feature then becomes regions of mixed heavy and light
gas with diffuse edges as shown in Figure 3.5. The large counter-rotating vortices
still exist, but are no longer composed of spirals, but rather have low-density cores
surrounded by mixed fluid. There appears to be many different scales of eddies
present, and other than the low-density cores, the eddies seem to have no strong
directional bias.
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Figure 3.1: Centerline plane images from a) Jacobs (1993)[4] for Mach 1.095, b)
Kumar et al.[22] for Mach 1.2 and c) the current study for Mach 1.13. The images
were selected to allow comparison of primary RMI vortex features and the images
from the three sources are not necessarily at the same time or position. The basic
shape of the RMI vortex pair for this study is the same as that seen for the earlier
studies.
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Figure 3.2: A = 0.60, M = 2.0, centerline plane images of shock focusing for planar
normal shock. The left image shows the shock wave contacting the injected heavy
gas cylinder. In the center, the shock is heavily lensed due to much higher density
in the center of the column. The right image shows the spike with tip vortices in the
center with the reflected shock waves from the shock focusing forming the outside
forks of a trident shape.

Figure 3.3: Mach 2.0 centerline plane images at early-time for planar normal shock.
The left image (t=29µs) shows the spike with vortices on tips and the main column
formed into a crescent that will become the primary vortices. In the center (t=44µs)
the spike is being pushed back into the main column and the “bunny-ears” at the
right of the column are now separated from the primary vortices . The right image
(t=72µs) has fully formed primary spiral vortices, bunny-ear features, and no visible
spike.
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Figure 3.4: A = 0.60, M = 2.0, centerline plane (top) and vertical plane (bottom)
images of secondary instability growth for planar normal shock. The left images
(t=90µs) show early onset of the secondary instabilities. In the center (t=96µs),
secondary instabilities have grown and are evolving into three-dimensional eddies.
The right images (t=114µs) show the more uniform intensity field associated with
more mixed and random flow in the region of the column where secondary instabilities
were previously found.
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Figure 3.5: A = 0.60, M = 2.0, centerline plane (top) and vertical plane (bottom) images of transition for planar normal shock. The left images (t=132µs) show evolving
secondary instabilities. In the center (t=164µs) there are no distinct secondary K-H
vortices, only large primary vortices and small vortices. The right images (t=351µs)
show more uniformly mixed flow in the centerline plane and many vortex sizes in the
vertical plane images.
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3.3

Mach Number Variation

Data were collected at four different Mach numbers to examine the effect of shock
wave strength on mixing evolution. Because piston velocity behind the shock wave is
much faster for Mach 2.0 than for Mach 1.13, τ , the non-dimensional time described
in Equation 1.7 is used to compare flow evolution at similar stages of development
rather than at similar times. As a result, differences seen with Mach number are
believed to be due to effects that cannot be normalized with τ . Time sequences are
shown in Figures 3.6 and 3.7 taken in the centerline and vertical planes, respectively.
For the centerline plane images shown in Figure 3.6, evolution of the vortex
structure is similar regardless of Mach number. Each Mach number set shows shock
focusing, spike formation, formation of counter-rotating vortices, secondary instability onset, and eventual transition to a mixed blob. Additionally, the final shape of
the mixed plume appears to be nearly independent of the Mach number. Differences
can be seen in uniformity during spiral formation, size of the evolving instability,
and timing of secondary instability onset and breakup.
The images at τ = 25 show that in the Mach 1.13 case onset of secondary instabilities is delayed. In addition, the upstream edge of the evolving column is dramatically
less uniformly stretched and thus mixed for higher Mach numbers. This disparity
persists to τ = 40. Another notable difference at τ = 40 is the prevalence of threedimensional eddies that indicate transitional flow. Three dimensionality is indicated
by the lack of large distinct eddies seen at higher Mach numbers compared to lower
Mach numbers. Instead there are partial eddies and small eddies visible throughout the column indicating that the plane of visualization is illuminating eddies not
aligned perpendicular to the laser sheet.
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Figure 3.6: Mach number effects on planar normal shock-accelerated pure SF6 column
viewed in the centerline plane. Flow is from top to bottom.
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At τ = 70 all columns are largely mixed with few bright spots indicating unmixed
SF6 . The exceptions to this are at the extremes of the Mach range. At Mach 1.13,
the upstream edge of the column has not become mixed into the main vortices while
at Mach 2.0, the concentrated region at the upstream side of the column has been
distributed along the edge of the primary vortex structure, but is not yet completely
diluted. At late times the relative intensity at the centers of the main vortex cores
is different. At Mach 1.13, the core is slightly more dense than the region around
the core. At all other Mach numbers, the cores have slightly lower intensity than the
region around the vortex core.
Mach number effects are much more subtle when viewed in the vertical plane
as shown in Figure 3.7. The vertical plane intersects the centerline plane along the
centerline axis of the shock tube so it is effectively a cross-sectional slice through the
center of the mushroom shaped column shown with the centerline plane of visualization. Thus dominant features include a dense band that corresponds to the upstream
edge of the column, and a much lower density feature downstream that corresponds
to the region occupied by the primary counter-rotating vortices. One difference seen
at τ = 0 is likely due to a small-amplitude and small-wavelength perturbation in the
initial column for Mach 1.7 causing minor instability growth in the vertical plane
that becomes prominent at τ = 20. Images at τ = 8 show the same trend seen in
the centerline plane where the higher the Mach number, the larger the high density
region in the center of the upstream edge of the column. The low intensity regions on
the downstream portion of the main column are associated with the spike seen in the
centerline plane. At τ = 20, the band of low intensity fluid below the bright edge is
likely the edge of a primary vortex illuminated by the vertical laser sheet. Theoretically, the spirals are symmetric about the vertical plane, but due to the finite width
of the laser sheet and up to 1 mm spanwise misalignment relative to the centerline
of the column, edges of the primary vortices appear to be quite consistently illuminated by the laser sheet. This conclusion is best illustrated at Mach 1.13, τ = 40,
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where there are sharp edges to the bright region in the downstream portion of the
column.Such edges would correspond to the laser sheet cutting through the inner
edge of one of the spirals.
It is interesting to note that at τ = 25, the spirals at Mach 1.13 are relatively
free of secondary instabilities while at Mach 2.0, lambda-type waves are evident in
the vertical-plane image shown in Figure 3.7. These lambda-type waves are likely
the secondary instabilities along the primary RMI vortices observed in the centerline plane as they occur at the same time and have the same streamwise wavelength seen from the centerline plane. What is particularly revealing in these images
is that the secondary instabilities that appear like two-dimensional vortices along
bands of the primary RMI vortex spirals in the centerline plane are actually already
three-dimensional vortex tubes that interact and form a diamond like pattern. This
evolution has been seen before for three-dimensional K-H evolution for sinusoidally
perturbed planar shear layers[64].
Three-dimensionality is similarly suggested in the last two timings shown in Figure 3.7. The Mach 1.13, τ = 70, image more closely resembles images at τ = 40
for higher Mach numbers, with less discrete edges and more uniform intensity in the
region downstream of the bright band. Across the three higher Mach numbers at
τ = 70, the streamwise extent of the mixing region appears to decrease with Mach
number, while the overall appearance is very similar. However the centerline plane
images in Figure 3.6 at τ = 70 show a distinct edge of the vortex structure at Mach
2.0.
Mach number appears to affect instability growth of the shock-accelerated jet in
modest ways, but with little effect on the final state. When viewed in the centerline
plane in Figure 3.6, secondary instabilities form at nearly the same dimensionless time
for Mach 1.47 to Mach 2.0 but are significantly delayed for Mach 1.13. Secondary
instabilities are smaller and evolve more quickly as Mach number increases. The sizes
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of the primary counter-rotating vortex pair feature and ensuing well-mixed column
vary only slightly over this Mach number range.
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Figure 3.7: Mach number effects on planar normal shock-accelerated pure SF6 column
viewed in the vertical plane. Flow is from top to bottom.
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3.4

Atwood Number Variation

To better understand the physics of shock-accelerated mixing, the density of the
heavy gas column was varied by diluting SF6 with nitrogen and testing with Mach
1.7 shock waves. Column densities tested correspond to Atwood numbers of 0.60
(pure SF6 with acetone tracer), 0.4 (35% SF6 /65% N2 by mass with acetone tracer),
0.25 (25% SF6 /75% N2 by mass with acetone tracer). The results are shown in
Figures 3.8, 3.9 and 3.10.
When viewed in the centerline plane, the basic evolution of the vortex structure
is similar in shape, but occurs more slowly as Atwood number is reduced. It was
not possible to resolve the shock wave within the column from the PLIF images at
the two lower Atwood numbers due to weaker compression. Thus the low Atwood
τ = 0 images in Figures 3.8 were selected as the first image that showed that the
column had been influenced by the shock. The initial time t0 was instead based
on the pressure transducer output for later timings at these Atwood numbers. At
τ = 8 the lower Atwood numbers show that the spike formed more quickly than the
counter-rotating vortices and thus was not compressed back into the upstream edge
of the column as shown for A=0.60. Both low Atwood sequences showed that after
the spike passed beyond the incipient spirals, a counter-rotating vortex pair forms
at the tip of the spike.
The counter-rotating vortex pair at the tip of the spike can be seen most clearly
for the A=0.4, τ = 8 image, but is evident in the raw images for τ up to about
40 due to data loss of faint features in image processing. An image sequence using
a lower maximum intensity cutoff threshold for the grayscale colormap is shown in
Figure 3.9 from τ = 1 to τ = 46 to better illustrate the spike and spike tip vortex
pair growth for A=0.4. This means that while some features are not distinguishable
with saturation to yellow (high intensity), faint features such as the spike and spike
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tip vortex pair are now visible downstream of the main column and vortices. The
spike forms with shock focusing and then elongates with a low intensity region near
the base by the main column up to τ = 7. At τ = 5, the spike begins to develop a
wider region at the tip. The spike continues to elongate and diffuse in the remaining
images. The spike tip develops a counter-rotating vortex pair from τ = 11 to 19
similar to the primary RMI vortex pair. This spike tip vortex continues to roll up
and develop additional spiral bands from τ = 19 to τ = 46 until the spike tip diffuses
too much to be visible after τ = 46.
The A=0.25 images at τ = 8 and 20 in Figure 3.8 also show that the base of
the spike is a region of low intensity meaning the spike is actually not a uniform
jet, but a shell of heavy gas surrounding a light core. This likely occurs because the
rapidly ejected spike causes a low pressure wake where some low density fluid becomes
entrained and trapped behind the spike. This low density spike region appears at
most other conditions, but requires biased image processing to be observed.
The τ = 20 and 25 images in Figure 3.8 show that the lower Atwood number
columns are slower to develop secondary instabilities. The A=0.4 series shows a
larger, more developed spiral than at either higher or lower Atwood number. This
suggests that while the A=0.4 and A=0.6 cases rapidly develop secondary instabilities by about τ = 25, the lower Atwood number cases roll up into more stable spirals.
The extreme example of this is at A=0.25, where secondary instabilities have not
yet developed in all the bands of the spirals at τ = 70. Unlike the Mach number
variation described in the previous section, the variation in Atwood number has a
significant impact on the final mixed state of the plume. For A=0.60, the diffuse
cores of the main vortices are still spinning sufficiently fast to partially eject dense
material leaving dark spots. For A=0.4, the vortex cores are the most dense region
of the column. This shows an effect of Atwood number variation independent of
the non-dimensional time and suggests that it may be very difficult to extrapolate
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results from these flows to higher Atwood number shock-accelerated flows.
When viewed in the vertical plane in Figure 3.10, plume development shows
remarkable similarity at similar dimensionless times, regardless of Atwood number.
The most dramatic difference can be seen τ = 70 where the lower Atwood number
images do not show the same degree of mixing as that in the pure SF6 column.
There is a monotonic increase in the range of eddy sizes visible for τ =70 images as
Atwood number increases. This is shown by long vortices in the streamwise direction
at A=0.25, and the twisted, but not fully mixed region seen at A=0.4, and finally
the fully-mixed nature at A=0.60 where many eddy sizes are visible. This suggests
much more mixing for higher Atwood numbers, which will be addressed in greater
detail in Chapter 6.
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Figure 3.8: Atwood number effect on a Mach 1.7 planar normal shock-accelerated
column viewed in the centerline plane. Flow is from top to bottom.
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Figure 3.9: Images processed to highlight spike evolution in centerline plane images
for planar shock acceleration, Mach 1.7, A=0.4.
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Figure 3.10: Atwood number effects on a Mach 1.7 planar normal shock-accelerated
column viewed in the vertical plane. Flow is from top to bottom.
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Oblique Shockwave Acceleration

4.1

Introduction

A major advance in the present work is that the angle of the incident shock wave
can be varied by inclining the shock tube with the jet remaining gravity aligned
and stabilized. This oblique shock wave interaction causes vorticity deposition to be
fully three-dimensional and thus the instabilities that evolve are three-dimensional
as well. Data will be presented for the shock wave inclined 20° and 30°. This
section shows how the column evolves using PLIF images as was done in the previous
chapter for planar normal shock acceleration and concludes with images showing
direct comparison between the two inclinations (θ = 20◦ , 30◦ ) and the planar normal
shock (θ = 0◦ ).
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4.2

Phases of Evolution

The evolution of the column with oblique shock acceleration goes through several
distinct phases that are similar to those seen for the planar normal shock wave.
When visualized in the centerline plane, the basic features are the same: shock
focusing, secondary onset, and transition to turbulence. Due to the inclination,
shock reflections within the column generate a perturbation along the column with a
wavelength between 10% and 20% of the jet diameter. This becomes visible as K-H
waves that appear on the upstream edge of the compressed column. This additional
feature appears to dramatically change the overall evolution of the RMI compared
to that in the baseline planar normal shock case.

4.2.1

Shock Compression

Shock compression by an oblique shock wave has many more features than that for
a planar normal shock because the oblique shock first contacts the column near one
tunnel wall and proceeds along the upstream edge to the other wall of the tunnel.
This gives an effective time history of the shock compression because the downstream
part of the column is just being compressed while the upstream portion of the column
has the spike forming as shown in the bottom center and right images of Figure 4.1.
When viewed in the centerline plane the shock is focused when it passes through the
denser column in the same way as the planar normal shock. The spike appears in the
vertical plane because its tip forms a band of high-density fluid discretely separated
from the main compressed column. Figure 4.2 shows the transmitted shock increasing
density, then after the spike forms, a reflected expansion wave propagates upstream
gradually reducing the density. This compression and subsequent expansion a short
time later is a possible source of the column perturbations that are amplified by the
KHI shown in Figure 4.3.

88

Chapter 4. Oblique Shockwave Acceleration

Figure 4.1: Shock compression in the centerline (top) and vertical (bottom) planes
for 0.60 Atwood number, Mach 2.0, 20° inclination. Vertical plane images have not
been corrected for laser sheet non-uniformity like all other vertical plane images and
are processed exactly like the centerline images to highlight common features such
as the transmitted shock and spike. The lower left image is the unshocked jet, the
center shows the column in various stages of compression along its length, and lower
right shows the spike and spike tip formation.
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Figure 4.2: Shock and expansion wave propagation within the compressed column
post-shock. Once the transmitted shock propagates through the entire column, the
entire streamwise extent of the column appears yellow, indicating high density. An
expansion wave shown where the downstream edge of the column begins to turn
white, indicating lower density. The upstream edge of this expansion is highlighted
with the red dashed line.

Figure 4.3: Vertical plane images of K-H wave evolution for Atwood number 0.60,
Mach 2.0, 20° inclination. Waves merge to form a wide range of sizes in threedimensional vortices that cause the upstream edge to begin transition to turbulence.
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4.2.2

Upstream Edge Kelvin-Helmholtz Wave Onset

Previous work on inclined planar interfaces by McFarland et al.[5] indicated that
shear created by baroclinic vorticity deposition evolved into K-H waves where the
wavelength was approximately one-third the width of the 11.4 cm test section. Additional waves appeared near the wall due to wall effects as shown in the bottom
left image of Figure 1.6. K-H wave formation appeared in the present study, but at
radically smaller scales than observed by McFarland et al.[5].
When viewed in the centerline plane, the column appears to evolve almost exactly
as with planar normal shock acceleration, but when viewed in the vertical plane,
small-amplitude K-H waves are observed. The K-H waves initially appear as small
periodic perturbations on the upstream (left) side of the column shown in the bottom
center image (τ = 36µs) of Figure 4.4. These small perturbations then grow to
become fairly regularly spaced K-H cats-eye vortices shown in the lower right image.
Similar features appear throughout the column at early times as can be seen on
the downstream or spike side of the column near the top of the lower left image.
This difference in timing and size between K-H wave onset on the upstream and
downstream edges is likely due to the spike tip having the same basic shape as the
primary instability, but on a much smaller scale. The downstream edge K-H waves
are likely appearing earlier than the upstream edge waves on the main column due
to KHI being more unstable at smaller wavelengths.
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Figure 4.4: Early-time evolution in centerline (top) and vertical (bottom) planes
for Atwood number 0.60, Mach 2.0, 20° inclination. The centerline plane images
show spike collapse and the primary vortices of the RMI. The vertical plane images
show spike formation at the bottom of the left image where there is a faint band
downstream of the main column, and upstream edge K-H wave formation and growth
in the two right columns.
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4.2.3

Upstream Edge Kelvin-Helmholtz Wave Evolution

Once the K-H cats-eye vortices appear, they evolve in much the same way as planar
shear K-H waves[64]. The initially small (∼1mm wavelength) and similarly shaped
waves seen in the left image (τ = 50µs) of Figure 4.3 evolve by merging as seen in the
next image (τ = 85µs). As the vortices merge, smaller scale eddies appear. These
small eddies do not maintain the original wave orientation and begin to form fully
three-dimensional vortices evidenced by the rapid blurring of the edges between the
second, third and fourth images. The final state of these waves is a loosely defined
boundary with a large well-mixed region appearing as light blue in the right-most
image (τ = 172µs) of Figure 4.3. This is similar to the evolution of planar shear K-H
waves, though there is significant vorticity orthogonal to upstream edge K-H waves
due to the much larger primary RMI roll-up simultaneously occurring.
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4.2.4

Evolution of Secondary Instabilities

The obliquely-shocked column develops secondary instabilities within the primary
counter-rotating vortices created by the RMI in a similar manner to that seen for
normal shock acceleration. This is shown in the centerline plane in Figure 4.5 for
Mach 2.0, 20° inclination, for a column with an Atwood number of 0.60. The onset
of secondary instabilities occurs by 55µs post shock, earlier than 90µs post shock for
a normal shock wave. This is likely because a different region of the primary RMI
develops secondary instabilities.
The initial onset is on the outside of the spiral for the inclined shock, rather than
the portions of the spirals that are closest together for the planar shock as shown in
Figure 3.4. These earlier secondary instabilities have much shorter wavelengths than
those seen for normal shock acceleration. The mixing becomes three-dimensional in
the spirals very shortly after formation as evidenced by small, out-of-plane eddies
being illuminated by the laser sheet in Figure 4.5 at t = 82µs. The upstream
edge of the column has a more uniform distribution of heavy gas for oblique shock
acceleration than what was seen for the normal shock.
Finally, once the cores of the spirals become well mixed and have little definition,
there are still secondary instabilities mixing the upstream edge of the column. Despite secondary instabilities forming much earlier for the inclined shock, both cases
reach the mixed state at similar times. This means that though the inclined column
begins transition sooner by developing secondary instabilities, secondary instabilities
evolve more quickly in the planar shock case. That suggests that development of the
turbulent energy cascade from largest scale to viscous dissipation scales may not be
accelerated by introducing small-scale eddies. Rather, the region inside the largest
scale transitions to locally turbulent flow while the largest scale eddy remains intact
and does not contribute to the energy cascade.
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Figure 4.5: Centerline plane view of secondary instability growth for Atwood number
0.60, Mach 2.0, 20° inclination. The waves initially form on the outer band of the
spirals (left image). These waves then merge a become a diffuse region. Next, two
sets of waves form, one on the upstream (left) side of the plume and another inside
the primary vortex pair spirals (82µs). The waves along the upstream side of the
plume are still forming and growing when viewed at 103µs while the waves on the
inner bands of the spirals have disappeared.
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4.3
4.3.1

Mach Number Variation
Centerline Plane Visualization

Figures 4.6 and 4.7 show images from the centerline plane for 20° and 30° inclinations, respectively, to illustrate Mach number effects on the shock-accelerated column. There are several important differences from the planar acceleration case.
Shock compression (τ = 0) is much less for the Mach 1.13 shock due to the dramatically lower density rise. At τ = 8, the spike formed by shock focusing shrinks as
shock strength is decreased.
The most significant difference in the flow between 20° inclination in Figure 4.6
and planar shock in Figure 3.6 is earlier onset of secondary instabilities for lower Mach
numbers for 20° inclination. For the planar shock case shown in Figure 3.6, Mach
1.13 secondary instabilities occurred after τ = 25, but for higher Mach numbers,
secondary instabilities appeared around τ = 25. In Figure 4.6 for θ = 20° at τ = 20,
secondary instabilities are pervasive with increased mixing as Mach number increases.
Despite these differences, the final images at τ = 70 are still not significantly different
across Mach numbers and the M=1.47 and M=1.70 cases show the low density cores
observed for Mach 1.47, 1.70, and 2.00 for the planar normal shock wave.
The centerline plane images in Figure 4.7 for shock inclination of 30° show the
effects of intentional variations in Mach number as well as accidental variations in
Atwood number. The Mach 1.70 data shows lower maximum intensity and thus
lower compressed density, significantly different early-time spike evolution, and much
smaller late-time plume compared to both lower and higher Mach number cases. The
data for Mach 1.47 and Mach 2.00 were collected after the data for Mach 1.70 and
1.13. It appears that a modification to test procedures to reduce air entrainment
significantly increased the SF6 concentration in the jet and thus increased the Atwood
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number of the acetone-seeded jet from about 0.4 to 0.6 for Mach 1.47 and 2.00. Aside
from this unintended effect, the same trend with Mach number variation as for 20°
inclination can be seen by comparing secondary instabilities for Mach 1.47 and Mach
2.00 at τ = 25. Increased inclination appears to cause the secondary instabilities to
appear earlier as Mach number is increased. This is likely due to greater vorticity
deposition with higher inclination. It should be noted that the reduced clarity of 30°
inclination data was caused by using a fast Nikkor f/1.2 lens that could not focus
as clearly as the Sigma f/2.8 macro lens used for the normal shock and 20° oblique
shock cases.
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Figure 4.6: Centerline plane images showing Mach number effects at 20° inclination,
A=0.60. Secondary instabilities can be seen forming within spirals and merging.
The double bands on the upper portion of Mach 1.7 and 2.0 at τ = 25 are due to
the visualization plane intersecting an upstream edge K-H wave.
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Figure 4.7: Centerline plane images showing Mach number effects at 30° inclination,
A=0.4. Modifications to the injected column are believed to have raised the Atwood
number to about 0.6 for the M = 1.47 and M = 2.00 cases. Secondary instabilities
can be seen forming within spirals and merging.
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4.3.2

Vertical Plane Visualization

The evolution of the oblique shock-accelerated column for all four Mach numbers
shows differences from the normal shock-accelerated column primarily in wave formation, with minimal differences in early evolution and at late times. Figure 4.8
shows images from the vertical plane for θ = 30◦ and A=0.4. At shock capture
(τ = 0), the inclined shock wave has propagated through the column differently depending on Mach number. As Mach number increases, turning angle (described in
Figure 1.5) decreases and the transmitted shock in the heavy gas column becomes
more aligned with the flow direction.
The bright uncompressed column at Mach 1.13 resulted from image processing
techniques used to remove laser sheet variation that amplified small differences in
intensity, not because this case has more acetone, more laser power, or higher density.
The final step of that process stretches the intensity histogram and, in the case
of the weak compression at Mach 1.13, makes the uncompressed jet appear more
dense because it has lower peak density than other Mach numbers. Removing the
laser sheet variation causes apparent jet density variations not seen at other Mach
numbers. This is purely an artifact of data processing.
The vertical plane images in Figure 4.8 provide an alternate view of features
observed in the centerline plane shortly after shock compression. At τ = 8, the
faint region just downstream is the spike with tip vortex shown in centerline images
in Figure 4.6. The crisp line for Mach 1.13 and along the left edge for Mach 1.47
correspond to a spike tip vortex that has not been distorted by the primary vortices
and straight spike. The more diffuse regions downstream of the column for Mach 1.70
and 2.0 at τ = 8 correspond to the spike tip vortices transitioning to turbulent flow
and the spike being folding back into the main column by the primary RMI vortices.
This is true for all Mach numbers, but is shown particularly clearly in the Mach 2.00
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image where the spike is shorter on the right side than on the left. The shock first
contacted the column on the right side of the image with the shock moving from top
to bottom in the images.
K-H waves appear along the upstream edge in Figure 4.8 by τ = 16 for all
Mach numbers except 1.13. Increasing Mach number appears to accelerate upstream
edge K-H wave formation and growth into fully-developed cats-eye vortices. This
is expected with increased shear at higher Mach numbers producing higher growth
rates of K-H instabilities. The size of the vortices at onset will be examined in greater
depth in the following chapter. As discussed in Section 4.2.3, the upstream edge K-H
waves then merge by τ = 25 for higher Mach numbers.
For Mach 1.13, instabilities along the upstream edge finally become visible about
τ = 25 and have a very different shape than those seen at higher Mach numbers. The
K-H waves appear to be two-sided, meaning waves are simultaneously forming on
upstream and downstream edges of the column. This is likely due to the significantly
weaker spike at Mach 1.13 producing insufficient disturbance of the downstream
edge to produce small wavelength perturbations prior to the upstream edge wave
forming. Because of this, the column is effectively exposed to similar shear on both
sides simultaneously and evolves similar to a planar jet when viewed in this plane.
This means that the initially circular heavy gas column becomes a bent, extremely
high aspect ratio, locally planar jet when it is stretched into the spirals seen in
the centerline plane due to RMI. This bent thin jet is subject to shear because air
surrounding the heavy gas is moving at a different velocity post-shock than the heavy
gas.
The shape of the columns at τ = 70 are not radically different, regardless of
Mach number. The exception is that for Mach 1.13, instabilities developed much
later so that there are many more discrete vortices than at higher Mach numbers.
A common feature for all Mach numbers tested is that the upstream side has a
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reasonably distinct edge with small vortices while the downstream side of the column
has varied extents. This indicates that although the K-H waves cause the upstream
edge to advectively mix, there is still large-scale organization that indicates the flow
has not fully transitioned to turbulence.
Similar features can be seen in Figure 4.9 for inclination angle θ = 30° and A=0.4.
Shock compression can be seen in all but the Mach 1.13 image. At τ = 8 for Mach
2.00 there is a feature downstream of the main column that was not seen at 20°
inclination in Figure 4.8. This is the spike tip that was ejected downstream between
the primary centerline vortices before the vortices could arrest the spike growth. As
will be discussed in the next section, this feature only appears for Atwood number less
than 0.60 corresponding to pure SF6 seeded with acetone. The spike seems to evolve
the way seen in the planar shock centerline plane images in Figure 3.8 but develops
secondary instabilities and mixes as seen in the extreme downstream portion of the
Mach 2.00, τ = 25 image. The K-H waves appear along the upstream edge of the
main column at τ = 25 for all Mach numbers but 1.13. The K-H waves appear later
than at 20° inclination (τ = 16 in Figure 4.9). This could be due to one or both of
two known systematic errors. The 30° inclination heavy gas column likely has lower
Atwood number than the 20° column due to inadvertently high air entrainment.
Also, the improved focal quality with the camera lens used at 20° inclination allows
resolution of K-H waves at an earlier stage and thus shorter wavelength than that
used at 30°. The only Mach number for which the column appears significantly
different at τ = 70 is Mach 1.47, where the heavy gas column was modified to ensure
minimal air dilution before injection. This further supports the supposition that the
Atwood number for all 30° inclination data has more systematic error than 20° and
planar shock data shown.
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Figure 4.8: Vertical plane images showing Mach number effects at 20° inclination,
A=0.60. K-H waves form on the upper edge of the column at τ = 16 for the higher
Mach numbers and at τ = 35 for Mach 1.13. The waves then merge and mix
downstream.
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Figure 4.9: Vertical plane images showing Mach number effects for 30° inclination,
A=0.4. Data for Mach 1.47 appears different because different procedures were used
to limit air entrainment into the heavy gas mixture upstream of the injector thus
increasing the actual Atwood number in the test section. Actual τ is shown where
the nominal timing was not available.
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4.4

Atwood Number Effects

As was seen inadvertently for 30° inclination, variations in Atwood number have
dramatic effects on evolution of the shocked heavy gas column. At reduced Atwood
number, decreased density of the heavy gas reduces baroclinic vorticity deposition
during shock compression. For this study, Atwood number was systematically varied
for Mach 1.7 at inclinations of 0° and 20°. The data for 0° was shown in Section 3.4,
and this section will present results for 20° inclination.
Features similar to those observed in Figure 3.8 for a planar normal shock are
observed for 20° inclination in centerline plane images in Figure 4.10. Shock compression was captured at low Atwood number for the oblique case but not the normal
shock. The images show the expected trend that as Atwood number decreases, shock
lensing decreases with reduced differences in local density and speed of sound. At
τ = 8, there are two notable differences from that seen for the planar normal shock.
First, both low Atwood cases show the hollow spike instead of just the lowest Atwood number for the planar shock. Second, each case at 20◦ inclination shows a slight
asymmetry. The asymmetry is persistent through time for each Atwood number so
possible causes could be an initial jet non-uniformity or a gyroscopic precession due
to the upstream edge K-H wave rotation around a nearly orthogonal axis to the
primary RMI vortices causing a biased deformation of the primary RMI vortex pair.
Secondary instabilities have formed by τ = 20 and developed smaller eddies in
the high Atwood case before either low Atwood case shows any sign of secondary
instabilities. Instead, the lower Atwood cases first show signs of upstream edge K-H
waves before they show classical RMI secondary instability onset at τ = 40.
From the images at τ = 70 it is clear that Atwood number is the only parameter
that significantly affected the final state of the mixed column. At higher Atwood
number, the primary vortex cores have low density, likely due to the large rotational
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Figure 4.10: Centerline plane images showing Atwood number effects for Atwood
number 0.60, Mach 1.7, 20° inclination.
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velocity of the vortex core ejecting any high-density material to leave a low-density
core. At lower Atwood numbers, the primary vortex cores contain more heavy gas
than anywhere else in the column. This suggests much lower rotation rates that may
delay the final fully-mixed state due to the low pressure core of vortices collecting
the heavy gas and allowing unmixed regions to persist.
When viewed in the vertical plane in Figure 4.11, the effects of Atwood number
on flow development are also dramatic. First, at shock capture (τ = 0) turning
angle is significantly less at lower Atwood number. The A=0.4 and A=0.25 columns
have very similar turning angles indicating that the former mixture may be lighter
than intended. For this reason, it is shown with one less significant digit than the
others. The A=0.25 case is believed to be correct because acetone vapor in air has an
Atwood number of about 0.25. Thus when acetone is added to the SF6 -N2 mixture
for seeding, the heavy gas becomes closer to the desired density. The dramatic spike
observed in Figure 4.10 at τ = 8 for A=0.60 is also evident in the vertical plane
image. However, the long, thin spike and spike tip vortex that were seen for lower
Atwood numbers at τ = 8 in Figure 4.10 do not appear to be intense enough to be
evident in the vertical plane images.
The next feature of interest in the vertical plane images is K-H waves that form
on the upstream edge of the column. Atwood number appears to have very strong
influence on wave formation and development. For A=0.60, the waves that appear
at τ = 16 are very small and very regular, much like classical cats-eye K-H vortices.
For A=0.4, the waves appear at τ = 25 and have significant irregularities so they
look less like the cats-eye shape. They also appear to grow in amplitude and form
three-dimensional vortices much more slowly than at A=0.60. The A=0.60 case has
small eddies along the upstream edge of the column at τ = 25 and broken eddies in
the region between the primary RMI vortices. The A=0.4 case has distinct vortex
filaments after K-H wave formation (τ = 35) as evidenced by the bands downstream
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(below) the bright edge with the K-H waves. This demonstrates that K-H waves are
growing along the entire column created by the RMI.
The A=0.25 case develops K-H waves at the latest time as expected, but they
do not evolve in the same way as for higher A as evidenced by the τ = 70 image
for A=0.25. At this late time, K-H waves are still present on the upstream edge,
and bands of vortices have wrapped around the primary RMI vortices much like
the ones seen at A=0.4. There is also a region encompassed by these bands that
appears similar to the cores destabilized by secondary instability observed in the
centerline plane. Finally, the late-time images for lower Atwood images show much
less streamwise extent of the column when compared to the A=0.60 case. This
suggests that there may be a limiting case here such that for an Atwood number
between 0.25 and 0.6, the mixing becomes dramatically slower.
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Figure 4.11: Vertical plane images showing Atwood number effects for Atwood number 0.60, Mach 1.7, 20° inclination.

109

Chapter 4. Oblique Shockwave Acceleration

4.5

Shock Inclination Effects

The study of the effects of inclination on shock-accelerated heavy gas columns in this
section compares two inclinations (θ = 20°, 30°) to the baseline normal shock case.
The primary difference appears to be an acceleration of secondary instability onset,
with little effect on the final state of the column.
When viewed in the centerline plane, all three cases appear to evolve in a similar
way as shown in Figure 4.12 for Mach 2.00. At τ = 8 spike formation appears to be
significantly different for the three inclinations. For a normal shock (0°), the spike
is distinct and symmetric, while at θ =20° it appears to break off to one side. At
θ =30° inclination, the spike appears to have not yet folded back into the upstream
edge and the spike tip cannot be seen. At τ = 16, the planar shock case has no
secondary instabilities, whereas the inclined cases show secondary instabilities or
widened spirals suggesting secondary instabilities in the spirals. At τ = 25, the
θ =0° case shows secondary instabilities on the inside of the spirals, and the inclined
shock cases show significantly evolved secondary instabilities and three-dimensional
vortices. At τ = 35, the θ =0° case shows significant non-uniformity at the upstream
edge of the column not yet seen in the inclined shock cases. This large high-density
region is likely absent in the inclined shock cases due to mixing of this region by
upstream edge K-H vortices. Finally, at late times, some remnants of the highdensity region remain, but all three plumes show significant advective mixing into
smaller eddies typical of transitional flow.
When viewed in the vertical plane as shown in Figure 4.13 for Mach 1.7, the
changes in morphology with inclination are, as expected, quite dramatic. First, the
column turning angle can be determined from the shock capture images (τ = 0)
because the initial column is visible at the downstream extent of the image and the
compressed column occupies the upstream portion of the image. The downstream
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edge of each column at τ = 8 shows spike formation and breakup. The reduced
clarity of the 30° images makes it difficult to be precise, but it appears both inclined
columns have developed K-H waves by τ = 16.
Figure 4.13 shows Mach 1.70 images while Figure 4.12 shows Mach 2.00 images.
This choice was made to enable comparison to the Mach number set with the clearest
images at θ =30° for each visualization plane. The differences seen between Mach
1.70 and Mach 2.00 for θ = 0° in Figures 3.7 and 3.6, respectively, and θ =20°
in Figures 4.8 and 4.6 are minor, so using different Mach numbers when comparing the inclination effect for each visualization plane does not introduce significant
complications.
At τ = 25 in Figure 4.13, the θ =0° case shows some evidence of K-H waves along
the upstream edge, but not with regular spacing such as those seen in θ =20° and
30° images. It appears that the downstream portion of the column at this timing
is most evolved for θ =20°. This is likely a result of reduced Atwood number for
the θ =30° inclination case retarding instability growth. This idea is reinforced by
the long streaks normal to the inclined edge seen for θ =30° inclination at τ = 25
that are not seen for θ =20° at A=0.60. Similar streaks to those observed in the
downstream portion of the column for θ =30° , τ = 25 are present for θ =20° A=0.4
and 0.25 as shown in Figure 4.11. At late-time, (τ = 70 or 80), the vertical plane
images in Figure 4.13 show similar features across inclination angle. Centerline plane
images at late-time in Figure 4.12 are also similar across inclination except that the
upstream edge of the θ = 0° inclination column had more unmixed pockets.
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Figure 4.12: Centerline plane images showing inclination effects for Mach 2.0, A=0.60
for θ = 0° and 20°, A=0.4 for θ = 30°.
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Figure 4.13: Vertical plane images showing inclination effects for Mach 1.70, A=0.60
for θ = 0° and 20°, A=0.4 for θ = 30°.
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4.6

Wall Effects

The images presented thus far have shown only a small region centered at the centerline of the test section. This is because it is desired to assume the column is
infinite to avoid wall effects. One drawback to the clearer images shown for 0° and
20° inclinations is that they capture only the center 4 cm of the 7.62 cm test section.
For 30° inclination, the camera with the Nikkor f/1.2 lens attached captured 8 cm
allowing interactions at the upper and lower walls to be analyzed. These images
were used to determine the region that could be assumed to be representative of an
infinite column with no wall effects. Figure 4.14 shows images for θ =30° M=2.00,
A=0.40 from shock capture (τ = 0) through expansion fan deceleration (τ = 259).
The field of view for these images is 8cm to include wall interactions; the top and
bottom walls themselves are visible due to laser sheet glint.
The column is distorted by shock wave interaction with the injection hole on the
upstream top wall at τ = 0 and with the column exhaust hole on the bottom of the
test section at τ = 11. Interaction at the lower wall produces a vortex visible at
τ = 58 that by τ = 259, almost 2 ms after shock, has become three counter-rotating
vortices that span half the test section. Interaction with the upper hole creates a
vortex that appears by τ = 104 and grows to about a quarter of the test section
by τ = 259. Significant mixing evolution can be seen from τ = 58 to τ = 259, but
for this study all data analysis was terminated about τ = 100 which was the last
image before any large vortices became visible in the center 4cm of the test section.
This maintained the accuracy of the assumption in this document that the column is
infinite and there is no effect due to test section walls. Analysis of the flow directly
above the exhaust (lower wall) hole was performed by Kuehner[65].
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Figure 4.14: Vertical plane images of the time evolution from shock capture to postexpansion wave for θ = 30° inclination, Mach 2.00, A=0.4. A large vortex that forms
at the lower wall (left side) and a small vortex on the top wall (right side) alter the
flow in the center of the test section for τ ≥ 70.
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Chapter 5
Macroscopic Feature
Quantification

5.1

Introduction

This chapter will discuss quantitative measurements of macroscopic features of the
flow as visualized in the vertical and centerline planes. Further analysis of the upstream edge K-H waves seen in the vertical plane is performed by Wayne[17].

5.2

Upstream Edge K-H Wave Spacing

The K-H waves observed in the vertical plane for the inclined shock wave are significantly smaller than those in the inclined plane interface work conducted by McFarland et al. [66]. This suggests there is a mechanism specific to the heavy gas
cylinder flow configuration that determines the size of these inclined shock K-H
waves. The current study attempts to quantify the observed wave spacing and cor-
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relate flow parameters that determine the wavelength. As discussed in Chapter 1,
KHI is unstable to all perturbations and amplifies shorter wavelength perturbations
faster than longer ones. Because a fairly uniform wave spacing is observed in any
given image, there must be some feature that is fairly uniform along the column
that is perturbing the shear layer at the observed wavelength. The injected jet has
a high concentration gradient at the boundary as it falls through the air and thus
heavy gas quickly diffuses into the surrounding air, and inversely, air infiltrates the
column. This causes the heavy gas jet diameter, density gradient, thickness of the
jet diffusion layer, and maximum concentration to vary along the column length by
almost a factor 2 simply due to diffusion as shown in simulations by Anderson [21]. A
column such as this with a diffuse edge is unlikely to have streamwise perturbations
of the interface observed in the K-H waves due to dissipation smoothing any high
gradients of concentration. Small wavelength perturbations in the initial column are
also unlikely because no such perturbations are visible in PIV or PLIF visualization
of the columns shown in Figure 2.17. This suggests that whatever is causing the K-H
wave initial perturbations must be occurring during or after shock compression. The
K-H waves observed for θ =30° are difficult to identify due to lower resolution and
focus quality than for θ =20° so it is possible, but unlikely, that the wave spacings
measured are not for the initial K-H cats-eye vortices, but for a slightly evolved K-H
wave where the cats-eye vortices have begun to merge and grow.

5.2.1

Wave Spacing Measurement

To ensure that wall effects were not affecting the time analysis, only the center 2
cm of the test section were used for wave measurement. The desired wave spacing
is shown in Figure 5.1. Determining the average spacing of all the K-H waves in
an image is challenging because the waves have very small amplitude, each wave
is slightly different in shape, and waves are present along the entire height of the
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column. Because of this combination, the Fourier transform of the images does not
provide an obvious wavelength that corresponds to that measured by hand. When
measuring by hand, the same portion of a wave is selected and the distances between
those pickoff points are saved. When selecting by hand, anomalies such as kinks or
doubled waves in the upstream edge are not included in the average wave spacing.
Unfortunately, this method is very time consuming and can differ depending on who
is picking the points for measurement. For this reason, a code was written in Matlab
in which the user defines a line along the edge containing the waves and the software
computes the wave spacing.

Figure 5.1: Close-up of upstream edge K-H wave showing distance measured as
wavelength, λ.

The code to compute average wave spacing first extracts the intensity and location of each pixel on the line. A sample of the result is shown in Figure 5.2. The
one-dimensional Fourier transform of the intensity data does not clearly identify the
peak spacing because the peaks are very narrow with large gaps between, and often
have different widths thus creating a very wide peak that is easily masked by noise
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from random deformation of the column edge. Because of this, the Matlab “findpeaks” subroutine is used instead to identify high intensity peaks corresponding to
the presence of a wave. The separation of the peaks was determined and then rank
ordered with the smallest and largest 10% of peak spacings discarded to remove
abnormally large gaps corresponding to poorly captured waves. The remaining spacings were averaged to determine the peak spacing. The minimum peak prominence,
or aspect ratio of the peak, was interactively selected by the user and then identified
peaks were shown on the plot in Figure 5.2. The peak prominence could then be
adjusted until the user accepts that only the desired peaks were identified. The resulting program was used to determine the average and standard deviation for wave
spacing shown in subsequent sections.

Figure 5.2: Intensity along a line that overlaps the upstream edge waves seen in the
vertical plane for the inclined shock tube.

5.2.2

Upstream Edge K-H Wavelength Correlations

The wavelength of K-H waves observed in vertical plane images decreases with increasing Mach number as shown in Figure 5.3. The wavelengths for A=0.25 and
0.4 at θ = 20°, M=1.70, are longer than that for A=0.60. Wavelengths are also
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significantly longer for θ = 30° than at θ = 20°. This combination of basic trends
suggests that the dependence of wavelength on flow parameters can be represented as
λ ∝ θa ∗ M b ∗ Ac with unknown exponents on θ, M, and A. To determine the correct
relationships, dimensionless wavelength is plotted versus Mach number with different
exponents to examine whether the sensitivity to that parameter can be reduced or
eliminated.

Figure 5.3: K-H wavelength (λ) in vertical plane images normalized by initial jet
diameter as a function of Mach number showing monotonic, non-linear decay. DIC
is the pre-shock diameter of the initial jet.

The first parameter evaluated was Mach number and λ ∗ M/DIC (for b=-1) is
shown in Figure 5.4. The series for θ = 20° and θ = 30° are close to constant over
this Mach number range indicating that λ is inversely proportional to Mach number.
To determine the appropriate exponent for the Atwood number dependence, the
result from the Mach number correlation shown in Figure 5.4 is multiplied by Atwood
number to various exponents. The results for λ ∗ M ∗ A0.5 /DIC (for c=-0.5) in Figure
5.5 show that λ is inversely proportional to the square root of Atwood number
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Figure 5.4: K-H wavelength (λ) normalized by initial jet diameter and multiplied by
Mach number. The near-zero slope for the constant A and θ series suggests that λ
is proportional to 1/M.

provides the best agreement among the three values of A for θ = 20°, M=1.70.
The series for θ = 20° and θ = 30° in Figure 5.5 have a significant separation so
λ ∗ M ∗ A0.5 / (θ ∗ DIC ) is plotted in Figure 5.6 to demonstrate the dependence of λ
on θ. The result is a closely packed set of points in which the average value provides
the constant in the correlation λ ∝

DIC ∗θ
.
M ∗A0.5

While the correlation found with Figure 5.6 gives a constant coefficient and simple
dependencies of λ on the primary variables, it does not give much insight into the
underlying physics. It is expected that there is an oscillation as the shock compresses
and a reflected expansion wave pumps the column. Because of this, there should be
some correlation with the minimum size of the compressed column. The minimum
compressed size of the column, Lcomp , is shown for a shock capture image in the
vertical plane of visualization in Figure 5.7.
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Figure 5.5: K-H wavelength (λ) normalized by initial jet diameter and multiplied by
Mach number and A0.5 . The data for θ = 20°, A=0.25, 0.4, and 0.60, are now very
close.

The results of normalizing λ by Lcomp are shown in Figure 5.8. There appears
to be an effect similar to that seen when accounting for the inverse Mach number
dependence, but Atwood number and inclination effects are not well accounted for.
Additional dimensions such as the distance along the column upstream edge between
shock contact and reflected expansion wave contact were examined, but had no effect
that provided insight to the physics of the upstream edge K-H wave wavelength
selection. Additional analysis of the upstream edge K-H waves has been performed
by Wayne[17].
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Figure 5.6: K-H wavelength (λ) normalized by initial jet diameter and multiplied by
M ∗ A0.5 /θ. All points now lie near the same value indicating that over this range of
variables, λ ∝ (DIC ∗ θ)/(M ∗ A0.5 )
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Figure 5.7: Shock capture for M=2.00, A=0.60, θ = 20° showing measurement of
Lcomp . There is less variation in K-H wavelength for normalization by Lcomp than
normalization by any other single parameter.
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Figure 5.8: K-H wavelength (λ) in vertical plane images normalized by Lcomp as a
function of Mach number. Lcomp is the minimum post-shock streamwise length of
the column.
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5.3

Length Scale in Centerline Plane

Quantification of inclination, Mach number and Atwood number effects on the
shocked heavy gas jet can be accomplished by comparing the spatial extents of the
evolving column as viewed in the centerline plane. The streamwise extent of the interface, called mixing width by Richtmyer, was a principal parameter that Richtmyer[1]
originally calculated. For a column, the interface length is taken to be the streamwise
extent (Lstream ) of the primary vortex feature seen in the centerline plane image as
shown in Figure 5.9. Spike length (Lspike ) was not compared for this study, because
it was one of the key measurements in another study by Bernard[67].

Figure 5.9: Centerline plane image showing steamwise length, spanwise length, diagonal length, and spike length.

Because the PLIF images used in the current study are not converted to a true
density field, a simple 5% SF6 threshold cutoff as used in other studies[21, 22] does not
yield consistent results for the data from this study as the column evolves. Therefore
a modified version of a program written by Clint Corbin[59] was used to measure
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the dimensions of the column cross-section seen in the centerline plane. The code
employed adaptive and user variable thresholds for both concentration and minimum
feature size with the results plotted so that thresholds can be iterated until only the
desired portion of the column is measured.
Only one image was analyzed at each timing so there is appreciable scatter in the
measurements, and no error bars. This is plotted for the baseline case of a planar
normal shock for A=0.6 in Figure 5.10. It is clear is that the there are very different
rates of growth between τ = 10 and τ = 40 with the lower Mach number plumes
being larger than those of higher Mach numbers. This matches the qualitative trend
seen in Chapter 3.

Figure 5.10: Streamwise extent (Lstream )of primary vortex seen in cross-section (centerline) view for planar, normal shock wave.
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5.3.1

Comparison With Previous Work

Lstream measurements show large variations in each Mach number series from one
time to the next after τ = 70 due to the shape of the column at these times. The
spanwise length (Lspan ) has less of this variation so the diagonal length of a box
bounding the column (Ldiag in Figure 5.9) was used as a more robust measure of
the mixing region scale. This diagonal length was referred to as “integral length” by
Kumar et al.[22]. Data from this study for θ = 0°, Mach 1.13, A=0.60 is compared
to 1C data from Kumar et al.[22] for θ = 0°, M=1.2, A=0.60 in Figure 5.11.

Figure 5.11: Comparison of current study integral length measurements to that from
Kumar et al.[22] for a single column with a planar normal shock.

The two series show similar overall column size, but have different rates of growth
at most times. The current study also appears to have a consistently larger column.
The disparity in growth rate is likely due to a number of differences in the way the two

128

Chapter 5. Macroscopic Feature Quantification
studies were conducted. The additional resolution available for the current imaging
arrangement may have captured lower concentrations of heavy gas on the perimeter
of the column thus making the column appear larger than in the previous study.
It is also possible that the adaptive threshold used for this study had an effective
threshold lower than 5%, as used by Kumar et al.[22]. This also may explain why the
rate of growth is different. As the primary RMI vortices evolve, the diffuse region is
pulled into these vortices. This creates a higher density gradient at the sides of the
column that would give a similar length for a large range of threshold levels. This
may be why the two sets match better at later times than at earlier times. Finally,
it is shown later that Atwood number is directly related to the rate of growth and
final size of the column so it is possible that Kumar et al.[22] had a slightly lower
Atwood number than that used for the current study.
The diagonal length is shown in Figure 5.12 for all available data from the present
work. There is an overriding logarithmic trend in the data though each series follows
a different curve suggesting these curves have utility as a measurement reflecting
mixing. All plots in this section use the same colors, shapes, and marker fill colors
seen in Figure 5.12 . Points for the same inclination have identical marker shapes
with circles for θ = 0°, triangles for θ = 20°, and plus-signs for θ = 30°. Marker
outline and connecting lines correspond to Mach number. A=0.6 corresponds to a
marker fill that matches the line color, A=0.4 points have a gray fill, and A=0.25
points have a white fill. The diagonal length will be used as a characteristic length
to examine whether the influence of shock strength, inclination angle, and Atwood
number can be determined from the data.

5.3.2

Mach Number Correlation

For the same cases shown in Figure 5.10, diagonal length is shown in Figure 5.13 from
shock contact to τ = 100. This length scale more clearly shows that the lower the
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Figure 5.12: Diagonal length (Ldiag ) of primary RMI vortex seen in centerline plane
images normalized by the jet injector diameter (DIC ). This plot includes the data
for all images analyzed.

Mach number, the larger the column for τ = 5 to τ = 20 as qualitatively apparent
from the images shown in Figure 3.6. Figure 5.13 also shows that for τ above 50, the
column size has significantly more variation even for the same Mach number. Because
of this variation, column size trends for all Mach numbers are indistinguishable after
about τ = 60.
Orlicz[45] showed the experimentally measured mixing length for a curtain and
Anderson[21] showed computationally determined streamwise extent of a column had
a power-law relationship with Mach number. Therefore the diagonal lengths shown
√
in Figure 5.13 were multiplied by M and the results are shown in Figure 5.14.
It appears that this compressibility correction is quite effective for all Mach num-
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Figure 5.13: Diagonal length (Ldiag ) of primary vortex seen in cross-section (centerline) view for all Mach numbers tested for θ = 0°and A=0.6.

bers up to τ = 30. The Mach 1.13 curve departs from the Mach 2.0 curve at τ = 30,
Mach 1.5 departs at about τ = 60, and Mach 1.7 at about τ = 90. The close prox√
imity of the four curves up to τ = 30 when normalized by 1/ M suggests there is
an unknown but common phenomina causing this Mach number dependence. Now
that this effect has been established for planar normal shock wave acceleration, it is
desired to see if similar scaling applies when the cylinder is inclined relative to the
shock wave.
The diagonal extent of the column for all four Mach numbers tested for A=0.6
at θ = 20° is shown in Figure 5.15. These sets of data have even less deviation
between the Mach number series than for the planar normal shock results shown in
Figure 5.14. This indicates that the M −0.5 scaling is also applicable for the inclined
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Figure 5.14: Diagonal
length of the primary RMI vortices for planar normal shock
√
multiplied by M /DIC where DIC is the diameter of the injector tube. The normalization appears to have accounted for virtually all of the Mach number variation
seen.

shock. This is likely due to the largely cylindrical cross-section dominating the shock
misalignment with the density gradient for θ = 20°.

5.3.3

Atwood Number Correlation

The next parameter assessed for normalization is Atwood number. All three Atwood
numbers tested at Mach 1.7 for θ = 20° are shown in Figure 5.16. The effects of
Atwood number variation are significantly greater than that seen for Mach number
variation in Figure 5.15. The growth rates are radically different for the A=0.25 and
A=0.60 cases with length scale for the A=0.4 case consistently falling between them.
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Figure 5.15: Diagonal
length of the primary RMI vortices for 20° inclined shock
√
multiplied by M /DIC where DIC is the diameter of the injector tube. The normalization appears to have accounted for virtually all of the Mach number variation
seen.

There appears to be a trend that the column is smaller for low Atwood numbers
and larger for higher Atwood numbers. This trend is consistent with the qualitative
analysis of Atwood number effect shown in Figure 3.8.
Because instability growth rate increases with Atwood number, the compress√
ibility corrected diagonal length was multiplied by 1/ A with the result shown in
Figure 5.17. This normalization appears to be effective as the series for all three
Atwood numbers collapse into a very small common region up to τ = 40. It is not
√
clear why multiplying the integral length by 1/ A makes the curves for the different
Atwood numbers similar when the Atwood number effect has already been addressed
by making non-dimensional time depend linearly on Atwood number.
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Figure
√ 5.16: Diagonal length of the primary vortex for 20° inclined shock multiplied
by M /DIC where DIC is the diameter of the injector tube. The Atwood number
has a clear effect on the size of the column with lower Atwood number correlating
to smaller diagonal length.

5.3.4

Shock Inclination Correlation

The final parameter to be analyzed is inclination. This is done for Mach 2.0 and
the highest Atwood number available at each inclination. The result is shown in
Figure 5.18. It shows very similar column sizes for the two cases using the same
camera lens (θ = 0° and θ = 20°). The column for θ = 30° is larger but has a
similar growth rate. The diagnostic system used for θ = 30° had a more sensitive
camera lens so it is possible that the larger column is simply a more visible low
density region around the main vortex feature. Also, the edges of the column appear
less sharp for θ = 30° which could cause an erroneously large column measurement
simply due to blur in the imaging system. It is also possible that the difference is due
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Figure
√ 5.17:
√ Diagonal length of the primary vortex for 20° inclined shock multiplied
by M /( A ∗ DIC ) where DIC is
√ the diameter of the injector tube and A is the
Atwood number. Normalizing by A appears to collapse all data for three different
Atwood numbers into a single set up to τ = 40. The A=0.60 column continues to
grow after τ = 40, while the A=0.25 and A=0.4 columns are staying the same size.

to the centerline laser plane not being a cross-section perpendicular to the column
centerline, but rather being parallel to the floor of the test section. This means that
the centerline plane images of the circular jet will have some amount of inclination
induced eccentricity and thus apparent elongation. Because the results for the θ = 0°
and θ = 20° inclinations are so similar, the curve for θ = 30° will be neglected and it
will be assumed that inclining the shock tube has no significant effect on the size of
the RMI when viewed in the centerline plane.
This concludes the macroscopic feature size correlation portion of this project.
The wavelength of the K-H waves seen in the vertical plane is proportional to
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√
√
Figure 5.18: Diagonal length of the primary vortex multiplied by M /( A ∗ DIC )
for inclined shocks where DIC is the diameter of the injector tube and the Mach
number is 2.00. The inclination appears to have little effect when comparing θ = 20°
and θ = 0°, but the θ = 30° column significantly larger. It does however have a
similar growth rate to that from the other inclinations.
√ √
√
θ/(M · A), and the diagonal length of the column is proportional to A/ M . The
√
streamwise, or mixing length, correlation with 1/ M has been seen several times
now[45, 21], but the physical mechanisms by which the Mach and Atwood number
variation affects length scales beyond that accounted for in the non-dimensional time,
τ , are not yet understood.
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Structure function analysis was performed for a range of Mach, inclination, and
Atwood number parameters. Specifically, a second-order structure function of the
intensity of the full-scale images was calculated using a code written in Matlab. The
results show that the flow manifests different dominant scales as it evolves, and that
the statistical behavior becomes indicative of fully turbulent flow for some conditions.

6.1

Introduction and Methodology

Structure function analysis was presented by Kolmogorov and Obukhov in 1941[68],
and revised in 1962 [69] as a means of defining turbulence in a viscous incompressible fluid at high Reynolds number. Based on dimensional analysis, the form for
the energy spectrum function for turbulent flow, according to Kolmogorov’s third
hypothesis, is E(k) = C2/3 k −5/3 where C is a constant,  is the energy dissipation,
and k is the wavenumber. In terms of the second-order structure function of velocity, this equivalent to a power law [δu(r)]2 ∝rp−1 when the energy spectrum

follows a power law E(k)∝k −p . The radius r corresponds to the wavenumber k as

137

Chapter 6. Structure Function Analysis
k = 2π/r[70]. After Kolmogorov’s original work [68] that considered structure functions of velocity, Obukhov[71] and Corrsin[72] used assumptions similar to those of
Kolmogorov to determine the statistical properties of a passive scalar advected by
turbulent flow, and came up with a similar power-law scaling.
Obukhov[71] used a temperature field for the passive scalar analysis, but for this
study the PLIF intensity is used. PLIF intensity is proportional to the density as
the acetone tracer is only present in the high-density jet and not the surrounding air
at the time of shock acceleration. The density field can be assumed to be a passive
scalar field in the same way temperature is. Structure function analysis of intensity
fields in shock-accelerated flow by Vorobieff[43] shown in Figure 6.1 indicates that
the power-law scaling appears to be applicable.
The second-order structure function of the intensity (I) is defined as
I2 (r) = [I(x + r) − I(x)]2 .

(6.1)

where the h·i notation denotes spatial averaging in the image plane for all points
x = (x, y), and all radius vectors, r, in the image. Analysis is carried out in real
space rather than Fourier space to avoid windowing effects. Because direct processing
of over 500 four-megapixel images was computationally prohibitive, processing was
done in two stages. For analysis during the first (large-scale) stage, the images were
downsampled by a factor of 8 to 256 × 256. The second (small-scale) stage analyzed
the full-scale images, but only for |r| <2.5 mm in physical space. This reduced the
computational time per image from 7 days to 3.5 hours, while maintaining significant
overlap between the two solutions.
The two solutions were merged by removing all pairs from the coarse solution
with a radius less than 2.5mm and concatenating the two solutions together with no
smoothing or weighted averaging. This results in a small “bump” at r = 2.5 mm
for the spliced solution shown in Figure 6.2. The “Full-Resolution, Full Scale” series
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Figure 6.1: Second-order structure function for a shocked gas curtain that evolved
where the solid line indicates a slope of 0.73. Taken from Vorobieff (1998)[43].

is from continuous solution where structure function for the 2048x2048 image was
calculated in one stage shown over several days. There are no appreciable differences
except the “bump” at r = 2.5 mm due to the merging. The difference at very large
radius is not of particular interest as that length scale is larger than the initial column
and thus not part of the turbulent eddy cascade.
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Figure 6.2: Structure function I2 (r) = [I(x + r) − I(x)]2 for 0° inclination, A=0.6,
M=2.00, τ = 35, from the centerline plane images.
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6.1.1

Trends for Centerline Plane Images

Figure 6.3 shows how I2 (r) of the centerline plane images changes with time for
θ = 0°, A=0.6, and M=2.00 when plotted on a log-log scale. No smoothing was
applied and only one image was analyzed for each timing and condition so there is
appreciable noise in the solution, particularly where the pixel distances are lower
and thus fewer pixels are present at that spacing to average. The maximum I2 (r)
indicates large differences in intensity or bright spots and the change of the slope
near r = 1mm indicates the distance over which fairly large intensity changes occur
which corresponds to crisp or unmixed edges in the images. The initial condition
characterized by τ = 0 does not have sharp edges as it is not yet compressed, but
once shocked, the intensity increases causing the peak value to rise, as well as the
“knee” in the curve to shift in to smaller radius.
At early times (τ = 0 − 20), the slope on the log-log plot which corresponds to
the exponent of I2 (r) is very close to 5/3. At τ = 40, the small radius (0.1 − 1 mm)
region has an exponent near 2/3, while the 1 − 2 mm portion still has an exponent
closer to 5/3. At τ = 70, the exponent of I2 (r) is close to 2/3 over about 3 decades
of radius.
To better understand the exponent, the second-order central difference of I2 (r)
with respect to radius is shown in Figure 6.4 for the same image as shown in Figure
6.3. While the plots are noisy, the region between 0.2 mm and 5 mm has distinct
curves for the timings shown. The same trends described earlier are clear with the
post-shock derivative approaching 1.75. As the RMI evolves, the derivative begins
to drop more quickly to a value less than 1. For this particular case, the derivative
is rarely constant after τ = 6 which complicates comparisons.
The trend of lower slope with increased time after shock matches that seen by
Vorobieff[43] and shown in Figures 6.5 and 6.1. Vorobieff noted that the late-time
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Figure 6.3: Structure functionI2 (r) = [I(x + r) − I(x)]2 for 0° inclination, A=0.6,
M=2.00, and centerline plane view, plotted versus radius.

slope of 0.73 translates to a slope of -1.73 in wave number space. As Vorobieff
describes, the intensity spatial structure described by I2 (r) is only weakly related with
the amplitude spectra for which Kolmogorov’s k −5/3 power law exists, as confirmed by
velocity power spectra. As such the -5/3 power law scaling may apply to more than
homogeneous, isotropic, fully-developed turbulence. Because the exponent of I2 (r)
appears to be informative of mixing in this configuration, it will be used to assess
the mixing effects of Mach number, Atwood number, and inclination variations.
To understand the temporal evolution of I2 (r) more clearly, more timings are
needed, but that would clutter a 2-D plot excessively, so a three-dimensional surface
plot of the same configuration seen in Figure 6.3 and 6.4 is shown in Figure 6.6.
This figure has many features of interest as there is a great deal of data in one plot.
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Figure 6.4: Derivative with respect to radius of the logarithm of the structure function I2 (r) = [I(x + r) − I(x)]2 for 0° inclination, A=0.6, and M=2.00 viewed in
the centerline plane. The gray rectangle masks the discontinuity caused by solving
for the structure function in two parts.

First, the elevation of the surface is the magnitude of the structure function on a logaxis. The evolution in time is shown moving from right to left where each tickmark
and corresponding line correspond to the structure function for a particular image.
For this reason, there is some sharp relief in the τ direction as smoothing between
pictures is avoided. The radius is plotted on the left axis in a log-scale giving a
log-log plot of the structure function for an entire parametric time set on a single
plot. The coloring of the surface is the partial derivative of log10 I2 (r) with respect
to radius shown in Figure 6.4.
The plot reveals many interesting behaviors. The yellow spot on the right, or
early-time portion, of the surface is the portion associated with the 5/3 exponent
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Figure 6.5: Slope of second-order structure function of intensity for a shocked gas
curtain showing an exponential decay in slope as transition progresses. Taken from
Vorobieff (1998)[43].

of I2 (r) seen in Figure 6.4 for τ = 6. As time evolves, this region shrinks until
disappearing around τ = 50. Shortly after this, a separate bright spot appears on the
left, or late-time portion, of the surface. This spot corresponds to significantly larger
spacings and thus large scale features. This could correspond to the mixed material
in the flow expanding to or beyond the edges of the image. It is also possible that
this is associated with the voids in the primary vortex cores as seen in the centerline
plane images. The lower slope or strongly suggests a mixing transition[19], which
in turn is indicative of transition to turbulence. This region and the corresponding
regions in the line graphs will be used to compare the transition and mixing as a
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Figure 6.6: Surface plot of I2 (r) colored by magnitude of ∂/∂r (log10 (I2 (r))) with
lines to indicate the discrete images used to make the surface. All images are for
θ = 0°, M=2.00, A=0.60, centerline plane visualization. I2 (r) and radius are log
scale, and τ is plotted with a linear scale.

function of Mach number, Atwood number, and shock wave inclination.

6.1.2

Trends for Vertical Plane Images

When viewed in the vertical plane, the structure function of the images changes
slightly both to differences in the image layout and to differences in flow morphology
in the two planes. Both differences are particularly prominent at early and intermediate times, apparently before the flow transitions to turbulence. For the centerline
plane images, the image is dominated by the background at most times in all directions with a bright area in the middle of a predominantly dark image. For the vertical
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plane images, this is not the case as the column spans the entire vertical extent of
the image. Because of this, the laser sheet varies significantly over the illuminated
column, the column covers a significant portion of the image at late times, and the
background only dominates in the streamwise, as compared to the top-to-bottom
direction. The laser sheet variation is mostly corrected by flattening the image, but
the histogram of the flattened image was stretched such that it spanned 215 intensity
levels, regardless of the initial image intensities. As a result of these differences, the
levels and shape of the 3-D surface are different for the column viewed in the vertical
plane, as shown in Figure 6.7.

Figure 6.7: Surface plot of I2 (r) colored by magnitude of ∂/∂r (log10 (I2 (r))) with
lines to indicate the discrete images used to make the surface. All images are for
θ = 0°, M=2.00, A=0.60, vertical plane visualization.

The most dramatic difference between Figure 6.6 and Figure 6.7 is that Figure
6.6 has a large elevated region near τ = 0, r = 3.8 that is completely missing and
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actually depressed in Figure 6.7. This corresponds to very high intensity changes
over large distances. Because the centerline plane images have primarily a spot in
the center, there is a large difference between the spot and the entire background
region at early-time. In the vertical plane, the differences along the column are very
small at early times so there is much less intensity difference at large distance. The
high slow (bright yellow) region at early times is still but is much more pervasive
than that seen for the centerline plane images. The discontinuity seen for r = 0.25
cm corresponds to the seam between the coarse and fine structure function solutions.
Even with this stitch, there is a very large region that dominates the mid- to latetimes with an intensity of around 1. As with the centerline plane, it is suspected
that this corresponds to well-mixed flow.

Figure 6.8: Structure function I2 (r) = [I(x + r) − I(x)]2 for 0° inclination, A=0.6,
M=2.00, viewed in the vertical plane, plotted versus radius.
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To examine more details of the vertical plane flow, the line plots of the structure
function at only five times are shown in Figure 6.8. This plot has the two slopes even
more distinctly present than the centerline image did. At early times, there is a flat
top at low wave numbers, and a 5/3 slope at high wave numbers. At τ = 70, there
are almost three decades of near 2/3 slope present. This strongly indicates that the
2/3 slope represents more well mixed flow that does not become pervasive until after
τ = 40 for this flow condition.

Figure 6.9: Derivative with respect to radius of the logarithm of the structure function I2 (r) = [I(x + r) − I(x)]2 for 0° inclination, A=0.6, and M=2.00 viewed in
the vertical plane.

The derivatives are also plotted in Figure 6.9 to facilitate quantitative comparisons and show similar trends to those seen for the centerline plane. The spikes at
the lower wavenumbers are due to edge effects again, but the region of relatively
constant slope is much more pronounced than that seen for centerline plane. The
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derivative trends toward zero after near r=0.01 due to the relatively low number of
pixels at this radius and the edge effects of the filters used to smooth the derivative.
There are few points in this region as very small radii are associated with two touching or nearly touching pixels. Because of this, the minimum radius is 1 pixel, but
the next larger radius is 1.4 or 40% larger. The derivative could be smoothed for
lower wavenumbers with much fewer artifacts because this corresponds to the coarse
solution where the data had already been binned or averaged thus smoothing the
solution from the first step.

6.2

Mach Number Effects

The first objective of the quantification study is to determine the effect of Mach
number for planar normal shock acceleration. To accomplish this, Figures 6.10, 6.11,
and 6.12 are shown and the coloration will be compared to that shown earlier in
Figure 6.6 . One effect of Mach number increase appears to be an enlarged region,
both temporally and spatially, of the high slope at early times. At large radius at
early-time and at small radius at late-time, the structure function looks largely the
same regardless of Mach number. This is expected as the early-time differences over
large distances are similar regardless of shock wave. The image is dominated by a
relatively small bright spot that evolves into a spiral. The evolution into a a spiral
and the associated secondary instability onset happen at t same times regardless
of Mach number as evidenced by the absolute maximum at large radius dropping
between 40 and 60 τ for all Mach numbers. The bright spot that occurs at the large
radius at late times is present on all but Mach 1.13, but that is because Mach 1.13
data was terminated at an earlier time due to expansion wave arrival. When the
τ = 70 line is compared between all four Mach numbers, it is nearly identical.
The structure function surface for the planar normal shock-accelerated column
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Figure 6.10: Surface plot of I2 (r) colored by magnitude of ∂/∂r (log10 (I2 (r))) with
lines to indicate the discrete images used to make the surface. All data corresponds
to θ = 0°, M=1.13, A=0.60, centerline plane visualization.

shown in Figures 6.13, 6.14, and 6.12, as well as Figure 6.6 shown earlier appears
very similar to that from the centerline plane, with the exceptions mentioned earlier.
The later times show a very gradual change in slope toward 1 after τ = 50 − 60 for
the higher Mach numbers, but not for Mach 1.13. This likely indicates the onset of
turbulent transition, but that the energy cascade is not fully established. At Mach
1.13, the column did not show full breakup and random vortices such as those seen
at higher Mach numbers.
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Figure 6.11: Surface plot of I2 (r) colored by magnitude of ∂/∂r (log10 (I2 (r))) with
lines to indicate the discrete images used to make the surface. All data corresponds
to θ = 0°, M=1.50, A=0.60, centerline plane visualization.
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Figure 6.12: Surface plot of I2 (r) colored by magnitude of ∂/∂r (log10 (I2 (r))) with
lines to indicate the discrete images used to make the surface. All data corresponds
to θ = 0°, M=1.70, A=0.60, centerline plane visualization.

Figure 6.13: Surface plot of I2 (r) colored by magnitude of ∂/∂r (log10 (I2 (r))) with
lines to indicate the discrete images used to make the surface. All data corresponds
to θ = 0°, M=1.13, A=0.60, vertical plane visualization.
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Figure 6.14: Surface plot of I2 (r) colored by magnitude of ∂/∂r (log10 (I2 (r))) with
lines to indicate the discrete images used to make the surface. All data corresponds
to θ = 0°, M=1.50, A=0.60, vertical plane visualization.

Figure 6.15: Surface plot of I2 (r) colored by magnitude of ∂/∂r (log10 (I2 (r))) with
lines to indicate the discrete images used to make the surface. All data corresponds
to θ = 0°, M=1.70, A=0.60, vertical plane visualization.
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6.3

Atwood Number Effects

Atwood number effects will be presented only at 20° inclination in the vertical plane
as the features seen in the centerline plane do not vary significantly between normal
and oblique shock acceleration. The principal difference appears at late times where
only the A = 0.6 column has transitioned to a nearly constant slope. There is
still a sharp dropoff at the largest τ for both of the lower Atwood numbers, but it
appears to be more pronounced the lower the Atwood number is. This is due to the
pervasiveness of sharp edges at low Atwood numbers even at very late time. One
final interesting feature is the increasing height of the large radius peak at late-time
for A = 0.4. It is not clear what is causing this feature and it may be an artifact of
the imaging system.

Figure 6.16: Surface plot of I2 (r) colored by magnitude of ∂/∂r (log10 (I2 (r))) with
lines to indicate the discrete images used to make the surface. All data corresponds
to θ = 20°, M=1.70, A=0.25, vertical plane visualization.
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Figure 6.17: Surface plot of I2 (r) colored by magnitude of ∂/∂r (log10 (I2 (r))) with
lines to indicate the discrete images used to make the surface. All data corresponds
to θ = 20°, M=1.70, A=0.4, vertical plane visualization.

Figure 6.18: Surface plot of I2 (r) colored by magnitude of ∂/∂r (log10 (I2 (r))) with
lines to indicate the discrete images used to make the surface. All data corresponds
to θ = 20°, M=1.70, A=0.60, vertical plane visualization.
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6.4

Inclination Effects

Figure 6.19: Surface plot of I2 (r) colored by magnitude of ∂/∂r (log10 (I2 (r))) with
lines to indicate the discrete images used to make the surface. All data corresponds
to θ = 20°, M=2.00, A=0.6, vertical plane visualization.

The final piece of information for this project is the inclination effects as characterized by the structure function analysis. This will only be compared at Mach 2.00
because there is a high uncertainty in the Atwood number for lower Mach number
data at 30° inclination. The surface plot for 0° inclination is shown in Figure 6.6
and the plots for 20° and 30° inclinations are shown in Figures 6.19 and 6.20, respectively. The primary difference notice is that the 30° inclination case does not have a
pervasive low-slope region at large τ , even though it goes to much later time. This
is likely due to the Atwood number effect that was inadvertently introduced for this
inclination.
The differences between the 0° and 20° inclinations offer more insight into the
changes in the flow physics due to the inclination. First, the 20° inclination has a
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Figure 6.20: Surface plot of I2 (r) colored by magnitude of ∂/∂r (log10 (I2 (r))) with
lines to indicate the discrete images used to make the surface. All data corresponds
to θ = 20°, M=2.00, A=0.45, vertical plane visualization.

much more rapid, but gradual drop in the mid- to large-length peak. After this,
there is little change in the nature of the flow. This indicates that the turbulence
transition level that was reached at τ = 100 for the planar shock wave occurs before
τ = 40 for the 20° inclined column. To determine if this is indeed the case regardless
of plane of visualization, the line plots of the structure function of the vertical plane
images plotted against wave number for Mach 2.00, A=0.60 and θ = 0°and 20°are
shown in Figures 6.8 and 6.21.
The line plots make the inclination effect more apparent. For 0° inclination, the
lines for all but the τ = 70 case have a large amplitude and a very shallow slope
from r = 2 mm to r = 10 mm. At 20° inclination, the flow shows the 2/3 slope over
two decades by τ = 40. One troubling thing about the 20° results shown in Figure
6.21 is that the slope at late-time has continued to decrease from τ = 40 to τ = 70,
especially at wave numbers between 5 and 10. This indicates that while the 2/3
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slope suggested homogeneous turbulence when analyzing the normal shock structure
function data, at 20° the result of the late-time structure function suggests that the
2/3 slope indicates the start of transition or homogeneous turbulence, perhaps a 5/3
slope could reappear with more time evolution. The plot of the derivatives in Figure
6.22 shows that the magnitude of the exponent and duration of low slope region
have evolved significantly from τ = 40 to τ = 70. Fortunately, analysis of Figure
6.23 showing all timings for these conditions indicates that the non-uniform slope
does not continue changing with time from τ = 60 to τ = 100 so the hypothesis that
the 2/3 slope indicates transition still holds some merit. The significantly steeper
slope near r = 10mm for this time range is consistent but not linear indicating a
potential flaw in using intensities to estimate turbulence. It is possible that this high
rate of change is due to the artifacts introduced by the laser sheet corrections.

Figure 6.21: Structure function, I2 (r) = [I(x + r) − I(x)]2 , for 20° inclination,
A=0.6, M=2.00, and vertical plane view, plotted versus radius.

Analysis of the second-order structure function of intensity has provided insight
into the mixing effects of Atwood number, Mach number, and shock inclination. The
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Figure 6.22: Derivative with respect to radius of the logarithm of the structure
function I2 (r) = [I(x + r) − I(x)]2 for 20° inclination, A=0.6, and M=2.00 viewed
in the vertical plane.

exponent of I2 (r) is around two shortly after shock acceleration, but by τ = 70, it has
reduced significantly and becomes close to 0.75 over two decades of radius. This is
consistent with the theories developed by Obukhov[71] and Corrsin[72] on turbulent
mixing using a passive scalar tracer. Because of this, mixing effects of the primary
variables of this study can be determined. Inclination of the shock wave and thus
vorticity deposition orthogonal to the primary RMI vortices significantly accelerates
transition to turbulence. Atwood number similarly increases the vorticity deposition
and has a dramatic direct relationship with mixing speed. Mach number has little
effect on the late-time mixing for Mach greater than 1.13, but the structure function
analysis showed a similar acceleration of primary RMI breakup and mixing to that
seen in previous sections.
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Figure 6.23: Surface plot of I2 (r) colored by magnitude of ∂/∂r (log10 (I2 (r))) with
lines to indicate the discrete images used to make the surface. All data corresponds
to θ = 20°, M=2.00, A=0.60, vertical plane visualization.

160

Chapter 7
Conclusions
An experimental parametric study was performed for a shock-accelerated heavy gas
cylinder with variations in Mach number, Atwood number, and angle between the
shock direction and cylinder axis. Mach numbers of 1.13, 1.5, 1.70, and 2.00, Atwood
numbers of 0.25, 0.4, and 0.60 and inclinations of 0°, 20°, and 30° were tested. PLIF
images were taken from shock capture through about 1 ms post-shock in vertical
and shock tube centerline plane, with both planes capturing the centerline of the
test section.
Atwood number has a major effect on all phases of the resulting flow instability.
Unique features appear if the Atwood number is sufficiently low. The late-time
instability is much less mixed at low Atwood numbers. These differences persist
even in terms of dimensionless time τ that accounts for Atwood number dependence
in the initial instability growth. Mach 1.13 shock waves appear to be sufficiently
weaker than Mach 1.5 to Mach 2.0 shock waves that the instability evolves in a
qualitatively different way. On the other hand, there is little change from Mach 1.5
to Mach 2.0 for a planar normal shock wave.
If the direction of the shock is not normal to the axis of the cylinder, initial
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vorticity deposition is three-dimensional (oblique shock-acceleration). For this case,
between τ = 15 and τ = 30, or about the time of RMI secondary instability onset,
distinct K-H waves develop along the upstream edge of the column when viewed in
the vertical plane. The K-H waves were visualized with the vertical plane through
the column center. These waves appear because of shear produced by baroclinic
vorticity deposition from the oblique shock interaction with the heavy gas column.
The K-H waves are the shear-driven amplification of a perturbation along the shear
layer where the wavelength, λ, of the perturbation within this range of parameters
varies as λ ∝

θ√
.
M∗ A

Variation in the tilt angle of the column appears to cause little change in early
stages of RMI or in the late-time evolution when visualized in the centerline plane.
However, secondary instabilities appear to be significantly affected by inclination.
For the oblique shocks tested, secondary instabilities in the RMI form at earlier
times and in a different fashion than for the planar normal shock wave. While the
dimensionless time for onset of secondary instabilities for the planar normal shock was
constant, secondary instability onset for oblique shock acceleration varies inversely
with Mach number. Despite these differences in secondary instability onset, latetime morphology of the column is nearly identical for Mach 1.5-2.0. For Mach 1.13
the late-time column is smaller and less mixed. The diagonal extent of the column
(Ldiag ) varies as Ldiag ∝

√
√A .
M

The second-order structure function of the PLIF image intensity was calculated
to quantify late-time behavior and possible turbulent transition. Structure function
plotted vs wavenumber on a log-log plot has a 2/3 slope for most conditions at
the latest time recorded. This matches the scaling predicted by Obukhov[71] and
Corrsin[72, 73] for isotropic flow suggesting that by the latest times captured, the
column has largely transitioned to well-mixed, turbulent flow.
Structure function analysis showed that Mach number variations had no signifi-
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cant effect on the transition to turbulence in terms of scaled time (τ ), but variations
in Atwood number and inclination had marked effects. Lower Atwood number cases
did not appear to have achieved isotropic flow in the time captured because the slope
of the structure function at the last time available was significantly different than
that for previous time. Though the inclination effect had minor qualitative effects
on secondary instability onset, transition to the 2/3 slope characteristic of late-time
flows happened much earlier when the shock was inclined. This suggests that relatively small amounts of vorticity orthogonal to the primary RMI can accelerate
turbulent transition by introducing three-dimensional secondary instabilities earlier.
Shock-accelerated mixing and transition to turbulence have strong direct dependence on the three-dimensionality of the initial vorticity field, weak direct dependence
on Mach number for Mach greater than 1.5, and a very strong direct dependence on
Atwood number.
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Appendix A
Full image sequence
This sequence shows all images taken for pure SF6 , Mach 2.0, 20° inclination with
the shock wave moving from top to bottom. The images are not arranged in the
actual physical location they were taken in, but sequentially by time.
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Figure A.1: Vertical and centerline plane images for Mach 2.00, 20° inclination,
Atwood of 0.60.
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Figure A.2: Vertical and centerline plane images for Mach 2.00, 20° inclination,
Atwood of 0.60.
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Figure A.3: Vertical and centerline plane images for Mach 2.00, 20° inclination,
Atwood of 0.60.
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Figure A.4: Vertical and centerline plane images for Mach 2.00, 20° inclination,
Atwood of 0.60.

175

Appendix A. Full image sequence

Figure A.5: Vertical and centerline plane images for Mach 2.00, 20° inclination,
Atwood of 0.60.
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All Structure Function Surfaces

B.1
B.1.1

Centerline Plane Images
θ = 0°

Figure B.1: θ = 0°, M=1.70, A=0.25, centerline plane visualization.
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Figure B.2: θ = 0°, M=1.70, A=0.4, centerline plane visualization.

Figure B.3: θ = 0°, M=1.13, A=0.60, centerline plane visualization.
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Figure B.4: θ = 0°, M=1.50, A=0.60, centerline plane visualization.

Figure B.5: θ = 0°, M=1.70, A=0.60, centerline plane visualization.
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Figure B.6: θ = 0°, M=2.00, A=0.60, centerline plane visualization.
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B.1.2

θ = 20°

Figure B.7: θ = 20°, M=1.70, A=0.25, centerline plane visualization.

Figure B.8: θ = 20°, M=1.70, A=0.4, centerline plane visualization.
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Figure B.9: θ = 20°, M=1.13, A=0.60, centerline plane visualization.

Figure B.10: θ = 20°, M=1.50, A=0.60, centerline plane visualization.
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Figure B.11: θ = 20°, M=1.70, A=0.60, centerline plane visualization.

Figure B.12: θ = 20°, M=2.00, A=0.60, centerline plane visualization.
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B.1.3

θ = 30°

Figure B.13: θ = 30°, M=1.13, A=0.5, centerline plane visualization.

Figure B.14: θ = 30°, M=1.45, A=0.5, centerline plane visualization.
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Figure B.15: θ = 30°, M=1.70, A=0.5, centerline plane visualization.

Figure B.16: θ = 30°, M=2.00, A=0.5, centerline plane visualization.

185

Appendix B. All Structure Function Surfaces

B.2
B.2.1

Vertical Plane Images
θ = 0°

Figure B.17: θ = 0°, M=1.70, A=0.25, vertical plane visualization.
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Figure B.18: θ = 0°, M=1.70, A=0.4, vertical plane visualization.

Figure B.19: θ = 0°, M=1.13, A=0.60, vertical plane visualization.
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Figure B.20: θ = 0°, M=1.50, A=0.60, vertical plane visualization.

Figure B.21: θ = 0°, M=1.70, A=0.60, vertical plane visualization.
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Figure B.22: θ = 0°, M=2.00, A=0.60, vertical plane visualization.
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B.2.2

θ = 20°

Figure B.23: θ = 20°, M=1.70, A=0.25, vertical plane visualization.

Figure B.24: θ = 20°, M=1.70, A=0.4, vertical plane visualization.
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Figure B.25: θ = 20°, M=1.13, A=0.60, vertical plane visualization.

Figure B.26: θ = 20°, M=1.50, A=0.60, vertical plane visualization.
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Figure B.27: θ = 20°, M=1.70, A=0.60, vertical plane visualization.

Figure B.28: θ = 20°, M=2.00, A=0.60, vertical plane visualization.
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.

B.2.3

θ = 30°

Figure B.29: θ = 30°, M=1.13, A=0.5, vertical plane visualization.
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Figure B.30: θ = 30°, M=1.45, A=0.5, vertical plane visualization.

Figure B.31: θ = 30°, M=1.70, A=0.5, vertical plane visualization.
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Figure B.32: θ = 30°, M=2.00, A=0.5, vertical plane visualization.
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Appendix C
Arduino Controller Supporting
Information
When the Matlab front end or the Arduino serial terminal sends a command to the
Arduino, it echos back the command to ensure it is received correctly. Additionally
pressure readouts are sent at the specified interval. The following section describes
and lists what the valid inputs to the Arduino are in the format XXX###.##
where XXX is a three letter prefix and ###.## is a number between 000.00 and
999.99.
For the Arduino software, L typically stands for level such as a pressure while D
stands for delay or duration. For the spacings such as between camera and laser the
delay is from the start of the first event to the start of the second event. For the fill
setpoints, duration for the first four means the time to wait from first exceeding the
setpoint pressure until the next setpoint becomes activated, or the fill resumes. For
the last setpoint, the duration is the elapsed time from when the setpoint is first first
met that the controller will attempt to maintain that pressure as the diaphragms
stretch. After this time, the pressure will not be maintained if it drops.
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Table C.1: Arduino communication syntax
Name
SAL
SBL
SCL
SDL
SEL
SAD
SBD
SCD
SDD
SED
PUD
AVG
CSD
CFD
CLD
BFI
BFL
BTA
BCF
BCL
BCO
BLO

Function
Setpoint A Pressure
Setpoint B Pressure
Setpoint C Pressure
Setpoint D Pressure
Setpoint E Pressure
Setpoint A Duration
Setpoint B Duration
Setpoint C Duration
Setpoint D Duration
Setpoint E Duration
Pressure Update Delay
Number of pressure readings for running average
Camera Shutter Duration
Camera Fire Delay
Camera Laser Delay
Fire Button
Fill Button
Tare Button (pressure measurement)
Enable Camera With Fire
Fire Camera w/Laser (BG/IC)
Open Camera Shutter (Targets)
Fire Laser Only (diagnostic only)

Range
00.000-999.99
00.000-999.99
00.000-999.99
00.000-999.99
00.000-999.99
00.000-999.99
00.000-999.99
00.000-999.99
00.000-999.99
00.000-999.99
00.000-999.99
0-500
00.000-999.99
00.000-999.99
00.000-999.99
00.000 or 999.99
00.000 or 999.99
999.99
00.000 or 999.99
999.99
999.99
00.000 or 999.99

Units
psi
psi
psi
psi
psi
seconds
seconds
seconds
seconds
seconds
seconds
samples
seconds
seconds
seconds
–
–
–
–
–
–
–

The pressure update delay is the time between pressure readings that are sent
back to the computer. Camera fire delay is the time between the time the fire
command is sent and the time the shutter open command is sent. Camera laser
delay is the delay between camera shutter open and laser fire for use in collecting
background and IC images to compensate for the 25ms camera shutter.
The outputs from the controller are connected to the other lab systems as shown
in Figure C.1.
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Figure C.1: Wiring diagram for the Arduino controller for use with the solenoid
control board from Corbin[59]
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Appendix D
Programs
Programs written for and used extensively in the coarse of this project are digitally
attached.

D.1

Controller Matlab Code

ControllerfaceV0 2.m: Together with ControllerfaceV0 2.fig, this program creates
and controls the action of the GUI interface buttons and panels to include sending
commands over a serial connection to the Arduino controller and receiving pressure
data from the Arduino via serial connection up to 5 times per second and updating
the pressure readout.

D.2

Controller Arduino Code

arduinocontrollerV1 0.ino: Reads settings sent over the serial connection and sends
pressure readings to GUI. Also executes TTL based actions to control the firing and
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filling of the driver, opening and closing of the camera shutter, and firing of the laser
for capturing background exposures.

D.3

Laser Distortion Remover

autoflattener.m: Removes laser sheet artifacts and non-uniformity by normalizing
grayscale image row intensities to a constant minimum and maximum over the entire
image. The normalization vector can be smoothed with mean or median filters to
limit artifact creation.

D.4

Centerline Plane Measuring

CenterlineProcessorV2.m: Measures the width and length of main RMI vortices and
spike length for column cross-section grayscale images. Output is written to Excel
file. Scaling is accomplished by target read or direct input.

D.5

Vertical Plane Wave Measuring

vertwavemeasure.m: Determines the average and standard deviation of the upstream
edge waves seen with vertical plane imaging. This is accomplished by using a userdrawn line to extract intensity peaks and measure the distance between peaks. The
result is saved to an Excel file. Scaling is accomplished by target read or direct input.
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D.6

Structure Function Calculator

strfuncm v2p1.m: Calculates the second order scalar structure function of a folder
of grayscale images and saves the results to an Excel file. Solution can be split
into coarse and fine sections to dramatically accelerate solution time. Scaling is
accomplished by target read or direct input.

D.7

Structure Function Plotter

strfuncplotter.m: Reads output files from strfuncm v2p1.m, creates 2-d plots of
1)structure function vs wavenumber for select times, 2)partial derivative of structure function with respect to wavenumber vs wavenumber for select times and 3)a
3-d surface plot of structure function vs radius for all times available colored by the
derivative of the structure function, and with lines to annotate lines of constant times
for all images available.

D.8

False Color Palette Colormap

dell lut.m: Custom highly non-linear color palette to maximize feature visibility
when using colormap to visualize grayscale image. Starts from black, moves very
quickly through dark to light blue/white to enhance low intensity variations, then
finishes by approaching a bright yellow.
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D.9

Create .png With False Color (Full Image)

Histogram Matcher.m: Uses dell lut colormap to false color grayscale images with
custom upper and lower thresholds. Processes all images in a folder.

D.10

Create .png With False Color (Centerline
Plane Cropped)

CenterlineCropPNG.m: Uses dell lut colormap to false color grayscale images with
custom upper and lower thresholds. Crops image to a region around centerline plane
cross-section of column. Attempts to maintain column position in the cropped image.
Processes all images in a folder.

D.11

Target Image Scale Extractor

targetscaler.m: Reads user selected target, and prompts user to extract image scale
from image of known size object in image.
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