Abstract. In the quantum database search problem we are required to search for an item in a database. In this paper, we consider a generalization of this problem, where we are provided d identical copies of a database each with N items which we can query in parallel. Then, given k items, we are required to determine the locations where these items are stored.
Introduction
In the database search problem, we are given an item and are required to find the location where it is stored. The goal is to perform the task making as few queries to the database as possible. The quantum database search algorithm of Grover [3] shows that this task can be performed with O( √ N ) queries to the database, where N is the size of the database. On the other hand it is well known that no classical (randomized) algorithm can perform this task with less than Ω(N ) queries.
Zalka [7] showed that Grover's algorithm for database search is optimal. Furthermore, he showed that if we are provided access to multiple databases, and allowed to query them in parallel, then the quantum algorithm that divides all locations equally among the databases and performs parallel independent searches cannot be improved. Thus, quantum search algorithms for searching one item using parallel queries is well understood.
The other extreme, when there are multiple items to be searched using queries to just one database has also been studied. Boyer, Brassard, Hoyer and Tapp [2] showed that if it is known in advance that exactly k of the items are present in the database, then using O( N k ) queries, one can locate of one of these items. Building on this, Mark Heiligman [4] observed that one can determine the locations of all k items in time O( √ N k). The general problem of searching for multiple items using parallel queries does not seem to have been addressed before. In this paper, we consider the following problem (see below for a more formal statement). We are given d ≤ √ N copies of a database of N items. We are given k ≤ √ N items and promised that the database contains all of them. We are required to find the locations of all these items. We derive a lower bound for this general problem and show an algorithm with performance close to this lower bound. Let q(N, d, k) be the minimum number of parallel queries made by any quantum algorithm for the above task. Our results imply that there exists constants c 1 > 0 and c 2 > 0 such that
In fact, for certain ranges of k and d, the upper bound and lower bound differ only by a constant factor. See Theorem 3 below for the precise statements of our upper bound.
Background and notation
We assume that the reader is familiar with the basics of quantum circuits, especially the quantum database search algorithm of Grover [3] (see, for example, Nielsen and Chuang [6, Chapter 6] ).
Database search:
The database is modeled as a function f : {0, 1} n → {0, 1} m . The elements of {0, 1} n will be referred to as addresses, and will be identified this set with [N ] ∆ = {0, 1, 2, . . . , N − 1}, where N = 2 n . We refer to elements of {0, 1} m as items. We say that y ∈ {0, 1} m is in the database f if there is some x ∈ {0, 1} n such that f (x) = y. In the quantum model, this database is provided to us by means of an oracle unitary transformation T f which acts on an (n + m)-qubit space by sending the basis vector |x |z to |x |z ⊕ f (x) , where x ∈ {0, 1} n and z ∈ {0, 1} m . Our database search can then be formulated as follows.
Input: We are allowed access to d copies of the database f , via the unitary transformation
We are given k distinct items y1, y2, . . . , y k ∈ {0, 1} m in k registers. Promise: All the yi's are in the database f . Goal: To devise a a quantum circuit with the minimum number of applications of T ⊗n f in order to determine the location of each item.
Fig. 1. The problem
In the following, we assume that N is large and that d and k are much smaller than N , say less than √ N . Also, when we say that a quantum algorithm solves a certain problem, we mean that it returns the correct answer with probability at least 
Lower bound
To present our lower bound argument, it will be convenient to reformulate the problem slightly so that standard lower bound techniques can be applied directly. For a function f : {0, 1} n → {0, 1} m , let f ⊗d : {0, 1} dn → {0, 1} dm be defined by
Thus, f ⊗d is a database with dn-bit addresses and dm-bit items, and we can associate as before the unitary transformation T f ⊗d with it acting on the (dn + dm)-qubit space. Also, we have (with the natural reordering of coordinates) T f ⊗d = T ⊗d f . It is easy to see that if we have an efficient solution to the problem in Figure 1 , then we have a solution with essentially the same complexity for the following problem.
Input: We are given a database F : {0,
n → {0, 1} m . We are given access to F via the unitary transformation TF . We are given k distinct items y1, y2, . . . , y k ∈ {0, 1} m in k registers. Promise: Either all yi's are in f or exactly k − 1 of them are in f . Goal: To devise a quantum circuit with the minimum number of applications of TF in order to determine (with high probability) if if all yi's are in f .
Fig. 2. The reformulated problem
With this formulation we can state our lower bound result.
Any quantum circuit for solving the problem in Figure 2 requires
applications of the transformation T F .
We will make use of the following special case of a result of Ambainis [1] (see also Laplante and Magniez [5] ). Clearly, the quantum circuit returns the answer 0 with high probability for databases in V 0 and returns the answer 1 with high probability for databases in V 1 . To get our lower bound, it remains only to compute the items ∆ 0 , ∆ 1 , ℓ 0 and ℓ 1 for this graph. It is easy to check that ∆ 0 = N − k + 1 (there are these many locations in [N ] where we can introduce the missing item) and ∆ 1 = k (there are these many ways to delete a item).
To determine ℓ 0 , fix a database f 
The algorithm
In this section, we design a quantum algorithm with performance close to the lower bound proved in the previous section.
Lemma 1. Given one copy of the database of size N , and a promise that at most t items out of y 1 , y 2 , . . . , y k are in the database, we can determine the location of all these t items using O(
Proof. The algorithm of Figure 3 makes a total of O( √ N t) queries.
Let Y = {y1, y2, . . . , y k }. Perform the following step for i = 1, 2, . . . , t:
Step 
If
Proof. If d is a small constant, Lemma 1 already implies our theorem. So, we assume that d is large. The idea is to ensure that different databases are used to search different parts of the addresses. However, to balance the load on the different copies, we assign random subsets of addresses to the different databases. More formally, we randomly partition the address set [N ] into d disjoint sets each of size N/d. Then, we search these sets in parallel dedicating one database for each. The probability that any set has more than t items is at most k t
We will choose the value of t so that this quantity is much less than 1/d, so that with constant probability each set has at most t items. Then, we can apply Lemma 1 and obtain an algorithm that makes O( N t/d) parallel queries, and with constant probability determines the location of all items. We repeat the algorithm several times to reduce the probability of error.
k ≤ √ d: Take t = 2, and conclude from (1) that the probability that any one set has at least two items is at most 1/(2d). Since, there are at most d sets, with probability 1 2 all sets have at most 1 item.
In this case, take t = 5 lg d and conclude from (1) that the probability that some set has at least t elements is at most 
