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Introduction
Learning is a dynamic process that is often defined as a change in behavior that occurs as consequence of experience. Learning is typically studied by showing that after a set of trial-and-error attempts, a subject is able to execute an unfamiliar task more reliably than chance would predict. The ability of an animal to learn a new task is frequently studied to characterize how attentional modulation (Cook and Maunsell 2002) , genetics (Rondi-Reig et al. 2001 ), brain lesions (Roman et al. 1993; Whishaw and Tomie 1991; Dusek and Eichenbaum 1997; Fox et al. 2003; Wise and Murray 1999) , or drug interventions (Stefani et al. 2003 ) affect learning. Accurate characterizations of learning are also important to relate changes in behavior to changes in neural activity in specific brain regions (Jog et al. 1999; Law et al. 2005; Wirth et al. 2003) .
In a learning experiment, a subject is given a series of trials to learn an unfamiliar task. On each trial, the subject has a fixed amount of time to execute the task and his/her response is recorded as a 1 if the task is executed correctly and a 0 if it is executed incorrectly (Wirth et al. 2003) . On each trial, continuous performance measures such as the subject's the reaction time or response time are also recorded. The reaction time is the amount of time that elapses from a go-or initiation-signal in the trial until the subject's response is first detected. The response time is the amount of time the subject takes to complete the task measured from the go-signal. Both the continuous and binary performance measures provide observations on the dynamics of the subject's cognitive state or understanding of the task that are believed to evolve with learning. Although both binary and continuous measures of performance are recorded in learning experiments the two are not used simultaneously to characterize cognitive state.
Simultaneous analysis of continuous and binary performance measures can give a more complete characterization of the cognitive state than either used separately. For example, in an experiment in which a subject has reached a plateau in his/her binary responses (i.e. gives all correct responses, yet continues to perform the task with increasingly faster response reaction times), examining solely the binary responses would suggest that learning has ceased, whereas the faster response times would suggest that the subject may be refining his/her understanding of the task. Therefore, the binary responses provide information on task acquisition, whereas the reaction times provide information on how the subject refines his/her understanding of the task.
To use the two types of observations simultaneously requires an explicit model of how these performance measures relate to the subject's cognitive state. Much research has been reported on models of cognitive state. These models have been used primarily to conduct theoretical characterizations of learning (Kakade and Dayan 2002; Luce 1965; Suppes 1959 Suppes , 1990 and not to develop a statistical model to analyze the dynamics of cognitive states in learning experiments. The fact that a key objective of a learning experiment is to characterize an unobservable process, the cognitive state, from observable performance measures suggests that state-space modeling would be an appropriate analytic paradigm for studying this problem.
State-space modeling is an established framework widely used to study dynamical processes in engineering, computer science and statistics (Fahrmeir and Tutz 2002; Kitagawa and Gersch 1996; Mendel 1995; Roweis and Ghahramani 1999) . Applications of this paradigm range from control systems (Kitagawa and Gersch 1996; Mendel 1995) , speech recognition (Becchetti and Ricotti 1999) , studies of protein structure (White et al. 1994) , analysis of genetic networks (Harbison et al. 2004) , studies of neural representations of biological signals (Brown et al. 1998; Barbieri et al. 2004; Eden et al. 2004; Smith and Brown 2003) and analyses of learning (Wirth et al. 2003; Smith et al. 2004) . A state-space model consists of two equations: a state equation and an observation equation. The state equation defines an unobservable process whose evolution is tracked across time. Because the state process is unobservable, these models are often referred to as hidden Markov or latent process models (Fahrmeir and Tutz 2002; Roweis and Ghahramani 1999; Smith and Brown 2003; Smith et al. 2004 ). The observation equation defines how the state is measured or recorded. The objective of a state-space analysis is to estimate the states or the unobservable, hidden process from the sequence of observations. When the state and observation models are both linear and Gaussian, the well-known Kalman filter gives the optimal estimate of the unobserved states (Mendel 1995) . Extensions of this filter to nonlinear system and/or nonlinear observation models have been widely studied using a range of computational strategies (Fahrmeir and Tutz 2002; Kitagawa and Gersch 1996; White et al. 1994; Doucet et al. 2001) .
Combined analysis of continuous and binary observations has a long history in statistics (Hadidi and Schwartz 1979; Murphy 1999; Roumeliotis and Bekey 2000; Vlachonikolis 1990; Zeger and Liang 1986) . More recently, state estimation from simultaneously continuous and binary observations has been studied using longitudinal data methods (Dunson 2003) . Rudimentary state-space models have been used to analyze learning from binary observations alone (Smith et al. , 2007 . To date, state-space methods which combine information from continuous and binary performance measures and model explicitly the cognitive state have not been considered.
To devise such methods, we present a recursive filter algorithm to estimate a state-space model from simultaneously recorded continuous and binary observations. We term this algorithm a mixed filter. We illustrate the algorithm in the analysis of a simulated learning experiment in which the cognitive state of a subject is simultaneously observed through continuous and binary measures of performance, and in the analysis of an actual learning experiment in which a monkey performs a location-scene association task and its performance is tracked by both its sequence of reaction times and its sequence of correct and incorrect responses.
Theory and methods
In this section we formulate our mixed filter algorithm. Although the theory for our algorithm can be developed generally, we illustrate its essential features using a learning experiment with a one-dimensional state equation and an observation model for the continuous measurements and one for the binary measurements because this is the type of data we analyze in the Results. We assume that we are conducting a learning experiment and at each trial k, k = 1, . . . , K , the subject's ability to perform the task is governed by an unobservable cognitive state process x k defined by the first-order autoregressive model with drift as
where the v k are independent, zero mean Gaussian random variables with variance σ 2 v . Equation (1) is an elementary version of a cognitive state model developed by (Usher and McClelland 2001) . As mentioned above, the cognitive state process specifies how the subject's learning or understanding of the task at trial k is related to the subject's understanding of the task at trial k − 1. The strength of that relation is given by the serial correlation coefficient ρ. The drift term ρ 0 defines a non-zero learning rate or propensity for the subject to learn the task. If ρ 0 > 0 then on average with repeated exposures to the task, the subject's cognitive state increases consistent with learning whereas if ρ 0 < 0, then on average, the subject's cognitive state will decline suggesting an inability to learn the task.
Let z k and n k denote respectively the continuous and the binary observations at time k. For each k, we assume z k ∈ (−∞, ∞) and n k is either 0 or 1. The observation model for the continuous performance measure is
where the ε k are independent zero mean Gaussian random variables with variance σ 2 ε . We assume that the ε k and the v k are independent. The parameter α governs the baseline reaction time, whereas β represents the rate at which the subject reacts as a function of his/her cognitive state. For an experiment in which a subject learns we would expect β < 0. We take z k = log(r k ), where r k is the reaction time at trial k. We assume this relationship because empirically reaction times typically decline rapidly as a subject first learns and later tend to reach a lower bound based on subject-specific physiological constraints. For example, there is a physical limit to how fast a subject can move his/her hand in response to a cue. The use of the logarithmic transformation with the Gaussian error assumption models the empirical observation that larger reaction times tend to show greater variability than shorter reaction times in learning experiments. By (2), this feature is captured by the fact that the distribution of the reaction times is log-normal. Hence, the value of the error is proportional to the value of the reaction time. Use of this logarithmic transformation also ensures that the reaction time estimates are always positive.
For the binary process we assume the Bernoulli observation model
where n k is 1 if the response is correct and 0 if it is incorrect, and p k , the probability that the binary process takes the value 1 is defined in terms of the cognitive state process by the logistic equation
where γ is a modulation parameter which governs the effect of the cognitive state process on the probability of observing the binary outcome and µ defines the probability of the binary outcome when the state process is zero. We let
be respectively the sequences of continuous and binary performance measures from trials 1 through k. Our objective is to construct a recursive filter to estimate the state x k at trial k from Z k and N k . The standard approach to deriving such a filter is to express recursively the probability density of the state given the observations. For the state and observation processes defined in (1)-(4), the probability density of the state given the continuous and binary observations is (Kitagawa and Gersch 1996) 
and the associated one-step prediction probability density or Chapman-Kolmogorov equation is
Before presenting the explicit form of the mixed filter algorithm, we explain the logic behind (5) and (6). The probability densities p(z k |x k ) and p(n k |x k ) in the numerator of (5) are respectively the Gaussian observation model for the reaction times defined in (2) and the Bernoulli observation model for the binary performance measures in defined (3) and (4). As is standard in state-space modeling, the numerator of (5) combines information from the one-step prediction of the state at trial k based on the observation up to through trial k − 1 given by the first term in the numerator and the two observation processes. The denominator is simply the normalizing constant of the probability density.
The one-step prediction density, p( Fig. 1) is the probability density of the state at trial k given the observations up through trial k − 1 and prior to recording continuous and binary responses at trial k. Equation (6) computes this probability density of the state at trial k by "aver- 
, its mixed filter Gaussian approximation with mean x k|k−1 (7) and variance σ 2 k|k−1 (8), and the posterior probability density p(x k |Z k , N k ) (5), and its mixed filter Gaussian approximation with mean x k|k (10) and variance σ 2 k|k (11) aging over" the state at trial k − 1 given the data up through
) and the changes in state between trials k − 1 to k defined by p(x k |x k−1 ). The density of the states at trial k − 1 given the data up through
which is the first term of the integrand in (6). The density for the change in state from trial k − 1 to k, is the second term in the integrand in (6) p(x k |x k−1 ), and is the autoregressive probability model for the cognitive state defined in (1). Together, (5) and (6) define a recursion that can be used to compute the probability of the state given the observations (Fig. 1) . Equations (5) and (6) are recursive because (6) uses the posterior probability density at trial
, to generate the one-step prediction probability density at k −1, p(x k |Z k−1 , N k−1 ) which in turn, makes it possible to compute the new posterior probability at trial k, given in (5). As stated above, at each trial k, the recursion relations fuse information from two sources. The first is the prediction of the state at trial k given the model and the observations up through trial k − 1, as given in (6) and the second is the stochastic nature of the continuous and binary performance measures recorded at trial k defined respectively by the probability models (2)-(4).
In principle, given the model in (1)- (4) and the recursion relations in (5) and (6), the estimation of the cognitive state process from the performance measures is simply a computational problem. For systems with low-dimensional state and observation models, (5) and (6) can be evaluated numerically (Kitagawa and Gersch 1996) . As the dimension of the system increases, numerical computation becomes less feasible. A standard approach, and the one we derive in the appendix and apply here, is to compute Gaussian approximations to (5) and (6) (Brown et al. 1998; Barbieri et al. 2004; Eden et al. 2004; Smith and Brown 2003) . This approach which is also termed maximum a posteriori estimation (Mendel 1995) , amounts to finding the maximum and curvature of (5) as a function of the state x k . The maximum corresponds to the mode of the posterior density (A.7) and the curvature defines its variance (A.8). These two quantities are sufficient to compute the Gaussian approximation to (5) because a Gaussian probability density is defined completely by its mean (mode) and variance. Assuming a Gaussian approximation to (5) was computed at trial k − 1, then the integral in (6) can be computed analytically using standard formulae for computing the mean and variance of the sum of two Gaussian random variables (A.9, A.10). Under the Gaussian approximation, the recursion defined by the probability densities in (5) and (6) becomes a recursive filter because it simplifies to computing recursively just the means and variances of these probability densities. In the special case that the state process is a linear Gaussian system and the observation model is a linear Gaussian function of the state process, this recursive computation of the means and variances is the Kalman filter (Fahrmeir and Tutz 2002; Kitagawa and Gersch 1996; Mendel 1995; Roweis and Ghahramani 1999) . This would be true if our analysis did not include the binary performance measures.
Using the Gaussian approximations of (5) and (6) derived in the appendix, we obtain the following recursive mixed filter algorithm:
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where we assume x 0 is given and the notation x k| j denotes the cognitive state at trial k given the observations up to and including trial j for k = 1, . . . , K . The algorithm in (7) to (11) is an analog of the Kalman filter for simultaneously recorded continuous and binary observations. For this reason, we term it a mixed filter algorithm. Equations (7) and (8) approximate (6) as the Gaussian probability density with mean x k|k−1 and variance σ 2 k|k−1 , whereas (10) and (11) approximate (5) as the Gaussian probability density with mean x k|k and variance σ 2 k|k . The relation between the cognitive state process, the observation models, the one-step-prediction density, the posterior probability density and their Gaussian approximations as defined by the mixed filter algorithm is shown in Fig. 1 .
Because there are two observation processes, (10) has a continuous innovation term, (z k − α − βx k|k−1 ) and a binary innovation, term n k − p k|k . As is true in the Kalman filter, the continuous innovation compares the observation z k with its one-step prediction. In contrast, the binary innovation compares the binary observation n k with p k|k , the probability of a correct response at trial k, where p k|k = [1 + exp{µ + γ x k|k }] −1 exp{µ + γ x k|k } by (4). As in the Kalman filter, C k in (9), is a trial-dependent gain coefficient. At trial k, the amount by which the continuous innovation term affects the update is determined by C k β, whereas the amount by which the binary innovation affects the update is determined by C k γ σ 2 ε . The relative sizes of β and γ σ 2 ε determine the relative weight given to the two innovation processes. For example, if σ 2 ε , the observation variance for the continuous performance measure is large relative to βγ −1 , then the binary innovation receives relatively more weight. Unlike in the Kalman filter algorithm, the left and right hand sides of the posterior mode (10) and the posterior variance (11) depend on the state estimate x k|k . That is, because p k|k = [1 + exp{µ + γ x k|k }] −1 exp{µ + γ x k|k } is a function of x k|k , the left and right sides of (10) are both functions x k|k . Therefore, at each step k of the algorithm, we use Newton's methods to compute x k|k in (10). Either the previous state estimate, x k−1|k−1 , or the one-step prediction estimate, x k|k−1 , can provide a reliable starting guess. In our analyses, this Newton's procedure converges in two to four iterations.
If γ = 0, i.e., there is no relation between the binary performance measure and the cognitive state, then (7)- (11) simplify to a Kalman filter. On the other hand, if β = 0, so that there is no relation between the continuous performance measure and the cognitive state, then (7)-(11) simplify to the recursive filter algorithm for estimating an unobservable cognitive state process from binary performance measures given in Smith et al. 2004 Smith et al. , 2005 .
Results

Mixed filter analysis of a simulated learning experiment
To test our mixed filter algorithm we simulated a learning experiment in which the cognitive state was modeled as a linear stochastic system observed simultaneously through a continuous performance measure and a binary performance measure. We modeled the cognitive state as the first-order autoregressive process with positive drift defined in (1). We chose the parameters for (12) to be ρ = 0.99, x 0 = −3, σ 2 ν = 0.0886, and ρ 0 = 0.03. For the continuous performance measure or reaction time process (2), we chose the parameters α = 1.0489, β = −0.2165, and σ 2 ε = 0.4944, and for the binary observation models or series of correct or incorrect responses, (4) we chose γ = 0.99 and µ = −0.5. Because a state-space model of the form we proposed here has not been previously reported, we determined these parameter values for the simulated model based on preliminary analyses of performance data from the experiments described in (Wirth et al. 2003; Smith et al. 2004 Smith et al. , 2007 . We learned from these analyses that parameter values such as the ones chosen here would generate performance data that were consistent with those reported when learning occurred.
Using (1), we first simulated K = 200 observations from the cognitive state process (Fig. 2b, c black curves) . For each value of x k , we used (2) to simulate the reaction times (Fig. 2a) . For each value of the cognitive state process x k we computed p k from (4), and we simulated the sequence of correct and incorrect responses (Fig. 2d) , by drawing a Bernoulli observation n k with p k defining the probability of a correct response.
We applied the mixed filter using the parameter values we chose to simulate the data, with the exception of ρ 0 , which we took to be 0. We set ρ 0 = 0 in the mixed filter algorithm in (7) to make the analysis of the simulated data more realistic because the cognitive state model used to simulate the data is different from the one used to construct the filter for cognitive state estimation. By not including ρ 0 > 0 in the mixed filter algorithm, the analysis does not bias the algorithm toward an assumption of learning by forcing the cognitive state to increase on average with each trial. If ρ 0 = 0, then the cognitive state will only increase if both the observed binary and continuous performance measures are consistent with learning. Furthermore, the choice of ρ 0 = 0 allows the mixed filter algorithm to identify other important behaviors seen in learning experiments such as failure to learn (Smith et al. 2007 ) as well extended periods of indecisive performance before performance consistent with learning appears .
We used Newton's method to compute (10) and (11) at each trial k with the starting value taken as x k|k−1 . We used a Kalman filter algorithm to estimate the cognitive state process and reaction time curve using just the reaction time measurements and we used the binary filter algorithm to estimate the cognitive state process and learning curve using just the binary responses. We then compared the Kalman and binary filter estimates of the cognitive state with the mixed filter state estimates computed by using the reaction time measurements and binary responses together. For the state estimate from each of the three filters,we computed the reaction time curve from (2) as exp{α + βx k|k } and the learning curve from (4) as p k = exp{µ + γ x k|k } 1 + exp{µ + γ x k|k } −1 .
We first analyzed the reaction times using a Kalman filter to estimate the cognitive states and their 95% confidence intervals (Fig. 2b) as well as the reaction time curve and its 95% confidence intervals (Fig. 2a) computed from the probability density in (A.12). The simulated observations were highly variable relative to the estimated reaction time curve and its confidence intervals (Fig. 2a) . With the exception of a few trial sequences, such as at trials 1 to 3 and 14-18, the 95% confidence intervals covered the true cognitive state process (Fig. 2b, black curve) . We next analyzed the binary observations using the binary filter algorithm (Wirth et al. 2003; Smith and Brown 2003; Smith et al. 2004 Smith et al. , 2005 to estimate the cognitive state, and its 95% confidence intervals (Fig. 2c) , as well as the learning curve and its 95% confidence intervals (Fig. 2d) . The confidence intervals were computed from the probability density in (A.13). The cognitive state estimated from the binary filter (Fig. 2c , gray curve) showed overshoots and undershoots relative to the true cognitive state process. In addition, the binary filter estimate of the cognitive state showed discrete declines when a sequence of correct responses was interrupted with an incorrect response (Fig. 2c) , such as around trials 121, 139, and 167. The binary filter estimate of the learning curve (Fig. 2d ) is highly consistent with the pattern of binary responses.
The cognitive state estimate from the mixed filter more closely resembled the true cognitive state process (Fig. 3b) . The 95% confidence intervals from the mixed filter covered the true cognitive state process at nearly every trial (Fig. 3b) . Although the mixed filter estimates of the reaction time (Fig. 3a) and learning curves (Fig. 3c) resembled their respective Kalman filter and binary filter estimates, the effect of the binary information on the Kalman estimates and vice versa were readily apparent. For example, the greater variations in the reaction time induced more fluctuations in the learning curve estimates and their 95% confidence intervals (Fig. 3c ) at all trials compared to the binary filter estimates (Fig. 2d) . At each trial, the mixed filter confidence intervals for the reaction time curve (Fig. 3a) are wider than the corresponding Kalman filter confidence intervals (Fig. 2a) . To analyze the performance characteristics of the mixed filter algorithm relative to the Kalman and binary filters, we simulated 1,000 realizations of continuous and binary measures of performance from a 200-trial learning experiment using the model in (1)-(4) with the parameters values described above. For each realization, we computed the mixed, Kalman, and binary filter estimates of the cognitive state. We compared performance of the algorithms in terms the mean-squared error, coverage probability for the 95% confidence intervals, and the median width of the 95% confidence intervals (Table 1 ). The mixed filter had the smallest mean-squared error (0.6001), the shortest median width of the 95% confidence intervals (3.0063), and the coverage probability for the 95% confidence intervals that was the closest to 0.95 (0.945).
These results show that the mixed filter algorithm can be both more accurate (more accurate coverage probability and narrower confidence intervals) and more precise (smaller mean squared error) in estimating the unobserved cognitive state, and that this filter can recover more information from the continuous and binary observations than state estimation with either of these sets of observations analyzed separately (Fig. 4) .
Mixed filter analysis of an actual learning experiment
To illustrate the performance of our methods in the analysis of an actual learning experiment, we analyzed the responses of a macaque monkey in a location-scene association task, described in detail in (Wirth et al. 2003; Smith et al. 2004) . In this task, the monkey fixated a point on a computer screen for a specified period and then, was presented with a novel scene. A delay period followed, and to receive a reward, the monkey had to associate the scene with the correct one of four target locations: north, south, east and west. Once the delay period ended, the monkey indicated its choice by making a saccadic eye movement to the chosen location. Because there were four locations the monkey could choose as a response, the probability of a correct response occurring by chance was 0.25 at the outset of the experiment. In addition to the sequence of correct and incorrect responses, the animal's performance on the 45-trial experiment was tracked trial-by-trial by its reaction times. In each trial a delay interval of 700 ms was imposed between the scene presentation and the response periods of the task. In this way, the animal was prevented from responding as soon as the scene presentation was given, obviating the possible trade off between the accuracy of the response and the speed of the task execution. We used the EM algorithm (Dempster et al. 1997; Smith and Brown 2003; Smith et al. 2004 Smith et al. , 2005 Shumway and Stoffer 1982) , to estimate simultaneously all of the model parameters, including the initial condition x 0 . We computed the reaction time and the learning curves, and their associated 95% confidence intervals from (A.12) and (A.13), respectively, in the appendix. The animal's reaction times were around 4.5 s for the first 21 trials and then declined linearly to approximately 2.5 s by trial 45 (Fig. 5a ). Consistent with this behavior, the monkey had only 3 correct responses in the first 25 trials and then it had all correct responses from trials 26 to 45 (Fig. 5d) .
As in the analysis of the simulated learning experiment, we used a Kalman filter algorithm to estimate the cognitive state process and reaction time curve using just the reaction time measurements and we used the binary filter algorithm to estimate the cognitive state process and learning curve using just the binary responses. We then compared the Kalman and binary filter estimates of the cognitive state with the mixed filter cognitive state estimates computed by using the reaction time measurements and binary responses together. The estimated state processes from the Kalman (Fig. 5b ) and binary filter (Fig. 5c ) algorithms resembled each other with some differences. Because the animal gave incorrect responses from trial 2 to 20 followed by all correct responses from trial 26 to 45, the estimated cognitive state process from the binary filter initially declined monotonically then increased monotonically (Fig. 5c) . In contrast, because the reaction times varied around a mean of approximately 4.5 sec for the first 20 trials and then declined in an approximate linear manner from trial 20 to trial 45 (Fig. 5a) , the Kalman filter estimate of the cognitive state was initially constant then increased linearly (Fig. 5b) . The learning curve had the same dynamics as the binary filter estimate of the cognitive state (Fig. 5d) . Because β = −0.03, the reaction time curve was approximately constant up through trial 20 (Fig. 5a ) then declined linearly as the Kalman estimate of the cognitive state increased from trial 21 to 45 (Fig. 5b) . The effect of a single observation on the cognitive state and performance curve estimates can be seen at trials 6 and 30 for the reaction time observations and trials 21 and 24 for the binary observations (Fig. 5d) .
The mixed filter estimates of the cognitive state process (Fig. 6b) , the reaction time curve (Fig. 6a ) and the learning curve (Fig. 6c) shared features of the Kalman and binary estimates. Like the binary filter estimate of the cognitive state (Fig. 5c) , the mixed filter estimate of the cognitive state (Fig. 6b ) declined monotonically from trials 1 to 20 because, although the reaction times were approximately constant over these trials, the effect of the 19 consecutive incorrect responses dominated the state estimation (Fig. 6c) . As a consequence, unlike the Kalman filter reaction time curve estimate (Fig. 5a ), the mixed filter reaction time curve estimate increased slightly over these trials (Fig. 6a) . Similarly, the decline in reaction times beginning at trial 20 caused the mixed filter estimate of the cognitive state to increase beginning at that trial. For this reason, the learning curve also began to increase at this trial even though the animal had 3 of the 5 incorrect responses from trials 20 to 24 (Fig. 6c) . Because the monkey has all correct responses from trial 26 to 45 and the reaction times decrease linearly over these trials (Fig. 6a) , the mixed filter estimates of the cognitive state (Fig. 6b ) and learning curve (Fig. 6c) increased and the reaction time curve (Fig. 6a) decreased.
The outliers in the reaction times affected the learning curve estimates. The short reaction time at trial 6 and the long reaction time at trial 33 (Fig. 6a) caused a noticeable increase in the width of the learning curve confidence intervals on those trials (Fig. 6c) . This is because these reaction times were inconsistent with the binary responses immediately preceding and following those trials. The declining reaction times between trials 20 and 24 (Fig. 6a) were responsible for the increase in the learning curve over these trials even though, the animal had mostly incorrect responses (Fig. 6c) . This brief inconsistency between the reaction time and the binary responses was reflected in the increased width of the learning curve confidence intervals over these trials. Similarly, the short reaction time at trial 30 during an interval in which all of the animal's responses were correct, led to a sharp decrease in the width of the learning curve confidence intervals.
Unlike an analysis which presupposed improvement during a learning experiment and therefore, used a learning model that increased monotonically on average as a function of trial number in the experiment, i.e. assumes ρ > 0 (Granat et al. 2003) , the dynamic nature of the cognitive state model with ρ = 0 allowed it to capture a range of behaviors during the learning experiment. In the current experiment, this flexibility was clearly illustrated by the estimated cognitive state that initially declined in the first half of the experiment, then increased non-monotonically in the latter half.
Plotting the Kalman, binary and mixed filter estimates of the cognitive state on the same graph further illustrates how the mixed filter estimate combines features of the other two (Fig. 7) . The mixed filter estimate of the cognitive state resembled the fine structure of the Kalman filter estimate, whereas it was more closely associated with the level of the binary filter estimate of the cognitive state. These results show that the mixed filter analysis gave a more informative characterization of performance in this learning experiment compared with either a separate Kalman filter or binary filter analysis. 
Discussion
We have developed a mixed filter algorithm using the state-space paradigm to track cognitive state dynamics in learning experiments from simultaneously recorded continuous and binary measures of performance. The mixed filter algorithm has the standard Kalman filter and the recursive algorithm for filtering binary processes as special cases. We illustrated the algorithm, which uses an elementary model of learning, in the analysis of both simulated and actual learning experiments. In the simulated example, the mixed filter algorithm provided a more accurate (greater coverage probability and narrower confidence intervals) and more precise (smaller means squared error) estimates of the cognitive state process than either the Kalman filter or the binary filter. In the analysis of the actual data, the mixed filter cognitive state estimates clearly combined features of the other two estimates, and gave a more complete description of the learning process during the experiment. Formal use of the cognitive state concept in the analyses of learning experiments should help relate more directly findings in experimental and theoretical studies of learning.
In learning studies using only the binary performance measures the binary filter algorithm is used in conjunction with the corresponding state-space smoothing algorithm to conduct the data analysis (Wirth et al. 2003; Smith et al. 2004 Smith et al. , 2005 Prerau et al. 2004) . Constructing the corresponding smoothing algorithm for our mixed filter algorithm is a straight forward extension of the current work. Learning analyses that use continuous and binary performance measures will lead to new definitions of current quantitative measures of learning defined for only binary data analyses, such as the learning trial, bivariate comparison matrices, and the ideal observer curve (Smith et al. , 2007 . The extension of our new algorithm to a hierarchical framework would also make it possible to combine information across subjects in learning experiments using both continuous and binary measures of performance (Smith et al. 2007) .
While this work suggests the feasibility of using a statespace model to analyze the cognitive state of a subject in a learning experiment from simultaneously recorded continuous and binary performance measures, several technical improvements are possible. First, the observation and cognitive state model can be extended to consider more complex models of the cognitive state and the relation between cognitive state and the performance measures. For example, the performance measures may be correlated rather than conditionally independent as assumed in the current analysis. As another possibility, the cognitive state may be more accurately represented as a multivariate process with nonmonotonic relations between the components of the cognitive state and the performance measures (Smith et al. 2007; Usher and McClelland 2001 ). An appropriate mixed filter algorithm could be derived for these more complex models using the approach we have described. If these new state-space models are nonlinear, then sequential Monte Carlo methods could be used to estimate the cognitive states (Doucet et al. 2001; Ergun et al. 2007 ).
Second, we used the standard Gaussian approximation to the posterior probability density to construct a simple, computationally tractable algorithm. Our experience has shown that in analyses of learning experiments that use just the binary filter algorithm, the posterior densities can be well approximated by a Gaussian (Anne Smith, personal communication). Further theoretical and empirical studies are needed to understand whether this Gaussian approximation accurately captures the true posterior density for a broad range of models of learning experiments in which continuous and binary performances are used simultaneously. These studies should consider factors such as the continuous and binary observation signal-to-noise ratios, the cognitive state signal-to-noise ratio, and the magnitude of observation modulations parameters. For cases in which the posterior is nonGaussian but remains unimodal, this approximation may still accurately capture the behavior of the mode and variance. When the Gaussian approximation is no longer appropriate, it still may be useful for helping to compute the posterior more accurately by serving as a proposal density in a sequential Monte Carlo filter algorithm (Doucet et al. 2001; Ergun et al. 2007) .
In addition to further use in the analysis of learning experiments, the mixed filter algorithm may be applicable to other biological and engineering problems in which combining information from continuous and binary time-series measurements is of interest. First, in neurophysiology experiments multiple neural spike trains are simultaneously recorded with local field potentials as a common approach to study how neural systems represent relevant biological signals. These data can be analyzed with decoding algorithms, i.e. state-space estimation procedures, by extending the current algorithm to construct mixed filter algorithms for continuous observations and point processes (continuous time binary processes) in either discrete or continuous time (Eden et al. 2004; Snyder and Miller 1991) . Second, the mixed filter algorithm may make it possible to use simultaneously recorded ensemble neural spiking activity and local field potentials to control neural prosthetic devices and brain machine interfaces (Musallam et al. 2004; Serruya et al. 2002; Taylor et al. 2002; Wessberg et al. 2005) . Finally, the mixed filter algorithms may also suggest a new approach to analyzing cardiovascular and autonomic control from simultaneously recorded cardiovascular, respiratory and R − R interval measurements (Barbieri et al. 1996 (Barbieri et al. , 1997 (Barbieri et al. , 2002 as well as for studying the dynamics of seismic events (Granat et al. 2003) .
Appendix A
A.1 Derivation of the mixed filter algorithm
To approximate a unimodal probability density f (x) with a Gaussian probability density we compute its modeμ as the solution to the equation (Tanner 1996) ∂ log f (x) ∂ x μ = 0, (A.1) and its varianceσ 2 aŝ
We derive the mixed filter algorithm by computing a Gaussian approximation to the posterior density p(x k |Z k , N k ) in (5), (Brown et al. 1998; Barbieri et al. 2004; Eden et al. 2004; Smith and Brown 2003) . At trial k, we assume that the one-step prediction probability density in (6) and the probability mass function for the binary performance measures is given in (3). Substituting (A.3), (A.4) and (3) into (5) gives respectively the posterior probability density and the log posterior probability density as
To compute the maximum-a-posteriori estimate of x k and its associated variance estimate, we compute the first and second derivatives of the log posterior probability density with respect to x k , which are respectively
By (A.1) the mode (mean) of the Gaussian approximation to p(x k |Z k , N k ) is obtained by setting (A.7) equal to zero and solving for x k . This gives the posterior mode or maximum-a-posteriori estimate of x k in (10). By (A.2), the variance of the Gaussian approximation to p(x k |Z k , N k ) is the negative inverse of (A.8), and gives the posterior variance in (11). Equations (7) and (8) A.2 Probability densities of the reaction time and time curves
In the learning experiment we modeled the continuous performance measure as z k = log r k = α+βx k +ε k . To compute the probability density of the reaction time r k from the posterior probability density of the state process x k we use the standard change-of-variables formula f (r ) = f (x) dx dr , (A.11) where f (x k ) is the Gaussian probability density with mean x k|k and variance σ 2 k|k and dx dr = (βr ) −1 . Applying (A.11) by substituting x = β −1 (log r − α) into f (x) yields the lognormal probability density for the reaction times defined as Again, from the posterior probability density of any x k , we can also compute the probability density of p k using (3) and (4) We use (A.12) and (A.13) to compute 95% confidence intervals for the reaction time and learning curves respectively.
