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Abstract 
 
 We present a new approach to solving polynomial ordinary differential equations 
by transforming them to linear functional equations and then solving the linear functional 
equations. We will focus most of our attention upon the first-order Abel differential 
equation with two nonlinear terms in order to demonstrate in as much detail as possible 
the computations necessary for a complete solution. We mention in our section on further 
developments that the basic transformation idea can be generalized to apply to 
differential equations of any order, to a system of ordinary differential equations without 
first differentially eliminating the multiple dependent variables, and even to partial 
differential equations. 
 
Notation 
  
For each positive integer K  define [ ]K  to be the set of integers  
{ 1 }k k K∋ ≤ ≤ . 
 
Introduction 
 
 This approach is different than Yu N Kosovtsov’s chronological operator algebra 
method [1]. We will first focus our attention upon the nonlinear first-order Abel [9] 
differential equation 
1
( ) k
n K
m
k
k
dz g x z
dx =
  = ⋅   ∑                                                     (1) 
where x  is the independent variable and z  is the dependent variable. We use the letter 
( )kg x  to denote a given sufficiently differentiable function of x . We make the key 
hypothesis that the dependence of z  upon x  occurs only through the ( )kg x  and that this 
dependence is continuously differentiable. Without loss of generality, we assume that any 
solution z  of (1) can be expressed as a multirariable function  
 
1 1( ( ),..., ( ), ,..., , )K Kz F g x g x m m n=                (2) 
of 2 1K +  variables – or slots. We suppress the dependence of z  upon the arbitrary 
constant of integration. We assume that this multivariable function is analytic at 0 around 
the first set of K  slots and analytic at n  around the second set of K  slots. In other 
words, we assume there exists some multivariable function  
1 1( ,..., , ,..., , )K KF u u m m n                                                   (3) 
of 2 1K +  indeterminate variables 1 1{ ,..., , ,..., , }K Ku u m m n  such that when the 
indeterminate ku  is replaced by ( )kg x  for each [ ]k K∈  we obtain a solution of (1). There 
is no confusion in identifying km  and n  as both an indeterminate in function (3) and as 
the particular complex- or real-valued number given in (1). 
  
The transformation 
 
The multivariable function in (3) is not unique in general, because we replace K  
algebraically independent indeterminates ku  with K  functions ( )kg x  which are all 
related to the same variable x . We will discuss this more on the section titled “Non-
uniquess of the solution”. Let α  be an indeterminate constant with respect to x . Multiply 
equation (1) by zα . We obtain 
1
( ) k
n K
m
k
k
dzz g x z
dx
αα +
=
 ⋅ = ⋅   ∑                                           (4) 
Rewrite (4) as  
1
( ) k
n K
mn
k
k
dzz g x z
dx
α α+
=
 ⋅ = ⋅   ∑                                           (5) 
Define  
1
n
n nw z z
αα ++≡ = .                                                           (6) 
So  
n
nz w α+=                                                                        (7) 
and  
ndw n dzz
dx n dx
αα+= ⋅ ⋅ .                                                      (8) 
So equation (5) becomes 
          
( )
1
( )
kn n n mK
n
k
k
dw n g x w
dx n
α
αα ⋅ ++
=
+   = ⋅ ⋅      ∑ .                                  (9) 
Equation (9) shows that w  satisfies the same differential equation as (1) but with ( )kg x  
replaced with ( )
n
k
n g x
n
α+  ⋅    and km  replaced with 
kmn
n
α
α
+⋅ + . Hence, u  must be given 
by the same functional form as (3). Hence  
1
1
( ) ( )( ( ),..., ( ), ,..., , )
n n
K
K
n m n mn nw F g x g x n
n n n n
α αα α
α α
⋅ + ⋅ ++ +   = ⋅ ⋅    + +         (10) 
But (6) relates F  before this functional substitution to F  after this functional 
substitution. In other words, F  satisfies the functional, non-differential relation  
1
1
1 1
( ) ( )( ( ),..., ( ), ,..., , )
( ( ),..., ( ), ,..., , )
n
n n n
K
K
K K
n m n mn nF g x g x n
n n n n
F g x g x m m n
αα αα α
α α
+ ⋅ + ⋅ ++ +   ⋅ ⋅     + +    
=
   (11) 
We have not yet associated km  with ( )kg x . Observe that one may permute the 
functions and corresponding powers in (11). This association will be made when we fix 
initial conditions on the km  and ( )kg x , that is, when we solve for 
1 1( ,..., , ,..., , )K KF u u m m n  in terms of 1 1 1 1( ,..., ,0, ,..., ,1, )K KF u u m m n− − , and so forth. 
Note also that if 1 1( ( ),..., ( ), ,..., , )K Kz F g x g x m m n=  satisfies (11), then any power 
of it, 1 1 1 1( ( ),..., ( ), ,..., , ) ( ( ( ),..., ( ), ,..., , ))K K K KH g x g x m m n F g x g x m m n
β≡ , satisfies the 
same nonlinear functional equation, because  
1
1
1
1
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( ) ( )( ( ),..., ( ), ,..., , )
( ) ( )( ( ),..., ( ), ,..., , )
( ( ( ),..., ( ), ,..., ,
n
n n n
K
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n
n n n
K
K
K K
n m n mn nH g x g x n
n n n n
n m n mn nF g x g x n
n n n n
F g x g x m m
α
β α
α αα α
α α
α αα α
α α
+
⋅ +
 ⋅ + ⋅ ++ +   ⋅ ⋅     + +    
 ⋅ + ⋅ ++ +   ⋅ ⋅     + +    
=
1 1
))
( ( ),..., ( ), ,..., , )K K
n
H g x g x m m n
β
=
   (12) 
 Define 
n
k k
nu u
n
α+ ≡ ⋅   . ( ) ( )
n
k k
ng x g x
n
α+ ≡ ⋅   , and 
( )k
k
n mm
n
α
α
⋅ +≡ + .            (13) 
When we wish to emphasize a substitution or “transformation” from ku  to ku , we will 
sometimes write k ku u→ .  Similarly, when we subsitute ( )kg x  for ku , we will write 
( )k ku g x→ . When we substitute km  for km , we will write k km m→ . 
In order to shorter our notation even more, define  
            1 1( , ) ( ,..., , ,..., )K KF u m F u u m m≡                                                         (14) 
and      1 1( , ) ( ,..., , ,..., )K KF u m F u u m m≡                                                         (15) 
and     1 1( , ) ( ( ),..., ( ), ,..., )K KF g m F g x g x m m≡                                               (16) 
and     1 1( , ) ( ( ),..., ( ), ,..., )K KF g m F g x g x m m≡                                               (17) 
and     ( , )F F u m≡                                                                                          (18) 
So (11) becomes  
( , ) ( ( , ))
n
nF g m F g m α+=                                                           (19) 
We dropped showing the dependence upon n  because n  does not get transformed in 
(11). Take the natural logarithm of (19) 
ln( ( , )) ln( ( , ))nF g m F g m
n α= +                                                  (20) 
Observe that if there exists a function (3), which satisfies the same functional form as 
(20), in other words, if there exists a function, which satisfies  
ln( ( , )) ln( ( , ))nF u m F u m
n α= +                                                  (21) 
then the function will satisfy (20) when ( )kg x  is substituted for ku . 
Define  
,u kF                                                                                         (22) 
to be the partial derivative of 1 1( ,..., , ,..., )K KF u u m m  with respect to ku , holding all the 
j ku ≠  and all the jm  fixed. 
Define  
,m kF                                                                                         (22) 
to be the partial derivative of 1 1( ,..., , ,..., )K KF u u m m  with respect to km , holding all the 
j km ≠  and all the ju  fixed. 
Define  
,u kF                                                                                         (22) 
to be the partial derivative of 1 1( ,..., , ,..., )K KF u u m m  with respect to ku , holding all the 
j ku ≠  and all the jm  fixed. 
Define  
,m kF                                                                                         (22) 
to be the partial derivative of 1 1( ,..., , ,..., )K KF u u m m  with respect to km , holding all the 
j km ≠  and all the ju  fixed. 
Differentiate (21) with respect to each of the ku . We obtain 
, ,u k u k k
k
F F dun
F n F duα= ⋅+ . From (13) we have 
n
k
k
du n
du n
α+ =    . So  
    
1
, ,
n
u k u kF Fn
F n F
α −+ =                                                                  (23) 
Define  
,
,
u k
u k
F
F
Λ ≡ .                                                                     (24) 
Then (23) states that, when the transformations j ju u→  and j jm m→  are all made, then 
the transformation 
1
, ,
n
u k u k
n
n
α −+ Λ → Λ    is made. In other words, ,u kΛ  satisfies the 
linear functional equation  
1
, ,
n
u k u k
n
n
α −+ Λ = Λ                                                                   (25) 
Differentiate (21) with respect to each of the km . We obtain 
, ,m k m k k
k
F F dmn
F n F dmα= ⋅+ . From (13) we have 
k
k
dm n
dm n α≡ + . So  
    
2
, ,m k m kF Fn
F n Fα
 =  +                                                                (26) 
Define  
,
,
m k
m k
F
F
Ω ≡ .                                                                   (27) 
Then (26) states that when the transformations j ju u→  and j jm m→  are all made then 
the transformation 
2
, ,m k m k
n
n α
 Ω → Ω +   is made. In other words, ,m kΩ  satisfies the 
linear functional equation  
2
, ,m k m k
n
n α
 Ω = Ω +                                                                  (28) 
So, we have reduced the problem of solving (1) to solving the linear functional equations 
(25) and (28). Observe that the transformation j jm m→  results in 
( ) ( )n m nm n n m n
n n
α
α α
+  − → − = ⋅ − + +  . From this we see that the general solution of 
(25) is  
, ,
, ,
1 1
( )I j I j
K K
a b
u k u k I j j
I j j
c u m n
= =
Λ = ⋅ ⋅ −∑ ∏ ∏                                             (29) 
where the ,I ja  and the ,I jb  are subject to 
, ,
1 1
1
K K
I j I j
j j
n a b n
= =
⋅ − = −∑ ∑                                                              (30) 
where the ,u k Ic  must be constant with respect to all ju  and all jm . We see that the 
general solution of (26) is 
, ,
, ,
1 1
( )I j I j
K K
a b
m k m k I j j
I j j
c u m n
= =
Ω = ⋅ ⋅ −∑ ∏ ∏                                          (31) 
where the ,I ja  and the ,I jb  are subject to 
, ,
1 1
2
K K
I j I j
j j
n a b
= =
⋅ − =∑ ∑                                                                 (32) 
where the ,u k Ic  must be constant with respect to all ju  and all jm . 
 We assume that F  is analytic at 0 in each of the ku  and analytic at n  in each of 
the km  separately. Hence, for each [ ]k K∈ , ,u kΛ  and ,m kΩ  are analytic at 0 in each of the 
ku  and analytic at n  in each of the km  separately. This implies that all the ,I ja  and ,I jb  in 
(29) and (31) are nonnegative. 
 
Ladder of boundary conditions 
 
 When 1n ≠ , it is not known if there is sufficient information – i.e. a sufficient 
number of relations - from (27) and (29) to fully solve (1). Nevertheless, we do have the 
ladder of boundary conditions which makes this current method of solution hopeful. 
Specifically, assume that, for each [ ]j K∈ , 1 1( ,..., , ,..., )K KF u u m m  is known when 0ju =  
(or 'j ju u=  for some 'j j≠ ) and that, for each [ ]j K∈ , 1 1( ,..., , ,..., )K KF u u m m  is known 
when jm n=  (or 1jm =  or 'j jm m=  for some 'j j≠ ). Then, these known functions 
constitute the boundary conditions for the linear functional equations (24) and (26). We 
can choose  'j jm m=  for some 'j j≠  as a boundary condition because then those two 
terms of Abel’s differential equation (1) can be  combined with the same exponent. 
  
 The ladder of boundary conditions is created when we express 
1 1( ,..., , ,..., )K KF u u m m , with some subset S  of the ku  and/or km  specialized to the 
particular values suggested in the previous paragraph, in terms of 1 1( ,..., , ,..., )K KF u u m m  
with some larger subset 'S , with 'S S⊂ , of the ku  and/or km  specialized to the 
particular values suggested in the previous paragraph. 
 
When 1n = , we have an auxiliary linear mixed partial functional-differential 
equation which we can use to obtain a solution of (1). 
 
The linear mixed partial functional-differential equation for n=1 
 
Define ,g kF  to be ,u kF  from definition (22) with each indeterminate ku  replaced 
with the function ( )kg x . Elementary differentiation implies  
,
1
( )K k
g k
k
dg xdz dF F
dx dx dx=
= = ⋅∑ .                                            (33) 
When 1n = , (11) simplies to 
1
1
1
1 1
((1 ) ( ),..., (1 ) ( ), ,..., )
1 1
( ( ( ),..., ( ), ,..., ))
K
K
K K
m mF g x g x
F g x g x m m α
α αα α α α
+
+ ++ ⋅ + ⋅ + +
=
                     (34) 
Since α  is arbitrary, we may substitute 1km −  for α  in (34) to obtain  
1
1
1 1( ( ),..., ( ), ,..., )k km m k K kk k K
k k
m m m mz F F m g x m g x
m m
+ − + −= = ⋅ ⋅    (35) 
So 11
1 1
1 1( ) ( ) ( ( ),..., ( ), ,..., )k
K K
m k K k
k k k k K
k k k k
m m m mg x z g x F m g x m g x
m m= =
+ − + −⋅ = ⋅ ⋅ ⋅∑ ∑  (36) 
The Abel differential equation is formed by equating (33) and (36). Hence, if we can find 
a function F  written as in (3) which satisfies  
1
, 1
1 1
( ) 1 1( ,..., , ,..., )
K K
k k K k
u k k k k K
k k k k
dg x m m m mF u F m u m u
dx m m= =
+ − + −⋅ = ⋅ ⋅ ⋅∑ ∑   (37) 
in indeterminates ku , then we will have found a function F  which satisfies Abel’s 
differential equation when ( )k ku g x→ . 
Non-uniqueness of the solution 
 As written now, (37) is not quite correct. We would need to introduce a lot of 
notation which we will not need elsewhere, so it was deemed best to leave (37) as is. 
Specifically, the term ( )kdg x
dx
 should not be in (37). We need to express ( )kdg x
dx
 in terms 
of the indeterminates ku . There is no unique way to do this. Suppose that each of the 
( )kg x  is theoretically invertible on some restricted domain. Although not rigorously 
correct, since the ku  are indeterminates and, hence, have no “attachment” to x , we will 
temporarily write for this section the inverse as ( 1) ( )k kx g u
−= . But, since we assume this 
true for each [ ]k K∈ , it follows that x , and hence any function ( )r x  of x , can be 
expressed in infinitely ways as a multivariable function 1( ,..., )KF u u  of the ku ’s such that 
when the substitution ( )k ku g x→  is made in F  we recover 1( ) ( ( ),..., ( ))Kr x F g x g x= . 
Example. Suppose 1
1( )
2
g x
x
= +  and 
2
2 ( )g x x= . Suppose 21( )( ) (2 )dg xr x xdx
−≡ = − + . 
We have ( 1)1 1
1
1( ) 2x g u
u
−= = −  and ( 1)2 2 2( )x g u u−= = . So, we can write ( )r x  in the 
form  
1
2
1 1 1( )
2 2 2
r x u
x x u
= − ⋅ = − ⋅+ + +   so 1 2 1 2
1( , )
2
F u u u
u
= − ⋅ +  
or  
1 1
1 1( )
2 2
r x u u
x x
= − ⋅ = − ⋅+ +   so 
2
1 2 1( , )F u u u= −  
or 
2 2
1 1 1 1( )
2 2 2 2
r x
x x u u
= − ⋅ = − ⋅+ + + +   so 
2
1 2
2
1( , )
2
F u u
u
 = −  + 
 
 
The dilemma in solving the Abel differential equation by our current method is 
that if we are given a function such as 1 2( ) ( ) ( )r x g x g x= + , expressed in terms of the 
( )kg x , we seek a “canonical” form, namely, 1 2 1 2( , )F u u u u= + . This “canonical” solution 
will be the “most” symmetrical function of the ku ’s. 
 
 We will explore the technical difficulties of this non-uniqueness of a 
multivariable function of indeterminates on a simpler case of equation (1) – the two-term 
Abel differential equation. 
 
The two-term Abel differential equation 
 
Set 1n = , 2K =  in (1). Define 1( ) ( )g x g x≡ , 2( ) ( )h x g x≡ , 1u u≡ , 2v u≡ , 
1m m≡ , (redefine) 2n m≡  in (1) to get  
( ) ( )m ndz g x z h x z
dx
= ⋅ + ⋅ .                                                  (38) 
Define ( )( ) dg xx
dx
φ ≡  and ( )( ) dh xx
dx
ψ ≡ . At this time, we do not know in terms of which 
variables, u  and/or v , we wish to express x . So, temporarily write ( , )x f u v= , knowing 
that in each place that the symbol ( , )f u v  appears, it could be a different function of u  
and/or v . Then (36) becomes 
 
( , , , ) ( ( , )) ( , , , ) ( ( , ))
1 1 1 1( , , 1, 1) ( , , 1, 1)
u vF u v m n f u v F u v m n f u v
m n m nu F m u m v v F n u n v
m m n n
φ ψ⋅ + ⋅
− − − −= ⋅ ⋅ ⋅ + + + ⋅ ⋅ ⋅ + +    (39) 
Observe that Abel’s equation (1) remains unchanged if we switch ( )jg x  with ( )kg x  as 
long as we switch jm  with km  simultaneously. This symmetry in Abel’s equation 
suggests a similar symmetry in the solution F , which suggests a similar symmetry in the 
linear functional-differential equation (39), which F  satisfies. Ideally, we want 
( ( , ))f u vφ  to be a function of u  only, because ( )( ) dg xx
dx
φ ≡  and u  is the variable that is 
replaced with ( )g x . So, we choose ( , )f u v  to be ( 1) ( )g u−  as the argument of φ . By the 
same reasoning, we choose ( , )f u v  to be ( 1) ( )h v−  as the argument of ψ . So (39) 
becomes  
( 1) ( 1)( , , , ) ( ) ( , , , ) ( )
1 1 1 1( , , 1, 1) ( , , 1, 1)
u vF u v m n g u F u v m n h v
m n m nu F m u m v v F n u n v
m m n n
φ ψ− −⋅ + ⋅
− − − −= ⋅ ⋅ ⋅ + + + ⋅ ⋅ ⋅ + +
D D
     (40) 
  
Definitions (24) and (27) and the equality of mixed second-order partial 
derivatives uv vuΛ = Λ , um muΛ = Ω , un nuΛ = Ω , vm mvΛ = Ω , vn nvΛ = Ω , mn nmΩ = Ω  imply 
the following relations  
0
( , , , ) (0, , , ) exp ( , , , )
u
uF u v m n F v m n v m n dθ θ = ⋅ Λ ⋅  ∫                              (41) 
0
( , 0, , ) exp ( , , , )
v
vF u m n u m n dθ θ = ⋅ Λ ⋅  ∫  
 
0
( , ,1, ) exp ( , , , )
m
mF u v n u v n dθ θ = ⋅ Ω ⋅  ∫  
 
0
( , , ,1) exp ( , , , )
n
nF u v m u v m dθ θ = ⋅ Ω ⋅  ∫  
 So, we have reduced the solution of the Abel differential equation (1) with 1n =  
to the solution of a linear mixed partial functional-differential equation (37) with the 
assistance of auxiliary equations like those shown in (41) for the two-term Abel 
differential equation (38). The linear mixed partial functional-differential equation for the 
two-term Abel differential equation (38) is given by (40). We must use the ladder of 
boundary conditions suggested earlier to get the complete solution. For the two-term 
Abel differential equation (38), this ladder of boundary conditions is a ladder with two 
rungs. 
 
The Bernoulli Equation 
 
The Bernoulli ordinary differential equation is a special case of the two-term Abel 
ordinary differential equation. Specialize 1n =  in (38). Then 
( ) ( )mdz g x z h x z
dx
= ⋅ + ⋅ .                                                                 (42) 
The famous solution of (42) is 
1
(1 )
0
0 0 0
(1 ) ( ) exp ( 1) ( ) exp ( )
mt x t x
t
z z m h t m g d dt g d
θ θ
θ θ
θ θ θ θ
−= = =
= = =
    = + − ⋅ − ⋅         ∫ ∫ ∫        (43) 
 
In (41) we must somehow associate u  with m  and v  with n . We know what we 
want the properties of the functions ( , , ,1)F u v m  and ( , ,1, )F u v n  to be. We want 
( , , ,1)F u v m  to be such that, upon specialization ( )u g x→  and ( )v h x→ , 
( ( ), ( ), ,1)F g x h x m  is (43). Similarly, ( ( ), ( ),1, )F g x h x n  must reduce to (43) with n  in 
place of m  and the roles of ( )g x  and ( )h x  switched. 
Similarly, (0, , , )F v m n  and ( ,0, , )F u m n  “collapse” to solutions of easy cases of 
the Abel equation. We know (0, , , )F v m n  is the solution of  
ndz v z
dx
= ⋅ .                                                                                   (44) 
So  
1
(1 )
1
0
0
(0, , , ) (1 ) ( )
t x n
n
t
F v m n n v t dt z
= −
−
=
 = − ⋅ +  ∫  for 1n ≠                         (45) 
and  
0
0
(0, , ,1) exp ( )
t x
t
F v m z v t dt
=
=
 = ⋅   ∫ .                                                     (46) 
Further developments 
 
 Research has proceeded in two separate directions at the time of this writing. 
First, and most importantly, attempts are being made at computing the solution of the 
linear mixed partial functional-differential equation (40) for the two-term Abel 
differential equation (38). One of the great difficulties is expressing the boundary 
condition (43), when the two-term Abel equation reduces further to the Bernoulli 
equation (42), as a function ( , , ,1)F u v m  of indeterminates u  and v  in a canonical way, 
in a way that makes the solution of (40) as easy as possible. Computation of the solution 
( , , , )F u v m n  of (40) as a power series in the four variables u , v , m , and n  has been 
attempted on the computer algebra system Maple. The latest computations determined 
about 45 625=  terms, up to 4th degree in each of these 4 variables, of the solution in 
terms of the Bernoulli functions (43) and ( , ,1, )F u v n  and the solution (45) of the one-
term Abel equation (44) and (0, , , )F v m n , when (43) and (45) were expressed as power 
series in u  and/or v  and/or m  and/or n . However, no general pattern could be 
ascertained. The most speculative idea is to relate linear functional-differential equations 
like (40) and equations like (41) to the author’s earlier work on differential resolvents [3], 
[4], [5], [6], [7]. Differential resolvents have proven useful before. The author’s work is 
cited in [1] and [8]. 
 
 The second direction of current research is to extend the basic transformation idea 
(4) of multiplying the original differential equation by zα  to systems of polynomial 
partial differential equations. Initial attempts look extremely hopeful. The generalization 
to systems of partial differential equations proceeds by multiplying in products of 
arbitrary powers of all the partial derivatives of all orders of all the dependent variables 
which appear in the given equations. One obtains generalizations of (11), (25) and (28), 
which are much more messy and complicated, and bear many more terms, than their first-
order scalar Abel ordinary differential equation counterpart. Furthermore, the 
corresponding counterpart to (37) for vector polynomial partial differential equations has 
not been discovered.  It is not known whether such a corresponding mixed partial 
functional-differential equation is absolutely necessary, but it is suspected to be. 
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