Introduction
============

The sequencing of high-coverage archaic human genomes ([@msu255-B30]; [@msu255-B35]) has permitted the identification of nearly all single-nucleotide changes (SNCs) that are fixed derived in present-day humans but ancestral in Denisovans and Neanderthals. However, the question of which of these changes have been driven to fixation by natural selection remains unresolved. In total, 109 of them were identified as leading to amino acid changes in Ensembl genes. However, a change need not have fixed due to selection, and could have instead risen in frequency due to genetic drift or draft ([@msu255-B13]). Here, we investigate whether any of the genic or regulatory motif changes that are fixed derived in present-day humans shows population genetic signatures consistent with selection.

Signatures of ongoing selective sweep events include patterns of extended homozygosity ([@msu255-B40]; [@msu255-B50]) and reduced linkage disequilibrium (LD) ([@msu255-B28]). However, statistics reliant on a reduction in haplotype homozygosity lose power as the selected allele reaches fixation ([@msu255-B41]) and statistics based on the increase in LD around the beneficial mutation ([@msu255-B21]) or on patterns of single-nucleotide variation ([@msu255-B47]; [@msu255-B10]) do not persist for long after the sweep ends ([@msu255-B36]). This makes it difficult to detect patterns created by ancient selection in modern humans, meaning selection that occurred soon after the separation of modern humans from Neanderthals.

[@msu255-B35] used a hidden Markov model (HMM) to find long tracks of the genome where Neanderthals fall outside of present-day human variation. These regions are likely to have undergone ancient selective sweeps. However, this method does not provide information about which sites were selected. Additionally, the regions inferred to have been selected are not enriched for changes predicted to be highly disruptive based on their biochemical properties ([@msu255-B35]).

[@msu255-B37] developed a Bayesian approach to estimate the posterior support for a selective sweep at a fixed candidate site and to estimate the time since fixation. This method uses the number of segregating sites, the number of distinct haplotypes, and Tajima's *D* measured on a nearby 10^4^-bp region. Simulations showed that this method was able to detect selective sweeps that occurred within the past 10,000 generations in humans. [@msu255-B17] used a different approach to testing for ancient sweeps. They compared human diversity scaled by human--macaque divergence to look for signatures of selection around fixed human--chimpanzee differences. They found that classic selective sweeps were not abundant during human evolution (but see [@msu255-B8]). Here, we will exploit similar patterns of homozygosity and haplotype diversity in the linked neutral region surrounding a favored allele that fixed soon after the separation of Neanderthals and modern humans, roughly 12,000--20,000 generations ago ([@msu255-B35]).

First, we apply the method used in [@msu255-B17] to different categories of fixed modern-human-specific derived mutations. Then, we explore the performance of several statistics in detecting ancient selective sweeps around a candidate site (see Materials and Methods). We use these statistics to attempt to detect sweeps in different categories of modern-human-specific SNCs. We apply an approximate Bayesian computation (ABC) method to candidate sites listed in [@msu255-B35]. To account for local differences in levels of background selection and mutation rates across the genome, we not only scale all our statistics by the ratio of divergences between regions near and far from the site but also compare results obtained in our test regions with results from regions that have similar genomic characteristics, including functional density, recombination rate, and average human--chimpanzee divergence, but that are far from the candidate regions, following [@msu255-B8].

Results
=======

We first looked at human diversity per site scaled by divergence to the human--chimpanzee ancestor in nonoverlapping windows of size 0.01 cM around different types of modern-human-specific SNCs. To represent present-day humans, we used a panel of 200 Yoruba and Luhya phased haploid genomes from the 1000 Genomes Project (1000G; [@msu255-B12]; [@msu255-B1]), as well as a panel of 13 Yoruba and Luhya high-coverage diploid genomes produced by Complete Genomics (CG; [@msu255-B6]) that were phased using Beagle ([@msu255-B4]), to obtain 26 phased haploid genomes. The choice of data here seems to make little difference: We observe similar patterns in scaled diversity between functional categories using the 1000G data ([fig. 1](#msu255-F1){ref-type="fig"}) and the CG data ([supplementary fig. S1](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1), [Supplementary Material](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) online). We also observe similar patterns when using smaller windows of size 0.005 cM ([supplementary fig. S2](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) for 1000G data and [supplementary fig. S3](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) for CG data, [Supplementary Material](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) online) F[ig]{.smallcaps}. 1.Human diversity per site (calculated in the 1000G panel) scaled by divergence of the human reference to the human--chimpanzee ancestor around different classes of fixed modern-human-specific single-nucleotide changes where Altai Neanderthal and Denisova are homozygous ancestral. The statistic was calculated in windows of 0.01 cM and the *x* axis shows distance of the window midpoint to the fixed change on a log-scale. The upper left panel shows all functional categories tested, whereas the other panels show different subsets of these for ease of comparison.

We used a bootstrap-based test ([@msu255-B17]) to test for significant troughs (after accounting for multiple testing) in scaled diversity in a 0.02-cM region around nonsynonymous, splice site, untranslated region (UTR), or regulatory motif changes. We compared each category against two categories which are presumably neutral: 1) Synonymous changes located far (\>1 Mb) from any nonsynonymous change and 2) intergenic changes. Because we do not expect to see large differences in the entire distribution of changes, we divided the data within each category by different quantiles: All changes, sites in the lowest third quantile of scaled diversity, changes in the middle third quantile of scaled diversity, and changes in the highest third quantile of scaled diversity. We then tested for differences between the same quantiles of each of the two categories under comparison. We were concerned that clustering between sites would somehow bias our results. To address this, we subsampled the changes within each functional category, so that each SNC was more than 100 kb from any other SNC in the same category.

Nonsynonymous changes do not have significantly lower scaled diversity than synonymous changes (*P* = 0.78 for 1000G data, *P* = 0.89 for CG data), echoing observations in [@msu255-B17] for human--chimpanzee fixed differences. We observe no significant differences in any quantile comparison, with the exception of the middle third quantile of the 1000G data ([fig. 2](#msu255-F2){ref-type="fig"}). Intriguingly, splice site changes have significantly lower scaled diversity than synonymous changes when using the 1000G data (*P* \< 0.0025) for all quantile tests, even after accounting for multiple testing. When using the CG data, splice sites remain significant in three of the four quantiles that are significant when using the 1000G data ([fig. 2](#msu255-F2){ref-type="fig"}). We find no reduction in scaled diversity around regulatory motif positions or UTR changes relative to synonymous changes, except for 5′-UTR changes in the middle third quantile. However, the number of regulatory motif changes available for testing is small (*n* = 21), which may reduce power when testing that particular category. F[ig]{.smallcaps}. 2.*P* values from bootstrap-based test ([@msu255-B17]) comparing various genomic classes to look for significant differences in modern human diversity per site scaled by divergence to the human--chimpanzee ancestor in a 0.02-cM region around modern-human-specific changes. We tested putatively functional categories (nonsynonymous, splice site and UTR changes) against putatively neutral categories: 1) Synonymous changes far from any nonsynonymous change (left panels) and 2) intergenic changes (middle panels). We also compared nonsynonymous modern-specific changes against nonsynonymous changes that fixed before the modern-Neandertal human population split (right panels). The top panels were produced using the 1000 Genomes Project (1000G) data and the bottom panels were produced using the CG data. The *x* axis denotes the partitioning of scaled diversity values into quantiles (all sites, highest third, middle third, and lowest third) in each of the two categories under comparison. Black dashed lines denote the Bonferroni-corrected *P* values (0.05/20 = 0.0025 for left and middle panels; 0.02/4 = 0.0125 for right panels).

When comparing different categories against intergenic changes, we find similar patterns to the test against synonymous changes, with splice site changes and 5′-UTR changes having significantly reduced scaled diversity at most quantiles ([fig. 2](#msu255-F2){ref-type="fig"}). However, unlike the test against synonymous changes, the test against intergenic changes need not necessarily reflect patterns of positive selection, as scaled diversity has been found to be reduced around functional regions in humans due to background selection ([@msu255-B17]).

When comparing nonsynonymous changes that occurred after and before the modern human--Neanderthal split, we observe a slight reduction in scaled diversity in the "after" category, but this difference is only significant in one quantile ([fig. 2](#msu255-F2){ref-type="fig"}).

To explore whether we could obtain more information using other signals that are produced by selection, we developed an ABC approach that uses *msms* ([@msu255-B9]) to sample from various selective sweep and neutral models. We explored a variety of statistics that were found to be indicative of a selective sweep around a candidate site. Some of these were particularly useful for testing for ancient selection using simulations, especially those relying on the consistency between haplotypes and genotypes in two different populations (see Materials and Methods). We plot the density of estimated posterior modes of the log of the selection coefficient ($\text{log}_{10}\lbrack s\rbrack$) and the time of fixation of the derived allele (*t~S~*) for different classes of fixed modern-human-specific derived SNCs in [figure 3](#msu255-F3){ref-type="fig"}. Here, we assume a constant effective population size *N*~e~ of 10,000. We observe a slight relative abundance of SNCs with strong estimated selection strength (large *s*) in splice site changes and, to a lesser extent, 5′-UTR changes. [Figure 3](#msu255-F3){ref-type="fig"} also suggests the majority of fixed changes appear to be neutral or only weakly advantageous ($N_{\text{e}}s < 100$) and ancient (large fixation time), regardless of their genomic category. F[ig]{.smallcaps}. 3.Overlapped histograms of ABC-estimated posterior modes for $\text{log}_{10}(s)$ (left) and the fixation time (right) across different genomic classes, using the 1000G data (PLS = 10). Sites with BF \<1 in favor of selection were assigned *s* = 0, whereas those with BF \>1 were assigned the posterior mode of the distribution of *s*. For the time of fixation, we show the posterior mode inferred from the best-supported model (neutral or selection), based on the same BF cutoff.

We tested for significantly higher Bayes factors (BF) in favor of a selective sweep model relative to a neutral model at particular genomic categories. We compared the BF distribution of putatively functional SNCs (nonsynonymous, splice site, UTR, and regulatory motif changes) with the BF distribution of putatively neutral SNCs (synonymous and intergenic changes), using a one-tailed Wilcoxon rank-sum test (WRT). As before, because we do not necessarily expect to see differences in the entire distribution of changes, we also partitioned the data within each category by different quantiles and tested for differences in the same quantiles for each of the two categories under comparison. We distinguish two tests: Test A, in which we compare only sites that are good model fits (*P* \> 0.05 for the neutral or the selection model, [fig. 4](#msu255-F4){ref-type="fig"}), and Test B, in which we also include sites that are poor model fits (*P* \< 0.05 for both models, [supplementary fig. S4](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1), [Supplementary Material](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) online). We also used both a small number (3) of Partial Least Squares Discriminant Analysis (PLSDA) components (see Materials and Methods) and a large number (10) of components to check the robustness of our results to the number of components used (see Materials and Methods). We subsampled the SNCs within each category as described above to prevent any effects that could be produced by clustering. F[ig]{.smallcaps}. 4.We subsampled SNCs within each genomic category so that each SNC was more than 100 kb away from any other. We then tested whether changes in different presumably functional sites have higher BF in favor of selection relative to synonymous changes that are far (\>1 Mb) from any nonsynonymous change (left panels) or relative to intergenic changes (middle panels), using a one-tailed WRT. The *x* axis denotes the partitioning of BF into quantiles (all sites, lowest third, middle third, and highest third) in each of the two categories under comparison. The dashed lines denote the *P* values cutoff after correcting for multiple testing (*P* = 0.05/20 = 0.0025). We also show empirical cumulative distribution functions of BF for each category tested (right panels). First row from top: Test A (excluding poor model fits) using 1000G data and first three PLSDA components. Second row: Test A using 1000G data and first ten PLSDA components. Third row: Test A using CG data and first three PLSDA components. Bottom row: Test A using CG data and first ten PLSDA components.

We find no significant increase in BF in favor of a selective sweep model for nonsynonymous changes relative to synonymous changes that are far from any nonsynonymous change (*P* \> 0.05 for all quantile partitions), regardless of which data set or test we use. Splice sites show somewhat elevated signatures of selection, but this is only significant at specific quantiles after accounting for multiple testing. UTR and splice site changes show significantly elevated signatures of selection when tested against intergenic changes at medium and high quantiles (*P* \< 0.0025) when using the 1000G data. However, we cannot exclude weaker background selection in intergenic regions as a possible cause for this.

We explored whether we could see significantly larger BF for nonsynonymous changes when comparing their surrounding regions with regions sampled to resemble them in a variety of genomic properties (see Materials and Methods), following [@msu255-B8] ([fig. 5](#msu255-F5){ref-type="fig"}). We compared regions with nonsynonymous changes with their corresponding matched regions. We also filtered for low functional density (i.e., density of conserved coding DNA sequence \[CDS\] smaller than median of all regions with nonynonymous SNCs) and compared only these regions with their corresponding matched regions. We see that, in general, *P* values are smaller than in the synonymous versus nonsynonymous test, but only a few quantiles are significant after multiple-test correction ([fig. 5](#msu255-F5){ref-type="fig"}). We note, however, that the number of sites used for testing is considerably smaller than the number of sites used in [@msu255-B8], when looking at selection along the entire human lineage since the split from chimpanzees, and so our power to distinguish positive from background selection is much lower. F[ig]{.smallcaps}. 5.*P* values from one-tailed WRTs to look for significantly higher BF at nonsynonymous changes relative to regions matched to the regions containing the nonsynonymous changes in a variety of genomic properties (open circles) and matched regions filtered to have low CCDS density (crosses), using either the first 10 (left) or 3 (right) PLS-DA components of the data. The *x* axis denotes the partitioning of BF into quantiles (all sites, lowest third, middle third, and highest third). Upper row: Test using 1000 Genomes data. Lower row: Test using CG data. In all panels, we also show *P* values corresponding to nonsynonymous changes tested against synonymous changes far from any nonsynonymous change (filled circles), for comparison. The dashed black lines correspond to the Bonferroni-corrected *P* value for each test (*P* = 0.05/12 = 0.0042). PLS, number of PLS-DA components used for BF estimation.

In [supplementary table S1](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1), [Supplementary Material](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) online, we list all putatively functional (nonsynonymous, splice site, regulatory motif, and UTR) SNCs that have BF \>10 in favor of selection using either the 1000G or the CG data sets. We also require that *P* \> 0.05 for the selection model for both data sets. No regulatory motif SNC passes these cutoffs. Many of the changes in this list are close to each other in the genome and so share signatures of population variation, which may be due to only one causative change in a given region (they were pruned when subsampling the data to test for differences between functional categories). In [table 1](#msu255-T1){ref-type="table"}, we present a reduced version of [supplementary table S1](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1), [Supplementary Material](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) online, showing only the change with the highest BF for each gene in [supplementary table S1](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1), [Supplementary Material](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) online. We also reiterate that BF for these changes are only based on comparing a model of a classic selective sweep against a model of neutrality for the candidate site, without explicitly modeling background selection, soft sweeps, or other forms of selection that may be operating in the region. Table 1.Modern-Human-Specific Changes That Lead to an Amino Acid Replacement, Affect a Splice Site or Are Located in an UTR, and That: 1) Have BF \> 10 in Favor of Selection Using Either the 1000G and CG Data Sets and 2) Are a Good Fit (*P* \> 0.05) to the Selection Model Using Both the 1000G and CG Data Sets.PositionLog(BF)Log(*s*) (1K)Log(*s*) (CG)*t*~S~ (1K)*t*~S~ (CG)ClassGenechr1:384232321.05−1.95−2.69,47610,3223′-UTR*SF3A3*chr1:781837391.96−1.03−1.9911,5967,777Splice*USP33*chr1:1145163564.76−1.47−0.625,09411,8783′-UTR*HIPK1*chr1:1627502081.21−1.95−3.8511,7379,3333′-UTR*DDR2*chr3:94282111.44−1.59−3.776,6488,7673′-UTR*THUMPD3*chr3:285031571.55−1.35−2.0411,5964,3843′-UTR*ZCWPW2*chr3:473167971.16−1.99−0.5811,31312,3023′-UTR*KIF9*chr3:473860601.05−2.08−0.6612,30311,0293′-UTR*KLHL18*chr3:520090911.41−1.59−2.4811,7373,5355′-UTR*ABHD14B*chr3:521093491.21−1.87−2.3611,87911,1713′-UTR*POC1A*chr4:1039360401.17−1.39−3.378,4862,8285′-UTR*SLC9B1*chr4:1399832982.52−2.28−0.6610,18211,7365′-UTR*ELF2*chr4:739306261.06−1.23−3.4510,0417,212Splice*COX18*chr5:865644771.14−1.27−1.9910,74811,171NonSyn*RASA1*chr7:731139992.18−1.47−1.197,6389,4743′-UTR*STX1A*chr9:1272826091.23−1.71−1.9110,32410,8883′-UTR*NR6A1*chr10:1027245151.17−2.4−3.8111,87912,1603′-UTR*FAM178A*chr10:152541621.01−2.16−3.779,90012,3023′-UTR*FAM171A1*chr11:649007431.17−1.47−2.3211,4559,3335′-UTR*SYVN1*chr11:664065031.17−1.39−1.918,3454,6675′-UTR*RBM4*chr11:664537021.3−1.27−1.957,0738,0603′-UTR*SPTBN2*chr11:1297699741.64−1.19−1.4712,16110,3223′-UTR*PRDM10*chr13:411321491.06−2.36−3.1312,1619,1913′-UTR*FOXO1*chr13:523018111.48−1.19−1.636,0839,757Splice*WDFY2*chr16:669470641.14−3.09−1.5510,4657,212NonSyn*CDH16*chr16:669687601.3−2.48−1.758,0627,2125′-UTR*CES2*chr17:279592582−4.01−2.0411,8798,060NonSyn*SSH2*chr20:333375292.24−3.69−2.766,64811,029NonSyn*NCOA6*chr20:354123231.43−1.11−1.398,2036,5053′-UTR*SOGA1*chr22:407240582.34−1.83−1.999,0526,6463′-UTR*TNRC6B*chr22:407609781.08−1.95−0.946,7906,080NonSyn*ADSL*[^2]

We verified that sites with high BF in favor of selection did not lie in regions with high probability of having been introgressed from Neandertals into modern humans, as one would not expect this for modern-human-specific selective events. To do so, we retrieved the inferred probability of Neandertal ancestry (*P*~NA~) in a panel of European and Asian present-day humans from [@msu255-B42] at the nearest informative SNP of each tested fixed SNCs. We plotted *P*~NA~ as a function of each SNC's inferred selective coefficient or its BF ([supplementary fig. S5](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1), [Supplementary Material](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) online). Though we did not use Eurasians in our calculation of summary statistics, sites with large BF have low probability of Neandertal ancestry in Eurasians: *P*~NA~ \< 0.047 for all SNCs with BF \> 10, and the mean *P*~NA~ at SNCs with BF \> 10 is equal to 28--88% of the mean *P*~NA~ at all tested fixed SNCs and 23--39% of the mean *P*~NA~ at all informative SNPs (depending on the data set and number of PLS-DA components used).

The largest BF in favor of the selection model is found in a 3′-UTR SNC in the *HIPK1* gene, coding for a kinase that is involved in antioxidative stress response ([@msu255-B7]; [@msu255-B45]) and the regulation of eyeball size and retinal formation during embryonic development. Another 3′-UTR with a large BF in favor of selection is located in *STX1A*, a gene encoding a syntaxin involved in ion channel regulation and synaptic exocytosis ([@msu255-B19]; [@msu255-B46]). We also find the 5′-UTR SNCs with large BF in *RBM4*, coding for a protein involved in the response to hypoxia ([@msu255-B49]).

Among the nonsynonymous changes, we find an SNC with large BF that leads to an amino acid change (Ala-to-Val) in the C-terminal domain of adenylosuccinate lyase (ADSL), coding for an enzyme involved in purine metabolism ([@msu255-B44]; [@msu255-B14]). This gene has been previously identified as belonging to the Human Phenotype Ontology ([@msu255-B39]) categories "aggressive behavior" and "hyperactivity," which are particularly enriched for amino acid replacements in the modern human lineage (including the one in ADSL) ([@msu255-B5]). Additionally, we observe a nonsynonymous SNC in RASA1, which has been involved in vascular malformations ([@msu255-B18]) and a splice site SNC in WDFY2, which has an important role in endocytosis ([@msu255-B16]). We also observe a change with high BF in a splice site found in USP33, coding for a deubiquinating enzyme that may play a role in centrosome duplication ([@msu255-B25]).

Discussion
==========

We tried to find differences in signatures of positive selection around different categories of modern-human-specific SNCs, where Neanderthals and Denisovans carry the ancestral allele. We evaluated the sensitivity and specificity of a variety of different statistics and implemented them in an ABC method. We attempted to correct for differences in mutation rates and background selection by scaling our statistics by the divergence to an outgroup species ([@msu255-B17]; [@msu255-B43]) and using carefully matched regions ([@msu255-B8]), but did not explicitly model differences in background selection across the genome. A future avenue of research could be to include these differences into our modeling approach. We also only focused on signatures of selection predicted to be left by hard sweeps and so did not consider cases of soft sweeps or polygenic adaptation. Finally, we have not explored more complex demographic scenarios in the modern human population, due to the impossibility of generating selective allele trajectories in *msms* that allow for population size changes and migration, while conditioning on the time of fixation.

We do not detect a significant difference in patterns of positive selection between nonsynonymous and synonymous changes, regardless of whether we merely look at differences in scaled diversity or whether we use the more sophisticated ABC method. There are three possible reasons for this: a) Hard selective sweeps at nonsynonymous sites were not a predominant adaptive process in the modern human lineage, as has been argued with respect to the entire human lineage since the human--chimpanzee ancestor ([@msu255-B17]); b) hard sweeps were common but selection was too weak to be detectable with our method; or c) strong variation in the intensity of background selection along the genome is occluding the signal. [@msu255-B8] argue a comparison between regions centered on nonsynonymous and synonymous changes will be biased against finding evidence for positive selection, because regions with synonymous changes will be enriched for genes under strong constraint and therefore under strong background selection. Given that fixations that are exclusive to the modern human lineage had a small period of time to rise in frequency, it is likely that a large proportion of nonsynonymous changes arose in regions of low constraint. Taking background selection into account may thus be especially important in this case.

We found that when controlling for patterns of background selection, a slight enrichment for positive selection at nonsynonymous sites becomes more apparent, though only marginally significant at specific quantiles, after accounting for multiple testing. This lends some support to hypothesis (c), but we do not think we have enough data to reject the null hypothesis of rarity of classic sweeps in the lineage that is specific to modern humans.

Splice site SNCs show significantly reduced scaled diversity relative to both intergenic and synonymous changes, suggesting a possibly important role for alternative splicing in recent human evolution. Our ABC approach echoes this pattern, but yields significant results only in a few of the quantiles tests. Additionally, regulatory motif positions appear not to show reduced scaled diversity, suggesting either that our sample size for these regions is too low or that other types of regulatory changes may need to be tested to look for selection at nongenic sequences.

Among the changes with highest BF in favor of the selection model, we find sites in genes involved in various biological processes including metabolism, heart development, and ion channel regulation. These changes are promising candidates for selection in the modern human lineage. However, further computational and experimental analyses will be needed to verify whether any of them was important in recent human evolution.

Materials and Methods
=====================

Data
----

We sought to look for signatures of positive selection around autosomal candidate SNCs that were fixed derived in 1000G present-day humans ([@msu255-B12]) and homozygous ancestral in Denisova and Altai Neanderthal ([@msu255-B30]; [@msu255-B35]) and that passed quality filters detailed in [@msu255-B35]. We filtered for sites that were 5 cM away from any centromeric or telomeric boundary. We classified these sites by different types of genomic consequences using the Ensembl Variant Effect Predictor v2.5 ([@msu255-B27]), yielding 83 nonsynonymous SNCs, 103 synonymous SNCs, 35 SNCs in splice sites, 295 SNCs in 3′-UTR, 73 SNCs in 5′-UTR, and 21 SNCs in regulatory motif positions. As a negative control, we also tested 300 randomly sampled modern-human-specific SNCs in intergenic regions, where we expect selection to be less prominent than in genic or regulatory regions. We also tested 300 randomly sampled nonsynonymous changes that are fixed derived in present-day humans, Denisovans, and Neanderthals and that are far from any modern-human-specific nonsynonymous SNC to determine whether signatures of selection after the split are significantly stronger than before the split, due to the recency of postsplit sweeps.

To represent present-day humans in the calculation of summary statistics, we used the genomes of human individuals who belong to populations that show little to no evidence of Neanderthal or Denisovan introgression, unlike Eurasians ([@msu255-B15]) and Melanesians ([@msu255-B38]). We obtained phased genotypes from two different data sets. First, we used a panel of 100 phased Yoruba sequences and 100 phased Luhya sequences from Phase 1 of the 1000G ([@msu255-B12]; [@msu255-B1]). These sequences were obtained by combining low-coverage whole-genome shotgun sequencing and high-coverage exome capture sequencing.

Second, we used a panel of nine Yoruba diploid genomes and eight Luhya diploid genomes produced by whole-genome sequencing ([@msu255-B6]), and made available by CG (<http://www.completegenomics.com/public-data/>, last accessed February 25, 2014). We computationally phased these data using Beagle 4 ([@msu255-B4]) to obtain a total of 26 phased haploid genomes. These sequences have high coverage (51--89×) and low error rates (one miscalled variant per 100 kb) ([@msu255-B6]). To improve accuracy in phasing, we used all 54 diploid genomes from across the globe that belong to the published CG panel, but restricted to the phased Yoruba and Luhya genomes for subsequent analyses. Although the 1000G data set contains a larger number of individuals than the CG data set, the 1000G data set may cause biases in the calculation of summary statistics due to increased coverage at exonic regions, whereas the latter data should not produce such biases.

To account for variability in recombination rates, we transformed distances in base pairs to distances in centimorgans using the HapMap II recombination map ([@msu255-B31]).

Diversity Scaled by Divergence
------------------------------

We first applied the method developed in [@msu255-B43] and [@msu255-B17] to look at signatures of selection in different classes of modern-human-specific SNCs. Briefly, for a sample of size *n* sequences, with major allele frequency *p*, we calculated diversity per site ($2*p*\lbrack 1 - p\rbrack*n/\lbrack n - 1\rbrack$) scaled by the divergence per site from the human reference to the human--chimpanzee ancestor and analyzed in nonoverlapping windows of size 0.01 or 0.005 cM, throughout a 3-cM region centered around the candidate changes. Divergence was calculated using Ensembl EPO primate alignments ([@msu255-B32]; [@msu255-B32]). To increase power, we produced a folded version of the plots from [@msu255-B43], combining windows that were equidistant from the candidate site but on opposite sides of it ([fig. 1](#msu255-F1){ref-type="fig"} and [supplementary fig. S2](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) for 1000G data, [figs. S1](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) and [S3](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) for CG data, [Supplementary Material](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) online). We performed 100 bootstraps in each genomic category to obtain 95% confidence intervals.

To test for significant differences in scaled diversity in the immediate neighborhood of the candidate sites among different genomic categories, we computed pairwise one-tailed *P* values based on 10,000 bootstraps of presumably neutral (e.g., synonymous) changes tested against putatively functional classes of changes, as described in [@msu255-B17], in a 0.02-cM-wide region centered on the candidate site. To increase power, we divided each region at the position of the fixed SNC, treating the two 0.01-cM-wide regions on opposite sides of a fixed SNC as distinct observations (effectively folding the signal as above). To prevent biases caused by clustering of SNCs of the same type, we subsampled the changes within each functional category, so that each SNC was more than 100 kb from any other SNC in the same category.

*P* values were estimated as $(i + 1)/(N + 2)$, where *N* is the total number of bootstraps and *i* is the number of bootstraps in which the scaled diversity around neutral (e.g., synonymous) SNCs was lower than the scaled diversity around presumably functional (e.g., nonsynonymous) SNCs. Because we used 10,000 bootstraps, the minimum possible *P* value is therefore 0.00009998. As we expect only a small proportion of sites within each category to be positively selected, if at all, we also repeated these tests after filtering for different quantiles of scaled diversity in each of the two categories under comparison ([fig. 2](#msu255-F2){ref-type="fig"}).

Simulations
-----------

We explored how well different statistics perform in detecting signatures of ancient hard selective sweeps. We used *msms* ([@msu255-B9]) to simulate a history of two populations (A and B) with a selective sweep event exclusive to population A, conditioned on the time of completion of the sweep ([fig. 6](#msu255-F6){ref-type="fig"}). The mutation rate was set to *μ* at $2.5 \times 10^{- 8}$ per base-pair per generation and the recombination rate to *ρ* at $10^{- 8}$ per base-pair per generation. We also assumed that F[ig]{.smallcaps}. 6.Tree representing *msms* runs to simulate a change in a site that is homozygous ancestral in an archaic human (Pop. B) and rises to fixation in modern humans (Pop. A). *t*~AB~, modern-archaic split time; *t*~S~, derived allele fixation time.

1\) the split time between the two populations is known;

2\) the selected site is fixed derived in population A; and

3\) two copies of the candidate site have been sampled from population B and they are both ancestral.

These conditions are meant to reflect a situation in which a candidate site of interest is fixed derived in a population with a large number of sequenced individuals---for example present-day humans---but also is homozygous ancestral in a closely related population from which only one high-quality (unphased) genome is available---for example Neanderthals. Both populations are of constant size, $N_{\text{e}} = 10,000$, and the number of sampled haploid individuals from population A is equal to 200 (1000G-like simulation) or 26 (CG-like simulation).

Because *msms* does not allow for backward simulations containing both a population split and a selective sweep conditioned on the time the sweep ends, we used a combination of simulations to generate the desired gene genealogies. First, we produced a trajectory under selection in population A, specifying the magnitude of the selection coefficient (*s*) and the time the selected allele reached fixation (*t*~S~) in units of $4N_{\text{e}}$ generations. Then, we simulated another trajectory for the allele in population B without selection, starting from the time the two populations split and setting the initial frequency of the derived allele equal to the frequency of the derived allele in population A at the time the two populations split. Finally, we simulated a two-population history forward-in-time using the two trajectories generated before-hand, under constant population sizes. For a given set of parameters, we used rejection sampling to condition on having observed two copies of the ancestral allele at the candidate site in population B.

We note that this method allows for cases in which the selected allele arises before the split time, if the fixation time is set sufficiently far in the past. In such a case, selection would have operated both in population A and in the ancestral population, but not in population B after the separation from A. Thus, the derived allele would have been either lost during B's history or segregating in B but not sampled in the present.

Statistics
----------

We simulated a 5-cM region around a candidate site and observed the behavior of different statistics in a smaller core region surrounding the site. We define four summary statistics calculated on blocks of a particular number *X* of SNPs, which we use to detect footprints of ancient selection for a favored allele that is fixed in population A.

*H*~E~: Population diversity ($= 2pq$) per SNP in population A, averaged over a block of *X* adjacent SNPs.

*H*~M~: Haplotype majority frequency in a block of *X* adjacent SNPs in population A

*H*~S~: Haplotype frequency sample skewness in a block of *X* adjacent SNPs in population A. Sample skewness was calculated as $m_{3}/{(m_{2})}^{3/2}$ where *m*~3~ is the sample third central moment of haplotype counts and *m*~2~ is the sample variance.

*H*~I~: Inconsistency of the majority haplotype in a block of *X* adjacent SNPs in population A with the diploid genotype corresponding to the same set of SNPs observed in the two (unphased) sequences from population B (equal to 0 if the majority haplotype in A can be obtained from the diploid genotype in B and equal to 1 otherwise).

*H*~E~, *H*~M~, *H*~S~, and *H*~I~ were calculated on blocks of *X* SNPs with a (*X* − 1) SNP overlap with the immediately adjacent blocks on either side. We tested a range of numbers for the size *X* of the block: 1, 2, 4, or 8 SNPs. We averaged the values of each statistic for all blocks within nonoverlapping 0.1-cM windows in the neighborhood of the selected site (2.5 cM downstream and 2.5 cM upstream). We explored a range of selection regimes ($s = 0.1,s = 0.01,s = 0$), times since fixation ($t = 0.025,t = 0.125,t = 0.225,t = 0.325$), and number of present-day human sequences sampled (200 to mimic the 1000G data and 26 to mimic the CG data). We then observed the behavior of the average per-window value of the statistics in 200 simulations all run under the same selection coefficient and time since fixation ([supplementary fig. S6](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1), [Supplementary Material](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) online). *t* is measured in units of $4N_{\text{e}}$ generations, so with *N*~e~ = 10,000, *t* = 0.325 corresponds to 13,000 generations. We assumed populations A and B split 16,000 generations ago.

*H*~E~ and *H*~M~ are meant to measure the reduction in SNP and haplotype diversity, as a consequence of a completed selective sweep. *H~S~* is meant to account for the fact that mutations occurring some time after the sweep may decrease the frequency of the majority haplotype (lowering *H*~M~), but will increase the skewness in the haplotype frequency distribution, due to an abundance of singleton and low-frequency haplotypes. As predicted by deterministic and coalescent theory ([@msu255-B26]; [@msu255-B20]), the observed signature of reduced genomic variation extends for a region of approximately $0.1*s/\rho$ bp in size, so, for example, in the case of *s* = 0.1, the reduction in *H*~E~ can be seen in a region approximately $10^{6}$ bp long soon after the sweep completes ([supplementary fig. S6](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1), [Supplementary Material](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) online).

The statistic *H*~I~ is particularly interesting because it uses information from the recently diverged population in which the sweep did not occur (population B). In the case of selection exclusive to modern humans, population B corresponds to archaic humans, for example, Neanderthals. This statistic has most power at intermediate values of *t*~S~. We hypothesize the reason is that an ancient selective sweep creates a star-like genealogy early in the history of population A. Consequently, the majority haplotype will resemble the ancestral haplotype, because most mutations occurring after the sweep will be private to distinct lineages within population A and thereby not contribute much to the majority haplotype. In contrast, a recent sweep will drive a single haplotype that may have already accumulated some mutations specific to population A to high-frequency and this haplotype will therefore not resemble the ancestral haplotype. Thus, this statistic allows us to gain information otherwise not available about the time since completion of the sweep. When calculating *H*~I~ on real data, we used the Altai Neanderthal genome to obtain the archaic genotype.

For parameter inference methods described below, we standardized the values of the statistics in the core sweep region relative to local patterns of variation. We calculated the difference between the average value of each statistic *X* in an internal region (Int\[X\]) that extends 0.02 cM to either side of the candidate site and the average value in an external region (Ext\[X\]) that extends from 0.6 cM up to 2.5 cM on either side of the candidate site. We then divided this difference by the standard deviation (SD) of the statistic in the external region. In addition, we multiplied this ratio by the ratio of the divergence of the human reference to the human--chimpanzee ancestor in the internal region (Int\[*D*~NC~\]) over the same divergence in the external region (Ext\[*D*~NC~\]). In this way, we aim to control for differences in mutation rates between the external and internal regions. As an example, the standardized version of the *H*~E~ statistic, $H\prime\prime_{\text{E}}$, is obtained as follows: $$H\prime\prime_{\text{E}} = \frac{\text{Mean}(\text{Int}\lbrack H_{\text{E}}\rbrack) - \text{Mean}(\text{Ext}\lbrack H_{\text{E}}\rbrack)}{\text{SD}(\text{Ext}\lbrack H_{\text{E}}\rbrack)}*\frac{\text{Int}\lbrack D_{\text{NC}}\rbrack}{\text{Ext}\lbrack D_{\text{NC}}\rbrack}.$$ Equivalent transformations were made to *H~M~*, *H~S~* and *H~I~* to obtain $H\prime\prime_{\text{M}}$, $H\prime\prime_{\text{S}}$ and $H\prime\prime_{\text{I}}$.

We also took simple ratios of $\text{Int}\lbrack X\rbrack$ over $\text{Ext}\lbrack X\rbrack$ for each statistic, controlling for divergence to the human--chimpanzee ancestor in the internal region (by either multiplying or dividing by the divergence ratio, depending on the statistic), but without accounting for the SD of these values in the external region. We labeled this simple ratio as $H\prime_{\text{X}}$, for a given statistic *X*. For example: $$H\prime_{\text{E}} = \frac{\text{Mean}(\text{Int}\lbrack H_{\text{E}}\rbrack)}{\text{Mean}(\text{Ext}\lbrack H_{\text{E}}\rbrack)}/\frac{\text{Int}\lbrack D_{\text{NC}}\rbrack}{\text{Ext}\lbrack D_{\text{NC}}\rbrack}.$$ All $H\prime$ and $H''$ statistics and their expected behavior under positive selection are listed in [table 2](#msu255-T2){ref-type="table"}. Table 2.Summary Statistics Mentioned in Main Text.NameFormulaBehavior Near Positively Selected Allele (relative to neutrality)$H\prime\prime_{\text{M}}$$\frac{\text{Mean}(\text{Int}\lbrack H_{\text{M}}\rbrack) - \text{Mean}(\text{Ext}\lbrack H_{\text{M}}\rbrack)}{\text{SD}(\text{Ext}\lbrack H_{\text{M}}\rbrack)}*\frac{\text{Int}\lbrack D_{\text{NC}}\rbrack}{\text{Ext}\lbrack D_{\text{NC}}\rbrack}$Positive$H\prime\prime_{\text{S}}$$\frac{\text{Mean}(\text{Int}\lbrack H_{\text{S}}\rbrack) - \text{Mean}(\text{Ext}\lbrack H_{\text{S}}\rbrack)}{\text{SD}(\text{Ext}\lbrack H_{\text{S}}\rbrack)}*\frac{\text{Int}\lbrack D_{\text{NC}}\rbrack}{\text{Ext}\lbrack D_{\text{NC}}\rbrack}$Positive$H\prime\prime_{\text{E}}$$\frac{\text{Mean}(\text{Int}\lbrack H_{\text{E}}\rbrack) - \text{Mean}(\text{Ext}\lbrack H_{\text{E}}\rbrack)}{\text{SD}(\text{Ext}\lbrack H_{\text{E}}\rbrack)}*\frac{\text{Int}\lbrack D_{\text{NC}}\rbrack}{\text{Ext}\lbrack D_{\text{NC}}\rbrack}$Negative$H\prime\prime_{\text{I}}$$\frac{\text{Mean}(\text{Int}\lbrack H_{\text{I}}\rbrack) - \text{Mean}(\text{Ext}\lbrack H_{\text{I}}\rbrack)}{\text{SD}(\text{Ext}\lbrack H_{\text{I}}\rbrack)}*\frac{\text{Int}\lbrack D_{\text{NC}}\rbrack}{\text{Ext}\lbrack D_{\text{NC}}\rbrack}$Positive or negative depending on *s*, *t~S~* and distance from selected site$H\prime_{\text{M}}$$\frac{\text{Mean}(\text{Int}\lbrack H_{\text{M}}\rbrack)}{\text{Mean}(\text{Ext}\lbrack H_{\text{M}}\rbrack)}*\frac{\text{Int}\lbrack D_{\text{NC}}\rbrack}{\text{Ext}\lbrack D_{\text{NC}}\rbrack}$Larger than 1$H\prime_{\text{S}}$$\frac{\text{Mean}(\text{Int}\lbrack H_{\text{S}}\rbrack)}{\text{Mean}(\text{Ext}\lbrack H_{\text{S}}\rbrack)}*\frac{\text{Int}\lbrack D_{\text{NC}}\rbrack}{\text{Ext}\lbrack D_{\text{NC}}\rbrack}$Larger than 1$H\prime_{\text{E}}$$\frac{\text{Mean}(\text{Int}\lbrack H_{\text{E}}\rbrack)}{\text{Mean}(\text{Ext}\lbrack H_{\text{E}}\rbrack)}/\frac{\text{Int}\lbrack D_{\text{NC}}\rbrack}{\text{Ext}\lbrack D_{\text{NC}}\rbrack}$Smaller than 1$H\prime_{\text{I}}$$\frac{\text{Mean}(\text{Int}\lbrack H_{\text{I}}\rbrack)}{\text{Mean}(\text{Ext}\lbrack H_{\text{I}}\rbrack)}/\frac{\text{Int}\lbrack D_{\text{NC}}\rbrack}{\text{Ext}\lbrack D_{\text{NC}}\rbrack}$Larger or smaller than 1 depending on *s*, *t*~s~ and distance from selected site[^3]

Performance in Rejecting Neutrality
-----------------------------------

We tested the power of each of the statistics to reject neutrality using simulations. We calculated the fraction of selective sweep simulations (out of 200) where the statistic of interest reaches more extreme values than 90% of the values reached by the same statistic in 200 simulations under neutrality. For the case when 200 sequences are available (like in the 1000G panel), [supplementary figure S7](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1), [Supplementary Material](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) online, shows power curves comparing simulations under selection with particular fixation times (*x* axis) against simulations under neutrality in which the neutral allele fixed at the same time. [Supplementary figure S8](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1), [Supplementary Material](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) online, shows a slightly different way to compute power, where instead of comparing selective and neutral simulations with the same fixation time, we compared selective simulations with particular fixation times against a combination of neutral simulations where the allele may have fixed recently or anciently. [Supplementary figures S9](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) and [S10](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1), [Supplementary Material](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) online, show the corresponding power curves for the case when 26 sequences are available (like in the CG panel). Though the diversity, skewness and haplotype majority statistics perform well for recent sweeps, the $H\prime\prime_{\text{I}}$ statistic appears to be the best performing statistic when the sweep is ancient (especially for blocks of size 4 and 8 SNPs). This suggests $H\prime\prime_{\text{I}}$ might be useful in distinguishing ancient from recent sweeps, as it reaches its maximum value at an intermediate value of *t*~S~.

In all analyses below, we chose to use the normalized statistics ($H\prime\prime_{\text{X}}$) rather than the ratio statistics ($H\prime_{\text{X}}$) because accounting for the SD of the statistics over a neutral region serves to control for regional differences in mutation rates which we did not model in our simulations. We calculated receiving operator characteristic (ROC) curves to compare the specificity and sensitivity of these statistics under different parameters, comparing selective and neutral simulations with the same fixation times. [Figure 7](#msu255-F7){ref-type="fig"} (1000G-like data) and [supplementary figure S11](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) (CG-like data), [Supplementary Material](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) online, show that, for recent sweeps, $H\prime_{\text{M}}$ and $H\prime_{\text{E}}$ perform best, but their performance is worse than that of $H\prime_{\text{I}}$ when the sweep is ancient (approximately $> 5,000$ generations). F[ig]{.smallcaps}. 7.ROC curves showing performance in rejecting neutrality for different statistics (with SNP blocks of size 4) under different selection coefficients and times since fixation, when 200 modern human sequences are available (like in the 1000G data). Note that the specificity and sensitivity of H″*~I~* (relative to the other statistics) are higher than the specificity and sensitivity of other statistics when the sweep is ancient.

Parameter Estimation Using ABC
------------------------------

We wanted to estimate two parameters of interest: The time since fixation in population A in coalescent units (*t*~S~) and the logarithm base 10 of the selection coefficient of the favored allele ($\text{log}_{10}\lbrack s\rbrack$). We implemented an ABC method of parameter estimation and model testing, similar to [@msu255-B34] and [@msu255-B11], using *msms* and the package ABCtoolbox ([@msu255-B52]). We assumed a human--chimpanzee population split time *t*~HC~ = 5 coalescent units and a modern--archaic human population split time *t*~HN~ = 0.5 coalescent units.

We used uniform prior distributions to sample parameters of interest: $t_{S} \sim \text{Unif}\lbrack 0\text{ to }0.35\rbrack,$$\text{log}_{10}(s) \sim \text{Unif}\lbrack - 4.5\text{ to } - 0.5\rbrack,$$\theta \sim \text{Unif}\lbrack 2,500\text{ to }5,000\rbrack.$

Here, *θ* equals $4N_{e}\mu$, where *N~e~* is the effective population size and *μ* is the mutation rate per generation in a $5 \times 10^{6}$ bp region around the selected site. The statistics we use are, however, largely insensitive to the overall mutation rate, because we only look at relative differences in variation between two regions, controlling for the SD in variation for a given *θ*. We fixed the recombination rate at $10^{- 8}$ per base pair per generation, so that the total simulated region is equivalent to 5 cM.

For each set of sampled parameters, we simulated using rejection sampling until we observed two copies of the ancestral allele at the candidate site in population B. The upper bound on the prior for *t*~S~ is a heuristic limit meant to keep the sampling step from becoming inconveniently long. As *t*~S~ increases and approaches the split time of populations A and B, it becomes very hard to sample neutral or weakly selected allele trajectories conditional on them being ancestral in population B. In other words, neutral or weakly selected alleles that are ancestral in at least two members of population B (and are therefore either segregating or fixed ancestral in the ancestral presplit population) are very unlikely to go to fixation fast enough in population A. Consequently, it takes a very long time to obtain trajectories where the sweep finishes shortly after the population split time. Furthermore, [figure 7](#msu255-F7){ref-type="fig"} shows that the upper bound we use for the time since fixation *t*~S~ (14,000 generations) coincides with the time at which the sensitivity to distinguish selection from neutrality becomes small, for any of the statistics we consider.

We used $H\prime\prime_{\text{E}}$, $H\prime\prime_{\text{M}}$, $H\prime\prime_{\text{S}}$, and $H\prime\prime_{\text{I}}$ (calculated over 4 and 8-SNP blocks) as summary statistics around the candidate site in two regions of different length (0--0.02 cM on either side and 0--0.2 cM on either side), in addition to two other versions of these statistics calculated by defining interior regions located away from the site: 0.02--0.04 cM on either side, 0.04--0.06 cM on either side. As before, the external regions are defined to extend 0.6--2.5 cM away from the candidate site, on either side. SDs for all statistics were calculated over all 4-SNP blocks in the external regions. The values of $H\prime\prime_{\text{E}}$, $H\prime\prime_{\text{M}}$, $H\prime\prime_{\text{S}}$, and $H\prime\prime_{\text{I}}$ throughout the entire parameter space explored are shown in [@msu255-B1] as a function of *t*~S~ and in [@msu255-B1] as a function of $\begin{array}{l}
{\text{log}_{10}(s)} \\
\end{array}$, [Supplementary Material](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) online. One can clearly observe that $H\prime\prime_{\text{I}}$ does not decrease monotonically in absolute value as *t*~S~ increases but tends to be negative for recent sweeps and positive for ancient sweeps. $H\prime\prime_{\text{S}}$ also shows a small increase at slightly older sweeps relative to very recent sweeps, presumably due to the increase in haplotype skewness as a consequence of singleton haplotypes occurring some time after the sweep.

We linearized all statistics using Box--Cox transformation ([@msu255-B3]). We extracted the first ten orthogonal components that best explained the variance in parameter space using Partial Least-Squares (PLS) regression ([@msu255-B48]) trained on 1,000 simulations ([@msu255-B2]; [@msu255-B51]). [Supplementary figure S14](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1), [Supplementary Material](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) online, shows that only an extremely small decrease in root mean squared error can be gained by using more components. This figure also shows that our statistics are sensitive to the parameters of interest, but insensitive to *θ* (as expected), so we chose not to try to estimate the latter. For model choice, we used the first ten PLSDA components instead ([@msu255-B48]; [@msu255-B23]; [@msu255-B34]). We also reran all our tests but using a smaller number (3) of PLSDA and PLS components to test the robustness of our results to the number of components used.

We produced 10,000 simulations under the specified priors and, for each site we considered, kept the best 100 simulations with the smallest Euclidean distance to the observed PLS components. To estimate parameters, we used the "standard" estimation method implemented in ABCtoolbox, with a postsampling regression adjustment ([@msu255-B24]; [@msu255-B52]). In order to reject neutrality, we also ran 10,000 simulations under the same priors except for *s*, which was set to 0. For each site tested, we calculated a BF, defined as the ratio of the marginal probability of the observed data under selection over the marginal probability of the observed data under neutrality, assuming a prior hypothesis of equal probability for the two models. We kept population sizes constant across all populations because of the impossibility of generating variable population size trajectories for population A conditioned on the time since fixation in *msms*.

We also repeated inferences but assuming a smaller (5× reduced) size for population B, relative to population A, starting immediately after the population split, which is roughly consistent with heterozygosity patterns and pairwise sequentially Markovian coalescent demographic inferences obtained using the Neanderthal and Denisovan genomes in [@msu255-B35]. Under this model, we observe qualitatively similar trends to the constant-size model, but focus on results from the latter in the Results and Discussion.

We applied the ABC method developed above to the modern-human-specific SNCs in each category. We excluded from our analysis any changes: a) That were located within centromeres or telomeres or within less than 5 cM from their boundaries.b) Whose corresponding central or nearby interior regions lacked information about the chimpanzee-ancestor allele state or had low local constraint or high local mutation rate ($\text{Int}\lbrack D_{\text{NC}}\rbrack/\text{Ext}\lbrack D_{\text{NC}}\rbrack > 2$), as they artificially inflate the magnitude of our statistics beyond the values simulated in our ABC method.

In one version of our testing procedure (Test A), we also excluded sites that were bad fits to both the selection and the neutral models (i.e., changes with *P* \< 0.05 for both models). This amounted to the exclusion of between 4% and 22% of the sites that passed filter b), depending on the functional category considered. In a different version (Test B), we also include these sites.

Evaluation of ABC Performance
-----------------------------

We evaluated the performance of the ABC method by generating sets of 100 simulations under known parameters, in all cases with *θ* fixed at 3,700 for the entire 5-Mb region, and then running the ABC pipeline to both obtain BF in favor of selection and infer parameters of interest: *s* and *t*~S~. Predictably, BF are generally positive when *s* is large and *t*~S~ is small and then decrease for weaker selection and older sweeps ([fig. 8](#msu255-F8){ref-type="fig"} for the case when 200 sequences are available, [@msu255-B1] for the case when 26 sequences are available, [@msu255-B1] for the case when two data sets are available, [Supplementary Material](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) online---one with 200 sequences and one with 26 sequences, as in [table 1](#msu255-T1){ref-type="table"}). Importantly, the proportion of simulations with large BF is very small in the case of neutrality (\<0.05 for a BF cutoff of \>10 or \>100), meaning that the proportion of false positives under neutrality should also be small. The accuracy of inferred parameters is similarly dependent on the strength and recency of selection, as can be seen in [@msu255-B1] for $\text{log}_{10}(s)$ and in [@msu255-B1] for *t*~S~, [Supplementary Material](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) online, assuming 200 sequences are available. We note that the distribution of estimated values of selection when *s* = 0.001 looks very similar to the neutral distribution, suggesting that we cannot distinguish weak selection from neutrality. [Supplementary figures S19](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) and [S20](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1), [Supplementary Material](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) online, show equivalent plots for the case when 26 sequences are available. F[ig]{.smallcaps}. 8.Sets of 100 simulations were run through the ABC pipeline to obtain BF in favor of selection (vs. neutrality) under different known parameters (PLSDA = 10). The colored lines show the proportion of the simulations that have a BF larger than the specified cutoffs, when 200 present-day human sequences are available. The thick black line denotes the 0.05 significance cutoff. *s*, selection coefficient; *t*, time since derived allele fixation, in generations.

We also wished to verify whether we were picking up similar signatures of selection as in the HMM selective sweep screen of [@msu255-B35]. To do so, we obtained the 100 most disruptive modern-human-specific SNCs in the HMM regions and the 100 most disruptive modern-human-specific SNCs genome--wide. Diruptiveness was determined using a combined annotation score developed in [@msu255-B22] and used in [@msu255-B35]. As expected, when comparing the two lists, our ABC method infers significantly larger BF in favor of positive selection in the HMM SNCs, relative to the genome--wide SNCs ([supplementary fig. S21](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) when using the first three PLS/PLSDA components, [supplementary fig. S22](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) when using the first ten components, [Supplementary Material](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) online).

Controlling for Fine-Scale Differences in Background Selection
--------------------------------------------------------------

We ran our ABC method on carefully sampled regions that matched the internal regions corresponding to nonsynonymous SNCs in a variety of genomic properties, using a method similar to the one developed in [@msu255-B8]. This way, we aimed to mimic the patterns of background selection found around the nonsynonymous changes. For each region corresponding to a nonsynonymous change, we first sampled 2,000 regions of the genome that did not overlap with the 0.04 cM internal region corresponding to that change but that had the same physical length. We also required that we had human--chimpanzee ancestor information (Ensembl EPO) ([@msu255-B32]; [@msu255-B32]) for more than two-thirds of the bases in each sample region and that the average human--chimpanzee divergence in each sample region be within 75% and 125% of the divergence in the corresponding test region. We then sequentially applied the following filters, removing regions that did not pass them: No overlap with any of the test regions, similar B score ([@msu255-B29]) (top 10% best-matching), similar GC content (top 25% best-matching), similar recombination rate (top 25% best-matching), similar genomic content (40--400% of the "conserved CDS" \[CCDS\] density inside the test region \[[@msu255-B8]\], 33--500% of the UTR density inside the test region, \>33% of the CCDS density surrounding the test region). For each of the test regions, we randomly selected three sample regions that passed all filters.

We tested the distributions of the sampled regions against the test regions for significant differences, using a WRT. The distributions for divergence (*P* = 0.69), *B* scores (*P* = 0.65), GC content (*P* = 0.3), recombination rate (*P* = 0.85), and genomic content (*P* = 0.52) are not significantly different. The *P* value for GC content is somewhat low because of an excess of high-GC regions which is difficult to match. For those criteria that did not involve fixed percent ranges, but that instead consisted in top best-matching criteria, we show the distribution of the genomic property in the sampled and in the test regions, after applying the filter ([supplementary fig. S23](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1), [Supplementary Material](http://mbe.oxfordjournals.org/lookup/suppl/doi:10.1093/molbev/msu255/-/DC1) online). We were not able to sample regions that matched all criteria for six regions with nonsynonymous changes, so we excluded these regions from subsequent analyses. We also subsampled both the real and the matching regions before testing, to avoid confounding effects due to clustering.

Supplementary Material
======================

[@msu255-B1] and [@msu255-B1] are available at *Molecular Biology and Evolution* online (<http://www.mbe.oxfordjournals.org/>).
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