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Abstract—In this paper we propose and evaluate the efficiency
of a location-based restoration mechanism in a dynamic multi-
domain GMPLS network. We focus on inter-domain link failures
and utilize the correlation between the actual position of a failed
link along the path with the applied restoration technique. Our
results show, that without violating the strong privacy preser-
vation requirements between domains, the proposed mechanism
has improved performance in terms of successfully restored con-
nections compared to the traditional local-to-egress and end-to-
end restoration approaches. Furthermore, the applied technique
improves the availability of the connections by minimizing the
restoration time.
Index Terms—multi-domain network, GMPLS, restoration,
location-based recovery.
I. INTRODUCTION
NEW network technologies enable increasingly highervolumes of information. As networks grow, offering
better quality of service, the consequences of a failure become
more pronounced and thus network reliability has become
a key requirement for next generation high speed networks.
Network reliability can be provided through different fault
management mechanisms applied at different network lev-
els and time scales. A crucial aspect in developing a fault
management system is the creation and routing of backup
paths. This can be achieved either statically or dynamically.
In the static case (protection), the connection backups are pre-
established. In the dynamic case (restoration), the backups
are created and/or routed dynamically in reaction to network
faults. Protection schemes provide faster recovery of the failed
path but require preplanned and/or pre-established protection
paths, which increase the needed capacity in the network.
Furthermore, protection schemes are applied only in static
networks where the traffic demands are known. Restoration
techniques on the other hand do not require additional in-
stallation of protection resources. They rely on the existing
infrastructure and utilize the available spare capacity pool at
the time of the failure.
With the increase of the available transmission capacity
and the advances in providing new transport services, new
requirements for failure handling have emerged. In particular
the requirements for differentiated reliability provisioning have
attracted attention and have resulted in extensive research work
[1], [2]. Providing differentiated failure handling can be based
not only on the service type but on other factors as well. The
authors of [3] correlate the impact of a failure with the position
of the failed link on the path and propose a novel routing
mechanism which improves the availability of the established
connections.
Unlike most of the research work in the area of differenti-
ated reliability we focus on multi-domain link failure scenarios
due to the unique implications the multi-domain environment
pose on the reliability mechanisms. In our work we pro-
pose and investigate the efficiency of a position-based failure
handling technique, which provides differentiation based on
the actual position of the failure along the path of an af-
fected connection. The work is focused on survivability in
multi-domain single-layer connection-oriented network such
as Generalized Multi-Protocol Label Switched (GMPLS) [4]
networks. The main goal is to use a simple relation between
the position of a failure and the applied failure handling
so that the a differentiated failure recovery is performed.
By this, an improvement of the availability of the Label
Switched Paths (LSPs) is achieved without requiring additional
capacity installation in the network. Furthermore, due to the
confidentiality preservation policies between the domains in a
multi-domain network, the used information for this process
is as little as possible so that no network state or topology
information is shared.
II. SURVIVABILITY IN MULTI-DOMAIN NETWORKS
The area of single domain survivability has been heavily in-
vestigated during the past years. The multi-domain case on the
other hand has not received much attention. Only few literature
sources focus on the problem of multi-domain survivability
mainly because it is assumed that a failure in a given domain
should be handled within the domain [5]. Furthermore, it is
considered that the resilience mechanisms/principles should
not be any different than in the single domain case.
A classification of the multi-domain resilience problems
can be found in [5]. Three specific failure cases pose spe-
cial challenges in multi-domain networks: inter-domain link
failure, border node failure and a full domain failure. In these
cases the survivability mechanism involves more than one
domain and thus, requires coordination between the domains,
additional intelligence and protocol extensions.
In the context of multi-domain restoration several issues can
be outlined. The first problem comes from the limited visibility
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of the nodes regarding the multi-domain connectivity and the
full network topology. The requirement for preservation of
topological and state information within the domain is based
on the strong confidentiality preservation policies between
domains. This topology filtering has a very important impli-
cation - a border node in one domain would generally have
information only about reachable destinations (edge nodes1)
in the neighboring domain, but no information about core or
border nodes. Thus, unless there are parallel links between
border nodes there is no possibility to apply local restoration
techniques for failed inter-domain links.
The next obstacle is the routing protocol used in the multi-
domain environment. Currently there are no standards for
multi-domain routing in GMPLS networks. Several approaches
are being evaluated: the Border Gateway Protocol (BGP) [6],
the Path Computation Element architecture (PCE) [7] and the
E-NNI routing specification (only for intra-carrier application)
[8]. Applying BGP necessitates protocol re-convergence after
the failure in order to obtain the restoration path, since BGP
provides only one path per destination. Employing a PCE
for path computation also includes delay for restoration path
computation, but the approach has the advantage of provid-
ing constrained-based path computation meeting various QoS
requirements. The E-NNI approach also necessitates protocol
re-convergence at different levels of the applied hierarchy. It
is obvious that the slower the path computation is, the longer
it takes to restore a failed connection. A possible solution is
relying on pre-computed link disjoint backup paths. Both the
PCE approach and some BGP extensions [9] offer solutions
for obtaining such paths.
The last obstacle can be found in the typical confidentiality
preservation policies regarding the network state. Since we
consider inter-domain link failures (the intra-domain failures
are handled within each domain privately) it is still unclear
how much information the domains are willing to share with
their neighbors regarding the inter-domain links and how
far the failure notification should be propagated. A typical
approach is to confine the failure notification only within the
domains attached to the failed link [5].
III. IMPROVING CONNECTION AVAILABILITY
In order to evaluate how resilient a network is, one uses
the notion of availability. A connection can be seen as a
composite system where its components are the fiber optic
cables, transceivers, amplifiers and other equipment employed
for transporting traffic through the network. As such, its
availability can be computed statistically based on reliability
data, i.e. the failure frequency and failure repair rate of its com-
ponents, measured over long periods of time [10]. Two such
reliability measures are the Mean Time to Repair (MTTR),
and the Mean Time Between Failures (MTBF). The MTTR is
the average time spent performing corrective actions; during
that period of time the affected component is non operative
1In WDM transport networks the Edge nodes, communicating with the
client networks, are considered to be the reachable destinations, disseminated
by the inter-domain routing protocol.
or ”down”. Considering connection oriented networks such
as GMPLS, the availability of an established Label Switched
Path (LSP) will depend on the applied recovery mechanism
[11]. Three main recovery strategies exist. Fig. 1 a) depicts
an end-to-end (E2E) recovery, also called path recovery. In
this case, once the failure is detected a notification is sent
to the node responsible of the recovery (in this case node 1,
ingress node) and an E2E disjoint path is used to send the
traffic. This scheme provides global path recovery, but during
the recovery process there are traffic losses. This is due to the
fact that the failure notification has to be passed from the node
detecting it (node 5) to the ingress node (node 1). To avoid
this notification causing data losses, local recovery, described
in Fig. 1 b) is used. In this case the path is not protected end-to-
end. Instead, each link along the path is protected separately. A
combination of these two mechanisms is referred to as local-
to-egress (L2E), Fig. 1 c). In multi-domain failure scenarios
generally only the E2E and the L2E schemes can be applied
due to the limited topological visibility of the border nodes.
As explained in Sec. II local recovery is possible only if there
are parallel links between border nodes. Furthermore, applying
L2E recovery does not require traffic merging capabilities in
each intermediate node.
Egress 
Node
Ingress
node
Working Path
E2E Backup Path
1 3 5 7 9
42 6 8
Egress 
Node
Ingress
node
Working Path
1 3 5 7 9
42 6 8
Local Backup Path
Egress 
Node
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Working Path
1 3 5 7 9
42 6 8
L2E Backup Path
a)
b)
c)
Fig. 1. Recovery schemes: a) End-to-End (path) recovery, b) Local recovery,
c) Local-to-Egress recovery.
A. Availability analysis for different restoration techniques
The availability of a path can be expressed by either
equation 1 or equation 2.
Apath = 1− MTTR
MTBF
, (1)
where MTTR is the Mean Time To Repair the failure and
MTBF is the Mean Time Between Failures (we assume a
constant value for all links in the network).
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Apath =
∏
i
Ai =
∏
1
{1− MTTRi
MTBFi
}, (2)
where Ai is the availability of each link along the path.
From the equations it can be seen that the availability of a
LSP in case of restoration depends mainly on the MTTR value
(for the overall path or for the separate links). The MTTR in
case of restoration can be expressed by:
MTTR = Td + Tn + Tsetup + Tsw, (3)
where Td is the time to detect the failure, Tn is the time to
notify the node, responsible for the failure recovery, Tsetup is
the time to set up the new LSP and Tsw is the time to switch
over the traffic to the new established path.
Typically, the value of MTTR is dominated by the Tn and
Tsetup. It can be seen that depending on the applied restoration
technique, the topology and connectivity of the network and
the positioning of the failure along the path, the MTTR of a
connection will be different. Thus, in this paper we propose
to use differentiated treatment of affected LSPs based on the
actual positioning of the failure along their path, in order to
improve the availability of LSPs by minimizing the MTTR.
Fig. 2 illustrates the problem in a single domain environ-
ment in order to simplify the presentation of the concept.
Depending on the position of the failure a certain restoration
mechanism is more appropriate then others. In our analysis we
assume that Tn and Tsetup are proportional to the number of
hops on the path and thus, we express them in terms of number
of hops. For example, for failure 1 on Fig. 2 the connection
between nodes 1 and 5 is more appropriate to be restored end-
to-end, because T e2en + T e2esetup < T l2en + T l2esetup. On the other
hand, for failure 2 the more appropriate restoration technique
would be L2E.
1 2 3 4 5
6 7 8
9 10 11 12 13
21
Fig. 2. Example of location dependent restoration.
IV. LOCATION-BASED RESTORATION FOR MULTI-DOMAIN
GMPLS NETWORKS
In this section the general framework for a location-based
restoration in connection-oriented multi-domain networks is
outlined. An analysis of the challenges is given as well as
proposals for their solution. Our work is explicitly focused on
the case of inter-domain link failures.
A. Location-based LSP restoration
In location-dependent restoration the node upstream a link
failure must take a decision: shall it restore a failed connection
using the L2E technique or shall it signal the failure upstream
to the head-end so that E2E restoration can be applied 2. In
order to take the most appropriate decision in our location-
based restoration scheme a node must know its position
in the overall path. We call this scheme Simple Location-
Based Restoration (SLBR). Assuming equal times for failure
notification and resource reservation per hop3, the delay for
recovery (i.e. the MTTR) can be expressed in terms of the
distance D(i, j) between the node detecting the failure i and
the source/destination node j. Since the involved calculations
are not complex (i.e. the packet processing per node is not
a dominant factor) the delay for setting up a restoration
connection is dominated by the propagation delay for the
signaling packets. Thus, we express the distance between i and
j in terms of number of hops. The SLBR technique requires
the following decision to be made at the node detecting the
failure:
• SLBR:
if D(i, d) < D(i, s) apply L2E
if D(i, d) > D(i, s) apply E2E
if D(i, d) = D(i, s) apply random selection
where s denotes the source node, d the destination node
and i the node upstream the link failure which detects it
first.
If the node detecting the failure takes the decision to
apply E2E, then the failure notification is propagated all the
way back to the head-end of the connection where an E2E
restoration is applied. The needed information for taking the
decision in case of a failure can be provided using extended
routing protocols and piggybacking the existing provisioning
protocols. The following subsections discuss the challenges of
the proposed mechanisms and possible solutions.
B. Challenges and solutions
As previously said, applying the proposed restoration mech-
anism necessitates the distribution of additional information
and the application of specific path computation methods.
The first issue to be solved is related to the application of
the multi-domain routing protocol. If standard BGP is used for
multi-domain routing, the node detecting the failure must wait
until the protocol re-converges to a stable solution in order to
use a new path to restore the affected LSP. If a standard PCE
architecture is used this requires either at least two parallel
connections between domains [12], or an additional path com-
putation delay if the Backward Recursive Path Computation
technique is used dynamically [13]. In all described cases
the restoration time (i.e. the MTTR) will be very long. In
order to avoid this additional delay, and not to bound the
2See section II for explanation why local restoration has restricted appli-
cation for inter-domain link failure in multi-domain networks.
3For increased accuracy more information can be added in the applied
formulas.
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Fig. 3. Example of obtaining the exact position of a node along the LSP
path.
network topology having double connections between domains
a modified BGP protocol can be used, which provides more
than one path per destination beforehand. Several solutions
for multi-path dissemination in BGP networks exist [9], [14].
Another solution is the application of the E-NNI specification
[8], but this requires OSPF-TE to be deployed in all domains.
Whatever the chosen mechanism for multi-domain routing is,
it is necessary that each border node has at least two disjoint
paths per destination. In this way, the additional delay for
restoration path computation will be avoided and the recovery
time will mainly depend on the length of the restoration path
and the distance from the failure to the point of recovery.
The second issue to be addressed is how to obtain the
information, regarding the actual position of a border node
along the overall path of the LSP. Several approaches can
be taken. Fig. 3 illustrates two of them. The first option is
using the Record Route Object (RRO) and the Explicit Route
Object (ERO) during path setup. The ERO will typically carry
the full path from the source up to the current border node.
The RRO will carry the full path from the destination up
to the current border node. In this way a border node will
know exactly how far away it is from both the source and
the destination. This information is stored in the border node
per established LSP and is used in case a link attached to
the node fails. A possible drawback is the confidentiality
preservation requirements between ASes according to which
no topological information should leak out the domain borders.
The exact RRO and ERO objects carry sensitive topological
information and are typically either erased when crossing
borders or encoded [15]. In such a case a simple counter (TTL-
type) can be used as depicted on Fig. 3, which keeps track
of the number of nodes and can be added to the PATH and
RESV messages of RSVP-TE [16]. An alternative approach is
to use time-stamps but this necessitates time synchronization
between the participating domains.
C. Operation example
In our implementation we use a modified BGP for obtaining
two AS disjoint paths per destination. Furthermore, we use
a hop counter in the RSVP-TE messages for identifying the
actual position of each border node along a path.
Fig. 4 illustrates the operation of the proposed SLBR
scheme. Two options for the restoration of the affected LSP
can be applied E2E or L2E (i.e. Local-to-Destination). It can
Working path
Restoration path L2E
Border node
Edge node
Core  node
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Distances obtained during 
working path set-up:
 Source D(i,s): 7 hops
 Destination D(i,d): 6 hops
D(i,s) > D(i,d) =>
apply Local to Egress (L2E) 
restoration
Source
Destination
Delay calculation (hop count based)
End to End (E2E) restoration:
D_signal + D_establish = 7 + 15 = 22
Local to Egress (L2E) restoration:
D_signal + D_establish = 0 + 12 = 12
Restoration path E2E
Fig. 4. Example of the operation of the SLBR mechanism.
be seen that if E2E restoration is applied, the setup delay
will be proportional to 22 hops, and if L2E is applied - only
12 hops. Thus, if the proposed SLBR mechanism is applied,
the affected LSPs which pass through the failed link will get
differentiated handling and will be restored with a mechanism
which seeks to minimize the MTTR.
V. PERFORMANCE EVALUATION
In order to evaluate the efficiency of the proposed
SLBR scheme in a realistic dynamic multi-domain network
we use the event-driven simulator tool OPNET [17]. A
COST 266 Pan-European topology with 22 domains, 46
source/destination nodes and 42 bidirectional inter-domain
links is used [18]. The internal topology of each domain
is randomly generated. We make the following assumptions:
each border and edge node has at least two AS disjoint paths
per destination4; all domains apply the proposed restoration
scheme; the topology is flat, i.e. there are no client-server
relationships between domains, each domain can be used
as a transit domain; and in order to optimize the resource
4A modified BGP protocol is used for that purpose; all border and edge
nodes are BGP speakers [9].
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consumption within a domain the ingress border router is the
point of repair for the cases when the L2E scheme is used.
Two are the main performance evaluation metrics we focus
on: recovery success and recovery LSP setup delay (in our case
equivalent to MTTR). The delay is computed as the time it
takes for an LSP to be restored from the moment the link fails
(i.e. it includes any propagation delays and packet processing
delays).
A. Simulation setup
The simulated network has 50 wavelengths per link. During
the provisioning phase no wavelength conversion is allowed.
There are no parallel connections between border nodes,
i.e. no local (link) restoration is possible. RSVP-TE is used
as a reservation protocol and BGP as multi-domain routing
protocol. Within each domain, shortest path routing is applied.
During the recovery phase, new LSP requests continue to
arrive in the system. The average connection duration is 600
sec., and the traffic is uniformly distributed. In case of a failure,
span release is performed to free the unused resources from
the affected LSPs.
B. Results and future work
Two different setups are investigated in order to evaluate the
efficiency of the proposed SLBR scheme. For the first setup,
the restoration paths are allowed to seek for free wavelengths
which might be different than the wavelengths of the working
paths. This implies that at the point of local repair (if L2E
restoration is performed) wavelength converters are required.
Fig. 5 a) illustrates the average restoration success ratio for
different traffic loads in the network. The input load per node
is normalized to the capacity of the links. It can be seen
that the proposed SLBR scheme outperforms the E2E and
the L2E for medium and high loads. In the low load range
the performance of the E2E scheme is better mainly due to
the lack of contention for resources in the network and the
fact that the E2E scheme offers better load balancing in the
multi-domain environment.
The results for the restoration path setup delays, depicted on
Fig. 5 b), indicate that the higher the load in the network, the
lower is the probability for a connection with long backup
path to be successfully restored. Thus the setup delay for
successfully restored connections is decreasing.
The next investigated performance metric is the amount of
additional occupied resources for restoration in the network.
For this, we compare the path lengths of the restored LSPs
with their original length before failure. Fig. 6 a) shows the
result. The E2E scheme yields the least amount of addi-
tionally occupied resources mainly due to the availability of
equal length backup paths in the well-connected Pan-European
topology. The proposed SLBR scheme has an intermediate
position.
The irregularity of the depicted data for the low load range
for both the setup delays and for the additional occupied
resources is due to two reasons. First, the links in the network
have different propagation delay. Second, at different loads and
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Fig. 5. Average recovery success ratio and setup delays for successfully
recovered LSPs.
for different link failures different LSPs are affected which
require backup paths with different length. Thus, a restoration
path of 3 short hops may take less time to signal than a
restoration path of 2 hops which have longer physical length.
Since the SLBR scheme is a combination of the L2E and the
E2E schemes it is interesting to see if the mechanism applies
either of the schemes more than the other. Fig. 6 b) illustrates
that depending on the particular link that fails, the percentage
of cases where end-to-end restoration is applied under the
SLBR scheme is different. This affects the performance of
the SLBR scheme by binding it closer to the performance of
the predominating restoration mechanism. On average though,
about half of the affected connections are restored using E2E
restoration under the SLBR scheme.
For the second setup, depicted on Fig. 7, the wavelength
continuation constraint is applied, i.e. the restoration paths are
required to take the same wavelengths as the working paths.
In this case the SLBR scheme outperforms the other two only
for the lowest load range. It is clearly more difficult and less
probable to restore a failed connection when the availability of
wavelengths is so severely reduced. These results show that in
multi-domain networks the availability of limited wavelength
conversion capabilities at border nodes for restoration purposes
can be highly beneficial.
In our previous work [11] results show that there is a close
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relationship between network topology parameters in the inter-
domain case for different recovery schemes. Our current work
confirms this. In our future work it is interesting to extend the
work presented in [11] to the restoration method suggested
in this paper for multi-domain case. Similar extension can be
done with using different routing schemes. Another interesting
point for future work is the identification of the failure impacts
depending on the failed link (zone) of the network. There are
papers modeling this impact but only for a single-domain case
[3], [19].
VI. CONCLUSION
In this paper we propose and investigate the performance
of a location-based restoration mechanism for multi-domain
connection-oriented dynamic networks. The proposed SLBR
mechanism utilizes a simple relation between the position of
a failed link along the path of the affected connection and
the applied restoration technique. By this, an improvement in
the restoration success ratio and the MTTR of the affected
connections is achieved. The SLBR provides increased re-
liability and availability in multi-domain networks without
raising privacy and confidentiality concerns. The additional
information the mechanism relies on can be derived without
sharing sensitive topological and/or state information between
domains. Furthermore, we show that applying limited wave-
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Fig. 7. Average recovery success ratio and setup delays when wavelength
continuity in restoration is enforced.
length conversion solely in the border nodes of the domains
can significantly improve the reliability of the network.
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