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A FREE PRODUCT PAIR RIGIDITY RESULT
IN VON NEUMANN ALGEBRAS
YOSHIMICHI UEDA
Abstract. We prove that the free product pair of finitely many copies of the unique
amenable type III1 factor endowed with weakly mixing states remembers the number of
free components and the given states.
1. Introduction
The free product construction for von Neumann algebras is a method of constructing a
pair of von Neumann algebra and faithful normal state from given such pairs. Here we are
interested in how much information about given pairs can be restored from the resulting pair
in the construction. Moreover, we are particularly interested in the case where given von
Neumann algebras are amenable and/or given faithful normal states are with small centralizer.
This was originally motivated from the following: Firstly, all the available Kurosh-type rigidity
results need the non-amenability of given von Neumann algebras; secondly faithful normal states
with small centralizer are usually less tractable than ones with large centralizer such as almost
periodic states in the study of non-tracial free products (see e.g. [31],[33]). The existing Kurosh-
type rigidity results in von Neumann algebras are: Ozawa’s pioneer work [20] (for given weakly
exact, non-prime non-amenable type II1 factors); Ioana–Peterson–Popa’s epoch-making work
[16] (for given type II1 factors possessing regular diffuse von Neumann subalgebras with relative
property (T)); Peterson’s striking work [21] (for given non-amenable L2-rigid type II1 factors);
Asher’s work [2] (generalizing Ozawa’s to non-tracial states); the latest work [15] of Houdayer
et al. (unifying and generalizing the previous results to the setting of arbitrary states).
Let R∞ be the unique amenable type III1 factor and {ϕi}mi=1 and {ψj}nj=1 be finite families
of weakly mixing states on R∞. (See section 3 for the definition of weakly mixing states.)
Recall that a von Neumann algebra with weakly mixing state must be either trivial or a type
III1 factor. (This is well known in the algebraic quantum field theory, see [4, Corollary 1.0.8].)
Consider two free product pairs (M,ϕ) := ⋆mi=1(R∞, ϕi) and (N,ψ) := ⋆
n
j=1(R∞, ψj). The
resulting M and N are known to be type III1 factors and the centralizers Mϕ and Nψ are also
known to be trivial ([3, Lemma 7]; see also the proof of [31, Proposition 2.1]). In what follows,
(M,ϕ) ∼= (N,ψ) means that there exists a bijective ∗-homomorphism π : M → N such that
ψ = π∗(ϕ) := ϕ ◦ π−1. We will explicitly write the canonical embedding maps λMi : R∞ →M ,
1 ≤ i ≤ m, and λNj : R∞ → N , 1 ≤ j ≤ n, so that ϕ ◦ λMi = ϕi and ψ ◦ λNj = ψj . The main
theorem of this paper is the next new rigidity phenomenon (which we call the free product pair
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rigidity) for a certain class of type III1 free product factors. It unexpectedly arose as a bonus
of considering the case where given states are with ‘extremely small centralizer’.
Theorem 1. If there exists a bijective ∗-homomorphism π : M → N with ψ = π∗(ϕ), then
m = n and there exists a unique permutation κ = κπ ∈ Sm such that for each 1 ≤ i ≤ m,
π(λMi (R∞)) = λ
N
κ(i)(R∞) holds and πi := (λ
N
κ(i))
−1 ◦ (π ↾λM
i
(R∞)) ◦ λMi ∈ Aut(R∞) satisfies
ψκ(i) = (πi)∗(ϕi). Conversely, if m = n, then any κ ∈ Sm and πi ∈ Aut(R∞) with (πi)∗(ϕi) =
ψκ(i), 1 ≤ i ≤ m, give rise to a unique bijective ∗-homomorphism π : M → N such that
π ◦ λMi = λNκ(i) ◦ πi for all 1 ≤ i ≤ m and moreover that π∗(ϕ) = ψ.
In particular, (M,ϕ) ∼= (N,ψ) if and only if m = n and (R∞, ϕi) ∼= (R∞, ψi), 1 ≤ i ≤ m,
after permutation on the indices.
The next corollary is immediate from the above theorem.
Corollary 2. If all the ϕi are identical to a fixed weakly mixing state ϕ0, then the ϕ-preserving
automorphism group Autϕ(M) is isomorphic to the wreath product Sm⋉Autϕ0(R∞)
m by π 7→
(κπ, (πi)) with notation in Theorem 1, where κ ∈ Sm acts on Autϕ0(R∞)m by (πi)κ := (πκ(i)).
The same assertion of Theorem 1 still holds even when some copies of R∞ in the free products
(M,ϕ), (N,ψ) are replaced with anti-freely indecomposable non-amenable type III1 factors (in
the sense of [15]) endowed with weakly mixing states. For such a generalization, we only need
to use the intermediate assertion (♦) in the proof of [15, Main Theorem] instead of Lemma 7
(but Lemma 8 is necessary) when dealing with anti-freely indecomposable non-amenable type
III1 factors.
We briefly mention some crucial ideas appearing in the proof of Theorem 1. Although
Theorem 1 is a kind of Kurosh-type rigidity result, any existing Kurosh-type rigidity results
cannot be used to prove Theorem 1, since they need, among others, the non-amenability of given
von Neumann algebras. Instead, we use a simple analysis of central sequences in the presence
of weak mixing property (see Lemma 6). This type of analysis, whose prototype appears in an
old work of Popa [22] on type II1 factors, was used by Houdayer–Raum [13] and Boutonnet–
Houdayer [6] in combining with the weak mixing property for some questions on free Araki–
Woods factors. In this respect, the novelty of this work is the use of a bounded projection onto
the span of ‘letters’ (see equation (1) and Lemma 5) in such an analysis. Despite this difference
between the existing Kurosh-type rigidity results and Theorem 1, our essential strategy of
proving Theorem 1 still follows the fundamental principle of Popa’s deformation/rigidity theory
(see [26]). Namely, we will use Popa’s intertwining technique under ‘tensions’ between rigidity
and malleability. In the proof of Theorem 1, the required rigidity comes from the weak mixing
property of the modular actions of given states and the required malleability does from the
amenability of given von Neumann algebras. Finally, we point out that the key observations,
Lemmas 7 and 8, are applicable to any free group factors of finite rank (see section 4). However,
it is unclear whether or not our observations, especially Lemma 7, will be able to give any
contributions to the (non-)isomorphism problem.
Necessary backgrounds on free products with respect to arbitrary faithful normal states can
be found in [30, section 2], and the other necessary facts will be referred to suitable references at
appropriate places. Unlike [30, section 2] we will use the standard form (M,L2(M), JM ,PM )
of a given von Neumann algebra M (see e.g. [28, Chapter IX, section 1]) instead of a GNS
representation. It is well known that any positive ϕ ∈ M∗ has a unique implementing vector
ξϕ ∈ PM , i.e., (xξϕ | ξϕ)L2(M) = ϕ(x) for x ∈ M and moreover that ξϕ becomes cyclic and
separating if and only if ϕ is faithful. We also use the notation concerning ultraproduct von
Neumann algebras such as (xn)
ω in [1], which is a bit different from that in [30, section 2].
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In what follows, we say that a von Neumann subalgebra is with expectation, if there exists a
faithful normal conditional expectation from the ambient von Neumann algebra onto it.
2. Yet another variant of Popa’s criterion
In [23, Appendix],[24, section 2] Popa invented quite a powerful criterion for deciding whether
or not a von Neumann subalgebra A of a finite von Neumann algebra M can be conjugated
into another B of M by a partial isometry in M . His criterion is the most key ingredient of
the intertwining technique, which has played an important roˆle in many works since then. To
prove Theorem 1, we also need to use Popa’s criterion in a situation where M is a type III1
factor and A,B are amenable type III1 subfactors with expectation. However, the previously
known ‘non-tracial’ variants of Popa’s criterion cannot be used in such a situation. Hence we
prepare yet another variant of Popa’s criterion for proving Theorem 1.
Let M be a σ-finite von Neumann algebra and A,B ⊆M be two (not necessarily unital) von
Neumann subalgebras with a faithful normal conditional expectation EB : 1BM1B → B, where
1B denotes the unit of B. The proposition below was observed in the fall of 2014 and triggered
by a discussion with Yusuke Isono about an unpublished attempt due to Deprez and Raum,
which also triggered Houdayer–Isono’s thoroughgoing work [12, section 4] on Popa’s criterion
in the not necessarily finite von Neumann algebra setting. Although Houdayer–Isono’s variant
of Popa’s criterion seems more useful than our variant in general, it requires A to be finite and
hence cannot be used to prove Theorem 1. Our main technical contribution is only the use of
amenability in place of the so-called minimal distance theorem in Hilbert spaces, but we do
give the complete proof of our variant, since it is certainly necessary for proving Theorem 1.
Proposition 3. Assume that A is amenable. Then the following are equivalent:
(1) There exists no net ui of unitaries in A satisfies that limi EB(y
∗uix) = 0 strongly for
all x, y ∈ 1AM1B.
(2) There exist a natural number n, a non-zero partial isometry v ∈ Mn,1(M) and a normal
(possibly non-unital) ∗-homomorphism θ : A → Mn(B) such that va = θ(a)v for every
a ∈ A.
Following Popa’s notation, we write A M B and say that A embeds into B inside M , if the
above equivalent conditions hold.
Proof. It suffices to show that item (1) implies item (2), for the opposite direction is shown in
the usual way (see [34, Proposition C.1 (1) ⇒ (4)]).
Let z be the maximal central projection in B so that Bz is finite; hence B(1B − z) is
properly infinite. Choose and fix a faithful normal state ϕ on B in such a way that ϕ ↾Bz is
tracial. Remark that item (1) is equivalent to that there exist a finite subset F ⋐ 1AM1B and
ε > 0 so that
∑
x,y∈F ‖EB(y∗ux)ξϕ‖2L2(B) ≥ ε for all unitaries u ∈ A.
Consider the unitalization B∼ := B + C1⊥B inside M , and we can extend EB and ϕ to a
faithful normal conditional expectation (EB)
∼ :M → B∼ and a faithful normal positive linear
functional ϕ∼ on B∼, respectively.
Applying the well-known representation theory of von Neumann algebras to the restriction
of the right action of M on L2(M) to B∼, we can identify the basic extension 〈M,B∼〉 (by
(EB)
∼) with a certain reduced algebra P (B(ℓ2) ⊗¯ B∼)P with projection P ∈ B(ℓ2) ⊗¯ B∼ in
such a way that e11 ⊗ 1 ≤ P and that the identification sends tr := JMrJM with projection
r ∈ Z(B∼), the Jones projection eB∼ and b∼eB∼ with b∼ ∈ B∼ to P (1B(ℓ2)⊗r) = (1B(ℓ2)⊗r)P ,
e11 ⊗ 1 and e11 ⊗ b∼, respectively, where eij are canonical matrix units in B(ℓ2). See the
proof of [32, Proposition 3.1 (i) ⇒ (ii)]. In particular, we have treB∼ = reB∼ (= e11 ⊗ r in
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P (B(ℓ2) ⊗¯B∼)P ). Hence we can construct a faithful normal semifinite trace Tr on tz 〈M,B∼〉
by transferring TrB(ℓ2) ⊗¯ (ϕ↾Bz) on B(ℓ2) ⊗¯Bz to tz 〈M,B∼〉. Remark that Tr is characterized
by Tr(beB∼) = ϕ(b) for b ∈ Bz, because beB∼ = bzeB∼ = b tz eB∼ in tz 〈M,B∼〉 and this
element corresponds to e11 ⊗ b in B(ℓ2) ⊗¯ Bz.
Let (̂EB)∼ : 〈M,B〉 → M be the dual operator valued weight (see e.g. [17, subsection
2.1]). Set d :=
∑
y∈F yeB∼y
∗ ∈ 1A t1B 〈M,B∼〉1A t1B, where 1A denotes the unit of A. Then
(̂EB)∼(d) =
∑
y∈F yy
∗. We have
Tr(tzd) =
∑
y∈F
Tr((tz yeB∼)(
tz yeB∼)
∗) =
∑
y∈F
Tr(tz eB∼y
∗yeB∼) =
∑
y∈F
ϕ(zEB(y
∗y)) < +∞.
Set C := coσ-w{u∗du | unitary u ∈ A} inside 1A t1B 〈M,B∼〉1A t1B. Since C is a σ-weakly
compact convex subset and since A is amenable, there exists a fixed point c0 ∈ C under the
adjoint action of the unitary group of A. This is immediate when the predual A∗ is separable;
see e.g. the proof of [17, Theorem 3.9]. The general case where A∗ is not separable needs [8,
Theorem 4] in addition. In fact, it implies that A is generated by an upward directed collection
of hyperfinite (in the classical sense, see [8, §1]) von Neumann subalgebras Aj , j ∈ J , to each
of which the proof of [17, Theorem 3.9] is applicable as above. Namely, the subset Cj of fixed-
points in C under the adjoint action of the unitary group of each Aj is not empty. Since the
collection Aj , j ∈ J , is upward directed, it is easy to confirm that the intersection of any finite
sub-collection of the collection Cj , j ∈ J , contains some Cj and thus is not empty. Hence the
intersection of all the Cj, j ∈ J , is a non-empty set, and a desired element c0 lives there.
Using the equivalent condition of item (1) given in the second paragraph, we have∑
x∈F
((u∗du)xξϕ∼◦(EB)∼ |xξϕ∼◦(EB)∼)L2(M) =
∑
x,y∈F
‖EB(y∗ux)ξϕ‖2L2(B) ≥ ε
for every unitary u ∈ A, and hence∑x∈F(cxξϕ∼◦(EB)∼ |xξϕ∼◦(EB)∼)L2(M) ≥ ε for all c ∈ C. In
particular, c0 is non-zero. Since (̂EB)∼(d) ∈M , we have χ ◦ (̂EB)∼(c0) ≤ ‖(̂EB)∼(d)‖∞‖χ‖ for
every positive χ ∈M∗ by lower semicontinuity, and thus it is plain to see, by using its generalized
spectral decomposition (see [9, Theorem 1.5]), that (̂EB)∼(c0) falls in M . Similarly, by lower
semicontinuity we have Tr(tzc0) ≤ Tr(tzd) < +∞. Taking a suitable spectral projection of c0 we
can find a non-zero projection f ∈ A′∩1A t1B 〈M,B∼〉1A t1B in such a way that (̂EB)∼(f) ∈M
and Tr(p) <∞ with p := tzf ∈ tz〈M,B∼〉.
With 〈M,B∼〉 = P (B(ℓ2) ⊗¯B∼)P , the projection t(1B − z) eB is nothing but e11 ⊗ (1B − z)
being properly infinite, since B(1B − z) is properly infinite; hence q := t(1B − z) f = f − p
is subequivalent to t(1B − z) eB∼ inside 〈M,B∼〉 by [18, Theorem 6.3.4]. By the same rea-
son as in the beginning of the proof of [5, Proposition F.10] or by [34, Lemma A.1] we may
and do assume, with cutting p by a central projection if necessary, that p is subequivalent to
diag(tz eB∼ , . . . ,
tz eB∼) inside the n-amplification Mn(
tz〈M,B∼〉) for some finite n. Conse-
quently, there exists a partial isometry V ∈ Mn(〈M,B∼〉) so that V ∗V = diag(f, 0, . . . , 0) and
V V ∗ ≤ e(n)B := diag(eB, . . . , eB) with eB := t1BeB∼ = 1BeB∼ as before. Define a normal
∗-homomorphism θ : A→Mn(B) is defined by
a ∈ A 7→ V diag(af, 0, . . . , 0)V ∗ ∈ e(n)B Mn(〈M,B∼〉)e(n)B =Mn(B)e(n)B ∼=Mn(B).
It follows that V diag(a, 0, . . . , 0) = θ(a)V for every a ∈ A. Apply (̂EB)∼⊗ Idn to this equation
(n.b., we can do since (̂EB)∼(f) ∈M), and the push-down lemma [17, Proposition 2.2] (which
clearly holds without the factoriality assumption on given algebras) with the help of (the proof
of) [9, Lemma 4.5] shows that there exists w ∈ Mn(M) such that w∗w ≤ diag(1, 0, . . . , 0) and
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w diag(a, 0, . . . , 0) = θ(a)w for every a ∈ A. Taking the polar decomposition of w we get a
desired element v. 
Remark 4. Proposition 3 can be a bit strengthened, as in Houdayer and Isono’s work [12],
in the following way: If it is further assumed that there exists a faithful normal conditional
expectation EA : 1AM1A → A, then we can make the inclusion θ(A) ⊆ θ(1A)Mn(B)θ(1A) with
expectation.
Proof. Let f be as in the above proof; namely, f is a non-zero projection in 1A
t1B 〈M,B∼〉1At1B
such that diag(f, 0 . . . 0) - e
(n)
B inside Mn(〈M,B∼〉) and (̂EB)∼(f) ∈ M . Set Φ := (EA)∼ ◦
(̂EB)∼, a faithful normal operator valued weight from 〈M,B∼〉 onto A∼, where A∼ is the
unitalization of A inside M and (EA)
∼ :M → A∼ is a faithful normal conditional expectation
extending EA. Observe Φ(f) ∈ Z(A), and thus one can choose a non-zero spectral projection
e ∈ Z(A) of Φ(f) with Φ(f)e ≥ δe for some δ > 0. Observe that ef is still a non-zero
projection in A′ ∩ 1At1B 〈M,B∼〉 1At1B (since e ∈ Z(A∼)). Replacing f with ef we may and
do assume that Φ(f) ≥ δs and f ≤ s with denoting by s the support projection of Φ(f). We
can choose a non-zero positive element c ∈ Z(A) so that Φ(f) c = cΦ(f) = s. The mapping
x ∈ f〈M,B∼〉f 7→ Φ(x)cf ∈ Af gives a faithful normal conditional expectation. Therefore, the
desired assertion follows, since Af ⊆ f〈M,B∼〉f is conjugate to θ(A) ⊆ θ(1A)Mn(B∼)θ(1A) by
the composition of the mapping
x ∈ f〈M,B∼〉f 7→ diag(x, 0 . . . , 0) 7→ V diag(x, 0 . . . , 0)V ∗ ∈ e(n)B Mn(〈M,B∼〉)e(n)B
and the inverse of y ∈Mn(B) 7→ ye(n)B ∈ Mn(B)e(n)B = e(n)B Mn(〈M,B∼〉)e(n)B in this order. 
3. Proof of Theorem 1
We begin by recalling the weak mixing property for group actions as well as for faithful
normal states. Let M be a von Neumann algebra with a distinguished faithful normal state
ϕ. A ϕ-preserving action α : G y N of a second countable, locally compact group G is said
to be weakly mixing if its canonical implementing unitary representation of π : G y L2(M)
(defined by π(g)xξϕ := αg(x)ξϕ, x ∈M) satisfies that for every finite subset Ω of a given dense
subset of L2(M)⊖Cξϕ and every ε > 0 there exists a g ∈ G such that |(π(g)ξ|ζ)L2(M)| < ε for
all ξ, ζ ∈ Ω. We also say that the state ϕ itself is weakly mixing if its modular automorphism
group σϕ : R yM is weakly mixing.
Let (M,ϕ) = ⋆mi=1(Mi, ϕi) be a non-trivial free product of σ-finite von Neumann algebras
endowed with faithful normal states. Let EMi :M →Mi be the unique ϕ-preserving conditional
expectation. We will regard eachMi as a von Neumann subalgebra of the resulting free product
von Neumann algebra M and hence omit the canonical embedding map from Mi into M .
We first introduce a normal bounded projection onto the subspace spanned by ‘letters’ as
follows. Set
Φ(x) := ϕ(x)1 +
m∑
i=1
EMi(x − ϕ(x)1), x ∈M. (1)
Clearly, this is a normal self-adjoint linear map from M to itself. Moreover, we have the
following properties:
Lemma 5. The following hold true:
(1) Φ ◦ Φ = Φ and Φ(M) =M1 + · · ·+Mm .
(2) Φ ◦ σϕt = σϕt ◦ Φ for every t ∈ R.
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(3) Φω : (xn)
ω ∈Mω 7→ (Φ(xn))ω ∈Mω defines a well-defined normal self-adjoint idempo-
tent map and its range is exactly Mω1 + · · ·+Mωm.
Proof. (1) is just a computation by using EMi(Ker(ϕ)) = Ker(ϕi) and EMj (Ker(ϕi)) = {0} as
long as i 6= j.
(2) follows from the well-known fact that ϕ ◦ σϕt = ϕ and EMi ◦ σϕt = σϕt ◦ EMi for t ∈ R.
(3) follows from that the normal self-adjoint map
Ψ : x ∈Mω 7→ ϕω(x)1 +
m∑
i=1
EMω
i
(x − ϕω(x)1) ∈Mω
satisfies that Ψ((xn)
ω) = (Φ(xn))
ω = Φω((xn)
ω) for every (xn)
ω ∈ Mω by definition. Here
EMω
i
: Mω →Mωi denotes the ϕω-preserving conditional expectation. 
We will provide three general lemmas (Lemmas 6–8), where we always assume that for every
1 ≤ i ≤ m there exists a ϕi-preserving weakly mixing action α(i) : G y Mi of a common
second countable, locally compact group G and let α =⋆mi=1α
(i) : GyM be the so-called free
product action, i.e., α ↾Mi= α
(i) for each 1 ≤ i ≤ n. This action gives the required rigidity for
making the fundamental principle of Popa’s deformation/rigidity theory work well.
The next lemma will be proved by combining the ideas of [11, Theorem 3.1] (whose original
idea dates back to [22, subsection 2.1]; also see [14, Theorem 3.1] for its finalized version) and [13,
Theorem 4.3] (also see [6]). The novelty of the next lemma is the use of the normal self-adjoint
linear map Φ : M →M introduced above in place of EMi . The key observation behind this is
that the orthogonal projection from L2(M) onto L2(M1) + · · ·+ L2(Mm) = Cξϕ ⊕ L2(M1)◦ ⊕
· · · ⊕ L2(Mm)◦ is an extension of xξϕ ∈Mξϕ 7→ Φ(x)ξϕ = ϕ(x)ξϕ +
∑m
i=1EMi(x− ϕ(x)1)ξϕ ∈
Mξϕ, where we write L
2(Mi)
◦ := L2(Mi)⊖ Cξϕi , 1 ≤ i ≤ m.
Lemma 6. For any x ∈ (Mω)(αω ,G) and y, z ∈ Ker(Φ), the vectors
y(x− Φω(x))ξϕω , (yΦω(x)− Φω(x)z)ξϕω , (Φω(x)− x)zξϕω
are mutually orthogonal in L2(Mω). Here, we set (Mω)(α
ω ,G) :=
⋂
g∈G(M
ω)α
ω
g , being a von
Neumann subalgebra of Mω.
Note that we do not assume that the action αω : GyMω is continuous in the u-topology.
Proof. Thanks to the Kaplansky density theorem, one can choose bounded nets yλ and zλ of
elements in the unital ∗-subalgebra (algebraically) generated by σϕi -analytic elements in Mi,
1 ≤ i ≤ m, such that limλ yλ = y and limλ zλ = z σ-strongly. Then the yλ − Φ(yλ) and the
zλ − Φ(zλ) fall into Ker(Φ) by Lemma 5(1) and are σϕ-analytic by Lemma 5(2). Moreover,
limλ(yλ − Φ(yλ)) = y − Φ(y) = y and limλ(zλ − Φ(zλ)) = z − Φ(z) = z σ-strongly, and
furthermore we observe that the yλ − Φ(yλ) and the zλ −Φ(zλ) fall into the linear span of the
reduced words of length ≥ 2 whose letters are all σϕi -analytic. Hence, we may assume that
y =
∑ℓ
k=1 yk and z =
∑ℓ′
k=1 zk such that all yk and zk are reduced words in the M
◦
i := Ker(ϕi)
of length ≥ 2 whose letters are all σϕi -analytic. By definition we can also write x = (xn)ω with
a bounded sequence (xn) of elements in M . Lemma 5(3) shows that x−Φω(x) = (xn−Φ(xn))ω
holds for every n.
For each 1 ≤ i ≤ m we define the finite dimensional subspace Vi of M◦i generated by all the
a, a∗, σϕii (a)
∗ of M◦i -letters a appearing in the yk and the zk, and denote by Wi the orthogonal
complement of Vi inM
◦
i , that is, the range of the mapping x ∈M◦i 7→ x−
∑di
j=1 ϕi(v
∗
ijx)vij ∈M◦i
with an orthogonal basis {vij}dij=1 of Vi with respect to the inner product (a|b)ϕi := ϕi(b∗a),
a, b ∈Mi. Observe that M◦i = Vi +Wi for 1 ≤ i ≤ m.
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Consider the following subspaces Li, Ri, 1 ≤ i ≤ m, and X of L2(M) as follows.
Li : =
[{reduced words starting in Vi of length ≥ 2}ξϕ],
Ri : =
[{reduced words ending in Vi of length ≥ 2}ξϕ],
X : = [{reduced words starting and ending in Wi (1 ≤ i ≤ m) of length ≥ 2}ξϕ],
where [· · · ] means the operation of closed linear span. Observe that
L2(M) = Cξϕ ⊕ L2(M1)◦ ⊕ · · · ⊕ L2(Mm)◦ ⊕ (L1 + · · ·+ Lm +R1 + · · ·Rm)⊕X
and that the mapping aξϕ 7→ Φ(a)ξϕ induces the orthogonal projection from L2(M) onto
Cξϕ ⊕ L2(M1)◦ ⊕ · · · ⊕ L2(M2)◦.
The first step is to show that xξϕω = (PXxnξϕ + Φ(xn)ξϕ)
ω holds inside L2(M)ω. To this
end it suffices to prove that limn→ω ‖PLixnξϕ‖L2(M) = limn→ω ‖PRixnξϕ‖L2(M) = 0 for every
1 ≤ i ≤ m.
Set
HL(i) :=
∑⊕
i6=i(1)
L2(Mi(1))
◦ ⊕
∑⊕
i6=i(1) 6=i(2)
L2(Mi(1))
◦ ⊗¯ L2(Mi(2))◦ ⊕ · · ·
(the direct sum of all the ‘traveling’ tensor products L2(Mi(1))
◦ ⊗¯ · · · ⊗¯ L2(Mi(ℓ))◦ (i(1) 6=
i(2) 6= · · · ) not starting at L2(Mi)◦). Then Li may be identified with (Viξϕi) ⊗¯ HL(i) ⊆
L2(Mi)
◦ ⊗¯ HL(i). Let πi : Gy L2(Mi) be the canonical implementing unitary representation
of the action α(i) : G y Mi. Similarly, let π : G y L
2(M) be the canonical implementing
unitary representation of the action α : G y M . Then one has π(g) = ⋆mi=1πi(g) for g ∈ G,
that is, its restriction to the reduced subspace L2(Mi(1))
◦ ⊗¯ · · · ⊗¯ L2(Mi(ℓ))◦ is given by
πi(1)(g) ⊗ · · · ⊗ πi(ℓ)(g), g ∈ G. Hence the restriction of π(g) to Li is the restriction of
πi(g) ⊗ πL,i(g) on L2(Mi)◦ ⊗¯ HL(i) to (Viξϕi) ⊗¯ HL(i) with a certain unitary representation
πL,i : Gy HL(i).
For every n ∈ N and every g ∈ G we have
‖PLixnξϕ‖2L2(M) = ‖π(g)PLixnξϕ‖2L2(M)
= ‖π(g)PLixnξϕ − Pπ(g)Lixnξϕ + Pπ(g)Lixnξϕ‖2L2(M)
≤ 2‖Pπ(g)Li(αg(xn)− xn)ξϕ‖2L2(M) + 2‖Pπ(g)Lixnξϕ‖2L2(M)
≤ 2‖(αg(xn)− xn)ξϕ‖2L2(M) + 2‖Pπ(g)Lixnξϕ‖2L2(M).
(2)
Let K ∈ N be arbitrarily chosen. According to [10, Proposition 2.3] we choose 0 < ε < 1/2
in such a way that
∏K−1
k=1 (1 + δ
◦k(ε))2 ≤ 2, where δ◦k means the k-times composition of the
function
δ : t ∈ [0, 1/2) 7→ 2t√
1− t−√2t√1− t
∈ [0,+∞).
Let {vij}dij=1 be an orthonormal basis of Vi as before. Then {vijξϕi}dij=1 becomes an orthonormal
basis of the (closed) subspace Viξϕi of L
2(Mi)
◦. By using the weak mixing property of α(i) :
GyMi one can inductively find a distinct 2
K-tuple g1, . . . , g2K ∈ G in such a way that
max
1≤j1,j2≤di
∣∣(πi(gk1)vij1ξϕi |πi(gk2)vij2ξϕi)L2(Mi)
∣∣ ≤ ε
di
(3)
as long as k1 6= k2. In fact, g1 can arbitrarily be chosen, and assume that we have chosen
g1, . . . , gp in such a way that the above inequality holds for any pair k1 6= k2 ≤ p. Then,
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applying the weak mixing property to the finite set {πi(gk)vij | 1 ≤ j ≤ di, 1 ≤ k ≤ p} we find
gp+1 ∈ G so that ∣∣(πi(gp+1)vij1ξϕi |πi(gk)vij2ξϕi)L2(Mi)
∣∣ ≤ ε
di
for all 1 ≤ j1, j2 ≤ di and 1 ≤ k ≤ p. If gp+1 = gk for some 1 ≤ k ≤ p, then 1 = (vij | vij)ϕi =∣∣(πi(gp+1)vijξϕi |πi(gk)vijξϕi)L2(Mi)
∣∣ ≤ ε/di ≤ 1/2, a contradiction. Hence gp+1 is different
from g1, . . . , gp. In this way, we can inductively obtain the desired family g1, . . . , g2K ∈ G.
Let ξ, η ∈ Li = (Viξϕi) ⊗¯ HL(i) be arbitrarily chosen. Then we can write ξ =
∑di
j=1 vijξϕi⊗ξj
and η =
∑di
j=1 vijξϕi ⊗ ηj with ξj , ηj ∈ HL(i). If k1 6= k2, then∣∣(π(gk1)ξ |π(gk2)η)L2(M)
∣∣
≤
di∑
j1,j2=1
∣∣(πi(gk1)vij1ξϕi |πi(gk2)vij2ξϕi)L2(Mi)
∣∣ · ∣∣(πL,i(gk1)ξj1 |πL,i(gk2)ηj2 )HL(i)
∣∣
≤ ε
di
di∑
j1,j2=1
‖ξj1‖HL(i) · ‖ηj2‖HL(i) (use the above (3))
≤ ε
√√√√ di∑
j=1
‖ξj‖2HL(i) ·
√√√√ di∑
j=1
‖ηj‖2HL(i) (by the Cauchy–Schwarz inequality (di-times))
= ε ‖ξ‖L2(M) · ‖η‖L2(M).
This means that the subspaces π(gk)Li. 1 ≤ k ≤ 2K , are mutually ε-orthogonal in the sense of
[10, Definition 2.1]. Therefore, by [10, Proposition 2.3] we get
2K∑
k=1
‖Pπ(gk)Lixnξϕ‖2L2(M) ≤ 4‖xnξϕ‖2L2(M),
and this and inequality (2) imply that
2K‖PLixnξϕ‖2L2(M) ≤ 2
2K∑
k=1
‖(αgk(xn)− xn)ξϕ‖2L2(M) + 4‖xnξϕ‖2L2(M).
Since αωg (x) = x for all g ∈ G, we obtain that limn→ω ‖PLixnξϕ‖2L2(M) ≤ 22−K‖xξϕω‖2L2(Mω).
Since K can arbitrarily be large, we conclude that limn→ω ‖PLixnξϕ‖L2(M) = 0.
In the same way, we also obtain that limn→ω ‖PRixnξϕ‖L2(M) = 0. Therefore, we have
finished the first step.
The second step is to show that yX , y(M1 + · · · + Mm)ξϕ + (M1 + · · · + Mm)zξϕ and
JMσϕ
−i/2(z
∗)JMX are mutually orthogonal in L2(M). Since the adjoint a∗ and σϕii (a)∗ of any
M◦i -letter a in the yk and zk fall in Vi, it is plain to see that yX and JMσϕ−i/2(z∗)JMX sit in[{reduced words starting in some Vi and ending in some Wi of length ≥ 3}ξϕ],[{reduced words starting in some Wi and ending in some Vi of length ≥ 3}ξϕ],
respectively. The choice of the subspaces Vi, Wi guarantees that yX and JMσϕ−i/2(z∗)JMX
are orthogonal. Since y∗kyk′ is a linear combination of 1 and reduced words in the Vi, any
element in y∗kyk′Mi is a linear combination of an element in M
◦
i and reduced words starting
in Vi, and hence X and y∗kyk′Miξϕ are orthogonal, so that so are ykX and yk′Miξϕ. Since
any element of Mizk is a linear combination of an element in M
◦
i and reduced words ending in
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some Vi, yX and Mizkξϕ are orthogonal. Therefore, we have confirmed that yX and y(M1 +
· · · + Mm)ξϕ + (M1 + · · · + Mm)zξϕ are orthogonal. In the same way, we can confirm that
y(M1 + · · ·+Mm)ξϕ + (M1 + · · ·+Mm)zξϕ and JMσϕ−i/2(z∗)JMX are orthogonal. Hence we
have finished the second step.
Let us finalize this proof. By the first step we have
y(x− Φω(x))ξϕω = (y(xn − Φ(xn))ξϕ)ω = (yPXxnξϕ)ω,
(yΦω(x) − Φω(x)z)ξϕω = ((yΦ(xn)− Φ(xn)z)ξϕ)ω ,
(Φω(x)− x)zξϕω = (−JMσϕ−i/2(z∗)JM (xn − Φ(xn))ξϕ)ω
= (−JMσϕ
−i/2(z
∗)JMPXxnξϕ)
ω
in L2(M)ω . The second step shows that for every n ∈ N the vectors yPXxnξϕ, (yΦ(xn) −
Φ(xn)z)ξϕ and J
Mσϕ
−i/2(z
∗)JMPXxnξϕ are mutually orthogonal. Thus, the desired assertion
immediately follows. 
The next lemma is a kind of rigidity result on free products of amenable von Neumann
algebras and will work for showing the rigidity of the number of free components in the proof
of Theorem 1.
Lemma 7. Any amenable von Neumann subalgebra Q of M with separable predual such that
Q′∩(Mω)(αω ,G) is diffuse and with expectation must embed into Mi inside M , that is, Q M Mi,
for some 1 ≤ i ≤ m.
Proof. Suppose on the contrary that Q 6M Mi for all 1 ≤ i ≤ m. Proposition 3 together with
a direct sum trick (see the proof of [16, Theorem 4.3] due to Ioana–Peterson–Popa) enables
us to find a single net (uj)j∈J of unitaries in Q in such a way that limj ϕ(uj) = 0 as well
as limj EMi(uj) = 0 strongly for every 1 ≤ i ≤ m. In particular, limj Φ(uj) = 0 strongly.
Let x ∈ Q′ ∩ (Mω)(αω ,G) be arbitrarily chosen. By Lemma 6, the vector [uj − Φ(uj), x]ξϕω is
decomposed into a sum of orthogonal ones (uj−Φ(uj))(x−Φω(x))ξϕω , [(uj−Φ(uj)),Φω(x)]ξϕω
and (Φω(x)− x)(uj − Φ(uj))ξϕω in L2(Mω), and hence∥∥(1− u∗jΦ(uj))(x − Φω(x))ξϕω
∥∥
L2(Mω)
=
∥∥(uj − Φ(uj))(x − Φω(x))ξϕω∥∥L2(Mω)
≤ ∥∥[uj − Φ(uj), x]ξϕω∥∥L2(Mω)
=
∥∥[x,Φ(uj)]ξϕω∥∥L2(Mω).
Taking the limit of this inequality along j ∈ J we conclude that x = Φω(x) ∈ Mω1 + · · ·Mωm.
Hence we get P := Q′ ∩ (Mω)(αω ,G) ⊆Mω1 + · · ·+Mωm.
We claim the following: P ⊆Mωi0 for some 1 ≤ i0 ≤ m.
Let x ∈ P be arbitrarily chosen. Since P ⊆ Mω1 + · · ·+Mωm = C1 + (Mω1 )◦ + · · ·+ (Mωm)◦,
we write x = α1 +
∑m
i=1 x
◦
i with x
◦
i ∈ (Mωi )◦ := Ker(ϕωi ). This decomposition is uniquely
determined thanks to the free independence among the Mωi (see [29, Proposition 4]). Then we
have
(α2 +
m∑
i=1
ϕω((x◦i )
2))1
︸ ︷︷ ︸
∈C1
+
m∑
i=1
(2αx◦i + ((x
◦
i )
2 − ϕω((x◦i )2)1))
︸ ︷︷ ︸
∈(Mω1 )
◦+···+(Mωm)
◦
+
∑
1≤i6=j≤m
x◦i x
◦
j︸︷︷︸
∈(Mω
i
)◦(Mω
j
)◦
= x2
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falls into P ⊆ C1 + (Mω1 )◦ + · · · + (Mωm)◦. Since the Mωi are freely independent, we observe
that if i 6= j, then x◦i x◦j must be 0. Hence there exists no pair i 6= j such that both x◦i 6= 0 and
x◦j 6= 0 hold. It follows that each x ∈ P falls into Mωi for some 1 ≤ i ≤ m.
Choose x ∈ P \ C1. (Note that P is diffuse by assumption.) As shown above there exists
1 ≤ i0 ≤ m so that x ∈ Mωi0 . Suppose that there exist 1 ≤ j ≤ m with j 6= i0 and y ∈ P
such that y ∈ Mωj \Mωi0 = Mωj \ C1. Then we can write x = α1 + x◦ and y = β1 + y◦ with
x◦ ∈ (Mωi0)◦ and y◦ ∈ (Mωj )◦. By the choice of x and y, we observe that x◦ 6= 0 and y◦ 6= 0.
But, as above, we have αβ1 + (αy◦ + βx◦) + x◦y◦ ∈ Mω1 + · · · + Mωm, implying that either
x◦ = 0 or y◦ = 0, a contradiction. Therefore, all the other y ∈ P fall into the Mωi0 containing
the element x that we initially chose. We have proved the claim.
Consider the von Neumann subalgebra
∨m
i=1M
ω
i of M
ω generated by the Mωi , and observe
that (
∨m
i=1M
ω
i , ϕ
ω ↾∨m
i=1M
ω
i
) is nothing but the free product of the (Mωi , ϕ
ω
i ). Thus, working
inside Mω we have
Q ⊂ P ′ ∩M = P ′ ∩ (
m∨
i=1
Mi
) ⊆ P ′ ∩ (
m∨
i=1
Mωi
) ⊆Mωi0
by [14, Proposition 2.7(i)] (see also [30, Proposition 3.1]), since P ⊆ Mωi0 is diffuse and with
expectation by assumption. Since the restriction of EMω
i0
to M is EMi0 by definition, we have
Q ⊆Mωi0 ∩M = EMωi0 (M
ω
i0 ∩M) ⊆ EMωi0 (M) = EMi0 (M) = Mi0
in contradiction to Q 6M Mi0 . 
One may think that the same statement as Lemma 7 holds even when Q is not amenable but
has sufficiently many central sequences (i.e, non-full). However, this case was already treated
as case (ii) in the proof of [15, Main Theorem] without using any group actions. Its proof is
rather different from the present one.
The next lemma is a key observation for the part of ‘state-rigidity’ in Theorem 1.
Lemma 8. Let u ∈M be a unitary and 1 ≤ i ≤ m be arbitrarily given. Then, if Mi is diffuse
and if uMiu
∗ is globally invariant under the action α, then u must fall into Mi, and hence
uMiu
∗ = Mi.
Proof. We use the same notation as in the proof of Lemma 6.
By assumption αg(u)Miαg(u)
∗ = uMiu
∗ and hence Mi = (αg(u)
∗u)Mi(αg(u)
∗u)∗ for all
g ∈ G. By [14, Proposition 2.7(i)] we have vg := (αg(u)∗u) ∈Mi for every g ∈ G. Observe that
αg ◦ EMi = EMi ◦ αg holds for every g ∈ G. Letting x := u∗ − EMi(u∗) ∈ Ker(EMi) we obtain
that αg(x) = vgx for all g ∈ G. It suffices to prove that x = 0.
Observe that L2(M)⊖ L2(Mi) is decomposed into the direct sum of subspaces of the form
X :=
[
MiM
◦
i(1) · · ·M◦i(ℓ)Miξϕ
]
= L2(Mi) ⊗¯ L2(Mi(1))◦ ⊗¯ · · · ⊗¯ L2(Mi(ℓ))◦ ⊗¯ L2(Mi)
with ℓ ≥ 1 and i 6= i(1) 6= i(2) 6= · · · 6= i(ℓ) 6= i, and thus it suffices to prove that PXxξϕ = 0 for
any such X, where PX denotes the projection onto X in L
2(M). We remark that PX commutes
with the vg and the π(g).
For an arbitrary ε > 0, we can find a sum y =
∑K
k=1 wk of words wk in MiM
◦
i(1) · · ·M◦i(ℓ)Mi
such that (2‖x‖+ ‖yξϕ − PXxξϕ‖L2(M))‖yξϕ − PXxξϕ‖L2(M) ≤ ε/2. Since
π(g)PXxξϕ = PXπ(g)xξϕ = PXαg(x)ξϕ = PXvgxξϕ = vgPXxξϕ,
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we have ∣∣(π(g)yξϕ|vgyξϕ)L2(M) − ‖PXxξϕ‖2L2(M)
∣∣
=
∣∣(π(g)yξϕ|vgyξϕ)L2(M) − (π(g)PXxξϕ|vgPXxξϕ)L2(M)∣∣
≤
∣∣(π(g)(yξϕ − PXx)ξϕ|vgyξϕ)L2(M)∣∣+ ∣∣(π(g)PXxξϕ|vg(yξϕ − PXxξϕ))L2(M)∣∣
≤ ‖yξϕ‖L2(M) · ‖yξϕ − PXxξϕ‖L2(M) + ‖x‖ · ‖yξϕ − PXxξϕ‖L2(M)
≤ (‖PXxξϕ‖L2(M) + ‖yξϕ − PXxξϕ‖L2(M))‖yξϕ − PXxξϕ‖L2(M)
+ ‖x‖ · ‖yξϕ − PXxξϕ‖L2(M)
≤ (2‖x‖+ ‖yξϕ − PXxξϕ‖L2(M))‖yξϕ − PXxξϕ‖L2(M),
and hence
‖PXxξϕ‖2L2(M) ≤
∣∣(π(g)yξϕ|vgyξϕ)L2(M)∣∣+ ε
2
≤
K∑
k1,k2=1
∣∣(π(g)wk1ξϕ|vgwk2ξϕ)L2(M)
∣∣+ ε
2
for every g ∈ G. For each 1 ≤ k ≤ K, we write wk = akw′k, where ak ∈Mi is the first Mi-letter
in wk and w
′
k denotes the remaining word obtained by removing the first Mi-letter from wk.
Observe that X is naturally identified with L2(Mi) ⊗¯Y, where
Y :=
[
M◦i(1) · · ·M◦i(ℓ)Miξϕ
]
= L2(Mi(1))
◦ ⊗¯ · · · ⊗¯ L2(Mi(ℓ))◦ ⊗¯ L2(Mi). (4)
This identification intertwines the restriction of π to X with the tensor product representation
of πi and the restriction of π to Y, and sends each wkξϕ to akξϕi ⊗ w′kξϕ. Observe that∣∣(π(g)wk1ξϕ|vgwk2ξϕ)L2(M)
∣∣
=
∣∣(πi(g)ak1ξϕi |vgak2ξϕi)L2(Mi)
∣∣ · ∣∣(π(g)w′k1ξϕ|w′k2ξϕ)L2(M)
∣∣
≤ ( max
1≤k≤K
‖ak‖
)2 ∣∣(π(g)w′k1ξϕ|w′k2ξϕ)L2(M)
∣∣
for all 1 ≤ k1, k2 ≤ K. The restriction of π(g) toY is identified with πi(1)(g)⊗· · ·⊗πi(ℓ)(g)⊗πi(g)
via the tensor product decomposition in (4), and thus π : G y Y is weakly mixing. Hence
there exists gε ∈ G so that
K∑
k1,k2=1
∣∣(π(gε)wk1ξϕ|vgεwk2ξϕ)L2(M)
∣∣ ≤ ε
2
.
Consequently, we get ‖PXxξϕ‖2L2(M) ≤ ε. Since ε > 0 can arbitrarily be small, we conclude
that PXxξϕ = 0. Hence we are done. 
We are ready to prove Theorem 1.
Proof of Theorem 1. For simplicity, we write Mi := λ
M
i (R∞) (1 ≤ i ≤ m) and Nj := λNj (R∞)
(1 ≤ j ≤ n). In what follows we write [m] := {1, 2, . . . ,m} and similarly [n] := {1, 2, . . . , n}.
In order to prove the theorem, we assume that there exists a bijective ∗-homomorphism
π : M → N such that ψ = π∗(ϕ). Hence we have π ◦ σϕt = σψt ◦ π, t ∈ R, by confirming the
so-called modular condition. Observe that Nj is globally invariant under σ
ψ and hence so is
π−1(Nj) under σ
ϕ. Thanks to [1, Theorem 4.1] we have
π−1(Nj)
′ ∩ (Mω)(σϕ
ω
,R) = (π−1(Nj)
′ ∩Mω)(σϕ
ω
,R) ⊇ (π−1(Nj)′ ∩ π−1(Nj)ω)(σ
ϕω ,R),
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and the rightmost algebra is isomorphic to the asymptotic centralizer of R∞ by [1, Proposition
4.35]. Since R∞ is an amenable (or hyperfinite) type III1 factor, π
−1(Nj)
′ ∩ (Mω)(σϕ
ω
,R)
must be diffuse thanks to e.g. [27, Proposition 1.1]. Moreover, it is rather trivial in this
case where π−1(Nj)
′ ∩ (Mω)(σϕ
ω
,R) is with expectation. Hence, Lemma 7 (with G = R and
α(i) = σϕi) shows that there exists a map κN : [n] → [m] such that π−1(Nj) M MκN (j) for
every j ∈ [n]. Therefore, for each j ∈ [n] there exist dN (j) ∈ N, a normal ∗-homomorphism
Ψ : π−1(Nj) → MdN (j)(MκN (j)) and a non-zero partial isometry vN (j) ∈ MdN (j),1(M) such
that Ψ(π−1(Nj)) is with expectation (see Remark 4) and that vN (j)x = Ψ(x)vN (j) for every
x ∈ π−1(Nj). In particular, vN (j)∗vN (j) = 1 thanks to π−1(Nj)′∩M = C1 by [14, Proposition
2.7(i)]. Remark that the normalizer of π−1(Nj) in M generates π
−1(Nj) itself due to [14,
Proposition 2.7(i)], and thus [14, Proposition 2.7(ii)] shows that vN (j)vN (j)
∗ ∈ MdN (j)(MκN (j))
and
vN (j)π
−1(Nj)vN (j)
∗ ⊆ vN (j)vN (j)∗MdN (j)(MκN (j))vN (j)vN (j)∗.
By symmetry, there also exists a map κM : [m] → [n] such that π(Mi) N NκM (i), that
is, Mi M π−1(NκM (i)) for every i ∈ [m]. Moreover, for each i ∈ [m] there exist dM (i) ∈
N, a partial isometry vM (i) ∈ M1,dM (i)(M) with vM (i)∗vM (i) = 1 such that vM (i)vM (i)∗ ∈
MdM (i)(π
−1(NκM (i))) and
vM (i)MivN (j)
∗ ⊆ vM (i)vM (i)∗MdM (i)(π−1(NκM(i)))vM (i)vM (i)∗.
With these facts we can proceed exactly in the same way of the final part of the proof of [15,
Main Theorem]. However, the present situation allows us to give a bit simpler proof. To make
this paper self-contained, we do give it here. Since the Mi and the π
−1(Nj) are all type III
factors, we can make the vN (j) and the vM (i) unitaries in M . Thus, for each i ∈ [m] we have
vN (κM (i))(vM (i)MivM (i)
∗)vN (κM (i))
∗ ⊆ vN (κM (i))π−1(NκM (i))vN (κM (i))∗ ⊆MκN (κM (i)).
Hence, by [15, Lemma 2.8] we get κN(κM (i)) = i for all i ∈ [m]. Then, for every i ∈ [m] we
also get
vN (κM (i))vM (i)MivM (i)
∗vN (κM (i))
∗ ⊆Mi,
which is actually equality because vN (κM (i))vM (i) must fall into Mi by [14, Proposition 2.7(i)].
Therefore, we have
vN (κM (i))vM (i)MivM (i)
∗vN (κM (i))
∗ = vN (κM (i))π
−1(NκM (i))vN (κM (i))
∗,
implying that
vM (i)MivM (i)
∗ = π−1(NκM (i))
for all i ∈ [m]. By symmetry, we also obtain that κM (κN (j)) = j for all j ∈ [n]. Therefore,
m = n. Since vM (i)MivM (i)
∗ = π−1(NκM (i)) is globally invariant under σ
ϕ, Lemma 8 shows
that Mi = π
−1(NκM (i)); hence we obtain that π(Mi) = NκM (i) for all i ∈ [m]. Therefore,
κ := κM ∈ Sm is the desired permutation and πi := (λNκ(i))−1 ◦ (π ↾Mi) ◦ λMi is a well-defined
∗-automorphism of R∞. Moreover, we have
(πi)∗(ϕi) = ϕi ◦ π−1i
= ϕ ◦ λMi ◦ (λMi )−1 ◦ (π ↾Mi )−1 ◦ λNκ(i)
= ϕ ◦ (π−1 ↾Nκ(i)) ◦ λNκ(i)
= ((ϕ ◦ π−1)↾Nκ(i)) ◦ λNκ(i)
= (ψ ↾Nκ(i)) ◦ λNκ(i) = ψκ(i).
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Observe that Nj1 = Nj2 implies that N
◦
j1
ξψ = N
◦
j2
ξψ and hence j1 = j2, otherwise N
◦
j1
ξψ ⊥
N◦j2ξψ in L
2(N) leading to a contradiction. It follows that the above κ is uniquely determined
by π(Mi) = Nκ(i) for all 1 ≤ i ≤ m. Hence we have proved the first (and main) part of Theorem
1.
For the converse statement (the easier part), we assume thatm = n and there exist a bijection
κ : [m] → [m] and ∗-automorphisms πi ∈ Aut(R∞), 1 ≤ i ≤ m such that (πi)∗(ϕi) = ψκ(i) for
every 1 ≤ i ≤ m. Consider the new embedding maps ρMi := λNκ(i) ◦ πi : R∞ → N , 1 ≤ i ≤ m.
We observe that
ψ ◦ ρMi = ψ ◦ λNκ(i) ◦ πi = ψκ(i) ◦ πi = (πi)∗(ϕi) ◦ πi = (ϕi ◦ π−1i ) ◦ πi = ϕi
for every 1 ≤ i ≤ m. Hence the characterization of free products based on the free independence
guarantees that there exists a unique bijective ∗-homomorphism π :M → N such that π◦λMi =
ρMi = λ
N
κ(i) ◦ πi holds for every 1 ≤ i ≤ m. By the construction of π we also have π∗(ϕ) = ψ.
Hence we are done. 
4. Concluding Remarks
It is known that the unique amenable type II1 factor R admits various weakly mixing actions
of second countable, locally compact groups such as the integers Z. For each natural number
m ≥ 2 we consider the tracial free product type II1 factor M := R⋆m, which is known to be
isomorphic to the free group factor L(Fm) by Dykema [7] using Voiculescu’s free probability
theory (see e.g. [35]). The proof of Theorem 1 (see also the proof of Proposition 10 below)
actually shows the following: If any irreducible amenable type II1 subfactor Q ⊂ M with Q′ ∩
Mω 6⊆ Qω had weakly mixing actions α(i) : G y R, 1 ≤ i ≤ m, of a second countable, locally
compact group G such that Q′ ∩ (Mω)(γω ,G) was diffuse with γ := ⋆mi=1α(i) : G y M , then
it would follow that L(Fr1)
∼= L(Fr2) =⇒ r1 = r2 for any integers r1, r2 ≥ 2. Note that the
assumption that Q′ ∩Mω 6⊆ Qω above comes from Popa’s spectral gap result [25, Lemma 2].
Remark also that this implication needs only Lemma 7. This strategy to the non-isomorphism
problem may not work well, but it seems natural (at least to us) to ask the following question:
Question 9. Let γ : G y M be as above. How large is Q′ ∩ (Mω)(γω,G) in Mω for an
(irreducible) amenable type II1 subfactor Q of M provided that Q
′ ∩Mω 6⊆ Qω ?
We are going to discuss this question in future. However, we can prove the next proposition
by available techniques.
Proposition 10. Assume that α : Gy R is a weakly mixing action of a countable, amenable
group. Then, any ∗-automorphism of M = R⋆m that commutes with the m-fold free product
action α⋆m : GyM is obtained as the composition of a permutation over the free components
and a free product of ∗-automorphisms on R that commute with the given action α.
Proof. Remark first that R′ ∩ (Rω)(αω ,G) = (Rω)(αω ,G) is well known to be of type II1 [19,
Lemma 8.3]. Denote by β such a ∗-automorphism of M , and also byMi the ith free component
(isomorphic to R). In the same way as in the proof of Theorem 1 we can prove that there exist
a permutation κ ∈ Sm, partial isometries vi ∈ Md(i),1(M) with d(i) ∈ N so that v∗i vi = 1 in
Mκ(i) (a corner of Md(i)(M)), viv
∗
i ∈ Md(i)(β−1(Mi)) and viMκ(i)v∗i = viv∗iMd(i)(β−1(Mi))viv∗i
for every 1 ≤ i ≤ m. Since Mκ(i) ∼= β−1(Mi) is a type II1 factor, it is plain to select a
unitary ui ∈ M in such a way that uiMκ(i)u∗i = β−1(Mi) holds. Then Lemma 8 implies that
Mκ(i) = uiMκ(i)u
∗
i = β
−1(Mi) holds, and the desired assertion immediately follows. 
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In closing, we point out that Theorem 1 as well as Proposition 10 hold under a variety of
other assumptions (with allowing infinite index sets in some instances) thanks to [15, Main
Theorem]. The details about such generalizations are left to the reader.
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