For a set of size n ¿ 7 and {3} the set of subsets of of size 3, we examine the binary codes obtained from the adjacency matrix of each of the three graphs with vertex set {3} , with adjacency deÿned by two vertices as 3-sets being adjacent if they have zero, one or two elements in common, respectively.
Introduction
The binary codes formed from the span of the adjacency matrix of graphs, and in particular strongly regular graphs, have been examined by various authors: see [4] [5] [6] 11, 1, 2] . Here, we examine a di erent class of graphs and prove the following theorem.
Theorem 1.
Let be a set of size n, where n ¿ 7. Let P = {3} , the set of subsets of of size 3, be the vertex set of the three graphs Ai(n), for i = 0; 1; 2, with adjacency deÿned by two vertices (as 3-sets) being adjacent if the 3-sets meet in zero, one or two elements, respectively. Let Ci(n) denote the code formed from the row span over F2 of an adjacency matrix for Ai(n). Then Ci(n) = F (4) n ≡ 3 (mod 4): (a) C1(n) = v P + j | P ∈ P is [( For all n ¿ 7; i = 0; 1; 2; Ci(n) ∩ Ci(n) ⊥ = {0}, and the automorphism groups of these codes are Sn or S (
) .
The theorem will follow from a series of lemmas and propositions proved in Section 3. The ideas and methods in this paper are similar to those used in [8] in which binary codes of the triangular graphs were considered, and for which PD-sets for permutation decoding (see [10, Chapter 15] , [7, Section 8] ) were found. In a following paper [9] we use the codes considered in this present paper for permutation decoding and give explicit PD-sets for some of the inÿnite families.
Background and terminology
Our notation for designs and codes will be standard and as in [1] . An incidence structure D = (P; B; I), with point set P, block set B and incidence I is a t-(v; k; ) design, if |P| = v, every block B ∈ B is incident with precisely k points, and every t distinct points are together incident with precisely blocks. The number of blocks through a set of s points is denoted by s and is independent of the set if s 6 t. We will say that the design is symmetric if it has the same number of points and blocks.
The code CF of the design D over the ÿnite ÿeld F is the space spanned by the incidence vectors of the blocks over F. If the point set of D is denoted by P and the block set by B, and if Q is any subset of P, then we will denote the incidence vector of Q by v Q . Thus CF = v B | B ∈ B , and is a subspace of V = F P , the full vector space of functions from P to F. For any vector w ∈ V , the coordinate of w at the point P ∈ P is denoted by w(P).
All our codes here will be linear codes, i.e. subspaces of the ambient vector space. If a code C over a ÿeld of order q is of length n, dimension k, and minimum weight d, then we write [n; k; d] q to show this information. A generator matrix for the code is a k × n matrix made up of a basis for C. The dual or orthogonal code C ⊥ is the orthogonal under the standard inner product (; ), i.e. C ⊥ = {v ∈ F n |(v; c) = 0 for all c ∈ C}. A check (or parity-check) matrix for C is a generator matrix H for C ⊥ . A code C is self-orthogonal if C ⊆ C ⊥ and is self-dual if C = C ⊥ . If c is a codeword then the support of c is the set of non-zero coordinate positions of c. A constant vector is one for which all the coordinate entries are either 0 or 1. The all-one vector will be denoted by -, and is the constant vector of weight the length of the code. Two linear codes of the same length and over the same ÿeld are equivalent if each can be obtained from the other by permuting the coordinate positions and multiplying each coordinate position by a non-zero ÿeld element. They are isomorphic if they can be obtained from one another by permuting the coordinate positions. An automorphism of a code C is an isomorphism from C to C. The automorphism group will be denoted by Aut(C). Any automorphism clearly preserves each weight class of C.
Terminology for graphs is standard: the graphs, = (V; E) with vertex set V and edge set E, are undirected and the valency of a vertex is the number of edges containing the vertex. A graph is regular if all the vertices have the same valency.
The binary codes
Let n be any integer and a set of size n; to avoid degenerate cases we take n ¿ 7. Taking the set {3} to be the set of all 3-element subsets of , we deÿne three non-trivial undirected graphs with vertex set P = {3} , and denote these graphs by Ai(n) where i = 0; 1; 2. The edges of the graph Ai(n) are deÿned by the rule that two vertices are adjacent in Ai(n) if as 3-element subsets they have exactly i elements of in common. For each i = 0; 1; 2 we deÿne from Ai(n) a 1-design Di(n), on the point set P by deÿning for each point P = {a; b; c} ∈ P a block {a; b; c} i by {a; b; c} i = {{x; y; z} | |{x; y; z} ∩ {a; b; c}| = i}:
Denote by Bi(n) the block set of Di(n), so that each of these is a symmetric 1-design on ( n 3 ) points with block size, respectively; 
where, as usual with the notation from [1] , the incidence vector of the subset X ⊆ P is denoted by v X . Since our points here are actually triples of elements from , we emphasize that we are using the notation v {a; b; c} instead of the more cumbersome v {{a; b; c}} , as mentioned in [1] . We will be examining the binary codes of these designs; in fact, computation with Magma [3] shows that the codes over some other primes, in particular, p = 3, might be interesting, but here we consider only the binary codes. Thus, denoting the block set of Di(n) by Bi(n) we will write
where the span is taken over F2. Notice that, since the blocks of the three designs do not overlap, we have, for any point P = {a; b; c},
Now consider, for any given point P = {a; b; c} ∈ P, the vector
i.e. the sum of all the incidence vectors of blocks of Di(n) that contain P, for each i = 0; 1; 2. For any point Q of P, wP(Q) (the coordinate of wP at Q) is determined by four distinct cases, depending on the size of the intersection of the triples that deÿne P and Q. We look at the various cases, writing bi for a block of Di(n):
• i = 0; (1) P = Q, wP(P) = |b0| = ( ) such points.
Congruences modulo 4 give di erent properties of the binary codes of the designs, as the lemmas to follow will show. As a direct consequence of the observations above for wP we have:
Lemma 1. With notation as deÿned above, P = {a; b; c} ∈ P,
(2) n ≡ 2 (mod 4): for i = 0; 1; 2, wP = v P , so Ci(n) = F ) words of weight 4 in C2(n) and they span the code; there are ( n 2 ) words of weight n − 2 in C2(n) ⊥ and they span
Proof. Since we deal exclusively with i = 2 in this proof, we will denote a block of D2(n) by {a; b; c}, and write C = C2(n). 
The weight of w(a; b) is clearly n − 2; we show it is in C ⊥ . For any {x; y; z} ∈ B2, writing w = w(a; b), If a; b ∈ {x; y; z} then all three terms are 0; if x = a and b ∈ {x; y; z}, the ÿrst and second terms are 1, the last term is 0, and hence the sum is 0; if a; b ∈ {x; y; z}, then the ÿrst term is n − 3 = 0, and the other two terms are 0, so the sum is 0 again. Thus w(a; b) ∈ C ⊥ , and clearly there are ( for one of these cases. The top case is w(a; b); if one of the other cases holds then v {a; b; x} is not in the support for some x, which will give a contradiction unless the weight is greater than n − 2.
To show that 4 is the minimum weight of C, notice that the block size for D2(n) is 3(n − 3), which is even; thus -∈ C ⊥ and hence all words of C have even weight. We need then to show that C does not have words of weight 2. Suppose w = v {a; b; c} + v {d; e; f} ; then since (w; w(a; b)) = 0, we must have {a; b} ⊂ {d; e; f}, and w = v Now we show that the dimension of C is (
). For this we construct a basis of words of weight 4. We introduce an ordering of the points and the spanning weight-4 vectors so that the generating matrix is in upper triangular form. For the point order: {1; 2; 3}; {1; 2; 4}; : : : ; {1; 2; n−1}; {1; 3; 4}; : : : ; {1; 3; n−1}; : : : ; {1; n−2; n−1}; {2; 3; 4}; : : : ; {n−3; n−2; n−1} (which will all be pivot positions), and followed by the remaining (
) points {1; 2; n}; {1; 3; n}; : : : ; {n − 2; n − 1; n}. The weight-4 vectors for the basis will be ordered as follows: w(1; 2; 3; 4); w(1; 2; 4; 5); w(1; 2; 5; 6); : : : ; w(1; 2; n − 1; n); w(1; 3; 4; 5); : : : ; w(1; 3; n − 1; n); : : : ; w(1; n − 2; n − 1; n); w(2; 3; 4; 5); w(2; 3; 5; 6); : : : ; w(2; 3; n − 1; n); : : : ; w(n − 3; n − 2; n − 1; n).
Then it is simple to verify that with this ordering of points and spanning vectors we get an upper triangular matrix of rank (
). Thus C has dimension at least (
). To prove that this is in fact the dimension, we look at C ⊥ . We can keep the same ordering of the points but we will in fact get the pivot positions in the last ( ). Thus C ⊥ has dimension at least (
), and the proposition is proved. To show that C ∩ C ⊥ = {0}, we show that C + C ⊥ = F which is what is required. Finally, we obtain the automorphism group of C2(n). It is not di cult to see that Aut(A2(n)) = Sn and Sn ⊆ Aut(C2(n)). Let g ∈ Aut(C2(n)). Then g maps triples to triples. Also, since the words having the form w(a; b) = x∈ \{a; b} v abx are the words of minimum weight n − 2 in C2(n) ⊥ , g maps pairs to pairs. We use these facts to show that Aut(C2(n)) = Sn. Let x ∈ . For arbitrary a; b ∈ such that x ∈ \{a; b}, suppose that {a; b} g = {c; d}. From the above we deduce that g is deÿned in Sn and Aut(C2(n)) = Sn. For n even, C2(n) = F Lemma 2. For all n ¿ 7 C0(n) has words of weight 8. If n is odd, w(a; b) = x∈ \{a; b} v {a; b; x} ∈ C0(n) ⊥ , and C0(n) ⊆ C2(n). If n ≡ 3 (mod 4), C0(n) = C2(n).
Proof. We ÿrst show how words of weight 8 can be constructed. In this lemma we use the notation {a; b; c} to denote a block of D0(n). Let = {a; b; c; d; e; f} be a subset of of six elements. For each partition of into three disjoint 2-element subsets we will get a weight-8 vector. The set will be the point set of a 1-(6,3,4) design with 2 = 2 or 0. We do this as follows: suppose we take the partition = {{a; b}; {c; d}; {e; f}} of ; then the rule for our design will be that points (letters) from the same 2-element member of will not be together in a block. The eight blocks will thus be
It is then a direct matter to prove that
thus giving a vector of weight 8 in C0(n). Now take n to be odd, and consider Since from Proposition 1 we have that C2(n) ⊥ = w(a; b) | a; b ∈ , we have now shown that C2(n) ⊥ ⊆ C0(n) ⊥ for n odd, and thus C0(n) ⊆ C2(n) for n odd. That equality holds here if n ≡ 3 (mod 4) follows from Lemma 1(4a).
Lemma 3. For n ¿ 7, C1(n) has words of weight 4. If n ≡ 0 (mod 4) then C0(n) has words of weight 4.
Proof. We deÿne two types of words of F P of weight 4 and show that they are in C1(n) for any n ¿ 7. Let = {a; b; c; d; e; f} ⊆ of size 6, and let * = [a; b; c; d; e; f] be a sequence of the elements of . Let
Then it is quite direct to show that thus illustrating two di erent types of words of weight 4 in C1(n) for any n. Since C1(n) ⊆ C0(n) when n ≡ 0 (mod) 4 (by Lemma 1(1a)), C0(n) also has words of weight 4 in this case. 
The same is true for C0(n) ⊥ for n ≡ 0 (mod 4) and for n ≡ 1 (mod 4). For any n, the n vectors w(a) are linearly independent and -= a∈ w(a); if n ≡ 1 (mod 4) then
and has dimension n − 1.
Proof. Let w(a) be as deÿned, and consider ÿrst C1(n) ⊥ . Taking The coe cient of v {i; j; k} is ai + aj + a k = 0 for every choice of the triple {i; j; k}. It follows easily that ai = 0 for all i. That -= a∈ w(a) follows from the observation that each vector v {a; b; c} will occur exactly three times in the sum. For n odd then it also follows that a∈ (-+ w(a)) = 0, completing the proof.
Lemma 5. For n ≡ 0 (mod 4), C1(n) = C0(n) and has minimum weight 4. For n ≡ 1 (mod 4), C0(n) ⊂ C1(n).
Proof. First show that the minimum weight of C1(n) is 4. Notice that the block size is 3( n−3 2 ), which is even for n ≡ 0 (mod 4), and thus -∈ C1(n) ⊥ and all vectors in C1(n) have even weight. We need thus only show that there are no vectors of weight 2. Suppose that w = v {a; b; c} + v {d; e; f} ∈ C1(n). Considering cases, and with w(a) as in Eq. (11):
• if {a; b; c} ∩ {d; e; f} = ∅ then (w(a); w) = 1;
• if {a; b; c} ∩ {d; e; f} = {a} where a = d, then (w(b); w) = 1;
• if {a; b; c} ∩ {d; e; f} = {a; b} where a = d; e = b, then (w(c); w) = 1.
This gives a contradiction for all choices of w of weight 2, so the minimum weight is 4. To show that C0(n) = C1(n) for n ≡ 0 (mod 4), we form the sum
of the words w( * ) of Eq. (9) over sequences from = {a; b; c; d; e; f} where a; b; c are ÿxed, and d; e; f vary over the remaining triples, and w( * ) has v {a; b; c} in its support. The number of sets containing a; b; c is (
) and each gives nine distinct words w( * ) with v {a; b; c} in the support. In the sum, v {a; b; c} will occur 9( which shows that C0(n) ⊆ C1(n), and, since C1(n) ⊆ C0(n) for n ≡ 0 (mod 4) by Lemma 1(1a), hence they are equal.
In the case n ≡ 1 (mod 4), looking at the vector w above, all the congruences modulo 2 remain the same apart from n − 5 ≡ 0 (mod 2). Thus we get
and hence C0(n) ⊆ C1(n). Now by Lemma 1(3b), -∈ C1(n), and by Proposition 1, -∈ C2(n) ⊥ and hence not in C2(n), and thus not in C0(n), since by Lemma 2 C0(n) ⊆ C2(n). Thus the containment is proper. The formulae given now follow, where ( r 3 ) = 0 if r = 1 or 2. The smallest weight occurs when r = 2 except when n = 9 when it occurs at r = 3.
and has weight enumerator as given in Lemma 6 together with the complements of all the words. T is a [( Proof. We order the points of P and a speciÿc set of the words u( * ) so that the generating matrix is in upper triangular form. The point order is as follows: {1; 2; 3}; {1; 2; 4}; : : : ; {1; 2; n}; {1; 3; 4}; : : : ; {1; 3; n}; : : : ; {1; n−2; n}; {2; 3; 4}; : : : ; {2; n− 2; n}; : : : ; {n − 4; n − 2; n − 1}; {n − 4; n − 2; n}, giving ( n 3 ) − n positions, followed by the remaining n points: {1; n − 1; n}; {2; n − 1; n}; : : : ; {n − 4; n − 1; n}; {n − 3; n − 1; n}; {n − 2; n − 1; n}; {n − 3; n − 2; n − 1}; {n − 3; n − 2; n}.
The ; n − 2; n − 1; n]; [n − 1; 1; 2; n; n − 2]; [n; 1; 2; n − 1; n − 2]; : : : ; [1; n − 3; n − 2; n − 1; n]; [n − 1; 1; n− 3; n; n− 2]; [n; 1; n− 3; n− 1; n− 2]; [n − 1; 1; n− 2; n; n− 3]; [n; 1; n− 2; n− 1; n− 3] giving the ÿrst ( n−1 2 ) − 1 vectors; [2; 3; 4; n − 1; n]; : : : [n; 2; n − 2; n − 1; n − 3] giving the next ( n−2 2 ) − 1 vectors; carry on in this way until [n − 4; n − 3; n − 2; n − 1; n]; [n − 1; n − 4; n − 3; n; n − 2]; [n; n − 4; n − 3; n − 1; n − 2]; [n − 1; n − 4; n − 2; n; n − 3]; [n; n − 4; n − 2; n − 1; n − 3] giving ( n−(n−4) 2 ) − 1 = 5 vectors. The total number of vectors is
) − n. If a matrix of codewords is now formed with the points in the order given, and the rows the words u( * ) in the order given, then this matrix is in upper triangular form, with ( n 3 ) − n pivot positions in the ÿrst ( n 3 ) − n positions. Thus D has at least this dimension, for any n ¿ 7.
); n; ( n− 1 2 )] 2 code with weight enumerator given in Lemma 7.
)] 2 code with weight enumerator given in Lemma 6. For n = 9, C1(9) is a [84; 76; 3] 2 code and C1 (9) ⊥ is a [84; 8; 38] 2 code. For all n ¿ 7, C1(n) ∩ C1(n) ⊥ = {0}. For n ≡ 0 (mod 4) or n ≡ 1 (mod 4), Aut(C1(n)) = Sn, and for n ≡ 2 (mod 4) or n ≡ 3 (mod 4), Aut(C1(n)) = S ( n 3 ) .
Proof. First take n ≡ 0 (mod 4). Then by Lemma 7, C1(n)
⊥ has dimension at least n, so C1(n) has dimension at most (
) − n, and thus equality holds. The facts about the minimum weight of C1(n) and its dual then follow from Lemmas 5 and 7. That C1(n) = C0(n) was proved in Lemma 5.
)−n+1 and C1(n) = D; -. This establishes the dimension of the code.
We have already noted the minimum weight of the dual code, since we have just proved that S = C1(n) ⊥ and we can thus use Lemma 6. We need to show that the minimum weight of C1(n) is 4 unless n = 9, in which case we will show that it is 3. Suppose ÿrst that w = v {a; b; c} + v {d; e; f} ∈ C1(n). Then (w; -+ w(i)) = 0 for all i ∈ . Notice that -+ w(i) = -+ x; y =i v {i; x; y} = x; y; z =i v {x; y; z} . Since w is to have weight 2, there is some element a, say, not in {d; e; f}. Then (w; -+ w(a)) = 1, giving a contradiction. So there are no elements of weight 2.
Suppose w = v {a; b; c} + v {d; e; f} + v {g; h; i} ∈ C1(n). If there is some element j ∈ such that j ∈ {a; b; c; d; e; f; g; h; i}, then (w; -+w(i))=3 and we have a contradiction. This shows that 4 is the minimum weight if n ¿ 9. Consider now the case n=9. We show that if ={a; b; c; d; e; f; g; h; i}, then w ∈ C1(9). Recall from Lemma 1(3b), that wP =v {a; b; c} +v {a; b; c} 0 +v
where wP is the sum of all the incidence vectors of blocks of D1(n) containing the point P = {a; b; c}. If we form the vector u = w {a; b; c} + w {d; e; f} + w {g; h; i} , it is quite direct to show that u = w. Thus the minimum weight is 3 when n = 9. Now we show that C1(n) + C1(n) ⊥ = F P for each of n ≡ 0 (mod 4) and n ≡ 1 (mod 4) since it already follows for other n. For this, let P = {a; b; c} be any point and consider w = w(a)
. It is immediate that w = u = v {a; b; c} , which establishes the result. To prove the stated results about the automorphism groups, if n ≡ 0 (mod 4), then by Lemma 4, {w(a) | a ∈ } is the set of words of weight (
, then (w(a)) = w(b) and since w(a) = w(b) if and only if a = b, we deduce that is deÿned in Sn and hence Aut(C1(n)) = Sn. Now assume that n ≡ 1 (mod 4). Then for n ¿ 13, C1(n) ⊥ has minimum weight 2(
). The set
is the set of all vectors of minimum weight (this follows from Lemma 6 and the fact that S =C1(n) ⊥ ). Using the deÿnition of w(a), it is easy to see that and hence the result. For n ≡ 3 (mod 4), we can easily see that Aut(C1(n)) = S ( n 3 ) , because C1(n) = v P + -| P ∈ P and for any g ∈ S (
Lemma 9. For n ≡ 1 (mod 4), C1(n) + C2(n) = F P 2 and C2(n) ⊥ ∩ T = -where T is as deÿned in Lemma 7.
Proof. From Lemma 1(3b), we have v {a; b; c} = w {a; b; c} + u, where w {a; b; c} ∈ C1(n) and u ∈ C2(n), since C0(n) ⊆ C2(n) by Lemma 2, and thus
, where S is deÿned in Lemma 4. Suppose that u ∈ C2(n) ⊥ ∩ T . Then u = a w(a). Either u = a (-+ w(a)) or u + -= a (-+ w(a)). Recalling that -∈ C2(n) ⊥ , we see that either u = 0 or u = -, which proves the assertion.
Note: From Lemma 9 and earlier results we see that, for n ≡ 1 (mod 4),
).
Lemma 10. If E = w( ) | where w( ) is deÿned in Eq. (8) and ranges over all partitions of all six-element subsets of , then dim(E) ¿ (
). If n ≡ 1 (mod 4), C0(n) = E and has dimension (
Proof. The proof follows similar ideas to those in Lemma 8. Thus we order the points of P and a speciÿc set of the words w( ) so that the generating matrix is in upper triangular form. The point order is as follows: {1; 2; 3}; {1; 2; 4}; : : : ; {1; 2; n− 1}; {1; 3; 4}; : : : ; {1; 3; n− 1}; : : : ; {1; n− 3; n− 2}; {1; n− 3; n− 1}; {2; 3; 4}; : : : ; {2; n− 3; n− 1}; : : : ; {n − 5; n− 3; n− 2}; {n − 5; n − 3; n − 1}, giving ( We will refer to the term in the support of w( ) that is earliest in the ordering of the points as given above, as the leading term of w( ). We will choose our so that the leading terms will be the pivot positions in the generating matrix. Using this notation the ordering is as follows: [1; n − 2; 2; n − 1; 3; n]; [1; n − 2; 2; n − 1; 4; n]; : : : ; [1; n − 2; 2; n − 1; n − 3; n]; [1; n−3; 2; n−1; n−2; n]; [1; n−3; 2; n−2; n−1; n]; [1; n−2; 3; n−1; 4; n]; : : : ; [1; n−3; 3; n−2; n−1; n]; : : : ; [1; n−3; n− 4; n− 2; n− 1; n] and [1; n− 4; n− 3; n− 1; n− 2; n]; [1; n− 4; n− 3; n− 2; n− 1; n] for the ÿrst ( n−2 2 ) − 1 vectors, with leading terms the points {1; 2; 3}; : : : ; {1; n − 3; n − 1}. The next vectors are [2; n − 2; 3; n − 1; 4; n]; : : : ; [2; n − 4; n − 3; n − 2; n − 1; n] giving another ( n−3 2 ) − 1 vectors with leading terms the points {2; 3; 4}; : : : ; {2; n − 3; n − 1}. Continue in this way up to the last set of ÿve vectors: [n − 5; n − 2; n − 4; n − 1; n − 3; n]; [n − 5; n − 3; n − 4; n − 1; n − 2; n]; [n − 5; n − 3; n − 4; n − 2; n − 1; n]; [n − 5; n − 4; n − 3; n − 1; n − 2; n]; [n − 5; n − 4; n − 3; n − 2; n − 1; n], with leading terms {n − 5; n − 4; n − 3}; {n − 5; n − 4; n − 2}; {n − 5; n − 4; n − 1}; {n − 5; n − 3; n − 2}; {n − 5; n − 3; n − 1}. The number of terms is the sum of these which is again easily seen to be (
. If a matrix of codewords is now formed with the points in the order given, and the rows the words w( ) in the order given, then this matrix is in upper triangular form, with ( If n ≡ 1 (mod 4), then dim (C0(n)) 6 (
), as noted above. Since E ⊆ C0(n), we have equality, and since this is also the dimension of C1(n) ∩ C2(n), this completes the proof.
Note: In the appendix we show the ordering of the vectors in the case n = 9. Proof. Since C0(n) ⊂ C2(n), its minimum weight is at least 4, and a vector of weight 4 would be of the form w(a; b; c; d) ∈ C2(n), as shown in Proposition 1. Since these words span C2(n) and since Aut(C0(n)) ⊇ Sn, which is transitive on 4-tuples, if C0(n) contained one word of weight 4 it would contain all those in C2(n) and hence C0(n) = C2(n), which is a contradiction for n ≡ 1 (mod 4). Thus its minimum weight is 6 or 8. If it contained a word of weight 6 then such a word would be in both C2(n) and C1(n), and w = w(a; b; c; d) + w(a; b; c; e) would be a candidate. Consider the vector u = u([a; b; d; e; c]) = v {a; b; d} + v {a; b; e} + v {a; d; c} + v {a; e; c} ∈ C1(n). Then w + u ∈ C1(n) and has weight 2, which is a contradiction. Thus we need only show that the words of weight 6 in C2(n) have the form of w, in which case it will follow that C0(n) will have minimum weight 8. For this, we use the words w(a; b) ∈ C2(n) ⊥ , as deÿned in Eq. (7). Suppose u is a word of weight 6 in C2(n). Any w(a; b) must meet the support of u evenly: clearly six times is impossible, since if {a; b; c} is in the support, then (w(b; c); u) = 1. Four times is also easily seen to be impossible for the same reason, so any w(a; b) can meet the support of u twice or not at all. Thus u must be such that if {a; b; c} is in its support, each pair {a; b}, {a; c} and {b; c} must occur again in a point in the support of u. Consideration of the possibilities leads only to a word of the form w = w(a; b; c; d) + w(a; b; c; e). Thus the minimum weight of C0(n) is 8. That the minimum weight of C0(n) ⊥ is n − 2 follows by a similar argument to that given in Proposition 1. To show that C0(n) ∩ C0(n) ⊥ = {0}, again we show that C0(n) + C0(n) ⊥ = F ) for C0(n) ⊥ . Now the proof is similar to the proof in Proposition 2. If n ≡ 3 (mod 4), then C0(n) = C2(n) and the result follows from Proposition 1. For n ≡ 2 (mod 4), C2(n) = F P 2 and the result follows.
Appendix A
The table below shows the ordering of the vectors w( ) as given in Lemma 10, in the case n = 9. Read down the successive columns. The leading terms, corresponding to pivot positions, can be read from the ÿrst, third and ÿfth elements in each block: thus the block [1 7 2 8 5 9] has leading term {1; 2; 5}. 
