[1] Computing the drift of objects and substances by ocean currents is of high relevance in operational oceanography and environmental managing. This problem is usually solved by a probability distribution computed from an ensemble of simulations of a stochastic differential equation. The accuracy of the results depends on the number of simulations considered in the ensemble. An approach based on a path integral formalism is proposed to compute distribution probabilities. The path integral is solved by a novel algorithm involving Fourier transforms. The best performance of this path integral approach versus traditional matrix multiplication and Monte Carlo techniques is demonstrated by comparing results of probability distributions of dispersion in ocean environments with different spatial scales of variability. Results indicate that the new algorithm provides a probability distribution of dispersion with similar accuracy as that obtained by the Monte Carlo approach, but a hundred times faster. Citation: Alvarez, A., R. Pennel, B. Garau, and J. Tintore (2007), A Fourier-transform path integral formalism to compute dispersion probability distributions in variable ocean environments, Geophys. Res. Lett., 34, L17605,
Introduction
[2] There is a wide range of drifting objects and substances in the ocean that are of the concern of scientists, environmental managers and governmental officers. Nutrients, phytoplankton, fish larvae and materials derived from human activities like oil spills and non-degradable waste, are just few examples [Prouter, 1987; Lough et al., 1994] . The negative impact that some of these objects and substances could have on marine ecosystems has warranted the development of services, including prediction of their drift and fate, to mitigate them. Forecasting the transport of objects and substances by ocean currents constitutes a backbone of present operational oceanography.
[3] The motion of a drifting object or substance at sea depends on environmental conditions as well as on its physical and chemical properties [Garwood et al., 1998; Daniel et al., 2002] . Trajectories can be estimated given information on the local wind, surface currents, shape and buoyancy of objects and laws of biochemical transformations for biological and chemical substances. Information on environmental conditions is usually obtained from in-situ or remotely sensed data [Rothermel et al., 1998; DiGiacomo et al., 2004] , numerical models or a combination of both [Carniel et al., 2002] .
[4] Modeling physical and biochemical behavior of drifting elements subjected to environmental stress, constitutes a second ingredient to compute trajectories at sea. The simplest approach considers the advection of a mass-less point or a collection of independent mass-less points to simulate drifting objects or substances, respectively. More sophisticated models include accurate geometrical and dynamical descriptions of drifting objects or bio-physicochemical processes of drifting substances.
[5] Modeling environmental variables and behavior of drifting objects and substances account for some degree of uncertainty. Environmental models employ empirical parameterizations and approximations to the hydrodynamical laws. In addition, there is an unavoidable uncertainty in observed data. Estimated parameters are also common modeling the behavior of drifting objects and substances. Accounting for this uncertainty is most readily approached in a probabilistic framework.
[6] In its most fundamental, most simple and widely employed approximation of the drifting problem, the evolution of a drifting system is determined by a drift vector field (surface currents) and fluctuations defined by a diffusion tensor which accounts for uncertainties. Its probability distribution is governed by the Fokker-Planck equation [Wehner and Wolfer, 1983] :
wherex = (x, y) are the Cartesian coordinates, P(x; t) is the probability distribution, (U, V) is the velocity field and s 2 is the diffusion tensor, considered to be constant hereafter. This equation is exactly solvable only for specific choices of the drift vector and the diffusion tensor and therefore unrealistic for the ocean. Instead, numerical solution must be considered in most realistic cases. Finite difference methods often lead to stiff systems of ordinary differential equations in the time variable, requiring long-term numerical integrations and excessive computer time [Wehner and Wolfer, 1983] . For this reason, (1) is traditionally solved by integrating the equivalent stochastic differential equations applying Monte Carlo techniques:
wherex (t) is the stochastic trajectory of the drifter and z is a Gaussian white noise coefficient different for each coordinate. Such white-noise-driven differential equations are frequently called Langevin equations in the physics and chemistry literature. The Gaussian white noise term originates from the continuous time limit of a discrete time model of some stochastic process which varies very rapidly with time, so that its values at successive observations appear to be independent. This is indeed the case of the Brownian motion. The probability distribution of a drifting object or substance is obtained from an ensemble of numerical integrations of (2).
[7] The statistical certainty of probability distributions computed with Monte Carlo techniques strongly depends on the number of numerical integrations considered in the ensemble [Brickman and Smith, 2002] . Increasing complexity and variability of the drifting field implies a higher number of numerical integrations in the ensemble to get confident results. Enormous computational effort would be required to compute confident probability distributions of objects and substances advected by current fields obtained from high resolution observations or simulations. Thus, it would be desirable to compute probability distributions of drifting objects and substances with a faster technique robust to ocean variability.
[8] Another approach to solve the Fokker-Planck equation is based on a path integral formalism where the probability distribution is provided integrating short transition probability functions over all ''permissible'' trajectories or paths. Numerical integrations can be calculated iteratively by matrix multiplication techniques [Gerry and Kiefer, 1988] . In some cases, these integrations can be computed very efficiently using grid methods, such as those based on the fast Fourier transform (FFT) [Feit et al., 1982] . This numerical technique, merging path integrals and grid methods, is named Fourier transform path integral (FTPI) [Nevels et al., 1993 [Nevels et al., , 2000 . However, FTPI only applies to equation (1) if the velocity is a potential field [Drozdov and Brey, 1998 ]. Unfortunately, this is not the generic case for ocean currents and thus other numerical techniques implying more computational effort are usually employed to compute the probability distribution of drifting objects and substances at sea.
[9] The purpose of this letter is to extend the FTPI methodology in order to compute dispersion probability distributions in rotational flows. The objective is to get a fast and accurate methodology to compute probability distributions of drifting objects and substances at sea. The letter is organized in four sections: A brief description of the path integral formalism and the proposed numerical solution is described in Section 2. Section 3 compares the performance of the proposed FTPI algorithm versus the Monte Carlo approach, applied to solve the problem of drifting objects and substances by complex ocean currents. Finally, Section 4 discusses and concludes the letter.
Numerical Solution of the Fokker-Planck Equation in Terms of Path Integrals
[10] The simplest approach to define the path integral starts by representing the continuous drifting process in the limit of infinitesimally spaced grid points in space and time. The solution of the Fokker-Planck equation (1) can then be given in form of a convolution product of short transition probability functions [Drozdov and Brey, 1998 ] (also M. R. Clot and S. Tadei, A path integral approach to stochastic calculus, lecture notes, University of Firenze, (http://space. tin.it/scienza/hftadd/download/quantumnew.ps.gz):
. . .
where t and T are the initial and final time, Dt = T Àt N , N is the number of time slices and r(x 0 , t + Dtjx, t) is the short time transition probability of an infinitesimal Brownian motion, often also referred as short time propagator:
By substituting (4) in the previous equation (3), the finite time transition probability is given by:
The limit for N ! 1 of the right hand side of (5) can be formally written as:
[11] The functional measure D[s (x, t)
À2x
(t)] means summation on all possible paths starting fromx(t) =x and arriving atx(T) =x 0 with a Lagrangian function defined by:
[12] The right hand side of (6) is called path integral. It indicates that the probability for the overall resulting motion is the sum of the trajectory probabilities over all ''permissible'' trajectories. If this convolution integral can be worked out, the problem (1) is solved. Given the time transition probability function r(x 0 , Tjx, t) and the initial probability distribution P(x, t), the value of the dispersion probability distribution at time T, P(x, T), is:
[13] Different numerical techniques can be employed to solve (8). In low-dimensional stochastic problems (at most three-dimensional), the analytical expression of the short time transition probability (4) together with the trapezoidal rule can be used to perform the multiple convolution integral (8) by matrix multiplication [Gerry and Kiefer, 1988] :
where summation over repeated indices is understood. For a grid of N x Â N y nodes, r(x 0 , t + Dtjx, t) is a matrix of (N x Â N y ) 2 elements. Thus, this procedure generally requires large computer storage.
[14] If the drifting field is a potential flow, the propagation formula (8) for a single iteration can be written in terms of the fast Fourier transform (for details see Appendix B of Drozdov and Brey [1998] ):
where
is the velocity potential and FFT and IFFT stand for fast Fourier and inverse fast Fourier transforms, respectively. Equation (10) constitutes the core of the FTPI methodology. The method is efficient in terms of storage requirements, as no transition matrix is involved in calculations, allowing a more rapid computation of (8) in comparison with the matrix multiplication technique (9), the Monte Carlo method (2) and finite difference methods. Besides, the algorithm is stable for rather large time steps Dt, permits the treatment of multidimensional systems without introducing uncontrolled approximations and yields numerical results free of statistical noise [Drozdov, 1997; Drozdov and Brey, 1998 ].
[15] In order to obtain a FTPI algorithm to compute efficiently (8) in case of rotational flows, an auxiliary field is introduced in (4) using the complex Hubbard-Stratonovich transformation [Bauler et al., 2002] :
yielding:
[16] Equation (12) represents the short time propagator in terms of an inverse Fourier transform. Difficulties come from the coupling between the vector wave number and the velocity field inside an exponential term. To decouple both fields, the exponential part depending on the velocity field is approximated by its Taylor expansion in Dt up to second order:
[17] Substituting (13) in (8) and after straightforward rearrangements one obtains:
This equation can be iterated N-times to obtain the dispersion probability distribution at T = NDt.
Results
[18] An extensive set of numerical experiments was carried out in order to investigate the performance of the proposed FTPI algorithm to compute dispersion probabilities in variable ocean currents. Comparative studies between the FTPI algorithm (14), the matrix multiplication technique for path integrals (9) and the Monte Carlo approach (2) were done computing probabilities of dispersion for different time lengths of integration and characteristic eddy sizes. Each eddy field has been simulated on a grid of 34 Â 34 points, by means of a stream function randomly generated from a specific power spectrum with random phases. The spectra were peaked at spatial scales to generate eddy fields with characteristic eddy scales L E of 0. . This value agrees with the range of turbulent diffusion constants employed in models with similar spatial resolution [Elder, 1959] . Dimensional values of the spatial and temporal resolutions were Dx = 0.6 [Wehner and Wolfer, 1983] . Monte Carlo simulations have been performed, discretizing Equations (2) with an explicit Euler-Maruyama scheme [Higham, 2001] . Computer codes were vectorized to obtain the best performance from a Pentium IV microprocessor with 1 GB of memory. Finally, a histogram intersection similarity measure [Swain and Ballard, 1991] was employed to compute the similarity between the probability distributions computed by the three approaches. This similarity measure is given by:
where HI, n, M and P are the histogram intersection similarity, number of bins in the histogram and histograms of the probability distributions.
[19] First comparison considered the accuracy of the FTPI formalism for different characteristic eddy sizes. Different simulations were carried out considering eddy sizes of 0.1L B , 0.12L B , 0.16L B , 0.25L B and 0.5 L B and a fixed integration time of 18Dt. This integration time is the maximum allowed without interaction of the probability distribution with the boundaries of the domain. An ensemble of 20 realizations of the eddy field was considered for each characteristic eddy size. A reference probability distribution of dispersion was computed with the Monte Carlo approach (2) using a fixed number of 2.048 Â 10 6 particles for each realization. This number was selected after reassuring that a bigger number of particles did not introduce substantial changes of the probability distribution. This probability distribution was employed to measure the accuracy of the different integration methodologies. The initial releasing point was located at the center of the ocean basin for all simulations.
[20] Figure 1 illustrates one of the simulations. Figure 1a shows a random velocity field with eddy structures characterized by an eddy length scale of L E = 0.16L B ; Figure 1b exhibits the reference probability distribution computed with the Monte Carlo approach, reflecting the complexity of the velocity field in the area. There is a maximum slightly northwest the releasing point and a southward plume of the probability, resulting from deformations by the eddy field. The probability distribution obtained by the FTPI approach is displayed in Figure 1c . The similarity between the probability distributions shown in Figures 1b and 1c is evident from visual inspection. This is corroborated by the high value of the similarity measure HI = 0.985. The computing time to obtain the probability distribution with the FTPI algorithm was 0.25 s being equivalent with the time to calculate the probability distribution by the Monte Carlo approach with only 4 Â 10 3 particles (Figure 1d ). The computing time for the latter was 0.2 s and the similarity measure HI = 0.85, much lower than the similarity found with the FTPI algorithm. Thus, the FTPI algorithm computes accurate dispersion probability distributions very rapidly. Figure 2b highlights the fact that the computer effort of the proposed FTPI algorithm is similar to that of the Monte Carlo simulation with 4 Â 10 3 particles and two orders of magnitude smaller than the effort required by the matrix multiplication technique and the Monte Carlo approach with 4 Â 10 5 particles. Summarizing the proposed FTPI algorithm provides a dispersion probability distribution with similar accuracy as the probability distribution computed by a Monte Carlo simulation with 4 Â 10 5 particles, but it is hundred times faster. The computing time required by the FTPI algorithm is similar to that employed by the Monte Carlo approach if only 4 Â 10 3 particles are included.
[22] The computing time averaged over the ensemble required by the FTPI algorithm, the matrix multiplication technique and Monte Carlo approaches to compute probability distributions at different time lengths of integration, is shown in Figure 2c . A characteristic eddy size of 0.16L B was selected for this example. Results indicate an exponential growth of the computing time with the time length of integration. The growth rate for the FTPI algorithm is similar to that of the Monte Carlo approach, being higher than the growth rate found in the matrix multiplication approach.
Discussion and Conclusion
[23] A Fourier-transform path integral algorithm has been developed to solve the Fokker-Planck equation, describing the dispersion probability of objects and substances generated by general ocean currents. The performance in computer time and accuracy have been compared between the new formalism, the traditional matrix multiplication technique and the Monte Carlo approach, for ocean environments with different scales of variability. Results indicate that the FTPI algorithm is very accurate and substantially faster (up to a hundred times) than the other two approaches. The performance of the FTPI algorithm slightly depends on the scale of the eddy field, being more accurate when the characteristic eddy scale is small. A exponential grow of computing time with the time length of integration has been found when applying the FTPI algorithm in accordance with results previously found with other path integral techniques [Drozdov and Brey, 1998 ]. This fact does not demerit the skill of the FTPI algorithm, as its growth rate is similar to that of the Monte Carlo approach and slightly higher than the one of the matrix multiplication technique. Notice, however, that computing speeds differ by two orders of magnitude for the same accuracy.
[24] Accuracy and fast computation are valuable properties when dealing with specific problems in operational oceanography. For example, the FTPI algorithm could have a strong impact in oil-spill risk analysis models [Barker and Galt, 2000; Price et al., 2004] . Such models generate trajectories by initiating thousands of simulations at hundreds to thousands of hypothetical spill locations to statistically characterize the oil-spill risk over a large area. The hypothetical spill locations are in areas of prospective drilling and production and along projected pipeline and tanker routes. Computations would be much more efficient with the proposed FTPI formalism.
[25] Another benefit of the proposed algorithm arises from its path integral nature. Specifically, the path integral formalism has been employed to obtain a consistent Markovian approximation to initial non-Markovian problems [Colet et al., 1989; Fuentes et al., 2002] . Applying the path integral formalism to the Langevin equations with nonGaussian colored noise and making an adiabatic-like elimination procedure [Colet et al., 1989] it is possible to arrive at an effective Markovian approximation. This approximation is governed by a Fokker-Planck equation like (1), where the drifting field and the diffusion tensor also depend on the spatial and time properties of the non-Gaussian colored noise. The same FTPI algorithm can be applied to compute the probability distribution except when the result- ing diffusion tensor shows an explicit spatial dependency. For weak-noise limit conditions (small values of s (x) 2 ), the first exponential in (12) must be also expanded in its Taylor series to decouple the wave vector and the diffusion tensor. This would allow the evaluation of the convolution integral (8) by Fourier techniques. Thus, the proposed algorithm is expected to be valid to compute dispersion probability distributions in more realistic stochastic models of the ocean [Berloff et al., 2002] .
[26] In conclusion, this letter proposes a novel algorithm based on the path integral formalism and Fourier transform to compute efficiently dispersion probability distributions in general oceanic flows with complex spatial variability.
