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Abstract This paper is devoted to the fractional Laplacian system with critical exponents.
We use the method of moving sphere to derive a Liouville Theorem, and then prove the solutions
in Rn\{0} are radially symmetric and monotonically decreasing radially. Together with blow
up analysis and the Pohozaev integral, we get the upper and lower bound of the local solutions
in B1\{0}. Our results is an extension of the classical work by Caffarelli et al [6, 7], Chen et al
[16] .
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1 Introduction
The semilinear elliptic equation{
−∆u = u
n+2
n−2 in Rn,
u > 0 and u ∈ C2(Rn),
(1)
with critical exponent has been studied in many papers, where ∆ :=
∑n
i=1
∂2
∂x2i
denotes the
Laplacian and n ≥ 3. It is known that there exists a positive constant ε and y ∈ Rn such that a
C2 solution of (1) has to be the form
(n(n− 2))
n−2
4
(
ε
ε2 + |x− y|2
)n−2
2
.
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The celebrated Liouville-type theorem was established by Caffarelli-Gidas-Spruck [6] and the
proof was by the method of moving planes.
Under the additional hypothesis u(x) = O(|x|2−n) for large |x|, the result was obtained
earlier by Obata [36] and Gidas-Ni-Nirenberg [18]. The proof of Obata was more geometric,
while the proof of Gidas-Ni-Nirenberg was by the method of moving planes. Li-Zhang [31] de-
veloped a rather systematic, and simpler approach to Liouville-type theorems using the method
of moving sphere. They can catch the form of solutions directly, instead of reducing it to the
radial symmetry of u and concluding by using ODE.
Such Liouville-type theorems have played a fundamental role in the study of semilinear
elliptic equations with critical exponent, which include the Yamabe problem and the Nirenberg
problem. In view of conformal geometry, a solution u of (1) defines a conformally flat metric
gij = u
4
n−2 δij with constant scalar curvature.
The classical work by Schoen and Yau [37, 38, 39] on conformally flat manifolds and the
Yamabe problem has highlighted the importance of studying solutions of (1) with a nonempty
singular set. The simplest case is the following equation{
−∆u = u
n+2
n−2 in Rn\{0},
u > 0 and u ∈ C2(Rn\{0}).
(2)
The issues related to (2) have received great interest and have been widely studied in [6, 10, 11,
12, 17, 27, 28, 41] and references therein. In particular, Fowler [17] described all radial solutions
of (2), and Caffarelli-Gidas-Spruck [6] proved the radial symmetry of all solutions of (2).
Remark that the equation (2) in a punctured ball,{
−∆u = u
n+2
n−2 in B1\{0},
u > 0 and u ∈ C2(B1\{0})
(3)
has been well investigated in the cerebrated paper [6]. Caffarelli-Gidas-Spruck [6] proved that if
0 is a non-removable singular point of u, that is, u can not be extended as a continuous function
to the origin, then u is asymptotically symmetric with respect to the origin and furthermore,
u(x) = u0(x)(1 + o(1)) near x = 0, (4)
where u0(x) is a positive solution of (2). Thus, a corollary of (4) is that there exist two positive
constants c1 and c2 such that
c1|x|
−n−2
2 ≤ u(x) ≤ c2|x|
−n−2
2 near x = 0.
On the other hand, coupled system with critical exponent have received ever-increasing inter-
est and have been studied intensively in the literature. In particular, Guo-Liu [22] and Chen-Li
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[14] independently studied the Liouville-type theorem for the following two-coupled elliptic
system 
−∆u = α1u
n+2
n−2 + βu
2
n−2 v
n
n−2 in Rn,
−∆v = α2v
n+2
n−2 + βv
2
n−2u
n
n−2σ in Rn,
u, v > 0 and u, v ∈ C2(Rn),
(5)
where α1, α2 and β are positive constants. They obtained that both u and v are radially sym-
metric with respect to the same point. Moreover, (u, v) = (kU, lU), where k, l > 0 satisfies
α1k
4
n−2 + βk
4−n
n−2 l
n
n−2 = 1, α2l
4
n−2 + βl
4−n
n−2 k
n
n−2 = 1,
and U is an entire positive solution of (1). In fact, they studied more general systems and (5) is
a special case of their problems.
Furthermore, the properties of positive singular solutions to a two-coupled elliptic system
with critical exponents are related to coupled nonlinear Schro¨dinger equations with critical ex-
ponents for nonlinear optics and Bose-Einstein condensates. Stimulated by this, Chen-Lin [16]
studied the system
−∆u = α1u
n+2
n−2 + βu
2
n−2 v
n
n−2 in Rn\{0},
−∆v = α2v
n+2σ
n−2 + βv
2
n−2u
n
n−2σ in Rn\{0},
u, v > 0 and u, v ∈ C2(Rn\{0}).
(6)
They proved that both u and v are radially symmetric about the origin and are strictly decreasing
with respect to r = |x| > 0. With some additional conditions, they also obtained that either
(u, v) can be extended as a continuous function to 0, or there exist two positive constants c1 and
c2 such that
c1|x|
−n−2
2 ≤ u(x) + v(x) ≤ c2|x|
−n−2
2 near x = 0.
In recent years, the fractional Laplacian (−∆)σ has more and more applications in Physics,
Chemistry, Biology, Probability, and Finance, and has drawn more and more attention from
the mathematical community. The fractional Laplacian can be understood as the infinitesimal
generator of a stable Le´vy process [2]. In particular, the fractional Laplacian with the critical
exponent arises in contexts such as the Euler-Lagrangian equations of Sobolev inequalities [13,
30, 35], a fractional Yamabe problem [19, 20, 26], a fractional Nirenberg problem [24, 25] and
so on.
The fractional Laplacian takes the form
(−∆)σu(x) := Cn,σ lim
ε→0+
∫
Rn\Bε(x)
u(x)− u(y)
|x− y|n+2σ
dy, (7)
3
and
Cn,σ :=
22σσΓ(n2 + σ)
pi
n
2 Γ(1− σ)
with the gamma function Γ. The operator (−∆)σ is well defined in the Schwartz space of rapidly
decaying C∞ functions in Rn.
One can also define the fractional Laplacian acting on spaces of functions with weaker reg-
ularity. Considering the space
Lσ(R
n) :=
{
u ∈ L1loc(R
n) :
∫
Rn
|u(x)|
1 + |x|n+2σ
dx <∞
}
,
endowed with the norm
‖u‖Lσ(Rn) :=
∫
Rn
|u(x)|
1 + |x|n+2σ
dx.
We can verify that if u ∈ C2(Rn) ∩ Lσ(R
n), the integral on the right hand side of (7) is well
defined in Rn. Moreover, from [40, Proposition 2.4], we have
(−∆)σu ∈ C1,1−2σ(Rn), if 0 < σ < 1/2,
(−∆)σu ∈ C0,2−2σ(Rn), if 1/2 ≤ σ < 1.
Jin-Li-Xiong [24] studied the Liouville-type theorem for the equation{
(−∆)σu = u
n+2σ
n−2σ in Rn,
u > 0 and u ∈ C2(Rn) ∩ Lσ(R
n).
(8)
A feature of (8) is conformal invariant, and one may refer to [9, 21] for its connections to
conformal geometry. Since the radial symmetry property is essential for the development of
symmetrization techniques for fractional elliptic and parabolic partial differential equations, a
lot of people are interested in the radial symmetry results. Jin-Li-Xiong [24] obtained that there
exist two positive constants ε, ε1 and y ∈ R
n such that a solution of (8) has to be the form(
ε1
ε2 + |x− y|2
)n−2σ
2
.
For more details about the Liouville Theorem, please see [13, 15] and the references therein.
Caffarelli-Jin-Sire-Xiong [7] studied the global behaviors of positive solutions of the frac-
tional Yamabe equations{
(−∆)σu = u
n+2σ
n−2σ in Rn\{0},
u > 0 and u ∈ C2(Rn\{0}) ∩ Lσ(R
n),
(9)
4
with an isolated singularity at the origin. They proved that if the origin is non-removable isolated
singularity, then the solution u of (9) is radial symmetric with respect to the origin and strictly
decreasing with respect to r = |x| > 0. It is consistent with the result of Caffarelli-Gidas-Spruck
[6] on Laplacian. Jin-de Queiroz-Sire-Xiong [23] obtained the same result if the equation (9) is
defined inRn\Rk (1 ≤ k ≤ n−2σ) and there exists x0 ∈ Rk such that lim supx→(x0,0,··· ,0) u =
+∞.
Caffarelli-Jin-Sire-Xiong [7] also studied the local behaviors of positive solutions of the
fractional Yamabe equations{
(−∆)σu = u
n+2σ
n−2σ in B1\{0},
u > 0 and u ∈ C2(B1\{0}) ∩ Lσ(R
n),
(10)
with an isolated singularity at the origin. They obtained that either u can be extended as a
continuous function to 0, or there exist two positive constants c1 and c2 such that
c1|x|
−n−2σ
2 ≤ u(x) ≤ c2|x|
−n−2σ
2 near x = 0.
Inspired by the work on Laplacian, the Liouville Theorem for the system
(−∆)σu = α1u
n+2σ
n−2σ + βu
2σ
n−2σ v
n
n−2σ in Rn,
(−∆)σv = α2v
n+2σ
n−2σ + βv
2σ
n−2σ u
n
n−2σ in Rn,
u, v > 0 and u, v ∈ C2(Rn) ∩ Lσ(R
n),
(11)
where n ≥ 3, has been studied in [29, 43]. By the method of moving plane in the integral form,
[43] obtained that the positive solution of (11) is radial symmetry. But they do not give the form
of the solution of the system.
In this paper, using the method of moving sphere and some Calculus propositions, we catch
the form of the solution, which is consistent with the work of Chen-Li [14] and Guo-Liu [22] on
Laplacian.
Theorem 1.1. Let (u, v) be a solution of (11), then both u and v are radially symmetric with
respect to the same point. In particular, (u, v) = (kÛ , lÛ), where k, l > 0 satisfies
α1k
4σ
n−2σ + βk
4σ−n
n−2σ l
n
n−2σ = 1, α2l
4σ
n−2σ + βl
4σ−n
n−2σ k
n
n−2σ = 1,
and Û is a solution of (8).
For x ∈ Rn and λ > 0, define
ux,λ(y) :=
(
λ
|y − x|
)n−2σ
u
(
x+
λ2(y − x)
|y − x|2
)
in Rn\{x},
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the Kelvin transformation of u with respect to the ball Bλ(x). If (u, v) is a solution of (11), then
(ux,λ, vx,λ) is a solution of (11) in the corresponding domain. Such conformal invariance allows
us to use the moving sphere method introduced by Li-Zhu [33]. This observation has also been
used in [7, 23, 24].
Next, by the similar method we are going to prove the radial symmetry of positive singular
solutions, which is an extension of Chen-Lin [16] work on Laplacian.
Theorem 1.2. Let (u, v) be a singular solution of
(−∆)σu = α1u
n+2σ
n−2σ + βu
2σ
n−2σ v
n
n−2σ in Rn\{0},
(−∆)σv = α2v
n+2σ
n−2σ + βv
2σ
n−2σ u
n
n−2σ in Rn\{0},
u, v > 0 and u, v ∈ C2(Rn\{0}) ∩ Lσ(R
n),
(12)
that is, lim supx→0 u + lim supx→0 v = ∞. Then both u and v are radially symmetric and
monotonically decreasing radially.
More interesting, we also study the local behaviors of positive solutions of system in a
punctured ball
(−∆)σu = α1u
n+2σ
n−2σ + βu
2σ
n−2σ v
n
n−2σ in B1\{0},
(−∆)σv = α2v
n+2σ
n−2σ + βv
2σ
n−2σ u
n
n−2σ in B1\{0},
u, v > 0 and u, v ∈ C2(B1\{0}) ∩ Lσ(R
n).
(13)
Theorem 1.3. Let (u, v) be a solution of (13). Then either (u, v) can be extended as a continu-
ous function near 0, or there exist two positive constants c1 and c2 such that
c1|x|
−n−2σ
2 ≤ (u+ v)(x) ≤ c2|x|
−n−2σ
2 near x = 0.
Our paper is organized as follows. Section 2 includes some definitions of basic space and
elementary propositions which will be used in our following proof. Section 3 is devoted to obtain
the Liouville Theorem, that is Theorem 1.1. Theorem 1.2 on symmetry of global solutions of
(12) is proved in Section 4. In section 5, we obtain the blow up upper and lower bounds and
prove Theorem 1.3. Finally, we collect some propositions in Section 6.
2 Preliminaries
2.1 The Extension Method
Since the operator (−∆)σ is nonlocal, the traditional methods on local differential operators,
such as on Laplacian may not work on this nonlocal operator. To circumvent this difficulty,
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Caffarelli and Silvestre [8] introduced the extension method that reduced this nonlocal problem
into a local one in higher dimensions with the conormal derivative boundary condition.
More precisely, for u ∈ C2(Rn) ∩ Lσ(R
n), define
U(x, t) :=
∫
Rn
Pσ(x− ξ, t)u(ξ)dξ, (14)
where
Pσ(x, t) :=
β(n, σ)t2σ
(|x|2 + t2)(n+2σ)/2
with a constant β(n, σ) such that
∫
Rn
Pσ(x, 1)dx = 1. It follows that
U ∈ C2(Rn+1+ ) ∩ C(R
n+1
+ ), t
1−2σ∂tU(x, t) ∈ C(Rn+1+ ),
and U satisfies
div(t1−2σ∇U) = 0 in Rn+1+ (15)
U = u on ∂′Rn+1+ ,
where ∂′Rn+1+ = Rn × {0}.
In addition, by works of Caffarelli and Silvestre [8], it is known that up to a constant,
∂U
∂νσ
= (−∆)σu on ∂′Rn+1+ ,
where
∂U(x, 0)
∂νσ
:= − lim
t→0+
t1−2σ∂tU(x, t).
From this and (u, v) is a solution of (11), we have
∂U
∂νσ
= α1u
n+2σ
n−2σ + βu
2σ
n−2σ v
n
n−2σ on ∂′Rn+1+ . (16)
In order to study the behavior of the solution (11), we just need to study the behaviors of U
defined by (14).
2.2 A Weight Sobolev Space
In our paper, the solutions of (11), (12) and (13) (u, v) are understood in the classical sense. By
the above argument, it follows that (U, V ) are also understood in the classical sense. We need
some useful propositions such as the local max/min principle in our proof. There is no need
to request classical solutions to guarantee these propositions that are right. That is, the weak
solutions is enough. Hence, we introduce the Weight Sobolev Space and the definition of weak
solutions.
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Let D be an open set in Rn+1+ . Denote by L
2(t1−2σ ,D) the Banach space of all measurable
functions U , defined on D, for which
‖U‖L2(t1−2σ ,D) :=
(∫
D
t1−2σ|U |2dX
) 1
2
<∞,
and X := (x, t) ∈ Rn × R+. We say that U ∈ W
1,2(t1−2σ,D) if U ∈ L2(t1−2σ,D), and its
weak derivatives ∇U exist and belong to L2(t1−2σ ,D). The norm of U in W 1,2(t1−2σ ,D) is
given by
‖U‖W 1,2(t1−2σ ,D) :=
(∫
D
t1−2σ|U |2dX +
∫
D
t1−2σ|∇U |2dX
) 1
2
.
Notice that C∞(D) is dense in W 1,2(t1−2σ ,D). Moreover, if D is a bounded domain with
Lipschitz boundary, then there exists a bounded linear extension operator fromW 1,2(t1−2σ,D)
toW 1,2(t1−2σ,Rn+1+ ).
Next, we present a well known result called the trace inequality.
Proposition 2.1. [24, Proposition 2.1] If U ∈ W 1,2(t1−2σ,Rn+1+ ), then there exists a positive
constant C depending only on n and σ such that(∫
Rn
|U(·, 0)|
2n
n−2σ dx
)n−2σ
2n
≤ C
(∫
R
n+1
+
t1−2σ |∇U |2dxdt
) 1
2
(17)
We denote BR(X) as the ball inR
n+1 with radiusR and centerX, B+R(X) asBR(X)∩R
n+1
+ ,
and BR(x) as the ball in R
n with radius R and center x. We also write BR(0), B
+
R(0), BR(0)
as BR, B
+
R , BR for short respectively. For a domain D ⊂ R
n+1
+ with boundary ∂D, we denote
∂′D := ∂D ∩ ∂Rn+1+ and ∂′′D := ∂D ∩ R
n+1
+ . It is easy to see that ∂
′B+R(X) := ∂B
+
R(X) ∩
∂Rn+1+ and ∂
′′B+R(X) := ∂B
+
R(X) ∩ R
n+1
+ .
Definition 2.2. Let ∂′D 6= ∅, a ∈ L2n/(n+2σ)loc (∂
′D) and b ∈ L1loc(∂
′D). We say U ∈
W 1,2(t1−2σ ,D) is a weak solution (resp. supersolution, subsolution) of div(t
1−2σ∇U) = 0 in D,
∂U
∂νσ
= aU + b on ∂′D,
if for every nonnegative Φ ∈ C∞c (D ∪ ∂′D),∫
B+R
t1−2σ∇U∇ΦdX = (resp. ≥,≤)
∫
BR
(aU + b)Φdx.
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2.3 Local max/min principle
Proposition 2.3. LetU , V ∈W 1,2(t1−2σ,B+R) be a nonnegative weak subsolution ( resp.supersolution,solution)
of 
div(t1−2σ∇U) ≥ (resp. ≤,=)0 in B+R ,
div(t1−2σ∇V ) ≥ (resp. ≤,=)0 in B+R ,
∂U
∂νσ
≤ (resp. ≥,=)α1U
n+2σ
n−2σ + βU
2σ
n−2σV
n
n−2σ on ∂′B+R ,
∂V
∂νσ
≤ (resp. ≥,=)α2V
n+2σ
n−2σ + βV
2σ
n−2σU
n
n−2σ on ∂′B+R .
(18)
Then
(i) If U , V ∈W 1,2(t1−2σ ,D) is a weak subsolution of (18), then for all p > 0,
sup
B+
R/2
(U + V ) ≤ C‖U + V ‖Lp(t1−2σ ,B+
3R/4
),
where C is a positive constant and depends only on n, σ, R, p, ‖U + V ‖W 1,2(t1−2σ ,B+R).
(ii) If U , V ∈W 1,2(t1−2σ ,D) is a weak supersolution of (18), then for all 0 < p0 ≤ (n+1)/n,
inf
B+
R/2
(U + V ) ≥ C‖U + V ‖Lp0 (t1−2σ ,B+
3R/4
).
where C is a positive constant and depends only on n, σ, R, p0, ‖U + V ‖W 1,2(t1−2σ ,B+R).
(iii) If U , V ∈W 1,2(t1−2σ ,D) is a weak solution of (18), then there exists α ∈ (0, 1) such that
‖U‖
Cα(B+
R/2
)
+ ‖V ‖
Cα(B+
R/2
)
≤ C‖U + V ‖L∞(B+
R/2
),
where C is a positive constant and depends only on n, σ, R, ‖U + V ‖W 1,2(t1−2σ ,B+R).
Proof. We define u(x) := U(x, 0), v(x) := V (x, 0). Via a straightforward calculation, we have
α1u
n+2σ
n−2σ + βu
2σ
n−2σ v
n
n−2σ + α2v
n+2σ
n−2σ + βv
2σ
n−2σ u
n
n−2σ
≤α1u
4σ
n−2σ (u+ v) + βu
2σ
n−2σ v
2σ
n−2σ v + α2v
4σ
n−2σ (u+ v) + βv
2σ
n−2σ u
2σ
n−2σ u
=(α1u
4σ
n−2σ + βu
2σ
n−2σ v
2σ
n−2σ + α2v
4σ
n−2σ )(u+ v).
(19)
It follows that if (U, V ) is a weak subsolution of (18), then U + V is a weak subsolution of div(t
1−2σ∇(U + V )) ≥ 0 in B+R ,
∂(U + V )
∂νσ
≤ (α1u
4σ
n−2σ + βu
2σ
n−2σ v
2σ
n−2σ + α2v
4σ
n−2σ )(u+ v) on ∂′B+R ,
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Combining with the trace inequality (Proposition 2.1), we have u, v ∈ L
2n
n−2σ (BR) . As a result,
α1u
4σ
n−2σ + βu
2σ
n−2σ v
2σ
n−2σ + α2v
4σ
n−2σ ∈ L
n
2σ (BR),
Then by [24, Lemma 2.8], for 0 < r < R, we have
‖u+ v‖Lp(Br) ≤ C‖U + V ‖W (t1−2σ ,B+R),
where C is a positive constant and depends only on n, σ, r, ‖u‖
L
2n
n−2σ (BR)
, ‖v‖
L
2n
n−2σ (BR)
and
p = 2(n+1)n−2σ . As an easy consequence of u > 0, v > 0, we have
u ∈ Lp(Br), v ∈ L
p(Br).
It follows that
u
4σ
n−2σ , v
4σ
n−2σ , u
2σ
n−2σ v
n
n−2σ ∈ Lq(Br),
where q > n2σ and 0 < r < R.
Then by [24, Proposition 2.6], we conclude that for any p > 0,
sup
B+
R/2
(U + V ) ≤ C‖U + V ‖Lp(t1−2σ ,B+
3R/4
).
Here C depends only on n, σ, R, ‖u
4σ
n−2σ ‖Lq(BR), ‖v
4σ
n−2σ ‖Lq(BR), ‖u
2σ
n−2σ v
n
n−2σ ‖Lq(Br).
On the other hand, as the above argument, if (U, V ) is a weak supersolution of (18), then
U + V is a weak supersolution of div(t
1−2σ∇(U + V )) = 0 in B+R ,
∂(U + V )
∂νσ
≥ βu
2σ
n−2σ v
2σ
n−2σ (u+ v) on ∂′B+R ,
and
βu
2σ
n−2σ v
2σ
n−2σ ∈ Lq(BR),
With the help of [24, Proposition 2.6], we obtain that for all 0 < p0 ≤ (n+ 1)/n
inf
B+
R/2
(U + V ) ≥ C‖U + V ‖Lp0 (t1−2σ ,B+
3R/4
),
Here C depends only on n, σ, R, ‖u
2σ
n−2σ v
2σ
n−2σ ‖Lq(BR).
Consider  div(t
1−2σ∇U) = 0 in B+R ,
∂U
∂νσ
= α1u
n+2σ
n−2σ + βu
2σ
n−2σ v
n
n−2σ on ∂′B+R ,
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and  div(t
1−2σ∇V ) = 0 in B+R ,
∂V
∂νσ
= α2v
n+2σ
n−2σ + βv
2σ
n−2σ u
n
n−2σ on ∂′B+R ,
respectively. With the help of [24, Proposition 2.6], there exists α ∈ (0, 1) such that
‖U‖
Cα(B+
R/2
)
+ ‖V ‖
Cα(B+
R/2
)
≤ C‖U + V ‖L∞(B+
R/2
),
where C is a positive constant and depends only on n, σ, R, ‖U + V ‖W 1,2(t1−2σ ,B+R).
2.4 Boˆcher’s Theorem
Proposition 2.4. Suppose that U ∈W 1,2loc (t
1−2σ,Rn+1+ ) with U > 0 in R
n+1
+ is a weak solution
of  div(t
1−2σ∇U) = 0 in Rn+1+ ,
∂U
∂νσ
= 0 on ∂′Rn+1+ \{0}.
(20)
Then
U(ξ) = A|ξ|2σ−n +B,
where A and B are nonnegative constants.
Proof. For any fixed Y ∈ Rn+1+ and every R > |Y |, by [24, Lemma 4.10] we may write
U(ξ) = A|ξ|2σ−n + V (ξ) in B+R\{0},
where A is a nonnegative constant and V satisfies div(t
1−2σ∇V ) = 0 in B+R ,
∂V
∂νσ
= 0 on ∂′B+R .
With the help of the minimum principle to V on B+R , we have
V (Y ) ≥ min{V (ξ), |ξ| = R} > −A|R|2σ−n,
where the positive of U gives the second inequality. LetR→ +∞, we see that V is nonnegative
and satisfies  div(t
1−2σ∇V ) = 0 in Rn+1+ ,
∂V
∂νσ
= 0 on ∂′Rn+1+ .
By Liouville theorem [3], it follows that V is a nonnegative constant. This finishes the proof of
this proposition.
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3 Liouville Theorem
For any x ∈ Rn, assume that there exists a positive constant λ = λ(x) so that
ux,λ(y) = u(y), vx,λ(y) = v(y) in R
n\{x}. (21)
Then by Proposition 6.3, we complete the proof of Theorem 1.1. On the other hand, (21) can be
reduced to
UX,λ(ξ) = U(ξ), VX,λ(ξ) = V (ξ) in R
n+1
+ \{X}, (22)
where U , V are defined as (14),X := (x, 0).
In order to prove (22), we introduce
λ¯(x) := sup
{
µ > 0
∣∣ UX,λ(ξ) ≤ U(ξ), VX,λ(ξ) ≤ V (ξ) in Rn+1+ \B+λ (X), ∀ λ ∈ (0, µ)}.
First, we need the following lemma to guarantee that the set over which we are taking the supre-
mum is non-empty and then λ¯(x) is well defined.
Lemma 3.1. For all x ∈ Rn there exists λ0(x) > 0 such that for all λ ∈ (0, λ0(x)),
UX,λ(ξ) ≤ U(ξ), VX,λ(ξ) ≤ V (ξ) in R
n+1
+ \B
+
λ (X). (23)
It is easy to see that either λ¯(x) <∞ or λ¯(x) =∞.
Now we shall prove
Lemma 3.2. If λ¯(x) < +∞ for some x ∈ Rn, then UX,λ¯(x)(ξ) = U(ξ), VX,λ¯(x)(ξ) = V (ξ) in
R
n+1
+ \{X}.
Lemma 3.3. Either λ¯(x) < +∞ for all x ∈ Rn, or λ¯(x) = +∞ for all x ∈ Rn.
Lemma 3.4. If λ¯(x) = +∞ for all x ∈ Rn, then U(x, t) = U(0, t), V (x, t) = V (0, t) for all
(x, t) ∈ Rn+1+ .
By Lemma 3.4, which implies that both u and v are positive constants. By
(−∆)σu = α1u
n+2σ
n−2σ + βu
2σ
n−2σ v
n
n−2σ in Rn,
it is clearly to see that this case never happens. With the help of the conclusion of Lemma 3.2,
we can prove Lemma 3.3. Combining Lemma 3.4 with the above argument, we can obtain that
for all x ∈ Rn, λ¯(x) < +∞. Using Lemma 3.2 again, (21) follows.
Now, in turn, we start to prove Lemma 3.1-3.4 .
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Proof of Lemma 3.1. For simplicity, we prove (76) only for U , since the proof on V is similar.
We are going to show that there exist µ and λ0(x) satisfying 0 < λ0(x) < µ, which may depend
on x, such that for λ ∈ (0, λ0(x)),
UX,λ(ξ) ≤ U(ξ) in R
n+1
+ \B
+
µ (X), (24)
and then
UX,λ(ξ) ≤ U(ξ) in B
+
µ (X)\B
+
λ (X). (25)
As the first step, we are going to prove (24). For every 0 < µ < 10, which may depend on
x, we can choose
λ0(x) = µmin

(
inf
∂′′B+µ (X)
U/ sup
B+µ (X)
U
) 1
n−2σ
,
(
inf
∂′′B+µ (X)
V/ sup
B+µ (X)
V
) 1
n−2σ
 . (26)
Let
φ(ξ) :=
(
µ
|ξ −X|
)n−2σ
inf
∂′′B+µ (X)
U,
which satisfies  div(t
1−2σ∇φ) = 0 in Rn+1+ \ B
+
µ (X),
∂φ
∂νσ
= 0 on ∂′(Rn+1+ \ B
+
µ (X))
and
φ(ξ) = inf
∂′′B+µ (X)
U ≤ U(ξ) on ∂′′B+µ (X).
It is easy to see that
lim
ξ→+∞
φ(ξ) = 0 ≤ lim
ξ→+∞
U(ξ).
By the standard maximum principle argument, we conclude that(
µ
|ξ −X|
)n−2σ
inf
∂′′B+µ (X)
U ≤ U(ξ) in Rn+1+ \ B
+
µ (X). (27)
Then for all ξ ∈ Rn+1+ \ B
+
µ (X) and λ ∈ (0, λ0(x)), it follows from (26) and (27)
UX,λ(ξ) =
(
λ
|ξ −X|
)n−2σ
U(X +
λ2(ξ −X)
|ξ −X|2
)
≤
(
λ0(x)
|ξ −X|
)n−2σ
sup
B+µ (X)
U
≤
(
µ
|ξ −X|
)n−2σ
inf
∂′′B+µ (X)
U
≤ U(ξ).
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As the second step, we are going to obtain (25). For all λ ∈ (0, λ0(x)), ξ ∈ ∂
′′B+µ (X), we
have X + λ
2(ξ−X)
|ξ−X|2 ∈ B
+
µ (X). It follows that
UX,λ(ξ) =
(
λ
|ξ −X|
)n−2σ
U
(
X +
λ2(ξ −X)
|ξ −X|2
)
≤
(
λ0
µ
)n−2σ
sup
B+µ (X)
U
≤ inf
∂′′B+µ (X)
U ≤ U(ξ).
The above inequality, together with
UX,λ(ξ) = U(ξ) on ∂
′′B+λ (X),
implies that for all λ ∈ (0, λ0(x)),
UX,λ(ξ) ≤ U(ξ) on ∂
′′B+µ (X) ∪ ∂
′′B+λ (X). (28)
We will make use of the narrow domain technique of Berestycki and Nirenberg from [1],
and show that, for sufficiently small µ, that for λ ∈ (0, λ0(x))
UX,λ(ξ) ≤ U(ξ) in B
+
µ (X)\B
+
λ (X).
For simplicity, we denote D := B+µ (X)\B
+
λ (X). A direct calculation gives that
div(t1−2σ∇(UX,λ − U)) = 0 in D,
∂(UX,λ−U)
∂νσ
= α1(u
n+2σ
n−2σ
x,λ − u
n+2σ
n−2σ ) + β(u
2σ
n−2σ
x,λ v
n
n−2σ
x,λ − u
2σ
n−2σ v
n
n−2σ ) on ∂′D.
(29)
Let (UX,λ−U)
+ := max(0, UX,λ−U)which equals to 0 on ∂
′′D. Multiplying the first equation
in (29) by (UX,λ−U)
+ and integrating by parts inD. With the help of the Mean Value Theorem,
we have ∫
D
t1−2σ|∇(UX,λ − U)+|2
=
∫
D
[
α1(u
n+2σ
n−2σ
x,λ − u
n+2σ
n−2σ ) + β(u
2σ
n−2σ
x,λ v
n
n−2σ
x,λ − u
2σ
n−2σ v
n
n−2σ )
]
(ux,λ − u)
+
≤
∫
∂′D
α1
n+ 2σ
n− 2σ
u
4σ
n−2σ
x,λ
(
(ux,λ − u)
+
)2
+
∫
∂′D
β(u
2σ
n−2σ
x,λ v
n
n−2σ
x,λ − u
2σ
n−2σ v
n
n−2σ )(ux,λ − u)
+
=:I1 + I2.
(30)
14
First, we are going to estimate the term I1. Using the Ho¨lder inequality and the trace in-
equality, we have
I1 =α1
n+ 2σ
n− 2σ
∫
∂′D
u
4σ
n−2σ
x,λ
(
(ux,λ − u)
+
)2
≤α1
n+ 2σ
n− 2σ
(∫
∂′D
u
2n
n−2σ
x,λ
) 2σ
n
(∫
∂′D
(
(ux,λ − u)
+
) 2n
n−2σ
)n−2σ
n
≤C1
(∫
Bµ(x)
u
2n
n−2σ
) 2σ
n ∫
D
t1−2σ|∇(UX,λ − U)+|2.
(31)
Here C1 is a constant depending on n, σ, α1. Let us make an explanation for the last inequality.
Making a change of variables, for y ∈ Bµ(x)\Bλ(x), define
yλ := x+
λ2(y − x)
|y − x|2
∈ Bλ(x) ⊂ Bµ(x).
Via a direct calculation, we have
∂yλ
∂y
= λ2
(
1
|yλ − x|2
In − 2
(yλ − x)⊗ (yλ − x)
|yλ − x|4
)
,
where (yλ − x)⊗ (yλ − x) = ((yλ − x)i(yλ − x)j). It follows that
det
(
∂yλ
∂y
)
= λ2n|(yλ − x)|
−2n.
Therefore, we deduce that∫
Bµ(x)\Bλ(x)
ux,λ(y)
2n
n−2σ dy ≤
∫
Bµ(x)
(
|yλ − x|
λ
)2n
u(yλ)
2n
n−2σ
(
|yλ − x|
λ
)−2n
dyλ
=
∫
Bµ(x)
u(yλ)
2n
n−2σ dyλ.
(32)
Next, let us estimate the term I2. We claim that
I2 ≤ C3
∫
∂′D
(
(ux,λ − u)
+ + (vx,λ − v)
+
)
(ux,λ − u)
+.
Here C3 is a constant depending on n, β, σ, x. The detailed proof of this claim is provided in
Proposition 6.1. Then through the Ho¨lder inequality, it is not difficult to get
I2 ≤C3|Bµ(x)|
2σ
n
(∫
∂′D
(
(ux,λ − u)
+
) 2n
n−2σ
)n−2σ
n
+ C3|Bµ(x)|
2σ
n
(∫
∂′D
(
(ux,λ − u)
+
) 2n
n−2σ
)n−2σ
2n
(∫
∂′D
(
(vx,λ − v)
+
) 2n
n−2σ
)n−2σ
2n
,
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With the help of the trace inequality, we obtain
I2 ≤Cµ
2σ
∫
D
t1−2σ|∇(UX,λ − U)+|2
+Cµ2σ
(∫
D
t1−2σ|∇(UX,λ − U)+|2
)1
2
(∫
D
t1−2σ|∇(VX,λ − V )+|2
) 1
2
.
(33)
Here C is a constant depending on n, β, σ, x.
Define
C˜1 := C1
(∫
Bµ(x)
u
2n
n−2σ
) 2σ
n
+ Cµ2σ.
From (30), (31) and (33), we have
(1− C˜1)‖∇(UX,λ − U)
+‖L2(t1−2σ ,D) ≤ Cµ
2σ‖∇(VX,λ − V )
+‖L2(t1−2σ ,D),
By the fact that u ∈ C2(Rn), we can choose µ sufficient small such that
Cµ2σ
(1− C˜1)
≤
1
2
.
It follows that
‖∇(UX,λ − U)
+‖L2(t1−2σ ,D) ≤
1
2
‖∇(VX,λ − V )
+‖L2(t1−2σ ,D), (34)
where D := B+µ (X)\B
+
λ (X). By the same argument, we can also obtain that
‖∇(VX,λ − V )
+‖L2(t1−2σ ,D) ≤
1
2
‖∇(UX,λ − U)
+‖L2(t1−2σ ,D). (35)
Combining (34) with (35), we have
∇(UX,λ(ξ)− U(ξ))
+ = 0 in D.
By (28), we conclude that
(UX,λ(ξ)− U(ξ))
+ = 0 on D,
which implies (25) and Lemma 3.1 is proved.
Proof of Lemma 3.2. From the definition of λ¯(x), it is obviously that for all λ ∈ (0, λ¯(x)),
UX,λ(ξ) ≤ U(ξ), VX,λ(ξ) ≤ V (ξ) in R
n+1
+ \B
+
λ (X). (36)
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For ξ ∈ Rn+1+ \B
+
λ (X), let
ξλ := X +
λ2(ξ −X)
|ξ −X|2
,
which implies that
U(ξλ) ≤
(
λ
|ξλ −X|
)n−2σ
U
(
X +
λ2(ξλ −X)
|ξλ −X|2
)
= UX,λ(ξλ) in B
+
λ (X)\{X}.
Then we can say
U(ξ) ≤ UX,λ(ξ) in B
+
λ (X)\{X}. (37)
We prove Lemma 3.2 by contradiction. Without loss of generality, we suppose UX,λ¯(x) 6≡ U .
Next, we will show that there exists a positive constant ε such that for all λ ∈ (λ¯(x), λ¯(x) + ε),
U(ξ) ≤ UX,λ(ξ) in B
+
λ (X)\{X}, (38)
which contradicts with the definition of λ¯(x). For this purpose, we first claim that if UX,λ¯(x) 6≡
U , it follows that VX,λ¯(x) 6≡ V .
In fact, if VX,λ¯(x) ≡ V , by a direct calculation gives that
0 =
∂(VX,λ¯(x) − V )
∂νσ
(x, 0) = β(u
2σ
n−2σ
x,λ¯(x)
− u
2σ
n−2σ )v
n
n−2σ 6= 0,
which is a contradiction.
Now, let us divide the region B+λ (X)\{X} into three parts,
K1 :=
{
ξ ∈ B+λ (X)
∣∣ 0 < |ξ −X| < δ1} ,
K2 :=
{
ξ ∈ B+λ (X)
∣∣ δ1 ≤ |ξ −X| ≤ λ¯− δ2} ,
K3 :=
{
ξ ∈ B+λ (X)
∣∣ λ¯− δ2 ≤ |ξ −X| ≤ λ} ,
where δ1,δ2 will be fixed later. To obtain (38) it suffices to prove that it holds respectively on
K1,K2, K3.
Combining div(t
1−2σ∇(UX,λ¯(x) − U) = 0 in B
+
λ¯(x)
(X),
∂(UX,λ¯(x)−U)
∂νσ ≥ 0 on ∂
′B+
λ¯(x)
(X) \ {X},
with the fact that UX,λ¯(x) 6≡ U , in view of the Harnack inequality [24, Proposition 2.6], which
implies that
UX,λ¯(x)(ξ)− U(ξ) > 0 in B
+
λ¯(x)
(X)\{X}.
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By Proposition 6.10, we have
lim inf
ξ→X
(UX,λ¯(ξ)− U(ξ)) > 0.
As a result, there exist two positive constants δ1 and C1 such that
UX,λ¯(x)(ξ)− U(ξ) > C1 in K1. (39)
Choose ε1 < δ1 small such that for all λ ∈ (λ¯(x), λ¯(x) + ε1),
UX,λ¯(x)
(
X +
λ
2
(x)
λ2
(ξ −X)
)
− UX,λ¯(x)(ξ) > −C1/2 in K1, (40)
and (
λ¯(x)
λ¯(x) + ε1
)n−2σ
(U(ξ) + C1/2) ≥ U(ξ) + C1/4. (41)
By a directly calculations, we have
UX,λ(ξ) =
(
λ¯(x)
λ
)n−2σ
UX,λ¯(x)
(
X +
λ
2
(x)
λ2
(ξ −X)
)
It follows that
UX,λ(ξ) ≥
(
λ¯(x)
λ¯(x) + ε1
)n−2σ
UX,λ¯(x)
(
X +
λ
2
(x)
λ2
(ξ −X)
)
≥
(
λ¯(x)
λ¯(x) + ε1
)n−2σ
(U (ξ) + C1/2)
≥ U(ξ) + C1/4,
where (39), (40) is used in the second inequality and (41) is used in the last inequality. Conse-
quently, for any λ ∈ (λ¯(x), λ¯(x) + ε1),
UX,λ(ξ) ≥ U(ξ) in K1. (42)
For δ2 small, which will be fixed later. Since K2 is compact, there exists a positive constant
C2 such that
UX,λ¯(x)(ξ)− U(ξ) > C2 in K2.
By the uniform continuity of U on compact sets, there exists a positive constant ε2 > 0 small
such that for all λ ∈ (λ¯(x), λ¯(x) + ε2),
UX,λ(ξ)− UX,λ¯(x)(ξ) > −C2/2 in K2.
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Hence, for all λ ∈ (λ¯(x), λ¯(x) + ε2),
UX,λ(ξ)− U(ξ) > C2/2 in K2. (43)
Now let us focus on the region K3. Using the narrow domain technique as that in Lemma
3.1, we can choose δ2 small ( notice that we can choose ε as small as we want less then ε1 and
ε2 such that for λ ∈ (λ¯(x), λ¯(x) + ε),
U(ξ) ≤ UX,λ(ξ), V (ξ) ≤ VX,λ(ξ) in K3. (44)
Together with (42), (43) and (44), we can see that the moving sphere procedure may continue
beyond λ¯(x) where we reach a contradiction. We can see that the moving sphere procedure may
continue beyond λ¯(x) for U and V where we reach a contradiction. Then we complete the proof
of Lemma 2.
Proof of Lemma 3.3. For some x, if λ¯(x) = +∞, then for all λ > 0,
UX,λ(ξ) ≤ U(ξ) in R
n+1
+ \B
+
λ (X),
it follows that
lim sup
ξ→+∞
|ξ|n−2σUX,λ(ξ) ≤ lim sup
ξ→+∞
|ξ|n−2σU(ξ).
It is not hard to see that,
lim sup
ξ→+∞
|ξ|n−2σUX,λ(ξ) = lim sup
ξ→+∞
|ξ|n−2σ
|ξ −X|n−2σ
λn−2σU
(
X +
λ2(ξ −X)
|ξ −X|2
)
= λn−2σU(X),
which implies that for any λ > 0,
λn−2σU(X) ≤ lim sup
ξ→+∞
|ξ|n−2σU(ξ).
Therefore,
lim sup
ξ→+∞
|ξ|n−2σU(ξ) = +∞.
On the other hand, if for some x̂, λ¯(x̂) < +∞, then by Lemma 3.2, UX,λ¯(x̂)(ξ) = U(ξ), it
follows that
lim sup
ξ→+∞
|ξ|n−2σU(ξ) = lim sup
ξ→+∞
|ξ|n−2σU
X̂,λ¯(x̂)
(ξ) = λ¯n−2σ(x̂)U(X̂) < +∞.
It is a contradiction.
Proof of Lemma 3.4. By Proposition 6.5, we can prove this lemma.
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4 Global Solutions with an Isolated Singularity
4.1 Proof of Theorem 1.2
Since the method for u and v are same, we just give a proof for u. To prove that u is radial and
monotonically decreasing radially it suffices to show that u is symmetrical about any hyperplane
which through the origin and it is monotone decreasing along the normal direction. Without loss
of generality, let us prove that u is symmetric about the hyperplane {y1 = 0} and it is monotone
decreasing along the y1 axis.
For all x ∈ Rn \ {0}, assume that for any λ ∈ (0, |x|),
ux,λ(y) ≤ u(y), vx,λ(y) ≤ v(y) in R
n\(Bλ(x) ∪ {0}). (45)
Let t, s ∈ R satisfy t ≤ s, t+ s > 0 and m > max{s, sts+t}, then 0 < (m− s)(m− t) < m
2.
With the help of (45), choosing y = te1, x = me1 and λ
2 = (m− s)(m− t), we have(√
(m− s)(m− t)
m− t
)n−2σ
u
[(
m+
(m− s)(m− t)
t−m
)
e1
]
≤ u(te1),
where the unite vector e1 = (1, 0, · · · , 0) ∈ R
n. That is,(
m− s
m− t
)n−2σ
2
u (se1) ≤ u(te1).
After sending m→∞, it follows that
u(se1) ≤ u(te1). (46)
For s > 0, let t→ −s, we obtain that
u(se1) ≤ u(−se1). (47)
By the same argument, choosing y = −te1, x = −me1 and λ
2 = (m − s)(m − t), it follows
that
u(−se1) ≤ u(−te1).
For s > 0, let t→ −s, we have
u(−se1) ≤ u(se1). (48)
Combining (47) with (48), we deduce that u is symmetric about the hyperplane {y1 = 0}.
On the other hand, for 0 < t < s, a consequence of (46) is that u is monotone decreasing
along the axis of y1.
Therefore, to finish the proof of Theorem 1.2, we only need to prove (45).
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4.2 Proof of (45)
To obtain (45), it suffices to prove that for any x ∈ Rn \ {0}, X = (x, 0), λ > 0, and for any
λ ∈ (0, |x|)
UX,λ(ξ) ≤ U(ξ), VX,λ(ξ) ≤ V (ξ) in R
n+1
+ \B
+
λ (X), (49)
where U , V defined as (14), and UX,λ(ξ), VX,λ(ξ) denote the Kelvin transformation of U , V .
For the sake of (49), let us define
λ¯(x) := sup
{
λ(x) ∈ (0, |x|)
∣∣UX,λ(ξ) ≤ U(ξ), VX,λ(ξ) ≤ V (ξ) inRn+1+ \B+λ (X), ∀ λ ∈ (0, λ(x))}.
By the above argument, it is clear to see that we only need to obtain
λ¯(x) = |x|.
For this purpose, we need the following lemma to guarantee that the set over which we are taking
the supremum is non-empty and then λ¯(x) is well defined.
Lemma 4.1. There exists λ0(x) ∈ (0, |x|) such that for all λ ∈ (0, λ0(x)),
UX,λ(ξ) ≤ U(ξ), VX,λ(ξ) ≤ V (ξ) in R
n+1
+ \B
+
λ (X). (50)
To get (49), we shall prove
Lemma 4.2.
λ¯(x) = |x|. (51)
Without loss of generality, we assume that
lim sup
x→0
u =∞,
namely 0 is a non-removable singularity of U . Moreover, by the previous argument, we know
that U , V ∈ C2(Rn+1+ ) ∩ C(R
n+1
+ \ {0}), and
div(t1−2σ∇U) = 0 in Rn+1+ ,
div(t1−2σ∇V ) = 0 in Rn+1+ ,
∂U
∂νσ
= α1u
n+2σ
n−2σ + βu
2σ
n−2σ v
n
n−2σ on ∂′Rn+1+ \{0},
∂V
∂νσ
= α2v
n+2σ
n−2σ + βv
2σ
n−2σ u
n
n−2σ on ∂′Rn+1+ \{0}.
(52)
Proof of Lemma 4.1. We are going to show that there exist µ and λ0(x) satisfying 0 < λ0(x) <
µ, which may depend on x, such that for all λ ∈ (0, λ0(x)),
UX,λ(ξ) ≤ U(ξ), VX,λ(ξ) ≤ V (ξ) in B
+
µ (X)\B
+
λ (X). (53)
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Then we will prove that for all λ ∈ (0, λ0(x)),
UX,λ(ξ) ≤ U(ξ), VX,λ(ξ) ≤ V (ξ) in R
n+1
+ \B
+
µ (X). (54)
The proof of (53) follows exactly the same as that for the the proof of the Lemma 3.1. Then, we
just need to prove (54). By Proposition 6.2, we have
U(ξ) ≥
(
µ
|ξ −X|
)n−2σ
inf
∂′′B+µ (X)
U in Rn+1+ \B
+
µ (X). (55)
Then for all ξ ∈ Rn+1+ \B
+
µ (X) and λ ∈ (0, λ0(x)) ⊂ (0, µ), we obtain that
UX,λ(ξ) =
(
λ
|ξ −X|
)n−2σ
U(X +
λ2(ξ −X)
|ξ −X|2
) ≤
(
λ0(x)
|ξ −X|
)n−2σ
sup
B+µ (X)
U
≤
(
µ
|ξ −X|
)n−2σ
inf
∂′′B+µ (X)
U ≤ U(ξ),
where (55) is used in the last inequality. Lemma 4.1 is proved.
Proof of Lemma 4.2. By Lemma 4.1, λ¯(x) is well defined, and we also know that for x 6= 0,
λ¯(x) ≤ |x|. From the definition of λ¯(x), it is obvious to see that for any λ ∈ (0, λ¯(x)],
UX,λ(ξ) ≤ U(ξ), VX,λ(ξ) ≤ V (ξ) in R
n+1
+ \B
+
λ (X). (56)
We prove Lemma 4.2 by contradiction. That is, suppose λ¯(x) < |x| for some x 6= 0. We want
to show that there exists ε ∈ (0, |x|−λ¯(x)2 ) such that for any λ ∈ (λ¯(x), λ¯(x) + ε),
UX,λ(ξ) ≤ U(ξ), VX,λ(ξ) ≤ V (ξ) in R
n+1
+ \B
+
λ (X), (57)
which contradicts with the definition of λ¯(x), then we obtain λ¯(x) = |x|.
We divide the region into two parts,
K1 :=
{
ξ ∈ Rn+1+
∣∣ |ξ −X| ≥ λ¯(x) + δ2} ,
K2 :=
{
ξ ∈ Rn+1+
∣∣ λ ≤ |ξ −X| ≤ λ¯(x) + δ2} ,
where δ2 will be fixed later. Then in order to obtain (57) it suffices to prove that it holds respec-
tively onK1,K2.
From (56), we have obtained
UX,λ¯(x)(ξ) ≤ U(ξ), VX,λ¯(x)(ξ) ≤ V (ξ) in R
n+1
+ \B
+
λ¯(x)
(X). (58)
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Besides, by the fact that
lim
ξ→0
UX,λ¯(x)(ξ) = lim
ξ→0
(
λ¯(x)
|ξ −X|
)n−2σ
U
(
X +
λ¯(x)2(ξ −X)
|ξ −X|2
)
=
(
λ¯(x)
|X|
)n−2σ
U
(
X −
λ¯(x)2X
|X|2
)
<∞,
and the strong maximum principle, we have
UX,λ¯(x)(ξ) < U(ξ), VX,λ¯(x)(ξ) < V (ξ) in R
n+1
+ \B
+
λ¯(x)
(X). (59)
Via a calculation, it follows that
div(t1−2σ∇(U − UX,λ¯(x))) = 0 in K1,
∂(U−UX,λ¯(x))
∂νσ
= α1(u
n+2σ
n−2σ − u
n+2σ
n−2σ
x,λ¯(x))
+ β(u
2σ
n−2σ v
n
n−2σ − u
2σ
n−2σ
x,λ¯(x)
v
n
n−2σ
x,λ¯(x)
) on ∂′K1.
(60)
As a result, {
div(t1−2σ∇(U − UX,λ¯(x))) = 0 in K1,
∂(U−UX,λ¯(x))
∂νσ ≥ 0 on ∂
′K1.
(61)
Through a combination of Proposition 6.2 and (59), it follows that
(U − UX,λ¯(x))(ξ) ≥
(
λ¯(x) + δ2
|ξ −X|
)n−2σ
inf
∂′′B+
λ¯(x)+δ2
(X)
(U − UX,λ¯(x)) in K1, (62)
and
inf
∂′′B+
λ¯(x)+δ2
(X)
(U − UX,λ¯(x)) > 0,
By the uniform continuity of U on compact sets, there exists ε1 <
|x|−λ¯(x)
2 small such that for
any λ ∈ (λ¯(x), λ¯(x) + ε1),
|UX,λ¯(x)(ξ)− UX,λ(ξ)| ≤
1
2
(
λ¯(x) + δ2
|ξ −X|
)n−2σ
inf
∂′′B+
λ¯(x)+δ2
(X)
(U − UX,λ¯(x)) in K1. (63)
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Indeed, notice that ξλ¯(x) := X +
λ¯2(x)(ξ−X)
|ξ−X|2 , ξλ := X +
λ2(ξ−X)
|ξ−X|2 ∈ B
+
|x|+λ¯(x)
2
(X) and
|UX,λ¯(x)(ξ)− UX,λ(ξ)| =
∣∣∣∣∣
(
λ¯(x)
|ξ −X|
)n−2σ
U(ξλ¯(x))−
(
λ
|ξ −X|
)n−2σ
U (ξλ)
∣∣∣∣∣
≤
(
λ¯(x)
|ξ −X|
)n−2σ ∣∣∣U(ξλ¯(x))− U (ξλ)∣∣∣+ |λ¯n−2σ(x)− λn−2σ||ξ −X|n−2σ U (ξλ)
=
(
λ¯(x) + δ2
|ξ −X|
)n−2σ (
λ¯(x)
λ¯(x) + δ2
)n−2σ ∣∣∣U(ξλ¯(x))− U (ξλ)∣∣∣
+
(
λ¯(x) + δ2
|ξ −X|
)n−2σ
|λ¯n−2σ(x)− λn−2σ|
|λ¯(x) + δ2|n−2σ
U (ξλ) .
By the uniform continuity of U on compact sets, we can choose ε1 sufficient small, such that for
all λ ∈ (λ¯(x), λ¯(x) + ε1),(
λ¯(x)
λ¯(x) + δ2
)n−2σ ∣∣∣U(ξλ¯(x))− U (ξλ)∣∣∣ ≤ 14 inf∂′′B+
λ¯(x)+δ2
(X)
(U − UX,λ¯(x)),
and
|λ¯n−2σ(x)− λn−2σ|
|λ¯(x) + δ2|n−2σ
U (ξλ) ≤
1
4
inf
∂′′B+
λ¯(x)+δ2
(X)
(U − UX,λ¯(x)).
Then (63) follows.
Combining (62) with (63), we conclude that for any λ ∈ (λ¯(x), λ¯(x) + ε1),
UX,λ(ξ) ≤ U(ξ) in K1.
Hence, we have
UX,λ(ξ) ≤ U(ξ), VX,λ(ξ) ≤ V (ξ) on ∂
′K2.
Using the narrow domain technique as that the proof of (25), we can choose δ2 small (notice that
we can choose ε as small as we want less then ε1 such that for λ ∈ (λ¯(x), λ¯(x) + ε), we have
UX,λ(ξ) ≤ U(ξ), VX,λ(ξ) ≤ V (ξ) in K2. (64)
From the above argument, we can see that the moving sphere procedure may continue beyond
λ¯(x) where we reach a contradiction.
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5 Proof of Theorem 1.3
In order to finish the proof of Theorem 1.3, we divide the proof into two parts. As the first
part, we will obtain the upper bound near an isolated singularity by the blow up analysis and
the method of moving sphere in Section 5.1. One consequence of this upper bound is a Harnack
inequality (Lemma 5.4), which will be used frequently in the second part. In the second part,
we use the Pohozaev integral to prove Theorem 5.5, Theorem 5.6. A combination of Theorem
5.5 and Theorem 5.6, we can see that if lim inf |x|→0 |x|
n−2σ
2 (u + v)(x) = 0, then (u, v) can be
extended as a continuous function at the origin 0. Otherwise, we obtain the lower bound near an
isolated singularity.
5.1 A Upper Bound near an Isolated Singularity
Theorem 5.1. Let (u, v) ∈ C2(B1\{0}) ∩ Lσ(R
n) be a solution of (13), then
lim sup
|x|→0
|x|
n−2σ
2 u(x) <∞, lim sup
|x|→0
|x|
n−2σ
2 v(x) <∞.
Proof. Without loss of generality, we assume that u, v are continuous to the boundary ∂B1.
Suppose the contrary that there exists a sequence {xj} ⊂ B1 such that
xj → 0 as j →∞,
and
|xj |
n−2σ
2 (u+ v)(xj)→∞ as j →∞. (65)
Define
w(x) := (u+ v)(x).
Consider
hj(x) :=
(
|xj|
2
− |x− xj|
)n−2σ
2
w(x) in B|xj |/2(xj).
Let |x¯j − xj | <
|xj |
2 satisfy
hj(x¯j) = max
|x−xj |≤ |xj|2
hj(x),
and
2µj :=
|xj |
2
− |x¯j − xj |.
Then
0 < 2µj ≤
|xj |
2
and
|xj |
2
− |x− xj | ≥ µj in Bµj (xj). (66)
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By the definition of hj , we have
(2µj)
n−2σ
2 w(x¯j) = hj(x¯j) ≥ hj(x) ≥ (µj)
n−2σ
2 w(x) in Bµj (xj). (67)
Therefore,
w(x)
w(x¯j)
≤ 2
n−2σ
2 in Bµj (x¯j). (68)
On the other hand,
(2µj)
n−2σ
2 w(x¯j) = hj(x¯j) ≥ hj(xj) =
(
|xj |
2
)n−2σ
2
w(xj)→∞ as j →∞. (69)
Now, define
Uj(y, t) :=
1
w(x¯j)
U
(
x¯j +
y
w(x¯j)
2
n−2σ
,
t
w(x¯j)
2
n−2σ
)
in Ωj,
Vj(y, t) :=
1
w(x¯j)
V
(
x¯j +
y
w(x¯j)
2
n−2σ
,
t
w(x¯j)
2
n−2σ
)
in Ωj,
where U and V are defined as (14), and
Ωj :=
{
(y, t) ∈ Rn+1+ |
(
x¯j +
y
w(x¯j)
2
n−2σ
,
t
w(x¯j)
2
n−2σ
)
∈ B+1 \ {0}
}
.
Let
uj(y) := Uj(y, 0), vj(y) := Vj(y, 0),
It follows that  (−∆)
σuj = α1u
n+2σ
n−2σ
j + βu
2σ
n−2σ
j v
n
n−2σ
j in ∂
′Ωj,
(−∆)σvj = α2v
n+2σ
n−2σ
j + βv
2σ
n−2σ
j u
n
n−2σ
j in ∂
′Ωj.
(70)
Moreover, uj(0) + vj(0) = 1. From (68), we obtain for all |x¯j +
y
w(x¯j)
2
n−2σ
− x¯j| ≤ µj ,
uj(y) =
1
w(x¯j)
u
(
x¯j +
y
w(x¯j)
2
n−2σ
)
≤
1
w(x¯j)
(u+ v)
(
x¯j +
y
w(x¯j)
2
n−2σ
)
=
1
w(x¯j)
w
(
x¯j +
y
w(x¯j)
2
n−2σ
)
≤ 2
n−2σ
2 ,
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Therefore, we conclude that
uj(y), vj(y) ≤ 2
n−2σ
2 in BRj ,
where
Rj = µjw(x¯j)
2
n−2σ →∞ as j →∞.
It follows that
u
2σ
n−2σ
j v
n
n−2σ
j , v
2σ
n−2σ
j u
n
n−2σ
j ≤ 2
n+2σ
2 in BRj .
By Proposition 6.6, there exists γ ∈ (0, 1), such that uj , vj ∈ C
γ(BRj/2). Bootstrapping use
Proposition 6.7, there exists α and for every R > 1, such that uj , vj ∈ C
2,α(BR). Moreover,
‖uj‖C2,α(BR), ‖vj‖C2,α(BR) ≤ C(R),
where C is independent on j. Thus, after passing to a subsequence, there exist u˜, v˜ ∈ C2(Rn)
such that {
uj → u˜ in C
2
loc(R
n),
vj → v˜ in C
2
loc(R
n),
and {
(−∆)σu˜ = α1u˜
n+2σ
n−2σ + βu˜
2σ
n−2σ v˜
n
n−2σ in Rn,
(−∆)σ v˜ = α2v˜
n+2σ
n−2σ + βv˜
2σ
n−2σ u˜
n
n−2σ in Rn,
and (u˜+ v˜)(0) = 1. By Liouville Theorem (Theorem 1.1), we have
(u˜+ v˜)(x) =
(
1
1 + |x|2
)n−2σ
2
(71)
modulo some multiple, scaling and translation.
On the other hand, we are going to show that for any λ > 0, x ∈ Rn,
(u˜+ v˜)x,λ(y) ≤ (u˜+ v˜)(y) in R
n\Bλ(x). (72)
By an elementary calculus lemma Proposition 6.5 implies that
u˜+ v˜ ≡ constant.
This contradicts to (71).
In order to prove (72), it suffices to prove that for any x ∈ Rn, λ > 0,
(uj + vj)x,λ(y) ≤ (uj + vj)(y) in ∂
′(Ωj\B+λ (X)). (73)
Sending j →∞, (72) follows.
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Hence, let us arbitrarily fix x0 ∈ R
n, X0 = (x0, 0) and λ0 > 0. Then for all j large, we
have |x0| <
Rj
10 , 0 < λ0 <
Rj
10 . If we have proved that for any λ ∈ (0, λ0),
(Uj + Vj)X0,λ(ξ) ≤ (Uj + Vj)(ξ) in Ωj\B
+
λ (X). (74)
Together with the arbitrariness of x0 and λ0, (73) has been verified.
For simplicity, we denote
Hj(ξ) := (Uj + Vj)(ξ), Hj,X0,λ := (Uj + Vj)X0,λ(ξ),
and define
λ¯(x) := sup
{
µ ∈ (0, λ0)
∣∣Hj,X0,λ(ξ) ≤ Hj(ξ) in Ωj\B+λ (X0), ∀λ ∈ (0, µ)}.
From what has been discussed above, it is clearly to know that if we get λ¯(x) = λ0, then (74)
follows. Therefore, we need the following Lemma 5.2 to make sure that λ¯(x) is well defined,
and then we shall prove λ¯(x) = λ0. Before that, by a calculation it is easy to see that
div(t1−2σ∇Uj) = 0 in Ωj,
div(t1−2σ∇Vj) = 0 in Ωj,
∂Uj
∂νσ
= α1u
n+2σ
n−2σ
j + βu
2σ
n−2σ
j v
n
n−2σ
j on ∂
′Ωj,
∂Vj
∂νσ
= α2v
n+2σ
n−2σ
j + βv
2σ
n−2σ
j u
n
n−2σ
j on ∂
′Ωj.
(75)
Lemma 5.2. We would like to show that there exists λ1 ∈ (0, λ0) such that for any λ ∈ (0, λ1),
Hj,X0,λ(ξ) ≤ Hj(ξ) in Ωj\B
+
λ (X0). (76)
Then we give that
Lemma 5.3.
λ¯(x) = λ0. (77)
Proof of Lemma 5.2. There consists two steps. The step 1 we need to prove
Uj,X0,λ(ξ) ≤ Uj(ξ), Vj,X0,λ(ξ) ≤ Vj(ξ) in B
+
µ (X0)\B
+
λ (X0).
This step follows exactly the same as that for the the proof of (25) in Lemma 3.1. It follows that
Hj,X0,λ(ξ) ≤ Hj(ξ) in B
+
µ (X)\B
+
λ (X). (78)
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Pay attention to the difference is that we choose
λ0(x) = µmin

 inf∂′′B+µ (X)Uj
sup
B+µ (X)
Uj

1
n−2σ
,
 inf∂′′B+µ (X)Vj
sup
B+µ (X)
Vj

1
n−2σ
,
 inf∂′′B+µ (X)Hj
sup
B+µ (X)
Hj

1
n−2σ
 ,
instead of (26).
The step 2 we are going to prove
Hj,X0,λ(ξ) ≤ Hj(ξ) in R
n+1
+ \B
+
µ (X).
Let φ(ξ) :=
(
µ
|ξ−X0|
)n−2σ
inf
∂′′B+µ (X0)
Hj , which satisfies
 div(t
1−2σ∇φ) = 0 in Rn+1+ \ B
+
µ (X0),
∂φ
∂νσ
= 0 on ∂′(Rn+1+ \ B
+
µ (X0))
and
φ(ξ) = inf
∂′′B+µ (X0)
Hj ≤ Hj(ξ) on ∂
′′B+µ (X0).
In addition, since u+ v ≥ 1/C > 0 on ∂B1, it follows from Proposition 2.3 that
Hj(ξ) ≥
1
Cw(x¯j)
> 0 on ∂′′Ωj . (79)
Since
|xj |
2 ≤ |x¯j| ≤
3|xj |
2 << 1, for any ξ ∈ ∂
′′Ωj , i.e.,
∣∣∣∣X¯j + ξ
w(x¯j)
2
n−2σ
∣∣∣∣ = 1, we have
|ξ| ≈ w(x¯j)
2
n−2σ .
Thus
Hj(ξ) ≥
1
Cw(x¯j)
>
(
µ
|ξ −X0|
)n−2σ
inf
∂′′B+µ (X0)
Hj on ∂
′′Ωj, (80)
where we used the fact that Hj → H := U˜ + V˜ locally uniformly
By the standard maximum principle argument, we have
Hj(ξ) ≥
(
µ
|ξ −X0|
)n−2σ
inf
∂′′B+µ (X0)
Hj in Ωj\B
+
µ (X0). (81)
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Then for all ξ ∈ Ωj\B
+
µ (X0), 0 < λ < λ0, by (81), we have
Hj,X0,λ(ξ) =
(
λ
|ξ −X0|
)n−2σ
Hj(X0 +
λ2(ξ −X0)
|ξ −X0|2
) ≤
(
λ0
|ξ −X0|
)n−2σ
sup
B+µ (X0)
Hj
≤
(
µ
|ξ −X0|
)n−2σ
inf
∂′′B+µ (X0)
Hj ≤ Hj(ξ).
Proof of Lemma 5.3. We argue by contradiction. Suppose that λ¯(x) < λ0, we want to show that
there exists a positive constant ε such that for all λ ∈ (λ¯(x), λ¯(x) + ε),
Hj,X0,λ(ξ) ≤ Hj(ξ) in Ωj \ B
+
λ (X), (82)
which contradicts with the definition of λ¯(x).
Let us divide the region Ωj \ B
+
λ (X) into two parts. For δ, δ1 > 0 small, which will be fixed
later, denote
K1 := {ξ ∈ Ωj|0 < |ξ − Y0| ≤ δ1},
K2 := {ξ ∈ Ωj||ξ − Y0| ≥ δ1, |ξ −X0| ≥ λ¯(x) + δ},
K3 := {ξ ∈ Ωj|λ ≤ |ξ −X0| ≤ λ¯(x) + δ},
where Y0 := −x¯jw(x¯j)
2
n−2σ . In order to obtain (82) it suffices to prove that it established on
K1,K2, K3. The following we will prove (82) holds inK1, K2, K3 respectively.
Similar to (80), we have
Hj(ξ) ≥
1
Cw(x¯j)
>
(
λ0
|ξ −X0|
)n−2σ
sup
B+λ0(X0)
Hj ≥ Hj,X0,λ¯(x)(ξ) on ∂
′′Ωj,
It follows from the strong maximum principle,
Hj,X0,λ¯(x)(ξ) < Hj(ξ) in Ωj \ B
+
λ¯(x)
(X0)
and by Proposition 6.10, there exist two positive constants δ1, C1 such that
Hj(ξ)−Hj,X0,λ¯(x)(ξ) > C1 in K1.
Choose a positive constant ε1 small such that for all λ ∈ (λ¯(x), λ¯(x) + ε1),
Hj,X0,λ¯(x)(ξ)−Hj,X0,λ(ξ) > −C1/2 in K1.
Hence,
Hj(ξ)−Hj,X0,λ(ξ) > C1/2 in K1. (83)
30
Together with
Hj,X0,λ¯(x)(ξ) < Hj(ξ) inK2,
and the compactness of K2, there exists a positive constant C2 such that
Hj(ξ)−Hj,X0,λ¯(x)(ξ) > C2 in K2.
By the uniform continuity of Hj on compact sets, there exists a positive constant ε2 small such
that for all λ ∈ (λ¯(x), λ¯(x) + ε2),
Hj,X0,λ¯(x)(ξ)−Hj,X0,λ(ξ) > −C2/2 in K2.
Therefore,
Hj(ξ)−Hj,X0,λ(ξ) > C2/2 in K2. (84)
Now let us focus on the region K3. Using the narrow domain technique as that in Lemma 3.1,
we can choose δ small ( notice that we can choose ε as small as we want ) such that
Uj,X0,λ(ξ) ≤ Uj(ξ), Vj,X0,λ(ξ) ≤ Vj(ξ) in K3.
Thus,
Hj,X0,λ(ξ) ≤ Hj(ξ) in K2. (85)
Combining (83), (84) with (85), we obtain that there exists a positive constant ε1 such that for
all λ ∈ (λ¯(x), λ¯(x) + ε),
Hj,X0,λ(ξ) ≤ Hj(ξ) in Ωj\B
+
λ (X0),
which contradicts with the definition of λ¯(x). Lemma 5.3 is proved.
One consequence of this upper bound is that every solution (U, V ) of (13) satisfies the fol-
lowing Harnack inequality, which will be used very frequently in this rest of the paper.
Lemma 5.4. Suppose that (U, V ) ∈ C2(B+1 ) ∩ C
1(B+1 \{0}) is a nonnegative solution of
div(t1−2σ∇U) = 0 in B+1 ,
div(t1−2σ∇V ) = 0 in B+1 ,
∂U
∂νσ
= α1u
n+2σ
n−2σ + βu
2σ
n−2σ v
n
n−2σ on ∂′B+1 \{0},
∂V
∂νσ
= α2v
n+2σ
n−2σ + βv
2σ
n−2σ u
n
n−2σ on ∂′B+1 \{0}.
Then for all 0 < r < 1/4, we have
sup
B+2r\B+r
(U + V ) ≤ C inf
B+2r\B+r
(U + V ), (86)
where C is a positive constant independent of r.
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Proof. Let
U1(X) := r
n−2σ
2 U(rX), V1(X) := r
n−2σ
2 V (rX).
It follows that 
div(t1−2σ∇U1) = 0 in B+4 \B
+
1/4,
div(t1−2σ∇V1) = 0 in B+4 \B
+
1/4,
∂U1
∂νσ
= α1u
n+2σ
n−2σ
1 + βu
2σ
n−2σ
1 v
n
n−2σ
1 on ∂
′(B+4 \B
+
1/4),
∂V1
∂νσ
= α2v
n+2σ
n−2σ
1 + βv
2σ
n−2σ
1 u
n
n−2σ
1 on ∂
′(B+4 \B
+
1/4).
Next, we are going to prove
|U1(x, 0)|, |V1(x, 0)| ≤ C on ∂
′(B+4 \B
+
1/4),
where C is a positive constant depending on U , V but independent of r.
Indeed, by Theorem 5.1, there exist positive constants ε and C1 such that for |rx| < ε,
|rx|
n−2σ
2 u(rx) ≤ C1,
that is,
|r|
n−2σ
2 u(rx) ≤ C1|x|
−n−2σ
2 ≤ C.
For ε ≤ |rx| ≤ 1, it follows from the continuity of u that there exists a positive constant C2
such that
|r|
n−2σ
2 u(rx) ≤ C2.
It follows that
|U1(x, 0)| ≤ C on ∂
′(B+4 \B
+
1/4),
where C is a positive constant depending on U but independent of r.
With the help of Proposition 2.3, we have
sup
1≤|X|≤2
(U1 + V1)(X) ≤ C inf
1≤|X|≤2
(U1 + V1)(X),
that is,
sup
1≤|X|≤2
r
n−2σ
2 (U + V )(rX) ≤ C inf
1≤|X|≤2
r
n−2σ
2 (U + V )(rX).
Then we deduce that
sup
r≤|X|≤2r
(U + V )(X) ≤ C inf
r≤|X|≤2r
(U + V )(X).
where C is another positive constant independent of r. Hence, (86) follows.
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5.2 A Lower Bound and Removability
We define the Pohozaev integral as
P (U, V,R) =
n− 2σ
2
∫
∂′′B+R
t1−2σ
(
∂U
∂ν
U +
∂V
∂ν
V
)
−
R
2
∫
∂′′B+R
t1−2σ
(
|∇U |2 + |∇V |2
)
+R
∫
∂′′B+R
t1−2σ
(∣∣∣∣∂U∂ν
∣∣∣∣2 + ∣∣∣∣∂V∂ν
∣∣∣∣2
)
+
R
2∗
∫
∂BR
α1u
2∗ + α2v
2∗ + 2βu
2∗
2 v
2∗
2 ,
where 2∗ = 2nn−2σ , u(·) = U(·, 0) and v(·) = V (·, 0) and ν is the unite outer normal of ∂B
+
R .
Since 
div(t1−2σ∇U) = 0 in B+1 ,
div(t1−2σ∇V ) = 0 in B+1 ,
∂U
∂νσ
= α1u
n+2σ
n−2σ + βu
2σ
n−2σ v
n
n−2σ on ∂′B+1 \{0},
∂V
∂νσ
= α2v
n+2σ
n−2σ + βv
2σ
n−2σ u
n
n−2σ on ∂′B+1 \{0}.
(87)
Multiplying the first equation in (87) by (UX,λ−U)
+, the second equation by (VX,λ−V )
+ and
integrating by parts in B+R(X)\B
+
S (X). By a direct calculations, we obtain that
P (U, V,R) = P (U, V, S),
which implies that P (U, V,R) is a constant independent of R.
Theorem 5.5. If
lim inf
|x|→0
|x|
n−2σ
2 (u+ v)(x) = 0,
then
lim
|x|→0
|x|
n−2σ
2 u(x) = lim
|x|→0
|x|
n−2σ
2 v(x) = 0.
Proof. We just need to prove
lim sup
|x|→0
|x|
n−2σ
2 (u+ v)(x) = 0,
then
lim sup
|x|→0
|x|
n−2σ
2 u(x) = 0, lim sup
|x|→0
|x|
n−2σ
2 v(x) = 0.
The result is to obtain that
lim
|x|→0
|x|
n−2σ
2 u(x) = lim
|x|→0
|x|
n−2σ
2 v(x) = 0.
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We suppose by contradiction that
lim sup
|x|→0
|x|
n−2σ
2 (u+ v)(x) = C > 0. (88)
Hence, there exist two sequences of points {xi}, {yi} satisfying
xi → 0, yi → 0 as i→∞,
such that
|xi|
n−2σ
2 (u+ v)(xi)→ 0, |yi|
n−2σ
2 (u+ v)(yi)→ C > 0 as i→∞.
Define
w(r) := r
n−2σ
2 (u+ v)(r),
where (u+ v)(r) := 1|∂Br |
∫
∂Br
u+ vds is the spherical average of u+ v on ∂Br.
First, we are going to prove that
w(r) ≤ C, r ∈ (0, 1/2). (89)
lim inf
r→0
w(r) = 0. (90)
lim sup
r→0
w(r) > 0. (91)
We follow the usual convention of denoting by C a general positive constant that may vary from
line to line.
Proof of (89): From Theorem 5.1 and the continuous of u and v, there exists a positive
constant C such that
|x|
n−2σ
2 u(x), |x|
n−2σ
2 v(x) ≤ C in B1/2\{0},
then by Lemma 5.4, for any x ∈ B1/2\{0},
w(r) :=w(|x|) = r
n−2σ
2
1
|∂Br|
∫
∂Br
u+ vds ≤ r
n−2σ
2 sup
∂Br
(u+ v)
≤Cr
n−2σ
2 inf
∂Br
(u+ v) ≤ C|x|
n−2σ
2 (u+ v)(x) ≤ C.
Proof of (90): Choose xi → 0 which satisfies |xi|
n−2σ
2 (u+ v)(xi)→ 0. It follows that
w(ri) =w(|xi|) = r
n−2σ
2
i
1
|∂Bri |
∫
∂Bri
u+ vds ≤ r
n−2σ
2
i sup
∂Bri
(u+ v)
≤Cr
n−2σ
2
i inf
∂Bri
(u+ v) ≤ C|xi|
n−2σ
2 (u+ v)(xi)→ 0.
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Proof of (91): We suppose the contrary that lim supr→0w(r) = 0, implies that limr→0w(r) =
0. It follows that for any positive constant ε, there exists δ(ε) > 0, so that for any ri := |xi| < δ,
|xi|
n−2σ
2 (u+ v)(xi) < ε.
We deduce that
r
n−2σ
2
i (u+ v)(xi) ≤r
n−2σ
2
i sup
∂Bri
(u+ v) ≤ Cr
n−2σ
2
i inf
∂Bri
(u+ v)
≤Cr
n−2σ
2
i
1
|∂Bri |
∫
∂Bri
u+ vds = Cr
n−2σ
2
i (u+ v)(ri)
≤Cε.
from Lemma 5.4. By the arbitrariness of ε, we conclude that
lim
x→0
|x|
n−2σ
2 (u+ v)(x) = 0.
It is a contradiction with (88).
A combination of (89), (90) and (91) yields there exists a sequence of positive numbers {ri}
converging to 0 such that
r
n−2σ
2
i (u+ v)(ri)→ 0 as i→∞,
and ri are local minimum of r
n−2σ
2 (u+ v)(r) for every i. Let
Wi(X) :=
U(riX)
(U + V )(rie1)
, Zi(X) :=
V (riX)
(U + V )(rie1)
,
where e1 = (1, 0, · · · , 0) ∈ R
n+1. A direct calculation gives that
div(t1−2σ∇Wi) = 0 in Rn+1+ ,
div(t1−2σ∇Zi) = 0 in Rn+1+ ,
∂Wi
∂νσ
= (r
n−2σ
2
i (U + V )(rie1))
4σ
n−2σ
(
α1w
n+2σ
n−2σ
i + βw
2σ
n−2σ
i z
n
n−2σ
i
)
on ∂′Rn+1+ \ {0},
∂Zi
∂νσ
= (r
n−2σ
2
i (U + V )(rie1))
4σ
n−2σ
(
α2z
n+2σ
n−2σ
i + βz
2σ
n−2σ
i w
n
n−2σ
i
)
on ∂′Rn+1+ \ {0},
where wi(x) := Wi(x, 0), zi(x) := Zi(x, 0). With the help of Harnack inequality (Lemma 5.4),
it follows that
sup
B+R\B+1/R
(Wi + Zi)(X) = sup
B+R\B+1/R
(U + V )(riX)
(U + V )(rie1)
≤ C inf
B+R\B+1/R
(U + V )(riX)
(U + V )(rie1)
≤ C inf
|X|=1
(U + V )(riX)
(U + V )(rie1)
≤ C
(U + V )(rie1)
(U + V )(rie1)
≤ C.
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Combining withWi(X) > 0, Zi(X) > 0 , we conclude thatWi(X), Zi(X) is locally uniformly
bounded away from the origin. Using the Harnack inequality (Lemma 5.4) again, we have
r
n−2σ
2
i (U + V )(rie1) =r
n−2σ
2
i
1
|∂Bri |
∫
∂Bri
(U + V )(rie1)dx
≤r
n−2σ
2
i
1
|∂Bri |
∫
∂Bri
sup
∂Bri
(u+ v)dx
≤Cr
n−2σ
2
i
1
|∂Bri |
∫
∂Bri
inf
∂Bri
(u+ v)dx
≤Cr
n−2σ
2
i
1
|∂Bri |
∫
∂Bri
u+ vdx
=Cr
n−2σ
2
i (u+ v)(ri).
Then
r
n−2σ
2
i ((U + V )(rie1))→ 0 as i→∞. (92)
By [24, Proposition 2.3, 2.6, 2.8], there exists some α > 0 such that for any 0 < r < 1 < R,
‖Wj + Zj‖W 1,2(t1−2σ ,B+R\B
+
r )
+ ‖Wj + Zj‖Cα(B+R\B
+
r )
+ ‖wj + zj‖C2,α(BR\Br) ≤ C(R, r).
SinceWj , Zj ≥ 0, it follows that
‖Wj‖W 1,2(t1−2σ ,B+R\B
+
r )
+ ‖Wj‖Cα(B+R\B
+
r )
+ ‖wj‖C2,α(BR\Br) ≤ C(R, r),
and
‖Zj‖W 1,2(t1−2σ ,B+R\B
+
r )
+ ‖Zj‖Cα(B+R\B
+
r )
+ ‖zj‖C2,α(BR\Br) ≤ C(R, r),
where C(R, r) is independent of i. Then up to a subsequence, {Wi}, {Zi} converges to a
nonnegative function W , Z ∈W 1,2loc (t
1−2σ ,Rn+1+ \ {0}) ∩Cαloc(R
n+1
+ \ {0}) respectively, and
div(t1−2σ∇W ) = 0 in Rn+1+ ,
div(t1−2σ∇Z) = 0 in Rn+1+ ,
∂W
∂νσ
= 0 on ∂′Rn+1+ \ {0},
∂Z
∂νσ
= 0 on ∂′Rn+1+ \ {0}.
Through a Boˆcher type Theorem ( Proposition 2.4 ), we deduce that
W (X) =
a1
|X|n−2σ
+ b1, Z(X) =
a2
|X|n−2σ
+ b2,
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where a1, b1, a2, b2 are nonnegative constants. Let w(x) := W (x, 0) and z(x) := Z(x, 0). We
know that wi(x) → w(x) in C
2
loc(R
n \ {0}) and zi(x) → z(x) in C
2
loc(R
n \ {0}). Besides,
since ri are local minimum of r
n−2σ
2 (u+ v)(r) for every i, we conclude that r
n−2σ
2 w + z(r)
has a critical point at r = 1, which implies that a1 + a2 = b1 + b2. Furthermore, we deduce
a1 + a2 =
1
2 byW (e1) + Z(e1) = 1. Now let us compute P (U, V ).
Before that, we will prove that
|∇xU(X)|, |∇xV (X)| ≤ o(1)r
−n−2σ
2
−1
i for all |X| = ri, (93)
and
|t1−2σUt(X)|, |t1−2σVt(X)| ≤ o(1)r
−n−2σ
2
−2σ
i for all |X| = ri. (94)
Like before, we just give a proof of U .
Indeed, it follows from Proposition 6.8 that |∇xWi|, |∇xZi| are locally uniformly bounded
in L∞loc(R
n+1
+ \{0}) and |t
1−2σ∂tWi|, |t1−2σ∂tZi| are locally uniformly bounded in C
γ
loc(R
n+1
+ \
{0}) for some γ > 0. By the fact that
|∇xWi| =
|∇xU(riX)|
(U + V )(rie1)
≤ C, (95)
let Y := riX, we have
|∇yU(Y )| ≤ Cr
−1
i (U + V )(rie1) = Cr
−1−n−2σ
2
i r
n−2σ
2
i (U + V )(rie1).
Together with (92), we deduce that
|∇yU(Y )| ≤ o(1)r
−n−2σ
2
−1
i for all |Y | = ri.
Then (93) follows.
On the other hand,
|t1−2σ∂tWi| =
|t1−2σ∂tU(riX)|
(U + V )(rie1)
≤ C,
let Y := riX, it follows that
|Y 1−2σn+1 ∂n+1U(Y )| ≤ Cr
−2σ
i (U + V )(rie1) = Cr
−2σ−n−2σ
2
i r
n−2σ
2
i (U + V )(rie1).
Together with (92), we have
|t1−2σUt(X)| ≤ o(1)r
−n−2σ
2
−2σ
i for all |X| = ri.
Then (94) follows.
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Thus
P (U, V ) = lim
i→∞
P (U, V, ri) = 0.
Since P (U, V ) is a constant, it follows that
P (U, V, ri) = 0 for all i.
In addition, for all i,
0 = P (U, V, ri) = P (r
n−2σ
2
i U(riX), r
n−2σ
2
i V (riX), 1)
= P (r
n−2σ
2
i (U + V )(rie1)Wi, r
n−2σ
2
i (U + V )(rie1)Zi, 1).
As a consequence, we obtain that
0 =
n− 2σ
2
∫
∂′′B+1
t1−2σ
(
∂Wi
∂ν
Wi +
∂Zi
∂ν
Zi
)
−
1
2
∫
∂′′B+1
t1−2σ
(
|∇Wi|
2 + |∇Zi|
2
)
+
∫
∂′′B+1
t1−2σ
(∣∣∣∣∂Wi∂ν
∣∣∣∣2 + ∣∣∣∣∂Zi∂ν
∣∣∣∣2
)
+
1
2∗
∫
∂B1
(
r
n−2σ
2
i (U + V )(rie1)
) 4σ
n−2σ
(α1W
2∗
i + α2Z
2∗
i + 2βW
2∗
2
i Z
2∗
2
i ).
Sending i→∞, we have
0 =
n− 2σ
2
∫
∂′′B+1
t1−2σ
(
∂W
∂ν
W +
∂Z
∂ν
Z
)
−
1
2
∫
∂′′B+1
t1−2σ
(
|∇W |2 + |∇Z|2
)
+
∫
∂′′B+1
t1−2σ
(∣∣∣∣∂W∂ν
∣∣∣∣2 + ∣∣∣∣∂Z∂ν
∣∣∣∣2
)
= C,
if a1 · a2 = 0, together with a1 + a2 = 1/2, without loss of generality,we assume that a1 = 0
and a2 =
1
2 , then C = −
(n−2σ)2
8
∫
∂′′B+1 t
1−2σ; otherwise, C = − (n−2σ)
2
2
∫
∂′′B+1 t
1−2σa21, which
is a contradiction. Then, we obtain
lim sup
|x|→0
|x|
n−2σ
2 (u+ v)(x) = 0.
Theorem 5.6. If
lim
|x|→0
|x|
n−2σ
2 u(x) = lim
|x|→0
|x|
n−2σ
2 v(x) = 0
then both u, v can be extended as a continuous function at the origin 0.
38
Proof. Via the Harnack inequality ( Lemma 5.4 ), it is easy to see that
lim
|X|→0
|X|
n−2σ
2 U(X) = 0, lim
|X|→0
|X|
n−2σ
2 V (X) = 0.
For 0 < µ ≤ n− 2σ and δ > 0, let
Φµ(X) := |X|
−µ − δt2σ |X|−(µ+2σ).
By a direct calculation, it follows that
div(t1−2σ∇Φµ(X)) = t1−2σ|X|−(µ+2)
(
−µ(n− 2σ − µ) +
δ(µ + 2σ)(n − µ)t2σ
|X|2σ
)
,
and
− lim
t→0+
t1−2σ∂tΦµ(x, t) = 2δσ|x|−(µ+2σ) = 2δσ|x|−2σΦµ(x, 0).
Let α ∈ (0, n−2σ2 ) be fixed, β =
n−2σ
2 + 1 and Φ = CΦα + εΦβ , where C, ε are positive
constants. We can choose δ small ( depending on α ) and ε small if needed such that div(t
1−2σ∇Φ) ≤ 0 in B+2 ,
∂Φ
∂νσ
= 2δσ|x|−2σΦ(x, 0) on ∂′B+2 \ {0}.
Due to
lim
|x|→0
|x|
n−2σ
2 u(x) = lim
|x|→0
|x|
n−2σ
2 v(x) = 0,
we can choose τ small to ensure that for all 0 < |x| < τ ,
a(x) = (α1 + α2 + 2β)(u + v)
4σ
n−2σ ≤ 2δσ|x|−2σ . (96)
Combining this, we obtain that
2δσ|x|−2σΦ(x, 0)− α1u
n+2σ
n−2σ − βu
2σ
n−2σ v
n
n−2σ − α2v
n+2σ
n−2σ − βv
2σ
n−2σ u
n
n−2σ
≥2δσ|x|−2σΦ(x, 0)− (α1 + α2 + 2β)(u+ v)
n+2σ
n−2σ
≥2δσ|x|−2σΦ(x, 0)− 2δσ|x|−2σ(u+ v)
=2δσ|x|−2σ(Φ− U − V )(x, 0)
Then we have div(t
1−2σ∇(Φ− U − V )) ≤ 0 in B+τ ,
∂(Φ − U − V )
∂νσ
≥ 2δσ|x|−2σ(Φ − U − V )(x, 0) on ∂′B+τ \ {0}.
39
For every ε > 0, we have that Φ ≥ U + V near 0. We can choose C ( depending on α )
sufficiently large so that Φ ≥ U + V on ∂′′Bτ . Hence, by Proposition 6.11 (we can choose δ
even smaller if needed), it follows that
U + V ≤ Φ in B+τ .
After sending ε→ 0, we have
U + V ≤ C(α)Φα ≤ C(α)|X|
−α in B+τ .
Because U , V > 0, which implies that
U, V ≤ C(α)|X|−α in B+τ , (97)
Furthermore, we want to prove that
|∇xU(X)|, |∇xV (X)| ≤ C(α)|X|
−α−1 in B+τ (98)
and
|t1−2σ∂tU(X)|, |t1−2σ∂tV (X)| ≤ C(α)|X|−α−2σ in B+τ . (99)
Indeed, for all r ∈ (0, τ), define
U˜(X) := rαU(rX), V˜ (X) := rαV (rX) in B+1 \B
+
1/4,
Via a direct calculation, we have
div(t1−2σ∇U˜) = 0 in B+1 \B
+
1/4,
∂U˜
∂νσ
= r2σ+α−
n+2σ
n−2σ
α
(
α1u˜
n+2σ
n−2σ + βu˜
2σ
n−2σ v˜
n
n−2σ
)
on ∂′(B+1 \B
+
1/4).
(100)
Combining with (97), it follows that
|U˜(X)| = |rαU(rX)| ≤ C(α)rα|rX|−α ≤ C(α).
By Proposition 6.6, Proposition 6.7 and Proposition 6.8, we deduce that
|∇xU˜ | ≤ C(α),
and
|t1−2σ∂tU˜ | ≤ C(α),
Now, let Y := rX ∈ B+τ \ {0}, it follows that
|∇xU˜ | = |r
α∇xU(rX)| = |r
α+1∇yU(Y )| ≤ C(α),
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which implies that
|∇yU(Y )| ≤ C(α)r
−α−1 = C(α)|rX|−α−1|X|α+1 ≤ C(α)|Y |−α−1,
Then estimate (98) follows. Estimate (99) follows by the similar argument.
A consequence of (98) and (99) is
U, V ∈W 1,2(t1−2σ ,B+τ ).
Indeed, using α < n−2σ2 , it is elementary to verify that∫
B+τ
t1−2σU2dX ≤C(α)
∫ τ
0
∫
Bτ
t1−2σ |X|−2αdX
≤C(α)
∫ τ
0
t1−2σdt
∫
Bτ
|x|−2αdx < +∞,
and ∫
B+τ
t1−2σ|∇U |2dX =
∫
B+τ
t1−2σ(|∇xU(X)|2 + |∇tU(X)|2)dX
≤C(α)
∫
B+τ
t1−2σ |X|−2α−2dX + C(α)
∫
B+τ
t2σ−1|X|−2α−4σdX
Then,∫
B+τ
t1−2σ|X|−2α−2dX ≤
∫ τ
0
t1−2σ
∫
x2+t2≤τ2
(|x|2 + t2)−α−1dxdt
=
∫ τ
0
t1−2σ
∫ √τ2−t2
0
ρn−1(ρ2 + t2)−α−1dρdt
=
1
2
∫ τ
0
t1−2σ
∫ τ2
t2
ρn−2(ρ2 + t2)−α−1d(ρ2 + t2)dt
≤
∫ τ
0
t1−2σ
∫ τ2
t2
(ρ2 + t2)
n−2
2
−α−1d(ρ2 + t2)dt
=
(
n− 2
2
− α
)[∫ τ
0
t1−2στn−2−2αdt−
∫ τ
0
tn−1−2α−2σdt
]
≤Cτn−2σ−2α < +∞.
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∫
B+τ
t2σ−1|X|−2α−4σdX ≤
∫ τ
0
t2σ−1
∫
x2+t2≤τ2
|X|−2α−4σdX
=
∫ τ
0
t2σ−1
∫ √τ2−t2
0
ρn−1(ρ2 + t2)−α−2σdρdt
≤
∫ τ
0
t2σ−1
∫ √τ2−t2
0
(ρ2 + t2)
n−2
2
−α−2σd(ρ2 + t2)dt
=
(n
2
− α− 2σ
)(
τn−2α−4σ
∫ τ
0
t2σ−1dt−
∫ τ
0
tn−2σ−2α−1dt
)
≤Cτn−2σ−2α < +∞.
Hence, ∫
B+τ
t1−2σ|∇U |2dX ≤ ∞.
On the other hand, for ε > 0 small, let ηε be a smooth cut-off function satisfying η ≡ 0 in
Bε, η ≡ 1 outside of B2ε and∇ηε ≤ Cε
−1. Let ϕ ∈ C∞c (B+τ ∪∂′B+τ ). Multiplying the equation
in (15) by ϕηε and integrating by parts lead to∫
B+τ
t1−2σ∇U∇(ϕηε) =
∫
∂′B+τ
(
α1U
n+2σ
n−2σ + βU
2σ
n−2σ V
n
n−2σ
)
ϕηε.
From (
α1U
n+2σ
n−2σ + βU
2σ
n−2σ V
n
n−2σ
)
ϕηε ≤ 2(α1 + β)(U + V )
n+2σ
n−2σϕ,
and ∫
∂′B+τ
(U + V )
n+2σ
n−2σϕ ≤
(∫
∂′B+τ
(U + V )
2n
n−2σ
)n+2σ
2n
(∫
∂′B+τ
ϕ
2n
n−2σ
)n−2σ
2n
,
which implies that ∫
∂′B+τ
(U + V )
n+2σ
n−2σϕ <∞.
By the dominated convergence theorem and sending ε→ 0, we have∫
B+τ
t1−2σ∇U∇ϕ =
∫
∂′B+τ
(
α1U
n+2σ
n−2σ + βU
2σ
n−2σ V
n
n−2σ
)
ϕ.
It follows that 
div(t1−2σ∇U) = 0 in B+τ ,
div(t1−2σ∇V ) = 0 in B+τ ,
∂U
∂νσ
= α1U
n+2σ
n−2σ + βU
2σ
n−2σ V
n
n−2σ on ∂′Bτ ,
∂V
∂νσ
= α2V
n+2σ
n−2σ + βV
2σ
n−2σU
n
n−2σ on ∂′Bτ ,
with the help of Proposition 2.3, which ensures that both u and v are Ho¨lder continuous at 0.
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Proof of Theorem 1.3. It follows from Theorem 5.1, 5.5 and 5.6.
6 Appendix
Proposition 6.1. There exists a constant C3 depending on n, β, σ, x such that
I2 ≤ C3
∫
Bµ(x)\Bλ(x)
(
(ux,λ − u)
+ + (vx,λ − v)
+
)
(ux,λ − u)
+,
where I2 is defined in (29).
Proof. Notice that for all y ∈ Bµ(x)\Bλ(x),
ux,λ(y)
4σ−n
n−2σ vx,λ(y)
n
n−2σ =
(
λ
|y − x|
)4σ
u(yλ)
4σ−n
n−2σ v(yλ)
n
n−2σ ≤ u(yλ)
4σ−n
n−2σ v(yλ)
n
n−2σ ,
(101)
where yλ := x +
λ2(y−x)
|y−x|2 . Combining yλ ∈ Bλ(x) ⊂ B10(x) and u ∈ C
2(Rn), we obtain that
there exist positive constants C21, C22 depending on x, such that for yλ ∈ Bλ(x) ⊂ B10(x),
C21 ≤ u(yλ), v(yλ) ≤ C22.
A consequence of (101) is that for all yλ ∈ Bλ(x), there exists a positve constant C2 depending
on x, such that
ux,λ(y)
2σ
n−2σ vx,λ(y)
2σ
n−2σ , ux,λ(y)
4σ−n
n−2σ vx,λ(y)
n
n−2σ ≤ C2. (102)
We only need to consider u ≤ ux,λ. If vx,λ ≤ v, it follows that
u(y)
2σ
n−2σ v(y)
n
n−2σ ≥u(y)
2σ
n−2σ v(y)
n
n−2σ
x,λ
(
u(y)
ux,λ(y)
) n
n−2σ
=ux,λ(y)
2σ
n−2σ
(
u(y)
ux,λ(y)
) 2σ
n−2σ
vx,λ(y)
n
n−2σ
(
u(y)
ux,λ(y)
) n
n−2σ
=ux,λ(y)
2σ
n−2σ vx,λ(y)
n
n−2σ
(
u(y)
ux,λ(y)
)n+2σ
n−2σ
,
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as a result,
ux,λ(y)
2σ
n−2σ vx,λ(y)
n
n−2σ − u(y)
2σ
n−2σ v(y)
n
n−2σ
≤ux,λ(y)
2σ
n−2σ vx,λ(y)
n
n−2σ − ux,λ(y)
2σ
n−2σ vx,λ(y)
n
n−2σ
(
u(y)
ux,λ(y)
)n+2σ
n−2σ
=ux,λ(y)
2σ
n−2σ vx,λv
n
n−2σ
(
1−
(
u(y)
ux,λ(y)
)n+2σ
n−2σ
)
≤
n+ 2σ
n− 2σ
ux,λ(y)
2σ
n−2σ vx,λ(y)
n
n−2σ
(
1−
u(y)
ux,λ(y)
)
=
n+ 2σ
n− 2σ
u
4σ−n
n−2σ
x,λ(y)vx,λ(y)
n
n−2σ (ux,λ(y)− u(y)) .
If v ≤ vx,λ, we can get that
u(y)
2σ
n−2σ v(y)
n
n−2σ ≥ u(y)
2σ
n−2σ
(
v(y)
vx,λ(y)
) 2σ
n−2σ
v(y)
n
n−2σ
(
u(y)
ux,λ(y)
) n
n−2σ
=ux,λ(y)
2σ
n−2σ
(
u(y)
ux,λ(y)
) 2σ
n−2σ
(
v(y)
vx,λ(y)
) 2σ
n−2σ
vx,λ(y)
n
n−2σ
(
v(y)
vx,λ(y)
) n
n−2σ
(
u(y)
ux,λ(y)
) n
n−2σ
=ux,λ(y)
2σ
n−2σ vx,λ(y)
n
n−2σ
(
u(y)
ux,λ(y)
)n+2σ
n−2σ
(
v(y)
vx,λ(y)
)n+2σ
n−2σ
,
which implies that
ux,λ(y)
2σ
n−2σ vx,λ(y)
n
n−2σ − u(y)
2σ
n−2σ v(y)
n
n−2σ
≤ux,λ(y)
2σ
n−2σ vx,λ(y)
n
n−2σ − ux,λ(y)
2σ
n−2σ vx,λ(y)
n
n−2σ
(
u(y)
ux,λ(y)
)n+2σ
n−2σ
(
v(y)
vx,λ(y)
)n+2σ
n−2σ
=ux,λ(y)
2σ
n−2σ vx,λ(y)
n
n−2σ
(
1−
(
u(y)
ux,λ(y)
)n+2σ
n−2σ
(
v(y)
vx,λ(y)
)n+2σ
n−2σ
)
≤
n+ 2σ
n− 2σ
ux,λ(y)
2σ
n−2σ vx,λ(y)
n
n−2σ
((
1−
u(y)
ux,λ(y)
)
+
(
1−
v(y)
vx,λ(y)
))
=
n+ 2σ
n− 2σ
ux,λ(y)
4σ−n
n−2σ vx,λ(y)
n
n−2σ (ux,λ(y)− u(y))
+
n+ 2σ
n− 2σ
ux,λ(y)
2σ
n−2σ vx,λ(y)
2σ
n−2σ (vx,λ(y)− v(y)) .
Consequently,
I2 ≤ C3
∫
Bµ(x)\Bλ(x)
(
(ux,λ − u)
+ + (vx,λ − v)
+
)
(ux,λ − u)
+.
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Here C3 is a constant depending on n, β, σ, x.
6.1
Proposition 6.2. [34, Proposition 4.1] Let x ∈ Rn, µ > 0, x0 ∈ R
n\Bµ(x) and X = (x, 0). If
U ∈ C2(Rn+1+ \B
+
µ (X)) is a nonnegative solution of div(t
1−2σ∇U) ≤ 0 in Rn+1+ \B
+
µ (X),
∂U
∂νσ
≥ 0 on ∂′(Rn+1+ \B
+
µ (X))\{X0},
and lim infξ→∞U(ξ) ≥ 0, then
U(ξ) ≥
(
µ
|ξ −X|
)n−2σ
inf
∂′′B+µ (X)
U in Rn+1+ \B
+
µ (X).
6.2 Some useful propositions
Proposition 6.3. [31, Lemma 11.1] Let f ∈ C1(Rn), n ≥ 1, γ > 0. Suppose that for every
x ∈ Rn, there exists λ(x) > 0 such that(
λ(x)
|y − x|
)γ
f
(
x+
λ(x)2(y − x)
|y − x|2
)
= f(y) in Rn \ {x}.
Then for some a ≥ 0, d > 0, x ∈ Rn,
f(x) = ±
(
a
d+ |x− x|2
) γ
2
.
Proposition 6.4. [31, Lemma 11.2] Let f ∈ C1(Rn), n ≥ 2, γ > 0. Assume that x ∈ Rn, if
for all λ > 0, (
λ
|y − x|
)γ
f
(
x+
λ2(y − x)
|y − x|2
)
≤ f(y) in Rn\Bλ(x).
Then
f(x) = constant.
Proposition 6.5. [31, Lemma 11.3] Let f ∈ C1(Rn+1+ ), n ≥ 1, γ > 0. Assume that X ∈
∂Rn+1+ , if for all λ > 0,(
λ
|ξ −X|
)γ
f
(
X +
λ2(ξ −X)
|ξ −X|2
)
≤ f(ξ) in Rn+1+ \B
+
λ (x). (103)
Then
f(Y ) = f(y′, t) = f(0, t) in Rn+1+ .
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Proposition 6.6. [40, Proposition 2.9] Let
(−∆)σu = g(x) in BR. (104)
Assume u and g ∈ L∞(BR), then there exists γ ∈ (0, 1), such that u ∈ Cγ(BR/2). Moreover,
‖u‖Cγ (BR/2) ≤ C
(
‖u‖L∞(BR) + ‖g‖L∞(BR)
)
, (105)
for a positive constant C depending only on n, σ, R.
Proposition 6.7. [24, Theorem 2.1] Let
(−∆)σu = g(x) in BR. (106)
Assume u ∈ L∞(BR) and g ∈ Cγ(BR), γ > 0 and 2σ + γ is not an integer. Then u ∈
C2σ+γ(BR/2). Moreover,
‖u‖C2σ+γ(BR/2) ≤ C
(
‖u‖L∞(BR) + ‖g‖Cγ (B3R/4)
)
, (107)
for a positive constant C depending only on n, σ, γ, R.
Proposition 6.8. [4, Lemma 4.5] Let g ∈ Cα(BR) for some α ∈ (0, 1) andU ∈W (t
1−2σ,B+R)∩
L∞(B+R) be a weak solution of div(t
1−2σ∇U) = 0 in B+R ,
∂U
∂νσ
= g(x) on ∂′B+R ,
then there exists γ ∈ (0, 1) depending only on n, σ and α, such that U ∈ Cγ(B+R/2) and
t1−2σ∂tU ∈ Cγ(B+R/2). Furthermore, there exist constants C1 and C2 depending only on n, σ,
α, R, ‖U‖L∞(B+R) and also on ‖g‖L∞(BR) for C1, ‖g‖Cα(BR) for C2 such that
‖U‖
Cγ (B+
R/2
)
≤ C1,
and
‖t1−2σ∂tU‖Cγ (B+
R/2
)
≤ C2.
Proposition 6.9. [24, Proposition 2.13] Let g ∈ C1(BR) and U ∈ W (t
1−2σ,B+R) be a weak
solution of  div(t
1−2σ∇U) = 0 in B+R ,
∂U
∂νσ
= g(x) on ∂′B+R ,
then there exists a positive constant C depending only on n, σ, R such that
‖∇U‖L∞(B+
R/2
) ≤ C(‖U‖L2(t1−2σ ,B+R) + ‖g‖C1(BR)).
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Proposition 6.10. [24, Proposition 3.1] Suppose that U ∈ C2(B+R)∩C
1(B+R \ {0}) and U > 0
in B+R ∪ ∂
′B+R \ {0} is a solution of div(t
1−2σ∇U) ≤ 0 in B+R ,
∂U
∂νσ
≥ 0 on ∂′B+R \ {0},
then
lim inf
X→0
U(X) > 0.
Proposition 6.11. [24, Lemma A.2] Suppose that U ∈ W 12(t1−2σ,B+R), U ≥ 0 on ∂
′′B+R is a
weak supsolution of  div(t
1−2σ∇U) = 0 in B+R ,
∂U
∂νσ
= a(x)U on ∂′B+R ,
if there exists ε = ε(n, σ) such that for all |a(x)| ≤ ε|x|−2σ , then
U ≥ 0 in B+R .
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