Abstract. We consider the convolution of half-plane harmonic mappings with respective dilatations (z+a)/(1+az) and e iθ z n , where −1 < a < 1 and θ ∈ R, n ∈ N. We prove that such convolutions are locally univalent for n = 1, which solves an open problem of Dorff et. al (see [3, Problem 3.26]). Moreover, we provide some numerical computations to illustrate that such convolutions are not univalent for n ≥ 2.
Introduction and Preliminaries
The subject of this study is the convolution of functions in the class H of all complex-valued harmonic mappings f = h + g defined on the open unit disk D = {z ∈ C : |z| < 1} normalized by the condition h(0) = g(0) = h (0) − 1 = 0, where h and g are analytic in D. For two such harmonic mappings f and F = H + G in H with power series of the form
we define the harmonic convolution (or Hadamard product) as follows:
By Lewy's theorem [12] , f ∈ H is locally univalent and sense-preserving if and only if J f (z) > 0 in D, where J f (z) = |h (z)| 2 − |g (z)| 2 denotes the Jacobian of f . The condition J f (z) > 0 is equivalent to the existence of an analytic function ω, called the dilatation of f , given by ω(z) = g (z)/h (z) with |ω(z)| < 1 for all z ∈ D, where h (z) = 0 in D. Denote by S H the class of all sense-preserving harmonic univalent mappings f = h + g ∈ H and by S 0 H the subclass of mappings f ∈ S H such that f z (0) = 0. For many basic results about several geometric subclasses of S H and S 0 H , we refer to the article of Clunie and Sheil-Small [4] (or see [7, 9, 16] ). Denote by K 0 H , the class of functions in S 0 H which have convex images, and functions in K 0 H are called convex. Unlike the case of analytic mappings, the properties of harmonic convolutions are not so regular in the sense that the convolution of two convex harmonic mappings is not necessarily even locally univalent in D. However, these convolutions do exhibit some fascinating properties. In recent years, properties of convolutions of harmonic mappings were investigated by a number of authors, see for example [6, 8, [13] [14] [15] 18] and the references therein. In [1, 5] and [10] , explicit descriptions of half-plane mappings and strip mappings are given.
Recall that a domain Ω ⊂ C is said to be convex in the horizontal direction (CHD) if the intersection of Ω with each horizontal line is connected (or empty). We now recall one of the fundamental results, called shearing theorem, due to Clunie and Sheil-Small [4] .
Theorem A. Let f = h + g be harmonic and locally univalent in D. Then f is univalent and its range is CHD if and only if h − g is univalent and its range is CHD.
A function f = h + g ∈ S H is said to be a slanted half-plane mapping with γ (0 ≤ γ < 2π) if f maps D onto H γ := {w : Re (e iγ w) > −(1 + a)/2}, where −1 < a < 1. Using the shearing method due to Clunie and Sheil-Small [4] and the Riemann mapping theorem, it is easy to see that such a mapping has the form
Note that h(0) = g(0) = h (0) − 1 = 0 and g (0) = a. The class of all slanted half-plane mappings with γ is denoted by S(H γ ). Clearly, each f ∈ S(H γ ) obviously belongs to the convex family K H but not necessarily in K 0 H unless a = 0. It is evident that there are infinitely many slanted half-plane mappings with a fixed γ. We denote by S 0 (H γ ) if a ∈ (−1, 1) in S(H γ ) is taken to be zero. At this point, it is worth recalling that functions f = h + g ∈ S 0 (H 0 ) (i.e. f ∈ S(H γ ) with a = 0) are usually referred to as the slanted half-plane mappings with γ and such mappings by (1.1) obviously assume the form
so that γ = 0 reduces to the corresponding right half-plane mappings. For example, if f 0 = h 0 +g 0 ∈ S 0 (H 0 ) with the dilatation ω 0 = g 0 /h 0 = −z then the shearing theorem of Clunie and Sheil-Small quickly yields (see [4] )
( 1.3)
The function f 0 is extremal for the coefficient inequality for functions in
Theorem B generalizes the result of Dorff [6, Theorem 5] who proved originally the same with
Generally, it is not easy to verify the local univalency of f 1 * f 2 in D. In [14] , Li and Ponnusamy obtained the following result as a generalization of [6, Theorem 3] .
Theorem C. Let f = h + g ∈ S 0 (H γ ) with the dilatation ω(z) = e iθ z n , where n = 1, 2 and θ ∈ R. Then f 0 * f ∈ S 0 H and is convex in the direction −γ. In 2010, Bshouty and Lyzzaik [3] 
and is convex in the direction of the real axis. Determine the other values of a ∈ D for which the corresponding result holds. (b) Let f n ∈ S 0 (H 0 ) with the dilatations ω n (z) = e iθ z n (θ ∈ R, n ∈ N). Determine the values of n for which f n * f are univalent.
One of the proposers of the above problems communicated to the first author about a typo in [3, Problem 3.26(b)]. Again a typo in [3, Problem 3.26(a)] is now corrected and the corrected formulation is stated in Problem 1(b). Our primary aim in this paper is to present a solution to this open problem. However, Problem 1(a) has been solved by Li and Ponnusamy [13] , and in [11, 14] the same has been solved in a more general setting which led to further investigation and interest in this topic. 
with a ∈ (−1, 1). Unfortunately, the first condition gives g (0) = 0 while the second condition gives g (0) = a. In view of this reasoning, we reformulate their result in the form which is needed in our proof.
with a ∈ (−1, 1). Then f 0 * f ∈ S 0 H and is convex in the direction of the real axis. Proof. In view of [6, Theorem A] and Lewy's Theorem, we just need to show that the dilatation ω of f 0 * f satisfies the condition | ω(z)| < 1 for all z ∈ D. By assumption, we easily see that
and the rest of the proof follows as in [8, Theorem 4] . For the sake of completeness we include the necessary details here. Indeed, since g (z) = ω(z)h (z), we have
,
and A, B are two zeros of p(z). By using Cohn's rule,
So q 1 (z) has one zero at z 0 = − 1+3a a+3 which is on the unit disk for −1 < a < 1. Thus, |A|, |B| < 1.
Main Results
We now state and prove our main result which solves Problem 1(b) for n = 1.
, where −1 < a < 1, and
Then f 1 * f is locally univalent and convex in the horizontal direction. To prove our main result, we need the following lemmas.
Lemma 2.3. ([17, Lemma 3]) Let f : D → C be nonconstant and analytic, where f (D) omits some point w ∈ {z : Re z < 0}. Suppose that f (e it ) = lim z→e it f (z) exists for all t ∈ R (where possibly f (e it ) = ∞). If Re { f (e it )} ≥ 0 for all t such that f (e it ) is finite, then Re {f (z)} > 0 for all z ∈ D.
We remark that Lemma 2.3 is another convenient formulation of maximum modulus theorem for analytic functions.
Proof of Theorem 2.1. Conclusion of Theorem 2.1 holds when θ = π (see Theorem 1.1) and thus, we will assume throughout the discussion that θ = π. Now, by (1.2) and the assumption on f , we have
Solving
Again, by the assumption on f 1 , we have
Solving these two equations gives
1 + e iθ z 1 − z , and
For any F (z) = ∞ n=1 c n z n analytic in D, we see that (z/(1 − z)) * F (z) = F (z) and
In view of equations (2.1) and (2.2), a computation gives
where Li 2 (z) denotes the dilogarithm function defined by Li 2 (z) = ∞ k=1 z k k 2 for |z| ≤ 1. Now the dilatation of f * f 1 is given by
.
By Theorem B with γ 1 = 0 = γ 2 , we obtain that f 1 * f is convex in the horizontal direction provided f 1 * f is locally univalent in D. Thus, it suffices to show that | ω 1 (z)| < 1 for z ∈ D. In view of the last expression, | ω 1 (z)| < 1 is equivalent to
and thus, it suffices to show
or equivalently,
where
Because h 1 (0) = 0 = h 1 (0) − 1, g 1 (0) = 0 = g 1 (0) and h 1 (z) = 0 on D, the function J(z) is clearly analytic on D. Since f 1 is convex, it follows from Lemma 2.2 that
Also, since
by Schwarz's Lemma, we conclude that
which clearly implies B(z) < 0 for z ∈ D, where B(z) is given by (2.4). Thus, by (2.4), the proof is complete if we show that Re {J(z)} > 0 in D. In order to do this, by (2.2), we need to simplify the expression for J(z) as
By Lemma 2.3, we need to check that lim z→e it J(z) exists for all t ∈ R (where possibly J(e it ) = ∞). This is clearly the case for all t ∈ R\{0, π − θ, π, 2π − θ}. For the remaining values of t, we obtain the following limits:
and lim
Consequently, it suffices to show that Re {J(e it )} ≥ 0 for all t ∈ R\{0, π − θ, π, 2π − θ}. We have
and hence, Re {J(e it )} = 2 sin
We now introduce A = arg 1 + e i(θ+t) 1 − e it and B = arg 1 − e i(θ+t) 1 + e it so that for 0 ≤ θ < π, we have
, and B =
Next, we consider sin(θ + t). It is non-negative when t ∈ (0, π − θ) ∪ (2π − θ, 2π), and negative when t ∈ (π − θ, 2π − θ). This observation shows that Re {J(e it )} ≥ 0 for all cases.
The general result for θ ∈ (−π, π) is similar to the above discussion for the case θ ∈ [0, π). This completes the proof of the assertion | ω 1 (z)| < 1 in D.
The images of the unit disk D under f * f 1 for θ = π/6 and a = −0.5, 0, 0.5, 0.8 are shown in Figure 1(a)-(d) . The images of D under f * f 1 for a = 0.5 and θ = 0, π/6, π/3, π/2 are shown in Figure 2 (a)-(d). We plot these images as equally spaced concentric radial segments.
3. The Dilatations of f * f n Now we compute the formulas for the dilatations of f * f n , where f = h + g ∈ S(H 0 ) with h + g = (1 + a)z/(1 − z) and the dilatation ω(z) = (z + a)/(1 + az), where −1 < a < 1, and f n ∈ S 0 (H 0 ) with the dilatation ω n (z) = e iθ z n (θ ∈ R, n ∈ N). First, we begin by computing the representation of f n when θ = π. Note that in this case
and thus,
In order to compute h n (z), we may rewrite it as h n (z) = n 2 − 1 12n
By integrating the previous expression we arrive at h n (z) = n − 1 2n
From (2.1) and (2.3), we obtain f * f n from and the dilatation ω n of f * f n is then given by Table 1 presents values of | ω n (z)| for certain choices of n, a and z with the help of Mathematica.
From Table 1 , we observe for some n ≥ 2 that | ω n (z)| > 1 for certain values of a and z. Next, we assume that θ = π and consider so that From the above discussion and some complicated calculations and experiments, we propose the following.
Problem 2. Let f = h + g ∈ S(H 0 ) with h + g = (1 + a)z/(1 − z) and the dilatation ω(z) = (z + a)/(1 + az), where −1 < a < 1, and f n = h n + g n ∈ S 0 (H 0 ) with dilatations ω n (z) = e iθ z n (θ ∈ R, n ∈ N). We conjecture that f * f n is not locally univalent for n ≥ 2. In this situation, it is natural to ask for the radius of univalency of f * f n .
