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RENORMALIZATION AND QUANTUM MODULAR FORMS, PART II:
MOCK THETA FUNCTIONS
YINGKUN LI, HIEU T. NGO, AND ROBERT C. RHOADES
Abstract. Sander Zwegers showed that Ramanujan’s mock theta functions are q-hypergeometric
series, whose q-expansion coefficients are half of the Fourier coefficients of a non-holomorphic
modular form. George Andrews, Henri Cohen, Freeman Dyson, and Dean Hickerson found
a pair of q-hypergeometric series each of which contains half of the Fourier coefficients of
Maass waveform of eigenvalue 1/4.
This series of papers shows that a q-series construction, called “renormalization”, yields
the other half of the Fourier coefficients from a series which contains half of them. This
construction unifies examples associated with mock theta functions and examples associated
with Maass waveforms. Thus confirming a conviction of Freeman Dyson. This construction
is natural in the context of Don Zagier’s quantum modular forms. Detailed discussion of
the role quantum modular forms play in this construction is given.
New examples associated to Maass waveforms are given in Part I. Part II contains new ex-
amples associated with mock theta functions, and classical modular forms. Part II contains
an extensive survey of the “renormalization” construction. A large number of examples and
open questions which share similarities to the main examples, but remain mysterious, are
given.
1. Introduction
Two q-hypergeometric series which lie at the interface with algebraic number theory are
σ(q) :=
∞∑
n=0
S(n)qn =
∞∑
n=0
q
1
2
n(n+1)
(−q; q)n = 1 + q − q
2 + · · ·+ 2q55 + q57 + · · ·+ 6q1609 + · · ·(1.1)
σ∗(q) :=
∞∑
n=0
S∗(n)qn = 2
∞∑
n=1
(−1)nqn2
(q; q2)n
= −2q − 2q2 + · · ·+ 2q66 − 2q67 − 4q70 + · · ·
(1.2)
where (x; q) :=
∏n−1
j=0 (1 − xqj) and (x; q)∞ :=
∏∞
j=0(1 − xqj) and the expansion is valid for
|q| < 1. The first of these series was investigated by Ramanujan [4]. The connection to
algebraic number theory was discovered by Andrews, Dyson, and Hickerson [12] and Cohen
[29]. Andrews, Dyson, and Hickerson showed that
S(n) = T (24n+ 1) and S∗(n) = T (1− 24n)
where T (n) are the coefficients of a Maass waveform
ϕ0(z) :=
√
y
∑
n∈24Z+1
T (n)K0(2π |n| y/24)e2piinx/24,
1
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which satisfies the modular properties
ϕ0(−1/2z) = ϕ0(z) and ϕ0(z + 1) = e2pii/24ϕ0(z),
where K0 is a K-Bessel function and z := x + iy with x, y ∈ R such that y > 0. Thus,
the positive Fourier coefficients of the non-holomorphic modular form ϕ0(z) are encoded by
σ(q), whereas the negative Fourier coefficients are encoded by σ∗(q).
Dyson [32] wrote the following:
This pair of functions σ(q) and σ∗(q) is today an isolated curiosity. But I am
convinced that, like so many other beautiful things in Ramanujan’s garden, it
will turn out to be a special case of a broader mathematical structure. There
probably exist other sets of two or more functions with coefficients related by
cross multiplicativity, satisfying identities similar to those which Ramanujan
discovered for his σ(q). I have a hunch that such sets of cross-multiplicative
functions will form a structure within which the mock theta-functions will also
find a place. But this hunch is not backed up by any solid evidence.
This paper gives a construction which explains how the q-hypergeometric series defining
mock theta functions reveal all of the Fourier coefficients necessary to complete the (non-
holomorphic) modular form. The construction requires a “renormalized” version of the
q-series and the theory of “quantum modular forms”. The renormalization identities are the
types of identities referred to by Dyson in the above quote. In Part I of this series of papers
renormalization was used to produce the other half of the Fourier coefficients of a Maass
wave form from a series which contained half of them. Thus, these works confirm Dyson’s
conviction.
Instead of completing the modular object by passing through non-holomorphic modular
forms (see Section 1.1 for details), we construct a pair of holomorphic functions. One of the
two functions is defined on the Poincare´ upper half-plane H, while the other is defined on
H− = {x + iy : x, y ∈ R, y < 0}. Together the pair of functions encode all of the Fourier
coefficients. Moreover, the series agree on a subset of S ⊂ Q. This subset of points lets
the function “leak” from H to H−. The function on S is a quantum modular form. A new
feature of these works is the relationship between the subset S and the cuspidality of an
associated modular form (the Zagier shadow of the mock theta function, see Section 1.1).
Section 2 contains new examples concerning weight 3/2 mock theta functions and holo-
morphic modular forms. An extensive survey of the renormalization construction is given in
Section 6. A number of open problems and remaining mysterious are discussed in Section 7.
These sections should be valuable for future investigation into these ideas. The remainder
of this section gives definitions and examples of mock theta functions, quantum modular
forms, and “renormalization”.
1.1. Mock Theta Functions. As a result of Zwegers’s thesis [58], we understand that Ra-
manujan’s mock theta functions contain “half” of the Fourier coefficients of a non-holomorphic
modular form. To be precise, each of Ramanujan’s seventeen examples are instances of Za-
gier’s [54, 30] definition (see also Ono’s survey [48]).
Definition 1.1. A mock theta function is a q-series H(q) =
∑∞
n=0 anq
n such that there exists
a rational number λ ∈ Q and a unary theta function g(z) = ∑n∈Q+ bnqn of weight k, such
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that
ϕH(z) = q
λH(q)− g∗(z),
with q := e2piiz, is a non-holomorphic modular form of weight 2− k, where
g∗(z) = (4π)1−k
∑
n∈Q+
n2−kbnΓ (2− k, 4πny) q−n
with Γ(w, t) =
∫∞
t
uw−1e−udu, the incomplete Gamma function. The modular form g is
called the Zagier shadow of f .
For example, the Ramanujan’s third order mock theta function is
(1.3) f(q) :=
∞∑
n=0
qn
2
(−q; q)2n
= 1+q−2q2+3q3−3q4+3q5−5q6+7q7−6q8+· · ·−18520q100+· · ·
Its Zagier shadow is the the weight 3/2 unary theta function
(1.4) g(z) =
1√
6
∑
n≡1 (mod 6)
nq
n
2
24 =
1√
6
∞∑
n=1
(−12
n
)
nq
n
2
24 .
More precisely, the function
φf (z) = q
− 1
24 f(q)− g∗(z),
with
(1.5) g∗(z) =
2√
π
∞∑
n=1
(−12
n
)
Γ
(
1
2
,
πn2y
6
)
q
−n
2
24
is a weight 1
2
non-holomorphic modular form with respect to Γ(2) (see [54] page 07). In
particular it satisfies
1√
2z + 1
φf
(
z
2z + 1
)
= e
2pii
12 φf (z) and φf(z + 1) = e
− 2pii
24 φf(z).
1.2. Quantum Modular Forms. One of the most famous modular forms is the Dedekind
η-function
η(z) := q
1
24
∞∏
n=1
(1− qn) where q = e2piiz
which satisfies the modular identities
η(z + 1) = e
pii
12 η(z) and η
(
−1
z
)
=
√−izη(z)
for all z = x+ iy with x, y ∈ R and y > 0. Thus η(z) is a weight 1/2 modular form. Euler’s
famous pentagonal number theory gives
η(z) =
∑
n>0
(
12
n
)
q
n
2
24 = q
1
24
(
1− q − q2 + q5 + q7 − · · ·) ,
where
( ·
·
)
is the Kronecker symbol.
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In a 1997 lecture at Max Planck, Maxim Kontsevich defined
(1.6) F (q) := 1 + (1− q) + (1− q)(1− q2) + · · · =
∞∑
n=0
(q; q)n
Kontsevich observed that while the series diverges for both |q| < 1 and |q| > 1, and also for
most points on the unit circle, it terminates (and hence converges!) at all roots of unity.
Zagier proved the “strange identity”
(1.7)
q
1
24F (q) = −1
2
∑
n>0
n
(
12
n
)
q
n
2
24 = −1
2
q
1
24
(
1− 5q − 7q2 + 11q5 + 13q7 + · · ·) =: −1
2
η˜(z)
where the identity holds as an asymptotic expansion at each root of unity. The function η˜(z)
is an “Eichler integral” or “half-derivative” of the modular form η(z).
Define ϕ(α) := e2piiαF (e2piiα) for α ∈ Q. Zagier, using (1.7), showed that ϕ(α) satisfies the
almost-modular identities
ϕ(α + 1) = e
pii
12ϕ(α) and ϕ(α) + (iα)−
3
2ϕ
(
− 1
α
)
=
√
3i
2π
∫ ∞
0
(z − α)− 32η(z)dz =: g(α).
The function g : R→ C is a C∞ function which is real-analytic everywhere except at α = 0
(see the theorem of Section 6 of [53]).
This example, and a few others from quantum invariants of 3-manifolds, led Zagier to
introduce a notion of “quantum modular form” [55]. Quantum modular forms are functions
from Q→ C which have a nice behavior under the action of SL2(Z) (or a subgroup thereof)
on Q.
Definition 1.2. Let k ∈ 1
2
Z , S ⊂ Q a dense subset, Γ ⊂ SL2(Z) a subgroup of finite index
and χ : Γ −→ C× a finite order character. A function f : S −→ C is a quantum modular
form of weight k and character χ with respect to Γ if for every γ ∈ Γ, the period function
hγ : R→ C given by
(1.8) hγ(x) := χ(γ)f(x)− (f |k,γ)(x)
is C∞ on R and real-analytic at all but a finite set of points. Here |k,γ is the weight k slash
operator
(f |k,γ)(x) = f(γx)(cx+ d)−k
when γ =
[
a b
c d
]
.
Remark. Recently, many authors have explored the connection between quantum modular
forms and “Ramanujan’s radial limits” associated to his mock theta functions. See the work
of Folsom, Ono and the third author [34], as well as the works of Mortenson [47] and Zudilin
[56].
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1.3. Renormalization. This section defines the q-series construction called renormaliza-
tion.
Definition 1.3. A q-hypergeometric series is a sum of the form H(q) =
∑∞
n=0Hn(q) where
Hn(q) ∈ Q(q) and Hn+1(q)/Hn(q) = R(q, qn) for all n ≥ 0 for some fixed rational function
R(q, r) ∈ Q(q, r).
Renormalization is a construction used for extending H(q) to the region |q| > 1.
Definition 1.4. (Renormalization) Let H(q) be a mock theta function of weight k defined
by the q-hypergeometric series H(q) =
∑∞
n=0Hn(q) that converges for |q| < 1. Let g(z) =∑
n∈Q+ bnq
n be the Zagier shadow of H . When limn→∞Hn(q−1) converges as a power series
in q with |q| < 1, define the series S[H ](q) and G[H ](q) by
(1.9) S[H ](q) :=
∞∑
n=0
(
Hn(q
−1)−H∞(q−1)
)− G[H ](q)
where H∞(q−1) := limn→∞Hn(q−1) such that
(1) G[H ](q) vanishes to infinite order at every root of unity q where H(q−1) converges.
(2) S[H ](q) converges for |q| < 1 and S[H ](q) = Ck
∑
n∈Q∓ bnn
2−kqλ|n|−α for some con-
stants Ck and α.
The term S[H ](q) is called the shadow of H and G[H ](q) is called the ghost of H .
Remark. In certain cases, the construction in (1.9) is known as the “sums of tails”. It appears
in Ramanujan’s work, as well as in a number of other papers. See [4, 14, 15, 20, 53], for
example.
Example 1.5. The mock theta function f(q) =
∑∞
n=0 fn(q) with fn(q) =
qn
2
(−q;q)2n has Zagier
shadow equal to g(z) = 1√
6
∑∞
n=1
(−12
n
)
nq
n
2
24 . The following calculations demonstrate that
S[f ](q) is −∑∞n=1 (−12n ) q n2−124 and thus gives the Fourier coefficients of g∗(z), up to the
incomplete Gamma function terms.
In the notation above fn(q
−1) = q
n
(−q;q)2n . So f∞(q
−1) = 0. Then
∞∑
n=0
(
fn(q
−1)− f∞(q−1)
)
=
∞∑
n=0
qn
(−q; q)2n
=1 + q − q2 + 2q3 − 4q4 + 5q5 − 6q6 + 7q7 + · · ·+ 392q29 + · · · .
Ramanujan’s lost notebook (given in [2], valid for |q| < 1) contains the identity
f(q−1) =
∞∑
n=0
qn
(−q; q)2n
= 2
∑
n≥0
(−12
n
)
q
n
2
−1
24 +
1
(−q)2∞
∑
n≥0
(−1)n+1q n(n+1)2 .
So S[f ](q) = 2∑n≥0 (−12n ) q n2−124 and G[f ](q) = 1(−q)2∞∑∞n=0(−1)n+1q 12n(n+1).
Remark. The formal operation of q 7→ q−1 was previously considered by Zwegers [57] and
(see Lawerence-Zagier [40]), Hikami [38] and Bringmann, Folsom, and the third author [18].
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In all of those cases the authors consider cases when H∞(q) = 0. So renormalization is
not needed. Recently, Mortenson [46] has given a heuristic which given the “Appell-Lerch”
version of a mock theta function will predict what the shadow will be. This uses a heuristic
from joint work with Hickerson [39] coming from q 7→ q−1. This heuristic is closely related
to results of the third author with Chern [26] which relates the Appell-Lerch sums to partial
theta functions via the Mordell integral.
2. Statement of Results
In Part I of these papers renormalization was used to produce the other half of the Fourier
coefficients of a Maass wave form from a series which contained half of them. This section
uses renormalization on a pair of mock modular forms to produce the Fourier coefficients of
the Zagier shadow. Let
M1(q) :=
∞∑
n=0
M1,n(q) =
∞∑
n=0
(−1)n(q; q)n
(−q; q)n = 1−
1− q
2
∞∑
n=0
(q; q)n(−q)n
(−q; q)n
(2.1)
=
1
2
+ q − 2q2 + 4q3 − 5q4 + 4q5 − 4q6 + 8q7 − 10q8 + 5q9 − 4q10 + 12q11 − · · ·
M2(q) :=
∞∑
n=0
M2,n(q) =
∞∑
n=0
qn+1(q2; q2)n
(q; q2)n+1
(2.2)
= q + 2q2 + 3q3 + 3q4 + 4q5 + 5q6 + 4q7 + 5q8 + 7q9 + 5q10 + 6q11 + 8q12 + · · ·
Remark. The series defining M1(q) does not technically converge for |q| < 1. However,
standard recurrence relations for the series extend converge into this domain. See (3.2) and
the discussion thereafter.
Theorem 2.1. Let S0 := {x ∈ Q := γ · x = 0 for some γ ∈ Γ0(2)} and S∞ := {x ∈ Q :=
γ · x =∞ for some γ ∈ Γ0(2)}.
(A) (Zagier shadow) M1(q) is a mock theta function with Zagier shadow proportional to
η(z)2
η(2z)
=
∑
n∈Z
(−1)nqn2.
Moreover, η(z)
2
η(2z)
is modular with respect to Γ0(2) which vanishes at the cusp 0 (i.e. at
all z ∈ S0) and not at the cusp ∞ (i.e. at all z ∈ S∞).
M2(q) is a mock theta function with Zagier shadow proportional to
η(2z)2
η(z)
=
∑
n∈Z
q2(n+
1
4)
2
Moreover, η(2z)
2
η(z)
is modular with respect to Γ0(2) which vanishes at the cusp ∞ and
not at the cusp 0.
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(B) (Renormalized shadow) In the notation above,
S[M1](q) := 4
∞∑
n=1
(−1)nnqn2 and G[M1](q) := 2 (q; q)∞
(−q; q)∞
∞∑
j=1
qj
1− q2j
since
4
∞∑
n=1
(−1)nnqn2 =
∞∑
n=0
(
(q; q)n
(−q; q)n −
(q; q)∞
(−q; q)∞
)
− 2 (q; q)∞
(−q; q)∞
∞∑
j=1
qj
1− q2j .
In the notation above,
S[M2](q) :=
∞∑
n=0
(
n +
1
4
)
q
1
2
n(n+1) and G[M2](q) := (q
2; q2)∞
(q; q2)∞
(
1
4
+
∞∑
j=1
(−1)jqj
1− qj
)
since
∞∑
n=0
(
n+
1
4
)
q
1
2
n(n+1) = −
∞∑
n=0
(
(q2; q2)n
(q; q2)n+1
− (q
2; q2)∞
(q; q2)∞
)
− (q
2; q2)∞
(q; q2)∞
(
1
4
+
∞∑
j=1
(−1)jqj
1− qj
)
(C) (Roots of unity) M1(e
2piix) is finite exactly at those x in {a
b
: (a, b) = 1, b is odd} = S0.
M2(e
2piix) is finite exactly at those x in {a
b
: (a, b) = 1, b is even} = S∞.
Remark. In each case, we see that the series S[Mj ] is the the “half” derivative of the Zagier
shadow. A quantum modular form results in an exactly analogous fashion to the “half”
derivative of the Dedekind η-function, as discussed in Section 1.2. For more on “half”
derivatives see [53].
Remark. Recent work of Rolen and Schneider [50] demonstrates how to build a “vector-
valued” quantum modular form from this pair of examples.
Notice that, modular forms are mock theta functions whose Zagier shadow is 0. So we
can extend this to a number of other examples to produce “shadows” and “ghosts” for series
equal to modular forms
2.1. Modular forms. The results of this subsection demonstrate renormalization on q-series
which represent modular forms. We begin with two examples.
First, since both functions are the generating function for the number of integer partitions:
P1(q) :=
∞∑
n=0
qn
(q; q)n
equals
∏∞
m=1(1 − qm)−1 when |q| < 1. On the other hand, P1(q) converges for |q| > 1. In
particular,
P1(q
−1) =
∞∑
n=0
(−1)nq 12n(n−1)
(q; q)n
.
Consequentially, P1(q
−1) = 0 (see, for instance, [18]). So, S[P1](q) = 0 and G[P1](q) = 0.
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There is a second well known q-hypergeometric series which equals the partition generating
function. It is
P2(q) :=
∞∑
n=0
qn
2
(q; q)2n
.
As before, we see that P2(q) converges for |q| > 1 and
P2(q
−1) =
∞∑
n=0
qn
(q; q)2n
=
1
(q; q)2∞
∞∑
n=0
(−1)nq 12n(n+1),
a series which is not zero! So S[P2](q) = 0, but G[P2](q) = 1(q;q)2∞
∑∞
n=0(−1)nq
1
2
n(n+1).
Identities of this form are the focus previous work of the third author with Bringmann and
Folsom [18].
Let
F1(q) :=
∞∑
n=0
F1,n(q) =
∞∑
n=0
(−1)nq 12n(n+1)
(q; q)n
(2.3)
= 1− q − q2 + q5 + q7 − q12 − q15 + q22 + q26 − q35 − q40 + q51 + · · ·
F2(q) :=
∞∑
n=0
F2,n(q) =
∞∑
n=0
(−1)n(−q; q)n
(q; q)n
=
1
2
(1− q)
∞∑
n=0
(−q)n(−q; q)n
(q; q)n
(2.4)
=
1
2
− q + q4 − q9 + q16 − q25 + q36 − q49 + q64 − · · ·
F3(q) :=
∞∑
n=0
F3,n(q) =
∞∑
n=0
qn(q; q2)n
(q2; q2)n
(2.5)
= 1 + q + q3 + q6 + q10 + q15 + q21 + q28 + q36 + q45 + q55 + · · ·
F4(q) :=
∞∑
n=0
F4,n(q) =
∞∑
n=0
(−1)nq2n+1(−q)n
(q)n(1− q2n+1)(2.6)
= q + q2 − q4 + q8 + q9 − q16 + q18 + q25 + q32 − q36 + q49 + q50 − q64 + · · ·
Remark. The series defining F2(q) does not technically converge for |q| < 1. However,
standard recurrence relations for the series extend converge into this domain. See (3.2) and
the discussion thereafter.
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Theorem 2.2. (A) For |q| < 1
F1(q) =
∑
n∈Z
(−1)nq 12n(3n+1)
F2(q) =
1
2
∑
n∈Z
(−1)nqn2
F3(q) =
1
2
∑
n∈Z
q
1
2
n(n+1)
F4(q) =
1
2
∑
n∈Z
(−1)n+1qn2 + 1
2
∑
n∈Z
q2n
2
In each case, Fj(q) is, up to a power of q, a holomorphic modular form of weight 1/2.
(B) Take S[Fj ](q) = 0 for j = 1, 2, 3 and
G[F1](q) =
∞∑
n=0
(
F1,n(q
−1)− F1,∞(q−1)
)
=
∞∑
n=0
(
1
(q; q)n
− 1
(q; q)∞
)
= − 1
(q; q)∞
∞∑
n=1
qn
1− qn
G[F2](q) =
∞∑
n=0
(
F2,n(q
−1)− F2,∞(q−1)
)
=
∞∑
n=0
(
(−q; q)n
(q; q)n
− (−q; q)∞
(q; q)∞
)
= −2(−q; q)∞
(q; q)∞
∞∑
n=1
qn
1− q2n
G[F3](q) =
∞∑
n=0
(
F3,n(q
−1)− F3,∞(q−1)
)
=
∞∑
n=0
(
(q; q2)n
(q2; q2)n
− (q; q
2)∞
(q2; q2)∞
)
=
(q; q2)∞
(q2; q2)∞
∞∑
n=1
(−1)nqn
1− qn .
Additionally, S[F4] = 0 and
G[F4](q) =
∞∑
n=0
(
F4,n(q
−1)− F4,∞(q−1)
)
=−
∞∑
n=0
(
(−q; q)n
(q; q)n(1− q2n+1) −
(−q; q)∞
(q; q)∞
)
=
(−q; q)∞
(q; q)∞
(
2
∞∑
n=1
qn
1− q2n − h(q)
)
where
h(q) :=
∞∑
n=0
qn+1
(q)2n+1
(−q)2n+2 and h(q) = −
∑
a⊂Z[√2]
(−1)N(a)q|N(a)|.
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Remark. The series F4(q) is different from the other cases considered in this work. In each
other case the “ghost” (i.e. the series G[Fj ](q) from (1.9)) that arises from renormalizing is
equal to H∞(q−1) times a divisor-type function.
Remark. The first identity of (B) is well known. See for instance Fine [33].
2.2. Outline. In Section 3 we collect some results on q-hypergeometric series. Sections
4, and 5 contain the proofs of Theorems 2.1 and 2.2, respectively. Section 6 contains a
survey of techniques for carrying out renormalization techniques. This section contains a
number of additional results which may be of independent interest in the combinatorics of
partitions and q-series. In Section 7 we discuss “renormalization” applied to a number of
other examples which exhibit interesting structure, but do not seem to fit into any known
theory of non-holomorphic modular forms. It would be interesting if these examples were
explored further by others.
3. Preliminaries
This section collects some results dealing with q-hypergeometric series. Throughout we
adopt Fine’s [33] notation for the basic hypergeometric series
F (a, b; t) = F (a, b; t : q) :=
∞∑
n=0
(aq; q)n
(bq; q)n
tn.
The following identity is (6.3) of [33]
(3.1) F (a, b; t) =
1− b
1− tF
(
at
b
, t; b
)
.
Moreover, when |t| = 1, but t 6= 1 and |q| < 1 the series converges via the recurrence
(3.2) F (a, b; t) =
1− b
1− t +
b− atq
1− t F (a, b; tq);
this identity appears as (2.4) in [33].
The following two equations are (12.2) and (14.31) of Fine’s book [33]:
(3.3) (1− t)F (a, b; t) =
∞∑
n=0
(b/a)n
(bq)n(tq)n
(−at)nq 12n(n+1),
and
(3.4) (1− a)F (a,−a; a) = 1 + 2
∞∑
n=1
(−1)na2nqn2 .
Additionally, equation (1) of [49] is
(3.5) F (a/q, b/q; t) =
∞∑
n=0
(a; q)n(atq/b; q)nb
ntnqn
2−n(1− atq2n)
(b; q)n(t; q)n+1
.
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The Baily-Daum summation formula (see (1.8.1) of [37]) is
(3.6)
∞∑
n=0
(a)n(b)n
(q)n(aq/b)n
(
−q
b
)n
=
(−q; q)∞(aq; q2)∞(aq2/b2; q2)∞
(aq/b)∞(−q/b)∞
One has the q-binomial theorem
(3.7)
∞∑
n=0
(a/b)n
(q)n
bn =
(a)∞
(b)∞
.
Finally, the following identities are due to Ramanujan:
(3.8)
∞∑
n=0
(−1)na2nq 12n(n+1)
(−aq; q)n =
∞∑
n=0
a3nq
1
2
n(3n+1)(1− a2q2n+1).
and
(3.9)
∞∑
n=0
(−aq/b)nbn(−1)nq 12n(n+1)
(−b; q)n+1 =
∞∑
n=0
(−b)n(−q; q)n(−aq/b; q)n
(aq; q2)n+1
.
The first is (3.1) of [16] and the second appears as Entry 1.7.2 of Ramanujan’s Lost notebook
book volume II [10].
The next two theorems will be used to carry out the renormalization in the next three
sections of this paper. The theorems are due to Andrews, Jime´nez-Urroz, and Ono [15].
Theorem 3.1 (Theorem 1 of [15]).
∞∑
n=0
(
(t; q)∞
(a; q)∞
− (t; q)n
(a; q)n
)
=
∞∑
n=1
(q/a; q)n
(q/t; q)n
(a
t
)n
+
(t; q)∞
(a; q)∞
( ∞∑
n=1
qn
1− qn +
∞∑
n=1
qnt−1
1− qnt−1 −
∞∑
n=0
tqn
1− tqn −
∞∑
n=0
at−1qn
1− at−1qn
)
.
Theorem 3.2 (Theorem 2 of [15]).
∞∑
n=0
(
(a; q)∞(b; q)∞
(q; q)n(c; q)∞
− (a; q)n(b; q)n
(q; q)n(c; q)n
)
=
(a; q)∞(b; q)∞
(q; q)∞(c; q)∞
( ∞∑
n=1
qn
1− qn −
∞∑
n=0
aqn
1− aqn −
∞∑
n=1
(c/b; q)nb
n
(a; q)n(1− qn)
)
.
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4. Weight 3/2 mock theta functions
In this section we prove Theorem 2.1. We will need the following series
f(q) =1 + 2
∞∑
n=1
q
1
2
n(n+1)
(−q; q)n(1 + qn)(4.1)
=1 + 2q − 4q2 + 8q3 − 10q4 + 8q6 + 16q7 − 20q8 + 10q9 − 8q10 + 24q11 − · · ·
No(0,−1, 1; q) =
∞∑
n=0
(−1)nq(n+1)2
(q; q2)n+1(1− q2n+1)
(4.2)
=q + 2q2 + 3q3 + 3q4 + 4q5 + 5q6 + 4q7 + 5q8 + 7q9 + 5q10 + 6q11 + 8q12 + · · ·
The following is contained in Theorem 1.1 of [21].
Theorem 4.1 (Theorem 1.1 of [21]). With q = e2piiz, Let η(z)
2
η(2z)
=
∑∞
n=0 bnq
n. Then
f(q)− 2√
π
∑
n
bnn
1
2Γ
(
−1
2
, 4πny
)
q−n
is a non-holomorphic modular form of weight 3/2.
The following theorem is contained in Theorem 4.5 (3) of [1].
Theorem 4.2 (Theorem 4.5 (3) of [1]). With q = e2piiz, let η
2(2z)
η(z)
= q
1
8
∑∞
n=0 bnq
n. Then
q−
1
8No(0,−1, 1; q)− 1√
2π
∑
n
bnn
1
2Γ
(
−1
2
, 4πny
)
q−n
is a non-holomorphic modular form of weight 3/2.
We begin with a preliminary proposition
Proposition 4.3. In the notation from Section 2, for |q| < 1, we have
M1(q) =
1
2
+
∞∑
n=1
q
1
2
n(n+1)
(−q; q)n(1 + qn) =
1
2
f(q)
and
M2(q) =
∞∑
n=0
(−1)n+1q(n+1)2
(q; q2)n+1(1− q2n+1) = −N
o(0,−1, 1; q).
Proof. Both results follow from (3.3). In the first case we take a = 1 and b = t = −1. The
result follows immediately. In the second case we first send q 7→ q2, then take a = 1, b = q,
and t = q. We obtain
(1− q)
∞∑
n=0
(q2; q2)nq
n
(q3; q2)n
=
∞∑
n=0
(q; q2)n
(q3; q2)n(q3; q2)n
(−1)nqn2+2n.
Multiplying both sides of the expression by q
(1−q)2 gives the result. 
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Proof of Theorem 2.1. The claims that M1(q) and M2(q) are mock theta functions follow
from Proposition 4.3 and Theorems 4.1 and 4.2.
The results concerning renormalization appear in Theorem 3 of [15]. 
Remark. It may seem there are other natural choices for S[M2] and G[M2]. In particular,
(q2; q2)∞
(q; q2)∞
=
∞∑
n=0
q
1
2
n(n+1) =
1
2
∑
n∈Z
q
1
2
n(n+1)
is a modular form. Thus we could have taken S[M2](q) =
∑∞
n=0(n + α)q
1
2
n(n+1) for any
constant α. However, since the “half-derivative” of
∑
n∈Z q
1
2
(n+ 1
2
)2 = 2
∑∞
n=0 q
1
2
(n+ 1
2
)2 is∑∞
n=0(2n+ 1)q
1
2(n+
1
2)
2
it is clear we should take the shadow to be given as in the theorem.
There are similar choices for S[M1] because
(q; q)∞
(−q; q)∞ =
∑
n∈Z
(−1)nqn2.
5. Weight 1/2 theta functions
In this section we prove Theorem 2.2. The following result of Bringmann and Kane [20]
is used to establish Theorem 2.2.
Theorem 5.1. In the notation of Theorem 2.2
−
∞∑
n=0
(
(−q)n
(q)n(1− q2n+1) −
(−q)∞
(q)∞
)
=
(−q)∞
(q)∞
(2D2(q)− h(q))
where D2(q) =
∑∞
n=1 do(n)q
n and do(n) is the number of odd divisors of n.
Proof of Theorem 2.2. We begin by proving the claims of (A). The first equality follows from
(3.8) with a = −1. From (3.4) we have
F2(q) = F (−1, 1,−1) = 1
2
(
1 + 2
∞∑
n=1
(−1)nqn2
)
,
which establishes the second claim. By (3.5) we have
F3(q) = F (q · q−2, q2 · q−2; q : q2) =
∞∑
n=0
(q; q2)n(q
2; q2)nq
3nq2n
2−2n(1− q4n+2)
(q2; q2)n(q; q2)n+1
=
∞∑
n=0
q2n
2+n(1 + q2n+1),
which establishes the third claim.
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The fourth claim is more intricate. We have
∞∑
n=0
(−1)nq2n+1(−q)n
(q)n(1− q2n+1) =
∞∑
m=0
qm+1
∞∑
n=0
(−q2(m+1))n(q)n
(−q)n
=
∞∑
m=0
qm+1
(q2m+3; q)∞
(−q2m+2; q)∞
=
(q)∞
(−q)∞
∞∑
m=0
qm+1
(−q; q)2m+1
(q; q)2m+2
where we have used (3.7) with b = −q2m+2 and a = q2m+3. Continuing in this fashion we see
that
∞∑
n=0
(−1)nq2n+1(−q)n
(q)n(1− q2n+1) =
(q)∞
(−q)∞
1
2
∞∑
m=0
qm+1
(−1; q2)m+1(−q; q2)m+1
(q; q2)m+1(q2; q2)m+1
=− 1
2
(q)∞
(−q)∞ +
1
2
(q)∞
(−q)∞
∞∑
m=0
qm
(−1; q2)m(−q; q2)m
(q; q2)m(q2; q2)m
=− 1
2
(q)∞
(−q)∞ +
1
2
(q; q)∞(−q2; q2)∞(−q2; q4)2∞
(−q; q)∞(q; q2)2∞
where we have used (3.6) with q 7→ q2, a = −1 and b = −q. Using
(−q; q)∞ = 1
(q; q2)∞
=
(q2; q2)∞
(q; q)∞
and (−q; q2)∞ = (q
2; q2)2∞
(q; q)∞(q4; q4)∞
we have
∞∑
n=0
(−1)nq2n+1(−q)n
(q)n(1− q2n+1) =
1
2
(q)∞
(−q)∞ +
1
2
(q4; q4)5∞
(q2; q2)2∞(q8; q8)2∞
.
Now equation (2.2.12) of [6] gives
(q)∞
(−q)∞ =
∑
n∈Z
(−1)nqn2 .
Similarly, Jacobi’s identity gives
(q2; q2)5
(q; q)2∞(q4; q4)2∞
=
∑
n∈Z
qn
2
.
Applying these gives the result.
The first three claims of (B) follow from Theorem 3 of [15]. In particular, they are special
cases of Theorem 3.2. The claim for F4(q) follows from Theorem 5.1. Moreover, the claims
about the series h(q) are proven in [19] (and recalled in [20]). 
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6. Techniques of Renormalization
Renormalization is an art. We have primarily used the results of Andrews, Jimenez, and
Ono [15] to establish the results of Section 2. This section contains some general discussion
of renormalization techniques and gives a number of additional results concerning the series
studied in Section 2.
6.1. Some preliminaries about (σ, σ∗). For future reference we record some facts about
the pair (σ, σ∗). Andrews, Dyson, Hickerson, and Cohen established the following identities
for σ and σ∗ in [4, 12, 29], which allows us to evaluate them for q an arbitrary root of unity
σ(q) =1 +
∞∑
n=0
qn+1(q − 1)(q2 − 1) · · · (qn − 1)(6.1)
σ∗(q) =− 2
∞∑
n=0
qn+1(1− q2)(1− q4) · · · (1− q2n)(6.2)
Cohen observed that for every root of unity q,
σ(q−1) = −σ∗(q).
6.2. Formal q-series manipulation. The identities of Andrews, Jimmez, and Ono [15] are
proved using formal manipulations of identities arising from the theory of basic hypergeo-
metric series.
Andrews and Freitas established the following variants of Theorems 3.1 and 3.2.
Theorem 6.1 (Corollary 4.2 and Theorem 4.4 of [13]).
(6.3)
∞∑
n=0
(
(t)n
(a)n
− (t)∞
(a)∞
)
=
(t)∞
(a)∞
∞∑
n=1
(a/t)n
(q)n
tn
1− qn
(6.4)
∞∑
n=0
(
(a)n(b)n
(c)n(q)n
− (a)∞(b)∞
(c)∞(q)∞
)
=
(a)∞(b)∞
(c)∞(q)∞
∞∑
n=1
(
(q/b)nb
n
(q)n
+
(c/a)na
n
(b)n
)
1
1− qn
Remark. The second of these is equivalent to Theorem 3.2 using
∞∑
n=1
(q/b)nb
n
(q)n
=
∞∑
n=1
qn
1− qn −
∞∑
n=0
bqn
1− bqn .
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Direct applications of these series manipulations gives the following renormalizations for
the series F1(q), F2(q) and F3(q).
∞∑
n=0
(
F1,n(q
−1)− F1,∞(q−1)
)
=
∞∑
n=0
(
1
(q; q)n
− 1
(q; q)∞
)
=
1
(q; q)∞
∞∑
n=1
(−1)nq 12n(n+1)
(q; q)n(1− qn)
∞∑
n=0
(
F2,n(q
−1)− F2,∞(q−1)
)
=
∞∑
n=0
(
(−q; q)n
(q; q)n
− (−q; q)∞
(q; q)∞
)
=
(−q)∞
(q)∞
∞∑
n=1
(−1)n(−q)n
(q)n(1− qn)
=
(−q)∞
(q)∞
∞∑
n=1
(−q)n
(q)n
(−1)n
(1− qn)
=
(−q)∞
(q)∞
∞∑
n=1
(
(−1)nq 12n(n+1)
(q; q)n(1− qn) +
(−1)n
(1− qn)
)
∞∑
n=0
(
F3,n(q
−1)− F3,∞(q−1)
)
=
∞∑
n=0
(
(q; q2)n
(q2; q2)n
− (q; q
2)∞
(q2; q2)∞
)
=
(q; q2)∞
(q2; q2)∞
∞∑
n=1
(q; q2)nq
n
(q2; q2)n(1− q2n)
The first of these identities is obtained directly from either part of Theorem 6.1. Together
with Theorem 2.1 (B) the first identity gives
∞∑
n=1
(−1)n+1q 12n(n+1)
(q; q)n(1− qn) =
∞∑
n=1
qn
1− qn .
The next three lines are obtained from Theorem 6.1. The first is the obtained from (6.3)
with t = −q and a = q, the second is obtained from (6.4) with a = c = 0 and b = −1. The
final of the three identities for F2 is obtained from (6.4) with a = −1 and b = c = 0. The
last equality is obtained from Theorem 6.1 with q 7→ q2, t = q and a = q2. Together with
Theorem 2.2 (B), the final equality yields
∞∑
n=1
(q; q2)nq
n
(q2; q2)n(1− q2n) =
∞∑
n=1
(−1)n−1qn
1− qn .
There is one further aspect of renormalization. Consider the example
∑∞
n=0
(−q;q)n
(q;q)n
as-
sociated with F1(q
−1). In the above discussion to get convergence for |q| < 1 the series∑∞
n=0
(
(−q)n
(q)n
− (−q)∞
(q)∞
)
is introduced. However, there are many choices for how to carry out
renormalization. A different, natural choice is
∞∑
n=0
1
(q)n
((−q)n − (−q)∞) .
To calculate this renormalization the following theorem of Andrews and Freistas is useful.
Theorem 6.2 (Theorem 4.1 of [13]). Let g be a functions defined by the series g(x) =∑∞
n=0 gnx
n. Then
∞∑
n=0
gn
(
(t)n
(a)n
− (t)∞
(a)∞
)
=
(t)∞
(a)∞
∞∑
n=1
(a/t)n
(q)n
g(qn)tn.
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Thus using 1
(x)n
=
∑∞
n=0
xn
(q)n
we obtain
∞∑
n=0
1
(q)n
((−q)n − (−q)∞) = (−q)∞
(q)∞
∞∑
n=1
(−1)nqn
1− qn .
This should be compared to the identity
∞∑
n=0
(
(−q)n
(q)n
− (−q)∞
(q)∞
)
= −2(−q)∞
(q)∞
∞∑
n=1
qn
1− q2n
of Theorem 2.2.
6.3. Chapman’s Combinatorial Lemma. Another construction is the following Lemma
of Chapman [25].
Lemma 6.3. Let an(q) be power series in the indeterminate q with an → 0 in the q-adic
topology, then
∞∑
N=0
( ∞∏
j=1
(1 + aj(q))−
N∏
j=1
(1 + aj(q))
)
=
∞∑
n=1
nan(q)
n−1∏
j=1
(1 + aj(q)).
Chapman used this lemma to give combinatorial proofs of some of ‘renormalization’ iden-
tities.
Recall, σ(q) =
∑∞
n=0 σn(q) with σn(q) =
q
1
2n(n+1)
(−q;q)n so
∞∑
n=0
(
σn(q
−1)− 1
(−q)∞
)
=
∞∑
n=1
nqn
(−q)n .
Remark. Together with
∞∑
n=0
(
σn(q
−1)− σ∞(q−1)
)
=
∞∑
n=0
(
1
(−q; q)n −
1
(−q; q)∞
)
(6.5)
= 2
∞∑
n=1
(−1)n−1qn2
(q; q2)n
− 1
(−q; q)∞
( ∞∑
n=1
qn
1− qn
)
(for the second equality, see for instance (3.27) of [14]) we obtain
∞∑
n=1
nqn(−qn+1; q)∞ = (−q)∞σ∗(q)−
∑
n≥1
qn
1− qn .
This has a nice combinatorial interpretation which will be discussed in a forthcoming work
of the authors.
Recall, σ∗(q) =
∑∞
n=0 σ
∗
n(q) with σ
∗
n(q) =
(−1)n+1q(n+1)2
(q;q2)n+1
so
∞∑
n=0
(
σ∗n(q
−1)− 1
(q; q2)∞
)
=
∞∑
n=1
nq2n−1
(q; q2)n
.
This is also given in [4] (see (2.4)).
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Recall, W (q) :=
∑∞
n=0Wn(q) with Wn(q) = (−q)n (q;q
2)n
(−q2;q2)n so that
∞∑
n=0
(
Wn(q
−1)− (q; q
2)∞
(−q2; q2)∞
)
=
∞∑
n=1
nq2n−1(q; q2)n−1
(−q2; q2)n
Recall, M1(q) :=
∑∞
n=0M1,n(q) with M1,n(q) =
(q)n
(−q)n so that
∞∑
n=0
(
M1,n(q
−1)− (q)∞
(−q)∞
)
= −2
∞∑
n=1
nqn(q)n−1
(−q)n .
Recall, F1(q) :=
∑∞
n=0 F1,n(q) with F1,n(q) =
(−1)nq 12n(n+1)
(q;q)n
so that
∞∑
n=0
(
F1,n(q
−1)− 1
(q)∞
)
=
∞∑
n=1
nqn
(q)n
.
Remark. Consequentially, together with Theorem 2.2 this yields
∞∑
n=1
nqn(qn+1; q)∞ =
∞∑
n=1
qn
1− qn .
Recall, F2(q) :=
∑∞
n=0 F2,n(q) with F2,n(q) = (−1)n (−q)n(q)n so that
∞∑
n=0
(
F2,n(q
−1)− (−q)∞
(q)∞
)
= 2
∞∑
n=1
nqn(−q)n
(q)n
.
Recall, F3(q) :=
∑∞
n=0 F3,n(q) with F3,n(q) = q
n (q;q
2)n
(q2;q2)n
so that
∞∑
n=0
(
F3,n(q
−1)− (q; q
2)∞
(q2; q2)∞
)
= −(1− q)
∞∑
n=1
nq2n−1(q; q2)n−1
(q2; q2)n
.
Remark. The series F4(q) does not fit into the framework of Chapman’s lemma.
6.4. Recursion. Zagier proved
∞∑
n=0
((q)n − (q)∞) =
∞∑
n=0
(
12
n
)
nq
n
2
−1
24 + (q)∞
∞∑
n=1
qn
1− qn .
by introducing auxiliary variables and deducing the identity
S(x) :=
∞∑
n=0
(x)n+1x
n =
∞∑
n=0
(
12
n
)
x
1
2
(n−1)q
1
24
(n2−1).
This auxiliary identity is proved by showing that both sides satisfy the recurrence S(x) =
1− qx2 − q2x3S(qx) (see exercise 10 in Chapter 2 of [6]).
In this section recursion techniques are used to obtain identities for the renormalizations
of σ(q), σ∗(q), and F1(q) from Section 2. The examples considered in this section are exactly
those from Section 2 with one q-Pochammer symbol. We have not considered those series
with more than one q-Pochammer symbol, but it would be interesting to adapt these methods
to that situation.
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Theorem 6.4.
∞∑
n=0
(
1
(−q)n −
1
(−q)∞
)
=2
∞∑
n=1
(−1)n−1qn2
(q2; q2)n
n∑
j=1
1
1− q2j −
1
(−q)∞
∞∑
n=1
qn
1 + qn
(6.6)
∞∑
n=0
(
1
(q; q2)n
− 1
(q; q2)∞
)
=−
∞∑
n=1
q
1
2
n(n+1)
(q)2n
2n∑
j=1
1
1− qj +
1
(q; q2)∞
∞∑
n=1
q2n−1
1− q2n−1 .(6.7)
∞∑
n=0
(
1
(q)n
− 1
(q)∞
)
=− 2
∞∑
n=1
qn
2
(q; q)2n
n∑
j=1
1
1− qj +
1
(q)∞
∞∑
n=1
qn
1− qn(6.8)
Proof. To prove (6.6) introduce the two three variable series
Sσ(a, x) :=
∞∑
n=0
xn
(−a)n and Sσ(x) :=
1
1 + x
Sσ(xq, x) =
∞∑
n=0
xn
(−x)n+1 .
The following are easily verified
(1− x)Sσ(a, x) = 1− a
q
(Sσ(a, xq)− 1)(6.9)
Sσ(a, x) = 1 +
x
1 + a
S(aq, x)(6.10)
Sσ(x) =
1
1− x2
1
(−xq)∞ +
1
1 + x
∞∑
n=0
(
1
(−xq)n −
1
(−xq)∞
)
xn(6.11)
Using (6.9) and (6.10) one obtains
Sσ(x) =
1
1− x2
(
1− qx2Sσ(xq)
)
.
Combining this with (6.11) yields
∞∑
n=0
(
1
(−xq)n −
1
(−xq)∞
)
xn =
1
1− x
( ∞∑
n=0
(−1)nqn2xn
(x2q2; q2)n
− 1
(−xq)∞
)
.
Letting x = 1 − ǫ and picking off the ǫ0 term of both sides gives the result. It is useful to
note that
(−1)nxnqn2
(x2q2; q2)n
=
(−1)nqn2(1− 2nǫ)
(q2; q2)n
n∏
j=1
(
1− ǫ q
2j
1− q2j
)
and
1
(−xq; q)∞ =
1
(−q)∞
(
1 + ǫ
∞∑
j=1
qj
1 + qj
+O(ǫ2)
)
.
Remark. This yields
∞∑
n=0
(−1)nqn2
(q2; q2)n
=
1
(−q)∞ .
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To prove (6.7) introduce the three variable series
Sσ∗(a, x) :=
∞∑
n=0
xn
(aq; q2)n
and Sσ∗(x) := Sσ∗(x, x).
The following are easily verified
(1− x)Sσ∗(a, x) = 1 + a
q
(
Sσ∗(a, xq
2)− 1)(6.12)
Sσ∗(a, x) = 1 +
x
1− aqSσ∗(aq
2, x)(6.13)
Sσ∗(x) =
∞∑
n=0
(
1
(xq; q2)n
− 1
(xq; q2)∞
)
xn +
1
1− x ·
1
(xq; q2)∞
(6.14)
Combining these with a = x yields
Sσ∗(x) =
1
1− x
(
1 +
x2q
1− xqSσ∗(xq
2)
)
.
This yields
Sσ∗(x) =
∞∑
n=0
x2nq
1
2
n(n+1)
(x)2n+1
.
Together with (6.14) yields
∞∑
n=0
(
1
(xq; q2)n
− 1
(xq; q2)∞
)
xn =
∞∑
n=0
x2nq
1
2
n(n+1)
(x)2n+1
− 1
1− x ·
1
(xq; q2)∞
.
As before, set x = 1− ǫ and compare the ǫ0 term of each side to obtain the desired identity.
Remark. Notice that
∞∑
n=0
q
1
2
n(n+1)
(q)2n
=
1
(q; q2)∞
.
To prove (6.8) introduce the three variable series
SF1(a, x) :=
∞∑
n=0
xn
(a)n
and SF1(x) :=
1
1− xSF1(xq, x) =
∞∑
n=0
xn
(x)n+1
.
The following are easily verified
(1− x)SF1(a, x) = 1 +
a
q
(SF1(a, xq)− 1)(6.15)
SF1(a, x) = 1 +
x
1− aSF1(aq, x)(6.16)
SF1(x) =
1
(1− x)
1
(x)∞
+
1
1− x
∞∑
n=0
(
1
(xq)n
− 1
(xq)∞
)
xn(6.17)
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Combining the first two we obtain
SF1(x) =
∞∑
n=0
x2nqn
2
(x)2n+1
.
Equating this with (6.17) yields
(6.18)
∞∑
n=0
(
1
(xq)n
− 1
(xq)∞
)
xn =
1
1− x
( ∞∑
n=0
x2nqn
2
(xq)2n
− 1
(xq)∞
)
.

The series in (6.18) has interesting connections with the literature. The next two remarks
are based on this observation.
Remark. Substituting x = −1 yields the following curious identity for Ramanujan’s third
order mock theta function
f(q) :=
∞∑
n=0
qn
2
(−q)2n
=
1
(−q)∞ + 2
∞∑
n=0
(
1
(−q)n −
1
(−q)∞
)
(−1)n.
This is particularly curious in light of the fact that for |q| < 1, (see [33])
f(q) = 2−
∞∑
n=0
(−q)n
(−q)n = 2− F (0,−1;−q) = F (0,−1,−1) = 2
∞∑
n=0
(−1)n
(−q)n
where the last equality follows by (3.2). The final series appears in the equation above if all
occurrences of 1/(−q)∞ are deleted and is consistent with
∑∞
n=0(−1)n = 12 .
Remark. The series
F(x; q) := 1
(1− x)
∞∑
n=0
x2nqn
2
(xq)2n
= (1− x)SF1(x)
=1 + x+ (1 + q)x2 + (1 + q + 2q2)x3 + (1 + q + 2q2 + 3q3)x4 +O(x5)
=:
∞∑
N=0
PN(q)x
N
arises in Chapter 9 of Andrews [5] (see also Sills [51]). In the context of those works there
are three properties that are important.
(1) F(x; q) satisfies a first order nonhomogenous q-difference equation.
(2) The polynomials PN(q) converge to P (q) :=
∑∞
n=0
qn
2
(q)2n
, the series which F(x; q) is a
two-variable version of.
(3) limx→1(1− x)F(x; q) = P (q).
The identity (6.18) yields the second of these properties easily. Define the series TN (q) by
∞∑
n=0
(
1
(xq)n
− 1
(xq)∞
)
xn =
∞∑
n=0
TN(q)x
n.
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It is clear that TN(q) = O(q
N). Finally,
1
(x)∞
=
∞∑
N=0
1
(q)n
xN .
From which it is evident that
lim
N→∞
PN(q) =
1
(q)∞
=
∞∑
n=0
qn
2
(q)2n
.
Andrews shows that PN(q) =
∑N−1
j=0 q
j
(
n−1
j
)
q
where
(
A
B
)
q
= (q)A
(q)B(q)A−B
is the q-binomial
coefficient.
The identities in Theorem 6.4 are similar to those obtained via bilateral summation, a
formal q-series construction. Because of the similarities we record the results here.
Theorem 6.5. Recall from (6.2)
−1
2
σ∗(q) =
∞∑
n=0
qn+1(q2; q2)n.
For |q| < 1
−1
2
σ∗(q) =−
∞∑
n=1
(−1)nqn2
(q2; q2)n
n∑
j=1
1
1− q2j + (q; q
2)∞
∞∑
n=1
q2n
1− q2n
=
1
2
∞∑
n=1
(−1)nqn2
(q2; q2)n
n∑
j=1
qj
1− qj +
(−q)∞
(q)2∞
( ∞∑
n=1
qn
1− qn +
∑
n∈Z
n(−1)nq 12n(n−1)
1 + qn−1
)
.
Remark. The first of these results, together with (6.6) of Theorem 6.4 establishes Ramanu-
jan’s identity (6.5).
Proof of Theorem 6.5. By Theorem 1 of Choi [28] or Entry 3.3.1 of [3], we have
∞∑
n=1
qn(w−1q2; q2)n−1 =
1
1− w−1
(
−
∞∑
n=0
(−1)nwnqn2
(wq2; q2)n
+
(wq; q2)∞(w−1q; q2)∞(q2; q2)∞
(wq2; q2)∞(q; q2)∞
)
(Note that
∑∞
n=0
(−1)nqn2
(q2;q2)n
= (q; q2)∞ = 1(−q)∞ .) Letting w → 1 yields the first result.
Theorem 4 of [28] or page 67 of [3] yields
∞∑
n=0
qn+1(−q)n(t−1q)n − t
2(1− t)
∞∑
n=0
(−t)nqn2
(−q)n(tq)n =
(−q)∞
(t)∞(q)∞
∑
n∈Z
(−t)nq 12n(n−1)
1 + qn−1
.
As above, letting t = 1− ǫ and taking the ǫ0 term on each side yields the second claim. 
There are two other series which were not considered previously in this paper, but we
record now.
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Theorem 6.6. For |q| < 1
∞∑
n=0
((−q)n − (−q)∞) =
∞∑
n=0
(−1)nq 3n
2
−n
2
(q)n
×
(1 + q2n) n∑
j=1
2qj
q2j − 1 − 2q
2n − 3n(1 + q2n)− (1− q
n)(1 + q2n)
2(1 + qn)

− 2(−q)∞
∞∑
n=0
qn
1 + qn
(6.19)
∞∑
n=0
(
(q; q2)n − (q; q2)∞
)
=
∞∑
n=0
(−1)nq3n2(q; q2)n
(q2; q2)n
(1− q4n+1) 2n∑
j=1
(−1)n+1
1− qj + (3n+ 2)q
4n+1 − 3n

+ (q; q2)∞
∞∑
n=0
q2n+1
1− q2n+1 .(6.20)
Sketch of proof. These are proved analogously to the previous theorem using the series
S1(a, x) :=
∞∑
n=0
(−a)nxn and S2(a, x) =
∞∑
n=0
(aq; q2)xn.

These should be compared with Ramanujan’s identity (see [4])
∞∑
n=0
((−q)n − (−q)∞) = −1
2
∞∑
n=0
q
1
2
n(n+1)
(−q)n + (−q)∞
(
1
2
−
∞∑
n=1
qn
1− qn
)
and
∞∑
n=0
((−q)n − (−q)∞) =
∞∑
n=1
nqn(−q)n−1
obtained from Chapman’s Lemma 6.3 (see also (2.3) of [4]).
The second of these should be compared to
∞∑
n=0
((q; q2)n−(q; q2)∞) =
∞∑
n=1
(−1)n+1qn2
(q; q2)n
−(q; q2)∞
∞∑
n=1
qn
1− qn =
1
2
σ∗(q)−(q; q2)∞
∞∑
n=1
qn
1− qn
obtained from Theorem 3.1. Theorem 3.2 gives
∞∑
n=0
((q; q2)n − (q; q2)∞) =(q; q2)∞
∞∑
n=1
qn
(q2; q2)n(1− q2n)
=(q; q2)∞
( ∞∑
n=1
(−1)n+1qn
1− qn +
∞∑
n=1
q2n
(q; q2)n(1− q2n)
)
.
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7. Open Questions and Other Series
This section contains some additional examples which do not seem to fit as nicely into the
theory of Maass waveforms and mock theta functions.
7.1. Other series associated with modular forms and mock modular forms. Resem-
bling Zagier’s strange function F (q) =
∑∞
n=0(q)n is the series
∑∞
n=0(−1)n(q)n. By Theorem
6.2 with a = 0 and gn = (−1)n
∞∑
n=0
(−1)n((q)n− (q)∞) = (q)∞
∞∑
n=1
qn
(q)n(1 + qn)
= q+ q3− q4− q8+ q10− q13+ q14+ q15+ · · ·
Remark. This should be compared to Zagier’s series for
∑∞
n=0((q)n − (q)∞).
The series on the right hand side is closely related to a famous “partial theta function.”
Let
G(a; q) :=
1
2
+
∞∑
n=1
qn(−q)n−1
(a−1q2; q2)n
.
Note that for |q| < 1
G(a; q−1) = F (a; q) :=
∞∑
n=1
(−a)nq 12n(n+1)(−q)n−1
(aq2; q2)n
=
1
2
+
∞∑
n=1
(−a)nqn2
For a = 1 or a = −1 the right hand side is a modular form. Moreover,
G(1; q) =
1
(q)∞
∞∑
n=0
(−1)n ((q)n − (q)∞) .
Remark. Moreover, G(1; q) is the generating function of the number of partitions of n in
which the least part is odd. Equivalently, it is the generating function for the number of
partitions of n with the largest part occurring an odd number of times. This will be discussed
in a forthcoming work of the authors [43].
The series ∞∑
n=0
(−1)n(q; q)n
does not need renormalization to continue. In fact, by (3.2) it is given by
1
2
(
1 +
∞∑
n=0
(−1)nqn+1(q)n
)
(see also the proof of Corollary 4.3 in [29]). Therefore, to infinite order near every root of
unity
∑∞
n=0(−1)n((q)n − (q)∞) agrees with this series, but by (6.1), this is 12σ(q).
Open Problem. Provide a Hecke-type sum for
∑∞
n=0(−1)n((q)n − (q)∞).
Open Problem. Does the series G(a; q) have any modular, mock modular, or quantum
modular properties for other specializations of a?
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Andrews [9] found a number of series related to Ramanujan’s third order mock theta
function
ψ(q) :=
∞∑
n=0
qn
2
(q; q2)n
=
1
(q)∞
∞∑
n=0
(−1)nq2n2+n(1− q6n+6)
n∑
j=0
q−
1
2
j(j+1).
They are the series
a(q) :=
∞∑
n=0
qn
2
(−q)2n
(q)2n
=
1
(q)∞
∞∑
n=0
q2n
2+n(1− q6n+6)
n∑
j=0
q−
1
2
j(j+1)
b(q) :=
∞∑
n=0
qn
2
(−q2; q2)n
(q)2n
=
(−q; q2)∞
(q; q2)∞
ψ(−q)
c(q) :=
∞∑
n=0
q(n+1)
2
(−q2; q2)n
(q)2n+1
=
(−q; q2)∞
(q; q2)∞
(1− ψ(−q))
where the second equality in each line is for |q| < 1.
The series
ψ(q−1) =
∞∑
n=0
(−1)n
(q; q2)n
= F (0, q−1;−1 : q2) = 1
2
(
1−
∞∑
n=0
(−q)n
(q; q2)n+1
)
by (3.2). Finally we have the partial theta identity
∞∑
n=0
(−q)n
(q; q2)n+1
=
∞∑
n=0
(−1)nq6n2+4n(1 + q4n+2).
Such identities are typical. See for example, the work of the Bringmann, Folsom, and the
third author [18].
It is curious to observe that carrying out renormalization we have
∞∑
n=0
(−1)n
(
1
(q; q2)n
− 1
(q; q2)∞
)
=
1
(q; q2)∞
∞∑
n=1
(−1)nqn2
(q2; q2)n(1 + q2n)
= −q−q2−q3−q4+· · ·−27q19+· · ·
by Theorem 6.2.
Open Problem. Relate the series
∞∑
n=1
(−1)nqn2
(q2; q2)n(1 + q2n)
= −q + q4 − q5 + q6 + q8 + · · ·+ 89q54 − 93q55 + 104q56 + · · ·
to the partial theta function appearing in ψ(q−1).
Each of the series a(q−1) =
∑∞
n=0
(−q)2n
(q)2n
, b(q−1) =
∑∞
n=0
(−q2;q2)n
((q)2n
, and c(q−1) = −∑∞n=0 (−q2;q2)n(q)2n+1
require renormalization.
Open Problem. Give explicit formulas for
∑∞
n=0
(
(−q)2n
(q)2n
− (−q)2∞
(q)∞
)
,
∑∞
n=0
(
(−q2;q2)n
((q)2n
− (−q2;q2)∞
(q)∞
)
,
and
∑∞
n=0
(
(−q2;q2)n
(q)2n+1
− (−q2;q2)∞
(q)∞
)
. What relationship do these series have with partial theta
functions and mock theta functions?
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Andrews proves
b(q)− d(q) = −c(q)
where d(q) :=
∑∞
n=0
qn
2
(−q2;q2)n
(q)2n+1
= (−q;q
2)∞
(q;q2)∞
The series d(q−1) converges for |q| < 1. Moreover,
d(q−1) =
∞∑
n=0
q2n+1(−q2; q2)n
(q)2n+1
= 0.
7.2. Other renormalized series. The crank of an integer partition λ, denoted c(λ), is
defined as
c(λ) :=
{
λ1 X1(λ) = 0
ω(λ)−X1(λ) X1(λ) > 0
where λ1 is the largest part of λ, X1(λ) is the number of parts of size 1 in λ, and ω(λ) is
the number of parts in λ that are strictly larger than X1(λ). For n > 1 let M(m,n) be the
number of partitions of n with crank equal to m and set
M(m,n) =

−1 (m,n) = (0, 1)
1 (m,n) = (0, 0), (1, 1), (−1, 1)
0 n ≤ 1 otherwise
.
The crank generating function is
C(z; q) =
∑
n≥0
∑
m∈Z
M(m,n)zmqn =
(q)∞
(zq)∞(z−1q)∞
.
From this (see also Garvan [35]) one may deduce that
∞∑
n=0
∑
m>0
M(m,n)qn =
1
(q)∞
∞∑
n=0
(−1)nq 12n(n+1).
The series on the right is a partial theta function and has a well known asymptotic expansion
radially toward every root of unity.
Moreover,
cr(q) :=
∞∑
n=0
qn(n+1)
(q)2n
=
1
(q)∞
∞∑
n=0
(−1)nq 12n(n+1).
The series cr(q−1) =
∑∞
n=0
1
(q)2n
requires renormalization. The renormalized series
∞∑
n=0
(
1
(q)2n
− 1
(q)2∞
)
=
1
(q)2∞
( ∞∑
n=1
qn
1− qn +
∞∑
n=1
(−1)n−1q 12n(n+1)
1− qn
)
.
This series also has an interesting relationship with the crank generating function.
The moments of the crank generating function have proven to be combinatorially very
interesting. See the works of Andrews [7, 8, 11], Garvan [36], and Dixit and Ye [31]. Andrews,
Chan and Kim [11] showed the first odd moment
C1(q) :=
∑
n≥0
∑
m≥0
mM(m,n)qn =
1
(q)∞
∞∑
n=1
(−1)n+1q 12n(n+1)
1− qn .
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Finally, we mention a series whose arithmetic is curious. Lovejoy [45] defined the series
L6(q) :=
∞∑
n=0
(q)2n(−q)n
(q; q2)n+1
=
∞∑
n=0
∑
r≤n
(−1)n+r(2r + 1)qn2+2n− 12 r(r+1).
The series L6(q
−1) = −∑∞n=0 (q)2n(q;q2)n+1 requires renormalization and is given by
∞∑
n=0
(
(q)2n
(q; q2)n+1
− (q)
2
∞
(q; q2)∞
)
= 2q+5q2+2q3+2q4−5q5−q6−6q7−2q8+7q9−4q10+7q11+· · ·
Open Problem. Find a q-hypergeometric expression for this renormalized sum.
Open Problem. Is there a modular object associated with these series?
7.3. A Final Challenge. There remains a final challenge which is the most mysterious and
interesting. Is there any structure to the series which are chosen as G[H ](q)? In the work of
Bringmann, Folsom, and the third author on mock theta functions of weight 1/2, the series
G[H ](q) are always equal to a modular form times a partial theta function. In this work
we often have a modular form times a divisor function. Can the space of ghost terms be
characterized?
References
[1] C. Alfes, K. Bringmann, J. Lovejoy, Automorphic properties of generating functions for generalized
odd rank moments and odd Durfee symbols. Math. Proc. Cambridge Philos. Soc. 151 (2011), no. 3,
385–406.
[2] G. E. Andrews, An introduction to Ramanujan’s “lost” notebook. Amer. Math. Monthly 86 (1979),
89-108.
[3] G. E. Andrews and B. C. Berndt, Ramanujan’s Lost Notebook. Part II. Springer, New York, 2009.
[4] G. E. Andrews, Ramanujan’s “Lost” Notebook V: Euler’s Partition Identity, Adv. Math. 61 (1986),
156–164.
[5] G. E. Andrews, q-series: their development and application in analysis, number theory, combinatorics,
physics, and computer algebra, CBMS Regional Conference Series in Mathematics, 66. Published for
the Conference Board of the Mathematical Sciences, Washington, DC; by the American Mathematical
Society, Providence, RI, 1986. xii+130 pp.
[6] G. E. Andrews, The theory of partitions, Cambridge University Press, Cambridge, 1998.
[7] G. E. Andrews, Partitions, Durfee symbols, and the Atkin-Garvan moments of ranks, Inventiones
Math. 169 (2007), 37–73.
[8] G. E. Andrews, The number of smallest parts in the partitions of n, J. Reine Angew. Math., 624
(2008), 133–142.
[9] G. E. Andrews, q-Orthogonal polynomials, Rogers-Ramanujan identities, and mock theta functions,
Proceedings of the Steklov Institute Dedicated to the 75th Birthday of A. A. Karatsuba, 276 (2012),
21–32.
[10] G. E. Andrews and B. Berndt, Ramanujan’s lost notebook. Part II. Springer, New York, 2009.
[11] G. E. Andrews, S. H. Chan, and B. Kim, The odd moments of ranks and cranks, J. Combin. Theory
Ser. A 120 (2013), 77–91.
[12] G. E. Andrews, F. J. Dyson, and D. Hickerson, Partitions and indefinite quadratic forms, Invent.
Math. 91 (1988), 391–407.
28 YINGKUN LI, HIEU T. NGO, AND ROBERT C. RHOADES
[13] G. E. Andrews and P. Freitas, Extension of Abel’s Lemma with q-series implications, The Ramanujan
J. 10 (2005), 137–152.
[14] G.E. Andrews, F.G. Garvan and J.L. Liang, Self-conjugate vector partitions and the parity of the
spt-function, Acta Arith., accepted for publication.
[15] G. E. Andrews, J. Jime´nez-Urroz, K. Ono, q-series identities and values of certain L-functions, Duke
Math. J. 108 (2001), no. 3, 395–419.
[16] B. C. Berndt and A. Yee, Cominatorial proofs of identities in Ramanujan’s lost notebook associated
with the Rogers-Fine identity and false theta functions, Annals of Combinatorics 7 (2003), 409–423.
[17] K. Bringmann, A. Folsom, K. Ono, q-series and weight 3/2 Maass forms, Compos. Math. 145 (2009),
no. 3, 541–552.
[18] K. Bringmann, A. Folsom, R. C. Rhoades, Partial and mock theta functions as q-hypergeometric
series, The Ramanujan Journal, special issue “Ramanujan’s 125th anniversary special volume”, 29,
1-3 (2012), 295–310.
[19] K. Bringmann and B. Kane, Multiplicative q-hypergeometric series arising from real quadratic fields
Transactions of the American Mathematical Society 363 (2011), 2191–2209.
[20] K. Bringmann and B. Kane, New identities involving sums of the tails related to real quadratic fields,
Ramanujan J. 23 (2010), no. 1-3, 243–251.
[21] K. Bringmann and J. Lovejoy, Dyson’s rank, overpartitions, and weak Maass forms. Int. Math. Res.
Not. IMRN 2007, no. 19, Art. ID rnm063, 34 pp.
[22] K. Bringmann and J. Lovejoy, Overpartitions and class numbers of binary quadratic forms. Proc.
Natl. Acad. Sci. USA 106 (2009), no. 14, 5513–5516.
[23] K. Bringmann and K. Mahlburg, Asymptotic inequalities for positive crank and rank moments, to
appear in Transactions of the American Mathematical Society. .
[24] J. Bryson, K. Ono, S. Pitman, and R. C. Rhoades, Unimodal sequences and quantum and mock
modular forms, Proc. Natl. Acad. Sci. USA, to appear.
[25] R. Chapman, Combinatorial proofs of q-series identities, J. Combin. Theory Ser. A 99 (2002), no. 1,
1–16.
[26] B. Chern and R. C. Rhoades, The Mordell integral and Quantum Modular Forms, preprint.
[27] W. Y. Chen and K. Q. Ji, Weighted forms of Euler’s theorem, J. Combin. Theory Ser. A 114 (2007),
no. 2, 360–372.
[28] Y.-S. Choi, The basic bilateral hypergeometric series and the mock theta functions, Ramanujan J. 24
(2011), 345-386.
[29] H. Cohen, q-identities for Maass waveforems, Invent. Math. 91 (1988), 409–422.
[30] A. Dabholkar, S. Murthy, D. Zagier, Quantum Black Holes, Wall Crossing, and Mock Modular Forms,
preprint.
[31] A. Dixit and A. J. Ye, Generalized higher order spt-functions, Ramanujan J. 31 (2013), no. 1-2,
191–212.
[32] F. J. Dyson, A walk through Ramanujan’s garden, Ramanujan Revisited (G.E. Andrews, R. A. Askey,
B.C. Berndt, K.G. Ramanathan, and R.A. Rankin, eds), Academic Press, Boston (1988), 7–28.
[33] N. J. Fine, Basic hypergeometric series and applications, Math. Surveys and Monographs, no. 27,
Amer. Math. Soc., Providence, 1988.
[34] A. Folsom K. Ono, and R. C. Rhoades, q-series and quantum modular forms, to appear Forum of
Mathematics, Pi.
[35] F. G. Garvan, Generalizations of Dyson’s rank and non-Rogers-Ramanujan partitions, Manuscripta
Math. 84 (1994), no. 3-4, 343–359.
[36] F. G. Garvan, Higher order sot-functions, Adv. Math. 228 (1) (2011), 241–265.
[37] G. Gasper and M. Rahman, Basic hypergeometric series, With a foreword by Richard Askey. Sec-
ond edition. Encyclopedia of Mathematics and its Applications, 96. Cambridge University Press,
Cambridge, 2004. xxvi+428 pp.
[38] K. Hikami, Mock (False) Theta Functions as Quantum Invariants, Regul. Chaotic Dyn. 10 (2005),
no. 4, 509–530.
RENORMALIZATION AND QUANTUM MODULAR FORMS, PART II 29
[39] D. Hickerson and E. R. Mortenson, Hecke-type double sums, Appell-Lerch sums, and mock theta
functions (I), preprint.
[40] R. Lawrence and D. Zagier, Modular Forms and Quantum Invariants of 3-manifolds, Asian J. Math.
3 (1999).
[41] J. Lewis and D. Zagier, Period functions for Maass wave forms. I. Ann. Math. 153 (2001), 191–258.
[42] Y. Li, H. Ngo, R. C. Rhoades, Renormalization and quantum modular forms, Part I: Maass wave
forms, in preparation.
[43] Y. Li, H. Ngo, R. C. Rhoades, Integer partitions, probabilities, and quantum modular forms, in
preparation.
[44] J. Lovejoy, Overpartitiosn and real quadratic fields, J. Number Theory 106 (2004), 178–186.
[45] J. Lovejoy, A Bailey lattice, Proc. Amer. Math. Soc. 132 (2004), no. 5, 1507–1516.
[46] E. T. Mortenson, On the dual nature of partial theta functions and Appell-Lerch sums, preprint.
arxiv: 1208.6316.
[47] E. T. Mortenson, Ramanujan’s radial limits and mixed mock modular bilateral q-hypergeometric series,
preprint. arxiv: 1309.4162.
[48] K. Ono, Unearthing the visions of a master: harmonic Maass forms and number theory, Proc. 2008
Harvard-MIT Current Developments in Mathematics Conf., (2009), Somerville, Ma., 347-454.
[49] L. Rogers, On two theorems of combinatory analysis and some allied identities, Proc. London Math.
Soc. (2) 16 (1917, 315–336.
[50] L. Rolen and R. P. Schneider, A “strange” vector-valued quantum modular form. in press, Archiv der
Mathematik.
[51] A. V. Sills, Finite Rogers-Ramanujan Type Identities, Elec. J. of Comb. 10 (2003), #R13.
[52] G. N. Watson, The final problem: An account of the mock theta functions, J. London Math. Soc. 2
(2) (1936), 55-80.
[53] D. Zagier, Vassiliev invariants and a strange identity related to the Dedekind eta-function. Topology
40 (2001), no. 5, 945–960.
[54] D. Zagier, Ramanujan’s mock theta functions and their applications [d’apre´s Zwegers and Bringmann-
Ono], Se´m. Bourbaki (2007/2008), Aste´risque, No. 326, Exp. No. 986, vii-viii, (2010), 143-164.
[55] D. Zagier, Quantum modular forms, Quanta of maths, 659–675, Clay Math. Proc., 11, Amer. Math.
Soc., Providence, RI, 2010.
[56] W. Zudilin, On three theorems of Folsom, Ono and Rhoades, preprint. arXiv:1309.2053
[57] S. Zwegers, Mock ϑ-functions and real analytic modular forms, q-series with applications to combi-
natorics, number theory, and physics (Ed. B. C. Berndt and K. Ono), Contemp. Math. 291, Amer.
Math. Soc., (2001), 269-277.
[58] S. Zwegers, Mock theta functions, Ph.D. Thesis (Advisor: D. Zagier), Universiteit Utrecht, (2002).
UCLA Mathematics Department, Box 951555, Los Angeles, CA 90095-1555, USA
E-mail address : yingkun@math.ucla.edu
Dept. of Mathematics, University of Michigan, Ann Arbor, MI 48109-1043, USA
E-mail address : hieu@umich.edu
Department of Mathematics, Stanford University, Stanford, CA. 94305
Current address : Center for Communications Research, Princeton, NJ 08540
E-mail address : rhoades@math.stanford.edu, rob.rhoades@gmail.com
