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Abstract
The work in this paper is directed towards sophisticated formalisms for reasoning under probabilistic uncertainty in ontologies
in the Semantic Web. Ontologies play a central role in the development of the Semantic Web, since they provide a precise definition
of shared terms in web resources. They are expressed in the standardized web ontology language OWL, which consists of the three
increasingly expressive sublanguages OWL Lite, OWL DL, and OWL Full. The sublanguages OWL Lite and OWL DL have a
formal semantics and a reasoning support through a mapping to the expressive description logics SHIF(D) and SHOIN (D),
respectively. In this paper, we present the expressive probabilistic description logics P-SHIF(D) and P-SHOIN (D), which are
probabilistic extensions of these description logics. They allow for expressing rich terminological probabilistic knowledge about
concepts and roles as well as assertional probabilistic knowledge about instances of concepts and roles. They are semantically
based on the notion of probabilistic lexicographic entailment from probabilistic default reasoning, which naturally interprets this
terminological and assertional probabilistic knowledge as knowledge about random and concrete instances, respectively. As an
important additional feature, they also allow for expressing terminological default knowledge, which is semantically interpreted as
in Lehmann’s lexicographic entailment in default reasoning from conditional knowledge bases. Another important feature of this
extension of SHIF(D) and SHOIN (D) by probabilistic uncertainty is that it can be applied to other classical description logics
as well. We then present sound and complete algorithms for the main reasoning problems in the new probabilistic description
logics, which are based on reductions to reasoning in their classical counterparts, and to solving linear optimization problems.
In particular, this shows the important result that reasoning in the new probabilistic description logics is decidable/computable.
Furthermore, we also analyze the computational complexity of the main reasoning problems in the new probabilistic description
logics in the general as well as restricted cases.
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The Semantic Web initiative [12,34] aims at an extension of the current World Wide Web by standards and tech-
nologies that help machines to interpret the information on the Web so that they can support richer discovery, data
integration, navigation, and automation of tasks. The main ideas behind the Semantic Web are to add a machine-
interpretable “meaning” to Web pages, to use ontologies for a precise definition of shared terms in Web resources,
to make use of knowledge representation technology for automated reasoning from Web resources, and to apply
cooperative agent technology for processing the information of the Web.
The Semantic Web consists of several hierarchical layers, where the Ontology layer, in the form of the OWL Web
Ontology Language [102] (recommended by the W3C), is currently the highest layer of sufficient maturity. The lan-
guage OWL consists of the three increasingly expressive sublanguages OWL Lite, OWL DL, and OWL Full, where
OWL Lite and OWL DL are essentially very expressive description logics with an RDF syntax [56]. As shown in [55],
ontology entailment in OWL Lite and OWL DL reduces to knowledge base (un)satisfiability in the expressive descrip-
tion logics SHIF(D) and SHOIN (D), respectively.
Intuitively, description logics [5] model a domain of interest in terms of concepts and roles, which represent classes
of individuals resp. binary relations on classes of individuals. A description logic knowledge base (or ontology) en-
codes in particular (i) subsumption relationships between concepts, (ii) subsumption relationships between roles,
(iii) instance relationships between individuals and concepts, and (iv) instance relationships between pairs of individ-
uals and roles, which represent (i) subset relationships between classes of individuals, (ii) subset relationships between
binary relations on classes of individuals, (iii) the membership of individuals to classes, and (iv) the membership of
pairs of individuals to binary relations on classes, respectively. Other important ingredients of the description logics
SHIF(D) (resp., SHOIN (D)) are datatypes (resp., datatypes and individuals) in concept expressions.
A next crucial step in the construction of the Semantic Web is in particular the development of sophisticated
representation and reasoning capabilities for the Rules, Logic, and Proof layers of the Semantic Web. Several recent
research efforts are going in this direction. In particular, a large body of work focuses on integrating rules with
ontologies (see [28] for a detailed overview on the different approaches in the literature), which is a key requirement
of the layered architecture of the Semantic Web. Another large body of work concentrates on handling uncertainty and
vagueness in the Semantic Web, which aims in particular at (a) adding probabilistic uncertainty and fuzzy vagueness
to ontologies (see Sections 7.1 and 7.3, respectively) and at (b) adding probabilistic uncertainty and fuzzy vagueness
to integrations of rules with ontologies [69,74,97]. An important recent forum for approaches to uncertainty and
vagueness in the Semantic Web is the annual Workshop on Uncertainty Reasoning for the Semantic Web (URSW).
There also exists a W3C Incubator Group on Uncertainty Reasoning for the World Wide Web.
In this paper, we present a novel combination of description logics with probabilistic uncertainty, which is es-
pecially directed towards sophisticated formalisms for reasoning under probabilistic uncertainty in ontologies in the
Semantic Web. More concretely, we present probabilistic extensions of SHIF(D) and SHOIN (D).
Intuitively, probabilistic description logic knowledge bases extend classical description logic knowledge bases in
particular by probabilistic knowledge about concepts and roles (also called terminological probabilistic knowledge)
as well as probabilistic knowledge about the instances of concepts and roles (also called assertional probabilistic
knowledge). The former is probabilistic knowledge about randomly chosen (or generic) instances of concepts and
roles, while the latter is probabilistic knowledge about concrete instances of concepts and roles. A detailed introduction
to probabilistic ontologies is given in [19,20].
As noted in [19,20], there is a plethora of applications with an urgent need for handling uncertain knowledge in on-
tologies, especially in areas like medicine, biology, defense, and astronomy. Furthermore, there are strong arguments
for the critical need of dealing with probabilistic uncertainty in ontologies in the Semantic Web, some of which are
briefly summarized as follows.
• In addition to being logically related, the concepts of an ontology are generally also probabilistically related.
For example, two concepts either may be logically related via a subsumption or disjointness relationship, or they
may show a certain degree of overlap. Probabilistic ontologies allow for quantifying these degrees of overlap,
reasoning about them, and using them in semantic-web applications. In particular, probabilistic ontologies are
successfully used in information retrieval for an increased recall [59,100] (see also Section 7.1). The degrees of
concept overlap may also be exploited in personalization and recommender systems.
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different ontologies. Hence, in semantic-web applications such as automated reasoning and information retrieval,
one has to align the concepts of different ontologies, which is called ontology matching/mapping [32]. In general,
the concepts of two different ontologies do not match exactly, and we have to deal with degrees of concept overlap
as above, which are determined by automatic or semi-automatic tools or experts. These degrees of concept overlap
are then represented in probabilistic ontologies, which thus allows for inference about the degrees of overlap
between other concepts and about uncertain instance relationships [82,85] (see also Section 7.1).
• Like the current Web, the Semantic Web will necessarily contain ambiguous and controversial pieces of informa-
tion in different web sources. This can be handled via probabilistic data integration by associating with every web
source a probability describing its degree of reliability [18,49,101]. As resulting pieces of data, such a probabilis-
tic data integration process necessarily produces probabilistic facts, that is, probabilistic knowledge at the instance
level. Such probabilistic instance relationships can be encoded in probabilistic ontologies and there be enhanced
by further classical and/or terminological probabilistic knowledge, which then allows for inference about other
probabilistic instance relationships.
As underlying probabilistic reasoning formalism, we use the notion of lexicographic entailment from probabilis-
tic default reasoning [73,75], which is a probabilistic generalization of Lehmann’s lexicographic entailment [67] in
default reasoning from conditional knowledge bases. It is a formalism for reasoning from probabilistic knowledge
about random and concrete objects with very nice features. In particular, it shows a similar behavior as reference-class
reasoning in a number of uncontroversial examples. But it also avoids many drawbacks of reference-class reasoning,
since it can handle complex scenarios and even purely probabilistic subjective knowledge as input, and conclusions are
drawn in a global way from all the available knowledge as a whole. Furthermore, it also has very nice nonmonotonic
properties, which are essentially inherited from Lehmann’s lexicographic entailment. In particular, it realizes an in-
heritance of properties along subclass relationships, where more specific properties override less specific properties,
without showing the problem of inheritance blocking (where properties are not inherited to subclasses that are excep-
tional relative to some other properties). As for general nonmonotonic properties, it satisfies (probabilistic versions of)
the rationality postulates by Kraus, Lehmann, and Magidor [66], the property of rational monotonicity, and some irrel-
evance, conditioning, and inclusion properties. All these quite appealing features carry over to our new probabilistic
description logics in this paper.
The main contributions of this paper can be summarized as follows.
• We present the description logics P-SHIF(D) and P-SHOIN (D), which are probabilistic generalizations of
the expressive description logics SHIF(D) and SHOIN (D) behind OWL Lite resp. OWL DL. They allow for
expressing rich terminological and assertional probabilistic knowledge in addition to terminological and asser-
tional classical knowledge in SHIF(D) resp. SHOIN (D). To my knowledge, this is the first work extending
SHIF(D) and SHOIN (D) by probabilistic uncertainty. Furthermore, this work (including its JELIA-2002 ab-
stract) is the first one on probabilistic description logics that explicitly allow for both terminological probabilistic
knowledge about concepts and roles, as well as assertional probabilistic knowledge about concepts and roles (see
Section 7.1 for a more detailed comparison to related work).
• Semantically, the new probabilistic description logics are based on probabilistic lexicographic entailment from
probabilistic default reasoning [73,75] (and thus inherit all its nice features), which naturally interprets termino-
logical and assertional probabilistic knowledge as probabilistic knowledge about random and concrete instances
of concepts and roles, respectively, and which allows for deriving probabilistic knowledge about both random and
concrete instances.
• As an important additional feature, the new probabilistic description logics also allow for expressing default
knowledge about concepts and roles (which is a special type of terminological probabilistic knowledge). This
knowledge is semantically interpreted as in the notion of lexicographic default entailment by Lehmann [67].
To my knowledge, this is the first work combining description logics with default reasoning from conditional
knowledge bases.
• We present sound and complete algorithms for solving the main reasoning problems in the description logics
P-SHIF(D) and P-SHOIN (D). These algorithms are based on reductions to classical reasoning problems
in SHIF(D) and SHOIN (D), respectively, and to solving linear optimization problems. In particular, this
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able/computable.
• We analyze the complexity of the main reasoning problems in the new probabilistic description logics in the
general as well as restricted cases. In particular, the problems of deciding consistency in P-SHIF(D) and P-
SHOIN (D) have the same complexity (complete for EXP and NEXP) as deciding knowledge base satisfiability
in SHIF(D) and SHOIN (D), respectively, while computing tight probability intervals under lexicographic
entailment can be done with only slightly higher effort (complete for FEXP and in FPNEXP, respectively).
• We also analyze the complexity of the main reasoning tasks in a probabilistic extension of the description logic
DL-Lite [16], denoted P-DL-Lite. In this special case, deciding consistency and computing tight probability in-
tervals under lexicographic entailment are shown to have the same complexity (complete for NP and FPNP)
as deciding consistency and computing tight intervals under lexicographic entailment in probabilistic default rea-
soning, respectively.
• The extension by probabilistic uncertainty can be applied to other classical description logics as well. The syn-
tax and semantics of such extensions can then be defined in the same way as for P-DL-Lite, P-SHIF(D),
and P-SHOIN (D). If the chosen classical description logic allows for decidable knowledge base satisfiabil-
ity, then also the main reasoning tasks in the probabilistic extension are all decidable and can be solved with
similar algorithms as described in this paper. The complexity results of this paper also carry over to such exten-
sions.
The rest of this paper is organized as follows. In Section 2, we provide motivating examples from the medical do-
main and from information retrieval. Section 3 recalls the expressive description logics SHIF(D) and SHOIN (D).
In Section 4, we present the probabilistic description logics P-SHIF(D) and P-SHOIN (D). Sections 5 and 6 pro-
vide algorithms for the main computational problems in the new probabilistic description logics and analyze their
complexity, respectively. In Section 7, we discuss related work. Section 8 summarizes the main contributions of this
paper and gives an outlook on future research. Note that detailed proofs of all results in the body of this paper are
given in Appendices A to C.
2. Motivating examples
In order to illustrate probabilistic ontologies, consider some medical knowledge about patients. In such knowledge,
we often encounter terminological probabilistic and terminological default knowledge about classes of individuals, as
well as assertional probabilistic knowledge about individuals.
It is often advantageous to share such medical knowledge between hospitals and/or medical centers, for example,
to follow up patients, to track medical history, for case studies research, and to get information on rare diseases and/or
rare cures to diseases.1 The need for sharing medical knowledge is also at the core of the W3C Semantic Web Health
Care and Life Sciences Interest Group, who state that the “key to the success of Life Science Research and Health Care
is the implementation of new informatics models that will unite many forms of biological and medical information
across all institutions” (see http://www.w3.org/2001/sw/hcls/).
Uncertain medical knowledge may also be collected by a medical company from own databases and public sources
(e.g., client data, web pages, web inquiries, blogs, and mailing lists) and be used in an advertising campaign for a new
product.
Example 2.1 (Medical Example). Consider patient records related to cardiological illnesses. We distinguish between
heart patients (who have any kind of cardiological illness), pacemaker patients, male pacemaker patients, and female
pacemaker patients, who all are associated with illnesses, illness statuses, symptoms of illnesses, and health insur-
ances. Furthermore, we have the patients Tom, John, and Maria, where Tom is a heart patient, while John and Maria
are male and female pacemaker patients, respectively, and John has the symptoms arrhythmia (abnormal heart beat),
chest pain, and breathing difficulties, and the illness status advanced.
1 Clearly, to meet privacy issues, the access to medical knowledge about patients should be appropriately restricted, and/or patient records should
be made anonymous; exploring such privacy issues is beyond the scope of this paper and an interesting topic of future research.
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suffer from high blood pressure” and “generally, pacemaker patients do not suffer from high blood pressure”, while
terminological probabilistic knowledge has the form “generally, pacemaker patients are male with a probability of
at least 0.4” (that is, “generally, a randomly chosen pacemaker patient is male with a probability of at least 0.4”),
“generally, heart patients have a private insurance with a probability of at least 0.9”, and “generally, pacemaker
patients have the symptoms arrhythmia, chest pain, and breathing difficulties with probabilities of at least 0.98, 0.9,
and 0.6, respectively”. Finally, assertional probabilistic knowledge is of the form “Tom is a pacemaker patient with a
probability of at least 0.8”, “Maria has the symptom breathing difficulties with a probability of at least 0.6”, “Maria
has the symptom chest pain with a probability of at least 0.9”, and “Maria’s illness status is final with a probability
between 0.2 and 0.8”.
Suppose now that a medical company wants to carry out a targeted advertising campaign about a new pacemaker
product. The company may then first collect all potential addressees of such a campaign (e.g., pharmacies, hospitals,
doctors, and heart patients) by probabilistic data integration from different data and web sources (e.g., own databases
with data of clients and their shopping histories; and web listings of pharmacies, hospitals, and doctors along with their
product portfolio resp. fields of expertise). The result of this process is a collection of individuals with probabilistic
memberships to a collection of concepts in a medical ontology as the one above. The terminological probabilistic and
terminological default knowledge of this ontology can then be used to derive probabilistic concept memberships that
are relevant for a potential addressee of the advertising campaign. For example, for persons that are known to be heart
patients with certain probabilities, we may derive the probabilities with which they are also pacemaker patients.
The next example illustrates the use of probabilistic ontologies in information retrieval (which has especially been
explored in [59,100]; see also Section 7.1).
Example 2.2 (Literature Search). Suppose that we want to obtain a list of research papers in the area of “logic
programming”. Then, we should not only collect those papers that are classified as “logic programming” papers, but
we should also search for papers in closely related areas, such as “rule-based systems” or “deductive databases”, as
well as in more general areas, such as “knowledge representation and reasoning” or “artificial intelligence” (since
a paper may very well belong to the area of “logic programming”, but is classified only with a closely related or a
more general area). This expansion of the search can be done automatically using a probabilistic ontology, which
has the papers as individuals, the areas as concepts, and the explicit paper classifications as concept memberships.
The probabilistic degrees of overlap between the concepts in such a probabilistic ontology then provide a means of
deriving a probabilistic membership to the concept “logic programming” and so a probabilistic estimation for the
relevance to our search query.
3. The description logics SHIF(D) and SHOIN (D)
In this section, we recall the description logics SHIF(D) and SHOIN (D), which stand behind the web ontology
languages OWL Lite and OWL DL, respectively. See especially [55] for further details and background.
3.1. Syntax
We now recall the syntax of SHIF(D) and SHOIN (D). We first describe the syntax of the latter, which has the
following datatypes and elementary ingredients. We assume a set of elementary datatypes and a set of data values.
A datatype is an elementary datatype or a set of data values (called datatype oneOf ). A datatype theory D = (ΔD, ·D)
consists of a datatype domain ΔD and a mapping ·D that assigns to each elementary datatype a subset of ΔD and to
each data value an element of ΔD. We extend ·D to all datatypes by {v1, . . .}D = {vD1 , . . .}. Let A, RA, RD , and I be
pairwise disjoint sets of atomic concepts, abstract roles, datatype roles, and individuals, respectively. We denote by
R−A the set of inverses R− of all R ∈ RA.
Roles and concepts are defined as follows. A role is any element of RA ∪ R−A ∪ RD . Concepts are inductively
defined as follows. Each φ ∈ A is a concept, and if o1, . . . , on ∈ I, then {o1, . . . , on} is a concept (called oneOf). If φ,
φ1, and φ2 are concepts and if R ∈ RA ∪ R−A , then also ¬φ, (φ1  φ2), and (φ1 unionsq φ2) are concepts (called negation,
conjunction, and disjunction, respectively), as well as ∃R.φ, ∀R.φ, nR, and nR (called exists, value, atleast, and
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restricted to simple abstract roles (see below). If D is a datatype and U ∈ RD , then ∃U.D, ∀U.D, nU , and nU
are concepts (called datatype exists, value, atleast, and atmost restriction, respectively) for an integer n 0. We use
	 (resp., ⊥) to abbreviate φunionsq¬φ (resp., φ¬φ), and eliminate parentheses as usual.
We next define axioms and knowledge bases. An axiom is an expression of one of the following forms: (1) φ  ψ
(called concept inclusion axiom), where φ and ψ are concepts; (2) R  S (called role inclusion axiom), where either
R,S ∈ RA ∪ R−A or R,S ∈ RD ; (3) Trans(R) (called transitivity axiom), where R ∈ RA; (4) φ(a) (called concept
membership axiom), where φ is a concept and a ∈ I; (5) R(a, b) (resp., U(a, v)) (called role membership axiom),
where R ∈ RA (resp., U ∈ RD) and a, b ∈ I (resp., a ∈ I and v is a data value); and (6) a = b (resp., a = b) (equality
(resp., inequality) axiom), where a, b ∈ I. A classical (description logic) knowledge base KB is a finite set of axioms.
We next define simple abstract roles. For abstract roles R ∈ RA, we define Inv(R) = R− and Inv(R−) = R. Let KB
denote the reflexive and transitive closure of  on⋃{{R  S, Inv(R)  Inv(S)} | R  S ∈ KB, R,S ∈ RA ∪ R−A}. An
abstract role S is simple relative to KB iff for each abstract role R such that R KB S, it holds that (i) Trans(R) /∈ KB
and (ii) Trans(Inv(R)) /∈ KB. Informally, an abstract role S is simple iff it is neither transitive nor has transitive
subroles. For decidability, number restrictions in KB are restricted to simple abstract roles [58].
In SHOIN (D), concept and role membership axioms can also be expressed in terms of concept inclusion axioms,
since φ(a) can be expressed by {a}  φ, while R(a, b) (resp., U(a, v)) can be expressed by {a}  ∃R.{b} (resp.,
{a}  ∃U.{v}).
The syntax of SHIF(D) is as the above syntax of SHOIN (D), but without the oneOf constructor and with the
atleast and atmost constructors limited to 0 and 1.
Example 3.1 (Medical Example cont’d). Some atomic concepts in the Medical Example are HeartPatient, Pace-
makerPatient, MalePacemakerPatient, FemalePacemakerPatient, Illness, IllnessStatus, IllnessSymptom, and Health-
Insurance. Some abstract roles are HasIllness, HasIllnessStatus, HasIllnessSymptom, and HasHealthInsurance. Some
individuals are Tom, John, Maria, Arrhythmia, ChestPain, BreathingDifficulties, Advanced, and Final. The knowledge
that (1) all male and female pacemaker patients are pacemaker patients, (2) no pacemaker patient can be in the same
time male and female, (3) all pacemaker patients are heart patients, (4) the role HasIllnessSymptom relates only heart
patients with illness symptoms (that is, the domain and the range of HasIllnessSymptom are restricted to heart patients
and to illness symptoms, respectively; note that such restrictions are quite common in data models in the context of
databases, such as the entity relationship model [1]), (5) Tom is a heart patient, (6) John is a male pacemaker patient,
(7) Maria is a female pacemaker patient, (8) John has the symptoms arrhythmia, chest pain, and breathing difficulties,
and the illness status advanced can be expressed by the following description logic knowledge base KB (note that
other natural range restrictions on roles can be expressed by additional concept inclusion axioms):
(1) MalePacemakerPatient  PacemakerPatient,
FemalePacemakerPatient  PacemakerPatient,
(2) MalePacemakerPatient  ¬FemalePacemakerPatient,
(3) PacemakerPatient  HeartPatient,
(4) ∃HasIllnessSymptom.	  HeartPatient,
∃HasIllnessSymptom−.	  IllnessSymptom,
(5) HeartPatient(Tom),
(6) MalePacemakerPatient(John),
(7) FemalePacemakerPatient(Maria),
(8) HasIllnessSymptom(John,Arrhythmia),
HasIllnessSymptom(John,ChestPain),
HasIllnessSymptom(John,BreathingDifficulties),
HasIllnessStatus(John,Advanced).
3.2. Semantics
We now define the semantics of SHIF(D) and SHOIN (D) in terms of general first-order interpretations, as
usual, and we recall some important reasoning problems in description logics.
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domain ΔI disjoint from ΔD, and a mapping ·I that assigns to each atomic concept φ ∈ A a subset of ΔI , to each
individual o ∈ I an element of ΔI , to each abstract role R ∈ RA a subset of ΔI × ΔI , and to each datatype role
U ∈ RD a subset of ΔI ×ΔD. We extend ·I to all roles and concepts as usual (where #S denotes the cardinality of a
set S):
• (R−)I = {(y, x) | (x, y) ∈ RI};
• {o1, . . . , on}I = {oI1 , . . . , oIn }; (¬φ)I = ΔI \ φI ;
• (φ1  φ2)I = φI1 ∩ φI2 ; (φ1 unionsq φ2)I = φI1 ∪ φI2 ;
• (∃R.φ)I = {x ∈ ΔI | ∃y: (x, y) ∈ RI ∧ y ∈ φI};
• (∀R.φ)I = {x ∈ ΔI | ∀y: (x, y) ∈ RI → y ∈ φI};
• (nR)I = {x ∈ ΔI | #({y | (x, y) ∈ RI}) n};
• (nR)I = {x ∈ ΔI | #({y | (x, y) ∈ RI}) n};
• (∃U.D)I = {x ∈ ΔI | ∃y: (x, y) ∈ UI ∧ y ∈ DD};
• (∀U.D)I = {x ∈ ΔI | ∀y: (x, y) ∈ UI → y ∈ DD};
• (nU)I = {x ∈ ΔI | #({y | (x, y) ∈ UI}) n};
• (nU)I = {x ∈ ΔI | #({y | (x, y) ∈ UI}) n}.
The satisfaction of an axiom F in an interpretation I = (ΔI , ·I) relative to a datatype theory D = (ΔD, ·D),
denoted I |= F , is defined as follows: (1) I |= φ  ψ iff φI ⊆ ψI ; (2) I |= R  S iff RI ⊆ SI ; (3) I |= Trans(R)
iff RI is transitive; (4) I |= φ(a) iff aI ∈ φI ; (5) I |= R(a, b) iff (aI , bI) ∈ RI ; (6) I |= U(a, v) iff (aI , vD) ∈ UI ;
(7) I |= a = b iff aI = bI ; and (8) I |= a = b iff aI = bI . The interpretation I satisfies the axiom F , or I is a model
of F , iff I |= F . We say that I satisfies a knowledge base KB, or I is a model of KB, denoted I |= KB, iff I |= F for
all F ∈ KB. We say that KB is satisfiable (resp., unsatisfiable) iff KB has a (resp., no) model. An axiom F is a logical
consequence of KB, denoted KB |= F , iff each model of KB satisfies F .
Some important reasoning problems in description logics are summarized as follows: (KBSAT) given a knowledge
base KB, decide whether KB is satisfiable; (CSAT) given a knowledge base KB and a concept φ, decide whether
KB |= φ  ⊥; (CSUB) given a knowledge base KB and concepts φ and ψ , decide whether KB |= φ  ψ ; (CMEM)
given a knowledge base KB, an individual o ∈ I, and a concept φ, decide whether KB |= φ(o); (RMEM) given a
knowledge base KB, individuals o, o′ ∈ I (resp., an individual o ∈ I and a value v), and a role R ∈ RA (resp., U ∈ RD),
decide whether KB |= R(o, o′) (resp., KB |= U(o, v)). Observe that KBSAT is a special case of CSAT, since KB is
satisfiable iff KB |= 	  ⊥. Furthermore, for SHOIN (D), the problems CMEM and RMEM are special cases of
CSUB, since KB |= φ(o) iff KB |= {o}  φ, and KB |= R(o, o′) (resp., KB |= U(o, v)) iff KB |= {o}  ∃R.{o′} (resp.,
KB |= {o}  ∃U.{v}). Notice also that CSAT and CSUB can be reduced to each other, since KB |= φ  ¬ψ  ⊥ iff
KB |= φ  ψ . CSAT and CSUB are both decidable in SHIF(D) and SHOIN (D) if all atmost and atleast restrictions
in KB are restricted to simple abstract roles relative to KB [57,58].
Example 3.2 (Medical Example cont’d). The description logic knowledge base KB of Example 3.1 is satisfiable and
logically implies the concept inclusion axiom FemalePacemakerPatient  HeartPatient and the concept membership
axioms HeartPatient(John) and IllnessSymptom(Arrhythmia).
4. The probabilistic description logics P-SHIF(D) and P-SHOIN (D)
In this section, we present the description logics P-SHIF(D) and P-SHOIN (D), which are probabilistic gener-
alizations of SHIF(D) and SHOIN (D), respectively. We first define their syntax using the concept of a conditional
constraint from [72] to express probabilistic knowledge in addition to the axioms of SHIF(D) and SHOIN (D),
respectively. We then define their semantics using the notion of lexicographic entailment in probabilistic default rea-
soning [73,75], which is a probabilistic generalization of the notion of lexicographic entailment by Lehmann [67] in
default reasoning from conditional knowledge bases. This semantics allows for expressing both terminological proba-
bilistic knowledge about concepts and roles, and also assertional probabilistic knowledge about instances of concepts
and roles. It naturally interprets terminological and assertional probabilistic knowledge as probabilistic knowledge
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edge about both random and concrete instances. As an important additional feature, it also allows for expressing
default knowledge about concepts (as a special case of terminological probabilistic knowledge), which is seman-
tically interpreted in the same way as in Lehmann’s lexicographic default entailment [67]. See especially [73] for
further details and background on probabilistic lexicographic entailment.
Informally, the main idea behind P-SHIF(D) and P-SHOIN (D) is to use a designated set of concepts from
SHIF(D) resp. SHOIN (D) as basic events for lexicographic entailment in probabilistic default reasoning. Observe
that this combination technique can be applied to other classical description logics as well, and is not limited to
SHIF(D) resp. SHOIN (D).
4.1. Syntax
We now introduce the notion of a (description logic) probabilistic knowledge base. It is based on the language
of conditional constraints [72], which encode interval restrictions for conditional probabilities over concepts. Infor-
mally, every probabilistic knowledge base consists of (i) a PTBox, which is a classical (description logic) knowledge
base along with terminological probabilistic knowledge, and (ii) a collection of PABoxes, which encode assertional
probabilistic knowledge about a certain set of individuals. To this end, we divide the set of individuals I of the clas-
sical description logic SHIF(D) (resp., SHOIN (D)) into the set of classical individuals IC and the finite set of
probabilistic individuals IP , and we associate with every probabilistic individual a PABox. Note that we here assume
that IC and IP are disjoint. In the extreme cases, we have either only classical individuals (that is, I = IC ) or only
probabilistic individuals (that is, I = IP ). Intuitively, the classical individuals here play the same role as in SHIF(D)
(resp., SHOIN (D)), while probabilistic individuals are those individuals in I for which we store some assertional
probabilistic knowledge in a PABox (which includes as a special case the possibility of storing assertional classical
knowledge).
Example 4.1 (Medical Example cont’d). Suppose we want to store some probabilistic knowledge about the individuals
Tom, John, and Maria, such as “Tom is a pacemaker patient with a probability of at least 0.8”. Then, the set of
probabilistic individuals is given by IP = {Tom, John,Maria}.
We define the language of conditional constraints as follows. We assume a finite nonempty set C of basic classi-
fication concepts (or basic c-concepts for short), which are (not necessarily atomic) concepts C in SHIF(D) (resp.,
SHOIN (D)) that are free of individuals from IP (that is, the probabilistic individuals in IP are disallowed from oc-
curring in oneOf constructs in C; observe that classical individuals can freely occur in oneOf constructs in C, and that
the probabilistic individuals in IP can also freely be instances of C). Informally, they are the relevant description logic
concepts for defining probabilistic relationships. Hence, the basic c-concepts depend on the probabilistic description
logic knowledge (but not on the classical description logic knowledge) that we want to represent. Note that the finite
set of basic c-concepts C will give rise to a finite set of worlds (see Section 4.2.2). The set of classification concepts (or
c-concepts) is inductively defined as follows. Every basic c-concept φ ∈ C is a c-concept. If φ and ψ are c-concepts,
then ¬φ and (φ ψ) are also c-concepts. We often write (φ unionsqψ) to abbreviate ¬(¬φ  ¬ψ), as usual. Observe that
every c-concept is also a concept in SHIF(D) (resp., SHOIN (D)), and that conversely for every finite set S of con-
cepts in SHIF(D) (resp., SHOIN (D)), one can find a finite set of basic c-concepts such that their set of c-concepts
includes S . A conditional constraint is an expression of the form (ψ |φ)[l, u], where φ and ψ are c-concepts, and l
and u are reals from [0,1]. Informally, (ψ |φ)[l, u] encodes that the probability of ψ given φ lies between l and u.
Note that using c-concepts rather than only basic c-concepts in conditional constraints has several advantages. First,
it adds a significant flexibility. Second, it may lead to a smaller number of worlds (see Section 4.2.2). Third, it is also
closer to the notion of probabilistic lexicographic entailment from [73,75].
Example 4.2 (Medical Example cont’d). The terminological probabilistic knowledge “generally, pacemaker pa-
tients are male with a probability of at least 0.4” (that is, “typically/in nearly all cases, a randomly chosen
pacemaker patient is male with a probability of at least 0.4”) can be expressed by the conditional constraint
(MalePacemakerPatient | PacemakerPatient)[0.4,1], while the terminological default knowledge “generally, heart
patients suffer from high blood pressure” can be expressed by (HighBloodPressure | HeartPatient)[1,1]. Notice that
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can be expressed by the concept inclusion axiom HeartPatient  HighBloodPressure. The assertional probabilis-
tic knowledge “Tom is a pacemaker patient with a probability of at least 0.8” can be expressed by the conditional
constraint (PacemakerPatient | 	)[0.8,1] for Tom. Here, the first two conditional constraints are default statements,
while the third one is a strict statement. This different meaning is achieved by handling them differently when drawing
conclusions (see Section 4.2.4).
A PTBox PT = (T ,P ) consists of a classical (description logic) knowledge base T (as defined in Section 3.1)
and a finite set of conditional constraints P . Informally, P encodes terminological probabilistic knowledge as well as
terminological default knowledge: Every (ψ |φ)[l, u] ∈ P encodes that “generally, if φ(o) holds, then ψ(o) holds with
a probability between l and u”, for every randomly chosen individual o. In particular, (∃R.{o′}|φ)[l, u] ∈ P , where o′
is a classical individual from IC , and R is a role from RA, encodes that “generally, if φ(o) holds, then R(o, o′) holds
with a probability between l and u”, for every randomly chosen individual o.
Example 4.3 (Medical Example cont’d). The PTBox of the Medical Example contains in particular
(MalePacemakerPatient | PacemakerPatient)[0.4,1] and (HasHighBloodPressure | HeartPatient)[1,1] of Exam-
ple 4.2.
A PABox Po for a probabilistic individual o ∈ IP is a finite set of conditional constraints. Informally, every
(ψ |φ)[l, u] ∈ Po encodes that “if φ(o) holds, then ψ(o) holds with a probability between l and u”. In particular,
considering the special cases where φ = 	 and ψ = ∃R.{o′}, every (ψ |	)[l, u] ∈ Po expresses that “ψ(o) holds with
a probability between l and u”, while every (∃R.{o′}|φ)[l, u] ∈ Po, where o′ is a classical individual from IC , and
R is a role from RA, encodes that “if φ(o) holds, then R(o, o′) holds with a probability between l and u”. Hence,
differently from the above terminological probabilistic sentences in P , the assertional probabilistic sentences in Po
refer to the concrete probabilistic individual o ∈ IP .
Example 4.4 (Medical Example cont’d). The PABox for the probabilistic individual Tom contains in particular
(PacemakerPatient | 	)[0.8,1] of Example 4.2.
A probabilistic (description logic) knowledge base KB = (T ,P, (Po)o∈IP ) relative to IP consists of a PTBox
PT = (T ,P ) and one PABox Po for every probabilistic individual o ∈ IP . Informally, a probabilistic knowledge
base extends a classical knowledge base T by terminological probabilistic knowledge P and assertional probabilistic
knowledge Po about every o ∈ IP . As for the semantics (which is formally defined in Section 4.2 below), we interpret
P as probabilistic knowledge about randomly chosen individuals, while every Po is interpreted as probabilistic knowl-
edge about the concrete individual o. Notice also that the conditional constraints in P are default statements (that is,
they may have exceptions and thus do not always have to hold in satisfying interpretations), while the axioms in T
and the conditional constraints in every PABox Po with o ∈ IP are strict statements (that is, they have no exceptions
and thus must always hold in satisfying interpretations). Hence, the axioms in T and the elements of every Po have
the same meaning as in standard description and probability logics, respectively. Moreover, (A | 	)[1,1] in Pa has the
same meaning as the concept membership axiom A(a).
Example 4.5 (Medical Example cont’d). We extend the classical knowledge base of Example 3.1 by additional ter-
minological default knowledge, terminological probabilistic knowledge, and assertional probabilistic knowledge to a
probabilistic knowledge base KB = (T ,P, (Po)o∈IP ). We assume the additional atomic concepts PrivateHealthInsur-
ance and HighBloodPressure. The terminological default knowledge (9) “generally, heart patients suffer from high
blood pressure” and (10) “generally, pacemaker patients do not suffer from high blood pressure”, and the termino-
logical probabilistic knowledge (11) “generally, pacemaker patients are male with a probability of at least 0.4”, (12)
“generally, heart patients have a private health insurance with a probability of at least 0.9”, and (13) “generally, pace-
maker patients have the symptoms arrhythmia with a probability of at least 0.98, chest pain with a probability of at
least 0.9, and breathing difficulties with a probability of at least 0.6” can be expressed by the following conditional
constraints in P :
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(10) (¬HighBloodPressure | PacemakerPatient)[1,1],
(11) (MalePacemakerPatient | PacemakerPatient)[0.4,1],
(12) (∃HasHealthInsurance.PrivateHealthInsurance | HeartPatient)[0.9,1],
(13) (∃HasIllnessSymptom.{Arrhythmia} | PacemakerPatient)[0.98,1],
(∃HasIllnessSymptom.{ChestPain} | PacemakerPatient)[0.9,1],
(∃HasIllnessSymptom.{BreathingDifficulties} | PacemakerPatient)[0.6,1].
The set of probabilistic individuals is given by IP = {Tom, John,Maria}. Suppose now a concrete scenario where Tom
and Maria are in coma after an accident. For their treatment, it is crucial to know whether they have some cardiolog-
ical illnesses. By interviewing Tom and Maria’s relatives, the physicians have obtained the following probabilistic
knowledge about possible cardiological illnesses. The assertional probabilistic knowledge (14) “Tom is a pacemaker
patient with a probability of at least 0.8” can be expressed by the following conditional constraint in PTom:
(14) (PacemakerPatient | 	)[0.8,1].
The assertional probabilistic knowledge (15) “Maria has the symptom breathing difficulties with a probability of at
least 0.6”, (16) “Maria has the symptom chest pain with a probability of at least 0.9”, and (17) “Maria’s illness status
is final with a probability between 0.2 and 0.8” can finally be expressed by the following conditional constraints in
PMaria:
(15) (∃HasIllnessSymptom.{BreathingDifficulties} | 	)[0.6,1],
(16) (∃HasIllnessSymptom.{ChestPain} | 	)[0.9,1],
(17) (∃HasIllnessStatus.{Final} | 	)[0.2,0.8].
4.2. Semantics
In this section, we define the semantics of probabilistic knowledge bases in P-SHIF(D) and P-SHOIN (D).
After some preliminaries, we introduce the notions of consistency and lexicographic entailment for probabilistic
knowledge bases, which are based on the notions of consistency and lexicographic entailment, respectively, in prob-
abilistic default reasoning (see [73,75] for further details, motivation, and examples on probabilistic lexicographic
entailment), which are in turn probabilistic generalizations of the notions of consistency and Lehmann’s lexicographic
entailment [67] in default reasoning from conditional knowledge bases (see Section 7.2 for further details on default
reasoning from conditional knowledge bases).
Note that the notions of consistency and lexicographic entailment are based on a semantic division of probabilistic
knowledge bases into a terminological probabilistic part and one assertional probabilistic part for every probabilistic
individual o ∈ IP , which is in turn based on the assumption that basic c-concepts are disallowed from having proba-
bilistic individuals in their oneOf constructs (but classical individuals can freely occur in the oneOf constructs of basic
c-concepts). Without this assumption, the semantic division of probabilistic knowledge bases no longer holds. For ex-
ample, the conditional constraint (∃R.{o′} | 	)[l, u] in Po would encode the same assertional probabilistic knowledge
as (∃R−.{o} | 	)[l, u] in Po′ .
4.2.1. Motivation and key ideas
There are essentially two different forms of conclusions that we want to draw from probabilistic knowledge
bases KB = (T ,P, (Po)o∈IP ). First, we want to derive new terminological probabilistic knowledge from the PTBox
PT = (T ,P ). Second, given a probabilistic individual o ∈ IP , we want to derive new assertional probabilistic knowl-
edge about o from the combination of the PTBox PT = (T ,P ) and the PABox Po. To carry out both these forms
of conclusions, however, we may have to resolve contextual inconsistencies inside the terminological knowledge
(see Example 4.6) and between the terminological knowledge and the assertional knowledge about the individual o
(intuitively, o may not necessarily be a typical individual).
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suffer from high blood pressure” is inconsistent with the terminological default knowledge “generally, pacemaker
patients do not suffer from high blood pressure” in the context of pacemaker patients, given the terminological classical
knowledge “all pacemaker patients are heart patients”, since it is unclear at first sight which of the two contradicting
default statements should be applied to pacemaker patients.
Such contextual inconsistencies are resolved by using the rule of maximum specificity, that is, by preferring more
specific pieces of knowledge to less specific ones.
Example 4.7 (Medical Example cont’d). Applying the rule of specificity, the contextual inconsistency described in
Example 4.6 is resolved by ignoring the terminological default knowledge “generally, heart patients suffer from high
blood pressure”, which is less specific than the terminological default knowledge for pacemaker patients, since all
pacemaker patients are heart patients.
Hence, when drawing conclusions from probabilistic knowledge bases KB = (T ,P, (Po)o∈IP ), we first have to
characterize the specificity of each conditional constraint in P . These specificities define a preference relation between
all subsets of P , which in turn can be extended to a preference relation between all probabilistic interpretations. We
then draw our conclusions from the preferred subsets of P under T (resp., T and Po), or equivalently from the
preferred probabilistic interpretations that satisfy T (resp., T and Po). In some cases, the rule of maximum specificity
is insufficient to resolve all contextual inconsistencies. This is when PT (resp., KB) is inconsistent.
4.2.2. Preliminaries
We now define worlds as certain sets of basic c-concepts, and probabilistic interpretations as probability functions
on the set of all worlds. We also define the satisfaction of classical knowledge bases and conditional constraints in
probabilistic interpretations.
A world I is a set of basic c-concepts φ ∈ C such that {φ(i) | φ ∈ I } ∪ {¬φ(i) | φ ∈ C \ I } is satisfiable, where i
is a new individual. Informally, every world I represents an individual i that is fully specified on C in the sense that
I belongs (resp., does not belong) to every c-concept φ ∈ I (resp., φ ∈ C \ I ). We denote by IC the set of all worlds
relative to C. Notice that IC is finite, since C is finite. A world I satisfies a classical knowledge base T , or I is a model
of T , denoted I |= T , iff T ∪ {φ(i) | φ ∈ I } ∪ {¬φ(i) | φ ∈ C \ I } is satisfiable, where i is a new individual. A world
I satisfies a basic c-concept φ ∈ C, or I is a model of φ, denoted I |= φ, iff φ ∈ I . The satisfaction of c-concepts by
worlds is inductively extended to all c-concepts, as usual, by (i) I |= ¬φ iff I |= φ does not hold, and (ii) I |= φ ψ
iff I |= φ and I |= ψ . The following proposition (which is an immediate consequence of the above definitions; see its
proof in Appendix A) shows that, for classical knowledge bases T , the notion of satisfiability based on worlds I is
compatible with the notion of satisfiability based on classical description logic interpretations I = (ΔI , ·I). That is,
there exists a classical interpretation I = (ΔI , ·I) that satisfies T iff there exists a world I ∈ IC that satisfies T .
Proposition 4.8. Let C = ∅ be a finite set of basic c-concepts, and let T be a classical knowledge base. Then, T has a
model I = (ΔI , ·I) iff T has a model I ∈ IC .
A probabilistic interpretation Pr is a probability function on IC (that is, a mapping Pr :IC → [0,1] such that all
Pr(I ) with I ∈ IC sum up to 1). We say Pr satisfies a classical knowledge base T , or Pr is a model of T , denoted
Pr |= T , iff I |= T for every I ∈ IC such that Pr(I ) > 0. We define the probability of a c-concept and the satisfaction
of conditional constraints in probabilistic interpretations as follows. The probability of a c-concept φ in a probabilistic
interpretation Pr, denoted Pr(φ), is the sum of all Pr(I ) such that I |= φ. For c-concepts φ and ψ such that Pr(φ) > 0,
we write Pr(ψ |φ) to abbreviate Pr(φ  ψ)/Pr(φ). We say Pr satisfies a conditional constraint (φ|ψ)[l, u], or Pr is
a model of (ψ |φ)[l, u], denoted Pr |= (ψ |φ)[l, u], iff Pr(φ) = 0 or Pr(ψ |φ) ∈ [l, u]. We say Pr satisfies a set of
conditional constraints F , or Pr is a model of F , denoted Pr |= F , iff Pr |= F for all F ∈ F . The next proposition
shows that, for classical knowledge bases T , the notion of satisfiability based on probabilistic interpretations Pr is
compatible with the notion of satisfiability based on classical interpretations I = (ΔI , ·I). That is, T has a satisfying
classical interpretation I = (ΔI , ·I) iff it has a satisfying probabilistic interpretation Pr. The result follows from
Proposition 4.8.
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4.2.3. Consistency
In this section, we define the notion of consistency for PTBoxes and probabilistic knowledge bases, which is based
on the notion of consistency in probabilistic default reasoning [73,75]. The latter in turn generalizes the notion of
consistency in default reasoning from conditional knowledge bases [2,44].
We first give some preparative definitions (which generalize the notions of verification, falsification, and toleration
in default reasoning from conditional knowledge bases [2,44] to the framework of probabilistic description logics).
A probabilistic interpretation Pr verifies a conditional constraint (ψ |φ)[l, u] iff Pr(φ) = 1 and Pr(ψ) ∈ [l, u]. Note
that the latter is equivalent to Pr(φ) = 1 and Pr |= (ψ |φ)[l, u]. Note also that the condition Pr(φ) = 1 in the notion
of verification has been introduced in probabilistic default reasoning [73,75]; using the condition Pr(φ)  α with
α ∈ (0,1) (resp., Pr(φ) > 0) instead leads to a different notion of entailment with weaker (resp., no) inheritance
of purely probabilistic knowledge along inclusion relationships between concepts [70,78]. We say that Pr falsifies
(ψ |φ)[l, u] iff Pr(φ) = 1 and Pr |= (ψ |φ)[l, u]. A set of conditional constraints F tolerates a conditional constraint
(ψ |φ)[l, u] under a classical knowledge base T , or (ψ |φ)[l, u] is tolerated under T by F , iff T ∪F has a model that
verifies (ψ |φ)[l, u] (which is equivalent to the existence of a model of T ∪F ∪ {(ψ |φ)[l, u], (φ|	)[1,1]}).
A PTBox PT = (T ,P ) is consistent iff (i) T is satisfiable and (ii) there exists an ordered partition (P0, . . . ,Pk)
of P such that each Pi with i ∈ {0, . . . , k} is the set of all F ∈ P \ (P0 ∪ · · · ∪ Pi−1) that are tolerated under T by
P \ (P0 ∪ · · · ∪ Pi−1).
Example 4.10 (Medical Example cont’d). To check that the PTBox PT = (T ,P ) of Example 4.5 is consistent, we
have to check that (i) and (ii) hold for PT = (T ,P ). As for (i), it is not difficult to verify that T is satisfiable. As for
(ii), consider the ordered partition (P0,P1) of P that is defined by P0 = {(ψ |φ)[l, u] ∈ P | φ = HeartPatient} and
P1 = {(ψ |φ)[l, u] ∈ P | φ = PacemakerPatient}. It is not difficult to verify that (a) there exists a model Pr of P and T
that satisfies Pr(HeartPatient) = 1, (b) there exists no model Pr of P and T that satisfies Pr(PacemakerPatient) = 1
(which is due to the contextual inconsistency between the two conditional constraints (10) and (11)), and (c) there
exists a model Pr of P1 and T that satisfies Pr(PacemakerPatient) = 1. That is, P0 is the set of all F ∈ P tolerated
under T by P , and P1 is the set of all F ∈ P \ P0 = P1 tolerated under T by P \ P0 = P1. That is, (P0,P1) is an
ordered partition of P as described in (ii). In summary, this shows that the PTBox PT = (T ,P ) of Example 4.5 is
consistent.
Observe that the ordered partition (P0, . . . ,Pk) of P in (ii) is unique, if it exists; we call this unique ordered
partition (P0, . . . ,Pk) of P the z-partition of PT = (T ,P ).
Example 4.11 (Medical Example cont’d). The (unique) z-partition of the PTBox PT = (T ,P ) of Example 4.5 is given
by the ordered partition (P0,P1) of P described in Example 4.10.
Informally, a PTBox is consistent iff all contained contextual inconsistencies can be resolved by applying the rule
of maximum specificity. More concretely, (ii) means that P has a natural partition into collections P0, . . . ,Pk of condi-
tional constraints of increasing specificities such that no collection Pi is contextually inconsistent. That is, contextual
inconsistencies can only occur between two different collections Pi and Pj , but not inside a single collection Pi .
Such contextual inconsistencies between two different collections can then be resolved by preferring more specific
collections and their elements to less specific ones.
Example 4.12 (Medical Example cont’d). Consider again the PTBox PT = (T ,P ) of Example 4.5 and the z-partition
(P0,P1) of PT given in Examples 4.11 and 4.12. Notice that (HighBloodPressure | HeartPatient)[1,1] belongs to
P0, while (¬HighBloodPressure | PacemakerPatient)[1,1] belongs to P1. The contextual inconsistency between the
two conditional constraints when reasoning about pacemaker patients is then resolved by preferring the latter to the
former.
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is satisfiable for all probabilistic individuals o ∈ IP . Informally, the latter says that the strict knowledge in T must be
compatible with the strict degrees of belief in Po, for every probabilistic individual o. Observe that (i) involves T and
P , while (ii) involves T and Po, for every probabilistic individual o. This separate treatment of P and the Po’s is due
to the fact that P represents terminological probabilistic knowledge, while each Po represents assertional probabilistic
knowledge (about o).
Example 4.13 (Medical Example cont’d). The probabilistic knowledge base KB = (T ,P, (Po)o∈IP ) of Example 4.5
is consistent, since PT = (T ,P ) is consistent, and T ∪ Po is satisfiable for every o ∈ IP = {Tom, John,Maria}.
The following theorem provides an alternative characterization of consistency.
Theorem 4.14. A PTBox PT = (T ,P ) is consistent iff (i) T is satisfiable and (ii) there exists an ordered partition
(P0, . . . ,Pk) of P such that every F ∈ Pi , i ∈ {0, . . . , k}, is tolerated under T by⋃kj=i Pj .
4.2.4. Lexicographic entailment
The notion of lexicographic entailment for probabilistic knowledge bases is based on lexicographic entailment in
probabilistic default reasoning [73,75], which in turn generalizes Lehmann’s lexicographic entailment [67] in default
reasoning from conditional knowledge bases. In the sequel, let KB = (T ,P, (Po)o∈IP ) be a consistent probabilistic
knowledge base. We first define a lexicographic preference relation on probabilistic interpretations, which is then used
to define the notion of lexicographic entailment for sets of conditional constraints under PTBoxes. We finally define the
notion of lexicographic entailment for deriving terminological probabilistic knowledge and assertional probabilistic
knowledge about probabilistic individuals from PTBoxes and probabilistic knowledge bases, respectively.
We use the z-partition (P0, . . . ,Pk) of (T ,P ), which partitions P into collections P0, . . . ,Pk of conditional con-
straints of increasing specificities, to define a lexicographic preference relation on probabilistic interpretations. For
probabilistic interpretations Pr and Pr′, we say Pr is lexicographically preferable (or lex-preferable) to Pr′ iff some
i ∈ {0, . . . , k} exists such that |{F ∈ Pi | Pr |= F }| > |{F ∈ Pi | Pr′ |= F }| and |{F ∈ Pj | Pr |= F }| = |{F ∈ Pj | Pr′ |=
F }| for all i < j  k. Informally, one compares the numbers of satisfied conditional constraints in the components of
the z-partition (P0, . . . ,Pk) by reading from the right.
Example 4.15 (Medical Example cont’d). Consider again the PTBox PT = (T ,P ) of Example 4.5 and the z-
partition (P0,P1) of PT given in Examples 4.11 and 4.12 by P0 = {(ψ |φ)[l, u] ∈ P | φ = HeartPatient} and
P1 = {(ψ |φ)[l, u] ∈ P | φ = PacemakerPatient}. Let Pr, Pr′, and Pr′′ be probabilistic interpretations such that (a) Pr
satisfies P , (b) Pr′ satisfies P except for (HighBloodPressure | HeartPatient)[1,1], and (c) Pr′′ satisfies P except
for (¬HighBloodPressure | PacemakerPatient)[1,1]. Then, Pr is lex-preferable to both Pr′ and Pr′′, and Pr′ is lex-
preferable to Pr′′.
Intuitively, the above lexicographic preference relation on probabilistic interpretations implements the idea of pre-
ferring more specific collections of conditional constraints Pi and their elements to less specific ones Pj and their
elements. It can thus be used for preferring more specific pieces of knowledge to less specific ones when drawing
conclusions in the case of contextual inconsistencies.
Example 4.16 (Medical Example cont’d). Consider again the PTBox PT = (T ,P ) of Example 4.5 and the z-partition
(P0,P1) of PT given in Examples 4.11 and 4.12. When reasoning about pacemaker patients, every probabilis-
tic interpretation Pr that satisfies P1 is lex-preferable to any probabilistic interpretation Pr′ that does not satisfy
P1. So, the more specific (¬HighBloodPressure | PacemakerPatient)[1,1] ∈ P1 is preferred to the less specific
(HighBloodPressure | HeartPatient)[1,1] ∈ P0.
A probabilistic interpretation Pr that satisfies a classical knowledge base T and a set of conditional constraints F
is a lexicographically minimal (or lex-minimal) model of T ∪F iff no model of T ∪F is lex-preferable to Pr.
We define the notion of lexicographic entailment of conditional constraints from sets of conditional constraints
under PTBoxes as follows. A conditional constraint (ψ |φ)[l, u] is a lexicographic consequence (or lex-consequence)
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for every lex-minimal model Pr of T ∪ F ∪ {(φ|	)[1,1]}. We say (ψ |φ)[l, u] is a tight lexicographic consequence
(or tight lex-consequence) of F under PT , denoted F ‖∼lextight (ψ |φ)[l, u] under PT , iff l (resp., u) is the infimum
(resp., supremum) of Pr(ψ) subject to all lex-minimal models Pr of T ∪ F ∪ {(φ|	)[1,1]}. Observe that [l, u] =
[1,0] (where [1,0] represents the empty interval) when no such model Pr exists (since inf∅ and sup∅ are formally
defined as max([0,1]) = 1 and min([0,1]) = 0, respectively). Furthermore, for inconsistent PTBoxes PT , we define
F ‖∼lex (ψ |φ)[l, u] and F ‖∼lextight (ψ |φ)[1,0] under PT for all sets of conditional constraints F and all conditional
constraints (ψ |φ)[l, u].
We now define which terminological and assertional probabilistic knowledge is lexicographically entailed by PT-
Boxes resp. probabilistic knowledge bases. A conditional constraint F is a lex-consequence of a PTBox PT , denoted
PT ‖∼lex F , iff ∅ ‖∼lex F under PT . We say F is a tight lex-consequence of PT , denoted PT‖∼lextight F , iff ∅ ‖∼lextight F
under PT . A conditional constraint F for a probabilistic individual o ∈ IP is a lex-consequence of a probabilis-
tic knowledge base KB = (T ,P, (Po)o∈IP ), denoted KB ‖∼lex F , iff Po ‖∼lex F under (T ,P ). We say F is a tight
lex-consequence of KB, denoted KB ‖∼lextight F , iff Po ‖∼lextight F under (T ,P ). Observe that the above two notions of
lexicographic entailment depend on both T and P .
Example 4.17 (Medical Example cont’d). Consider again the probabilistic knowledge base KB = (T ,P, (Po)o∈IP )
given in Example 4.5. The following conditional constraints are some (terminological default and terminological
probabilistic) tight lex-consequences of PT = (T ,P ):
(HighBloodPressure | HeartPatient)[1,1],
(¬HighBloodPressure | PacemakerPatient)[1,1],
(HighBloodPressure | Male  HeartPatient)[1,1],
(MalePacemakerPatient | PacemakerPatient)[0.4,1],
(∃HasHealthInsurance.PrivateHealthInsurance | HeartPatient)[0.9,1],
(∃HasHealthInsurance.PrivateHealthInsurance | PacemakerPatient)[0.9,1],
(∃HasIllnessSymptom.{Arrhythmia} | PacemakerPatient)[0.98,1],
(∃HasIllnessSymptom.{ChestPain} | PacemakerPatient)[0.9,1],
(∃HasIllnessSymptom.{BreathingDifficulties} | PacemakerPatient)[0.6,1].
So, the default property of having high blood pressure is inherited from heart patients down to male heart patients,
and the probabilistic property of having a private health insurance with a probability of at least 0.9 is inherited from
heart patients down to pacemaker patients. Roughly, the tight lex-consequences of PT = (T ,P ) are given by all those
conditional constraints that (a) are either in P , or (b) can be constructed by inheritance along subconcept relationships
from the ones in P and are not overridden by more specific pieces of knowledge in P .
The following conditional constraints for the probabilistic individual Tom are some (assertional probabilistic) tight
lex-consequences of KB = (T ,P, (Po)o∈IP ):
(PacemakerPatient | 	)[0.8,1],
(¬HighBloodPressure | 	)[0.8,1],
(MalePacemakerPatient | 	)[0.32,1],
(∃HasHealthInsurance.PrivateHealthInsurance | 	)[0.72,1],
(∃HasIllnessSymptom.{Arrhythmia} | 	)[0.78,1],
(∃HasIllnessSymptom.{ChestPain} | 	)[0.72,1],
(∃HasIllnessSymptom.{BreathingDifficulties} | 	)[0.48,1].
We finally provide a characterization of the notion of lexicographic entailment for a set of conditional constraints
under a PTBox in terms of the notions of satisfiability and logical entailment for a set of conditional constraints under
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constraints F , we say T ∪F is satisfiable iff a model of T ∪F exists. A conditional constraint (ψ |φ)[l, u] is a logical
consequence of T ∪F , denoted T ∪F |= (ψ |φ)[l, u], iff each model of T ∪F is also a model of (ψ |φ)[l, u]. We say
(ψ |φ)[l, u] is a tight logical consequence of T ∪F , denoted T ∪F |=tight (ψ |φ)[l, u], iff l (resp., u) is the infimum
(resp., supremum) of Pr(ψ |φ) subject to all models Pr of T ∪F with Pr(φ) > 0.
The characterization of lexicographic entailment is formally expressed by the subsequent theorem. More con-
cretely, given a PTBox PT = (T ,P ), a set of conditional constraints F , and two c-concepts φ and ψ , the key idea
behind the characterization is that a setQ of lexicographically minimal subsets of P exists such thatF ‖∼lex (ψ |φ)[l, u]
under PT iff T ∪Q∪F ∪{(φ|	)[1,1]} |= (ψ |	)[l, u] for all Q ∈Q. Here, Q ⊆ P is lexicographically preferable (or
lex-preferable) to Q′ ⊆ P iff some i ∈ {0, . . . , k} exists such that |Q∩Pi | > |Q′ ∩Pi | and |Q∩Pj | = |Q′ ∩Pj | for all
i < j  k, where (P0, . . . ,Pk) denotes the z-partition of PT . We say Q is lexicographically minimal (or lex-minimal)
in a set S of subsets of P iff Q ∈ S and no Q′ ∈ S is lex-preferable to Q.
Theorem 4.18. Let PT = (T ,P ) be a consistent PTBox, let F be a set of conditional constraints, and let φ and ψ be
two c-concepts. LetQ be the set of all lex-minimal elements in the set of all Q ⊆ P such that T ∪Q∪F ∪{(φ|	)[1,1]}
is satisfiable. Then,
(a) If Q= ∅, then F ‖∼lextight (ψ |φ)[1,0] under PT.
(b) If Q = ∅, then F ‖∼lextight (ψ |φ)[l, u] under PT, where l = min l′ (resp., u = maxu′) subject to T ∪ Q ∪ F ∪
{(φ|	)[1,1]} |=tight (ψ |	)[l′, u′] and Q ∈Q.
4.3. Semantic properties
The notion of lex-entailment in P-SHIF(D) and P-SHOIN (D) inherits the semantic features of probabilistic
lexicographic entailment [73,75], which in turn inherits the semantic features of Lehmann’s lexicographic entail-
ment [67]. In particular, lex-entailment inherits very nice nonmonotonic properties. More concretely, it realizes an
inheritance of properties along subclass relationships, where more specific properties override less specific properties,
without showing the problem of inheritance blocking (where properties are not inherited to subclasses that are excep-
tional relative to some other properties). As for general nonmonotonic properties, it satisfies (probabilistic versions of)
the rationality postulates by Kraus, Lehmann, and Magidor [66], the property of rational monotonicity [66], and some
irrelevance, conditioning, and inclusion properties. We now describe some of these general nonmonotonic proper-
ties of lex-entailment in P-SHIF(D) and P-SHOIN (D), and we also show that lex-consequences under consistent
PTBoxes PT = (T ,P ) faithfully generalize logical consequences of concept inclusion axioms from T .
We first consider the postulates Right Weakening (RW), Reflexivity (Ref), Left Logical Equivalence (LLE), Cut,
Cautious Monotonicity (CM), and Or proposed by Kraus, Lehmann, and Magidor [66], which are commonly re-
garded as being particularly desirable for any reasonable notion of nonmonotonic entailment. The following theorem
shows that the notion of lex-entailment in P-SHIF(D) and P-SHOIN (D) satisfies (probabilistic versions of) these
postulates. Here, we write F ‖∼lex (φ|ε∨ε′)[l, u] under PT = (T ,P ) to denote that Pr(φ) ∈ [l, u] for all lex-minimal
models Pr of T ∪F ∪ {(ε|	)[1,1]} or T ∪F ∪ {(ε′|	)[1,1]}.
Theorem 4.19. Let PT = (T ,P ) be a consistent PTBox, and let F be a set of conditional constraints. Then, for all
c-concepts ε, ε′, φ, ψ , and all l, l′, u,u′ ∈ [0,1]:
RW. If (φ|	)[l, u] ⇒ (ψ |	)[l′, u′] is logically valid and F ‖∼lex (φ|ε)[l, u] under PT, then F ‖∼lex (ψ |ε)[l′, u′]
under PT.
Ref. F ‖∼lex (ε|ε)[1,1] under PT.
LLE. If ε ⇔ ε′ is logically valid, then F ‖∼lex (φ|ε)[l, u] under PT iff F ‖∼lex (φ|ε′)[l, u] under PT.
Cut. If F ‖∼lex (ε|ε′)[1,1] under PT and F ‖∼lex (φ|ε ∧ ε′)[l, u] under PT, then F ‖∼lex (φ|ε′)[l, u] under PT.
CM. If F ‖∼lex (ε|ε′)[1,1] under PT and F ‖∼lex (φ|ε′)[l, u] under PT, then F ‖∼lex (φ|ε ∧ ε′)[l, u] under PT.
Or. If F ‖∼lex (φ|ε)[l, u] under PT and F ‖∼lex (φ|ε′)[l, u] under PT, then F ‖∼lex (φ|ε∨ε′)[l, u] under PT.
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probabilistic version of) the property Rational Monotonicity (RM) [66], which describes a restricted form of monotony
and allows to ignore certain kinds of irrelevant knowledge. Here, we write F ‖∼F to denote that F ‖∼F does not hold,
and we implicitly assume that lex-entailment is naturally extended to negations of conditional constraints of the form
¬(β|α)[r, s], which are true in a probabilistic interpretation Pr iff Pr(α) > 0 and Pr(β|α) /∈ [r, s].
Theorem 4.20. Let PT = (T ,P ) be a consistent PTBox, and let F be a set of conditional constraints. Then, for all
c-concepts ε, ε′, ψ , and all l, u ∈ [0,1]:
RM. If F ‖∼lex (ψ |ε)[l, u] and F ‖∼lex¬(ε′|ε)[1,1], then F ‖∼lex (ψ |ε ∧ ε′)[l, u].
The following theorem shows that lex-consequences of conditional constraints of the form (ψ |φ)[1,1] under con-
sistent PTBoxes PT = (T ,P ) faithfully generalize logical consequences of concept inclusion axioms φ  ψ from T .
Theorem 4.21. Let PT = (T ,P ) be a consistent PTBox, let F be a set of conditional constraints, and let φ and ψ be
two c-concepts. If T |= φ  ψ , then F‖∼lex (ψ |φ)[1,1] under PT.
5. Algorithms
In this section, we provide algorithms for the main reasoning tasks in P-SHIF(D) (resp., P-SHOIN (D)). They
are based on reductions to deciding the satisfiability of classical knowledge bases in SHIF(D) (resp., SHOIN (D)),
deciding the solvability of systems of linear constraints, and computing the optimal value of linear programs. This
shows in particular that the main reasoning tasks in P-SHIF(D) (resp., P-SHOIN (D)) are decidable resp. com-
putable.
5.1. Problem statements
The main reasoning tasks related to PTBoxes and probabilistic knowledge bases in P-SHIF(D) and P-
SHOIN (D) are summarized by the following decision and computation problems (where we assume that every
lower and upper bound in the PTBox PT = (T ,P ), the probabilistic knowledge base KB = (T ,P, (Po)o∈IP ), and the
set of conditional constraints F is rational):
PTBOX CONSISTENCY (PTCON): Decide whether a given PTBox PT = (T ,P ) is consistent.
PROBABILISTIC KNOWLEDGE BASE CONSISTENCY (PKBCON): Given a probabilistic knowledge base KB =
(T ,P, (Po)o∈IP ), decide whether KB is consistent.
TIGHT LEXICOGRAPHIC ENTAILMENT (TLEXENT): Given a PTBox PT = (T ,P ), a finite set of conditional con-
straints F , and two c-concepts φ and ψ , compute the rational numbers l, u ∈ [0,1] such that F ‖∼lextight
(ψ |φ)[l, u] under PT .
Some important special cases of TLEXENT are given as follows: (PCSUB) given a consistent PTBox PT and two
c-concepts φ and ψ , compute l, u ∈ [0,1] such that PT ‖∼lextight (ψ |φ)[l, u]; (PCRSUB) given a consistent PTBox PT ,
a c-concept φ, a classical individual o ∈ IC , and an abstract role R ∈ RA, compute l, u ∈ [0,1] such that PT ‖∼lextight
(∃R.{o}|φ)[l, u]; (PCMEM) given a consistent probabilistic knowledge base KB, a probabilistic individual o ∈ IP ,
and a c-concept ψ , compute l, u ∈ [0,1] such that KB ‖∼lextight (ψ |	)[l, u] for o; and (PRMEM) given a consistent
probabilistic knowledge base KB, a classical individual o′ ∈ IC , a probabilistic individual o ∈ IP , and an abstract role
R ∈ RA, compute l, u ∈ [0,1] such that KB ‖∼lextight (∃R.{o′}|	)[l, u] for o.
Another important decision problem is PROBABILISTIC CONCEPT SATISFIABILITY (PCSAT): Given a consistent
PTBox PT and a c-concept φ, decide whether PT ‖∼lex(φ|	)[0,0]. This problem is reducible to CSAT (see Sec-
tion 3.2), since (T ,P ) ‖∼lex(φ|	)[0,0] iff T |= φ  ⊥.
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Input: PTBox PT = (T ,P ).
Output: z-partition of PT , if PT is consistent; nil, otherwise.
1. if T is unsatisfiable then return nil;
2. if P = ∅ then return ();
3. H := P ;
4. i := −1;
5. repeat
6. i := i + 1;
7. P [i] := {C ∈ H | C is tolerated under T by H };
8. H := H\P [i]
9. until H = ∅ or P [i] = ∅;
10. if H = ∅ then return (P [0], . . . ,P [i])
11. else return nil.
Fig. 1. Algorithm pt-consistency.
In Section 5.2 below, we show that the above problems PTCON, PKBCON, and TLEXENT can all be reduced to
the following two decision and computation problems (where we assume that every lower and upper bound in the
set of conditional constraints F is rational), involving the notions of satisfiability and tight logical consequence from
Section 4.2.4:
SATISFIABILITY (SAT): Given a classical description logic knowledge base T and a finite set of conditional con-
straints F , decide whether T ∪F is satisfiable.
TIGHT LOGICAL ENTAILMENT (TLOGENT): Given a classical description logic knowledge base T , a finite set of
conditional constraints F , and a c-concept ψ , compute the rational numbers l, u ∈ [0,1] such that T ∪
F |=tight (ψ |	)[l, u].
5.2. Consistency and tight lexicographic entailment
We now present algorithms for solving PTCON, PKBCON, and TLEXENT. These algorithms are all based on
reductions to the problems SAT and TLOGENT.
Algorithm pt-consistency in Fig. 1 decides whether a given PTBox PT = (T ,P ) is consistent. More precisely,
it returns the z-partition of PT , if PT is consistent, and nil, otherwise. In lines 1 and 2, the algorithm handles the
case where T is unsatisfiable or P is empty. In lines 3–11, it computes and returns the z-partition of PT (if it exists).
Algorithm pt-consistency is a generalization of an algorithm for deciding consistency in probabilistic default reasoning
with conditional constraints [73], which in turn is a generalization of an algorithm for deciding ε-consistency in default
reasoning from conditional knowledge bases [44].
Example 5.1 (Medical Example cont’d). We illustrate Algorithm pt-consistency by its run on the PTBox PT = (T ,P )
of Example 4.5. Since T is satisfiable and P = ∅, we set H := P and i := −1 in lines 3 and 4, respectively, and
we enter the repeat-until-loop in lines 5–9. After the first run of the loop, we obtain that i = 0, P0 = {(ψ |φ)[l, u] ∈
P | φ = HeartPatient}, and H = {(ψ |φ)[l, u] ∈ P | φ = PacemakerPatient}. After the second run, we obtain that
i = 1, P1 = {(ψ |φ)[l, u] ∈ P | φ = PacemakerPatient}, and H = ∅. We thus leave the loop, and return (P0,P1) as the
z-partition of PT in line 10, which also shows that PT is consistent.
Algorithm pkb-consistency in Fig. 2 decides whether a given probabilistic knowledge base KB = (T ,P, (Po)o∈IP )
is consistent. In line 1, it decides whether (T ,P ) is consistent, and in lines 2 and 3, whether every T ∪Po with o ∈ IP
is satisfiable.
Example 5.2 (Medical Example cont’d). We illustrate Algorithm pkb-consistency by its run on the probabilistic knowl-
edge base KB = (T ,P, (Po)o∈IP ) of Example 4.5, where IP = {Tom, John,Maria}. Since PT = (T ,P ) is consistent,
we enter the for-loop in lines 2 and 3. Since T ∪Po is satisfiable for each of the three probabilistic individuals o ∈ IP ,
we then return that KB is consistent in line 4.
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Input: probabilistic knowledge base KB = (T ,P, (Po)o∈IP ).
Output: “Yes”, if KB is consistent; “No”, otherwise.
1. if (T ,P ) is inconsistent then return “No”;
2. for each o ∈ IP do
3. if T ∪ Po is unsatisfiable then return “No”;
4. return “Yes”.
Fig. 2. Algorithm pkb-consistency.
Algorithm tight-lex-entailment
Input: PTBox PT = (T ,P ), finite set of conditional constraints F ,
and c-concepts φ and ψ .
Output: (l, u) ∈ [0,1]2 such that F ‖∼lextight (ψ |φ)[l, u] under PT .
Notation: (P0, . . . ,Pk) denotes the z-partition of PT .
1. if PT is inconsistent then return (1,0);
2. R := T ∪F ∪ {(φ|	)[1,1]};
3. if R is unsatisfiable then return (1,0);
4. if R ∪ P is satisfiable then (p, q) := (0,0) else (p, q) := (1, k + 1);
5. while p < q do begin
6. l := (p + q)/2;
7. if R ∪ Pl ∪ · · · ∪ Pk is satisfiable then q := l else p := l + 1
8. end;
9. K := {Pp ∪ · · · ∪ Pk};
10. for j := p − 1 downto 0 do begin
11. (m,n) := (0, |Pj |);
12. while m< n do begin
13. l := (m+ n)/2;
14. K ′ := {G∪H | G ⊆ Pj , |G| = l,H ∈ K,R ∪G∪H is satisfiable};
15. if K ′ = ∅ then m := l else n := l − 1
16. end;
17. K := {G∪H | G ⊆ Pj , |G| = m,H ∈ K,R ∪G∪H is satisfiable}
18. end;
19. (l, u) := (1,0);
20. for each H ∈ K do begin
21. compute c, d ∈ [0,1] such that R ∪H |=tight (ψ |	)[c, d];
22. (l, u) := (min(l, c),max(u, d))
23. end;
24. return (l, u).
Fig. 3. Algorithm tight-lex-entailment.
Finally, given a PTBox PT = (T ,P ), a finite set of conditional constraints F , and two c-concepts φ and ψ , Al-
gorithm tight-lex-entailment in Fig. 3 computes l, u ∈ [0,1] such that F ‖∼lextight (ψ |φ)[l, u] under PT . It is based on
Theorem 4.18. In lines 1–3, it handles the case where PT is inconsistent or T ∪F ∪ {(φ|	)[1,1]} is unsatisfiable. In
lines 4–18, it computes the set Q of all lex-minimal elements among all S ⊆ P such that T ∪ S ∪F ∪ {(φ|	)[1,1]} is
satisfiable. In lines 19–24, it then computes the tight lex-entailed interval from Q and returns this interval. Note that
in lines 4–8, Algorithm tight-lex-entailment realizes a binary search on the z-partition of PT to determine the minimal
index p ∈ {0, . . . , k + 1} such that T ∪F ∪ {(φ|	)[1,1]} ∪ Pp ∪ · · · ∪ Pk is satisfiable. Furthermore, in lines 12–16,
tight-lex-entailment realizes a binary search on each other component Pj of the z-partition of PT (along decreasing
j ∈ {0, . . . , p− 1}) and here also reuses previously computed satisfiable sets of conditional constraints. Note also that
skipping all or some of the last runs of the for-loop in lines 10–18 produces an approximative result, that is, an interval
that is always a superset of the exact interval.
Example 5.3 (Medical Example cont’d). We illustrate Algorithm tight-lex-entailment by its run on the PTBox
PT = (T ,P ) of Example 4.5, the set of conditional constraints F = ∅, and the c-concepts φ = PacemakerPatient
and ψ = HighBloodPressure. Recall from Examples 4.11 and 4.12 that the z-partition (P0,P1) of PT is given by
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and |P1| = 5. Since PT is consistent, we set R := T ∪ {(PacemakerPatient|	)[1,1]} in line 2. Then, since R is
satisfiable, and R ∪ P is unsatisfiable, we set (p, q) := (1,2) in line 4, and we enter the while-loop in lines 5–
8, which we run once, obtaining (p, q) = (1,1). We then set K := {P1} in line 9, and we enter the for-loop in
lines 10–18, which we run once (for j = 0), obtaining K = {P \ {(HighBloodPressure | HeartPatient)[1,1]}}. To do
so, we also run the while-loop in lines 12–16 for (m,n) = (0,2) and (m,n) = (1,2), obtaining (m,n) = (1,1).
We then set (l, u) := (1,0) in line 19, and we enter the for-loop in lines 20–23. Since K is a singleton, we
run the loop once (for H = P \ {(HighBloodPressure | HeartPatient)[1,1]}), and we obtain (l, u) = (0,0), since
R ∪H |=tight (HighBloodPressure|	)[0,0]. We thus return (0,0) in line 24.
Algorithms pt-consistency, pkb-consistency, and tight-lex-entailment reduce the problems PTCON, PKBCON, and
TLEXENT, respectively, to the problems SAT and TLOGENT. The following theorem shows that pt-consistency,
pkb-consistency, and tight-lex-entailment can be done by solving O(|P |2), O(|P |2 + |IP |), and O(2|P |), respectively,
instances of SAT and TLOGENT.
Theorem 5.4. (a) Algorithm pt-consistency can be done by solving O(|P |2) instances of SAT. (b) Algorithm pkb-
consistency can be done by solving O(|P |2 + |IP |) instances of SAT. (c) Algorithm tight-lex-entailment can be done
by solving O(2|P |) instances of SAT and TLOGENT.
5.3. Satisfiability and tight logical entailment
We now show that the problems SAT and TLOGENT can be reduced to deciding knowledge base satisfiability in
SHIF(D) (resp., SHOIN (D)), deciding the solvability of systems of linear constraints, and computing the optimal
value of linear programs. These results are immediate by the fact that deciding satisfiability and computing tight
intervals under logical entailment in probabilistic logic can be done by deciding whether a system of linear constraints
is solvable and by computing the optimal values of two linear programs, respectively (see especially [48]).
The following theorem shows that SAT is reducible to deciding knowledge base satisfiability in SHIF(D) (resp.,
SHOIN (D)) and deciding whether a system of linear constraints is solvable. Here (and in Theorem 5.7 below),
deciding knowledge base satisfiability in SHIF(D) (resp., SHOIN (D)) is used for computing the index set R =
{I ∈ IC | I |= T }, which can be done by deciding |IC | times whether some T ∪ {φ(i) | φ ∈ I } ∪ {¬φ(i) | φ ∈ C \ I }
with I ∈ IC is satisfiable.
Theorem 5.5. Let T be a classical knowledge base, and let F be a finite set of conditional constraints. Let R = {I ∈
IC | I |= T }. Then, T ∪F is satisfiable iff the system of linear constraints LC in Fig. 4 over the variables yr (r ∈ R)
is solvable.
Example 5.6 (Medical Example cont’d). Let the basic c-concepts in C be given by the concepts HighBloodPressure,
HeartPatient, PacemakerPatient, MalePacemakerPatient, and ∃HasHealthInsurance.PrivateHealthInsurance, which
we abbreviate by hbp, hp, pp, mpp, and hip, respectively. Let the classical knowledge base T be given by the axioms
mpp  pp and pp  hp, and let the finite set of conditional constraints F be given by the conditional constraints
(hbp | hp)[1,1], (¬hbp | pp)[1,1], (hp | 	)[1,1], (mpp | pp)[0.4,1], and (hip | hp)[0.9,1]. Then, IC comprises 32
worlds, and R = {I ∈ IC | I |= T } is given by the 16 worlds in Fig. 5. Furthermore, by Theorem 5.5, T ∪ F is
satisfiable, since the following system of six linear constraints over 16 variables is solvable (which is equivalent to the
reduced system of two linear constraints over two variables, obtained from the one shown by removing the first four
linear constraints and all their variables):
−y8 − y9 − y12 − y13 − y14 − y15  0
−y28 − y29 − y30 − y31  0
−y0 − y1 − y16 − y17  0
(−0.4) · (y12 + y13 + y28 + y29)+ 0.6 · (y14 + y15 + y30 + y31) 0
(−0.9) · (y8 + y12 + y14 + y24 + y28 + y30)+ 0.1 · (y9 + y13 + y15 + y25 + y29 + y31) 0
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r∈R,r|=¬ψφ
−lyr + ∑
r∈R,r|=ψφ
(1 − l)yr  0 (for all (ψ |φ)[l, u] ∈F , l > 0)
∑
r∈R,r|=¬ψφ
uyr + ∑
r∈R,r|=ψφ
(u− 1)yr  0 (for all (ψ |φ)[l, u] ∈F , u < 1)
∑
r∈R
yr = 1
yr  0 (for all r ∈ R)
Fig. 4. System of linear constraints LC for Theorems 5.5 and 5.7.
hbp hp pp mpp hip
I0 − − − − −
I1 − − − − +
I8 − + − − −
I9 − + − − +
I12 − + + − −
I13 − + + − +
I14 − + + + −
I15 − + + + +
hbp hp pp mpp hip
I16 + − − − −
I17 + − − − +
I24 + + − − −
I25 + + − − +
I28 + + + − −
I29 + + + − +
I30 + + + + −
I31 + + + + +
Fig. 5. Index set R for Example 5.6.
y0 + y1 + y8 + y9 + y12 + y13 + y14 + y15 + y16 + y17 + y24 + y25 + y28 + y29 + y30 + y31 = 1
y0, y1, y8, y9, y12, y13, y14, y15, y16, y17, y24, y25, y28, y29, y30, y31  0.
Finally, the following theorem shows that TLOGENT can be reduced to deciding knowledge base satisfiability in
SHIF(D) (resp., SHOIN (D)) and computing the optimal values of two linear programs.
Theorem 5.7. Let T be a classical knowledge base, let F be a finite set of conditional constraints, and let ψ be a
c-concept. Suppose that T ∪ F is satisfiable. Let R = {I ∈ IC | I |= T }. Then, l (resp., u) such that T ∪ F |=tight
(ψ |	)[l, u] is given by the optimal value of the following linear program over the variables yr (r ∈ R):
minimize (resp., maximize)
∑
r∈R, r|=ψ
yr subject to LC in Fig. 4. (1)
Example 5.8 (Medical Example cont’d). Let C, T , andF be as in Example 5.6, and let ψ = hip. Then, by Theorem 5.7,
l (resp., u) such that T ∪F |=tight (ψ | 	)[l, u] is given by 0.9 (resp., 1), which is the minimum (resp., maximum) of
y1 +y9 +y13 +y15 +y17 +y25 +y29 +y31 subject to the system of linear constraints in Example 5.6 (which is in turn
the minimum (resp., maximum) of y25 subject to the reduced system of linear constraints of the one in Example 5.6).
Note that there are several opportunities for optimizations when solving SAT and TLOGENT. In particular, one
can apply the rewriting techniques (on sets of conditional constraints) presented in [13,76] for the corresponding
problems in probabilistic logic. Furthermore, one can also apply column generation techniques (on linear optimization
problems), which have been successfully used to solve large problem instances in probabilistic logic; see especially
[41,50,62].
6. Complexity
In this section, we address the computational complexity of the main reasoning tasks in the probabilistic description
logics P-SHIF(D) and P-SHOIN (D). We first recall some necessary complexity classes, and previous complexity
results. Towards special cases of the main reasoning tasks in P-SHIF(D) and P-SHOIN (D) that have a lower com-
putational complexity, we then introduce probabilistic knowledge bases in DL-Lite. We finally provide our complexity
results.
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We assume that the reader has some elementary background in complexity theory, the concepts of Turing machines
and oracle calls, polynomial-time transformations among problems, and the hardness and completeness of a problem
for a complexity class; see especially [63,64,86]. We now briefly recall the complexity classes that we encounter in
our complexity results below. The class NP contains all decision problems that can be solved in polynomial time on
a nondeterministic Turing machine, while the class EXP (resp., NEXP) contains all decision problems that can be
solved in exponential time on a deterministic (resp., nondeterministic) Turing machine. The class PNP (resp., PNEXP)
contains all problems that are decidable in polynomial time on a deterministic Turing machine with the help of an
oracle for NP (resp., NEXP). The above complexity classes along with their inclusion relationships (all of which are
currently believed to be strict) are summarized by:
NP ⊆ PNP ⊆ EXP ⊆ NEXP ⊆ PNEXP.
For classifying problems that compute an output value, function classes similar to the classes above have been
introduced [63,93]. In particular, FPNP, FEXP, and FPNEXP are the functional analogs of PNP, EXP, and PNEXP,
respectively.
We recall that deciding whether a description logic knowledge base L in SHIF(D) (resp., SHOIN (D)) is sat-
isfiable is complete for EXP [55,98] (resp., NEXP, for both unary and binary number encoding; see [90,98] and the
NEXP-hardness proof for ALCQIO in [98], which implies the NEXP-hardness of SHOIN (D)). We also recall
that deciding whether a finite set of conditional constraints in probabilistic logic is satisfiable and deciding whether
a probabilistic default theory is σ -consistent are both NP-complete [73,76]. Computing tight logically entailed inter-
vals from a finite set of conditional constraints in probabilistic logic and computing tight lexicographically entailed
intervals from a probabilistic default theory are both FPNP-complete [73,76]. Note that, similarly, deciding whether
P(X = x) > 0 in a Bayesian network is NP-complete [17], and computing the exact probability P(X = x) in a
Bayesian network is complete for the counting class #P [92].
6.2. The description logic DL-Lite
Inspired by classical description logic knowledge bases in DL-Lite2 [16], which are a restricted class of classi-
cal description logic knowledge bases for which deciding whether a knowledge base is satisfiable can be done in
deterministic polynomial time, we now define a restricted class of probabilistic knowledge bases in DL-Lite.
We first recall DL-Lite. Let A, RA, and I be pairwise disjoint sets of atomic concepts, abstract roles, and individuals,
respectively. A basic concept in DL-Lite is either an atomic concept from A or an exists restriction on roles of the form
∃R.	 (abbreviated as ∃R), where R ∈ RA ∪R−A . Concepts in DL-Lite are defined by induction as follows. Every basic
concept in DL-Lite is a concept in DL-Lite. If b is a basic concept in DL-Lite, and φ1 and φ2 are concepts in DL-Lite,
then ¬b and φ1  φ2 are also concepts in DL-Lite. An axiom in DL-Lite is either (1) a concept inclusion axiom of
the form b  φ, where b is a basic concept in DL-Lite and φ is a concept in DL-Lite, or (2) a functionality axiom
(funct R), where R ∈ RA ∪ R−A , or (3) a concept membership axiom b(a), where b is a basic concept in DL-Lite and
a ∈ I, or (4) a role membership axiom R(a, c), where R ∈ RA and a, c ∈ I. A knowledge base in DL-Lite is a finite set
of axioms in DL-Lite. We recall the following result from [16], which says that deciding whether a knowledge base in
DL-Lite is satisfiable can be done in deterministic polynomial time.
Theorem 6.1. (See [16].) Given a knowledge base in DL-Lite T , deciding whether T is satisfiable can be done in
deterministic polynomial time.
We now define a similarly restricted class of probabilistic knowledge bases. A literal in DL-Lite is either a basic
concept in DL-Lite b or its negation ¬b. A conjunctive concept in DL-Lite is either ⊥, or 	, or a conjunction of literals
in DL-Lite. A set of conditional constraints F is defined in DL-Lite iff F is defined w.r.t. a set of basic c-concepts C
that contains only literals in DL-Lite. A PTBox PT = (T ,P ) is defined in P-DL-Lite iff (i) T is a knowledge base in
2 Note that DL-Lite is one of the most common tractable description logics in the context of the Semantic Web; DL-Lite is especially directed
towards data-intensive applications. Another tractable description logic is EL++ [4].
T. Lukasiewicz / Artificial Intelligence 172 (2008) 852–883 873Table 1
Complexity of decision problems
P-DL-Lite P-SHIF(D) P-SHOIN (D)
SAT NP-complete EXP-complete NEXP-complete
PTCON NP-complete EXP-complete NEXP-complete
PKBCON NP-complete EXP-complete NEXP-complete
Table 2
Complexity of computation problems
P-DL-Lite P-SHIF(D) P-SHOIN (D)
TLOGENT FPNP-complete FEXP-complete in FPNEXP
TLEXENT FPNP-complete FEXP-complete in FPNEXP
DL-Lite, and (ii) P is defined in DL-Lite. A probabilistic knowledge base KB = (T ,P, (Po)o∈IP ) is defined in P-DL-
Lite iff additionally every Po with o ∈ IP is defined in DL-Lite.
The following theorem shows that deciding whether a world I ∈ IC satisfies a knowledge base T in DL-Lite is pos-
sible in deterministic polynomial time when C contains only literals in DL-Lite. This result follows from Theorem 6.1
and the observation that I |= T can be reduced to deciding whether a knowledge base in DL-Lite is satisfiable when C
contains only literals in DL-Lite.
Theorem 6.2. Let T be a knowledge base in DL-Lite, and let C be a finite nonempty set of basic c-concepts that con-
tains only literals in DL-Lite. Then, given a world I ∈ IC , deciding whether I |= T holds is possible in deterministic
polynomial time.
6.3. Complexity results
Our complexity results for the main tasks in P-SHOIN (D), P-SHIF(D), and P-DL-Lite are compactly sum-
marized in Tables 1 and 2. In detail, the decision problems are all complete for NEXP, EXP, and NP when they are
defined in P-SHOIN (D), P-SHIF(D), and P-DL-Lite, respectively, while the computation problems are in FPNEXP,
complete for FEXP, and complete for FPNP, respectively. Hence, when the reasoning tasks are defined in P-DL-Lite,
then they have the same complexity as corresponding reasoning tasks in probabilistic logic and probabilistic default
reasoning. Furthermore, when the reasoning tasks are defined in P-SHIF(D), then they have the same complex-
ity as knowledge base satisfiability in SHIF(D). Finally, when the reasoning tasks are defined in P-SHOIN (D),
then their complexity ranges from the complexity of deciding whether a knowledge base in SHOIN (D) is satisfi-
able to the complexity of other sophisticated reasoning techniques for the Semantic Web, such as deciding whether a
description logic program relative to SHOIN (D) has a weak or strong answer set [28,30].
The following theorem shows that the decision problems are complete for NEXP, EXP, and NP when they are de-
fined in P-SHOIN (D), P-SHIF(D), and P-DL-Lite, respectively. Here, hardness for NEXP resp. EXP is inherited
from the hardness for NEXP resp. EXP of deciding whether a knowledge base in SHOIN (D) resp. SHIF(D) is
satisfiable, while hardness for NP is inherited from the hardness for NP of deciding whether a finite set of conditional
constraints in probabilistic logic is satisfiable and of deciding whether a probabilistic default theory is σ -consistent.
Membership follows from a small-model theorem for deciding whether a finite set of conditional constraints in prob-
abilistic logic is satisfiable [76].
Theorem 6.3. (a) SAT, PTCON, and PKBCON are complete for NEXP when T ∪ F , PT, and KB, respectively,
are defined in P-SHOIN (D). (b) SAT, PTCON, and PKBCON are complete for EXP when T ∪ F , PT, and KB,
respectively, are defined in P-SHIF(D). (c) SAT, PTCON, and PKBCON are complete for NP when T ∪F , PT, and
KB, respectively, are defined in P-DL-Lite.
The next theorem shows that the computation problems are in FPNEXP, complete for FEXP, and complete for FPNP
when they are defined over P-SHOIN (D), P-SHIF(D), and P-DL-Lite, respectively. Here, hardness for FEXP is
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while FPNP-hardness is inherited from the FPNP-hardness of computing tight logically entailed intervals from a finite
set of conditional constraints in probabilistic logic and of computing tight lexicographically entailed intervals from a
probabilistic default theory. The membership results follow from a small-model theorem for computing tight logically
entailed intervals from a finite set of conditional constraints in probabilistic logic [76].
Theorem 6.4. (a) TLOGENT and TLEXENT are complete for FPNEXP when T ∪ F and PT ∪ F , respectively, are
defined in P-SHOIN (D). (b) TLOGENT and TLEXENT are complete for FEXP when T ∪F and PT ∪F , respec-
tively, are defined in P-SHIF(D). (c) TLOGENT and TLEXENT are complete for FPNP when T ∪F and PT ∪F ,
respectively, are defined in P-DL-Lite.
7. Related work
In this section, we give a brief overview on related approaches to (i) probabilistic description logics and proba-
bilistic web ontology languages, (ii) default reasoning from conditional knowledge bases and defaults in description
logics, and (iii) possibilistic and fuzzy description logics.
7.1. Probabilistic description logics and web ontology languages
There are several related approaches to probabilistic description logics in the literature [51,60,61,65], which can
be classified according to the generalized description logics, the supported forms of probabilistic knowledge, and
the underlying probabilistic reasoning formalism. Heinsohn [51] presents a probabilistic extension of the description
logic ALC, which allows to represent terminological probabilistic knowledge about concepts and roles, and which is
essentially based on probabilistic reasoning in probabilistic logics, similar to [3,35,72,83]. Heinsohn [51], however,
does not allow for assertional knowledge about concept and role instances. Jaeger’s work [60] (which is perhaps the
one closest in spirit to the new probabilistic description logics of this paper) proposes another probabilistic extension
of the description logic ALC, which allows for terminological and assertional probabilistic knowledge about con-
cepts/roles and about concept instances, respectively, but does not support assertional probabilistic knowledge about
role instances (but he mentions a possible extension in this direction). The uncertain reasoning formalism in [60] is
essentially based on probabilistic reasoning in probabilistic logics, as the one in [51], but coupled with cross-entropy
minimization to combine terminological probabilistic knowledge with assertional probabilistic knowledge. Jaeger’s
recent work [61] is less closely related, as it focuses on interpreting probabilistic concept subsumption and probabilis-
tic role quantification through statistical sampling distributions, and develops a probabilistic version of the guarded
fragment of first-order logic. The work by Koller et al. [65] gives a probabilistic generalization of the CLASSIC de-
scription logic. Like Heinsohn’s work [51], it allows for terminological probabilistic knowledge about concepts and
roles, but does not support assertional knowledge about instances of concepts and roles. However, differently from
[51], it is based on inference in Bayesian networks as underlying probabilistic reasoning formalism. Closely related
work by Yelland [104] combines a restricted description logic close to FL with Bayesian networks. It also allows for
terminological probabilistic knowledge about concepts and roles, but does not support assertional knowledge about
instances of concepts and roles.
The novel probabilistic description logics in this paper differ from the ones in [51,60,61,65] in several ways. First,
they are probabilistic extensions of the expressive description logics SHIF(D) and SHOIN (D), which stand behind
OWL Lite and OWL DL, respectively, towards sophisticated formalisms for reasoning under probabilistic uncertainty
in the Semantic Web. Second, they allow for expressing both terminological probabilistic knowledge about concepts
and roles, and also assertional probabilistic knowledge about instances of concepts and roles. Third, they are based on
probabilistic lexicographic entailment from probabilistic default reasoning [73,75] as underlying probabilistic reason-
ing formalism, which treats terminological and assertional probabilistic knowledge in a semantically very appealing
way as probabilistic knowledge about random resp. concrete instances.
Related works on probabilistic web ontology languages focus especially on combining the web ontology language
OWL with probabilistic formalisms based on Bayesian networks. In particular, da Costa [19], da Costa and Laskey
[20], and da Costa et al. [21] suggest a probabilistic generalization of OWL, called PR-OWL, which is based on multi-
entity Bayesian networks. The latter are a Bayesian logic that combines first-order logic with Bayesian probabilities.
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Bayesian networks. BayesOWL provides a set of rules and procedures for the direct translation of an OWL ontology
into a Bayesian network that supports ontology reasoning, both within and across ontologies, as Bayesian inferences.
Ding et al. [24,85] also describe an application of this approach in ontology mapping. In closely related work, Mitra et
al. [82] introduce a technique to enhancing existing ontology mappings by using a Bayesian network to represent the
influences between potential concept mappings across ontologies. Yang and Calmet [103] present an integration of
the web ontology language OWL with Bayesian networks. The approach makes use of probability and dependency-
annotated OWL to represent uncertain information in Bayesian networks. Pool and Aikin [89] also provide a method
for representing uncertainty in OWL ontologies, while Fukushige [36] proposes a basic framework for representing
probabilistic relationships in RDF. Finally, Nottelmann and Fuhr [84] present two probabilistic extensions of variants
of OWL Lite, along with a mapping to locally stratified probabilistic Datalog.
An important application for probabilistic ontologies (and thus probabilistic description logics and web ontol-
ogy languages) is especially information retrieval: In particular, Subrahmanian’s group [59,100] explores the use of
probabilistic ontologies in relational databases. They propose to extend relations by associating with every attribute
a constrained probabilistic ontology, which describes relationships between terms occurring in the domain of that
attribute. An extension of the relational algebra then allows for an increased recall (which is the proportion of docu-
ments relevant to a search query in the collection of all returned documents) in information retrieval. In closely related
work, Mantay et al. [81] propose a probabilistic least common subsumer operation, which is based on a probabilistic
extension of the description logic ALN . They show that applying this approach in information retrieval allows for
reducing the amount of retrieved data and thus for avoiding information flood. Another closely related work by Holi
and Hyvönen [52,53] shows how degrees of overlap between concepts can be modeled and computed efficiently using
Bayesian networks based on RDF(S) ontologies. Such degrees of overlap indicate how well an individual data item
matches the query concept, and can thus be used for measuring the relevance in information retrieval tasks.
7.2. Conditional knowledge bases and defaults in description logics
Conditional knowledge bases consist of a set of strict statements in classical logic and a set of defeasible rules, also
called defaults. The former must always hold, while the latter are rules of the kind ψ ← φ, which read as “generally,
if φ then ψ”. Such rules may have exceptions, which can be handled in different ways. The following example
illustrates conditional knowledge bases.
Example 7.1 (Penguins). A conditional knowledge base KB may encode the strict logical knowledge “all penguins are
birds” and the default logical knowledge “generally, birds fly”, “generally, penguins do not fly”, and “generally, birds
have wings”. Some desirable conclusions from KB [45] are “generally, birds fly” and “generally, birds have wings”
(which both belong to KB), “generally, penguins have wings” (since the set of all penguins is a subclass of the set
of all birds, and thus penguins should inherit all properties of birds, even though penguins are exceptional relative to
the property of being able to fly), “generally, penguins do not fly” (since properties of more specific classes should
override inherited properties of less specific classes), and “generally, red birds fly” (since “red” is not mentioned at all
in KB and thus should be considered irrelevant to the ability to fly of birds).
The literature contains several different proposals for default reasoning from conditional knowledge bases and
extensive work on its desired properties. The core of these properties are the rationality postulates of System P by
Kraus et al. [66], which constitute a sound and complete axiom system for several classical model-theoretic entail-
ment relations under uncertainty measures on worlds. They characterize classical model-theoretic entailment under
preferential structures [66], infinitesimal probabilities [2], possibility measures [27], and world rankings [46,95]. They
also characterize an entailment relation based on conditional objects [26]. A survey of all these relationships is given
in [9,37]. Mainly to solve problems with irrelevant information, the notion of rational closure as a more adventurous
notion of entailment was introduced by Lehmann [68]. It is in particular equivalent to entailment in System Z by
Pearl [88] and to the least specific possibility entailment by Benferhat et al. [10]. Mainly in order to solve problems
with property inheritance from classes to exceptional subclasses, the maximum entropy approach to default entailment
was proposed by Goldszmidt et al. [43], the notion of lexicographic entailment was introduced by Lehmann [67] and
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Example 7.2 (Penguins cont’d). Consider again the conditional knowledge base KB of Example 7.1. For example,
under lexicographic entailment, we then conclude from KB that “generally, birds fly”, “generally, birds have wings”,
“generally, penguins have wings”, “generally, penguins do not fly”, and “generally, red birds fly”, which all are desired
conclusions of KB (see Example 7.1). We observe that lexicographic entailment realizes an inheritance of properties
along subclass relationships, where more specific properties override less specific properties, without showing the
problem of inheritance blocking (where properties are not inherited to subclasses that are exceptional relative to some
other properties).
Since probabilistic lexicographic entailment faithfully extends Lehmann’s lexicographic entailment [73], con-
ditional constraints of the form (ψ |φ)[1,1] in PTBoxes semantically behave like defaults ψ ← φ in conditional
knowledge bases under Lehmann’s lexicographic entailment. To my knowledge, the expressive probabilistic descrip-
tion logics P-SHIF(D) and P-SHOIN (D) are the first extensions of description logics by defaults as in conditional
knowledge bases. Note that such defaults over c-concepts under Lehmann’s lexicographic entailment behave differ-
ently from the defaults in the terminological default logic with specificity handling via priorities in [7]. First, we here
assume a ranking on defaults, while [7] assumes a strict partial ordering on defaults. Second, this ranking is com-
puted by also taking into account all defaults, while the strict partial ordering in [7] is computed from the available
terminological knowledge (about the prerequisites of defaults) only.
Example 7.3 (Penguins cont’d). Let the conditional knowledge base KB′ be given by KB of Example 7.1, except that
the strict logical knowledge “all penguins are birds” is replaced by the default logical knowledge “generally, penguins
are birds”. Then, all the default statements in Example 7.2 (which are lexicographically entailed by KB) are also
lexicographically entailed by KB′. However, treating KB′ in the sense of [7] only produces the empty strict partial
ordering on the defaults, and thus does not allow for any (default) specificity handling.
Other extensions of description logics by defaults as in Reiter’s default logic [91] (see, e.g., [6,14]) are less closely
related, since Reiter’s defaults semantically behave quite differently from defaults in conditional knowledge bases
(see, e.g., [29]).
7.3. Possibilistic and fuzzy description logics
Similarly to probabilistic description logics for the Semantic Web, also possibilistic and fuzzy description logics
for the Semantic Web have been developed (see especially the works by Dubois et al. [25] and by Straccia [96], re-
spectively), which adapt and generalize previous approaches to possibilistic description logics and to fuzzy description
logics to the needs of the Semantic Web.
Semantically, however, possibilistic and fuzzy description logics are very different from probabilistic description
logics, as they are based on possibility measures and on many-valued interpretations under compositional truth func-
tions, respectively, rather than probability measures. As a consequence, possibilistic description logics encode in
particular rankings and preferences (e.g., “John prefers an ice cream to a beer”), while fuzzy description logics allow
for expressing forms of vagueness and imprecision (e.g., “John is tall with the degree of truth 0.9”). Probabilistic
description logics, in contrast, encode quantified ambiguous information (e.g., “John is a student with the probability
0.7 and a teacher with the probability 0.3”).
8. Conclusion
Towards sophisticated formalisms for reasoning under probabilistic uncertainty in the Semantic Web, we have pre-
sented the probabilistic description logics P-SHIF(D) and P-SHOIN (D), which are extensions of the expressive
description logics SHIF(D) and SHOIN (D) behind OWL Lite and OWL DL, respectively. The new probabilistic
description logics allow for expressing rich terminological and assertional probabilistic knowledge. They are se-
mantically based on the notion of probabilistic lexicographic entailment from probabilistic default reasoning, which
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resp. concrete instances. As an important additional feature, the new probabilistic description logics also allow for
expressing terminological default knowledge, which is semantically interpreted as in Lehmann’s lexicographic en-
tailment in default reasoning from conditional knowledge bases. We have presented sound and complete algorithms
for the main reasoning problems in P-SHIF(D) and P-SHOIN (D), which are based on reductions to classical
reasoning in SHIF(D) and SHOIN (D), respectively, and to solving linear optimization problems. In particular,
they show the important result that the main reasoning problems in both P-SHIF(D) and P-SHOIN (D) are de-
cidable/computable. Furthermore, we have analyzed the computational complexity of the main reasoning problems in
the general as well as restricted cases.
The extension by probabilistic uncertainty can be applied to other classical description logics as well. The syntax
and semantics of such an extension can then be defined in the same way as for P-DL-Lite, P-SHIF(D), and P-
SHOIN (D). If the chosen classical description logic allows for decidable knowledge base satisfiability, then also
the main reasoning tasks in the probabilistic extension discussed in this paper are all decidable and can be solved
with the same algorithms, by testing knowledge base satisfiability in the chosen classical description logic, rather
than in DL-Lite, SHIF(D), or SHOIN (D). The complexity results for the main reasoning tasks in P-DL-Lite, P-
SHIF(D), and P-SHOIN (D) also carry over to such an extension as long as the knowledge base satisfiability tests
in the extended classical description logic have the same complexity as the knowledge base satisfiability tests in DL-
Lite, SHIF(D), and SHOIN (D) (that is, can be done in polynomial time, are complete for EXP, and are complete
for NEXP), respectively. Note that to allow for probabilistic role membership axioms (encoding that “R(a, b) (resp.,
U(a, v)) holds with a probability between l and u”), the extended classical description logic should have the oneOf
(resp., datatype oneOf) construct.
An implementation of the new probabilistic description logics can be developed on top of the system NMPROBLOG
(which implements different notions of nonmonotonic probabilistic entailment, including probabilistic lexicographic
entailment in probabilistic default reasoning; see [71]) by essentially replacing its component for classical reasoning
in propositional logics by a component for classical reasoning in SHIF(D) (e.g., RACER [47] or KAON2 (see
http://kaon2.semanticweb.org)) and SHOIN (D) (e.g., FaCT++ [54,99] or Pellet [87]).
Current work concerns the development and implementation of probabilistic generalizations of OWL Lite and
OWL DL that are based on the new probabilistic description logics P-SHIF(D) resp. P-SHOIN (D). An interesting
topic of future research is to explore an application of the new probabilistic description logics for matchmaking and
ranking objects in ontologies (e.g., along the lines of [22,79,80,94]). Another issue for future work is to investigate
an integration of the new probabilistic description logics with description logic programs (e.g., the ones presented
in [30,31]) and probabilistic description logic programs (e.g., the ones introduced in [15,74,77]). Finally, it would also
be interesting to allow for more complex data types and more complex probabilistic query languages on top of the
expressive probabilistic description logics P-SHIF(D) and P-SHOIN (D).
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Appendix A. Proofs for Section 4
Proof of Proposition 4.8. (⇒) Suppose that T is satisfiable. That is, there exists an interpretation I = (ΔI , ·I)
with ΔI = ∅ relative to a datatype theory D = (ΔD, ·D) such that I satisfies T . Let i be any member of ΔI , and let
I = {φ ∈ C | i ∈ φI}. Then, I is a world from IC such that T ∪ {φ(j) | φ ∈ I } ∪ {¬φ(j) | φ ∈ C \ I } is satisfiable. That
is, I is a model of T .
(⇐) Suppose that T has a model I ∈ IC . That is, T ∪ {φ(i) | φ ∈ I } ∪ {¬φ(i) | φ ∈ C \ I } is satisfiable, and thus
also T is satisfiable. 
878 T. Lukasiewicz / Artificial Intelligence 172 (2008) 852–883Proof of Proposition 4.9. (⇒) Suppose that T is satisfiable. By Proposition 4.8, T has a model I ∈ IC . Let the
probabilistic interpretation Pr on IC be defined by Pr(I ) = 1 and Pr(I ′) = 0 for all other I ′ ∈ IC . Then, Pr is a model
of T on IC .
(⇐) Suppose that T has a model Pr on IC . Then, there exists some I ∈ IC such that Pr(I ) > 0. Since Pr is a
model of T , also I is a model of T . By Proposition 4.8, T is satisfiable. 
Proof of Theorem 4.14. (⇒) Suppose that PT = (T ,P ) is consistent. That is, (i) T is satisfiable and (ii) there exists
an ordered partition (P0, . . . ,Pk) of P such that each Pi with i ∈ {0, . . . , k} is the set of all F ∈ Pi ∪ · · · ∪ Pk that
are tolerated under T by Pi ∪ · · · ∪ Pk . The latter implies that every F ∈ Pi with i ∈ {0, . . . , k} is tolerated under T
by Pi ∪ · · · ∪ Pk .
(⇐) Suppose that (i) T is satisfiable and (ii) there exists an ordered partition (P0, . . . ,Pk) of P such that every
F ∈ Pi with i ∈ {0, . . . , k} is tolerated under T by Pi ∪ · · · ∪ Pk . Let the pairwise disjoint subsets P ′0, . . . ,P ′l of P
be defined as follows: (a) every P ′i with i ∈ {0, . . . , l} is the set of all F ∈ P \ (P ′0 ∪ · · · ∪ P ′i−1) that are tolerated
under T by P \ (P ′0 ∪ · · · ∪ P ′i−1), and (b) no F in P  = P \ (P ′0 ∪ · · · ∪ P ′l−1) is tolerated under T by P . We
now show that P  = ∅. Towards a contradiction, suppose the contrary. Then, let j ∈ {0, . . . , k} be maximal such that
P  ⊆ Pj ∪ · · · ∪ Pk . Hence, there exists some F ∈ P  ∩ Pj that is not tolerated under T by P , and thus also not
tolerated under T by Pj ∪ · · · ∪ Pk . But this contradicts every F ∈ Pi with i ∈ {0, . . . , k} being tolerated under T
by Pi ∪ · · · ∪ Pk . This shows that P  = ∅. Thus, PT = (T ,P ) is consistent. 
Proof of Theorem 4.18. (a) If Q= ∅, then T ∪Q∪F ∪ {(φ|	)[1,1]} is not satisfiable for all Q ⊆ P . In particular,
T ∪F ∪ {(φ|	)[1,1]} is not satisfiable. Thus, F ‖∼lextight (ψ |φ)[1,0] under PT .
(b) Suppose that Q = ∅. Then, a probabilistic interpretation Pr is a lex-minimal model of T ∪ F ∪ {(φ|	)[1,1]}
iff (i) Pr is a model of T ∪ F ∪ {(φ|	)[1,1]} and (ii) {F ∈ P | Pr |= F } is a lex-minimal element in the set of
all Q ⊆ P such that T ∪ Q ∪ F ∪ {(φ|	)[1,1]} is satisfiable. The latter is in turn equivalent to Pr being a model
of T ∪Q∪F ∪ {(φ|	)[1,1]} for some Q ∈Q. 
Appendix B. Proofs for Section 5
Proof of Theorem 5.4. (a) We first consider Algorithm pt-consistency. In line 1, we first decide one time whether
T is satisfiable. In line 7, we then decide O(|P |2) times whether T ∪H ∪ {(φ|	)[1,1]}, for C = (ψ |φ)[l, u] ∈ H , is
satisfiable. In summary, pt-consistency can be done by solving O(|P |2) instances of SAT.
(b) We next consider Algorithm pkb-consistency. In line 1, we first decide whether (T ,P ) is consistent. By (a), this
can be done by solving O(|P |2) instances of SAT. In line 3, we then decide |IP | times whether T ∪ Po, for o ∈ IP , is
satisfiable. In summary, pkb-consistency can be done by solving O(|P |2 + |IP |) instances of SAT.
(c) As for Algorithm tight-lex-entailment, in line 1, we first decide whether PT is consistent. By (a), this can be
done by solving O(|P |2) instances of SAT. In lines 3 and 4, we then decide one time whether T ∪F ∪ {(φ|	)[1,1]}
and T ∪F ∪ {(φ|	)[1,1]} ∪ P , respectively, are satisfiable. Thereafter, in line 7, we decide O(ln |P |) times whether
T ∪F ∪ {(φ|	)[1,1]} ∪Pl ∪ · · · ∪Pk is satisfiable, and in lines 14 and 17, we decide O(2|P |) times whether T ∪F ∪
{(φ|	)[1,1]}∪G∪H is satisfiable, for certain G ⊆ Pi and H ⊆ Pi+1 ∪· · ·∪Pk . Furthermore, in line 21, we compute
O(2|P |) times the rational numbers c, d ∈ [0,1] such that T ∪ F ∪ {(φ|	)[1,1]} ∪ H |=tight (ψ |	)[c, d], for certain
H ⊆ P . In summary, tight-lex-consequence can be done by solving O(2|P |) instances of SAT and TLOGENT. 
Appendix C. Proofs for Section 6
Proof of Theorem 6.2. Recall that I |= T is equivalent to T ′ = T ∪ {φ(i) | φ ∈ I } ∪ {¬φ(i) | φ ∈ C \ I } being
satisfiable, where i is a new individual. Since C is a finite set of literals in DL-Lite, deciding whether T ′ is satisfiable
can be done by a satisfiability test on a knowledge base of the form T ′′ = T ∪ {b(i) | b ∈ B+} ∪ {¬b(i) | b ∈ B−},
which in turn is satisfiable iff T ′′′ = T ∪ {b(i) | b ∈ B+} ∪ {b¬(i) | b ∈ B−} ∪ {b¬  ¬b | b ∈ B−} is satisfiable,
where the b¬’s are new basic concepts in DL-Lite that do not occur in T ′′. Since T ′′′ is a knowledge base in DL-Lite,
by Theorem 6.1, deciding whether T ′′′ is satisfiable can be done in polynomial time. In summary, deciding whether
I |= T holds is possible in polynomial time. 
T. Lukasiewicz / Artificial Intelligence 172 (2008) 852–883 879Proof of Theorem 6.3. (a) We first show that SAT is NEXP-complete for T ∪F in SHOIN (D). By Theorem 5.5,
T ∪F is satisfiable iff the system of linear constraints LC in Fig. 4 over the variables yr (r ∈ R = {I ∈ IC | I |= T })
is solvable. By a fundamental result from linear programming, the solvability of LC implies the existence of a solution
of LC that has a polynomial size in the input size of F [33], that is, a solution yr (r ∈ R) of LC such that (i) the number
of all r ∈ R with yr > 0 and (ii) the size of each yr with r ∈ R and yr > 0 are polynomial in the input size of F .
Hence, guessing such a solution yr (r ∈ R) of LC can be done in nondeterministic polynomial time, and verifying
that (a) r |= T for all r ∈ R with yr > 0 and (b) yr (r ∈ R) satisfies LC can be done in nondeterministic exponential
time for T in SHOIN (D) and in polynomial time, respectively. In summary, guessing and verifying such a solution
of LC, and thus deciding whether T ∪ F is satisfiable, is in NEXP. The NEXP-hardness of SAT is immediate by
a reduction from the NEXP-hard problem of deciding knowledge base satisfiability in SHOIN (D), since T has a
probabilistic model Pr iff T has a classical model I .
We next prove that PTCON is NEXP-complete for PT in SHOIN (D). By Theorem 4.14, a PTBox PT = (T ,P )
is consistent iff (i) T is satisfiable and (ii) there exists an ordered partition (P0, . . . ,Pk) of P such that every F ∈ Pi ,
i ∈ {0, . . . , k}, is tolerated under T by Pi ∪ · · ·∪Pk . Since deciding knowledge base satisfiability in SHOIN (D) is in
NEXP, deciding whether (i) holds is in NEXP. Observe then that guessing a partition (P0, . . . ,Pk) of P is possible in
nondeterministic polynomial time, and verifying that every F ∈ Pi , i ∈ {0, . . . , k}, is tolerated under T by Pi ∪· · ·∪Pk
is in NEXP, since SAT is in NEXP. In summary, guessing and verifying such a partition is in NEXP, and thus also
deciding whether PT is consistent is in NEXP. The NEXP-hardness of PTCON holds by a reduction from the NEXP-
hard problem of deciding knowledge base satisfiability in SHOIN (D), since PT = (T ,∅) is consistent iff T has a
classical model I .
We finally prove that PKBCON is NEXP-complete for KB in SHOIN (D). Recall that a probabilistic knowledge
base KB = (T ,P, (Po)o∈IP ) is consistent iff (T ,P ) is consistent and every T ∪ Po with o ∈ IP is satisfiable. As
argued above, deciding whether (T ,P ) is consistent is in NEXP, and deciding whether every T ∪ Po with o ∈ IP is
satisfiable is in NEXP as well. This already shows that PKBCON is in NEXP. The NEXP-hardness of PTCON holds
by a reduction from the NEXP-hard problem of deciding knowledge base satisfiability in SHOIN (D), since KB =
(T ,∅, ()) is consistent iff T has a classical model I .
(b) We first show that SAT is EXP-complete for T ∪ F in SHIF(D). By Theorem 5.5, T ∪ F is satisfiable iff
the system of linear constraints LC in Fig. 4 over the variables yr (r ∈ R = {I ∈ IC | I |= T }) is solvable. By a
fundamental result from linear programming, the solvability of LC implies the existence of a solution of LC that
has a polynomial size in the input size of F [33], that is, a solution yr (r ∈ R) of LC such that (i) the number of
all r ∈ R with yr > 0 is polynomial in the input size of F and (ii) the size of each yr with r ∈ R and yr > 0 is
polynomial in the input size of F . Hence, deciding whether LC is solvable can be done by generating all potential
polynomial-size solutions yr (r ∈ R) of LC, and verifying that (a) r |= T for all r ∈ R with yr > 0 and (b) yr (r ∈ R)
satisfies LC. Since (a) is in EXP and (b) is possible in polynomial time, deciding whether LC is solvable is in EXP as
well. The EXP-hardness of SAT is immediate by a reduction from the EXP-hard problem of deciding knowledge base
satisfiability in SHIF(D), since T has a probabilistic model Pr iff T has a classical model I .
We next prove that PTCON is EXP-complete for PT in SHIF(D). Recall that Algorithm pt-consistency decides
whether PT = (T ,P ) is consistent. By Theorem 5.4, Algorithm pt-consistency can be done by solving O(|P |2) in-
stances of SAT. As argued above, solving one such instance of SAT is in EXP. In summary, deciding whether PT is
consistent is in EXP. The EXP-hardness of PTCON holds by a reduction from the EXP-hard problem of deciding
knowledge base satisfiability in SHIF(D), since PT = (T ,∅) is consistent iff T has a classical model I .
We finally prove that PKBCON is EXP-complete for KB in SHIF(D). Recall that a probabilistic knowledge
base KB = (T ,P, (Po)o∈IP ) is consistent iff (T ,P ) is consistent and every T ∪Po with o ∈ IP is satisfiable. As argued
above, deciding whether (T ,P ) is consistent is in EXP, and deciding whether every T ∪ Po with o ∈ IP is satisfiable
is in EXP as well. In summary, this shows that deciding whether KB is consistent is in EXP. The EXP-hardness of
PTCON holds by a reduction from the EXP-hard problem of deciding knowledge base satisfiability in SHIF(D),
since KB = (T ,∅, ()) is consistent iff T has a classical model I .
(c) The proofs that SAT, PTCON, and PKBCON are in NP when T ∪F , PT , and KB, respectively, are defined in
DL-Lite are verbally the same as the proofs that SAT, PTCON, and PKBCON are in NEXP when T ∪ F , PT , and
KB, respectively, are defined in SHOIN (D) in (a), except that now we use that deciding whether r |= T holds is in
880 T. Lukasiewicz / Artificial Intelligence 172 (2008) 852–883P, rather than in NEXP, as for SHOIN (D). Furthermore, we use that SAT and PTCON for DL-Lite are both in NP,
rather than in NEXP.
Hardness for NP of SAT holds by a reduction from the NP-complete problem of deciding whether a finite set
F of conditional constraints over Boolean combinations of elementary propositions is satisfiable [76], since T ∪ F
with T = ∅ is satisfiable in our framework iff F is satisfiable in the framework of [76]. Hardness for NP of PTCON
holds by a reduction from the NP-complete graph 3-colorability problem [38]. The proof is identical to the proof of
NP-hardness of deciding whether a probabilistic default theory is σ -consistent in [73]. Finally, hardness for NP of
PKBCON holds by a reduction from the NP-complete problem PTCON, since KB = (T ,P, ()) is consistent iff (T ,P )
is consistent. 
Proof of Theorem 6.4. (a) We first show that TLOGENT is in FPNEXP for T ∪F in SHOIN (D). By Theorem 5.7,
l (resp., u) such that T ∪F |=tight (ψ |	)[l, u] is the optimal value of the linear program (1) over the variables yr (r ∈
R = {I ∈ IC | I |= T }). By a fundamental result from linear programming, the optimal value l (resp., u) of (1) has
a polynomial size in the input size of F [76]. Thus, we can compute l (resp., u) by binary search on the set of
all potential polynomial-size values s of the objective function of (1) subject to LC. For each such s, we decide
whether T ∪F ∪{(ψ |	)[s, s]} is satisfiable. The binary search can be done in polynomial time, and each satisfiability
check is in NEXP, by Theorem 6.3 (a). In summary, this shows that TLOGENT is in FPNEXP.
We next show that TLEXENT is in FPNEXP for PT = (T ,P ) and F in SHOIN (D). Let l (resp., u) be such that
F ‖∼lextight (ψ |φ)[l, u] under PT . If T ∪ F ∪ {(φ|	)[1,1]} is unsatisfiable, then l = 1 (resp., u = 0). Otherwise, by
Theorem 4.18, l (resp., u) is given by min l′ (resp., maxu′) subject to T ∪Q∪F ∪ {(φ|	)[1,1]} |=tight (ψ |	)[l′, u′]
and Q ∈Q, where Q is the set of all lex-minimal elements in the set of all S ⊆ P such that T ∪ S ∪F ∪ {(φ|	)[1,1]}
is satisfiable.
Observe then that the vector (n0, . . . , nk) = (|Q ∩ P0|, . . . , |Q ∩ Pk|) is the same for all Q ∈ Q and in fact
characterizes Q. More concretely, Q is the set of all S ⊆ P such that (i) (| ∩ P0|, . . . , |S ∩ Pk|) = (n0, . . . , nk)
and (ii) T ∪ S ∪ F ∪ {(φ|	)[1,1]} is satisfiable. Furthermore, the vector (n0, . . . , nk) can be computed stepwise
for decreasing i ∈ {0, . . . , k} (starting with i = k) by deciding for every d ∈ {0, . . . , |Pi |} () whether there ex-
ists some S ⊆ Pi ∪ · · · ∪ Pk such that (i) |S ∩ Pi | = d , (ii) |S ∩ Pj | = nj for all j ∈ {i + 1, . . . , k}, and (iii)
T ∪ S ∪ F ∪ {(φ|	)[1,1]} is satisfiable. Guessing some S ⊆ Pi ∪ · · · ∪ Pk is possible in nondeterministic polyno-
mial time, and deciding whether (i)–(iii) hold is in NEXP, by Theorem 6.3 (a). Hence, () is in NEXP, and thus the
overall stepwise computation of the vector (n0, . . . , nk) is in FPNEXP.
By Theorem 5.7, l′ (resp., u′) such that T ∪Q ∪F ∪ {(φ|	)[1,1]} |=tight (ψ |	)[l′, u′] is the optimal value of the
linear program (1)′ over the variables yr (r ∈ R = {I ∈ IC | I |= T }), where (1)′ is obtained from (1) by replacing
F by Q ∪F ∪ {(φ|	)[1,1]}. As argued above, by a fundamental result from linear programming, the optimal value
l′ (resp., u′) of (1)′ has a polynomial size in the input size of Q∪F ∪ {(φ|	)[1,1]} [76]. This shows that the desired
l (resp., u) has a polynomial size in the input size of P ∪F ∪ {(φ|	)[1,1]}. Hence, we can compute l (resp., u) by
binary search on the set of all potential polynomial-size values s of the objective function of (1)′. For each such s, we
decide whether some Q ∈Q exists such that T ∪Q∪F ∪{(φ|	)[1,1]}∪{(ψ |	)[s, s]} is satisfiable. The binary search
is possible in polynomial time, and guessing some S ⊆ P and verifying that (i) (|S ∩P0|, . . . , |S ∩Pk|) = (n0, . . . , nk)
and (ii) T ∪S∪F∪{(φ|	)[1,1]}∪{(ψ |	)[s, s]} is satisfiable is in NEXP, by Theorem 6.3 (a). In summary, computing
the desired l (resp., u) is in FPNEXP, once (n0, . . . , nk) is given.
The overall algorithm for computing l (resp., u) such that F ‖∼lextight (ψ |φ)[l, u] under PT is thus given as follows.
We first decide whether T ∪ F ∪ {(φ|	)[1,1]} is unsatisfiable, which is in co-NEXP, by Theorem 6.3 (a). If this is
the case, then l = 1 (resp., u = 0). Otherwise, we first compute the vector (n0, . . . , nk), and then l (resp., u) by binary
search, which is both in FPNEXP. In summary, computing l (resp., u) such that F ‖∼lextight (ψ |φ)[l, u] under PT is in
FPNEXP.
(b) We first prove that TLOGENT is FEXP-complete for T ∪F in SHIF(D). Membership in FEXP is proved in
the same way as membership in FPNEXP for SHOIN (D), except that now each satisfiability check is in EXP, by
Theorem 6.3 (b), and thus TLOGENT is in FEXP. The FEXP-hardness of TLOGENT is immediate by a reduction
from the EXP-hard problem of deciding knowledge base satisfiability in SHIF(D), since T |=tight (	|	)[1,1] iff T
has a classical model I .
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membership in FPNEXP for SHOIN (D), except that now each satisfiability check is in EXP, by Theorem 6.3 (b),
and thus TLEXENT is in FEXP. Furthermore, hardness for FEXP of TLEXENT is immediate by a reduction from
the EXP-hard problem of deciding knowledge base satisfiability in SHIF(D), since T ‖∼lextight (	|	)[1,1] iff T has a
classical model I .
(c) The proofs that TLOGENT and TLEXENT are in FPNP when T ∪F and PT ∪F , respectively, are defined in DL-
Lite are the same as the proofs that TLOGENT and TLEXENT are in FPNEXP when T ∪F and PT ∪F , respectively,
are defined in SHOIN (D) in (a), except that now we use that SAT for DL-Lite is in NP, rather than in NEXP, as for
SHOIN (D).
Hardness for FPNP of TLOGENT holds by a reduction from the FPNP-complete problem of computing tight
logically entailed intervals from a finite set F of conditional constraints over Boolean combinations of elementary
propositions [76], since tight logical entailment from T ∪F with T = ∅ here coincides with tight logical entailment
from F in [76]. Hardness for FPNP of TLEXENT holds by a reduction from the FPNP-complete traveling salesman
cost problem [86]. The proof is identical to the proof of FPNP-hardness of computing tight lex-entailed intervals from
a probabilistic default theory in [73]. 
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