We study (constrained) nonconvex (composite) optimization problems where the decision variables vector can be split into blocks of variables. Random block projection is a popular technique to handle this kind of problem for its remarkable reduction of the computational cost from the projection. However, this powerful method has not been proposed for the situation that first-order information is prohibited and only zeroth-order information is available. In this paper, we propose to develop different classes of zeroth-order stochastic block coordinate type methods. Zeroth-order block coordinate descent (ZS-BCD) is proposed for solving unconstrained nonconvex optimization problem. For composite optimization, we establish the zeroth-order stochastic block mirror descent (ZS-BMD) and its associated two-phase method to achieve the complexity bound for the (ǫ, Λ)-solution of the composite optimization problem. Furthermore, we also establish zeroth-order stochastic block coordinate conditional gradient (ZS-BCCG) method for nonconvex (composite) optimization. By implementing ZS-BCCG method, in each iteration, only (approximate) linear programming subproblem needs to be solved on a random block instead of a rather costly projection subproblem on the whole decision space, in contrast to the existing traditional stochastic approximation methods. In what follows, an approximate ZS-BCCG method and corresponding two-phase ZS-BCCG method are proposed. This is also the first time that a two-phase BCCG method has been developed to achieve the (ǫ, Λ)-solution of nonconvex composite optimization problem. To the best of our knowledge, the proposed results in this paper are new in stochastic nonconvex (composite) optimization literature.
Introduction
This paper is concerned with the nonlinear stochastic optimization (NSO) problem given by
and a class of stochastic composite optimization problem give by
where X ⊆ R n is a closed convex set, ξ is a random variable supported on sample space Ω ⊆ R n , F (x, ξ) is a Borel measurable function on X × Ω, and almost surely for every ξ, F (·, ξ) : X → R is continuous. f in (1.2) is defined as in (1.1). χ is a convex regularization function . Optimization on nonconvex objective function f and composite function Φ has played an important role in statistical machine learning and network engineering. Recent years have witnessed a resurgence of research interest on this topic following the stochastic approximation (SA) technique (see e.g. [5, 8, 9, 14, 15, 25, 26] ). In this paper, we are interested in the case when the feasible set X is assumed to have the block structure
in which X ⊆ R ns , s = 1, 2, ..., b, are closed convex sets and n 1 + n 2 + · · · + n b = n. Also, the regularization function χ is assumed to be block separable. For solving the problem in which X has the block structure (1.3), different classes of block coordinate decent (BCD) based methods have been developed quickly (see e.g., [1, 2, 6, 18, 19, 20, 27, 29, 30, 31, 32] ). The coordinate gradient descent method is introduced in [30] . The complexity of the BCD type methods has been widely studied in recent years (see e.g., [6, 19, 20, 27] ). Meanwhile, many recent studies concentrate on the acceleration of the BCD type method (see e.g., [32] ). Stochastic type BCD is a popular method to solve problem (1.1) in which X has structure (1.3) (see e.g., [6, 31] ). This type of method depends on the access to different level of stochastic oracle information. There are three common oracles: zeroth-order oracle (function queries), first-order (gradient queries), second-order oracle (Hessian queries).
However, the current existing stochastic BCD methods are all at least first-order type. Moreover, there are increasingly more situations in which only noisy objective function information is available in statistical machine learning, and first-order information can not be accessed. Then the first-order BCD method can not be used in these situations. Meanwhile, the study of zeroth-order theory is lacking in these situations and has not been proposed in coordinate decent literature. These facts motivate us to consider the possibility of establishing some classes of zeroth-order block coordinate type methods to solve problems (1.1), (1.2) in these settings.
On the other hand, the classical conditional gradient (CG) method proposed by Frank and Wolfe [7] , has resurged in recent years (see e.g., [4, 10, 13, 16, 17, 28] ). The CG method is computationally cheaper in many situations, since the CG algorithm scheme turns the optimization problem into a linear optimization subproblem rather than a costly projection to feasible set X. In some cases, a general projection might be computationally prohibited in practice. Hence, this advantage motivates us to consider that, when the feasible set X has the block structure (1.3), is it possible to incorporate the random block decomposition with the CG scheme? i.e. In each iteration, the conditional gradient procedure is operated on only one random block. If this can be realized, we only need to solve the linear optimization subproblem on one block instead of the whole decision region X, further saving the computational cost. We note that this kind of block coordinate CG algorithm is still unexplored before. In this paper, we give a positive answer to the above question.
The main goal in this paper is to develop several classes of zeroth-order stochastic block coordinate type methods to solve (1.1) and (1.2). The randomization scheme for outputting the random solution from sequence trajectory has been widely used in several recent researches (see e.g., [4, 6, 8, 9, 11, 28] ). Meanwhile, this randomization scheme is still in the practice stage of presenting convergence results for (nonconvex) stochastic optimization, it deserves to be further developed in aforementioned aspects. We will establish several theoretical results via the randomization scheme and analyze the iteration complexity of them in different aspects. Inspired by the random selection rule in [3, 6, 20] , we present a zeroth-order stochastic BCD (ZS-BCD) to solve unconstrained NSO problem (1.1), then by incorporating the i.i.d random block selection procedure, we develop a zeroth-order stochastic block mirror descent (ZS-BMD) to solve well-known nonconvex composite optimization problem (1.2) . In what follows, a class of zeroth-order stochastic block coordinate conditional gradient method (ZS-BCCG) is proposed for solving (1.1) and (1.2).
Two-phase optimization technique has been shown to be a powerful tool in searching for (ǫ, Λ)-solution of NSO (see e.g., [8, 9, 16] ), i.e., a pointx such that P rob{ ∇f (x) 2 > ǫ} ≤ Λ for some ǫ > 0 and Λ ∈ (0, 1). In [8] , Ghadimi and Lan develop a two-phase stochastic first and zeroth-order method for unconstrained stochastic optimization. Then in [9] , they further extend this technique to composite optimization scenario and develop a two-phase stochastic projected gradient method. In [16] , Lan and Zhou establish a two-phase conditional gradient type method via a sliding procedure to solve a convex programming problem. All these two-phase methods have the advantage of improving the direct complexity bound coming from corresponding Markov inequality on confidence level Λ. However, to the best of our knowledge, any two-phase block coordinate method has not been established for nonconvex (composite) optimization yet. Moreover, zeroth-order result in coordinate descent literature is also quite limited and needs to be explored, it makes sense to establish two-phase zeroth-order block coordinate type methods. Inspired by above two-phase techniques, we propose to establish a two-phase ZS-BMD (2-ZS-BMD) method and two-phase ZS-BCCG (2-ZS-BCCG) method for the constrained composite nonconvex optimization problem, and provide complexity analysis for them respectively.
The contributions of this paper mainly contain the following aspects: (i) Zeroth-order stochastic block decomposition is first introduced in convex and nonconvex optimization problem. In contrast to existing block coordinate type algorithms, the proposed methods in this paper remove the need for evaluation of the first-order information of the gradient that the former stochastic BCD methods used, making it potentially flexible to solve some NSO problems where the gradient is costly to evaluate. For constrained optimization problem, evaluation of a single random block component of zeroth-order oracle is implemented. Meanwhile, Zerothorder projection or linear optimization is performed on only one random block instead of the whole X. The advantage of the procedure makes the proposed methods save the iteration cost coming from the projection subproblem effectively.
(ii) For unconstrained stochastic optimization (1.1), we develop a ZS-BCD method and give convergence analysis for both nonconvex and convex objective functions. We propose two new fundamental classes of stochastic block coordinate type methods (ZS-BMD with 2-ZS-BMD and ZS-BCCG with 2-ZS-BCCG) and provide complexity analysis for both methods. For ZS-BMD, we show that, to find an ǫ-stationary point of composite problem (1.2), the total number of calls to stochastic zeroth-order oracle (SZO) performed by ZS-BMD can be bounded by O(b 2 n/ǫ 2 ). For ZS-BCCG, we achieve an O(b 4 n/ǫ 4 ) complexity bound in a performance of classical FrankWolfe gap. We further develop an approximate ZS-BCCG algorithm and achieve an improved O(b 2 n/ǫ 2 ) complexity bound in the performance of generalized gradient. These results are new in this literature. The results give explicit dependency of complexity on both block index b and dimension index n, which do not appear in existing results. Meanwhile, this is the first time to establish a class of random block projection based stochastic CG method, in which the SZO is also considered.
(iii) To the best of our knowledge, in contrast to the existing two-phase optimization schemes established for SA algorithms. This is the first time to implement a two-phase procedure for stochastic block coordinate type method. For 2-ZS-BMD and 2-ZS-BCCG, we show that, to find an (ǫ, Λ)-solution of problem (1.2), the total number of calls to SZO achieve the
complexity bound (bound parameter M s.t. ∇f ≤ M and gradient variance parameter σ). The complexity results are new in two-phase optimization literature, they improve several recent twophase nonconvex optimization results [8, 9] to block coordinate setting. In contrast to previous complexity bound, the block index factor b and b 2 appearing in the representation accurately indicate the influence of the block projection procedure on the complexity. In addition, detailed form and analysis of the complexity on block Lipschitz estimations and other parameters are also achieved.
Notation: Denote the n-dimension Euclidean space by R n , let R ns , s = 1, 2, ..., b be the Euclidean spaces with norm · i induced by the inner product ·, · such that n 1 +n 2 +· · ·+n b = n. For a matrix M ∈ R n×n , denote the element in ith row and jth column by [M ] ij , denote the transpose of M by M T . Denote the identity matrix in R n by I n and let U s ∈ R n×ni , s = 1, 2, ..., b be the sets of matrices such that (U 1 , U 2 , ..., U b ) = I n . For a vector x ∈ R n , denote its sth block by
For a differentiable function f , denote the gradient of f by ∇f (x), and the sth block of ∇f (x) by ∇ s f (x). Denote the class of functions which has continuous L-Lipschitz
L . For a positive real number c, ⌈c⌉ and ⌊c⌋ denote the smallest integer bigger than c and the biggest integer smaller than c.
Preliminary
The main assumptions of this paper are listed in this section. Additional assumptions are added in other section when needed.
Assumption 1.
For any x ∈ X, the zeroth-order oracle outputs the estimator of f such that
Assumption 2. Almost surely for any
Almost surely for any ξ, F also satisfies the block gradient Lipschitz condition:
where e s is the sth standard basis vector in R ns . Now we list several results for the zeroth-order gradient estimator and smoothing function. Let u be an n-dimensional standard Gaussian random vector and µ be the smoothing parameter. The smoothing function f µ (x) of f (x) is defined as the convolution of the Gaussian kernel and f :
Nesterov [23] has shown that
and suggests to consider the stochastic gradient of f µ (x) given by 4) which is an unbiased estimator of ∇f µ (x). The main property of f µ is described by the following lemma due to Nesterov [23] .
By using relation (a + b) 2 ≤ 2a 2 + 2b 2 , (2.6) directly implies the following estimates
These estimates will be the crucial estimates of some of the following results.
Unconstrained nonconvex optimization: ZS-BCD
In this section, we present a class of ZS-BCD for solving unconstrained nonconvex and convex optimization version of (1.1) as follow,
where we spit
We give a glimpse of the proposed methods in an unconstrained setting.
Nonconvex objective function

ZS-BCD method:
Input: Initial point x 1 ∈ R n , smoothing parameter µ, total iterations T , stepsizes {α k }, k ≥ 1, probability mass function
Step 0: Generate a random variable i k according to
and let R be a random variable with probability mass function P R .
Step k=1,2,...,R-1: Use the Guassian random vector generator to generate u k and call the SZO to compute
Update x k by:
and the probability mass function P R in the ZS-BCD is defined as
(3.5) Then, under Assumptions 1 and 2, the following gradient estimate holds: 6) in which the expectation is taken with respect to R, ξ [T ] , u [T ] , and
Proof. 
Rearranging terms, summing up above inequality from k = 1 to T , using
Note that
which follows from measurability of ∇ s f µ (x k ) with respect to the history
, and
in which the second inequality follows from Lemma 1 (c) and Assumption 1. Also note that
Take expectation on both sides of (3.7) with respect to i [T ] , τ [T ] , it follows that
Rearranging terms, we obtain that
Divide both sides by L f and note the definition of D f , the desired result is obtained.
In the rest of the paper, we denoteL = max s∈B L s .
Corollary 1. Under assumptions of Theorem 1. Suppose the random variables {i
D is some positive parameter. The smoothing parameter µ is selected such that
Proof. Note that when i k are uniformly distributed, and {α k }, µ are selected as above, it follows that,
which gives (3.8) after noting that (n + 4)T ≥ 1 and T ≥ 1.
When the parameter D in (3.8) is chosen as an optimal value (3L f /2L)
can be obtained for B T . The T -rate for ZS-BCD in (3.10) matches the optimal rate for nonconvex smooth NSO problem. Corollary 1 and Markov inequality imply that
Also, (3.11) can provide the complexity for computing an (ǫ, Λ)-solution of problem (1.1) in a single run of ZS-BCD, revealing the large-deviation property for ZS-BCD. For any ǫ > 0 and Λ ∈ (0, 1), by setting λ = 1/Λ and
the complexity for finding an (ǫ, Λ)-solution in ZS-BCD method, after disregarding several constant factors, can be bounded by
The above representation highlights the dependency of the complexity bound of ZS-BCD on the block index b and block Lipschitz characteristic parameterL. According to the selection rule of {α k } and P R in ZS-BCD, the influence of the estimation of L s , s = 1, 2, ..., b on {α k } and P R , thus on complexity bound, seems inevitable. Meanwhile, due to the random block projection structure of the proposed algorithm, first and second order indices b, b 2 appearing in the representation 
Convex objective function
We end this session with a convex result. Define the weighted summation N 2 k as follow:
. Suppose the objective in problem (3.1) is convex with an optimal point x * . If the stepsizes {α k } and the probability mass function
in which the expectation is taken with respect to R, ξ [T ] , u [T ] .
Proof. The ZS-BCD algorithm implies that, when s = i k ,
By taking summation from k = 1 to k = T on both sides of the above equality, we obtain
(3.14)
Observe that
which follows from Lemma 1 (a), and
Take total expectation with respect to i [T ] and τ [T ] on both sides of (3.14), use the notation
Noting that
in which the first inequality follows from (2.9), and the third inequality follows from the convexity and L f -Lipschitz property of f µ and Lemma 1 with x = x * . Combining the above two inequalities,
we obtain
Rearranging terms and simplifying the coefficients, we obtain
Then the desired result is obtained by noting the definition of P R (·).
In Theorem 2, if the stepsizes {α k } are taken as
The proving details are similar with the procedures in Corollary 1, we omit them for saving space. In contrast to the bound (3.10) for nonconvex case, the disappearance ofL shows that the convex case removes the needs of making L s -estimation, s = 1, 2, ..., b to achieve the rate bound. In addition, weighted summation parameter D p,X highlights the importance of block coordinate projection in convex case. It deserves to be explored that, if the rate of (3.15) can be accelerated to an optimal T -rate of O
by incorporating with accelerated gradient technique [11] , [22] ?
Constrained composite optimization: ZS-BMD
ZS-BMD method
In this section, a general problem setting is considered, we proposed to develop ZS-BMD method to solve the constrained nonconvex composite optimization problem (1.2). The constrained decision domain X has the block structure
.., b, are closed convex sets and n 1 + n 2 + · · · + n b = n. In the rest of the paper, function χ is assumed to be block separable, which means that χ(·) can be written into the form χ(
.., b are closed and convex. We introduce several standard notations for later use. For
, in which the generalized block gradient mapping is defined as 
s , the generalized block gradient degenerates to classical block gradient ∇ s f (x) in last section, and the results in this section can be considered as extensions of the last section in many aspects. To get the main result, we need several basic lemmas of P (x, g, α) and P(x, g, α), which are as results of the optimality condition of block projection operator P s . In the rest of the paper, we use B to denote the index set {1, 2, ..., b}. For an arbitrary given ǫ > 0, callx the ǫ-stationary point of the composite problem (
We make an additional assumption as follow on gradient of function f in the rest of the paper.
Assumption 3. There exists a constant such that ∇f
Lemma 2. Define P (x, g, α) and P(x, g, α) as (4.1) and (4.2), denote
Proof. See Appendix.
Lemma 3. Let P (x, g, α) with its components be defined as in (4.1), then for any
Lemma 4. Let P (x, g, α) and P(x, g, α) be defined as (4.1) and (4.2), for any g 1 , g 2 ∈ R n and any s ∈ B, the following block non-expansion property for P holds,
In the rest of this paper, we make use of a popular averaging technique for zeroth-order stochastic gradient estimator (see e.g. [12] ). In each step, an averaged estimator of the batch samples is used instead of an individual estimator. This procedure results in the variance reduction and the increasing precision, that is convenient for stochastic optimization circumstances.
ZS-BMD method:
Step k=1,2,...,R-1:
and call the stochastic oracle to compute the i k th block average stochastic gradient G
Theorem 3. Under Assumptions 1, 2, 3. Suppose the stepsizes {α
The probability mass function P R is chosen such that
Then we have
, the total expectation is taken with respect to R, i [T ] , ξ [T ] and u [T ] .
µ,k to above inequality, we have Lemma 4 , the following two relations are obtained,
With above two relations, the following estimate for
On the other hand, by using Cauchy inequality and Lemma 4, we have
Substitute estimate (4.8) and (4.9) into (4.7), it follows that
Sum up both sides from k = 1 to T and rearrange terms, it follows that
by Lemma 1 (a) and the fact that 
.., T k , H 0 = 0, then the property of stochastic oracle implies
Then the estimate for ∆ k 2 i k in (4.10) is obtained as follow,
Also note that
in which the inequality follows from Lemma 1 (c). Then (4.12),(4.13) implies
and
Combine (4.11), (4.14), (4.15), (4.16), and take expectation on both sides of (4.10) with respect to ζ [T ] , it follows that
Divide both sides of the above inequality by 
µ,k is computed as (5.1) and the batch sample size of each step T k = T ′ , then we have .13), and the expectation is taken w.r.t. R, i [T ] , ξ [T ] and u [T ] .
Proof. Note that
Then, (4.17) follows by substituting the two inequalities into (4.6). 18) and the number of calls to SZO at each iteration step of the ZS-BMD method is
Remark 1. Corollary 2 also indicates that, if the smoothing parameter is taken as
Then the generalized Bregman projected gradient satisfies
in which 20) and
Proof. Note that T = ⌊ T /T ′ ⌋, it's obvious that T ≥ T /2T ′ and T ′ ≥ 1. Also note that µ satisfies (4.18), then from Corollary 2, we have
After rearranging terms, the desired result is obtained.
Two-phase optimization scheme for ZS-BMD
We propose to establish the two-phase ZS-BMD (2-ZS-BMD) method in this section.
Two-phase ZS-BMD:
Input: Initial point 
., T ,L is as in Corollary 2
, smoothing parameter µ satisfying (4.18) and probability probability function P R in (4.5). Outputx i = x Ri , i = 1, 2, ..., S.
Post-optimization phase:
Select a solutionx * from the candidate list {x 1 ,x 2 , ...,x S } such that
To obtain main results for 2-ZS-BMD, the following basic lemma of martingale difference sequence is needed [8] .
Lemma 5. For a polish space Ω with Borel probability measure µ and an increasing σ-subalgebras
F 0 = {Ω, ∅} ⊆ F 1 ⊆ F 2 ⊆ · · · of Borel σ-algebra of Ω. Suppose that {ψ i } ∈ R n , i = 1, 2, ..
.∞ is a martingale sequence of Borel functions on Ω satisfying ψ i is F i measurable and E[ψ
i for any i ≥ 1, then for any N ≥ 1 and λ ≥ 0, the following large-deviation property of martingales holds:
in which P is defined as in last section. Then g f (x i ) denotes the generalized gradient of function f atx i .
Theorem 4. Under Assumptions 1, 2, 3. Let B T be defined as in (4.20), b is the total block number as before. Then the 2-ZS-BMD method for constrained composite optimization problem (1.2) has the following probability estimate:
Proof. Start from the definition ofx * in 2-ZS-BMD and the notations of g f and g fµ , we have
Then, it follows that 23) in which the second inequality follows by substituting (4.22) into the first term of the right hand side. Use the fact thatx i , i = 1, 2, ..., S are independent and Markov inequality, it can be obtained that Lemma 4 , (4.25) , and Lemma 5 imply that, for any i = 1, 2, ..., S,
.., T , it follows from previous calculation and (4.18) that
in which the first inequality follows from the block non-expansion property and the second inequality follows from Lemma 5. Then it follows that
take max over index i = 1, 2, ..., S on both sides, it follows that 
then, the 2-ZS-BMD computes an (ǫ, Λ)-solution of problem (1.2) after taking at most total number of calls S(Λ) T (ǫ) + T (ǫ, Λ) (4.29)
to SZO.
Proof. It's obvious that the total number of calls to SZO in 2-ZS-BMD algorithm is bounded by S(Λ) T (ǫ) + T (ǫ, Λ) . It's sufficient to show thatx * is indeed the (ǫ, Λ)-solution of the problem (1.2). By the selection rule of T (ǫ) and the definition of B T as in (4.20), it can be obtained that
64 Lb , which also shows that
On the other hand, by setting λ = 2(S + 1)/Λ and using the selection rule of T (ǫ, Λ), we have
By combining (4.30) and (4.31), and noting the selection rule of S(Λ), we obtain
which finishes the proof.
In view of Corollary 4, the complexity bound in (4.29) of 2-ZS-BMD algorithm for finding an (ǫ, Λ)-solution of problem (1.2) for generalized gradient, can be bounded by
1 Λ (4.32) In (4.32), index b plays an important role in the analysis of complexity for 2-ZS-BMD method. In contrast to the existing work like [8] , [9] with no block decomposition and block projection technique involved, the performance of b and b 2 in (4.32) shows the first and second order dependence of complexity on b. Also, a linear dependency of complexity on dimension n is obtained. Appearance of n comes from the fact that SZO is used instead of the stochastic first oracle that the existing stochastic BCD methods considered. Meanwhile, this is the first complexity result of block coordinate type method for searching for (ǫ, Λ)-solution of nonconvex composite optimization problem via a two-phase procedure.
Constrained composite optimization: ZS-BCCG
In this section, we develop ZS-BCCG method to solve constrained nonconvex (composite) optimization problem. In each iteration of the proposed algorithm, only one random block implements a zeroth-order stochastic conditional gradient descent procedure. Thus, the proposed algorithm replaces the projection over the whole space X of projected gradient descent type algorithm by a zeroth-order linear programming over only one block X s . From the computational perspective, it significantly reduces the projection cost by transforming the problem to a linear subproblem, which is often easy to solve. Meanwhile, direct information on gradient of the objective function is also not needed.
For nonconvex smooth objective function
ZS-BCCG method:
Step 0: Generate a random variable i k according to (3.2) and let R be a random variable with probability mass function P R .
and call the stochastic oracle to compute the i k th block average stochastic gradientḠ
We need several assumptions for part of results in this session. We extend the well-known Frank-Wolfe gap(FW-gap) given by
to block coordinate setting. Define the s-block FW-gap by
Theorem 5. Under Assumptions 1, 2, 3, 4. Let {z k } k≥1 be generated by ZS-BCCG. The probability mass function P R is chosen such that
P R (k) = P rob{R = k} = α k / T k=1 α k . Then, for problem (1.1), we have E[g R X ] ≤ f (z 1 ) − f * + ( b s=1 p s L s D Xs ) T k=1 α 2 k + max s∈B {p s /L s } T k=1 σ 2 T k + µ 2 4 L 2 f (n + 3) 3 (min s p s ) T k=1 α k ,(5.
4) in which σ
2 is as in (4.13).
, use the block Lipschitz property of f , we have
In which the first inequality follows from (5.2), second equality follows from the definition of g k i k , second inequality follows from Cauchy inequality. Sum both sides of the above inequality from k = 1 to k = T , it follows that
Denote τ k = (ξ k , u k ), note that, by using the similar estimate with (4.11)-(4.14),
Taking expectation on i [T ] , τ [T ] on both sides of (5.5), and rearranging terms, we obtain
The final result holds after noting that
.., T . We will show that after the stepsizes {α k }, smoothing parameter µ, and batch sizes T k are chosen in some special way, the ZS-BCCG can achieve an O(b 4 n/ǫ 4 ) complexity bound. This result will be stated in a general way in following composite setting.
For composite objective function
ZS-BCCG
′ : Replace the updating procedure in ZS-BCCG by Update z k by: If
We define the following generalized FW-gap for solving composite problem (1.2),
For later simplicity, for s = 1, 2, ..., b, we define generalized block FW-gap as follow,
.., b be defined as above, then we havē
Proof. Observe that
the proof is concluded.
Theorem 6. Under Assumptions 1, 2, 3, 4. Let {z
2 is as in (4.13), and
Proof. Use the optimality condition of (5.7) and the convexity of χ i k , it follows that, for any
holds. By setting u = θ i k (z k ) and combining above inequalities, we have
Convexity of χ i k and (5.8) implies
Combining (5.11), (5.12) and noting that χ(
Note that by Lemma 6, 13) then, rest of the proof is similar with Theorem 5 and details are omitted.
In the rest of the paper, denoteĽ = min s∈B L s . The iteration complexity of ZS-BCCG ′ for composite optimization problem (1.2) is analyzed in following corollary.
Corollary 5. Under assumptions of Theorem 6, assume that the random variables i k are uniformly distributed. Let the smoothing parameter
µ = 2Ľ √ 2M 2 +σ 2 5L 2 f (n+4) 3 1 2 , the stepsize α k = 1/ √ T , k = 1, 2..., T , batch sample sizes T k = 2(n+4) √ 2M 2 +σ 2 L T , k = 1, 2, ..
., T . Then, to find an ǫ-stationary point of the composite problem (1.2), the total number of calls to the zeroth-order oracle in ZS-
Proof. Using the fact that i k are uniformly distributed with block index b, we have
Substitute the selection rule of {α k }, {T k }, µ into (5.9), it follows that
which shows the desired complexity bound.
Next, inspired by the technique in [16] developed for solving convex optimization problem, we develop an approximate ZS-BCCG method for solving nonconvex optimization composite problem (1.2). Meanwhile, we use the method to improve the above complexity bound in a performance of generalized gradient.
Approximate ZS-BCCG:
(5.14) 15) where the operator CndG represents following approximate conditional gradient procedure.
4.Set t ← t + 1 and go to 2. Output x R . [2] , [18] . However, when the accurate information of the gradient of the objective function may be difficult to obtain, the proposed BCCG algorithms in this section are more convenient to face the challenges of stochastic circumstances. The objective functions in work [2] , [18] (x, g, α) be the approximate solution of the generalized projection problem (4.1) such that
Remark 2. Existing BCCG methods are very limited in stochastic optimization literature ([2], [18]). To the best of our knowledge, this is the first work to implement a stochastic BCCG method by considering SZO, in contrast to the deterministic optimization in
Then the following error estimate holds
Proof. In following proof, for saving space, denote P s = P s (x, g, α) and
. The optimality condition implies that there exists h s ∈ ∂χ s (P s ) such that
By setting u 1 = P δ s in (5.19) and u = P s in (5.17), and adding them together, we have 1
Note that by convexity of function χ s at P s , we have
Combine (5.20) with (5.21) and rearrange terms, we have
The desired result is obtained after using the 1-strong convexity of φ s . Now it's ready to present the main result of the approximate ZS-BCCG method for nonconvex composite optimization. The result is also based on an i.i.d randomization selection scheme on block coordinate. The following theorem provides the estimate on generalized gradient in approximate ZS-BCCG method in terms of approximating parameters {δ k }, stepsizes {α k }, dimension n, Lipschitz constants L s , s = 1, 2, ..., b, L f , and block coordinate probabilities p s , s = 1, 2, ..., b. The theorem is the foundation to further achieve rate of convergence and complexity bound.
Theorem 7. Under Assumptions 1, 2, 3. Suppose the stepsizes {α
Proof. Use the block Lipschitz property of f , it follows that
Also note that, by (5.15), we have
, summing it up with (5.25), using the 1-strong convexity of φ i k and noting that∆ k =Ḡ
which together with the fact
Sum up both sides of the above inequality from k = 1 to T , rearrange terms and note that Φ(x T +1 ) ≥ Φ * , we have
On the other hand, note the fact that x
Multiplying both sides of (5.28) by
and combining it with (5.27), we have 29) which in view of the fact that
which follows from the similar reason with (5.6). Take total expectation over i [T ] , τ [T ] on both sides of (5.30) and we conclude the proof. 
Remark 3. Theorem 7 provides an important convergence result of approximate ZS-BCCG in
in approximating ZS-BCCG highlight the importance of approximation technique used in ZS-BCCG which ZS-BMD in last section does not implement directly.
The selection details of the related parameters of approximate ZS-BCCG is analyzed in the following corollary. 
Corollary 6. Under assumptions of Theorem 7, denote D
µ,k is computed as in (5.14), then we have
Proof. The result follows directly by noting that
and substituting them into (5.24), and rearranging terms. 
Remark 4. Note that in the above ZS-BCCG, when µ is taken as
. In these situations, it would be better to consider the proposed approximate ZS-BCCG method.
We establish the convergence result for approximate ZS-BCCG which has an explicit representation in terms of the total calls of the zeroth-order stochastic oracle T after selection of µ and T ′ in terms of T . The result is the foundation to further establish the two-phase ZS-BCCG method. In the rest of the paper, we denote ω L =L/Ľ + 2.
Corollary 7. Under assumptions of Corollary 6, suppose the smoothing parameter µ satisfies
µ ≤ D Φ n + 4 b T ,(5.
32) the number of calls to SZO at each iteration of ZS-BCCG is
for some D > 0, then the generalized gradient in ZS-BCCG satisfies
34) and
we have
Then desired result follows after rearranging terms and dividing both sides by ω L b.
Now we propose to establish the complexity results of approximate ZS-BCCG for finding an (ǫ, Λ)-solution of problem (1.2). Markov inequality directly implies
For any ǫ > 0 and Λ ∈ (0, 1), by setting λ = 1 Λ and
in the above inequality, we obtain that, the complexity of T for finding an (ǫ, Λ)-solution in approximate ZS-BCCG method, after disregarding several constant factors, can be bounded by
6 Two-phase ZS-BCCG optimization scheme
To improve the complexity (5.36) obtained by using approximate ZS-BCCG in single run, we design a two-phase ZS-BCCG optimization procedure by following the approximate ZS-BCCG method.
Two-phase ZS-BCCG:
Proof. The proof follows from the similar procedure with Theorem 4 once the parameters ω L , C T are replaced in appropriate positions. For saving space, the detailed proof is omitted.
In what follows, we give a detailed selection of parameters for 2-ZS-BCCG method. The following parameters selection rule achieves an improved complexity than (5.36) on confidence level Λ. 
then the 2-ZS-BCCG computers an (ǫ, Λ)-solution of problem (1.2) after taking at most total number of calls
Proof. By using the selection rule of S c (Λ), T c (ǫ), T c (ǫ, Λ), we have
which also implies that
By setting λ = 2(S + 1)/Λ, using the selection rule of S c (Λ), T c (ǫ), T c (ǫ, Λ) again, and noting that ω L ≥ 3, we have 32
Finally, it follows that
which concludes the proof.
Corollary 8 indicates that the complexity bound in (6.3) of 2-ZS-BCCG for finding an (ǫ, Λ)-solution of composite problem (1.2) for generalized gradient, can be bounded by
which stands as one of the main contributions of this work. The appearance of ω L shows that, in contrast to ZS-BCD and ZS-BMD, the the complexity of ZS-BCCG depends not only on the upper boundL of block Lipschitz estimations of objective function f but also their lower boundĽ. If we do not take the effect of estimations of L s , s = 1, 2, ..., b, L f and D Φ into consideration for the moment, the above complexity bound results in (1.3), improving the complexity bound (3.12) of ZS-BCD for unconstrained optimization. To the best of our knowledge, this is the first work to consider the two-phase BCCG technique to achieve (ǫ, Λ)-solution in stochastic optimization literature. The convergence and complexity results are new. Meanwhile, the results are convenient for nonconvex setting, where BCCG methods have not been proposed before.
Concluding remarks
In this work, we develop several new classes of zeroth-order block coordinate type algorithms for solving nonconvex optimization problems and analyze them in several aspects. Specifically, by incorporating randomization scheme, we first develop ZS-BCD algorithm for solving classical unconstrained nonconvex stochastic optimization problem, then ZS-BMD algorithm and ZS-BCCG algorithm for solving constrained nonconvex stochastic composite optimization problem. For each of the algorithms, the rate of convergence and corresponding complexity bound for finding ǫ-stationary point are achieved. To improve the complexity results which directly comes from corresponding Markov inequality for finding (ǫ, Λ)-solution, we further develop two-phase optimization schemes for both of these two classes of methods. The improved explicit complexity bounds are achieved. These complexity results are new in block coordinate method literature. The methods are suitable for optimization problems when only stochastic zeroth-order information is available. The analysis in this work has shown considerable theoretical value of the proposed methods and the potential practical value is expected to be further explored in the future. Some future work based on this work may be considered.
(1) In this paper, as a whole, selection rules of random variables i k of all algorithms are in an i.i.d manner. Note that, in some application setting like distributed optimization, sometimes i.i.d random and cyclic selections are infeasible or quite costly. It is necessary to consider a non-i.i.d and non-cyclic selection rule for i k to overcome the difficulty. A typical variable example is Markov chain i k (see e.g., [29] ). It is interesting to consider the possibility to propose a zeroth-order stochastic Markov chain block coordinate type method. It is also technically not easy to make this extension. (2) Recently, the class of weakly smooth functions has become popular to act as a basic function class to present theoretical optimization results. It is expected that the block two-phase results in this paper can be further extended to optimization problem of nonconvex weakly smooth functions. (3) It is possible to apply ZS-BMD and ZS-BCCG to obtain convergence results for convex case. Accelerated ZS-BMD and ZS-BCCG algorithms are possible to be established for convex case. (4) Online optimization has become one of the core topics in machine learning research. It is expected to develop the proposed methods to online setting to face increasing challenges from statistical machine learning.
Appendix
Proof of Lemma 2:
Proof. By using the optimality condition of (4.1), there exists an h ∈ ∂χ s (U Set y = U T s x in above inequality, it follows that
Then the lemma follows by using the 1-strong convexity of φ s and the definition of P s (x, g, α).
For saving space, in following two proofs, denote x + 1 = P (x, g 1 , α) and x + 2 = P (x, g 2 , α).
Proof of Lemma 3:
Proof. By using the optimality condtion of (4.1), there exist h 1 ∈ ∂χ s (U 
Proof of Lemma 4:
Proof. Follow the definition of P s (x, g, α) in (4.2),
which concludes the proof after using Lemma 3.
