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CHAPITRE 1
Introduction
Préambule. Ce mémoire d'habilitation résume une séletion de mes travaux de reherhe
depuis ma thèse soutenue en mars 2003. Pour (je l'espère) failiter la leture de e mémoire,
j'ai indiqué en italique les référenes bibliographiques dont je suis o-auteur (omme [AC06℄).
Les autres référenes sont indiquées en aratère droit (omme [AR00℄). D'autre part, pour
alléger la présentation, ertains résultats sont énonés sous une forme aaiblie et beauoup sont
dérits de manière informelle. Dans un soui de ohérene de l'ensemble du doument, ertains
résultats omme [CKW07a℄ (sur un modèle ryptographique pour les propriétés de séurité
des protooles de signature de ontrat) ou [CGLN06℄ (sur la ombinatoire des ensembles de
points nis et répétés, en dimension deux) ne seront pas présentés ii.
1.1 Contexte : vériation de programmes
Il est bien onnu que les logiiels omportent de nombreuses erreurs (bugs). Si l'on peut à
la rigueur aepter le bloage intempestif de son ordinateur personnel, ela n'est plus aep-
table lorsque les logiiels sont utilisés sur des appliations ritiques telles qu'une voiture, un
paemaker ou une fusée.
Une première approhe pour déteter les erreurs dans les logiiels onsiste bien sûr à les
tester. Cette approhe présente ependant l'inonvénient que seul un nombre ni de ompor-
tements potentiels sont explorés. Pour des programmes ritiques, l'approhe retenue à l'heure
atuelle est de faire la preuve mathématique qu'absolument auun omportement ne peut
entraîner d'erreurs. C'est e qu'on appelle la vériation de logiiels à l'aide de méthodes
formelles. L'ensemble de mes travaux portent sur la vériation d'un type partiulier de pro-
grammes : les protooles de séurité.
Ces protooles onsistent en des règles d'éhange entre les points d'un réseau, ils per-
mettent de séuriser les ommuniations. Ils sont utilisés par exemple dans les distributeurs
de billets, les abonnements aux haînes de télévision payantes, la téléphonie mobile, le om-
mere életronique. Ils ont pour objetifs de garantir le seret d'une donnée, d'authentier un
des partiipants, de garantir l'anonymat ou la non-répudiation, et.
Ces programmes sont exéutés sur des réseaux ouverts failement aessibles (omme inter-
net), aussi leur analyse néessite de prendre en ompte les attaques arbitraires dont ils peuvent
faire l'objet. Il est don usuel de supposer que les protooles sont exéutés en présene d'un
attaquant qui ontrle les ommuniations du réseau. La présene de et attaquant amène
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des problématiques propres à l'analyse des protooles, 'est pourquoi un domaine de reherhe
spéique aux protooles ryptographiques s'est développé dans la ommunauté internationale
de la vériation depuis une vingtaine d'années environ.
1.2 Protooles ryptographiques
Partiularités. Les protooles ryptographiques ont omme première partiularité d'avoir
reours à des primitives ryptographiques omme le hirement, la signature életronique, les
fontions de hahage ou la génération de nombres aléatoires, appelés nones. Représenter les
messages éhangés par des atomes onduit à une modélisation très grossière qui ne permet
pas de reéter quelles parties d'un message sont aessibles et modiables par les agents.
Les modélisations symboliques lassiques ont don reours à une algèbre de termes. Nous
disuterons des diérents hoix possibles au hapitre 2.
D'autre part, il ne s'agit pas seulement de vérier qu'un protoole est orretement onçu
au sens où l'exéution du protoole ne doit pas onduire à des états du système indésirables
pour les partiipants. Il faut s'assurer qu'un protoole réalise ses objetifs même plaé dans
un environnement arbitraire, qui herhe à faire éhouer le protoole. L'environnement est en
général appelé intrus, attaquant ou adversaire. Il ontrle les ommuniations et peut don
éouter, bloquer et envoyer des messages sur le réseau. La deuxième partiularité des protooles
ryptographiques est don la prise en ompte d'un environnement hostile et arbitraire dont
les ations ne sont pas onnues à l'avane. En partiulier, le système de transitions sous-jaent
à l'exéution d'un protoole est toujours à branhement inni.
Dénir formellement les propriétés attendues d'un protoole est souvent une étape diile.
Certaines propriétés font désormais onsensus omme la ondentialité d'une donnée ou l'au-
thentiation des partiipants. Nous verrons ependant que leur formalisation exate admet de
nombreuses variantes. Ainsi, le seret peut être déni à l'aide d'une propriété d'aessibilité ou
au ontraire à l'aide d'équivalene observationelle. Les deux dénitions sont pertinentes mais
onduisent à des notions diérentes dont il est intéressant d'étudier les relations. D'autres pro-
priétés omme l'anonymat [HKT94, SMA95, SS96, SH02℄, l'équité d'un protoole de signature
de ontrat [GJM99, SM00, KR02, KK05℄ ou la résistane à la oerition et la vériabilité pour
les protooles de vote [DKR09b℄ sont enore en ours de formalisation.
Un exemple de protoole. Pour illustrer e mémoire, nous onsidérerons à plusieurs reprises
des variantes du protoole Wide Mouthed Frog [BAN89, CJ97℄ qui permet à deux agents
(notés A et B) d'éhanger une lef de sessions Kab par l'intermédiaire d'un serveur (noté S).
A → S : A, {B,Kab}Kas
S → B : {A,Kab}Kbs
Chaque agent X possède une lef symétrique long terme Kxs ave le serveur. L'agent A
souhaite transmettre la lef Kab à l'agent B. À la première étape, l'agent A envoie la lef Kab
ainsi que l'identité de B, le tout hiré par la lef long terme Kas. L'agent A indique également
son identité à l'extérieur du message. Le serveur déhire le message et transmet la lef Kab
ainsi que l'identité de A, le tout hiré par la lef long terme Kbs, partagée ave B.
Il est important que l'identité de B soit inluse à l'intérieur de message hiré à la première
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étape. En eet, onsidérons une variante du protoole, où l'identité de B est en lair.
A → S : A,B, {Kab}Kas
S → B : {A,Kab}Kbs
Un agent malhonnête C, possédant une lef long terme Kcs partagée ave le serveur, peut alors
aisément obtenir toutes les lefs de sessions qu'il souhaite en intereptant le message envoyé
par A et en remplaçant l'identité de B par C. L'attaque est shématiquement représentée
i-dessous.
A → C(S) : A,B, {Kab}Kas
C → S : A,C, {Kab}Kas
S → C : {A,Kab}Kcs
Remarquons que le protoole initial soure d'une attaque par rejeu : si l'intrus est apable
de onnaître une anienne lef K ′ab, il peut la faire aepter à B en rejouant le deuxième
message du protoole :
C(S) → B : {A,K ′ab}Kbs
L'agent B va alors utiliser la lef K ′ab (onnue de C) pour hirer ses messages à l'attention
de A. Pour éviter e type d'attaque, le protoole présenté dans [BAN89, CJ97℄ omporte des
horodatages (timestamps) qui permette de déteter le rejeu de données aniennes. Dans les
hapitres suivants, nous verrons omment e protoole peut être représenté dans les diérents
modèles étudiés et omment nos tehniques permettent de retrouver les attaques évoquées.
1.3 Travaux existants
Depuis les années 80, deux approhes ont été développées pour l'analyse des protooles de
séurité. L'une de es approhes repose sur un modèle alulatoire qui prend en ompte les
probabilités et la omplexité algorithmique. Cette approhe permet de dénir une notion très
forte de séurité, garantissant ontre n'importe quelles attaques probabilistes et polynomiales.
L'autre approhe repose sur une modélisation symbolique des exéutions du protoole, où les
primitives ryptographiques sont traitées omme des boîtes noires. Depuis le travail préurseur
de Dolev et Yao, diérents modèles symboliques ont été proposés, nous mentionnons les prin-
ipaux modèles à la partie 1.3.1. Les modèles symboliques présentent l'avantage de permettre
des preuves de séurité beauoup plus simples que dans les modèles alulatoires et souvent
automatiques. Nous en dérivons les prinipales tehniques à la partie 1.3.2.
Cependant, le niveau de garanties oert par les preuves de séurité dans les modèles sym-
boliques n'est pas lair. Depuis plus de vingt ans, les deux approhes ont évolué de manière
plutt indépendante. Des travaux de reherhe réents herhent à développer des tehniques
pour ombiner le meilleur des deux approhes. Nous évoquons les prinipales diretions de es
travaux à la partie 1.3.3.
1.3.1 Modèles symboliques
De nombreux modèles symboliques ont été proposés pour les protooles ryptographiques.
Un seul modèle unié permettrait de mieux omparer les résultats et leurs hypothèses mais le
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domaine de la vériation symbolique des protooles ne semble pas avoir enore atteint une
maturité susante pour dénir un modèle unique et onsensuel. La o-existene de nombreux
modèles est due au fait que la modélisation symbolique doit répondre à deux buts antagonistes :
d'une part permettre une modélisation la plus ne et la plus expressive possible pour reéter
au mieux les protooles et d'autre part onserver une relative simpliité pour permettre la
oneption de proédures de déision, souvent automatiques.
Modèle de D. Dolev et A.C. Yao. L'un des premiers modèles est elui développé par D. Do-
lev et al. [DY81, DEK83℄. Les protooles sont dérits par des règles de réériture de mots ; un
mot s est seret s'il n'est pas aessible par réériture. M. Merritt et al. [RDM82, Mer83℄ ont
développé pendant la même période un modèle où les messages sont également représentés
sous forme de mots. Ces modèles ne sont ependant pas assez expressifs pour représenter de
nombreuses primitives omme la onaténation de messages ou la réation de lefs.
Systèmes de ontraintes. Les systèmes de ontraintes ont été introduits par Jon Mil-
len [MS01, MS03℄ puis repris par Hubert Comon-Lundh [CL04℄. Ils sont partiulièrement
bien adaptés pour représenter l'exéutions des protooles pour un nombre borné de sessions.
Nous les présenterons au hapitre 3 et proposerons une proédure de déision.
Règles de réériture. Plusieurs modèles représentent les règles des protooles et le pouvoir de
l'intrus par des règles de réériture sur des termes. Citons prinipalement le MultiSet Rewriting
(MSR) développé par J. Mithell et al. [CDL
+
99, BCJS02℄, les règles de réériture utilisées
par M. Rusinowith et M. Turuani dans l'outil Casrul [RT01℄ et le modèle basé sur la logique
linéaire de K. Compton et S. Dexter [CD99℄. La prinipale limitation de ette modélisation
est de ne pas toujours exprimer les nones de manière dèle et de permettre la répétition de
règles déjà jouées.
Clauses de Horn. Une variante de la modélisation sous forme de réériture est la modélisation
sous forme de lauses de Horn [Wei99, Bla01, Bla04, VSS05℄, [CLC03a℄. Ces deux formes de
modélisation sont très prohes et les diultés renontrées sont également similaires. La modé-
lisation sous forme de lauses de Horn présente ependant l'avantage de permettre l'utilisation
des tehniques déjà développées sur les lauses omme les stratégies de résolution. Ainsi, l'un
des outils les plus utilisés à l'heure atuelle pour la vériation des protooles pour un nombre
non borné de sessions est l'outil ProVerif développé par Bruno Blanhet [Bla01, Bla05, BAF08℄.
Dans et outil, les protooles et propriétés de séurité sont modélisés sous forme de lauses
de Horn et l'outil intègre des stratégies de résolution dédiées. Nous présenterons e modèle
ainsi que de nouveaux résultats de déidabilité au hapitre 4. Nous verrons également que les
lauses de Horn se sont révélées bien adaptées pour modéliser un nouveau type de systèmes
que sont les interfaes de programmation dédiées aux modules matériels de séurité.
Strand spaes. Le modèle des strand spaes [THG99, GT01℄ est un modèle de traes où les
transitions entre messages sont exprimées expliitement dans haque historique. Cela permet
en partiulier de formaliser la représentation graphique  intuitive  des déroulements de
protooles. C'est à l'aide de e modèle que Joshua Guttman a développé plusieurs résultats
de omposition des protooles [GT00, Gut04, Gut09℄, que nous évoquerons à la partie 5.
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Algèbres de proessus. Un autre type de modélisation est la représentation des protooles
par des proessus. Cela orrespond à une modélisation plus prohe de l'implémentation des
protooles. En eet, haque rle est représenté par un proessus indépendant des proessus re-
présentant les autres rles. Ces algèbres de proessus (omme CSP [Sh97℄, le spi-alul [AG97℄
ou le pi-alul appliqué [AF01℄) permettent en général l'émission et la réeption de messages,
le ltrage de messages (lors de la réeption) ainsi que la restrition, la omposition et la ré-
pliation de proessus. Les algèbres de proessus permettent don souvent une modélisation
(symbolique) dèle des exéutions possibles en permettant à la fois la réation de nones frais
ainsi que l'exéution d'un nombre arbitraire de sessions.
La prinipale diérene entre les diérents modèles utilisant des algèbres de proessus
est la modélisation de la propriété de séurité. Beauoup de modèles [AL00, ALV02, Sh96a,
Sh97, Bor01℄ ramènent les propriétés de séurité à une propriété d'aessibilité de la forme :
P
∗
→ err . D'autres [AG98, BDNP99, AG97, AF01℄ dénissent une notion d'équivalene ober-
vationelle qui permet de modéliser de plus grande famille de propriétés omme les propriétés
de type anonymat ou résistane à la oerition dans les protooles de votes [KR05, DKR09b℄.
Nous dérirons le pi alul appliqué au hapitre 7.
1.3.2 Proédures de déisions
Les modèles symboliques évoqués dans la partie préédente sont à la fois susament rihes
pour apturer les plupart des attaques ne reposant pas sur la ryptographie et également
susament simples pour permettre l'automatisation des preuves de séurité et de la reherhe
d'attaques.
1.3.2.1 Déidabilité
De nombreux résultats de déidabilité ont été développés dans le ontexte de la vériation
des protooles ryptographiques. Tout d'abord, plusieurs résultats sont négatifs et permettent
de erner la diulté du problème. J. Mithell et al. [DLMS99℄ ont montré que le seret
est indéidable pour des protooles ave nones, ave des messages de taille bornée et un
nombre de sessions non borné. R. Amadio et W. Charatonik [AC02℄ ont rané e résultat
à des protooles ne possédant qu'une seule primitive ryptographique : le hirement. Il est
don néessaire de mettre au point des restritions raisonnables qui permettent d'obtenir des
proédures de déision.
Nombre borné de sessions. La première restrition onsidérée est de restreindre le nombre
de sessions à analyser. Dans le adre des protooles ave hirement (symétrique et asymé-
trique) et onaténation, M. Rusinowith et M. Turuani [RT01, RT03℄ ont montré que le
seret est un problème o-NP-omplet. Dans le ontexte des algèbres de proessus, R. Amadio
et al. [AL00, ALV02℄ ont monté un résultat similaire mais sans modéliser les lefs ompo-
sées. Des résultats de déidabilité très prohes ont également été établis, toujours pour des
proessus sans répliation par [Bor01, FA01, MS01℄.
Nombre non borné de sessions. L'analyse des protooles pour un nombre borné de sessions
est très bien adaptée pour déouvrir des attaques. Cependant, lorsqu'auune attaque n'a été
trouvée, il n'est pas possible de onlure sur la séurité du protoole, d'autant que les outils ne
permettent d'explorer qu'un nombre très limité (en général deux ou trois) de sessions. La mise
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au point de lasses déidables pour un nombre non borné de sessions néessite ependant de
limiter de manière importante les lasses de protooles onsidérées. Si la taille des messages est
bornée, J. Mithell et al. [DLMS99℄ ont montré que le seret est déidable pour des protooles
sans none. S. Fröshle a rané le résultat en autorisant la réation de nones pour les agents
malhonnêtes [Fro07℄.
Au ours de ma thèse, nous avons montré que le seret est déidable pour les proto-
oles (sans none frais) ne permettant qu'au plus une opie par transition [CCM01, CLC03a℄.
K. Verma et al. ont montré que la omplexité de la déision du seret est DEXPTIME-
omplet [SV05, SV08℄. B. Blanhet et . Podelski ont montré que l'ajout d'étiquettes permet
d'obtenir la déidabilité pour les protooles sans none frais [BP03, BP05℄. R. Ramanujam
et S. Suresh permettent le traitement d'un nombre arbitraire de nones en mettant en ÷uvre
un système d'étiquetage nettement plus fort et pour des protooles sans opie de messages
arbitraires [RS03℄. La question de la déidabilité pour des protooles étiquetés au sens dé-
ni par Bruno Blanhet [BP03℄ et pour des protooles ave nones reste un problème ouvert.
Myrto Arapinis et Marie Duot ont obtenu un premier résultat en montrant que l'étiquetage
des protooles (ave nones) permet de borner la taille des messages néessaires à une at-
taque [AD07℄. Ce résultat ne permet ependant pas de onlure à la déidabilité ar les nones
restent en nombre non borné.
Y. Chevalier et al. ont montré [CKR
+
03b℄ qu'il était possible de ombiner un nombre borné
de sessions à un nombre non borné de sessions en ajoutant des règles d'orales au système de
dédution de l'intrus.
Théories équationelles. Tous les résultats de déidabilité évoqués au paragraphe préédent
sont obtenus pour des primitives relativement simples à modéliser que sont le hirement et
la onaténation. D'autres primitives omme le  ou exlusif , les groupes abéliens ou les
signatures en aveugle, demandent l'introdution de théories équationelles pour reéter les pro-
priétés algébriques de es opérateurs. Adapter les tehniques de déision à es primitives plus
omplexes est souvent diile. De nombreuses nouvelles lasses de déidabilité ont ependant
été obtenues. Nous en mentionnons quelques unes ii.
Pour le  ou exlusif , Hubert Comon-Lundh et Vitaly Shmatikov [CLS03℄ ainsi que
Yannik Chevalier et al. [CKRT03, CKRT05℄ ont montré que le seret était déidable pour un
nombre borné de sessions. Au ours de ma thèse, nous avons montré [CLC03a℄ que le seret est
également déidable pour un nombre non borné de sessions, pour des protooles ave une seule
opie par transition. Pour les groupes abéliens, Jon Millen et Vitaly Shmatikov [MS03, Shm04℄
ont proposé une lasse déidable pour un nombre borné de sessions. Kumar Verma [Ver03℄ a
obtenu un résultat de déidabilité pour un nombre non borné de sessions, pour des protooles
pouvant être représentés par des automates bi-diretionels pour des théories ave symboles
assoiatifs et ommutatifs.
Pour traiter des protooles omme elui de Die-Hellman [DH76℄, il est néessaire de onsi-
dérer également ertaines propriétés de l'exponentiation modulaire. Dans e adre et pour un
nombre borné de sessions, Mihele Boreale et Maria Busemi [BB03℄ d'une part et Yannik
Chevalier et al. [CKR
+
03a℄ d'autre part en obtenu des résultats de déidabilité en bornant
le nombre de sessions et en restreignant les exposants onsidérés dans l'exponentiation mo-
dulaire. Jean Goubault-Larreq et al. [GLRV04℄ a développé une implémentation permettant
d'analyser en pratique ertains protooles faisant usage de l'exponentiation modulaire.
Nous proposons dans l'artile [CDL06℄ un état de l'art plus omplet des résultats de
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déidabilité obtenus dans le ontexte de la vériation des protooles ryptographiques.
1.3.2.2 Outils
Plutt que d'identier des lasses déidables, une alternative onsiste à développer des
(semi) proédures de déision qui sont orretes (une preuve de séurité obtenue par l'outil
garantit la séurité du protoole) mais qui ne terminent pas toujours ou peuvent éhouer.
C'est e type d'approhe qui est utilisé dans les outils développés pour l'analyse des proto-
oles pour un nombre non borné de sessions. Nous en itons ii quelques-uns. Ainsi, nous
avons déjà mentionné l'outil ProVerif [Bla01, Bla05℄ basé sur des stratégies de résolution
pour les lauses de Horn, orretes mais inomplètes (possibilité de trouver de fausses at-
taques) et sans garantie de terminaison. Cet outil est très performant en pratique et a été
utilisé pour analyser de nombreux protooles (par exemple [ABF04, ABF07, AB05, BC08℄).
L'outil ProVerif a la partiularité de pouvoir traiter aussi bien les propriétés d'aessibilité
omme le seret ou l'authentiation [Bla02℄ que les propriétés d'équivalene à l'aide de sur-
approximations [Bla04, BAF05, BAF08℄.
L'outil TA4SP [BHKO04, BHK07℄ alule une sur-approximation de l'ensemble des mes-
sages aessibles à l'intrus à l'aide d'automates d'arbre. Si le seret n'appartient pas à la
sur-approximation, le protoole est sûr.
L'outil Syther [Cre08a, Cre08b, CLN09℄ manipule symboliquement (à l'aide de  pat-
terns ) l'ensemble des traes et peut, assez souvent, onlure à la séurité d'un protoole
pour un nombre borné de sessions. L'intérêt de et outil est de permettre un alul exat pour
un nombre borné (et xé par l'utilisateur) de l'outil. Ainsi, même si lorsque l'outil ne permet
pas de onlure dans le adre d'un nombre non borné de sessions, il permet de savoir s'il existe
ou non une attaque pour le nombre de sessions hoisi.
Une autre famille d'outils se onsare à l'analyse des protooles pour un nombre borné
de sessions. La diulté réside alors dans la onstrution d'un outil le plus eae possible
pour qu'il soit apable de traiter des exemples relativement importants de protooles, pour
souvent deux à trois sessions. Parmi es outils, itons par exemple Casper/FDR [LR97, Low97,
RSG
+
00℄ qui a permis de déteter la élèbre  man-in-the-middle  attaque [Low96℄ sur le pro-
toole de Needham-Shroeder à lef publique [NS78℄. Les outils Atse [Tur06℄, OFMC [BMV05℄
et Sat-MC [AC05℄ sont d'autres exemples d'outils très utilisés.
1.3.3 Lien ave la ryptographie
Tous les travaux préédents se plaent dans le adre de modèles symboliques, où les primi-
tives ryptographiques sont représentées par des symboles fontionnels, éventuellement munis
d'une théorie équationelle. Ces modèles sont très diérents de eux utilisés en ryptographie,
pour onevoir (par exemple) des algorithmes de hirement. La notion de  séurité  dans
la ryptologie ontemporaine est basée sur la théorie de la omplexité. Les messages sont re-
présentés par des suites nies de bits et les fontions de hirement omme des algorithmes
qui opèrent sur es suites. La question est alors de savoir si on peut onstruire un adversaire
(une mahine de Turing) qui est apable, par exemple, d'apprendre une information onden-
tielle dans un temps raisonnable (polynomial) et ave une probabilité non négligeable. Cette
notion de séurité semble être mieux adaptée pour identier toutes les attaques possibles dans
la réalité mais, en ontrepartie, les (lourdes) preuves de séurité sont eetuées à la main et
semblent diilement automatisables.
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Les modèles symboliques et les modèles ryptographiques (ou alulatoires) sont à pre-
mière vue diilement oniliables. En eet, il est déjà diile d'obtenir des proédures au-
tomatiques de vériation dans un adre idéalisé, il pourrait sembler impossible d'intégrer les
notions de séurité utilisées par les ryptographes. Cependant, depuis le début des années 2000,
une nouvelle ligne de reherhe esquisse un rapprohement entre es deux approhes. Nous
avons établi un état de l'art [CKW09℄ le plus omplet possible sur les travaux qui visent à
utiliser les modèles symboliques pour obtenir des garanties dans les modèles ryptographiques.
Nous résumons ii les prinipales diretions de reherhe. Ainsi, Martín Abadi et Philipp Ro-
gaway ont ouvert la voie en montrant qu'il était possible d'abstraire l'indistinguabilité d'une
séquene de message par une notion symbolique d'équivalene de séquenes de termes, dénie
à l'aide de  patrons  (appelés  patterns  en anglais) [AR00℄. Ces travaux ont été suivis de
nombreuses extensions à d'autres primitives ryptographiques [Her03, Her05, LC04, GvR08,
BLMW07, Maz07, KM09℄. Dans le as atif, Mihael Bakes et al. ont proposé une biblio-
thèque symbolique permettant d'abstraire les opérations ryptographiques [SBB
+
06, BP05b℄.
Leur bibliothèque permet de traiter de nombreuses primitives (signatures et hirement asy-
métrique [BPW03℄, hirement symétrique [BP04℄, protooles à divulgation nulle [BU08℄,
et.). Peter Laud a également proposé une proédure de déision symbolique pour des preuves
ryptographiques de protooles à hirement symétrique [Lau04℄. John Mithell et al. ont pro-
posé une logique symbolique (PCL) [DDM
+
05, DDMW06, RDDM07℄ qui permet d'obtenir
des garanties dans les modèles ryptographiques.
1.4 Contributions
1.4.1 Cheminement
J'ai eetué ma thèse entre 2000 et 2003 au sein du LSV (à l'Éole Normale Supérieure de
Cahan) sous la diretion d'Hubert Comon-Lundh. Mon travail de thèse portait sur la véri-
ation automatique des protooles ryptographiques. J'ai ensuite été rerutée en 2003 omme
herheur CNRS au sein de l'équipe Cassis du LORIA, dirigée par Mihael Rusinowith. À
l'issue de ma thèse [Cor03b℄ en 2003, l'état de l'art autour de la vériation automatique des
protooles ryptographiques permettait de bien identier les diérentes lasses de déidabilité
et indéidabilité. Ainsi, il était établi que le seret est indéidable en général [DLMS99℄, NP-
omplet pour un nombre borné de sessions [RT01℄ et ertaines lasses déidables avaient été
identiées pour un nombre non borné de sessions [DLMS99, BP03, RS03℄ [CCM01, CLC03a℄.
Théories équationelles. La première question naturelle est l'extension de es résultats à
des primitives ryptographiques plus omplexes omme les groupes abéliens, l'exponentiation
modulaire, les signatures en aveugles ou le hirement CBC pour iter quelques exemples.
Ces primitives demandent au minimum de dénir un système de dédution plus omplexe
pour l'intrus et il est souvent néessaire d'introduire une théorie équationelle. Des premiers
résultats avaient déjà été obtenus pour le  ou exlusif  [CLS03, CKRT03℄ [CLC03a℄. Lors
du début de la thèse d'Eugen Zalinesu, nous avons identié [CRZ05℄ un nouveau fragment
déidable de lauses de Horn permettant en partiulier d'analyser les protooles pour des
primitives telles que le hirement en aveugle ou le hirement CBC et pour un nombre
non borné de sessions. D'autre part, grâe à une ollaboration débutée n 2003 ave Martín
Abadi, nous avons démarré une étude assez omplète de la déidabilité de l'équivalene statique
Contributions 19
pour diverses théories équationelles [AC04a, AC05, AC06℄. La notion d'équivalene statique
permet de dénir si un intrus est apable de diérenier deux séquenes de messages. C'est une
notion plus ne que la dédution et au ÷ur de ertaines propriétés omme l'anonymat ou la
ondentialité d'un vote. Nous avons poursuivi l'étude de l'équivalene statique, notamment
ave Mathilde Arnaud et Stéphanie Delaune pour la ombinaison de théories [ACD07a℄ et
les théories monoïdales [CD07a℄, ave Mathieu Baudet pour une proédure plus eae et
implémentée [BCD09a℄ et réemment ave Mouhebeddine Berrima et Narjes Ben Rajeb pour
des théories équationelles adaptées aux protooles de vote [BBRC09℄.
Nouvelles familles de protooles. D'autre part, les modèles développés jusqu'en 2003 étaient
bien adaptés pour traiter les protooles  lassiques  omme eux référenés dans la biblio-
thèque de Clark & Jaob [CJ97℄. Ces modèles se sont ependant révélés insusants pour les
familles de protooles apparues ensuite omme les protooles de groupe, les protooles de si-
gnatures de ontrat ou les protooles de vote. À l'oasion d'une ollaboration ave Graham
Steel, nous nous sommes partiulièrement intéressés aux interfaes de programmation (API)
dédiées aux modules matériels de séurité. Ces interfaes permettent de séparer la partie séu-
risée d'une mahine (le module de séurité) où il est possible de stoker des données sensibles
de la partie non sûre. Nous avons proposé plusieurs modélisations et des nouveaux résultats
de déidabilité [CKS07, CDS07a℄ ainsi qu'une nouvelle interfae générique [CS09a℄.
Nous nous sommes également intéressés aux protooles de vote. Ces protooles ont plu-
sieurs spéiités. D'une part, les primitives ryptographiques sont assez partiulières omme
les signatures en aveugle ou le rehirement. Adapter les tehniques de déidabilité à es
nouvelles primitives est déliat. Nous avons obtenu des premiers résultats [CRZ05, BBRC09℄
mais il s'agit d'un travail toujours en ours ar il n'est toujours pas possible de traiter om-
plètement le as des protooles de vote pour un intrus atif. D'autre part, es protooles ont
des buts de séurité assez partiuliers omme la ondentialité des votes ou la résistane à la
oerition. Ces propriétés ont été formalisées à l'aide de la notion d'équivalene observatio-
nelle [KR05, DKR09b℄. Ave Stéphanie Delaune, nous avons proposé [CD09a℄ une proédure
de déision pour l'équivalene observationelle en nous ramenant à un résultat de déidabilité
mis au point par Mathieu Baudet [Bau05, Bau07℄.
Résultats de transfert. À mesure que le domaine de la vériation automatique des pro-
tooles ryptographiques gagnait en maturité, il nous a semblé intéressant de développer des
résultats de transfert permettant de réutiliser des résultats existants. Ainsi, ave Eugen Zali-
nesu et Mihael Rusinowith, nous avons identié [CRZ06, CRZ07℄ sous quelles onditions
la notion de seret dénie sous forme d'indistinguabilité (dit seret fort) oïnide ave la
notion plus usuelle de seret. Ave Stéphanie Delaune et Jérémie Delaitre, nous avons pro-
posé [CDD07a, CD09℄ d'étiqueter les protooles e qui permet d'utiliser un protoole sûr
en même temps que d'autres protooles partageant des lés, sans avoir à refaire la preuve de
séurité pour l'ensemble des protooles. Enn, ave Bogdan Warinshi et Eugen Zalinesu,
nous avons proposé une transformation [CWZ07b℄ qui permet de passer d'un protoole sûr
pour une seule session et sans intrus à un protoole sûr pour un intrus atif et un nombre non
borné de sessions.
Lien ave la ryptographie. Dès la n de la thèse, je me suis demandée quelles sont les
garanties oertes par les modèles symboliques : lorsqu'un protoole est prouvé sûr, est-il vrai-
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ment sans faille ? En partiulier, nous avons vu à la partie 1.3.3 que les modèles symboliques
s'aranhissent omplètement des primitives ryptographiques réellement utilisées et des hy-
pothèses alulatoires assoiées.
Lors de ma première visite à Martín Abadi, j'ai eu l'oasion de renontrer également Bog-
dan Warinshi (nous partagions le même bureau) qui venait de publier un premier résultat
montrant qu'un modèle symbolique, prohe des modèles existants, permettait d'obtenir di-
retement des preuves au niveau ryptographique. Ce résultat présentait ertaines limitations
omme le fait de ne onsidérer qu'une seule primitive (le hirement asymétrique) et de ne
pas permettre la transmission de paquets non déhirables (omme des  tikets ) par des
agents. Nous avons étendu e résultat à de nouvelles primitives omme les signatures [CW05℄
ou les fontions de hahage [CKKW06℄.
Identier des hypothèses alulatoires permettant d'obtenir des preuves ryptographiques
à l'aide des modèles symboliques a omme premier intérêt d'automatiser les preuves dans les
modèles alulatoires. Une autre perspetive intéressante est de mesurer l'exatitude de la
modélisation symbolique. Ainsi, lorsqu'on ajoute des théories équationelles aux modèles sym-
boliques, peut-on être sûr d'avoir onsidéré susamment d'équations pour apturer toutes
les attaques ryptographiques possibles ? La question se pose de manière très naturelle dans
le adre de l'équivalene statique qui dénit symboliquement la apaité d'un intrus à dis-
tinguer deux séquenes de messages. Cette notion a son pendant alulatoire, l'indistingua-
bilité. Ave Mathieu Baudet et Steve Kremer, nous avons examiné [BCK05, BCK09℄ sous
quelles onditions l'équivalene statique implique l'indistinguabilité alulatoire pour des pri-
mitives ryptographiques arbitraires. Nous avons poursuivi e travail dans le as atif ave
Hubert Comon-Lundh [CLC08a℄, ette fois pour des primitives xes (hirement asymétrique
et onaténation).
Relier les modèles symboliques aux modèles alulatoires demande souvent de traiter de
nouvelles propriétés au niveau symbolique omme l'absene de yles de lefs ou des notions
de seret adaptées à des primitives omme les fontions de hahage. Cela nous a amené à
revisiter et développer [CZ06, CCLZ10℄ la proédure de déision proposée par Hubert Comon-
Lundh [CL04℄ pour les systèmes de ontraintes.
État de l'art. Nous avons également rédigé deux artiles permettant de faire le point sur
les résultats du domaine. Le premier [CDL06℄ fait un tour d'horizon sur les résultats de déi-
dabilité obtenus pour les protooles ryptographiques, notamment en présene de primitives
ryptographiques néessitant l'introdution de théories équationelles. Le deuxième [CKW09℄
propose un panorama sur les résultats permettant d'obtenir des garanties ryptographiques à
l'aide de méthodes symboliques.
1.4.2 Plan
J'ai organisé la présentation de mes ontributions selon trois parties. La première partie
présente les résultats obtenus dans les modèles symboliques pour les propriétés de type aes-
sibilité omme le seret ou l'authentiation. Cette partie regroupe une proédure de déision
développée pour les systèmes de ontraintes et les résultats de déision qui en déoulent (ha-
pitre 3), des tehniques développées pour des fragments de lauses de Horn, notamment pour
les interfaes de programmation de séurité (hapitre 4), ainsi que des résultats de transfert
pour la séurité des protooles (hapitre 5).
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La deuxième partie regroupe les résultats obtenus dans les modèles symboliques pour les
propriétés de type équivalene pour diverses théories équationelles dans le as passif (ha-
pitre 6) ainsi que dans le as atif (hapitre 7).
Enn, la troisième et dernière partie de e mémoire présente les résultats permettant
d'obtenir des preuves ryptographiques à partir des modèles symboliques, tout d'abord pour
les propriétés d'aessibilité (hapitre 8) puis pour les propriétés d'équivalene (hapitre 9).
Avant d'aborder es trois parties, le hapitre 2 propose une (ourte) desription des ara-
téristiques ommunes aux modèles symboliques pour les protooles ryptographiques.
1.4.3 Collaborations
Tous es travaux ont été réalisés en ollaboration ave de nombreux herheurs et n'auraient
pas été possibles sans eux. La liste i-dessous mentionne la plupart de mes o-auteurs depuis
mes travaux de thèse. Les établissements mentionnés sont les institutions d'appartenane en
mai 2009. Une liste omplète des o-auteurs est présentée à la n de e mémoire, page 135.
Mathilde Arnaud, LSV (Frane)
Martín Abadi, Mirosoft Researh Silion Valley (USA)
Mathieu Baudet, DCSSI (Frane)
Narjes Ben Rajeb, LIP2 (Tunisie)
Mouhebeddine Berrima, LIP2 (Tunisie)
Hubert Comon-Lundh, AIST / LSV (Japon / Frane)
Jérémie Delaitre (Frane)
Stéphanie Delaune, LSV (Frane)
Heinrih Hördegen (Allemagne)
Gavin Keighren, Université d'Edimbourg (UK)
Steve Kremer, LSV (Frane)
Ralf Küsters, Université de Trier (Allemagne)
Pasal Lafourade, Verimag (Frane)
Mihael Rusinowith, Loria (Frane)
Graham Steel, LSV (Frane)
Bogdan Warinshi, Université de Bristol (UK)
Eugen Zalinesu, Centre de Reherhe Commun INRIA-Mirosoft (Frane)
En partiulier, e travail repose sur deux thèses que j'ai o-enadrées entre 2004 et 2007.
 La thèse d'Eugen Zalinesu sur la séurité des protooles ryptographiques : déidabilité
et résultats de transfert, soutenue le 17 déembre 2007 et o-enadrée ave Mihael Ru-
sinowith. Les travaux d'Eugen sont dérits aux hapitres 3, 4 (partie 4.2), 5 (partie 5.1)
et 7 (partie 7.2).
 La thèse d'Heinrih Hördegen sur la vériation des protooles ryptographiques : ompa-
raison des modèles symboliques  Étude des protooles réursifs, soutenue le 29 novembre
2007 et o-enadrée ave Mihael Rusinowith. Les travaux d'Heinrih sont mentionnés
au hapitre 8.
Ce travail repose également sur des résultats développés à l'oasion d'enadrements de
stages de reherhe. Je tiens en partiulier à mentionner Mbarka Mabrouki (stage de Mas-
ter 2 en 2005), Mathilde Arnaud (stage de 1ère année de l'ENS Cahan en 2006, le travail
eetué est présenté partie 6.6 et a donné lieu à la publiation [ACD07a℄), Jérémie Delaitre
(stage de Master 2 en 2007, le travail eetué est présenté partie 5.2 et a donné lieu à la
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publiation [CDD07a℄), Walid Chaabene (stage de n d'études de l'Éole Polytehnique de
Tunisie en 2008) ainsi que Mouhebeddine Berrima (stage de reherhe dans le adre d'un
projet Frano-Tunisien en 2008, le travail eetué est présenté partie 6.5).
D'autre part, une partie des perspetives dérites dans le dernier hapitre de e mémoire
seront développées dans le adre de deux thèses débutées à l'automne 2008.
 La thèse de Mathilde Arnaud sur la vériation de protooles dans les réseaux sans-l,
o-enadrée ave Stéphanie Delaune.
 La thèse de Stefan Ciobaa sur l'étude des propriétés d'équivalene observationelle et
l'appliation aux protooles de vote, o-enadrée ave Steve Kremer.
CHAPITRE 2
Pre´liminaires : alge`bre de termes
Tous les modèles symboliques dédiés aux protooles ryptographiques ont pour point om-
mun de représenter les messages à l'aide de termes. Ainsi, les noms des agents, les lefs et les
nones (nombres générés aléatoirement lors de l'exéution du protoole) sont en général repré-
sentés par des onstantes. Lorsqu'on onsidère un nombre non borné de sessions, un nombre
arbitraire de nones et de lefs peuvent être générées. An de onsidérer une signature nie,
les nones et les lefs sont alors souvent représentés par des noms. Un symbole fontionnel est
assoié à haque primitive ryptographique. La onaténation de deux messages m1,m2 est
souvent notée 〈m1,m2〉 ou pair(m1,m2). Le hirement d'un message m par une lef k est en
général noté {m}k ou enc(m,k).
2.1 Algèbre de termes
Formellement, noua onsidérerons don une signature F , 'est-à-dire un ensemble de sym-
boles fontionnels donnés ave leur arité. Nous onsidérerons également un ensemble X de
variables et un ensemble N de noms, disjoints de F . L'algèbre de termes T (F ,N ,X ) formée
sur F , N et X est dénie indutivement par
T (F ,N ,X ) := X | N | f(t1, . . . , tn) ti ∈ T (F ,X )
où f ∈ F est d'arité n. Nous pourrons également onsidérer une algèbre de termes ave sortes
(ou typage).
Les apaités de l'intrus sont souvent représentées à l'aide d'un système de dédution. Le
système de dédution lassique (souvent appelé Dolev-Yao) assoié à la paire et au hirement
(symétrique) est onstitué des inq règles dérites à la gure 2.1.
2.1.1 Disussion
Les algèbre de termes utilisées peuvent varier d'un modèle à l'autre.
1. Des primitives peuvent être ajoutées omme les signatures, souvent notées sign ou les
fontions de hahage, souvent notées h.
2. Deux types de hirement peuvent être utilisés : le hirement symétrique (souvent noté
enc) ou asymétrique (souvent noté enca). Deux symboles distints sont souvent utilisés
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x y
enc(x, y)
enc(x, y) y
x
x y
pair(x, y)
pair(x, y)
x
pair(x, y)
y
Figure 2.1 - Système de dédution Dolev-Yao.
mais le même symbole peut également représenter les deux types de hirement, auquel
as le type de hirement est indiqué par le type de la lef.
3. Pour rendre mieux ompte de l'implémentation, un symbole ternaire peut être préféré
pour modéliser le hirement et représenter son aratère probabiliste : le même message
m hiré à deux instants diérents par une même lef k ne donnera pas le même hiré.
Le hirement de m par k est alors souvent noté enc(m,k, r) où r représente l'aléa du
hirement.
4. Une dernière diérene importante est l'utilisation possible de destruteurs expliites.
Le plus souvent, la possibilité de hirer et déhirer des messages est modélisée par un
système de dédution omme elui de la gure 2.1. Une alternative onsiste à introduire
un symbole fontionnel dec pour le déhirement, ainsi que l'équation
dec(enc(x, y), y) = x.
Les deux modélisations sont prohes sans être équivalentes. Ainsi, Jon Millen [Mil03℄
a montré que ertaines attaques ne seront détetées que lorsque les destruteurs sont
expliitement représentés.
L'intérêt des théories équationelles est de permettre plus de souplesse. En eet, le système
de dédution sous-jaent en déoule immédiatement et n'a pas besoin d'être déni à la
main pour haque primitive. Il est don possible de onsidérer une signature arbitraire.
D'autre part, le hoix d'une modélisation à l'aide de théories équationelles permet de
onsidérer plus de propriétés omme les propriétés d'équivalene, souvent plus nes que
les propriétés d'aessibilité.
La modélisation à l'aide de systèmes de dédution est ependant souvent plus faile à
manipuler dans les preuves et évite de onsidérer des termes irrédutibles ontenant des
destruteurs, omme par exemple le terme dec(〈m1,m2〉, k), qui orrespondent est en
général un message d'erreur (ela dépend bien sûr de l'implémentation des primitives).
Nous serons don amenés à onsidérer des algèbres de termes diérentes au ours de e mé-
moire.
2.1.2 Dénitions et notations générales
Même si l'algèbre de termes onsidérée pourra varier au ours de e mémoire, nous utili-
serons des notations et des dénitions ommunes.
Les symboles d'arité nulle sont des onstantes. L'ensemble des variables d'un terme t sera
noté var(t). L'ensemble des noms d'un terme t sera noté noms(t). Un terme est dit los lorsqu'il
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ne ontient pas de variables. L'ensemble des termes los est T (F ,N ). La taille d'un terme t,
notée |t| est dénie de manière indutive :{
|t| = 1 si t est une variable, un nom ou une onstante,
|t| = 1 +
∑n
i=1 |ti| si t = f(t1, . . . , tn) et f symbole d'arité n.
Un terme t est dit atomique si t est une onstante ou une variable. Si T est un ensemble ni
de termes, |T | représente la somme des tailles de ses éléments : |T | =
∑
t∈T |t|. L'ensemble des
sous-termes d'un terme t est noté st(t) et l'ensemble des sous-termes d'un ensemble de termes
T est noté st(T ). Étant donné un terme t et une position p de e terme, le sous-terme de t à la
position p est noté t|p. Lorsqu'on onsidère la signature F = {enc, enca, sign, pair, h, pub, priv}
(ou un sous-ensemble de elle-i), on distinguera également les sous-termes en position de
plaintext. Il s'agit des sous-termes qui peuvent éventuellement aessibles de l'intrus. Formel-
lement, l'ensemble plaintext(t) des termes en position de plaintext dans un terme t est déni
indutivement par :
plaintext(pair(t1, t2))) = {pair(t1, t2)} ∪ plaintext(t1) ∪ plaintext(t2)
plaintext(f(t1, t2))) = {f(t1, t2)} ∪ plaintext(t1) f ∈ {enc, enca, sign}
plaintext(f(u)) = {f(u)} sinon
Les substitutions sont notées σ = {t1/x1 , . . . ,
tn/xn}. Le domaine d'une substitution σ est
déni par dom(σ) = {x1, . . . , xn}. Une substitution est dite lose si tous les ti sont los.
L'appliation d'une substitution σ à un terme t est notée σ(t) ou tσ.
Si S est un ensemble de termes et t est un terme, on pourra érire S, t au lieu de S ∪ {t}.
2.1.3 Dédution
Étant donné un système de dédution tel que elui dérit à la gure 2.1, on dit qu'un terme
t est dédutible en un pas à partir d'un ensemble de termes S s'il existe t1, . . . , tn ∈ S, une
substitution θ et une règle de dédution
u1 · · · un
u
tels que ti = uiθ pour tout 1 ≤ i ≤ n et t = uθ. Le terme t est dédutible à partir de S, e
qui est noté S ⊢ t, s'il existe t1, . . . , tn ∈ S tels que ti+1 est dédutible en un pas à partir de
S ∪ {t1, . . . , ti} pour tout 0 ≤ i ≤ n− 1 et tn = t.
2.1.4 Théories équationelles
Comme évoqué au paragraphe 2.1.1, nous serons amenés, en ours de e mémoire, à munir
l'algèbre de terme T (F ,N ,X ) d'une théorie équationelle E, 'est-à-dire une relation d'équi-
valene sur les termes, lose par appliation de ontexte et par substitution des variables et
des noms. Nous érirons M =E N si M et N sont équivalents dans E. Une théorie équatio-
nelle lassique, représentant le déhirement et la projetion expliites est Eenc, induite par
les équations i-dessous :
Eenc = {dec(enc(x, y), y) = x, fst(pair(x, y)) = x, snd(pair(x, y)) = y}.
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2.2 Protooles
De nombreux modèles sont proposés pour les protooles. Quelques-uns seront dérits au
ours de e mémoire, d'autres ont été mentionnés en introdution. Les notations exates pour la
spéiation d'un protoole dièrent énormément d'un modèle à l'autre. Nous tentons ii d'en
dérire les points ommuns à l'aide d'une notation inspirée du modèle proposé par Mathieu
Turuani [RT01, Tur03℄.
Chaque étape d'un protoole est modélisée par une règle de la forme
u
N1,...,Nk−→ v
Le terme u représente le message attendu par l'agent atif à ette étape et le terme v représente
le message envoyé. Les variables N1, . . . , Nk représentent les données générées aléatoirement
à ette étape.
Considérons le protoole de Wide Mouthed Frog dérit en introdution (partie 1.2). À la
première étape, l'agent A envoie un message pour B, e qui peut être représenté par la règle
kab−→ 〈a, 〈b, enc(kab, kas)〉〉
À la deuxième étape, le serveur envoie un message pour B qui dépend du message reçu de A.
Il est important de noter que le serveur traitera tout message de la forme A,B, {Kab}Kas ,
quelle que soit la lef Kab. On utilise don des variables pour représenter le message attendu
pour un agent du protoole.
〈a, 〈b, enc(x, kas)〉〉 → enc(〈a, x〉, kbs)
Pour un nombre borné de sessions, il sut de dupliquer les règles autant de fois qu'elles
seront jouées et de remplaer les variables N1, . . . , Nk par des onstantes. Un protoole est
don être simplement dérit par un ensemble ni et partiellement ordonné de règles de la forme
u→ v. On retrouve alors exatement le modèle proposé par Mathieu Turuani [RT01, Tur03℄.
Pour un nombre non borné de sessions, il faut tenir ompte de l'état loal à haque session
des agents du protoole. Un modèle préis est proposé au hapitre 8 (partie 8.2).
Protooles 27
Première partie
Analyse de propriétés d'aessibilité
CHAPITRE 3
Syste`mes de contraintes
La propriété la plus étudiée pour les protooles ryptographiques est ertainement elle
du seret : peut-on s'assurer qu'un protoole préserve la ondentialité de ertaines données
sensibles, quelque soit le omportement d'agents malhonnêtes ? Le seret est indéidable lors-
qu'on autorise un nombre non borné de sessions [EGS86℄, même lorsque la taille des messages
est bornée [DLMS99, AC02℄ ou sans onsidérer de nones [EGS86℄.
Lorsque le nombre de sessions est borné, M. Rusinowith et M. Turuani [RT01, RT03℄
ont montré que le seret devenait déidable (o-NP-omplet). Pour analyser un nombre borné
de sessions, J. Millen et V. Shmatikov [MS01℄ ont introduit les systèmes de ontraintes qui
représentent de manière symbolique l'exéution d'un protoole pour un sénario donné. Dans
e hapitre, nous présentons et revisitons la proédure de déision proposée par Hubert Comon-
Lundh [CL04℄ pour les systèmes de ontraintes.
3.1 Modélisation en systèmes de ontraintes
La signature onsidérée est F = {enc, enca, sign, h, pair, pub, priv}. Les quatre premiers
symboles sont d'arité 2, les deux derniers d'arité 1. Comme souvent, nous pourrons érire
〈t1, t2〉 au lieu de pair(t1, t2). Les apaités de alul de l'intrus sont représentées par le système
de dédution présenté à la gure 3.1.
3.1.1 Dénitions
Nous étudions dans e hapitre la déidabilité de propriétés d'aessibilité pour un nombre
borné de sessions. Borner le nombre de sessions signie que haque étape d'un protoole ne
sera exéutée qu'un nombre ni de fois. Il est don possible de deviner l'ordre d'exéutions
de haune des étapes. Une fois l'ordre d'exéution xé, l'existene d'une attaque dépend des
messages envoyés par l'intrus à haque étape. L'ensemble des exéutions possibles peut être
représentée de manière élégante à l'aide de systèmes de ontraintes.
Dénition 3.1 Un système de ontraintes C est un ensemble ni d'expressions T  u, ap-
pelées ontraintes, où T est un ensemble non vide de termes, appelé membre gauhe de la
ontrainte et u est un terme, appelé membre droit de la ontrainte, tel que :
 les membres gauhes des ontraintes sont totalement ordonnés par inlusion ;
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S ⊢ x S ⊢ y
S ⊢ pair(x, y)
S ⊢ x S ⊢ y
S ⊢ enc(x, y)
S ⊢ x S ⊢ y
S ⊢ enca(x, y)
S ⊢ x S ⊢ y
S ⊢ sign(x, y)
S ⊢ pair(x, y)
S ⊢ x
S ⊢ pair(x, y)
S ⊢ y
S ⊢ enc(x, y) S ⊢ y
S ⊢ x
S ⊢ enca(x, pub(y)) S ⊢ priv(y)
S ⊢ x
S ⊢ sign(x, priv(y))
(optionnel)
S ⊢ x
x ∈ S
S ⊢ x
Figure 3.1 - Système de dédution de l'intrus.
 si x ∈ var(T ) pour une ontrainte (T  u) ∈ C alors
Tx
def
= min{T ′ | (T ′  u′) ∈ C, x ∈ var(u′)}
existe et Tx ( T .
Une solution d'un système de ontraintes C est une substitution θ qui satisfait toutes les
ontraintes : Tθ ⊢ uθ pour tout T  u ∈ C.
3.1.2 Exemples
Une fois que le nombre de sessions est xé et qu'un ordre d'exéution a été hoisi pour les
règles du protoole, un sénario est une suite de règles de la forme
u1 → v1
.
.
.
un → vn
où les ui sont des termes représentant la forme des messages attendus par les agents et les vi
sont des termes représentant les messages envoyés. Étant donné un ensemble ni I0 de termes
(los) représentant la onnaissane initiale de l'intrus et k une lef, les attaques menant à la
révélation de la lef k sont représentées par les solutions du système de ontraintes suivant :
I0  u1
I0, v1  u2
.
.
.
I0, v1, . . . , vn−1  un
I0, v1, . . . , vn−1, vn  k
Plus onrètement, onsidérons le sénario d'attaque dérit en introdution (page 1.2) pour
une variante du protoole Wide Mouthed Frog. Considérons I0 = {a, b, c, kcs} : l'intrus onnaît
les noms d'agents a, b, c ainsi que la lef long terme partagée entre c et le serveur.
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R1 C ∧ T  u  C si T ∪ {x | (T
′  x) ∈ C, T ′ ( T}⊢u
R2 C ∧ T  u  σ Cσ ∧ Tσ  uσ si σ = mgu(t, u), t ∈ st(T ),
t 6= u, t, u non variables
R3 C ∧ T  u  σ Cσ ∧ Tσ  uσ si σ = mgu(t1, t2), t1, t2 ∈ st(T ),
t1 6= t2, t1, t2 non variables
R4 C ∧ T  u  σ Cσ ∧ Tσ  uσ si σ = mgu(t2, t3), enca(t1, t2) ∈ st(T ),
priv(t3) ∈ plaintext(T ) et t2 6= t3
R5 C ∧ T  u  ⊥ si var(T, u) = ∅ et T 6⊢ u
Rf C ∧ T  f(u, v)  C ∧ T  u ∧ T  v pour f ∈ {pair, enc, enca, sign, h}
Figure 3.2 - Règles de simpliation d'un ensemble de ontraintes.
À la première étape, l'agent A envoie un message pour B : la onnaissane de l'intrus est
augmentée du message 〈a, 〈b, enc(kab, kas)〉〉. À la deuxième étape, le serveur aeptera toute
instantiation θ du terme 〈a, 〈c, enc(x, kas)〉〉 et renverra le message représenté par le terme
enc(〈a, x〉, kcs)θ. Le protoole est attaqué si l'intrus peut onnaître la lef kab. L'ensemble des
exéutions menant à une attaque est représenté par le système C de ontraintes suivant :
I0, 〈a, 〈b, enc(kab, kas)〉〉  〈a, 〈c, enc(x, kas)〉〉
I0, 〈a, 〈b, enc(kab, kas)〉〉, enc(〈a, x〉, kcs)  kab
Une solution de C est la substitution θ = {kab/x}.
3.1.3 Simpliation d'un système de ontraintes
La déidabilité du seret pour un nombre borné de sessions se ramène don à l'existene
d'une solution pour un système de ontraintes. Il existe des systèmes de ontraintes, dits
résolus, qui admettent toujours une solution.
Dénition 3.2 Un système de ontraintes est dit résolu si toutes ses ontraintes sont de la
forme T  x où x est une variable.
Tout système résolu C admet une solution : il sut de hoisir θ(x) = t ∈ T0 où T0 est le
membre gauhe minimal (pour l'inlusion) de C.
J. Millen et V. Shmatikov [MS01℄ puis Hubert Comon [CL04℄ ont introduit un ensemble
de règles pour transformer pas à pas un système de ontraintes en un système de ontraintes
résolu. Les règles proposées par Hubert Comon [CL04℄ sont dérites à la gure 3.2. Les règles
sont indexées par une substitution, la substitution identité étant impliitement onsidérée
lorsqu'il n'y a pas d'index. On érit C  nσ C
′
si C  σ1 C1  σ2 · · · σn C
′
et σ = σ1σ2 . . . σn.
Théorème 3.1 ([CL04℄) L'ensemble de règles dérit à la gure 3.2 est orret, omplet et
terminant.
i) (Corretion) Si C  ∗σ C
′
et θ est solution de C ′ alors σθ est solution de C.
32 Systèmes de ontraintes
ii) (Complétude) Si θ est solution de Calors il existe un système de ontraintes C ′ en forme
résolue et des substitutions σ, θ′ tels que θ = σθ′, C  ∗σ C
′
et θ′ est solution de C ′.
iii) (Terminaison) Il n'y a pas de suite innie C  σ1 C1  σ2 · · · σn Cn  σn+1...
Nous avons montré [CDD07a, CD09℄ que le système de règles peut être rané en évitant
d'unier les paires : les règles restent omplètes même si R2 et R3 ne sont appliquées que sur
des termes non variables et dont le symbole de tête n'est pas pair. Cela nous est utile pour
prouver la omposabilité des protooles tagués, résultat qui présenté au hapitre 5 (partie 5.2).
Intuitivement, e ranement de la proédure de simpliation indique qu'il n'est pas néessaire
de taguer les paires pour distinguer deux protooles (tagués).
3.1.4 Complexité
Le théorème 3.1 permet de onlure à la déidabilité de la propriété du seret. Il ne permet
pas immédiatement de retrouver un algorithme o-NP omme elui proposé par M. Rusino-
with et M. Turuani [RT01, RT03℄. En eet, l'appliation des règles de simpliation peut
réer des branhes de longueur exponentielle omme le montre l'exemple suivant :
T0 = {enc(a, k0)}  enc(x0, k0)
T1 = T0 ∪ {enc(〈x0, 〈x0, a〉〉, k1)}  enc(x1, k1)
.
.
.
Tn = Tn−1 ∪ {enc(〈xn−1, 〈xn−1, a〉〉, kn)}  enc(xn, kn)
Tn+1 = Tn ∪ {a}  xn
Le système de ontraintes C admet lairement une solution et C est de taille linéaire en n.
On remarque que
C  2nσ
{
T0  enc(x0,K0)
Tn+1σ  xnσ
ave σ(xi+1) = 〈xi, 〈xi, a〉〉 pour 0 ≤ i ≤ n− 1. Cette dérivation est obtenue en appliquant la
règle R2 puis R1 pour haque ontrainte Ti  enc(xi, ki) (ave 1 ≤ i ≤ n).
On peut alors montrer par indution sur n qu'il existe une branhe de longueur 3(2n − 1)
de T  xnσ à T  x0 (en forme résolue), où T = Tn+1σ. En utilisant les règles Rpair et R1, on
obtient
T  xnσ
R〈〉
 
{
T  xn−1σ
T  〈xn−1σ, a〉
 
m
{
T  x0
T  〈xn−1σ, a〉
R〈〉
 

T  x0
T  xn−1σ
T  a
R1
 
{
T  x0
T  xn−1σ
 
m T  x0
ave m = 3(2n−1 − 1) par hypothèse d'indution. La dérivation est don de longueur expo-
nentielle : 2× 3(2n−1 − 1) + 3 = 3(2n − 1).
Nous avons montré [CZ06, CCLZ10℄ qu'il n'est en fait jamais utile de onsidérer à nouveau
une ontrainte déjà visitée (omme la ontrainte T  xn−1σ de notre exemple). À la plae
de haque règle de simpliation C  σ C
′
, nous introduisons la règle suivante, qui évite de
revisiter les ontraintes déjà explorées :
C;D  σ C
′ \D; (C \ C ′) ∪D
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Les ontraintes déjà analysées sont mémorisées dans D. Le système de ontrainte initial est
alors de la forme C; ∅. Le nouveau système de règle reste orret et omplet et termine ette
fois en temps polynomial.
Théorème 3.2 ([CZ06, CCLZ10℄) Soit C un système de ontraintes et θ une substitution.
i) (Corretion) If C; ∅ nσ C
′;D′ et si θ est solution de C ′ alors σθ est solution de C.
ii) (Complétude) Si θ est solution de C, alors il existe un système de ontraintes C ′ en
forme résolue, un ensemble de ontraintes D′ et des substitutions σ, θ′ tels que θ = σθ′,
C; ∅ ∗σ C
′;D′ et θ′ est solution de C ′.
iii) (Terminaison) Si C; ∅ nσ C
′;D′ alors n est borné par un polynme en la taille de C.
3.2 Propriétés de séurité
L'intérêt de la résolution des systèmes de ontraintes à l'aide des règles de simpliation
est multiple. Tout d'abord, 'est un système de règles exible, auquel il est faile d'ajouter
une nouvelle primitive par exemple. Mais surtout l'ensemble des formes résolues forme une
représentation symbolique de toutes les solutions du système de départ. Aussi, pour déider
une propriété donnée sur les traes, il sut de savoir la déider sur des ontraintes résolues.
Nous avons utilisé ette approhe pour déider plusieurs types de propriétés de séurité : seret
et authentiation, yles de lefs, horodatage ainsi qu'une variante plus forte de la propriété
du seret, qui apparaît lorsqu'on introduit les fontions de hahage.
3.2.1 Propriétés de seret et d'authentiation
Pour spéier des propriétés de type seret et authentiation, nous avons proposé [CCLZ10℄
une logique L dénie indutivement de la manière suivante :
φ ::= [m1 = m2] | ¬φ | φ ∨ φ | φ ∧ φ | ⊥ | ⊤ m1,m2 termes
La sémantique d'une formule lose est dénie de manière habituelle. En partiulier, ⊥ est
évaluée à faux et ⊤ à vrai. Étant donné un système de ontrainte C et une formule φ de L
telle que var(φ) ⊆ var(C), on dit qu'une θ est solution de C pour la propriété φ si θ est solution
de C et φθ = true.
Pour spéier le seret, il sut tout simplement de prendre φ = ⊤, la formule toujours
vraie. Pour l'authentiation, la logique L permet d'exprimer que la valeur reçue par l'agent B
(représentée par une variable x) est bien elle envoyée par l'agent A (représentée par une
onstante k). Il sut pour ela de onsidérer la formule [x = k].
La logique L permet également de onsidérer des propriétés plus sophistiquées omme le
fait que l'agent B a reçu exatement une fois la valeur k envoyée par A.
φ2 = ([x = k] ∧ [y 6= k]) ∨ ([x 6= k] ∧ [y = k])
Les variables x et y représentent les valeurs reçues par B à la première et à la deuxième session
respetivement.
D'autres exemples de propriétés sont dérits dans [CZ06, CCLZ10℄.
Proposition 3.1 ([CCLZ10℄) Soit C un système de ontraintes et φ une formule de L. Dé-
ider si C admet une solution pour φ peut être fait en temps polynomial non déterministe.
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3.2.2 Cyles de lefs
La (non) existene de yles de lefs est une propriété au ÷ur des preuves de protooles
dans les modèles ryptographiques. En eet, la plupart des shémas de hirement sont (prou-
vés) robustes uniquement dans le as où les yles de lefs sont interdits. Il est à noter qu'il
n'existe pas d'attaque onnue sur les shémas de hirement ouramment utilisés lorsqu'on
rée des yles de lefs mais auune preuve de séurité n'a pu être proposée dans e as.
Plusieurs dénitions formelles de yles de lefs ont été proposées. Une des premières
dénitions proposées par Abadi et Rogaway [AR02℄ identie un yle de lef omme un yle
dans la relation de hirement. Ainsi, {k}k et {{a}k}k forment haun un yle de lefs. La
dénition induite par l'approhe de Laud [Lau02℄ orrespond à ne onsidérer de tels yles
que dans les parties visibles des messages, 'est-à-dire qui ne sont pas ahées par une lef
serète. Ainsi le message {{k}k}k′ ontient un yle d'après la dénition de Abadi et Rogaway
mais n'en ontient par pour la dénition de Laud, sous réserve que la lef k′ soit inonnue de
l'intrus. Il sut souvent de se limiter aux lefs qui apparaissent en position de plaintext. Ainsi
{k}k forme un yle de lef mais pas {{a}k}k. Formellement, on dit qu'une lef (atomique)
k1 hire k2 dans S, noté k1 > k2 s'il existe un sous-terme t de S tel que t = enca(t
′, k1) et
k2 ∈ plaintext(t
′). Il existe un yle de lef dans S s'il existe k1, . . . , kn atomiques tels que
k1 < k2 < · · · < kn < k1.
Les preuves de séurité dans le as atif demandent souvent une hypothèse plus forte, à
savoir que la relation de hirement respete un ordre sur les lefs donné a priori. Dans [BP04℄,
l'ordre hoisi est par exemple l'ordre dans lequel les lefs sont générées.
Un intrus peut utiliser le protoole pour tenter de réer un yle de lef. L'existene de
yle de lef est indéidable pour un nombre non borné de sessions [CZ06, CCLZ10℄ mais
redevient NP (omplet) pour un nombre borné de sessions.
Proposition 3.2 ([CZ06, CCLZ10℄) Soit C un système de ontraintes et t un terme et ≺ un
ordre sur les lefs. Déider si C admet une solution θ telle que tθ admet un yle de lef ou
déider si C admet une solution θ telle que tθ ne respete pas l'ordre ≺ peut être fait en temps
polynomial non déterministe.
Ce résultat est valable également pour les autres dénitions de yles de lefs évoquées i-
dessus.
3.2.3 Horodatage
Certains protooles utilisent l'horodatage (ou timestamps en anglais) pour s'assurer de
la fraîheur des données reçues. C'est notamment le as du protoole Wide-Mouthed-Frog
présenté en introdution. Pour modéliser l'horodatage des données, on onsidère un sous-
ensemble inni Time de noms, qui représente les nombres entiers ou rationnels. Les relations
entre les dates sont spéiées à l'aide de ontraintes de temps entières (resp. ontraintes de
temps rationnelles) qui sont des onjontions de formules de la forme
Σki=1αixi ⋉ β,
où les αi et β sont des nombres rationnels, ⋉ ∈ {<,≤}, et les xi sont des variables. Une
solution de la ontrainte de temps entière (resp. rationnelle) T est une substitution lose
σ = {c1/x1 , . . . ,
ck/xk}, telle que ci ∈ Time et que σ satisfait la ontrainte T .
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Les ontraintes de temps permettent en partiulier d'assurer qu'un message reçu portant
une date x est susamment frais, à l'aide d'une ontrainte de la forme x ≥ t où t ∈ Time.
Proposition 3.3 ([CCLZ10℄) Soit C un système de ontraintes et T une ontrainte de temps
entière ou rationnelle. Déider si C admet une solution θ telle que θ|var(T ) soit solution de T
peut être fait en temps polynomial non déterministe.
3.2.4 Seret en présene de hash
La troisième partie de e mémoire est onsarée à l'étude de la orretion des modèles sym-
boliques vis-à-vis des modèles ryptographiques. Il s'agit de transférer les résultats obtenus
dans le adre symbolique : si un protoole est prouvé sûr lorsque les messages sont repré-
sentés par une algèbre de termes, qu'en est-il lorsque l'on onsidère un modèle plus préis,
dit ryptographique, où les messages sont représentés par des suites de bits ? La propriété de
ondentialité semble partiulièrement diile à transférer. Dans e hapitre, nous l'avons mo-
délisée omme une propriété d'aessibilité : l'intrus ne doit pas atteindre un état où il onnaît
le seret. Dans les modèles ryptographiques, une valeur reste ondentielle s'il n'est pas pos-
sible d'en obtenir une information partielle. Considérons l'exemple des fontions de hahage.
Un seret s n'est pas dédutible (symboliquement) du message h(s). Pourtant, révéler h(s)
donne une information partielle sur s. Ainsi, si l'adversaire voit passer le message h(si), ave
i ∈ {0, 1} et onnaît par ailleurs les valeurs s0 et s1, il peut aluler h(s0) et h(s1), omparer
ave la première valeur h(si) et déduire quelle valeur a été hahée. La notion de dédution
est don trop faible pour reéter la ondentialité dans les modèles ryptographiques. Nous
verrons au hapitre 8 une notion (symbolique) plus forte du seret en présene de fontion de
hahage, appelée seret symbolique et dénie à l'aide de patterns. Intuitivement, un protoole
préserve le seret symbolique d'une donnée s si elle-i n'apparaît pas dans la partie visible des
messages, même lorsque le seret s est onnu. En nous ramenant à des systèmes de ontraintes
résolus, nous avons montré [CKKW06℄ que le seret symbolique reste NP-omplet pour un
nombre borné de sessions.
3.3 Conlusions et perspetives
Ce hapitre illustre la exibilité de la résolution des systèmes de ontraintes par règles
de transformation. Déider une propriété sur les traes d'exéution se ramène à déider ette
propriété sur les formes résolues. Nous proposons i-dessous plusieurs axes de reherhe liés à
la résolution de systèmes de ontraintes (résolus).
3.3.1 Nouvelles propriétés
L'approhe présentée dans e hapitre a été utilisée pour déider des propriétés variées
omme le seret, diérentes variantes de l'authentiation, l'existene de yles de lefs, les
ontraintes d'horodatage ou une variante de la propriété de seret dans le as des fontions
de hahage. Elle a également été utilisée par Detlef Kähler et Ralf Küsters pour analyser les
protooles de signature de ontrat [KK05℄.
Cette approhe sera très ertainement à nouveau retenue pour d'autres propriétés de sé-
urité motivées par de nouveaux protooles. Ainsi, les protooles de routage séurisés [PR99,
GZA02, HPJ05, BV04℄ demandent de prendre en ompte la topologie du réseau : tous les
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n÷uds ne sont pas reliés entre eux et un n÷ud ne peut ommuniquer qu'ave ses voisins. Ces
protooles de routage doivent notamment assurer qu'un adversaire ontrlant un ou plusieurs
n÷uds d'un réseau ne peut pas faire aepter une fausse route à un agent (appelé n÷ud) ou
ne peut pas forer une route à passer par lui. Ces propriétés peuvent s'exprimer omme des
prédiats sur les traes et pourront ertainement être déidées sur des ontraintes résolues,
e qui onduit immédiatement à la déidabilité de es propriétés pour un nombre borné de
sessions.
3.3.2 Fontions réursives
Les protooles de routage visent à établir des routes d'un point à un autre du réseau.
Chaque n÷ud ajoute sa onnaissane du n÷ud suivant sous la forme d'une liste haînée. La
soure ou la destination de la route (suivant les protooles) sont amenées à vérier une liste
haînée de messages. Une route ne sera aeptée que si la liste est bien formée. Ces listes
haînées sont utilisées dans de nombreuses autres appliations telles que les haînes de erti-
ats [GGKL89℄ ou de manière plus anedotique, les protooles de reherhe d'ores [KAG98,
Rot01℄. L'étude de es protooles se ramène à l'existene d'une solution pour un système de
ontraintes
C =


I0  u1
I0, v1  u2
.
.
.
I0, v1, . . . , vn−1  un
I0, v1, . . . , vn−1, vn  k
ave des ontraintes d'appartenane xi ∈ Li pour les variables de C où les Li sont des en-
sembles de termes dénis réursivement. Déider l'existene d'une attaque revient à déider
l'existene d'une solution pour des ontraintes résolues. Il semble possible d'adapter les règles
de transformation de manière à éliminer progressivement les ontraintes d'appartenane à des
langages réursifs. On retrouverait alors des formes résolues lassiques.
3.3.3 Propriétés d'équivalene
L'ensemble des formes résolues d'un système de ontraintes C permet de représenter sym-
boliquement l'ensemble des solutions de C. Plus formellement, étant donné un système de
ontraintes C, on peut aluler (en temps exponentiel) l'ensemble {C1, . . . , Cn} des systèmes
de ontraintes en forme résolue tels que C  σi Ci. Alors
{θ | θ solution de C} = ∪ni=1{σiθ | θ solution de Ci}.
Les propriétés d'équivalenes sont des propriétés qui onsidèrent l'ensemble des traes, par
opposition aux propriétés d'aessibilité (omme le seret et l'authentiation) qui onsidère
les traes une à une. Nous avons vu que la résolution de systèmes de ontraintes est très
bien adaptée à la déision de propriétés de traes. Cependant, omme l'ensemble des formes
résolues aratérise symboliquement l'ensemble des traes, il semble possible de herher à
déider également des propriétés d'équivalenes. Nous verrons au hapitre 7 (partie 7.3) que
l'équivalene observationelle se ramène à l'égalité des ensembles de traes pour les protooles
déterministes ([CD09b℄). Pour ette lasse de protooles, l'équivalene observationelle revient
don à tester l'égalité des solutions d'ensembles de ontraintes. Pour être préis, le résultat
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de [CD09b℄ demande d'enrihir la dénition de traes en prenant en ompte les reettes utilisées
par l'intrus pour onstruire ses messages. Il s'agit don de tester l'égalité des solutions au
seond ordre de systèmes de ontraintes, en reprenant la terminologie utilisée par Mathieu
Baudet [Bau05, Bau07℄.
3.3.4 Théories équationnelles
Une part importante des travaux de reherhe sur la vériation symbolique des proto-
oles ryptographique s'est attahée à onsidérer des théories équationnelles pour reéter les
propriétés algébriques des primitives ryptographiques. Une question naturelle est de savoir
omment adapter les règles de transformation lorsque l'algèbre de termes n'est plus une al-
gèbre libre mais une algèbre quotientée par une théorie équationnelle. Ainsi, pour les théories
sous-termes (Dénition 61 du hapitre 6), la résolution des systèmes de ontrainte reste un
problème NP-omplet [DJ04, Bau05, Bau07℄.
Pour traiter des théories de manière plus générale, une approhe onsiste à aluler à
l'avane les formes normales possibles de manière à s'abstraire de la théorie équationnelle.
Cette approhe est appelée approhe des variants nis. Hubert Comon-Lundh et Stéphanie
Delaune [CD05, Del06b℄ ont ainsi proposé une proédure qui permet de réduire l'étude de
la satisfation de ontraintes modulo une théorie équationnelle à l'étude de la satisfation
de ontraintes modulo la théorie AC pure (assoiativité et ommutativité). Le prix à payer
est la modiation du système de dédution de l'intrus. Le problème de la dédution peut
alors devenir indéidable. Cette approhe a également été utilisée [BCL08℄ pour montrer la
déidabilité de la satisfation des systèmes de ontraintes pour la théorie des signatures en
aveugle (dénie page 63 du hapitre 6).
Il s'avère ependant diile d'obtenir des résultats de déidabilité généraux pour des
théories AC. Diérents fragments déidables ont été proposés pour des théories (ave opé-
rateurs AC) partiulières : un fragment déidable de systèmes de ontraintes pour la théorie
AC pure [BCD07℄ ; pour la théorie du XOR (ou exlusif) [CKRT03, CLS03℄ ; plusieurs frag-
ments de la théorie de l'exponentiation modulaire [CKR
+
03a, MS03℄ dont un fragment utile
pour les protooles de porte-monnaie életronique [CD09b℄ ; et pour des opérateurs homomor-
phiques [DLLT06℄.
Si les théories ave opérateur AC s'avèrent diiles à traiter, il semble ependant possible
de s'attaquer à des théories générales sans opérateur AC omme par exemple elles dévelop-
pées pour traiter du vote életronique (une desription préise de es théories est donnée au
hapitre 6, partie 6.5). Au hapitre 6, partie 6.3.2, nous montrons omment revisiter la pro-
édure de déision de Mathieu Baudet [Bau05, Bau07℄ dans le adre de l'équivalene statique
pour aboutir à un algorithme fontionnant pour des théories générales (sans opérateur AC).
De la même manière, il semble possible de revisiter à nouveau ette proédure de déision dans
le adre des systèmes de ontraintes pour traiter des théories plus générales que les théories
sous-termes.
CHAPITRE 4
Clauses de Horn
Les lauses de Horn sont bien adaptées pour modéliser l'exéution des protooles ryp-
tographiques pour un nombre non borné de sessions. C'est en partiulier le formalisme au
÷ur de l'outil ProVerif [Bla01, Bla05, BAF08℄, largement utilisé pour les protooles. Dans
e hapitre, nous présentons e formalisme et disutons ses limites (partie 4.1). Nous propo-
sons un fragment déidable des lauses de Horn, adapté pour les protooles ave hirement
CBC ou signature en aveugle (partie 4.2.2). La dernière et prinipale partie du hapitre est
onsarée à l'étude des interfaes de programmation dédiées aux modules matériels de séu-
rité [BA01, Bon01, Clu03b℄. Contrairement aux protooles, es interfaes sont sans mémoire
(ou presque), e qui rend la modélisation en lauses de Horn enore plus adaptée.
4.1 Modélisation en lauses de Horn
Dans la première partie de e hapitre, la signature n'est pas xée. Notons F une signature
nie quelonque.
4.1.1 Modélisation de l'intrus
Les apaités de dédution de l'intrus s'expriment parfaitement à l'aide de lauses de
Horn omme l'illustre l'ensemble de lauses Cint présenté à la gure 4.1. Le prédiat unaire I
représente la onnaissane de l'intrus. L'ensemble (ni) de termes I0 initialement onnu de
l'intrus se modélise en onsidérant l'ensemble de lauses
CI0 = {I(t) | t ∈ I0}
On retrouve la notion de dédution habituelle (partie 2.1.3) en onsidérant qu'un terme t est
dédutible à partir d'un ensemble (ni) de termes I0 si et seulement si I(t) appartient au plus
petit modèle de Herbrand de CI0 ∪ Cint.
4.1.2 Modélisation des protooles et limites
Une règle de protoole de la forme u
N1,...,Nk−→ v est modélisée en lauses de Horn par la
lause
I(u)⇒ I(v)
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I(x), I(y) ⇒ I(pair(x, y))
L'intrus peut former la paire de deux
messages onnus.
I(x), I(y) ⇒ I(enc(x, y))
L'intrus peut hirer un message onnu
ave une lef onnue.
I(x) ⇒ I(h(x)) L'intrus peut haher un message.
I(pair(x, y))
I(pair(x, y))
⇒
⇒
I(x)
I(y)
L'intrus peut projeter sur la première
ou la deuxième omposante.
I(enc(x, y)), I(y) ⇒ I(x)
L'intrus peut déhirer un message
(hiré ave un algorithme de hire-
ment symétrique) s'il possède la lef.
I(enca(x, y)), Iinv(y) ⇒ I(x)
L'intrus peut déhirer un message
(hiré ave un algorithme de hire-
ment asymétrique) s'il possède l'inverse
de la lef.
I(pub(x))
I(priv(x))
⇒
⇒
Iinv(priv(x))
Iinv(pub(x))
Les lefs publiques et privées
sont inverses l'une de l'autre.
Figure 4.1 - Ensemble Cint de lauses de Horn représentant le pouvoir de l'intrus.
en remplaçant les variablesN1, . . . , Nk par des onstantes. Ainsi, le protoole de Wide-Mouthed-
Frog, présenté en introdution, est modélisé par l'ensemble de lauses i-dessous :
⇒ 〈a, 〈b, enc(kab, kas)〉〉
⇒ 〈a, 〈c, enc(kac, kas)〉〉
〈a, 〈b, enc(x, kas)〉〉 ⇒ enc(〈a, x〉, kbs)
〈a, 〈c, enc(x, kas)〉〉 ⇒ enc(〈a, x〉, kcs)
Les deux premières lauses représentent une session où A parle à B (resp. à C). Les deux
dernières lauses représentent une session où le serveur transmet un message à B (resp. à C).
D'autres lauses peuvent être ajoutées pour onsidérer le as où l'agent B jouerait le rle de
l'initiateur par exemple.
On voit ainsi apparaître une première limite de ette modélisation : la fraîheur des données
envoyées (nones, lefs, et.) n'est plus assurée : le même none peut être envoyé deux fois à
des sessions diérentes. Il est possible de raner la modélisation en représentant les données
fraîhes non pas par des onstantes mais par des termes dépendants du message reçu. La
modélisation reste ependant inexate puisque le même none peut être envoyé deux fois à des
sessions diérentes (dès lors que le message reçu est le même).
Cette abstration est orrete pour la propriété de seret : si un protoole assure la on-
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dentialité d'une donnée dans le modèle en lauses de Horn, il assure a fortiori la ondentialité
de la donnée dans un modèle symbolique assurant la fraîheur des données. Le traitement de
l'authentiation demande plus d'attention. Bruno Blanhet propose une abstration orrete
de l'authentiation à l'aide de prédiats [Bla02℄.
Une autre limite de la modélisation en lauses de Horn est que l'ordre (partiel) d'exéution
des étapes est perdu : il est possible par exemple qu'un agent joue la quatrième étape sans
avoir joué la deuxième. Ainsi, les protooles qui révèlent leurs données fraîhes à la n de
haque session sont très souvent sujet à des fausses attaques ave ette modélisation.
4.2 Déider la satisabilité
Malgré les abstrations induites par la modélisation en lauses de Horn, la déision du
seret reste indéidable. Il est en eet faile de oder une mahine à deux ompteurs ave des
lauses de la forme
I({q, x, y}k)⇒ I({q
′, x, s(y)}k)
4.2.1 Résultats existants
Bruno Blanhet a proposé des stratégies de résolution orretes et omplètes [Bla01℄, im-
plémentées dans l'outil ProVerif, mais qui bien sûr ne garantissent pas la terminaison. En
pratique l'outil ProVerif s'est révélé très eae et de nombreux protooles ont été analysés
pour un nombre non borné de sessions à l'aide de et outil (voir par exemple [ABF04, ABF07,
AB05, BC08℄ pour des protooles analysés à l'aide de ProVerif).
Des résultats de déidabilité ont également été proposés, en reherhant des fragments
déidables de lauses. On peut par exemple remarquer que les lauses de l'intrus (gure 4.1)
sont toutes des lauses plates. Une lause est dite plate si elle est de la forme :
±I(f(x1, . . . , xn)) ∨
m∨
j=1
±I(xij).
L'ensemble des lauses plates est noté CI .
On remarque également que les lauses modélisant le protoole Wide-Mouthed-Frog ne
omportent qu'au plus une variable. L'ensemble des lauses ne omportant qu'au plus une
variable est noté CP . Elles permettent de modéliser tous les protooles où, à haque étape,
les agents ne opient ou testent qu'au plus une valeur inonnue (par exemple une lef ou un
none).
La satisfation d'un ensemble ni de lauses de CI ∪ CP est 3EXPTIME [CLC03a℄. La
omplexité a été ramenée à NEXPTIME par Helmut Seidl et Kumar Verma [SV05, SV08℄ et
DEXPTIME quand les lauses sont de Horn. La satisabilité reste également déidable pour
les lauses ayant au plus une variable par lause et les lauses plates en présene de la théorie
équationnelle du ou exlusif (dénie page 44).
4.2.2 Un nouveau fragment déidable
Nous avons proposé un nouveau fragment déidable adapté à ertaines primitives rypto-
graphiques omme le hirement CBC ou les signatures en aveugle.
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Le hirement CBC (Cyphertext Blo Chaining) permet d'extraire des préxes des mes-
sages hirés. Ainsi si la taille de x et y est un multiple de la taille des blos hirés, il est
aisé d'extraire {x}z du message {x, y}z sans onnaître auune information sur la lef z. Cette
partiularité peut être représentée par la lause
Cpre
def
= I(enc(pair(x, y), z))⇒ I(enc(x, z))
De même, les protooles de vote utilisent des primitives partiulières omme les signatures
en aveugle. Ainsi, la première étape du protoole de vote FOO 92 [FOO92, KR05℄ se déroule
de la manière suivante : le votant hoisit son vote v et le ahe à l'aide d'un fateur aléatoire
r à l'aide d'une primitive prohe du hirement, notée blind. Il envoie le message blind(v, r)
(ave sa signature) à l'administrateur. L'administrateur vérie que le votant n'a pas déjà
voté et signe le vote : sign(blind(v, r), kA). L'administrateur n'a pas aès au vote exat. Le
votant peut alors retirer son fateur aléatoire et aluler son vote signé par l'administrateur
sign(v, kA) grâe aux propriétés partiulières de la signature en aveugle. Cette propriété peut
être modélisée par la lause.
Csig
def
= I(sign(blind(x, y), z)) ∨ I(y)⇒ I(sign(x, z))
Nous avons proposé [CRZ05℄ un nouveau fragment de lauses CS telle que la satisfation
d'un ensemble ni de lauses de CI ∪ CP ∪ CS est déidable. CS ontient en partiulier les
lauses Cpre et Csig . Une dénition exate de CS peut être trouvée dans [CRZ05℄.
4.3 Interfaes de programmation dédiées aux modules de
séurité
La majorité des ordinateurs sont onnetés à Internet et peuvent être infetés à l'insu de
leur utilisateur, par des virus ou des hevaux de Troie par exemple. Si des données onden-
tielles sont stokées sur le disque dur d'un ordinateur, il est don tout à fait possible qu'un
virus ait aès à es données et les transmette à l'extérieur, en utilisant la onnexion internet
par exemple. Pour protéger les données sensibles, des modules matériels de séurité ont été
développés (Hardware Seurity Modules - HSM). Ils s'agit de omposants matériels, apables
d'eetuer des opérations ryptographiques tel que le hirement. Leur ouverture provoque
l'eaement immédiat des données. Ils ne ommuniquent ave un ordinateur que de façon limi-
tée, par l'intermédiaire d'une interfae de programmation dédiée (Appliation Programming
Interfae - API). Les HSMs sont typiquement onçus pour stoker les données et lefs sensibles
des utilisateurs. L'utilisateur n'a alors plus d'aès diret à es données, il onnaît seulement
des pointeurs sur les données (appelés handles) et doit faire appel à l'API pour utiliser ses
données (pour hirer un message à l'aide d'une lef stokée dans un HSM par exemple).
Ces APIs (et les modules de séurité) sont désormais utilisées dans de nombreuses appli-
ations omme les distributeurs de billets ou les systèmes ritiques de paiement en ligne. De
nouvelles appliations omme les passeports biométriques [e04℄ ou la ommuniation entre
voitures [RH07℄ sont en ours de développement.
L'objetif de l'API est (entre autres) de garantir la séurité des données stokées dans le
module HSM, même lorsque l'ordinateur est infeté par un programme malveillant. Les API
dédiées aux HSM ont réemment fait l'étude d'analyses plus ou moins formelles. Le standard
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x, {y}km⊕data → {x}y (Enipher)
{x}y , {y}km⊕data → x (Deipher)
{y}xkek⊕xtype , xtype , {xkek}km⊕imp → {y}km⊕xtype (Key Import)
Figure 4.2 - Quelques ommandes de l'API IBM 4758 CCA.
libre PKCS#11 [RSA04℄ omme des solutions propriétaires telles que l'arhiteture ryptogra-
phique ommune d'IBM (IBM 4758 CCA [CCA06℄) omportent des failles qui peuvent onduire
à la mise en défaut de la politique de séurité [Bon01, Clu03b, DKS08, LR92℄[CKS07℄. La si-
tuation est d'autant plus déliate que la politique de séurité elle même n'est pas toujours
lairement dénie [IBM01℄.
4.3.1 Modélisation des interfaes de programmation
La modélisation en lauses de Horn s'avère partiulièrement adaptée au ontexte des API
dédiées aux HSM. En eet, l'interation ave le HSM se fait par l'intermédiaire de omman-
des faites à l'API. Des exemples de ommandes de l'API IBM 4758 CCA sont dérits à la
gure 4.2. La ommande (Enipher) permet à un utilisateur de hirer une donnée x à l'aide
d'une lef y stokée dans le HSM. Inversement, la ommande (Deipher) permet à un uti-
lisateur de déhirer un hiré {x}y à l'aide d'une lef y stokée dans le HSM. L'API IBM
4758 CCA omporte également de nombreuses ommandes de gestion de lefs dont la om-
mande (Key Import) est un exemple. La ommande (Key Import) permet à un utilisateur
d'importer une lef y reçue d'un autre module, sous un hirement à l'aide d'une lef dite de
transport xkek .
Ces ommandes sont sans mémoire : les ommandes préédentes sont sans inuene sur les
suivantes, il n'y a pas de sessions. Plus préisément, haque session omporte exatement une
réeption et une émission de message. D'autre part, les ommandes peuvent être exéutées
un nombre arbitraire de fois et dans un ordre quelonque. Les lauses de Horn permettent
don de modéliser parfaitement les ommandes des API. Le seul bémol est la possibilité, pour
ertaines ommandes, de réer des nones. Un traitement partiulier sera eetué pour es
ommandes.
Les API font un usage intensif du XOR. Nous proposons à la partie 4.3.2 une nouvelle
lasse déidable de lauses de Horn, ave XOR. Certaines attaques sur les APIs s'appuient
sur le fait que le déhirement d'un message peut réussir même si la lef de déhirement ne
orrespond pas à la lef de hirement. Ces attaques sont appelées Key onjuring. Nous pro-
posons une modélisation de e type d'attaque ainsi qu'une nouvelle proédure de déision à la
partie 4.3.3. Enn, plutt que de vérier des APIs existants, nous proposons (partie 4.3.4) une
API générique permettant d'implémenter la plupart des protooles existants en garantissant
la ondentialité des données stokées sur le HSM.
4.3.2 Une nouvelle lasse déidable ave le ou exlusif
Les API étudiées dans e hapitre utilisent prinipalement du hirement symétrique et
le ou exlusif (XOR). Nous onsidérerons don la signature F = {0, enc,⊕}. Les propriétés
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algébriques du XOR, noté ⊕, sont modélisées à l'aide de la théorie équationnelle E⊕ dénie
par les équations :
x⊕ (y ⊕ z) = (x⊕ y)⊕ z x⊕ y = y ⊕ x
x⊕ x = 0 x⊕ 0 = x
Le pouvoir de l'intrus peut être représenté par les trois lauses suivantes :
I(x), I(y) ⇒ I(enc(x, y))
I(enc(x, y)), I(y) ⇒ I(x)
I(x), I(y) ⇒ I(x⊕ y)
Les ommandes des API, en partiulier elle de l'API IBM 4758 CCA, sont modélisées à
l'aide de lauses de la forme I(u) ⇒ I(v) où u, v ∈ T (F ,X ). Malheureusement, es lauses
n'appartiennent pas à la lause déidable proposée dans [CLC03a℄ pour des lauses de Horn
ave XOR. Cela est dû au fait que les ommandes omportent trop de variables.
Nous avons don identié une nouvelle lasse de lauses.
Dénition 4.1 (Bonne formation) Un terme t est un terme XOR si t =
⊕n
i=1 ui, n ≥ 1
où haque ui est une variable ou une onstante.
Un terme t est un terme hiré si t = enc(u, v) où u et v sont des termes XOR.
Un terme t est bien formé si 'est un terme XOR ou un terme hiré. En partiulier, un
terme bien formé ne omporte pas de hirement imbriqué.
Une lause I(t1), . . . , I(tn)→ I(tn+1) est bien formée si
 haque ti est un terme bien formé ;
 V ar(tn+1) ⊆
⋃n
i=1 V ar(ti) (auune variable n'est introduite dans un littéral positif).
En partiulier, les ommandes de l'API IBM 4758 CCA peuvent être modélisées à l'aide de
lauses bien formées. L'aessibilité (lose) des lauses bien formées est déidable.
Théorème 4.1 ([CKS07℄) Le problème suivant
 Étant donné un ensemble de lauses bien formées C ontenant les lauses I(x), I(y) ⇒
I(x⊕ y) et I(0) ; étant donné un terme los bien formé u,
 est-e que C ∪ {¬I(u)} est satisable ?
est déidable en temps exponentiel en la taille de C et de u.
L'argument prinipal de la preuve est que si I(u) est dérivable à partir de C, alors il existe
une dérivation lose ne omportant que des termes bien formés.
Implémentation Cette proédure de déision a été implémentée par Gavin Keighren en utili-
sant une représentation astuieuse des données. Suite à l'attaque déouverte par M. Bond [Bon01℄,
trois possibilités (appelées reommandations) ont été proposées par IBM [IBM01℄ pour ontrer
l'attaque. À l'aide de l'implémentation de notre proédure, nous avons pu déteter une nouvelle
attaque sur la première reommandation d'IBM. Nous avons proposé une petite modiation
et à nouveau à l'aide de notre implémentation, nous avons pu vérier que haune des trois re-
ommandations permettait de rétablir la sûreté de l'API (en e qui onerne la ondentialité
des odes serets des utilisateurs - odes PIN).
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4.3.3 Key onjuring
4.3.3.1 Qu'est-e que le Key onjuring ?
Certains types d'attaques demandent une modélisation plus ne des APIs. Ainsi, il est
possible de remplaer ave suès des hirés valides par des nombres aléatoires. En eet, le
hirement utilisé dans une API omme elle d'IBM 4758 CCA est le DES (et triple DES).
Une lef (simple) est de taille 64 bits au total qui sont divisés en 8 groupes. Chaque groupe
omporte 7 bits de lef et un dernier bit appelé bit de parité. Pour les lefs paires, haque bit
de parité doit être hoisi de manière à e que la parité de son groupe soit paire. De manière
similaire, pour les lefs impaires, haque bit de parité doit être hoisi de manière à e que la
parité de son groupe soit impaire. Lorsque le HSM déhire une lef, il en vérie la parité.
Dans la setion préédente, nous avons représenté la ommande de hirement (Enipher)
par la lause
I(x), I({y}km⊕data)⇒ I({x}y).
Le déhirement est représenté de manière impliite. Cela suggère que la ommande ne peut
réussir que si l'adversaire onnaît un hiré de la forme {k}km⊕data. En réalité, un attaquant
peut tout simplement deviner un nombre n de 64 bits et l'utiliser à la plae du hiré. Le
HSM déhirera alors n ave la lef km⊕ data et vériera la parité du résultat. En général,
la parité sera invalide (tous les blos ne seront pas de la même parité) et la lef sera rejetée.
Mais si l'attaquant hoisit n de manière aléatoire, le test réussira ave probabilité 1256 . Il
peut sembler peu utile de faire aepter par le HSM une lef inonnue de l'intrus mais ette
tehnique, appelée Key onjuring [Bon01℄, a été utilisée pour mettre en ÷uvre plusieurs
attaques [Bon01, Clu03b, CB03℄.
4.3.3.2 Modélisation
Nous onsidérons une signature ave sorte ave un opérateur expliite dec pour le déhif-
frement :
⊕ : Base × Base → Base
enc : Base × Base → Cipher
dec : Cipher × Base → Base
La théorie E⊕ est augmentée des équations
dec(enc(x, y), y) = x enc(dec(x, y), y) = x
pour former la théorie EAPI.
Les tests de parité sont représentés par les prédiats chkEven et chkOdd, aompagnés des
lauses
chkEven(x1), chkEven(x2) ⇒ chkEven(x1 ⊕ x2)
chkOdd(x1), chkOdd(x2) ⇒ chkEven(x1 ⊕ x2)
chkEven(x1), chkOdd(x2) ⇒ chkOdd(x1 ⊕ x2)
Dénition 4.2 (lause d'API) Une lause d'API est une lause de la forme
chk1(u1), . . . , chkk(uk), I(x1), . . . , I(xn)⇒ I(t)
telle que
 x1, . . . , xn sont des variables ;
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 t est un terme tel que var(t) ⊆ {x1, . . . , xn} et tel que t est un terme pur : il ne ontient
qu'au plus un symbole de hirement qui dans e as doit apparaître en tête ;
 u1, . . . , uk sont des termes de sorte Base dont le symbole de tête n'est pas ⊕,
 chki ∈ {chkOdd, chkEven}, 1 ≤ i ≤ k.
Les ommandes de l'API IBM 4758 CCA ainsi que les lauses de l'intrus peuvent être repré-
sentées par des lauses d'API. Ainsi, la ommande (Enipher) est représentée par la lause
C
(Enipher)
def
= chkOdd(dec(y, km⊕ data)), I(x), I(y) ⇒ I(enc(x, dec(y, km⊕ data)))
Nous avons proposé [CDS07a℄ une transformation générique pour déduire, à partir d'un
ensemble C de lauses modélisant une API, un ensemble de règles KeyCj(C) représentant les
tentatives possibles de Key Conjuring. Ainsi, la transformation de la lause représentant la
ommande (Enipher) résulte en la règle KeyCj(C
(Enipher)
) dénie par
I(x)
new n
⇒ I(enc(x, dec(n, km⊕ data))), I(n), chkOdd(dec(n, km⊕ data))
Ces nouvelles règles ne sont plus des lauses puisqu'elles omportent des nones frais, représen-
tés par new n. De plus, il ne serait pas raisonnable d'autoriser l'attaquant à réaliser un nombre
arbitraire de Key Conjuring puisque haque Key Conjuring ne réussit qu'ave probabilité
1
256 .
Aussi, nous ne onsidérerons qu'un nombre borné d'appliation des règles de key onjuring.
4.3.3.3 Déidabilité
La séurité d'une API, en onsidérant les attaques par Key Conjuring se dénit (informel-
lement) désormais de la manière suivante :
Étant donné un ensemble C de lauses d'API, étant donné un terme t représentant
une donnée ondentielle et un entier k, est-e que I(t) est dédutible à partir
de C en utilisant au plus k appliations des règles de KeyCj(C) (e qui est noté
C ⊢
KeyCj(C)6k
EAPI
) ?
Une dénition formelle est bien sûr donnée dans [CDS07a℄. L'entier k est un paramètre xé
par l'utilisateur suivant le niveau de séurité souhaité.
Théorème 4.2 ([CDS07a℄) Soit C un ensemble de lauses d'API bien formées, t un terme pur
et k un entier. Le problème C ⊢
KeyCj(C)6k
EAPI
est déidable (en temps non déterministe doublement
exponentiel).
La notion de bonne formation dière de la dénition 4.1. Elle assure que la parité des termes
utilisés en position lef est toujours testée et que les lefs de déhirement sont onstruites de
manière unique (pour tous dec(x, v1), dec(x, v2) sous-termes de C, les termes v1 et v2 doivent
être égaux syntaxiquement).
La preuve de e résultat fait en partiulier appel à la tehnique des variants nis [CD05,
Del06b℄ pour deviner à l'avane les formes normales des termes utilisés au ours d'une attaque.
4.3.4 Une interfae de programmation sûre et générique
Nous avons mentionné dans les parties préédentes que les APIs existantes (telles que
PKCS#11 [RSA04℄ l'API IBM 4758 CCA [CCA06℄) omportent souvent des failles. De plus,
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elles sont développées pour des utilisations xées à l'avane et devront être reprogrammées si
de nouvelles appliations se révèlent utiles.
Nous avons proposé [CS09a℄ une API générique qui permet d'implémenter de manière sûre
la plupart des protooles. L'idée prinipale est que lorsque qu'une donnée sensible (une lef
ou un none par exemple) est transmise sur le réseau, la politique de séurité attahée à la
donnée doit être transmise dans le même message.
Algèbre de termes Nous onsidérons à nouveau une algèbre de terme ave sortes
Keyv ::= Key | VarKey
Noncev ::= Nonce | VarNonce
Msg ::= Agent | Keyv | Noncev | Var | {Msg}Keyv | pair(Msg,Msg)
Handle ::= hαa (Nonce,Msg, i, S)
où i ∈ {0, 1, 2, 3}, S ⊆ Agent, a ∈ Agent, α ∈ {r, g}.
La partiularité de ette algèbre est qu'elle permet de modéliser expliitement les pointeurs
(handles) fournis à l'utilisateur par l'API pour qu'il puisse manipuler les données stokées dans
le HSM sans les onnaître expliitement. Le handle hαa (n, k, i, S) représente un pointeur pour
une donnée k stokée sur le HSM de l'agent a. L'ensemble S représente les agents autorisés à
aéder à k. Le none n permet de distinguer diérents handles qui peuvent faire référene à
la même donnée. L'étiquette α permet à l'API de distinguer les données k générées par elle-
même (α = g) des données k reçues de l'extérieur (α = r). Nous verrons à la n de ette partie
que ette distintion permet à l'API de se prémunir des attaques par rejeu. Enn, l'entier i
indique le niveau de séurité de la donnée k. Nous onsidérons quatre niveaux de séurité :
 0 : donnée publique
 1 : donnée serète qui n'est pas utilisée pour hirer (en partiulier, un none)
 2 : lefs ourt-terme
 3 : lefs long-terme
Nous onsidérons l'ensemble P = {ka | a ∈ Agent} ∪ {I} de prédiats. Le prédiat Ka
ave a ∈ Agent représente la onnaissane d'un agent a. Le prédiat I représente à nouveau
la onnaissane de l'intrus.
Desription de l'API Notre API omporte simplement trois règles génériques.
Génération de données. Un agent a peut demander à l'API de générer une donnée K
fraîhe de niveau de séurité i ∈ {0, 1, 2}, à l'attention du groupe d'agent S.
N,K
⇒ Ka(h
g
a(N,K, i, S)) i > 1 (4.1)
N,K
⇒ Ka(K),Ka(h
g
a(N,K, 0, ∅)) (4.2)
L'agent reçoit en retour un handle sur la donnée K ainsi que la donnée elle-même si le niveau
de séurité demandé est 0 (donnée publique).
Chirement de données. Un agent a peut demander à l'API de hirer des données pu-
bliques x1, . . . , xk ainsi que des données serètes y1, . . . , yl à l'aide d'une lef K. L'agent a ne
onnaît K que par l'intermédiaire d'un handle hαa (Xn,K, i0, S0) et ne onnaît les données yj
48 Clauses de Horn
que par l'intermédiaire d'un handle hαa (Xnj , yj , ij , Sj).
Ka(h
α
a (Xn,K, i0, S0)),
Ka(x1), . . . ,Ka(xk),
Ka(h
α
a (Xn1 , y1, i1, S1)), . . . ,Ka(h
α
a (Xnl , yl, il, Sl))
⇒ Ka({0, x1, . . . , 0, xk, y1, i1, S1, . . . , yl, il, Sl}K)
(4.3)
Intuitivement, l'API hire omme demandé les données en ajoutant dans le message hiré
les informations onernant le niveau de séurité ainsi que les groupes d'agents habilités à
lire haune des lef. La règle est exéutée seulement si i0 > ij pour assurer que la lef de
hirement est de niveau susant et si a ∈ S0 ⊆ Sj pour assurer que les données ne pourront
être lues que par des personnes habilitées.
Déhirement de données. Un agent a peut demander à l'API de déhirer un message
reçu à l'aide d'une lef K.
Ka(h
α
a (Xn,K, i0, S0)),Ka({0, x1, . . . , 0, xk, y1, i1, S1, . . . , yl, il, Sl}K)
N1,...,Nl⇒
Ka(x1), . . . ,Ka(xk),
Ka(h
r
a(Xn1 , y1, i1, S1)), . . . ,Ka(h
r
a(Xnl , yl, il, Sl))
(4.4)
Il reçoit alors en lair les données publiques et un handle pour les données serètes ontenues
dans le message. La règle est exéutée seulement si i0 > ij et si a ∈ S0 ⊆ Sj .
Pour les ommandes de hirement omme elles de déhirement, les éléments (publis
ou privés) peuvent être bien sûr plaés dans n'importe quel ordre, au hoix de l'utilisateur.
Pour simplier la présentation, nous n'avons modélisé ii que le as où les données publiques
sont plaées en tête. L'ensemble de es règles est noté API.
Un état du système est donné par une famille {Sb | b ∈ Agent ∪ {int}}. Chaque Sb,
b ∈ Agent, représente la onnaissane loale d'un agent b. L'ensemble de termes Sint représente
la onnaissane ourante de l'intrus. L'évolution d'un état du système S → S′ est obtenu en
appliquant une règle de la forme P1(u1), . . . , Pk(uk)
N1,...,Np
−→ Q1(v1), . . . , Ql(vl) et en respetant
la fraîheur des données N1, . . . , Np. La sémantique préise de S →R S
′
pour un ensemble de
règles R est dérite dans [CS09a℄.
Implémentation Notre API permet d'implémenter la plupart des protooles à lefs symé-
triques, en partiulier tout eux mentionnés dans la bibliothèque de Clark-Jaob (partie
6.3) [CJ97℄. L'intérêt de l'API est alors de permettre à l'utilisateur d'utiliser des protooles
existants tout en assurant la séurité de ses lefs même lorsque sa mahine est infetée par un
virus qui peut lui aussi interagir ave l'API.
Nous avons proposé [CS09a℄ un algorithme pour déduire automatiquement d'un protoole
la liste de ommandes à eetuer sur l'API. Cet algorithme a été implémenté par Graham
Steel en Prolog.
1
Ainsi, le protoole de Wide-Mouthed-Frog présenté en introdution peut être implémenté
de la manière suivante. Initialement, les agents onnaissant les lef long termes Kas par l'inter-
1
Le ode soure ainsi que les résultats sur la bibliothèque de Clark-Jaob sont aessibles sur la page
http://www.lsv.ens-ahan.fr/~steel/GeneriAPI/
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médiaire d'un pointeur de la forme hra(N1,Kas, 3, {A,S}). Pour la première règle de l'agent A :
A→ S : A,B, {Kab}Kas
il sut à l'agent de demander à son API de lui générer une lef de session :
N,Kab⇒ Ka(h
g
a(N,Kab, 2, {A,B, S}))
L'agent obtient alors un pointeur hga(N,Kab, 2, {A,B, S}) sur la lef Kab. Il demande ensuite
à l'API de onstruire le message {Kab}Kas pour lui à l'aide de la ommande de hirement :
Ka(h
r
a(N1,Kas, 3, {A,S})), Ka(h
g
a(N,Kab, 2, {A,B, S})) ⇒ Ka({Kab, 2, {A,B, S}}Kas)
Cette règle est possible ar la lef Kas est de niveau stritement supérieure à Kab et pare que
{A,S} ⊆ {A,B, S}. Il sut alors à l'agent A de onaténer les identités A et B et d'envoyer
le message au serveur.
Pour la première règle du serveur :
S → B : {A,Kab}Kbs
le serveur ommene par déhirer le message reçu à l'aide de la ommande de déhirement :
Ks(h
r
s(N2,Kas, 3, {A,S})), Ks({Kab, 2, {A,B, S}}Kas )
N3⇒ Ks(h
r
s(N3,Kab, 2, {A,B, S}))
Il demande ensuite à l'API de onstruire le message {A,Kab}Kbs pour lui à l'aide de la om-
mande de hirement :
Ks(h
r
s(N2,Kas, 3, {A,S})), Ks(A), Ks(h
r
s(N3,Kab, 2, {A,B, S}))
⇒ Ks({0, A,Kab, 2, {A,B, S}}Kas )
Cette implémentation modie légèrement le protoole puisque des annotations sont ajoutées
pour haque donnée. Ajouter expliitement le nom des agents à qui les données sont destinées
fait partie des reommandations usuelles pour la onstrution de protooles [AN96℄ et renfore
leur séurité.
Séurité On distingue un ensemble H ⊆ Agent d'agents dits honnêtes. La séurité se déduit
des informations fournies dans les handles : l'intrus ne doit pas avoir aès au ontenu d'un
handle s'il n'y est pas autorisé.
∀S ⊆ H ¬I(y) ∨ ¬I(hαa (x, y, i, S)) (Se)
À l'inverse, l'intrus a aès aux HSM des agents orrompus et peut interagir ave les APIs
de tous les agents (honnêtes ou orrompus).
Ka(x) ⇒ I(x) (4.5)
I(x) ⇒ Ka(x) (4.6)
Kb(h
α
b (x, y, i, S)) ⇒ I(y) b /∈ H (4.7)
L'ensemble de es trois règles est noté CONTROL.
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Théorème 4.3 ([CS09a℄) La propriété Se est préservée par appliation des règles de API ∪
Cint ∪ CONTROL.
2
Ce théorème assure la ondentialité des données stokées par l'API, dès lors que le système
satisfait initialement la propriété Se. Cela est vrai en partiulier à l'initialisation du système :
la onnaissane initiale des agents ne ontient que des handles et que la onnaissane initiale de
l'intrus ne ontienne que des données atomiques, qui n'apparaissent pas dans la onnaissane
des agents.
Nous avons étendu e résultat au as où l'intrus est apable d'apprendre des lefs an-
iennes [CS09a℄. L'intrus onnaît alors à la fois un handle valide hαa (n, k, i, S) et une lef k
pour S ensemble d'agents honnêtes et i ≥ 1. Pour préserver la séurité des données, il faut
alors restreindre l'appliation du déhirement aux as où le hiré ontient au moins une
donnée (fraîhe) engendrée par l'API (e qui est modélisé par l'étiquette r du handle orres-
pondant). De manière remarquable, nous avons pu onstater que ette restrition ne permet
plus d'implémenter la version du protoole de Wide-Mouthed-Frog présenté en introdution,
ni la version initiale du protoole de Needham-Shroeder à lefs symétriques ni le protoole
de Yahalom. Il se trouve en fait que es trois protooles sont sujets à des attaques par re-
jeu [CJ97, PS00℄ et sont don mis en défaut dès que l'attaquant peut apprendre des lefs
aniennes.
4.4 Conlusion et perspetives
Il s'avère assez diile de mettre au point de nouveaux fragments déidables pour les
lauses de Horn même si des appliations préises omme les signatures en aveugles ou les
interfaes de programmation dédiées aux modules de séurité ont motivé de nouveaux résultats
présentés au ours de e hapitre.
En revanhe, le développement des APIs pour les modules de séurité amène des pro-
blématiques nouvelles et prometteuses qui débordent du adre des lauses de Horn. Nous
avons ainsi proposé des tehniques d'analyse ainsi qu'une API générique mais de nombreux
développements sont à envisager, que nous dérivons i-dessous.
Les modèles onsidérés au ours de e hapitre se limitent au hirement symétrique. Il
parait naturel et important de onsidérer d'autres primitives omme les fontions de hahages
ou les signatures. Le hirement asymétrique peut également être envisagé. Il permettrait
d'implémenter de plus nombreux protooles mais il peut être trop oûteux en ressoures (temps
et apaité de alul) pour à mis en en ÷uvre dans toutes les situations.
Certaines attaques (omme le Key Conjuring) sont liées aux détails de l'implémentation
des primitives de hirement. Il serait intéressant d'étudier si des garanties ryptographiques
(omme elles développées aux hapitres 8 et 9) peuvent être obtenues sous des hypothèses
réalistes au regard des ontraintes liées aux APIs.
Certaines appliations parmi les plus réentes visent à développer des APIs dédiées aux
voitures [RH07℄. Elles apportent de nouvelles problématiques qui n'ont pas été onsidérées jus-
qu'ii omme le respet de la vie privée des onduteurs ou la prise en ompte du déplaement
du véhiule au ours des ommuniations.
2
L'ensemble Cint a été déni page 40.
CHAPITRE 5
Synthe`se et combinaison suˆres de protocoles
Plutt que de développer des tehniques de vériation pour analyser des protooles exis-
tants, il est possible de proposer des tehniques pour produire des protooles sûrs par onstru-
tion. Dans un artile relativement anien [AN96℄, Martín Abadi et Roger Needham ont proposé
des prinipes généraux pour onevoir des protooles ables. Dans le ontexte de la ryptogra-
phie, plusieurs résultats visent à proposer des ompilateurs de protooles : Goldreih, Miali
et Wigderson [GMW87℄ ont montré omment ompiler des protooles sûrs lorsque les agents
suivent honnêtement le protoole (mais peuvent tenter d'apprendre des informations aux-
quelles ils n'ont pas aès) en des protooles sûrs quel que soit le omportement des agents.
Bellare, Canetti et Krawzyk [BCK98℄ ont montré omment transformer un protoole sûr
lorsque les ommuniations entre les parties sont authentiées en un protoole sûr sans ette
hypothèse. Pedro Adao et Cédri Fournet [FA06℄ ont proposé un alul prohe du pi-alul,
sans primitives ryptographiques, qui peut-être ompilé au niveau ryptographique en préser-
vant la sûreté du protoole. Plusieurs tehniques ont également été proposées pour permettre
le développement modulaire de protooles. Ainsi, Mithell et al. [DMP01, DMP03, DDMP05℄
ont proposé une méthodologie pour développer les protooles de façon modulaire lorsque les
propriétés de séurité sont ajoutées peu à peu. Joshua Guttman [GT00, Gut04, Gut09℄ a
exploré des onditions susantes pour permettre la omposition sûre de protooles.
Dans e hapitre, nous présentons des tehniques possibles pour onstruire des protooles
sûrs. Dans la première partie, nous proposons une transformation simple et générique pour
onstruire un protoole sûr, ontre un attaquant atif et un nombre arbitraire de sessions, à
partir d'un protoole sûr pour une seule session, sans attaquant. L'avantage de ette approhe
est de proposer une onstrution générique qui permet à l'utilisateur de s'abstraire des pro-
blèmes de séurité. Dans la deuxième partie de e hapitre, nous étudions la question de la
omposition des protooles : étant donné un protoole dont on a prouvé la robustesse, à quelle
ondition peut-on l'utiliser en même temps que d'autres protooles, partageant ertaines de
ses lefs ? Nous proposons une ondition susante simple pour permettre le partage de lefs
entre diérents protooles tout en préservant la séurité.
Ces deux résultats s'énonent failement dans un adre relativement informel ; aussi nous
n'entrerons pas dans les détails dans e hapitre. Les preuves des résultats avanés ont bien
sûr été eetuées pour des modèles dénis préisément.
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5.1 Synthèse sûre de protooles
Nous avons proposé [CWZ07b℄ une transformation simple et intuitive qui permet de ga-
rantir la séurité d'un protoole ontre un attaquant atif et pour un nombre arbitraire de
sessions. Notre transformation peut être vue omme un ompilateur : le protoole d'entrée
spéie le omportement souhaité, sans même avoir besoin de primitives ryptographiques. Il
sut qu'il soit sûr pour une seule session et sans attaquant (pas même un intrus passif qui
pourrait lire les messages envoyés). Le protoole en sortie est obtenu de manière automatique
à partir du premier, en ajoutant des primitives ryptographiques, de manière à obtenir un
protoole sûr. La transformation omporte deux étapes. Dans un premier temps, les agents
génèrent dynamiquement un identiant unique de session. Puis, dans un deuxième temps, les
messages du protoole sont munis de l'identiant de session, sont signés par l'émetteur et
hirés ave la lef publique du destinataire.
Notre transformation est inspirée d'un ompilateur introduit par Katz et Yung [KY03℄,
qui transforme un protoole sûr d'éhange de lefs ontre un intrus passif en un protoole
sûr ontre un intrus atif. Leur transformation est plus simple que la ntre ar les messages
du protoole transformé n'ont pas besoin d'être (re)hirés. Par ontre, elle demande une
hypothèse de séurité plus forte sur le protoole de départ et ne s'applique qu'aux protooles
d'éhange de lefs.
5.1.1 Transformation générique
Nous détaillons i-dessous le fontionnement de notre transformation. Considérons un pro-
toole à k partiipants A1, . . . , Ak et n éhanges de messages.
Ai1 → Aj1 : m1
.
.
.
Ain → Ajn : mn
Le protoole transformé ommene par une phase préliminaire où haque partiipant Ai
envoie un none frais Ni à tous les autres partiipants.
A1 → All : N1
.
.
.
Ak → All : Nk
L'implémentation exate de ette première phase n'a pas d'importane. On pourrait également
supposer par exemple que les agents se transmettent les nones de prohe en prohe :
A1 → A2 : N1
A2 → A3 : N1, N2
.
.
.
Ak−1 → Ak : N1, N2, . . . , Nk−1
Ak → All : N1, N2, . . . , Nk−1, Nk
La onaténation des nones ave les identités des partiipants forme l'identiant de sessions
sessionID = 〈A1, A2, . . . , Ak, N1, N2, . . . , Nk〉.
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L'adversaire peut parfaitement interférer lors de ette première phase et, par exemple,
interepter et modier ertains nones. Un tel omportement sera déteté lors de la seonde
phase. La suite du protoole fontionne à peu près omme le protoole original à ei près que
haque message est envoyé ave l'identiant de sessions, le tout signé par l'émetteur et hiré
par la lef publique du destinataire
Ai1 → Aj1 : {m1, sign(〈m1, p1, sessionID〉, sk(Ai1))}pub(Aj1 )
.
.
.
Ain → Ajn : {mn, sign(〈mn, pn, sessionID〉, sk(Ain))}pub(Ajn )
Les onstantes pj représentent les points de ontrle (le numéro d'étape) du programme or-
respondant à l'émetteur Aij du message. Le message sign(m, sk(A)) représente le message m
signé par A et le message {m}pub(A) représente le message m hiré par la lef publique de A.
5.1.2 Exemple
Reprenons l'exemple du protoole Wide Mouthed Frog, présenté en introdution. Après
transformation, le protoole est :
A→ All : NA
S → All : NS
B → All : NB
A→ S : {A, {B,Kab}Kas , sign(〈A, {B,Kab}Kas , 1, sessionID〉, sk(A))}pub(S)
A→ B : {{A,Kab}Kbs , sign(〈{A,Kab}Kbs , 1, sessionID〉, sk(S))}pub(B)
où sessionID = 〈A,S,B,NA, NS , NB〉.
5.1.3 Séurité
Notre transformation permet de transférer de nombreuses propriétés satisfaites par le pro-
toole initial (pour une session unique et sans attaquant) même dans le as d'une exéution en
présene d'un attaquant atif disposant d'un nombre arbitraire de sessions. Bien sûr, la trans-
formation ne peut pas préserver toutes les propriétés imaginables. Ainsi, le protoole initial
pouvait éventuellement garantir l'anonymat des partiipants, e qui est perdu par l'utilisation
du hirement à lefs publiques.
Nous avons identié une lasse L′ de formules logiques (prohe de la logique dénie page 33
du hapitre 3) qui permet de spéier des propriétés de séurité préservées par notre transfor-
mation. La lasse L′ permet en partiulier d'énoner des propriétés telles que la ondentialité
ou de nombreuses variantes de l'authentiation. Informellement, nous avons obtenu le résultat
suivant [CWZ07b℄ :
Si le protoole P satisfait une formule φ de L′ lorsqu'il est exéuté au plus une fois
sans la présene d'un attaquant, alors le protoole t(P ) obtenu après transformation
satisfait φ même lorsqu'il est exéuté un nombre arbitraire de fois en présene d'un
attaquant atif.
En partiulier, notre transformation protège le protoole Wide Mouthed Frog ontre l'at-
taque par rejeu mentionnée en introdution. L'identiant de sessions assure en eet la fraîheur
des données.
54 Synthèse et ombinaison sûres de protooles
5.1.4 Disussion
L'inonvénient de notre transformation est qu'elle utilise une infrastruture assez lourde
(omme l'envoi de tous les nones à tous les partiipants dès le début du protoole ou l'uti-
lisation de hirement à lefs publiques). Notre proédure n'est don pas adaptée pour des
protooles spéialement onçus pour utiliser peu de ressoures. Notre transformation doit
plutt être vue omme un ompilateur par défaut, lorsqu'un utilisateur souhaite obtenir un
protoole sûr sans de souier des primitives ryptographiques. Ainsi, le protoole de départ n'a
besoin de ontenir auune primitive ryptographique. Il sut à l'utilisateur de spéier dans le
protoole initial la onversation normale souhaitée, sans se préouper d'attaques éventuelles.
D'autre part, il est intéressant de remarquer que notre transformation garantit la séurité
du protoole transformé non seulement dans le adre d'un modèle symbolique mais égale-
ment dans le adre d'un modèle ryptographique, ontre n'importe quel attaquant polyno-
mial. Les primitives ryptographiques utilisées permettent en eet d'utiliser le résultat de
transfert [CW05℄ présenté au hapitre 8.2. Aussi, le protoole obtenu après transformation
garantit les propriétés de séurité initiales, même ontre n'importe quelle mahine de Turing
probabiliste polynomiale.
5.2 Combinaison de protooles
Même lorsqu'un protoole est sûr pour un nombre non borné de sessions et ontre un ad-
versaire atif, plus auune séurité n'est garantie si le protoole est exéuté en même temps que
d'autres protooles partageant ertaines de ses lefs, omme des lefs publiques par exemple.
L'exemple naïf i-dessous illustre bien le problème de la omposition de protooles. Considé-
rons les deux protooles suivants :
P1 : A→ B : {s}pub(B)
P2 : A→ B : {Na}pub(B)
B → A : Na
Dans le protoole P1, l'agent A envoie un seret s hiré par la lef publique de B. Dans
le protoole P2, l'agent A envoie un none frais Na à B, hiré par la lef publique de B.
L'agent B ause réeption du message en renvoyant le none Na en lair. Le protoole P1
exéuté seul garantit sans peine la ondentialité de la donnée s mais peut être failement
attaqué si le protoole P2 est exéuté. En eet, l'intrus peut se servir de P2 omme un orale
de déhirement. D'autres exemples plus réalistes d'interation sont détaillés dans [KSW97℄.
5.2.1 Ajouter des étiquettes sut pour la ombinaison sûre de protooles
Nous avons montré [CDD07a, CD09℄ que pour préserver la séurité des protooles, il
sut d'étiqueter les protooles. Notre résultat est valide pour un fragment important (noté
PS-LTL
+
) de la logique PS-LTL [Cor06℄, qui permet d'exprimer par exemple la ondentialité
d'une donnée et de nombreuses variantes de l'authentiation.
Plus préisément, nous avons montré que le résultat suivant
Si un protoole P satisfait une formule φ de PS-LTL+, alors pour tout protoole
Q, la omposition parallèle de P et Q satisfait φ
P |= φ ⇒ ∀Q, P | Q |= φ
à ondition que les deux onditions suivantes soient satisfaites :
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1. Les données ommunes à P et Q sont, soit publiques (e.g. onstantes, noms
d'agents ou lefs publiques), soit apparaissent uniquement en position de lef.
2. Pour tout sous-terme u de P , pour tout sous-terme v de Q tels que u et v
ommenent par un symbole de hirement, alors u et v ne sont pas uniables.
La première ondition est satisfaite par exemple quand P et Q partagent des données publiques
ainsi que des lefs long-termes qui ne sont utilisées que pour hirer et déhirer les messages.
La seonde ondition est failement assurée par l'ajout d'étiquettes à l'intérieur de haque
hirement. Il sut par exemple d'ajouter un identiant, omme le nom du protoole, à
l'intérieur de haque message hiré. Cet identiant n'a bien sûr pas besoin d'être renouvelé
à haque session, une onstante par protoole sut.
Ainsi, la version étiquetée des protooles P1 et P2 dérits i-dessus est :
P ′1 : A→ B : {1, s}pub(B)
P ′2 : A→ B : {2, Na}pub(B)
B → A : Na
Notre résultat de omposition assure que P ′1 peut être exéuté en présene de P
′
2, sans om-
promettre la ondentialité de s.
L'ajout d'étiquettes a été suggéré par Guttman and Thayer [GT00℄. Ils montrent que deux
protooles peuvent être exéutés ensemble dès que les protooles sont indépendants. Leur
ondition d'indépendane requière que les messages hirés envoyés sont diérents. L'hypo-
thèse porte non sur la spéiation du protoole mais sur toutes les exéutions possibles. Dans
notre exemple du protoole P ′2, l'agent B peut aepter un message de la forme {2, {1,m}k}pub(B).
Un tel protoole ne satisfait don pas la notion d'indépendane de [GT00℄ alors qu'il ne om-
promet pas la séurité de P ′1.
5.2.2 Appliations
Partager des lefs entre diérents protooles est souvent onsidéré omme dangereux et
de e fait, des arhitetures de lefs diérentes sont en général utilisées pour les protooles.
Pourtant, partager les lefs permettrait à la fois d'éonomiser de la mémoire (pour stoker les
lefs) et du temps (pour les générer). D'autre part, il existe déjà diérentes situations où les
lefs sont partagées :
 Plusieurs versions d'un même protoole peuvent être utilisées simultanément (tous les
utilisateurs n'ont pas la dernière version à jour). Dans e as et pour assurer la ompa-
tibilité des diérentes versions, les mêmes lefs sont utilisées dans haune des versions,
e qui peut onduire à des failles.
 Deux protooles sont ouramment utilisés pour hirer le ourrier életronique et uti-
lisent la même lef publique : le protoole PGP (Pretty Good Privay) et sa version
publique OpenPGP. Le protoole PGP ontient également des sous-protooles tels que
la signature életronique de messages, qui font appel à la même infrastruture à lefs
publiques.
 Dans le ontexte un peu diérent des interfaes de programmation présentées au ha-
pitre 4, partie 4.3, J. Clulow [Clu03a℄ a déouvert une attaque lorsque le protoole de
vériation des odes serets (VISA PIN veriation values) et l'interfae IBM CCA
API partagent la même lef de vériation.
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5.3 Perspetives
Le développement des protooles est de plus en plus omplexe. Si la vériation d'un pro-
toole isolé est souvent possible à l'aide des outils logiiels existants (omme par exemple
ProVerif [Bla01, Bla05℄, Syther [Cre08b, Cre08a℄ ou Avispa [ABB
+
05℄), l'analyse d'un pro-
toole omportant plus d'une dizaine d'étapes dépasse souvent la apaité des outils. Il est
don diile d'analyser d'un seul tenant un protoole faisant appel à des sous-protooles ou
un groupe de protooles amenés à être installés sur une même mahine hte. Il apparaît don
un besoin important de méthodologies pour développer les protooles de façon modulaire, de
manière à ne faire appel aux outils que pour haun des omposants. Nous développerons plus
en détail au hapitre 10 diérentes diretions de reherhe plus générales autour du thème du
développement modulaire de protooles. Nous proposons ii quelques développements direts
des résultats présentés dans e hapitre.
Comme nous l'avons indiqué dans la partie 5.1.4, notre ompilateur requière une infrastru-
ture relativement lourde (diusion des nones lors de la première étape, utilisation des lefs
publiques). Plusieurs pistes pourraient en améliorer les performanes. Tout d'abord, au lieu de
mettre en plae une première étape où haun envoie un none frais à tous les autres partii-
pants, il semble possible de ne pas augmenter le nombre de messages éhangés en onstruisant
le numéro de sessions au fur et à mesure que les agents sont impliqués dans le protoole. Cela
éviterait par exemple d'envoyer des requêtes à un serveur qui n'interviendrait nalement pas
dans la session. Pour alléger l'utilisation du hirement à lef publique qui demande un temps
de alul important, nous envisageons d'introduire du hirement à lef symétrique à l'aide
d'une lef de sessions établie, elle aussi, au fur et à mesure des ommuniations.
D'autre part, nous pensons explorer plus largement quelles sont les propriétés garanties par
notre transformation et éventuellement modier la transformation de manière à ouvrir plus de
propriétés. Ainsi, notre transformation a été reprise et allégée par Myrto Arapanis, Stéphanie
Delaune et Steve Kremer [ADK08℄ pour montrer qu'il possible d'obtenir un protoole sûr
pour un nombre arbritraire de sessions, à partir d'un protoole sûr pour une seule session,
en ajoutant le même identiant de sessions que elui que nous avons proposé. Les hypothèses
requises sont don un peu plus forte (puisque le protoole doit être sûr pour une session
ontre un attaquant atif ) mais la transformation est plus légère puisqu'il n'est pas néessaire
de hirer et de signer à nouveau les messages.
Nous avons montré que l'ajout d'étiquettes permet la omposition sûre de protooles pour
des propriétés de type seret et authentiation. Ainsi, notre tehnique a été preise par Sté-
phanie Delaune, Steve Kremer et Mar Ryan pour montrer qu'il était possible de omposer
l'équivalene statique pour les protooles ave mots de passe [DKR08℄. Stefan Ciobâ  [Cio08℄
a également montré qu'il était possible de omposer l'équivalene statique pour des proto-
oles ave les primitives lassiques de hirement et onaténation. Il semble à nouveau tout à
fait possible d'étendre e résultat à des propriétés de séurité formulées à l'aide d'équivalene
observationelle (notée ∼o et dénie au hapitre 7). Le résultat reherhé serait alors de la
forme :
νk˜P1 ∼o νk˜P2 ⇒ νk˜(P1 | Q) ∼o νk˜(P2 | Q)
Un premier pas a été esquissé par Joshua Guttman [Gut09℄ mais les hypothèses proposées
n'ont pas la simpliité des étiquettes que nous proposons et semblent diiles à vérier.
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Deuxième partie
Analyse de propriétés d'équivalene
CHAPITRE 6
Analyse de la connaissance de l’adversaire
Ce hapitre est onsaré à l'analyse de la onnaissane de l'intrus. Avant même de onsidé-
rer l'interation d'un attaquant ave un protoole, il est néessaire de d'évaluer la onnaissane
qu'un intrus obtient à partir d'un ensemble de message. Nous avons déjà évoqué la apaité
de dédution de l'intrus : à partir d'un ensemble de messages S, quels sont les messages dédu-
tibles (onstrutibles) de S ? Cette relation, notée ⊢, a été dénie pour diérentes primitives
ryptographiques aux hapitres préédents. Cette notion ne reète ependant pas toute la
onnaissane aessible par un intrus. Prenons l'exemple lassique de l'expression d'un vote
et supposons qu'un votant envoie le message {i}pub(S) à un serveur où i ∈ {0, 1} représente la
valeur de son vote. Un attaquant peut alors onnaître la valeur du vote, non pas en déhirant
le message, mais en onstruisant les messages {0}pub(S) et {1}pub(S) et en omparant les deux
hirés au message envoyé (à ondition que le hirement soit déterministe).
Pour reéter la apaité de omparaison d'un intrus, Martín Abadi et Cédri Fournet
ont introduit [AF01℄ la notion d'équivalene statique notée ≈. Deux ensembles de messages
sont dits équivalents statiquement si un attaquant ne peut pas les diérenier, 'est-à-dire
s'il ne peut pas onstruire de test qui les diérenie. Cette notion est prohe de la notion
d'indistinguabilité très utilisée en ryptographie [GM84℄. Nous établirons une omparaison
formelle entre es deux notions au hapitre 9.1.
Dans e hapitre, nous explorons la déidabilité de l'équivalene statique, pour des primi-
tives ryptographiques variées.
6.1 Dénitions
Nous onsidérons une signature F , un ensemble de variables X et un ensemble de noms N ,
munis d'une théorie équationnelle E. Les séquenes de messages M1, . . . ,Ml sont organisées
en struture ( frame  en anglais) de la forme φ = νn˜.σ où n˜ est un ensemble ni de noms
dits restreints (initialement inonnus de l'intrus) et σ est une substitution de la forme
σ = {M1/x1 , . . . ,
Ml/xl}.
Les variables xi peuvent être vues omme des pointeurs sur les messages Mi. L'opérateur ν
est l'opérateur de restrition du pi alul [Mil99℄, que l'on retrouvera au hapitre 7. La taille
d'une struture φ = νn˜.{M1/x1 , . . . ,
Ml/xl} est |φ| =
∑l
i=1 |Mi|. Les noms n˜ sont liés dans φ et
peuvent être renommés.
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6.1.1 Dédution
Étant donnée une théorie équationnelle E, la notion de dédution est dénie de manière
anonique par les règles suivantes :
si ∃x ∈ dom(σ) tq. xσ = M
νn˜.σ ⊢E M
s 6∈ n˜
νn˜.σ ⊢E s
φ ⊢E M1 · · · φ ⊢E Mk
f ∈ Σ
φ ⊢E f(M1, . . . ,Mk)
φ ⊢E M M =E M
′
φ ⊢E M
′
Intuitivement, les messages dédutibles de φ sont les messages de φ ainsi que les noms non
restreints de φ, los par égalité dans E et par appliation de symboles fontionnels.
La proposition suivante permet d'introduire la notion de reette assoiée à un terme dé-
dutible.
Proposition 6.1 ([AC04a℄) Soit M un terme los et νn˜.σ une struture. Alors νn˜.σ ⊢E M
si et seulement si il existe un terme ζ tel que noms(ζ) ∩ n˜ = ∅ and ζσ =E M . Le terme ζ est
appelé reette assoiée à M .
Un terme dédutible peut admettre plusieurs reettes.
Considérons la théorie Eenc dénie page 25 ainsi que la struture φ
def
= ν{k, s}.{enc(s, k)/x, k/y}.
Alors φ ⊢Eenc k et φ ⊢Eenc s. De plus, une reette pour k est y puisque k =Eenc yφ et une reette
pour s est dec(x, y) puisque s =Eenc dec(x, y)φ.
6.1.2 Équivalene statique
Deux termes M et N sont égaux dans la struture ϕ pour la théorie équationnelle E, e
qui sera noté (M =E N)ϕ, si et seulement si ϕ = νn˜.σ, Mσ =E Nσ et {n˜} ∩ (noms(M) ∪
noms(N)) = ∅ pour un hoix de n˜ et d'une substitution σ.
Deux strutures ϕ et ψ sont statiquement équivalentes, noté ϕ ≈E ψ, si dom(ϕ) = dom(ψ)
et si, pour tous termes M et N , la propriété suivante est vériée :
(M =E N)ϕ ⇔ (M =E N)ψ.
Intuitivement, ϕ et ψ sont statiquement équivalentes si elles vérient les mêmes égalités.
Considérons par exemple la struture φ1
def
= νk.{enc(0, k)/x, k/y} orrespondant au as où
un votant vote 0 à l'aide de la lef k ainsi que la struture φ2
def
= νk.{enc(1, k)/x, k/y},
orrespondant au as où un votant vote 1 à l'aide de la lef k. Les valeurs 0 et 1 sont
des symboles onstants don onnus de l'intrus. φ1 satisfait l'égalité (dec(x, y) =Eenc 0)φ1
e qui n'est pas le as de φ2 : (dec(x, y) 6=Eenc 0)φ2. On en déduit φ1 6≈Eenc φ2 alors que
νk.{enc(0, k)/x} ≈Eenc νk.{enc(1, k)/x}.
6.1.3 Comparaison des deux notions
Intuitivement, l'équivalene statique est plus forte que la dédution. Cei est vrai dès que
la théorie équationnelle ontient un symbole fontionnel libre.
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Proposition 6.2 ([AC04a, AC06℄) Soit E une théorie équationnelle assoiée à une signature
F . Soit F ′
def
= F ⊎{h}, où h est un symbole unaire. Soit E′ la plus petite théorie équationnelle
étendant E aux termes de F ′. Soit φ = νn˜.{x1/M1 , . . . ,
xl/Ml} une struture sur F , M un terme
los sur F et k un nom frais. Alors φ ⊢E M si et seulement si
νn˜.{M1/x1 , . . . ,
Ml/xl ,
h(M)/xl+1} 6≈E′ ν(n˜. ∪ {k}){
M1/x1 , . . . ,
Ml/xl ,
k/xl+1}
Nous pouvons en déduire que si ≈E′ est déidable, alors ⊢E est aussi déidable (ave au plus la
même omplexité). Cependant, l'existene d'un symbole libre (ou d'une onstrution jouant le
même rle, omme le hirement par exemple) est important pour la rédution de la dédution
à l'équivalene statique. Ainsi, si on onsidère uniquement la théorie AC pure EAC (dénie
page 62) alors ≈EAC est déidable en temps polynomial alors que ⊢EAC est NP-omplet, e qui
montre que la rédution proposée à la proposition 6.2 n'est pas toujours possible.
À l'inverse, il est possible de onstruire une théorie équationnelle E telle que ⊢E est déi-
dable alors que ≈E ne l'est pas. Une première onstrution avait été proposée dans [AC04a℄
ave une esquisse de preuve, une preuve omplète a été proposée par Borgström [Bor05℄.
La suite de e hapitre est onsarée à la aratérisation de théories équationnelles E pour
lesquelles les relations ⊢E et ≈E sont déidables.
6.2 Cas des théories sous-termes
Une première lasse de théories équationnelles pour lesquelles dédution et équivalene
statique sont déidables est la lasse des théories sous-termes onvergentes.
Dénition 6.1 (Théories sous-termes) Une théorie E est dite sous-terme si elle peut être
dénie par un ensemble ni d'équations de la forme M = N où N est un sous-terme de M
ou une onstante.
Une théorie E est sous-terme onvergente si E est sous-terme et onvergente.
Ainsi, la théorie Eenc est sous-terme onvergente. C'est également le as des trois théories
dénies i-dessous :
Einv : {I(I(x)) = x, I(x)× x = 1, x× I(x) = 1}
Eidem : {h(h(x)) = h(x)}
Esym : {enc(enc(x, y), y) = x}
La théorie Einv modélise la fontion inverse dans les groupes par exemple. La théorie Eidem
représente une fontion de hahage idempotente sur des entrées de petite taille (puisque le
hahage d'un message hahé h(m) produit à nouveau h(m)). La théorie Esym représente une
fontion de hirement qui permet également de déhirer.
Théorème 6.1 ([AC04a, AC06℄) Soit E une théorie sous-terme onvergente. Les deux pro-
blèmes φ ⊢M et φ ≈ φ′ sont déidables en temps polynomial en la taille de φ, φ′ et |M |.
Ce résultat a été étendu par Mathieu Baudet [Bau05, Bau07℄ au as des théories onver-
gentes, dénies par un ensemble ni d'équations de la forme M = N où N est un sous-terme
de M ou un terme onstant.
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6.3 Extensions et implémentation
En utilisant les tehniques de preuves développées pour le théorème 6.1, nous avons mis
au point des onditions susantes pour la déidabilité de la dédution et de l'équivalene
statique. Ce résultat a été généralisé par Mathieu Baudet [Bau05, Bau07℄ dans le as a-
tif, pour les théories sous-terme onvergentes. En ollaboration ave Mathieu Baudet, nous
avons ensuite revisité sa proédure pour proposer un algorithme eae (et implémenté) qui
permet de déider la dédution et de l'équivalene statique pour une large lasse de théories
équationnelles, inluant en partiulier les théories sous-termes onvergentes.
6.3.1 Conditions susantes pour des théories équationnelles AC-onvergentes
Soit E une théorie équationnelle. Les symboles AC de E sont les symboles binaires
⊕1, . . . ,⊕k tels que les équations x⊕i (y⊕i z) = (x⊕i y)⊕i z (assoiativité) et x⊕i y = y⊕i x
(ommutativité) sont dans E. Nous érivons qu'une théorie E est AC-onvergente si elle est
induite par un système de réériture → terminant et onuent modulo AC, tel que U =E V
si et seulement si l'intersetion de leurs formes normales modulo AC est non vide. Si E ne
ontient pas de symbole AC alors on retrouve la notion habituelle de onvergene.
L'idée générale pour montrer la déidabilité de l'équivalene statique est de se ramener à
un ensemble de petites équations
Eq(φ) = {(M = N) | (M =E N)φ et |M |, |N | 6 c}
où c est une onstante bien hoisie et où la notion de taille ne ompte pas les symboles AC :
|t1 ⊕ t2| = max(|t1|, |t2|). L'ensemble des petites équations Eq(φ) est ni si E ne ontient pas
de symbole AC mais peut être inni si E ontient des symboles AC.
Nous avons montré [AC05, AC06℄ que la dédution et l'équivalene statique sont déidables
pour une théorie E AC-onvergente dès lors que :
1. E est loalement stable : pour toute struture φ, on peut onstruire un ensemble sat(φ),
stable par appliation d'un petit ontexte
∀t1, . . . , tk ∈ sat(φ) ∀C tq. |C| ≤ c
′, C[t1, . . . , tk]→AC C
′[t′1, . . . , t
′
n]
pour des termes t′1, . . . , t
′
n ∈ sat(φ) et C
′
un (petit) ontexte. La onstante c′ dépend de
la taille de la théorie E.
2. E est loalement déidable : savoir si φ′ satisfait les équations de Eq(φ) est déidable.
La ondition 1 est en partiulier vériée pour toutes les théories sous-terme onvergentes.
La ondition 2 est toujours vériée pour les théories E sans symbole AC puisque Eq(φ) est
alors ni. Dans le as de la théorie E⊕ du XOR ave un symbole AC ⊕, l'ensemble Eq(φ)
est également ni (modulo XOR). Dans le as de la théorie EAC AC pure, induite par les
équations
x⊕ (y ⊕ z) = (x⊕ y)⊕ z et x⊕ y = y ⊕ x,
on peut montrer qu'on peut réduire Eq(φ) à un ensemble ni en alulant le noyau d'un
Z-module [Sh86℄. Cette approhe sera détaillée et généralisée à la partie 6.4.
À l'aide de e résultat, nous retrouvons la déidabilité de la dédution et de l'équivalene
statique pour les théories sous-terme onvergentes. Nous avons également pu montrer la dé-
idabilité de la dédution et de l'équivalene statique pour d'autres théories non sous-terme
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onvergentes omme les théories E⊕, EAC ou Eblind et Ehomo dénies i-dessous.
Eblind = Eenc ∪


open(commit(x, y), y) = x
getpk(host(x)) = x
checksign(sign(x, y), pk(y)) = x
unblind(blind(x, y), y) = x
unblind(sign(blind(x, y), z), y) = sign(x, z)


Ehomo = Eenc ∪
{
enc(pair(x, y), z) = pair(enc(x, z), enc(y, z))
dec(pair(x, y), z) = pair(dec(x, z), dec(y, z))
}
La théorie Eblind a été introduite par S. Kremer and M. Ryan pour modéliser la signature en
aveugle, primitive utilisée en partiulier dans ertains protooles de vote életronique [KR05℄.
La théorie Ehomo représente un shéma de hirement homomorphique omme le mode de
hirement ECB (Enryption Chaining Blok) par exemple, où haque blo est hiré indé-
pendemment des préédents.
D'autres exemples de théories loalement stables et loalement déidables (don pour les-
quelles la dédution et de l'équivalene statique sont déidables) ont été proposés dans [AC06℄.
6.3.2 L'outil YAPA
Mathieu Baudet a étendu [Bau05, Bau07℄ le théorème 6.1 au as atif, pour déider l'exis-
tene d'attaques par ditionnaire pour un nombre borné de sessions. On appelle  attaques
par ditionnaire  les attaques onsistant pour l'intrus à essayer par fore brute les diérentes
valeurs d'un seret faible omme un mot de passe par exemple.
Nous avons revisité [BCD09a℄ l'algorithme proposé par Mathieu Baudet, dans le as passif
uniquement, de manière à pouvoir traiter une lasse plus large de théories que les théories sous-
termes (mais sans symbole AC). Le prinipe de la proédure onsiste à saturer une struture φ
en ajoutant les termes dédutibles par appliation d'un petit ontexte, en n'ajoutant que les
termes qui n'étaient pas déjà onstrutibles à partir des termes ourants. Les reettes assoiées
aux termes dédutibles sont alulées au vol. L'algorithme est orret et omplet au sens où,
si l'outil parvient à saturer la struture φ, alors
 un terme est dédutible si et seulement si il est syntaxiquement dédutible à partir de
la struture saturée,
 une struture φ′ est statiquement équivalente à φ si et seulement si elle vérie les égalités
entre reettes alulées lors de la saturation.
Par ontre, il se peut que la saturation éhoue ou ne termine pas. Nous avons montré que la
proédure de saturation n'éhoue jamais pour la lasse des théories onvergentes en ouhe
omme les théories Eblind ou Ehomo ou la théorie Epref , dénie i-dessous.
Epref = Eenc ∪
{
pref(enc(pair(x, y), z)) = enc(x, z)
}
Nous avons également proposé un ritère pour assurer la terminaison de la proédure pour
les théories onvergentes en ouhe. Ce ritère est en partiulier satisfait par toutes les théories
loalement stables (sans symbole AC). Cet algorithme nous a permis de déduire la déidabilité
de la dédution et de l'équivalene statique pour la théorie Epref (déidabilité qui aurait aussi
pu être établie à l'aide du résultat de [AC05, AC06℄).
Cet algorithme a été implémenté dans l'outil YAPA
1
et fontionne de manière eae,
omme l'illustre le tableau i-dessous.
1
Aessible sur la page http://www.lsv.ens-ahan.fr/~baudet/yapa/
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Théorie
équationnelle
Eenc
n = 10
Eenc
n = 14
Eenc
n = 18
Eenc
n = 20
Eblind Epref Ehomo
Temps
d'exéution
< 1s 1,7s 30s < 3min < 1s < 1s < 1s
Dans le as de la théorie équationnelle Eenc, nous avons testé YAPA sur les strutures ϕn =
{t
0
n/x1 ,
c0/x2 ,
c1/x3} et ϕ
′
n = {
t1n/x1 ,
c0/x2 ,
c1/x3}, où t
i
0 = ci et t
i
n+1 = pair(enc(t
i
n, k
i
n), k
i
n), i ∈
{0, 1}. Ces exemples permettent d'aroître exponentiellement en n la taille (non DAG) des
tests permettant de distinguer ϕn et ϕ
′
n tandis que la taille de ϕn et ϕ
′
n roît linéairement.
Les hiers d'exemples utilisés pour les théories Eblind, Epref et Ehomo sont aessibles depuis
la page de l'outil.
YAPA est le premier outil dédié à la déision de la dédution et l'équivalene statique.
Il propose un algorithme de déision uniée, fontionnant pour la plupart des théories sans
symbole AC. Le seul autre outil apable de déider l'équivalene statique est l'outil ProVe-
rif [Bla01, Bla05℄, développé par Bruno Blanhet. Cet outil est onçu pour analyser des pro-
priétés d'aessibilité et d'équivalene pour les protooles ryptographiques, pour un nombre
non borné de sessions. Il s'applique don à un ontexte plus large (et plus diile) que YAPA.
En retour, ProVerif est nettement moins eae pour déider l'équivalene statique et éhoue
sur ertaines théories omme Ehomo.
6.4 Théories monoïdales
Les théories monoïdales, dénies par W. Nutt [Nut90℄, regroupent de nombreuses théo-
ries ave symbole AC. Nous avons proposé [CD07a℄ une méthode générale pour réduire la
déidabilité de la dédution et de l'équivalene statique à des problèmes algébriques mieux
onnus.
6.4.1 Dénitions
Dénition 6.2 (Théorie monoïdale) Une théorie E sur la signature F est dite monoïdale
si elle satisfait les trois propriétés suivantes :
1. La signature F ontient un symbole binaire + ainsi qu'un symbole onstant 0 et tous les
autres symboles fontionnels de F sont unaires.
2. Le symbole + est assoiatif et ommutatif, ave pour unité 0, i.e. les équations x+(y+z) =
(x+ y) + z (A), x+ y = y + x (C) et x+ 0 = x (U) sont dans E.
3. Chaque symbole unaire h ∈ F est un endomorphisme pour + et 0, i.e. h(x + y) =
h(x) + h(y) et h(0) = 0.
Les théories i-dessous sont monoïdales.
 La théorie ACU sur F = {+, 0} induite par les axiomes (A),(C) et (U).
 La théorie ACUI sur F = {+, 0} induite par les axiomes (A),(C), (U) et (I) : x+ x = x
(Idempotene).
 La théorie ACUN (théorie du ou exlusif, notée E⊕ jusqu'ii) induite par les axiomes
(A),(C), (U) et (N) : x+ x = 0.
 La théorie AG (groupes Abéliens) sur F = {+,−, 0} induite par les axiomes (A),(C),
(U) et x+−(x) = 0.
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 Les théories ACUh, ACUIh, ACUNh sur F = {+, h, 0} et AGh sur F = {+,−, h, 0} :
es théories orrespondent aux théories préédentes, étendues par les lois d'homomor-
phisme : h(x+ y) = h(x) + h(y) et h(0) = 0.
 La théorie AGh1 . . . hn sur F = {+,−, h1, . . . , hn, 0}, induite par les axiomes de AG,
les lois d'homomorphisme pour haque hi et la ommutativité des symboles unaires :
hi(hj(x)) = hj(hi(x)) pour tout 1 6 i, j 6 n.
D'autres exemples de théories monoïdales sont présentés dans [Nut90℄.
Stéphanie Delaune a montré [Del06a℄ que le problème de la dédution pour la théorie ACU
se réduit à la résolution linéaire d'équations dans N tandis que le problème de la dédution
pour la théorie AGh se réduit à la résolution linéaire d'équations dans Z[h], l'anneau des
polynmes à une indéterminée, à oeients dans Z. Nous avons vu à la partie 6.3.1, que la
dédution et l'équivalene statique sont déidables pour les théories ACUN et AC.
Nous avons généralisé es résultats en assoiant un semi-anneau à haque théorie monoï-
dale. Cela nous a permis de réduire la déision de la dédution et de l'équivalene statique
à des problèmes plus lassiques en algèbre. Les théories monoïdales présentent une struture
algébrique prohe de elles des anneaux, à ei près que ertains éléments peuvent ne pas avoir
d'inverse (pour la loi de  groupe ). Une telle struture est appelée semi-anneau.
Dénition 6.3 (Semi-anneau) Un semi-anneau est un ensemble S (appelé univers du semi-
anneau) ontenant les éléments 0 et 1 et muni de deux opérations binaires + et · telles que
(S,+, 0) est un monoïde ommutatif, (S, ·, 1) est un monoïde, et telles que les propriétés
suivantes sont vériées pour tous α, β, γ ∈ S :
 (α+ β) · γ = α · γ + β · γ (distributivité à droite)
 α · (β + γ) = α · β + α · γ (distributivité à gauhe)
 0 · α = α · 0 = 0 (loi du zéro).
Les opérations+ et · sont appelées respetivement addition etmultipliation du semi-anneau S.
Les éléments 0 et 1 sont respetivement le zéro et l'unité.
W. Nutt a montré [Nut90℄ qu'on peut assoier un semi-anneau SE à toute théorie monoï-
dale E. Le semi-anneau SE est onstruit de la manière suivante. Son univers est T (F , {1})/E,
où 1 est une nouvelle onstante libre (1 6∈ F). La onstante 0 est le zéro de SE , le symbole +
en est l'addition. La multipliation est dénie par s · t := s[1 7→ t]. La onstante 1 agit don
omme élément neutre de la multipliation.
Nous illustrons ette dénition par quelques exemples.
1. Le semi-anneau SACU est isomorphe à N, le semi-anneau des entiers naturels.
2. Le semi-anneau SACUN est isomorphe au orps Z/2Z.
3. Le semi-anneau S
AGh
à l'anneau ommutatif Z[h].
6.4.2 Rédution de la dédution et de l'équivalene statique
Considérons la théorie ACU ainsi que la struture
φ = νn1, n2, n3.{
3n1+2n2+3n3/x1 ,
n2+3n3/x2 ,
3n2+n3/x3 ,
3n1+n2+4n3/x4},
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où la notation kn ave k ∈ N représente le terme n+ · · ·+ n (k fois). On peut assoier à φ la
matrie Mφ où ième ligne représente la déomposition de xi sur les onstantes n1, n2, n3.
Mφ =


3 2 3
0 1 3
0 3 1
3 1 4


Soit t = 7n1 + 3n2 + 8n3. On assoie à t le veteur Ut =
(
7 3 8
)
. On remarque failement
que t est dédutible à partir de φ si et seulement si il existe X ∈ N4 tel que XMφ = Ut.
Cette rédution peut être généralisée à toutes les théories monoïdales.
Théorème 6.2 ([CD07a℄) Soit E une théorie monoïdale et SE son semi-anneau assoié. La
dédution dans E se réduit en temps polynomial au problème suivant :
Données : Une matrie A de taille ℓ×m et un veteur de taille ℓ, à oeients dans SE.
Question : Est-e qu'il existe un veteur X (à oeients dans SE) tel que X · A = b ?
Considérons maintenant la struture
φ′ = νn1, n2, n3.{
n1+2n2+7n3/x1 ,
n1+5n2/x2 ,
5n2+8n3/x3 ,
3n1+2n2+4n3/x4}
On lui assoie la matrie Mφ′ dénie i-dessous.
Mφ′ =


1 2 7
1 5 0
0 5 8
3 2 4


Les strutures φ et φ′ sont statiquement équivalentes si et seulement si, pour tous termesM,N
de T ({0,+, x1, x2, x3, x4}),
(M =ACU N)φ ⇔ (M =ACU N)φ
′
Cei est équivalent aux relations matriielles suivantes : pour tout X ∈ Z4, XMφ = 0 si et
seulement si XMφ′ = 0. C'est-à-dire, φ et φ
′
sont statiquement équivalentes si et seulement si
les matries Mφ et Mφ′ ont même `noyau .
Cette rédution se généralise à nouveau à toutes les théories monoïdales.
Théorème 6.3 ([CD07a℄) Soit E une théorie monoïdale et SE son semi-anneau assoié.
L'équivalene statique dans E se réduit en temps polynomial au problème suivant :
Données : Deux matries A1 et A2 de taille ℓ×m et à oeients dans SE.
Question : Est-e que l'égalité suivante est vériée ?
{(X,Y ) ∈ SℓE × S
ℓ
E | X ·A1 = Y · A1} = {(X,Y ) ∈ S
ℓ
E × S
ℓ
E | X ·A2 = Y · A2}
Considérons la signature F1 = {+, 0,−, h1, h2} et la théorie E1 induite par les axiomes de
AG, par l'équation h1(h2(x)) = h2(h1(x)), les lois d'homomorphisme
h1(x+ y) = h1(x) + h1(y) h1(0) = 0
h2(x+ y) = h2(x) + h2(y) h2(0) = 0
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ainsi que les équations
h1(h1(h2(x))) + h2(h2(x)) = 0
h1(x) + h1(h2(h2(x))) = 0
La théorie E1 est une théorie monoïdale et son semi-anneau assoié SE1 est isomorphe à
Z[h1, h2]/(h2
1
h2+h22,h1+h1h
2
2
), i.e. l'anneau Z[h] quotienté par l'idéal engendré par les polynmes
h21h2 + h
2
2 et h1 + h1h
2
2. Les théorèmes 6.2 et 6.3 montrent que déider la dédution et l'équi-
valene statique revient à résoudre des systèmes linéaires dans Z[h1, h2]/(h2
1
h2+h22,h1+h1h
2
2
). Ce
type de systèmes peut en général être résolu en utilisant les bases de Gröbner [Eis99℄ et des
implémentations de e type de résolution sont disponibles (omme dans le logiiel libre Sage
2
).
La déision de la dédution et de l'équivalene statique peut don être implémentée failement
à l'aide de es outils.
6.5 Théories pour les protooles de vote
Les protooles de vote életronique utilisent souvent des primitives ryptographiques non
standard omme la signature en aveugle dérite dans la partie 6.3.1. Nous nous sommes intéres-
sés à deux exemples partiuliers de théories équationnelles pertinentes pour les protooles de
vote, tirées de [DKR09b℄. Nous dérivons i-dessous es deux théories puis nous en montrons
la déidabilité.
6.5.1 Théorie pour le rehirement et preuve à vériateur désigné
Le protoole de Lee et al. [LBD
+
03℄ fait appel à une primitive de rehirement rencrypt
qui permet de modier l'aléa du message hiré
rencrypt(enca(x, pub(y), z), w) = enca(x, pub(y), f0(z,w)) (6.1)
Le terme enca(m, pub(a), r) représente le hirement à lefs publiques du message m par la
lef pub(a). Le terme r représente l'aléa utilisé dans le hirement. Il permet de distinguer
deux hirements d'un même message. Le symbole f0 représente le fait que l'aléa est modié
par le rehirement.
Le protoole de Lee et al. fait également appel à une primitive de  preuve à vériateur
désigné . Un agent peut produire la preuve dvp(x, y, z, pub(w)) que deux messages hirés x
et y ontiennent le même plaintext. Cette preuve n'est vériable que par l'agent w :
checkdvp(dvp(x, rencrypt(x, y), y, pub(z)), x, rencrypt(x, y), pub(z)) = ok (6.2)
checkdvp(dvp(x, y, z, w), x, y, pub(w)) = ok (6.3)
La théorie EDVP, dénie dans [DKR09b℄, est formée des équations 6.1, 6.3 et 6.2 ainsi que des
trois équations plus lassiques i-dessous :
checksign(sign(x, y), pub(y)) = x (6.4)
dec(enca(x, pub(y), z), y) = x (6.5)
getpk(host(x)) = x (6.6)
La dernière équation permet à un agent d'obtenir la lef publique d'un autre agent.
2
http://www.sagemath.org/
68 Analyse de la onnaissane de l'adversaire
6.5.2 Théorie pour le  Trapdoor bit-ommitment 
Le protoole de vote proposé par Fujioka, Okamoto et Ohta [FOO92℄ utilise une fontion
d'engagement (ommitment) tdcommit(x, y, z). Le premier argument de tdcommit est la valeur
sur laquelle l'agent s'engage, le deuxième argument est la  trappe  qui permet d'ouvrir
l'engagement :
open(tdcommit(x, y, z), y) = x (6.7)
Cette fontion a la partiularité de ne pas onstituer un véritable engagement : le votant peut
hoisir la valeur de la trappe de manière à ouvrir l'engagement de la manière qu'il souhaite :
tdcommit(x, f1(y, z, w, x), w) = tdcommit(y, z, w) (6.8)
La théorie ETrap, dénie dans [DKR09b℄, est formée des équations 6.7, 6.8 et 6.6 ainsi que des
trois équations i-dessous pour la signature en aveugle.
checksign(sign(x, y), pub(y)) = x
unblind(blind(x, y), y) = x
unblind(sign(blind(x, y), z), y) = sign(x, z)
6.5.3 Déidabilité
Les théories EDVP et ETrap peuvent être omplétées de manière à être onvergentes. Ce-
pendant, auun des résultats présentés dans les parties préédentes ne s'applique. En adaptant
la tehnique développée à la partie 6.3.1, nous avons montré la déidabilité de la dédution et
de l'équivalene statique pour es deux théories.
Théorème 6.4 ([BBRC09℄) La dédution et l'équivalene statique sont déidables en temps
polynomial pour les théories EDVP et ETrap.
6.6 Composition
Chaun des résultats de déidabilité présentés dans les parties préédentes n'est valide
que pour des théories équationnelles partiulières ou pour des lasses de théories partiulières.
Nous avons montré [ACD07a℄ qu'il est faile de omposer les résultats de déidabilité dès lors
que les théories sont disjointes.
Étant donnés une signature F et un ensemble E d'équations sur F , on appelle théorie
équationnelle (F , E) la relation d'équivalene induite sur T (F ,X ,N ) par les équations de E.
Théorème 6.5 ([ACD07a℄) Soient (F1, E1) et (F2, E2) deux théories équationnelles telles
que F1∩F2 = ∅. Si la dédution et l'équivalene statique sont déidables pour (F1, E1) et pour
(F2, E2), alors la dédution et l'équivalene statique sont déidables (F1 ∪ F2, E1 ∪ E2).
Ce résultat nous permet don de ombiner tous les résultats préédents, dès lors que les théories
sont disjointes (mais peuvent partager les noms libres de N ).
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Théorie Dédution Équivalene statique
sous-terme onvergente
Ex : Eenc, Einv, Eidem, Esym
PTIME [AC06℄
Eblind, Ehomo, Epref déidable [AC06, BCD09a℄
EDVP, ETrap PTIME [BBRC09℄
ACU, EAC NP-omplet PTIME [AC06, CD07a℄
ACUI déidable [DLLT06, DLLT08℄ déidable [CD07a℄
ACUN (E⊕) PTIME [CKRT03℄ PTIME [AC06, CD07a℄
AG PTIME [CKR+03a℄ PTIME [CD07a℄
ACUh NP-omplet [LLT05℄ déidable [CD07a℄
ACUIh déidable [CD07a℄ indéterminé
ACUNh PTIME [Del06a℄ déidable [CD07a℄
AGh PTIME [Del06a℄ déidable [CD07a℄
AGh1 . . . hn déidable [CD07a℄ déidable [CD07a℄
sous-terme onv. ⊎E⊕ PTIME [ACD07a℄
sous-terme onv. ⊎ AG PTIME [ACD07a℄
D'après le résultat de omposition [ACD07a℄, la dédution et l'équivalene statique sont éga-
lement déidables pour l'union de toutes théories disjointes mentionnées dans e tableau.
Figure 6.1 - Résultats de déidabilité pour la dédution et l'équivalene statique.
6.7 Bilan et perspetives
Les diérents résultats de déidabilité dérits au ours de e hapitre sont résumés à la
gure 6.1. Il est probable que de nouvelles théories seront à étudier, en fontion des primitives
utilisées par les protooles ryptographiques.
L'outil YAPA propose la première implémentation dédiée à l'équivalene statique. Pour
le moment, il ne permet pas de traiter les théories ave symbole AC. Nous avons montré
que les théories monoïdales se ramènent à des problèmes algébriques pour lesquels il existe
(souvent) des algorithmes déjà implémentés. Nous avons également vu (partie 6.6) qu'il est
possible de déomposer une théorie en plusieurs sous-théories disjointes et de faire appel à
des algorithmes diérents pour haune des théories. Il semble don tout à fait faisable de
ombiner l'outil YAPA à un outil pour les théories monoïdales faisant appel au logiiel Sage
par exemple. Appliquer diretement le résultat de ombinaison [ACD07a℄ posera peut-être des
problèmes d'eaité. Pour obtenir une implémentation eae, il faudra probablement revi-
siter le résultat de ombinaison de manière à l'intégrer diretement à l'algorithme développé
pour YAPA.
D'autre part, nous avons vu que la proédure de saturation implémentée dans YAPA peut
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éhouer. Il semble possible d'améliorer la proédure pour éliminer des as d'éhe et per-
mettre à YAPA de saturer ave suès plus souvent. En partiulier, l'outil YAPA ne permet
pas pour le moment de traiter les théories EDVP et ETrap dénies dans les protooles de vote.
Tenter d'étendre l'algorithme de YAPA à (au moins) es deux théories paraît un bon objetif.
La déidabilité de la dédution et de l'équivalene statique ne sont qu'une brique de base
pour analyser les protooles ontre un intrus atif. Une suite logique du travail présenté dans
e hapitre onsiste à étendre les résultats de déidabilité au as atif, au moins pour un
nombre borné de sessions. Mathieu Baudet [Bau05, Bau07℄ a ainsi obtenu une proédure de
déision pour la lasse des théories sous-terme onvergentes. Des proédures de déision ont
également été obtenues pour le as partiulier du XOR [CKRT03℄ ainsi que pour les groupes
abéliens [CKR
+
03a℄. Par ontre, auun résultat n'existe à l'heure atuelle pour analyser les
protooles de vote dans le as d'un intrus atif.
CHAPITRE 7
E´quivalence observationnelle
Nous avons vu au hapitre 6 que l'équivalene statique permet de représenter de manière
plus ne que la dédution les informations aessibles pour un intrus dans le as passif. Dans
le as atif, 'est une notion appelée équivalene observationnelle qui permet d'exprimer des
propriétés plus nes que les propriétés d'aessibilité vues aux hapitres 3, 4 et 5. Intuitivement,
l'équivalene observationnelle est le pendant atif de l'équivalene statique ave l'introdution
d'une bisimulation : deux proessus P et Q sont en équivalene observationnelle, noté P ∼o Q
si P et Q peuvent émettre sur les mêmes anaux et si tout mouvement de P peut être suivi
par un mouvement de Q tels que les deux proessus restent en équivalene observationnelle.
L'équivalene observationnelle permet d'exprimer des propriétés de séurité en omparant
un protoole P à sa version idéale Pideal où la propriété désirée est vraie par onstrution.
La séurité de P s'exprime alors par la relation P ∼o Pideal . Des exemples sont développés
dans [AG97℄. L'équivalene observationnelle est aussi utilisée pour exprimer des notions omme
la ondentialité d'un vote ou la résistane à la oerition pour les protooles de vote életro-
nique [KR05, DKR06, DKR09b℄. L'équivalene observationnelle permet également d'exprimer
des propriétés prohes des propriétés de séurité en ryptographie, dénies à l'aide de  jeux .
Nous établirons une omparaison formelle entre es deux notions au hapitre 9, partie 9.2.
Dans la première partie de e hapitre, nous dénissons l'équivalene observationnelle dans
le adre du pi-alul appliqué [AF01℄. Le pi-alul appliqué est une algèbre de proessus très
adaptée à la modélisation des protooles. Il permet une grande souplesse dans le hoix des
primitives ryptographiques, qui sont spéiées à l'aide d'une théorie équationnelle. Nous
en rappelons les prinipales dénitions à la partie 7.1. Nous verrons à la partie 7.2 sous
quelles onditions il est possible de ramener l'équivalene observationnelle à une propriété
d'aessibilité, dans le as du seret. Nous présentons à la partie 7.3 une proédure de déision
pour une lasse de proessus, dits déterministes.
7.1 Le pi-alul appliqué
Le pi-alul appliqué a été déni par Martín Abadi et Cédri Fournet [AF01℄. Nous en
rappelons ii les prinipales dénitions.
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P,Q,R : := proessus
c(x).P réeption
c(s).P émission
0 proessus de n
P ‖Q omposition parallèle
!P répliation
(να)P restrition
if M = N then P else Q onditionnelle
A,B,C : := proessus étendus
P proessus
A‖B omposition parallèle
(να)A restrition
{x 7→ s} substitution ative
s, s1, . . . , sn sont des termes et α et c sont des noms.
Figure 7.1 - Syntaxe des proessus.
7.1.1 Syntaxe
On onsidère une signature F , un ensemble de variables X et un ensemble de noms N .
L'algèbre termes T (F ,X ,X ) est munie d'une théorie équationnelle E. De nombreux exemples
ont été présentés au hapitre 6.
La syntaxe des proessus et des proessus étendus est dénie à la gure 7.1. Par rapport au
pi-alul appliqué dérit dans [AF01℄, nous ne onsidérerons que des proessus dont les anaux
sont des noms (et non des variables), e qui est susant pour traiter des protooles ryptogra-
phiques. Le proessus 0 est le proessus qui ne fait rien, il pourra être omis. La omposition
parallèle permet l'exéution onurrente des proessus. La restrition (να)A orrespond à la
réation d'un nom α frais et privé pour A. La onditionnelle if M = N then P else Q se
omporte omme P ou Q en fontion du résultat de l'évaluation du test M = N . Si Q est
le proessus nul, on pourra érire plus simplement if M = N then P . Le proessus c(x).P
exéute P où la variable x est remplaée par le message reçu sur le anal c. Le proessus c(s).P
émet le message s puis se omporte omme P .
La notation noms(P ) (resp. var(P )) représente l'ensemble des noms (resp. variables) qui
sont libres dans P . Les noms (resp. variables) liés de P , notés rnoms(P ) (resp. rvar(P )), peuvent
être renommés. P{x 7→ s} est le proessus P dans lequel les ourrenes (libres) de x sont
remplaées par s. Un ontexte d'évaluation est une expression de la forme C = (να)([·]‖P ) où
P est un proessus. Nous érivons C[Q] pour (να)(Q ‖ P ). Un ontexte (resp. un proessus)
C est dit los si var(C) = ∅.
On assoie à haque proessus étendu A, une struture1 ϕ(A) obtenue en remplaçant tous
les proessus (non étendus) par 0. Par exemple, soit A1
def
= νy, k, r.{enc(m,k,r)/x,
a/y}‖c(y) alors
ϕ(A1) = νy, k, r.{
enc(m,k,r)/x,
a/y}.
1
Dénie page 59.
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A ‖ 0 ≡ A
A ‖B ≡ B ‖ A
(A ‖B) ‖ C ≡ A ‖ (B ‖ C)
(να)(νβ)A ≡ (νβ)(να)A
(να)(A ‖B) ≡ A ‖ (να)B si α /∈ noms(A) ∪ var(A)
(νx){x 7→ s} ≡ 0
(να)0 ≡ 0
!P ≡ P ‖ !P
{x 7→ s} ‖ A ≡ {x 7→ s} ‖A{x 7→ s}
{x 7→ s} ≡ {x 7→ t} si s =E t
Figure 7.2 - Équivalene struturelle.
7.1.2 Sémantique
L'équivalene struturelle permet d'identier des proessus (étendus) au omportement
identique. C'est la plus petite relation sur les proessus étendus, notée ≡, lose par ap-
pliation de ontextes et qui satisfait les relations de la gure 7.2. Par exemple, ϕ(A1) ≡
νk, r.{enc(m,k,r)/x}.
Les évolutions des proessus (étendus) sont représentées par la relation →, qui est la plus
petite relation telle que :
(Com) c(x).P ‖ c(s).Q → P ‖Q
(Cond1) ifM = N then P else Q → P if M =E N
(Cond2) ifM = N then P else Q → Q if M 6=E N
∗
−→ est la plus petite relation transitive sur les proessus (étendus) qui ontient ≡ et −→
et qui est lose par appliation de ontextes.
Dénition 7.1 L'équivalene observationnelle, notée ∼o, est la plus grande relation symé-
trique S sur les proessus los étendus telle que ASB implique :
1. si, pour un ontexte C, un terme s et un proessus A′, A
∗
−→ C[c(s) · A′] alors il existe
un ontexte C ′, un terme s′ et un proessus B′, tels que B
∗
−→ C ′[c(s′) ·B′].
2. si A
∗
−→ A′ alors il existe B′ tel que B
∗
−→ B′ et A′SB′
3. C[A]SC[B] pour tout ontexte d'évaluation C.
7.1.3 Sémantique étiquetée
La quantiation universelle sur tout ontexte (ondition 3) rend diile les preuves d'équi-
valene observationnelle entre les proessus. Aussi, Martín Abadi et Cédri Fournet [AF01℄ ont
proposé une sémantique alternative et équivalente, appelée sémantique étiquetée. La relation
de rédution étiquetée, notée
α
−→, étend la relation → par les règles de la gure 7.3.
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c(x).P
c(M)
−−−→ P{M/x} (IN) cu.P
cu
−→ P (OUT-ATOM)
A
cu
−→ A′
u 6= c
νu.A
νu.cu
−−−→ A′
(OPEN-ATOM)
A
α
−→ A′
u /∈ α
νu.A
α
−→ νu.A′
(SCOPE)
A
α
−→ A′
(∗)
A‖B
α
−→ A′‖B
(PAR)
A ≡ B B
α
−→ B′ B′ ≡ A′
A
α
−→ A′
(STRUCT)
où c est un nom, u est un nom ou une variable, et la ondition (*) de la règle (PAR) est
rvar(α) ∩ var(B) = rnoms(α) ∩ noms(B) = ∅.
Figure 7.3 - Sémantique étiquetée.
Deux proessus P et Q sont en bisimulation étiquetée si les séquenes de messages déjà
éhangées par P et Q sont statiquement équivalentes et si tout mouvement de P peut être
suivi d'un mouvement de Q tels que les deux proessus restent en bisimulation étiquetée.
Dénition 7.2 La bisimulation étiquetée (≈l) est la plus grande relation R sur les proessus
los étendus telle que ARB implique :
1. ϕ(A) ≈ ϕ(B) ;
2. si A→ A′ alors B →∗ B′ et A′RB′, pour un ertain B′ ;
3. si A
α
→ A′ ave var(α) ⊆ dom(ϕ(A)) et rnoms(α) ∩ noms(B) = ∅ alors B →∗
α
→→∗ B′ et
A′RB′, pour un ertain B′.
La notion de bisimulation étiquetée est plus faile à manipuler. C'est la notion qui sera
utilisée dans le reste de e hapitre. Martín Abadi et Cédri Fournet ont montré qu'elle oïnide
ave l'équivalene observationnelle.
Théorème 7.1 ([AF01℄) ≈l=∼o
La rédution étiquetée permet de dénir les traes d'un proessus étendu. Soit A l'alphabet
(inni) des ations étiquetant la rédution étiquetée
α
−→, dénie à la gure 7.3. Pour tout mot
a1 · · · an ∈ A
∗
la relation
a1···an⇒ est dénie par →∗
a1−→ →∗ · · · →∗
an−→ →∗. Le mot
a1 · · · an orrespond à la séquene d'ations visibles d'un attaquant. Une trae d'un proessus
étendu est une séquene d'ations visibles ainsi que la séquene des messages éhangés durant
l'exéution.
trae(A) = {(s, ϕ(B)) | A
s
⇒ B pour un ertain B}.
7.1.4 Exemple
Reprenons l'exemple du protoole Wide-Mouthed Frog. Une session du rle A joué par
l'agent a pour l'agent b peut être modélisée par le proessus ν{r, kab}.A(a, b, ca) où A(a, b, ca)
est déni par
A(a, b, ca)
def
= ca(pair(a, enc(pair(b, kab), kas, r))).
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De même, une session du rle S répondant à a pour b peut être modélisée par le proessus
νr.S(a, b, cs) où S(a, b, cs) est déni par
S(a, b, cs)
def
= cs(x).if fst(x) = a ∧ fst(dec(snd(x), kas)) = b
then cs(enc(pair(b, snd(dec(snd(x), kas))), kbs, r))
else 0
Pour modéliser un nombre borné d'exéution du rle A et du rle S, il sut de répliquer les
proessus.
P1
def
=!(ν{r, kab}.A(a, b, ca)) ‖ !(νr.S(a, b, cs))
Pour une modélisation plus omplète, il faudrait bien sûr également onsidérer des instanes
du rle A ave d'autres agents : A(b, a), A(c, b), S(a, b), S(c, b), et.
7.2 Lien entre seret fort et seret faible
L'équivalene observationnelle permet d'exprimer une notion plus forte du seret. Ainsi,
nous dirons que le nom s est fortement seret dans P si, pour tous termes los M,M ′ tels que
rnoms(P ) ∩ (noms(M) ∪ noms(M ′)) = ∅,
P [M/s] ∼o P [
M ′/s]
où P [M/s] représente l'instantiation du nom s par M dans P . Intuitivement, un intrus ne doit
pas être apable de distinguer deux exéutions du protoole ave des valeurs diérentes pour
la donnée s, même si es valeurs sont publiques. C'est une notion plus forte que la dénition
habituelle du seret puisqu'il est possible que l'intrus distinguer deux exéutions ave des
valeurs diérentes pour le seret, sans pour autant onnaître la valeur du seret.
Cette dénition a été proposée par Martín Abadi et Andrew Gordon [AG97℄. Elle est
plus prohe de la notion d'indistinguabilité pour dénir la ondentialité d'une donnée. Nous
omparerons es deux notions au hapitre 9.2. Si la notion de seret fort ore plus de garanties
de séurité, elle est également plus diile à prouver. À notre onnaissane, le seul outil apable
de traiter le seret fort est l'outil ProVerif. L'outil ProVerif [Bla05℄ n'est pas diretement
apable de prouver l'équivalene observationnelle mais herhe à prouver une notion plus
préise, qui implique l'équivalene observationnelle [BAF05, BAF08℄.
La notion plus habituelle du seret, utilisée dans les hapitres 3, 4 et 5 sera appelée seret
syntaxique : le nom s est syntaxiquement seret dans P si pour toute trae (t, ϕ) de trae(P ),
s n'est pas dédutible à partir de ϕ : ϕ 6⊢E s.
On montre failement que le seret fort implique le seret syntaxique. La réiproque n'est
bien sûr pas vraie en général. Le but de ette partie est d'identier dans quel adre le seret
syntaxique sut à assurer le seret fort. Cela permet en partiulier l'utilisation des outils
développés pour le seret syntaxique tout en obtenant de meilleures garanties (seret fort).
7.2.1 Algèbre
Dans le reste de ette partie, la signature onsidérée est F = {enc, dec, enca, deca, pub,
priv, pair, fst, snd, sign, checksign, ok, getsign}, munie de la théorie équationnelle E induite
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par les équations :
fst(pair(x, y)) = x
snd(pair(x, y)) = y
dec(enc(z1, z2, z3), z2) = z1
deca(enca(z1, pub(z2), z3), priv(z2)) = z1
checksign(z1, sign(z1, priv(z2)), pub(z2)) = ok
getsign(sign(z1, z2)) = z1
Remarquons en partiulier que les symboles de hirement enc et enca sont ette fois ter-
naires, le troisième argument représentant l'aléa utilisé lors du hirement. La théorie équa-
tionnelle E sera sous-entendue dans la suite de ette partie.
7.2.2 Cas passif
Nous ommençons par étudier dans quels as le seret syntaxique implique le seret fort
dans le as passif :
ϕ 6⊢ s
?
⇒ ϕ[M/s] ≈ ϕ[
M ′/s] ∀M,M
′
L'impliation n'est bien sûr pas vraie en général. Nous en avons identié plusieurs rai-
sons [CRZ06, CRZ07℄.
Chirement probabiliste. La struture ψ1 = νs, k, r.{
enc(s,k,r)/x,
enc(n,k,r)/y} ne préserve
pas le seret fort de s ar les deux hirés utilisent le même aléa, e qui permet à un intrus
de omparer les hirés : ψ1[
n/s] 6≈ ψ1[
n′/s] ar (x = y)ψ1[
n/s] et (x 6= y)ψ1[
n′/s].
Seret en position de lef. La struture ψ2 = νs,n.{
enc(〈n,n′〉,s,r)/x} ne préserve pas le
seret fort de s ar s apparaît en position de lef, e qui permet à un intrus d'essayer de
déhirer : ψ2[
k/s] 6≈ ψ2[
k′/s] ar (π2(dec(x, k)) = n
′)ψ2[
k/s] et (π2(dec(x, k)) 6= n
′)ψ2[
k′/s].
Présene de destruteurs. La struture ψ3 = νs.{
π1(s)/x} ne préserve pas le seret fort
de s ar elle révèle une information partielle sur s : (x = k) est vrai ψ3[
〈k,k′〉/s] mais pas pour
ψ3[
k/s].
Règle getsign. L'équation getsign(sign(z1, z2)) = z1 peut paraître arbitraire ar les shémas
de signature ne permettent pas néessairement de aluler le message signé à partir de la
signature. Cette équation est pourtant ruiale pour notre résultat omme l'illustre l'exemple
suivant. La struture ψ4 = νs.{
sign(s,priv(a))/x,
pub(a)/y} ne préserve pas le seret fort de s. En
eet, l'égalité (checksign(n, x, y) = ok) est vraie pour ψ4[
n/s] mais pas pour ψ4[
n′/s].
Dans les trois premiers as, les strutures proposées préservent le seret syntaxique de s :
ψi 6⊢ s, pour 1 ≤ i ≤ 3. Dans le quatrième as, nous aurions également ψ4 6⊢ s sans l'équation
getsign(sign(z1, z2)) = z1.
Ces exemples nous ont onduits à introduire la notion de bonne formation. Une struture ϕ
est bien formée vis-à-vis d'un nom s si :
1. le hirement est probabiliste, i.e. un aléa diérent est utilisé dans haque terme hiré ;
2. le nom s n'apparaît ni en position lef, ni en position d'aléa ;
3. ϕ ne ontient pas les symboles dec, deca, fst, snd, checksign, getsign, dits destruteurs.
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La ondition de bonne formation sut à assurer que le seret syntaxique implique le seret
fort dans le as passif.
Théorème 7.2 ([CRZ06, CRZ07℄) Soit ϕ une struture bien formée vis-à-vis de s.
νsϕ 0 s si et seulement si ϕ[M/s] ≈ ϕ[
M ′/s]
pour tous termes los M,M ′ tels que rnoms(ϕ) ∩ (noms(M) ∪ noms(M ′)) = ∅.
Pour préparer l'étude du as atif, nous avons étendu e résultat aux strutures ontenant
des destruteurs, à ondition que les destruteurs ne soient pas appliqués au dessus du nom s,
ni au-dessus d'un onstruteur [CRZ06, CRZ07℄.
7.2.3 Cas atif
Dans le as atif, il faut également tenir ompte des tests eetués dans les onditionnelles.
Considérons par exemple le proessus
P1 = νs, k, r.
(
c(enc(s, k, r)) | c(z).[dec(z, k) = a].c(ok)
)
où a est un nom libre. Alors s est syntaxiquement seret dans P1 mais n'est pas fortement
seret. En eet, P1 → P
′
1
def
= νs, k, r.({enc(s,k,r)/z} | [s = a].c(ok)) et le proessus P
′
1[
a/s] peut
enore être réduit, alors que e n'est pas le as de P ′1[
b/s].
Nous avons don étendu la notion de bonne formation aux proessus P de telle manière
que :
1. les termes de P sont bien formés ;
2. les tests des onditionnelles ne portent pas sur s.
Pour assurer e dernier point quelque soit le omportement du protoole, nous alulons
(automatiquement) une sur-approximation des messages envoyés et nous vérions qu'auun
des tests ne peut porter sur le nom s.
La ondition de bonne formation sur les proessus permet d'assurer que le seret syntaxique
implique le seret fort dans le as atif.
Théorème 7.3 ([CRZ06, CRZ07℄) Soit P un proessus bien formé vis-à-vis de s. Alors ϕ 0 s
pour toute trae (t, ϕ) de trae(νsP ) si et seulement si P [M/s] ≈l P [
M ′/s], pour tous termes
los M,M ′ tels que rnoms(P ) ∩ (noms(M) ∪ noms(M ′)) = ∅.
Ce résultat nous a en partiulier permis de prouver le seret fort des lefs éhangées
dans le protoole de Yahalom [BAN89, CJ97℄, dans elui de Needham-Shroeder à lef symé-
trique [NS78℄ ainsi que pour une version modiée du protoole Wide-Mouthed Frog.
7.3 Proédure de déision
Nous avons proposé une proédure de déision, basée sur la proédure proposée par Ma-
thieu Baudet [Bau05, Bau07℄, pour une lasse partiulière de proessus, appelés simples. Pour
ela, nous avons montré trois résultats intermédiaires.
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Figure 7.4 - L'égalité des traes ne oïnide pas ave la bisimulation en général.
1. Pour les proessus déterministes, l'équivalene observationnelle oïnide ave l'équi-
valene de traes. Ce résultat s'inspire d'un résultat similaire dans le adre du pi-
alul [Eng85℄.
2. La plupart des protooles ryptographiques peuvent être modélisés par des proessus
simples, qui sont déterministes.
3. L'équivalene de traes est déidable pour les proessus sans répliation. Ce résultat
s'appuie sur la proédure proposée par Mathieu Baudet [Bau05, Bau07℄.
7.3.1 Équivalene de traes
Nous dirons que deux proessus sont en équivalene de traes si leurs ensembles de traes
oïnident, à équivalene statique près.
Dénition 7.3 (Équivalene de traes) Soient A et B deux proessus étendus los. Nous
érivons A ⊑t B si pour haque (s, ϕ) ∈ trae(A) tel que rnoms(s) ∩ noms(B) = ∅, il existe
(s, ϕ′) ∈ trae(B) tel que ϕ ≈ ϕ′.
Les proessus A et B sont en équivalene de traes, noté A ≈t B, si A ⊑t B et B ⊑t A.
L'équivalene observationnelle implique l'équivalene de traes mais il est bien onnu que
la réiproque est fausse en générale. Cei est dû au fait que deux proessus peuvent avoir le
même ensemble de traes sans être bisimilaires, omme l'illustre la gure 7.4.
J. Engelfriet a montré dans le adre du pi-alul [Eng85℄ que l'équivalene de traes oïnide
ave l'équivalene observationnelle pour les proessus déterministes. Nous avons étendu e
résultat au pi-alul appliqué.
Un proessus est déterministe si pour une trae donnée, il n'y a qu'une exéution possible.
Dénition 7.4 (Déterminisme) Soit
∼= une relation d'équivalene sur les proessus étendus
los. Un proessus étendu los A est ∼=-déterministe si pour tous B,B′ tels que A
s
⇒ B, A
s
⇒ B′
et ϕ(B) ≈ ϕ(B′) alors B ∼= B′.
Plusieurs hoix sont possibles pour la relation d'équivalene. Nous avons montré [CD09a℄
que le ∼o-déterminisme et le ≈l-déterminisme oïnident. Aussi, dans la suite de ette partie,
nous dirons tout simplement qu'un proessus est déterministe dès qu'il est ∼o-déterministe
ou ≈l-déterministe. Nous avons montré que l'équivalene de traes oïnide ave l'équivalene
observationnelle pour les proessus déterministes.
Théorème 7.4 ([CD09a℄) Soient A et B deux proessus étendus los déterministes.
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A ≈t B si et seulement si A ∼o B.
L'équivalene de traes n'est pas néessairement plus faile à montrer que l'équivalene
observationnelle. Cependant, dans le adre des protooles ryptographiques, la plupart des
résultats existants portent sur des propriétés de traes. Nous illustrons ainsi l'intérêt de e
théorème à la partie 7.3.3, en nous ramenant à une proédure de déision existante.
7.3.2 Proessus simples
La plupart des protooles sont déterministes : lorsqu'un agent reçoit un message, il sait
exatement omment le traiter. Nous avons don identié [CD09a℄ la lasse des proessus
simples qui sut à modéliser par exemple les protooles de la bibliothèque Clark&Jaob [CJ97℄.
Dénition. Les proessus simples sont onstruits à partir de proessus basiques. Un proessus
est basique, émettant sur le anal c, s'il est de la forme :
 if M = N then c(s1).B1 else c(s2).B2
 ou c(x) ·B
où B,B1, B2 sont des proessus basiques (ou nuls), émettant sur le anal c. Intuitivement, un
proessus basique permet de dérire un rle d'un protoole.
Les proessus simples sont obtenus en omposant et restreignant les proessus basiques.
νn˜. ( νn˜1.(B1 | σ1) | !(νc
′
1, m˜1.p1(c
′
1).B
′
1)
.
.
.
.
.
.
νn˜k.(Bk | σk) | !(νc
′
n, m˜n.pn(c
′
n).B
′
n) )
où haun des proessus simples B1, . . . , Bb, B
′
1, . . . , B
′
n émet sur un anal distint des autres
anaux d'émission et c′i est le anal assoié au proessus B
′
i. Les proessus simples permettent
d'exprimer l'exéution de plusieurs rles en parallèle, un nombre borné ou non borné de fois.
Leur partiularité est que haque session d'un rle du protoole se voit attribuer un nom de
anal partiulier.
Exemple. Ainsi les proessus A(a, b, ca) et S(a, b, cs) dérits page 74 sont des proessus ba-
siques. Le proessus P1 n'est pas un proessus simple ar le même anal est utilisé pour des
sessions diérentes. Mais il est possible de représenter un nombre non borné d'exéutions des
rles A et S par le proessus simple i-dessous.
P2
def
=!(ν{r, kab, ca}.pA(ca).A(a, b, ca)) ‖ !(ν{r, cs}.pS(cs).S(a, b, cs))
Théorème 7.5 ([CD09a℄) Tout proessus simple est déterministe.
Le point lef pour s'assurer du déterminisme est que haque instane d'un rle (une ses-
sion) émet et reçoit un nom de anal partiulier, rendu publi pour qu'un attaquant puisse
interepter les messages et en envoyer de nouveaux. Il est intéressant de remarquer que les
odages habituels de protooles utilisent un seul anal publi pour tous les proessus. Ainsi,
onsidérons un rle qui attend un input puis émet ok ainsi qu'un rle qui attend un input puis
émet ko. La omposition de es deux rles est en générale modélisée par le proessus
P2
def
= c(x).c(ok) ‖ c(x).c(ko)
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Cette modélisation n'est pas déterministe puisque P2
c(M)
⇒ P ′2
def
= c(ok) ‖ c(x).c(ko) et P2
c(M)
⇒
P ′′2
def
= c(x).c(ok) ‖ c(ko) et P ′2 6∼o P
′′
2 . Nous pensons ependant que la modélisation lassique,
onsistant à n'utiliser qu'un seul anal publi pour toutes les ommuniations, aaiblit les
apaités d'un attaquant En eet, l'utilisation d'un anal unique ahe à l'attaquant l'iden-
tité exate de l'émetteur du message et empêhe l'attaquant de ontrler à qui les messages
sont envoyés. Ainsi, supposons que la propriété de séurité souhaitée est qu'il n'existe pas
d'attaquant apable de forer toutes les exéutions à n'émettre que la onstante ok. Alors la
modélisation du protoole à l'aide du proessus P2 permettra de démontrer qu'il n'y a pas
d'attaque possible puisque ertaines traes onduiront à l'émission de la onstante ko. Pour-
tant, sur un réseau omme Internet, un attaquant peut parfaitement hoisir la destination de
ses messages. Ainsi, une modélisation utilisant des anaux (publis) distints pour haque rle
et haque session nous semble mieux adaptée. En revenant à notre exemple, sa modélisation
devient ainsi le proessus i-dessous,
c1(x).c1(ok) ‖ c2(x).c2(ko)
qui est un proessus simple.
7.3.3 Déidabilité de l'équivalene observationnelle
Pour obtenir une proédure de déision pour l'équivalene observationnelle, nous nous
sommes restreints à des proessus sans répliation puisque les propriétés de seret et d'au-
thentiation sont indéidables pour un nombre non borné de sessions. Nous avons également
onsidéré des proessus sans branhe else, 'est-à-dire que tels que tout sous proessus de la
forme if M = N then P else Q vérie que Q = 0.
Ces deux restritions sont susantes pour obtenir la déidabilité de l'équivalene de traes
pour les proessus simples et don de l'équivalene observationnelle, pour des théories équa-
tionnelles sous-termes onvergentes
2
.
Théorème 7.6 ([CD09a℄) Soit E une théorie sous-terme onvergente. Soient A et B deux
proessus simples sans répliation ni branhe else. L'équivalene observationnelle de A et B
est un problème o-NP-omplet.
Le fragment des proessus simples sans répliation ni branhe else ave théories sous-terme
onvergentes, permet par exemple de modéliser tous les protooles de la bibliothèque Clark&
Jaob, pour un nombre borné de sessions.
L'ensemble des traes d'un proessus simple, même sans répliation, est inni. Il est e-
pendant possible d'en donner une représentation symbolique nie, telle que deux proessus
simples sont en équivalene de traes si et seulement si ils sont en équivalene symbolique
de traes. Ces travaux s'inspirent fortement du alul symbolique proposé par S. Delaune,
S. Kremer et M. Ryan [DKR07, DKR09a℄. Nous avons ensuite montré que, pour les proessus
simples sans répliation ni branhe else, l'équivalene symbolique de traes se ramène à tester
l'équivalene d'un nombre ni de systèmes de ontraintes. Nous pouvons ensuite onlure à
l'aide du résultat de Mathieu Baudet [Bau05, Bau07℄ qui assure que l'équivalene de systèmes
de ontraintes est o-NP-omplet pour les théories équationnelles sous-termes onvergentes.
2
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7.4 Perspetives
Il existe enore très peu de proédures de déision pour l'équivalene observationnelle.
H. Hüttel a proposé une proédure de déision pour un fragment sans répliation du spi-
alul [Hut02℄ (ave des primitives ryptographiques xes). L. Durante, R. Sisto et A. Valen-
zano ont également proposé un fragment déidable pour la testing equivalene, plus faible que
l'équivalene observationnelle [DSV03℄. D'autres approhes onsistent à mettre au point des
relations d'équivalene plus fortes, qui impliquent l'équivalene observationnelle, omme des
bisimulations symboliques [BBN04, BN05, JPVB08, DKR07, DKR09a℄ ou l'équivalene de bi-
proessus [BAF05, BAF08℄. La seule proédure implémentée est l'équivalene de bi-proessus
proposée par Bruno Blanhet et traitée par l'outil ProVerif. Cependant, l'équivalene de bi-
proessus éhoue pour montrer l'équivalene observationnelle dans le adre des protooles de
vote. Cei est dû au fait que les proessus ne peuvent pas être (bi)simulés en suivant les mêmes
branhes d'exéutions [DKR09a℄.
Notre résultat de déidabilité pour les proessus simples sans répliation ni branhe else
permet de traiter exatement l'équivalene observationnelle. Cependant, pour traiter omplè-
tement les protooles de vote, il faudrait étendre e résultat dans plusieurs diretions. Tout
d'abord, il faudrait traiter des proessus ave une primitive de synhronisation, qui permet
de modéliser les diérentes phases d'un vote ou d'un jeu ryptographique par exemple. Cette
extension semble relativement aisée à réaliser, en modiant la sémantique symbolique assoiée.
D'autre part, il faudrait traiter des théories équationnelles plus larges pour prendre en
ompte les primitives ryptographiques utilisées dans les protooles de vote, omme les théories
EDVP ou ETrap présentées au hapitre 6.5. Il faudrait pour ela adapter le résultat de Mathieu
Baudet [Bau05, Bau07℄ à des théories équationnelles plus rihes. Nous avons vu au hapitre 6
omment déider la dédution et l'équivalene statique pour EDVP ou ETrap. Il faudrait étendre
e résultat dans le adre d'un intrus atif (e qui est probablement non trivial). Une autre
extension onsiste à traiter des proessus ave branhes else. Il faudrait à nouveau adapter
le résultat de Mathieu Baudet [Bau05, Bau07℄ à des systèmes de ontraintes ave inégalités.
Pour implémenter la proédure de déision proposée dans e hapitre, il faudrait en premier
lieu implémenter la proédure de Mathieu Baudet. Il s'agirait don d'étendre l'outil YAPA
(partie 6.3.2) au as atif. L'implémentation d'une proédure pour l'équivalene observation-
nelle devrait alors en déouler failement.
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Troisième partie
Corretion des modèles symboliques
par rapport aux modèles alulatoires
CHAPITRE 8
Correction des proprie´te´s de traces
Les hapitres préédents de e mémoire sont onsarés à l'étude des protooles rypto-
graphiques dans le adre de modèles symboliques, où les primitives ryptographiques sont
représentées par des symboles fontionnels, éventuellement munis d'une théorie équationnelle.
Nous avons vu en introdution (partie 1.3.3) que es modèles sont très diérents de eux uti-
lisés en ryptographie où les messages sont représentés par des suites de bits et l'adversaire
est n'importe quelle mahine de Turing polynomiale.
Le travail préurseur de Martín Abadi et Philipp Rogaway [AR00℄ a montré que les mo-
dèles symboliques permettent de prouver l'indistinguabilité ryptographique dans le as passif.
Dans le as atif, Mihael Bakes et al. ont proposé une bibliothèque symbolique permettant
d'abstraire les opérations ryptographiques [SBB
+
06, BP05b℄. Leur bibliothèque permet de
traiter de nombreuses primitives (signatures et hirement asymétrique [BPW03℄, hirement
symétrique [BP04℄, protooles à divulgation nulle [BU08℄, et.). Peter Laud a également pro-
posé une proédure de déision symbolique pour des preuves ryptographiques de protooles
à hirement symétrique [Lau04℄. John Mithell et al. ont proposé une logique symbolique
(PCL) [DDM
+
05, DDMW06, RDDM07℄ qui permet d'obtenir des garanties dans les modèles
ryptographiques. Ces travaux ne permettent ependant pas de onlure quant aux garanties
oertes par les modèles symboliques habituels.
Dans e hapitre, nous dérivons plusieurs résultats montrant que les modèles symboliques
utilisés jusqu'ii permettent diretement d'obtenir des garanties ryptographiques. Cette ap-
prohe fait suite au travail préurseur de Daniele Miianio et Bogdan Warinshi [MW04b℄.
8.1 Modèle
Nous présentons le modèle ommun aux résultats de e hapitre.
8.1.1 Syntaxe
Pour faire le lien ave les modèles alulatoires où les messages sont des suites de bits, il est
néessaire d'enrihir un peu l'algèbre de termes habituellement utilisée. Nous onsidérons un
ensemble (inni) A de noms d'agents, des ensembles innis de noms Nonceag, Nonceadv , Randag,
et Randadv (représentant respetivement les nones et les aléas des agents honnêtes et de l'ad-
versaire), ainsi qu'un ensemble inni Garbage représentant les suites de bits ne orrespondant
à auun message valide. Soit Nonce = Nonceag ∪ Nonceadv et Rand = Randag ∪ Randadv .
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φ ⊢ m
m ∈ φ
φ ⊢ b
φ ⊢ pub(b), φ ⊢ vk(b)
b ∈ A ∪X.a Connaissane initiale
φ ⊢ m1 φ ⊢ m2
φ ⊢ pair(m1,m2)
φ ⊢ pair(m1,m2)
φ ⊢ mi
i ∈ {1, 2}
Conaténation
et projetion
φ ⊢ pub(b), φ ⊢ m
φ ⊢ {m}r
pub(b)
r ∈ Randadv
φ ⊢ {m}r
pub(b) φ ⊢ priv(b)
φ ⊢ m
Chirement
et déhirement
φ ⊢ m
φ ⊢ h(m)
Hahage
φ ⊢ sk(b), φ ⊢ m
φ ⊢ sign(m, sk(b), r)
r ∈ Randadv
φ ⊢ sign(m, sk(b), r)
φ ⊢ m
Signature
Figure 8.1 - Règles de dédution.
Nous onsidérons également un ensemble ni de variables X, qui ontient en partiulier
des variables d'agents Ai, i ∈ {1, . . . , k}, des variables de nones X
j
Ai
ainsi que des variables
d'aléa LjAi j ∈ N, qui représentent respetivement les nones et l'aléa de hirement généré
par l'agent Ai.
L'ensemble des messages est déni par la grammaire
M ::= A | Nonce | pub(A) | priv(A) | vk(A) | X | pair(M,M)
| {M}Randpub(A) | sign(M, sk(A),Rand) | h(M) | Garbage
En partiulier, le message {m}r
pub(a) représente le message m hiré par la lef publique pub(a)
de l'agent a ave l'aléa r. Le symbole de hirement est ternaire pour représenter le hirement
probabiliste. Si l'aléa r ∈ Randadv, alors le message a été onstruit par l'adversaire et don m
est onnu de l'adversaire. Le système de dédution assoié est déni à la gure 8.1. Toutes les
règles sont habituelles sauf peut-être la règle
φ ⊢ sign(m, sk(b), r)
φ ⊢ m
qui permet à un attaquant de aluler un message à partir de sa signature. Suivant l'implémen-
tation du shéma de hirement, la signature d'un message révèle des informations partielles
sur le message. Cette règle renfore don le pouvoir d'un attaquant symbolique.
Les rles d'un protoole sont représentés par une séquene de la forme (l1, r1) · · · (lk, rk)
où ri et li sont des termes (ave des variables). Ils permettent d'exprimer des séquenes de
réeption et d'émission où ri représente le message attendu et li représente le message envoyé.
Un protoole à k partiipants (ou plutt à k rles) est une fontion Π : {1, . . . , k} → Roles où
Roles représente l'ensemble des rles.
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Exemple. Considérons l'exemple du protoole Wide-Mouthed Frog.
 Le rle A est représenté par la séquene d'une seule règle
(init, pair(A1, {pair(A2,X
1
A1
)}
L1
A1
K(A1)
))
 Le rle S est représenté par la séquene d'une seule règle
(pair(A1, {pair(A2,X
1
A1
)}
L1
A1
K(A1)
)), pair({pair(A1,X
1
A1
)}
L1
S
K(A2)
)))
 Le rle B est représenté par la séquene d'une seule règle
(pair({pair(A1,X
1
A1
)}
L1S
K(A2)
))), stop)
où init et stop sont des onstantes spéiales marquant le début ou la n d'un rle. Cet exemple
est fourni à titre d'illustration même si l'algèbre de termes onsidérée ii ne permet pas d'ex-
primer le hirement symétrique.
8.1.2 Exéution
Étant donné un protoole Π, nous dénissons (informellement) l'ensemble de ses traes
symboliques, noté Execs(Π) ainsi que l'ensemble de ses traes onrètes.
Dans les deux as, l'adversaire (symbolique ou alulatoire) peut interagir ave le protoole
par l'intermédiaire de trois types de requêtes.
corrupt(a1, . . . , al) En début d'interation, l'adversaire peut orrompre un ensemble d'agents
a1, . . . , al. En retour, il reçoit leurs lefs (symboliques, 'est-à-dire des termes, ou onrètes,
'est-à-dire des suites de bits, suivant le modèle d'exéution).
new(i, a1, . . . , ak) L'adversaire peut initier une nouvelle session pour le rle i où l'agent ai
herhe à ommuniquer ave les agents a1, . . . , ak. On ajoute alors un nouvel état lo-
al pour l'agent ai, où haque variable de none Xai et d'aléa Lai est initialisée ave
des valeurs fraîhes (des noms frais dans le modèle symbolique et des valeurs générées
aléatoirement dans le modèle alulatoire)
send((ai, s),m) L'adversaire peut envoyer un nouveau message m à l'agent ai pour la ses-
sion s.
 Pour le modèle symbolique, il faut que le terme m soit dédutible à partir des messages
préédemment éhangés, pour la notion de dédution dénie à la gure 8.1.
 Pour le modèle alulatoire, il faut que le message m soit alulé par l'adversaire, qui
est une mahine de Turing probabiliste polynomiale.
Si le message m orrespond au message lj attendu, alors le message rj orrespondant
('est-à-dire, dans le modèle symbolique, le terme rjθ ave θ telle que ljθ = m) est donné
à l'adversaire et l'état loal de l'agent est mis à jour en fontion du message reçu. Si m
ne orrespond pas au message attendu, l'état loal de l'agent est inhangé.
L'exéution onrète est paramétrée par le paramètre de séurité η qui xe la longueur des
lefs et des nones. L'adversaire onret est n'importe quelle mahine de Turing A probabiliste
polynomiale en le paramètre de séurité. Si on suppose xé l'aléa RA de l'adversaire ainsi que
l'aléa RΠ du protoole, la trae onrète obtenue par l'interation de A ave Π est uniquement
déterminée et est notée ExecΠ(RΠ),A(RA)(η).
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8.1.3 Interprétation des termes
À haque symbole fontionnel (pair, {}, sign, h) orrespond une fontion ryptographique.
Lorsqu'on herhe à relier les modèles symboliques et onrets, il faut tout d'abord mettre en
relation les noms de type nones et aléas ave des suites de bits. Étant donné un terme t et une
interprétation des nones et des aléas de t, 'est-à-dire une fontion qui envoie les nones et
les aléas de t sur des suites de bits, l'interprétation de t, notée [[t]] est xée : il sut de aluler
l'interprétation du terme t en partant de ses feuilles et en appliquant pas à pas les fontions
ryptographiques assoiées à haque symbole fontionnel. On dit qu'une trae onrète tc est
l'image d'une trae symbolique ts s'il existe une interprétation des nones et des aléas de ts
telle que tc = [[ts]].
À l'inverse, toute suite de bits sera interprétée par un terme (quitte à utiliser des noms
de Garbage). Pour failiter la leture d'une suite de bits, nous supposerons que haque suite
de bits ommene par une étiquette qui indique son type (nom, lef, onaténation, hire-
ment, signature). Toute suite de bits ommençant par une étiquette invalide sera invalide. Ces
étiquettes peuvent bien sûr être modiées par l'attaquant. Cependant, à haque réeption de
messages, les agents vérient que les suites de bits sont étiquetées par le type attendu.
8.1.4 Quelques notions de ryptographie
La modélisation des messages à l'aide de termes suppose que les primitives ryptogra-
phiques soient très robustes. Ainsi, le hirement ne doit pas être malléable (un adversaire
ne peut hanger le ontenu d'un message hiré sans avoir la lef) et un intrus ne doit pas
obtenir d'information sur le ontenu d'un message hiré.
Séurité des primitives. Dans la suite de e hapitre ainsi que dans le hapitre suivant,
nous ferons appel à prinipalement deux notions de séurité pour le hirement : IND-CPA
et IND-CCA. Intuitivement, un shéma de hirement est IND-CPA si un attaquant ne peut
pas relier un message hiré {mi}k, i ∈ {0, 1} au message en lair mi, même si m0 et m1 ont
été hoisis par l'attaquant et si l'attaquant à aès à un orale de hirement. Un shéma de
hirement est IND-CCA si un attaquant ne peut pas relier {mi}k, i ∈ {0, 1} à mi, même si
m0 et m1 ont été hoisis par l'attaquant et si l'attaquant à aès à un orale de hirement
et de déhirement. Une dénition préise est donnée dans l'artile [BBM00℄.
Pour les signatures, nous supposerons souvent que le shéma de signature est  existentially
unforgeable  [GMR88℄, 'est-à-dire qu'un attaquant ne peut pas réer une signature valide
sans avoir la lef de signature, même en ayant aès à un orale de signature.
Les fontions de hahage sont diiles à abstraire dans le mode symbolique [BP05a℄. Nous
supposerons ii qu'elles sont implémentées dans le modèle de l'orale aléatoire [BR93℄. Le
modèle de l'orale aléatoire onsiste à supposer l'existene d'un orale qui assoie à haque
message un nombre aléatoire : étant donnée une requête m, l'orale génère un nombre aléatoire
n, renvoie n et mémorise l'assoiation (n,m). Si la requête m lui est à nouveau envoyée plus
tard, il renverra le nombre n. Cette implémentation n'est bien sûr pas réaliste mais 'est une
hypothèse lassique pour obtenir des preuves ryptographiques en présene de fontions de
hahage.
Dénition de la ondentialité alulatoire. Dans les modèles ryptographiques, la on-
dentialité d'une donnée omme un none XAi pour un protoole Π est dénie à l'aide d'une
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expériene Exp
b,XAi
ExecΠ,A
(η) paramétrée par un bit b ∈ {0, 1}. Deux nones n0 et n1 sont générés
pour XAi . Dans l'expériene Exp
b,XAi
ExecΠ,A
(η) l'adversaire interagit ave le protoole Π où XAi
est instanié par nb. Lorsque l'adversaire déide de stopper l'interation ave le protoole, on
lui donne n0 et n1. Puis l'adversaire doit deviner la valeur de b, il produit la valeur b
′
. Le
protoole Π préserve alulatoirement le seret de XAi s'il n'est pas apable de distinguer les
deux expérienes, 'est-à-dire si
Pr
[
Exp
1,XAi
ExecΠ,A
(η) = 1
]
− Pr
[
Exp
0,XAi
ExecΠ,A
(η) = 1
]
est une fontion négligeable de η.
Une fontion f : R → R est négligeable si elle est ultimement plus petite que l'inverse de
tout polynme.
∀ polynme P, ∃η0, ∀η > η0, |f(η)| 6
1
|P (η)|
8.2 Chirement asymétrique et signatures
Dans ette partie, nous onsidérons uniquement des protooles ave onaténation, hif-
frement asymétrique et signatures, 'est-à-dire des protooles formés sur l'algèbre de termes
dénie à la setion 8.1.1, privée du symbole h pour les fontions de hahage.
Nous avons montré que toute trae onrète est l'image d'une trae symbolique.
Théorème 8.1 ([CW05℄) Soit Π un protoole. Si le shéma de hirement est IND-CCA
et que la signature est  existentially unforgeable  alors pour toute mahine de Turing po-
lynomiale probabiliste A, toute trae onrète est l'image d'une trae symbolique, sauf ave
probabilité négligeable.
Pr
[
∃ts ∈ Execs(Π) | [[ts]] = ExeccΠ(RΠ),A(RA)(η)
]
≥ 1− νA(η)
où νA une fontion négligeable.
Ce résultat permet de transférer immédiatement toutes les propriétés de traes : si un
protoole vérie symboliquement une propriété de traes, omme l'authentiation, dénie par
exemple à l'aide de la logique L dénie au hapitre 3.2.1 alors ette propriété est également
vraie dans le monde ryptographique.
Ce résultat n'est ependant pas omplètement satisfaisant dans le as d'une propriété de
seret. En eet, au niveau symbolique, le seret d'une donnée est déni omme l'inapaité
pour un attaquant de produire ette donnée. Le théorème 8.1 nous permet don de déduire
immédiatement que si un protoole préserve le seret symbolique, alors auune mahine de
Turing polynomiale probabiliste ne sera apable d'émettre le seret, sauf ave une probabilité
négligeable. Cette notion de seret est beauoup plus faible que la notion dénie au para-
graphe 8.1.4. Nous avons montré que le seret symbolique sut ependant à assurer le seret
ryptographique, dans le adre du hirement asymétrique et des signatures.
Théorème 8.2 ([CW05℄) Soit Π un protoole. Si le shéma de hirement est IND-CCA et
que la signature est  existentially unforgeable  alors si Π préserve symboliquement le seret
d'un none XAi , Π préserve alulatoirement le seret de none XAi .
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8.3 Extension aux fontions de hahage
Nous avons étendu les résultats préédents au as où les protooles omportent des fon-
tions de hahage. Dans e adre, il est lair que le seret symbolique ne peut plus sure à
assurer le seret alulatoire. Considérons par exemple le as d'un protoole qui révèle le ha-
hage d'un none : h(n). Alors e protoole préserve (symboliquement) le seret de n alors
qu'il n'en préserve pas le seret alulatoire. En eet, si l'adversaire observe h(nb), n0 et n1, il
peut aisément déduire la valeur de b en alulant h(n0) et h(n1) et en omparant au message
h(nb) observé.
Nous avons proposé une nouvelle dénition de seret symbolique, en alulant la partie
aessible d'un message, appelée patron. Pour simplier les démonstrations, nous nous sommes
restreints aux protooles ave onaténations, hirement asymétrique et fontions de hahage,
mais sans signatures.
Dénition 8.1 (Patrons) Soient S = {M1,M2, . . . ,Mk} un ensemble de termes los et T
un terme, nous dénissons PatT (S) = {Pat
S
T (M1),Pat
S
T (M2), . . . ,Pat
S
T (Mk)}, où Pat
S
T (M) est
déni réursivement par :
PatST (a) =
{
a si S, T ⊢ a
 sinon
PatST (〈M1,M2〉) = 〈Pat
S
T (M1),Pat
S
T (M2)〉
PatST ({M}
r
pub(a)) =
{
{PatST (M)}
r
pub(a) si S, T ⊢ priv(a) ou si r ∈ Randadv
 sinon
PatST (h(M)) =
{
h(PatST (M)) si S, T ⊢M
 sinon
Intuitivement, PatT (S) représente e qui est aessible à partir de S, en onnaissant T . Si
tr est une trae symbolique, on note PatT (tr) l'ensemble PatT (S) où S est l'ensemble des
messages éhangés dans la trae tr. Nous retrouvons la dénition habituelle du seret en
délarant qu'un none XAi est seret dans un protoole Π si, pour toute trae tr ∈ Exec
s(Π),
pour toute instane n de XAi , le none n n'apparaît pas dans Pat∅(tr). Pour assurer le seret
alulatoire, nous demandons que le none n reste invisible, même si l'intrus onnaît n. Plus
préisément, nous dirons que le none XAi est invisible dans le protoole Π si, pour toute trae
tr ∈ Execs(Π), pour toute instane n de XAi dans la trae tr, le none n n'apparaît pas dans
Patn(tr).
Nous retrouvons ainsi que n apparaît dans Patn(h(n)) = h(n) : le message h(n) ne rend
pas n invisible. Par ontre, n n'apparaît pas dans Patn(h(pair(n, n
′))) =  : le none n′ permet
de aher n puisque l'adversaire ne peut pas reonstruire h(pair(n, n′)).
Théorème 8.3 ([CKKW06℄) Soit Π un protoole. Si le shéma de hirement est IND-CCA
et que la fontion de hahage est implémentée dans le modèle de l'orale aléatoire, alors si
le none XAi est invisible dans le protoole Π alors Π préserve alulatoirement le seret de
none XAi .
D'autre part, nous avons montré que notre nouvelle notion de seret (invisibilité) est
déidable pour un nombre borné de sessions.
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Théorème 8.4 ([CKKW06℄) Le problème suivant est NP-omplet :
Donnée C un système de ontraintes1 et un nom n,
Question existe-t-il une solution θ de C telle que n apparaît dans Patn(Cθ) ?
8.4 Conlusion et Perspetives
Les résultats de e hapitre montrent qu'il est possible d'utiliser les proédures de dé-
ision et les outils développés pour l'analyse des protooles ryptographiques, pour obtenir
automatiquement des résultats dans les modèles ryptographiques. Cela permet ainsi de faire
l'éonomie des preuves longues et diiles, habituellement faites à la main dans les modèles
alulatoires [War03, War05℄.
Pour rapport aux modèles habituellement utilisés pour modéliser symboliquement les pro-
tooles, l'algèbre de termes est plus rihe. En partiulier, le symbole de hirement est ternaire
au lieu de binaire et nous onsidérons un symbole expliite pour la signature alors que la si-
gnature d'un agent A est souvent odée à l'aide d'un hirement ave la lef privée de A.
Nous avons ependant montré la orretion des odages utilisés pour simplier l'analyse au-
tomatique eetuée par des outils omme Avispa : si un protoole est sûr en oubliant le
troisième argument du hirement et en odant la signature à l'aide du hirement, alors il
est sûr dans l'algèbre de termes présentée dans e hapitre, pour une large lasse de proprié-
tés [CHW07℄. Nous avons ainsi intégré à l'outil Avispa
2
un module permettant de déteter
(automatiquement) que la preuve (symbolique) de séurité eetuée par l'outil permet de
déduire diretement une preuve ryptographique.
Un premier développement naturel de e hapitre est d'unier et d'élargir les primitives
ryptographiques utilisées. Il serait intéressant d'obtenir au minimum un résultat de orretion
pour des protooles ave hirement asymétrique, onaténation, signatures et fontions de
hahage. Cela demande en partiulier d'étendre la notion de patrons mise au point pour dénir
l'invisibilité dans le adre des signatures. Il serait également naturel de onsidérer de nouvelles
primitives ryptographiques, omme le hirement symétrique. Nous verrons ependant au
prohain hapitre qu'adapter le théorème 8.1 au hirement symétrique pose des problèmes
partiuliers.
Le travail de e hapitre a été repris par Mihael Bakes et Dominique Unruh pour traiter le
as des protooles à divulgation nulle dans un adre symbolique [BU08℄. D'autre part, Roberto
Segala et Andrea Turrini ont étudié la tradution de notre résultat de orretion (partie 8.2)
dans le adre des automates probabilistes ave entrées/sorties (PIOA) [CCK
+
08, Tur09℄.
De nombreux autres développements, ommuns ave le hapitre suivant, seront détaillés
au hapitre 10.
1
Déni page 29.
2
http://avispa-projet.org/
CHAPITRE 9
Correction des proprie´te´s d’e´quivalence
Dans les modèles ryptographiques, la plupart des notions de séurité s'énone omme
l'équivalene (ou l'indistinguabilité) de diérents  jeux . Ainsi, nous avons vu au ha-
pitre 8.1.4 que la ondentialité s'exprime omme l'inapaité, pour un adversaire, de dis-
tinguer une exéution d'un protoole où le seret est instanié par n0, d'une exéution où
le seret est instanié par n1. De la même manière, l'indistinguabilité de jeux est à la base
de la dénition de l'anonymat dans les signatures de groupe [AW04℄ ou de la  éité  des
signatures [JLO97℄. Toujours dans le adre des modèles alulatoires, la notion très utilisée
de simulation forte ( strong simulatability  [BPW07, KT08℄) s'exprime de la manière sui-
vante : un protoole P simule une fontionnalité idéale F s'il existe un simulateur S tel que P
et S‖F ne peuvent être distingués par un environnement. Diérentes variantes de la notion de
omposition universelle [Can01, CR03, CH06℄ s'exprime également à l'aide d'indistinguabilité.
Dans le adre symbolique, nous avons déni l'équivalene statique (hapitre 6) ainsi que
l'équivalene observationnelle (hapitre 7) qui permettent également d'exprimer l'indistingua-
bilité symbolique dans le as atif et passif.
L'objet de e hapitre est d'étudier sous quelles hypothèses l'équivalene statique et l'in-
distinguabilité de messages oïnident dans le as d'un attaquant passif (partie 9.1) et sous
quelles hypothèses l'équivalene observationnelle et l'indistinguabilité de protooles oïnident
dans le as d'un attaquant atif (partie 9.2).
9.1 Corretion de l'équivalene statique
Dans les modèles symboliques, les messages sont représentés à l'aide d'une algèbre de
termes, munie d'une théorie équationnelle qui reète les propriétés des primitives ryptogra-
phiques. Ainsi, les équations
x⊕ (y ⊕ z) = (x⊕ y)⊕ z x⊕ y = y ⊕ x
x⊕ x = 0 x⊕ 0 = x
reètent ertaines propriétés de l'opérateur  ou exlusif . À haque fois qu'une théorie
équationnelle est xée, plusieurs questions sont naturelles : pouvons-nous être sûrs d'avoir
onsidéré toutes les propriétés pertinentes ? À l'inverse, avons-nous ajouté trop d'équations ?
Ces questions nous ont amenés à dénir six notions [BCK05℄ qui mesurent l'adéquation
de la théorie équationnelle aux primitives ryptographiques onsidérées.
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Une théorie équationnelle E est dite
 =E-orrete si et seulement si T1 =E T2 implique que Pr [ e1, e2 ← [[T1, T2]]; e1 6= e2] est
négligeable ;
 =E-omplète si et seulement si T1 6=E T2 implique que Pr [ e1, e2 ← [[T1, T2]]; e1 = e2]
est négligeable ;
 ≈E-orrete si et seulement si pour toutes strutures ϕ1 et ϕ2, ϕ1 ≈E ϕ2 implique
que les distributions orrespondantes [[ϕ1]] et [[ϕ2]] sont indistinguables, e qui est noté
[[ϕ1]] ≈ [[ϕ2]] ;
 ≈E-omplète si et seulement si ϕ1 6≈E ϕ2 implique [[ϕ1]] 6≈ [[ϕ2]] ;
 6⊢E-orrete si et seulement si ϕ 6⊢E T implique que pour tout adversaire polynomial A,
Pr [φ, e← [[ϕ, T ]]; e← A(φ)] est négligeable ;
 6⊢E-omplète si et seulement si ϕ ⊢E T implique l'existene d'un adversaire polynomial A
tel que 1− Pr [φ, e← [[ϕ, T ]]; e ← A(φ)] est négligeable.
Nous avons montré que es notions ne sont pas indépendantes, même pour des théories
équationnelles générales [BCK05℄. En partiulier, si la théorie équationnelle ontient au moins
un symbole libre h et que h est implémenté par une fontion de hahage résistante aux olli-
sions [Sh96b℄, alors la orretion de l'équivalene statique ≈E implique les inq autres notions.
Nous avons également proposé des ritères pour prouver la orretion de l'équivalene statique.
À l'aide de es ritères, nous avons montré la orretion de l'équivalene statique pour
deux théories (et deux implémentations) partiulières : la théorie du  ou exlusif  et une
théorie pour le hirement symétrique.
Proposition 9.1 ([BCK05℄) L'implémentation usuelle de la théorie équationnelle du XOR
est =E⊕-, ≈E⊕- et 6⊢E⊕-orrete. Elle est également =E⊕-, ≈E⊕- et 6⊢E⊕-omplète.
Pour le hirement symétrique, nous avons onsidéré une implémentation déterministe.
Comme la longueur d'un hiré dépend de la longueur du message à hirer, nous avons
onsidéré une struture de liste, ainsi qu'un opérateur de hirement encn pour haque lon-
gueur n ∈ N possible de liste. La théorie équationnelle orrespondante Esym est dénie par les
équations suivantes :
decn(encn(x, y), y) = x
encn(decn(x, y), y) = x
headn(consn(x, y)) = x
tailn(consn(x, y)) = y
consn(headn(x), tailn(x)) = x
enc0(nil, x) = nil
dec0(nil, x) = nil
Proposition 9.2 ([BCK05℄) Soient ϕ1 et ϕ2 deux strutures ave lefs atomiques, sans yle
de lef et sans symbole head ni tail. Si l'implémentation du shéma de hirement est SRP [PP04℄,
alors ϕ1 ≈Esym ϕ2 implique [[ϕ1]] ≈ [[ϕ2]].
La notion de orretion de l'équivalene statique a été généralisée par Steve Kremer et
Laurent Mazaré [KM07℄. Ils dénissent ainsi la  orretion de l'équivalene statique adapta-
tive  où l'adversaire peut hoisir au fur et à mesure la séquene de messages qu'il souhaite
voir. Cette dénition est a priori plus appropriée pour servir de base au as atif.
9.2 Corretion de l'équivalene observationnelle
La partie préédente était onsarée au as d'un intrus passif, qui observe des séquenes de
messages. Dans le as d'un intrus atif, un andidat naturel pour représenter symboliquement
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l'indistinguabilité ryptographique est l'équivalene observationnelle. Nous avons montré que
pour un fragment très prohe des proessus simples dénis au hapitre 7.3.2, l'équivalene
observationnelle implique l'indistinguabilité ryptographique. Nous nous sommes restreints au
as du hirement symétrique (et de la onaténation). Pour éviter de onsidérer des termes
ontenant des destruteurs expliites, nous avons enrihi le pi-alul appliqué [AF01℄ ave de
nouveaux prédiats.
9.2.1 Pi-alul appliqué
Extension du pi-alul appliqué. Soit P est un ensemble de symboles de prédiats. La
syntaxe onsidérée dans ette partie est la même que elle du pi-alul appliqué (dénie au
hapitre 7.1, gure 7.1) sauf que nous autorisons désormais des onditionnelles de la forme if
φ then P else Q où φ est une ondition, dénie par la grammaire i dessous.
φ,ψ : := onditions
p(s1, . . . , sn) appliation d'un prédiat p ∈ P
φ ∧ ψ onjontion
Si l'ensemble de prédiats P est réduit au seul prédiat d'égalité = modulo la théorie
équationnelle, on retrouve alors exatement le pi-alul appliqué déni dans [AF01℄.
L'ajout de prédiats nous onduit à étendre la dénition de l'équivalene statique : deux
strutures sont statiquement équivalentes si elles satisfont les mêmes prédiats.
Dénition 9.1 (Équivalene statique ave prédiats) Soit φ une struture, p un pré-
diat et s1, . . . , sk des termes. Nous dirons que φ satisfait l'expression p(s1, . . . , sk), noté
φ |= p(s1, . . . , sk), si il existe des noms n˜ tels que φ = νn˜.σ, noms(si) ∩ n = ∅ pour tout
1 ≤ i ≤ k et p(s1, . . . , sk)σ est vrai. Nous dirons que deux strutures φ1 = νn.σ1 et φ2 = νn′.σ2
sont statiquement équivalentes, noté φ1 ≈ φ2 si dom(φ1) = dom(φ2), et
∀s1, . . . , sk ∈ T (N ,X ),∀p ∈ P, φ1 |= p(s1, . . . , sk)⇔ φ2 |= p(s1, . . . , sk).
Nous retrouvons à nouveau la dénition habituelle de l'équivalene statique en onsidérant P
réduit au seul prédiat d'égalité = modulo la théorie équationnelle.
Signature et Prédiats. Dans la suite de e mémoire, nous onsidérerons en partiulier la
signature F0 = {pair, fst, snd, enc, dec}∪C0 où C0 est un ensemble de onstantes ontenant en
partiulier une onstante 0l de longueur l pour tout l ∈ N. Nous supposons en eet l'existene
d'une fontion longueur qui est un homomorphisme des termes vers les entiers naturels. Le
symbole de hirement est ternaire et enc(m,k, r) représente le message m hiré ave la
lef k et l'aléa r. La signature F0 est munie de la théorie équationnelle E0 habituelle pour le
hirement symétrique et la onaténation.
fst(pair(x, y)) = x
snd(pair(x, y)) = y
dec(enc(z1, z2, z3), z2) = z1
Les équations peuvent être orientées de gauhe vers la droite, formant ainsi un système de
réériture onvergent. Chaque terme s a une unique forme normale notée s ↓.
Nous onsidérons également l'ensemble de prédiats P0 = {M,EQ ,Psamekey,EL} dénis
de la manière suivante.
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 M est unaire et est vrai sur le terme los s si et seulement si s ↓ ne ontient pas de
symboles de projetion (fst ou snd) ou de déhirement (dec).
 EQ est binaire et est vrai sur (s, t) si et seulement si M(s) et M(t) sont vrais et si
s ↓= t ↓ : il s'agit de l'interprétation de l'égalité modulo la théorie équationnelle E0.
 Psamekey est binaire et est vrai sur les hirés utilisant la même lef de hirement :
M |= Psamekey(s, t) si et seulement s'il existe k, u, v, r, r
′
tels que
EQ(s, enc(u, k, r)) et EQ(t, enc(v, k, r′)).
 EL est binaire et est vrai sur (s, t) si et seulement si M(s) et M(t) sont vrais et si s et t
ont la même longueur.
Proessus simples. La lasse des proessus traitée dans ette partie est très prohe de la
famille des proessus simples dénie à la partie 7.3.2. Les deux prinipales diérenes sont les
suivantes :
 À la diérene des proessus simples de la partie 7.3.2, toutes les ommuniations s'ef-
fetuent sur les anaux cin (pour la réeption) et cout (pour l'émission). Mais haque
message envoyé est de la forme pair(l,m) où l identie le rle et la session où le mes-
sage m est envoyé. Chaque réeption d'un message ommene par la vériation que
l'identiant l reçu orrespond bien à l'identiant de la session.
 Les onditionnelles sont de la forme if φ then c(s).B else c(⊥).0 : les proessus ne doivent
pas omporter de branhes else.
Ainsi, un proessus simple orrespondant à un nombre non borné d'exéutions des rles A
et S du protoole Wide-Mouthed Frog est
P3
def
= ν(kas, kbs) ( !((νkab, , r, l)cout(l).A
′(a, b))‖ !((νr, l)cout(l).S
′(a, b, l)) )
où A′(a, b) et S′(a, b, l) sont dénis i-dessous.
A′(a, b) = cout(pair(l, pair(a, enc(pair(b, kab), kas, r)))) · 0
S′(a, b, l) = cin(x). if EQ (π1(x), l)
then if π1(π2(x)) = a ∧ π1(dec(π2(π2(x)), kas)) = b
then cout(pair(l, enc(pair(a, π2(dec(π2(π2(x)), kas))), kbs, r))) · 0
else cout(⊥) · 0
else cout(⊥) · 0
D'autre part, nous supposons que pour tout sous-terme de la forme enc(t, k, v) apparaissant
dans un proessus simple, v est un nom restreint qui n'apparaît dans auun autre sous-terme
distint. Cette restrition permet ependant plusieurs ourrenes du sous-terme enc(t, k, v),
à la diérene de [AR00, AR07℄.
9.2.2 L'équivalene observationnelle implique l'indistinguabilité
L'interprétation des termes en tant que suites de bits a été dénie au hapitre préédent.
Les proessus simples peuvent failement être interprétées par des mahines de Turing om-
muniantes prohes des mahines de Turing interatives dénies par Ran Canetti [Can01℄.
Chaque proessus est interprété par une mahine de Turing polynomiale ave un ruban spé-
ial pour les nombres aléatoires (ruban aléatoire). Le paramètre de séurité η est initialement
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érit sur le ruban d'entrée de haque mahine. Nous supposons également l'existene d'un
environnement qui distribue les éventuelles lefs partagées. Toutes les ommuniations sont
ontrlées et synhronisées par l'attaquant. L'interprétation d'un proessus P (simple) est
notée [[P ]].
Deux mahines de Turing ommuniantes, représentées respetivement par les proessus P
et Q sont indistinguables, noté [[P ]] ≈ [[Q]], si un attaquant ne peut distinguer une interation
ave [[P ]] d'une interation ave [[Q]]. Plus formellement [[P ]] et [[Q]] sont indistinguables si la
probabilité
Pr [ [[P ]](η) ‖ A(η) = 1 ]− Pr [ [[Q]](η) ‖ A(η) = 1 ]
est négligeable.
Le but de ette partie est d'étudier sous quelles onditions l'équivalene observationnelle
est une abstration orrete de l'indistinguabilité de proessus.
9.2.2.1 Hypothèses
Nous dérivons i-dessous les prinipales hypothèses de notre résultat, avant de l'énoner.
Chirement IND-CPA et IND-CTXT Nous supposons que le shéma de hirement est
IND-CPA
1
(ou plus préisément  type 3-seure  pour la dénition proposée dans [AR07℄)
et IND-CTXT, déni dans [BN00℄. La notion IND-CTXT assure qu'il est impossible à un
attaquant de forger un hirement valide sans avoir la lef de hirement. Cela implique en
partiulier que le déhirement d'un hiré éhoue (presque) toujours si la lef de déhirement
ne orrespond pas à la lef de hirement [MW04a℄.
Génération honnête des lefs Nous supposerons que l'attaquant peut obtenir de nouvelles
lefs symétriques uniquement par l'intermédiaire d'un serveur, qui assure que les lefs (mêmes
malhonnêtes) sont engendrées à l'aide du shéma de génération de lefs. À la réeption d'une
nouvelle lef, les agents en vérient la validité (à l'aide de la signature du serveur par exemple).
Cette hypothèse n'est pas très réaliste ar elle suppose l'existene d'un serveur de onane
pour les lefs symétriques, e qui n'est pas le as en pratique. Cependant, ette hypothèse est
ruiale pour la validité de notre résultat et nous proposons plusieurs types de ontre-exemples
à la partie 9.2.3.
Hiérarhie sur les lefs Nous supposons l'existene d'un ordre sur les lefs tel qu'une lef ne
hire jamais une lef plus grande qu'elle. Nous avons vu au hapitre 3 que ette propriété est
déidable pour un nombre borné de sessions (proposition 3.2).
Parsing Comme au hapitre 8, nous supposons que les suites de bits sont étiquetées de
manière à failiter leur (unique) interprétation par des termes.
9.2.2.2 Résultat
Nous avons montré que, sous es hypothèses, l'équivalene observationnelle est une abs-
tration orrete de la notion d'indistinguabilité.
1
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Théorème 9.1 ([CLC08a℄) Soient P1 et P2 deux proessus simples. Alors P1 ∼o P2 implique
[[P1]] ≈ [[P2]].
Ce résultat est en partiulier valable pour des proessus simples ave répliation. Dans le
mode symbolique, le nombre de sessions peut être arbitraire. Cependant, dans le modèle
ryptographique, l'adversaire étant une mahine de Turing polynomiale, il ne pourra initier
qu'un nombre (au plus) polynomial de sessions.
Ainsi, notre résultat permet par exemple de prouver symboliquement la propriété (ryp-
tographique) d'anonymat dans les signatures de groupe [AW04℄. Cette propriété s'énone
(intuitivement) de la manière suivante. Soit P (x, y) un protoole de signature, qui signe le
message x ave la lef de signature de l'agent y. Un attaquant ne doit pas pouvoir distinguer
le as où l'agent a1 signe du as où l'agent a2 signe. Cette propriété s'exprime par l'équivalene
i-dessous :
P1 = c(y).P (π1(y), π1(π2(y))) ∼o P2 = c(y).P (π1(y), π2(π2(y))).
Intuitivement, l'adversaire enverra le message pair(m, pair(a1, i2)) où m est le message à signer
et a1, a2 sont deux identités. P1 signe m ave la lef de a1 alors que P2 signe m ave la
lef de a2. Ces deux protooles doivent être indistinguables ryptographiquement. D'après le
théorème 9.1, il sut de montrer que P1 et P2 sont en équivalene observationnelle.
L'équivalene observationnelle peut être prouvée à l'aide de sur-approximations [BBN04,
BN05, JPVB08, DKR07, DKR09a℄, en partiulier par l'outil ProVerif [Bla05℄. Nous avons
également proposé une proédure de déision au hapitre 7 (théorème 7.6) pour les proessus
simples sans répliation. Cependant, auun de es résultats ne s'appliquent exatement à
la lasse des proessus simples onsidérée dans e hapitre. Nous disutons les adaptations
possibles à la partie 9.3.
9.2.2.3 Étapes de la preuve.
Soient deux proessus (simples) P1 et P2 tels que P1 ∼o P2. On pourrait roire qu'il sut
d'une part de montrer qu'il est possible de relever les traes onrètes en des traes symbo-
liques (omme pour le théorème 8.1) et d'autre part, de montrer la orretion de l'équivalene
statique. Ainsi, pour toute trae onrète tc1 de [[P1]], il existerait une trae symbolique t1
de P1. Comme P1 ∼o P2, on pourrait déduire qu'il existe une trae t2 de P2 telle que t1 ≈ t2.
En invoquant la orretion de l'équivalene statique, on pourrait alors onlure [[t1]] ≈ [[t2]]
ave tc1 ∈ [[t1]]. Il n'est ependant pas possible d'aller plus loin ar haune des traes onrètes
de [[P1]] peut orrespondre à une trae symbolique diérente. Ainsi la proportion de traes
de [[P1]] dans [[t1]] peut être négligeable pour haque trae t1 de P1 et il est impossible de
onlure.
Nous avons introduit la notion d'arbre de alul TP assoié à un proessus P . L'arbre de
alul TP assoié à P est l'arbre des traes symboliques de P . Nous avons de plus déni une
notion d'équivalene symbolique ∼ et alulatoire ≈ pour les arbres de alul. La preuve du
théorème 9.1 utilise les arbres de alul omme étape intermédiaire pour montrer les trois
impliations suivantes :
P ∼o Q⇒ TP ∼ TQ ⇒ TP ≈ TQ ⇒ [[P ]] ≈ [[Q]]
P ∼o Q⇒ TP ∼ TQ : Ce résultat est vrai pour toute algèbre de termes, quelque soit la théo-
rie équationnelle. Cela revient à montrer que l'équivalene observationnelle implique
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la bisimulation étiquetée
2
dans un adre un peu diérent de [AF01℄ mais il s'agit de
l'impliation la plus faile.
TP ∼ TQ ⇒ TP ≈ TQ : La preuve utilise la notion de  tree soundness , un nouveau onept
qui généralise la orretion de l'équivalene statique à des adversaires qui peuvent adap-
ter les messages hoisis. Cette notion est prohe (mais plus forte) de la notion  adaptive
stati equivalene  dénie par [KM07℄.
TP ≈ TQ ⇒ [[P ]] ≈ [[Q]] Ce résultat utilise prinipalement le relèvement des traes onrètes
en des traes symboliques. Nous avons don montré l'équivalent du théorème 8.1 dans
le adre du hirement symétrique.
9.2.3 Disussion des hypothèses
Comme énoné à la partie 9.2.2.1, la orretion de l'équivalene observationnelle vis à
vis de l'indistinguabilité de proessus suppose quatre prinipales hypothèses : hirement
IND-CPA et IND-CTXT, étiquetage des suites de bits, pas de yles de lefs et génération
honnête des lefs. Les deux premières hypothèses sont failement réalisables, il sut de hoisir
une implémentation adaptée à l'aide d'un shéma de hirement susamment fort omme
XCBC [GD02℄ ou OCB [RBB03℄. La troisième hypothèse (pas de yles de lefs) revient à
restreindre la lasse des protooles onsidérés et il est possible de tester à l'avane qu'un
protoole ne peut pas produire de yles de lefs (proposition 3.2).
La dernière hypothèse (génération honnête des lefs) n'est par ontre pas satisfaisante, en
partiulier dans le ontexte du hirement symétrique : il n'est pas réaliste de supposer que
toutes les lefs symétriques sont ertiées par un serveur de onane.
Nous présentons i-dessous plusieurs ontre-exemples au théorème 9.1, dès lors que l'ad-
versaire peut hoisir ses lefs symétriques. Ces ontre-exemples dépassent le adre du théo-
rème 9.1 et mettent en défaut les résultats de [BP04℄ et [JLM05℄ dans le adre de l'abstration
symbolique du hirement symétrique.
Déhirement ave lef malhonnête. Supposons qu'un agent A envoie un message de la
forme k, c, {c}Kab où c est un message hiré par la lef fraîhe k, par exemple le message
c = {n}k où n est un none frais. Cet envoi de message peut être représenté par le proessus :
A = (νr)cout(pair(k, pair(c, enc(c, kab, r)))).0
L'agent B attend une lef y ainsi qu'un message de la forme {{b}y}Kab où b est l'identité de
B, et dans le as où B reçoit le message attendu, il envoie un seret s (ou atteint un état
 mauvais  pour le système).
A → B : K, c, {c}Kab
B : K, {{B}K}Kab → A : s
Le rle de B peut être formalisé par le proessus :
B = cin(z). if EQ(b, dec(dec(π2(z), kab), π1(z)) then cout(s) else 0
Ainsi, dans le mode formel, le proessus (νkab)(νs)A‖B n'émettra jamais s ar l'agent A
n'envoie pas de message de la forme attendue. Cependant, l'hypothèse de séurité IND-CPA
2
Dénie page 74.
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et IND-CTXT n'empêhe a priori pas l'adversaire de forger une lef k tel que le déhirement
de n'importe quelle suite de bits par k donne b. Il sut alors à l'adversaire d'envoyer le message
pair(k, enc(c, kab, r)) à B pour obtenir le seret s.
Cette attaque est due au fait que la séurité des shémas de hirement n'apportent des
garanties que pour les lefs de hirement générées de manière valide, 'est-à-dire en utilisant le
générateur de lef assoié au shéma de hirement. Considérons ainsi la onstrution suivante.
Soit (G, E ,D) un shéma de hirement IND-CPA et IND-CTXT. Nous pouvons onstruire le
shéma de hirement (G′, E ′,D′) déni par G′ = 0 · G (toutes les lefs honnêtes ommenent
par le bit 0), E ′(m, i · k) = E(m,k) pour i ∈ {0, 1} et où le déhirement D′ est déni par :
 D′(c, k) = D(c, k′) si k = 0 · k′ ;
 D′(c, k) = k′ si k = 1 · k′.
Le shéma de hirement (G′, E ′,D′) est toujours IND-CPA et IND-CTXT et permet de monter
l'attaque dérite i-dessus.
Pour rendre ompte de e type d'attaque, une possibilité (suggérée par M. Bakes [Ba07℄)
est d'enrihir le pouvoir de l'attaquant symbolique en ajoutant une règle qui permet, étant
donné un message hiré c et un message m, de onstruire une lef k telle que le déhirement
de c par m donne k. On peut ainsi ajouter un symbole fontionnel fakekey d'arité 2 auquel on
assoie l'équation
dec(x, fakekey(x, y)) = y.
Cette nouvelle équation permettrait de retrouver symbolique l'attaque ryptographique men-
tionnée plus haut.
Déhirement ahé. Cette solution se révèle ependant insusante pour ouvrir tous les
exemples suivants.
Ainsi, le message à déhirer pourrait ne pas être aessible de l'intrus. Considérons le
protoole où l'agent A envoie le message pair(k, enc(enc(k′, k, r′), kab, r)) où k et k
′
sont des
lefs fraîhes. L'agent B peut aluler la lef k′ et la renvoyer hirée par kab à A. Supposons
que dans le as où A reçoit son propre nom hiré par kab, alors A envoie un seret s.
A → B : K, {{K ′}K}Kab
B → A : {K ′}Kab
A : {A}Kab → B : s
Ce protoole peut être formellement dérit par les proessus i-dessous :
A = (νr, r′, k, k′)cout(pair(k, enc(enc(k
′, k, r′), kab, r))).cin(z).
if EQ(a, dec(z, kab)) then cout(s) else 0
B = (νr)cin(z).cout(enc(dec(dec(π2(z), kab), π1(z)), kab, r))
Ainsi, dans le mode formel, le proessus (νkab)(νs)A‖B n'émettra jamais s ar l'agent B
n'envoie pas de message de la forme attendue par A. Pourtant, dans le modèle ryptographique,
un adversaire peut à nouveau forger une lef k tel que le déhirement par k de tout message
donne a.
Il est enore possible de reéter ette attaque dans le modèle symbolique en onsidérant
une propriété plus forte pour la primitive fakekey. Nous pouvons ainsi permettre à l'intrus de
forger une lef k sans avoir à onnaître le message à déhirer en ajoutant l'équation
dec(x, fakekey(y)) = y
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où fakekey est ette fois une primitive d'arité 1.
Déhirement ahés et simultanés. Il est ependant possible de onstruire des attaques
où il est néessaire que le déhirement dépende du message à déhirer. Considérons ainsi
le as d'un protoole où l'agent A envoie p messages hirés c1, . . . , cp à B. Alors B hire
tous les messages hirés ainsi qu'un none frais Nb, ave une lef Kab partagée entre A et B.
L'agent B envoie également p autres nones frais N1, . . . , Np, en lair. L'agent A renvoie alors
le message de B, aompagné d'une lef K. Dans la dernière étape, l'agent B vérie que le
déhirement par K de haun des messages hirés ci donne le none Ni ; auquel as il envoie
un seret s.
A → B : c1, . . . , cp
B → A : {Nb, c1, . . . , cp}Kab , N1, . . . , Np
A → B : {Nb, c1, . . . , cp}Kab ,K
B : {Nb, {N1}K , . . . , {Np}K}Kab ,K → A : s
Ce protoole est dérit formellement par les proessus :
A = (νk)cout(pair(c1, pair(. . ., cp))).cin(z).cout(pair(π1(z), k)).0
B = (νnb, n1, . . . , np, r)cin(x).cout(pair(enc(pair(nb, x), kab, r) , pair(n1, pair(. . ., np)))).cin(y).
if EQ(nb, π1((dec(π1(y), kab))) ∧ EQ(n1, dec(π1(π2(dec(π1(y), kab))), π2(y)))
∧EQ(n2, dec(π1(π2(π2(dec(π1(y), kab)))), π2(y)))
∧ · · · ∧ EQ(np, dec(π2(· · · (π2(dec(π1(y), kab)))), π2(y)))
then cout(s) else 0
Symboliquement, le proessus (νkab)(νs)A‖B n'émettra jamais s ar les nones Ni sont générés
après la réeption des messages hirés ci et le none Nb protège le protoole ontre des
attaques par rejeu. Cependant, dans le modèle ryptographique, un adversaire peut aluler
une lef k à partir des messages hirés ci et des nones Ni, telle que le déhirement de ci
par k donne Ni. Pour ela, il faut onsidérer un shéma de hirement un peu diérent de
elui donné préédemment. Soit (G, E ,D) un shéma de hirement IND-CPA et IND-CTXT
et soit (G′, E ′,D′) le shéma déni par G′ = 0 · G (toutes les lefs honnêtes ommenent par le
bit 0), E ′(m, i · k) = E(m,k) pour i ∈ {0, 1} et le déhirement D′ est déni par :
 D′(c, k) = D(c, k′) si k = 0 · k′ ;
 D′(c, k) = n si k = 1 · c1, n1, · · · c, n · · · cp, np ;
 le hirement éhoue sinon.
Le shéma de hirement (G′, E ′,D′) reste IND-CPA et IND-CTXT et permet à l'adversaire
de hoisir une lef pour monter l'attaque dérite i-dessus.
Pour reéter ette attaque dans le modèle symbolique, il faudrait ompliquer enore les
équations à onsidérer. Ainsi, nous pourrions ajouter un symbole fakekeyp d'arité 2p pour tout
p ∈ N ainsi que des équations de la forme
dec(xi, fakekeyp(x1, . . . , xp, y1, . . . , yp)) = yi
Chirement malhonnête. Cependant, es équations ne permettraient toujours pas de ap-
turer la (dernière) famille d'attaque que nous dérivons i-dessous.
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Considérons ette fois un protoole où l'agent B attend un message {Na}Kab de la part
d'un agent A et une lef K de la part d'un agent C. L'agent B envoie alors à A le message
K, {{Na}K}Kab où le none Na est hiré par K puis par Kab. Au as où l'agent reçoit un
message de la forme K, {{Na, Na}K}Kab où le none Na est dupliqué, alors A émet un seret s.
A → B : {Na}Kab
C → B : K
B → A : K, {{Na}K}Kab
A : k, {{Na, Na}K}Kab → B : s
Ce protoole peut être représenté par les proessus i-dessous.
A = (νna, r)cout(enc(na, kab, r)).cin(z).
if EQ(pair(na, na), dec(dec(π2(z), kab)), π1(z)) then cout(s) else 0
B = (νr, r′)cin(x).cin(y).cout(enc(enc(dec(x, kab), y, r
′), kab, r)).0
Symboliquement, le proessus (νkab)(νs)A‖B n'émettra jamais s alors que dans le modèle
ryptographique, rien n'empêhe a priori un adversaire de hoisir une lef telle que le dé-
hirement duplique le message obtenu. Nous pouvons onstruire les mêmes types de ontre-
exemples si l'agent A attend le message {{Na, Na, Na}K}Kab (le none est répliqué trois fois)
ou {{Na, A}K}Kab . Il est en fait possible de onstruire des attaques (et des shémas de hif-
frement IND-CPA et IND-CTXT) où la lef dénit une fontion à appliquer sur le message
déhiré et ette fontion peut varier pour haque lef.
9.3 Perspetives
Une première motivation pour abstraire l'indistinguabilité ryptographique à l'aide de
l'équivalene observationnelle est le traitement symbolique de la ondentialité alulatoire,
dénie à la partie 8.1.4. Supposons qu'un protoole soit représenté par le proessus P (x),
paramétré par la valeur x du seret. Le proessus P (x) peut ontenir des répliations et om-
positions parallèles pour modéliser plusieurs sessions. Dans le jeu dénissant la ondentialité
alulatoire, l'adversaire interagit d'abord ave le proessus νn0, n1P (nb) où b ∈ {0, 1}. Puis
dans une deuxième phase, les deux valeurs n0, n1 sont révélées à l'adversaire. Il est possible de
modéliser une notion plus forte, en révélant les deux valeurs dès le début. Ainsi, l'équivalene
νn0, n1cout(pair(n0, n1)).(P (n0)) ∼o νn0, n1cout(pair(n0, n1)).(P (n1))
implique
[[νn0, n1cout(pair(n0, n1)).(P (n0))]] ≈ [[νn0, n1cout(pair(n0, n1)).(P (n1))]]
d'après le théorème 9.1 et don la ondentialité alulatoire de x dans P . Il s'agit ependant
d'une propriété stritement plus forte que la ondentialité alulatoire puisque l'adversaire
peut tirer parti de la onnaissane a priori des valeurs n0, n1 pour distinguer les deux pro-
essus. Pour modéliser la ondentialité alulatoire de manière exate, il faudrait ajouter un
opérateur de phase permettant l'arrêt brutal de tous les proessus en ours et le passage au
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proessus suivant. Si l'opérateur de phase est noté ·, la ondentialité alulatoire s'exprime
alors exatement par la propriété
[[νn0, n1(P (n0)).cout(pair(n0, n1))]] ≈ [[νn0, n1(P (n1)).cout(pair(n0, n1))]]
Comme notre résultat de orretion de l'équivalene observationnelle ne semble pas dépendre
de la struture de ontrle des proessus, nous devrions pouvoir failement l'étendre aux
proessus ave opérateur de phase. Cela nous permettrait ainsi de prouver symboliquement le
seret alulatoire. Cet opérateur serait également utile pour dénir ertains protooles omme
les protooles de vote életronique, qui omportent expliitement plusieurs étapes (enregistre-
ment, vote et omptage). L'opérateur de phase permettrait de modéliser la synhronisation
des proessus à haque étape.
Les résultats de ette partie font surgir de nouveaux problèmes de déidabilité. Ainsi, le
théorème 9.1 s'applique à des proessus ave prédiats (M,EQ ,Psamekey,EL). Il faut don réta-
blir la déidabilité de l'équivalene observationnelle (partie 7.3.3) pour des proessus (simples)
omportant de tels prédiats. Cela néessite en premier lieu de revisiter la proédure de déi-
sion proposée par Mathieu Baudet [Bau05, Bau07℄. Le prédiat EQ est elui habituellement
onsidéré, il ne demandera don auun travail supplémentaire. Le prédiat M , garantissant
l'absene de destruteurs, est inhabituel dans les résultats traitant des théories équationnelles.
Cependant, puisque e prédiat permet un rapprohement ave les résultats où les destruteurs
sont impliites, il est raisonnable d'espérer pouvoir traiter le prédiat M assez failement. Par
ontre, le prédiat EL qui permet de omparer les longueurs symboliques de messages pourrait
onduire plus rapidement à des résultats d'indéidabilité puisqu'il permet de oder un fragment
de l'arithmétique. Une première approhe pourra onsister à proposer une sur-approximation
de l'équivalene observationnelle. Une autre solution est de restreindre la lasse des proto-
oles onsidérée de manière à assurer qu'un nombre ni de longueurs diérentes de messages
pourront être utilisées dans les sessions honnêtes.
D'autre part, nous avons proposé (partie 9.2.3) plusieurs exemples démontrant les pro-
blèmes ausés par des lefs hoisies de manière malhonnête. Cependant, la solution onsistant
à supposer une infrastruture de onane pour les lefs symétriques n'est pas réaliste. Une
autre solution onsisterait à restreindre à nouveau la lasse des protooles aux protooles qui
assurent la bonne distribution des lefs avant leur utilisation pour hirer ou déhirer. Cette
solution élimine en partiulier tous les ontre-exemples mentionnés à la partie 9.2.3. Il faudra
alors s'assurer que la présene de lefs malhonnêtes dans les sessions qui omportent au moins
un agent orrompu n'interfère pas ave les sessions honnêtes.
De nombreuses autres perspetives liées à e hapitre sont présentées au hapitre 10.
CHAPITRE 10
Perspectives
Dans e mémoire, nous avons présenté nos travaux de reherhe les plus réents autour
de deux axes prinipaux. D'une part, nous avons proposé des proédures de déision pour
l'analyse formelle des protooles ryptographiques, adaptées à diérents sénarios : attaquant
atif ou passif, nombre de sessions borné ou non, diérentes propriétés et primitives ryptogra-
phiques. D'autre part, nous avons étudié sous quelles hypothèses les preuves obtenues dans les
modèles symboliques donnent des garanties dans les modèles plus préis que sont les modèles
ryptographiques. À la n de haque hapitre, nous avons dérit les développements naturels
des résultats présentés.
L'objet de ette partie est de reprendre et de développer les prinipales diretions de
reherhe futures. Elles s'artiulent autour de trois thèmes prinipaux. D'une part, nous pro-
jetons d'analyser de nouvelles familles de protooles omme les protooles de routage séurisé
ou les interfaes de programmation dédiées aux modules matériels de séurité (partie 10.1).
D'autre part, les résultats onernant la orretion des modèles symboliques vis-à-vis des mo-
dèles alulatoires sont prometteurs mais enore insatisfaisants. Nous en disutons les pers-
petives dans la partie 10.2 de e hapitre. Enn, le nombre de résultats obtenus sur l'analyse
des protooles ryptographiques est désormais susant pour tenter de les omposer entre eux.
C'est l'axe de reherhe que nous présentons dans la partie 10.3.
10.1 Nouveaux protooles
Les résultats de déidabilité et d'indéidabilité sont désormais bien ompris pour les proto-
oles lassiques omme eux de la bibliothèque de protooles présentée par Clark&Jaob [CJ97℄.
Nous avons ainsi rédigé un état de l'art sur le sujet [CDL06℄. Cependant, de nouvelles familles
de protooles sont apparues omme les protooles de vote életronique, les protooles de signa-
tures de ontrat, les protooles de routage séurisé ou les interfaes de programmation dédiées
aux modules matériels de séurité. Nous avons ommené à aborder les problématiques sou-
levées par es nouvelles appliations au ours de e mémoire. Ainsi le hapitre 4 aborde la
modélisation et l'analyse des interfaes de programmation dédiées aux modules matériels de
séurité. D'autre part, l'étude de l'équivalene statique (hapitre 6) et de l'équivalene observa-
tionelle (hapitre 7) est motivée par les dénitions de nouvelles propriétés à l'aide d'équivalene
omme l'anonymat dans le vote életronique [KR05, DKR09b℄. Nous onsarons la première
partie de e hapitre aux développements néessaires pour traiter es nouvelles familles de
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protooles.
10.1.1 Interfaes de programmation
Nous avons vu (partie 4.3 du hapitre 4) que les interfaes de programmation (API) dédiées
aux modules matériels de séurité (HSM) ont pour but de garantir la séurité des données
même lorsque le module de séurité est onneté à un environnement hostile omme un ordi-
nateur infeté par un virus par exemple.
Les API omportent diérentes ommandes qui ont la partiularité d'être sans mémoire :
haque ommande est exéutée indépendamment des ommandes préédentes. Nous avons
vu omment ette partiularité rend la modélisation en lauses de Horn partiulièrement
pertinente. Nous avons proposé plusieurs lasses déidables [CKS07, CDS07a℄ permettant
d'analyser les API. Nous avons également proposé une onstrution générique permettant
d'implémenter la majorité des protooles à hirement symétrique [CS09a℄.
Un plus grand nombre de primitives. Cependant, les résultats de déidabilité atuels ne
prennent en ompte que trois primitives : le hirement symétrique et l'opérateur de  ou
exlusif  ainsi que la onaténation. Même si une infrastruture de lefs asymétriques est
plus lourde et oûteuse à mettre en plae, ertaines appliations requièrent du hirement
asymétrique ou des signatures. Les API font également une utilisation importante des fontions
de hahage. Il est don néessaire de généraliser les résultats existants à des primitives plus
nombreuses omme le hirement asymétrique, les mas (Message authentiation ode), le
hahage ou les signatures. Pour l'API générique que nous avons proposée dans le adre du
hirement symétrique (partie 4.3.4), prendre en ompte le hirement asymétrique néessite
en premier lieu d'adapter la notion de onane mise en plae dans les APIs. En eet, dans
le adre du hirement symétrique, lorsqu'un agent reçoit un message hiré par une lef k
appartenant à un groupe d'utilisateurs S, l'agent peut être sûr que les données ont été hirées
par un des utilisateurs de S et sont don  aussi ables  que le niveau de abilité des agents de
S. À l'inverse, une donnée hirée par une donnée publique pub(a) peut provenir de n'importe
quelle soure, en partiulier d'un intrus. La transmission de la onane demanderait par
exemple une étape d'authentiation.
Adaptation du modèle de l'intrus. D'autre part, l'étude des API revient à étudier des pro-
tooles ryptographiques dans le adre d'un modèle de l'attaquant renforé où une partie des
aluls intermédiaires eetués par les agents honnêtes (lors du hirement et du déhirement
des données) peut être intereptée par un attaquant. Comme le suggérent David Basin et Cas
Cremers [BC09℄, un angle d'attaque possible onsiste à utiliser les outils existants pour les
protooles ryptographiques, en ajoutant des envois de messages représentant expliitement
les pertes possibles d'information de la part des agents honnêtes. La diulté de e odage
réside dans l'identiation des données qui doivent être transmises à l'intrus pour reéter les
attaques éventuelles liées à l'infetion d'un ordinateur. Les données à transmettre dépendent
de l'API onsidérée (mieux l'API est onçue, moins les données sont perdues). On peut don
imaginer une transformation automatique qui, étant donnée une API et un protoole, alule
les règles à ajouter pour analyser e protoole implémenté à l'aide de l'API pour la gestion
des données sensibles.
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Prise en ompte de la ryptographie. Un autre aspet onerne la prise en ompte des
attaques liées à la ryptographie. En eet, les API de séurité utilisent des primitives de
hirement assez simples qui ne satisfont pas les plus hauts niveaux de séurité atuels. Ainsi,
les shémas de hirement utilisés sont souvent IND-CPA mais non IND-CCA. Les résultats
de orretion développés aux hapitres 8 et 9 ne peuvent don pas s'appliquer pour obtenir
des résultats au niveau alulatoire. De nouveaux types d'attaques sont en fait possibles. Ces
attaques font souvent intervenir des aspets quantitatifs. Par exemple, un attaquant peut
deviner une partie des lefs ou essayer des lefs générées au hasard mais ela lui  oûte 
du temps de alul. Suivant le temps de alul assoié à une attaque et le niveau de séurité
souhaitée, l'attaque peut être onsidérée ou non omme réaliste. Nous avons ainsi proposé
une modélisation omplètement symbolique des tehniques de  Key Conjuring  [CDS07a℄
(partie 4.3.3). Cependant, pour aller plus loin, il semble néessaire d'intégrer des aspets
quantitatifs dans les modèles formels de séurité, e qui est enore très peu développé à l'heure
atuelle. Nous pensons don proposer de nouveaux types de modèles, qui pourront également
être utiles à d'autres types d'appliations.
Propriétés. Enn, les propriétés analysées jusqu'ii se limitent prinipalement à des notions
de seret. Les nouvelles appliations en ours de développement omme l'utilisation d'API
de séurité dans les voitures [RH07℄ demandent la vériation de propriétés plus omplexes
omme le respet de l'anonymat des utilisateurs (pour éviter qu'une voiture puisse être traée)
ou l'évaluation de la distane parourue (sur des portions d'autoroute payante par exemple).
L'identiation et la formalisation des propriétés les plus importantes est la première étape à
réaliser.
10.1.2 Protooles de routage séurisés.
Pour transmettre un message entre deux points du réseau, les données sont transmises de
n÷uds voisins en n÷uds voisins. Les protooles de routage ont omme objetif d'établir une
 route , 'est-à-dire un hemin entre deux points du réseau tel que haque arête du hemin
relie des n÷uds voisins. La première étape d'une attaque onsiste souvent à faire aepter à un
n÷ud honnête des routes malhonnêtes qui, soit empêhent le n÷ud de ommuniquer ave une
partie de ses orrespondants, soit forent les ommuniations à passer par un n÷ud ontrlé
par l'attaquant. Pour ontrer e type d'attaque, plusieurs protooles de routage dits séurisés
ont été proposés [PR99, HPJ05, BV04, GZA02, SKY05℄.
Ces protooles amènent des problématiques nouvelles. Ainsi, nous avons vu (partie 3.3.2)
que les protooles de routage font des tests réursifs, pour tester la validité d'une route par
exemple. Ces protooles demandent également de modéliser un attaquant plus faible qui ne
ontrle non plus toutes les ommuniations du réseau mais seulement (en partie) elles de
ses voisins. Cela revient à permettre moins d'exéutions par rapport au modèle lassique
d'un attaquant dit Dolev-Yao. Aussi il semble possible d'aborder e nouveau modèle ave des
tehniques existantes omme les systèmes de ontraintes (hapitre 3).
D'autre part, pour modéliser ertaines attaques omme les  rushing attaks  [HPJ03℄, il
est néessaire de prendre en ompte les temps de transmission de messages [SSBC09℄. Il faut
alors trouver un ompromis entre la préision de la modélisation et la possibilité de mettre en
÷uvre des proédures automatiques de déision.
Plutt que de herher diretement à identier de nouvelles lasses déidables pertinentes
pour les protooles de routage séurisé, il semble pertinent de mettre en plae des résul-
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tats de simpliation. Ainsi, la présene de deux n÷uds malhonnêtes permet plus d'attaques
que la présene d'un seul n÷ud malhonnête. Ces attaques sont appelées attaques par  tun-
nel  [SDL
+
02℄. Mais est-il utile de onsidérer plus de deux n÷uds malhonnêtes ? De manière
similaire, est-il néessaire de onsidérer un nombre arbitraire de n÷uds (honnêtes) pour déte-
ter des attaques ? Existe-t-il des ongurations types du réseau qui permettent à oup sûr de
déteter toutes les attaques possibles ? Ce sont des questions qui, à ma onnaissane, restent
ouvertes.
10.1.3 Protooles de vote.
Le vote életronique est une tehnique prometteuse pour permettre de reueillir les résultats
d'une életion de manière sûre, rapide et pratique. Cela permet en partiulier d'éviter la tâhe
fastidieuse du dépouillement. Cela permet également d'éviter aux életeurs de se déplaer.
Le vote életronique peut être utilisé pour un type varié d'életions, allant de petits omités
à des életions nationales, en passant par des életions syndiales par exemple. En Frane,
la première utilisation du vote à travers Internet date de 2003 pour permettre aux itoyens
français résidants aux États-Unis d'élire leurs représentants à l'assemblée. Depuis, le vote
életronique et les mahines à voter sont largement déployées malgré les réserves qui ont pu
être soulevées. Ainsi, des travaux réents [FHF06℄ ont permis l'étude de la séurité de la
mahine Diebold AuVote-TS, à la fois sur des aspets logiiels et matériels. Les résultats de
l'étude ont montré que ette mahine est vulnérable à de nombreuses attaques sérieuses. Il est
don ruial d'analyser es protooles. Les garanties souhaitées sont nombreuses. Stéphanie
Delaune, Steve Kremer et Mark Ryan [DKR09b℄ ont formalisé plusieurs propriétés omme
l'anonymat, la propriété de sans reçu ou la résistane à la oerition à l'aide d'équivalene
observationelle. Ainsi, le seret d'un vote pour un protoole ave deux votants A et B s'exprime
par
A(a/x)‖B(
b/x) ∼o A(
b/x)‖B(
a/x).
Un attaquant ne doit pas pouvoir faire la diérene du as où un agent A vote a et B vote b
du as inverse où A vote b et B vote a.
Nous avons également vu au hapitre 6 que les protooles de vote utilisent des primi-
tives partiulières omme les signatures en aveugle, le rehirement, les preuves à vériateur
désigné ou les fontions d'engagement partiel.
Des résultats ont été obtenus d'une part pour le traitement de l'équivalene observatio-
nelle [CD09a℄, [BAF05, BBN04, BN05, JPVB08, DKR07, DKR09a℄ et d'autre part pour le
traitement des théories équationelles reétant les primitives utilisées dans le vote életro-
nique [BBRC09℄, [CDK09℄. Mais à l'heure atuelle, rien ne permet de ombiner es deux
résultats, 'est-à-dire traiter l'équivalene observationelle dans le as des théories liées aux
protooles de vote. Les protooles de vote omme FOO 92 [FOO92℄ ou omme le protoole
de Lee et al [LBD
+
03℄ onstituent des études de as réalistes et importantes qui motivent le
développement de nouvelles tehniques qui seront utiles pour d'autres familles de protooles.
Cet axe de reherhe fait partie des axes de reherhe du projet ANR SeSur AVOTÉ
1
.
1
http://www.lsv.ens-ahan.fr/Projets/anr-avote/
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10.2 Développement du lien ave les modèles alulatoires
Les modèles symboliques utilisés pour analyser les protooles font omplètement abstra-
tion de la ryptographie. Les hapitres 8 et 9 montrent qu'il est possible d'obtenir des garanties
en tenant ompte de la ryptographie, à l'aide des modèles symboliques et en onsidérant des
primitives ryptographiques susamment robustes. Nous avons réemment rédigé un artile
résumant l'état de l'art atuel sur le sujet [CKW09℄. Néanmoins, les résultats se limitent
pour le moment à un nombre enore restreint de primitives ryptographiques et toutes les
hypothèses ne sont pas satisfaisantes (notion de séurité très forte, infrastruture de lefs
partiulière, et.).
10.2.1 Généralisation des résultats existants
Une première étape onsiste à généraliser les résultats déjà obtenus. Ainsi, nous avons vu
au hapitre 9 (partie 9.3) qu'il serait possible de traiter un plus grand nombre de propriétés
ryptographiques à l'aide de l'équivalene observationelle, à ondition d'ajouter à l'algèbre de
proessus un opérateur de  phase  qui permet de resynhroniser les proessus. Il semble
également possible d'améliorer l'hypothèse d'une infrastruture de onane pour les lefs
symétriques en restreignant la lasse de protooles onsidérée. Une autre possibilité pour
traiter le hirement symétrique est de onsidérer une hypothèse ryptographique plus forte
sur le hirement. Ainsi, la onstrution proposée par Mar Fishlin [Fis99℄ empêhe de hoisir
une lef de déhirement après avoir produit un message hiré, e qui semble éarter les
ontre-exemples dérits à la partie 9.2.3.
Plus généralement, les nouvelles familles de protooles évoquées à la partie 10.1 apportent
de nouvelles primitives ryptographiques à intégrer aux résultats de orretion. Ainsi, Yusuke
Kawamoto et al. a montré [KSH08℄ omment les signatures en aveugle peuvent être abstraites
dans les modèles symboliques, de manière orrete vis-à-vis des modèles ryptographiques.
Mihael Bakes et al. a également déni [BMU08℄ une représentation symbolique pour les
protooles de preuve à divulgation nulle, en a montré la orretion vis-à-vis des modèles
ryptographiques [BU08℄ et a proposé une proédure de déision à l'aide de systèmes de
typage [BHM08℄. Les primitives omme le rehirement, les preuves à vériateur désigné
ou les fontions d'engagement partiel n'ont par ontre enore jamais été abordées dans e
ontexte. Il faudra alors mettre au point un modèle symbolique orret vis-à-vis des hypothèses
ryptographiques existantes, en s'appuyant sur les modélisations symboliques déjà proposées.
Chaque résultat de orretion traite les primitives une à une. Un résultat reprenant toutes
les primitives en même temps serait pourtant très souhaitable pour traiter des études de as
réalistes mais demanderait une preuve omplexe. Plutt que traiter les primitives une à une
ou refaire les preuves pour les traiter ensemble, il semble possible de onevoir des résultats de
façon modulaire, de manière à ombiner gratuitement les primitives. Cet aspet sera développé
dans la dernière partie de e hapitre.
10.2.2 Retour vers les modèles symboliques
Pour garantir des propriétés ryptographiques à l'aide des modèles symboliques, il est par-
fois néessaire d'enrihir eux-i. Ainsi le traitement des signatures et du hirement asymé-
trique a demandé, d'une part, d'introduire un opérateur expliite pour les signatures (rarement
traité par les outils) et d'autre part, de modéliser expliitement l'aléa utilisé en ajoutant un
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troisième argument aux opérateurs de hirement et signature. Nous avons montré [CHW07℄
qu'il est possible de traiter un tel modèle symbolique enrihi à l'aide des outils existants.
Nous avons également vu à la partie 10.1 que les prédiats ajoutés pour le traitement de
l'équivalene observationelle omme le prédiatM , qui s'assure qu'un terme ne ontient pas de
destruteurs, ou le prédiat EL, qui s'assure que deux termes ont la même longueur, sont plus
problématiques et demandent de redénir des proédures de déision adaptées. Faire oïnider
les modèles symboliques ave les modèles ryptographiques demande un bon ompromis entre
l'enrihissement des modèles symboliques (qui doivent garder leur relative simpliité pour
permettre des preuves automatiques ou automatisables) et le renforement des hypothèses
ryptographiques sur les primitives (qui doivent ependant rester implémentables et réalistes).
10.3 Modularité
Les résultats de déidabilité obtenus pour la vériation des protooles ryptographiques
ainsi que les résultats de orretion des modèles symboliques vis-à-vis des modèles alulatoires
sont désormais en nombre onséquent. Chaque résultat traite en général une primitive ou
une propriété partiulière pour simplier la présentation et surtout les preuves. Pourtant, e
domaine de reherhe semble avoir désormais atteint un niveau de maturité susant pour
que l'on herhe à ombiner les résultats entre eux. Nous proposons plusieurs pistes pour
généraliser le développement modulaire de l'analyse des protooles.
10.3.1 Modularité dans les modèles symboliques
Dans le adre des modèles symboliques, et pour quelques problématiques préises, nous
avons obtenu des premiers résultats de omposition. Nous avons par exemple prouvé que la
déidabilité de la dédution et de l'équivalene statique pour des théories disjointes implique
la déidabilité pour l'union des théories [ACD07a℄. D'autre part, nous avons montré sous
quelles hypothèses un protoole sûr peut être utilisé simultanément ave d'autres protooles
partageant des lefs [CDD07a℄. Nous pensons que es deux types de résultats peuvent être
développés.
10.3.1.1 Composition de primitives ryptographiques
Notre résultat de ombinaison [ACD07a℄ pour la déidabilité de la dédution et de l'équi-
valene observationelle s'applique uniquement au as passif et pour des théories disjointes. Il
semble possible de traiter des théories équationelles non disjointes, en onsidérant par exemple
des hiérarhies omme proposé par Yannik Chevalier et Mihael Rusinowith [CR08℄. Cela
permettrait par exemple de traiter l'exponentiation modulaire ombinée au hirement.
D'autre part, les résultats de déidabilité obtenus jusqu'ii sont partiuliers à quelques
primitives ryptographiques ou, au mieux, à des lasses de primitives omme les primitives re-
présentées par théories sous-terme onvergentes [DJ04, Bau05℄. Une question naturelle onsiste
à se demander s'il est possible de omposer de telles théories. Si des propriétés telles que le
seret et l'authentiation sont déidables pour deux groupes E1 et E2 de primitives, qu'en
est-t-il de la déidabilité pour l'union E1 ∪E2 des primitives ? Un premier élément de réponse
a été apporté dans [CR08℄ dans le adre d'un nombre borné de sessions et pour des proprié-
tés d'aessibilité. La question n'a pas été abordée dans le adre d'un nombre non borné de
sessions ni pour l'équivalene observationelle.
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10.3.1.2 Abstration et ranement de protooles
Les protooles utilisés en pratique sont plus en plus omplexes et il devient diile de les
vérier d'un blo, même dans les modèles symboliques. Nous avons montré [CDD07a℄ qu'il
est possible de vérier un protoole indépendemment de son environnement, dès lors que les
protooles sont tagués : si P est sûr, alors il en est de même pour P | Q dès lors que P et Q
sont tagués. Plus formellement, nous avons montré l'impliation suivante :
νkP |= φ ⇒ ∀Q, νk(P | Q) |= φ
Nous avons évoqué (partie 5.3) la possibilité d'obtenir un résultat équivalene dans le adre
de l'équivalene observationelle, qui permet de modéliser des propriétés plus générales. Intui-
tivement, nous aimerions obtenir l'impliation
νkP1 ∼o νkP2
?
⇒ νk(P1 | Q) ∼o νk(P2 | Q)
Nous pensons qu'il est possible d'aller plus loin en étudiant la omposition modulaire : si
un protoole est sûr sous l'hypothèse qu'il utilise (par exemple) un anal ondentiel entre
deux agents, peut-on utiliser n'importe quel (sous)-protoole pour implémenter le anal on-
dentiel ? Plus généralement, nous souhaitons explorer le ranement sûr de protooles an de
permettre un développement modulaire, préservant la séurité des protooles.
Ainsi, supposons que nous ayons montré la séurité du protoole P pour une propriété φ,
'est-à-dire, P |= φ, sous ertaines hypothèses Hyp onernant l'implémentation (anaux on-
dentiels, ables, authentiés, et.). Quelle est la propriété t(Hyp) à assurer sur le protoole Q
implémentant Hyp pour que le protoole P ombiné à Q satisfasse toujours φ ?
Hyp
|= φ =⇒
?
Q |= t(Hyp) et P |= φ
Q
P
En d'autres termes, il s'agit d'étudier l'abstration et le ranement de protooles, pour
des propriétés de séurité.
10.3.2 Développement modulaire des résultats de orretion
Dans les diérents hapitres de e mémoire, nous avons vu que les traes d'exéutions
onrètes d'un adversaire sont toutes représentées par les traes d'exéutions symboliques (sauf
pour un nombre négligeable d'entre elles et sous réserve que les primitives ryptographiques
satisfassent ertaines hypothèses). Ce résultat, appelé  mapping lemma , a été établi pour
la onaténation, le hirement asymétrique et les signatures (théorème 8.1), pour la onaté-
nation, le hirement asymétrique et les fontions de hahage (théorème 8.3) ainsi que pour la
onaténation et le hirement symétrique (partie 9.2.2.3). Montrer e résultat pour les inq
primitives en même temps paraît naturel mais demanderait une preuve très omplexe. Comme
les primitives paraissent assez indépendantes, une question naturelle se pose : si le  mapping
lemma  est établi pour deux groupes de primitives distints, est-e que le  mapping lemma 
est immédiatement vrai pour l'union des groupes de primitives ?
Il semble diile d'obtenir diretement un tel résultat de omposition. Aussi, en ollabo-
ration ave Bogdan Warinshi, nous pensons qu'il est possible de mettre au point une notion
112 Perspetives
Mapping lemma
?
statique
Ajout Ajout
de la dédution
Corretion ative
de l'équivalene
observationelle
Corretion de l'équivalene
Corretion ative
d'exéution d'exéution
d'un modèle d'un modèle
primitives
Ajout de
primitives
Ajout de
Figure 10.1 - Corretion de la dédution et de l'équivalene dans le as atif.
de orretion ative de la dédution, appelée ⊢E-ative soundness, pour une théorie équa-
tionelle E, inspirée de l'équivalene statique adaptative [KM07℄ et qui s'abstrait du modèle
d'exéution des protooles. La orretion ative de la dédution pour une théorie E permet-
trait de déduire immédiatement le  mapping lemma  pour ette théorie. L'avantage de ette
notion est multiple : elle permettrait d'une part d'enrihir le modèle d'exéution (ave l'ajout
de onditionnelle et de boules par exemples) et d'autre part d'enrihir failement les primi-
tives (ave l'ajout de listes, de tableaux et d'autres primitives ryptographiques). Dans un
premier temps, nous espérons pouvoir montrer que la orretion ative de la dédution pour
une théorie E implique diretement la orretion ative de la dédution pour le hirement
symétrique et asymétrique ajoutés à la théorie E. Dans un deuxième temps, nous espérons
pouvoir obtenir plus généralement un résultat de la forme
⊢E1-ative soundness + ⊢E2-ative soundness
?
⇒ ⊢E1∪E2-ative soundness
Pour l'équivalene observationelle, il semble possible de dénir une notion équivalente,
appelée orretion ative de l'équivalene qui impliquerait la orretion de l'équivalene ob-
servationelle. À nouveau, la orretion ative de l'équivalene serait beauoup plus failement
omposable. La gure 10.1 résume l'ensemble des propriétés que nous pensons pouvoir obtenir :
 Une notion de orretion ative de la dédution qui implique le  mapping lemma , qui
permet de omposer failement les primitives ryptographiques et pour laquelle on peut
failement modier le modèle d'exéutions.
 Une notion de orretion ative de l'équivalene qui implique la orretion de l'équiva-
lene observationelle et pour laquelle on pourrait ajouter de la même manière primitives
ryptographiques et modèle d'exéutions.
 Il serait alors naturel d'étudier le lien entre les deux notions. Il est probable qu'elles
soient inomparables en général mais que la orretion ative de l'équivalene implique
la orretion ative de la dédution en présene de fontion de hahage, omme e que
nous avons montré dans le as passif [BCK05℄ (partie 9.1).
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