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Uvod
Jedna od najvazˇnijih faktorizacija u podrucˇju numericˇke linearne algebre je QR fakto-
rizacija. Njezine najpoznatije primjene su rjesˇavanje sustava linearnih jednadzˇbi, metoda
najmanjih kvadrata, a nezamjenjiva je i kao dio algoritama za odredivanje svojstvenih vri-
jednosti matrice. Za neke se primjene, poput odredivanja ranga matrice i aproksimaciju
matrice matricom nizˇeg ranga koristi QR faktorizacija sa stupcˇanim pivotiranjem (QRCP).
Da bi se stupcˇano pivotiranje provelo, potrebno je pamtiti norme stupaca i po potrebi ih
azˇurirati. Izbor sljedec´eg pivotnog stupca (tj. stupca s najvec´om normom preostalog di-
jela stupca) znatno usporava algoritam. Pritom najvec´i problem predstavlja komunikacija
sa sporom memorijom. Zato je u interesu znanstvenika razviti metodu koja bi zamijenila
QRCP i dala podjednako kvalitetne rezultate te na racˇunalu imala slicˇne performanse kao
standardna QR faktorizacija.
Bischof predlazˇe metodu kontroliranog pivotiranja unutar lokalnih blokova [2], Dem-
mel i suradnici predlazˇu metodu s izbjegavanjem komunikacije [5], a cˇesto se koristi i
randomizirana QR faktorizacija [7, 9]. U ovom radu opisat c´emo navedene algoritme te ih
usporediti na 256-dretvenom racˇunalu Xeon Phi.
1
Poglavlje 1
QR faktorizacija, osnovni algoritmi
1.1 Standardna QR faktorizacija
Definicija 1.1.1. Za realnu matricu A ∈ Rm×n (m ≥ n) kazˇemo da ima ortogonalne stupce
ako vrijedi AT A = I.
Jednostvanije recˇeno, matrica ima ortogonalne stupce ako joj stupci cˇine ortonormiran
skup, tj. skalarni produkt svaka dva razlicˇita stupaca je 0, a norma svakog stupca je 1. Ako
je m = n, onda je AT = A−1, pa vrijedi i
AAT = AA−1 = I
Kvadratne matrice s ortogonalnim stupcima zovemo ortogonalnim matricama. Sada nave-
dimo neke korisne cˇinjenice o matricama s ortogonalnim stupcima.
Propozicija 1.1.2. Neka su A ∈ Rm×n i B ∈ Rn×l, pri cˇemu je m ≥ n ≥ l, matrice s ortogo-
nalnim stupcima. Tada je i njihov produkt AB ∈ Rm×l matrica s ortogonalnim stupcima.
Dokaz. Iz definicije izlazi
(AB)T (AB) = BT AT AB = BT InB = BT B = Il. 
Propozicija 1.1.3. Neka je A ∈ Rm×n, m ≥ n matrica s ortogonalnim stupcima i x ∈ Rn
proizvoljan vektor. Tada vrijedi
‖Ax‖2 = ‖x‖2,
pri cˇemu ‖ ‖2 oznacˇava 2-normu,
‖x‖2 =
√
xT x.
Dokaz. Iz definicije 2-norme izlazi
‖Ax‖22 = (Ax)T (Ax) = xT AT Ax = xT Ix = xT x = ‖x‖22. 
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Definicija 1.1.4. Za realnu matricu A ∈ Rm×n kazˇemo da je gornjetrokutasta (u slucˇaju
m , n koristi se i naziv gornjetrapezoidna) ako za sve elemente Ai j za koje je i > j vrijedi
Ai j = 0.
Za realnu matricu A ∈ Rm×n kazˇemo da je donjetrokutasta (u slucˇaju m , n koristi se i
naziv donjetrapezoidna) ako za sve elemente Ai j za koje je i < j vrijedi Ai j = 0.
Sada navodimo bez dokaza josˇ neke tvrdnje koje vrijede za gornjetrokutaste i donjetro-
kutaste matrice.
Propozicija 1.1.5. Produkt dviju gornjetrokutastih (donjetrokutastih) matrica je gornje-
trokutasta (donjetroutasta) matrica.
Propozicija 1.1.6. Gronjetrokutasta (donjetrokutasta) kvadratna matrica je nesingularna
ako i samo ako su joj svi elementi na dijagonali razlicˇiti od 0. Tada je njezin inverz gor-
njetrokutasta (donjetrokutasta) matrica.
Definicija 1.1.7. Neka je A ∈ Rm×n matrica gdje je m ≥ n. QR faktorizacija ili QR dekom-
pozicija matrice A je rastav
A = QR,
gdje je Q ∈ Rm×l matrica s ortogonalnim stupcima, a R ∈ Rl×n gornjetrokutasta matrica.
Ako je l = n tada govorimo o skrac´enoj QR faktorizaciji, a ako je l = m tada govorimo
o punoj QR faktorizaciji.
Gram–Schmidtov postupak ortogonalizacije
Teorem 1.1.8. Neka je A ∈ Rm×n gdje je m ≥ n i rang(A) = n. Tada postoji jedinstvena
faktorizacija oblika
A = QR,
gdje je Q ∈ Rm×n matrica s ortogonalnim stupcima, a R ∈ Rn×n gornjetrokutasta s pozitiv-
nim elementima na dijagonali.
Dokaz. Tvrdnju dokazujemo Gram–Schmidtovim postupkom ortogonalizacije (vidjeti al-
goritam 1).
Algoritam dokazuje postojanje trazˇene faktorizacije, ali pazˇljivim promatranjem vi-
dimo da su svi elementi matrica Q i R, zapravo, jedini moguc´i izbor, cˇime dobivamo je-
dinstvenost. 
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Algoritam 1 QR faktorizacija Gram–Schmidtovim postupkom ortogonalizacije
Require: A ∈ Rm×n
A =
[
a1 a2 · · · an
]
{a1, a2 ,. . . , an su vektori stupci matrice A}
for i = 1 to n do
bi ← ai
n−1∑
j=1
〈ai, q j〉q j
qi ← bi‖bi‖2 {Uvjet rang(A) = n osigurava ‖bi‖2 , 0}
for j = 1 to i − 1 do
ri j ← 〈ai, q j〉
end for
rii ← ‖bi‖2
end for
Q =
[
q1 q2 · · · qn
]
{q1, q2 ,. . . , qn su vektori stupci matrice Q}
R =

r11 r12 · · · r1n
0 r22 · · · r2n
...
...
. . .
...
0 0 · · · rnn

Householderovi reflektori
Gram–Schmidtov postupak koristan je za razvoj teorije, no u praksi se rijetko koristi za
QR faktorizaciju zbog numericˇke nestabilnosti. Naime, cˇesto je dobivena matrica Q daleko
od ortogonalne. Najcˇesˇc´a dva algoritma koja se koriste u praksi su Givensove rotacije i
Householderovi reflektori. Koncentrirat c´emo se na QR faktorizaciju Householderovim
reflektorima.
Definicija 1.1.9. Neka je v ∈ Rn vektor 2-norme 1. Householderov reflektor je linearni
operator definiran sa Hv := I − 2vvT .
Naziv ”reflektor” dolazi iz prostorne predodzˇbe. Naime, operator H, zapravo, reflektira
vektor v s obzirom na hiperravninu okomitu na vektor v.
Propozicija 1.1.10. Householderovi reflektori su simetricˇne i ortogonalne matrice.
Dokaz. Simetricˇnost vrijedi jer je:
HTv = (I − 2vvT )T = IT − 2(vvT )T = I − 2vvT = Hv.
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Ortogonalnost vrijedi jer je:
HvHTv = HvHv = (I − 2vvT )(I − 2vvT ) = I − 2vvT − 2vvT + 4vvT vvT
= I − 4vvT + 4v‖v‖22vT = I − 4vvT + 4vvT = I. 
Za QR faktorizaciju treba konstruirati Householderov reflektor koji ponisˇtava sve ele-
mente vektora osim prvog, tj. takav da za vektor x ∈ Rn vrijedi
Hx = αe1.
Zbog Propozicije 1.1.3 odmah slijedi da je
‖x‖2 = ‖Hx‖2 = ‖αe1‖2 = |α| ‖e1‖2 = |α|.
Pokazuje se da takav reflektor H dobivamo odabirom
v =
x ± ‖x‖2e1
‖x ± ‖x‖2e1‖2 .
Zbog numericˇke stabilnosti, uobicˇajeno se uzima predznak kojeg ima prva komponenta
vektora x, tako da ne dode do katastrofalnog krac´enja. Taj izbor se zapisuje kao
v =
x + sign(x1)‖x‖2e1
‖x + sign(x1)‖x‖2e1‖2 .
Bez obzira na izbor predznaka, vrijedi
Hvx = x − 2(x ± ‖x‖2e1)(x ± ‖x‖2e1)
T
(x ± ‖x‖2e1)T (x ± ‖x‖xe1) x = x − 2
(x ± ‖x‖2e1)(xT x ± ‖x‖2x1)
xT x ± ‖x‖2x1 ± ‖x‖2x1 + xT x
= x − 2(x ± ‖x‖2e1)(x
T x ± ‖x‖2x1)
2(xT x ± ‖x‖2x1) = x − (x ± ‖x‖2e1) = ∓‖x‖2e1.
Samo provodenje QR faktorizacije reflektorima je vrlo jednostavno. Prvo se prvi stupac
svede samo na prvi element, a nakon toga postupak se provodi na podmatrici (bez prvog
retka i stupca) transformirane matrice. Postupak se ponavlja dok se ne iscrpe svi stupci.
Primijetimo da se jednom dobivene nule u vodec´im stupcima nec´e pokvariti primjenom
sljedec´ih reflektora.
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Algoritam 2 QR faktorizacija korisˇtenjem Householderovih reflektora
Require: A ∈ Rm×n
for i = 1 to n do
x← Ai:n,i
v← x ± ‖x‖2e1‖x ± ‖x‖2e1‖2
Hi ←
[
I 0
0 I − 2vvT
]
A← HiA
end for
R = A
Q← H1H2 . . .Hn {Q je ortogonalna po propoziciji 1.1.2}
Bitno je primijetiti da se djelovanje Householderovim reflektorom ne racˇuna eksplicit-
nim kreiranjem matrice operatora H, vec´ se na jedan vektor primjenjuje ovako:
Hx = x − v(vT x),
odnosno na matricu A se primjenjuje ovako:
HA = A − v(vT A).
Dakle, djelovanje Householderova reflektora na vektor je operacija linearne vremenske
slozˇenosti (svodi se na operacije izmedu 2 vektora, poput skalarnog produkta), dok je dje-
lovanje Householderovog reflektora na matricu operacija kvadratne vremenske slozˇenosti
(svodi se na operacije izmedu vektora i matrice, poput mnozˇenja vektora matricom). Radi
se o ”level 1 BLAS”, odnosno ”level 2 BLAS” operacijama biblioteke BLAS. U pravilu se
vec´a efikasnost postizˇe povec´anom upotrebom ”level 3 BLAS” operacija poput matricˇnog
mnozˇenja jer su one optimizirane tako da bolje iskorisˇtavaju prirucˇnu (cache) memoriju i
paralelizam racˇunala. Zato je bolje koristiti algoritam koji vec´u kolicˇinu posla prebacuje
na ”level 3 BLAS” funkcije.
WY reprezentacija i blokovski algoritmi
Bischof i Van Loan su u [3] dali blokovsku QR faktorizaciju. Kompozicija House-
holderovih reflektora nije Householderov reflektor, ali pomazˇe cˇinjenica da kompoziciju
k Householderovih reflektora mozˇemo zapisati kao I − WYT gdje su W,Y ∈ Rm×k i Y je
donjetrokutasta. Navedeni zapis naziva se WY reprezentacija produkta Householderovih
reflektora. Kasnije su Schreiber i Van Loan to dodatno optimizirali pokazavsˇi da se isti
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produkt mozˇe zapisati i kao I − YTYT gdje je Y ∈ Rm×k donjetrokutasta i T ∈ Rk×k gor-
njetrokutasta. To omoguc´ava spremanje matrica Y i T u jedno dvodimenzionalno polje
dimenzija (m + 1) × k.
Neka je matrica Y ∈ Rm×k donjetrokutasta, a T ∈ Rk×k gornjetrokutasta. Takve c´emo
operatore odsad nazivati blok-reflektorima. Time dobivamo algoritam u kojem je vec´a
kolicˇina posla prebacˇena na ”level 3 BLAS” rutinu DGEMM (double generic matrix mul-
tiply) sˇto ubrzava algoritam.
Algoritam 3 Blokovska QR faktorizacija korisˇtenjem Householderovih reflektora
Require: A ∈ Rm×n
Require: b ∈ N je velicˇina bloka
for i = 0, b, 2b to broj blokova · b do
for j = i + 1 to min{i + b, n} do
Primijeni trenutni blok-reflektor iz bloka na j-ti stupac
Ponisˇti sve poddijagonalne elemente u j-tom stupcu reflektorom H j
Nadopuni blok-reflektor reflektorom H j
end for
Primijeni blok-reflektor iz trenutnog bloka na podmatricu Ai+1:m,i+b+1:n
end for
R = A
Q je kompozicija svih blok-reflektora {Q je ortogonalna po propoziciji 1.1.2}
Za provedbu blokovskog QR algoritma korisˇtenjem kompaktne WY reprezentacije po-
trebno je znati generirati matrice Y i T iz danih vektora vi koji generiraju reflektore.
Algoritam 4 Generiranje Y i T matrica za kompaktnu WY reprezentaciju kompozicije
Householderovih reflektora
Require: v1, v2, . . . vk vektori k Householderovih reflektora na Rm
Y ←
[
v1
]
T ←
[
−2
]
for i = 2 to k do
z← −2TYT v j
Y ←
[
Y vi
]
T ←
[
T z
0 −2
]
end for
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1.2 QR faktorizacija sa stupcˇanim pivotiranjem
Kao sˇto je u uvodu vec´ navedeno, katkad je, zbog stabilnosti, QR faktorizaciju potrebno
racˇunati korisˇtenjem stupcˇanog pivotiranje. Prvo definiramo sˇto je permutacijska matrica.
Definicija 1.2.1. Permutacijska matrica je kvadratna binarna matrica koja u svakom retku
i svakom stupcu tocˇno na jednom mjestu ima element 1, a na svim ostalim mjestima ima
elemente 0.
Permutacijska matrica se tako naziva zbog svog djelovanja na vektore i matrice. Naime,
neka je
pi =
(
1 2 · · · n
pi(1) pi(2) · · · pi(n)
)
neka permutacija. Pripadna permutacijska matrica je definirana ovako:
Pi j =
1, ako je pi(i) = j,0, inacˇe.
Za nju vrijedi:
1. Ako je x ∈ Rn vektor, tada je (Px)i = xpi(i), za sve i od 1 do n.
2. Ako je A ∈ Rn×m matrica, vrijedi (PA)i,1:n = Api(i),1:n. Dakle, mnozˇenje s permutacijskom
matricom slijeva mijenja poredak redaka.
3. Ako je A ∈ Rm×n matrica, vrijedi (AP)1:n,pi(i) = A1:n,i. Dakle, mnozˇenje s permutacijskom
matricom zdesna mijenja poredak stupaca.
Definicija 1.2.2. Neka je m ≥ n i A ∈ Rm×n matrica. QR faktorizacija matrice A sa
stupcˇanim pivotiranjem (QRCP) je rastav
A = QRPT ,
odnosno
AP = QR,
gdje je P ∈ Rn×n permutacijska matrica, Q ∈ Rm×l matrica s ortogonalnnim stupcima i
R ∈ Rl×n gornjetrokutasta. Ako je l = n radi se o skrac´enoj QRCP faktorizaciji, a ako je
l = m radi se o punoj QRCP faktorizaciji.
Obicˇno QRCP faktorizaciju radimo tako da od preostalih stupaca izabiremo onaj koji
ima najvec´u (najcˇesˇc´e 2-) normu radnog dijela stupca. Takav stupac dovodi se na mjesto
koje se prvo transformira. Time elementi na dijagonali matrice R nuzˇno padaju po apsolut-
noj vrijednosti. Cˇak sˇtovisˇe, vrijedi i
|Rii| ≥ ‖Ri:n, j‖2
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za sve indekse j ≥ i. To, osim vec´e numericˇke stabilnosti, QRCP faktorizaciji daje i nove
primjene.
Algoritam 5 QRCP faktorizacija korisˇtenjem Householderovih reflektora
Require: A ∈ Rm×n
P← In
Ni ← ‖A1:n,i‖2 {Odredimo pocˇetne norme stupaca}
for i = 1 to n do
Trazˇimo indeks j izmedu i i n za koji je Ni najvec´a. {N j = ‖Ai:n, j‖2}
U matricama A i P zamijenimo i-ti i j-ti stupac.
x← Ai:n,i
v← x ± ‖x‖2e1‖x ± ‖x‖2e1‖2
Hi ←
[
I 0
0 I − 2vvT
]
A← HiA
Za sve j od i do n azˇuriramo Ni tako da maknemo utjecaj elementa Ai j na tu normu.
end for
R = A
Q← H1H2 . . .Hn {Q ima ortogonalne stupce po propoziciji 1.1.2}
Standardna QR faktorizacija ponekad daje losˇe rezultate ili nije primjenjiva za matrice
koje nisu punog stupcˇanog ranga ili su blizu neke matrice nizˇeg ranga. QRCP cˇesto pomazˇe
u takvim situacijama. QRCP faktorizacija se, uz singularnu dekompoziciju, ili krac´e SVD,
cˇesto koristi i u racˇunanju aproksimacija matricama nizˇeg ranga.
1.3 Primjene u aproksimacijama matricama nizˇeg ranga
Da bismo iskazali teoreme o aproksimacijama matricama nizˇeg ranga, potrebna nam je
precizna definicija singularne dekompozicije.
Definicija 1.3.1. Neka je A ∈ Rm×n, m ≥ n zadana matrica. Singularna dekompozicija
(SVD) matrice A je rastav
A = UΣVT ,
gdje je Σ ∈ Rm×n dijagonalna matrica s nenegativnim dijagonalnim elementima, a U ∈
Rm×m i V ∈ Rn×n su ortogonalne matrice.
Elementi na dijagonali matrice Σ nazivaju se singularne vrijednosti, a broj pojavljiva-
nja pojedine singularne vrijednosti na dijagonali naziva se kratnost singularne vrijednosti.
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Skrac´ena singularna dekompozicija definira se kao produkt
A = UΣVT ,
gdje je Σ ∈ Rn×n dijagonalna matrica s nenegativnim dijagonalnim elementima, U ∈ Rm×n
je matrica s ortogonalnim stupcima, a V ∈ Rn×n je ortogonalna matrica.
Ako je m < n, onda se SVD matrice A dobiva iz SVD-a matrice AT .
Pokazano je da svaka matrica ima SVD, sˇto omoguc´uje njezinu primjenu u opc´enitom
slucˇaju.
Definicija 1.3.2 (Matricˇne norme). Frobeniusova norma matrice A ∈ Rm×n definira se
ovako
‖A‖F :=
√
m∑
i=1
n∑
j=1
A2i j.
Spektralna norma matrice A ∈ Rm×n definira se ovako
‖A‖2 := max
x∈Rn, ‖x‖2=1
‖Ax‖2.
Pokazuje se da je spektralna norma matrice jednaka njezinoj najvec´oj singularnoj vri-
jednosti.
Jedna od najcˇesˇc´ih primjena SVD-a i QRCP faktorizacije je odredivanje aproksimacije
matricama nizˇeg ranga. U teoremu 1.3.3 vidjet c´emo da se iz SVD-a lako racˇuna najbolja
aproksimacija nizˇeg ranga. QRCP faktorizacija ne garantira najblizˇu aproksimaciju, ali
najcˇesˇc´e daje relativno dobru aproksimaciju uz znatno laksˇe racˇunanje.
Teorem 1.3.3 (Eckart-Young-Mirsky). Neka je A ∈ Rm×n matrica i UΣVT njezin SVD takv
da su elementi na dijagonali matrice Σ poredani u padajuc´em redoslijedu. Neka je r ∈ N,
r ≤ min{m, n}. Tada je
A′ = U1:m,1:rΣ1:r,1:r(V1:n,1:r)T
najblizˇa aproksimacija matrice A matricom ranga r, tj. za svaku drugu matricu A′′ ∈ Rm×n
ranga r vrijedi ‖A′′ − A‖F ≥ ‖A′ − A|F i ‖A′′ − A‖2 ≥ ‖A′ − A‖2.
Dakle, najblizˇu aproksimaciju ranga r dobivamo tako da u obzir uzmemo samo najvec´ih
r singularnih vrijednosti, a ostale odbacimo, tj. zamijenimo ih nulama.
Slicˇno, ako je PT QR neka QRCP faktorizacija matrice A ∈ Rm×n tada za aproksimaciju
ranga r koristimo matricu
A′ = PT Q1:m,1:rR1:r,1:n.
S QRCP faktorizacijom nemamo teorijsku potvrdu da c´emo dobiti najbolju aproksimaciju
no eksperimentalno je pokazano da je aproksimacija uglavnom poprilicˇno dobra.
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Dobro je to sˇto u takvim primjenama faktorizaciju ne moramo provoditi do kraja. Na
primjer, u slucˇaju odredivanja aproksimacije ranga r dovoljno je odrediti prvih r pivotnih
stupaca i nakon njih zaustaviti algoritam. Tako dobivamo rastav
AP =
[
Q11 Q12
] [R11 R12
0 R22
]
,
gdje je R11 ∈ Rr×r gornjetrokutasta. Pivotiranje je provedeno tako da norma podmatrice
R22 bude cˇim manja. Njezinim odbacivanjem dobivamo aproksimaciju
A′ = PT Q11
[
R11 R12
]
.
1.4 Blokovska QRCP faktorizacija
Algoritam blokovske QRCP faktorizacije prvi su predlozˇili Quintana–Orti, Sun i Bis-
chof u [10]. Slicˇan je algoritmu 3, a problem azˇuriranja stupcˇanih normi rjesˇava tako da
u j-tom koraku primjenjuje trenutni blok-reflektor samo na j-ti redak kako bi imao vrijed-
nosti koje su mu potrebne za azˇuriranje normi stupaca.
Algoritam 6 Blokovska QRCP faktorizacija korisˇtenjem Householderovih reflektora
Require: A ∈ Rm×n
Require: b ∈ N je velicˇina bloka
Ni ← ‖A1:n,i‖2 {Odredimo pocˇetne norme stupaca}
for i = 0, b, 2b to broj blokova · b do
for j = i + 1 to min{i + b, n} do
Primijeni trenutni blok-reflektor iz bloka na j-ti stupac
Ponisˇti sve poddijagonalne elemente u j-tom stupcu reflektorom H j
Nadopuni blok-reflektor reflektorom H j
end for
Primijeni blok-reflektor iz trenutnog bloka na podmatricu Ai+1:m,i+b+1:n
end for
R = A
Q je kompozicija svih blok-reflektora {Q je ortogonalna po propoziciji 1.1.2}
Algoritam 6 donosi poboljsˇanje performansi u odnosu na algoritam 5 no i dalje je
znatno sporiji od algoritma 3 zbog azˇuriranja j-tog retka u svakom koraku.
Poglavlje 2
Napredni algoritmi
Algoritam 5 za QRCP faktorizaciju je za racˇunanje neznatno zahtjevniji od algoritma 2.
Primjena blokovskog algoritma 3 je znacˇajno ubrzala racˇunanje QR faktorizacije na mo-
dernim racˇunalima, no analognu tehniku ne mozˇemo primijeniti na racˇunanje QRCP fakto-
rizacije jer ne mozˇemo unaprijed odrediti sljedec´ih b pivotnih stupaca koji bi formirali blok
(jer u svakom koraku treba azˇurirati vrijednosti stupcˇanih normi). Zato je razvijeno neko-
liko algoritama koji se na razlicˇite nacˇine suocˇavaju s tim problemom kako bi povec´ali
korisˇtenje ”BLAS level 3” rutina i time ubrzali QRCP faktorizaciju. U ovom poglavlju
predstavljamo neke od njih.
2.1 Algoritam s kontroliranim lokalnim pivotiranjem
Christian H. Bischof je u [2] predlozˇio blokovski algoritam s kontroliranim lokalnim
pivotiranjem. Na pivotnom prozoru od b stupaca provodimo QRCP faktorizaciju pomoc´u
WY reprezentacije. Posebnost je u tome sˇto u svakom koraku procjenjujemo uvjetova-
nost gornjetrokutaste matrice koju dobivamo dodavanjem novog stupca u matricu dosad
iskorisˇtenih stupaca. Kad se pokazˇe da je ta matrica losˇe uvjetovana tada sve preostale
stupce trenutnog bloka ”odbacujemo”, tj. premjesˇtamo ih na najdesnija mjesta u matrici.
Trenutni blok nadopunjujemo s novih b stupaca na koje primijenimo trenutni blok-reflektor
i nastavljamo postupak dok ne nademo b pivotnih stupaca. Za procjenu uvjetovanosti gor-
njetrokutaste matrice koristimo postupak inkrementalne procjene uvjetovanosti.
Inkrementalna procjena uvjetovanosti
Algoritam inkrementalne procjene uvjetovanosti za trokutaste matrice je predstavio Bi-
shof u [1]. Algoritam zapravo procjenjuje najmanju singularnu vrijednost matrice. Postoje
brojni drugi algoritmi koji se bave tim problemom no posebnost navedenog algoritma je
12
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u tome sˇto omoguc´ava prac´enje najmanje singularne vrijednosti u situaciji kada matrici
postupno dodajemo nove retke (u slucˇaju donjetrokutaste matrice) ili stupce (u slucˇaju gor-
njetrokutaste matrice). Algoritam je prilagoden donjetrokutastim matricama, a u slucˇaju
gornjetrokutaste matrice R algoritam primjenjujemo na donjetrokutastu matricu RT koja
ima iste singularne vrijednosti.
Za najmanju singularnu vrijednost matrice A vrijedi
σmin(A) =
1
max{‖x‖2 : ‖Ax‖2 = 1} .
Inkrementalna procjena uvjetovanosti donjetrokutaste matrice L, zapravo, postupno kreira
vektor x tako da u svakom koraku vrijedi
‖L1:k,1:kxk‖2 = 1
i xk ima cˇim vec´u normu. Za to koristimo pohlepnu tehniku opisanu u algoritmu 7.
Algoritam 7 Inkrementalna procjena uvjetovanosti
Require: L ∈ Rn×n je donjetrokutasta matrica
x← 1
a11
for i = 2 to n do
v← (Li,1:i−1)T {v ∈ Ri−1 je vektor}
γ ← Lii {γ ∈ R}
if α = 0 then
if |γ| ‖x‖2 > 1 then
s← 1; c← 0
else
s← 0; c← 1
end if
else
α← vT x; β← γ2xT x + α2 − 1; η← β
2α
; µ← α
(
η + sign(α)
√
η2 + 1
)
[
s
c
]
← 1√
µ2 + 1
[
µ
−1
]
end if
x←
 sxc − sα
γ

kvadrat norme x← kvadrat norme x + c − sα
γ
end for
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Ideja algoritma je sljedec´a. Neka je
Lk+1 =
[
Lk 0
v γ
]
i xk je neko rjesˇenje jednadzˇbe
‖Lkx‖2 = 1
takvo da je ‖x‖2 cˇim vec´a i neka je
dk = Lkxk.
Tada xk+1 dobivamo kao rjesˇenje jednadzˇbe
Lk+1xk+1 =
[
sdk
c
]
,
gdje je s2 + c2 = 1. Dobivamo da mora biti
xk+1 =
[
sx
c−sα
γ
]
,
gdje je α = vT x. Velicˇine c i s odabiremo tako da ‖xk+1‖2 bude cˇim vec´a. Dobivamo da se
najvec´a norma postizˇe za [
s
c
]
=
1√
µ2 + 1
[
µ
−1
]
,
gdje je µ definiran kao u algoritmu 7. Detaljnije objasˇnjenje mozˇe se nac´i u [1]. Bitno je
uocˇiti da u i-tom koraku algoritma mozˇemo lako doc´i do
σmin(Lk) ≈ 1√
kvadrat norme x
,
sˇto znacˇi da u svakom trenutku imamo procjenu uvjetovanosti dok matricu generiramo
dodavajuc´i po jedan redak ili stupac.
Opis algoritma
Konacˇno, u algoritmu 8 opisan je postupak.
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Algoritam 8 QR faktorizacija s kontroliranim lokalnim pivotiranjem
Require: A ∈ Rm×n
Require: b je velicˇina bloka
Require: threshold ∈ R je prag osjetljivosti, najmanja vrijednost σmin koju dopusˇtamo
P← In; k ← 1; sr ← n + 1; acc← 0
{sr oznacˇava pocˇetak odbacˇenih stupaca (”start rejected”), a acc je broj dosad pri-
hvac´enih stupaca}
while k < sr do
kb← min{n − k + 1, b}
{kb je velicˇina trenutnog bloka, jednaka b osim ako je ostalo manje od b stupaca}
lacc← 0
{lacc je broj dosad prihvac´enih stupaca iz trenutnog bloka (”locally accepted”)}
nrj← 0
{nrj je broj odbacˇenih stupaca u trenutnom bloku (”number of rejected”)}
sl← k + kb; ul← k + kb
{sl je granica do koje trazˇimo kandidata za pivotni stupac (”search limit”), ul je granica
do koje azˇuriramo stpupce trenutnim reflektorom (”update limit”)}
res(i) = ‖Ak:m,i‖2 za i od k do k + kb − 1
while lacc < kb do
pvt← i, k + lacc ≤ i ≤ sl za koji je res(i) najvec´i
{odabir sljedec´eg pivotnog stupca}
Primijeni algoritam 7 na gornjetrokutastu matricu[
A1:k+lacc−1,1:k+lacc−1 A1:k+lacc−1,pvt
0 res(pvt)
]
.
{Izvrsˇava se samo jedan korak petlje algoritma, jer je algoritam dosad vec´ proveden
na matrici A1:k+lacc−1,1:k+lacc−1, te u memoriji pamtimo x i njegovu normu}
Izvrsˇi unutarnji dio algoritma prikazan u algoritmu 9
end while
Primijeni akumulirani blok-reflektor desno od pivotnog prozora (od ul+1-tog do n-tog
stupca)
{Premjesti odbijene stupce na kraj matrice.}
ti← sr
for i = max(ul − nr j, k + kb) to min ul − 1, sr − nr j − 1 do
ti← ti − 1; Pi,1:n ↔ Pti,1:n; A1:n,i ↔ A1:n,ti
end for
srj← srj − nrj; acc← acc + min(kb, ul − k − nr j); k ← k + kb
end while
Ako je potrebno, algoritmom 3 provedi QR faktorizaciju do kraja na matrici Ak:m,k:n
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Algoritam 9 Unutarnji dio algoritma QR faktorizacije s kontroliranim lokalnim pivotira-
njem
if
1
‖x‖ > threshold
{Uzima se x iz algoritma 7. Ako je uvjet zadovoljen stupac pvt je prihvac´en kao pivotni.}
then
ti← k + lacc; lacc← lacc + 1
Pti,1:n ↔ Ppvt,1:n; A1:m,ti ↔ A1:m,pvt; res(ti)↔ res(pvt)
Generiraj novi Householderov reflektor, primijeni ga na preostale stupce pivotnog
prozora (od ti do ul)
res( j)←
√
res( j)2 − A2ti, j za j od ti + 1 do ul
x←
 sxc − sα
γ

else
{Svi preostali stupci pivotnog prozora su odbijeni. Povec´avamo velicˇinu pivotnog
prozora za josˇ kb stupaca.}
nl← min(sr − 1, ul + kb); nrj← nrj + (sl − lacc)
Primijeni blok-reflektor sakupljen na dosad prihvac´enim stupcima pivotnog prozora
na stupce od ul + 1 do nl
{Pomakni odbijene stupce na najdesnija mjesta u povec´anom pivotnom prozoru.}
for i = k + lacc + 1 to min(ul, k + lacc + nl − ul) do
A1:m,i ↔ A1:m,nl+k+lacc−i
end for
res(i)← ‖Ak+lacc+1:m,i‖2 za i od k + lacc + 1 do nl
sl← nl − nrj; ul← nl
end if
2.2 Algoritam s izbjegavanjem komunikacije
Demmel, Grigori, Gu i Xiang su u [5] predlozˇili algoritam s izbjegavanjem komunika-
cije. Moguc´e je da se algoritam koji obavlja visˇestruko vec´i ukupan broj operacija izvrsˇi
brzˇe zbog manje komunikacije izmedu brze i spore memorije, ili, u slucˇaju paralelnog
racˇunala, zbog bolje raspodjele posla na procesore.
Matricu dimenzija m×n dijelimo na n/(2b) blokova dimenzija m×2b. Cilj je redukcijom
dobiti jedan blok od b stupaca koji c´e biti prvi kandidati za pivotiranje. To cˇinimo tako
da na svakom bloku izvodimo QRCP faktorizaciju kako bismo od 2b stupaca odabrali
b stupaca koji odlaze na sljedec´u razinu redukcije. Po 2 bloka grupiramo zajedno i od
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b stupaca iz jednog i drugog bloka nacˇinimo novi blok dimenzija m × 2b te na novim
blokovima nastavljamo s algoritmom. Na kraju ostaje jedan blok od 2b stupaca na kojem
QRCP faktorizacijom odabiremo b najboljih kandidata za pocˇetne pivotne stupce. Time
smo nasˇli prvih b pivotnih stupaca. Postupak ponavljamo i svakom njegovom primjenom
odredujemo novih b pivotnih stupaca dok ne obavimo QRCP faktorizaciju do kraja ili ne
dodemo do zˇeljenog broja stupaca.
Slika 2.1: Redukcija 16b kandidata na konacˇnih b pivotnih stupaca
Podjela matrice na dovoljno male blokove omoguc´ava spremanje cijele matrice u brzˇu
memoriju, a na paralelnim racˇunalima se redukcija na razlicˇitim granama mozˇe racˇunati
istovremeno, sˇto donosi ubrzanje, iako je ukupan broj obavljenih racˇunskih operacija vec´i
nego u slucˇaju klasicˇne QRCP faktorizacije. U slucˇaju vrlo visokih matrica tesˇko je nac´i
dovoljno mali b tako da blokovi velicˇine n×2b stanu u brzu memoriju. Za takve se blokove
koriste algoritmi prilagodeni tankim i visokim matricama. Cˇesto se za matrice A ∈ Rm×n
gdje je m  n prvo radi obicˇna QR faktorizacija matrice A i zatim QRCP faktorizacija
matrice R ∈ Rn×n znatno manje visine. Detaljniji opis takvih algoritama nalazi se u [6].
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2.3 Randomizirana QR faktorizacija
Algoritam randomizirane QR faktorizacije prvi su predstavili Martinsson u [9], te Du-
ersch i Gu u [7]. Randomizaciju su i prije neki autori koristili u numericˇkoj linearnoj
algebri, npr. u [8] se koristi randomizacija za odredivanje aproksimacija matricama nizˇeg
ranga. Matricu A ∈ Rm×n mnozˇimo slijeva slucˇajnom matricom Ω ∈ Rl×m gdje je l  m.
Tako dobivamo znatno manju matricu dimenzija l × n cˇiji su retci linearne kombinacije re-
daka matrice A. Stupci matrice ΩA u pravilu imaju vrlo slicˇne linearne ovisnosti kao stupci
matrice A. Na matrici ΩA stoga mozˇemo primijeniti QRCP algoritam i pomoc´u njega do-
biti redoslijed stupaca za pivotiranje koji primijenjujemo na matrici A sˇto nam omoguc´ava
primjenu algoritma za QR faktorizaciju bez pivotiranja. Slucˇajne elemente matrice Ω bi-
ramo nezavisno iz normalne distribucije, npr. N(0, 1). Broj l moramo odabrati tako da bude
vec´i ili jednak n, jer inacˇe pivotiranje nec´emo moc´i provesti na svim stupcima. Obicˇno se
uzima l = n + p, gdje je p broj dodatnih redaka u uzorku (engl. over-sampling parameter).
Za l mozˇemo uzeti neki konstantni mali prirodni broj, npr. 5 i 10 su se pokazali kao dobri
izbori. U [9] i u slucˇaju da trazˇimo aproksimaciju matrice matricom ranga r, mozˇemo uzeti
l = r + p jer pivotiranje provodimo samo na prvih r stupaca.
Algoritam 10 Randomizirana QRCP faktorizacija s jednim uzorkovanjem
Require: A ∈ Rm×n
Require: r je trazˇeni aproksimacijski rang, r ≤ n
{U slucˇaju da trebamo punu QRCP faktorizaciju r = n}
Require: p je broj dodatnih redaka u uzorku
l = k + p
Generiraj slucˇajnu matricu Ω ∈ Rl×m
B = ΩA
Nadi QRCP faktorizaciju B = QRPT
{U slucˇaju r < n izvrsˇava se skrac´ena QRCP faktorizacija}
Primijeni dobivenu permutaciju A′ ← AP
Izvrsˇi QR faktorizaciju na prvih r stupaca matrice A′, odredi kompoziciju pripadnih r
reflektora.
Primijeni prethodno dobivene reflektore na ostatak matrice A′.
Q je kopmozicija svih dobivenih reflektora.
R = A′
Algoritam 10 je koristan za jako uske matrice ili za jako mali aproksimacijski rang r.
U [7] primijec´eno je da se on mozˇe dobro kombinirati s algoritmom iz 2.2. Naime, al-
goritam 10 mozˇemo koristiti unutar algoritma s izbjegavanjem komunikacije kako bismo
faktorizirali uske blokove dimenzija m × 2b.
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U slucˇaju pune QRCP faktorizacije relativno sˇiroke matrice algoritam ne donosi veliko
poboljsˇanje. U slucˇaju kvadratne matrice A, matrica B c´e imati visˇe redaka od A i biti
josˇ zahtjevnija za QRCP faktorizaciju. Postavlja se pitanje kako iskoristiti randomizaciju
u tim slucˇajevima. U literaturi se najcˇesˇe spominje blokovski algoritam s ponavljanim
uzorkovanjem. Za neku odabranu sˇirinu bloka b se n/b puta izvrsˇava algoritam 10 te
svakom njegovom primjenom dobivamo novih b pivotnih stupaca.
Algoritam 11 Randomizirana QRCP faktorizacija s ponavljanim uzorkovanjem
Require: A ∈ Rm×n
Require: r je trazˇeni aproksimacijski rang, r ≤ n
Require: p je broj dodatnih redaka u uzorku
Require: b je velicˇina bloka
l = k + p
for j = 1, 2, . . .
r
b
do
Izvrsˇi algoritam 10 na matrici A( j−1)b+1:m,( j−1)b+1:n za aproksimacijski rang r = b.
end for
Q je produkt matrica Q[1] Q[2] . . .Q[k/b]
Duersch i Gu su u [7] predstavili drukcˇiju verziju blokovske randomizirane QRCP
faktrizacije koja izbjegava ponovno generiranje slucˇajne matrice Ω u svakom koraku i
mnozˇenje njome. Za pocˇetak c´emo dati nekoliko cˇinjenica vezanih za algoritam.
Teorem 2.3.1. Neka je Ω ∈ Rl×m slucˇajna matrica s nezavisnim elementima iz normalne
razdiobe N(0, 1). Neka je Q ∈ Rl×l ortogonalna matrica izabrana neovisno o Ω. Tada
je QΩ ∈ Rl×m takoder slucˇajna matrica s nezavisnim elementima iz normalne razdiobe
N(0, 1).
Teorem 2.3.2. Neka je Ω ∈ Rl×m slucˇajna matrica s nezavisnim elementima iz normalne
razdiobe N(0, 1). Neka je Q ∈ Rm×m ortogonalna matrica izabrana neovisno o Ω. Tada
je ΩQ ∈ Rl×m takoder slucˇajna matrica s nezavisnim elementima iz normalne razdiobe
N(0, 1).
Dakle, ako slucˇajnu matricu s nezavisnim elementima iz normalne razdiobe N(0, 1)
pomnozˇimo slijeva ili zdesna kvadratnom ortogonalnom matricom koja je izabrana neo-
visno o Ω onda opet dobivamo slucˇajnu matricu s nezavisnim elementima iz normalne
razdiobe N(0, 1). U algoritmu 10 skrac´enom QRCP faktorizacijom matrice B dobivamo
BP = Qb
[
S 11 S 12
0 S 22
]
,
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gdje je S 11 ∈ Rm×n gornjetrokutasta. Takoder, QR faktorizacijom matrice AP dobivamo
AP = Qa
[
R11 R12
0 R22
]
,
gdje je R11 gornjetrokutasta.
Sada definiramo
W := QTb ΩQa.
Ako matricu W zapisˇemo kao blok-matricu,
W =
[
W11 W12
W21 W22
]
,
dobivamo da je
Ω = Qb
[
W11 W12
W21 W22
]
QTa .
Zbog B = ΩA dalje zakljucˇujemo:
BP = ΩAP,
QbS = QbWQTa QaR,
S = WR,[
S 11 S 12
0 S 22
]
=
[
W11R11 W11R12 + W12R22
W21R11 W21R12 + W22R22
]
.
Ako je S 11 ∈ Rb×b nesingularna matrica tada su i W11 i R11 nesingularne, te je W11 =
S 11R−111 gornjetrokutasta i W21 = 0R
−1
11 = 0. R22 je matrica na kojoj zˇelimo nastaviti blokov-
ski algoritam pa c´emo je odsad oznacˇavati sa A′. Tada mozˇemo pisati:[
S 11 S 12
0 S 22
]
=
[
W11 W12
0 W22
] [
R11 R12
0 A′
]
.
Za sljedec´u slucˇajnu matricu sada uzimamo
Ω′ =
[
W12
W22
]
.
Po teoremu 2.3.2 mozˇe se cˇiniti da je Ω′ slucˇajna matrica s nezavisnim elementima iz
normalne razdiobe N(0, 1) jer je W = QTb ΩQa, a Qb i Qa su ortogonalne te je Ω
′ podmatrica
matrice W. Medutim, Qa i Qb ne zadovoljavaju uvjet teorema jer nisu izabrane neovisno
o Ω. Zato teorem 2.3.2 ne garantira da je ovako definirana matrica Ω dobar izbor, ali
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testiranja na racˇunalu pokazuju da taj izbor daje dobar izbor pivotnih stupaca, usporediv s
onim u algoritmu 11.
Uz tako odabranu slucˇajnu matricu Ω′ u sljedec´em koraku dobivamo:
B′ = Ω′A′ =
[
S 12 −W11R12
S 22
]
=
[
S 12 − S 11R−111 R12
S 22
]
,
sˇto omoguc´ava odredivanje matrice B′ bez eksplicitnog kreiranja matrice Ω′. Sada opisu-
jemo blokovski algoritam za randomiziranu QRCP koji koristi prijasˇnja razmatranja.
Algoritam 12 Randomizirana QRCP faktorizacija s ponovnim korisˇtenjem pocˇetnog
uzorka
Require: A ∈ Rm×n
Require: r je trazˇeni aproksimacijski rang, r ≤ n
Require: p je broj dodatnih redaka u uzorku
Require: b je velicˇina bloka
l = k + p
Generiraj slucˇajnu matricu Ω ∈ Rl×m
B = ΩA
for j = 1, 2, . . .
r
b
do
Nadi QRCP faktorizaciju B = QRPT
Primijeni dobivenu permutaciju na A1:m,( j−1)b+1:n ← A1:m,( j−1)b+1:nP
Izvrsˇi QR faktorizaciju na matrici A( j−1)b+1:m,( j−1)b+1: jb, odredi kompoziciju pripadnih r
reflektora.
Primijeni prethodno dobivene reflektore na ostatak matrice: A jb+1:m, jb+1:n.
B←
[
S 12 − S 11R−111 R12
S 22
]
kako je opisano u 2.3.
end for
Q je kompozicija svih primijenjenih Householderovih reflektora
R = A
P je kompozicija svih primijenjenih permutacija.
Jedan moguc´i problem ovog algoritma je slucˇaj singularne matrice R11 sˇto se mozˇe
dogoditi ako je pocˇetna matrica A singularna. Zbog toga je algoritam 11 vjerojatno nesˇto
robusniji.
Osim navedenih algoritama u [7] se spominje izmijenjena verzija algoritma 12, po-
godna za skrac´enu QRCP faktorizaciju sa zˇeljenim aproksimacijskim rangom r puno ma-
njim od sˇirine matrice A. Pritom se u svakom koraku izbjegava azˇuriranje matrice A novim
blok-reflektorom. U [9] i [7] se razvijaju i daljnji algoritmi koji pokusˇavaju aproksimirati
SVD matrice.
Poglavlje 3
Usporedba algoritama
Algoritmi su implementirani i testirani na Intelovom racˇunalu Xeon Phi sa 64 jezgre
i 1 MB L2 cache memorije. Testiranja c´e pokazati uspjesˇnost korisˇtenja memorijske hi-
jerarhije i paralelizacije algoritama. Testirat c´emo vrijeme izvrsˇavanja algoritama ovisno
o dimenzijama matrice i broju korisˇtenih procesorskih jezgri. Provjerit c´emo i uspjesˇnost
faktorizacija u aproksimacijama nizˇeg ranga te c´emo usporediti poredak izabranih pivot-
nih stupaca na raznim slucˇajnim matricama. Pokazat c´emo i aproksimacije nizˇeg ranga na
primjeru crno-bijele slike.
U ovom poglavlju usporedit c´emo potprograme iz biblioteke LAPACK i to dgeqrf
za QR faktorizaciju koja koristi algoritam 3, dgeqp3 za QRCP faktorizaciju koja ko-
risti algoritam 6, s implementacijom algoritama 11 i 12 dostupnima na GitHub repozito-
riju (https://github.com/ivceh/QR_faktorizacija). Navedena 4 algoritma redom
c´emo oznacˇavati s dgeqrf, dgeqp3, rsrqrcp i rqrcp.
3.1 Vremenska efikasnost algoritama
Za pocˇetak testiramo vremenske performanse navedenih algoritama za razlicˇite matrice
i brojeve korisˇtenih jezgri procesora. Korisˇtene su razlicˇite slucˇajne matrice o kojima c´e
kasnije biti visˇe rijecˇi. Pokazalo se da su za trajanje izvrsˇavanja algoritma bitne samo
dimenzije matrice. Pritom distribucija elemenata tih matrica nema znacˇajan utjecaj. Stoga
c´emo prikazati vremena izvrsˇavanja dobivena samo korisˇtenjem matrica s elementima iz
uniformne razdiobe U(−1, 1). Za parametre randomizirane QRCP faktorizacije koristili
smo b = 512 i p = 10, koji su se pokazali dobrima pri testiranju.
U tablici 3.1 vidimo kako promjena broja procesorskih jezgri utjecˇe na trajanje algo-
ritma. Vidljivo je kako dgeqrf najbolje iskorisˇtava paralelizam: prelaskom s 1 na 64
procesorske jezgre algoritam se ubrza skoro 30 puta.
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Potprogram dgeqp3 najgore iskorisˇtava paralelizam racˇunala: prelaskom s 1 na 64 jez-
gre dobiva ubrzanje od samo 5 puta. Algoritmi rsrqrcp i rqrcp su znatno bolji od dgeqp3
po vremenu izvrsˇavanja i po iskorisˇtavanju paralelizma, a po performansama priblizˇavaju
se potprogramu dgeqrf.
broj dretvi dgeqrf dgeqp3 rsrqrcp rqrcp
1 54.624 281.371 129.183 98.558
2 32.064 343.977 86.271 66.424
4 15.206 176.657 48.643 38.714
8 8.352 114.069 30.873 26.882
16 4.452 98.796 22.873 20.491
32 2.603 63.556 16.709 15.356
64 1.832 55.409 15.591 14.825
Tablica 3.1: Vrijeme izvrsˇavanja (u sekundama) algoritama na matrici dimenzija 10000 ×
10000 ovisno o broju dretvi.
Na sljedec´im slikama vidimo ovisnost vremena izvrsˇavanja o dimenzijama matrice.
Programi su izvrsˇeni korisˇtenjem sve 64 procesorske jezgre. Na slici 3.1 vidimo ponasˇanje
algoritma za kvadratne matrice, dok je na slici 3.2 graficˇki prikaz vremena izvrsˇavanja.
dimenzije dgeqrf dgeqp3 rsrqrcp rqrcp
2000 × 2000 0.362 0.753 0.741 0.738
4000 × 4000 0.536 4.926 2.236 2.195
6000 × 6000 0.787 14.974 4.901 4.686
8000 × 8000 1.202 29.445 8.778 8.941
10000 × 10000 1.827 60.741 15.271 15.380
12000 × 12000 2.847 110.450 23.683 22.216
14000 × 14000 4.153 161.614 34.257 33.571
16000 × 16000 6.046 254.305 51.164 43.249
18000 × 18000 8.221 322.791 68.489 59.626
20000 × 20000 10.873 450.383 85.623 76.029
Slika 3.1: Brzina izvrsˇavanja algoritama (u sekundama) na matricama dimenzija n × n.
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Slika 3.2: Graficˇki prikaz brzine izvrsˇavanja algoritama na matricama dimenzija n × n.
Na slici 3.3 (graficˇki prikaz je na slici 3.4) su algoritmi testirani na matricama dimenzija
m × 2m.
dimenzije dgeqrf dgeqp3 rsrqrcp rqrcp
1000 × 2000 0.307 0.498 0.496 0.507
2000 × 4000 0.397 1.984 1.162 1.341
3000 × 6000 0.488 6.253 2.910 2.930
4000 × 8000 0.765 12.589 5.829 5.420
5000 × 10000 1.163 23.095 9.906 10.089
6000 × 12000 1.082 34.531 14.682 14.759
7000 × 14000 1.486 55.419 21.789 20.981
8000 × 16000 2.106 81.844 30.213 27.378
9000 × 18000 2.778 113.919 37.731 35.957
10000 × 20000 3.636 155.941 45.253 46.385
Slika 3.3: Brzina izvrsˇavanja algoritama (u sekundama) na matricama dimenzija m × 2m.
Na slici 3.5 (graficˇki prikaz je na na slici 3.6) su algoritmi testirani na visokim i tankim
matricama dimenzija 2n× n. Testiranja pokazuju da je dgeqrf i dalje mnogo efikasnija od
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Slika 3.4: Graficˇki prikaz brzine izvrsˇavanja algoritama na matricama dimenzija m × 2m.
QRCP faktorizacije. Randomizirana QRCP faktorizacija za dovoljno velike matrice uvijek
ima visˇestruko bolje performanse od klasicˇne QRCP faktorizacije.
dimenzije dgeqrf dgeqp3 rsrqrcp rqrcp
2000 × 1000 0.321 0.420 0.465 0.470
4000 × 2000 0.401 1.564 0.889 0.719
6000 × 3000 0.555 5.432 1.659 1.610
8000 × 4000 0.731 10.806 3.056 2.532
10000 × 5000 0.985 18.959 4.942 4.319
12000 × 6000 1.421 28.826 7.323 6.222
14000 × 7000 2.009 53.906 10.626 9.464
16000 × 8000 2.424 78.316 13.598 11.683
18000 × 9000 3.186 92.899 18.998 17.570
20000 × 10000 4.185 144.500 23.662 21.122
Slika 3.5: Brzina izvrsˇavanja algoritama (u sekundama) na matricama dimenzija 2n × n.
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Slika 3.6: Graficˇki prikaz brzine izvrsˇavanja algoritama na matricama dimenzija 2n × n.
3.2 Aproksimacije nizˇeg ranga
U ovom odjeljku testirat c´emo koliko se dobro implementirani algoritmi mogu primije-
niti za aproksimaciju matrice matricama nizˇeg ranga. Proucˇavat c´emo Frobeniusovu normu
razlike matrice A i njezine aproksimacije matricom zadanog ranga r. Korisˇtenjem dekom-
pozicije singularnih vrijedosti (SVD) dobit c´emo matricu ranga r koja najbolje aproksimira
zadanu matricu. Tocˇnosti aproksimacija dobivenih ostalim aproksimacijama: skrac´enom
QR faktorizacijom, kao sˇto je to opisano u poglavlju 1.3, klasicˇnom QRCP faktorizacijom i
randomiziranim QRCP faktorizacijama usporedit c´emo s tocˇnosˇc´u najbolje aproksimacije
dobivene SVD-om.
U ovom testiranju je bitno kako generiramo matricu A, jer to odreduje blizinu najblizˇe
aproksimacije nizˇeg ranga. Prvi primjeri bit c´e slucˇajne matrice s nezavisnim elementima
iz uniformne razdiobe U(−1, 1) i normalne razdiobe N(0, 1).
U tablicama 3.2 i 3.3 vidimo da svim vrstama QR faktorizacije dobivamo poprilicˇno
losˇu aproksimaciju nizˇeg ranga. Stupcˇano pivotiranje tijekom QR faktorizacije ne donosi
znatno bolju aproksimaciju od uzimanja prvih r stupaca iz obicˇne QR faktorizacije.
Ocˇekujemo bolji uspjeh na nekim drugim, ”pravilnijim” matricama.
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rang 200 400 600 800
dgeqrf 800.066 599.625 399.991 199.233
dgeqp3 799.999 593.305 388.563 187.593
rsrqrcp 796.383 594.685 394.737 197.582
rqrcp 796.194 593.927 394.684 196.775
SVD 680.993 431.631 230.732 80.714
rang 900 950 990
dgeqrf 99.134 49.237 10.035
dgeqp3 89.386 41.896 6.402
rsrqrcp 98.581 49.553 8.443
rqrcp 98.523 48.709 9.131
SVD 28.123 9.740 0.863
Tablica 3.2: Gresˇke u aproksimaciji matricom nizˇeg ranga matrice A ∈ R1000×1000 s neza-
visnim elementima iz normalne distribucije N(0, 1), ‖A‖F = 1000.36.
rang 200 400 600 800
dgeqrf 461.868 346.585 231.207 115.809
dgeqp3 461.868 343.267 225.596 109.676
rsrqrcp 460.667 344.675 229.221 114.827
rqrcp 460.356 344.138 228.751 114.387
SVD 393.234 249.297 133.575 46.958
rang 900 950 990
dgeqrf 58.107 29.290 5.536
dgeqp3 52.909 25.164 3.478
rsrqrcp 57.566 28.800 5.943
rqrcp 57.188 28.784 6.057
SVD 16.697 5.911 0.470
Tablica 3.3: Gresˇke u aproksimaciji matricom nizˇeg ranga matrice A ∈ R1000×1000 s neza-
visnim elementima iz normalne distribucije U(−1, 1), ‖A‖F = 577.036.
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Slijedec´i je test na primjerima s predodredenim singularnim vrijednostima s eventual-
nom malom slucˇajnom perturbacijom elemenata. Takve matrice konstruirane su tako da
se dijagonalna matrica, sa zˇeljenim singularnim vrijednostima na dijagonali, pomnozˇi sli-
jeva i/ili zdesna sa slucˇajnim ortogonalnim matricama. Parametar p ni ovdje nije pokazao
znacˇajni utjecaj, pa smo za testiranje uzeli vrijednost p = 10.
rang 250 290 300 310 350
dgeqrf 710.096 345.170 224.218 143.146 68.891
dgeqp3 709.038 325.615 103.099 75.591 53.152
rsrqrcp 709.071 326.266 105.667 78.057 53.640
rqrcp 709.105 326.363 108.452 78.842 53.932
SVD 707.602 317.333 26.457 26.268 25.495
Tablica 3.4: Gresˇke u aproksimaciji matricom nizˇeg ranga slucˇajne matrice A ∈ R1000×1000
s predodredenim slucˇajnim vrijednostima 100 (s kratnosˇc´u 300) i 1 (s kratnosˇc´u 700),
‖A‖F = 1732.25.
rang 250 290 300 310 350
dgeqrf 1776.56 815.965 518.773 340.041 168.566
dgeqp3 1773.13 841.433 552.684 387.115 171.540
rsrqrcp 1687.56 720.051 268.618 205.007 139.574
rqrcp 1692.49 730.851 278.084 208.253 139.619
SVD 1031.53 375.268 70.056 68.146 61.239
Tablica 3.5: Gresˇke u aproksimaciji matricom nizˇeg ranga slucˇajne matrice A ∈ R1000×1000
dobivene kao BC+0.1N gdje su B ∈ R1000×300 i C ∈ R300×1000 slucˇajne matrice s nezavisnim
elementima iz razdiobe U(−1, 1) i C ∈ R1000×1000 slucˇajna matrica s nezavisnim elementima
iz razdiobe N(0, 1), ‖A‖F = 5768.52.
U tablicama 3.4, 3.5 i 3.6 vidimo kako je QRCP faktorizacija uglavnom dala znacˇajno
bolje aproksimacije od QR faktorizacije na razlicˇitim matricama dimenzija 1000 × 1000
koje se mogu dobro aproksimirati matricom ranga 300. Randomizirana QRCP faktorizacija
je u sva 3 testa dala rezultate usporedive s klasicˇnom QRCP faktorizacijom.
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rang 250 290 300 310 350
dgeqrf 5550.19 4638.40 4754.53 4718.09 2073.17
dgeqp3 1314.44 761.37 757.73 797.87 210.31
rsrqrcp 615.25 278.76 293.41 305.69 74.94
rqrcp 399.62 219.20 227.51 226.00 72.92
SVD 186.93 148.37 148.36 148.39 65.59
Tablica 3.6: Gresˇke u aproksimaciji matricom nizˇeg ranga matrice A ∈ R1000×1000 dobivene
kao DQ + N gdje su D,Q,N ∈ R1000×1000, D dijagonalna s nulama na prvih 700 mjesta na
dijagonali i uzastopne visˇekratnike od 10 na sljedec´ih 300 mjesta (10, 20, 30, . . . , 3000), Q
slucˇajna ortogonalna i N slucˇajna matrica s nezavisnim elementima iz normalne distribucije
N(0, 1), ‖A‖F = 30075.1.
Aproksimacije slike
Vrlo dobar primjer matrice koja se mozˇe dobro aproksimirati matricom nizˇeg ranga je
matrica piksela slike ili fotografije. Naime, u pravilu slike imaju mnogo slicˇnih stupaca, a
posebno se slicˇnost mozˇe uocˇiti na susjednim i bliskim stupcima piksela. Aproksimacija
takve matrice matricom nizˇeg ranga mozˇe biti korisna u nekim slucˇajevima. Jedna moguc´a
primjena je sazˇimanje slike u manju memoriju. Npr. ako smo za aproksimaciju slike dimen-
zija 1000×1000 matricom ranga 100 koristili QRCP faktorizaciju, tada je za rekonstrukciju
aproksimacije dovoljno zapamtiti Q1:1000,1:100, R1:100,1:1000 i vektor permutacije P. Time smo
gotovo 5 puta smanjili kolicˇinu brojeva koje moramo pamtiti kako bismo konstruirali sliku,
sˇto mozˇe donijeti memorijske usˇtede. Ako je aproksimacija dovoljno bliska, promatracˇ ne
bi trebao vidjeti tu malu razliku u nijansi pojedinih piksela. Aproksimacija nizˇeg ranga
mozˇe biti korisna i u podrucˇju strojnog ucˇenja, jer na njoj sitni detalji cˇesto gube izrazˇaj,
sˇto pomazˇe algoritmima strojnog ucˇenja u prepoznavanju bitnijih karakteristika slike.
U nasˇem slucˇaju korisˇtena je crno–bijela fotografija paprati dimenzija 1024×768, koju
smo pokusˇali aproksimirati matricama ranga 25, 50, 100 i 200. S obzirom da se radi o crno–
bijeloj slici, za njezin prikaz u racˇunalu dovoljna je jedna matrica prirodnih brojeva od 0 do
255 (inacˇe bi trebale 3 takve matrice za prikaz boja u RGB modelu). U tablici 3.7 vidimo
tocˇnost aproksimacija matricama nizˇeg ranga, a u tablici 3.8 vidimo kako te aproksimacije
izgledaju. Opet se vidi vec´a tocˇnost QRCP algoritama od obicˇne QR faktorizacije i manja
tocˇnost od SVD-a. Randomizirani QRCP algoritmi su, na ovom primjeru, dali i bolje
rezultate od klasicˇne QRCP faktorizacije.
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Slika 3.7: Crno-bijela slika korisˇtena kao testni primjer, preuzeto sa [4].
rang 25 50 100 200
dgeqrf 89840.9 76875.0 51244.5 26215.50
dgeqp3 45387.7 40997.2 18905.9 8972.81
rsrqrcp 29144.4 22596.7 15097.0 8236.49
rqrcp 29070.6 22193.4 15399.1 8146.95
SVD 22409.5 16269.2 10064.0 5073.82
Tablica 3.7: Gresˇke u aproksimaciji matricom nizˇeg ranga matrice A ∈ R768×1024 popunjena
pikselima slike 3.7, ‖A‖F = 138472.
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rang 25 50 100 200
dgeqrf
dgeqp3
rsrqrcp
rqrcp
SVD
Tablica 3.8: Slike konstruirane iz slike 3.7 metodama aproksimacije matricama nizˇeg
ranga.
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Sazˇetak
U ovom radu predstavljeni su neki algoritmi za ubrzanje QR faktorizacije matrice sa
stupcˇanim pivotiranjem (QRCP faktorizacije). QR faktorizacija se izvrsˇava vrlo brzo na
modernim racˇunalima s memorijskom hijerarhijom i vec´im brojem procesoskih jezgara
korisˇtenjem blokovskog algoritma. Koristi se WY reprezentacija produkta Householde-
rovih reflektora. Taj algoritam je implementiran u LAPACK-ovoj rutini dgeqrf. QRCP
faktorizacija je po broju potrebnih aritmeticˇkih operacija neznatno zahtjevnija od QR fakto-
rizacije, no kod nje je tesˇko postic´i takvo ubrzanje blokovskim algoritmom, jer ne mozˇemo
unaprijed donijeti odluku o sljedec´ih b pivotnih stupaca. Djelomicˇno rjesˇenje je blokovska
QRCP faktorizacija koja je implementirana u LAPACK-ovoj rutini dgeqp3, no ona ne daje
visˇestruko ubrzanje zbog potrebe za azˇuriranjem jednog retka u svakom koraku. Naveli
smo neke primjene QRCP faktorizacije i opisali primjenu za nalazˇenje aproksimacija ma-
trice nizˇeg ranga gdje QRCP faktorizacija cˇesto daje rezultate usporedive s optimalnom,
ali racˇunski zahtjevnijom, singularnom dekompozicijom.
Predstavili smo tri druga pristupa QRCP faktorizaciji, koja su vremenski znatno efikas-
nija od klasicˇne QRCP faktorizacije, te neke njihove varijacije. Vec´u brzinu im najcˇesˇc´e
daje cˇinjenica da ne zahtijevaju uvijek odabir stupca s najvec´om normom. Prvi je algoritam
s kontroliranim lokalnim pivotiranjem kod kojeg je unaprijed odredena najgora dopustiva
uvjetovanost matrice. Trazˇimo najbolje pivotne kandidate u trenutnom bloku, a u slucˇaju
da svi preostali kandidati daju losˇu uvjetovanost, blok prosˇirujemo novim stupcima. Drugi
je algoritam s izbjegavanjem komunikacije, koji dijeli matricu na blokove stupaca. Na
blokovima paralelno provodi QRCP faktoriazciju i redukcijom dolazi do najboljih b kan-
didata za sljedec´e pivotne stupce. Trec´i je algoritam randomizirane QRCP faktorizacije
koja koristi mnozˇenje slijeva slucˇajnom matricom Ω male visine, kako bi se smanjio broj
redaka. Na takvoj se matrici provodi klasicˇna QRCP faktorizacija te se njome izabire re-
doslijed pivotnih stupaca prvotne matrice A. Ako matrica A nije dovoljno uska, generiranje
slucˇajnog uzorka treba ponavljati, sˇto se mozˇe ucˇiniti trazˇenjem novih slucˇajnih brojeva ili
korisˇtenjem postojec´eg slucˇajnog uzorka.
Implementirane su dvije verzije randomizirane QRCP faktorizacije, a njihovim testira-
njem potvrdeno je ocˇekivanje da daju rezultate kvalitetom usporedive s klasicˇnom QRCP
faktorizacijom, uz visˇestruko vremensko ubrzanje.
Summary
In this paper we presented some algorithms for fast QR matrix factorization with co-
lumn pivoting (QRCP factorization). The QR factorization runs very fast on modern com-
puters due to memory hierarchy and parallel execution on multiple CPU cores by using
blocked algorithm. WY representation of the product of Householder reflectors is used for
this purpose. The algorithm is implemented in LAPACK routine dgeqrf. The QRCP fac-
torization is not much more complex than the QR factorization, compared by the number
of arithmetic operations needed, but it is hard to preform into a blocked algorithm because
we cannot immediately decide about the next b pivot columns. Partial solution is the bloc-
ked QRCP factorization which is implemented in LAPACK routine dgeqp3. It does not
provide multiple speed-up because it updates only one row in each step. We showed some
applications of the QRCP factorization, and described the application in finding lower rank
approximations where the QRCP factorization often gives results comparable to optimal,
but computationally more complex, singular value decomposition.
We presented three other approaches to the QRCP factorization, that are much more
time efficient than the classical QRCP factorization, and some variations of them. What
makes them fast is the fact they do not require the column with the biggest norm in each
step. The first algorithm is the QR factorization with controlled local pivoting, each uses
predetermined worst allowed matrix condition number. We search for the best pivot candi-
dates in a current block, until each of them causes low condition number. Then the current
block is expanded by the new columns. The second one is communication avoiding al-
gorithm, which divides matrix to column blocks on which the QRCP factorization will be
done in parallel, and it finds the best choice for b pivot columns. The third algorithm is the
randomized QRCP factorization which multiplies matrix A from the left by Ω, to decrease
the number of rows. On that matrix we perform the classical QRCP factorization, which
is used to detemine order of pivot columns in the initial matrix A. If A is not thin enough,
randomized sampling must be repeated which can be done by repeated random number
generation, or by using, already existing, random sample.
Two versions of the randomized QRCP factorization are implemented. We tested them
and confirmed the expectation that their results will be comparable to the classical QRCP
factorization by quality with significant speedup.
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sao 2013. godine. Diplomski sveucˇilisˇni studij Racˇunarstvo i matematika upisao je 2016.
godine.
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u Ljetnoj sˇkoli matematike u Rocˇu. U sklopu studija radio je na programskim projektima
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