Of all damage occurring to DNA, the double strand break (DSB) is the most toxic lesion. Luckily, cells have developed multiple repair pathways to cope with these lesions. These different pathways compete for the same break, and the location of the break can influence this competition. However, the exact contribution of break location in repair pathway preference is not fully understood. We observe that most breaks prefer classical non-homologous end-joining, whereas some depend on DNA end-resection for their repair.
Introduction
The human genome is subjected to damage caused by irradiation and a wide variety of chemicals 1 . Besides these exogenous agents, essential cellular processes such as DNA replication & transcription can compromise genome integrity 2, 3 . The most toxic lesion to the DNA threatening this integrity is a DNA doublestrand break (DSB) 4 . Every proliferating cell in our body experiences an estimated 10 to 50 DSBs per day 4, 5 .
These lesions pose a serious threat to tissue homeostasis, differentiation, and development [6] [7] [8] . Moreover, the ability to cope with DNA lesions is required to limit cellular transformation and tumorigenesis 3,9 . Fortunately, multiple pathways are in place to repair DSBs 10 .
DNA repair pathways are naturally competing to resolve DSBs in the genome. The two canonical pathways for DSB repair are classical non-homologous end-joining (c-NHEJ) and homologous recombination (HR) 11 . The latter is only active in S/G2-phase of the cell cycle and critically depends on high CDK activity that is only present during these stages 12 . HR allows for repair in an error-free manner since it uses the homologous sister chromatid as a template 13 . In contrast, c-NHEJ is error-prone but is active throughout the cell cycle and depends on ligation of processed broken DNA ends, a process that often produces small insertions and deletions 14, 15 . c-NHEJ is repressed by resection, which in turn is promoted by BRCA1 and associated proteins at the lesion 16 . Conversely, recruitment of the Shieldin complex, 53BP1, RIF1, and MAD2L2/REV7 inhibits resection at the break site [17] [18] [19] [20] [21] , favoring c-NHEJ. In this manner, HR and c-NHEJ compete for the repair of the same breaks in the S and G2 phases of the cell cycle. In addition, back-up pathways such as alternative end-joining and single-strand annealing are in place to deal with DSBs that cannot be repaired by means of HR or c-NHEJ [22] [23] [24] . These pathways also rely on DNA endresection and are often dependent on the presence of DNA microhomologies to anneal the broken ends 23 .
Several chromatin remodelers and modifiers that affect the relative activity of the various DNA repair pathways have been identified, which demonstrated that the correct chromatin conformation in proximity to a DSB is critical to ensure successful DNA repair 25 . These findings have sparked an interest in the role of native chromatin on DNA repair pathway choice [26] [27] [28] . However, studying the effects of chromatin context on repair pathway choice is not straightforward when using common agents to induce DSBs, such as -irradiation or DNA damaging chemotherapeutics 29 . The random nature of break induction with these modalities does not allow for easy quantification of relative pathway usage on a single locus. However, the implementation of CRISPR/Cas9 systems in human cells has allowed the identification of several locationspecific phenotypes in DNA damage responses [30] [31] [32] .
Here, we use a Type II CRISPR/Cas9 system to induce locus-specific DSBs 33 . We have previously optimized this system to induce DSBs with high temporal control 31 . We use this system to distinguish location-specific DNA repair pathway activities by visualizing the recruitment of selected DNA repair factors.
In addition, we investigate the requirement for specific DNA repair pathways at a given location by inhibition of c-NHEJ (DNA-PKi) or DNA end-resection (Mre11i). We observe that c-NHEJ is the pathway of choice for most of the breaks studied here, whereas a smaller subset engages in resection-dependent repair.
Interestingly, we find that activation of DNA end-resection at some of these breaks produces a more detrimental DNA damage response.
We show that these latter detrimental breaks do not properly recruit 53BP1, and as a consequence, resection is not inhibited. Extensive resection at these sites can be rescued by ectopic recruitment of the Shieldin complex, a downstream effector of 53BP1, that actively inhibits end-resection 20 . We find that detrimental breaks correlate to DNAseI hypersensitive sites, implying that these breaks occur in open chromatin. Indeed, removal of nascent open chromatin reduces DNA damage responses following break induction. Increasing the efficacy of radiotherapy with a (chemo-)adjuvant is often referred to as radiosensitization. Most radio-sensitizers rely on blocking DNA damage checkpoints or DNA repair pathways [34] [35] [36] . However, inhibitors of histone deacetylases (HDAC) have been characterized as radio-sensitizer lacking a clear link to DNA repair or checkpoints 37 .
Finally, many studies have tried to implicate this mechanism of action to the inhibition of DNA damage checkpoints or DNA repair deficiencies (extensively reviewed in Groselj et al., 2013) 38 . Although most studies have suggested a role for HDAC in promoting DNA repair, no clear targets of HDAC inhibitors were consistently identified with described roles in DNA repair. We show that the opening up of chromatin, with vorinostat, result in activation of DNA end resection. This increased level of DNA end resection results in a detrimental DDR leading to lower survival in these cells. This shows that chromatin relaxation enables increased DNA end resection which is toxic to cells.
Results

Genomic location dictates repair pathway preference
Multiple efforts have been undertaken to determine the contribution of local chromatin and transcriptional status in regulating the choice of the pathway at specific locations in the genome 30, 39, 40 . However, these attempts were limited to the specificities of site-specific endonucleases (e.g. I-PpoI or AsiSI) or depended on the introduction of novel restriction sites in the genome (I-SceI). Now, we can target specific loci in the genome with CRISPR/Cas9, which allows us to study location-dependent effects on repair in relation to the outcome of the DDR. Using this system, we have previously shown that breaks in the 45S rDNA repeats are more detrimental to cell viability than breaks in the 5S rDNA repeats 30 .
To study location-dependent effects outside the rDNA, we designed two guide RNAs (gRNAs) which each target a specific GAPDH pseudogene that is present in multiple copies in the human genome.
Most pseudogenes arise from gene duplications or retrotransposition 41 , so targeting pseudogenes with the CRISPR/Cas9 can produce multiple on-target breaks ( Fig. 1A) 31 . We designed gRNAs against the GAPDHP46 (P46, 13 loci) and GAPDHP63 (P63, 18 loci) pseudogenes. As expected, eight hours following transfection, these gRNAs induced DSBs as illustrated by the appearance of damage-induced foci of H2AX and 53BP1 ( Fig. 1B, C) . The presence of both Cas9 and gRNA led to an average of 12 or 15 DNA breaks for P46 and P63, respectively (Fig. 1C ). No breaks were induced in the absence of Cas9 expression ( Fig.   1C ). Thus, this system allows us to investigate responses upon DNA damage on multiple locations by the use of a single gRNA 31 .
Since HR and c-NHEJ activities are described to be mutually exclusive 17 , we hypothesized that a single DSB is able to recruit either NHEJ-or HR-associated repair proteins. To obtain a first indication of how frequently these breaks engage in c-NHEJ, we monitored for the presence of activated DNA-PK. Active DNA-PK is phosphorylated on Ser2056 42 , and phospho-specific antibodies recognizing this site can be used as a surrogate marker for engagement in c-NHEJ 43 . Activation of DNA-PK, as evidenced by Ser2056 phosphorylation, was more frequently observed at DSBs generated by the P63 gRNA as compared to the P46 gRNA ( Fig. 1D, E ). This implies that the P63 gRNA target sites have a greater preference for c-NHEJ than the P46 gRNA target sites. Next, to obtain a first indication of how frequently these sites engage in resection-dependent repair, we visualized the number of RAD51-positive foci after Cas9-induced breaks.
Rad51 is loaded onto the single-stranded DNA that is created through DNA end-resection 23, 44 . Interestingly, we observed a higher percentage of RAD51-positive H2AX foci in cells containing the P46-induced breaks compared to cells containing P63-induced breaks (Fig.1F, G) . This indicates that target sites of the P46 gRNA are present in regions which are more permissive for repair by resection-dependent pathways.
Conversely, the resection-dependent repair was limited on the P63-induced break sites, consistent with the earlier observation that these are more prone to engage in c-NHEJ. Taken together, these data imply that repair pathway preference is influenced by the location of the DNA break.
To confirm that P46-or P63-associated breaks are indeed preferentially repaired by different repair pathways, we used clonogenic assays to determine the sensitivity of both P46 and P63 to inhibition of c-NHEJ versus inhibition of DNA end-resection. c-NHEJ can be blocked by inhibition of DNA-PKcs 45 , whereas resection-dependent repair can be blocked by inhibition of Mre11 ( Fig. 1H) 46, 47 . We first determined the proper dose for the DNA-PKcs inhibitor (NU-7441) and the Mre11 inhibitor (Mirin) at which these compounds do perturb repair ( Fig. 1I , Suppl. Fig. 1E ) but do not affect cell viability or cell cycle progression (Suppl. Fig. 1A-D ). Next, we used both compounds to study the relative pathway requirements of the P63vs P46-associated breaks. Consistent with the difference pathway preference we observed when staining for pSer2056 DNA-PKcs or RAD51, we observe that cells transfected with the P63 gRNA were more sensitive to NU7441 or DNA-PKcs siRNA, as compared to cells transfected with the P46 gRNA ( Fig.1 J, K, Suppl. Fig. 1F , G). Notably, the inverse was observed when cells were treated with an inhibitor or siRNA for Mre11 ( Fig.1J , K, Suppl. Fig. 1F , G). In this case, the cells exposed to the P46 gRNA were sensitive to inhibitor or siRNA for Mre11, both producing a more prominent inhibition of colony outgrowth after transfection of the P46 gRNA. Strikingly, inhibition of Mre11 in cells transfected with the P63 gRNA led to an increase in colony outgrowth, implying that the engagement by resection-dependent repair of some specific sites targeted by the P63 gRNA can be more detrimental to cell viability. To illustrate that these breaks required different DNA repair pathways to remove DSBs, we allowed cells to repair P46-and P63breaks. First, we observe that the repair of P63-associated breaks occurs at a similar rate as P46associated breaks in the first phase of DNA repair (5 hours following break formation, Suppl. Fig. 1H ).
However, we observed that the repair tapers off with P63-associated breaks at later time points, but not with P46-associated breaks. This indicates that a portion of DSBs induced by P63 gRNA are problematic to repair. In order to determine which repair pathways mediate this delayed repair, we treated cells with inhibitors for DNA end-resection and c-NHEJ. We observed that P46-associated breaks depend on DNA end-resection to resolve their DSBs efficiently ( Fig. 1L) , whereas P63-associated breaks depend on c-NHEJ and not on DNA end-resection. In addition, we observe that the inhibition of DNA end-resection (Mre11i) on P63-associated breaks results in increased repair rates. This indicates that a subset of these DNA breaks is converted to problematic repair intermediates once DNA end-resection processes them for DNA repair.
These data indicate that the genomic location of a break influences repair pathway preference, resulting in selective sensitivity towards the loss of different DNA repair pathways. In addition, they reveal that certain sites in the human genome can trigger a toxic DNA damage response when they engage in DNA end-resection. Taken together, using this system we can reveal repair pathway selectivity and relative toxicity of a DNA break across different locations in the genome.
A subset of breaks is deleterious for cell proliferation upon activation of DNA end-resection
Our data thus far shows that there are qualitative differences between specific double-strand breaks regarding repair pathway selectivity. However, P46-and P63-induced breaks differ in both number and in location, so we cannot discriminate whether pathway selectivity or the number of breaks, determine the extent of inhibition of cell viability. Therefore, we decided to investigate pathway selectivity in the context of a single DSB. To this end, we designed 18 independent gRNAs each uniquely targeting a single site two kilobases adjacent to one of the original P63-sites. We first transfected each individual gRNA and quantified the number of 53BP1 foci ( Fig. 2A ). We observed that each gRNA induces approximately one DSB above background ( Fig. 2A ). Furthermore, using targeted indel sequencing (TIDE) we could observe cutting efficiencies between 40 and 70 percent (Suppl. Fig. 2A ). In addition, we confirmed that DNA break formation induced by the combined set of 18 independent gRNAs (pool) was similar to that seen using P63 (Fig.2B ).
This indicates that 18 independent gRNAs are efficiently transfected each of these into single cells. Next, we wondered whether the preference to engage DNA repair pathways were similarly skewed towards c-NHEJ in the pool compared to P63. Therefore, we stained for either pSer2056 DNA-PKcs (c-NHEJ) or RAD51 (DNA end-resection) and quantified colocalization with H2AX ( Fig. 2C-E) . In both the pool and P63, repair preference is skewed towards c-NHEJ whereas the levels of DNA end-resection are limited on these breaks. To further prove location-dependent DNA repair pathway selectivity, we challenged the pool or P63 with inhibitors or depletions for either DNA-PKcs or Mre11 ( Fig. 2F -G). We observe that both conditions display decreased survival in the absence of DNA-PKcs or its inhibition. In contrast, the loss of DNA end-resection increases survival in the presence of both the pool-and P63-associated breaks. This indicates that most of these breaks are dependent on c-NHEJ for their repair. Conversely, the activation of DNA end-resection on these breaks appears to be detrimental to cell viability. These findings imply that the location of a break intrinsically determines selectivity for specific DNA repair pathways.
Historically, it was thought that DNA repair pathway choices were a consequence of the cell cycle stage in which repair takes place. However, recent data have shown that distinct chromatin domains (e.g.
H3K36me3 39 and H4K20me2 48 ) display a different preference towards specific DNA repair pathways, implying that genomic location is an important determinant of pathway preference. In line with this, we observe that breaks generated by the pool of 18 individual P63 gRNAs displays the same repair preferences compared to the original P63 gRNA. Given these observations, we wondered whether repair pathway dependencies vary significantly across the individual sites. To this end, we investigated if the survival of cells challenged with individual breaks was affected by the inhibition of c-NHEJ or DNA end-resection.
Therefore, we performed a clonogenic assay to determine the fraction of cells surviving the DNA break induced by each of the individual single-cutting gRNAs (P63.1 to P63.18) ( Fig. 2H ).
We find that for 15 of the 18 gRNAs survival is decreased when c-NHEJ is inhibited ( Fig. 2H , P63.1-8, P63. 10-14, P63.16 and P63.17) , which is in line with the fraction of sites that activate DNA-PKcs in the cells transfected with the p63 gRNA pool ( Fig. 2E-F ). In the case of the other gRNAs ( Fig. 2H , P63.9, P63.15 and P63.18), we do not observe a survival defect upon inhibition of c-NHEJ (DNA-PKi). This implies that for a large fraction (15/18) of these breaks, the activity c-NHEJ is required for survival after break formation.
Next, we asked how many of these breaks are repaired in a resection-dependent manner. For this, we inhibited Mre11 and determined if this affected survival after break formation. We find that for 10 out of 18 gRNAs (P63.1, P63.3, P63.5, P63. 6, P63.8, P63.11-14, and P63.16) , Mre11 activity is required for cell survival (Fig. 2H ), implying that these breaks are repaired at least in part by resection-dependent repair. In contrast, for 3 of the 18 gRNAs (P63.2, P63.10, and P63.17), we did not observe any detrimental effects of blocking DNA end-resection, implying that these do not depend on the resection-dependent repair. But most strikingly, for the remaining breaks Additionally, for a smaller subset of these breaks P63.2, P63.10, and P63.17) the absence of DNA endresection does not seem to affect the outcome of the damage response.
To validate the findings of the clonogenic assays, we generated growth curves for all 18 gRNAs in the absence or presence of DNA-PKi or Mre11i (Suppl. Fig. 2B , C). We next selected one break site for which inhibition of end-resection decreased proliferation (P63.1) and one break site for which inhibition of end-resection improved proliferation (P63.4), and analyzed growth rates following break formation. Both P63.6 and P63.4 treated cells displayed a decreased proliferative capacity when c-NHEJ was blocked (DNA-PKi), whereas proliferation of cells treated with P63.6 decreased upon inhibition of DNA endresection ( Fig. 2I ), while the cells treated with P63.4 performed much better upon inhibition of DNA endresection. We find that eventually proliferative capacity is restored in all cultures, which could imply that break sites that produce the strongest growth inhibition produce a much longer cell cycle arrest. Thus, these data do show that location-specific DNA repair preferences play a considerable role in the overall effect of a single DNA break on cell proliferation.
Next, we wondered what could cause the proliferative arrest induced by these single DSBs. Since the proliferative arrest after -irradiation is dependent on p53 (Suppl. Fig. 2D ), we reasoned that p53 loss might be able to overcome the inhibition of cell proliferation after Cas9-induced single break formation. Therefore, we compared the inhibition of cell proliferation in wild-type and p53-deficient cells challenged with a single break, using one site (P63.4) for which end-resection proved to be deleterious in wild-type cells and a single site (P63.6) for which end-resection was beneficial ( Fig. 2J ). We find that both these breaks perturb proliferation to some extent, but the reduction in proliferation is more pronounced in wildtype cells suffering from a P63.4-induced break, as compared to a P63.6-induced break. Importantly, both P63.4-and P63.6-induced breaks do not inhibit proliferation in cells which are deficient for p53. This indicates that the proliferative disadvantage that cells experience following break formation with P63.4 in wild-type cells is caused by p53 transcriptional responses.
To test this notion, we compared the inhibition of cell proliferation of cells challenged with a single break, using the 18 unique gRNAs in both WT and TP53 -/cells. In order to determine the effect of a single break on the proliferative capacity of cells, we averaged all the growth curves of each single cutting gRNA (P63.1-P63.18) containing cells (Suppl. Fig. 2E ). We observe a reduction of proliferation in the wild-type cells challenged with single-cutting gRNAs compared to control, whereas the TP53 −− cells are not hampered in their proliferation when challenged with a single DNA break.
Break location dictates the extent of resection through H4K20 di-methylation levels, 53BP1, and the
Shieldin complex
Classically, the inhibition of DNA repair pathways has been associated with decreased cell survival 45, 49 . Indeed, the inhibition of Mre11 or DNA-PKcs can perturb colony outgrowth in -irradiated cells (Suppl. Fig. 1F ). Therefore, we were intrigued by the improved cell survival that we observed for a subset of DNA breaks when engaging in DNA end-resection. To address this, we monitored the effect of each individual gRNA on cellular proliferation. Surprisingly, the cellular response to the individual breaks was highly heterogeneous, ranging from very short to a very prolonged delay in cell proliferation (Fig.3A, B ).
Eventually, proliferative capacity is restored in all cultures, but given that not all cells suffer from a Cas9induced break (based on targeted indel sequencing, Suppl. Fig. 2A ), this could be due to overgrowth of a population of cells in which a break never occurred. Interestingly, we observe that cells exposed to breaks, whose survival improves upon the inhibition of DNA end-resection ( Fig. 2H, Mre11i ), tend to proliferate less compared to other breaks ( Fig.3A, B , Suppl. Fig. 2F ). Conversely, cells exposed to breaks that depend on DNA end-resection for their repair (Fig.2H, Mre11i ) are less affected. Based on this notion, we subdivided breaks into "GO" breaks (those that benefit from end-resection) and "HALT" breaks (those that become toxic when engaging in end-resection) ( Fig. 3C ).
We have recently shown that DNA breaks undergoing DNA end-resection can convert into a lesion which permanently removes cells from the division cycle 50 . However, it remained unclear how and why deleterious DNA end-resection was caused by these breaks. Therefore, we wondered whether we could use our newly discovered class of "HALT" breaks to answer this question. To test this, we induced 4 breaks, two "GO" (P63.1 and P63.6) and two "HALT" (P63.4 and P63.7) breaks and quantified the prevalence and extent of DNA end-resection ( Fig. 3D-G ). We observed that DNA end-resection was more prevalent on "HALT" breaks compared to "GO" breaks ( Fig. 3F ). In addition, we found that the extent of DNA endresection on "HALT" breaks is higher compared to "GO" breaks ( Fig. 3G ). Thus, not only does DNA resection occur more often on "HALT" breaks, but also the extent of DNA end-resection is increased.
Next, we wondered whether the extensive DNA end-resection 51 would lead to problematic DNA repair. Therefore, we monitored the presence of DNA breaks at early and late time points in cells containing "HALT" (P63.4 and P63.7) and "GO" (P63.1 and P63.6) breaks ( Fig. 3H ). We observe no difference in the induction (8hrs) of DNA breaks at early timepoints between "HALT" and "GO" breaks. However, we do observe a striking difference in the clearance of DNA breaks when we allow time for DNA repair (24hrs) between "HALT" and "GO" breaks. The "HALT" breaks do not appear to complete DNA repair, whereas the" GO" breaks can be repaired within this time window ( Fig. 3H , dotted line). This indicates that extensive end-resection results in reduced DNA repair speed.
We reasoned that the high activity of DNA end-resection and problematic repair could be caused by a lack of the 53BP1 inhibitory effects on resection. The recruitment of 53BP1 to DSBs is mediated by the cooperative binding to two histone modification, ubiquitination of Lys15 on Histone H2A and dimethylation on Histone H4 on Lys20 52-54 . Therefore, we induced "HALT" and "GO" breaks and stained the cells for H4K20me2 and H2AX in combination with EdU. In order to rule out previously described cell cycle effects on H4K20me2 levels 48 , we selected G2 phase cells based on the absence of EdU and high DAPI signal 50 . In these cells, we quantified the intensity of H4K20me2 levels at the H2AX focus. We find that the HALT breaks occur in areas with lower levels of H4K20me2 compared to GO breaks ( Fig 3I, Suppl. Fig.   2G ). This indicates that the breaks, which undergo extensive resection, occur in regions with lower levels of H4K20me2 following the induction of the DSB. To further corroborate this notion, we induced a "HALT" (P63.7) and a "GO" break (P63.6) and assayed the recruitment of 53BP1 by means chromatin immunoprecipitations ( Fig. 3J ). We find that the recruitment of 53BP1 proximal (1kb and 5kb) to the DSB is not altered comparing a "HALT" versus "GO" break. Nonetheless, 53BP1 is present at the same low levels as in non-damaged DNA at the distal (10kb and 50kb) regions of "HALT" breaks but not at "GO" breaks. This suggests that due to low levels of H4K20me2, the spreading of 53BP1 is impaired at "HALT" breaks, which allows extensive DNA end-resection resulting in impaired proliferation.
We have shown that a subset of DNA break engages in extensive DNA end-resection and that these repair events dramatically reduce cellular proliferation. Therefore, we reasoned that if we could steer the preferred repair pathway from DNA end-resection towards c-NHEJ at these "HALT" sites, we should be able to alleviate negative effects on cell proliferation. In order to steer repair pathway preference, we made use of a fusion protein consisting of the FHA-domain of RNF8 and the OB-fold domains of Shieldin2 (FHA-SHLDN2-OB WT , Suppl. Fig. 2H ). This fusion protein is recruited at every break, through the FHA domain, which allows for recruitment of the Shieldin complex in a 53BP1-independent manner 20 , and inhibition of exonuclease-mediated DNA end-resection by means of its OB-fold domain (Fig. 3K) 20 . Consistent with our earlier findings ( Fig. 3H ), we observe in wild-type condition that the breaks which induce extensive DNA end-resection ("HALT", P63.4 and P63.7) are greatly reduced in their proliferation compared to our control breaks ("GO", P63.1 and P63.6) ( Fig. 3L ). Importantly, expression of the FHA-SHLDN2-OB WT can revert the toxic effects of the "HALT" breaks, but it does not affect proliferation in cells exposed to the "GO" breaks.
Conversely, the expression of an FHA-SHLDN2-OB mutant, which is unable to bind to ssDNA and inhibit exonucleases 20 , does not increase proliferation of cells challenged "HALT" breaks (P63.4 and P63.7).
These data show that the failure to recruit 53BP1 and Shieldin at regions surrounding breaks is the cause for their toxicity.
Taken together, these data imply that toxic breaks can be produced by end-resection in regions that are devoid of di-methylation on Histone H4 Lysine 20 resulting in reducing 53BP1 levels. Improper recruitment of this pathway leads to extensive resection, which in turn results in problems in clearing these DNA breaks. Ectopic recruitment of the Shieldin2 OB-fold, known to block DNA end-resection 20 , rescues viability and proliferation of cells challenged with extensively resected DNA breaks.
Highly accessible chromatin enables extensive DNA end-resection
Our data thus far show that proliferative capacity in response to DNA end-resection activities varies across different sites in the genome. Next, we wanted to identify the responsible factors. Given the prior evidence that the chromatin state can affect repair pathway choice 26, 28, 39, 40 , we set out to generate a map of the epigenome of RPE-1 hTERT cells by means of ChIP-sequencing. To this end, we analyzed the genomewide profiles of histone modifications H3K36me3 (active gene bodies), H3K4me3 (active promoter), H3K4me1 (active enhancers), H3K9me3 (heterochromatin) and H3K27me3 (Polycomb repressed) (Suppl. Fig. 3 ). Using by chromHMM 55 , we integrated the histone mark ChIP-seq data, revealing distinct chromatin states (Suppl Fig 4A) , which were subsequently overlaid with DNA end-resection dependence. However, we failed to identify a clear correlation between a particular chromatin state and extensive DNA endresection (Suppl. Fig.4A, B ). We did observe that several "HALT" breaks (P63.4 and P63.7) are located in regions high in H3K4me1/3 methylation plus ChromHMM states associated with active promoters and enhancers (Suppl. Fig. 4B ). Indeed, most "HALT" breaks are in closer proximity to H3K4-methylated chromatin compared to "GO breaks" (Suppl. Fig. 4C ).
H3K4-methylated chromatin is found at active promoters and enhancers, with defining features its highly dynamic nature and accessibility compared to other chromatin domains 56, 57 . This high level of accessibility allows transcription factor binding and loading of RNA polymerases 57 . Since H3K4-methylated chromatin and highly accessible chromatin are highly correlated, we wondered whether the "HALT" breaks are present in chromatin regions with higher accessibility compared to "GO" breaks. Therefore, we quantified the DNAseI hypersensitivity signal, as a readout for open chromatin, surrounding both "GO" and "HALT" breaks ( Fig. 4A ). We find that there is hardly any open chromatin surrounding (40kb) "GO" breaks compared to the "HALT" breaks ( Fig. 4B ). These data indicate that the "HALT" breaks are located in, or in close proximity of highly dynamic and accessible chromatin. This implies that the open chromatin state is permissive for extensive DNA end-resection.
In order to determine whether the open chromatin state is permissive to extensive DNA endresection, we set out to specifically switch the chromatin state surrounding a break from an open to a closed conformation. We used a nucleolytically inactive Acidoaminococcus Sp. Cas12a (dAsCas12a) fused to a KRAB domain, which compacts nascent chromatin by means of H3K9 tri-methyl deposition and removal of histone H3 acetylation (H3ac) 58 . In order to functionally test the dAsCas12a-KRAB cell line, we used an integrated SFFV-promoter driven eGFP-NLS in the absence and presence of two synthetic gRNAs targeting this promoter (Suppl. Fig. 4D ). We observed that the levels of eGFP drastically decrease following the recruitment of dCas12a-KRAB to the SFFV promoter. This indicates that our dCas12a-KRAB is functional and can be used as a tool to compact open chromatin regions.
To corroborate our hypothesis that open chromatin conformation facilitates extensive resection and toxic DNA break formation, we set out to locally compact chromatin prior to the induction of a "HALT" break (i.e. P63. 7) . Therefore, we made use of the combination of five independent gRNAs to recruit dCas12a-KRAB to the P63.7 locus (Fig. 4C ). Upon the compaction of the chromatin surrounding the P63.7 target site by dCas12a-KRAB ( Fig. 4D , magenta bars), we observe an increase in cell viability when cell experience the Cas9-induced P63.7 break compared to non-epigenome-edited conditions (Fig. 4D , grey bars, empty and SFFV).
We wanted to address whether the effects of chromatin state on DNA end-resection activity and cell proliferation are shared throughout the genome or intrinsic to the previously used break locations (P63. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . Therefore, we designed three gRNAs in close proximity to open chromatin (~3kb), all of which target near the 3' of the USP36 gene locus (Fig.4E ). In parallel, we designed 3 gRNAs, each targeting a single site close proximity of PRAC gene, which resides in a silenced H3K27me3 region (Fig.4E ). The sets of 3 were chosen in close proximity to one another (100bp window), none of these gRNAs targets coding or predicted regulatory sequences. Using these gRNAs, we could observe approximately one DSB above background for each gRNA plus similar targeting efficiency as assayed with TIDE (Suppl. Fig. 4E, F) .
Next, we addressed whether breaks in close proximity to USP36 (open chromatin) decreased cell viability (Fig. 4F, Suppl. Fig 4G) . Indeed, we observe that USP36 breaks decrease cell viability, whereas breaks in the vicinity of PRAC (closed chromatin) does not affect cell viability. In addition, we addressed the influence of DNA end-resection on the decreased cell viability by depleting Mre11 (Fig. 4F , Suppl. Fig   4G) . We observed increased cell viability by depleting Mre11 in cells targeted with USP36-proximal DSBs classifying them as "HALT" breaks, but we did not observe an effect on cell viability with DSBs in the vicinity of PRAC. These data strongly suggest that the detrimental effects of DNA end-resection in open chromatin are shared throughout the genome. 
Vorinostat acts as a radiosensitizer by opening chromatin and enabling extensive DNA endresection
Up till now, we have described that open chromatin permits extensive DNA end-resection on nascent DSBs through the inability to properly recruit 53BP1 and the Shieldin complex. Inhibition of HDACs was shown to increase histone acetylation levels as well as chromatin accessibility 59 . Therefore, we reasoned that radio-sensitization by HDAC inhibitors could be the result of the creation of more accessible chromatin, leading to more extensive DNA end-resection. In order to test this hypothesis, we treated RPE-1 cells for 24 hours with the FDA-approved HDAC inhibitor, vorinostat. Upon treatment, we observed a striking increase in the level of acetylation of Histone H3 (Fig. 5A ). Concomitantly, we found an increase in nuclear size plus a decrease in pixel-to-pixel variation of DAPI intensity (Fig. 5B ), which has previously been linked to chromatin decondensation 60 . These 24-hour treatments of vorinostat do not alter proliferative capacity (Suppl. Fig. 5A ) nor did it display increased levels of DNA damage as measured by H2AX foci (Suppl. Fig. 5B )
In order to show that HDAC inhibitor-treated cells alter their repair pathway preference towards DNA end-resection, we stained control and vorinostat-treated cells for RPA and 53BP1 following 2 Gray of -Irradiation. We assume that opening up of chromatin in vorinostat-treated cells results in more limited 53BP1 foci following -Irradiation. Indeed, we find that 53BP1 loading is decreased in cells pre-treated with HDAC inhibitor compared to control treated cells (Fig. 5C ).
As expected, we find that vorinostat drastically decreases cell viability with increasing doses of irradiation ( Fig. 5D, left graph) . However, the observed radiosensitivity is lost upon expression of FHA-SHLDN2-OB WT (Fig 5D right graph) . This indicates that inhibition of DNA end-resection alleviates the vorinostat-induced radio-sensitization. In line with previous observations (Fig 2J) , the radiosensitizing effect of vorinostat is present in WT, but not in p53-deficient cells (Fig. 5E ). This shows that the loss in cell viability is, at least in part, dependent on p53 transcriptional responses.
Previous studies have described retention of DNA damage during DNA repair in cells pre-treated with HDAC inhibitors. Unexpectedly, we do not find a difference in repair capacity in WT cells pre-treated with vorinostat ( Fig. 5F) . Strikingly, when we perform these experiments in FHA-SHLDN2-OB WT expressing cells, there is a dramatic decrease in the number of H2AX foci upon pre-treatment of vorinostat. This indicates that the presence of vorinostat shifts DNA repair towards DNA end-resection, which is reverted to a preference for c-NHEJ upon expression of the FHA-SHLDN2-OB WT fusion.
Thus, opening up of chromatin by vorinostat leads to an increase of DNA end-resection by lack of proper 53BP1 recruitment. These changes in repair pathway usage radio-sensitizes wild-type cells. Upon expression of FHA-SHLDN2-OB WT , the radio-sensitization effects of Vorinostat are lost.
Discussion
In this study, we describe the differences in DNA repair pathway preferences at diverse DNA DSBs. We find that a subset of breaks is poorly tolerated by RPE-1 cells when they engage in DNA end-resection. We show that these breaks have difficulties recruiting 53BP1 and its downstream effectors, the Shieldin complex. Combining the break sites and epigenome data, we find that the detrimental DNA end-resection occurs in regions with high accessibility of chromatin, marked by DNAseI hypersensitivity peaks. In addition, condensation or excision of proximal open chromatin regions neutralized toxic effects caused by DNA endresection ( Fig. 6 ). Finally, we show that the previously described HDAC inhibitor-induced radio-sensitization is mediated through DNA end-resection.
A caveat of this study is the use of Cas9 as a tool to induce DNA breaks. Previous studies have shown that Cas9 tends to stick to the break following cleavage 61 . Therefore, the DNA end chemistry of these DSBs does not completely resemble -Irradiation breaks but rather resembles Topoisomerase IIinduced breaks 3 . However, it also brings many advantages such as immense targeting flexibility compared to -irradiation. We did manage to corroborate our findings on the toxic effect of engaging end-resection in open chromatin using a combination of vorinostat and -irradiation. Hence, we reason that the use of Cas9 in such experiments is an unfavorable but inevitable trait to study location-dependent effects on the DNA damage response.
Chromatin remodeling has been associated with the activity of multiple repair processes. In terms of DNA end-resection chromatin remodeling is required to open up chromatin to allow CtIP-dependent resection 62, 63 . One such chromatin remodeler, SRCAP, is essential for CtIP-dependent long-range DNA end-resection 64 In order to induce crossovers during meiosis, Spo11-induced DNA DSBs are required to initiate meiotic recombination, a process similar to homologous recombination. Interestingly, the Spo11-mediated induction of DNA DSBs during meiosis are restricted to regions high in H3K4me3. This might be due to specific requirements of Spo11 towards open and relaxed chromatin 65 . Alternatively, Spo11 might be directly targeted H3K4me3 chromatin mark, which is more prone to engage in extensive DNA end-resection compared to the rest of the genome. This would confer the meiotic recombination machinery more extensive templates to induce crossovers. Furthermore, VDJ-recombination and class-switch recombination have been shown to be critically dependent on H3K4-methylation 66 . These findings, in light of our results, could implicate open chromatin in promoting recombination events.
It has been extensively shown that a variety of mutational (repair) processes shape cancer genomes 67 . Analysis and characterization of these mutational processes have mainly focused on single nucleotide polymorphisms in coding sequences 68 . Recently, the Meyerson lab has described a surprising clustering of indels at promoters and DNAseI sites in whole-genome sequencing (WGS) of cancer patient samples 69 . The bulk of the indels in these samples consisted out of long deletions implicating DNA endresection driven alternative end-joining. The location of these indels (i.e. DNAseI sites) is in line with independent estimates of DNA break prevalence in K562 cells based on DNA break detection by deepsequencing in combination with ENCODE profiles 70 . In addition, ER−dependent transcriptional activation causes the formation of R-loops (an RNA:DNA hybrid), which are processed and decay into DNA breaks 71 .
Strikingly, the formation of R-loops mainly arises in promoters due to transcriptional pausing of RNA polymerase II 72 . Therefore, the formation of these promoter-associated R-loops and associated DSBs could be a central cause for the generation of these indels. There are many aspects of indel formation in cancer genomes, most of which are very poorly understood and much work still needs to be done. Therefore, we envision the role of open chromatin-associated DNA end-resection in these DNA DSBs-associated mutational processes.
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Suppl. Fig. 1 -Toxic repair intermediates by DNA end-resection on a subset of breaks
Suppl. Fig 3 -Epigenome analysis of RPE-1 hTERT
Genomic locations of peaks found in both replicates for H3K4me1 H3K4me3, H3K27me3, H3K9me3 and H3K36me3 (pie-chart). Correlation of peaks called in each independent replicate for H3K4me1 H3K4me3, H3K27me3, H3K9me3 and H3K36me3 (scatterplots).
Suppl. Fig. 4 -Open chromatin permits extensive and deleterious DNA end- 
Materials and Methods
Cell lines, Tissue Culture, and Irradiation
Retinal pigment epithelial (RPE-1) hTERT cell lines, obtained from American Type Culture Collection, were maintained in DMEM/F12 GlutaMAX medium (Gibco) containing 10% Tetracycline-free Fetal Bovine Serum and 1% Penicillin-Streptomycin (10.000U/mL). RPE-1 iCut and iCut TP53 −− cells were generated as previously described 31 . Shieldin2 expression constructs were a kind gift from S. Noordermeer and D.
Durocher. Chemicals used in this study: Doxycycline (Sigma, 1mM), SHIELD-1 (Aobious, 1M), Nutlin-3a, DNAPKi (NU-7441, 1M, Cayman Chemicals), Mre11i (Mirin, 12,5M, Sigma).
tracrRNA:crRNA design and transfections
Alt-R crRNA (Integrated DNA technologies) were designed with on-target scores determined by the Rule Set 2 73 . We selected sgRNAs based on predictions from the CRISPOR tool 74 . tracrRNA:crRNA duplex was transfected according to the manufacturer's protocol 75 .
Clonogenic assays & Colony Formation Assay
For clonogenic assays, iCut cells were transfected with the indicated crRNAs; and 8 hours later, 250 single cells per well were seeded in 6 well plates. Cells were treated with the indicated drugs and allowed to grow out for 7 days. Plates were fixed in 80% Methanol and stained with 0.2% Crystal Violet solution. Colonies were counted and normalized to plating efficiency of the untreated control. For colony formation assays, 1000 iCut cells were plated in a 96-well plate and treated for 7 days with indicated drug concentrations.
Subsequently, plates were fixed in 80% Methanol and stained with 0.2% Crystal Violet solution.
Quantification of DNaseI hypersensitivity signal
DNAseI signal quantification was performed with Easeq software. DNaseI hypersensitivity (ENCSR000EON) data were acquired from the ENCODE website. The number of fragments was derived from the count by dividing it with (1 + DNA fragment size/size of the area). The values were converted to Z-scores by calculating the genome-wide mean (5, 92751637956657) and standard deviation (41, 4931980788233) in windows corresponding to the average sized region (40kb) and calculating the Zscore as (sample -mean) / SD. Areas above 1000Mb or below 100 bp were set to those sizes
Determination of insertions and deletion by TIDE
Materials required for the HS1 experiment were previously described 31 These primers were used to amplify regions containing P63 pool targeted DNA:
Live-cell & Fixed Microscopy
Following fixation and staining, images were acquired with the use of a DeltaVision Elite (Applied Precision) equipped with a 60x 1.45 numerical aperture (NA) lens (Olympus) and cooled CoolSnap CCD camera.
DNA damage foci were evaluated in ImageJ as previously described 76 . For live-cell imaging, a Lionheart FX automated microscope in combination with sirDNA 77 staining was used to generate growth curves with a time resolution of 4 hours for a total time span of 136 hours (microscope maintained at 37°C, 5% CO2 using a 4× lens and a Sony CCD, 1.25 megapixel camera with 2 times binning; BioTek). Quantification of cell number was performed by Gen5 software (BioTek).
Immunofluorescence and Western Blots
For IF, cells were fixed with 3.7% formaldehyde for 5 min and permeabilized with 0.2% Triton-X100 for 5 min before blocking in 3% bovine serum albumin (BSA) in PBS supplemented with 0.1% Tween (PBS-T) for 1 h. Cells were incubated overnight at 4°C with the primary antibody in PBS-T with 3% BSA, washed three times with PBS-T, and incubated with secondary antibody and DAPI in PBS-T with 3% BSA for 2 h at room temperature (RT). Western Blot analysis was performed as previously described 76 Details are available in Table 3 . For segmentation and identification of distinct states across the genome, ChromHMM version 1.11 was used 55 . The number of states was set to 10, and default settings were used for the other parameters. 0   5   10   15   20   1  2  3  4  5  6  7  8  9  10 11 12   Y  X  13  14  15  16  17  18  19  20  21 H3K4 methylation proximity enh_CYTH1_5_1206 enh_CYTH1_3_8 c g t g g t a g c c c a g g c c t g t a g t c c a g g t t a c a g g a g g g g c t g a CGT GGT A GCCCA GGCCT GT A GT CCA GGT T 5 0 6 0 7 0 CGT GGT A GCCCA GGCCT GT A GT CCA GG 5 0 6 0 7 0 a t g a t c c c c c c g g g a a g g t t t t t t t t g t t g t c g t t g t t t t t g a g a c a g a g FHA-SHLDN2-OB WT WT
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