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We prove that a tree with at least three cutvertices is reconstructible from its cutvertex- 
deleted subgraphs. This answers in the affirmative a question raised by Professor Harary at the 
Seventh British Combinatorial Conference in 1979. 
All graphs T = (V(T), E(T)) considered will be finite and simple. For u E V(T), 
a neighbour of u will mean a vertex adjacent to 0 in T. The dency of u, that 
is the number of neighbours of 2, is denoted by e(u). When it is clear that we 
are referring to the valency of 2) in T we simply write this as p(u). A k-vertex 
is a vertex of valency k. A l-vertex is called an erzduetiex. The subgraph of T 
resulting from the deletion of the vertex v and all the edges incident to it will be 
denoted by Tu or T- v. If u and w are adjacent vertices in T, then the edge 
incident to both v and w will be denoted by VW. The subgraph of T obtained by 
the deletion of the edge uw is denoted by T-VW. 
A subgraph C of T is said to be a path from v. to u, if V(C) is (vo, vl, . . . , v,} 
and E(C) is {ViVi+l: i ~0, 1, . . . , t - 1). We say that v, and u, are joined by C. The 
length of C is t. A graph is connected if every pair of vertices are joined by path. 
A maximal connected subgraph of T is called a component of T. A cutvertex of T 
is a vertex whose removal increases the number of components of T. A cutvertex 
will be called heavy if it is adjacent to at least three other cutvertices. The 
distance d(u, u) between two vertices u aud v in T is the length of a shortest path 
joining them, if any. 
A forest is a graph in which every pair of vertices is joined by at most one path. 
A tree is a connected forest. If T is a tree, then the diameter d(T) of T is the 
length of a longest path in T. The centre of T is the set of all central vertices of T 
(see [4n. We shall use the well known result that a tree is either central or 
&central. If T is bicentral, the edge adjacent to both central vertices is called the 
central edge. A dial vertex of a tree is one which is at a maximum distance from 
the centre. 
A graph T is said to be reconstructible if it can be determined uniquely (up to 
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isomorphism) from the collection (the deck) 
!B(T):={T,: VE V(G)) 
of vertex-Meted subgraphs of T. (The LA -m ‘deck’ was first defined in [3].) The 
Reconstruction Conjecture states that every graph with at least three vertices is 
reconstructible. We say that the graph 7’ is cutvertex-reconstrwctible (cu- 
recomtnrctifde) if it is uniquely determined from the cutuertex-deck 
%9(T) : = (TV : v cutvertex of T}. 
We assume that ‘&g(T) is not empty. 
The truth of the Reconstruction Colnjecture has been verified by various 
authors for trees (see [7, 5, 1, 9n, and it has also been shown that not all of the 
deck is required to reconstruct a tree. In these cases, only those graphs in the deck 
resulting from the deletion of endvertices (or even radial vertices only [ln were 
used. During the Problem Session of the Seventh British Combinatorial Confer- 
ekqce held in Cambridge in August 1979, Professor Harary conjectured that a tree 
T is also cv-reconstructible. (Professor I-Iarary asserted that this was a ‘True 
Conjecture’.) The aim of this paper is to settle this problem in the affirmative. 
Main Theorem. Every tree with at least three cutvertices is cu-reconstvuctible. 
The condition that the tree must have at least three cut-vertices is essential as 
can be seen from the graphs in Figs. 1 and 2; the two graphs in Fig. 1 have the 
same cutvertex-deck as do the three graphs in Fig. 2. 
The first problem we face is to show that we can actually recognize from W(T) 
whether or not T is a tree. In analogy with the terminology first used in [2], we 
have to prove that trees with at least three cutvertices are cutuertex-recognizable. 
We shall omit this proof which, although simple, involves some technical details. 
(Here and on other occasions in this paper we shall be omitting details of proofs 
which in many cases are lengthy and tedious. Full details appear in [S] and may be 
obtained from the author upon request.) Thus, we shall henceforth assume that T 
is a tree with at least three cutvertices. 
Hence, given TV in W(T), the valency pr(vj of v in T equals the number of 
components of TV. We therefore know the valencies of all the vertices of ‘I, and 
so, given Tl,. we can also determine the valencies of the neighbours of v in T. 
Fig. 1. 
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Fig. 2. 
Before we proceed with the reconstruction we require some more definitions on 
trees. 
Given in ‘TV in W(T), d(T, j is the maximum of the diameters of the 
components of TU. If Tu has only one component with maximum diameter, then 
the centre of TV is the centre of that component. 
An end-cwmertlex is a cutvertex u such that TV has only one non-trivial 
component. 
A radial cutvertex is an end-cutvertex adjacent to at least one radial vertex. 
A cutvertex u is called an essential cutuertex; if d(T,,) < d(T). Otherwise it is 
called a non-essential (n.e.j cutuertex. Note that if an essential cutvertex is an 
end-cutvertex, then it is a radial cutvertex. In general, a tree can have at most two 
essential end-cutvertices. 
A branch at a vertex u of a tree T is a maximal subtree containing u as an 
endvertex, and rooted at u. The central branches of a central tree are the branches 
of its central vertex, and the central branches of a bicentral tree are those 
branches of either of its central vertices which do not contain the central edge. A 
radial branch is one containing a radial vertex. When we use the term branch we 
generally mean a central branch, unless otherwise specified. If T is bicentral,. then 
the two components (rooted at the central vertices) which result when the central 
edge is removed, will be called halves of T. If TV has only one component T’ with 
diameter equal to d (TV), then by a branch (or radial branch or half) of To we 
mean a branch (or radial branch or half) of T’. 
A caterpillar is a tree such that the removal of all its endvertices results in a 
path. Clearly, if every cutvertex of T is essential, t nen T is a caterpillar. 
Caterpilks were first studied in [6]. See Fig. 3 for an example of a caterpillar. 
In [6;, it is shown that T is a caterpillar if and only if it does not contain SW& 
as sl:jgra<h, where & is the tree with three endvertices and one other vertex 
adjacent to all three of them, and S(K,,,) is the graph obtained from K1.3 by 
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inserting a vertex of valency 2 in each edge of KIS3. Hence T is a caterpillar if and 
only if it has only two end-cutvertices, and since we can determine from %9(T) 
the number of end-cutvertices, this gives Ithat we can recognize from %9(T) when 
T is a caterpillar. If T is not a caterpillar, we can choose a TU in %9(T) such that 
dl TV) is maximal. Then d(T) = d(T,). We can therefore determine whether T is 
central or bicentral, and also, given any T,, we can determine whether v is a n.e. 
cutvertex; TL will be called non-essential (essential) if v is non-essential (essen- 
tial). Note that for a n.e. TV, the centre of TV is the same as the centre of T. 
We can now proceed to prove that T is cv-reconstructible. This is carried out in 
three parts, depending on whether T is a catt:rpillar, or T is not a caterpillar and 
is bicentral or T is not a caterpillar and is central. We shall only give the proofs of 
the fiirst two cases, the central case being similar to the bicentral one. 
1. T’isacaterpihw 
Let the cutvertices of T be uI, v?, . . -, v,, such that v1 and II, are the end- 
cutvectices and u, is adjacent to Ui I and Vi+ I, for i = 2,3, . . . , p - 1. Note that T 
is uniquely determined by the ordered p-tuple (pr(v,), h(vz) . . . , pr(u,)) or 
(pl_(up), p&p J, * . . , p&Q) which we ~~111 thevector of T. For example the tree 
in Fig. 3 is uniquely determined by (4,4,2,3,5,2) or (2,5,3,2,4,4). (In [lo] the 
vector of T is defined as (p(q) - 1, p(;vJ - 2, . . . , p(q,_,) - 2, p(q) - l).) Observe 
that since we can determine from T- ~1, the valency of Vi, the valencies of the 
qeighbours of vi in T, and whether or not Vi is an end-cutvertex, we know 
pl-lL ,). pr-(Q &v, ,A pl-(v,,). Let Q = pl-(0,) and 6 = h(q,). 
Cme 1.1: pr( u2) artd pr( u,,_ I) are both at least 3 
ht us assume that T is not cv-recolnstrustible and let T' be another cv- 
reconstruction of T, T# T' (that is, %%[T) = %G(T')). Note that T' must be a 
caterpillar and that its end-cutvertices must have valencies a and b. 
Now, we can reconstruct from T - t:i as T or as T1 : = (T- II, u2) + ulvp, since we 
know that the graph to be reconstructed is a caterpillar and since we know the 
vale,lcies of the neighbou,rs of vi in T. ‘I’heaefore T'- T,, and moreover, T' is thus 
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the only cv-reconstruction of T, apart from T itself (that is, T and Tt ares the only 
two graphs with the given cutvertex-deck). Now, since T, = T’, and since the 
valcncies of the end-cutvertices of T’ must be a and b, then PI; = 6, and 
therefore h(uz) = 6 + 1. We now repeat the same argument on Ta. From T1 - u2 
we can reconstruct as TI or as T2 = (Tl - u& -k u&;. Therefore T = T2, and so 
pr&u3) = a, that is &us) = a + 1. Continuing this way we obtain that for j a 1, 
E(uzj) = 6 + 1 and h(u2j+l) = a + 1. Similarly, by carrying out the same process, 
this time starting from T - up instead of T- u,, we deduce that for i 2 1, 
h(up-2j) = 6 + 1 and pr(Up_2j+l) = u + 1.. Hence, if p is odd, then u = 6, and 7’ has 
vectvr (a,afl,a+l,. .., a + 1, a), whereas if p is even, T has vector (a, 6 + 
l,a+l,b+l,. ..,6+1,a+l,b), h w ere a might or might not be equal to 6. But 
then in either case we obtain that T = T1, that is, ‘I’= ‘I”, a contradiction. 
Case 1.2: fi(u2) = p~(u~._~) = 2
Again, let us assume that T is not cv-reconstructible, and let T’ be another 
cv-reconstruction of T, ‘I’# T’. We argue as above. This time we obtain that if T1 
is obtained from T- ul by joining u1 to an endvertex adjacent to u,, and to the 
isolated vertices of 7’ - ul, then T1 = T'. Therefore &,(Q) =: 6 and pr,(u4) =2, 
since in T' the end-cutvertices have valencies a and 6, and both are adjacent to 
2-vertices. Therefore pr&) = 6 and p~(uJ = 2. 
Continuing this way we obtain (in a manner similar to Case 1.1) that for i 5 2, 
h(u2j--2) = 2, *(Udj-3) = u and h(uqi-5) = 6. 
Similarly, if we start the above argument from T- u,, instead of T- ul, we 
obtain that for i a 1, e(up-2j+l) = 2, h(up_aj+2) = a and e(Up-aj) = 6. 
This implies that if p = 4q +3, for some integer q, then T has vector 
(a, 2,6,2, a, . . . ,2,1,2,6): if p=4q+l, then a=6, and T has vector 
(a, 2, a, . . . , a, 2, a); otherwise a = 6 = 2 and T has vector (2,2.2, . . . ,2,2). But 
in any case, T= T1, that is, T= T’, a contradiction. 
Case 1.3: pr(u2) = 2 and pr(u,_,)>3 
We argue as above, assuming that T is not cv-reconstructible and that T is 
another cv-reconstruction of T, T# T'. Starting the usual argument from T- ul, 
we obtain that for j 2 1, h(U3j-1) = 2, e(Usj) = 6 and e(u3j+l) = a + 1. Similarly, 
using the same argument this time starting from T-up, we obtain that for i 2 I, 
PTtUp-3j+2) = a + 1, pr(Up-3j+L ) = 2 and h(Up-3j) = 6. This gives that if p = 3q for 
some integer q, then a + 1 = 2, this is a = 1 which is impossible. If p = 34 + 1, then 
6 = a + 1, and T has vector (a, 2, a + 1, a + 1,2. a + 1, a + 1, . . . _ 2, a + 1, a + 1). If 
p=3q+2, then 6=2, and T has vector (a,2,2,a+l,2,2,a+l,..., 2,2,a+ 
1,2). But if T1 is the graph obtained from T- q by joining o1 to an end-vertex 
adjacent to u, and to the isolated vertices of T-u,, we obtain that T'- T1. 
However, since T has one of the above two vectors, it then follows that T = T1; 
therefore T = T’, a contradiction. 
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2. TimotacateqdhandiPb~~ 
Case 2.1: T has only one n.e. cutvertex 
Let T- tr, be non-essential. Since vl is the only n.e. cutvertex, it is an 
end-cutveriex. Also, if o is the other cutvertex adjacent to ul in T, then t is the 
only heavy vertex of T, and the non-trivial component of T--q is a caterpillar. 
Observe also that there are only two other ‘I’“, T,,, E %9(T) with t) and w 
end-cutvertices. Also, since v1 is the only n.e. end-cutvertex, d(t, u), d(t, w)>2 in 
T (see Fig. 4), 
k 
"1. 
Fig. 4. 
Let us assume first that in both Tw and TO,, t is heavy. If in both TV and Tw, t is 
adjacent to only one end-cutvertex, we then choose that one of Tw and TU in 
which the distance from t to the nearest non-adjacent end-cutvertex is a 
minimum. We may assume that this is T,,,. Let x be the end-cutvertex of Tw 
nearest o t and not adjacent o t. We then reconstrucs T from Tw by joining w to 
the isolated vertices of T,, and to X, if w has a neighbour with valency greater 
than 2, or to an endvertex adjacent to x if w has a Z-vertex as neighbour. (We 
recall that the valencies of the neighbours of tr in T are known.) 
If in one of TU or T,,., say in T,,,, t is adjacent to two end-cutvertices x’, y’ say, 
then ttl is one of x’, y’ (since u1 is the only n.e. cutvertex of T). If in Tw, 
pCx’)# p(f), then knowing pr(u,) we can distinguish which one of x’, y’ is ol, (say 
y’ is), and we can continue as above with x‘ now -taking the place of X. If 
p(x’) = p(y’) in T,,,, then we can also continue as above, choosing either one of x’, 
y’ as cl, in either case giving isomorphic reconstructions. 
We may therefore assume that Tw, say, has no heavy-vertex. Hence, we know 
that a; l w) = 2, with both t and w having a 2!-ver:ex as a common neighbour in T 
(see Fig. 5). Th ere fore, in order that there may be any ambiguity in reconstructing 
v t w 
P-- -- - - - - - _ -- -- Y -PC---tX( 
B 
"1 
Fig. 5. 
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T from T-u,, the verte.x P) must be adjacent to a 2-vertex y. But then we can 
reconstruct from Tw, for the following two reasons: (a) we know that w is 
adjacent to the isolated vertices of Tw and to an endvertex which is at a distance 2 
from an end-cutvertex, and (b) h Tw, the vertex t is the only cutvertex which has 
such an endvertex as neighbour, since y is a 2-vertex. 
Case 2.2: T has only two n.e. cutvertices; 
Let T- ol and T-u2 be non-essential. 
Curse 2.2.1. bt us assume first that both tll and u2 are end-cutvertices. 
Therefore they are not adjacent in T. 
Case 2.2.1(a). We assume first that T- vl, say, is a caterpillar. Then, since T 
has two n.e. cutvertices, q must be adjacent to one of the two cutvertices of 
T- o1 which are neighbours to the end-cutvertices of T - ul. Therefore T - a)2 is 
also a caterpillar, and d (ul, u2) = 2, that is, o1 and o2 have a common neighbour t 
which is heavy in ‘I’. 
We observe also that t is the only heavy vertex of T, that pr(t) is known arid that 
there exists only one other T,,,, w end-cutvertex, apart from T - u1 and T - u2 (see 
Fig. 6). 
I “1 
4 t W F-- ----.---- 
\ 
‘9’ “2 
Fig. 6. 
Hence, if d(T) a 7, then T is reconstructible from Tw. Since for bicentral trees the 
diameter is necessarily odd, the only other case we need consider is d(T) = 5. In 
this case we consider T- ul. We know that t is one of the two central vertices of 
T- ul, and since we know h(t), we can assume both central vertices have the 
same valency in T- ul. Also, since we know the valency of u2 in.T, we can assume 
that the two end-cutvertices both have the same valency py(u2) in T-u, (other- 
wise there is no ambiguity in deciding which of the two central vertices is t). But 
now, we can take t to be any one of the central vertices, since we get isomorphic 
reconstructions in either case. 
Case 2.2.1(b). We may therefore assume that no T- 4, i = 1,2 is a caterpil- 
lar. Each T- Ui therefore has a unique heavy vertex &. We note that if {i, j} = 
{1,2}, then ti is the neighbour of Uj in T. In fact, uj is the n.e. cutvertex of T- ~1. 
Let x, be the distance between h and the nearest radial vertex in T-Vi. NOW, if 
we can determine whether t1 and f2 are in the same half of T, we could 
reconstruct from either one of T- u1 or T- u2, since we know x1 and x2. SO we 
now proceed to determine whether t1 and t2 are in the same half of 7’. 
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First we note that if x1 =x2, then t1 and t2 are in the same half of T (that is, 
f1 = tJ if and only if T has a vertex adjacent to four cutvertices (something which 
we can determine). We may therefore assume that x1 > x2. NOW, if tl and t2 are in 
the same half. then d(r,, c2) = xl --x2, wlhereas if they are not, then d(t,, t2) = 
d(T)-x, -xt. Since d(T) is odd, x1-x#d(T)-x,-x2. Hence if we can deter- 
mine d( t,, t2), we would know whether or’ not t1 and f2 are in the same half of T. 
Let TV and Tw be the other two forests in %9(T) with u, w end-cutvertices. If at 
least one of them has two heavy vertices, then we can determine d(t,, rz). But this 
is always so because if we assume that e.ach of T,,, Tw has only one heavy vertex, 
then u is adjacent to a 2-vertex which is ;a neighbour of tip and w is adjacent to a 
2-vertex which is a neighbour of tj (see Fig. 7), and this is impossible since then 
we would have that x1 = 2 = x2. 
9 
$__ _-+ -. _- - .- - - -_- 
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_ __ ;---+_~ 
I 
,,?I 
Fig. 7. 
C’use 2.2.2. We now assume that not both ul and u2 are end-cutvertices. 
Therefore they are adjacent. and one of them, say ul, is an end-cutvertex. Then, if 
pr( u& > 2, we can easily identify u2 in T- uI, and hence reconstruct T. We 
therefore assume that pr(uJ = 2. 
Now. T has a unique heavy vertex f, which is a neighbour of u2. Also, %9(T) 
has two other forests TV, TH with u. w end-cutvertices. Moreover, since u1 and u2 
are the only n.e. cutvertices, d(r, u)> 3 and d(t, w)>3 in T. 
Therefore t is heavy in both T, and 7’,,, and we can proceed to reconstruct in a 
manner similar to Case 2.1. (That is, if in both TV and Tw, t is adjacent to only 
one 2-vertex z which is a neighbour of an end-cutvertex, we choose that graph 
from {T,, T,) in which the path, not passing through z, from t to the nearest 
end-cutvertex is the shortest, and we proceed as in Case 2.1. If in TV, say, t is 
aJj,icent to two 2-vertices which are neighbours of end-cutvertices x’ and y’, then 
.lnc of x’. y’ is u ], and we again proceed to dic~inguish which one is u1 as we did in 
Gas, 2.1 (using pr(u,) which we know)J 
Case 2.3: T has at least three n.e. cutvertices 
We shall first determine whether or not all the n.e. cutvertices are in the same 
half of T. Towards this end we define the following nine types of tree (shown in 
Fig. 8). In each of these types, there are exactly two heavy vertices tl and f2. The 
only n.e. cutvertices are those labelled 4, Vi and rim Those labelled 4 are 
2-vertices, and are not end-cutvertices, those labelled Vi have valency at least 2, 
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are end-cutvertices but not radial, whereas those Iabelled ri are radial and have 
valency at least 2. It is easy to recognize from %X$(T) when T is one of the nine 
types of Fig. 8 and to reconstruct it in such a case; the proof of this is omitted. We 
shall therefore assume that T is not one of these types of tree. 
B: 
"1 
_-- --a-- 
F: 
The folIowing lemma tells us that we can determine from %9(T) whether or 
not all the n.e. cutvertices of T are in one half. Again we omit the proof which, 
although elementary, involves some technical details. 
Lemma 1. Let T be not one of the nine types of tree shown in Fig. 8. Then all the 
n.e. cutvertices of T are in one half if and only if either in each T,,, v me. 
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end-cutvertex, all the n.e. cutvertices are in one half, or eke TU contains no n.e. 
cutverbs, for some TJ n.e. end -cutvertex. 0 
Now. let us consider first the case when not all the n.e. cutvertices of 7’ are in 
one half. We pick a T - vo, v. a n.e. cutvertex, such that T-v0 has a half which 
has a maximum number of n.e. cutvertices among all halves of all n.e. forests in 
c&91(7”). Then this half HI is a half of T. 
We now pick all those TV, v non-essential, which have no half isomorphic to 
HI. (If no such 7” can be found, then both halves of T are HI). Let these be 
T-v,, T-v*, . . . , T - vs. (Note that s, which is the number of n.e. cutvertices of 
HI, Is at least 2, since T has at least three n.e. cutvertices and If1 has a maximal 
number of n.e. cutvertices). 
Let the two halves of T- vi be Hl,i, PI,,,. There should be a half which appears 
in each of T - vi. Let this half Hz be the one which we have called H2.i. Therefore 
each T- vi has two halves H1.i and Hz. 
Now, if there exists an i# j such that Hl,i f Hl.i, then we know that Hz is the 
other half of T. Therefore we can assume that for all i = 1,2, . . . , s, Hl,i ‘1= K, say. 
if K # Hz, then again we conclude that Hz is the other half of T, and so we 
assume that K = Hz. 
This situation can only arise if N, - v = H1 -- w for every v, w, n.e. cutvertices of 
T in H,. But we do knoA,v H, - u, for every n.e. cutvertex in H1, since we know 
H,. Let this H, - u be H. Hence we can determine which of K or H2 is the other 
half of T by choosing that one which is not isomorphic to H. 
We now have to consider the case when al! the n.e. cutvertices of T are in one 
half. We therefore have that either for every Tu, with v n.e. end-cutvertex, one 
half of TU contains at least one n.e. cutvertex, or else each TV contains no n.e. 
cutvertices. Here we shall only give the proof for the first case, the second case 
being easier to handle. 
We are therefore assuming that for any n.e. TV, v end-cutvertex, there is exactly 
one half not. containing any n.e. cutvertices of Tu. This half N is one of the two 
halves of T. We note that all the heavy vertices of T are in the other half, and 
since T has at least three n.e. cutvertices, each heavy vertex of T is heavy in at 
least one n.e. Tt,. Choose a n.e. Tu with a heavy vertex as near as possible to its 
-entre. Let this minimum distance between the heavy vertex and the centre be h. 
(If cr:ff of the central vertices of T is heavy, then h = 0). 
Let a! uz the end-cutvertex of T which is in IQ. I.n:t (Y’ be the cutvertex which is 
adjacent to (IY. If a and 6. say, are the central vertices of T, with a E V(H), we let 
W’ be the graph H with edge a6 added, andl rooted at b, 
We now consider: 
(i) P&‘P~. Then, T, has diameter equal to d(T)- 1. and is therefore 
central. If h = 0, we choose a Tz, z essential end-cutvertux, such that d(T,) = 
d(T) - 1, and such that its central vertex is heavy. If h > 0, we choose Tz such that 
f is an essential end-cutvertex with d(T,) =: d(T) - 1, and such that the heavy 
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vertex nearest o the central vertex is at a distance of h - 1 from it. Then in either 
case, T, is T,, and we can reconstruct from ‘Et by choosing a branch of Tz, 
isomorphic to H’- ar, and joining z to the isolated vertices and to the end- 
cutverteli; of this branch. 
(ii) &(a’) = 2. Then again we choose an essential Tz, z end-cutvertex, such 
that the heavy vertex of Tz is as near as possible to the centre. Then this graph is 
T,. We now consider two subcases. 
(ii.1) hal. Then T, has diameter equal to b(T)-2, that is, it is bicentral. 
But then we reconstruct by choosing the half of T, which contains no heavy 
vertices, and joining (Y to the isolated vertices of T* and to a radial endvertex in 
this half. 
6.2) h =O. Then T! can be central (that is, d(T,) = d(T)- 1). This can only 
arise if the central vertex of T which is heavy has at least two radial branches. ‘But 
in this case we choose a branch of T, which is isomorphic to H’ - a, and join CM to 
the isolated vertices and to a radial endvertex of <rhis branch. We may therefore 
assume that Tp is bicentral with d(T,) = d(T) - 2. 
Let u and Y’ be the two central vertices of T,. 0ne of them, at least, must be 
heavy (since h = 0). If only one of them is heavy, say u, then choose a branch at 14, 
isomorphic to H’- cy, and join (Y to the isolated vertices of T, and to a radial 
endvert’:r of this branch. We may therefore assume that both u and u’ are heavy. 
Now, at least one of u or u’ must have a branch isomorphic to H’- (Y. If only 
one of ~4 or u’ has such a branch, then we can proceed as above. Therefore we 
assume that both u and u’ have such a branch. Now, let & be the family of 
branches of T, at u, and similarly let 48 be the family of branches at u’. Then if 
32e = 3, there is no ambiguity in choosing the branch H’- Q at either u or u’ (since 
we would obtain isomorphic reconstructions). Then let us assume d # 9. 
Let us return for a moment to some considerations on T. Let d(T) = 2r + 1, and 
x, y the central vertices of T. We know that exactly one of X, y, say y, is heavy (we 
know that y E {u, u’}, but we have to determine whether y = u or y = u’). Also, in 
T, y can have only one radial branch (that is, a branch with a vertex &stance r 
from y), because otherwise d (T,) = d(T) - 1. Now let (A, p} = {u, u’}. If A is y, 
then JL is in the radial branch of y(=h) in T. We now Droceed as follows. 
Let Tu be non-essential, with one of the central vertices heavy (therefore this 
vertex is y). Let %, be the collection of non-radial branches of Ts at y. We choose 
a n.e. T- oo, such that the total number of all the vertices of the branches of &, 
gives a maximal value. Then, c&v0 is the family of 211 non-radial branches of T at y. 
(This is so because we know that if {A, p} = (u, u’), and A = y, then P is in the 
radial branch of y, and since (-c is heavy, there is at least one n.e. cu&ertex CL’ 
adjacent to p, so that c&be would certainly give us the required %&.> 
But now, let % = %&,U {H’- a}. Then Cg = ~62 or % = 48. We may assume that 
%=&sothat y= u. Then in Ta, we join CI! to a radial endvertex of a branch of u 
isomorphic to H’- cy. 
This final case concludes Section 2. As we said above we shall not give the 
90 J. Liwi 
proof for the remaining case, namely when T is not a caterpillar and is central. As 
in Section 2, this proof is long and involves Imany subeases, most of which are very 
similar to those considered above. 
Condo remarks 
When Kelly [7] frrst showed that trees are reconstructible the whole deck of 
vertex-deleted subgraphs was used, and it was later shown that a tree can be 
reconstructed from the collection of its endvertex-deleted subgraphs only [S]. In 
view of this it is interesting to observe that, in most of our proof, only those TV, v 
end-cutvertex, were used to reconstruct T. We conjecture that in fact T can be 
reconstructed from the collection of its end-cutvertex-deleted subgraphs: 
Conjectrrre. A tree T with at least three cutvertices is reconstructible from the 
collection :T,.: u end-cutvertex of T}. 
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