This paper presents a multiple classifier system for the recognition of offline handwritten Malayalam characters. The features used are the gradient and density based features. These feature sets are fed as input to two feedforward neural networks. The results of both these neural networks are combined using four different combination schemes: Max rule, Sum rule, Product rule and Borda count method. The best combination ensemble with an accuracy of 81.82% is obtained by using the Product rule combination scheme.
Introduction
Offline recognition of handwritten text is one of the most challenging research areas due to the lack of temporal information as available in the online data and the large variations encountered in the writing style of different writers. Even though the OCR research is well advanced for foreign languages, the research on Indic scripts, especially South Indian languages is still in the infancy stage. Among the South Indian languages, the recognition of Malayalam scripts poses an even greater challenge due to the extremely large character set and highly similar writing style of the characters.
Malayalam is one of the 4 major Dravidian languages of South India. The basic character set of Malayalam consists of 15 vowels and 36 consonants. Apart from these basic characters, the script consists of other vowel modifiers, conjunct consonants etc which together with the basic characters constitute the complete Malayalam character set consisting of 128 characters.
In
1 , gradient directions along with MQDF classifier were used for the recognition of Malayalam characters. Gradient and curvature calculation along with dimensionality reduction using Principal Component Analysis was carried out in 2 . Recently, G Raju 3 , proposed a Malayalam character recognition system using gradient based features and Run length count. The authors have proposed another character recognition scheme using the fusion of global and local features for the recognition of isolated Malayalam characters 4 . The authors have also applied gradient features for the recognition of Malayalam vowels in 5 . Arora et al. 6 proposed a multiple classifier system using chain code histogram and moment invariants for the recognition of Devanagari character recognition.
In this paper, we present a multiple classifier combination system for the recognition of Malayalam characters. From the preprocessed images, the gradient directions and density features are extracted which forms the input for the two feedforward neural networks. The results of these two neural networks are then combined to form the final recognition results. We have used four combination strategies : Max Rule, Product Rule, Sum Rule and Borda Count Method.
The paper is structured as follows: Section 1 gives a brief introduction about the offline character recognition domain. The architecture of the proposed system is introduced in Section 2. The experimental setup and results obtained are presented in Section 3. Finally Section 4 concludes the paper.
Proposed System
The proposed system consists of mainly 4 phases: Preprocessing, Feature extraction, Classification and Post Processing. The scanned image is first preprocessed to remove as much distortions as possible. In the feature extraction phase, Gradient features and Density features are extracted from 2x2 zones and 4x4 zones respectively. These features are fed as input to two feedforward neural networks and finally the results of these classifiers are combined using 4 schemes: Max rule, Sum rule, Product rule and Borda count method. The architecture of the proposed system is shown in Fig. 1 .
Preprocessing
Preprocessing steps are applied in order to reduce the variations in the scanned image as much as possible. Here, the scanned image is binarized using Otsu's method of global thresholding. Segmentation is an important phase in preprocessing. The line separation and character separation is done here using horizontal and vertical projection profiles. Finally the image is normalized to 32 * 32 using bicubic interpolation.
Feature Extraction
Feature extraction is the most important phase in character recognition which determines the success rate of the underlying OCR system. Here, two feature sets are extracted in this phase: Gradient features and density features. 
Gradient Features
Gradient features at each pixel position of an image points in the direction of greatest rate of change of intensity and thus represents the local characteristics of the image. The gradient features have been successfully applied for Malayalam character recognition [1] [2] [3] [4] [5] . Here, the preprocessed images are divided into 2 x 2 zones and then gradient directions are computed for each of the zones using 3 x 3 sobel operators. Sobel operator uses two templates for the calculation of gradient in the horizontal and vertical directions as in Fig. 2 . Based on these templates, the gradient components at pixel position (i,j) are calculated as:
Number of pixels in zone i ( ) Total number of pixels in zone i
The gradient direction at location (i,j) are then calculated from these components as :
The gradient directions at each pixel are mapped into 8 directional codes with an equal angle span of 45 degrees between each of them. The sum of each direction codes from each of the 4 blocks form 32 features (Feature set I).
Density Features
The pixel density feature is a simple yet effective feature for the recognition of Malayalam characters. The pixel density feature is computed as the ratio of number of foreground pixels in each zone to the total number of pixels in that zone. For computing density features, the preprocessed character images are divided into 4 x 4 zones. Then for each of the 16 zones, the density features are calculated as:
Thus the 16 density features form Feature Set II.
Classification
Classification is the final phase in character recognition that assigns a unique label to character images based on the features extracted. Here we have used two feedforward neural networks trained with the 32 gradient features and 16 density features respectively. Each of the neural networks are trained with resilient backpropagation algorithm. The final recognition results are obtained by combining the results of these individual networks.
Classifier Combination Methods
Combining the results of individual classifiers leads to better recognition results as the set of patterns misclassified by different classifiers would not necessarily overlap 7 . Here we have used four combination strategies for combining the results of our individual classifiers: Max rule, Sum rule, Product Rule and Borda Count method.
The max rule selects the class with the maximum confidence value among both classifier as the final output. The sum rule sums up the confidence values for each class and selects the one with the highest sum as the recognition result whereas the product rule multiplies the confidence values for each class and selects the one with the highest value. In the borda count method, the classes are sorted in descending order of their borda count values and the class with the highest borda count value is selected as the output class. The Borda count for a class c is the sum of number of number of classes ranked below the class by each classifier.
Experimental Results
The proposed system was implemented using Matlab R2013a. The experiments were conducted on 33 selected characters of Malayalam -8 isolated vowels and 25 consonants. The database used for the experiment consists of 825 samples of the above characters collected from 25 different people belonging to different age groups and professions. Samples of the characters used for this experiment are given in Fig. 3 . From the database, 80% of the samples were used for training and the rest were used for testing. The recognition accuracy obtained from the gradient feature based classifier and density based classifier are 75.15% and 71.52% respectively. The combined classifier system using the Max rule, Borda Count Rule, Sum Rule and Product Rule achieves recognition accuracies of 78.18%, 79.39%, 80% and 81.82% respectively. These results are summarized in Fig. 4 . Based on the confusion matrix of the experiment, we have computed several useful measures such as average accuracy, precision, recall, Fscore, Specificity and FP Rate. These results are summarized in Table 1 .The precision and recall graph for each of the classifier system are summarized in Fig. 5 . 
Conclusion
In this paper, we have presented a multiple classifier system for the recognition of offline Malayalam characters. Gradient features and density features were extracted from preprocessed character images to form feature vectors which were fed as input to two feedforward neural networks. The final results were obtained by combining these two neural networks using 4 combination strategies: Max rule, Borda count method, Sum rule and Product rule. The proposed system achieves a recognition accuracy of 81.82% using the Product rule combination scheme. All these schemes have given equal importance to both the individual classifiers. So, our future work aims at finding other effective combination schemes that assigns weight to these individual classifiers depending on the individual classification results.
