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1 Introduction
The proposed thesis is a theoretical study of the 6-dimensional Riemannian space
geometry devoted to some questions related to this geometry.
The study of some 6-dimensional Riemannian spaces is done using the corre-
sponding 6-dimensional spinor formalism [3], [40], [45] and the Norden-Neifeld nor-
malization theory [10]-[16], [17]-[22] that simplifies the important relations written
down in the tensor form and that leads to the original results.
The subject choice is caused by the increased interest to such the spaces in these
latter days. These spaces naturally appear in the Penrose spinor-twistor formalism
[23]-[26], [45]-[48]. Here the pseudo-Euclidean space R6(2,4), whose an isotropic cone
allows to define the conformal pseudo-Euclidean Minkowski space, plays an impor-
tant role. Moreover, twistors in the Penrose theory will be represented by spinors
coordinated with the space R6(2,4). However, if in the monography [23], twistors
form the 4-dimensional complex vector bundle with the 4-dimensional real manifold
as the base, in these thesis, the 6-dimensional complex analytic Riemannian space
CV 6 serves as the base. This leads to new results in the twistor theory. At the
same time, a conformal pseudo-Euclidean space is associated with a complex an-
alytic quadric CQ6 [36], [37] that leads to the studying of properties of the group
SO(8,C) [39], [43], and hence the Cartan triality principle [3]. In this case, the
specified complex-Euclidean geometry appears as the intrinsic geometry of this nor-
malized quadric. Writing out the derivational equations for this quadric [13], it is
possible to define the invariant equation under conformal transformations and hence
the normalization replacement. This equation we call bitwistor equation by analogy
to the Penrose twistor equation. Solutions of this equation form pairs which can
be interpreted as Rosenfeld null-pairs [32] that leads to the 6-dimensional quadric
and the Cartan triality principle. It is expedient to consider the following three
manifolds, diffeomorphic to each other:
1. the manifold of all points of the quadric CQ6;
2. the manifold of I-family maximal planar generators CP3 of the quadric CQ6;
3. the manifold of II-family maximal planar generators CP3 of the quadric CQ6.
A normalization of one of such the manifolds allows on this one to consider confor-
mal (pseudo-)Euclidean connections which will be Weyl connections. This leads to
a generalization of the triality principle to B-spaces in the Norden terminology.
Thus, the 6-dimensional spinor formalism is based on the Cartan’s [3] and
Brauer’s [40] works. The 4-dimensional spinor-twistor formalism and the twistor
algebra are described in [23]-[26], [45]-[48]. The Lie group’s and Lie algebra’s iso-
morphisms, associated with these formalisms, are considered in [1], [29], [30], [49].
In addition, a piece of the information on the Clifford algebras and the octaves is
taken from [30] and [23]. A piece of the information on quadrics and planar gen-
erators is given in [36] and [37]. A normalization of a maximal planar generator
manifold is also described in [13]-[15], [18], [20], [22]. Connections in bundles is
induced according to [15], [19], [21], [22]. A real space inclusion in a complex space
is considered in [10]. The complex and real representations of (pseudo-)Riemannian
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spaces are carried out according to [4], [5] and [7]. Rosenfeld null-pairs were taken
from [32]. The Klein correspondence is given in [52] and [53]. Physical applications
of twistors can be found in [23], [50] and [51].
The basic content, divided in four sections, will be considered below. For this
purpose, some definitions is necessary to make preliminary.
1.1 Basic definitions
These definitions are made according to [10]-[16]. Note, that all functions,
involved in constructions, are assumed to be sufficiently smooth; all definitions,
statements, constructions are a local. Complex analytic Riemannian space CV n is
a complex analytic manifold, in which each tangent space is equipped with an an-
alytical quadratic metric. Such the metric is defined by means of a nondegenerate
symmetric tensor gαβ whose the coordinates are analytic functions of the point coor-
dinates. This tensor corresponds to the torsion-free complex Riemannian connection
whose the coefficients are determined by the Christoffel symbols, and therefore these
coefficients are analytic functions.
The tangent bundle τC(CV n) to the manifold has fibers τCx ∼= CRn, i.e., each
fiber will be isomorphic to the complex n-dimensional Euclidean space whose the
metric is determined by the value of the Euclidean metric tensor at the given point
x. Let n=6. By Λ2C4, we denote the bivector space of C4, and by Λ, we denote the
corresponding bundle with the base CV 6. Each fiber of this bundle is isomorphic
to CR6 (CR6 ∼= Λ2C4). It follows that in the six-dimensional case, the complex
Riemannian space CV 6 will be the base of the bundle AC = C4(CV 6). Then the
canonical projection p : C4x 7−→ x ∈ CV 6 maps the fiber C4x to the point x of the
base.
A real (pseudo-)Riemannian space V n(p,q) is regarded as a real n-dimension sur-
face in the space CV n. In a neighborhood U, this is an inclusion which is locally
determined by the parametric equations
zα = zα(ui) (α, β, ..., i, j, g, h = 1, n), (1)
where zα are the complex coordinates of the base point x; the parameters ui are
the local coordinates of the space V n(p,q). By τ
R
x (V
n
(p,q))
∼= Rn(p,q), we denote the real
tangent space to the surface (1) at the point x. The partial derivatives (∂iz
α =: Hi
α)
define inclusion H of the real tangent space τRx in the complex tangent space τ
C
x
H : τRx 7−→ τCx , (2)
zα = zα(ui(t)), V α := dz
α
dt
= Hi
α dui
dt
=: Hi
αvi,
dui
dt
∈ τRx 7−→ dz
α
dt
∈ τCx ,
(3)
where the differentiation is carried out along the real curve γ(t) of the surface (1).
Since, the matrix ‖ Hiα ‖ is a nonsingular Jacobian matrix then the operator H iα
such that {
H iαHi
β = δα
β,
H iαHj
α = δj
i (4)
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exists. It follows that in the complex space, the operator Hi
α defines involution
Sα
β′ = H iαH¯i
β′ , (5)
where the coordinates H¯i
β′ are conjugated to the coordinates Hi
β [10]. Therefor,
vi = H iαV
α = H iαV α ⇒ Sαβ′V α = V¯ β′ . (6)
This is a necessary and sufficient condition for the vector V α ∈ τCx to be real. At
the same time,
Sα
β′S¯β′
γ = δγ
α. (7)
The metric of τRx (V
n
(p,q)) is defined with the help of the relation
gαβV
αV β = gαβV αV β, ∀V¯ β′ = Sαβ′V α. (8)
This is means that a real tensor of the space τRx (V
n
(p,q)) is determined as a tensor
conjugated under the action of the specified Hermitian involution
gαβ = Sα
γ′Sβ
δ′ g¯γ′δ′ . (9)
Therefor, the tensor
gij := Hi
αHj
βgαβ = HiαHjβgαβ (10)
is the metric tensor of τRx (V
n
(p,q)) ⊂ τCx (CV n). A metric form significantly depends
on a structure of the operator Hi
α and hence the involution Sα
β′ . The complex
Riemannian connection on the space CV n induces a connection
∇i := Hiα∇α (11)
on the real space such that
∇iHjα = i bijgHgα, ∇igjg = 2ibi(jg), bijg := bijhghg. (12)
Demand that the induced connection was the Riemannian one then
bijh = bjih, bijh = −bihj ⇒ bijh = 0, (13)
and hence
∇iSαβ′ = 0 ⇒ ∇γSαβ′ = 0. (14)
For n = 6, the restriction of the base CV 6 7−→ V 6(p,q) allows to determine the bundle
AC(S) = C4(S)(V 6(p,q)) whose fibers should be supplied with an additional structure
s. It will be shown that in the case of the even metric index (i.e., the number of
minuses is even), this structure is determined by a Hermitian symmetric tensor,
and in the case of the odd metric index, this structure is determined by a Hermitian
involution. For a pseudo-Riemannian space of the even index, equal to 4, the bundle
AC(S) is called twistor bundle because its each fiber will be isomorphic to the vector
space T [23].
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1.2 Second chapter
The main results of this chapter are based on the works [23]-[26], where the 4-
dimensional spinor formalism is developed. The connection operators are introduced
in [17]. A piece of the information on Lie groups is taken from [1], [29], [30]. The
6-dimensional spinor formalism, constructed in this chapter, are based on the three
following isomorphisms:
1. the isomorphism between the spaces CR6 ∼= Λ2C4;
2. the isomorphism between the groups SO(6,C) ∼= SL(4,C)/{±1};
3. the isomorphism between the Lie algebras so(6,C) ∼= sl(4,C).
Explicitly, these isomorphisms are described as
1. rα = 1
2
ηαabR
ab, where rα are the coordinates of a vector of CR6, Rab are the
coordinates of a bivector of Λ2C4, ηαab are the coordinates of the connecting
Norden operators;
2. Kα
β = 1
4
ηβabηα
cd · 2ScaSdb, where Kαβ is the coordinates of a transformation
from the group SO(6,C), Sab is the coordinates of a transformation from the
group SL(4,C);
3. Tαβ = Aαβa
bTb
a, where Tαβ are the coordinates of a bivector of Λ2CR6, Tab is
the coordinates of a traceless operator in C4.
At the same time, connecting Norden operators are defined with the help of the
following relations
gαβ = 1/4 · ηαaa1ηβbb1εaa1bb1 , εaa1bb1 = ηαaa1ηβbb1gαβ, (15)
where (α, β, ... = 1, 2, 3, 4, 5, 6; a1, b1, a, b, e, f, k, l,m, n, ... = 1, 2, 3, 4; i, j, g, h =
1, 2, 3, 4, 5, 6). From this, it follows that the connecting Norden operators will satisfy
the Clifford equation, and therefor they will define the full Clifford algebra which
can be realized with the help of the matrix algebra of dimension 8× 8.
Considering the inclusion R6(p,q) ⊂ CR6 in the case of the even metric index q,
the decomposition
saa1
b′b′1 = scb
′
sc1b
′
1εcc1aa1 , s¯a′b = ±sba′ (16)
and in the case of the odd metric index q, the decomposition
saa1
b′b′1 = 2s[a
b′sa1]
b′1 , sab′ s¯b′
c = ±δac (17)
can be obtained. The tensor saa1
b′b′1 is defined by means of the tensor Hermitian
involution Sα
β′(= 1
4
ηα
aa1 η¯β
′
b′b′1saa1
b′b′1). As an indicative example, in the special
basis, the inclusion R6(2,4) ⊂ CR6 is considered.
In the conclusion of the given chapter, generalized connecting Norden operators
are entered as analytical functions of the coordinates of a point zγ so that the
equality
gαβ(zγ) = 1/4 · ηαaa1(zγ)ηβbb1(zγ)εaa1bb1(zγ) (18)
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is executed. This completes the construction of the required spinor formalism for
the space CV 6.
It should be noted that the spinor formalism is largely similar to the 4-dimensional
Penrose spinor formalism in which the pseudo-Riemannian space V 4(1,3) is the base
of the bundles C2(V 4(1,3)) and C4(V 4(1,3)). At Penrose, a vector in C2(V 4(1,3)) is called
spinor, and a vector in C4(V 4(1,3)) is called twistor. The main feature of twistors
of this thesis is that twistor is a vector of the bundle C4(V 6(2,4)) that gives new re-
sults. This can lead to a new interpretation of the twistor physical exegesis which
is described in the monography [23].
1.3 Third chapter
The third chapter is devoted to the introduction of connections in the bundles
with the complex base CV 6. This procedure is carried out according to [15], [19],
[23]. The real and complex representations are taken from [4], [7]. As the base, the
complex analytic Riemannian space CV 6 is considered. To carry out this procedure,
we consider a complex analytic quadric CQ6 embedded in the projective space CP7
GABX
AXB = 0, (19)
where (A,B, ... = 1, 8). A manifold of maximal planar generators CP3 of one of
the two families is a complex six-dimensional manifold. Next, we consider harmonic
normalization which in local coordinates has the form
Xa = Xa(uΛ), Yb = Yb(u
Λ), (20)
where uΛ are twelve real parameters (Λ,Ψ, ... = 1, 12). The first derivation equation
of this normalized family has the form
∇ΛXa = Y bMΛab, MΛab = −MΛba. (21)
For the transfer of binary indices, we use quadrivector εabcd which is skew-symmetric
in all its indices
MΛ
ab =
1
2
MΛcdε
abcd. (22)
In addition, by means of the operators MΛ
ab, a bivector of Λ2C4 is associated with
a vector of the tangent bandle
V ab = MΛ
abV Λ. (23)
This defines the metric tensor
GΛΨ =
1
4
(MΛ
abMΨ
cdεabcd + M¯Λ
a′b′M¯Ψ
c′d′εa′b′c′d′) (24)
in the tangent bandle. Thus, the base will become the 12-dimensional pseudo-
Riemannian space V 12(6,6) (the real representation of the manifold of the maximal
planar generators) with the metric tensor GΛΨ and the complex structure fΛ
Ψ sat-
isfying the following relation
4Λ Ψ = 1
2
(δΛ
Ψ + ifΛ
Ψ) =
1
2
MΛabM
Ψab (25)
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and defined on this manifold. As a fiber of AC, we consider the space C4 defined by
the four basic points Xa of a planar generator. The complex representation of the
space V 12(6,6) is the space CV 6 so that a mapping between the tangent spaces is done
with the help of Neifeld operators mα
Λ. In this case, the connection coefficients are
determined by the equation
∇αmαΛ = 0, ∇¯α′m¯α′Λ = 0. (26)
Then as the complex covariant derivative, we can take
∇α = mαΛ∇Λ, ∇¯α′ = m¯α′Λ∇Λ. (27)
Then in this chapter, the properties of the torsion-free Riemannian connection,
prolonged on fibers of AC, are established. It turns out, this prolongation is uniquely
given by the requirement of the covariant constancy of the quadrivector εabcd. Then
using the inclusion operators, we can come to the real connection, but it is necessary
to require the covariant constancy of the Hermitian involution.
This allows us to consider the conformally invariant bitwistor equation
∇c(dXa ) = 0. (28)
Its solutions are associated with Rosenfeld null-pairs which play an important role
in further studies.
1.4 Fourth chapter
The fourth chapter is devoted to the classification of Riemann curvature tensor
of the 6-dimensional (pseudo-)Riemannian spaces. In addition, the properties of
bivectors of this spaces are investigated in this chapter.
We will show how to simplify the tensor record of the basic identities for the
curvature tensor using the spinor formalism specified in the first chapter. In addition,
it is shown that the classification of such a tensor can be reduced to the classification
of curvature spin-tensor of the space C4 such that
Rαβγδ = Aαβa
bAγδc
dRb
a
d
c. (29)
In this case, the curvature tensor satisfies the Bianchi identity
Rαβγδ +Rαδβγ +Rαγδβ = 0 (30)
which have the spinor representation
Rl
d
s
l = −1
8
Rδs
d. (31)
As we can see, instead of the 105 equations from (30), in (31) the 16 ones only can
be considered, 15 of which are significant. In the same way, we can construct the
spinor analogue of the Weyl tensor
Cαβγδ = Aαβa
bAγδc
dCb
a
d
c. (32)
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As a corollary from this theorem, the following fact is very interesting. An
arbitrary simple isotropic bivector of the space Λ2C6 defines a vector of the space
C4 up to a factor. This will allow to construct the geometric interpretation of
isotropic twistor in the space R6(2,4). This interpretation in many respects similar to
the exegesis of a spinor in the space R4(1,3): flag consisted of flagpole and flag-plane.
Finally, it is argued that in the space R6(p,q) of the even index q, any bivector can
be reduced to canonical form in some basis
1
2
RαβX
αY β = R16X
[ 1Y 6 ] +R23X
[ 2Y 3 ] +R45X
[ 4Y 5 ]. (33)
1.5 Fifth chapter
In the last chapter, the 8-dimensional complex space T2 constructs as the direct
sum C4 ⊕ C∗4 using a vector Xa and a covector Yb from fibers of the bundles AC
and AC∗ respectively
XA := (Xa, Yb) (34)
and XA ∈ T2. In this case, Xa and Yb satisfy the following system{
Xa = X˙a − irabYb,
Yb = Y˙b,
(35)
where rab are the coordinates of a bivector of Λ2CR6, and X˙a, Y˙b are the values of
Xa, Yb at the point O. In fact, the system (35) can be regarded as bitwistor equation
solutions, and X˙a, Y˙b will be its particular solutions. Considering the locus of points,
for which Xa = 0, we can come to Rosenfeld null-pairs and then we can formulate
the following assertion.
Theorem 1. (The triality principle for two B-cylinders).
In the projective space CP7, there are two quadrics (two B-cylinders) with the fol-
lowing main properties:
1. The planar generator CP3 of a one quadric will uniquely define the point R on
the other quadric, and this mapping will be bijective.
2. The planar generator CP2 of a one quadric will uniquely define the point R on
the other quadric. But the point R of the second quadric can be associated to
the manifold of planar generators CP2 belonging to the same planar generator
CP3 of the first quadric.
3. The rectilinear generator CP1 of a one quadric will uniquely define the rectilin-
ear generator CP1 of the other quadric, and this mapping will be bijective. And
all the rectilinear generators belonging to the same planar generator CP3 of the
first quadric define the beam centered at R belonging to the second quadric.
This allows us to introduce connecting operators ηAKL such that
rA =
1
4
ηAKLR
KL, (36)
11
where rA are the coordinates of a vector of CR8, and RKL are the coordinates of
a spin-tensor of CR8. Therefor, the operators ηAKL define the full Clifford algebra
since this operators will satisfy the Clifford equation
GABδK
L = ηAK
RηB
L
R + ηBK
RηA
L
R. (37)
In this case, we will have the two metric tensors
εKLMN = η
A
KLηAMN , GAB =
1
4
ηA
KLηB
MNεKMεLN , ε(KL)(MN) =
1
2
εKLεMN .
(38)
With the first tensor we can raise and lower a pair of indices, and with the second
we can make the specified operation with a single index. This imposes some severe
constraints on the connecting operators such as
ηA(MN) =
1
8
ηAKLε
KLεMN . (39)
Such the connecting operators will determine structural constants of the octonion al-
gebra. Later on, this will lead to the double covering Spin(8,C)/{±1} ∼= SO(8,C).
Therefore, the operators ηAKL will be very similar to the connecting Norden opera-
tors ηαkl in their properties.
1.6 Conclusion
It should be noted that at the end of the thesis, Appendix is available in which
all the necessary algebraic calculations are presented.
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1.7 Introduction for the English edition
The Ph.D. thesis defence has taken place at 14:00, on December, 25th, 1997 at
Kazan State University at the session of Dissertation Council (K 053.29.05) at Kazan
State University located to the address: 18 Kremlevskaya str., Kazan, 420008, Rus-
sia. The Russian edition (on the pp. 90-210) contains the original variant of the Ph.
D. thesis with the corrected typing errors and the original numbering of the pages
(pp. 1-121). Besides, two figures which have been lost at the thesis printing are
included in the English edition. English translation of the Ph. D. thesis was exe-
cuted in 2012. Transliteration on Cyrillic is given according to the scheme MR(new).
Note that the constructed formalism for n=8 is initial induction step for the
construction of alternative-elastic group algebras for n mod 8 =0 [3]. The spinor
formalism for n=8 gives the opportunity to construct Lie operator analogues for the
spinor (and pair-spin) bundle with the base: the space-time manifold and to transfer
the metric into pair-spin fibers with the same base [1], [2]. In addition, the spinor
formalism allows us to construct hypercomplex Cayley-Dickson algebra generator in
the explicit form [3]. Moreover, the spinor formalism for even n can be constructed
with the help of the particular solutions of the reduced Clifford equation [1], [2].
Physical applications of this theory for n=6 can be found in [4].
References
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[4] K. Scharnhorst and J.-W. van Holten: Nonlinear Bogolyubov-Valatin transformations: 2
modes. Annals of Physics (New York), 326(2011)2868-2933 [arXiv:1002.2737v3, NIKHEF
preprint NIKHEF/2010-005] (DOI: 10.1016/j.aop.2011.05.001).
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2 Basic identities and formulas
This chapter is devoted to the study of algebraic properties of the double covering
SO(6,C) ∼= SL(4,C)/{±1}.
On the basis of this isomorphism the elementary algebraic framework necessary for
further investigations is constructed. To do this, various vector bundles with the base
CV 6(CR6) discuss. The tangent bundle τC(CV 6) which contains fibers isomorphic to
CR6 is isomorphic to Λ with fibers isomorphic to Λ2C4 that follows from the existence
of the connecting Norden operators
rα =
1
2
ηαaa1R
aa1 ,
where (α, β, ... = 1, 2, 3, 4, 5, 6; a1, b1, a, b, ... = 1, 2, 3, 4). In addition, we consider the
bundle AC with fibers isomorphic to C4 and the base CV 6(CR6). From this, the
existence of the operators Aαβa
b
Tαβ = Aαβd
cTc
d, Ta
a = 0, Tαβ = −Tαβ
will imply. As follows from the results of the penultimate subsection of this chapter
considering infinitesimal transformations, the resulting operators are an algebraic
realization of the isomorphism between the Lie algebras
so(6,C) ∼= sl(4,C).
Then we will study real inclusions with the help of the inclusion operator Hi
α and
the involution Sα
β′ . The conjugation operation induced in the bundle AC is divided
into the two classes. In the first case (the space V 6(p,q)(R
6
(p,q)) has the metric of the
even index q), the conjugation is carried out by means of Hermitian polarity tensor
saa
′
X¯a
′
:= saa
′
Xa.
In the second case (q is odd), the conjugation is carried out by means of Hermitian
involution tensor sa
a′
X¯a
′
:= sa
a′Xa.
The second subsection is just devoted to the elucidation of this fact which is proved
by using the theorems from the monography [23].
2.1 Bivectors of the space Λ2C4(Λ2R4)
2.1.1 Norden operators
It is known that one can establish the isomorphism between the complex Eu-
clidean space CR6 (R6(3,3)) and the bivector space Λ2C4(Λ2R4). This isomorphism is
determined by connecting Norden operators [17] satisfying the following conditions
1
2
ηαaa1ηβ
aa1 = δα
β, ηαaa1ηα
bb1 = δaa1
bb1 := 2δ[a
[ bδa1 ]
b1 ] (40)
so that the following equations
rα = 1/2 · ηαaa1Raa1 , Raa1 = ηαaa1rα, (41)
where (α, β, ... = 1, 2, 3, 4, 5, 6; a1, b1, a, b, e, f, k, l,m, n, ... = 1, 2, 3, 4; i, j, g, h =
1, 2, 3, 4, 5, 6) and
gαβ = 1/4 · ηαaa1ηβbb1εaa1bb1 , εaa1bb1 = ηαaa1ηβbb1gαβ,
gαβ = 1/4 · ηαaa1ηβbb1εaa1bb1 , εaa1bb1 = ηαaa1ηβbb1gαβ
(42)
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are executed. In this case, Raa1 are the coordinates of a bivector of the space Λ2C4,
and rα are the coordinates of its image from CR6; gαβ is the metric tensor of CR6,
its image is the spin-tensor (quadrivector) εaa1bb1 antisymmetric in all indices.
Note 1. Note that with the help of the metric tensor gαβ, defined on the space CR6,
we can raise and lower single indexs. Using the metric quadrivector εaa1bb1, defined
in the bundle Λ, we can raise and lower pair skew-symmetric indices only, and there
is no a metric spin-tensor with which one could do a similar operation with single
indexes.
It follows that there are the operators Aαβd
c such that
Tαβ = Aαβd
cTc
d, Tk
k = 0, Tαβ = −Tαβ. (43)
We will give a proof of this fact.
Proof. For the Levi-Civita symbol, we have
εabcdεklmn = 24δ[k
aδl
bδm
cδn ]
d,
εabcdεklmd = 6δ[k
aδl
bδm ]
c,
εabcdεklcd = 4δ[k
aδl ]
b,
εabcdεkbcd = 6δk
a,
εabcdεabcd = 24,
δabkl := 2δ[k
aδl ]
b.
(44)
Moreover, since εabcd is the metric spin-tensor, it follows [23, v.2, p. 65, eq. (6.2.19)(eng)]
that
Rab =
1
2
εabcdR
cd. (45)
Then, taking into account the formulas (41) and (42), for the tensor Tαβ, we have
T[αβ] = 1/4 · ηαaa1ηβbb1 · 3/2(Ta[a1bb1 ] − T[ bb1a ]a1) =
= 1/4ηα
aa1ηβ
bb1 · 1/2(Takkdεa1dbb1 − T kdka1εadbb1) = 1/2ηαcaηβbk1εadbk1·
1/4(T kdkc − Tkckd) = −1/2ηαbk1ηβcaεadbk1 · 1/4(T kdkc − Tkckd). (46)
Therefore, we must put
Aαβd
c :=
1
2
η[α
caηβ]
bk1εdabk1 , Tc
d := 1/4(Tkc
kd − T kdkc),
Taa1bb1 − Tbb1aa1 = 4εbb1c[a1Ta ]c
to obtain the formula (43).
The most important relations for the operators Aαβb
a have the form
Aαβd
cAαβr
s = 1
2
δr
sδd
c − 2δrcδds, AαβdcAλµcd = 2δ[α µδβ]λ,
Aαβd
cAγ
β
r
s = (ηα
csηγrd + ηα
ckηγkrδd
s) + 1/2(ηα
snηγrnδd
c+
+ηα
ckηγdkδr
s)− 1/4gαγδrsδdc,
Tm
n = 1
2
Aαβm
nTβα, Tβα = −Tαβ.
(47)
The proof of these formulas is rather cumbersome, and therefore it is given in Ap-
pendix (472)-(476).
It should be noted that the connecting Norden operators define the Clifford
algebra.
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Proof. Consider the identity
η(α
a[ bηβ )
cd ] = −η(α[ cbηβ )|a|d ] = η(α[abηβ )cd ], (48)
the contraction of which with εbcdn gives the relations
η(α
abηβ )
cdεbcdn =
1
24
η(α
klηβ )
mnεklmnε
abcdεbcdn,
2η(α
abηβ )bn = −14η(αklηβ )mnεklmnδna,
η(α
abηβ )nb =
1
2
gαβδn
a,
(49)
where gαβ is the same as in the formulas (42). We define
ηα :=‖ ηαaa1 ‖, σα :=‖ −ηαaa1 ‖, γα :=
√
2
(
0 σα
ηα 0
)
, (50)
where λ, ψ, ... = 1, 6. The operators γλ satisfy the identity
γλγψ + γψγλ = 2gλψI (51)
which follows from the last equation of (49). The equality (51) is the Clifford equa-
tion [23, v.2, p. 441, eq. (B.1)(eng)] such that γ1, γ2, γ3, γ4, γ5, γ6 can be represented
by means of complex matrixes of dimension 8×8, gαβ is the metric tensor (42), and
I is the identity operator.
The opposite is true. Suppose we have the equation (51). Then we can construct
the element γ7
γ7 := γ1γ2γ3γ4γ5γ6, (γ7)
2 = I. (52)
In this case, since n = 6 (even), γ7 anticommutes with every element γα (α = 1, 6).
This means that for γα, the representation (50) is possible, and therefore the identity
(48) is executed.
It follows that the connecting Norden operators determine the full Clifford alge-
bra which is formed by the finite sums
AI +Bλγλ + C
λµγλγµ + ... (53)
Dimension of this algebra is equal to 26 = 64. Such the algebra can be represented
by the full matrix algebra, elements of that have the dimension 8 × 8 [23, v. 2, p.
440-464(eng)].
2.1.2 Conjugation in the bundle AC(S)
In this subsection the statement concerning an inclusion of real spaces in the
complex one is formulated, the proof is given in the next subsection.
Consider the 6-dimensional (pseudo-)Euclidean space R6(p,q) embedded in CR6,
the tangent space τR(R6(p,q)) of which we will consider as a real subspace in C4.
This will lead to the vector bundle AC(S) with fibers isomorphic to C4. Besides,
the bundle AC(S) will be equipped with structure s. We need to clarify the nature
of this structure. To do this, we will consider a simple bivector of the τC(τR). A
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necessary and sufficient condition of the simplicity for this bivector is expressed by
the formula
Rab = XaY b −XbY a, Xa Y a ∈ C4, (54)
where i, j = 1, 6; a, b, c, d, k, l,m, n, ... = 1, 4.
Note 2. Based on the formula (41), a simple bivector of the space Λ2C4 is uniquely
associated with an isotropic vector of the space CR6, and this mapping will be bijec-
tive. This follows from the relation
0 = εabcdX
aY bXcY d = 1
4
εabcdR
abRcd = 1
2
ηα
kmrαηβkmrβ = r
αrα = 0. (55)
Further, any bivector should be self-conjugated with respect to the spin-tensor
saa1b′b′1 (the notation introduced according to [23])
saa1b′b′1 = gijη
i
b′b′1η
j
aa1 , gij = 1/4 · ηib
′b′1ηj
aa1saa1b′b′1 , (56)
s¯b′b′1aa1 = saa1b′b′1 ,
where gij is the metric tensor (10). The last equation expresses the Hermitian
symmetry of the spin-tensor s. Such the tensor was introduced in [10]. In the case
of the metric of the even index, the spin-tensor saa1
b′b′1 (the raising and lowering of
double indices are carried out with the help of the metric quadrivector εaa1bb1) has
the form
saa1
b′b′1 = scb
′
sc1b
′
1εcc1aa1 , s¯a′b = ±sba′ , (57)
and in the case of the odd index, we obtain
saa1
b′b′1 = 2s[a
b′sa1]
b′1 , sa
b′ s¯b′
c = ±δac. (58)
If Rab is simple and belongs to the tangent space τR then for the vectors, defining
the bivector, in the case of the even index metric, the identities [23, v. 2, p. 63, eq.
(6.2.13)(eng)]
XaXa′s
aa′ = 0, YaYa′s
aa′ = 0, XaYa′s
aa′ = 0 (59)
and in the case of the odd index metric, the identities
Xa′X
asa
a′ = 0, Xa′Y
asa
a′ = 0, Ya′Y
asa
a′ = 0 (60)
are executed. Thus, the structure s of the bundle AC(S) is determined. In the case
of the even index metric, the spin-tensor skk′ fulfills a role of the metric spin-tensor
with which the help we can raise and lower single indexs, and in the case of the odd
index metric, with the help of the spin-tensor sk
k′ , the identification between the
primed (complex conjugate) and unprimed spaces is carried out. The proof of this
assertion is given in the next section.
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2.2 Spinor representation of special form tensors. The cov-
ering corresponding to this decomposition
2.2.1 Theorem on the double covering SL(4,C)/{±1} ∼= SO(6,C)
Before the proof, we need to more thoroughly understand with the double cov-
ering SL(4,C)/{±1} ∼= SO(6,C). Below, the explicit representation of this covering
by means of the connecting Norden operators ηα
ab will be obtained. Using this rep-
resentation, it is easier to understand how the real inclusion R6(2,4) ⊂ CR6 is occurs
and hence how to construct the explicit representation of the involution operator in
the spinor form. In addition, the results of this section will be useful in the study of
the bivector structure of the space CR6.
By Kα
β, we denote a transformation form the group SO(6,C), and let Sab be a
transformation from the group SL(4,C). Then the following theorem will be true.
Theorem 1. Each transformation Kα
β corresponds to two and only two transforma-
tions ±Sab(±Sab) such that det ‖ Scd ‖= 1 (det ‖ Scd ‖= 1). And on the contrary,
each transformation ±Sab(±Sab) corresponds to one and only one transformation
Kα
β.
Proof. Suppose, that there are the two transformations ±Sab(±Sab) such that
ε := ε1234,
Sa
bSa1
b1Sc
dSc1
d1εbb1dd1 = εaa1cc1 (SabSa1b1ScdSc1d1ε
bb1dd1 = ε−2εaa1cc1). (61)
The last equation means that det ‖ Scd ‖= 1 (det ‖ Scd ‖= 1). Define
Kα
β := 1
4
ηα
abηβcd · 2βS[a cS b]d (Kαβ := 14ηαabηβcd · εβSakSblεklcd),
β := ±1.
(62)
Then on the basis of (61) and (62), we will obtain
Kα
βKγ
δgβδ = gαγ. (63)
Thus, from (61), the equation (63) will follow.
If now, on the contrary, Kα
β of the form (63) is set. Define
Kaa1
bb1 := ηαaa1ηβ
bb1Kα
β. (64)
Thus, (63) can be copied as
1
4
Kaa1
bb1Kcc1
dd1εbb1dd1 = εaa1cc1 . (65)
The formula (65) means that the transformation Kaa1
bb1 should be regular, i.e.,
∀raa1 6= 0 ⇒ Kaa1bb1raa1 6= 0, Kaa1bb1rbb1 6= 0.
Proof. Indeed, we will assume the contrary: ∃raa1 6= 0 and Kaa1bb1rbb1 = 0. It will
mean that the transformation Kaa1
bb1 is singular
0 = rbb1 ·
1
4
Kaa1
bb1Kcc1
dd1εbb1dd1 = εaa1cc1r
aa1 . (66)
From this, the equality raa1 = 0 will follows. Contradiction.
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For further calculations we need the following lemma.
Lemma 1. Choose two non-zero vectors r1
α, r2
β ∈ τCx , where x is an arbitrary point
at the base: the complex Euclidean space CR6 equipped with the metric tensor gαβ.
Then the three following conditions are equivalent:
1. r1
α(r1)α = 0 , r2
α(r2)α = 0 , r1
α(r2)α = 0 ;
2. r1
α = 1
2
ηαaa1X
aY a1, r2
α = 1
2
ηαaa1X
aZa1;
3. (r1)α =
1
2
ηα
aa1X˜aY˜a1, (r2)α =
1
2
ηα
aa1X˜aZ˜a1;
where the vectors Xa, Y a, Za belong to the fiber C4x of the bundle AC, and X˜a, Y˜a, Z˜a
are covectors of the dual fiber.
Proof. 1).⇒ 2).
Consider the first equation of Condition 1). and define
r1
aa1 := ηα
aa1r1
α, (67)
and then on the basis of (42), we obtain
r1
α(r1)α = gαβr1
αr1
β = 1
4
ηα
aa1ηβ
cc1εaa1cc1
1
2
ηαdd1r1
dd1 1
2
ηβkk1r1
kk1 =
= 1
4
r1
dd1δ[d
aδd1 ]
a1r1
kk1δ[k
cδk1 ]
c1εaa1cc1 =
1
2
r1
aa1(r1)aa1 = 0.
(68)
Define
pf(r) := rαrα =
1
2
raa1raa1 . (69)
Then from (49), the equalities
rabrbc = −pf(r)δcd ⇔ 3ra[ brcd ] = pf(r)εabcd (70)
will follow, and for the vector r1
α, we obtain
r1
abr1
cd = r1
acr1
bd − r1bcr1ad. (71)
Since, r1
cd is a non-zero bivector then some covectors Ac, Bd, that r1
cdAcBd 6= 0,
r1
cdAcBd ∈ R, exist. Put
P a :=
√
2r1
akAk/
√
(r1cdAcBd), Q
a :=
√
2r1
bkBk/
√
(r1cdAcBd). (72)
Then from (71), the equality
r1
ab = P [aQb ] (73)
will follow. In this case, P a, Qa are linearly independent. It is also possible to obtain
the expansion for r2
ab
r2
ab = R[aSb ] (74)
from the second equation of Condition 1). such that the vectors Ra, Sa will be also
linearly independent. From the third equation of Condition 3). implies the following
relation
0 = r1
α(r2)α =
1
4
εabcdr1
abr2
cd = 1
4
εabcdP
aQbRcSd = 0. (75)
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This means that the vectors P a, Qb, Rc, Sd are linearly dependent
αP a + βQa + γRa + δSa = 0, |α|+ |β|+ |γ|+ |δ| 6= 0. (76)
In this case, either α 6= 0 or β 6= 0. Otherwise, (α = β = 0), and the vectors Rc, Sc
would be linearly dependent. For definiteness, let α 6= 0. Then again, either γ 6= 0
or δ 6= 0. Put
Xa := P a + (β/α)Qa = −((γ/α)Ra + (δ/α)Sa), Y a := Qa,
Za :=
{
(α/δ)Ra, δ 6= 0, γ = 0,
−(α/γ)Sa, γ 6= 0.
(77)
Thus, from (77), Condition 2). of the lemma implies.
2).⇒ 1).
It is verified directly, for example,
r1
α(r2)α =
1
4
εaa1bb1X
aY a1XbZb1 = 0. (78)
In the same way, the equivalences 1).⇒ 3). and 3).⇒ 1). can be proved. These
implications are possible because of the metric tensor presence in the tangent bundle
and the metric quadrivector presence in the bundle AC.
Take two non-zero isotropic vectors
r1
α = 1
2
ηαaa1M
aNa1 , r2
α = 1
2
ηαaa1M
aLa1 (79)
and two non-zero isotropic covectors
(r˜1)α =
1
2
ηα
aa1M˜aN˜a1 , (r˜2)α =
1
2
ηα
aa1M˜aL˜a1 (80)
satisfying Condition 2). and Condition 3). of Lemma 1 respectively. We act on
(79), (80) with the orthogonal transformation Kα
β and obtain
r3
α := Kβ
αr1
β, r4
α := Kβ
αr2
β,
(r˜3)α := Kα
β(r˜1)β, (r˜4)α := Kα
β(r˜2)β.
(81)
Then from Condition 1). of Lemma 1 with the account (63) and (65), the equations
r3
α(r3)α = Kα
βKγ
δgβδr1
αr1
γ = r1
α(r1)α = 0,
r4
α(r3)α = r2
α(r1)α = 0, r4
α(r4)α = r2
α(r2)α = 0,
r˜4
α(r˜3)α = r˜2
α(r˜1)α = 0, r˜4
α(r˜4)α = r˜2
α(r˜2)α = 0,
r˜3
α(r˜3)α = r˜1
αr˜1α = 0
(82)
will follow. Since, the transformation Kaa1
bb1 is regular then the vectors and covec-
tors (81) are non-zero elements, and hence from Condition 2). and Condition 3). of
Lemma 1, we obtain
r3
α = 1
2
ηαaa1X
aY a1 , r4
α = 1
2
ηαaa1X
aZa1
(r˜3)α =
1
2
ηα
aa1X˜aY˜a1 , (r˜4)α =
1
2
ηα
aa1X˜aZ˜a1 .
(83)
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Consider the identity
r3
[αr4
β ] = K[γ
[αKδ ]
β ]r1
[γr2
δ ]. (84)
We rewrite it using the formulas (43) and (47)
Aαβa
b · 1
4
XaY b1XcZc1εcc1bb1 =
= 1
4
Aγδr
sM rNk1M lLl1εll1sk1Aγδc
dAαβa
b · 1
8
(Kdm
akKcmbk −KcmakKdmbk),
XaY b1XcZc1εcc1bb1 =
= 2δr
dδc
sM rNk1M lLl1εk1ll1s · 18(KdmakKcmbk −KcmakKdmbk),
Xa(Y b1XcZc1εcc1bb1) =
= Md(Nk1M lLl1εk1ll1c) · 14(KdmakKcmbk −KcmakKdmbk).
(85)
Define
Tb := Y
b1XcZc1εcc1bb1 , Pc := N
k1M lLl1εk1ll1c,
K˜d
c
b
a := 1
8
(KcmakKdmbk −KdmakKcmbk)
(86)
such that the equations
XcTc = 0, M
cPc = 0, K˜c
c
b
a = 0, K˜d
c
b
b = 0, (87)
Kaa1
bb1Kcc1
dd1 −Kaa1dd1Kcc1bb1 = 8εcc1k[a1K˜a ]kr [ bεb1 ]rdd1 (88)
are executed. Whence,
XaTb = −2MdPcK˜dcba. (89)
In the same way, from the identity
(r˜3)[γ(r˜4)δ ] = K[γ
[αKδ ]
β ](r˜1)[α(r˜2)β ], (90)
determining
T˜ b := Y˜b1X˜cZ˜c1ε
cc1bb1 , P˜ b := N˜k1M˜lZ˜l1ε
k1ll1b, (91)
we can obtain
X˜dT˜
c = −2M˜aP˜ bK˜dcba. (92)
We now find homogeneous solution satisfying the equations (89) and (92){
(K˜homogeneous)d
c
b
aMdPc = 0,
(K˜homogeneous)d
c
b
aM˜aP˜
b = 0,
⇔
{
MdPd = 0,
M˜aP˜
a = 0.
(93)
These two systems should coincide identically since the left system is valid for each
Ma, M˜a, Pa, P˜
a satisfying the right system. This is possible only when
(K˜homogeneous)d
c
b
a = αδd
cδb
a, α ∈ C. (94)
Next, we consider particular solution of the equation (89), for example. This solution
should be regular that means that we can not satisfy the condition
∃ Md 6= 0, Pc 6= 0, that (K˜particular)dcbaMdPc = 0 (95)
(The condition (95) is equivalent to the singularity of the transformation Kaa1
bb1
(see (88))). To solve (89), we need the following lemma.
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Lemma 2. Let A,B,C,... be collective indices. Then the three following condition
on λAB
Q are equivalent:
1. λAB
QξQ can be represented as ρAξB for each ξQ;
2. λA1[B1
(Q1λ|A2|B2 ]
Q1 )=0;
3. λAB
Q can be represented either as αAϕB
Q, or as θA
QβB.
Proof. It is given on the page 160 of [23, v. 1, Pr. (3.5.8)(eng)]. As in its proof, the
metric tensor did not the participate then this lemma is true for any arrangement
of indices: or top, or bottom.
We apply Lemma 2 to the equation (89) and obtain the 2 variants:
a). (K˜particular)d
c
b
aPc = A
aBbd, b). (K˜particular)d
c
b
aPc = Ad
aBb (96)
First. Suppose that Item a). and Item b). are performed simultaneously. We
use one more lemma.
Lemma 3. From ψABϕC = χAθBC, the execution of the identities ψAB = χAξB,
θBC = ξBϕC follows for some ξB.
Proof. It is given on page 160 of the monography [23, v. 1, (3.5.6)(eng)]. And just
as in the previous lemma, the location of the index is not significant.
We apply this lemma to the equation (96) that will give
(K˜particular)d
c
b
aPc = AdB
aCb. (97)
But there is the vector Md 6= 0, that MdPd = 0 and MdAd = 0, then from (97), the
statement (95) follows that is impossible. From this, we conclude that at the same
time, a). and b). from (96) can not be executed.
Second. Now, we apply Lemma 2 to the equation (96). This will give the four
variants:
I). a). (K˜particular)d
c
b
a = AacBdb, b). (K˜particular)d
c
b
a = CaDcdb,
II). a). (K˜particular)d
c
b
a = Sd
aEb
c, b). (K˜particular)d
c
b
a = Ud
acVb.
(98)
Items b). in the both cases disappear as they lead to a singular transformation (see
the explanation after the formula (97)).
For definiteness, we will consider Item II).a). We contract common solution
K˜d
c
b
a = Sd
aEb
c + αδd
cδb
a (99)
of the equation (89) with δc
d and using (87), we obtain
0 = Sk
aEb
k + 4αδb
a ⇒ Ebk = −4α(S−1)bk (100)
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(the transformation Sk
a is nondegenerate since otherwise the transformation K˜d
c
b
a
will be singular that would entail the singular transformation Kaa1
bb1). Therefore,
K˜d
c
b
a = (−α)(4Sda(S−1)bc − δdcδba). (101)
Contract (88) with εdd1pp1Kss1
pp1 that will give with the account (65)
Kaa1
bb1εss1cc1 −Kcc1bb1εss1aa1 = 8εcc1k[a1K˜a ]kr [ bKss1b1 ]r. (102)
Contract (102) with εss1cc1 using the formulas (44)
5Kaa1
bb1 = 8K˜[a
k | r [ bKk |a1 ]
b1 ]r (103)
and substitute (101) in (103)
5Kaa1
bb1 = (−8α)Kk[a1 [ b1|r|(4Sa ]b ](S−1)rk − δa ]|k|δrb ]),
Kaa1
bb1 = 32α
5+8α
Kk[a1
r[ b1Sa ]
b ](S−1)rk
(104)
(α 6= 0, α 6= ±5/8; otherwise, the transformation K˜akrb is singular). Put
Kaa1
bb1 := 2M[a1
[ b1Sa ]
b ] (105)
and obtain
Kaa1
bb1 := 32α
5+8α
S[a
[ b(Ma1 ]
b1 ] + 1
2
Sa1 ]
b1 ]Mk
r(S−1)rk) = 2M[a1
[ b1Sa ]
b ]. (106)
Define
Mk
r := βSk
r ⇒ β = 8α
5− 8αMk
r(S−1)rk ⇒ α = 1
8
. (107)
Then from (106), the definition
Kaa1
bb1 := 2βS[a1
[ b1Sa ]
b ] (108)
follows. Substituting (108) in (65), we find out that β = ±1.
Similarly, Item I).a). shall be considered. In this case, the transformation Kaa1
bb1
has the form
Kaa1
bb1 := βSacSa1c1εε
cc1bb1 . (109)
Note that the factor ε can be included in the definition of Sac.
In this way, from (63), we can really come to (61) that completes the proof
of the inverse path of the theorem. Therefore, the transformation Sa
b(Sab) will
match to one and only one transformation Kα
β, and conversely, each transforma-
tion Kα
β will correspond to two and only two transformations ±Sab (±Sab), that
det ‖ Scd ‖= 1 (det ‖ Scd ‖= 1).
Find out what a transformation corresponds to the special transformation Kα
β.
For this purpose, let’s consider the following identity
Kα
βKγ
δKλ
µKν
χKpi
ωKσ
ξeβδµχωξ = ±eαγλνpiσ,
eβδµχωξ = e[βδµχωξ], e := e123456. (110)
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At the same time, eβδµχωξ is the 6-vector skew-symmetric in all indices. Conse-
quently, we can get the record
K1
βK2
δK3
µK4
χK5
ωK6
ξeβδµχωξ = ±e123456 ⇔ det ‖ Kαβ ‖= ±1 (111)
equivalent to (110). If Kα
β is the special transformation then in (110), the sign
”+” is chosen that means that det ‖ Kαβ ‖= 1. In otherwise case (the non-special
transformation), the sign ”-” is chosen. Since for a 4-vector, there are the identities
eαβγδ = e[αβγδ],
eαβγδ = Aαβb
aAγδd
cea
b
c
d, (112)
ea
b :=
1
3
ea
k
k
b,
following from (43) then, using its symmetries, we can obtain the expansion
Bαβγδr
k := Aαβr
dAγδd
k + Aαβc
kAγδr
c,
eαβγδ := Bαβγδr
kek
r, (113)
ek
k = 0
(the proof is given in Appendix (477) - (479)). In turn, using these formulas, we
can obtain the expansion for the 6-vector
eαβγδλµ = Aαβb
aAγδd
cAλµl
k ea
b
c
d
k
l,
ea
b
c
d
k
l =
i
8
(2((4δk
bδc
l − δklδcb)δad + (4δkdδal − δklδad)δcb)−
− (4δkbδal − δklδab)δcd − (4δkdδcl − δklδcd)δab) (114)
(the proof is given in Appendix (480) - (489)). From (114), the identity
eαγλνpiσ = 2η[α
bb1ηγ|dd1|ηλ
mm1ην|xx1|ηpi
rr1ησ ]ss1 · iδrdδmsδbxδb1d1δm1x1δr1s1 =
= 1
4
η[α
bb1ηγ
dd1ηλ
mm1ην
xx1ηpi
rr1ησ ]
ss1 · i εrb1dd1εmr1ss1εbm1xx1 =
= i(Aαγb
aAλνa
cApiσc
b + Aαγb
aAλνc
bApiσa
c)
(115)
will imply. From (114) and (115), applying the definition (110) to the special (non-
special) transformations, we obtain
Sa
bSa1
b1Sc
dSc1
d1εbb1dd1 = εaa1cc1 (SabSa1b1ScdSc1d1ε
bb1dd1 = ε−2εaa1cc1) (116)
that gives the identity (61). It follows that (108) corresponds to the special trans-
formation and (109) corresponds to the non-special transformation Kα
β.
Finally, the transformations Sa
b and iSa
b belong to the same group SL(4,C).
This means that in the formula (108), we can consider only the case when β = +1.
Therefore, the group SL(4,C) is the double covering of the connected identity com-
ponent of the group SO(6,C) (we denote it as SOe(6,C)).
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2.2.2 Real representation of the double covering SL(4,C)/{±1} ∼= SO(6,C)
in the presence of the involution Sα
β′
Theorem 2. Suppose that in the six-dimensional complex Euclidean space CR6, the
involution
Sα
β′S¯β′
γ = δα
γ, Sα
β′Sγ
δ′ g¯β′δ′ = gαγ (117)
is given. Define
saba′b′ = η¯β′a′b′η
α
abSα
β′ (118)
then the relations
saba′b′ = s¯a′b′ab, sab
a′b′ s¯a′b′
cd = 2δcdab (119)
are executed, and there are two and only two decompositions
I). sab
a′b′ = 2s[a
a′sb ]
b′ , sa
b′ s¯b′
c = ±δac,
II). saba′b′ = 2s[a|a′|sb ]b′ , sab′ = ±s¯b′a.
(120)
In addition, for real inclusions, the identities
I). η¯i
a′b′ = ηj
cdsc
a′sd
b′ II). η¯i
a′b′ = ηjcds
ca′sdb
′
,
A¯ija′
b′ = Aijc
ds¯a′
csd
b′ A¯ija′
b′ = −Aijcdsda′scb′ (121)
will be true.
Proof. The proof of the expansion (120) is carried out as in the previous theorem.
All changes are confined to the replacement of the transformation Kα
β on the trans-
formation Sα
β′ so that
Sα
β′Sγ
δ′ g¯β′δ′ = gαγ (122)
is the analog of (63) that will give the equation
sa
b′sa1
b′1sc
d′sc1
d′1 ε¯b′b′1d′d′1 = εaa1cc1 ,
(sab′sa1b′1scd′sc1d′1 ε¯
b′b′1d′d′1 = εaa1cc1)
(123)
similar to (61) (the relevant factor is included in the definition of the spin-tensor s).
From (117) and (122), it is possible to obtain
Sα
β′ = S¯β
′
α. (124)
From this, the equation
s¯a′b′ab = η¯
α′
a′b′ηβabS¯α′
β = η¯β′a′b′η
α
abS¯
β′
α = saba′b′ (125)
will follow.
Note that in the tangent bundle τC(τR) there is the metric tensor gαβ(gij) with
help of which single indices can be raised and lowered. In the bundle AC(S), the
similar role is carried out by means of the quadrivector εabcd. The tensor g¯α′β′(ε¯a′b′c′d′)
is one, the coordinates of which are conjugated to the coordinates of the tensor
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gαβ(εabcd).
Consider the identities following from (117)
Sα
β′S¯β′
γ = δα
γ,
1
4
ηα
aa1 η¯β
′
b′b′1saa1
b′b′1 1
4
η¯β′
d′d′1ηγcc1 s¯d′d′1
cc1 = 1
4
ηα
aa1ηγcc12δ[a
cδa1 ]
c1 ,
1
2
saa1
b′b′1 s¯b′b′1
cc1 = δcc1aa1 .
(126)
We now investigate Item II). From the last identity of (126), we obtain
sac′sa1c′1 ε¯
c′c′1b′b′1 · s¯b′ds¯b′1d1εdd1ff1 = 2δcc1ff1 ,
sac′sa1c′1 s¯b′ds¯b′1d1 ε¯
c′c′1b′b′1 = εaa1dd1 .
(127)
We define skl
′
as follows
skl
′
skm′ = δm′
l′ (128)
such that
skl
′
sk1l
′
1smn
′
sm1n
′
1εkk1mm1 = ε¯
l′l′1n′n′1 . (129)
Multiply (127) by sak
′
sa1k
′
1sdn
′
sd1n
′
1 and obtain
sdn
′
s¯b′ds
d1n′1 s¯b′1d1 ε¯
k′k′1b′b′1 = ε¯k
′k′1n′n′1 (130)
taking into account (129). Define
N¯b′
n′ := sdn
′
s¯b′d (131)
then (130) can be rewritten as
N¯[ b′
n′N¯b′1 ]
n′1 = δ[ b′
n′δb′1 ]
n′1 . (132)
From this, the identity
N¯b′
n′ = sdn
′
s¯b′d = nδb′
n′ = nsdn
′
sdb′ , n
2 = 1 (133)
will follow (the proof is given in Appendix (490) - (495)). Therefore, from (128),
the relation
s¯b′d = ±sdb′ (134)
follows. Similarly, we analyze Item I). From the identity (126), the equation
s[a
b′δa1 ]
b′1 s¯b′
cs¯b1′
c1 = δ[a
cδa1 ]
c1 (135)
follows. Define
Na
c := sa
b′ s¯b′
c (136)
and obtain
N¯[a
cN¯a1 ]
c1 = δ[a
cδa1 ]
c1 . (137)
From here, the relation
Na
c = nδa
c = sa
b′ s¯b′
c, n2 = 1 (138)
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will follow, defining the following equation
sa
b′ s¯b′
c = ±δac. (139)
And we will need to prove (121) only. We use the inclusion operator Hi
α and the
involution Sα
β′ defined by the formula (5). For Item II)., we have
η¯i
a′b′ = H¯i
α′ η¯α′
a′b′ = H¯i
α′S¯α′
βηβcds
ca′sdb
′
=
= Hi
βηβcds
ca′sdb
′
= ηicds
ca′sdb
′
,
(140)
A¯ija′
b′ = η¯[ i
b′k′ η¯j ]a′k′ = Hi
γHj
δη[γ|bk|ηδ ]aksaa′sbb
′
= −Aijbasaa′sbb′ . (141)
For Item I)., the proof is such
η¯i
a′b′ = H¯i
α′ η¯α′
a′b′ = H¯i
α′S¯α′
βηβ
cdsc
a′sd
b′ =
= Hi
βηβ
cdsc
a′sd
b′ = ηi
cdsc
a′sd
b′ ,
(142)
A¯ija′
b′ = η¯[ i
b′k′ η¯j ]a′k′ = Hi
γHj
δη[γ
ckηδ ]dksc
b′ s¯a′
d = η[ i
ckηj ]dksc
b′ s¯a′
d = Aijd
csc
b′ s¯a′
d.
(143)
2.2.3 Inclusion R6(2,4) ⊂ CR6 in the special basis
Let us now consider an inclusion of the real space R6(2,4) in the complex space CR6
as example. In this case, we have the opportunity to carry out the identification
of upper primed indexes with lower unprimed indices using the spin-tensor saa′ .
Consider the identities
Ki
j = K¯i
j, Ki
j := Hi
αHjβKα
β,
ηj
abKi
jηicd = ηj
abK¯i
jηicd,
2S[ c
aSd ]
b = 1
4
ηj
abη¯jm
′n′2S¯m′
k′S¯n′
l′ η¯ik′l′η
i
cd,
(144)
S[ c
aSd ]
b = 1
4
sabm
′n′S¯[m′
k′S¯n′ ]
l′scdk′l′ ,
S[ c
aSd ]
b = sam
′
sbn
′
S¯[m′
k′S¯n′ ]
l′sck′sdl′ ,
slk
′
S¯k′
m′sam′S[ c
aSd ]
bsbn′S¯r′
n′ssr
′
= δ[ c
aδd ]
b.
(145)
Define
Nc
l := slk
′
S¯k′
m′sam′Sc
a (146)
and obtain
N[ c
aNd ]
b = δ[ c
aδd ]
b. (147)
From this, the equation
Nc
l = slk
′
S¯k′
m′sam′Sc
a = nδc
l, n = ±1 (148)
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will follow (the proof is given in Appendix (490) - (495)). Choosing the sign ”+” in
(148), we obtain the transformation of the group isomorphic to the group SU(2, 2)
which will, as is evident from the above, the double covering of the connected identity
component of the group SOe(2, 4). This component is determined by the following
conditions
1). det‖Kαβ‖ = 1 α, β = 1, 6, 2). det‖Kαβ‖ > 0 α, β = 1, 2. (149)
If in the (148), ”-” is chosen then in 2). from (149), the sign will change to the
opposite. Next, to better understand how this works in the practice, we use a
representation of the obtained results in the special basis. For this, we define the
basis of CR6 as follows
tα = (1, 0, 0, 0, 0, 0), vα = (0, 1, 0, 0, 0, 0),
wα = (0, 0, i, 0, 0, 0), xα = (0, 0, 0, i, 0, 0),
yα = (0, 0, 0, 0, i, 0), zα = (0, 0, 0, 0, 0, i).
(150)
Let in this basis, the matrix of the metric tensor gαβ has the form
‖ gαβ ‖=

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 . (151)
We define the real representation of the inclusion R6(2,4) ⊂ CR6 with the help of the
operator Hi
α
‖ Hiα ‖=

1 0 0 0 0 0
0 1 0 0 0 0
0 0 i 0 0 0
0 0 0 i 0 0
0 0 0 0 i 0
0 0 0 0 0 i
 , ‖ H
i
α ‖=

1 0 0 0 0 0
0 1 0 0 0 0
0 0 −i 0 0 0
0 0 0 −i 0 0
0 0 0 0 −i 0
0 0 0 0 0 −i
 .
(152)
Then (150) is a self-conjugate basis with respect to the involution Sα
β′
‖ Sαβ′ ‖=

1 0 0 0 0 0
0 1 0 0 0 0
0 0 −1 0 0 0
0 0 0 −1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1
 . (153)
Therefore, in the space R6(2,4), the induced metric tensor gij would have the matrix
‖ gij ‖=

1 0 0 0 0 0
0 1 0 0 0 0
0 0 −1 0 0 0
0 0 0 −1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1
 =‖ Hi
αHj
βgαβ ‖ (154)
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in the basis
ti = H iαt
α = (1, 0, 0, 0, 0, 0) , vi = H iαv
α = (0, 1, 0, 0, 0, 0),
wi = H iαw
α = (0, 0, 1, 0, 0, 0) , xi = H iαx
α = (0, 0, 0, 1, 0, 0),
yi = H iαy
α = (0, 0, 0, 0, 1, 0) , zi = H iαz
α = (0, 0, 0, 0, 0, 1).
(155)
We will define the vector basis in the bundle AC(S) as
Xa = (1, 0, 0, 0), Y a = (0, 1, 0, 0),
Za = (0, 0, 1, 0), T a = (0, 0, 0, 1), (156)
εabcdX
aY bZcT d = 1, ε = 1.
Then in the bases (154) and (156), the decomposition
Rab = 2(R12X [aY b ] +R13X [aZb ] +R14X [aT b ]+
+R23Y [aZb ] +R24Y [aT b ] +R34Z [aT b ]) = (157)
= 1√
2
(R12 +R34) · √2(X [aY b ] + Z [aT b ])+
+ 1√
2
(R12 −R34) · √2(X [aY b ] − Z [aT b ])+
+ 1√
2
(R13 +R24) · √2(X [aZb ] + Y [aT b ])+
+ i√
2
(R13 −R24) · (−i√2)(X [aZb ] − Y [aT b ])+
+ −i√
2
(R14 +R23) · i√2(X [aT b ] + Y [aZb ])+
+ −i√
2
(R14 −R23) · i√2(X [aT b ] − Y [aZb ]) =
= (Tti + V vi +Wwi +Xxi + Y yi + Zzi) · ηiab = riηiab
takes place. Therefore, we can put
viηi
ab :=
√
2(X [aY b ] + Z [aT b ]), wiηi
ab :=
√
2(X [aY b ] − Z [aT b ]),
yiηi
ab :=
√
2(X [aZb ] + Y [aT b ]), xiηi
ab := −√2i(X [aZb ] − Y [aT b ]),
ziηi
ab :=
√
2i(X [aT b ] + Y [aZb ]), tiηi
ab :=
√
2i(X [aT b ] − Y [aZb ])
(158)
that will define the connecting Norden operators ηi
aa1 in these bases as
η2
12 = 1√
2
, η2
34 = 1√
2
, η3
12 = 1√
2
, η3
34 = − 1√
2
,
η1
14 = i√
2
, η1
23 = − i√
2
, η6
14 = i√
2
, η6
23 = i√
2
,
η5
13 = 1√
2
, η5
24 = 1√
2
, η4
13 = − i√
2
, η4
24 = i√
2
.
(159)
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Table 1: Matrix form of the spin-tensor s for the real inclusions.
Space s s in the special basis Isomprphism
1
R6
 + + + + ++ skk′

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 SU(4)/{±1} ∼= SOe(6)
2
R6(1,5)
 +−−−−−  sk
k′

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0
 SL(2, H)/{±1} ∼= SOe(1, 5)
3
R6(2,4)
 + +−−−−  skk′

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 SU(2, 2)/{±1} ∼= SOe(2, 4)
4
R6(3,3)
 + + +−−−  sk
k′

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 SL(4, R)/{±1} ∼= SOe(3, 3)
From (158), the following conditions
T = i√
2
(R23 −R14), V = 1√
2
(R12 +R34),
W = 1√
2
(R12 −R34), X = i√
2
(R13 −R24),
Y = 1√
2
(R13 +R24), Z = −i√
2
(R14 +R23),
R12 = 1√
2
(V +W ), R13 = 1√
2
(Y − iX),
R14 = i√
2
(T + Z), R23 = i√
2
(Z − T ),
R24 = 1√
2
(Y + iX), R34 = 1√
2
(V −W )
(160)
imply so that the inverse values ηiaa1 have the form
η212 =
1√
2
, η234 =
1√
2
, η312 =
1√
2
, η334 = − 1√2 ,
η114 = − i√2 , η123 = i√2 , η614 = − i√2 , η623 = − i√2 ,
η513 =
1√
2
, η524 =
1√
2
, η413 =
i√
2
, η424 = − i√2 .
(161)
And moreover, the equalities
R23 = −R23 = R41 , R34 = R34 = R12,
R12 = R12 = R34 , R13 = R
24 = R31
(162)
30
will be true. At the performance of (162), choose the covector basis coordinated
with the basis (156) as follows
Xa = saa′X¯
a′ = (0, 0, 1, 0), Ya = saa′Y¯
a′ = (0, 0, 0, 1),
Za = saa′Z¯
a′ = (1, 0, 0, 0), Ta = saa′T¯
a′ = (0, 1, 0, 0). (163)
This determines the Hermitian polarity
‖ saa′ ‖=

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 (164)
by which the bundle AC(S) (its base is R6(2,4)) is endowed. It follows that the pffafian
of the bivector Rab has the form
pf(R) := 1
2
RabRab =
= 2(R12R34 −R13R24 +R14R23) =
= T 2 + V 2 −W 2 −X2 − Y 2 − Z2.
(165)
In the special basis for the remaining inclusion cases, the matrix form of the spin-
tensor s is given in the table 1.
2.2.4 Infinitesimal transformation
Suppose we have Kα
β(λ): a one-parameter family satisfying the condition
gαδ = Kα
β(λ)Kδ
γ(λ)gβγ, Kα
β(0) = δα
β. (166)
The infinitesimal transformation, corresponding to it, is defined as
Tδ
γ =
[
d
dλ
Kδ
γ(λ)
]∣∣∣∣
λ=0
. (167)
Then from (166), the equation
Tαβ = −Tβα (168)
follows. According to [23, v. 1, p. 176(eng)], from (166), the equation (168) follows,
and from (168) with the help of the exponent
Kδ
γ(λ) := exp(λTδ
γ), (169)
we can obtain (166).
Suppose also that an one-parameter family Sa
b(λ)
Sa
b(λ)Sc
d(λ)Sa1
b1(λ)Sc1
d1(λ)εbb1dd1 = εaa1cc1 , Sa
b(0) = δa
b (170)
is given. We will differentiate it assuming
Ta
b :=
[
d
dλ
Sa
b(λ)
]∣∣∣∣
λ=0
, (171)
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and we will obtain
εb[a1cc1Ta ]
b = 0 ⇔ Taa = 0. (172)
The opposite is true. Let
Sa
b(λ) := exp(λTa
b). (173)
Then the following identity
Sa
b(λ)Sc
d(λ)Sa1
b1(λ)Sc1
d1(λ)εbb1dd1 =
= exp(λTa
b)exp(λTc
d)exp(λTa1
b1)exp(λTc1
d1)εbb1dd1 =
= det(exp(λTa
b))εaa1cc1 = exp(λtr(Ta
b))εaa1cc1 = εaa1cc1
(174)
is satisfied. Since
Kα
β(λ) =
1
4
ηα
aa1ηβbb12S[a
b(λ)Sa1 ]
b1(λ) (175)
then, differentiating with respect to λ, setting λ = 0, and lowering the superscript
with the help of the metric tensor gαβ, we obtain
Tαβ =
1
2
ηα
aa1ηβbb1(Ta
bδa1
b1 + Ta1
b1δa
b) = Aαβb
aTa
b. (176)
Now, the purpose of this subsection is visible. In fact, (176) is an algebraic inter-
pretation of the isomorphism between the Lie algebras
so(6,C) ∼= sl(4,C), (177)
and the definition (43), given at the beginning of this chapter, is quite justified.
2.3 Generalized Norden operators
If the complex analytic Riemannian space CV 6, which will be the base of the
tangent bundle τC and bundle Λ, is set then there is the tensor gαβ(z
γ) which is the
metric tensor. This tensor is analytic on zγ, where zγ are the coordinates of a base
point. The tensor value at the point O(zγo ) is denoted as ˜˙gαβ
˜˙gαβ := gαβ(z
γ
o ). (178)
Since, the tensor ˜˙gαβ has a symmetric matrix, it can be reduced to the diagonal
form by means of a nonsingular transformation P˙α
γ
g˙αβ = P˙α
γP˙β
δ ˜˙gγδ, P˙α
γ := Pα
γ(zδo), (179)
where Pα
γ(zδ) are analytic functions of the point coordinates. But for the tensor
g˙αβ, the following relations
g˙αβ = 1/4 · η˙αaa1 η˙βbb1 ε˙aa1bb1 , ε˙aa1bb1 = η˙αaa1 η˙βbb1 g˙αβ (180)
are executed, where η˙αaa1 are the connecting Norden operators satisfying the relation
(40). Then from (179), the equation
gαβ(z
γ
o ) := g˙αβ(P˙
−1)γα(P˙−1)δβ = (P˙−1)γα(P˙−1)δβ η˙αaa1 η˙βbb1 ε˙aa1bb1 (181)
32
follows. We define generalized connecting Norden operators as
ηα
aa1(zδo) := (P˙
−1)γαη˙αaa1
√
ε−1(zδo), εabcd(z
δ
o) = ε(z
δ
o)ε˙abcd, ε1234(z
δ
o) = ε(z
δ
o).
(182)
As the root we can take any of the two options. Generally speaking,  ˙ can be
omitted since all calculations are valid for an arbitrary point O, and at the same
time, the functions Pα
γ(zδ), ε(zδo) are analytic. Then from (180), the identities
gαβ(zδ) = 1/4 · ηαaa1(zδ)ηβbb1(zδ)εaa1bb1(zδ),
εaa1bb1(zδ) = ηα
aa1(zδ)ηβ
bb1(zδ)gαβ(zδ)
(183)
will follow. Below, we shall use the generalized connecting Norden operators.
3 Connections in the bundle AC with the base CV 6
This chapter is devoted to the depiction of the two approaches to the introduction
of a connection in the bundle AC. The first is described in the monography [23], and
the second is determined with the help of the Norden-Neifeld normalization theory.
In the first subsection, the two definitions of a connection in the bundles according
to these theories are considered.
In the second section, we consider a normalization of a maximal planar generator
manifold for a quadric CQ6 embedded in the projective space CP7. This manifold
is diffeomorphic to the one of all points of this quadric. Considering the derivation
equations of the normalized family of maximal planar generators, we arrive to the
Norden connecting operator definition in terms of Neifeld operators. If in the bundle
AC we consider the quadrivector εabcd as the metric tensor antisymmetric in all
indices then the metric tensor GΛΨ is induced on the base, and therefor the maximal
planar generator manifold transforms to the real pseudo-Riemannian space V 12(6,6)
with the complex structure fΛ
Ψ. We can move to the complex representation of
our manifold taking the space CV 6 as the base. A 4-dimensional cone generator
of the 8-dimensional space CR8 (i.e., in the projective geometry, this will just be a
3-dimensional generator of the quadric CQ6 ⊂ CP7) corresponds to a fiber of the
bundle AC with the base CV 6. Then we obtain that the torsion-free Riemannian
connection, introduced by the formulas
∇αgβγ = 0, ∇¯α′ g¯β′γ′ = 0,
can be uniquely prolonged to the equiaffine connection in the bundle AC(CV 6)
∇αεabcd = 0, ∇¯α′ ε¯a′b′c′d′ = 0,
where α, β, ... = 1, 2, 3, 4, 5, 6. The existence and the uniqueness of such the connec-
tions are proved in this chapter.
Next, the real torsion-free Riemannian connection, induced by the inclusion V 6(p,q) ⊂
CV 6, is described. Such the connection must be coordinated with the involution, i.e.,
the following relation
∇αSβγ′ = 0, ∇¯α′Sβγ′ = 0
must be satisfied. Then using the results of the first chapter, we introduce either
a Hermitian polarity or a Hermitian involution in the bundle AC. The specified
structure must be a covariant constant. The bitwistor equation
∇a( bXc ) = 0
is obtained from the results of these subsections. This equation is a conformal invari-
ant and an invariant under a normalization transformation. Solutions of this equation
will be discussed in the next chapter.
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3.1 Connection in a bundle
Let a bundle R with the base V 2n(n,n) and fibers isomorphic to Ck be given. We
define covariant derivative operator acting on the bundle R along a vector field X
as a mapping between two smooth sections of the fiber Ckx
∇Xs : x 7−→ ∇Xs(x), (184)
where s(x) is section. If X = ∂
∂xi
then this will give the decomposition
∇ ∂
∂xi
s = ∇is, (185)
where i, j, k, ... = 1, 2n. The operator ∇i must satisfy the following relations (which
incidentally can be put in its definition)
∇i(Xa + Y a) = ∇iXa +∇iY a,
∇i(fXa) = f∇iXa +Xa∇if,
∇i(XaY a) = Y a∇iXa +Xa∇iY a,
∇iX¯a′ = ∇iXa, ∇iX¯a′ = ∇iXa,
∇ik = 0,
∇i(g + h) = ∇ig +∇ih,
∇i(gh) + g∇ih+ h∇ig,
(186)
where a, b, c, ..., f = 1, n. In this case, k, g, h are analytical functions, k = const;
Xa, Y a are vectors of the fiber Ckx, and Xa, Ya are covectors of the dual space C∗
k
x.
In the basis sa(x) of the fiber Ckx, the section s(x) can be decomposed as
s = sasa (187)
so that the connection coefficients are determined from the following equation
∇isa = Γiacsc. (188)
Then the differentiation can be accomplished as follows
∇iXa = ∂iXa + ΓicaXc. (189)
The repeated covariant derivative is written down as
∇i∇jXa = ∂i∇jXa − Γijk∇kXa + ΓicaXjc. (190)
By Γ, we denote the connection defined by means of Γij
k in the tangent bundle.
The tensor Tij
k defining with the help of the relation
2∇[ i∇j ]f = Tijk∇kf (191)
is called torsion tensor of the connection Γ. The tensor Rijk
l defining with the help
of the following condition
(2∇[ i∇j ] − Tijk∇k)X i = RijklXk (192)
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is called curvature tensor of the connection Γ. If the torsion is equal to zero then
the operator ∇i is called symmetric covariant derivative operator.
Let ∇i be a symmetric covariant derivative operator, and ∇˜i is an arbitrary
covariant derivative operator. Then
(∇˜i −∇i)f = 0, (193)
and we can define the tensor Qib
a called strain tensor
(∇˜i −∇i)Xa = QibaXb, (∇˜i −∇i)Xa = −QiabXb,
(∇˜i −∇i)Xa′ = Qib′a′Xb′ , (∇˜i −∇i)Xa′ = −Qiab′Xb′ . (194)
If R = τR(V 2n(n,n)) is the tangent bundle then the torsion of the operator ∇˜i has the
form
T˜ij
k = 2Q[ij]
k, (195)
where Qij
k is strain tensor in the tangent bundle.
3.1.1 Normalization (spinor normalization) of the quadric CQ6 in CP7
Consider a nonsingular quadric CQ6 embedded in the projective space CP7. It
can be described by means of the equation
GABX
AXB = 0 ⇔ (X,X) = 0 (A,B, ... = 1, 8). (196)
Based on the Cartan triality principle [3, p. 119(eng)], the manifold of quadric points
is diffeomorphic to a manifold of 3-dimensional planar generators representing one
and the same family (so we have the three manifolds are isomorphic to each other).
Basic points of these generators
Xa = (Xa
A) (a, b, ..., i, j, ..., p, q, ... = 1, 4) (197)
determine the equation
(Xa, Xb) = 0. (198)
We define a planar generator with the help of its matrix coordinate Z = (Zpa) [33]
Xa := Aa +BpZ
p
a , (Aa, Bp) := dap, B
a := dapBp (199)
then from (198), the equation
Zab = −Zba, Zab := dapZpa (200)
follows. This means that Xa depend on the 6 complex parameters. As is well known
[11], [13], spinor normalization of a maximal planar generator manifold is defined
by means of the giving of such a real differential correspondence between maximal
planar generators of the quadric
f : CP3(Xa)→ CP3(Yp) (201)
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that the generator CP3(Xa) corresponds to the plane CP3(Yp), which does not inter-
sect the first. For the six-dimensional quadric, these planar generators must belong
to one of the two family. We will require that the normalization was harmonic [22,
p. 209]. In the local coordinates, the normalization is determined by the parametric
equations
Xa = Xa(u
Λ), Ya = Ya(u
Λ) (Λ,Ψ, ... = 1, 12). (202)
In this case, the relations
(Xa, Xb) = 0, (Yp, Yq) = 0, (Xa, Yp) = cap (203)
are executed. Due to the nondegeneracy of cap, we can define
Y a := capYp, c
apcpb = δ
a
b , (Xa, Y
b) = δab . (204)
3.1.2 Neifeld operators
Derivation equations of the normalized family of maximal planar generators
have the form [11], [13] { ∇ΛXa = Y bMΛab,
∇˜ΛY b = XaNΛab. (205)
Then from (203), the equalities
MΛ(ab) = 0, NΛ
(ab) = 0, ΓΛa
c = Γ˜Λa
c (206)
will follow, where ΓΛa
c are the coefficients of the conformal torsion-free pseudo-
Euclidean connection in the complex vector bundle whose the base is the maximal
planar generator manifold. Note that the complex vector bundle is the metrizable
in the sense that in it we can set a field of the metric quadrivector εabcd. Since
the normalization is harmonic then the connection, defined above, is equiaffine: the
quadrivector εabcd is a covariant constant. It allows to use εabcd for the transfer of
indexes. The operators MΛ
ab are connecting operators so that each bivector of the
fiber associates with the real vector of the tangent bundle
V ab := MΛ
abV Λ. (207)
This correspondence is bijective. It follows that we can determine{
MΛabMΛcd = δ
ab
cd ,
M¯Λa
′b′MΛcd = 0,
det
∥∥∥∥ MΛabM¯Λa′b′
∥∥∥∥ 6= 0. (208)
Then the operator
4Λ Ψ = 1
2
(δΛ
Ψ + ifΛ
Ψ) =
1
2
MΛabM
Ψab (209)
is Norden affinor [17] such that
fΛ
ΨMΛcd = −iMΨcd, (210)
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where fΛ
Ψ is the operator of the complex structure
f 2 = −E. (211)
Let’s define Neifeld operators mα
Λ as{
mα
ΛmβΛ = δα
β,
mα
Λm¯β
′
Λ = 0,
det
∥∥∥∥ mαΛm¯α′Λ
∥∥∥∥ 6= 0 (212)
according to [10], and then
4Λ Ψ = 1
2
(δΛ
Ψ + ifΛ
Ψ) = mαΛmα
Ψ (α, β, ... = 1, 6) (213)
is the same Norden affinor. At the same time,
fΛ
Ψmα
Λ = −imαΨ. (214)
This means that we have the following decomposition
mα
Λ =
1
2
ηα
abMΛab (215)
which defines the connecting Norden operators ηα
ab = −ηαba. For an arbitrary
tensor AΛΨ, we will have the following decomposition{
aαβ = mα
Λmβ
ΨAΛΨ,
aα′β = m¯α′
Λmβ
ΨAΛΨ,
{
aabcd = M
Λ
abM
Ψ
cdAΛΨ,
aa′b′cd = M¯
Λ
a′b′M
Ψ
cdAΛΨ.
(216)
In this case, the metric quadrivector will correspond to the metric tensor GΛΨ so
that {
gαβ = mα
Λmβ
ΨGΛΨ,
gα′β = 0,
{
εabcd = M
Λ
abM
Ψ
cdGΛΨ,
εa′b′cd = 0.
(217)
The inverse relationships have the form
GΛΨ =
1
4
(MΛ
abMΨ
cdεabcd + M¯Λ
a′b′M¯Ψ
c′d′ ε¯a′b′c′d′),
ηαab = m
α
ΛM
Λ
ab, η¯
α′
a′b′ = m¯
α′
ΛM¯
Λ
a′b′ , (218)
ηα
′
ab = m¯
α′
ΛM
Λ
ab ≡ 0, η¯αa′b′ = mαΛM¯Λa′b′ ≡ 0.
The last pair of the equations appears due to the analyticity of MΛab. From this,
taking into account (208), (212), (215), the equations
ηαabηα
cd = MΛabMΛ
cd = δcdab,
1
4
ηα
abηβcdδ
cd
ab = δα
β (219)
will follow. Thus, the maximal planar generator manifold is equipped with the metric
tensor GΛΨ, and therefore this manifold is diffeomorphic to the pseudo-Riemannian
real space V 12(6,6) with the complex structure fΛ
Ψ.
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3.1.3 Real and complex representations of the connection
Let us construct a more general connection. We say that two connections are
equivalent if they define the same parallel transport along any curve of the base. The
complex and real representations are carried out according to [7, p. 169-178(rus)].
Theorem 1. Let V 2n(n,n) be a real pseudo-Riemannian space with the complex struc-
ture and CV n be a complex analytic Riemannian space. Let CV n be the complex
representation of V 2n(n,n). Then the two following definitions are equivalent (specify
the same connection)
1. In the tangent bundle τR(V 2n(n,n)), there is the torsion-free Riemannian connec-
tion such that the tensor mα
Λ is a covariant constant
∇ΛGΘΨ = 0, (220)
∇ΛmαΨ = 0, ∇Λm¯α′Ψ = 0. (221)
2. In the tangent bundle τC(CV n), there is the torsion-free Riemannian connec-
tion such that the tensor mα
Λ is a covariant constant{ ∇αgβγ = 0,
∇¯α′gβγ = 0,
{ ∇αg¯β′γ′ = 0,
∇¯α′ g¯β′γ′ = 0, (222){ ∇βmαΨ = 0,
∇¯β′mαΨ = 0, (223)
and the definition
∇α := mαΛ∇Λ, ∇α′ := m¯α′Λ∇Λ (224)
is made.
Proof.
First. Let Connection 1). exists then we multiply (221) by mβ
Λ and obtain
∇ΛmαΨ = 0,
0 = mβ
Λ∇ΛmαΨ = ∇βmαΨ,
0 = m¯β′
Λ∇ΛmαΨ = ∇β′mαΨ
(225)
taking into account the definition (223). Inverse. Assume that (223) is executed
then obtain
∇α := mαΛ∇Λ,
mαΨ∇α = 4ΨΛ∇Λ ⇔ m¯α′Ψ∇¯α′ = 4¯ΨΛ∇Λ (226)
taking into account the definitions (212) and (213). We will combine these two
equations and obtain
∇Λ = (4ΨΛ + 4¯ΨΛ)∇Λ = mαΛ∇α + m¯α′Λ∇¯α′ . (227)
Then from the condition (223), the identity
∇ΛmβΨ = mαΛ∇αmβΨ + m¯α′Λ∇¯α′mβΨ = 0 (228)
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follows.
Second. Because, from (221) or (223), the covariant constancy of the complex
structure operator will follow due to the performance of (214) then the existence of
the affine connection in the tangent bundle τC(CVn) will imply according to [4, v.
2, pp. 135-139(rus)]. Considering the torsion-free Riemannian connection, we find
that if we know Connection 1)., we can define Connection 2). with the help of the
condition (221) rewriting as
ΓΛα
β := ΓΛΘ
Ψmα
ΘmβΨ +m
β
Ψ∂Λmα
Ψ, Γ¯Λα′
β′ := ΓΛΘ
Ψm¯α′
Θm¯β
′
Ψ + m¯
β′
Ψ∂Λm¯α′
Ψ.
(229)
And if we know Connection 2). then we can define Connection 1). rewriting the
condition (223) as
Γβ Θ
Ψ := Γβ α
γmαΘmγ
Ψ + Γ¯β α′
γ′m¯α
′
Θm¯γ′
Ψ −mαΘ∂β mαΨ − m¯α′Θ∂β m¯α′Ψ,
Γβ′Θ
Ψ := Γβ′α
γmαΘmγ
Ψ + Γ¯β′α′
γ′m¯α
′
Θm¯γ′
Ψ −mαΘ∂β′mαΨ − m¯α′Θ∂β′m¯α′Ψ.
(230)
At the same time, the equations
ΓΛΘ
Ψ := ΓβΘ
ΨmβΛ + Γβ′Θ
Ψm¯β
′
Λ, ΓβΘ
Ψ = ΓΛΘ
Ψmβ
Λ, Γβ′Θ
Ψ = ΓΛΘ
Ψm¯β′
Λ,
∂β = mβ
Ψ∂Ψ, ∂¯β′ = m¯β′
Ψ∂Ψ, ∂Λ = m
β
Λ∂β + m¯
β′
Λ∂¯β′
(231)
are executed.
Third. From (212) and (213), the equations
gαβ = GΨΛmα
Ψmβ
Λ,
GΘΥ4Λ Θ4Ψ Υ = mαΛmβΨgαβ,
1
2
(GΛΨ + iGΘ( ΛfΨ )
Θ) = mαΛm
β
Ψgαβ,
1
2
(GΛΨ − iGΘ( ΛfΨ )Θ) = m¯α′Λm¯β′Ψg¯α′β′ ,
GΛΨ = m
α
Λm
β
Ψgαβ + m¯
α′
Λm¯
β′
Ψgα′β′
(232)
will follow. Therefore, from the conditions (222), the equation (220) will follow too.
Conversely, if (220) is executed then we have
mα
Λmβ
Ψmγ
Θ∇ΛGΨΘ = 0 ⇔ ∇αgβγ = 0,
m¯α′
ΛmΨβmγ
Θ∇ΛGΨΘ = 0 ⇔ ∇α′gβγ = 0. (233)
Fourth. Since, Connection 1). is the unique, then Connection 2). is the unique
too.
Note that for an analytical connection, the analytical conditions have the form
Γα′β
γ ≡ 0, ∂¯α′mβΛ ≡ 0 ⇒ ∇¯α′mβΛ ≡ 0.
Theorem 2. Let the real pseudo-Riemannian space V 12(6,6) be given as the base of the
bundles. Then the two torsion-free connections, given in the bundles τR(V 12(6,6)) and
AC, are equivalent:
1. the Riemannian connection, defined in the bundle τR(V 12(6,6)) by means of the
condition
∇ΛGΨΘ = 0. (234)
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2. the Riemannian connection, defined in the bundle AC by means of the condi-
tions
∇Λεabcd = 0, ∇Λε¯a′b′c′d′ = 0. (235)
Thus, Connection 2). is uniquely determined from the conditions
∇ΛMΨab = 0, ∇ΛM¯Ψa′b′ = 0. (236)
Proof. In the tangent bundle, the torsion-free Riemannian connection, defined with
the help of the condition (234), always exists and it is the unique. We will rewrite
the first condition (236) as
∇ΛMΨaa1 = ∂ΛMΨaa1 − ΓΛΨΘMΘaa1 + ΓΛcaMΨca1 + ΓΛca1MΨac = 0. (237)
Multiply this equation by MΨac1
ΓΛc1
a1 = −1
2
(MΨac1∂ΛMΨ
aa1 − ΓΛΨΘMΘaa1MΨac1 + ΓΛaaδc1a1). (238)
Besides, from the conditions (235) and (208), the equation
1
24
MΨ
abMΨcd∂Λ(M
Θ
abMΘcd) =
1
24
εabcd∂Λεabcd =
= 1
24
εabcd(∇Λεabcd + 4ΓΛ[akε|k|bcd ]) = 16εabcdΓΛakεkbcd = ΓΛkk
(239)
follows. On this basis, the equation (238) can be put in the definition of Connection
2).
Suppose that in the bundle AC, there is another operator of the symmetric
covariant derivative ∇˜Λ such that
∇˜Λεabcd = 0 ⇒ (∇˜Λ −∇Λ)εabcd = 0 ⇔ QΛkk = 0, (240)
where the tensor QΛa
b is the strain tensor defined in the bundle AC. Let the tensor
QΛΨ
Θ be the strain tensor in the tangent bundle τR(V 12(6,6)). Consider the action of
these operators on a bivector Rab = MΨ
abrΨ
(∇˜Λ −∇Λ)Rab = (QΛkaδtb −QΛkbδta)Rkt = MΨab(∇˜Λ −∇Λ)rΨ = MΨabQΛΘΨrΘ,
(∇˜Λ −∇Λ)Rab = −MΘabQΛΘΨrΨ.
(241)
From this, the identities
MΨ
abQΛΘ
ΨrΘ = 2QΛ[k
aδt ]
bRkt,
MΨ
abQΛΘ
ΨrΘ = 2QΛ[k
aδt ]
bMΘ
ktrΘ,
MΨ
abQΛΘ
Ψ = MΘ
kt2QΛ[k
aδt ]
b = 2MΘ
k[ bQΛk
a ],
QΛΘΨ = MΘ
kbMΨabQΛk
a + M¯Θ
k′b′M¯Ψa′b′Q¯Λk′
a′ =
= −MΨkbMΘabQΛka − M¯Ψk′b′M¯Θa′b′Q¯Λk′a′
(242)
will follow. Whence, we obtain
QΛΘΨ = −QΛΨΘ. (243)
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In the absence of the torsion, we have
QΛΘΨ = QΘΛΨ (244)
then
QΛΘΨ = 0, (245)
and this means the uniqueness of Connection 2).
Corollary 1. Let as the base of the bundle, the complex analytic Riemannian space
CV 6 be given. Then the two torsion-free connections, given in the bundles τC(CV 6)
and AC, are equivalent:
1. the Riemannian analytic connection, defined in the bundle τC(CV 6) by means
of the conditions
∇αgβγ = 0, ∇¯α′gβ′γ′ = 0. (246)
2. the Riemannian analytic connection, defined in the bundle AC by means of the
conditions
∇αεabcd = 0, ∇¯α′ ε¯a′b′c′d′ = 0. (247)
Thus, Connection 2). is uniquely determined by means of the conditions
∇αηβab = 0, ∇¯α′ η¯β′a′b′ = 0. (248)
Proof. The proof follows from Theorem 1, Theorem 2, the analyticity (218), and the
equation (214). In particular, the analyticity of ηβ
ab means ∂α′ηβ
ab ≡ 0, and from
(214), the equality Γα′β
γ ≡ 0 implies.
3.1.4 Involution in CP7
Suppose now that in CP7 an involution is given in the sense of [10]
S¯A′
BSB
D′ = δA′
D′ (249)
then the condition of the reality of the point XA takes the form
SA
B′X¯A = XB
′
. (250)
We require that this involution defines an embedding of a real quadric in the complex
one. This is equivalent to that the tensor, defining the quadric, is self-conjugated
with respect to this involution. Then maximum planar generators of the real quadric
must satisfy the conditions
1). S¯A′
BX¯A
′
a′ sa
a′ = XBa , 2). S¯A′
BX¯A
′
a′ s
aa′ = XaB. (251)
Here the spin-tensors sa
a′ and saa
′
define Hermitian involution and Hermitian po-
larity in the complex bundle respectively. These two cases arise from the fact that
in the bundle with fibers isomorphic to C4, we do not have a tensor with which the
help single indices can be raised and lowered. The first case means that the genera-
tor itself and the conjugate one belong one and the same family, in the second case,
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these generators belong to the two different families. Therefor, all possible cases
of real inclusions are exhausted that follows from the results of the second chapter.
From (120), (249)-(251), the identities
1). sa
a′ s¯a′
b = ±δab, 2). saa′ s¯a′b = ±δab (252)
will follow. Next, we consider Item 2). only as the most interesting from the
standpoint of physics [23, v.2, p.68(eng)]. Item 1). is treated similarly and we omit
it. Then
X¯b
′
= s¯b
′aXa. (253)
Therefore, we can write down the expression
(Xa, X¯
b′) = 0, (Yp, Y¯
q′) = 0, (Xa, Y¯b′) = sab′ (254)
equivalent to (203), (204). Put{ ∇ΛX¯a′ = Y¯b′M˜Λa′b′ ,
∇ΛY¯b′ = X¯a′N˜Λa′b′ (255)
then from (254), the identities
M˜Λa′b′ = −1
2
sca′sdb′ε
cdabMΛab, ∇Λsab′ = 0 (256)
will follow. Therefore, by means of the equation
SΛ
Θ =
1
2
(MΛabM¯
Θ
c′d′ s¯
c′as¯d
′b + M¯Λa′b′M
Θ
cds
ca′sdb
′
), (257)
we define the real involution
SΛ
ΘSΘ
Ψ = δΛ
Ψ, M¯Λa′b′ = −SΛΨM˜Ψa′b′ , SΛΘfΘΛ = −fΛΘSΘΛ. (258)
In addition, we can define the complex representation of the involution according to
[10] {
Sα
β = 0,
Sα
β′ = mα
Λm¯β
′
ΨSΛ
Ψ,
Sα
β′S¯β′
γ = δα
γ. (259)
3.1.5 Riemannian connection compatible with the involution
Corollary 2. Let the complex analytic Riemannian space CV 6 be given as the base
of the bundles. Then the two torsion-free connections, given in the bundles τC(CV 6)
and AC(S) are equivalent:
1. the Riemannian real connection, defined in the bundle τC(CV 6) by means of
the conditions
∇αgβγ = 0, ∇αSγβ′ = 0 (260)
(such the connection we call connection compatible with the involution).
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2. the Riemannian real connection, defined in the bundle AC(S) by means of the
conditions
∇αεabcd = 0, ∇αsaba′b′ = 0. (261)
Thus, Connection 2). is uniquely determined by means of the condition
∇αηβab = 0. (262)
Proof. Under the conditions of Corollary 1, we consider Connection 1). specified by
means of the conditions (248) then from the reality of the conditions, the equation
Sβ
γ′ ∂¯γ′ = ∂β (263)
will follow. Therefor, from the covariant constancy of the involution tensor, we give
∇γ = Sγβ′∇β′ (264)
that will define the real connection. If we put
saba′b′ := η
α
abη¯β′a′b′Sα
β′ , (265)
then from (262) and (260), the equation
∇αsaba′b′ = 0 (266)
will follow.
Corollary 3. Let the real Riemannian space V 6(2,4) be given as the base of the bundles.
Then the two torsion-free connections, given in the bundles τR(V 6(2,4)) and A
C(S),
are equivalent:
1. the Riemannian real connection, defined in the bundle τR(V6(2,4)) by means of
the conditions
∇igjk = 0. (267)
2. the Riemannian real connection, defined in the bundle AC(S) by means of the
conditions
∇iεabcd = 0, ∇isab′ = 0. (268)
Thus, Connection 2). is uniquely determined by means of the condition
∇iηjab = 0. (269)
Proof. It follows from preceding Corollary 2 under the condition of the covariant
constancy of the inclusion operator Hi
α which will determine the appropriate con-
nection. We will only prove the covariant constancy of the Hermitian polarity tensor.
Since,
∇αsabc′d′ = ∇αs[a|c′|sb ]d′ = 0. (270)
Deploying this equation by the Leibniz rule and contracting with sac
′
, we get
∇αsbd′ = −1/2sbd′sac′∇αsac′ . (271)
After the contraction with sbd
′
of this equation, we finally obtain
sac
′∇αsac′ = 0, ∇αsac′ = 0. (272)
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3.1.6 Bitwistor equation
From (205), (208), (215), assuming
∇ab := ηαab∇α, (273)
we obtain
∇αXa = Y bηαab ⇔ ∇cdXa = Y bεcdab (274)
such that the equations
∇c(dXa ) = 0, ∇c(dXa ) = 0, (275)
the last of which we called bitwistor equation, are executed. Using this equation,
we can investigate the conformal structure of the spaces CR6. It should be noted
that the bitwistor equation does not change under conformal transformations of the
metric and this equation is invariant under normalization transformations in the
sense of [11], [13].
Proof. Indeed, suppose that a conformal transformation of the metric has the form
gαβ 7−→ gˆαβ = Ω2gαβ. (276)
Then from the equation
∇ˆαεˆabcd = ∇αεabcd = 0, (277)
the condition
0 = ∇ˆα(Ω2εabcd) = εabcd(2Ω∇αΩ− Ω2Θαkk) = 0 (278)
will follow. Let’s put
Bα :=
1
2
Θαk
k. (279)
Because ∇α and ∇ˆα are symmetrical operators then in the tangent bundle τC(CV 6),
the equation
Qαβγ = Qβαγ (280)
is executed. Then in the bundle AC, the relations
Θcc1a
b = Bcaδc1
b −Bc1aδcb, Bab = −Bba (281)
are executed too. Then
Bα =
1
2
ηα
abBab = Ω
−1∇αΩ. (282)
Put
Xˆc = Xc. (283)
Then, according to
∇ˆabXc = ∇abXc + 2B[a|k|δ b]cXk, (284)
we obtain
∇ˆa(b Xˆc ) = Ω−2∇a( bXc ). (285)
This means that the bitwistor equation is a conformal invariant.
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4 Theorems on the curvature tensor. The canoni-
cal form of bivectors of 6-dimensional (pseudo-)
Euclidean spaces R6(p,q) with the even index q
Since the connection, introduced in the tangent space of CV6, satisfies the equa-
tions
∇αgγδ = 0, ∇¯α′ g¯γ′δ′ = 0
and the connection in the bundle AC is determined from the relations
∇αηβab = 0, ∇¯α′ η¯β′a′b′ = 0
then we can choose a nonholonomic special basis such that the metric gγδ will have
the diagonal form with+1 on the main diagonal in this basis, and the coordinates
of the generalized connecting Norden operators will be some constants (similar to the
formulas (159)-(161)). From this, it follows that the coordinates of the operators
Aαβa
b will be some constants in the basis. Then the curvature tensor with the help
of the operators Aαβa
b can be represented as
Rαβγδ = Aαβa
bAγδc
dRb
a
d
c.
In this case, knowing the structure of the spin-tensor Rb
a
d
c, we can restore the struc-
ture of the curvature tensor. But the study of the structure of the spin-tensor Rb
a
d
c is
facilitated by the fact that it does not almost contain non-significant components. In
the 4-dimensional case, similar tensor, called curvature spinors [23], greatly simplify
the classification of the curvature tensor of the 4-dimensional space. This classifi-
cation was undertaken for the first time by Petrov with the help of direct tensor
methods. Therefore, it is expected that it will be easier to classify the spin-tensor
Rb
a
d
c rather than to deal with the classification of the tensor Rαβγδ. The first part
of this chapter is devoted to the interaction between the tensor and the spin-tensor.
The canonical form of a skew-symmetric bilinear form for the even index q of
the metric of the space R6(p,q) is discussed in the third subsection. This form in the
special basis has the representation
1
2
RαβX
αY β = R16X
[ 1Y 6 ] +R23X
[ 2Y 3 ] +R45X
[ 4Y 5 ].
In addition, such the fact as a correspondence between vectors of C4 and isotropic
simple bivectors belonging to the isotropic cone K6 of CR6 is established. This
correspondence will determine a vector up to the factor reiΘ ∈ C. Based on this
correspondence, we can talk about the geometric interpretation of isotropic twistor
of C4 (in the sense of saa′XaXa
′
= 0) into the space R6(2,4). To implement it, we need
to learn how to compare isotropic vectors belonging to the cone K6. Therefore, using
the stereographic projection, we have an invariant (coordinate-independent) way to
define a vector, tangent to K6 and applied at the point P. Its norm, taken with the
sign ”-”, is associated to the isotropic vector K with the beginning at the apex of
the cone and the ending at the point P. This norm is called extension of the vector
K. Then we can choose the unit vector k and compare all isotropic vectors with this
vector. In this case, the ambiguity of the correspondence can be removed as follows:
1. flagpole: r is the extension of any isotropic vector determined by the specified
isotropic simple bivector (the isotropic 2-plane) belonging to the cone K6;
2. flag-plane: the plane П is spanned on the flagpole and the vector orthogonal
to the flagpole. Θ is an angle of the rotation of the 3-half-plane П around the
flagpole.
The resulting interpretation is similar to the correspondence between spinors and
isotropic vectors of the Minkowski space discussed in the monography [23].
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4.1 Theorem on bitensors of the 6-dimensional space
Before to pass to the investigation of curvature tensor properties in the space
CV 6, we consider the following theorem.
Theorem 1. The classification of a bitensor, possessing the properties
Rαβγδ = R[αβ][γδ] , Rαβγδ = Rγδαβ, Rαβγδ +Rαδβγ +Rαγδβ = 0 (286)
and belonging to the tangent bundle τC(CV 6) over the analytic Riemannian space
CV 6, can be reduced to the classification of a spin-tensor Rabcd of the 4-dimensional
complex spinor space such that
Rαβγδ = Aαβd
cAγδr
sRc
d
s
r. (287)
Besides, the equations
Rk
k
s
r = Rs
r
k
k = 0, Rc
d
s
r = Rs
r
c
d (288)
are executed. The decomposition
Rc
d
s
r = Cc
d
s
r − Pcsdr − 1
40
·R(3δsdδcr − 2δsrδcd) (289)
corresponds to the decomposition of the tensor Rαβ
γδ
Rαβ
γδ = Cαβ
γδ +R[α
[γ gβ]
δ] − 1/10Rg[α [γ gβ] δ] (290)
on the irreducible components not resulted by orthogonal transformations. These
components will satisfy the following relations
Pcs
rd = −4(R[c [r s] d] +Rk [r [c |k|δ s] d]), (291)
Cc
d
s
r = R(c
(d
s)
r) +
1
40
·Rδ(s dδ c)r, Ccdsr = C(c (d s) r), (292)
R = Rβ
β = −2 ·Rkrrk, Pkckd = 1/2 ·Rδcd, (293)
Rl
d
s
l = −1
8
·Rδsd, (294)
the last of which is equivalent to the Bianchi identity (286).
Proof. On the basis of (41), we have the following equality
Rαβγδ = 1/16 · ηαaa1ηβbb1ηγcc1ηδdd1Raa1bb1cc1dd1 . (295)
Put
Rc
d
s
r :=
1
4
Rck
dk
st
rt, Rβγ =
1
4
· ηβcsηγrd · Pcsrd. (296)
From this, taking into account (43), the formula (287) follows
Rαβγδ = Aαβd
cAγδr
sRc
d
s
r. (297)
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Then the equation
Rβδ = Rαβ
α
δ = Aαβd
cAαδr
sRc
d
s
r = (ηβ
csηδrd + ηβ
ckηδkrδd
s)Rc
d
s
r =
= 1
4
ηβ
csηδrd · 4(R[ c[ds ]r ] −R[ ck |k|[ rδs ]d ])
(298)
is executed. Put
Pcs
rd := −4(R[ c[ rs ]d ] −R[ ck |k|[ rδs ]d ]) (299)
then
Rβδ =
1
4
ηβ
csηδrdPcs
rd, (300)
and this proves the formula (291). Since, the scalar curvature is given by
R = Rβ
β = 1
4
ηβ
cc1ηβaa1Pcc1
aa1 = 1
4
εaa1
cc1Pcc1
aa1 = 1
2
Paa1
aa1 = −2Rkrrk, (301)
and, moreover, the equation
Pks
kd = −4(R[k [ks ]r ] +R[ rk |k|[ rδs ]d ]) =
= −4(−1
2
Rk
d
s
k + 1
4
(Rk
r
r
kδs
d + 4Rk
d
s
k − 2Rkdsk)) = −Rkrrkδsd = 12Rδsd
(302)
is executed then the formulas (293) will actually be true.
The Bianchi identity (286) can be rewritten as
(Aαβd
cAγδr
s + Aαγd
cAδβr
s + Aαδd
cAβγr
s) ·Rcdsr = 0. (303)
Contracting this equation with Aαβt
lAγδm
n and taking into account (47), we will
obtain
4Rk
l
m
kδt
n + 4Rr
n
t
rδm
l − 2Rkltkδmn − 2Rknmkδtl−
− 2Rkrrkδtnδml +Rrkkrδmnδtl = 0. (304)
Contracting this equation with δn
t, we will obtain the formula (294). In this case,
all 15 significant equations are stored (all calculations are given in Appendix (496)-
(498)).
Put
Cαβ
γδ := Aαβd
cAγδr
sCc
d
s
r,
Cαβ
γδ := Rαβ
γδ −R[α [γ gβ] δ] + 1/10Rg[α [γ gβ] δ]. (305)
From (43) , (291) , (293), the equations
R[α
[γ gβ]
δ] = Aαβd
cAγδr
s · 1
4
(Psc
dr − 1/2Rδsdδcr + 1
4
Rδs
rδc
d),
g[α
[γ gβ]
δ] = Aαβd
cAγδr
s · 1
4
(1/2δs
rδc
d − 2δsdδcr) (306)
will follow, and therefor the decompositions (289), (292) are executed (all calcula-
tions are given in Appendix (499) - (504)).
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4.1.1 Corollaries from the theorem
Corollary 1. 1. The simplicity conditions of a bivector of the 6-dimensional
space CR6 can be written down as
p[αβ pγδ ] = 0. (307)
The coordinates of the bivector can be associated to the traceless complex matrix
4× 4 such that
pl
dps
l − 1/4(plkpkl)δsd = 0. (308)
2. A simple bivector of the space CR6, constructed on isotropic vectors (pαβpαβ =
0), can be associated to degenerate Rosenfeld null-pair: a covector and
a vector of the space C4, the contraction of which is zero. In this case, the
given vector and covector are determined to within a complex factor.
Proof. 1). A bivector is simple if and only if there is the decomposition
pαβ = XαY β − Y αXβ. (309)
Therefore, if (309) is satisfied then the formula (307) will be true.
Conversely, if the condition (307) is executed then it can be written down as
pαβpγδ − pαγpβδ + pβγpαδ = 0. (310)
We contract this equation with nonzero covectors Tδ and Zγ, that p
γδZγTδ 6= 0,
pαβ =
1
pλµZλTµ
(pαγZγp
βδTδ − pβγZγpαδTδ). (311)
Put
Xα :=
1
pλµZλTµ
pαγZγ, Y
β :=
1
pλµZλTµ
pβδTδ (312)
whence the condition (309) will follow. Since the tensor Rαβγδ = pαβpγδ satisfies
the conditions of Theorem 1 then the formula (308) is a direct consequence of the
Bianchi identity (294).
2). Under the condition of Item 1)., we add the isotropy condition
pαβpαβ = 0 (313)
which in view of the formulas (47), takes the form
Aαβa
bAαβc
dpb
apd
c = 0,
pb
apa
b = 0.
(314)
It follows that there exist nonzero Xa and Yb, that
pa
b = XaYb, X
aYa = 0. (315)
This formula can be viewed as a consequence of Lemma 1 of the second chapter (it
is enough to consider the bivector pαβ = r1
[αr2
β ], where r1
α and r2
α are the same
as in the lemma). In this case, Xa and Yb are defined up to the transformation
Xa 7−→ eφXa, Yb 7−→ e−φYb. (316)
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Note that the pair (Xa, Yb) is Rosenfeld null-pair. In the space CP4 =′ C4/′C
(where ′Cs = Cs/0), Xa will determine the point, and Yb will determine the plane
with the incidence condition
XaYa = 0. (317)
Therefore, we can define the space CП4 =′ C∗4/′C and the dual space CP4. Then
the space CP4 ×CП4 is Rosenfeld null-pair space. It should be noted that such the
spaces have been studied for the first time in [34] and [6].
Corollary 2. In the case of the reality of the bitensor from Theorem 1, for the even
index metric, the condition
Rab′cd′ = R¯b′ad′c (318)
is imposed, and for the odd index metric, the condition
Ra
b′
c
d′ = R¯a
b′
c
d′ (319)
is imposed.
Proof. It is based on the properties of the inclusion tensor s...
....
4.2 Basic properties and identities of the curvature tensor
As an example, let’s consider basic properties of the curvature tensor of the
Riemannian space CV 6. Because in a nonholonomic basis, the operators Aαβab are
constant then we can get all properties of the curvature tensor considering the spin-
tensor Ra
b
c
d. The curvature tensor of the space CV6 in a neighborhood U satisfies
Theorem 1. We set
2a
d := 1
2
(∇ak∇dk −∇dk∇ak),
2αβ := 2∇[α∇β ].
(320)
Due to the covariant constancy of the generalized connecting Norden operators, we
have
∇[α∇β ] = 14η[αaa1ηβ ]bb1∇aa1∇bb1 =
= 1
4
ηα
aa1ηβ
bb1 · 3
2
(∇a[a1∇bb1 ] −∇[ bb1∇a ]a1) =
= 1
4
ηα
aa1ηβ
bb1 · 3
2
(δ[a1
kδb
nδb1 ]
n1∇ak∇nn1 − δ[ bnδb1n1δa ]k∇nn1∇ka1) =
(321)
= 1
4
ηα
aa1ηβ
bb1 · 1
4
(εa1bb1dε
knn1d∇ak∇nn1 − εbb1adεnn1kd∇nn1∇ka1) =
= 1
4
ηα
aa1ηβ
bb1 · 1
4
(εa1bb1dε
kd
nn1∇ak∇nn1 + 2εbb1a1d∇kd∇ka) =
= 1
4
ηα
aa1ηβ
bb1 · 1
4
εa1bb1d(2δ[n
kδn1 ]
d∇ak∇nn1 + 2∇kd∇ka) =
= 1
4
ηα
aa1ηβa1d(∇an∇nd +∇kd∇ka) = Aαβda · 14(∇ak∇dk −∇dk∇ak).
Therefor,
2αβ = Aαβd
a2a
d. (322)
We formulate the few basic statements concerning the operator 2a
d:
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1. From the Ricci identity
2αβk
γδ = Rαβλ
γkλδ +Rαβλ
δkγλ, 2αβr
γ = Rαβλ
γrλ (323)
will follow the identities (kαβ = −kβα)
2a
bkd
c = Ra
b
m
ckd
m −Rabdnknc, 2abrcc1 = Rabmcrmc1 +Rabmc1rcm. (324)
And from this, we obtain finally
2a
bXc = Ra
b
m
cXm, 2a
bXc = −RabcmXm (325)
(the proof is given in Appendix (507)-(521)).
2. The differential Bianchi identity
∇[αRβγ ]δλ = 0 (326)
has the form
∇[cmRt ]krs = δ[mk∇c|n|Rt ]nrs (327)
(the proof is given in Appendix (522)-(529)).
3. Contracting (327) with δk
c, we obtain
∇c(mRt )crs = 0, (328)
and the contraction of (328) with δs
m will give
∇cmRtcrm = 1/8∇rtR (329)
which is equivalent to the well-known equation
∇α(Rαβ − 1/2Rgαβ) = 0. (330)
4.3 The canonical form of bivectors of the 6-dimensional
(pseudo-) Euclidean space R6(p,q) with the metric of the
even index q
Theorem 2. (On the canonical form of a bivector.) For the space R6(p,q) with the
metric of the even index q = 0,6, a nondegenerate skew-symmetric bilinear form can
be reduced to canonical form in some basis
1
2
RαβX
αY β = R16X
[ 1Y 6 ] +R23X
[ 2Y 3 ] +R45X
[ 4Y 5 ]. (331)
Proof. In the case of the space R6(p,q) with the metric of the even index q, the
equations
Rαβ = Aαβa
bRb
a, Rb
a = −R¯ab, Raa = 0 (332)
are executed that means that iRb
a is an Hermitian tensor in the case of q = 0,6.
Therefore, the matrix of the tensor Rb
a is reduced to the diagonal form by trans-
formations of the group isomorphic to SU(4). These transformations correspond to
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ones of the orthogonal group SOe(6,R). It follows that the matrix of the tensor Rba
in the special basis has the form
Rb
a =

λ1 0 0 0
0 λ2 0 0
0 0 λ3 0
0 0 0 λ4
 ,
q = 0, 6, λ1, λ2, λ3, λ4 ∈ iR, λ1 + λ2 + λ3 + λ4 = 0.
(333)
At the same time, the two equalities
R˜b
a = Sb
cRc
dS¯ad, Sa
bS¯cb = δa
c (334)
are executed.
Proof. We consider a transformation Kα
β from the group SOe(6,R) and a spinor
representation Sa
b corresponding to Kα
β from the group SU(4)
Kα
βKγ
δRβδ = −AβδabK[αakKβ ]bkAβδcdRdc = −12(12δabδcd − 2δadδcb)K[αakKβ ]bkRdc =
= K[α
akKβ ]bkRa
b = 1
2
Aαβc
dKdr
akKcrbkRa
b = 1
8
Kdr
akKmn
slεslbkε
mncrRa
bAαβc
d =
= R˜αβ = Aαβc
dR˜d
c.
(335)
Multiply the both sides (335) by Aαβp
t and obtain
1
8
Kpr
akKmn
slεslbkε
mntrRa
b = R˜p
t,
1
2
S[p
aSr ]
kS[m
sSn ]
lεslbkε
mntrRa
b = 1
2
S[p
a(Sr ]
kSm
sSn
lεkslb)ε
mntrRa
b =
= 1
2
S[p
a((S−1)|b|qεr ]mnq)εmntrRab = 14(6Sp
a(S−1)bt − 4Sra(S−1)bqδ[ qtδp ]rRab) =
= Sp
aRa
b(S−1)bt = SpaRabS¯tb = R˜pt.
(336)
Using the special basis in the case of q = 0,6, we found the corresponding coor-
dinates of the cobivector from R6(p,q)
R16 = A16a
bRb
a = −R61,
R23 = A23a
bRb
a = −R32,
R45 = A45a
bRb
a = −R54.
(337)
Note that for the case q = 2,4, a similar statement can be formulated. But here
there will be some difficulties associated with the problem of the diagonalization
since in this case, in the special basis, the matrix of the Hermitian polarity tensor
will be different from the identity.
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4.4 Geometric representation of a twistor in R6(2,4)
4.4.1 Stereographic projection
This part defines the notion extension of the isotropic vector for the space R6(2,4)
with the metric of the index equal to 4. It will be shown how to choose a vector of
unit extension. Then vectors collinear to this vector will differ from the latter by a
real factor r: extension of the flagpole.
Let the metric of the space R6(2,4) has the form
dS2 = dT 2 + dV 2 − dW 2 − dX2 − dY 2 − dZ2, (338)
and let a cross-section of the light cone K6
T 2 + V 2 −W 2 −X2 − Y 2 − Z2 = 0 (339)
be set by the plane V+W=1. Let’s consider the stereographic projection of this
section on the plane (V=0,W=1) with the pole N(0, 1
2
, 1
2
, 0, 0, 0) so that the point
P(T,V,W,X,Y,Z) corresponds to the point p(t, 0, 1, x, y, z) in the plane (V=0,W=1).
Then
T/t = X/x = Y/y = Z/z = −(V −
1
2
)
1
2
. (340)
We make the substitution
ς = −ix+ y, ω = −i(t+ z), η = i(z − t) (341)
and obtain
ς =
−iX + Y
2V − 1 , η =
−i(T + Z)
2V − 1 , ω =
i(Z − T )
2V − 1 . (342)
Therefore, the metric, induced in the cross-section, has the form
ds2 := dT 2 − dX2 − dY 2 − dZ2 = −dςdς¯ + dωdη
(ς ς¯ + ηω)2
(343)
(the proof of this fact is given in Appendix (530)-(535)). Put
X :=
(
ω ς
−ς¯ η
)
, dX :=
(
dω dς
−dς¯ dη
)
,
∂
∂X
:=
( ∂
∂ω
∂
∂ς
− ∂
∂ς¯
∂
∂η
)
. (344)
Then (343) can be rewritten as
ds2 = − det(dX)
(det(X))2
, X¯T +X = 0. (345)
Consider the linear-fractional group L
X˜ = (AX +B)(CX +D)−1, S :=
(
A B
C D
)
, detS = 1. (346)
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The reality condition, imposed on X (X∗+X = 0), gives the linear-fractional unitary
subgroup LU(2, 2) so that the matrix S from (346) satisfies the identity
S∗EˆS = Eˆ, Eˆ :=
(
0 E
E 0
)
. (347)
Further, we define the special basis [23, v. 2, p. 65, eq. (6.2.18), p. 306, eq.
(9.3.7)(eng)]
R12 = 1/
√
2(V +W ) = ω0ξ1 − ω1ξ0,
R34 = 1/
√
2(V −W ) = p¯i0η¯1 − p¯i1η¯0,
R14 = i/
√
2(T + Z) = ω0η¯0 − ξ0p¯i0,
R23 = i/
√
2(Z − T ) = ξ1p¯i1 − ω1η¯1,
R24 = 1/
√
2(Y + iX) = ω1η¯0 − ξ1p¯i0,
R13 = 1/
√
2(Y − iX) = ξ0p¯i1 − ω0η¯1.
(348)
This relations are the remarkable because it shows as the bivector Rab is expressed
in terms of its spinor components. Define
X := Y Z−1, Y˜ = AY +BZ, Z˜ = CY +DZ, Y =
(
ω0 ξ0
ω1 ξ1
)
, Z =
(
p¯i0 η¯0
p¯i1 η¯1
)
,
(349)
then from (348), the equations
R :=‖ Rab ‖=
(
(detY )J Y Z−1(detZ)J
−(Y Z−1(detZ)J)T (detZ)J
)
=
(
Y
Z
)
J
(
Y T ZT
)
,
(350)
J :=
(
0 E
−E 0
)
, R˜ = SRST
will follow. Determine
S˜ := I˜SI˜−1, I˜ :=
1√
2
(
E E
−E E
)
, (351)
then
S˜∗E˜S˜ = E˜. (352)
The matrixes S form the group isomorphic SU(2, 2) so the matrixes S˜ form the
group SU(2, 2). A transformation from the group LU(2, 2) is called twistor trans-
formation. Due to the double covering of the connected identity component of the
group SO(2, 4) (which is denoted as SOe(2, 4)) by the group SU(2, 2) and due to the
double covering of the conformal group C↑4+ (1, 3) [23, v. 2, p. 304, eq. (9.2.10)(eng)]
by the group SOe(2, 4), the existence of the isomorphisms
SU(2, 2)/{±1;±i} ∼= LU(2, 2) ∼= C↑4+ (1, 3) ∼= SOe(2, 4)/{±1} (353)
will imply. This means that the group LU(2, 2) exhausts all conformal transforma-
tions of the group C↑4+ (1, 3). The matrix S is restored up to a factor λ, that λ4 = 1
(det(S)=1), and whence we obtain the ambiguity. Sine we have the equalities
Y = AX +B ⇒ dX = AdY, Y = X−1 ⇒ dX = −X−1dXX−1, (354)
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where A and B is some constant matrixes, then
Z˜∗ dX˜ Z˜ = Z∗ dX Z. (355)
This equation is an invariant under the group LU(2,2). The proof of this fact is
considered in Appendix (536)-(549). Other invariant can be obtained with the help
of the identity
Y = AX +B ⇒ ∂
∂X
= AT
∂
∂Y
, Y = X−1 ⇒ ∂
∂X
= −Y T ∂
∂Y
Y T , (356)
where A and B is also some constant matrixes. This invariant will have the form
Z˜−1
∂
∂X˜T
Z˜∗ −1 = Z−1
∂
∂XT
Z∗ −1 (357)
(the proof of this fact is given in Appendix (550)-(564)). This means that there
is a real vector L˜ tangent to the hyperboloid resulting with the help of the cross-
section of the cone K6 by the plane V + W = 1. This vector is an invariant under
transformations of a basis from the group LU(2,2) (i.e., coordinate-independent in
the tangent space to this hyperboloid). The vector L˜ is uniquely determined by the
matrix
Lˆ := 1√
2
(Z−1 ∂
∂XT
Z∗ −1 − Z¯−1 ∂
∂X
ZT −1) =
=
(
0 1
−1 0
)
( ∂
∂ω
(−η¯0pi0 + η0p¯i0) + ∂
∂η
(−η¯1pi1 + η1p¯i1)+
+ ∂
∂ξ
(−η¯1pi0 + η0p¯i1) + ∂
∂ξ¯
(η¯0pi1 − η1p¯i0)) · 1
(det(Z))2
√
2
:=
(
0 1
−1 0
)
L˜.
(358)
For the metric (345), the norm of this vector will be such
‖ L˜ ‖= − 1
2(det(Y ))2
= − 1
(V +W )2
. (359)
An isotropic vector k is called a vector of first type unit extension [23, v. 1, p. 36,
eq. (1.4.16)(eng)] in the case when k is sets the point belonging to the cross-section
of the isotropic cone by the plane V + W = 1. Then ‖ L˜ ‖= −1 and any isotropic
vector K collinear with k is defined as
K = (− ‖ L˜ ‖) 12k. (360)
However, when V=-W we will obtain a vector with the infinite first type extension.
To learn to distinguish between them, it is necessary to set a cross-section of the
cone K6 by the plane T+Z=1 and to enter a vector
˜˜L with the norm
‖ ˜˜L ‖= − 1
(T + Z)2
(361)
in the same way. An isotropic vector k is called a vector of second type unit extension
in the case when k is set the point belonging to the cross-section of the isotropic
cone by the plane T + Z = 1 and the first type extension will not be finite. We
define extension of the vector K as
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1. first type extension if such the extension is finite;
2. second type extension if the first type extension is infinite.
Note that the vector L˜ is not coordinate-independent in the space R6(2,4) although
it is an invariant of the tangent space to the hyperboloid resulting the cross-section
of the cone K6 by the plane V+W=1. Our next task is to find an invariant in the
space R6(2,4).
4.4.2 The geometric twistor picture in the 6-dimensional space
Now there is a possibility to represent isotropic twistor in the space R6(2,4) visually.
Let’s consider a pair of vectors of an equal extension in R6(2,4)
Kα = ηαab iT
[aXb ], Nα = ηαab T
[aZb ]. (362)
From Lemma 1 of the second chapter, the conditions
KαKα = 0, N
αKα = 0, N
αNα = 0 (363)
will follow. We choose a vector Y a in such a way to satisfy the conditions
Y aYa = 0, Y
aXa = 0, Y
aZa = 0, (364)
εabcdXaYbZcTd = X
cZcY
dTd = 1, ε
abcd = 24X [aY bZcT d ]. (365)
Thus, we will obtain the vector basis Xa, Y a, Za, T a (recall that Ya = saa′Y
a′)
Y aYa = 0, Y
aXa = 0, Y
aZa = 0, X
aXa = 0, X
aTa = 0,
ZaZa = 0, Z
aTa = 0, T
aTa = 0.
(366)
Whence,
εabcdT
[ cY d ] = −2X[aZb ]. (367)
Therefore, the vectors
Lα = ηαab(−T [aY b ] +X [aZb ]), Mα = ηαab(−i)(T [aY b ] +X [aZb ]) (368)
satisfy to the parities
Lα = L¯α, Mα = M¯α,
LαKα = 0, L
αMα = 0, M
αKα = 0, L
αNα = 0, M
αNα = 0
LαLα = −2, MαMα = −2 (369)
Now we can construct the threevector
Pαβγ = 6K [αNβLγ ]. (370)
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Knowing Kα, we know T a and Xa up to
Xa 7−→ λ1Xa + µ1T a, T a 7−→ ν1Xa + ξ1T a, det
(
λ1 µ1
ν1 ξ1
)
= 1. (371)
And if we know Nα then an arbitrariness in a choice of T a and Za will be such
Za 7−→ λ2Za + µ2T a, T a 7−→ ν2Za + ξ2T a, det
(
λ2 µ2
ν2 ξ2
)
= 1. (372)
Therefor, ν1 = ν2 = 0 and ξ2 = ξ1. For Y
a, we obtain
Y a 7−→ αXa + βY a + γZa + δT a. (373)
If we require that two such bases (similar (366)) are related by a transformation
from the group LU(2,2) then we obtain
Xa 7−→ τ−1Xa + µT a , T a 7−→ τT a,
Za 7−→ τ−1Za + χT a , Y a 7−→ −χ¯Xa + τY a − µ¯Za + δT a,
χ¯µ+ µ¯χ+ τ δ¯ + τ¯ δ = 0, τ τ¯ = 1. (374)
Whence,
X [aT b ] 7−→ X [aT b ] ⇔ Kα 7−→ Kα,
Z [aT b ] 7−→ Z [aT b ] ⇔ Nα 7−→ Nα, (375)
T [aY b ] 7−→ −τ χ¯T [aXb ] + τ 2T [aY b ] − µ¯τT [aZb ],
X [aZb ] 7−→ τ−2X [aZb ] + τ−1χX [aT b ] + τ−1µT [aZb ]
Define
τ =: eiΘ (376)
then
Lα 7−→ Lα cos(2Θ) +Mα sin(2Θ)−
−i(χ¯τ − τ¯χ)Kα + (µτ¯ + τ µ¯)Nα)
Mα 7−→ Mα cos(2Θ)− Lα sin(2Θ)+
+ (χ¯τ + τ¯χ)Kα − i(µτ¯ − τ µ¯)Nα) (377)
Therefor, the 3-half-plane, spanned by Kα, Nα, Lα, is coordinate-independent in the
space R6(2,4). Thus, our design can be presented as follows. The first type extension
of the vectors Kα and Nα should be the same. Kα and Nα determine flagpole: the
set of vectors with:
1. the first type extension is equal to the first type extension of the vector Kα;
2. the start coinciding with the beginning of the vector Kα.
Kα, Nα, Lα determine the 3-half-plane which we call flag-plane. Thus, knowing
Kα and Nα, we know the twistor T a up to the phase Θ. In turn, in the 2-plane
(Lα,Mα), 2Θ is an angle of the rotation of the flag (3-half-plane Pαβγ) around
the flagpole (Nα, Kα). Therefore, a rotation of the flag on 2pi will lead to the
twistors −T a, and only a rotation on 4pi will return our design to the original
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state. In addition, collinear twistors can be distinguished from each other using
the concept extension of the vector for the Kα so that under the transformation
T a 7−→ rT a, Y a 7−→ r−1Y a (r ∈ R\{0}), the flagpole is multiplied by r and the flag-
plane remains unchanged. Finally, it should be noted that the mentioned geometrical
structure is uniquely determined by the twistor T a. In the case of the infinite first
type extension of the vector Kα, we consider the cone K4 ⊂ K6 on which the vector
Nα lays. But non-zero vectors Kα and Nα have the finite second type extension
giving the geometric interpretation of a spinor on the isotropic cone K4.
5 The theorem on two quadrics
In this chapter, we study the common solution{
Xa = X˙a − irabY˙b,
Yb = Y˙b
of the bitwistor equation leading to the Rosenfeld null-pair
XA := (Xa, Yb).
X˙a, Y˙b will be some partial solutions of the bitwistor equation (275). We are interested
in the locus of points defined by the equation
Xa = 0.
It is shown that the solutions of this equation lead to the two quadrics, for which
the modified triality principle is just. It is proved that the modified triality principle
is the generalization of the Cartan triality principle and the Klein correspondence
that allows to realize it explicitly with the help of operators ηA
KL which is the
generalization of the connecting Norden operators ηα
ab. The connecting operators
ηA
KL satisfy the Clifford equation that leads to the Cayley numbers. A proof of
the generalized theorem is an example of an application of the 6-dimensional spinor
formalism, developed above, which is closely associated with the 4-dimensional spinor
formalism [23].
5.1 Solutions of the bitwistor equation
Let us consider the bundle AC with fibers isomorphic to C4 and the base CV 6
which is an analytic complex space with the quadratic metric. The equation
∇a(bXc ) = 0 (a, b, ... = 1, 4) (378)
is called bitwistor equation (Xc are analytic functions). By the above, the bitwistor
equation is a conformal invariant. Furthermore, the integrability condition of the
equation (378) has the form
1
2
εakmn∇m(n∇d|k|Xc ) = 5
6
Ca
c
l
dX l = 0 (379)
(the proof of this fact is given in Appendix (565) - (568)). We restrict ourselves by
the case of the conformal space (see (305))
Ca
c
l
d = 0. (380)
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This means that the space CV 6 is conformal to the space CR6 which, without loss of
generality, we shall consider below. If Xc is a solution of (378) then the spin-tensor
∇ab∇cdXr is antisymmetric on rd, it is also antisymmetric on br in view of that the
space is flat and the derivatives are commute. In addition, there is the antisymmetry
on the pairs ab, cd, rc, ra. This means that ∇ab∇cdXr is antisymmetric on abcdr and
hence it equals to zero. We fix the point O in the space CR6: O is the origin of
coordinates. All other points describe by vectors ra with the beginning at O then
for rα 6= 0, we have
∇αrβ = δαβ. (381)
Therefore, ∇abXc is a constant antisymmetric on abc that follows from (379). We
set
∇cdXa = −iεcdabYb. (382)
Integrating this equation, we obtain common solution{
Xa = X˙a − irabY˙b,
Yb = Y˙b.
(383)
Here rab is the bivector from the formula (41), where the factor i is chosen for the
convenience (it is clarified under the considering the real case). X˙a is a constant
vector field whose the value matches the one of the field Xa at the point O. For the
space R6(2,4), we have
Yk = skm′Y¯
m′ , Y¯ m
′
= Y m. (384)
In addition, the radius vector rγ(= 1
2
ηγabR
ab) satisfies the following relations
1
2
rabrab = pf(r), r
abrbc = −1
2
pf(r)δc
a. (385)
5.2 Rosenfeld null-pairs
Denote by AC∗ the spinor 4-dimensional complex vector space. Such the space
is dual to the space AC. Then the 8-dimensional complex space T2 is formed as the
direct sum AC ⊕ AC∗. That is, if Xa (a, b, ... = 1, 4) are the coordinates of a vector
in AC, and Yb are the coordinates of a covector in A
C∗ then
XA := (Xa, Yb) (A,B, ... = 1, 8) (386)
are the coordinates of a vector in T2. The transformation (383) is a linear one not
keeping the structure of the direct sum. We will consider the bivector coordinates
rab as the ones in the complex affine space CA6. We are interested in a set of points
defined by the equation
Xa = 0 ⇔ X˙a = irabY˙b. (387)
This is a system of 4 linear equations with 6 unknowns. To determine its rank, we
consider homogeneous equation
rabY˙b = 0, (388)
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which has nontrivial solutions if and only if the bivector is simple
εabfcr
abrcd = −pf(r)δf d = 0, (389)
and therefore this bivector can be represented as
rabhomogeneous = P˙
aQ˙b − P˙ bQ˙a, (390)
where P a and Qa are defined up to linear combinations of them. From this, it follows
that
P˙ aY˙a = 0, Q˙
aY˙a = 0. (391)
Denote by Xa, Sa, Za those solutions of the equation
XaYa = 0, (392)
that form a basis. Then our solution (390) takes the form
rabhomogeneous = λ1S˙
[aX˙b ] + λ2X˙
[aZ˙b ] + λ3S˙
[aZ˙b ] (393)
and hence determines a 3-dimensional subspace in the bivector space. From here,
common solution
rab = rabparticular + λ1S˙
[aX˙b ] + λ2X˙
[aZ˙b ] + λ3S˙
[aZ˙b ] (394)
of the equation (387) is obtained, where rabparticular is an arbitrary bivector being par-
ticular solution of (387).
5.3 Construction of the quadrics CQ6 and CQ˜6
The space T2 will be the complex space in which the scalar square of a vector is
determined by the quadratic form
εABX
AXB = 2XaYa (395)
in the sense of (386) so that the matrix of the spin-tensor εAB has the form
‖ εAB ‖=
(
0 δa
c
δbd 0
)
(396)
in the special basis. The form (395) is invariant under the transformation (383)
XaYa = (X˙
a − irabY˙b)Y˙a = X˙aY˙b. (397)
For the fixed rab, the equation (387) will define the 4-dimensional subspace in T2
which will be the 4-dimensional planar generator of the cone
εABX
AXB = 0. (398)
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Thus, in the projective space CP7, we can consider the quadric CQ6 defined by the
equation (398). 4 basis points of the generator satisfy the condition
εABX
A
i X
B
j = 0 (i, j, ... = 1, 4). (399)
Put
XA1 := (X˙
a, Y˙b), X
A
2 := (Z˙
a, T˙b), X
A
3 := (L˙
a, N˙b), X
A
4 := (K˙
a, M˙b). (400)
On the basis of the common solution (394), each point of the quadric CQ6 can
be associated to the 3-dimensional isotropic plane of the space CA6. The point
(t,v,w,x,y,z) of the space CA6 can be represented by the line (λT, λV, λU, λS, λW, λX,
λY, λZ) of the space CR8 having the metric
dL2 = dT 2 + dV 2 + dU2 + dS2 + dW 2 + dX2 + dY 2 + dZ2. (401)
This line will be a generator of the isotropic cone CK8
T 2 + V 2 + U2 + S2 +W 2 +X2 + Y 2 + Z2 = 0. (402)
The intersection of the 7-plane
U − iS = 1 (403)
with the cone CK8 has the induced metric
dL˜2 = dT 2 + dV 2 + dW 2 + dX2 + dY 2 + dZ2. (404)
This space has the form of a paraboloid in CK8, and it is identical to the space CR6
U = 1 + iS =
1
2
(1− T 2 − V 2 −W 2 −X2 − Y 2 − Z2). (405)
Every generator of this cone (a set of points belonging to CK8 with the constant ratio
T:V:U:S:W:X:Y:Z), not lying on the hyperplane U = iS, intersects the paraboloid
in the single point. Every generator of the cone, lying on the hyperplane U =
iS, corresponds to the point belonging to the infinity of the space CR6. Thus,
straight lines of CR8 passing through the origin of CR8 correspond to points of the
projective space CP7. The stereographic projection of this section on the plane (S=0,
U=1) with the pole N(0, 0, 1
2
, i
2
, 0, 0, 0, 0) maps the point P(T,V,U,S,W,X,Y,Z) of
the hyperboloid to the point p(t,v,1,0,w,x,y,z) of the plane (S=0, U=1)
λT = t, λV = v, λW = w, λX = x, λY = y, λZ = z,
λ = 1
U+iS
, λU = 1
2
(1− t2 − v2 − w2 − x2 − y2 − z2) = −λiS + 1, pf(r) = −U−iS
U+iS
.
(406)
All generators of the same cone CK8 form the quadric CQ˜6 in the projective space
CP7
GABR
ARB = 0. (407)
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5.4 Correspondence CQ6 7−→ CQ˜6
1. On the basis of (394),
rab = rabparticular + r
ab
homogenous = r
ab
particulare + λ1S˙
[aX˙b ] + λ2X˙
[aZ˙b ] + λ3S˙
[aZ˙b ].
(408)
Therefor, by this equation, the 4-dimensional planar generator of the cone
CK8 is determined. The equations (399), (400) will define the system
irabY˙b = X˙
a,
irabT˙b = Z˙
a,
irabN˙b = L˙
a,
irabM˙b = K˙
a
(409)
with the conditions
X˙aY˙a = 0, Z˙
aT˙a = 0, L˙
aN˙a = 0, K˙
aM˙a = 0,
X˙aT˙a = −Z˙aY˙a, X˙aN˙a = −L˙aY˙a, X˙aM˙a = −K˙aY˙a,
Z˙aN˙a = −L˙aT˙a, Z˙aM˙a = −K˙aT˙a, K˙aN˙a = −L˙aM˙a.
(410)
Thus, from the 16 equations with the 6 unknowns rab, only 6 from them will be
significant (the 10 communication conditions (410)). Then the 3-dimensional
planar generator CP3 belonging to the quadric CQ6 will uniquely define the
point of CA6 and hence the point of the quadric CQ˜6.
2. If from the system (409), we know only the one equation
irabY˙b = X˙
a (411)
with the condition
X˙aY˙a = 0 (412)
then from the 4 equations, only 3 from them will be significant (the 1 com-
munication condition (412)). This means that the point of the quadric CQ6
will uniquely define the 3-dimensional planar generator CP3 belonging to the
quadric CQ˜6. This is follows from (394).
3. If from the system (409), we know only the two equations{
irabYb = X
a,
irabTb = Z
a (413)
with the condition
X˙aY˙a = 0, Z˙
aT˙a = 0, X˙
aT˙a = −Z˙aY˙a (414)
then from the 8 equations, only 5 from them will be significant (the 6 unknowns
and the 3 communication conditions (414)). This means that the rectilinear
generator CP1 of the quadric CQ6 will uniquely define the rectilinear generator
CP1 belonging to the quadric CQ˜6. In this case, the manifold of generators
CP1(CQ6) belonging to the same generator CP3(CQ6) defines the beam of
generators CP1(CQ˜6) belonging to the quadric CQ˜6 (this beam is a cone).
The center of the beam is determined by the system (409).
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Fig. 1: Correspondence ∀CP2 ⊂ CP3 ↔ R
Fig. 2: Correspondence CP3 ⊃ CP1 ↔ CP1 ⊂ K6
62
4. If from the system (409), we know only three equations
irabY˙b = X˙
a,
irabT˙b = Z˙
a,
irabN˙b = L˙
a
(415)
with the condition
X˙aY˙a = 0, Z˙
aT˙a = 0, L˙
aN˙a = 0,
X˙aT˙a = −Z˙aY˙a, X˙aN˙a = −L˙aY˙a, Z˙aN˙a = −L˙aT˙a (416)
then from the 12 equations, only 6 from them will be significant (the 6 un-
knowns and the 6 communication conditions (416)). This means, that the
2-dimensional generator CP2 of the quadric CQ6 will uniquely define the point
of the quadric CQ˜6. At the same time, the manifold of generators CP2(CQ6)
belonging to the same generator CP3(CQ6) uniquely determines the same point
of the quadric CQ˜6. This point is determined by the system (409).
5.5 The connection operators ηAKL
Based on the foregoing, we consider the rectilinear generator of the quadric CQ6
defined by the bivector
RˆAB = X
[A
1 X
B ]
2 =
(
X˙aZ˙b − X˙bZ˙a X˙aT˙d − Y˙dZ˙a
Y˙cZ˙
b − T˙cX˙b Y˙cT˙d − Y˙dT˙c
)
=
=
( −2r[a|k|rb ]rY˙kT˙r 2irarY˙[ rT˙b ]
iεkbmnrckY˙[mT˙n ] + δc
bX˙kT˙k 2Y[ cT˙d ]
)
=
= T˙lX˙
l
( −1
2
iδakr
γrγ r
ar
rck −iδcr
)
· 1
T˙lX˙l
(
iεkbmnY˙mT˙n 0
−δrbrmnY˙mT˙n 2iY[ rTd ]
)
:= RAKP
KB.
(417)
Put
RAB := εBCRAC = T˙lX˙
l
(
ran −1
2
iδakr
γrγ
−iδcn rck
)
, (418)
RAB := εACR
C
B = T˙lX˙
l
(
rck −iδcn
−1
2
iδakr
γrγ r
an
)
. (419)
At the same time, the equation
RA
CRˆAB = 0 (420)
will be true that means that any spin-tensor RˆAB, representing the generator CP1(CQ6),
will contain the same spin-tensor RAK in its expansion, wherein the second spin-
tensor PKB of the decomposition will be responsible for the position of CP1 in CP3.
Therefore, there is a reason to assign the bispinor RAB to the point of the quadric
CQ˜6. This point is uniquely determined. In the transition to the space CR8, we put
r12 = 1√
2
(v + iw), r13 = 1√
2
(x+ iy), r14 = i√
2
(t+ iz),
r23 = i√
2
(iz − t), r24 = 1√
2
(−x+ iy), r34 = 1√
2
(v − iw). (421)
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Then we define homogeneous coordinates of CR8 as follows
λ =
{
R12 : R13 : R14 : R23 : R24 : R34 : R15 : R51,
r12 : r13 : r14 : r23 : r24 : r34 : −1
2
irγrγ : −i,
(422)
R12 = 1√
2
(V + iW ), R13 = 1√
2
(iY +X), R14 = 1√
2
(iT − Z),
R23 = 1√
2
(−Z − iT ), R24 = 1√
2
(−X + iY ), R34 = 1√
2
(V − iW ),
R51 = S − iU, R15 = 1
2
(iU + S),
(423)
R12 = −R21 = R78 = −R87,
R13 = −R31 = R86 = −R68,
R14 = −R41 = R67 = −R76,
R23 = −R32 = R58 = −R85,
R24 = −R42 = R75 = −R57,
R34 = −R43 = R56 = −R65,
R15 = R26 = R37 = R48,
R51 = R62 = R73 = R84,
RABRAB = 8(R
12R34 −R13R24 +R14R23 +R15R51) =
= 4(T 2 + V 2 + U2 + S2 +W 2 +X2 + Y 2 + Z2) := 4nf(R)
RABRCB =
1
2
nf(R)δC
A ⇒ RABRAB = 4nf(R).
(424)
For (Ri)
Λ, to define a generator of the quadric CQ˜6, it is necessary and sufficient to
have the condition
GABR
A
i R
B
j = 0. (425)
We define some connection operators ηA
BC so that
RA =
1
4
ηA
BCRBC , R
A =
1
4
ηABCR
BC . (426)
Then these operators satisfy the reduced Clifford equation
GABδK
L = ηAK
RηB
L
R + ηBK
RηA
L
R. (427)
Therefore, we can define the operators γA as
γA :=
√
2
(
0 σA
ηA 0
)
, ηA := ηA
KR, σA := (ηA)
T
RL. (428)
Then γA will satisfy the Clifford equation
γAγB + γBγA = 2GABI. (429)
At the same time, the lowering and raising of single indices is done by using the
metric spin-tensor εAB, determined above. Define
εPQRT := η
A
PQη
B
RTGAB, εPQRT = εRTPQ (430)
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that will give another metric spin-tensor εPQRT with which the help we can raise
and lower a pair of indices. Indeed, if the equation (427) contracts with δL
K then
we obtain
GAB =
1
4
ηA
PQηBPQ. (431)
Contract (430) with ηC
PQ and obtain
ηCRT =
1
4
ηC
PQεPQRT . (432)
Now, the identity (427) can be rewritten as (contracting with ηASTη
B
PQ)
εSTPQδK
L = εSTK
RεPQ
L
R + εPQK
RεST
L
R. (433)
Contracting (433) with δL
K , we obtain
εSTPQ =
1
4
εST
KRεPQKR. (434)
The result of the applying for the two metric spin-tensors should be the same
εPQ =
1
4
εPQRT ε
RT . (435)
Thus, in the presence of the 3 metric tensor GAB, εPQRT , εRT , we obtain the equation
(427) from the Clifford equation (429). Then ηA
BC will be the generators of the
corresponding Clifford algebra. Now, we will lower the index L in (433) and contract
this equation with the εST . Then we will obtain
εPQ(KL) =
1
2
εPQεKL, ε[PQ](KL) = 0 (436)
that will lead to the identity
ηA
(MN) =
1
8
ηA
KLεKLε
MN . (437)
If the matrixes of the tensors gΛΨ and εKL have the form
‖ GAB ‖=

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

, ‖ εKL ‖=

0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0

,
(438)
65
then the significant coordinates of the operators ηΛKL in some basis would be such
η212 =
1√
2
, η234 =
1√
2
, η512 = − i√2 , η534 = i√2 ,
η278 =
1√
2
, η256 =
1√
2
, η578 = − i√2 , η556 = i√2 ,
η114 = − i√2 , η123 = i√2 , η814 = − 1√2 , η823 = − 1√2 ,
η167 = − i√2 , η158 = i√2 , η867 = − 1√2 , η858 = − 1√2 ,
η713 = − i√2 , η724 = − i√2 , η613 = 1√2 , η624 = − 1√2 ,
η768 =
i√
2
, η757 =
i√
2
, η668 = − 1√2 , η657 = 1√2 ,
η415 =
1√
2
, η451 =
1√
2
, η315 = − i√2 , η351 = i√2 ,
η426 =
1√
2
, η462 =
1√
2
, η326 = − i√2 , η362 = i√2 ,
η437 =
1√
2
, η473 =
1√
2
, η337 = − i√2 , η373 = i√2 ,
η448 =
1√
2
, η484 =
1√
2
, η348 = − i√2 , η384 = i√2
(439)
so that in an abbreviated form, we can rewrite 439 as
ηA
MN =
(
ηα
ab λδad
µδc
b ηαcd
)
, ηαcd =
1
2
εabcdηα
ab, (440)
where εabcd is the quadrivector (42). In fact, here we used the same basis as in the
formula (423).
Next, we consider the bivector RˆAB of the form (417) such that its vectors
X1
A, X2
A, defined by the formula (400), satisfy the system (409). By this, the
identities
irabY˙b = X˙
a, irabZ˙
b = pf(r)T˙a,
1
2
ircdε
abcdY˙bεaklm = X˙
aεaklm,
3ir[klY˙m ] = X˙
aεaklm,
irklY˙m + 2irm[kY˙l ] = X˙
aεaklm
(441)
is determined. We contract the last identity with Z˙m and obtain
irklY˙mZ˙
m = X˙aZ˙aεklmn + pf(r) · 2T˙[kY˙l ]. (442)
Thus, the bispinor RˆAB determines the rectilinear generator CP1(CQ6) belonging
to the planar generator CP3(CQ6) which determines the point of the quadric CQ˜6.
RAB will be the coordinates of this point. We define the spin-tensor
ˆˆ
RAB
ˆˆ
RAB := RˆAKPˆK
B, PˆK
B :=
(
2δm
k 0
0 −2pf(r)iδnr
)
. (443)
The spin-tensor
ˆˆ
RAB will continue to represent the rectilinear generator CP1(CQ6)
belonging to the planar generator CP3(CQ6). We apply the operator ηΛKL to the
spin-tensor
ˆˆ
RAB and obtain
ηAKL
ˆˆ
RKL = ηAKLY˙mZ˙
m
(
ran −1
2
iδakr
γrγ
−iδcn rck
)
= ηAKLR
KL. (444)
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Thus, the operators ηΛKL take each rectilinear generator CP1(CQ6), belonging to the
planar generator CP3(CQ6), to the same generator CP3(CQ6), and this determines
the point of the quadric CQ˜6. In homogeneous coordinates, the spin-tensor RKL
determines the coordinates of the point R of the space CR8.
We contract the identity (427) with the δL
B
GAK = SA
MεKM , SA
M := ηA
MRηL
L
R + ηA
L
RηL
MR. (445)
Since GAB, εKL have the form (438) then ‖ SAM ‖ has the form
‖ SAM ‖=

0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0

. (446)
Therefore, SA
M is an involution tensor, and the quadrics are B-cylinders.
Let us find out what is the number of a family which comprises this generator
CP3(CQ6). For this purpose, we consider the conditions
εABXi
AXj
B = 0,
XABCD := εijklXi
AXj
BXk
CXl
D,
(447)
where εIJKL is a 4-vector antisymmetrical in all indices. Also we consider the 8-
vector eABCDKLMN antisymmetrical in all indices too. If in the condition
1
24
eABCDKLMNX
ABCD = ρεKRεLT εMUεNVX
RTUV , ρ2 = 1, (448)
ρ = 1, then we say that the planar generator CP3(CQ6) belongs to family I, and if
ρ = −1, then the planar generator belongs to family II. In our case
Xi
A = (X˙i
a, Y˙ib) (449)
and then
εijklXi
1Xj
2Xk
3Xl
4 = ρεijklXi
1Xj
2Xk
3Xl
4. (450)
The spin-tensor εKL has the form (438). Whence, ρ = 1. This means that our
generators should belong to family I.
In addition, there is the tensor S˜K
L
‖ S˜KL ‖= 1√
2

i 0 0 0 −i 0 0 0
0 i 0 0 0 −i 0 0
0 0 i 0 0 0 −i 0
0 0 0 i 0 0 0 −i
1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0
0 0 1 0 0 0 1 0
0 0 0 1 0 0 0 1

, det ‖ S˜KL ‖= 1 (451)
67
such that
εABS˜K
AS˜L
B = GKL. (452)
Therefor, we will obtain
Xi
A = S˜K
ARi
K , (453)
and (447) can be rewritten as
GABRi
ARi
K = 0,
XABCD = S˜K
AS˜L
BS˜N
CS˜M
DRKLNM .
(454)
Since ρ = 1 then we have the identities
1
24
eABCDKLMNX
ABCD = εKRεLT εMUεNVX
RTUV ,
1
24
eABCDKLMN S˜U
AS˜S
BS˜T
CS˜V
DRUSTV =
= εKP εLQεMXεNY S˜G
P S˜H
QS˜Z
X S˜W
YRGHZW
1
24
eABCDKLMN S˜U
AS˜S
BS˜T
CS˜V
DS˜P
KS˜Q
LS˜X
M S˜Y
NRUSTV =
= GPGGQMGXZGYWR
GHZW ,
1
24
det ‖ SPA ‖ ePQXY USTVRUSTV = GPGGQMGXZGYWRGHZW ,
1
24
ePQXY USTVR
USTV = GPGGQMGXZGYWR
GHZW .
(455)
This shows that the generator CP3(CQ˜6) must belong to family I. In order to achieve
the same result for the generator of family II we should choose the spin-tensor
ε˜KL :=
√
iεKL (456)
as the metric spin-tensor by means of which single indices lower and raise.
5.6 Correspondence CQ˜6 7−→ CQ6
Applying the operators ηΛ
KL to (425), we obtain
RABi Rj AB = 0 ⇔ ((Ri)AB − (Rj)AB)((Rk)AB − (Rl)AB) = 0⇔
((ri)
ab − (rj)ab)((rk)ab − (rl)ab) = 0.
(457)
Here as usual, i, j is the number of basis points. This defines the system
i(r1)
abY˙b = X˙
a,
i(r2)
abY˙b = X˙
a,
i(r3)
abY˙b = X˙
a,
i(r4)
abY˙b = X˙
a,
⇔

i((r1)
ab − (r2)ab)Y˙b = 0,
i((r1)
ab − (r3)ab)Y˙b = 0,
i((r3)
ab − (r4)ab)Y˙b = 0,
i(r1)
abY˙b = X˙
a.
(458)
Next we consider only the right system. It is constructed as follows. Always there
is a covector Ya which resets 3 different simple bivectors. This statement is reduced
to the existence of a covector orthogonal to three linearly independent vectors since
any simple bivector is decomposed by the formula rab = 2P [aQb ]. From the fourth
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equation, the spinor Xa is determined. Therefore, such the system is always defined.
On the other hand, on the basis of the fact that all ri
ab have the form (394) (for the
fixed λ1, λ2, λ3), the equality
((ri)
ab − (rj)ab)((rk)ab − (rl)ab) = 0 (459)
is executed.
1. So, let us know the last equation of the system (458)
ir1
abY˙b = X˙
a (460)
then we have the 4 equations, all of which will be significant. Since, we have
the eight unknowns (Xa, Yb) for fixed (r1)
ab then the point of the quadric CQ˜6
uniquely defines the 3-dimensional planar generator CP3(CQ6).
2. If we know all the equations of the system (458) with the conditions
((r1)
ab − (r2)ab)((r1)ab − (r2)ab) = 0, ((r1)ab − (r3)ab)((r1)ab − (r3)ab) = 0,
((r3)
ab − (r4)ab)((r3)ab − (r4)ab) = 0,
(r1)
ab(r2)ab = 0, (r1)
ab(r3)ab = 0, (r1)
ab(r4)ab = 0,
(r2)
ab(r3)ab = 0, (r2)
ab(r4)ab = 0, (r3)
ab(r4)ab = 0
(461)
then from the 16 equations, only 7 from them will be significant (the 8 un-
knowns and the 9 communication conditions (461)). Therefore, the generator
CP3(CQ˜6) will uniquely define the point of the quadric CQ6.
3. If we know the three equations of system (458)
i((r1)
ab − (r2)ab)Y˙b = 0,
i((r1)
ab − (r3)ab)Y˙b = 0,
i(r1)
abY˙b = X˙
a
(462)
with the conditions
((r1)
ab − (r2)ab)((r1)ab − (r2)ab) = 0, ((r1)ab − (r3)ab)((r1)ab − (r3)ab) = 0,
(r1)
ab(r2)ab = 0, (r1)
ab(r3)ab = 0, (r2)
ab(r3)ab = 0
(463)
then from the 12 equations, only 7 from them will be significant (the 8 un-
knowns and the 5 communication conditions (463)). This means that the
generator CP2(CQ˜6) will uniquely define the point of the quadric CQ6. In
this case, the manifold of generators CP2(CQ˜6), belonging to the generator
CP3(CQ˜6), uniquely defines the point of the quadric CQ6.
4. If we know the two equations of the system (458){
i((r1)
ab − (r2)ab)Y˙b = 0,
i(r1)
abY˙b = X˙
a (464)
with the conditions
((r1)
ab − (rab2 )((r1)ab − (r2)ab) = 0, (r1)ab(r2)ab = 0 (465)
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then from the 8 equations, only 6 from them will be significant (the 8 unknowns
and the 2 communication conditions 465)). This means that the rectilinear
generator CP1 of the quadric CQ˜6 will uniquely define the rectilinear generator
CP1 belonging to the quadric CQ6. In this case, the manifold of generators
CP1(CQ˜6), belonging to the same generator CP3(CQ˜6), defines the beam of
generators CP1(CQ6) belonging to the quadric CQ6 (this beam is a cone). The
center of the beam is determined by the system (458).
5.7 Theorem on two quadrics
Thus, the theorem is proved
Theorem 1. (The triality principle for two B-cylinders).
In the projective space CP7, there are two quadrics (two B-cylinders) with the fol-
lowing main properties:
1. The planar generator CP3 of a one quadric will define one-to-one the point R
on the other quadric.
2. The planar generator CP2 of a one quadric will uniquely define the point R on
the other quadric. But the point R of the second quadric can be associated to
the manifold of planar generators CP2 belonging to the same planar generator
CP3 of the first quadric.
3. The rectilinear generator CP1 of a one quadric will define one-to-one the rec-
tilinear generator CP1 of the other quadric. And all the rectilinear generators
belonging to the same planar generator CP3 of the first quadric define the beam
centered at R belonging to the second quadric.
This theorem is actually the generalization of the Klein correspondence. Prove
this.
Proof.
On the quadric CQ6, we consider only those generators which have the form
XA = (0, Yb). (466)
The manifold of such the generators is diffeomorphic to CP3. In this case, each
generator can be associated to the point of the quadric CQ4 ⊂ CQ˜6. According to
the system (409), the first equation of it takes the form
rabY˙b = 0. (467)
Until the end of the proof, we set A,B,A′,B′, ...= 1, 2. In addition, we consider
the spinor representation of a twistor according to [23, v.2, p. 49, eq. (6.1.24) and
p.65, (6.2.18)(eng)].
Y˙b = (p˙iB, ˙¯ω
B′),
rab = const
( −1
2
εABrcr
c irAB′
−ir¯A′B ε¯A′B′
)
.
(468)
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Therefore, the equation RabYb = 0 can be rewritten as a system of two equations{ −1
2
εABrcr
cp˙iB + ir
A
B′ ˙¯ω
B′ = 0,
−ir¯A′Bp˙iB + ε¯A′B′ ˙¯ωB′ = 0,
(469)
and only one of them will be significant
irAA
′
˙¯piA′ = ω˙
A. (470)
Here we use the metric spinors ε¯A’B’, εAB with the help of which spinor indices raise
and lower. This spinors pass each other by the conjugation. This defines the system{
irAA
′ ˙¯piA′ = ω˙
A,
irAA
′ ˙¯ηA′ = ξ˙
A,
Y˙b = (p˙iB, ˙¯ω
B′), T˙b = (η˙B,
˙¯ξB
′
). (471)
The system coincides with the one [23, v. 2, p. 63, eq. (6.2.14)(eng)] which, in turn,
leads to the Klein correspondence.
It should be noted in conclusion that from this theorem, the Cartan triality
principle implies: There are the 3 diffeomorphic manifolds:
1. the manifold of all points of the quadric;
2. the manifold of I-family maximal planar generators;
3. the manifold of II-family maximal planar generators.
This is true, because the two constructed quadrics can be identified, for example,
by means of the spin-tensor S˜K
L. The manifold of all points of the quadric is
diffeomorphic to the maximal plain generator manifold of one of the two families.
In addition, since the Cartan triality principle is performed then the operators ηiKL
for the inclusion R8 ⊂ C8 define the octave algebra1 since satisfy to the reduced
Clifford equation. This assertion is based on the results given in the monography
[23, v.2, p. 461-464(eng)] which deals with the structure constants of this algebra.
1The algebraic definition of structural constant has been published in [1]. This definition has
the form ηij
k :=
√
2ηi
ABηjY Aη
k
ZBX
YXZ . Here XAXA = 2; A,B, ... = 1, 8; i, j, ... = 1, 8; algebra
identity is determined as 1
4
√
2
ηiABεAB ; the metric spin-tensor εAB is the same as in (438). Later
[2], [3], this will lead to the generalization of the definition on n-dimensional spaces with n mod 8
= 0 and hence to the group alternative-elastic algebra definition [4].
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5.8 Summary
On the defence, the following major provisions are submitted:
1. An inclusion R6(p,q) ⊂ CR6 is carried out by means of the operator Hiα. The
operator Hi
α defines the involution, the spinor representation of which has the
form
Sα
β′ =
1
4
ηα
abη¯β
′
c′d′ · 2sac′sbd′ , sac′ s¯c′d = ±δad
for odd q and
Sα
β′ =
1
4
ηα
abη¯β
′
c′d′ · skc′snd′εknab, sac′ = ±s¯c′a
for even q.
2. The operators Aαβa
b are founded in an explicit form. This operators are de-
termined by using the correspondence between bivectors of the space CR6 and
traceless operators of the space C4. This allows us to study the algebraic
structure of the curvature tensor Rαβγδ of the space CR6 on its spinor image:
the spin-tensor Ra
b
c
d.
3. It is proved that a simple isotropic bivector of the space Λ2C6 defines a degen-
erate Rosenfeld null-pair up to a complex factor: a vector and covector of the
spaces C4, the contracting of which is zero.
4. It is stated that a bivector of the space Λ2R6(p,q) for even q can be reduced to
the canonical form in some basis.
5. The generalized triality principle for a pair of B-cylinders is proved.
6. The operators ηA
KL satisfying the Clifford equation and responsible for the
correspondence between rectilinear generators of two B-cylinders are defined.
In addition, these operators define the structure constants of the octave alge-
bra.
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6 Appendix
6.1 Proof of the second chapter equations
6.1.1 Proof of the equations containing the operator Aαβa
b
Define (α, β, ... = 1, 2, 3, 4, 5, 6; a1, b1, a, b, e, f, k, l,m, n, ... = 1, 2, 3, 4). We have
Aαβd
c = η[α
caηβ ]da (472)
Aαβd
cAγ
β
r
s = 1
4
(ηα
caηβad − ηαadηβca)(ηγsa1ηβa1r − ηγa1rηβsa1) =
= 1
4
(ηα
caηγ
sa1εa1rad − ηαadηγsa1εa1rca − ηαcaηγa1rεadsa1 + ηαadηγa1rεcasa1) =
= 1
4
(1
2
ηα
caηγklε
klsa1εa1rad − ηαadηγsa1(δa1cδra − δa1aδrc)−
−ηαcaηγa1r(δasδda1 − δaa1δds) + 12ηαklηγa1rεkladεcasa1) =
= 1
4
(−3ηαcaηγ[ raδd ]s − ηαrdηγsc + ηαadηγsaδrc−
−ηαcsηγdr + ηαcaηγarδds − 3ηα[ csδda1 ]ηγa1r =
= 1
4
(−ηαckηγrkδds + ηαcsηγrd − ηαckηγkdδrs − ηαrdηγsc + ηαadηγsaδrc−
−ηαcsηγdr + ηαcaηγarδds − ηαcsηγdr + ηαckηγkrδds − ηαskηγkrδdc) =
= 1
4
(3ηα
csηγrd + 3ηα
ckηγkrδd
s + ηα
ckηγdkδr
s + ηαdrηγ
sc + ηαkdηγ
skδr
c + ηα
skηγrkδd
c) =
(473)∣∣∣∣∣∣∣∣∣∣
ηαdrηγ
sc + ηαkdηγ
skδr
c = 1
4
(ηα
mm1ηγll1εmm1drε
ll1sc + ηα
mm1ηγll1εmm1kdε
ll1skδr
c) =
= 6ηα
mm1ηγll1δ[m
lδm1
l1δd
sδr ]
c − 3
2
ηα
mm1ηγll1δ[m
lδm1
l1δd ]
sδr
c =
= −gαγδrsδdc + ηαkcηγkdδrs + ηαckηγkrδds + ηαksηγkrδdc + ηαscηγdr.
∣∣∣∣∣∣∣∣∣∣
= ηα
csηγrd + ηα
ckηγkrδd
s + 1
2
(ηα
ckηγdkδr
s + ηα
skηγrkδd
c)− 1
4
gαγδr
sδd
c.
Contract with gαγ
Aαβd
cAαβr
s = εrd
cs + εkr
ckδd
s + 1
2
(εckdkδr
s + εskrkδd
c)− 3
2
δr
sδd
c =
= δr
cδd
s − δrsδdc − 3δrcδds + 32δdcδrs + 32δdcδrs − 32δrsδdc = 12δrsδdc − 2δrcδds.
(474)
In addition,
Aαβd
cAλµc
d = 1
2
η[α
caηβ ]
nn1εadnn1 · 12η[λll1ηµ ]a1cεda1ll1 =
= 1
4
η[α
caηβ ]
nn1η[λll1η
µ ]
a1c · (−6δ[aa1δnlδn1 ]l1) =
= −1
2
(η[α
caηβ ]
nn1η[λnn1η
µ ]
ac − 2η[αcaηβ ]a1k1η[λak1ηµ ]a1c) =
= −2δ[αλδβ ]µ + 12(ηαcaηβa1k1η[λak1ηµ ]a1c − ηβcaηαa1k1η[λak1ηµ ]a1c) =
= 2δ[α
µδβ ]
λ + 1
2
(ηα
caηβ
a1k1η[λak1η
µ ]
a1c − ηβa1k1ηαcaη[λk1aηµ ]ca1) = 2δ[αµδβ ]λ.
(475)
And finally
Aαβm
nTαβ = A
αβ
m
nAαβk
lTl
k =
= (1
2
δm
nδk
l − 2δknδml)Tlk = −2Tmn, Tαβ = −Tβα. (476)
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6.1.2 Proof of the equation of the 4-vector eαβγδ
Let
eαβγδ = e[αβγδ] = Aαβb
aAγδd
cea
b
c
d, ek
k
c
d = ea
b
k
k = 0, ea
b
c
d = ec
d
a
b, ek
t
t
k = 0.
(477)
The contraction with Aαβm
nAγδr
s gives
Aαβm
nAγδr
sAαβb
aAγδd
cea
b
c
d =
= (1
2
δr
sδd
c − 2δrcδds)(12δbaδmn − 2δbnδma)eabcd = 4emnrs =
= −AβαmnAγδrsAγαbaAβδdceabcd =
= −(ηγanηβmb + ηγakηβkmδbn + 12ηγakηβbkδmn)··(ηβcsηγrd + ηβctηγtrδds + 12ηβctηγdtδrs)eabcd =
= −(εrdanεmbcs + εmbckεkranδds + 12εmbckεdkanδrs+
+εrd
akεkm
csδb
n + εaktrε
ct
kmδd
sδb
n + 1
2
εakdtε
ct
kmδr
sδb
n+
+1
2
εrd
akεbk
csδm
n + 1
2
εbk
ctεtr
akδm
nδd
s + 1
4
εbk
ctεdt
akδm
nδr
s)ea
b
c
d =
= −(δraδdnδmcδbs − δdaδrnδmcδbs + δdaδrnδbcδms − δraδdnδbcδms+
+δm
cδb
kδk
aδr
nδd
s − δmkδbcδkaδrnδds + δmkδbcδknδraδds − δmcδbkδknδraδds+
+1
2
δm
cδb
kδd
aδk
nδr
s − 1
2
δm
kδb
cδd
aδk
nδr
s + 1
2
δm
kδb
cδd
nδk
aδr
s − 1
2
δm
cδb
kδd
nδk
aδr
s
+δr
aδd
kδk
cδm
sδb
n − δrkδdaδkcδmsδbn + δrkδdaδksδmcδbn − δraδdkδksδmcδbn+
+δm
aδr
cδd
sδb
n + 2δm
cδr
aδd
sδb
n − 1
2
δm
aδd
cδr
sδb
n − δmcδdaδrsδbn+
+1
2
δr
aδd
kδb
cδk
sδm
n − 1
2
δr
kδd
aδb
cδk
sδm
n + 1
2
δr
kδd
aδb
sδk
cδm
n − 1
2
δr
aδd
kδb
sδk
cδm
n−
−1
2
δb
aδr
cδm
nδd
s − δbcδraδmnδds + 14δbaδdcδmnδrs + 12δbcδdaδmnδrs)eabcd =
= −(ersmn − etsmtδrn + ekttkδrnδms − erttnδms − emttsδrn + erttsδmn−
−ernms + 12etnmtδrs − 12epttpδmnδrs + 12emttnδrs − etnrtδms + etnmtδrs−−ernms + emnrs + 2ernms − etnmtδrs + 12erttsδmn+−1
2
et
p
p
tδr
sδm
n + 1
2
et
s
r
tδm
n − erttsδmn + 12etpptδmnδrs).
(478)
Then
em
s := 1
3
em
t
t
s ⇒ 2emnrs = 2(emsδrn + ernδms)− (ersδmn + emnδrs). (479)
6.1.3 Proof of the equation of the 6-vector eαβγδρσ
Let
eαβγδρσ = e[αβγδρσ] = Aαβb
aAγδd
cAρσs
rea
b
c
d
r
s. (480)
We use (478) and obtain (em
s
p
q := em
k
k
s
p
q = ek
s
p
q
m
k)
6em
n
p
q
r
s = 2(em
s
p
qδr
n + er
n
p
qδm
s)− (erspqδmn + emnpqδrs) =
= 2(em
q
r
sδp
n + ep
n
r
sδm
q)− (epqrsδmn + emnrsδpq). (481)
The contraction of (481) with δq
p gives
0 = 6em
n
r
s
p
p = 2(em
n
r
s + em
n
r
s)− (epprsδmn + 4emnrs) = −(epprs) · δmn = 0,
ep
p
r
s = er
s
p
p = 0.
(482)
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The contraction of (481) with δn
r gives
8em
s
p
q + 2et
t
p
qδm
s − emspq − emspq = 2(emqps + epkksδmq)− (epqms + emkksδpq),
6em
s
p
q + ep
q
m
s − 2emqps = 2epttsδmq − emkksδpq.
(483)
The contraction of (483) with δq
m gives
6ek
s
p
k + ep
k
k
s = 8ep
t
t
s − epkks, epttq = etqpt. (484)
The contraction of (483) with δs
m gives
10e˜ := et
k
k
t, −2ekqpk = 2epttq − etkktδpq, epttq = 5e˜2 δpq. (485)
The contraction of (481) with δs
p gives
2em
k
k
qδr
n + 2er
n
m
q − erkkqδmn − emnrq = 2emqrn + 2eknrkδmq − ekqrkδmn − emnrq,
er
n
m
q = em
q
r
n.
(486)
Then from (483),(481), it follows
7em
s
p
q − 2emqps = 5e˜δmqδps − 5e˜2 δmsδpq, 9em[ spq ] = 15e˜2 δm[ qδps ],
5em
s
p
q + 4em
[ s
p
q ] = 5e˜δm
qδp
s − 5e˜
2
δm
sδp
q, 6em
s
p
q = e˜(4δm
qδp
s − δmsδpq),
em
n
r
s
p
q = e˜(2((4δp
nδr
q − δpqδrn)δms + (4δpsδmq − δpqδms)δrn)−
−((4δpnδmq − δpqδmn)δrs + (4δpsδrq − δpqδrs)δmn)).
(487)
Calculate e˜
720 = eαβγδµνeαβγδµν = A
αβ
b1
a1Aαβb
aAγδd1
c1Aγδd
cAµνn1
m1Aµνn
m,
ea
b
c
d
m
nea1
b1
c1
d1
m1
n1 = 8(1
4
δb1
a1δb
a − δb1aδba1)(14δd1c1δdc − δd1cδdc1)··(1
4
δn1
m1δn
m − δn1mδnm1)eabcdmnea1b1c1d1m1n1 = −8eabcdmnebadcnm =
= −8e˜2(8δmbδcnδad − 4δmnδcbδad + 8δmdδanδcb − 4δmbδanδcd + 2δmnδabδcd − 4δmdδcnδab)
(8δn
aδd
mδb
c − 4δnmδdaδbc + 8δncδbmδda − 4δnaδbmδdc + 2δnmδbaδdc − 4δncδdmδba) =
= −720 · 64e˜2.
(488)
Whence,
e˜ =
1
8
i. (489)
6.1.4 Proof of the equation containing the operator Na
f
Let
N[a
bNc ]
d = δ[a
bδc ]
d (490)
then the contraction with δb
a will give
Na
aNc
d −NadNca = 3δcd,
Na
dNc
a = Na
aNc
d − 3δcd.
(491)
Multiply (490) by Nd
f
N[a
bNc ]
dNd
f = δ[a
bNc ]
f . (492)
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Substitute (491) into (492)
N[a
bNc ]
fNr
r − 3N[abδc ]f = δ[abNc ]f . (493)
The equation (493) contracts with δf
c substituting (491) then
3δa
bNr
r = Nr
rδa
b + 8Na
b,
Na
b = 1
4
Nr
rδa
b.
(494)
Therefor,
Na
b = nδa
b, n2 = 1. (495)
6.2 Proof of the forth chapter equations
6.2.1 Proof the Bianchi identity
The Bianchi identity have the form
Rαβγδ +Rαγδβ +Rαδβγ = 0,
(Aαβd
cAγδr
s + Aαγd
cAδβr
s + Aαδd
cAβγr
s)Rc
d
s
r = 0.
(496)
Let’s contract it with Aαβt
lAγδm
n∣∣∣∣ AαβdcAγδrsRcdsrAαβtlAγδmnRcdsr == (1
2
δd
cδt
l − 2δdlδtc)(12δrsδmn − 2δrnδms)Rcdsr = 4Rtlmn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(Aαγd
cAδβr
s + Aαδd
cAβγr
s)Rc
d
s
rAαβt
lAγδm
n = −2AδβrsAδγmnAαγdcAαβtlRcdsr =
= −2(ηβsnηγmr + ηβskηγkmδrn + 12ηβskηγrkδmn)··(ηγclηβtd + ηγck1ηβk1tδdl + 12ηγck1ηβdk1δtl)Rcdsr =
= −2(εtdsnεmrcl + εckmrεktsnδdl + 12εmrckεdksnδtl + εtdskεkmclδrn+
+εck1kmεk1t
skδd
lδr
n + 1
2
εck1kmεdk1
skδt
lδr
n + 1
2
(εclrkεtd
skδm
n + εskk1tε
ck1
rkδd
lδm
n)+
+1
4
εck1rkε
sk
dk1δt
lδm
n)Rc
d
s
r = −2(Rmntl +Rkrrkδtnδml −Rmkklδtn −Rtkknδml−
−Rmltn −Rklmkδtn +Rkltkδmn + 12(Rmkknδtl +Rknmkδtl −Rkrrkδtlδmn)+
+Rm
k
k
nδt
l −Rmltn −Rtkknδml + 2Rmltn +Rtlmn − 12 · 2Rmkknδtl + 12(Rtkklδmn+
+Rk
l
t
kδm
n −Rkrrkδmnδtl)−Rtkklδmn + 12Rkrrkδtlδmn = −2(2Rmntl−−2Rklmkδtn − 2Rtkknδml +Rkltkδmn +Rmkknδtl +Rkrrkδtnδml − 12Rkrrkδmnδtl)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
4Rk
l
m
kδt
n + 4Rt
k
k
nδm
l − 2Rkltkδmn − 2Rmkknδtl − 2Rkrrkδtnδml +Rkrrkδmnδtl = 0.
(497)
The contraction with δn
t gives
16Rk
l
m
k + 4Rt
k
k
tδm
l − 2Rklmk − 2Rmkkl − 8Rkrrkδml +Rkrrkδml = 0,
Rk
l
m
k = 1
4
Rk
r
r
kδm
l = −1
8
Rδm
l (498)
that finishes the proof of (294).
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6.2.2 Proof of the identities related to the Weyl tensor
The following relation
R[α
[γgβ ]
δ ] = Aαβd
cAγδr
s 1
16
(P kdnrεkcns − Pkcnrεkdns + Pkcnsεkdnr − P kdnsεkcnr) =
= Aαβd
cAγδr
s 1
16
(P kdmm1
1
2
εmm1nrεkcns + Pkc
mm1 1
2
εmm1nsε
kdnr−
−Pkcnr(δnkδsd − δndδsk)− P kdns(δknδcr − δkrδcn)) =
= Aαβd
cAγδr
s 1
16
(P kdkcδs
r − P kdksδcr + P rdcs+
+Pkc
kdδs
r − Pkckrδsd + Pscdr − Pkckrδsd + Pscdr − P kdksδcr + P rdcs) =
= Aαβd
cAγδr
s 1
4
(Psc
dr − 1
2
P kdksδc
r + 1
2
Pkc
kdδs
r − 1
2
Pkc
krδs
d) =
= Aαβd
cAγδr
s 1
4
(Psc
dr − 1
2
Rδs
dδc
r + 1
4
Rδs
rδc
d).
(499)
will be true. Similarly,
g[α
[γgβ ]
δ ] = Aαβd
cAγδr
s 1
4
(εsc
dr − 1
2
εkdksδc
r + 1
2
εkdkcδs
r − 1
2
εkc
krδs
d) =
= Aαβd
cAγδr
s 1
4
(1
2
δs
rδc
d − 2δsdδcr). (500)
Thus, from
Cαβ
γδ := Rαβ
γδ −R[α [γ gβ] δ] + 1/10Rg[α [γ gβ] δ], (501)
it follows
Cαβ
γδ = Aαβd
cAγδr
s(Rc
d
s
r − 1
4
Psc
dr + 1
8
Rδs
dδc
r − 1
16
Rδs
rδc
d + 1
40
R(1
2
δs
rδc
d−
−2δsdδcr)) = AαβdcAγδrs(R( cds )r +R[ ck |k|[ rδs ]d ] + 140R(3δsdδcr − 2δsrδcd)).
(502)
Then
Cαβ
γδ = Aαβd
cAγδr
s(R( c
d
s )
r + 1
80
Rδs
dδc
r). (503)
Contract it with Aαβk
lAγδt
n
4Ck
l
t
n := Aαβk
lAγδt
nCαβ
γδ = Aαβk
lAαβd
cAγδr
sAγδt
n(R( c
d
s )
r + 1
80
Rδs
dδc
r) =
= (1
2
δk
lδd
c − 2δkcδdl)(12δrsδtn − 2δrnδts)(12Rcdsr + 12Rsdcr + 180Rδsdδcr) =
= (2Rk
l
t
n + 1
8
Rk1
r1
r1
k1δk
lδt
n − 1
2
Rk1
l
k
k1δt
n − 1
2
Rt
k1
k1
nδk
l+
+2Rt
l
k
n + 1
80
R(δt
nδk
l − δtnδkl − δtnδkl + 4δtlδkn) =
= (4R(k
l
t )
n − 1
16
Rδk
lδt
n + 1
16
Rδk
lδt
n + 1
16
Rδt
nδk
l + 1
80
R(4δt
lδk
n − δtnδkl)) =
= 4(R(k
l
t )
n + 1
40
Rδ(k
lδt )
n),
(504)
as finishes the proof of (292).
6.2.3 The proof of the Ricci identity
By definition,
2a
d := 1
2
(∇ak∇dk −∇dk∇ak), 2αβ := 2∇[α∇β ], 2αβ = Aαβda2ad. (505)
In addition, by the natural way, the covariant constancy of the following values
∇αηγab = 0, ∇αAβγda = 0, ∇αgαβ = 0, ∇αεabcd = 0 (506)
77
is assumed. The Ricci identity has the form
2αβk
γδ = Rαβλ
γkλδ +Rαβλ
δkγλ. (507)
Then
Aαβb
aAγδc
d2a
bkd
c = Aαβb
a2Aλ
[ δ
c
|l|Aγ ]λrdRablckdr. (508)
Whence, taking into account (473), we obtain
Aγδc
d2a
bkd
c = −2Rablckdr · (η[ δ|ld|ηγ ]rc − η[ δ|lk|ηγ ]rkδcd) =
= (ηγldηδrc − ηγrcηδld)(Rablckdr −Rablkkkrδdc) = ηγldηδrc(Rablckdr−
−Rablkkkrδdc − 6δ[ lrδdcδr1 l1δc1 ]d1Rabl1c1kd1r1 + 32δ[ lrδdcδr1 ]l1δc1d1Rabl1c1kd1r1) =
= ηγldηδrc(−Rablkkkrδdc −Rabkrkdkδlc) = Aγδrl · (−Rablkkkr +Rabkrklk),
2a
bkl
r = −Rablkkkr +Rabkrklk.
(509)
On the other hand,
2αβr
γ = Rαβδ
γrδ. (510)
Multiply the both sides by 1
2
ηγ
mm1Aβαa
b
2a
brmm1 = ηγ
mm1Aδ
γ
c
lRa
b
l
crδ = ηγ
mm1ηγckηδ
lkRa
b
l
crδ =
= 2δ[ c
mδk ]
m1Ra
b
l
crlk = Ra
b
l
mrlm1 +Ra
b
l
m1rml,
2a
brmm1 = Ra
b
l
mrlm1 +Ra
b
l
m1rml.
(511)
So, let kαβ be a simple isotropic bivector that, according to Corollary 1 of the third
chapter, we have the traceless image ka
b of the form
ka
b = P bQa, P
aQa = 0. (512)
Let’s substitute (512) in (509) then
P c2a
bQd +Qd2a
bP c = −RabdkQkP c +RabkcQdP k. (513)
Contract (513) with any covector Sc, that ScP
c = 0, then
Sc2a
bP c = Ra
b
k
cP kSc. (514)
Let’s consider an isotropic vector rγ such that
rγ = 1
2
ηγabr
ab := ηγabX
aY b. (515)
Then from (511), the equation
Xm2a
bY m1 + Y m12a
bXm −Xm12abY m − Y m2abXm1 =
= XmRa
b
k
m1Y k + Y m1Ra
b
k
mXk −Xm1RabkmXk − Y mRabkm1Xk (516)
will follow. Contract this equation with Zm, that X
mZm = 0 and Y
mZm 6= 0, then,
taking into account (514) (this means that Y m1Zm2a
bXm = Ra
b
k
mZmX
kY m1), we
obtain the equality
−ZmXm12abY m − ZmY m2abXm1 = −Xm1RabkmY kZm − ZmY mRabkm1Xk.
(517)
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For any Td, the spinors X
m, Y m and Zm can always be chosen, that X
mTm = 0,
Y mTm = 0, X
mZm = 0, Y
mZm 6= 0. Multiply (517) by Td and obtain
−ZmXm1Td2abY m − ZmY mTd2abXm1 =
= −ZmXm12ab(TdY m) + ZmXm1Y m2abTd − ZmY m2ab(Xm1Td) + ZmY mXm12abTd =
= −Xm1RabkmY kZmTd − ZmY mRabkm1XkTd.
(518)
Let’s subtract from (518) the following identities obtained from (513)
−ZmXm12ab(TdY m) = ZmXm1Y mRabdkTk − ZmXm1TdRabkmY k,
−ZmY m2ab(Xm1Td) = ZmXm1Y mRabdkTk − ZmY mTdRabkm1Xk. (519)
Whence,
ZmY
mXm12a
bTd = −Xm1ZmY mRabdkTk,
2a
bTd = −RabdkTk. (520)
Thus,
2a
bTd = −RabdrTr, 2abT d = RabrdT r. (521)
6.2.4 The proof of the differential Bianchi identity
The differential Bianchi identity has the form
∇[αRβγ ]δλ = 0. (522)
From this, the equation
A[βγ|c|bηα ]aa1∇aa1Rbcrs = 0 (523)
will follow. Contract it with Aβγm
n and obtain
Aβγm
nA[βγ|c|bηα ]aa1∇aa1Rbcrs =∣∣∣∣ AβγmnAβαcbηγaa1 = ηγaa1(ηαbnηγmc + ηαbkηγkmδcn + 12ηαbkηγckδmn) == (ηαbn2δ[maδc ]a1 + ηαbk2δ[kaδm ]a1δcn + 12ηαbk2δ[ caδk ]a1δmn)
∣∣∣∣ (524)
= ((1
2
δm
nδc
b − 2δmbδcn)ηαaa1 − 2(2ηαbnδm[aδca1 ]+
+2ηα
b[aδm
a1 ]δc
n + 1
2
· 2ηαb[a1δca ]δmn))∇aa1Rbcrs =
= (1
2
δm
nδc
bηα
aa1 − 2δmbδcnηαaa1 − 2δmaδca1ηαbn + 2δma1δcaηαbn−
−2δma1δcnηαba + 2δmaδcnηαba1 − δcaδmnηαba1 + δca1δmnηαba))∇aa1Rbcrs =
= −2ηαaa1∇aa1Rmnrs − 2ηαbn∇mcRbcrs + 2ηαbn∇cmRbcrs−
−2ηαba∇amRbnrs + 2ηαba1∇ma1Rbnrs − ηαba1δmn∇ca1Rbcrs+
+ηα
baδm
n∇acRbcrs = −2ηαaa1∇aa1Rmnrs + 4ηαbn∇cmRbcrs−
−4ηαba∇amRbnrs − 2ηαbaδmn∇caRbcrs = 0.
Contract this equation with ηαtp then
−2εtpaa1∇aa1Rmnrs + 4εtpbn∇cmRbcrs − 4εtpba∇amRbnrs − 2εtpbaδmn∇caRbcrs =
= −4∇tpRmnrs + 4δpn∇cmRtcrs − 4δtn∇cmRpcrs−
−4∇pmRtnrs + 4∇tmRpnrs − 2δmn∇cpRtcrs + 2δmn∇ctRpcrs =
= −4∇tpRmnrs + 4∇tmRpnrs − 4∇pmRtnrs + 4δpn∇cmRtcrs−
−4δtn∇cmRpcrs − 2δmn∇cpRtcrs + 2δmn∇ctRpcrs =
= 12∇[ tmRp ]nrs − 8δ[ tn∇|cm|Rp ]crs − 4δmn∇c[pRt ]crs = 0.
(525)
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Contract this equation with δn
m then obtain the identity
4∇tkRpkrs − 4∇pkRtkrs + 4∇cpRtcrs−
−4∇ctRpcrs − 8∇cpRtcrs + 8∇ctRpcrs = 0.
(526)
Contract (525) with δn
t then
−4∇npRmnrs + 4∇tmRptrs + 4∇cmRpcrs − 16∇cmRpcrs − 2∇cpRmcrs + 2∇cmRpcrs = 0,
∇c(pRm )crs = 0.
(527)
Then the Bianchi identity takes the form
∇[ tmRp ]nrs = δ[ tn∇|c|mRp ]crs. (528)
The contraction of (527) with δs
m gives the equation
∇cpRmcrm +∇cmRpcrm = 0, ∇cmRpcrm = 18∇rpR. (529)
6.2.5 Proof of the formulas associated with the metric induced in the
cross-section of the cone K6
Let the section of the cone K6
T 2 + V 2 −W 2 −X2 − Y 2 − Z2 = 0 (530)
by the plane V+W=1 be set. We make the stereographic projection of the resulting
hyperboloid onto the plane (V = 0, W = 1)
t
T
= x
X
= y
Y
= z
Z
= − 12
V− 1
2
, x2 + y2 + z2 − t2 = 1
2V−1 ,
T = −t(2V − 1), X = −x(2V − 1), Y = −y(2V − 1), Z = −z(2V − 1),
dT = −(dt (2V − 1) + 2tdV ), dX = −(dx (2V − 1) + 2xdV ),
dY = −(dy (2V − 1) + 2ydV ), dZ = −(dz (2V − 1) + 2zdV ).
(531)
Then
dS2 = dT 2 + dV 2 − dW 2 − dX2 − dY 2 − dZ2 = |dV = −dW | =
= dT 2 − dX2 − dY 2 − dZ2 = (dt2 − dx2 − dy2 − dz2)(2V − 1)2+
+4(tdt− xdx− ydy − zdz)dV (2V − 1) + 4(t2 − x2 − y2 − z2)dV 2 =
= |tdt− xdx− ydy − zdz = −1
2
d( 1
2V−1)| = dt
2−dx2−dy2−dz2
(t2−x2−y2−z2)2 .
(532)
We make the substitution
ς = −iX+Y
2V−1 = −y + ix, ω = − i(T+Z)2V−1 = i(t+ z), η = i(Z−T )2V−1 = i(t− z),
ς ς¯ + ηω = 1
2V−1 ,
dς = ( dY
2V−1 − 2Y dV(2V−1)2 )− i( dX2V−1 − 2XdV(2V−1)2 ), dς¯ = ( dY2V−1 − 2Y dV(2V−1)2 ) + i( dX2V−1 − 2XdV(2V−1)2 ),
dω = −i( dT
2V−1 − 2TdV(2V−1)2 + dZ2V−1 − 2ZdV(2V−1)2 ), dη = −i( dT2V−1 − 2TdV(2V−1)2 − dZ2V−1 + 2ZdV(2V−1)2 ),
dςdς¯ + dωdη = (dX
2+dY 2+dZ2−dT 2)
(2V−1)2 − 4 dV(2V−1)3 (XdX + Y dY + ZdZ − TdT )+
+4 dV
2
(2V−1)4 (X
2 + Y 2 + Z2 − T 2) = −dT 2−dX2−dY 2−dZ2
(T 2−X2−Y 2−Z2)2 ,
ds2 := dT 2 − dX2 − dY 2 − dZ2 = −dςdς¯+dηdω
(ςς¯+ηω)2
, x2 + y2 + z2 − t2 = 1
2V−1 .
(533)
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Therefore, there is a reason to put
X :=
(
ω ς
−ς¯ η
)
, dX :=
(
dω dς
−dς¯ dη
)
,
∂
∂X
:=
(
∂
∂ω
∂
∂ς
− ∂
∂ς¯
∂
∂η
)
. (534)
Then
ds2 = − det(dX)
(det(X))2
, X¯T +X = 0. (535)
6.2.6 Proof of the first invariant formulas
Consider the fractional linear transformation group L
X˜ = (AX +B)(CX +D)−1, S :=
(
A B
C D
)
, detS = 1. (536)
Then there are two consecutive transformations
X˜ = (AX +B)(CX +D)−1, ˜˜X = (A˜X˜ + B˜)(C˜X˜ + D˜)−1 (537)
˜˜X = ( ˜˜AX + ˜˜B)( ˜˜CX + ˜˜D)−1 =
= (A˜(AX +B) + B˜(CX +D))(C˜(AX +B) + D˜(CX +D))−1 =
= ((A˜A+ B˜C)X + A˜B + B˜D)((C˜A+ D˜C)X + C˜B + D˜D)−1,
S :=
(
A B
C D
)
, S˜ :=
(
A˜ B˜
C˜ D˜
)
, ˜˜S :=
(
˜˜A ˜˜B
˜˜C ˜˜D
)
, ˜˜S = S˜S.
(538)
For unitary fractional-linear transformations, we have
X∗ +X ≡ X˜∗ + X˜ = 0,
0 = (AX +B)(CX +D)−1 + (CX +D)∗−1(AX +B)∗,
0 = (CX +D)∗(AX +B) + (AX +B)∗(CX +D) =
= X∗(A∗C + C∗A)X +X∗(A∗D + C∗B) + (B∗C +D∗A)X +D∗B +B∗D ≡
≡ X∗ +X.
(539)
Whence,
A∗C + C∗A = 0, B∗D +D∗B = 0, A∗D + C∗B = E, S∗EˆS = Eˆ,
Eˆ :=
(
0 E
E 0
)
.
(540)
Let
X = Y Z−1, Y˜ = AY +BZ, Z˜ = CY +DZ. (541)
Put
X :=
(
x1 x2
x3 x4
)
, Xˆ :=
(
xˆ1 xˆ2
xˆ3 xˆ4
)
, dX :=
(
dx1 dx2
dx3 dx4
)
, dXˆ :=
(
dxˆ1 dxˆ2
dxˆ3 dxˆ4
)
,
∂
∂X
:=

∂
∂x1
∂
∂x2
∂
∂x3
∂
∂x4
 , ∂
∂Xˆ
:=

∂
∂xˆ1
∂
∂xˆ2
∂
∂xˆ3
∂
∂xˆ4
 .
(542)
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Then
dX + dXˆ = d(X + Xˆ),
d(XXˆ) = d
(
x1xˆ1 + x2xˆ3 x1xˆ2 + x2xˆ1
x3xˆ1 + x4xˆ3 x3xˆ2 + x4xˆ4
)
=
=
(
dx1xˆ1 + dx2xˆ3 dx1xˆ2 + dx2xˆ1
dx3xˆ1 + dx4xˆ3 dx3xˆ2 + dx4xˆ4
)
+
(
x1dxˆ1 + x2dxˆ3 x1dxˆ2 + x2dxˆ1
x3dxˆ1 + x4dxˆ3 x3dxˆ2 + x4dxˆ4
)
=
= (dX) Xˆ +X (dXˆ).
(543)
Therefore, the identities
ˆˆ
X = AX +B ⇒ d ˆˆX = AdX, ˆˆX = X−1 ⇒ d ˆˆX = −X−1 dX X−1 (544)
are true. The proof of the second is that
ˆˆ
XX = 1, (d
ˆˆ
X) X +
ˆˆ
X (dX) = 0,
(d
ˆˆ
X) X +X−1 (dX) = 0, d ˆˆX = −X−1 (dX) X−1.
(545)
Then we will obtain the identities
X˜∗ + X˜ = 0, −X˜∗ = X˜,
−(CX +D)∗−1(AX +B)∗ = (AX +B)(CX +D)−1,
−(AX +B)∗ = (CX +D)∗(AX +B)(CX +D)−1.
(546)
Multiply the both parts on CdX
(−X∗A∗ −B∗)CdX = (CX +D)∗(AX +B)(CX +D)−1CdX,
(−X∗A∗C −B∗C)dX = (CX +D)∗(AX +B)(CX +D)−1CdX. (547)
We use (540)
(X∗C∗A+D∗A− E)dX = (CX +D)∗(AX +B)(CX +D)−1CdX,
(CX +D)∗AdX − (CX +D)∗(AX +B)(CX +D)−1CdX = dX,
A(dX)(CX +D)−1 − (AX +B)(CX +D)−1C(dX)(CX +D)−1 =
= (CX +D)∗−1(dX)(CX +D)−1.
(548)
We use (541)
(d(AX +B)) (CX +D)−1 + (AX +B)d((CX +D)−1) =
= (CY +DZ)∗−1Z∗(dX)Z(CY +DZ)−1,
Z˜∗ dX˜Z˜ = Z∗ dXZ.
(549)
Thus, the first invariant is obtained.
6.2.7 Proof of the second invariant formulas
Let
Xˆ = AX +B, (550)
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or in the componentwise record,
xˆ1 = a1x1 + a2x3 + b1, xˆ2 = a1x2 + a2x4 + b2,
xˆ3 = a3x1 + a4x3 + b3, xˆ4 = a3x2 + a4x4 + b4.
(551)
Then
∂
∂x1
= a1
∂
∂xˆ1
+ a3
∂
∂xˆ3
, ∂
∂x2
= a1
∂
∂xˆ2
+ a3
∂
∂xˆ4
,
∂
∂x3
= a2
∂
∂xˆ1
+ a4
∂
∂xˆ3
, ∂
∂x4
= a2
∂
∂xˆ2
+ a4
∂
∂xˆ4
,
(552)
or in the abbreviated form,
∂
∂X
= AT ∂
∂Xˆ
⇒ ∂
∂XˆT
= ∂
∂XT
A−1 (det(A) 6= 0). (553)
Now let
Xˆ = X−1, (554)
or in the componentwise record,
xˆ1 =
x4
x1x4−x2x3 xˆ2 = − x2x1x4−x2x3 , xˆ3 = − x3x1x4−x2x3 xˆ4 = x1x1x4−x2x3 . (555)
Then
∂
∂x1
= − x4x4
(x1x4−x2x3)2
∂
∂xˆ1
+ x2x4
(x1x4−x2x3)2
∂
∂xˆ2
+ x3x4
(x1x4−x2x3)2
∂
∂xˆ3
− x2x3
(x1x4−x2x3)2
∂
∂xˆ4
,
∂
∂x2
= x4x3
(x1x4−x2x3)2
∂
∂xˆ1
− x1x4
(x1x4−x2x3)2
∂
∂xˆ2
− x3x3
(x1x4−x2x3)2
∂
∂xˆ3
+ x1x3
(x1x4−x2x3)2
∂
∂xˆ4
,
∂
∂x3
= x4x2
(x1x4−x2x3)2
∂
∂xˆ1
− x2x2
(x1x4−x2x3)2
∂
∂xˆ2
− x1x4
(x1x4−x2x3)2
∂
∂xˆ3
+ x1x2
(x1x4−x2x3)2
∂
∂xˆ4
,
∂
∂x4
= − x2x3
(x1x4−x2x3)2
∂
∂xˆ1
+ x1x2
(x1x4−x2x3)2
∂
∂xˆ2
+ x1x3
(x1x4−x2x3)2
∂
∂xˆ3
− x1x1
(x1x4−x2x3)2
∂
∂xˆ4
,
(556)
or in the abbreviated form,
∂
∂X
= −X−1T ∂
∂Xˆ
X−1T ⇔ ∂
∂XˆT
= −X ∂
∂XT
X. (557)
Assume that det(C) 6= 0 then
X˜ = (AX +B)(CX +D)−1 = AC−1 + (B − AC−1D)(CX +D)−1. (558)
Therefor,
∂
∂X˜T
= ∂
∂(CX+D)T−1 (B − AC−1D)−1 =
= −(CX +D) ∂
∂(CX+D)T
(CX +D)(B − AC−1D)−1 =
= −(CX +D) ∂
∂XT
C−1(CX +D)(B − AC−1D)−1 =
= −(CX +D) ∂
∂XT
(XC∗ + C−1DC∗)(BC∗ − AC−1DC∗)−1 =
= (CX +D) ∂
∂XT
(CX +D)∗(BC∗ + AD∗)−1 = (CX +D) ∂
∂XT
(CX +D)∗.
(559)
Whence,
Z˜−1
∂
∂X˜T
Z˜∗−1 = Z−1
∂
∂XT
Z∗−1. (560)
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If now det(C) = 0 then put
˜˜X = X˜−1 = (CX +D)(AX +B)−1, ˜˜Z = AY +BZ, ˜˜C = A, det( ˜˜C) 6= 0.
(561)
If det(A) 6= 0 then
Z−1 ∂
∂X˜T
Z∗−1 = ˜˜Z−1 ∂
∂ ˜˜XT
˜˜Z∗−1 =
= −(AY +BZ)−1X˜ ∂
∂X˜T
X˜(AY +BZ)∗−1 = |X˜∗ = −X˜| =
= (AY +BZ)−1(AY +BZ)(CY +DZ)−1 ∂
∂X˜T
×
×(CY +DZ)∗−1(AY +BZ)∗(AY +BZ)∗−1 = Z˜−1 ∂
∂X˜T
Z˜∗−1.
(562)
If det(A) = 0 then put
˜˜X = X˜ + D˜,
˜˜˜
X = ˜˜X−1,
˜˜˜
X = (
˜˜˜
AX +
˜˜˜
B)(
˜˜˜
CX +
˜˜˜
D)−1,
˜˜˜
C = A+ D˜C, det(
˜˜˜
C) 6= 0.
(563)
It is obvious that D˜ can always be chosen, that det(
˜˜˜
C) 6= 0. So
Z−1 ∂
∂XT
Z∗−1 =
˜˜˜
Z−1 ∂
∂
˜˜˜
XT
˜˜˜
Z∗−1 = ˜˜Z−1 ∂
∂ ˜˜XT
˜˜Z∗−1 = Z˜−1 ∂
∂X˜T
Z˜∗−1 (564)
that will give the second invariant.
6.3 Proof of the fifth chapter equations
6.3.1 The proof of the integrability conditions of the bitwistor equation
By the definition,
2a
d = 1
2
(∇ak∇dk −∇dk∇ak) = 14εakmn(∇mn∇dk +∇md∇nk) = 12εakmn∇m(n∇d)k.
(565)
Therefor,
2a
dXc = Ra
d
r
cXr =
1
2
εakmn∇m(n∇d)kXc. (566)
If ∇a( bXc) = 0 then the integrability conditions of this equation have the form
1
2
εakmn∇m(n∇d|k|Xc) =
= 1
6
εakmn(∇m(n∇d)kXc +∇m(n∇c)kXd +∇m( c∇d)kXn) =
= 2
3
Ra
(d
l
c )X l + 1
12
εakmn(∇mc∇dk +∇md∇ck)Xn =
(567)
∣∣∣∣∣∣∣∣
εakmn(∇mc∇dk +∇md∇ck)Xn =
= εakmn(ε
cdkr 1
2
(∇ms∇sr −∇sr∇ms)− εmrdk 12(∇sr∇sc −∇sc∇sr))Xn =
= 6δa
[ cδm
rδn
d ] 1
2
(∇sr∇sm −∇sm∇sr)Xn + 4δ[arδn ]d 12(∇sr∇sc −∇sc∇sr)Xn =
= 6δa
[ cδm
rδn
d ]Rr
m
l
nX l + 4δ[a
rδn ]
dRr
c
l
nX l = 2Ra
( c
l
d )X l + 1
4
δa
( cδl
d )RX l
∣∣∣∣∣∣∣∣
= 5
6
Ra
( c
l
d )X l + 1
48
δa
( cδl
d )RX l = 5
6
Ca
c
l
dX l, (568)
where Ca
c
l
d is the Weyl tensor analogue.
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1 Введение
Предлагаемая диссертационная работа является теоретическим
исследованием по геометрии 6-мерных римановых пространств и по-
священа вопросам, связанным с этой геометрией.
Изучение 6-мерных римановых пространств производится с помо-
щью соответствующего 6-мерного спинорного формализма [3], [40],
[23] и теории нормализации Нордена-Нейфельда [10]-[16], [17]-[22],
что позволяет упростить важные соотношения, записанные в тен-
зорном виде, и приводит к оригинальным результатам.
Выбор темы обусловлен возросшим в последнее время интере-
сом к таким пространствам. Они естественным образом появляются,
например, в спинорно-твисторном формализме Пенроуза [23]-[26],
[45]-[48]. Здесь важную роль играет псевдоевклидово пространство
R6(2,4), изотропный конус которого позволяет определить конформно-
псевдоевклидово пространство Минковского. Более того, твисторы в
теории Пенроуза будут представлять спиноры, согласованные с про-
странством R6(2,4). Однако, если в монографии [23] твисторы образу-
ют 4-мерное комплексное векторное расслоение с базой - 4-мерным
действительным многообразием, то в данной работе базой служит
6-мерное аналитическое комплексное риманово пространство CV 6.
Это приводит к новым результатам в твисторной теории. Конформно-
(псевдо-)евклидово (псевдо-)риманово пространство в этом случае
связывается с комплексной аналитической квадрикой CQ6 [36], [37],
что приводит к изучению свойств группы SO(8,C) [39], [43], а сле-
довательно и к принципу тройственности Э. Картана [3]. Указанные
комплексно-евклидовы геометрии в данном случае появляются как
внутренние геометрии этой нормализованной квадрики. Выписывая
деривационные уравнения для такой квадрики [13], можно опреде-
лить инвариантное при конформных преобразованиях, а следова-
тельно и при замене нормализации, уравнение, которое по аналогии
с твисторным уравнением Пенроуза назовем битвисторным урав-
нением. Решения этого уравнения образуют пары, которые можно
интерпретировать как нуль-пары Розенфельда [32], что приводит к
6-мерной квадрике и принципу тройственности Э. Картана. Целе-
сообразно рассматривать следующие три диффеоморфных между
собой многообразия:
1. многообразие точек квадрики CQ6;
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2. многообразие плоских образующих CP3 квадрики CQ6 макси-
мальной размерности I семейства;
3. многообразие плоских образующих CP3 квадрики CQ6 макси-
мальной размерности II семейства.
Нормализация этих многообразий позволяет рассматривать конформно-
(псевдо-)евклидовы связности на этих многообразиях, которые бу-
дут вейлевыми. Это приводит к обобщению принципа тройственно-
сти на B-пространства в терминологии Нордена.
Итак, 6-мерный спинорный формализм основан на работах Э.
Картана [3] и Брауера [40]. 4-мерный спинорный формализм и тви-
сторная алгебра описаны в работах Пенроуза [23]-[26], [45]-[48]. Свя-
занные с этими формализмами изоморфизмы групп и алгебр Ли
рассмотрены в работах [1], [29], [30], [49]. Кроме того, сведения по
клиффордовым алгебрам и октавам взяты из [30] и [23]. Сведения
о квадриках и их плоских образующих приведены в работах [36]
и [37]. Нормализация многообразия плоских образующих происхо-
дит также, как описано в работах [13]-[15], [18], [20], [22]. Связно-
сти в расслоениях вводятся согласно [15], [19], [21], [22]. Вложения
действительных пространств в комплексное рассмотрены в работе
[10]. Действительное и комплексное представления римановых про-
странств проводится согласно [4], [5] и [7]. Нуль-пары Розенфельда
взяты из работы [32]. Соответствие Кляйна приведено в [52] и [53].
О физических приложениях твисторов можно посмотреть в работах
[23], [50] и [51].
Рассмотрим основное содержание по главам. Для этого необходи-
мо предварительно сделать некоторые определения.
1.1 Основные определения
Эти определения введены согласно работам [10]-[16]. Отметим,
что все функции, участвующие в построениях предполагаются до-
статочно гладкими. Все определения, утверждения и построения но-
сят локальный характер. Под комплексным аналитическим римано-
вым пространством CV n в дальнейшем будем понимать аналитиче-
ское комплексное многообразие, снабженное аналитической квадра-
тичной метрикой, т.е. метрикой, определенной с помощью симмет-
рического невырожденного тензора gαβ, координаты которого - ана-
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литические функции координат точки. Этому тензору соответству-
ет комплексная риманова связность без кручения, коэффициенты
которой определяются символами Кристофеля и поэтому являются
аналитическими функциями.
Касательное расслоение этого многообразия τC(CV n) имеет слои
τCx
∼= CRn, то есть слои, изоморфные n-мерному комплексному ев-
клидовому пространству, метрика которого определяется значени-
ем евклидового метрического тензора в данной точке x. Пусть n=6.
Обозначим через Λ2C4 пространство бивекторов пространства C4,
а через Λ - соответствующее расслоение с базой CV 6 и слоями, ко-
торые изоморфны CR6 (CR6 ∼= Λ2C4). Отсюда следует, что в 6-
мерном случае комплексное риманово пространство CV 6 будет ба-
зой расслоения AC = C4(CV 6). При этом каноническая проекция
p : C4x 7−→ x ∈ CV 6 отображает слой C4x в точку x базы.
Вещественное (псевдо-)риманово пространство V n(p,q) будем рас-
сматривать как поверхность вещественной размерности n в про-
странстве CV n, т.е. локально определять с помощью параметриче-
ского уравнения
zα = zα(ui) (α, β, ..., i, j, g, h = 1, n), (1)
где zα - комплексные координаты точки x базы, а ui - параметры:
локальные координаты точки пространства V n(p,q). Частные произ-
водные (∂izα =: Hiα) определяют вложение вещественного касатель-
ного пространства τRx (V n(p,q)) ∼= Rn(p,q) поверхности (1) в комплексное
касательное пространство τCx следующим образом
H : τRx 7−→ τCx , (2)
zα = zα(ui(t)), V α := dz
α
dt = Hi
α dui
dt =: Hi
αvi,
dui
dt ∈ τRx 7−→ dz
α
dt ∈ τCx ,
(3)
где дифференцирование ведется вдоль вещественной кривой γ(t) по-
верхности (1). Так как матрица ‖ Hiα ‖ есть невырожденная якоби-
ева матрица, то существует оператор H iα такой, что{
H iαHi
β = δα
β,
H iαHj
α = δj
i.
(4)
Отсюда следует, что оператор Hiα определяет в комплексном про-
странстве инволюцию
Sα
β′ = H iαH¯i
β′, (5)
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где координаты H¯iβ
′ комплексно сопряжены координатам Hiβ [10].
Поэтому
vi = H iαV
α = H iαV α ⇒ Sαβ′V α = V¯ β′. (6)
Это есть необходимое и достаточное условие того, что вектор V α ∈
τCx будет вещественным. При этом
Sα
β′S¯β′
γ = δγ
α. (7)
Метрику в τRx (V n(p,q)) определим условием
gαβV
αV β = gαβV αV β, ∀V¯ β′ = Sαβ′V α. (8)
Это означает, что вещественный тензор пространства τRx (V n(p,q)) опре-
деляется как тензор, самосопряженный относительно указанной эр-
митовой инволюции
gαβ = Sα
γ′Sβ
δ′g¯γ′δ′. (9)
Поэтому, тензор
gij := Hi
αHj
βgαβ = HiαHjβgαβ (10)
будет метрическим тензором τRx (V n(p,q)) ⊂ τCx (CV n). Вид метрики gij
существенно зависит от структуры оператора Hiα и следовательно
от тензора инволюции Sαβ
′. Комплексная риманова связность про-
странства CV n будет индуцировать на вещественной поверхности
связность вида
∇i := Hiα∇α (11)
такую, что
∇iHjα = i bijgHgα, ∇igjg = 2ibi(jg), bijg := bijhghg. (12)
Потребуем, чтобы индуцированная связность была римановой, то-
гда
bijh = bjih, bijh = −bihj ⇒ bijh = 0 (13)
и следовательно
∇iSαβ′ = 0 ⇒ ∇γSαβ′ = 0. (14)
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При n=6 сужение базы CV 6 7−→ V 6(p,q) позволяет определить рас-
слоение AC(S) = C4(S)(V 6(p,q)), слои которого должны быть снабже-
ны некоторой дополнительной структурой s. Ниже будет показано,
что эта структура в случае метрики четного индекса (т.е. количество
минусов четно) определяется эрмитово-симметричным тензором, а
в случае метрики нечетного индекса структура будет определена
эрмитовой инволюцией. Для псевдориманова пространства четного
индекса 4 расслоение AC(S) назовем твисторным, так как его слои
будут изоморфны векторному пространству T [23].
1.2 Вторая глава
Эта часть основана на работах [23]-[26], где развит 4-мерный спи-
норный формализм. В [17] введены связующие операторы ηαab. Дан-
ные по группам Ли взяты из работ [1], [29], [30]. 6-мерный спинор-
ный формализм, построенный в этой главе, основан на следующих
3 изоморфизмах:
1. изоморфизм пространств CR6 ∼= Λ2C4;
2. изоморфизм групп SO(6,C) ∼= SL(4,C)/{±1};
3. изоморфизм алгебр Ли so(6,C) ∼= sl(4,C).
В явном виде эти изоморфизмы описываются так:
1. rα = 12η
α
abR
ab, где rα - координаты вектора в CR6, Rab - ко-
ординаты бивектора в Λ2C4, а ηαab - координаты связующих
операторов Нордена;
2. Kαβ = 14η
β
abηα
cd · 2ScaSdb, где Kαβ - координаты преобразова-
ния из группы SO(6,C), а Sab - координаты преобразования из
группы SL(4,C);
3. T αβ = AαβabTba, где T αβ - координаты бивектора пространства
Λ2CR6, а Tab - координаты бесследного оператора пространства
C4.
При этом связующие операторы удовлетворяют соотношениям
gαβ = 1/4 · ηαaa1ηβbb1εaa1bb1, εaa1bb1 = ηαaa1ηβbb1gαβ, (15)
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где (α, β, ... = 1, 2, 3, 4, 5, 6; a1, b1, a, b, e, f, k, l,m, n, ... = 1, 2, 3, 4;
i, j, g, h = 1, 2, 3, 4, 5, 6). Из этого следует, что операторы Норде-
на удовлетворяют уравнению Клиффорда и определяют некоторую
полную клиффордову алгебру, которая реализуется с помощью ал-
гебры матриц размерности 8× 8.
Рассматривая далее вложение R6(p,q) ⊂ CR6, можно получить раз-
ложения и для тензора эрмитовой инволюции Sαβ
′
(= 14ηα
aa1η¯β
′
b′b′1saa1
b′b′1)
saa1
b′b′1 = scb
′
sc1b
′
1εcc1aa1, s¯a′b = ±sba′ (16)
в случае метрики четного индекса инерции q и
saa1
b′b′1 = 2s[a
b′sa1]
b′1, sab′ s¯b′
c = ±δac (17)
в случае метрики нечетного индекса. В качестве показательного при-
мера в специальном базисе рассматривается вложение R6(2,4) ⊂ CR6.
В последнем параграфе данной главы вводятся обобщенные опера-
торы Нордена, как аналитические функции координат точки zγ так,
что выполнено
gαβ(zγ) = 1/4 · ηαaa1(zγ)ηβbb1(zγ)εaa1bb1(zγ). (18)
На этом заканчивается построение необходимого спинорного фор-
мализма для пространства CV 6.
Следует отметить, что указанный спинорный формализм во мно-
гом сходен с 4-мерным спинорным формализмом Пенроуза, при ко-
тором риманово пространство V 4 есть база расслоений C2(V 4(1,3)) и
C4(V 4(1,3)). Векторы пространства C
2(V 4(1,3)) называются у Пенроуза
спинорами, а векторы C4(V 4(1,3)) - твисторами. Основной отличитель-
ной чертой твисторов данной диссертации и является то, что твисто-
ром называется вектор расслоения C4(V 6(2,4)), и такое истолкование
помогает получить новые результаты. Это может привести к новой
трактовке физической интерпретации твисторов, изложенной в мо-
нографии [23].
1.3 Третья глава
Третья глава посвящена введению связности в расслоениях с
комплексной базой CV 6. Введение связности осуществляется соглас-
но [15], [19], [23]. Комплексное и действительное представления взя-
ты из [4], [7]. В качестве базы задается комплексно-аналитическое
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риманово пространство CV 6. Для этого рассматривается комплекс-
ная аналитическая квадрика CQ6, вложенная в проективное про-
странство CP7
GABX
AXB = 0, (19)
где (A,B, ... = 1, 8). Многообразие плоских образующих максималь-
ного ранга CP3 какого-нибудь семейства (их как известно два) - ком-
плексно шестимерно. Далее рассматривается гармоническая норма-
лизация такого семейства, которая в локальных координатах имеет
вид
Xa = Xa(uΛ), Yb = Yb(u
Λ), (20)
где uΛ - двенадцать вещественных параметров (Λ,Ψ, ... = 1, 12).
Первые деривационные уравнения этого нормализованного семей-
ства имеют вид
∇ΛXa = Y bMΛab, MΛab = −MΛba. (21)
Для переброски парных индексов используется квадривектор εabcd,
кососимметричный по всем своим индексам
MΛ
ab =
1
2
MΛcdε
abcd. (22)
Кроме того, операторы MΛab каждому вектору базы ставит в соот-
ветствие бивектор из Λ2C4
V ab = MΛ
abV Λ. (23)
Это определит метрический тензор в касательном расслоении
GΛΨ =
1
4
(MΛ
abMΨ
cdεabcd + M¯Λ
a′b′M¯Ψ
c′d′εa′b′c′d′). (24)
Таким образом, база - многообразие плоских образующих - превра-
тится в 12-мерное риманово пространство V 12(6,6) с метрическим тен-
зором GΛΨ с заданной на нем комплексной структурой fΛΨ, удовле-
творяющей следующему соотношению
4Λ Ψ = 1
2
(δΛ
Ψ + ifΛ
Ψ) =
1
2
MΛabM
Ψab. (25)
В качестве слоев расслоения AC рассматривается пространство C4,
определенное 4 базисными точками Xa плоской образующей. Ком-
плексной реализацией пространства V 12(6,6) является пространствоCV
6
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так, что отображение касательных пространств происходит с помо-
щью операторов Нейфельда mαΛ. Коэффициенты связности опре-
делятся в этом случае через уравнения
∇αmαΛ = 0, ∇¯α′m¯α′Λ = 0. (26)
При этом за комплексную ковариантную производную можно при-
нять производную такого вида
∇α = mαΛ∇Λ, ∇¯α′ = m¯α′Λ∇Λ. (27)
Затем в этой главе устанавливаются свойства римановой связности
без кручения, продолженной на слои расслоения AC. Оказывается,
это продолжение единственно и задается требованием ковариантно-
го постоянства квадривектора εabcd. После этого с помощью опера-
торов вложения удается перейти к вещественной связности, но при
этом необходимо потребовать ковариантное постоянство эрмитовой
инволюции.
Все это позволяет рассмотреть конформно-инвариантное битви-
сторное уравнение
∇c(dXa ) = 0. (28)
Его решения связываются с нуль парами Розенфельда, которые иг-
рают важную роль в дальнейших исследованиях.
1.4 Четвертая глава
Четвертая глава посвящена проблеме классификации тензора
кривизны 6-мерных (псевдо-)римановых пространств и свойствам
его бивекторов.
Показывается, как, пользуясь определенным в первой главе спи-
норным формализмом, упростить тензорную запись основных тож-
деств для тензора кривизны. Утверждается, что классификацию та-
кого тензора можно свести к классификации тензора пространства
C4 такого, что
Rαβγδ = Aαβa
bAγδc
dRb
a
d
c. (29)
При этом тождество Бианки, которым удовлетворяет тензор кри-
визны
Rαβγδ +Rαδβγ +Rαγδβ = 0, (30)
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будет иметь вид
Rl
d
s
l = −1
8
Rδs
d. (31)
Как видно, вместо 105 уравнений из (30) можно рассматривать всего
16 уравнений из (31), из которых 15 будут существенными. Можно
построить таким же образом спинорный аналог тензора Вейля
Cαβγδ = Aαβa
bAγδc
dCb
a
d
c. (32)
Интересен, в качестве следствия из данной теоремы, следующий
факт. Произвольный простой изотропный бивектор пространства
Λ2C6 определит с точностью до множителя вектор пространства C4.
Это даст возможность в пространстве R6(2,4) построить геометриче-
скую интерпретацию твистора, во многом схожую с интерпретаци-
ей спинора Пенроуза в пространстве R4(1,3) - флаг, составленный из
флагштока и полотнища флага.
И, наконец, утверждается, что в пространстве R6(p,q) четного ин-
декса q любой бивектор может быть приведен к каноническому виду
в некоторым базисе
1
2
RαβX
αY β = R16X
[ 1Y 6 ] +R23X
[ 2Y 3 ] +R45X
[ 4Y 5 ]. (33)
1.5 Пятая глава
В последней главе, используя вектор Xa и ковектор Yb из слоев
расслоения AC и ему дуального AC∗, строится 8-мерное комплексное
пространство T2 как прямая сумма C4 ⊕ C∗4
XA := (Xa, Yb), (34)
и XA ∈ T2. При этом Xa и Yb удовлетворяют следующей системе{
Xa = X˙a − irabYb,
Yb = Y˙b,
(35)
где rab - координаты бивектора пространства CR6, а X˙a, Y˙b - значе-
ния Xa, Yb в некоторой точке O. На самом деле, систему (35) мож-
но рассматривать как решения битвисторного уравнения, а X˙a, Y˙b
будут его частными решениями. Рассматривая г.м.т., для которых
Xa = 0, можно прийти к нуль-парам Розенфельда и сформулиро-
вать следующее утверждение.
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Теорема 1. (Принцип тройственности для двух B- цилиндров).
В проективном пространстве CP7 существуют две квадрики (два
B - цилиндра), обладающие следующими общими свойствами:
1. Плоская образующая CP3 одной квадрики взаимооднозначно опре-
делит точку R другой.
2. Плоская образующая CP2 одной квадрики однозначно опреде-
лит точку R другой. Но точке R можно сопоставить много-
образие плоских образующих CP2, принадлежащих одной плос-
кой образующей CP3 второй квадрики.
3. Прямолинейная образующая CP1 одной квадрики взаимоодно-
значно определит прямолинейную образующую CP1 из другой.
Причем все прямолинейные образующие, принадлежащие од-
ной плоской образующей CP3 первой квадрики, определят пу-
чок с центром в точке R, принадлежащий второй квадрике.
Это позволяет ввести операторы ηAKL такие, что
rA =
1
4
ηAKLR
KL, (36)
где rA - координаты вектора пространства CR8, а RKL - коорди-
наты некоторого тензора пространства CR8. При этом связующие
операторы ηAKL определят некоторую полную алгебру Клиффорда,
поскольку будут удовлетворять клиффордову уравнению
GABδK
L = ηAK
RηB
L
R + ηBK
RηA
L
R. (37)
В этом случае у нас будет пара метрических тензоров
εKLMN = η
A
KLηAMN ,
GAB =
1
4ηA
KLηB
MNεKMεLN , ε(KL)(MN) =
1
2εKLεMN .
(38)
С помощью первого тензора можно поднимать и опускать парные
индексы, а с помощью второго проделывать указанную операцию с
одиночными индексами. Это накладывает жесткие условия на свя-
зующие операторы, например
ηA(MN) =
1
8
ηAKLε
KLεMN . (39)
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Такие связующие операторы будут определять структурные кон-
станты алгебры октав и приведут к двулистному накрытию
Spin(8,C)/{±1} ∼= SO(8,C). Поэтому операторы ηAKL во многом
схожи с операторами Нордена ηαkl по своим свойствам.
1.6 Заключение
Следует отметить, что в конце диссертации имеется Приложение,
в котором приведены все необходимые алгебраические выкладки.
Основные результаты диссертации опубликованы в открытой пе-
чати:
1. "О бивекторах 6-мерных римановых пространств". УТИС, Уфа,
1996, с. 59-61;
2. "О структуре тензора кривизны 6-мерных римановых пространств".
Вестник БГУ, Уфа, N2(I), 1996, с. 44-47;
3. "О твисторных расслоениях с 6-мерной базой". МГС, Казань,
1997, c. 13;
4. "О геометрии битвисторов". РКСА, Уфа, 1997, с. 85-87.
и докладывались на конференциях:
1. "Ленинские горы - 95 г. Москва;
2. "Чебышевские чтения - 96 г. Москва;
3. "Лобачевские чтения - 97 г. Казань;
4. многочисленные конференции в г. Уфе и семинары, проходив-
шие в г. Казани (кафедра геометрии КГУ).
Автор выражает благодарность за помощь в подготовке диссерта-
ции своему научному руководителю доц. Э.Г. Нейфельду и кафедре
геометрии КГУ (зав.кафедрой проф. Б.Н. Шапуков).
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2 Основные тождества и формулы
Эта глава посвящена изучению алгебраических свойств накры-
тия
SO(6,C) ∼= SL(4,C)/{±1}.
На основе этого изоморфизма строится элементарная алгебраиче-
ская база, необходимая для дальнейших построений. Для этого рас-
сматриваются различные векторные расслоения с базой CV 6(CR6).
Касательное расслоение τC(CV 6), содержащее слои, изоморфныеCR6,
будет изоморфно расслоению Λ со слоями, изоморфными Λ2C4, что
следует из существования связующих операторов Нордена
rα =
1
2
ηαaa1R
aa1,
где (α, β, ... = 1, 2, 3, 4, 5, 6; a1, b1, a, b, ... = 1, 2, 3, 4). Кроме того, рас-
сматривается расслоение AC со слоями, изоморфными C4, и базой
CV 6(CR6). Отсюда будет следовать существование таких операто-
ров Aαβab, что
Tαβ = Aαβd
cTc
d, Ta
a = 0, Tαβ = −Tαβ.
Как следует из результатов предпоследнего пункта этой главы, рас-
сматривающего инфинитизимальные преобразования, построенные
операторы являются алгебраической реализацией изоморфизма ал-
гебр Ли
so(6,C) ∼= sl(4,C).
Затем исследуются вещественные вложения для указанных изомор-
физмов с помощью оператора вложения Hiα и инволюции Sαβ
′. При
этом операция сопряжения, индуцируемая в расслоении AC, разби-
вается на два класса. В первом случае (пространство V 6(p,q)(R
6
(p,q))
имеет метрику четного индекса q) сопряжение осуществляется с по-
мощью тензора эрмитового поляритета saa′
X¯a
′
:= saa
′
Xa.
Во втором случае, когда q - нечетно, - с помощью тензора эрмитовой
инволюции saa
′
X¯a
′
:= sa
a′Xa.
Второй пункт как раз и посвящен выяснению этого факта, который
доказывается с использованием теорем из монографии [23].
105 16
2.1 Бивектора пространства Λ2C4(Λ2R4)
2.1.1 Операторы Нордена
Известно, что можно установить изоморфизм между комплекс-
ным евклидовым пространством CR6 (R6(3,3)) и пространством би-
векторов Λ2C4(Λ2R4). Этот изоморфизм определяется связующими
операторами Нордена [17], удовлетворяющими следующим услови-
ям
1
2
ηαaa1ηβ
aa1 = δα
β, ηαaa1ηα
bb1 = δaa1
bb1 := 2δ[a
[bδa1 ]
b1 ] (40)
так, что выполнено
rα = 1/2 · ηαaa1Raa1, Raa1 = ηαaa1rα, (41)
где (α, β, ... = 1, 2, 3, 4, 5, 6; a1, b1, a, b, e, f, k, l,m, n, ... = 1, 2, 3, 4;
i, j, g, h = 1, 2, 3, 4, 5, 6), причем
gαβ = 1/4 · ηαaa1ηβbb1εaa1bb1, εaa1bb1 = ηαaa1ηβbb1gαβ,
gαβ = 1/4 · ηαaa1ηβbb1εaa1bb1, εaa1bb1 = ηαaa1ηβbb1gαβ.
(42)
При этом Raa1 - координаты бивектора из пространства Λ2C4, а rα
- координаты его образа в CR6; gαβ - метрический тензор простран-
ства CR6, а его образ - тензор εaa1bb1, кососимметричный по всем
индексам.
Замечание 1. Отметим, что с помощью метрического тензо-
ра gαβ, заданного на пространстве CR6, мы можем поднимать и
опускать одиночные индексы, в то время как с помощью метриче-
ского 4-вектора εaa1bb1, заданного в расслоении Λ, мы можем под-
нимать и опускать только парные кососимметричные индексы, и
нет такого метрического тензора, с помощью которого можно
было бы проделать подобную операцию с одиночными индексами.
Отсюда следует, что существуют операторы Aαβdc такие, что
Tαβ = Aαβd
cTc
d, Tk
k = 0, Tαβ = −Tαβ. (43)
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Приведем доказательство этого факта.
Доказательство. Для символов Леви-Чивита имеем
εabcdεklmn = 24δ[k
aδl
bδm
cδn ]
d,
εabcdεklmd = 6δ[k
aδl
bδm ]
c,
εabcdεklcd = 4δ[k
aδl ]
b,
εabcdεkbcd = 6δk
a,
εabcdεabcd = 24,
δabkl := 2δ[k
aδl ]
b.
(44)
Кроме того, поскольку εabcd - метрический, следует, что ([23, т. 2,
стр. 83, (6.2.19)])
Rab =
1
2
εabcdR
cd. (45)
Тогда с учетом формул (41) и (42) для некоторого тензора Tαβ имеем
T[αβ] = 1/4 · ηαaa1ηβbb1 · 3/2(Ta[a1bb1 ] − T[bb1a ]a1) =
= 1/4ηα
aa1ηβ
bb1 · 1/2(Takkdεa1dbb1 − T kdka1εadbb1) = 1/2ηαcaηβbk1εadbk1·
1/4(T kdkc − Tkckd) = −1/2ηαbk1ηβcaεadbk1 · 1/4(T kdkc − Tkckd). (46)
Поэтому, чтобы получить формулу (43), следует положить
Aαβd
c :=
1
2
η[α
caηβ]
bk1εdabk1, Tc
d := 1/4(Tkc
kd − T kdkc),
Taa1bb1 − Tbb1aa1 = 4εbb1c[a1Ta ]c,
Выпишем наиболее важные соотношения для операторов Aαβba
Aαβd
cAαβr
s = 12δr
sδd
c − 2δrcδds, AαβdcAλµcd = 2δ[αµδβ]λ,
Aαβd
cAγ
β
r
s = (ηα
csηγrd + ηα
ckηγkrδd
s) + 1/2(ηα
snηγrnδd
c+
+ηα
ckηγdkδr
s)− 1/4gαγδrsδdc,
Tm
n = 12A
αβ
m
nTβα, Tβα = −Tαβ.
(47)
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Доказательство этих формул довольно громоздко и, поэтому, выне-
сено в приложение (472)-(476).
Следует отметить, что операторы Нордена определяют некото-
рую Клиффордову алгебру.
Доказательство. Рассмотрим тождество
η(α
a[bηβ )
cd ] = −η(α[cbηβ )|a|d ] = η(α[abηβ )cd ], (48)
свертка которого с εbcdn даст цепочку тождеств
η(α
abηβ )
cdεbcdn =
1
24η(α
klηβ )
mnεklmnε
abcdεbcdn,
2η(α
abηβ )bn = −14η(αklηβ )mnεklmnδna,
η(α
abηβ )nb =
1
2gαβδn
a,
(49)
где gαβ тот же, что и в формуле (42). Определим
ηα :=‖ ηαaa1 ‖, σα :=‖ −ηαaa1 ‖, γα :=
√
2
(
0 σα
ηα 0
)
, (50)
где λ, ψ, ... = 1, 6. Тогда операторы γλ удовлетворяют следующему
тождеству
γλγψ + γψγλ = 2gλψI, (51)
что следует из уравнения (49). Это уравнение является уравнени-
ем Клиффорда ([23, т. 2, стр. 519, (Б.1)]) так, что γ1, γ2, γ3, γ4, γ5, γ6
- операторы с комплексными матрицами размерности 8 × 8, gαβ -
метрический тензор (42), а I - единичный оператор.
Верно обратное. Пусть мы имеем уравнение (51). Тогда мы можем
построить элемент γ7
γ7 := γ1γ2γ3γ4γ5γ6, (γ7)
2 = I. (52)
В этом случае, поскольку n=6 (четно), γ7 антикоммутирует с лю-
бым элементом γα, (α = 1, 6). Это означает, что для γα возможно
представление (50), и следовательно верны тождества (48).
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Отсюда следует, что операторы Нордена определяют полную Клиф-
фордову алгебру, которая образована конечными суммами
AI +Bλγλ + C
λµγλγµ + ... (53)
Размерность этой алгебры равна 26 = 64. Такая алгебра может быть
представлена полной матричной алгеброй, элементы которой имеют
размерность 8× 8 ([23, т. 2, стр. 518-546]).
2.1.2 Сопряжение в расслоении AC(S)
В этом параграфе формулируется некоторое утверждение, каса-
ющееся вложения вещественных пространств в комплексные, дока-
зательство приводится же в следующем пункте.
Рассмотрим 6-мерное (псевдо-)евклидово пространствоR6(p,q), вло-
женное в CR6, с метрикой произвольного индекса q, касательное
пространство τR(R6(p,q)) которого будем рассматривать как веществен-
ное подпространство пространства C4. Это приведет к векторному
расслоению AC(S) со слоями, изоморфными C4, и некоторой струк-
турой s. Нам необходимо выяснить природу этой структуры. Для
этого рассмотрим простой бивектор из τC(τR). Необходимое и до-
статочное условие простоты выражается формулой
Rab = XaY b −XbY a, Xa Y a ∈ C4, (54)
где i, j = 1, 6; a, b, c, d, k, l,m, n, ... = 1, 4.
Замечание 2. На основании формулы (41) простому бивектору из
пространства Λ2C4 ставится в соответствие изотропный век-
тор пространства CR6. Это следует из соотношения
0 = εabcdX
aY bXcY d = 14εabcdR
abRcd = 12ηα
kmrαηβkmrβ = r
αrα = 0.
(55)
Далее, любой бивектор должен быть самосопряжен относительно
тензора saa1b′b′1 (обозначения введены согласно [23])
saa1b′b′1 = gijη
i
b′b′1η
j
aa1, gij = 1/4 · ηib
′b′1ηj
aa1saa1b′b′1, (56)
s¯b′b′1aa1 = saa1b′b′1,
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где gij - метрический тензор (10). Последнее уравнение выражает
эрмитову симметрию тензора s. Такой тензор был введен в работе
[10]. В случае метрики четного индекса тензор saa1b
′b′1 (поднятие и
спуск двойных индексов осуществляется с помощью метрического
4-вектора εaa1bb1) имеет вид
saa1
b′b′1 = scb
′
sc1b
′
1εcc1aa1, s¯a′b = ±sba′, (57)
а в случае нечетного, получим
saa1
b′b′1 = 2s[a
b′sa1]
b′1, sa
b′ s¯b′
c = ±δac. (58)
Если Rab прост и принадлежит касательному пространству τR, то
для составляющих его векторов выполнено (сравн. [23, т. 2, стр. 80,
(6.2.13)]) в случае метрики четного индекса
XaXa′s
aa′ = 0, YaYa′s
aa′ = 0, XaYa′s
aa′ = 0, (59)
а для нечетного
Xa′X
asa
a′ = 0, Xa′Y
asa
a′ = 0, Ya′Y
asa
a′ = 0. (60)
Таким образом определяется структура s расслоения AC(S). При
этом тензор skk′ в случае метрики четного индекса выполняет роль
метрического тензора, с помощью которого можно поднимать и опус-
кать одиночный индекс; а в случае метрики нечетного индекса с
помощью тензора skk
′ происходит отождествление штрихованных
(комплексно-сопряженных) и нештрихованных пространств. Дока-
зательству этого утверждения как раз и посвящен следующий па-
раграф.
2.2 Спинорное представление тензоров специального ви-
да. Накрытия, соответствующие этому разложению
2.2.1 Теорема о двулистности накрытия группы SO(6,C) группой SL(4,C)
Прежде чем приступить к указанному доказательству, нам необ-
ходимо более тщательно разобраться с двулистным накрытием
SL(4,C)/{±1} ∼= SO(6,C). Ниже будет получено явное представ-
ление этого накрытия с помощью связующих операторов Нордена
ηα
ab. Используя это представление, легче разобраться в том, как про-
исходит вещественное вложение R6(2,4) ⊂ CR6, и, соответственно, как
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построить явное представление оператора инволюции в спинорном
виде. Кроме того, результаты этого пункта пригодятся в исследова-
нии структуры бивекторов пространства CR6.
Обозначим через Kαβ преобразования из группы SO(6,C), а че-
рез Sab - преобразования из группы SL(4,C). Тогда будет верна сле-
дующая теорема.
Теорема 1. Всякому преобразованию Kαβ соответствует два и
только два преобразования ±Sab(±Sab) таких, что det ‖ Scd ‖= 1
(det ‖ Scd ‖= 1). И наоборот, любым преобразованиям ±Sab(±Sab)
соответствует одно и только одно преобразование Kαβ.
Доказательство. Пусть имеется некоторое преобразование±Sab(±Sab)
такое, что
ε := ε1234,
Sa
bSa1
b1Sc
dSc1
d1εbb1dd1 = εaa1cc1 (SabSa1b1ScdSc1d1ε
bb1dd1 = ε−2εaa1cc1).
(61)
Последнее означает, что det ‖ Scd ‖= 1 (det ‖ Scd ‖= 1). Положим
Kα
β := 14ηα
abηβcd · 2βS[a cSb]d (Kαβ := 14ηαabηβcd · εβSakSblεklcd),
β := ±1.
(62)
Тогда на основании (61) и (62) получим
Kα
βKγ
δgβδ = gαγ. (63)
Таким образом из (61) следует (63).
Если теперь, наоборот, задано Kαβ вида (63). Положим
Kaa1
bb1 := ηαaa1ηβ
bb1Kα
β. (64)
При этом (63) перепишется как
1
4
Kaa1
bb1Kcc1
dd1εbb1dd1 = εaa1cc1. (65)
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Формула (65) означает, что преобразование Kaa1bb1 должно быть ре-
гулярным, т.е. ∀raa1 6= 0 ⇒ Kaa1bb1raa1 6= 0, Kaa1bb1rbb1 6= 0.
Доказательство. Действительно, предположим обратное: ∃raa1 6= 0
так, что Kaa1bb1rbb1 = 0. Это будет означать, что преобразование
Kaa1
bb1 сингулярно
0 = rbb1 ·
1
4
Kaa1
bb1Kcc1
dd1εbb1dd1 = εaa1cc1r
aa1. (66)
Из этого следует, что raa1 = 0. Противоречие.
Для дальнейших выкладок нам потребуется следующая лемма.
Лемма 1. Выберем два ненулевых вектора r1α, r2β ∈ τCx , где x -
произвольная точка базы: комплексного евклидового пространства
CR6, снабженного метрическим тензором gαβ. Тогда следующие
три условия эквивалентны:
1. r1α(r1)α = 0 , r2α(r2)α = 0 , r1α(r2)α = 0 ;
2. r1α = 12η
α
aa1X
aY a1, r2α = 12η
α
aa1X
aZa1;
3. (r1)α = 12ηα
aa1X˜aY˜a1, (r2)α =
1
2ηα
aa1X˜aZ˜a1;
где векторы Xa, Y a, Za принадлежат слою C4x расслоения AC, а
X˜a, Y˜a, Z˜a - ковекторы двойственного слоя.
Доказательство. 1).⇒ 2).
Рассмотрим первое уравнение условия 1). и положим
r1
aa1 := ηα
aa1r1
α, (67)
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тогда на основании (42) получим
r1
α(r1)α = gαβr1
αr1
β = 14ηα
aa1ηβ
cc1εaa1cc1
1
2η
α
dd1r1
dd1 1
2η
β
kk1r1
kk1 =
= 14r1
dd1δ[d
aδd1 ]
a1r1
kk1δ[k
cδk1 ]
c1εaa1cc1 =
1
2r1
aa1(r1)aa1 = 0.
(68)
Определим
pf(r) := rαrα =
1
2
raa1raa1. (69)
Тогда из (49) следует
rabrbc = −pf(r)δcd ⇔ 3ra[brcd ] = pf(r)εabcd. (70)
Отсюда для вектора r1α получаем
r1
abr1
cd = r1
acr1
bd − r1bcr1ad. (71)
Поскольку r1cd ненулевой бивектор, то существуют такие ковекторы
Ac, Bd, что r1cdAcBd 6= 0 и вещественно. Положим
P a :=
√
2r1
akAk/
√
(r1cdAcBd), Q
a :=
√
2r1
bkBk/
√
(r1cdAcBd),
(72)
тогда из (71) следует
r1
ab = P [aQb ]. (73)
При этом P a, Qa - линейно независимы. Таким же образом можно
получить разложение и для r2ab
r2
ab = R[aSb ] (74)
из второго условия 1). так, что вектора Ra, Sa будут также линейно
независимы. Из третьего уравнения условия 1). вытекает следующее
соотношение
0 = r1
α(r2)α =
1
4εabcdr1
abr2
cd = 14εabcdP
aQbRcSd = 0. (75)
Это означает, что вектора P a, Qb, Rc, Sd - линейно завиcимы
αP a + βQa + γRa + δSa = 0, |α|+ |β|+ |γ|+ |δ| 6= 0. (76)
При этом либо α 6= 0, либо β 6= 0. В ином случае (α = β = 0) век-
торы Rc, Sc были бы линейно зависимы. Пусть для определенности
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α 6= 0. Тогда опять либо γ 6= 0, либо δ 6= 0. Положим
Xa := P a + (β/α)Qa = −((γ/α)Ra + (δ/α)Sa), Y a := Qa,
Za :=
{
(α/δ)Ra, δ 6= 0, γ = 0,
−(α/γ)Sa, γ 6= 0.
(77)
Таким образом из (77) следует условие 2). леммы.
2).⇒ 1).
Проверяется непосредственно, например
r1
α(r2)α =
1
4
εaa1bb1X
aY a1XbZb1 = 0. (78)
Таким же образом доказывается и эквивалентность 1). ⇒ 3). и
3). ⇒ 1). Эти импликации возможны из-за наличия метрического
тензора в касательном расслоении и метрического 4-вектора в рас-
слоении AC.
Возьмем два изотропных ненулевых вектора
r1
α = 12η
α
aa1M
aNa1, r2
α = 12η
α
aa1M
aLa1 (79)
и два ненулевых изотропных ковектора
(r˜1)α =
1
2
ηα
aa1M˜aN˜a1, (r˜2)α =
1
2
ηα
aa1M˜aL˜a1, (80)
удовлетворяющих соответственно условиям 2). и 3). леммы 1. Подей-
ствуем на (79), (80) ортогональным преобразованиемKαβ и получим
r3
α := Kβ
αr1
β, r4
α := Kβ
αr2
β,
(r˜3)α := Kα
β(r˜1)β, (r˜4)α := Kα
β(r˜2)β.
(81)
Тогда из условия 1). леммы 1 следует с учетом (63) и (65)
r3
α(r3)α = Kα
βKγ
δgβδr1
αr1
γ = r1
α(r1)α = 0,
r4
α(r3)α = r2
α(r1)α = 0, r4
α(r4)α = r2
α(r2)α = 0,
r˜4
α(r˜3)α = r˜2
α(r˜1)α = 0, r˜4
α(r˜4)α = r˜2
α(r˜2)α = 0,
r˜3
α(r˜3)α = r˜1
αr˜1α = 0.
(82)
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Поскольку преобразование Kaa1bb1 регулярно, то векторы и ковекто-
ры (81) будут ненулевыми, следовательно, из условий 2). и 3). леммы
1 получим
r3
α = 12η
α
aa1X
aY a1, r4
α = 12η
α
aa1X
aZa1
(r˜3)α =
1
2ηα
aa1X˜aY˜a1, (r˜4)α =
1
2ηα
aa1X˜aZ˜a1.
(83)
Рассмотрим теперь тождество
r3
[αr4
β ] = K[γ
[αKδ ]
β ]r1
[γr2
δ ]. (84)
Распишем его с помощью формул (43) и (47)
Aαβa
b · 14XaY b1XcZc1εcc1bb1 =
= 14A
γδ
r
sM rNk1M lLl1εll1sk1Aγδc
dAαβa
b · 18(KdmakKcmbk −KcmakKdmbk),
XaY b1XcZc1εcc1bb1 =
= 2δr
dδc
sM rNk1M lLl1εk1ll1s · 18(KdmakKcmbk −KcmakKdmbk),
Xa(Y b1XcZc1εcc1bb1) =
= Md(Nk1M lLl1εk1ll1c) · 14(KdmakKcmbk −KcmakKdmbk).
(85)
Определим
Tb := Y
b1XcZc1εcc1bb1, Pc := N
k1M lLl1εk1ll1c,
K˜d
c
b
a := 18(K
cmakKdmbk −KdmakKcmbk)
(86)
так, что выполнено
XcTc = 0, M
cPc = 0, K˜c
c
b
a = 0, K˜d
c
b
b = 0, (87)
Kaa1
bb1Kcc1
dd1 −Kaa1dd1Kcc1bb1 = 8εcc1k[a1K˜a ]kr[bεb1 ]rdd1. (88)
Откуда
XaTb = −2MdPcK˜dcba. (89)
Таким же образом из тождества
(r˜3)[γ(r˜4)δ ] = K[γ
[αKδ ]
β ](r˜1)[α(r˜2)β ], (90)
определяя
T˜ b := Y˜b1X˜cZ˜c1ε
cc1bb1, P˜ b := N˜k1M˜lZ˜l1ε
k1ll1b, (91)
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можно получить
X˜dT˜
c = −2M˜aP˜ bK˜dcba. (92)
Найдем теперь однородное решение, удовлетворяющее уравнениям
(89) и (92){
(K˜однородное)dcbaMdPc = 0,
(K˜однородное)dcbaM˜aP˜ b = 0,
⇔
{
MdPd = 0,
M˜aP˜
a = 0.
(93)
Эти две системы должны совпадать тождественно, поскольку левая
система верна для любых Ma, M˜a, Pa, P˜ a, удовлетворяющих правой
системе. Это возможно только при
(K˜однородное)dcba = αδdcδba, α ∈ C. (94)
Рассмотрим далее частное решение, например, уравнения (89). Это
решение должно быть регулярным, что означает невозможность вы-
полнения условия
∃ Md 6= 0, Pc 6= 0, что (K˜частное)dcbaMdPc = 0 (95)
(выполнение условия (95) равносильно (формула (88)) сингулярно-
сти преобразования Kaa1bb1). Для решения (89) нам потребуется сле-
дующая лемма.
Лемма 2. Пусть A,B,C,... - собирательные индексы. Тогда следу-
ющие 3 условия на λABQ эквивалентны:
1. λABQξQ имеет вид ρAξB для всякого ξQ;
2. λA1[B1
(Q1λ|A2|B2 ]
Q1 )=0;
3. λABQ можно представить как αAϕBQ, либо как θAQβB.
Доказательство. Оно приведено на стр. 205 монографии [23, т. 1].
Поскольку в ее доказательстве метрический тензор участия не при-
нимал, то эта лемма справедлива для любого расположения индек-
сов: сверху или снизу.
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Применим лемму 2 к уравнению (89), тогда получим 2 варианта:
a). (K˜частное)dcbaPc = AaBbd, b). (K˜частное)dcbaPc = AdaBb
(96)
Во-первых. Предположим, что условия a). и b). выполняются од-
новременно. Воспользуемся еще одной леммой.
Лемма 3. Из ψABϕC = χAθBC следует выполнение ψAB = χAξB,
θBC = ξBϕC для некоторого ξB.
Доказательство. Оно приведено на стр. 205 монографии [23, т. 1].
И так же, как и в предыдущей лемме, расположение индексов не
существенно.
Применим эту лемму к уравнению (96), что даст
(K˜частное)dcbaPc = AdBaCb. (97)
Но существует такой вектор Md 6= 0, что MdPd = 0 и MdAd = 0,
поэтому из (97) следует (95), что невозможно. Из этого заключаем,
что a). и b). из (96) одновременно выполняться не могут.
Во-вторых. Применим лемму 2 теперь уже к уравнению (96). Это
даст 4 варианта:
I). a). (K˜частное)dcba = AacBdb, b). (K˜частное)dcba = CaDcdb,
II). a). (K˜частное)dcba = SdaEbc, b). (K˜частное)dcba = UdacVb.
(98)
Варианты b). в обоих случаях отпадают, поскольку приводят к син-
гулярным преобразованиям (смотри пояснения после формулы (97)).
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Для определенности рассмотрим случай II).a). Свернем общее ре-
шение уравнения (89)
K˜d
c
b
a = Sd
aEb
c + αδd
cδb
a (99)
с δcd и, используя (87), получим
0 = Sk
aEb
k + 4αδb
a ⇒ Ebk = −4α(S−1)bk (100)
(преобразование Ska невырождено, т.к. в ином случае преобразова-
ние K˜dcba будет сингулярным, что повлечет за собой сингулярность
преобразования Kaa1bb1). Поэтому
K˜d
c
b
a = (−α)(4Sda(S−1)bc − δdcδba). (101)
Свернем (88) с εdd1pp1Kss1pp1, что даст с учетом (65)
Kaa1
bb1εss1cc1 −Kcc1bb1εss1aa1 = 8εcc1k[a1K˜a ]kr[bKss1b1 ]r. (102)
Свернем (102) с εss1cc1, используя формулы (44),
5Kaa1
bb1 = 8K˜[a
k|r[bKk |a1 ]
b1 ]r (103)
и подставим (101) в (103)
5Kaa1
bb1 = (−8α)Kk[a1 [b1|r|(4Sa ]b ](S−1)rk − δa ]|k|δrb ]),
Kaa1
bb1 = 32α5+8αKk[a1
r[b1Sa ]
b ](S−1)rk
(104)
(α 6= 0, α 6= ±5/8, в ином случае преобразование K˜akrb будет сингу-
лярным). Положим
Kaa1
bb1 := 2M[a1
[b1Sa ]
b ] (105)
и получим
Kaa1
bb1 := 32α5+8αS[a
[b(Ma1 ]
b1 ] + 12Sa1 ]
b1 ]Mk
r(S−1)rk) = 2M[a1
[b1Sa ]
b ].
(106)
Положим
Mk
r := βSk
r ⇒ β = 8α
5− 8αMk
r(S−1)rk ⇒ α = 1
8
. (107)
Тогда из (106) следует
Kaa1
bb1 := 2βS[a1
[b1Sa ]
b ]. (108)
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Подстановкой (108) в (65) находим, что β = ±1.
Подобным же образом рассматривается и пункт I).a). В этом слу-
чае преобразование Kaa1bb1 имеет вид
Kaa1
bb1 := βSacSa1c1εε
cc1bb1. (109)
Заметим, что множитель ε можно включить в определение Sac.
Таким образом от (63) можно действительно прийти к (61), чем и
закончено доказательство обратной части теоремы. Поэтому преоб-
разованию Sab(Sab) будет соответствовать одно и только одно пре-
образование Kαβ и, наоборот, любому преобразованию Kαβ будет
соответствовать два и только два преобразования ±Sab(±Sab)таких,
что det ‖ Scd ‖= 1 (det ‖ Scd ‖= 1).
Выясним, какое из преобразований соответствует собственным
преобразованиям Kαβ. Для этого рассмотрим следующее тождество
Kα
βKγ
δKλ
µKν
χKpi
ωKσ
ξeβδµχωξ = ±eαγλνpiσ,
eβδµχωξ = e[βδµχωξ], eˆ := e123456. (110)
При этом под eβδµχωξ понимается 6 - вектор, кососимметричный по
всем индексам. Следовательно, мы можем получить эквивалентную
(110) запись
K1
βK2
δK3
µK4
χK5
ωK6
ξeβδµχωξ = ±e123456 ⇔ det ‖ Kαβ ‖= ±1.
(111)
Если Kαβ - собственное преобразование, то в (110) выбирается знак
”+”. Это означает, что det ‖ Kαβ ‖= 1, в ином случае (несобствен-
ные преобразования) выбирается знак ”-”. Поскольку для 4-вектора
имеются тождества, следующие из формулы (43)
eαβγδ = e[αβγδ],
eαβγδ = Aαβb
aAγδd
cea
b
c
d, (112)
ea
b :=
1
3
ea
k
k
b,
то, воспользовавшись его симметриями, можно получить разложе-
ние
Bαβγδr
k := Aαβr
dAγδd
k + Aαβc
kAγδr
c,
eαβγδ := Bαβγδr
kek
r, (113)
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ek
k = 0
(доказательство в приложении (477) - (479)). В свою очередь с по-
мощью этих формул можно получить разложение и для 6-вектора
eαβγδλµ = Aαβb
aAγδd
cAλµl
k ea
b
c
d
k
l,
ea
b
c
d
k
l =
i
8
(2((4δk
bδc
l − δklδcb)δad + (4δkdδal − δklδad)δcb)−
− (4δkbδal − δklδab)δcd − (4δkdδcl − δklδcd)δab) (114)
(доказательство в приложении (480) - (489)). Из (114) вытекает тож-
дество
eαγλνpiσ = 2η[α
bb1ηγ|dd1|ηλ
mm1ην|xx1|ηpi
rr1ησ ]ss1 · iδrdδmsδbxδb1d1δm1x1δr1s1 =
= 14η[α
bb1ηγ
dd1ηλ
mm1ην
xx1ηpi
rr1ησ ]
ss1 · i εrb1dd1εmr1ss1εbm1xx1 =
= i(Aαγb
aApiσa
cAλνc
b + Aαγb
aAλνc
bApiσa
c)
(115)
Применяя определение (110) к собственным (несобственным) преоб-
разованиям, получим из (114) и (115)
Sa
bSa1
b1Sc
dSc1
d1εbb1dd1 = εaa1cc1 (SabSa1b1ScdSc1d1ε
bb1dd1 = ε−2εaa1cc1),
(116)
что даст тождество (61). Отсюда следует, что (108) соответствует
собственным, а (109) соответствует несобственным преобразовани-
ям Kαβ.
И наконец, преобразования Sab и iSab принадлежат одной и той
же группе SL(4,C). Это означает, что можно в формуле (108) рас-
сматривать только случай, когда β = +1. Поэтому группа SL(4,C)
двулистно накрывает связную компоненту единицы группы SO(6,C)
(ее мы обозначим через SOe(6,C)).
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2.2.2 Вещественная реализация двулистного накрытия группы SO(6,C)
группой SL(4,C) в присутствии инволюции Sαβ
′
Теорема 2. Пусть в 6-мерном комплексном евклидовом простран-
стве CR6 задана инволюция вида
Sα
β′S¯β′
γ = δα
γ, Sα
β′Sγ
δ′g¯β′δ′ = gαγ. (117)
Определим
saba′b′ = η¯β′a′b′η
α
abSα
β′, (118)
тогда будут выполнены следующие соотношения
saba′b′ = s¯a′b′ab, sab
a′b′ s¯a′b′
cd = 2δcdab, (119)
и будет существовать два и только два разложения
I). sab
a′b′ = 2s[a
a′sb ]
b′, sa
b′ s¯b′
c = ±δac,
II). saba′b′ = 2s[a|a′|sb ]b′, sab′ = ±s¯b′a.
(120)
Кроме того, для вещественного случая будут верны следующие
тождества
I). η¯i
a′b′ = ηj
cdsc
a′sd
b′ II). η¯i
a′b′ = ηjcds
ca′sdb
′
,
A¯ija′
b′ = Aijc
ds¯a′
csd
b′ A¯ija′
b′ = −Aijcdsda′scb′, (121)
Доказательство. Доказательство разложения (120) проводится так-
же как и в предыдущей теореме. Все изменения сводятся только к
замене преобразования Kαβ на преобразование Sαβ
′ так, что анало-
гом (63) служит
Sα
β′Sγ
δ′g¯β′δ′ = gαγ, (122)
что даст уравнение аналогичное (61) (соответствующий множитель
включен в определение спин-тензора s)
sa
b′sa1
b′1sc
d′sc1
d′1 ε¯b′b′1d′d′1 = εaa1cc1,
(sab′sa1b′1scd′sc1d′1 ε¯
b′b′1d′d′1 = εaa1cc1).
(123)
Из (117) и (122) можно получить
Sα
β′ = S¯β
′
α. (124)
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Из этого следует
s¯a′b′ab = η¯
α′
a′b′ηβabS¯α′
β = η¯β′a′b′η
α
abS¯
β′
α = saba′b′. (125)
Отметим, что в касательном расслоении τC(τR) существует мет-
рический тензор gαβ(gij), с помощью которого осуществляется спуск
и подъем одиночных индексов. В расслоении AC(S) аналогичную
роль выполняет тензор εabcd. За тензор g¯α′β′(ε¯a′b′c′d′) принимается тен-
зор, координаты которого сопряжены координатам тензора gαβ(εabcd).
Рассмотрим цепочку тождеств, следующих из (117)
Sα
β′S¯β′
γ = δα
γ,
1
4ηα
aa1η¯β
′
b′b′1saa1
b′b′1 1
4 η¯β′
d′d′1ηγcc1 s¯d′d′1
cc1 = 14ηα
aa1ηγcc12δ[a
cδa1 ]
c1,
1
2saa1
b′b′1 s¯b′b′1
cc1 = δcc1aa1.
(126)
Исследуем теперь случай II). Из последнего тождества (126) полу-
чим
sac′sa1c′1 ε¯
c′c′1b′b′1 · s¯b′ds¯b′1d1εdd1ff1 = 2δcc1ff1,
sac′sa1c′1 s¯b′ds¯b′1d1 ε¯
c′c′1b′b′1 = εaa1dd1.
(127)
Определим skl′ следующим образом
skl
′
skm′ = δm′
l′ (128)
так, что
skl
′
sk1l
′
1smn
′
sm1n
′
1εkk1mm1 = ε¯
l′l′1n′n′1. (129)
Домножим (127) на sak′sa1k′1sdn′sd1n′1 и с учетом (129) получим
sdn
′
s¯b′ds
d1n
′
1 s¯b′1d1 ε¯
k′k′1b′b′1 = ε¯k
′k′1n′n′1. (130)
Положим
N¯b′
n′ := sdn
′
s¯b′d, (131)
тогда (130) перепишется так
N¯[b′
n′N¯b′1 ]
n′1 = δ[b′
n′δb′1 ]
n′1. (132)
Отсюда следует (доказательство в приложении (490) - (495))
N¯b′
n′ = sdn
′
s¯b′d = nδb′
n′ = nsdn
′
sdb′, n
2 = 1. (133)
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Поэтому из (128) вытекает
s¯b′d = ±sdb′. (134)
Подобным же образом разбирается случай I). Из тождества (126)
следует
s[a
b′δa1 ]
b′1 s¯b′
cs¯b1′
c1 = δ[a
cδa1 ]
c1. (135)
Положим
Na
c := sa
b′ s¯b′
c, (136)
то получим
N¯[a
cN¯a1 ]
c1 = δ[a
cδa1 ]
c1. (137)
Откуда и следует
Na
c = nδa
c = sa
b′ s¯b′
c, n2 = 1, (138)
определяя окончательно следующее соотношение
sa
b′ s¯b′
c = ±δac. (139)
И нам останется доказать только (121). Воспользуемся операто-
ром вложения Hiα и инволюцией Sαβ
′, определенными по формуле
(5). Для случая II). имеем
η¯i
a′b′ = H¯i
α′η¯α′
a′b′ = H¯i
α′S¯α′
βηβcds
ca′sdb
′
=
= Hi
βηβcds
ca′sdb
′
= ηicds
ca′sdb
′
,
(140)
A¯ija′
b′ = η¯[ i
b′k′η¯j ]a′k′ = Hi
γHj
δη[γ|bk|ηδ ]aksaa′sbb
′
= −Aijbasaa′sbb′.
(141)
В случае I). доказательство такое
η¯i
a′b′ = H¯i
α′η¯α′
a′b′ = H¯i
α′S¯α′
βηβ
cdsc
a′sd
b′ =
= Hi
βηβ
cdsc
a′sd
b′ = ηi
cdsc
a′sd
b′,
(142)
A¯ija′
b′ = η¯[ i
b′k′η¯j ]a′k′ = Hi
γHj
δη[γ
ckηδ ]dksc
b′ s¯a′
d =
= η[ i
ckηj ]dksc
b′ s¯a′
d = Aijd
csc
b′ s¯a′
d.
(143)
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2.2.3 Вложение R6(2,4) ⊂ CR6 в специальном базисе
Рассмотрим теперь в качестве примера вложение вещественного
пространства R6(2,4) в комплексное пространство CR
6. В этом случае
у нас появится возможность с помощью тензора saa′ осуществить
отождествление верхних штрихованных с нижними нештрихован-
ными индексами. Рассмотрим цепочку тождеств
Ki
j = K¯i
j, Ki
j := Hi
αHjβKα
β,
ηj
abKi
jηicd = ηj
abK¯i
jηicd,
2S[c
aSd ]
b = 14ηj
abη¯jm
′n′2S¯m′
k′S¯n′
l′η¯ik′l′η
i
cd,
(144)
S[c
aSd ]
b = 14s
abm′n′S¯[m′
k′S¯n′ ]
l′scdk′l′,
S[c
aSd ]
b = sam
′
sbn
′
S¯[m′
k′S¯n′ ]
l′sck′sdl′,
slk
′
S¯k′
m′sam′S[c
aSd ]
bsbn′S¯r′
n′ssr
′
= δ[c
aδd ]
b.
(145)
Определим
Nc
l := slk
′
S¯k′
m′sam′Sc
a (146)
и получим
N[c
aNd ]
b = δ[c
aδd ]
b. (147)
Откуда будет следовать выражение (доказательство в приложении
(490) - (495))
Nc
l = slk
′
S¯k′
m′sam′Sc
a = nδc
l, n = ±1. (148)
Выбирая знак ”+” в (148), мы получаем преобразования из группы,
изоморфной группе SU(2, 2), которая будет, как видно из вышеска-
занного, двулистно накрывать связную компоненту единицы группы
SOe(2, 4). Эта компонента определится следующими условиями
1). det‖Kαβ‖ = 1 α, β = 1, 6, 2). det‖Kαβ‖ > 0 α, β = 1, 2.
(149)
Если в (148) выбрать ”-”, то знак в 2). из (149) изменится на про-
тивоположный. Далее, чтобы лучше уяснить как это происходит на
практике, воспользуемся представлением полученных результатов в
специальном базисе. Для этого определим базис пространства CR6
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следующим образом
tα = (1, 0, 0, 0, 0, 0), vα = (0, 1, 0, 0, 0, 0),
wα = (0, 0, i, 0, 0, 0), xα = (0, 0, 0, i, 0, 0),
yα = (0, 0, 0, 0, i, 0), zα = (0, 0, 0, 0, 0, i).
(150)
Пусть в этом базисе матрица метрического тензора gαβ имеет вид
‖ gαβ ‖=

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 . (151)
Определим вещественную реализацию вложения R6(2,4) ⊂ CR6 опе-
ратором Hiα
‖ Hiα ‖=

1 0 0 0 0 0
0 1 0 0 0 0
0 0 i 0 0 0
0 0 0 i 0 0
0 0 0 0 i 0
0 0 0 0 0 i
 , ‖ H
i
α ‖=

1 0 0 0 0 0
0 1 0 0 0 0
0 0 −i 0 0 0
0 0 0 −i 0 0
0 0 0 0 −i 0
0 0 0 0 0 −i
 .
(152)
Тогда базис (150) будет самосопряжен относительно инволюции Sαβ
′
вида
‖ Sαβ′ ‖=

1 0 0 0 0 0
0 1 0 0 0 0
0 0 −1 0 0 0
0 0 0 −1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1
 . (153)
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Поэтому в пространстве R6(2,4) индуцируемый метрический тензор
gij будет иметь матрицу
‖ gij ‖=

1 0 0 0 0 0
0 1 0 0 0 0
0 0 −1 0 0 0
0 0 0 −1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1
 =‖ Hi
αHj
βgαβ ‖ (154)
в базисе
ti = H iαt
α = (1, 0, 0, 0, 0, 0) , vi = H iαv
α = (0, 1, 0, 0, 0, 0),
wi = H iαw
α = (0, 0, 1, 0, 0, 0) , xi = H iαx
α = (0, 0, 0, 1, 0, 0),
yi = H iαy
α = (0, 0, 0, 0, 1, 0) , zi = H iαz
α = (0, 0, 0, 0, 0, 1).
(155)
Определим векторный базис в расслоении AC(S) так
Xa = (1, 0, 0, 0), Y a = (0, 1, 0, 0),
Za = (0, 0, 1, 0), T a = (0, 0, 0, 1), (156)
εabcdX
aY bZcT d = 1, ε = 1.
Тогда в базисах (154) и (156) имеет место разложение
Rab = 2(R12X [aY b ] +R13X [aZb ] +R14X [aT b ]+
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+R23Y [aZb ] +R24Y [aT b ] +R34Z [aT b ]) = (157)
= 1√
2
(R12 +R34) · √2(X [aY b ] + Z [aT b ])+
+ 1√
2
(R12 −R34) · √2(X [aY b ] − Z [aT b ])+
+ 1√
2
(R13 +R24) · √2(X [aZb ] + Y [aT b ])+
+ i√
2
(R13 −R24) · (−i√2)(X [aZb ] − Y [aT b ])+
+−i√
2
(R14 +R23) · i√2(X [aT b ] + Y [aZb ])+
+−i√
2
(R14 −R23) · i√2(X [aT b ] − Y [aZb ]) =
= (Tti + V vi +Wwi +Xxi + Y yi + Zzi) · ηiab = riηiab.
Поэтому мы можем положить
viηi
ab :=
√
2(X [aY b ] + Z [aT b ]), wiηi
ab :=
√
2(X [aY b ] − Z [aT b ]),
yiηi
ab :=
√
2(X [aZb ] + Y [aT b ]), xiηi
ab := −√2i(X [aZb ] − Y [aT b ]),
ziηi
ab :=
√
2i(X [aT b ] + Y [aZb ]), tiηi
ab :=
√
2i(X [aT b ] − Y [aZb ]),
(158)
что определит операторы Нордена ηiaa1 в этих базисах как
η2
12 = 1√
2
, η2
34 = 1√
2
, η3
12 = 1√
2
, η3
34 = − 1√
2
,
η1
14 = i√
2
, η1
23 = − i√
2
, η6
14 = i√
2
, η6
23 = i√
2
,
η5
13 = 1√
2
, η5
24 = 1√
2
, η4
13 = − i√
2
, η4
24 = i√
2
.
(159)
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Из (158) вытекают следующие тождества
T = i√
2
(R23 −R14), V = 1√
2
(R12 +R34),
W = 1√
2
(R12 −R34), X = i√
2
(R13 −R24),
Y = 1√
2
(R13 +R24), Z = −i√
2
(R14 +R23),
R12 = 1√
2
(V +W ), R13 = 1√
2
(Y − iX),
R14 = i√
2
(T + Z), R23 = i√
2
(Z − T ),
R24 = 1√
2
(Y + iX), R34 = 1√
2
(V −W ),
(160)
так, что обратные величины ηiaa1 имеют вид
η212 =
1√
2
, η234 =
1√
2
, η312 =
1√
2
, η334 = − 1√2 ,
η114 = − i√2 , η123 = i√2 , η614 = − i√2 , η623 = − i√2 ,
η513 =
1√
2
, η524 =
1√
2
, η413 =
i√
2
, η424 = − i√2 .
(161)
И, кроме того, будут верны равенства
R23 = −R23 = R41 , R34 = R34 = R12,
R12 = R12 = R34 , R13 = R
24 = R31.
(162)
Выберем ковекторный базис, согласуя его с базисом (156) при вы-
полнении (162), следующим образом
Xa = saa′X¯
a′ = (0, 0, 1, 0), Ya = saa′Y¯
a′ = (0, 0, 0, 1),
Za = saa′Z¯
a′ = (1, 0, 0, 0), Ta = saa′T¯
a′ = (0, 1, 0, 0).
(163)
Этим определится эрмитовый поляритет, которым наделено рассло-
ение AC(S) (его база - R6(2,4)), с матрицей
‖ saa′ ‖=

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 . (164)
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Таблица 1: Вид матрицы тензора s для действительных вложений.
П-п Пространство s s в спец. базисе Изоморфизм
1 R
6
 + + + + ++ skk′

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 SU(4)/{±1} ∼= SOe(6)
2
R6(1,5)
 +−−−−−  sk
k′

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0
 SL(2, H)/{±1} ∼= SOe(1, 5)
3
R6(2,4)
 + +−−−−  skk′

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 SU(2, 2)/{±1} ∼= SOe(2, 4)
4
R6(3,3)
 + + +−−−  sk
k′

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 SL(4, R)/{±1} ∼= SOe(3, 3)
Отсюда следует, что пффафиан бивектора Rab имеет вид
pf(R) := 12R
abRab =
= 2(R12R34 −R13R24 +R14R23) =
= T 2 + V 2 −W 2 −X2 − Y 2 − Z2.
(165)
Вид матрицы тензора s в некотором специальном базисе для осталь-
ных случаев вложения приведен в таблице 1.
2.2.4 Инфинитезимальные преобразования
Пусть имеется Kαβ(λ) - однопараметрическое семейство, удовле-
творяющее условию
gαδ = Kα
β(λ)Kδ
γ(λ)gβγ, Kα
β(0) = δα
β. (166)
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Инфинитезимальные преобразования, ему соответствующие, опре-
делим так
Tδ
γ =
[
d
dλ
Kδ
γ(λ)
]∣∣∣∣
λ=0
. (167)
Тогда из (166) следует
Tαβ = −Tβα. (168)
Согласно [23, т. 1, стр. 224] из (166) всегда следует (168), а из (168)
экспонентцированием
Kδ
γ(λ) := exp(λTδ
γ) (169)
можно получить (166).
Пусть, кроме того задано однопараметрическое семейство Sab(λ)
такое, что
Sa
b(λ)Sc
d(λ)Sa1
b1(λ)Sc1
d1(λ)εbb1dd1 = εaa1cc1, Sa
b(0) = δa
b. (170)
Продифференцируем его, предварительно полагая
Ta
b :=
[
d
dλ
Sa
b(λ)
]∣∣∣∣
λ=0
, (171)
и получим
εb[a1cc1Ta ]
b = 0 ⇔ Taa = 0. (172)
Верно обратное. Пусть
Sa
b(λ) := exp(λTa
b), (173)
тогда будет выполнено следующее тождество
Sa
b(λ)Sc
d(λ)Sa1
b1(λ)Sc1
d1(λ)εbb1dd1 =
= exp(λTa
b)exp(λTc
d)exp(λTa1
b1)exp(λTc1
d1)εbb1dd1 =
= det(exp(λTa
b))εaa1cc1 = exp(λtr(Ta
b))εaa1cc1 = εaa1cc1.
(174)
Поскольку
Kα
β(λ) =
1
4
ηα
aa1ηβbb12S[a
b(λ)Sa1 ]
b1(λ), (175)
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то дифференцируя по λ, полагая λ = 0 и опуская верхний индекс с
помощью метрического тензора gαβ, получим
Tαβ =
1
2
ηα
aa1ηβbb1(Ta
bδa1
b1 + Ta1
b1δa
b) = Aαβb
aTa
b. (176)
Теперь видна и цель этого пункта. На самом деле (176) есть алгеб-
раическая интерпретация изоморфизма алгебр Ли
so(6,C) ∼= sl(4,C), (177)
и определение (43) в начале этой главы вполне оправдано.
2.3 Обобщенные операторы Нордена
Если задано аналитическое комплексное риманово пространство
CV 6, которое будет является базой касательного расслоения τC и
расслоения Λ, то существует тензор gαβ(zγ), который на этом про-
странстве является метрическим и аналитичен по zγ (zγ -координаты
точки базы). Обозначим через ˜˙gαβ значение этого тензора в некото-
рой точке O(zγo )
˜˙gαβ := gαβ(z
γ
o ). (178)
Поскольку тензор ˜˙gαβ имеет симметрическую матрицу, то она мо-
жет быть приведена к диагональному виду в некотором базисе с
помощью невырожденного преобразования P˙αγ
g˙αβ = P˙α
γP˙β
δ ˜˙gγδ, P˙α
γ := Pα
γ(zδo), (179)
где Pαγ(zδ) - аналитические функции координат точки. Но для тен-
зора g˙αβ будут справедливы следующие соотношения
g˙αβ = 1/4 · η˙αaa1η˙βbb1 ε˙aa1bb1, ε˙aa1bb1 = η˙αaa1η˙βbb1g˙αβ, (180)
где η˙αaa1 - связующие операторы Нордена, удовлетворяющие соот-
ношению (40). Тогда из (179) следует
gαβ(z
γ
o ) := g˙αβ(P˙
−1)γα(P˙−1)δβ = (P˙−1)γα(P˙−1)δβη˙αaa1η˙βbb1 ε˙aa1bb1.
(181)
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Определим обобщенные операторы Нордена как
ηα
aa1(zδo) := (P˙
−1)γαη˙αaa1
√
ε−1(zδo),
εabcd(z
δ
o) = ε(z
δ
o)ε˙abcd, ε1234(z
δ
o) = ε(z
δ
o).
(182)
В качестве корня можно взять любой из 2 вариантов. Вообще гово-
ря, далее нолик можно будет опустить, поскольку все выклад-
ки справедливы для произвольной точки O, и при этом функции
Pα
γ(zδ), ε(zδo) - аналитичны. Тогда из (180) будет следовать
gαβ(zδ) = 1/4 · ηαaa1(zδ)ηβbb1(zδ)εaa1bb1(zδ),
εaa1bb1(zδ) = ηα
aa1(zδ)ηβ
bb1(zδ)gαβ(zδ).
(183)
В дальнейшем мы будем пользоваться обобщенными операторами
Нордена.
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3 Связности в расслоении AC и базой CV 6
В этой главе рассматривается два подхода к введению связности
в расслоении AC. Первый описан в монографии [23], а второй следу-
ет из теории нормализации Нордена-Нейфельда. В первом пункте
как раз и рассматривается определение связности в расслоениях со-
гласно этим теориям.
Во втором пункте рассматривается нормализация многообразия
одного из двух семейств плоских образующих квадрики CQ6, вло-
женной в проективное пространство CP7. Это многообразие диф-
феоморфно многообразию точек самой квадрики. Рассматривая де-
ривационные уравнения нормализованного семейства плоских об-
разующих мы приходим к определению операторов Нордена через
операторы Нейфельда. Если в расслоении AC рассматривать в ка-
честве метрического тензора квадривектор εabcd, кососимметричный
по всем индексам, то на базе индуцируется метрический тензор GΛΨ,
что превращает многообразие плоских образующих в вещественное
риманово пространство V 12(6,6) с комплексной структурой fΛ
Ψ. Мож-
но перейти к комплексной реализации нашего многообразия с базой
CV 6. Поставив каждой 4-мерной образующей конуса 8-мерного про-
странства CR8 (т.е в проективной геометрии это как раз и будет
3-мерная образующая квадрики CQ6 ⊂ CP7) соответствующий слой
из расслоения AC с базой CV 6, получим, что риманова связность,
введенная по формулам
∇αgβγ = 0, ∇¯α′g¯β′γ′ = 0,
где (α, β, ... = 1, 2, 3, 4, 5, 6), единственным образом продолжается
до эквиаффинной связности в расслоении AC(CV 6) вида
∇αεabcd = 0, ∇¯α′ ε¯a′b′c′d′ = 0.
Существование и единственность такой связности и доказывается в
данной главе.
Далее рассматривается вещественная связность, индуцируемая
вложением V 6(p,q) ⊂ CV 6. Такая связность должна быть согласована
с инволюцией, т.е. должно быть выполнено следующее соотношение
∇αSβγ′ = 0, ∇¯α′Sβγ′ = 0.
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Затем, используя результаты первой главы, вводится либо эрмитов
поляритет, либо эрмитова инволюция в расслоении AC. При этом
указанная структура должна быть ковариантно постоянна. Из ре-
зультатов этих пунктов получается битвисторное уравнение
∇a(bXc ) = 0,
которое конформно-инвариантно и инвариантно при преобразова-
ниях нормализации. Решения этого уравнения будут рассмотрены в
следующей главе.
3.1 Связность в расслоении
Пусть задано расслоение R с базой V 2n(n,n) и слоями, изоморфны-
ми Ck. Определим оператор ковариантной производной, действую-
щий в расслоении R вдоль векторного поля X как отображение двух
гладких сечений слоя Ckx
∇Xs : x 7−→ ∇Xs(x), (184)
где s(x) - сечение. При X = ∂∂xi это даст разложение
∇ ∂
∂xi
s = ∇is (185)
(i, j, k, ... = 1, 2n). При этом оператор ∇i должен удовлетворять сле-
дующим соотношениям (которые, кстати говоря, можно положить в
его определение)
∇i(Xa + Y a) = ∇iXa +∇iY a,
∇i(fXa) = f∇iXa +Xa∇if,
∇i(XaY a) = Y a∇iXa +Xa∇iY a,
∇iX¯a′ = ∇iXa, ∇iX¯a′ = ∇iXa,
∇ik = 0,
∇i(g + h) = ∇ig +∇ih,
∇i(gh) + g∇ih+ h∇ig
(186)
(a, b, c, ..., f = 1, n). При этом k,g,h - аналитические функции, k =
const;Xa, Y a - векторы слоя Ckx, аXa, Ya - ковекторы двойственного
пространства C∗kx. Сечение s(x) может быть разложено по базису
sa(x) слоя Ckx
s = sasa (187)
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так, что коэффициенты связности определятся из следующего урав-
нения
∇isa = Γiacsc. (188)
Тогда дифференцирование можно осуществить следующим образом
∇iXa = ∂iXa + ΓicaXc, (189)
при этом повторная ковариантная производная запишется в следу-
ющем виде
∇i∇jXa = ∂i∇jXa − Γijk∇kXa + ΓicaXjc, (190)
где Γijk определяют связность в касательном расслоении.
Тензором кручения назовем тензор Tijk, удовлетворяющий соот-
ношению
2∇[ i∇j ]f = Tijk∇kf. (191)
Тензором кривизны назовем тензор Rijkl, удовлетворяющий следу-
ющему соотношению
(2∇[ i∇j ] − Tijk∇k)X i = RijklXk. (192)
Если кручение нулевое, то соответствующий оператор ∇i назовем
симметричным. Пусть ∇i - симметричный оператор, а ∇˜i - произ-
вольный. Тогда
(∇˜i −∇i)f = 0, (193)
и можно определить такой тензор Qiba, называемый тензором де-
формации, что
(∇˜i −∇i)Xa = QibaXb, (∇˜i −∇i)Xa = −QiabXb,
(∇˜i −∇i)Xa′ = Qib′a′Xb′, (∇˜i −∇i)Xa′ = −Qiab′Xb′. (194)
Если теперь R = τR(V 2n(n,n)) есть касательное расслоение, то кручение
оператора ∇˜i будет иметь вид
T˜ij
k = 2Q[ij]
k, (195)
где Qijk - тензор деформации в касательном расслоении.
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3.1.1 Нормализация (спинорная) квадрики CQ6 в CP7
Рассмотрим невырожденную квадрику CQ6, вложенную в про-
ективное пространство CP7. Она может быть описана уравнением
GABX
AXB = 0 ⇔ (X,X) = 0 (A,B, ... = 1, 8). (196)
На основании принципа тройственности Картана [3, стр. 175] много-
образие точек квадрики диффеоморфно многообразию трехмерныx
плоских образующих, составляющих 2 семейства (таким образом мы
имеем 3 изоморфных друг другу многообразия). Базисные точки
этих образующих
Xa = (Xa
A) (a, b, ..., i, j, ..., p, q, ... = 1, 4) (197)
определят уравнения
(Xa, Xb) = 0. (198)
Определим плоскую образующую ее матричной координатой Z =
(Zpa) [33]
Xa := Aa +BpZ
p
a , (Aa, Bp) := dap, B
a := dapBp, (199)
тогда из (198) следует
Zab = −Zba, Zab := dapZpa . (200)
Это означает, что Xa зависят от 6 комплексных параметров. Как из-
вестно [11], нормализация многообразия плоских образующих квад-
рики определяется заданием такого вещественного дифференциаль-
ного соответствия между ее плоскими образующими максимальной
размерности
f : CP3(Xa)→ CP3(Yp), (201)
что образующей CP3(Xa) соответствует плоскость CP3(Yp), не пе-
ресекающая первую. Для 6-мерной квадрики эти плоские образу-
ющие необходимо принадлежат одному семейству. Мы будем тре-
бовать, чтобы нормализация была гармонической [22, стр. 209] . В
локальных координатах нормализация определяется параметриче-
скими уравнениями
Xa = Xa(u
Λ), Ya = Ya(u
Λ) (Λ,Ψ, ... = 1, 12). (202)
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При этом выполнены соотношения
(Xa, Xb) = 0, (Yp, Yq) = 0, (Xa, Yp) = cap. (203)
Ввиду невырожденности cap мы можем определить
Y a := capYp, c
apcpb = δ
a
b , (Xa, Y
b) = δab . (204)
3.1.2 Операторы Нейфельда
Деривационные уравнения нормализованного семейства плоских
образующих имеют вид [11]{ ∇ΛXa = Y bMΛab,
∇˜ΛY b = XaNΛab. (205)
Далее, из (203) вытекает
MΛ(ab) = 0, NΛ
(ab) = 0, ΓΛa
c = Γ˜Λa
c, (206)
где ΓΛac - коэффициенты конформно-псевдоевклидовой связности
в комплексном векторном расслоении, база которого есть многооб-
разие плоских образующих. Отметим, что комплексное векторное
расслоение метризуемо в том смысле, что в нем можно задать поле
метрического 4-вектора εabcd, и поскольку нормализация гармони-
ческая, то определенная выше связность - эквиаффинна, а 4-вектор
εabcd ковариантно постоянен. Это позволяет использовать его для
переброски индексов. Операторы MΛab есть связующие операторы,
которые каждому бивектору слоя ставят в соответствие веществен-
ный вектор касательного расслоения
V ab := MΛ
abV Λ. (207)
Это соответствие будет взаимнооднозначно. Отсюда следует, что
можно определить{
MΛabMΛcd = δ
ab
cd,
M¯Λa
′b′MΛcd = 0,
det
∥∥∥∥ MΛabM¯Λa′b′
∥∥∥∥ 6= 0. (208)
Тогда оператор
4Λ Ψ = 1
2
(δΛ
Ψ + ifΛ
Ψ) =
1
2
MΛabM
Ψab (209)
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есть единичный аффинор Нордена [17] такой, что
fΛ
ΨMΛcd = −iMΨcd, (210)
где fΛΨ есть оператор комплексной структуры
f 2 = −E. (211)
Определим согласно работе [10] операторы mαΛ таким образом, что{
mα
ΛmβΛ = δα
β,
mα
Λm¯β
′
Λ = 0,
det
∥∥∥∥ mαΛm¯α′Λ
∥∥∥∥ 6= 0, (212)
и тогда
4Λ Ψ = 1
2
(δΛ
Ψ + ifΛ
Ψ) = mαΛmα
Ψ (α, β, ... = 1, 6) (213)
есть все тот же единичный аффинор Нордена [17]. При этом
fΛ
Ψmα
Λ = −imαΨ. (214)
Это означает, что верно следующее разложение
mα
Λ =
1
2
ηα
abMΛab. (215)
для некоторых ηαab = −ηαba. Для произвольного тензора AΛΨ будет
иметь место следующее разложение{
aαβ = mα
Λmβ
ΨAΛΨ,
aα′β = m¯α′
Λmβ
ΨAΛΨ,
{
aabcd = M
Λ
abM
Ψ
cdAΛΨ,
aa′b′cd = M¯
Λ
a′b′M
Ψ
cdAΛΨ.
(216)
При этом метрическому 4-вектору будет соответствовать метриче-
ский тензор GΛΨ так, что{
gαβ = mα
Λmβ
ΨGΛΨ,
gα′β = 0,
{
εabcd = M
Λ
abM
Ψ
cdGΛΨ,
εa′b′cd = 0.
(217)
Обратные соотношения имеют вид
GΛΨ =
1
4
(MΛ
abMΨ
cdεabcd + M¯Λ
a′b′M¯Ψ
c′d′ ε¯a′b′c′d′),
ηαab = m
α
ΛM
Λ
ab, η¯
α′
a′b′ = m¯
α′
ΛM¯
Λ
a′b′, (218)
ηα
′
ab = m¯
α′
ΛM
Λ
ab ≡ 0, η¯αa′b′ = mαΛM¯Λa′b′ ≡ 0.
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Последняя пара уравнений появляется ввиду аналитичности MΛab.
Отсюда с учетом (208),(212),(215) будет следовать
ηαabηα
cd = MΛabMΛ
cd = δcdab,
1
4ηα
abηβcdδ
cd
ab = δα
β. (219)
Таким образом многообразие плоских образующих квадрики CQ6
снабжено метрическим тензоромGΛΨ и поэтому диффеоморфно псев-
дориманову вещественному пространству V 12(6,6) с комплексной струк-
турой fΛΨ.
3.1.3 Вещественная и комплексная реализации связности
Перейдем к построению более общей связности. Назовем две
связности эквивалентными, если они определяют один и тот же па-
раллельный перенос вдоль любой кривой базы. Вещественная и ком-
плексная реализации даны согласно [7, с. 169-178].
Теорема 1. Пусть V 2n(n,n) - вещественное псевдориманово простран-
ство с комплексной структурой, а CV n - комплексное аналитиче-
ское риманово пространство: комплексная реализация V 2n(n,n). Тогда
следующие два определения эквивалентны (определяют одну и ту
же связность)
1. В касательном расслоении τR(V 2n(n,n)) существует риманова связ-
ность без кручения такая, что тензор mαΛ ковариантно по-
стоянен
∇ΛGΘΨ = 0, (220)
∇ΛmαΨ = 0, ∇Λm¯α′Ψ = 0. (221)
2. В касательном расслоении τC(CV n) существует риманова связ-
ность без кручения такая, что тензор mαΨ ковариантно по-
стоянен { ∇αgβγ = 0,
∇¯α′gβγ = 0,
{ ∇αg¯β′γ′ = 0,
∇¯α′g¯β′γ′ = 0, (222){ ∇βmαΨ = 0,
∇¯β′mαΨ = 0 (223)
и сделано определение
∇α := mαΛ∇Λ, ∇α′ := m¯α′Λ∇Λ. (224)
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Доказательство.
Во-первых. Пусть связность 1). существует, тогда домножим (221)
на mβΛ, то с учетом определения (223) получим
∇ΛmαΨ = 0,
0 = mβ
Λ∇ΛmαΨ = ∇βmαΨ,
0 = m¯β′
Λ∇ΛmαΨ = ∇β′mαΨ.
(225)
Обратно. Пусть выполнено (223), тогда c учетом определений (212)
и (213)
∇α := mαΛ∇Λ,
mαΨ∇α = 4ΨΛ∇Λ ⇔ m¯α′Ψ∇¯α′ = 4¯ΨΛ∇Λ.
(226)
Сложим два последних уравнения и получим
∇Λ = (4ΨΛ + 4¯ΨΛ)∇Λ = mαΛ∇α + m¯α′Λ∇¯α′. (227)
Тогда из условий (223) следует
∇ΛmβΨ = mαΛ∇αmβΨ + m¯α′Λ∇¯α′mβΨ = 0. (228)
Во-вторых. Поскольку из (221) или из (223) следует ковариант-
ное постоянство оператора комплексной структуры из-за выполне-
ния (214), то согласно [4, т. 2, с. 135-139] из этого вытекает суще-
ствование аффинной связности в касательном расслоении τC(CVn).
Рассматривая риманову связность без кручения получим, что если
известна связность вида 1)., то можно определить символы связно-
сти вида 2)., расписав условие (221)
ΓΛα
β := ΓΛΘ
Ψmα
ΘmβΨ +m
β
Ψ∂Λmα
Ψ,
Γ¯Λα′
β′ := ΓΛΘ
Ψm¯α′
Θm¯β
′
Ψ + m¯
β′
Ψ∂Λm¯α′
Ψ.
(229)
А если известна связность вида 2)., то можно определить символы
связности вида 1)., расписав условие (223)
Γβ Θ
Ψ := Γβ α
γmαΘmγ
Ψ + Γ¯β α′
γ′m¯α
′
Θm¯γ′
Ψ −mαΘ∂β mαΨ − m¯α′Θ∂β m¯α′Ψ,
Γβ′Θ
Ψ := Γβ′α
γmαΘmγ
Ψ + Γ¯β′α′
γ′m¯α
′
Θm¯γ′
Ψ −mαΘ∂β′mαΨ − m¯α′Θ∂β′m¯α′Ψ.
(230)
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При этом выполнено
ΓΛΘ
Ψ := ΓβΘ
ΨmβΛ + Γβ′Θ
Ψm¯β
′
Λ, ΓβΘ
Ψ = ΓΛΘ
Ψmβ
Λ, Γβ′Θ
Ψ = ΓΛΘ
Ψm¯β′
Λ,
∂β = mβ
Ψ∂Ψ, ∂¯β′ = m¯β′
Ψ∂Ψ, ∂Λ = m
β
Λ∂β + m¯
β′
Λ∂¯β′.
(231)
В-третьих. Из (212) и (213) следует
gαβ = GΨΛmα
Ψmβ
Λ,
GΘΥ4Λ Θ4Ψ Υ = mαΛmβΨgαβ,
1
2(GΛΨ + iGΘ(ΛfΨ)
Θ) = mαΛm
β
Ψgαβ,
1
2(GΛΨ − iGΘ(ΛfΨ)Θ) = m¯α
′
Λm¯
β′
Ψg¯α′β′,
GΛΨ = m
α
Λm
β
Ψgαβ + m¯
α′
Λm¯
β′
Ψgα′β′.
(232)
Поэтому из условий (222) следуют условия (220). Обратно, при вы-
полнении (220) имеем
mα
Λmβ
Ψmγ
Θ∇ΛGΨΘ = 0 ⇔ ∇αgβγ = 0,
m¯α′
ΛmΨβmγ
Θ∇ΛGΨΘ = 0 ⇔ ∇α′gβγ = 0. (233)
В-четвертых. Поскольку риманова связность без кручения усло-
вия 1). единственна, то и единственна связность условия 2).
Теорема 2. Пусть в качестве базы расслоения задано веществен-
ное псевдориманово пространство V 12(6,6). Тогда две связности без
кручения, заданные в расслоениях τR(V 12(6,6)) и A
C эквивалентны:
1. Риманова связность, заданная в расслоении τR(V 12(6,6)) условием
∇ΛGΨΘ = 0. (234)
2. Риманова связность, заданная в расслоении AC условиями
∇Λεabcd = 0, ∇Λε¯a′b′c′d′ = 0. (235)
При этом коэффициенты связности 2). однозначно определят-
ся из условия
∇ΛMΨab = 0, ∇ΛM¯Ψa′b′ = 0. (236)
Доказательство. Риманова связность без кручения, заданная усло-
вием (234) в касательном расслоении всегда существует и единствен-
на. Распишем первое условие (236)
∇ΛMΨaa1 = ∂ΛMΨaa1 − ΓΛΨΘMΘaa1 + ΓΛcaMΨca1 + ΓΛca1MΨac = 0.
(237)
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Домножим это уравнение на MΨac1
ΓΛc1
a1 = −1
2
(MΨac1∂ΛMΨ
aa1−ΓΛΨΘMΘaa1MΨac1 +ΓΛaaδc1a1). (238)
Кроме того, из условий (235) и (208) следует
1
24MΨ
abMΨcd∂Λ(M
Θ
abMΘcd) =
1
24ε
abcd∂Λεabcd =
= 124ε
abcd(∇Λεabcd + 4ΓΛ[akε|k|bcd ]) = 16εabcdΓΛakεkbcd = ΓΛkk
(239)
Исходя из этого, можно положить уравнение (238) в определение
символов связности 2).
Пусть в расслоении AC существует еще один оператор симмет-
ричной ковариантной производной ∇˜Λ такой, что
∇˜Λεabcd = 0 ⇒ (∇˜Λ −∇Λ)εabcd = 0 ⇔ QΛkk = 0, (240)
где тензор QΛab - тензор деформации, определенный в расслоении
AC. Пусть тензор QΛΨΘ - тензор деформации в касательном расслое-
нии τR(V 12(6,6)). Рассмотрим действие таких операторов на бивекторах
Rab = MΨ
abrΨ
(∇˜Λ −∇Λ)Rab = (QΛkaδtb −QΛkbδta)Rkt =
= MΨ
ab(∇˜Λ −∇Λ)rΨ = MΨabQΛΘΨrΘ,
(∇˜Λ −∇Λ)Rab = −MΘabQΛΘΨrΨ.
(241)
Отсюда следует цепочка тождеств
MΨ
abQΛΘ
ΨrΘ = 2QΛ[k
aδt ]
bRkt,
MΨ
abQΛΘ
ΨrΘ = 2QΛ[k
aδt ]
bMΘ
ktrΘ,
MΨ
abQΛΘ
Ψ = MΘ
kt2QΛ[k
aδt ]
b = 2MΘ
k[bQΛk
a ],
QΛΘΨ = MΘ
kbMΨabQΛk
a + M¯Θ
k′b′M¯Ψa′b′Q¯Λk′
a′ =
= −MΨkbMΘabQΛka − M¯Ψk′b′M¯Θa′b′Q¯Λk′a′.
(242)
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Откуда получаем
QΛΘΨ = −QΛΨΘ. (243)
В отсутствии кручения имеем
QΛΘΨ = QΘΛΨ, (244)
поэтому
QΛΘΨ = 0, (245)
и это означает единственность связности 2).
Следствие 1. Пусть в качестве базы расслоения задано комплекс-
ное аналитическое риманово пространство CV 6. Тогда две связно-
сти без кручения, заданные в расслоениях τC(CV 6) и AC эквива-
лентны:
1. Риманова аналитическая связность, заданная в расслоении
τC(CV 6) условиями
∇αgβγ = 0, ∇¯α′gβ′γ′ = 0. (246)
2. Риманова аналитическая связность, заданная в расслоении AC
условиями
∇αεabcd = 0, ∇¯α′ ε¯a′b′c′d′ = 0. (247)
При этом коэффициенты связности 2). однозначно определят-
ся из условия
∇αηβab = 0, ∇¯α′η¯β′a′b′ = 0. (248)
Доказательство. Доказательство следует из теорем 1,2, аналитич-
ности (218) и уравнения (214). В частности, аналитичность ηβab озна-
чает ∂α′ηβab ≡ 0, а из уравнения (214) следует Γα′βγ ≡ 0
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3.1.4 Инволюция в CP7
Пусть теперь в CP7 нам задана инволюция в смысле [10]
S¯A′
BSB
D′ = δA′
D′, (249)
тогда условие действительности точки XA примет вид
SA
B′X¯A = XB
′
. (250)
Потребуем, чтобы эта инволюция определяла вложение действитель-
ной квадрики в комплексную, что равносильно тому, что определя-
ющий ее тензор также будет самосопряжен относительно этой инво-
люции. Тогда плоские образующие максимальной размерности ве-
щественной квадрики должны удовлетворять условиям
1). S¯A′
BX¯A
′
a′ sa
a′ = XBa , 2). S¯A′
BX¯A
′
a′ s
aa′ = XaB. (251)
Здесь тензоры saa
′ и saa′ определяют в комплексном расслоении соот-
ветственно эрмитову инволюцию и эрмитов поляритет соответствен-
но. Эти два случая возникают из-за того, что у нас в расслоении со
слоями, изоморфными C4, нет тензора, с помощью которого можно
поднимать и опускать одиночные индексы. Первый случай означает,
что сама образующая и сопряженная ей принадлежат одному семей-
ству; во-втором же случае указанные образующие представляют два
различных семейства. На основании результатов второй главы этим
исчерпываются все возможные случаи вещественного вложения. Из
(120), (249) - (251) следует
1). sa
a′ s¯a′
b = ±δab, 2). saa′ s¯a′b = ±δab. (252)
Далее, будем рассматривать только случай 2). как наиболее инте-
ресный с точки зрения физики [23, т. 2, с. 86]. Случай 1). рассмат-
ривается аналогично, и его мы опустим. Тогда
X¯b
′
= s¯b
′aXa. (253)
Поэтому мы можем написать эквивалентные (203), (204) выражения
(Xa, X¯
b′) = 0, (Yp, Y¯
q′) = 0, (Xa, Y¯b′) = sab′. (254)
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Положим { ∇ΛX¯a′ = Y¯b′M˜Λa′b′,
∇ΛY¯b′ = X¯a′N˜Λa′b′, (255)
тогда из (254) будут следовать тождества
M˜Λa′b′ = −1
2
sca′sdb′ε
cdabMΛab, ∇Λsab′ = 0. (256)
Поэтому равенством
SΛ
Θ =
1
2
(MΛabM¯
Θ
c′d′ s¯
c′as¯d
′b + M¯Λa′b′M
Θ
cds
ca′sdb
′
) (257)
мы определим вещественную инволюцию вида
SΛ
ΘSΘ
Ψ = δΛ
Ψ, M¯Λa′b′ = −SΛΨM˜Ψa′b′, SΛΘfΘΛ = −fΛΘSΘΛ.
(258)
Кроме того можно определить еще одну инволюцию (согласно [10]){
Sα
β = 0,
Sα
β′ = mα
Λm¯β
′
ΨSΛ
Ψ,
Sα
β′S¯β′
γ = δα
γ. (259)
3.1.5 Риманова связность, согласованная с инволюцией
Следствие 2. Пусть в качестве базы расслоения задано комплекс-
ное аналитическое риманово пространство CV 6. Тогда две веще-
ственные связности без кручения, заданные в расслоениях τC(CV 6)
и AC(S) эквивалентны
1. Риманова вещественная связность, заданная в расслоении τC(CV 6)
условиями
∇αgβγ = 0, ∇αSγβ′ = 0 (260)
(такую риманову связность назовем согласованной с инволю-
цией).
2. Риманова вещественная связность, заданная в расслоении AC(S)
условиями
∇αεabcd = 0, ∇αsaba′b′ = 0. (261)
При этом коэффициенты связности 2). однозначно определят-
ся из условия
∇αηβab = 0. (262)
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Доказательство. В условиях следствия 1 рассмотрим связность 1).,
заданную условиями (248), тогда из условий вещественности следует
Sβ
γ′∂¯γ′ = ∂β, (263)
поэтому из ковариантного постоянства тензора инволюции получим
∇γ = Sγβ′∇β′, (264)
что определит вещественную связность. Если положить
saba′b′ := η
α
abη¯β′a′b′Sα
β′, (265)
то из (262) и (260) вытекает
∇αsaba′b′ = 0. (266)
Следствие 3. Пусть в качестве базы расслоения задано веществен-
ное риманово пространство V 6(2,4). Тогда две вещественные связно-
сти без кручения, заданные в расслоениях τR(V 6(2,4)) и A
C(S) экви-
валентны
1. Риманова вещественная связность, заданная в расслоении τR(V 6(2,4))
условиями
∇igjk = 0. (267)
2. Риманова вещественная связность, заданная в расслоении AC(S)
условиями
∇iεabcd = 0, ∇isab′ = 0. (268)
При этом коэффициенты связности 2). однозначно определят-
ся из условия
∇iηjab = 0. (269)
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Доказательство. Это следствие вытекает из предыдущего следствия
2 при условии ковариантного постоянства оператора вложения Hiα,
что определит соответствующие коэффициенты связности. Нам оста-
нется только доказать ковариантное постоянство тензора эрмитово-
го поляритета. Поскольку
∇αsabc′d′ = ∇αs[a|c′|sb ]d′ = 0, (270)
развертывая его по правилу Лейбница и свертывая с sac′, получим
∇αsbd′ = −1/2sbd′sac′∇αsac′. (271)
После свертки с sbd′ этого уравнения окончательно имеем
sac
′∇αsac′ = 0, ∇αsac′ = 0. (272)
3.1.6 Битвисторное уравнение
Из выполнения (205),(208),(215), полагая
∇ab := ηαab∇α, (273)
получим
∇αXa = Y bηαab ⇔ ∇cdXa = Y bεcdab (274)
так, что будут выполнены уравнения
∇c(dXa ) = 0, ∇c(dXa ) = 0, (275)
последнее из которых мы назовем битвисторным уравнением. С по-
мощью этого уравнения можно исследовать конформную структуру
пространств вида CR6. Следует отметить, что битвисторное уравне-
ние не меняется при конформных преобразованиях метрики и инва-
риантно при преобразованиях нормализации в смысле [11], [13].
Доказательство. Действительно, положим, что конформное преоб-
разование метрики имеет вид
gαβ 7−→ gˆαβ = Ω2gαβ. (276)
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Тогда из формулы
∇ˆαεˆabcd = ∇αεabcd = 0 (277)
следует
0 = ∇ˆα(Ω2εabcd) = εabcd(2Ω∇αΩ− Ω2Θαkk) = 0. (278)
Положим
Bα :=
1
2
Θαk
k. (279)
Поскольку ∇α и ∇ˆα симметричны, то выполнено
Qαβγ = Qβαγ (280)
в касательном расслоении τC(CV 6). Тогда в расслоении AC выпол-
нено
Θcc1a
b = Bcaδc1
b −Bc1aδcb, Bab = −Bba. (281)
Откуда
Bα =
1
2
ηα
abBab = Ω
−1∇αΩ. (282)
Положим
Xˆc = Xc. (283)
Тогда с учетом
∇ˆabXc = ∇abXc + 2B[a|k|δb]cXk (284)
получим
∇ˆa(bXˆc ) = Ω−2∇a(bXc ). (285)
Это значит, что битвисторное уравнение конформно-инвариантно.
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4 Теоремы о тензоре кривизны. Каноническая фор-
ма бивекторов 6-мерных (псевдо-) евклидовых
пространств R6(p,q) с метрикой четного индекса q
Так как введенная в касательном расслоении к CV6 связность
удовлетворяет условию
∇αgγδ = 0, ∇¯α′g¯γ′δ′ = 0,
а связность в расслоении AC определяется из уравнений
∇αηβab = 0, ∇¯α′η¯β′a′b′ = 0,
то можно выбрать некоторый неголономный специальный базис та-
кой, что метрика gγδ будет иметь в нем диагональный вид с+1
на главной диагонали, а обобщенные операторы Нордена будут иметь
постоянные существенные координаты наподобие формул (159) -
(161). Из этого следует, что операторы Aαβab в этом базисе тоже
имеют в качестве координат константы. Тогда тензор кривизны с
помощью операторов Aαβab можно представить в следующем виде
Rαβγδ = Aαβa
bAγδc
dRb
a
d
c.
При этом, зная структуру тензора Rbadc, можно восстановить струк-
туру тензора кривизны. Но исследование структуры тензора Rbadc
облегчается тем, что он почти не содержит несущественных компо-
нент. В 4-мерном случае подобные Rbadc тензоры, названные спи-
норами кривизны [23], сильно упрощают классификацию тензора
кривизны 4-мерного пространства, впервые осуществленную Пет-
ровым прямыми тензорными методами. Поэтому следует ожидать,
что легче классифицировать будет тензор Rbadc нежели занимать-
ся классификацией тензора Rαβγδ 6-мерного пространства. Первая
часть этой главы и посвящена связи таких тензоров.
В третьем пункте рассматривается вопрос о каноническом виде
кососимметричной билинейной форме для метрики четного индекса
q в пространстве R6(p,q). Указанная форма в некотором базисе имеет
вид
1
2
RαβX
αY β = R16X
[ 1Y 6 ] +R23X
[ 2Y 3 ] +R45X
[ 4Y 5 ].
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Кроме того, устанавливается такой факт, как соответствие вектора
из слоя расслоения AC с базой CV6 и изотропного простого бивек-
тора, принадлежащего изотропному конусу K6 слоя касательного
расслоения над одной и той же точкой x. Это соответствие с точ-
ностью до множителя reiΘ ∈ C определит указанный вектор слоя.
На основании этого соответствия мы можем говорить о геометриче-
ской интерпретации изотропного (в смысле saa′XaXa
′
= 0) твистора
из C4 в пространстве R6(2,4). Для ее осуществления нам необходимо
научиться сравнивать изотропные векторы, принадлежащие конусу
K6. Поэтому с помощью стереографической проекции мы инвари-
антным (координатно-независимым) образом определяем некоторый
касательный к K6 вектор, приложенный к точке P. Его норма, взя-
тая со знаком ”-”, сопоставляется изотропному вектору K с началом
в вершине конуса, а концом в точке P и называется протяженно-
стью вектора K. Тогда можно выбрать вектор k единичной протя-
женности и все изотропные вектора сравнивать с этим вектором.
При этом неоднозначность соответствия устраняется так: r - есть
протяженность любого изотропного вектора, определенного указан-
ным изотропным простым бивектором, принадлежащим конусу K6
(флагшток), а Θ есть угол поворота 3-полуплоскости П (полотни-
ще флага), натянутой на бивектор и некоторый вектор, ортогональ-
ный плоскости П1, определяемой бивектором, вокруг этой плоскости
П1. Полученная интерпретация аналогична соответствию спиноров
и изотропных векторов пространства Минковского, рассмотренного
в монографии [23].
4.1 Теорема о битензорах 6-мерных пространств
Прежде чем перейти к свойствам тензора кривизны простран-
ства CV 6, рассмотрим следующую теорему.
Теорема 1. Классификацию битензора, обладающего свойствами
Rαβγδ = R[αβ][γδ] , Rαβγδ = Rγδαβ, Rαβγδ+Rαδβγ+Rαγδβ = 0 (286)
и принадлежащего касательному расслоению τC(CV 6) над шести-
мерным аналитическим римановым пространством CV 6, можно
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свести к классификации тензора Rabcd 4-мерного комплексного век-
торного пространства C4 такого, что
Rαβγδ = Aαβd
cAγδr
sRc
d
s
r. (287)
Кроме того, выполнены следующие соотношения
Rk
k
s
r = Rs
r
k
k = 0, Rc
d
s
r = Rs
r
c
d. (288)
Разложение
Rc
d
s
r = Cc
d
s
r − Pcsdr − 1
40
·R(3δsdδcr − 2δsrδcd) (289)
соответствует разложению тензора Rαβγδ
Rαβ
γδ = Cαβ
γδ +R[α
[γ gβ]
δ] − 1/10Rg[α [γ gβ] δ] (290)
на неприводимые ортогональными преобразованиями компоненты,
которые будут удовлетворять следующим соотношениям
Pcs
rd = −4(R[c [r s] d] +Rk[r [c |k|δs] d]), (291)
Cc
d
s
r = R(c
(d
s)
r) +
1
40
·Rδ(s dδc)r, Ccdsr = C(c (d s) r), (292)
R = Rβ
β = −2 ·Rkrrk, Pkckd = 1/2 ·Rδcd, (293)
Rl
d
s
l = −1
8
·Rδsd, (294)
последнее из которых является эквивалентом тождества Бианки
(286).
Доказательство. На основании (41) верно следующее равенство
Rαβγδ = 1/16 · ηαaa1ηβbb1ηγcc1ηδdd1Raa1bb1cc1dd1. (295)
Положим
Rc
d
s
r :=
1
4
Rck
dk
st
rt, Rβγ =
1
4
· ηβcsηγrd · Pcsrd. (296)
Из этого с учетом (43) вытекает формула (287)
Rαβγδ = Aαβd
cAγδr
sRc
d
s
r. (297)
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Отсюда следует, что
Rβδ = Rαβ
α
δ = Aαβd
cAαδr
sRc
d
s
r = (ηβ
csηδrd + ηβ
ckηδkrδd
s)Rc
d
s
r =
= 14ηβ
csηδrd · 4(R[c[ds ]r ] −R[ck|k|[rδs ]d ]).
(298)
Положим
Pcs
rd := −4(R[c[rs ]d ] −R[ck|k|[rδs ]d ]), (299)
тогда
Rβδ =
1
4
ηβ
csηδrdPcs
rd, (300)
чем и доказана формула (291). Поскольку скалярная кривизна имеет
вид
R = Rβ
β = 14ηβ
cc1ηβaa1Pcc1
aa1 = 14εaa1
cc1Pcc1
aa1 = 12Paa1
aa1 = −2Rkrrk
(301)
и, кроме того, выполнено
Pks
kd = −4(R[k[ks ]r ] +R[rk|k|[rδs ]d ]) =
= −4(−12Rkdsk + 14(Rkrrkδsd + 4Rkdsk − 2Rkdsk)) = −Rkrrkδsd = 12Rδsd,
(302)
то формулы (293) действительно будут верны.
Тождества Бианки (286) можно переписать следующим образом
(Aαβd
cAγδr
s + Aαγd
cAδβr
s + Aαδd
cAβγr
s) ·Rcdsr = 0. (303)
Свернув это уравнение с AαβtlAγδmn, получим, принимая во внима-
ние (47),
4Rk
l
m
kδt
n + 4Rr
n
t
rδm
l − 2Rkltkδmn − 2Rknmkδtl−
− 2Rkrrkδtnδml +Rrkkrδmnδtl = 0. (304)
Свертка этого уравнения c δnt и приведет нас к формуле (294). При
этом все 15 существенных уравнений сохранены. (Все выкладки вы-
полнены в приложении - формулы (496) - (498)).
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Положим
Cαβ
γδ := Aαβd
cAγδr
sCc
d
s
r,
Cαβ
γδ := Rαβ
γδ −R[α [γ gβ] δ] + 1/10Rg[α [γ gβ] δ]. (305)
Из (43), (291), (293) следует
R[α
[γ gβ]
δ] = Aαβd
cAγδr
s · 1
4
(Psc
dr − 1/2Rδsdδcr + 1
4
Rδs
rδc
d),
g[α
[γ gβ]
δ] = Aαβd
cAγδr
s · 1
4
(1/2δs
rδc
d − 2δsdδcr), (306)
откуда получим разложения (289), (292). (Выкладки находятся в
приложении - формулы (499) - (504)).
4.1.1 Следствия теоремы
Следствие 1. 1. Условия простоты бивектора 6-мерного простран-
ства CR6 записываются в следующем виде
p[αβ pγδ ] = 0. (307)
Координатам такого бивектора можно сопоставить бессле-
довую комплексную матрицу 4 × 4 с нулевым следом такую,
что выполнено следующее условие
pl
dps
l − 1/4(plkpkl)δsd = 0. (308)
2. Простому (выполнен пункт 1). этого следствия) изотроп-
ному (pαβpαβ = 0) бивектору пространства CR6 можно со-
поставить вырожденную нуль-пару Розенфельда: ковектор и
вектор пространства C4, свертка которых есть нуль. При
этом указанные вектор и ковектор определятся с точностью
до комплексного множителя.
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Доказательство. 1). Бивектор прост тогда и только тогда, когда
имеет место разложение
pαβ = XαY β − Y αXβ. (309)
Поэтому, если выполнено (309), то будет верна формула (307).
Обратно, если выполнены условия (307), то их можно расписать
следующим образом
pαβpγδ − pαγpβδ + pβγpαδ = 0. (310)
Свернем это уравнение с такими ненулевыми ковекторами Tδ и Zγ,
что pγδZγTδ 6= 0
pαβ =
1
pλµZλTµ
(pαγZγp
βδTδ − pβγZγpαδTδ). (311)
Положим
Xα :=
1
pλµZλTµ
pαγZγ, Y
β :=
1
pλµZλTµ
pβδTδ, (312)
откуда и будут следовать условия (309). Поскольку тензор Rαβγδ =
pαβpγδ удовлетворяет условиям теоремы 1, то формула (308) есть
прямое следствие тождеств Бианки (294).
2). В условиях первого пункта добавится условие изотропности
pαβpαβ = 0, (313)
которое ввиду формул (47) примет вид
Aαβa
bAαβc
dpb
apd
c = 0,
pb
apa
b = 0.
(314)
Отсюда следует, что существуют такие ненулевые Xa и Yb, что
pa
b = XaYb, X
aYa = 0. (315)
Эту формулу можно рассматривать и как следствие леммы 1 второй
главы (для этого достаточно рассмотреть бивектор pαβ = r1[αr2β ],
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где r1α и r2α те же, что и в условии леммы). При этом Xa и Yb
определены с точностью до преобразования
Xa 7−→ eφXa, Yb 7−→ e−φYb. (316)
Отметим, что пара (Xa, Yb) будет является нуль-парой Розен-
фельда. В пространстве CP4 =′ C4/′C (где ′Cs = Cs/0) Xa опре-
делит точку, а Yb - плоскость с условием инцидентности
XaYa = 0. (317)
Поэтому можно определить пространствоCП4 =′ C∗4/′C, двойствен-
ное пространству CP4. Тогда пространство CP4 × CП4 будет про-
странством нуль-пар Розенфельда. Следует отметить, что такие про-
странства изучались впервые Синцовым [34] и Котельниковым [6].
Следствие 2. В случае действительности битензора из теоремы
1 на соответствующий тензор накладывается условие
Rab′cd′ = R¯b′ad′c (318)
для метрики четного индекса и
Ra
b′
c
d′ = R¯a
b′
c
d′ (319)
для метрики нечетного индекса.
Доказательство. Оно основано на свойствах тензора вложения s.......
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4.2 Основные свойства и тождества тензора кривизны
В качестве примера рассмотрим основные свойства тензора кри-
визны риманова пространства CV 6. Поскольку в некотором неголо-
номном базисе операторы Aαβab являются константами, то все свой-
ства тензора кривизны мы можем получить, рассматривая тензор
Ra
b
c
d. Тензор кривизны пространства CV6 в некоторой окрестности
U удовлетворяет соотношениям теоремы 1. Положим
2a
d := 12(∇ak∇dk −∇dk∇ak),
2αβ := 2∇[α∇β ].
(320)
Ввиду ковариантного постоянства обобщенных операторов Нордена
будем иметь
∇[α∇β ] = 14η[αaa1ηβ ]bb1∇aa1∇bb1 =
= 14ηα
aa1ηβ
bb1 · 32(∇a[a1∇bb1 ] −∇[bb1∇a ]a1) =
= 14ηα
aa1ηβ
bb1 · 32(δ[a1kδbnδb1 ]n1∇ak∇nn1 − δ[bnδb1n1δa ]k∇nn1∇ka1) =
= 14ηα
aa1ηβ
bb1 · 14(εa1bb1dεknn1d∇ak∇nn1 − εbb1adεnn1kd∇nn1∇ka1) =
= 14ηα
aa1ηβ
bb1 · 14(εa1bb1dεkdnn1∇ak∇nn1 + 2εbb1a1d∇kd∇ka) =
= 14ηα
aa1ηβ
bb1 · 14εa1bb1d(2δ[nkδn1 ]d∇ak∇nn1 + 2∇kd∇ka) =
= 14ηα
aa1ηβa1d(∇an∇nd +∇kd∇ka) = Aαβda · 14(∇ak∇dk −∇dk∇ak).
(321)
Поэтому
2αβ = Aαβd
a2a
d. (322)
Сформулируем несколько основных утверждений, касающихся опе-
ратора 2ad:
1. Из тождества Риччи
2αβk
γδ = Rαβλ
γkλδ +Rαβλ
δkγλ, 2αβr
γ = Rαβλ
γrλ (323)
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будут следовать тождества (kαβ = −kβα)
2a
bkd
c = Ra
b
m
ckd
m−Rabdnknc, 2abrcc1 = Rabmcrmc1+Rabmc1rcm.
(324)
А уже из них окончательно получим
2a
bXc = Ra
b
m
cXm, 2a
bXc = −RabcmXm (325)
(доказательство в приложении: (507) - (521)).
2. Дифференциальные тождества Бианки
∇[αRβγ ]δλ = 0 (326)
примут вид
∇[cmRt ]krs = δ[mk∇c|n|Rt ]nrs (327)
(Доказательство в приложении: (522) - (529)).
3. Свернем (327) с δkc и получим
∇c(mRt )crs = 0, (328)
а свертка последнего с δsm даст
∇cmRtcrm = 1/8∇rtR, (329)
что эквивалентно известному уравнению
∇α(Rαβ − 1/2Rgαβ) = 0. (330)
4.3 Каноническая форма бивекторов 6-мерных (псевдо-)
евклидовых пространств R6(p,q) с метрикой четного ин-
декса q
Теорема 2. (О канонической форме бивектора).
Для пространства R6(p,q) с метрикой четного индекса q=0,6 невы-
рожденная кососимметрическая билинейная форма может быть
приведена в некотором базисе к каноническому виду
1
2
RαβX
αY β = R16X
[ 1Y 6 ] +R23X
[ 2Y 3 ] +R45X
[ 4Y 5 ]. (331)
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Доказательство. Поскольку в случае пространства R6(p,q) с метри-
кой четного индекса q верно
Rαβ = Aαβa
bRb
a, Rb
a = −R¯ab, Raa = 0, (332)
что означает эрмитову симметрию iRba в случае q=0,6. Ввиду это-
го матрица тензора Rba приводится к диагональному виду с по-
мощью преобразований из некоторой группы, изоморфной SU(4).
Этим преобразованиям соответствуют преобразования из ортого-
нальной группы SOe(6,R). Отсюда следует, что матрица тензора
Rb
a в специальном базисе имеет вид
Rb
a =

λ1 0 0 0
0 λ2 0 0
0 0 λ3 0
0 0 0 λ4
 ,
q = 0, 6, λ1, λ2, λ3, λ4 ∈ iR, λ1 + λ2 + λ3 + λ4 = 0.
(333)
При этом выполнены 2 равенства
R˜b
a = Sb
cRc
dS¯ad, Sa
bS¯cb = δa
c. (334)
Доказательство. Будем рассматривать преобразованияKαβ из связ-
ной компоненты SOe(6,R) и его соответствующее спинорное пред-
ставление из группы SU(4) вида Sab
Kα
βKγ
δRβδ = −AβδabK[αakKβ ]bkAβδcdRdc =
= −12(12δabδcd − 2δadδcb)K[αakKβ ]bkRdc =
= K[α
akKβ ]bkRa
b = 12Aαβc
dKdr
akKcrbkRa
b =
= 18Kdr
akKmn
slεslbkε
mncrRa
bAαβc
d = R˜αβ = Aαβc
dR˜d
c.
(335)
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Умножим обе части (335) на Aαβpt и получим
1
8Kpr
akKmn
slεslbkε
mntrRa
b = R˜p
t,
1
2S[p
aSr ]
kS[m
sSn ]
lεslbkε
mntrRa
b = 12S[p
a(Sr ]
kSm
sSn
lεkslb)ε
mntrRa
b =
= 12S[p
a((S−1)|b|qεr ]mnq)εmntrRab =
= 14(6Sp
a(S−1)bt − 4Sra(S−1)bqδ[qtδp ]rRab) =
= Sp
aRa
b(S−1)bt = SpaRabS¯tb = R˜pt.
(336)
Используя специальный базис, найдем в случае q=0,6 соответ-
ствующие координаты кобивектора из R6(p,q)
R16 = A16a
bRb
a = −R61,
R23 = A23a
bRb
a = −R32,
R45 = A45a
bRb
a = −R54.
(337)
Отметим, что похожее утверждение можно было бы сформулиро-
вать и для случая q=2,4. Однако здесь возникнут некоторые слож-
ности, связанные с проблемой диагонализации, поскольку в этом
случае матрица тензора эрмитового поляритета в специальном ба-
зисе будет отлична от единичной.
4.4 Геометрическое представление твистора в R6(2,4)
4.4.1 Стереографическая проекция
В этой части определяется понятие протяженности изотропного
вектора пространства R6(2,4) с метрикой индекса 4. Ниже будет по-
казано как выбрать вектор единичной протяженности. Тогда векто-
ры, коллинеарные такому вектору, будут отличаться от последнего
на некоторый действительный множитель r - "протяженность флаг-
штока".
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Метрика пространства R6(2,4) имеет вид
dS2 = dT 2 + dV 2 − dW 2 − dX2 − dY 2 − dZ2. (338)
Пусть, кроме того, задано сечение светового конуса K6
T 2 + V 2 −W 2 −X2 − Y 2 − Z2 = 0 (339)
плоскостью V+W=1. Рассмотрим стереографическую проекцию это-
го сечения на плоскость (V=0,W=1) с полюсом N(0, 12 ,
1
2 , 0, 0, 0) так,
что точке P(T,V,W,X,Y,Z) соответствует p(t, 0, 1, x, y, z) на плоско-
сти V=0. Тогда выполнено
T/t = X/x = Y/y = Z/z = −(V −
1
2)
1
2
. (340)
Сделаем замену
ς = −ix+ y, ω = −i(t+ z), η = i(z − t) (341)
и получим
ς =
−iX + Y
2V − 1 , η =
−i(T + Z)
2V − 1 , ω =
i(Z − T )
2V − 1 . (342)
Поэтому индуцированная метрика имеет вид
ds2 := dT 2 − dX2 − dY 2 − dZ2 = −dςdς¯ + dωdη
(ς ς¯ + ηω)2
(343)
(Доказательство этого факта вынесено в приложение (530) - (535)).
Положим
X :=
(
ω ς
−ς¯ η
)
, dX :=
(
dω dς
−dς¯ dη
)
,
∂
∂X
:=
( ∂
∂ω
∂
∂ς
− ∂∂ς¯ ∂∂η
)
(344)
Тогда (343) примет вид
ds2 = − det(dX)
(det(X))2
, X¯T +X = 0. (345)
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Рассмотрим группу дробно-линейных преобразований L
X˜ = (AX +B)(CX +D)−1, S :=
(
A B
C D
)
, detS = 1. (346)
Условие действительности, накладываемое на X (X∗+X = 0), даст
подгруппу унитарных дробно-линейных преобразований LU(2,2) так,
что матрица S из (346) удовлетворяет условию
S∗EˆS = Eˆ, Eˆ :=
(
0 E
E 0
)
. (347)
Определим далее в специальном базисе согласно (160) [23, т. 2, с. 83,
(6.2.18), с. 361, (9.3.7)]
R12 = 1/
√
2(V +W ) = ω0ξ1 − ω1ξ0,
R34 = 1/
√
2(V −W ) = p¯i0η¯1 − p¯i1η¯0,
R14 = i/
√
2(T + Z) = ω0η¯0 − ξ0p¯i0,
R23 = i/
√
2(Z − T ) = ξ1p¯i1 − ω1η¯1,
R24 = 1/
√
2(Y + iX) = ω1η¯0 − ξ1p¯i0,
R13 = 1/
√
2(Y − iX) = ξ0p¯i1 − ω0η¯1.
(348)
Эта формула примечательна тем, что в ней показано выражение
бивектора Rab через его спинорные компоненты. Положим
X := Y Z−1, Y˜ = AY +BZ, Z˜ = CY +DZ,
Y =
(
ω0 ξ0
ω1 ξ1
)
, Z =
(
p¯i0 η¯0
p¯i1 η¯1
)
,
(349)
тогда из (348) будет следовать
R :=‖ Rab ‖=
(
(detY )J Y Z−1(detZ)J
−(Y Z−1(detZ)J)T (detZ)J
)
=
=
(
Y
Z
)
J
(
Y T ZT
)
,
J :=
(
0 E
−E 0
)
, R˜ = SRST .
(350)
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Положим
S˜ := I˜SI˜−1, I˜ :=
1√
2
(
E E
−E E
)
, (351)
тогда получим
S˜∗E˜S˜ = E˜. (352)
Матрицы S образуют группу S˜U(2, 2), поэтому из (352) следует, что
матрицы S˜ образуют группу SU(2,2) и (351) устанавливает изомор-
физм этих групп. Назовем преобразования из группы LU(2,2) тви-
сторными преобразованиями. Ввиду двулистности накрытия связ-
ной компоненты единицы группы SO(2, 4) (которая обозначается
через SOe(2, 4)) группой SU(2,2) и двулистности накрытия груп-
пы конформных преобразований C↑4+ (1, 3) ([23, т. 2, с. 359, (9.2.10)])
группой SOe(2, 4), следует существование цепочки изоморфизмов
SU(2, 2)/{±1;±i} ∼= LU(2, 2) ∼= C↑4+ (1, 3) ∼= SOe(2, 4)/{±1}.
(353)
Это означает, что группа LU(2,2) исчерпывает все конформные пре-
образования из группы C↑4+ (1, 3). При этом матрица S из (346) вос-
станавливается с точностью до множителя λ такого, что λ4 = 1
(det(S)=1), откуда и появляется указанная неоднозначность. На ос-
новании того, что верны тождества
Y = AX+B ⇒ dX = AdY, Y = X−1 ⇒ dX = −X−1dXX−1,
(354)
где A и B - некоторые постоянные матрицы, и используя условия
(345) - (350), имеем
Z˜∗ dX˜ Z˜ = Z∗ dX Z. (355)
Это уравнение инвариантно относительно преобразований из груп-
пы LU(2,2). (Доказательство этого факта рассмотрено в приложе-
нии (536) - (549)). Другой инвариант можно получить, рассматривая
тождества
Y = AX+B ⇒ ∂
∂X
= AT
∂
∂Y
, Y = X−1 ⇒ ∂
∂X
= −Y T ∂
∂Y
Y T ,
(356)
где A и B - тоже некоторые постоянные матрицы. Он будет иметь
вид
Z˜−1
∂
∂X˜T
Z˜∗ −1 = Z−1
∂
∂XT
Z∗ −1 (357)
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(Доказательство можно найти в приложении (550) - (564)). Это озна-
чает, что существует действительный касательный вектор L˜ к гипер-
болоиду, полученному сечением конуса K6 плоскостью V+W=1, ин-
вариантный относительно преобразований базиса из группы LU(2,2)
(т.е. координатно-независимый на касательном пространстве к дан-
ному гиперболоиду) и однозначно определенный матрицей
Lˆ := 1√
2
(Z−1 ∂∂XTZ
∗ −1 − Z¯−1 ∂∂XZT −1) =
=
(
0 1
−1 0
)
( ∂∂ω(−η¯0pi0 + η0p¯i0) + ∂∂η(−η¯1pi1 + η1p¯i1)+
+ ∂∂ξ (−η¯1pi0 + η0p¯i1) + ∂∂ξ¯ (η¯0pi1 − η1p¯i0)) · 1(det(Z))2√2 :=
(
0 1
−1 0
)
L˜.
(358)
Норма этого вектора в метрике (345) будет такой
‖ L˜ ‖= − 1
2(det(Y ))2
= − 1
(V +W )2
. (359)
Назовем изотропный вектор k вектором, имеющим единичную про-
тяженность первого типа (сравн. [23, т. 1, с. 57, (1.4.16)]), в том слу-
чае, когда k будет задавать точку на изотропном конусе, принад-
лежащую сечению плоскостью V+W=1. Тогда ‖ L˜ ‖= −1 и любой
изотропной вектор K, коллинеарный k, определится как
K = (− ‖ L˜ ‖) 12k. (360)
Однако, при V=-W получаются вектора с бесконечной протяженно-
стью первого типа. Чтобы научиться их различать можно задавать
сечение K6 не плоскостью V+W=1, а T+Z=1 и ввести подобным
образом некоторый вектор ˜˜L с нормой
‖ ˜˜L ‖= − 1
(T + Z)2
. (361)
Назовем изотропный вектор k вектором, имеющим единичную про-
тяженность второго типа в том случае, когда k будет задавать точку
на изотропном конусе, принадлежащую сечению плоскостью T+Z=1
и протяженность первого типа не будет конечной. Определим про-
тяженность вектора К как конечную протяженность первого типа,
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а если такой не существует, то как протяженность второго типа.
Отметим, что вектор L˜ не является координатно-независимым в
пространстве R6(2,4), хотя и является инвариантом касательного про-
странства к гиперболоиду, полученному сечением конуса K6 плос-
костью V+W=1. Следующей нашей задачей и будет нахождение ин-
варианта пространства R6(2,4).
4.4.2 Геометрическое изображение твистора в 6-мерном простран-
стве
Теперь появилась возможность наглядно изобразить твистор в
пространстве R6(2,4). Рассмотрим пару векторов из R
6
(2,4) равной про-
тяженности
Kα = ηαab iT
[aXb ], Nα = ηαab T
[aZb ]. (362)
Из леммы 1 второй главы следует, что
KαKα = 0, N
αKα = 0, N
αNα = 0. (363)
Выберем вектор Y a таким образом, чтобы были выполнены условия
Y aYa = 0, Y
aXa = 0, Y
aZa = 0, (364)
εabcdXaYbZcTd = X
cZcY
dTd = 1, ε
abcd = 24X [aY bZcT d ]. (365)
Таким образом получится базис из векторов Xa, Y a, Za, T a следую-
щего вида (напомним Ya = saa′Y a
′)
Y aYa = 0, Y
aXa = 0, Y
aZa = 0, X
aXa = 0, X
aTa = 0,
ZaZa = 0, Z
aTa = 0, T
aTa = 0.
(366)
Откуда
εabcdT
[cY d ] = −2X[aZb ]. (367)
Поэтому векторы
Lα = ηαab(−T [aY b ] +X [aZb ]), Mα = ηαab(−i)(T [aY b ] +X [aZb ])
(368)
удовлетворяют следующим соотношениям
Lα = L¯α, Mα = M¯α,
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LαKα = 0, L
αMα = 0, M
αKα = 0, L
αNα = 0, M
αNα = 0,
LαLα = −2, MαMα = −2. (369)
Вот теперь мы можем построить тривектор
P αβγ = 6K [αNβLγ ]. (370)
Зная Kα, мы знаем T a и Xa с точностью до
Xa 7−→ λ1Xa + µ1T a, T a 7−→ ν1Xa + ξ1T a, det
(
λ1 µ1
ν1 ξ1
)
= 1.
(371)
А если нам известен Nα, то произвол в выборе T a и Za таков
Za 7−→ λ2Za + µ2T a, T a 7−→ ν2Za + ξ2T a, det
(
λ2 µ2
ν2 ξ2
)
= 1.
(372)
Поэтому ν1 = ν2 = 0 и ξ2 = ξ1. Для Y a получим
Y a 7−→ αXa + βY a + γZa + δT a. (373)
Если теперь потребовать сохранение (366) (сохранение базиса вида
(366) на самом деле означает, что два таких базиса связаны преоб-
разованием из группы LU(2,2)), то получим
Xa 7−→ τ−1Xa + µT a , T a 7−→ τT a,
Za 7−→ τ−1Za + χT a , Y a 7−→ −χ¯Xa + τY a − µ¯Za + δT a,
χ¯µ+ µ¯χ+ τ δ¯ + τ¯ δ = 0, τ τ¯ = 1. (374)
Откуда
X [aT b ] 7−→ X [aT b ] ⇔ Kα 7−→ Kα,
Z [aT b ] 7−→ Z [aT b ] ⇔ Nα 7−→ Nα,
T [aY b ] 7−→ −τ χ¯T [aXb ] + τ 2T [aY b ] − µ¯τT [aZb ],
X [aZb ] 7−→ τ−2X [aZb ] + τ−1χX [aT b ] + τ−1µT [aZb ].
(375)
Положим
τ =: eiΘ, (376)
тогда
Lα 7−→ Lα cos(2Θ) +Mα sin(2Θ)−
−i(χ¯τ − τ¯χ)Kα + (µτ¯ + τ µ¯)Nα),
165 76
Mα 7−→ Mα cos(2Θ)− Lα sin(2Θ)+
+ (χ¯τ + τ¯χ)Kα − i(µτ¯ − τ µ¯)Nα). (377)
Таким образом 3-полуплоскость натянутая на вектора Kα, Nα, Lα
будет координатно-независима в пространствеR6(2,4). Итак, нашу кон-
струкцию можно представить в следующем виде. Протяженность
векторов Kα и Nα должна быть одинакова. Kα и Nα определя-
ют 2-плоскость, множество векторов которой с протяженностью,
равной протяженности вектора Kα и началом, совпадающим с на-
чалом вектора Kα, назовем флагштоком. Kα,Nα,Lα определят 3-
полуплоскость, которую назовем полотнищем флага. Таким обра-
зом, зная Kα и Nα, мы знаем твистор T a с точностью до фазы
Θ. В свою очередь 2Θ - это угол поворота полотнища флага - 3-
полуплоскости P αβγ - в 2-плоскости (Lα,Mα) вокруг флагштока -
2-плоскости (Nα, Kα). Поэтому, поворот флага на 2pi приведет к
твистору −T a, и только поворот на 4pi вернет нашу конструкцию к
исходному состоянию. Кроме того, коллинеарные твисторы разли-
чаются протяженностью вектора Kα так, что при преобразовании
T a 7−→ rT a, Y a 7−→ r−1Y a (r ∈ R\{0}) флагшток умножается на r,
а полотнище остается неизменным. Следует, наконец, отметить тот
факт, что указанная геометрическая структура однозначно восста-
навливается по твистору T a.
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5 Теорема о двух квадриках
В этой главе исследуются решения битвисторного уравнения{
Xa = X˙a − irabY˙b,
Yb = Y˙b,
приводящие к нуль-парам Розенфельда
XA := (Xa, Yb).
За X˙a, Y˙b принимаются некоторые частные решения битвисторно-
го уравнения (275). Нас будет интересовать геометрическое место
точек, определенное уравнением
Xa = 0.
Показывается, что решения такого уравнения приводят к 2 квад-
рикам, для которых справедлив модифицированный принцип трой-
ственности. Доказано, что модифицированный принцип тройствен-
ности является обобщением принципа тройственности Картана и со-
ответствия Кляйна, что позволяет реализовать его в явном виде с
помощью некоторых операторов ηAKL, которые являются обобще-
нием операторов Нордена ηαab и удовлетворяют уравнению Клиф-
форда, что приводит к числам Кэли. Доказательство этой теоремы
является примером приложения 6-мерного спинорного формализма,
развитого выше, и тесно связано с 4-мерным спинорным формализ-
мом [23].
5.1 Решения битвисторного уравнения
Рассмотрим расслоение AC со слоями, изоморфными C4, и базой
CV 6 - аналитическим комплексным пространством с квадратичной
метрикой. Уравнение
∇a(bXc ) = 0 (a, b, ... = 1, 4) (378)
названо нами битвисторным уравнением (Xc - аналитичны). По до-
казанному выше битвисторное уравнение будет конформно-инвариантным.
Кроме того, условие интегрируемости уравнения (378) имеет вид
1
2
εakmn∇m(n∇d|k|Xc ) = 5
6
Ca
c
l
dX l = 0 (379)
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(доказательство в приложении (565) - (568)). Ограничимся случаем
конформно-плоского пространства (смотри (305))
Ca
c
l
d = 0. (380)
Это означает, что пространство CV 6 конформно пространству CR6,
которое, не ограничивая общности, будем рассматривать далее. Ес-
ли Xc - решение (378), то величина ∇ab∇cdXr антисимметрична по
rd, она же антисимметрична по br ввиду того, что пространство
плоское и производные коммутируют. Кроме того, имеется анти-
симметрия по парам ab, cd, rc, ra. Это означает, что ∇ab∇cdXr ан-
тисимметрична по abcdr и, следовательно, равна нулю. Фиксируем
в CR6 точку O - начало координат. Все остальные точки опишем
векторами ra с началом в точке O, тогда для rα 6= 0 имеем
∇αrβ = δαβ. (381)
Поэтому ∇abXc есть постоянная величина, антисимметричная по
abc, что следует из (379). Положим
∇cdXa = −iεcdabYb. (382)
Проинтегрируем это уравнение, что даст решение{
Xa = X˙a − irabY˙b,
Yb = Y˙b.
(383)
Здесь rab - бивектор из формулы (41), причем множитель i выбран
для удобства (это выяснится при рассмотрении вещественного слу-
чая). За X˙a принимается постоянное векторное поле, значение ко-
торого совпадает со значением поля Xa в начале координат O. При
этом, в случае пространства R6(2,4), например
Yk = skm′Y¯
m′, Y¯ m
′
= Y m. (384)
Кроме того, радиус-вектор rγ(= 12η
γ
abR
ab) удовлетворяет следую-
щим соотношениям
1
2
rabrab = pf(r), r
abrbc = −1
2
pf(r)δc
a. (385)
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5.2 Нуль-пары Розенфельда
Обозначим через AC∗ пространство, двойственное AC и образуем
8-мерное комплексное пространство T2 как прямую сумму AC⊕AC∗.
То есть, если Xa - координаты вектора в AC, а Yb - координаты
ковектора в A∗C, то
XA := (Xa, Yb) (A,B, ... = 1, 8) (386)
будут координатами вектора из T2. Преобразование (383) являет-
ся линейным преобразованием, однако, не сохраняющим структуру
упомянутой прямой суммы. Будем рассматривать координаты би-
вектора rab как координаты точки аффинного пространства CA6.
Нас будет интересовать множество точек, заданных уравнением
Xa = 0 ⇔ X˙a = irabY˙b. (387)
Это есть система из 4 линейных уравнений с 6 неизвестными. Для
выяснения ее ранга рассмотрим однородное уравнение
rabY˙b = 0, (388)
которое имеет ненулевые решения тогда и только тогда, когда би-
вектор простой
εabfcr
abrcd = −pf(r)δf d = 0 (389)
и, следовательно, представим в виде
rabоднородное = P˙
aQ˙b − P˙ bQ˙a, (390)
причем P˙ a и Q˙a определены с точностью до их линейных комбина-
ций. Из этого следует, что
P˙ aY˙a = 0, Q˙
aY˙a = 0. (391)
Обозначим через X˙a,S˙a,Z˙a все решения уравнения
X˙aY˙a = 0, (392)
которые образуют базис пространства, определенного (392). Тогда
уравнение (390) примет вид
rabоднородное = λ1S˙
[aX˙b ] + λ2X˙
[aZ˙b ] + λ3S˙
[aZ˙b ] (393)
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и, следовательно, определит в пространстве бивекторов 3-мерное
подпространство. Отсюда получается общее решение уравнения (387)
в виде
rab = rabчастное + λ1S˙
[aX˙b ] + λ2X˙
[aZ˙b ] + λ3S˙
[aZ˙b ], (394)
где rabчастное-произвольный бивектор, являющийся частным решением
(387).
5.3 Построение квадрик CQ6 и CQ˜6
Определенное ранее пространство T2 является комплексным ев-
клидовым пространством, в котором скалярный квадрат вектора
определится квадратичной формой
εABX
AXB = 2XaYa (395)
в смысле определения (386) так, что матрица тензора εAB имеет вид
‖ εAB ‖=
(
0 δa
c
δbd 0
)
. (396)
Форма (395) будет инвариантна по отношению к преобразованию
(383)
XaYa = (X˙
a − irabY˙b)Y˙a = X˙aY˙b. (397)
При фиксированном rab уравнение (387) определит в T2 4-мерное
пространство, которое будет являться 4-мерной плоской образую-
щей конуса
εABX
AXB = 0. (398)
Таким образом мы можем рассматривать квадрику CQ6, задавае-
мую уравнением (398), в проективном пространстве CP7. Ее 4 ба-
зисные точки будут удовлетворять условию
εABX
A
i X
B
j = 0 (i, j, ... = 1, 4). (399)
Положим
XA1 := (X˙
a, Y˙b), X
A
2 := (Z˙
a, T˙b), X
A
3 := (L˙
a, N˙b), X
A
4 := (K˙
a, M˙b).
(400)
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На основании (394) каждой точке квадрики CQ6 мы можем поста-
вить в соответствие 3-мерную изотропную плоскость пространства
CA6. Точку пространства CA6 (t,v,w,x,y,z) можно представить пря-
мой (λT, λV, λU, λS, λW, λX, λY, λZ) пространства CR8, обладающе-
го метрикой
dL2 = dT 2 + dV 2 + dU 2 + dS2 + dW 2 + dX2 + dY 2 + dZ2. (401)
Эти прямые будут образующими изотропного конуса CK8
T 2 + V 2 + U 2 + S2 +W 2 +X2 + Y 2 + Z2 = 0. (402)
Далее, пересечение 7-плоскости
U − iS = 1 (403)
с указанным конусом CK8 обладает индуцированной метрикой
dL˜2 = dT 2 + dV 2 + dW 2 + dX2 + dY 2 + dZ2. (404)
Это пространство имеет вид параболоида на CK8 и тождественно
пространству CR6
U = 1 + iS =
1
2
(1− T 2 − V 2 −W 2 −X2 − Y 2 − Z2). (405)
Всякая образующая этого конуса (множество точек, принадлежа-
щих CK8 с постоянным отношением T : V : U : S : W : X :
Y : Z), не лежащая на гиперплоскости U = iS, пересекает парабо-
лоид в единственной точке. Образующим конуса, лежащим на ги-
перплоскости U = iS, соответствуют точки, принадлежащие беско-
нечности пространства CR6. Таким образом, прямым CR8, прохо-
дящим через начало CR8, соответствуют точки проективного про-
странства CP7. Стереографическая проекция указанного сечения на
плоскость U = 0 с полюсом N(0, 0, 12 ,
i
2 , 0, 0, 0, 0) отображает точку
P (T, V, U, S,W,X, Y, Z) гиперболоида на точку p(t, v, 1, 0, w, x, y, z)
плоскости U = 1, S = 0
λT = t, λV = v, λW = w, λX = x, λY = y, λZ = z,
λ = 1U+iS , λU =
1
2(1− t2 − v2 − w2 − x2 − y2 − z2) = −λiS + 1,
pf(r) = −U−iSU+iS .
(406)
Образующим же конуса CK8 соответствует квадрика CQ˜6 в проек-
тивном пространстве CP7
GABR
ARB = 0. (407)
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5.4 Соответствие CQ6 7−→ CQ˜6
На основании (394)
rab = rabчастное + r
ab
однородное = r
ab
частное + λ1S˙
[aX˙b ] + λ2X˙
[aZ˙b ] + λ3S˙
[aZ˙b ],
(408)
поэтому (394) определит 4-мерную плоскую образующую конусаCK8.
Уравнения (399),(400) определят систему
irabY˙b = X˙
a,
irabT˙b = Z˙
a,
irabN˙b = L˙
a,
irabM˙b = K˙
a
(409)
с условиями
X˙aY˙a = 0, Z˙
aT˙a = 0, L˙
aN˙a = 0, K˙
aM˙a = 0,
X˙aT˙a = −Z˙aY˙a, X˙aN˙a = −L˙aY˙a, X˙aM˙a = −K˙aY˙a,
Z˙aN˙a = −L˙aT˙a, Z˙aM˙a = −K˙aT˙a, K˙aN˙a = −L˙aM˙a.
(410)
Таким образом из 16 уравнений с 6 неизвестными rab существенными
будут только 6 уравнений (10 условий связи (410)), что определит
точку CA6, а значит и точку квадрики CQ˜6.
Если из системы (409) нам известно одно уравнение
irabY˙b = X˙
a (411)
с условием
X˙aY˙a = 0, (412)
то из 4 уравнений существенными будут лишь 3 (одно условие свя-
зи). Это означает, что точке квадрики CQ6 будет соответствовать
плоская 3-мерная образующая CP3, принадлежащая квадрике CQ˜6.
Это следует из (394).
Если из системы (409) нам известны два уравнения{
irabY˙b = X˙
a,
irabT˙b = Z˙
a (413)
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с условиями
X˙aY˙a = 0, Z˙
aT˙a = 0, X˙
aT˙a = −Z˙aY˙a, (414)
то из 8 уравнений существенными будут лишь 5 (неизвестных же 6
и 3 условия связи). Это означает, что прямолинейной образующей
CP1 квадрики CQ6 будет соответствовать прямолинейная образую-
щая CP1, принадлежащая квадрике CQ˜6. При этом многообразие
образующих CP1(CQ6), принадлежащих одной и той же образую-
щей CP3(CQ6), определит пучок образующих CP1(CQ˜6), принадле-
жащий квадрике CQ˜6 (этот пучок является на самом деле конусом).
Центр пучка определится системой (409).
Если из системы (409) нам известны три уравнения
irabY˙b = X˙
a,
irabT˙b = Z˙
a,
irabN˙b = L˙
a
(415)
с условиями
X˙aY˙a = 0, Z˙
aT˙a = 0, L˙
aN˙a = 0,
X˙aT˙a = −Z˙aY˙a, X˙aN˙a = −L˙aY˙a, Z˙aN˙a = −L˙aT˙a, (416)
то из 12 уравнений существенными будут лишь 6 (и неизвестных 6
с 6 условиями связи). Это означает, что 2-мерной образующей CP2
квадрики CQ6 будет соответствовать точка квадрики CQ˜6. При этом
многообразие образующих CP2(CQ6), принадлежащих одной и той
же образующей CP3(CQ6), определит единственную точку квадрики
CQ˜6. Эта точка определится системой (409).
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5.5 Связующие операторы ηAKL
Исходя из вышесказанного, рассмотрим прямолинейную образу-
ющую квадрики CQ6, определенную бивектором
RˆAB = X
[A
1 X
B ]
2 =
(
X˙aZ˙b − X˙bZ˙a X˙aT˙d − Y˙dZ˙a
Y˙cZ˙
b − T˙cX˙b Y˙cT˙d − Y˙dT˙c
)
=
=
( −2r[a|k|rb ]rY˙kT˙r 2irarY˙[rT˙b ]
iεkbmnrckY˙[mT˙n ] + δc
bX˙kT˙k 2Y[cT˙d ]
)
=
= T˙lX˙
l
( −12iδakrγrγ rar
rck −iδcr
)
· 1
T˙lX˙ l
(
iεkbmnY˙mT˙n 0
−δrbrmnY˙mT˙n 2iY[rTd ]
)
:=
= RAKP
KB.
(417)
Положим
RAB := εBCRAC = T˙lX˙
l
(
ran −12iδakrγrγ
−iδcn rck
)
, (418)
RAB := εACR
C
B = T˙lX˙
l
(
rck −iδcn
−12iδakrγrγ ran
)
. (419)
При этом будет верно уравнение
RA
CRˆAB = 0. (420)
Очевидно, что любой тензор (417), представляющий образующую
CP1(CQ6), будет содержать один и тот же тензор RAK в своем раз-
ложении, при этом второй тензор разложения PKB будет отвечать
за положение CP1 в CP3. Поэтому есть резон поставить в соответ-
ствие точке квадрики CQ˜6 матрицу (418), которой она определится
однозначно. При переходе к пространству CR8, исходя из
r12 = 1√
2
(v + iw), r13 = 1√
2
(x+ iy), r14 = i√
2
(t+ iz),
r23 = i√
2
(iz − t), r24 = 1√
2
(−x+ iy), r34 = 1√
2
(v − iw),
(421)
определим однородные координаты CR8 следующим образом
λ =
{
R12 : R13 : R14 : R23 : R24 : R34 : R15 : R51,
r12 : r13 : r14 : r23 : r24 : r34 : −12irγrγ : −i,
(422)
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R12 = 1√
2
(V + iW ), R13 = 1√
2
(iY +X),
R14 = 1√
2
(iT − Z), R23 = 1√
2
(−Z − iT ),
R24 = 1√
2
(−X + iY ), R34 = 1√
2
(V − iW ),
R51 = S − iU, R15 = 12(iU + S),
(423)
R12 = −R21 = R78 = −R87,
R13 = −R31 = R86 = −R68,
R14 = −R41 = R67 = −R76,
R23 = −R32 = R58 = −R85,
R24 = −R42 = R75 = −R57,
R34 = −R43 = R56 = −R65,
R15 = R26 = R37 = R48,
R51 = R62 = R73 = R84,
RABRAB = 8(R
12R34 −R13R24 +R14R23 +R15R51) =
= 4(T 2 + V 2 + U 2 + S2 +W 2 +X2 + Y 2 + Z2) := 4nf(R)
RABRCB =
1
2nf(R)δC
A ⇒ RABRAB = 4nf(R).
(424)
Для того, чтобы (Ri)A определяли образующую квадрики CQ˜6 необ-
ходимо и достаточно выполнение условий
GABR
A
i R
B
j = 0. (425)
Определим некоторые связующие операторы ηABC так, чтобы вы-
полнялись условия
RA =
1
4
ηA
BCRBC , R
A =
1
4
ηABCR
BC (426)
и было верно тождество
GABδK
L = ηAK
RηB
L
R + ηBK
RηA
L
R. (427)
Поэтому можно определить некоторые операторы γA
γA :=
√
2
(
0 σA
ηA 0
)
, ηA := ηA
KR, σA := (ηA)
T
RL. (428)
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Тогда γA будут удовлетворять уравнению Клиффорда
γAγB + γBγA = 2GABI. (429)
При этом спуск и подъем одиночных индексов производится с помо-
щью метрического тензора εAB, определенного выше. Определим
εPQRT := η
A
PQη
B
RTGAB, εPQRT = εRTPQ, (430)
что даст еще один метрический тензор εPQRT , с помощью которого
можно поднимать и опускать парные индексы. Действительно, если
(427) свернуть δLK , то получим
GAB =
1
4
ηA
PQηBPQ. (431)
Свернем (430) с ηCPQ, то
ηCRT =
1
4
ηC
PQεPQRT . (432)
Теперь тождество (427) можно переписать в виде (свернув с ηASTηBPQ)
εSTPQδK
L = εSTK
RεPQ
L
R + εPQK
RεST
L
R. (433)
Свертка же (433) c δLK даст
εSTPQ =
1
4
εST
KRεPQKR. (434)
При этом результат применения двух метрических тензоров должен
быть одинаков
εPQ =
1
4
εPQRTε
RT . (435)
Таким образом, при наличии 3 метрических тензоровGAB, εPQRT , εRT ,
можно от уравнения Клиффорда (429) прийти к уравнению (427), и
ηA
BC являются образующими соответствующей алгебры Клиффор-
да. Опустим теперь индекс L в (433) и свернем его с εST , то получим
εPQ(KL) =
1
2
εPQεKL, ε[PQ](KL) = 0, (436)
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что приведет к тождеству
ηA
(MN) =
1
8
ηA
KLεKLε
MN . (437)
Если же тензоры GAB и εKL имеют вид
‖ GAB ‖=

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

,
‖ εKL ‖=

0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0

,
(438)
то существенные координаты операторов ηAKL в некотором базисе
будут такими
η212 =
1√
2
, η234 =
1√
2
, η512 = − i√2 , η534 = i√2 ,
η278 =
1√
2
, η256 =
1√
2
, η578 = − i√2 , η556 = i√2 ,
η114 = − i√2 , η123 = i√2 , η814 = − 1√2 , η823 = − 1√2 ,
η167 = − i√2 , η158 = i√2 , η867 = − 1√2 , η858 = − 1√2 ,
η713 = − i√2 , η724 = − i√2 , η613 = 1√2 , η624 = − 1√2 ,
η768 =
i√
2
, η757 =
i√
2
, η668 = − 1√2 , η657 = 1√2 ,
η415 =
1√
2
, η451 =
1√
2
, η315 = − i√2 , η351 = i√2 ,
η426 =
1√
2
, η462 =
1√
2
, η326 = − i√2 , η362 = i√2 ,
η437 =
1√
2
, η473 =
1√
2
, η337 = − i√2 , η373 = i√2 ,
η448 =
1√
2
, η484 =
1√
2
, η348 = − i√2 , η384 = i√2
(439)
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так, что в сокращенном виде можно записать
ηA
MN =
(
ηα
ab λδad
µδc
b ηαcd
)
, ηαcd =
1
2
εabcdηα
ab, (440)
где εabcd - квадривектор из (42). По сути, здесь использован тот же
базис, что и в формуле (423).
Рассмотрим далее бивектор RˆAB вида (417) такой, что его со-
ставляющие вектора X1A, X2A, определенные формулой (400), будут
удовлетворять системе (409). Этим определится цепочка тождеств
irabY˙b = X˙
a, irabZ˙
b = pf(r)T˙a,
1
2ircdε
abcdY˙bεaklm = X˙
aεaklm,
3ir[klY˙m ] = X˙
aεaklm,
irklY˙m + 2irm[kY˙l ] = X˙
aεaklm.
(441)
Свернем последнее тождество с Z˙m и будем иметь
irklY˙mZ˙
m = X˙aZ˙aεklmn + pf(r) · 2T˙[kY˙l ]. (442)
Таким образом, бивектор RˆAB определит прямолинейную образу-
ющую CP1(CQ6), принадлежащую некоторой плоской образующей
CP3(CQ6), которая определит некоторую точку с координатами rab,
принадлежащую квадрике CQ˜6. Мы можем определить некоторый
тензор ˆˆRAB
ˆˆ
RAB := RˆAKPˆK
B, PˆK
B :=
(
2δm
k 0
0 −2pf(r)iδnr
)
. (443)
Тензор ˆˆRAB по прежнему будет представлять прямолинейную об-
разующую CP1(CQ6), принадлежащую некоторой плоской образу-
ющей CP3(CQ6). Применим операторы ηAKL к тензору ˆˆRAB и полу-
чим тождество
ηAKL
ˆˆ
RKL = ηAKLY˙mZ˙
m
(
ran −12iδakrγrγ
−iδcn rck
)
= ηAKLR
KL,
(444)
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где Y˙mZ˙m нормировано так, что выполнено (423), а тензор RKL удо-
влетворяет выражению (418). Таким образом, операторы ηAKL осу-
ществляют факторизацию прямолинейных образующих CP1(CQ6)
по принадлежности к одной плоской образующей CP3(CQ6), и это
определит точку квадрики CQ˜6. В однородных же координатах тен-
зор RKL определит координаты точки R пространства CR8.
Свернем с δLB тождество (427)
GAK = SA
MεKM , SA
M := ηA
MRηL
L
R + ηA
L
RηL
MR. (445)
Поскольку GAB, εKL имеют вид (438), то ‖ SAM ‖ будет такой
‖ SAM ‖=

0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0

. (446)
Поэтому SAM будет тензором инволюции, а квадрики - B-цилиндрами.
Выясним, какому семейству принадлежат рассматриваемые вы-
ше образующие CP3(CQ6). Для этого рассмотрим условия
εABXi
AXj
B = 0,
XABCD := εijklXi
AXj
BXk
CXl
D,
(447)
где εijkl - квадривектор, кососимметричный по всем индексам. Кро-
ме того, рассмотрим 8-вектор eABCDKLMN , тоже кососимметричный
по всем индексам. Тогда, если в условии
1
24
eABCDKLMNX
ABCD = ρεKRεLTεMUεNVX
RTUV , ρ2 = 1 (448)
ρ = 1, то будем говорить, что плоские образующие CP3(CQ6) при-
надлежат I семейству, а если ρ = −1, то - II семейству. В нашем
случае
Xi
A = (X˙i
a, Y˙ib), (449)
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и (448) даст такое, например, выражение
εijklXi
1Xj
2Xk
3Xl
4 = ρεijklXi
1Xj
2Xk
3Xl
4. (450)
При этом тензор εKL имеет вид (438). Откуда ρ = 1. Это означает,
что наши образующие необходимо принадлежат I семейству.
Кроме того, существует тензор S˜KL
‖ S˜KL ‖= 1√
2

i 0 0 0 −i 0 0 0
0 i 0 0 0 −i 0 0
0 0 i 0 0 0 −i 0
0 0 0 i 0 0 0 −i
1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0
0 0 1 0 0 0 1 0
0 0 0 1 0 0 0 1

, det ‖ S˜KL ‖= 1.
(451)
такой, что выполнено
εABS˜K
AS˜L
B = GKL. (452)
Поэтому можно положить
Xi
A = S˜K
ARi
K , (453)
и (447) перепишется так
GABRi
ARi
K = 0,
XABCD = S˜K
AS˜L
BS˜N
CS˜M
DRKLNM .
(454)
Поскольку ρ = 1, то будем иметь цепочку тождеств
1
24eABCDKLMNX
ABCD = εKRεLTεMUεNVX
RTUV ,
1
24eABCDKLMN S˜U
AS˜S
BS˜T
CS˜V
DRUSTV =
= εKPεLQεMXεNY S˜G
P S˜H
QS˜Z
XS˜W
YRGHZW
1
24eABCDKLMN S˜U
AS˜S
BS˜T
CS˜V
DS˜P
KS˜Q
LS˜X
M S˜Y
NRUSTV =
= GPGGQMGXZGYWR
GHZW ,
1
24det ‖ SPA ‖ ePQXY USTVRUSTV = GPGGQMGXZGYWRGHZW ,
1
24ePQXY USTVR
USTV = GPGGQMGXZGYWR
GHZW .
(455)
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Отсюда видно, что и образующие CP3(CQ˜6) необходимо принадле-
жат I семейству. Для того, чтобы получить такой же результат для
образующих II семейства, в качестве метрического тензора, с помо-
щью которого поднимаются и опускаются одиночные индексы, сле-
довало бы выбрать тензор
ε˜KL :=
√
iεKL. (456)
5.6 Соответствие CQ˜6 7−→ CQ6
Применяя операторы ηAKL к (425) получим
RABi Rj AB = 0 ⇔ ((Ri)AB − (Rj)AB)((Rk)AB − (Rl)AB) = 0⇔
((ri)
ab − (rj)ab)((rk)ab − (rl)ab) = 0.
(457)
Здесь i,j, как обычно, номера базисных точек. Этим определится
система
i(r1)
abY˙b = X˙
a,
i(r2)
abY˙b = X˙
a,
i(r3)
abY˙b = X˙
a,
i(r4)
abY˙b = X˙
a,
⇔

i((r1)
ab − (r2)ab)Y˙b = 0,
i((r1)
ab − (r3)ab)Y˙b = 0,
i((r3)
ab − (r4)ab)Y˙b = 0,
i(r1)
abY˙b = X˙
a.
(458)
Далее мы будем рассматривать только правую систему. Она стро-
ится следующим образом. Всегда существует такой ковектор Ya, ко-
торый обнуляет 3 различных простых бивектора. Это утверждение
сводится к существованию ковектора, ортогонального данным трем
векторам, поскольку каждый из простых бивекторов раскладывает-
ся по формуле rab = 2P [aQb ]. По четвертому же уравнению опреде-
лится некоторый вектор Xa. Поэтому такая система всегда опреде-
лена. С другой стороны, на основании того, что все riab имеют вид
(394) (при фиксированных λ1, λ2, λ3), верно равенство
((ri)
ab − (rj)ab)((rk)ab − (rl)ab) = 0. (459)
Итак, пусть нам известно последнее уравнение системы (458)
ir1
abY˙b = X˙
a, (460)
тогда мы имеем 4 уравнения, которые все будут существенными.
Поскольку у нас 8 неизвестных (X˙a, Y˙b) при фиксированных (r1)ab,
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то точка квадрики CQ˜6 определит 3-мерную плоскую образующую
CP3(CQ6).
Если нам известны все уравнения системы (458) с условиями
((r1)
ab − (r2)ab)((r1)ab − (r2)ab) = 0, ((r1)ab − (r3)ab)((r1)ab − (r3)ab) = 0,
((r3)
ab − (r4)ab)((r3)ab − (r4)ab) = 0,
(r1)
ab(r2)ab = 0, (r1)
ab(r3)ab = 0, (r1)
ab(r4)ab = 0,
(r2)
ab(r3)ab = 0, (r2)
ab(r4)ab = 0, (r3)
ab(r4)ab = 0,
(461)
то из 16 уравнений существенными будут 7 (8 неизвестных и 9 усло-
вий связи). Поэтому образующей CP3(CQ˜6) будет соответствовать
точка квадрики CQ6.
Если нам известны 3 уравнения системы (458)
i((r1)
ab − (r2)ab)Y˙b = 0,
i((r1)
ab − (r3)ab)Y˙b = 0,
i(r1)
abY˙b = X˙
a
(462)
с условиями
((r1)
ab − (r2)ab)((r1)ab − (r2)ab) = 0, ((r1)ab − (r3)ab)((r1)ab − (r3)ab) = 0,
(r1)
ab(r2)ab = 0, (r1)
ab(r3)ab = 0, (r2)
ab(r3)ab = 0,
(463)
то из 12 уравнений существенными будут тоже 7 уравнений (8 неиз-
вестных и 5 условий связи). Это означает, что образующейCP2(CQ˜6)
будет соответствовать точка квадрики CQ6. При этом многообразие
образующихCP2(CQ˜6), принадлежащих одной образующейCP3(CQ˜6),
определит единственную точку квадрики CQ6.
Если нам известны только 2 уравнения системы (458){
i((r1)
ab − (r2)ab)Y˙b = 0,
i(r1)
abY˙b = X˙
a (464)
с условиями
((r1)
ab − (rab2 )((r1)ab − (r2)ab) = 0, (r1)ab(r2)ab = 0, (465)
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то из 8 уравнений существенными будет только 6 уравнений (8 неиз-
вестных и 2 условия связи). Поэтому образующей CP1(CQ˜6) будет
соответствовать прямолинейная образующая CP1(CQ6). При этом
многообразие образующих CP1(CQ˜6), принадлежащих одной обра-
зующей CP3(CQ˜6), определит пучок прямых CP1(CQ6), принадле-
жащий квадрике CQ6. Центр пучка определится системой (458).
5.7 Теорема о двух квадриках
Таким образом доказана теорема:
Теорема 1. (Принцип тройственности для двух B- цилиндров).
В проективном пространстве CP7 существуют две квадрики (два
B - цилиндра), обладающие следующими общими свойствами:
1. Плоская образующая CP3 одной квадрики взаимооднозначно опре-
делит точку R другой.
2. Плоская образующая CP2 одной квадрики однозначно опреде-
лит точку R другой. Но точке R можно сопоставить много-
образие плоских образующих CP2, принадлежащих одной плос-
кой образующей CP3 второй квадрики.
3. Прямолинейная образующая CP1 одной квадрики взаимоодно-
значно определит прямолинейную образующую CP1 из другой.
Причем все прямолинейные образующие, принадлежащие од-
ной плоской образующей CP3 первой квадрики, определят пу-
чок с центром в точке R, принадлежащий второй квадрике.
Эта теорема на самом деле является обобщением соответствия
Кляйна. Докажем это.
Доказательство. Рассмотрим на квадрике CQ6 только те образую-
щие, которые имеют вид
XA = (0, Yb). (466)
Многообразие таких образующих диффеоморфно CP3. При этом
каждой такой образующей можно поставить в соответствие точку
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квадрики CQ4 ⊂ CQ˜6. Согласно системе (409) первое ее уравнение
будет иметь вид
rabY˙b = 0. (467)
До конца доказательства положим A,B,A′,B′, ... = 1,2. Кроме то-
го, рассмотрим спинорное представление твисторов согласно [23, т.2,
c.63, (6.1.24) и c. 83, (6.2.18)]
Y˙b = (p˙iB, ˙¯ω
B′),
rab = const
( −12εABrcrc irAB′
−ir¯A′B ε¯A′B′
)
.
(468)
Поэтому первое уравнение перепишется в виде{ −12εABrcrcp˙iB + irAB′ ˙¯ωB′ = 0,
−ir¯A′Bp˙iB + ε¯A′B′ ˙¯ωB′ = 0,
(469)
из которых будет существенным только одно
irAA
′
˙¯piA′ = ω˙
A. (470)
(Здесь мы воспользовались операцией сопряжения и метрическими
спинорами εA’B’, εAB, с помощью которых подымаются и опускаются
спинорные индексы и которые при сопряжении переходят друг в
друга.) Поэтому система (409) определит систему{
irAA
′ ˙¯piA′ = ω˙
A,
irAA
′ ˙¯ηA′ = ξ˙
A,
Y˙b = (p˙iB, ˙¯ω
B′), T˙b = (η˙B,
˙¯ξB
′
). (471)
Эта система совпадает с системой (6.2.14), которая, в свою очередь,
приводит к соответствию Кляйна согласно [23].
Следует в заключение отметить, что из этой теоремы следует
принцип тройственности Картана: существует 3 диффеоморфных
многообразия - многообразие точек квадрики и 2 многообразия плос-
ких образующих I и II семейств. Это действительно так, поскольку
две построенные квадрики можно отождествить, например, с по-
мощью тензора S˜KL. При этом многообразие точек квадрики будет
диффеоморфно многообразию плоских образующих I семейства.
Кроме того, поскольку принцип тройственности Картана выпол-
нен, то операторы ηAKL определят алгебру октав, поскольку они
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удовлетворяют уравнению Клиффорда. Это утверждение основано
на результатах, приведенных в монографии [23, т.2, c.543-544], где
рассматриваются структурные константы этой алгебры.
5.8 Заключение
На защиту выносятся следующие основные положения:
1. Вложение R6(p,q) ⊂ CR6 осуществляется с помощью операторов
Hi
α таким образом, что спинорное представление инволюции
имеет вид
Sα
β′ =
1
4
ηα
abη¯β
′
c′d′ · 2sac′sbd′, sac′ s¯c′d = ±δad
при q - нечетном и
Sα
β′ =
1
4
ηα
abη¯β
′
c′d′ · skc′snd′εknab, sac′ = ±s¯c′a
при q - четном.
2. Найдены в явном виде операторы Aαβab, с помощью которых
определяется соответствие между бивекторами пространства
CR6 и бесследовыми операторами пространства C4. Это поз-
воляет изучать алгебраическую структуру тензора кривизны
пространства CR6 Rαβγδ по его спинорному образу - тензору
Ra
b
c
d.
3. Доказано, что простой изотропный бивектор пространства Λ2C6
определит вырожденную нуль-пару Розенфельда - вектор и ко-
вектор пространства C4, свертка которых есть нуль - c точно-
стью до комплексного множителя.
4. Утверждается, что бивектор пространства Λ2R6(p,q) при четном
q может быть приведен в некотором базисе к каноническому
виду.
5. Доказан обобщенный принцип тройственности для пары B-цилиндров.
6. Определены операторы ηAKL, удовлетворяющие уравнению Клиф-
форда и отвечающие за соответствие между прямолинейными
образующими указанных B-цилиндров. Кроме того, эти опера-
торы определяют структурные константы алгебры октав.
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6 ПРИЛОЖЕНИЕ
6.1 Доказательство формул второй главы
6.1.1 Доказательство формул, содержащих оператор Aαβab
Определим (α, β, ... = 1, 2, 3, 4, 5, 6; a1, b1, a, b, e, f, k, l,m, n, ... =
1, 2, 3, 4). Поскольку
Aαβd
c = η[α
caηβ ]da, (472)
то
Aαβd
cAγ
β
r
s = 14(ηα
caηβad − ηαadηβca)(ηγsa1ηβa1r − ηγa1rηβsa1) =
= 14(ηα
caηγ
sa1εa1rad − ηαadηγsa1εa1rca − ηαcaηγa1rεadsa1 + ηαadηγa1rεcasa1) =
= 14(
1
2ηα
caηγklε
klsa1εa1rad − ηαadηγsa1(δa1cδra − δa1aδrc)−
−ηαcaηγa1r(δasδda1 − δaa1δds) + 12ηαklηγa1rεkladεcasa1) =
= 14(−3ηαcaηγ[raδd ]s − ηαrdηγsc + ηαadηγsaδrc−
−ηαcsηγdr + ηαcaηγarδds − 3ηα[csδda1 ]ηγa1r =
= 14(−ηαckηγrkδds + ηαcsηγrd − ηαckηγkdδrs − ηαrdηγsc + ηαadηγsaδrc−
−ηαcsηγdr + ηαcaηγarδds − ηαcsηγdr + ηαckηγkrδds − ηαskηγkrδdc) =
= 14(3ηα
csηγrd + 3ηα
ckηγkrδd
s + ηα
ckηγdkδr
s+
+ηαdrηγ
sc + ηαkdηγ
skδr
c + ηα
skηγrkδd
c) =
(473)∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ηαdrηγ
sc + ηαkdηγ
skδr
c =
= 14(ηα
mm1ηγll1εmm1drε
ll1sc + ηα
mm1ηγll1εmm1kdε
ll1skδr
c) =
= 6ηα
mm1ηγll1δ[m
lδm1
l1δd
sδr ]
c − 32ηαmm1ηγll1δ[mlδm1 l1δd ]sδrc =
= −gαγδrsδdc + ηαkcηγkdδrs + ηαckηγkrδds + ηαksηγkrδdc + ηαscηγdr.
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= ηα
csηγrd + ηα
ckηγkrδd
s + 12(ηα
ckηγdkδr
s + ηα
skηγrkδd
c)− 14gαγδrsδdc.
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Свернем ее с gαγ
Aαβd
cAαβr
s =
= εrd
cs + εkr
ckδd
s + 12(ε
ck
dkδr
s + εskrkδd
c)− 32δrsδdc =
= δr
cδd
s − δrsδdc − 3δrcδds + 32δdcδrs + 32δdcδrs − 32δrsδdc =
= 12δr
sδd
c − 2δrcδds.
(474)
Кроме того
Aαβd
cAλµc
d =
= 12η[α
caηβ ]
nn1εadnn1 · 12η[λll1ηµ ]a1cεda1ll1 =
= 14η[α
caηβ ]
nn1η[λll1η
µ ]
a1c · (−6δ[aa1δnlδn1 ]l1) =
= −12(η[αcaηβ ]nn1η[λnn1ηµ ]ac − 2η[αcaηβ ]a1k1η[λak1ηµ ]a1c) =
= −2δ[αλδβ ]µ + 12(ηαcaηβa1k1η[λak1ηµ ]a1c − ηβcaηαa1k1η[λak1ηµ ]a1c) =
= 2δ[α
µδβ ]
λ + 12(ηα
caηβ
a1k1η[λak1η
µ ]
a1c − ηβa1k1ηαcaη[λk1aηµ ]ca1) =
= 2δ[α
µδβ ]
λ.
(475)
И, наконец
Aαβm
nTαβ = A
αβ
m
nAαβk
lTl
k =
= (12δm
nδk
l − 2δknδml)Tlk = −2Tmn, Tαβ = −Tβα.
(476)
6.1.2 Доказательство формул о 4-векторе eαβγδ
Пусть
eαβγδ = e[αβγδ] = Aαβb
aAγδd
cea
b
c
d, ek
k
c
d = ea
b
k
k = 0,
ea
b
c
d = ec
d
a
b, ek
t
t
k = 0.
(477)
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Свертка с AαβmnAγδrs даст
Aαβm
nAγδr
sAαβb
aAγδd
cea
b
c
d =
= (12δr
sδd
c − 2δrcδds)(12δbaδmn − 2δbnδma)eabcd = 4emnrs =
= −AβαmnAγδrsAγαbaAβδdceabcd =
(478)
= −(ηγanηβmb + ηγakηβkmδbn + 12ηγakηβbkδmn) =
= (ηβ
csηγrd + ηβ
ctηγtrδd
s + 12ηβ
ctηγdtδr
s)ea
b
c
d =
= −(εrdanεmbcs + εmbckεkranδds + 12εmbckεdkanδrs + εrdakεkmcsδbn+
+εaktrε
ct
kmδd
sδb
n + 12ε
ak
dtε
ct
kmδr
sδb
n + 12εrd
akεbk
csδm
n+
+12εbk
ctεtr
akδm
nδd
s + 14εbk
ctεdt
akδm
nδr
s)ea
b
c
d =
= (δr
aδd
nδm
cδb
s − δdaδrnδmcδbs + δdaδrnδbcδms − δraδdnδbcδms+
+δm
cδb
kδk
aδr
nδd
s − δmkδbcδkaδrnδds + δmkδbcδknδraδds − δmcδbkδknδraδds+
+12δm
cδb
kδd
aδk
nδr
s − 12δmkδbcδdaδknδrs + 12δmkδbcδdnδkaδrs−
−12δmcδbkδdnδkaδrs + δraδdkδkcδmsδbn − δrkδdaδkcδmsδbn + δrkδdaδksδmcδbn−
−δraδdkδksδmcδbn + δmaδrcδdsδbn + 2δmcδraδdsδbn−
−12δmaδdcδrsδbn − δmcδdaδrsδbn + 12δraδdkδbcδksδmn+
+12δr
kδd
aδb
cδk
sδm
n + 12δr
kδd
aδb
sδk
cδm
n + 12δr
aδd
kδb
sδk
cδm
n−
−12δbaδrcδmnδds − δbcδraδmnδds + 14δbaδdcδmnδrs + 12δbcδdaδmnδrs)eabcd =
= −(ersmn − etsmtδrn + ekttkδrnδms − erttnδms − emttsδrn + erttsδmn−
−ernms + 12etnmtδrs − 12epttpδmnδrs + 12emttnδrs − etnrtδms + etnmtδrs−
−ernms + emnrs + 2ernms − etnmtδrs + 12ertstδmn + 12etpptδrsδmn+
+12et
s
r
tδm
n − erttsδmn + 12etpptδmnδrs).
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Откуда
em
s := 13em
t
t
s ⇒ 2emnrs = 2(emsδrn + ernδms)− (ersδmn + emnδrs).
(479)
6.1.3 Доказательство формул о 6-векторе eαβγδρσ
Пусть
eαβγδρσ = e[αβγδρσ] = Aαβb
aAγδd
cAρσs
rea
b
c
d
r
s. (480)
Воспользуемся (478) и получим (emspq := emkkspq = ekspqmk)
6em
n
p
q
r
s = 2(em
s
p
qδr
n + er
n
p
qδm
s)− (erspqδmn + emnpqδrs) =
= 2(em
q
r
sδp
n + ep
n
r
sδm
q)− (epqrsδmn + emnrsδpq).
(481)
Свернем (481) с δqp и получим
0 = 6em
n
r
s
p
p =
= 2(em
n
r
s + em
n
r
s)− (epprsδmn + 4emnrs) = −(epprs) · δmn = 0,
ep
p
r
s = er
s
p
p = 0.
(482)
Свернем (481) с δnr и получим
8em
s
p
q + 2et
t
p
qδm
s − emspq − emspq =
= 2(em
q
p
s + ep
k
k
sδm
q)− (epqms + emkksδpq),
6em
s
p
q + ep
q
m
s − 2emqps = 2epttsδmq − emkksδpq.
(483)
Свернем (483) с δqm и получим
6ek
s
p
k + ep
k
k
s = 8ep
t
t
s − epkks,
ep
t
t
q = et
q
p
t.
(484)
189 100
Свернем (483) с δsm и получим
10e˜ := et
k
k
t,
−2ekqpk = 2epttq − etkktδpq,
ep
t
t
q = 5e˜2 δp
q.
(485)
Свернем (481) с δsp и получим
2em
k
k
qδr
n + 2er
n
m
q − erkkqδmn − emnrq =
= 2em
q
r
n + 2ek
n
r
kδm
q − ekqrkδmn − emnrq,
er
n
m
q = em
q
r
n.
(486)
Тогда из (483), (481) следует
7em
s
p
q − 2emqps = 5e˜δmqδps − 5e˜2 δmsδpq,
9em
[s
p
q ] = 15e˜2 δm
[qδp
s ],
5em
s
p
q + 4em
[s
p
q ] = 5e˜δm
qδp
s − 5e˜2 δmsδpq,
6em
s
p
q = e˜(4δm
qδp
s − δmsδpq),
em
n
r
s
p
q = e˜(2((4δp
nδr
q − δpqδrn)δms + (4δpsδmq − δpqδms)δrn)−
−((4δpnδmq − δpqδmn)δrs + (4δpsδrq − δpqδrs)δmn)).
(487)
Вычислим e˜
720 = eαβγδµνeαβγδµν =
= Aαβb1
a1Aαβb
aAγδd1
c1Aγδd
cAµνn1
m1Aµνn
m,
ea
b
c
d
m
nea1
b1
c1
d1
m1
n1 = 8(14δb1
a1δb
a − δb1aδba1)(14δd1c1δdc − δd1cδdc1)·
·(14δn1m1δnm − δn1mδnm1)eabcdmnea1b1c1d1m1n1 = −8eabcdmnebadcnm =
(488)
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= −8e˜2(8δmbδcnδad − 4δmnδcbδad + 8δmdδanδcb − 4δmbδanδcd+
+2δm
nδa
bδc
d − 4δmdδcnδab)·
·(8δnaδdmδbc − 4δnmδdaδbc + 8δncδbmδda − 4δnaδbmδdc+
2δn
mδb
aδd
c − 4δncδdmδba) =
= −720 · 64e˜2.
Откуда
e˜ =
1
8
i. (489)
6.1.4 Доказательство формул, содержащих оператор Naf
Пусть теперь
N[a
bNc ]
d = δ[a
bδc ]
d, (490)
тогда свертка этого тождества с δba даст
Na
aNc
d −NadNca = 3δcd,
Na
dNc
a = Na
aNc
d − 3δcd.
(491)
Домножим (490) на Ndf
N[a
bNc ]
dNd
f = δ[a
bNc ]
f . (492)
Подставим (491) в (492)
N[a
bNc ]
fNr
r − 3N[abδc ]f = δ[abNc ]f . (493)
Свернем (493) с δf c, то
3δa
bNr
r = Nr
rδa
b + 8Na
b,
Na
b = 14Nr
rδa
b.
(494)
Поэтому
Na
b = nδa
b, n2 = 1. (495)
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6.2 Доказательство формул четвертой главы
6.2.1 Доказательство тождества Бианки
Тождество Бианки имеет вид
Rαβγδ +Rαγδβ +Rαδβγ = 0,
(Aαβd
cAγδr
s + Aαγd
cAδβr
s + Aαδd
cAβγr
s)Rc
d
s
r = 0.
(496)
Свернем его с AαβtlAγδmn∣∣∣∣∣∣
Aαβd
cAγδr
sRc
d
s
rAαβt
lAγδm
nRc
d
s
r =
= (12δd
cδt
l − 2δdlδtc)(12δrsδmn − 2δrnδms)Rcdsr = 4Rtlmn
∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(Aαγd
cAδβr
s + Aαδd
cAβγr
s)Rc
d
s
rAαβt
lAγδm
n =
= −2AδβrsAδγmnAαγdcAαβtlRcdsr =
= −2(ηβsnηγmr + ηβskηγkmδrn + 12ηβskηγrkδmn)·
·(ηγclηβtd + ηγck1ηβk1tδdl + 12ηγck1ηβdk1δtl)Rcdsr =
= −2(εtdsnεmrcl + εckmrεktsnδdl + 12εmrckεdksnδtl+
+εtd
skεkm
clδr
n + εck1kmεk1t
skδd
lδr
n+
+12ε
ck1
kmεdk1
skδt
lδr
n + +12(ε
cl
rkεtd
skδm
n+
+εskk1tε
ck1
rkδd
lδm
n) + 14ε
ck1
rkε
sk
dk1δt
lδm
n)Rc
d
s
r =
= −2(Rmntl +Rkrrkδtnδml −Rmkklδtn −Rtkknδml−
−Rmltn −Rklmkδtn +Rkltkδmn+
+12(Rm
k
k
nδt
l +Rk
n
m
kδt
l −Rkrrkδtlδmn) +Rmkknδtl−
−Rmltn −Rtkknδml + 2Rmltn +Rtlmn − 12 · 2Rmkknδtl+
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
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∣∣∣∣∣∣∣∣∣∣
+12(Rt
k
k
lδm
n +Rk
l
t
kδm
n −Rkrrkδmnδtl)−Rtkklδmn + 12Rkrrkδtlδmn =
= −2(2Rmntl − 2Rklmkδtn − 2Rtkknδml +Rkltkδmn+
+Rm
k
k
nδt
l +Rk
r
r
kδt
nδm
l − 12Rkrrkδmnδtl)
∣∣∣∣∣∣∣∣∣∣
4Rk
l
m
kδt
n + 4Rt
k
k
nδm
l − 2Rkltkδmn−
−2Rmkknδtl − 2Rkrrkδtnδml +Rkrrkδmnδtl = 0.
(497)
Свертка с δnt даст
16Rk
l
m
k + 4Rt
k
k
tδm
l − 2Rklmk − 2Rmkkl − 8Rkrrkδml +Rkrrkδml = 0,
Rk
l
m
k = 14Rk
r
r
kδm
l = −18Rδml
(498)
чем доказана формула (294).
6.2.2 Доказательство тождеств, касающихся тензора Вейля
Верно следующее соотношение
R[α
[γgβ ]
δ ] =
Aαβd
cAγδr
s 1
16(P
kdnrεkcns − Pkcnrεkdns + Pkcnsεkdnr − P kdnsεkcnr) =
= Aαβd
cAγδr
s 1
16(P
kd
mm1
1
2ε
mm1nrεkcns + Pkc
mm1 1
2εmm1nsε
kdnr−
−Pkcnr(δnkδsd − δndδsk)− P kdns(δknδcr − δkrδcn)) =
= Aαβd
cAγδr
s 1
16(P
kd
kcδs
r − P kdksδcr + P rdcs+
+Pkc
kdδs
r − Pkckrδsd + Pscdr − Pkckrδsd + Pscdr − P kdksδcr + P rdcs) =
= Aαβd
cAγδr
s 1
4(Psc
dr − 12P kdksδcr + 12Pkckdδsr − 12Pkckrδsd) =
= Aαβd
cAγδr
s 1
4(Psc
dr − 12Rδsdδcr + 14Rδsrδcd).
(499)
193 104
Аналогично
g[α
[γgβ ]
δ ] = Aαβd
cAγδr
s 1
4(εsc
dr − 12εkdksδcr + 12εkdkcδsr − 12εkckrδsd) =
= Aαβd
cAγδr
s 1
4(
1
2δs
rδc
d − 2δsdδcr).
(500)
Таким образом, из
Cαβ
γδ := Rαβ
γδ −R[α [γ gβ] δ] + 1/10Rg[α [γ gβ] δ] (501)
следует
Cαβ
γδ = Aαβd
cAγδr
s(Rc
d
s
r − 14Pscdr + 18Rδsdδcr − 116Rδsrδcd + 140R(12δsrδcd−
−2δsdδcr)) = AαβdcAγδrs(R(cds )r +R[ck|k|[rδs ]d ] + 140R(3δsdδcr − 2δsrδcd)).
(502)
Тогда
Cαβ
γδ = Aαβd
cAγδr
s(R(c
d
s )
r + 180Rδs
dδc
r). (503)
Свернем его с AαβklAγδtn
4Ck
l
t
n :=
= Aαβk
lAγδt
nCαβ
γδ = Aαβk
lAαβd
cAγδr
sAγδt
n(R(c
d
s )
r + 180Rδs
dδc
r) =
= (12δk
lδd
c − 2δkcδdl)(12δrsδtn − 2δrnδts)(12Rcdsr + 12Rsdcr + 180Rδsdδcr) =
= (2Rk
l
t
n + 18Rk1
r1
r1
k1δk
lδt
n − 12Rk1 lkk1δtn − 12Rtk1k1nδkl+
+2Rt
l
k
n + 180R(δt
nδk
l − δtnδkl − δtnδkl + 4δtlδkn) =
= (4R(k
l
t )
n − 116Rδklδtn + 116Rδklδtn + 116Rδtnδkl + 180R(4δtlδkn − δtnδkl)) =
= 4(R(k
l
t )
n + 140Rδ(k
lδt )
n),
(504)
что завершает доказательство формул (292).
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6.2.3 Доказательство тождеств Риччи
По определению
2a
d := 12(∇ak∇dk −∇dk∇ak),
2αβ := 2∇[α∇β ], 2αβ = Aαβda2ad.
(505)
Естественным образом предполагается ковариантное постоянство сле-
дующих величин
∇αηγab = 0, ∇αAβγda = 0,
∇αgαβ = 0, ∇αεabcd = 0.
(506)
Тождество Риччи имеет вид
2αβk
γδ = Rαβλ
γkλδ +Rαβλ
δkγλ. (507)
Тогда
Aαβb
aAγδc
d2a
bkd
c = Aαβb
a2Aλ
[δ
c
|l|Aγ ]λrdRablckdr. (508)
Откуда с учетом (473)
Aγδc
d2a
bkd
c =
= −2Rablckdr · (η[δ|ld|ηγ ]rc − η[δ|lk|ηγ ]rkδcd) =
= (ηγldηδrc − ηγrcηδld)(Rablckdr −Rablkkkrδdc) =
= ηγldηδrc(Ra
b
l
ckd
r −Rablkkkrδdc − 6δ[ lrδdcδr1 l1δc1 ]d1Rabl1c1kd1r1+
+32δ[ l
rδd
cδr1 ]
l1δc1
d1Ra
b
l1
c1kd1
r1) =
= ηγldηδrc(−Rablkkkrδdc −Rabkrkdkδlc) = Aγδrl · (−Rablkkkr +Rabkrklk),
2a
bkl
r = −Rablkkkr +Rabkrklk.
(509)
C другой стороны,
2αβr
γ = Rαβδ
γrδ. (510)
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Умножим обе части на 12ηγ
mm1Aβαa
b
2a
brmm1 = ηγ
mm1Aδ
γ
c
lRa
b
l
crδ = ηγ
mm1ηγckηδ
lkRa
b
l
crδ =
= 2δ[c
mδk ]
m1Ra
b
l
crlk = Ra
b
l
mrlm1 +Ra
b
l
m1rml,
2a
brmm1 = Ra
b
l
mrlm1 +Ra
b
l
m1rml.
(511)
Итак, пусть kαβ - простой изотропный бивектор, то согласно след-
ствию 1 из третьей главы он имеет бесследовый образ kab вида
ka
b = P bQa, P
aQa = 0. (512)
Подставим (512) в (509)
P c2a
bQd +Qd2a
bP c = −RabdkQkP c +RabkcQdP k. (513)
Если (513) свернуть с произвольным ковектором Sc таким, что
ScP
c = 0, то будет верно следующее равенство
Sc2a
bP c = Ra
b
k
cP kSc. (514)
Рассмотрим теперь изотропный вектор rγ такой, что он имеет вид
rγ = 12η
γ
abr
ab := ηγabX
aY b. (515)
То из (511) следует, что
Xm2a
bY m1 + Y m12a
bXm −Xm12abY m − Y m2abXm1 =
= XmRa
b
k
m1Y k + Y m1Ra
b
k
mXk −Xm1RabkmXk − Y mRabkm1Xk.
(516)
Свернем это уравнение с Zm таким, что XmZm = 0 и Y mZm 6= 0, то
с учетом (514) (это значит, что Y m1Zm2abXm = RabkmZmXkY m1)
получим
−ZmXm12abY m − ZmY m2abXm1 =
= −Xm1RabkmY kZm − ZmY mRabkm1Xk.
(517)
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Для произвольного Td, спинорыXm, Y m и Zm всегда можно выбрать
так, что XmTm = 0, Y mTm = 0, XmZm = 0, Y mZm 6= 0. Домножим
(517) на Td и получим
−ZmXm1Td2abY m − ZmY mTd2abXm1 =
= −ZmXm12ab(TdY m) + ZmXm1Y m2abTd−
−ZmY m2ab(Xm1Td) + ZmY mXm12abTd =
= −Xm1RabkmY kZmTd − ZmY mRabkm1XkTd.
(518)
Вычтем из (518) следующие 2 тождества, полученные из (513),
−ZmXm12ab(TdY m) = ZmXm1Y mRabdkTk − ZmXm1TdRabkmY k,
−ZmY m2ab(Xm1Td) = ZmXm1Y mRabdkTk − ZmY mTdRabkm1Xk.
(519)
Откуда
ZmY
mXm12a
bTd = −Xm1ZmY mRabdkTk,
2a
bTd = −RabdkTk.
(520)
Таким образом
2a
bTd = −RabdrTr, 2abT d = RabrdT r. (521)
6.2.4 Доказательство дифференциальных тождеств Бианки
Дифференциальные тождества Бианки имеют вид
∇[αRβγ ]δλ = 0. (522)
Из них следует
A[βγ|c|bηα ]aa1∇aa1Rbcrs = 0. (523)
Свернем его с Aβγmn
Aβγm
nA[βγ|c|bηα ]aa1∇aa1Rbcrs =∣∣∣∣∣∣
Aβγm
nAβαc
bηγ
aa1 = ηγ
aa1(ηα
bnηγmc + ηα
bkηγkmδc
n + 12ηα
bkηγckδm
n) =
= (ηα
bn2δ[m
aδc ]
a1 + ηα
bk2δ[k
aδm ]
a1δc
n + 12ηα
bk2δ[c
aδk ]
a1δm
n)
∣∣∣∣∣∣
(524)
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= ((12δm
nδc
b − 2δmbδcn)ηαaa1 − 2(2ηαbnδm[aδca1 ]+
+2ηα
b[aδm
a1 ]δc
n + 12 · 2ηαb[a1δca ]δmn))∇aa1Rbcrs =
= (12δm
nδc
bηα
aa1 − 2δmbδcnηαaa1 − 2δmaδca1ηαbn + 2δma1δcaηαbn−
−2δma1δcnηαba + 2δmaδcnηαba1 − δcaδmnηαba1 + δca1δmnηαba))∇aa1Rbcrs =
= −2ηαaa1∇aa1Rmnrs − 2ηαbn∇mcRbcrs + 2ηαbn∇cmRbcrs−
−2ηαba∇amRbnrs + 2ηαba1∇ma1Rbnrs − ηαba1δmn∇ca1Rbcrs+
+ηα
baδm
n∇acRbcrs = −2ηαaa1∇aa1Rmnrs + 4ηαbn∇cmRbcrs−
−4ηαba∇amRbnrs − 2ηαbaδmn∇caRbcrs = 0.
Свернем это уравнение с ηαtp
−2εtpaa1∇aa1Rmnrs + 4εtpbn∇cmRbcrs−
−4εtpba∇amRbnrs − 2εtpbaδmn∇caRbcrs =
= −4∇tpRmnrs + 4δpn∇cmRtcrs − 4δtn∇cmRpcrs−
−4∇pmRtnrs + 4∇tmRpnrs − 2δmn∇cpRtcrs + 2δmn∇ctRpcrs =
= −4∇tpRmnrs + 4∇tmRpnrs − 4∇pmRtnrs + 4δpn∇cmRtcrs−
−4δtn∇cmRpcrs − 2δmn∇cpRtcrs + 2δmn∇ctRpcrs =
= 12∇[ tmRp ]nrs − 8δ[ tn∇|cm|Rp ]crs − 4δmn∇c[pRt ]crs = 0.
(525)
Свернем это уравнение с δnm
4∇tkRpkrs − 4∇pkRtkrs + 4∇cpRtcrs−
−4∇ctRpcrs − 8∇cpRtcrs + 8∇ctRpcrs = 0.
(526)
получим тождество.
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Свернем (525) с δnt
−4∇npRmnrs + 4∇tmRptrs + 4∇cmRpcrs−
−16∇cmRpcrs − 2∇cpRmcrs + 2∇cmRpcrs = 0,
∇c(pRm )crs = 0.
(527)
Тогда тождество Бианки примет вид
∇[ tmRp ]nrs = δ[ tn∇|c|mRp ]crs. (528)
Свертка (527) с δsm даст
∇cpRmcrm +∇cmRpcrm = 0, ∇cmRpcrm = 18∇rpR. (529)
6.3 Доказательство формул, связанных с метрикой, инду-
цированной в сечении конуса K6
Пусть задано сечение конуса K6
T 2 + V 2 −W 2 −X2 − Y 2 − Z2 = 0 (530)
плоскостью V+W=1. Сделаем стереографическую проекцию полу-
ченного гиперболоида на плоскость V=0
t
T =
x
X =
y
Y =
z
Z = −
1
2
V− 12
,
x2 + y2 + z2 − t2 = 12V−1 ,
T = −t(2V − 1), X = −x(2V − 1),
Y = −y(2V − 1), Z = −z(2V − 1),
dT = −(dt (2V − 1) + 2tdV ), dX = −(dx (2V − 1) + 2xdV ),
dY = −(dy (2V − 1) + 2ydV ), dZ = −(dz (2V − 1) + 2zdV ).
(531)
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Тогда
dS2 = dT 2 + dV 2 − dW 2 − dX2 − dY 2 − dZ2 =
= |dV = −dW | = dT 2 − dX2 − dY 2 − dZ2 =
= (dt2 − dx2 − dy2 − dz2)(2V − 1)2+
+4(tdt− xdx− ydy − zdz)dV (2V − 1) + 4(t2 − x2 − y2 − z2)dV 2 =
= |tdt− xdx− ydy − zdz = −12d( 12V−1)| =
= dt
2−dx2−dy2−dz2
(t2−x2−y2−z2)2 .
(532)
Сделаем замену
ς = −iX+Y2V−1 = −y + ix, ω = − i(T+Z)2V−1 = i(t+ z), η = i(Z−T )2V−1 = i(t− z),
ς ς¯ + ηω = 12V−1 ,
dς = ( dY2V−1 − 2Y dV(2V−1)2 )− i( dX2V−1 − 2XdV(2V−1)2 ),
dς¯ = ( dY2V−1 − 2Y dV(2V−1)2 ) + i( dX2V−1 − 2XdV(2V−1)2 ),
dω = −i( dT2V−1 − 2TdV(2V−1)2 + dZ2V−1 − 2ZdV(2V−1)2 ),
dη = −i( dT2V−1 − 2TdV(2V−1)2 − dZ2V−1 + 2ZdV(2V−1)2 ),
dςdς¯ + dωdη = (dX
2+dY 2+dZ2−dT 2)
(2V−1)2 − 4 dV(2V−1)3 (XdX + Y dY + ZdZ − TdT )+
+4 dV
2
(2V−1)4 (X
2 + Y 2 + Z2 − T 2) = −dT 2−dX2−dY 2−dZ2(T 2−X2−Y 2−Z2)2 ,
ds2 := dT 2 − dX2 − dY 2 − dZ2 = −dςdς¯+dηdω(ςς¯+ηω)2 , x2 + y2 + z2 − t2 = 12V−1 .
(533)
Поэтому есть резон положить
X :=
(
ω ς
−ς¯ η
)
, dX :=
(
dω dς
−dς¯ dη
)
,
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∂∂X
:=
(
∂
∂ω
∂
∂ς
− ∂∂ς¯ ∂∂η
)
. (534)
Откуда
ds2 = − det(dX)
(det(X))2
, X¯T +X = 0. (535)
6.3.1 Доказательство формул о первом инварианте
Рассмотрим группу дробно-линейных преобразований L
X˜ = (AX +B)(CX +D)−1, S :=
(
A B
C D
)
, detS = 1. (536)
Пусть имеется два последовательных преобразования
X˜ = (AX +B)(CX +D)−1, ˜˜X = (A˜X˜ + B˜)(C˜X˜ + D˜)−1, (537)
то
˜˜X = ( ˜˜AX + ˜˜B)( ˜˜CX + ˜˜D)−1 =
= (A˜(AX +B) + B˜(CX +D))(C˜(AX +B) + D˜(CX +D))−1 =
= ((A˜A+ B˜C)X + A˜B + B˜D)((C˜A+ D˜C)X + C˜B + D˜D)−1,
S :=
(
A B
C D
)
, S˜ :=
(
A˜ B˜
C˜ D˜
)
, ˜˜S :=
(
˜˜A ˜˜B
˜˜C ˜˜D
)
,
˜˜S = S˜S.
(538)
Далее, для унитарных дробно-линейных преобразований имеем
X∗ +X ≡ X˜∗ + X˜ = 0,
0 = (AX +B)(CX +D)−1 + (CX +D)∗−1(AX +B)∗,
(539)
201 112
0 = (CX +D)∗(AX +B) + (AX +B)∗(CX +D) =
= X∗(A∗C + C∗A)X +X∗(A∗D + C∗B)+
+(B∗C +D∗A)X +D∗B +B∗D ≡
≡ X∗ +X.
Откуда
A∗C + C∗A = 0, B∗D +D∗B = 0, A∗D + C∗B = E,
S∗EˆS = Eˆ,
Eˆ :=
(
0 E
E 0
)
.
(540)
Пусть
X = Y Z−1, Y˜ = AY +BZ, Z˜ = CY +DZ. (541)
Положим
X :=
(
x1 x2
x3 x4
)
, Xˆ :=
(
xˆ1 xˆ2
xˆ3 xˆ4
)
,
dX :=
(
dx1 dx2
dx3 dx4
)
, dXˆ :=
(
dxˆ1 dxˆ2
dxˆ3 dxˆ4
)
,
∂
∂X :=
 ∂∂x1 ∂∂x2
∂
∂x3
∂
∂x4
 , ∂
∂Xˆ
:=
 ∂∂xˆ1 ∂∂xˆ2
∂
∂xˆ3
∂
∂xˆ4
 .
(542)
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Тогда
dX + dXˆ = d(X + Xˆ),
d(XXˆ) = d
(
x1xˆ1 + x2xˆ3 x1xˆ2 + x2xˆ1
x3xˆ1 + x4xˆ3 x3xˆ2 + x4xˆ4
)
=
=
(
dx1xˆ1 + dx2xˆ3 dx1xˆ2 + dx2xˆ1
dx3xˆ1 + dx4xˆ3 dx3xˆ2 + dx4xˆ4
)
+
+
(
x1dxˆ1 + x2dxˆ3 x1dxˆ2 + x2dxˆ1
x3dxˆ1 + x4dxˆ3 x3dxˆ2 + x4dxˆ4
)
=
= (dX) Xˆ +X (dXˆ).
(543)
Поэтому верны тождества
ˆˆ
X = AX +B ⇒ d ˆˆX = AdX,
ˆˆ
X = X−1 ⇒ d ˆˆX = −X−1 dX X−1.
(544)
Доказательство второго таково
ˆˆ
XX = 1,
(d
ˆˆ
X) X +
ˆˆ
X (dX) = 0,
(d
ˆˆ
X) X +X−1 (dX) = 0,
d
ˆˆ
X = −X−1 (dX) X−1.
(545)
Поэтому получим цепочку тождеств
X˜∗ + X˜ = 0,
−X˜∗ = X˜,
−(CX +D)∗−1(AX +B)∗ = (AX +B)(CX +D)−1,
−(AX +B)∗ = (CX +D)∗(AX +B)(CX +D)−1.
(546)
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Домножим обе части на CdX
(−X∗A∗ −B∗)CdX = (CX +D)∗(AX +B)(CX +D)−1CdX,
(−X∗A∗C −B∗C)dX = (CX +D)∗(AX +B)(CX +D)−1CdX.
(547)
Воспользуемся (540)
(X∗C∗A+D∗A− E)dX = (CX +D)∗(AX +B)(CX +D)−1CdX,
(CX +D)∗AdX − (CX +D)∗(AX +B)(CX +D)−1CdX = dX,
A(dX)(CX +D)−1 − (AX +B)(CX +D)−1C(dX)(CX +D)−1 =
= (CX +D)∗−1(dX)(CX +D)−1.
(548)
Используя (541), получим
(d(AX +B)) (CX +D)−1 + (AX +B)d((CX +D)−1) =
= (CY +DZ)∗−1Z∗(dX)Z(CY +DZ)−1,
Z˜∗ dX˜Z˜ = Z∗ dXZ.
(549)
Таким образом получается первый инвариант.
6.3.2 Доказательство формул о втором инварианте
Пусть
Xˆ = AX +B, (550)
или в покомпонентной записи
xˆ1 = a1x1 + a2x3 + b1, xˆ2 = a1x2 + a2x4 + b2,
xˆ3 = a3x1 + a4x3 + b3, xˆ4 = a3x2 + a4x4 + b4.
(551)
Тогда
∂
∂x1
= a1
∂
∂xˆ1
+ a3
∂
∂xˆ3
, ∂∂x2 = a1
∂
∂xˆ2
+ a3
∂
∂xˆ4
,
∂
∂x3
= a2
∂
∂xˆ1
+ a4
∂
∂xˆ3
, ∂∂x4 = a2
∂
∂xˆ2
+ a4
∂
∂xˆ4
,
(552)
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или в сокращенной записи
∂
∂X = A
T ∂
∂Xˆ
⇒ ∂
∂XˆT
= ∂∂XTA
−1 (det(A) 6= 0). (553)
Пусть теперь
Xˆ = X−1, (554)
или в покомпонентной записи
xˆ1 =
x4
x1x4−x2x3 xˆ2 = − x2x1x4−x2x3 ,
xˆ3 = − x3x1x4−x2x3 xˆ4 = x1x1x4−x2x3 .
(555)
Тогда
∂
∂x1
= − x4x4(x1x4−x2x3)2 ∂∂xˆ1 + x2x4(x1x4−x2x3)2 ∂∂xˆ2 + x3x4(x1x4−x2x3)2 ∂∂xˆ3 − x2x3(x1x4−x2x3)2 ∂∂xˆ4 ,
∂
∂x2
= x4x3(x1x4−x2x3)2
∂
∂xˆ1
− x1x4(x1x4−x2x3)2 ∂∂xˆ2 − x3x3(x1x4−x2x3)2 ∂∂xˆ3 + x1x3(x1x4−x2x3)2 ∂∂xˆ4 ,
∂
∂x3
= x4x2(x1x4−x2x3)2
∂
∂xˆ1
− x2x2(x1x4−x2x3)2 ∂∂xˆ2 − x1x4(x1x4−x2x3)2 ∂∂xˆ3 + x1x2(x1x4−x2x3)2 ∂∂xˆ4 ,
∂
∂x4
= − x2x3(x1x4−x2x3)2 ∂∂xˆ1 + x1x2(x1x4−x2x3)2 ∂∂xˆ2 + x1x3(x1x4−x2x3)2 ∂∂xˆ3 − x1x1(x1x4−x2x3)2 ∂∂xˆ4 ,
(556)
или в сокращенной записи
∂
∂X = −X−1T ∂∂XˆX−1T ⇔ ∂∂XˆT = −X ∂∂XTX. (557)
Предположим, что det(C) 6= 0, то
X˜ = (AX +B)(CX +D)−1 = AC−1 + (B − AC−1D)(CX +D)−1.
(558)
Поэтому
∂
∂X˜T
= ∂∂(CX+D)T−1 (B − AC−1D)−1 =
= −(CX +D) ∂∂(CX+D)T (CX +D)(B − AC−1D)−1 =
= −(CX +D) ∂∂XTC−1(CX +D)(B − AC−1D)−1 =
(559)
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= −(CX +D) ∂∂XT (XC∗ + C−1DC∗)(BC∗ − AC−1DC∗)−1 =
= (CX +D) ∂∂XT (CX +D)
∗(BC∗ + AD∗)−1 =
= (CX +D) ∂∂XT (CX +D)
∗.
Откуда
Z˜−1
∂
∂X˜T
Z˜∗−1 = Z−1
∂
∂XT
Z∗−1. (560)
Если, теперь, det(C)=0. Положим
˜˜X = X˜−1 = (CX +D)(AX +B)−1, ˜˜Z = AY +BZ,
˜˜C = A, det( ˜˜C) 6= 0.
(561)
Если det(A)6=0, то
Z−1 ∂
∂X˜T
Z∗−1 = ˜˜Z−1 ∂
∂ ˜˜XT
˜˜Z∗−1 =
= −(AY +BZ)−1X˜ ∂
∂X˜T
X˜(AY +BZ)∗−1 = |X˜∗ = −X˜| =
= (AY +BZ)−1(AY +BZ)(CY +DZ)−1 ∂
∂X˜T
×
×(CY +DZ)∗−1(AY +BZ)∗(AY +BZ)∗−1 = Z˜−1 ∂
∂X˜T
Z˜∗−1.
(562)
Если все-таки det(A)=0, то можно положить
˜˜X = X˜ + D˜,
˜˜˜
X = ˜˜X−1,
˜˜˜
X = (
˜˜˜
AX +
˜˜˜
B)(
˜˜˜
CX +
˜˜˜
D)−1,
˜˜˜
C = A+ D˜C, det(
˜˜˜
C) 6= 0.
(563)
Очевидно, что D˜ всегда можно выбрать так, что det(
˜˜˜
C) 6= 0. Поэто-
му
Z−1 ∂∂XTZ
∗−1 =
˜˜˜
Z−1 ∂
∂
˜˜˜
XT
˜˜˜
Z∗−1 = ˜˜Z−1 ∂
∂ ˜˜XT
˜˜Z∗−1 = Z˜−1 ∂
∂X˜T
Z˜∗−1,
(564)
что и даст второй инвариант.
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6.4 Доказательство формул пятой главы.
6.4.1 Доказательство условий интегрируемости битвисторного урав-
нения
По определению
2a
d = 12(∇ak∇dk −∇dk∇ak) =
= 14εakmn(∇mn∇dk +∇md∇nk) =
= 12εakmn∇m(n∇d)k.
(565)
Поэтому
2a
dXc = Ra
d
r
cXr =
1
2
εakmn∇m(n∇d)kXc. (566)
Если ∇a(bXc) = 0, то условия интегрируемости этого уравнения
примут вид
1
2εakmn∇m(n∇d|k|Xc) =
= 16εakmn(∇m(n∇d)kXc +∇m(n∇c)kXd +∇m(c∇d)kXn) =
= 23Ra
(d
l
c )X l + 112εakmn(∇mc∇dk +∇md∇ck)Xn =
(567)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
εakmn(∇mc∇dk +∇md∇ck)Xn =
= εakmn(ε
cdkr 1
2(∇ms∇sr −∇sr∇ms)−
−εmrdk 12(∇sr∇sc −∇sc∇sr))Xn =
= 6δa
[cδm
rδn
d ] 1
2(∇sr∇sm −∇sm∇sr)Xn+
+4δ[a
rδn ]
d 1
2(∇sr∇sc −∇sc∇sr)Xn =
= 6δa
[cδm
rδn
d ]Rr
m
l
nX l + 4δ[a
rδn ]
dRr
c
l
nX l =
= 2Ra
(c
l
d )X l + 14δa
(cδl
d )RX l
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 56Ra
(c
l
d )X l + 148δa
(cδl
d )RX l = 56Ca
c
l
dX l, (568)
где Cacld - аналог тензора Вейля.
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