In a projective space we fix some set of points, a horizon, and investigate the complement of that horizon. We prove, under some assumptions on the size of lines, that the ambient projective space, together with its horizon, both can be recovered in that complement. Then we apply this result to show something similar for Grassmann spaces.
Introduction

Our goal
Two definitions of an affine space are known: it is a projective space with one of its hyperplanes removed, or it is a projective space with one of its hyperplanes distinguished. It is also known that these two definitions are equivalent, since the removed hyperplane can be recovered in terms of so obtained affine space. A general question arises: how big the remaining fragment of a projective space must be so as the surrounding space can be recovered in terms of the internal geometry of this fragment? Analogous question could be asked in the context of projective Grassmannians. In this paper we propose a solution involving parallelism, imitating the affine parallelism, valid under certain assumptions on the size of improper parts of lines. Our solution is just a solution: there are fragments of projective spaces (e.g. ruled quadrics) which do not satisfy our requirements and from which the surrounding spaces are recoverable, but with completely different methods.
Motivations and references
In this paper we deal with a point-line space A where a subset W of points, a horizon, and those lines that are entirely contained in W are removed. We call such a reduct of A the complement of W in A and denote it by D A (W). As for which lines to remove from A our approach is not unique and there are different complements considered in the literature, e.g. in [13] , where all the lines that meet W are deleted.
The most classic and vivid example of a complement D A (W), aforementioned at the beginning, is an affine space i.e. the complement of a hyperplane W in a projective space A. There are more examples where removing a hyperplane is also successful and where in result we get some affine geometries. In a polar space deleting its geometric hyperplane yields an affine polar space (cf. [3] , [11] , [14] ). In a Grassmann space, in other words, in a space of pencils, this construction produces an affine Grassmannian (cf. [4] ). When W is any subspace, not necessarily a hyperplane, in a projective space A, then so called slit space arises as the complement D A (W) possessing both projective and affine properties (cf. [6] , [7] ).
In [17] (see also [18] ) there is introduced an axiom system of semiaffine partial linear spaces (SAPLS in short) that are, without going into details, weak geometries with parallelism. It is astonishing that the set of directions of lines in a SAPLS form a subspace W of some projective space A so, we can treat this SAPLS as the complement D A (W). More precisely, it is proved in [17] , that the class of semiaffine linear spaces coincides with the class of forementioned slit spaces. In other words, semiaffine linear spaces are slit spaces with parallelism that is not necessarily reflexive.
Another remarkable example is a spine space (cf. [12] , [15] ), that emerges from a Grassmann space over a vector space by taking only those points which as kdimensional vector subspaces meet a fixed vector subspace W in a fixed dimension m. In case m = 0 and k is the codimension of W we get a pretty well known space of linear complements (cf. [16] and also [1] ). Now we turn back to our major question: is it possible to recover the underlying space A and the horizon W in the complement D A (W)? This is not a completely new question and there are some papers devoted to such recovery problem. In [19] projective Grassmannians are successfully recovered from complements of their Grassmann substructures. The concept of two-hole slit space is introduced in [13] . It is a point-line space whose point set is the complement of the set of points of two fixed complementary subspaces, not hyperplanes, in a projective space and the line set is the set of all those lines which do not intersect any of these two subspaces. This is not exactly what we have used to call a complement as lines are taken differently. Nevertheless, using very similar methods to ours the recovery problem has been solved here in incidence geometry settings. It has been also solved in chain geometry associated with a linear group approach. In [8] a partial linear space with parallelism embeddable in an affine space with the same point set is studied. On the other hand, it can be considered as an affine space with some lines deleted. As it was mentioned, an affine space is a complement of a projective space, and thus there is a correspondence between [8] and our research. To restore missing lines (and preserve parallelism) the authors introduce some additional combinatorial condition. Namely, all investigations in [8] are done under assumption, that on every line k, for any point p / ∈ k, there is more points collinear with p than those not collinear with p. Likewise, we require that on every line of D A (W) there is less points of W than the other.
Results
The purpose of this paper is to give an answer to the above question for projective spaces and Grassmann spaces where a set of points, under some restrictions, has been removed. In the first part we focus on a projective space as A. Purely in terms of the complement of W in A we reconstruct the removed points and lines as well as the relevant incidence. An affirmative answer to our question is given in Theorem 3.1.
In the second part we investigate a Grassmann space as A. It is known that every maximal strong subspace of a Grassmann space is a projective space. This, together with some additional assumptions, lets us apply the result obtained for projective spaces to recover the whole A and its horizon W in terms of the complement D A (W). That way another affirmative answer to our question is formulated in Theorem 5.1.
At the end we give some examples where our results can be applied or not.
Generalities
A point-line structure A = S, L , where the elements of S are called points, the elements of L are called lines, and where L ⊂ 2 S , is said to be a partial linear space, or a point-line space, if two distinct lines share at most one point and every line is of size (cardinality) at least 2 (cf. [2] ). The incidence relation between points and lines is basically the membership relation ∈. For distinct points a, b ∈ S we say that they are adjacent (collinear) and write a ∼ b if there is a line in L through a, b. The line through distinct points a, b will be written as a, b. For distinct lines k, l ∈ L we say that they are adjacent and write k ∼ l if they intersect in a point from S. We say that three pairwise distinct points a 1 , a 2 , a 3 ∈ S (or lines k 1 , k 2 , k 3 ∈ L) form a triangle in A if they are pairwise adjacent and not collinear (or not concurrent respectively), which we write as △(a 1 , a 2 , a 3 ) (or △(k 1 , k 2 , k 3 ) respectively). The points a 1 , a 2 , a 3 are called vertices and the lines k 1 , k 2 , k 3 are called sides of the triangle. A subspace of A is any set X ⊆ S with the property that every line which shares with X two or more points is entirely contained in X. We say that a subspace X of A is strong if any two points in X are collinear. If S is strong then A is said to be a linear space.
Complements
Let us fix a subset W ⊂ S. By the complement of W in A we mean the structure
where
Here, the incidence relation is again ∈, inherited from A, but limited to the new point set and line set. It should not lead to confusion, as it will be clear from context which incidence is which. 
which is obviously too strong for this specific purpose but will become essential later. Now, the very first observation. (ii) There are at least ind P (W) + 2 proper points on a proper line.
The consequence of 2.1(ii) is that there are at least 3 proper points on every line of the complement D A (W), thus it is a partial linear space.
Grassmann spaces
Let V be a vector space of dimension n with 3 ≤ n < ∞. The set of all subspaces of V will be written as Sub(V ) and the set of all k-dimensional subspaces (or ksubspaces in short) as Sub k (V ). The most basic concept for us here is a k-pencil that is the set of the form
where H ∈ Sub k−1 (V ), B ∈ Sub k+1 (V ), and H ⊂ B. The family of all such kpencils will be denoted by P k (V ). We consider a Grassmann space (also known as a space of pencils)
a point-line space with k-subspaces of V as points and k-pencils as lines (see [10] , [19] for a more general definition, see also [9] ). For 0 < k < n it is a partial linear space. For k = 1 and k = n − 1 it is a projective space. So we assume that It is known that there are two classes of maximal strong subspaces in M: stars of the form
where H ∈ Sub k−1 (V ), and tops of the form
where B ∈ Sub k+1 (V Numerous intrinsics properties of Grassmann spaces are very well known or can be easily verified (cf. [9] ). Let us recall some of them and prove a couple of technical facts that will be needed later. 
Corollary 2.3. Let S be a star and T be a top in M. If U 1 ∈ S, U 2 ∈ T , and
We say that a subspace of M is a plane if it is (up to an isomorphism) a projective plane. It is known that every strong subspace of M carries the structure of a projective space. 
Proof. Note first that T 1 ∩ T 2 = {U } and U = B 1 ∩ B 2 .
(i): For the plane Π observe that Z ∈ Sub k−2 (V ) and Z ⊂ U . We have
, which completes this part of the proof.
(ii):
and we are through.
Dually to 2.4 we have the following for stars.
Lemma 2.5. Let U be a point and
Complements in projective spaces
Let P = S, L be a projective space of dimension at least 3 and let W ⊂ S such that (2) is satisfied. We will investigate the complement of W in P, that is the structure D := D P (W).
Note that in the case where W is a hyperplane, the complement D is an affine space, while if W is not necessarily a hyperplane but a proper subspace of P, then D is a slit space (cf. [6] , [7] , [19] ).
The goal of the first part of our paper is as follows. 
Parallelism
In affine structures parallelism is a key notion for projective completion. We are going to use it here in a similar way.
Usually, two lines are said to be parallel if they meet on the horizon. Following this idea we define parallelism so that for lines
In case D is a slit space our requirement (2) that lines are of size at least 3 makes good sense as it is known that in an affine space with lines of size 2 parallelism cannot be defined in terms of incidence. Definition (3) involves the incidence relation of the ambient projective space P. To give an internal definition of our parallelism, expressible purely in terms of the complement D, we begin by proving a variant of Veblen (Pasch) axiom for D. Proof. Let a m ∈ k i ∩ k j , where {m, i, j} = {1, 2, 3}, be the vertices of our triangle. Without loss of generality we can assume that the point a 3 is improper. By 2.1(ii) we can take proper points a ∈ k 1 and b 1 , . . . , b ind P (W)+1 ∈ k 2 such that a = a 2 and b i = a 1 for all i = 1, . . . , ind P (W) + 1. Consider the lines l i := a, b i for i = 1, . . . , ind P (W) + 1. All these lines are proper and all they intersect the line k 3 . As there are only up to ind P (W) improper points on k 3 , one of l i is the required line. Now, we are able to give a definition of purely in terms of D. 2 share an improper point. Take two proper points a 1 ∈ k 1 and a 2 ∈ k 2 . They must be distinct and the line k 3 := a 1 , a 2 is proper. We have △(k 1 , k 2 , k 3 ) with one improper vertex. Hence, by 3.3 there is a required line l ∈ L W and points c 1 , c 2 , c 3 ∈ S W .
⇐ : Note that the lines
Thanks to 3.4 we can distinguish affine lines using the internal language of D.
Planes
By analogy to proper line we introduce the term proper plane. Namely we say that a plane Π of P is proper (or is a plane of D) if Π ⊂ W. In the following lemma we try to justify this terminology. Proof. Let Π be a plane of D. There is a proper point a on Π, since Π ⊂ W. Every line through a is proper by 2.1(i). There are at least 2ind P (W) + 2 lines through a on Π by (2) . So, take two distinct lines l 1 , l 2 with a ∈ l 1 , l 2 ⊂ Π, and consider two points b, c = a such that a ∈ l 1 , b ∈ l 2 . Then a, b, c and l 1 , l 2 , b, c form the required triangle. Proof. Let a 1 , a 2 , a 3 be the vertices of our triangle of sides
Each line l i is proper and intersect k 2 in some point q i . Note that all these points q i are pairwise distinct. If ind P (W) < λ, then there is j = 1, . . . , λ such that q j is a proper point as by (2) there are only up to ind P (W) improper points on k 2 . Thus, the line l j is the required one and we are through. If ind P (W) = λ, then either q j is a proper point for some j = 1, . . . , λ and l j is the required line, or all the points q i , and only those, are improper points of k 2 . In the latter case take l := a, a 2 . It is a proper line as a 2 is proper and it intersect k 2 in a point distinct from q i , . . . , q λ thus, in a proper point as required.
Immediately from 3.7 we get Proof. Let a be a point of P. If a is proper, then the claim follows directly by 2.1(i). So, assume that a is improper. By 2.1(iii) there is some proper point a 1 , thus a = a 1 . Every line through a 1 is proper so, it is k 1 := a, a 1 . Take another line l through a 1 distinct from k 1 . By 2.1(ii) there is a proper point a 2 ∈ l with a 1 = a 2 . The line k 2 := a, a 2 is proper, k 1 = k 2 , and a ∈ k 1 , k 2 . So, we have a proper plane Π = k 1 , k 2 . Now, as P is at least 3 dimensional, take a point p not on Π. Regardless of whether p is proper or not, there is a proper point a 3 on the line p, a 1 with a 3 = a 1 (possibly a 3 = p) by 2.1(ii). Lines k 1 , k 2 , k 3 := a, a 3 are the required lines.
A straightforward outcome of 3.9 is as follows.
Corollary 3.10.
(i) There is a proper line through every point of P.
(ii) There is a proper plane through every point of P. Proof. Consider the bundle F of all the planes in P containing the line k and let a ∈ k. By 3.9 we have three proper lines k 1 , k 2 , k 3 through a that span three pairwise distinct proper planes. Note that the line k, as an improper one, can be contained in at most one of those planes. Take Π to be one of the other two, thus Π is a proper plane with a ∈ Π and k ⊂ Π. Every plane from the family F intersects Π in a line of P. All these lines form a pencil through a on Π. There are at least ind P (W) + 2 proper lines in that pencil by 3.11. Each of these proper lines together with k span a proper plane from F which completes the proof.
Cliques of parallelism
Let S be a maximal clique of in D. There are two possibilities:
A maximal -clique in the first case will be called a star direction, and a top direction in the second. Proof. Let S be a maximal -clique. Take k 1 , k 2 ∈ S with k 1 = k 2 . These are proper lines that meet in some improper point a. In view of 3.9 the set {k 1 , k 2 } is never a maximal clique so, there must be a line in S distinct from k 1 , k 2 . We have two possible cases: there is a line l ∈ S that intersects k 1 , k 2 in two distinct improper points or not. In the first case all the lines of S need to intersect k 1 , k 2 , and l in improper points, thus they need to lie on the plane k 1 , k 2 . In the second case all the lines of S go through a. Consequences of 3.13 and 3.14 together with 3.4 are quite essential for our future construction and will be put down as follows.
Corollary 3.15. Star directions are definable in terms of D.
Moreover, every star direction S can be identified with the improper point shared by all the lines of S. We will write S (a) for the star direction determined by an improper point a.
On a side note, in ( * ) we can claim, equivalently, that every two distinct proper lines, each of which shares two distinct points with lines of a top direction, are coplanar as planes are definable in D by 3.8. As for top directions they need not to exist on every plane. If for example from a plane Π we remove a single point, two points, a single line, a line and a point, or two lines then there is no top direction on Π.
The main reasoning
We are going to reconstruct the horizon W in D.
In view of 3.15, as it has been already stated, to every improper point a of P we can uniquely associate the star direction S (a). Hence we formally have
where S ∞ = S : S is a maximal -clique that fails ( * ) . The incidence relation of D can be extended now to the set of improper points as follows. If a is an improper point and k ∈ L W , then a ∈ k : ⇐⇒ k ∈ S (a).
Let us summarize what we have so far.
To get the entire projective space P we need to recover improper lines and tell what does it mean that a point, proper or improper, lies on such an improper line, everything in terms of D.
Thanks to 3.8 we are allowed to use the term proper plane in the language of D. Taking (6) into account we can express what does it mean that a proper line is contained in such a plane. Moreover, by 3.11 there is a proper line through an improper point on every proper plane. Therefore, for an improper point a and a proper plane Π we can make the following definition
where the formula on the right hand side is a sentence in the language of D. Now, for improper points a, b we define improper adjacency which means that a, b lie on an improper line, formally:
Let H be the class of proper planes in P. Consider three points a, b, c of P. In view of 3.12, with the formula
we define improper collinearity relation. An improper line in P is an equivalence class of that relation L ∞ with two distinct points fixed. That is, if a, b are two distinct improper points then [a, b] L ∞ is the improper line through a, b. So
is the set of all improper lines of P. Now, the incidence between an improper point a and an improper line k may be formally expressed as follows:
Finally the underlying projective space
and the horizon S ∞ , L ∞ are both definable in D which constitutes our main theorem 3.1.
Partial projective spaces
Following the idea of partial projective planes founded in [5] , as well as the idea of partial affine spaces investigated in [8] , a partial projective space G can be defined as a projective space P = S, L with a family K of its lines deleted. Hence G = S, G , where G = L \ K is the set of undeleted lines. Further we assume that P is at least 3-dimensional and there is a line in G through every point on every plane of P.
The condition (12) is equivalent to requirement that for every point a and a line l of P such that a / ∈ l there is a line in G through a that meets l. We are going to recover all the deleted lines strictly in terms of G. Proof. Let Π be a plane of P. Take a point a on Π. By (12) there is a line k 1 ∈ G on Π through a. Now, take a point b on Π but not on k 1 . Again by (12) there is a line k 2 ∈ G on Π through b. The lines k 1 , k 2 meet each other. Finally, take a point c on Π not on k 1 ∪ k 2 . By (12) we have a line k 3 ∈ G through c that meets k 1 and so, it meets k 2 as well. The lines k 1 , k 2 , k 3 form the required triangle. 
Proof. ⊆ : Let a ∈ Π. If a lies on one of k 1 , k 2 , k 3 we are through. Otherwise, by (12) there is a line k ∈ G, through a that meets k 1 . On the projective plane Π the line k meets also k 2 , k 3 . ⊇ : Straightforward.
Corollary 4.4. Planes of P are definable in terms of G.
Consider a line l ∈ K and take two planes Π 1 , Π 2 of P that contain l. The points on l are not collinear in G but they all are contained in both Π 1 and Π 2 . This, in view of 4.4, lets us define in terms of G a ternary collinearity relation whose equivalence classes are the deleted lines K (cf. (8) , (9), (10)). Now the proof of 4.1 is complete.
Nevertheless, it is worth to make a comment regarding the condition (12) . By 4.4 all planes containing a line l ∈ K are definable, although to recover l two of them are sufficient. Hence, one can prove 4.1 under an assumption weaker significantly than (12) . We need to require the existence of a few points on every line, such that there are lines in G through these points, which yield two triangles in distinct planes (see Figure 1 ). This condition is not so intuitive and as straight as (12) . In the next section we use 4.1 to recover improper lines in a maximal strong subspace of a Grassmann space. From this point of view it is crucial to note, that all examples of complements in the Grassmann space, considered in Section 6, not fulfilling (12) would not satisfy the new assumption either. For this reason and for simplicity we abandon the idea of a weaker, though more complex, assumption and continue our research using (12).
Complements in Grassmann spaces
Throughout this section we deal with the Grassmann space M = P k (V ) introduced in the beginning, together with a fixed set W ⊂ Sub k (V ). More precisely the complement D M (W) is investigated. Two assumptions seem to be essential here. First of all we assume that the condition (2) is satisfied, i.e. every line of M has size at least 2 ind M (W) + 2. To recover improper lines we assume additionally that
if U is a point and p is a line of M such that
U /
∈ p and U, p span some strong subspace, then there is a proper maximal strong subspaces through U that meets p.
(13)
Our goal now is to prove an analogue of 3.1:
is a Grassmann space and W is its point subset satisfying (2) and (13), then both M and W can be recovered in the complement D M (W).
Let us start with straightforward consequences of our assumptions.
Lemma 5.2. There is a proper line through every point of M.
Proof. Let U be a point of M. In case U is proper every line through U is proper. So, assume that U is improper. Take any star or top X through U and any line p ⊂ X. By (13) there is a proper maximal strong subspace Y through U . So there is a proper point U ′ ∈ Y . As U = U ′ the required line is U, U ′ .
We used to make a distinction between objects that are contained in the horizon W and those that are not. The latter are called proper and the former improper. Following this convention we say that a subspace X of M is proper when X ⊂ W, otherwise it is said to be improper.
Proof. (i) Let U 1 , U 2 be distinct points of X \W. As X is a strong subspace, there is a line p in M that joins U 1 , U 2 . The line p is proper since the points U 1 , U 2 are proper.
(ii) The set Y is a clique of adjacency of M. Take X to be the maximal strong subspace of M containing Y . Note that Y ⊆ X \ W as Y contains no points of the horizon W. Now, consider a point U ∈ X \ W. This is a proper point and it is collinear in M with every point of Y as a subset of X. All the lines through U are proper, so U ∈ Y as Y is a maximal clique of D M (W).
Note that from the inside of a Grassmann space it is not straightforward to tell whether a strong subspace is a star or a top (in case 2k = n it is even impossible). We can make distinction between two types of strong subspaces however, as two stars (and two tops) are either disjoint or meet in a point while a star and a top are either disjoint or meet in a line. The names 'star' and 'top' come from the outer space, usually a vector space or a projective space, within which our Grassmann space is defined. So, in view of 5.3, we say that a strong subspace Y of D M (W) is a star (a top) if there is a star (respectively a top) X in M such that Y = X \ W.
Lemma 5.4. Let X be a strong subspace of M, then X and W ∩X can be recovered in
Proof. First of all, note that ind X (W ∩ X) ≤ ind M (W) and every line of X has size at least 2 ind X (W ∩ X) + 2. Since every strong subspace X of M carries the structure of a projective space, we can apply 3.1 locally in X.
Let U ∈ W. Consider the family M U of all proper maximal strong subspaces through U in M. Since every line of M is extendable to a star and to a top, in view of 5.2 the set M U has at least two elements. As we prove in Section 3.4, every improper point U in a projective space X ∈ M U can be uniquely identified with the bundle S X (U ) (star direction) of parallel lines that pass through U and are contained in X. Let
We introduce the relation σ ⊆ S * ∞ × S * ∞ as follows: in case X 1 , X 2 are of different types (a top and a star up to ordering)
and in case X 1 , X 2 are of the same type (two stars or two tops)
The relation σ lets us identify improper points shared by a top and a star.
Proposition 5.5. Let X 1 , X 2 be two proper maximal strong subspaces of different types in M, and let U 1 , U 2 ∈ W. The following conditions are equivalent:
Proof. Without loss of generality we can assume that S := X 1 is a star and
Consider a line p 1 ∈ S S (U ) with p 1 = l. Note that U ∈ T ∩ T(p 1 ). Take the set of proper planes (ii) =⇒ (i): Assume to the contrary that U 1 = U 2 . Note, by (14) , that l := S ∩ T is a line. From (14) we have U 1 ∈ T(p 1 ), U 2 ∈ S(p 2 ), and U 1 ∼ U 2 . By 2.3, l ⊂ T(p 1 ) or l ⊂ S(p 2 ). Thus T(p 1 ) = T(l) = T or S(p 2 ) = S(l) = S. In both cases S and T share two distinct lines, a contradiction.
We need to identify improper points common for two tops or two stars as well.
Proposition 5.6. Let X 1 , X 2 be two proper maximal strong subspaces of the same type in M, and let U 1 , U 2 ∈ W. The following conditions are equivalent:
Proof. We restrict our proof for two stars S 1 := X 1 , S 2 := X 2 , as the case involving two tops is dual.
By 5.2 we take a proper line l through U . Then the top T (l) is proper and U ∈ S 1 ∩ S 2 ∩ T (l). Thus, from (i) =⇒ (ii) of 5.5 we obtain S S 1 (U ) σ S T (U ) and S T (U ) σ S S 2 (U ), that in view of (15) means Step I Applying results of Section 3.4, we recover the points of W and improper lines of M that are contained in proper stars or tops. The condition stated in 5.2 is critical here.
In view of 5.5 and 5.6 the relation σ is an equivalence relation. Thanks to 5.2 we have M U = ∅ for every improper point U (cf. 6.10). This makes it possible to cover the complement D M (W) with the family of proper stars and tops. Now, 5.4 can be applied for each member of that covering to recover points of the horizon W. Therefore W = S * ∞ /σ. Now, let us denote by P ∞ the set of all improper lines of M. If X is a proper maximal strong subspace of M, then we write P ∞ X for the set of all improper lines in X. Every line of P ∞ X can be defined as a section of two proper planes, like it was done in (9), (10) . Thus
X is a proper maximal strong subspace of M is the set of improper lines of M that are recoverable in D M (W) by means of Section 3.4.
Step II Note that P ∞ \ P * ∞ = ∅, as long as both S(l) and T (l) are improper for some line l. We recover such lines applying results of Section 4. It would not be possible without assumption (13) (cf. 6.11). Let us focus on the improper star S(l) which, due to dualism, does not cause loss of generality. Points of S(l) are recovered, as all points in W are already recovered. So S(l) can be considered as a projective space with some lines deleted, i.e. a partial projective space. Observe that the assumption (12) is fulfilled in S(l) by (13) . Hence, 4.1 can be applied, and thus all the remaining unrecovered lines of S(l) can be recovered now: the line l in particular. This way every line from the set P ∞ \ P * ∞ = l ∈ P ∞ : T (l), S(l) are improper can be recovered in some improper star.
Finally, we recover all lines from P ∞ , which makes the proof of 5.1 complete.
Applications
Example 6.1 (Slit space). Let P be a projective space and W its subspace. It is clear that ind P (W) = 1 and thus 2 ind P (W) + 2 = 4. So, if lines of P have size at least 4 (i.e. the ground field is not GF(2)) the condition (2) is satisfied. Hence we can apply 3.1 and recover P and W in the complement D P (W). Example 6.4 (The complement of a quadric (i.e. of a polar space)). Now, let π be a polarity on a projective space P. In vein of linear algebra P, if it is desarguesian, corresponds to a projective space over a, say left, vector space over a division ring F and the polarity π corresponds to a non-degenerate reflexive sesqui-linear form. Denote by Q the set of all selfconjugate points w.r.t. π i.e. the quadric determined by π. It coincides with the point set of P when π is symplectic, or it is a specific case of a so called quadratic set, that is, a set of points with the property that every line which meets Q in at least three points is entirely contained in Q. We are interested in the latter. So, ind P (Q) = 2 and if every line of P has size at least 6 (F = GF(2), GF(3), GF(4) in terms of linear algebra) the condition (2) is satisfied. Therefore, in view of 3.1 we see that P and Q can be recovered in the complement of Q in P.
Example 6.5 (The complement of a Grassmann subspace in a Grassmann space). In [19] complements of interval substructures in Grassmannians where investigated. Such substructures are unique in that they bear the structure of Grassmannians and only those have this property. In Grassmann spaces interval subspaces play an analogous role, as it was shown in [20] , and this is the reason to call them Grassmann subspaces. So, consider a projective Grassmann space M = P k (V ) and its interval subspace W := [Z, Y ] k for some subspaces Z, Y of V . In our construction we require that W = Sub k (V ), c.f. 2.1(iii), that is either Z = Θ (Θ being the trivial subspace of V ), or Y = V . So, we have ind M (W) = 1 as W is a subspace of M, hence for ground fields of V different from GF(2) the condition (2) is satisfied. Observe that if W contains a maximal top, then Z = Θ, and if W contains a maximal star, then Y = V . Therefore, for every line p of M one of its maximal strong extensions S(p) or T(p) is proper. This means that (13) holds true and thus M together with W can be recovered applying 5.1.
Example 6.6 (The complement of a polar Grassmann space). Let A be a polar space embedded into some projective space P. The polar Grassmann space P k (A) (cf. [10] ) is embeddable into the projective Grassmann space M = P k (P). Take W to be the point set of the former. Again ind M (W) = 1 or ind M (W) = 2 as A is a null-system (i.e. W is a subspace of M) or not, respectively. So, if we drop the case where lines of P are of size 3 or of sizes 3, 4, 5, respectively, the condition (2) is fulfilled. Now, take a point U and a line p of M such that U / ∈ p and U, p span a strong subspace. Note that every point on p is adjacent to U . So, take a line q through U that meets p. The star S(q) can not be contained in W (cf. [10] ) which yields that the condition (13) is fulfilled. Therefore, 5.1 can be applied to recover M and W.
Note that in case A is a null-system this is an example of removing a subspace from a Grassmann space, likewise in Example 6.5.
So far we have seen examples where Theorem 3.1 or 5.1 is applicable, sometimes under certain additional assumptions. The following examples show that the condition (2) or (13) is not always satisfied and our theorems cannot be applied. (2) is fulfilled. The condition (13) is problematic as it will be shown in 6.8.
Nevertheless, in [15] it was shown that with more sophisticated methods the ambient space M can always be recovered in A. These methods consist in iterated, step by step, recovering the horizon of the horizon, treated as a spine space.
Example 6.8 (Space of linear complements). Two papers [1] and [16] deal with the structure of complementary subspaces to a fixed subspace in a projective space P, though in completely different settings. This structure is embeddable into an affine space. Following [16] it arises as a specific case of a spine space, that is, we can think of it as of a Grassmann space M, over a vector space V , with the set W of those points of M that are not linear complements of some fixed subspace W of V . By [16] , [12] , or [15] we have ind P (W) = 1 so, if we rule out GF(2) we have (2) satisfied. If we take however, a point U of M with 2 ≤ dim(U ∩ W ), then there is no proper point U ′ adjacent to U . This violates 5.2 and hence (13) does not hold true.
Example 6.9 (Affine Grassmann space). Now let us start with a Grassmann space M = P k (V ) with its geometric hyperplane W removed. By [4] the complement of W in M is an affine Grassmann space, or an affine Grassmannian A. Assume that the ground field is not GF (2) . In this case ind M (W) = 1 as every line of M either meets W in a point, or is entirely contained in W. Hence 2 ind M (W) + 2 = 4 which means that the condition (2) is fulfilled. Following [4] , note however that W is the set of complementary k-subspaces to a fixed subspace W of codimension k in V , or it is the set of k-subspaces killed by some k-linear alternating form on V . In the
