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Abstract
Hartle’s model describes the equilibrium configuration of a rotating isolated
compact body in perturbation theory up to second order in General Relativity. The
interior of the body is a perfect fluid with a barotropic equation of state, no con-
vective motions and rigid rotation. That interior is matched across its surface to an
asymptotically flat vacuum exterior. Perturbations are taken to second order around
a static and spherically symmetric background configuration. Apart from the ex-
plicit assumptions, the perturbed configuration is constructed upon some implicit
premises, in particular the continuity of the functions describing the perturbation
in terms of some background radial coordinate. In this work we revisit the model
within a modern general and consistent theory of perturbative matchings to second
order, which is independent of the coordinates and gauges used to describe the two
regions to be joined. We explore the matching conditions up to second order in
full. The main particular result we present is that the radial function m0 (in the
setting of the original work) of the second order perturbation tensor, contrary to
the original assumption, presents a jump at the surface of the star, which is pro-
portional to the value of the energy density of the background configuration there.
As a consequence, the change in mass δM needed by the perturbed configuration
to keep the value of the central energy density unchanged must be amended. We
also discuss some subtleties that arise when studying the deformation of the star.
1 Introduction
Hartle’s model [14] constitutes the basis of most of the analytical studies performed to
study slowly rotating stars in General Relativity (GR). The formalism provides a method
to construct numerical schemes in axial symmetry [28]. The model describes the axially
symmetric equilibrium configuration of a rotating isolated compact body and its vacuum
exterior in perturbation theory in GR. The interior of the body is a perfect fluid which
satisfies a barotropic equation of state, does not have convective motions and rotates
rigidly. This is matched to a stationary and axisymmetric asymptotically flat vacuum
exterior region across a timelike hypersurface, and the whole model is assumed to have
equatorial symmetry. By matching we mean that there is no shell of matter on the surface
of the star. The approach is analytic, and makes use of a perturbative method for slow
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rotation around a spherically symmetric static configuration driven by a single parameter
ΩH1
The first order perturbation, driven by a single function ωH , accounts for the rotational
dragging of inertial frames. It does not change the shape of the surface of the star. The
second order perturbation, in contrast, does affect the original spherical shape of the body,
in agreement with the fact that this must be independent of the sense of rotation. The
second order perturbation of the metric is described by three functions, hH , mH and kH .
In addition to the deformation of the star, these functions provide the relation between
the central density of the star, which is kept unperturbed, and the excess of mass δM
between the perturbed and the static background configuration needed to keep the central
density of the star unchanged, in analogy to the Newtonian approach (see [7, 8]).
Apart from the explicit assumptions made in devising the model, the construction of
the perturbed configuration hides some seemingly important implicit assumptions. In this
paper we focus on one of those implicit assumptions, namely the fact that the (perturbed)
metric is written globally in terms of a single set of spherical-like coordinates {t, r, θ, φ},
that cover both the interior region (star) and exterior vacuum (r ∈ (0,∞)), in which the
function ωH is differentiable and hH , mH and kH are continuous. Explicitly,
ds2 = −eν(r)
(
1 + 2hH(r, θ)
)
dt2 + eλ(r)
(
1 + 2mH(r, θ)/(r − 2M)
)
dr2
+r2(1 + 2kH(r, θ))
[
dθ2 + sin2 θ(dϕ− ωH(r, θ)dt)2
]
+O((ΩH)3). (1)
Furthermore, the radial coordinate r is fixed by imposing that the function kH has no
l = 0 term in a Legendre expansion, that is kH = kH2 (r)P2(θ) + . . .. We will refer to that
choice as the k-gauge.
In the theory of matching of spacetimes, in the exact case, the existence of (Lich-
nerowicz) admissible coordinates, for which the metric functions are of class C1, once
the matching of spacetimes is performed is known (c.f. [2, 21]). However, how this
fact translates to a perturbative scheme remains to be settled. That is, the whole back-
ground configuration (interior and exterior) can indeed be described by a metric with
C1 functions, but the differentiability (and even continuity) of the functions describing
the perturbations in some convenient gauge is not ensured a priori. In any case, a priori
explicit choice of coordinates in which the metric and its perturbations satisfy certain
continuity and differentiability conditions may constitute an implicit assumption that, in
principle at least, could subtract generality to the model. More dramatically, it could
turn out to be a wrong choice, and lead to wrong outcomes.
To analyse with rigour the consequences the choices of coordinates may have in Hartle’s
model, we present here the study of the matching problem by making use of the perturbed
matching theory, only achieved in full generality and to second order in [19]. The global
model is separated as the interior and exterior perturbed problems, matched across a
perturbed matching hypersurface. The scheme we present is independent of any choice
of coordinates at either side. The two problems are described in terms of two sets of
functions, as described above, one for the interior and another for the exterior. To ease
the reading we say a function is continuous if the values of the function at one point at
one side of the matching hypersurface agree with the values of the corresponding function
computed at the corresponding (same) point at the other side.
1In order to ease the comparison with the original paper [14] we will use a superscript H to indicate
that any object fH here refers to f in [14].
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The main result we prove is that in the initial coordinates (1) used in the original
work [14], the function ωH and its radial derivative can be taken to be continuous (see
also [26]), and that in the k-gauge, the functions hH and kH are continuous, in agreement
with [14]. However, the l = 0 sector of the function mH , mH0 (r), is not continuous in
general, contrary to the implicit assumption in [14]. The discontinuity of mH0 (r) turns
out to be proportional to the value of the energy density of the background static and
spherically symmetric configuration at the surface of the star. The consequence of this
jump is that the calculation of the change in mass δM of the perturbed star needed to keep
the central density of the star unchanged must be readdressed. The amended expression
in terms of the functions used in [14] is given by equation (103).
The importance of an amended expression for δM lies, of course, in the existence of
cases for which that correction is relevant. Indeed, for any models, i.e. equations of state,
in which the energy density vanishes at the boundary of the star the expression for δM
in [14] provides the correct value. This includes the models studied in all the subsequent
works by Hartle and Thorne, in particular in [15] and [16]. As far as we know, most
of the candidate models for neutron stars satisfy indeed that condition. However, some
equations of state suitable to describe strange quark matter stars yield a non-zero energy
density at the boundary of the star (see e.g. [10, 11, 17]). At least in that case the
correcting factor in δM could be of (numeric) relevance. Another particular and simple
case corresponds to stars with a constant energy density, as those studied in [9]. The
correction to δM properly applies in those cases, and a numerical analysis shows that the
portion of the correction over the mass computed with the missing term is not negligible
by any means [25]. The fact that some relevant second order function may had a jump
across the boundary has appeared previously in the literature, explicitly in e.g. [3] (see
equation (46) there) and in [12], where a correct expression of δM is given. It is also
implicit in other works such as [13]. However, the exact relationship of the functions with
the original mH0 (r) and thus the discrepancy in the computation of δM in [14], had not
been realised at the moment. On the other hand, let us stress that the starting point
of the matching procedures using perturbative schemes found so far in the literature has
always relied on the prescription of the matching hypersurface defined as the set of points
where the (perturbed) pressure vanishes (in a certain gauge). However, and although
physically reasonable, that should be found as a consequence of the matching procedure,
which ought to be constructed from first principles only.
Let us remark that the present paper is one of a series of works aimed at revisiting
Hartle’s model within the modern perturbation theory, and perturbative matchings theory
in particular, and thus put the model on firm grounds. In the present paper we aim
specifically to the (perturbed) matching conditions. Some aspects which are shown in
[14] by using the continuity of functions, mainly the structure of the metric functions
(no l > 2 sector), are still to be proven given the present state of things. That work,
done in parallel, started in [26] by using the framework construted in [18], consisting of
a completely general perturbative approach to second order around static configurations
of the exterior (asymptotically flat) vacuum problem of stationary and axisymmetric
bodies with arbitrary matter content. All in all, given that the matching conditions may
be needed in more general situations in future works, we have preferred to keep some
generality in the results by focusing first on a purely geometric setting in order to impose
the field equations later.
The paper is structured as follows. In Section 2 we first briefly review and present the
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theory of perturbed matchings to second order from [19]. That is followed by the set up
of the perturbed schemes needed for the (stationary and axially symmetric) geometries
that are going to be used for the interior and exterior regions, together with the perturbed
matching hypersurface. We present, in the form of two propositions, the necessary and
sufficient conditions that the first and second order perturbations of the geometries at
either side and the perturbed hypersurface must satisfy in order to match. Up to this point
no Einstein’s field equations have been imposed and thus the results are purely geometric.
In Section 3 the interior and exterior problems at first and second order are imposed using
Hartle’s model explicit assumptions: rigidly rotating perfect fluid interior with barotropic
equation of state, asymptotically flat vacuum exterior, and global equatorial symmetry.
The particularizaton of the previous propositions to Hartle’s setting is then analysed in
detail. The result concerning the interior and exterior problems at second order is finally
given in the form of a Theorem, in which the equations that the functions at either side
must satisfy together with their corresponding matching conditions are given in full. Up
to this point the whole problem has been treated within a somewhat general family of
spacetime gauges, that includes the two gauges employed in [14] and most commonly
used in the literature, namely the k-gauge described above and the gauge that follows the
surfaces of constant energy density (or pressure). In Section 4 we conclude by making
explicit the link between the results shown in the preceeding sections with the results as
presented in [14]. The discontinuity of the mH0 (r) function is thus shown, and the correct
expression for δM in terms of the functions used in [14] is given.
We devote an Appendix to discuss the deformation of the shape of the star, and show
how the description of the perturbed hypersurface in terms of the vanishing of the pressure
(in the gauge that follows surfaces of constant energy density, or pressure) holds true in
the end. Let us note that the discontinuity found in the function mH0 (r) does not affect
the deformation.
In this paper we use G = c = 1, greek indices for spacetime objects and latin indices
for objects relative to hypersurfaces. Spacetimes with boundary (before matching) are
assumed to be C3 (as manifolds) and oriented, with oriented boundary if any.
2 Perturbed matching to second order in brief
We take the view of modern spacetime and matching perturbation theory. A convenient
starting notion in spacetime perturbation theory is a one-parameter family of spacetimes
{(Vε, gˆε)} with diffeomorphically related manifolds, from where we single out a background
spacetime say (V0, g) with V0 := Vε=0 and g := gˆε=0. The points at each manifold of the
family are identified through a diffeomorphism, say ψε : V0 → Vε. This allows us to pull
back gˆε onto the background spacetime, and thus define a family of tensors gε := ψ
∗
ε(gˆε)
on (V0, g), where g := gˆε=0 = gε=0, a single manifold. The metric perturbation tensors
are simply defined as the derivatives of gε with respect to ε evaluated on ε = 0 at each
order of derivation. K(1) and K(2) will refer to the first and second metric perturbation
tensors. At this point matter fields are also introduced as a ε-family of energy-momentum
tensors Tε on (V0, g), and the corresponding perturbations are defined again by taking
ε-derivatives. Spacetime perturbation theory then consists of the study of the tensor fields
K(1) and K(2) satisfying certain field equations on a fixed background (V0, g).
Spacetime perturbation theory carries, by construction, an inherent freedom, which
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lies precisely on the freedom in choosing the diffeomorphism ψε identifying points of
the manifolds. This is the so-called (spacetime) gauge freedom. Different choices of
identifications lead to different, but geometrically equivalent, metric perturbation tensors.
At each order in the perturbation a change of gauge is described by a vector field on
the background, which measures the shift between identifications at each order. More
explicitly, a change of gauge defines a ε-parameter diffeomorphism, say Ωε : V0 → V0.
The first and second order gauge vectors, denoted as ~s1 and ~s2, can then be defined as
[19]
~s1 := ∂εΩε|ε=0 ~V2 := ∂ε(∂h(Ωh+ε ◦ Ω−1ε )|h=0)|ε=0, ~s2 := ~V2 +∇~s1~s1. (2)
Indicating with a g superscript a “gauge transformed” quantity, the metric perturbation
tensors thus transform as [5] (see [19])
K(1)gαβ = K
(1)
αβ + L~s1gαβ,
K(2)gαβ = K
(2)
αβ + L~s2gαβ + 2L~s1K(2)αβ − 2sµ1sν1Rαµβν + 2∇αsµ1∇βs1µ. (3)
The matching of two spacetimes with boundary, say (V+, g+,Σ+) and (V−, g−,Σ−),
requires an identification of the boundaries, Σ+ and Σ−. If the boundaries are nowhere
null (non-degenerate) the matching conditions (in full, so that the global Riemann tensor
shows no Dirac-delta term) demand the equality of their respective first h and second κ
fundamental forms. The identification of the boundaries allows the construction of an
abstract manifold Σ on which the first and second fundamental forms as coming from
both sides, h± and κ±, are pulled back so that they can be compared. The matching
conditions demand the existence of one such identification for which the first and second
fundamental forms agree. In particular, Σ is endowed with the metric h(= h+ = h−).
To study perturbation theory on a background spacetime constructed from the match-
ing of two spacetimes one can use again the same picture. We assume two families of space-
times with boundary 2 {(V±ε , gˆ±ε , Σˆ±ε )} are matched across their respective boundaries Σˆ±ε
for each ε, so that there exists a corresponding family of diffeomorphically related hyper-
surfaces Σˆε on which the first and second fundamental forms from each side are equated,
hˆ+ε = hˆ
−
ε , κˆ
+
ε = κˆ
−
ε . The matching hypersurface of the background configuration is (Σ0, h),
where Σ0 ≡ Σˆ0 and h = hˆ+0 = hˆ−0 . The idea is to construct, from those tensors on Σˆε,
corresponding families h±ε and κ
±
ε on (Σ0, h) containing also the information about how
Σ±0 are perturbed with respect to the gauges defined at each side ψ
±
ε , which we want to
keep free. Taking ε-derivatives on ε = 0 one can thus construct h(1), h(2), κ(1) and κ(2)
at first and second order at each side. The matching conditions to first and second order
will then demand the equalities
h(1)+ = h(1)−, κ(1)+ = κ(1)−, h(2)+ = h(2)−, κ(2)+ = κ(2)−. (4)
defined on (Σ0, h) at first and second order respectively.
The setting for the construction of the tensors h±ε and κ
±
ε on (Σ0, h) is described as
follows. Take one side, say +, and assume each V+ε is a submanifold with boundary Σˆ+ε
in a larger W+ε with no boundary. Hence, for each ε, Σˆ+ε is an embedded hypersurface
2We refer to [19] for a proper discussion on the subtleties involved in the definition of families of
spacetimes with boundary. Also, we need only to consider non-degenerate hypersurfaces Σˆε, without loss
of generality. Their orientation will extend through ε by continuity.
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(Wε, gˆε)ψε Σˆε
Σ0
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ψε Σˆε
Σ0
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γp(ε)pε
Figure 1: Family of spacetimes (Wε, gˆε), identified through the spacetime gauge ψε, with
embedded hypersurfaces Σˆε, identified, in turn, through the hypersurface gauge φε. The
projections of Σˆε onto the background (W0, g) via ψε are Σε. Given p ∈ Σ0 the composition
ψ−1ε ◦ φε(p) defines the path γp(ε) on W0.
on W+ε . Identify the family W+ε pointwise through ψ+ε (extended appropriately) to a
background W+0 := W+ε=0. Each Σˆ+ε is projected onto W+0 via ψ+ε in order to define an
ε-family of hypersurfaces {Σ+ε } onW+0 , see the left side of Figure 1. This family describes
how the background Σ+0 changes as ε varies as a set of points on W+0 with respect to
the gauge ψ+ε . But this is not enough to take ε-derivatives. We still need to prescribe
how a given point p ∈ Σ+0 is mapped onto Σ+ε . For that we need to prescribe first an
identification φε : Σˆ0 → Σˆε for the family {Σˆε}. That comprises an additional gauge
freedom, the so-called hypersurface gauge freedom [24, 19]. The diffeomorphism φε infers
trivially another φ+ε for the family {Σˆ+ε } through the embeddings on their respectiveW+ε .
The composition of φ+ε , from p ∈ Σ+0 to Σˆ+ε , and ψ+ε (down to Σ+ε ) defines a path γp(ε)
in W0 starting at p (see Figure 1). The tangent vector to that path at any p ∈ Σ+0 and
its acceleration define two vector fields ~Z+1 and ~Z
+
2 , respectively, on Σ
+
0 . The subscripts
1 and 2 refer to the fact that ~Z+1 carries the information of the deformation of Σ
+
0 at first
order, and ~Z+2 at second order. These are the so-called perturbation vectors of Σ
+
0 [19]
(see also [1, 24] for the first order). The vectors ~Z+ (we refer to both ~Z+1 and ~Z
+
2 ) depend
on both the spacetime and the hypersurface gauges by construction. Let now ~n+ be a
unit normal vector to Σ+0 . Every ~Z
+ can thus be decomposed into normal and tangent
parts, i.e.
~Z+ = Q+~n+ + ~T+, (5)
where ~T+ is tangent to Σ+0 . The information on how the hypersurfaces Σ
+
ε vary as sets
of points in V+0 is carried only by Q+, while ~T+ indicates how the different points within
those sets are identified.
The full calculation of the tensors h(1), κ(1), h(2) and κ(2) (let us drop the + subscripts
here) in terms of the background configuration quantities plus K(1), Q1, ~T1, and K
(2),
Q2, ~T2 was performed in [19] (Propositions 2 and 3), and previously in [1, 24] up to first
order. We include their expressions in Appendix B.
The picture discussed above makes apparent that ~T1 and ~T2 fully depend on the
hypersurface gauge (as well as the spacetime gauges at either side). It is important to
stress that since Q1 and Q2 depend on the spacetime gauge, the “deformation” they
describe must be understood with respect to the spacetime gauge being used. We will
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make use of the explicit transformations of the perturbation vectors ~Z1 and ~Z2 under
spacetime gauges defined by ~s1 and ~s2. These were shown in [19] to be
~Zg1 = ~Z1 − ~s1, ~Zg2 = ~Z2 − ~s2 − 2∇~Z1~s1 + 2∇~s1~s1. (6)
The perturbed matching conditions are shown to be (4) in terms of the background
configuration quantities and K(1)±, Q±1 , ~T
±
1 , and K
(2)±, Q±2 , ~T
±
2 in Theorem 1 in [19]. It
must be stressed that the tensors h(1)±, h(2)± κ(1)±, κ(2)± are spacetime gauge invariant by
construction, and thus conditions (4). Moreover, although the tensors are not hypersurface
gauge invariant, the matching conditions (4) are, provided the background is matched
[24, 19]. Let us emphasize that Q±1/2 and ~T
±
1/2 are a priori unknown quantities and fulfilling
the matching conditions requires showing that two pairs of vectors ~Z±1/2 exist such that
(4) are satisfied. The spacetime gauge freedom at either side can be exploited to fix either
or both pairs ~Z+1/2 or
~Z−1/2 independently a priori, but this has to be carefully analyzed if
additional spacetime gauge choices are made. Finally, the hypersurface gauge is common
to both sides, and therefore, it can be used to fix one of the vectors ~T+ or ~T−, but not
both (at first and second order).
At either side, say +, we will call a gauge ψ+ε “surface-comoving” if the hypersurfaces
Σ+ε do not vary, and thus agree with Σ
+
0 , as sets of points in V+0 . At first order that is
equivalent to Q+1 = 0, but at second order Q
+
2 carries more information coming from the
first order. This fact will motivate the introduction of the quantity Qˆ2 in Section 2.4.
The gauges referred to as “surface gauges” in previous works, e.g. [4, 23], require the
vanishing of the whole perturbation vector ~Z.
2.1 Family of metrics
Although the original “perturbed” metric in [14] is given by (1) assuming also that kH
has no l = 0 term, i.e. in the (spacetime) k-gauge, the determination of the matching
hypersurface is made in [14] (and most other works in the literature) by resorting to
another spacetime gauge, prescribed through the surfaces of constant energy density.
Since we also want to examine the use of these different spacetime gauges in the literature
we consider a family of metrics {gε} that can accommodate both spacetime gauges. To
do that a crossed term in (r, θ) is needed.
Let us thus define the following one-parameter family {gε} on (V0, g), where g = gε=0,
taken up to order ε2
gε = −eν(r)
(
1 + 2ε2h(r, θ)
)
dt2 + eλ(r)
(
1 + 2ε2m(r, θ)
)
dr2 + 2reλ(r)ε2∂θf(r, θ)drdθ
+r2(1 + 2ε2k(r, θ))
[
dθ2 + sin2 θ(dϕ− εω(r, θ)dt)2
]
+O(ε3), (7)
where t ∈ (−∞,∞), r > 0, θ ∈ (0, pi) and ϕ ∈ [0, 2pi). Clearly, an arbitrary function
of r can be added to f(r, θ) with no consequences. The appearance of f differentiated
is just a mere convenience. {gε} is a family of stationary and axisymmetric metrics on
(V0, g). The (unique) axial Killing vector field will be denoted by ~η = ∂ϕ, and we will
single out the timelike Killing ~ξ = ∂t. The first and second order metric perturbation
tensors, K(1) = ∂εgε|ε=0 and K(2) = ∂2εgε|ε=0 respectively, take thus the form
K(1) = −2r2 ω(r, θ) sin2 θdtdϕ, (8)
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K(2) =
(
−4eν(r)h(r, θ) + 2r2 sin2 θω2(r, θ)
)
dt2 + 4eλ(r)m(r, θ)dr2
+4r2k(r, θ)(dθ2 + sin2 θdϕ2) + 4reλ(r)∂θf(r, θ)drdθ, (9)
defined on the spherically symmetric and static spacetime background (V0, g) with
g = −eν(r)dt2 + eλ(r)dr2 + r2(dθ2 + sin2 θdϕ2). (10)
The (spacetime) gauge transformations described by ~s1 = Ct∂ϕ, with arbitrary con-
stant C, at first order and ~V2 = 2S(r, θ)∂r, for an arbitrary S(r, θ), are contained within
the family gε. Under the gauge ~s1 = Ct∂ϕ, the perturbation tensor K
(1) transforms as (3)
K(1)g = −2r2 (ω − C) sin2 θdtdϕ, (11)
while under a change ~V2 = 2S(r, θ)∂r (with ~s1 = Ct∂ϕ), K
(2) transforms as (3)
K(2)g =
(
−4eν
(
h+
ν ′
2
S
)
+ 2r2 sin2 θ(ω − C)2
)
dt2 + 4eλ
(
m+ e−
λ
2
(
Seλ/2
)′)
dr2
+4r2
(
k +
S
r
)
(dθ2 + sin2 θdϕ2) + 4reλ∂θ
(
f +
S
r
)
drdθ. (12)
We will refer to this class of second order gauge transformations as ‘radial’ gauges.
A (spacetime) gauge whitin the set of these ’radial’ gauges will be fixed, partially or
completely, whenever the functions appearing in K(1), (8), and/or K(2), (9), are restricted
in any way. The remaining freedom would consist on the possible C and S(r, θ) that
make the changes to the components of (11) and (12) fit, component-wise, within that
restriction. The k-gauge, as mentioned, consists of imposing that the function k(r, θ) in
(9) has no l = 0 part, and that f = 0. In that case, the restriction on the K(2)θθ component
implies that S(r, θ) cannot have l = 0 part, while the restriction on the K(2)rθ component
needs that S(r, θ) does not depend on θ. The only possibility is thus S(r, θ) = 0, so that
there is no freedom left. We thus say that the k-gauge fixes completely the ’radial’ gauge.
Let us now consider a couple of background spacetimes (V±0 , g±), with corresponding
coordinates {t±, r±, θ±, ϕ±} and families of metrics g±ε as given in (7). Greek indices will
denote quantities defined on V±0 . In what follows we present the perturbed matching over
a spherically symmetric (and static) background configuration composed by the matching
of (V+0 , g+) and (V−0 , g−). Let us note that by using (7) (at both sides) we will be implicitly
assuming that the perturbation will be performed within the family of (spacetime) gauges
for which (8)-(9) hold. We will not be using the field equations until Section 3.
The structure of the original metric (1) can be clearly recovered by taking f = 0
and noting that the choice of perturbation parameter ε is not relevant, since families of
solutions are obtained by scaling. The physics of the model will restrict the scalability
(see Eq. (1) in [14]). Note, however, that the relation between the radial coordinates
in (1) and (7) (either r±) must still be determined in order to be able to compare the
functions in (1) and (7). That is the purpose of the concluding Section 4.
2.2 Background configuration
The background configuration is chosen to be globally spherically symmetric and static.
This translates to the fact that the matching of (V+0 , g+) and (V−0 , g−), through respective
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boundaries Σ+0 and Σ
−
0 , is asked to preserve the symmetries (see [29]), both the spherical
symmetry and staticity. Under that condition the hypersurfaces Σ+0 and Σ
−
0 to be matched
can be finally cast as (see e.g. [20])
Σ+0 = {t+ = τ, r+ = a, θ+ = ϑ, ϕ+ = φ}, (13)
Σ−0 = {t− = τ, r− = a, θ− = ϑ, ϕ− = φ}, (14)
for a constant a > 0, without loss of generality. The coordinates {τ, ϑ, φ} parametrize the
abstract manifold Σ0 ≡ Σ+0 = Σ−0 . Latin indices i, j, . . . will refer to objects on Σ0.
The tangent vectors to Σ+0 and Σ
−
0 thus read
~e±i : ~e
±
1 = ∂t± |Σ±0 , ~e
±
3 = ∂θ±|Σ±0 , ~e
±
2 = ∂ϕ±|Σ±0 , (15)
and the corresponding unit normals are
~n+ = −e−λ+(a)2 ∂r+|Σ+0 , ~n
− = −e−λ−(a)2 ∂r−|Σ−0 , (16)
under the condition that ~n+ points V+0 inwards and ~n− points V−0 outwards, so that as
r+ increases one reaches V−0 , and as r− increases one gets away of V+0 . This convention
will be used in what follows in order to call V+0 the interior and V−0 the exterior. Clearly
Σ±0 are timelike hypersurfaces everywhere, and are (equally) oriented by construction.
The first and second fundamental forms read
h±ijdx
idxj = −eν±(a)dτ 2 + a2(dϑ2 + sin2 ϑdφ2),
κ±ijdx
idxj = e−
λ±(a)
2
(
1
2
eν±(a)ν ′±(a)dτ
2 − a(dϑ2 + sin2 ϑdφ2)
)
,
where a prime denotes differentiation with respect to the corresponding radial coordinate,
i.e. r+ or r− accordingly. The matching conditions h+ = h− and κ+ = κ− are thus
equivalent to
[ν] = 0, [ν ′] = 0, [λ] = 0, (17)
where we follow the usual notation [f ] = f+|Σ+0 − f−|Σ−0 for objects f± defined at either
side. For the sake of brevity, given a pair f± satisfying [f ] = 0, we will simply denote by
f |Σ0 either of the equivalent f+|Σ+0 or f−|Σ+0 . The background matching hypersurface Σ0
is endowed with the metric h = −eν(a)dτ 2 + a2(dϑ2 + sin2 ϑdφ2).
Once the static and spherically symmetric background configuration has been con-
structed we proceed to study the perturbed matching up to second order. As dis-
cussed above, the ingredients needed are the tensors that describe the perturbations
at either side, i.e. the first and second metric perturbation tensors K(1)± and K(2)±
as defined above (8)-(9), plus the two (so far unknown) perturbation vectors ~Z±1 and
~Z±2 given in the form (5). To ease the notation we will denote by Q
± and ~T± =
T τ±(τ, ϑ, φ)∂τ + T
ϑ
±(τ, ϑ, φ)∂ϑ + T
φ
±(τ, ϑ, φ)∂φ both the objects defined on each V±0 and
the corresponding pullback and pushforward quantities that live on Σ0. The same applies
for the functions in (8)-(9), which will be denoted equivalently as functions restricted to
points on Σ±0 ⊂ V±0 and functions on Σ0 whenever that does not lead to confusion. It is not
difficult to show that the fact that since the final perturbed matched spacetime is assumed
to preserve the axial symmetry the functions Q and components T i do not depend on φ.
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Nevertheless, we will take that as an assumption. The first and second order perturbed
matchings are ruled by the particularisation of Theorem 1 together with Propositions 2
and 3 from [19] to the present setting with the above ingredients. For completeness, the
explicit expressions of the first and second order first and second fundamental forms are
included in Appendix B.
2.3 First order matching
Proposition 1 Let (V0, g) be the static and spherically symmetric spacetime resulting
from the matching of (V+0 , g+) and (V−0 , g−), with g± given by (10) with respective ±
in functions and coordinates, across Σ±0 , defined by (13), (14), with a > 0, so that the
matching conditions (17) hold and the unit normals (16) are chosen following the above
interior/exterior convention. Consider the metric perturbation tensors K(1)± as defined
in (8) at either side V±0 , plus two unknown functions Q±1 (τ, ϑ) and two unknown vectors
~T±1 = T
±
1
τ (τ, ϑ)∂τ + T
±
1
ϑ(τ, ϑ)∂ϑ + T
±
1
φ(τ, ϑ)∂φ on Σ0.
The necessary and sufficient conditions that K(1)± must satisfy to fulfil the first order
matching conditions are
[ω] = b1, (18)
[ω′] = 0, (19)
where b1 is an arbitrary constant. Regarding the perturbed matching hypersurface, if
2eλ(a) − 2 + aν ′(a) 6= 0 (20)
the remaining first order matching conditions read
[~T1] = b1τ∂φ, (21)
[Q1] = 0, Q1[λ
′] = 0 Q1[ν ′′] = 0. (22)
The proof is left to Appendix B. Note that although [Q1] = 0 is always a necessary
condition, (Q±1 =)Q1 = 0 is not. Indeed, if the background configuration satisfies [λ
′] = 0
and [ν ′′] = 0, Q1 can be any arbitrary function of (τ, ϑ). Finally, let us remark that
condition (20) will be satisfied in all cases we will be interested in.
2.4 Second order matching
Let us first define at each side Σ±0 the following quantity
Qˆ2 := Q2 + καβT
α
1 T
β
1 − 2~T1(Q1)
= Q2 + ae
−λ(a)/2
{
ν ′eν
2a
(T τ1 )
2 − sin2 ϑ(T φ1 )
2 − (T ϑ1 )2
}
− 2(T τ1 ∂τQ1 + T ϑ1 ∂ϑQ1),(23)
which, given the above first order matching conditions (21), leads to
[Qˆ2] = [Q2] + ae
−λ(a)/2 sin2 ϑb1τ
(
b1τ − 2T+1 φ
)
− 2(T τ1 ∂τ [Q1] + T ϑ1 ∂ϑ[Q1]).
This new Qˆ2 will substitute the original Q2 in this section. The most immediate purpose
for introducing this quantity is to absorb some first order terms arising from the matching
equations, and thus keep more compact expressions.3
3It is not difficult to check that Qˆ2 is hypersurface gauge invariant.
10
Proposition 2 Let (V0, g) with Σ0 be the static and spherically symmetric background
matched spacetime as described in Proposition 1, and assume that (20) is satisfied. Let it
be perturbed to first order by K(1)± plus Q±1 and ~T
±
1 so that (18), (19), (21), (22) hold.
Consider the second order metric perturbation tensor K(2)± as defined in (9) at either
side, plus two unknown functions Qˆ±2 (τ, ϑ) and two unknown vectors ~T
±
2 = T
±
2
τ (τ, ϑ)∂τ +
T±2
ϑ(τ, ϑ)∂ϑ + T
±
2
φ(τ, ϑ)∂φ on Σ0.
If either [λ′] 6= 0 or [ν ′′] 6= 0, so that (Q±1 =)Q1 = 0, the necessary and sufficient
conditions that K(2)± must satisfy to fulfil the second order matching conditions are
[k] = c1 cosϑ+ c2 + [f ] (24)
[h] =
1
2
H0 +
1
4
aν ′(a) {2 [k] +H1 cosϑ} (25)
[m] = a [k′] +
1
4
e−λ(a)/2 [λ′] Qˆ+2 +
1
4
(
aλ′−(a) + 2
)
{2 [k] +H1 cosϑ}
−1
2
(H1 + 2c1)e
λ(a) cosϑ (26)
[h′] =
1
2
aν ′(a) [k′] +
1
4
e−λ(a)/2 [ν ′′] Qˆ+2 +
1
4
(
aν ′′−(a) + ν
′(a)
)
{2 [k] +H1 cosϑ}
−1
4
(H1 + 2c1)ν
′(a)eλ(a) cosϑ, (27)
for arbitrary constants c1, c2, H0 and H1 and function Qˆ
+
2 (ϑ).
If [λ′] = 0 and [ν ′′] = 0, then [ω′′]Q1 = 0 and the above equations are the same except
for two changes in (26) and (27) given respectively by
[λ′] Qˆ+2 → −e−λ/2 [λ′′] (Q1)2, [ν ′′] Qˆ+2 → −e−λ/2 [ν ′′′] (Q1)2. (28)
In all cases, the relation [
Qˆ2
]
= aeλ(a)/2 {2 [k] +H1 cosϑ} (29)
must hold, hence
[
Qˆ2
]
cannot depend on τ , and the differences [~T±2 ] satisfy
[T τ2 ] = −H0τ,[
T φ2
]
= 2b1(T
τ
1 + τT
ϑ
1 cotϑ)−
2
a
e−λ(a)/2b1τQ+1 , (30)[
T ϑ2
]
=
(
b1τ cosϑ(b1τ − 2T+1 φ) +H1
)
sinϑ.
The proof is left to Appendix B. Let us remark that in the Q1 6= 0 case, the corre-
sponding equations for [m] and [h], (26) and (27) with the corresponding changes (28)
(see (121) and (122) in Appendix B) imply that if [λ′′] 6= 0 or [ν ′′′] 6= 0 then Q1 cannot
depend on τ . On the other hand, the condition [ω′′]Q1 = 0 will be automatically satisfied
in all cases of interest, once the field equations are imposed, as shown below.
3 Hartle’s setting for a perfect fluid interior and vac-
uum exterior
In this section we focus on a global configuration composed of a rigidly rotating perfect
fluid ball (with no convective motions) immersed in an asymptotically flat vacuum exte-
rior. To present the equations in this section we will drop the + and − symbols in most
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places if they are not necessary. Both regions can be considered to be of perfect fluid
type, from which the vacuum case is recovered trivially.
Let us then impose the metrics gˆε to satisfy the equations Gˆ(gˆε)αβ = 8piTˆεαβ for an
energy momentum tensor of the form
Tˆε = (Eˆε + Pˆε)uˆε ⊗ uˆε + Pˆεgˆε,
where uˆε is the (unit) fluid flow, and Eˆε and Pˆε, eigenvalues of Tˆε, the corresponding mass-
energy density and pressure. Note that the fluid vector uˆε and corresponding “hatted”
scalars are objects defined, still, on each (Vε, gˆε). All these objects, in covariant form, are
now pulled back through ψε down onto (V0, g) (see Section 2). That defines the associated
families of (tensorial) objects Gε, Tε, Eε, Pε and Uε on (V0, g), which therefore satisfy
G(gε)αβ = 8piTεαβ (31)
with
Tε = (Eε + Pε)Uε ⊗ Uε + Pεgε, (32)
by construction. It is worth mentioning that the (families of) objects do depend on the
gauge defined by ψε, and thus also the right and left hand sides of (31). However, the
equations (31) themselves do not depend on the gauge, in the sense that if (31) are fulfilled
in one gauge, they will be satisfied in any other gauge.
On the other hand, the fluid vector in contravariant form can also be pushforwarded
through ψ−1ε , and thus yet obtain another family of vectors ~uε on (V0, g). Since uˆεαuˆεα =
−1 at each (Vε, gˆε), we must have Uεαuεα = −1 on (V0, g). This can be shown to be
equivalent to gεαβuε
αuε
β = −1, and corresponds to the normalisation condition that
~uε must satisfy. We can take now ε-derivatives and construct the expansion of ~uε as
~uε = ~u+ ε~u
(1) + 1
2
ε2~u(2) +O(ε3), and
Eε = E + εE
(1) +
1
2
ε2E(2) +O(ε3), (33)
Pε = P + εP
(1) +
1
2
ε2P (2) +O(ε3). (34)
All functions and vector components depend on r and θ. We will consider later the
existence of a barotropic equation of state for the ε-family, independent of ε, so that Pε
is a function of Eε alone. Taking ε-derivatives, such relation yields a constraint for the
first and second order expansions, which must satisfy, respectively
P (1) − ∂P
∂E
E(1) = 0,
P (2) − ∂P
∂E
E(2) − ∂
2P
∂E2
E(1)
2
= 0. (35)
The absence of convective motions translates onto the condition that ~uε lies on the
orbits of the group generated by {~η, ~ξ}, this is ~uε ∝ ~ξ+κ(ε, r, θ)~η for some function κ. Rigid
rotation demands that κ(ε, r, θ) does not depend on {r, θ}, so that ~uε are proportional
to (timelike) Killing vector fields [27], i.e. ~uε = N(ε)(~ξ + κ(ε)~η) for some function κ(ε),
with N(ε) fixed by the above normalisation. A static background configuration forces
κ(0) = 0, and therefore κ(ε) = εΩ + O(ε2) for some constant Ω. This constant Ω is
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gauge dependent (see below, in Section 3.2.1). Following [14] we assume that ε drives
a rotational peturbation, so that only odd powers enter κ(ε). In components we thus
demand
uϕε = εΩu
t
ε, u
r
ε = u
θ
ε = 0. (36)
This (gauge-dependent) constant Ω differs from the perturbation parameter (which we
denote by ΩH) as defined in [14]. In the present scheme the perturbation parameter ε
has been defined abstractly, a priori independently of the rotation parameter Ω. The
translation will be given by ΩH = ε(Ω+B), where B is a constant to be determined later,
see Section 3.2.1.
The vacuum equations are obtained by simply setting Eε = Pε = 0.
3.1 Background
The matter content of the interior region of the background configuration is a perfect
fluid, static and spherically symmetric. Its normalized 4-velocity is ~u = e−ν/2∂t. The two
field equations providing E and P in terms of the metric functions are
λ′ =
1
r
(1− eλ) + reλ8piE, (37)
ν ′ =
1
r
(eλ − 1) + reλ8piP, (38)
while the pressure isotropy condition yields the equation
2rν ′′ + ν ′(rν ′ − 2)− λ′(2 + rν ′) + 4
r
(
eλ − 1
)
= 0, (39)
which can be also written, using (37)-(38), as
P ′ = − 1
2r
(E + P )
(
eλ − 1 + 8pir2eλP
)
. (40)
Let us now define M(r) and j(r), which will be useful for the comparison of the
expressions here with those in [14], by
j(r) := e−(λ+ν)/2,
1− 2M(r)
r
:= e−λ. (41)
In the vacuum region (−) the field equations (39) imply that M(r−) is a constant, which
will be denoted by M as usual, and that
e−λ−(r−) = eν−(r−) = 1− 2M
r−
⇒ j(r−) = 1. (42)
We will assume M > 0. The matching of the background (17) implies, in particular, that
ν+(a) = −λ+(a) = log
(
1− 2M
a
)
, (43)
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and the following expressions for the differences of the derivative of the functions of the
metric in terms of the fluid variables
[ν ′] = aeλ(a)8pi[P ] = 0, (44)
[λ′] = aeλ(a)8pi[E], (45)
[ν ′′] =
(
1 +
aν ′(a)
2
)
[λ′]
a
=
(
1 +
aν ′(a)
2
)
eλ(a)8pi[E]. (46)
Note that the difference [E] corresponds to the value of the interior energy density E+
on Σ0, this is [E] = E+(a), for a vacuum exterior. We just prefer to keep [E] in some
expressions for the sake of generality, since they apply in the matching of two fluids, and
the notation is, in fact, more compact.
It must be stressed that whereas the matching condition (44) implies, for a vacuum
exterior, that P (r+) must vanish on Σ0, the energy density E(a) stays free, a priori. Its
value will be determined, if any, by the equation of state. Let us remark finally that the
condition (20) of Proposition 1 is now equivalent to M 6= 0.
3.2 First order problem
The absence of convective motions and rigid rotation (36), together with the normalisation
condition, yield to first order
~u(1) = Ωut∂ϕ = Ωe
−ν/2∂ϕ. (47)
The linearized energy momentum tensor is found by taking the ε-derivative of (32) and
evaluating on ε = 0, T
(1)
αβ = (E
(1)+P (1))uαuβ+P
(1)gαβ+2(E+P )(u
(1)
(α uβ)+u
µK(1)µ(αuβ))+
PK(1)αβ. On the other hand, the perturbed Einstein tensor G
(1)
αβ := ∂εG(gε)αβ|ε=0 only
contains {t, ϕ} components. It is then straightforward to show that the first order field
equations that follow from (31), i.e. G
(1)
αβ = 8piT
(1)
αβ , imply that the first order perturbations
of the pressure and density must vanish, i.e. E(1) = P (1) = 0, and leave only one equation
for ω(r, θ), that reads [14]
∂
∂r
(
r4j
∂ω
∂r
)
+
r2jeλ
sin3 θ
∂
∂θ
(
sin3 θ
∂ω
∂θ
)
+ 4r3j′(ω − Ω) = 0. (48)
The equation for the exterior vacuum region (−) is recovered by just setting j = 1 in
the above.
Given the regularity condition at the origin, the asymptotic behaviour at infinity and
the matching conditions (18)-(19) the functions ω±(r±, θ±) can be shown to be functions
of the corresponding radial coordinates only (see [26]). This is in agreement with Hartle’s
argument in [14]. In particular, the exterior solution that vanishes at infinity is thus
ω− =
2J
r3−
(49)
for some constant J [14]. For later use, it is easy to show that taking into account that
[j] = 0, so that j(a) = 1, and [j′] = −1/2[λ′] by construction, the difference of equation
(48) yields
[ω′′] = [λ′]
(
1
2
ω′(a) +
2
a
(ω+(a)− Ω)
)
. (50)
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Regarding the perturbation of the hypersurface, let us first note that equations (45)
and (46) imply that the differences [λ′] and [ν ′] are proportional to the difference [E].
The remark made after Proposition 1 can be now stated in terms of a physical property
of the interior and exterior background configuration: whenever there is a jump in the
energy density at the surface, Q−1 (= Q
+
1 ) must vanish necessarily by (22). However, if
[E] = 0 the function Q1(τ, ϑ) is not determined, in principle, and enters the second order.
Nevertheless, as shown in Section 2.4 when analysing the determination of the surface of
the rotating star at second order, Q1 will necessarily vanish if [E
′] 6= 0. In Appendix A
the whole case [E] = 0 is discussed.
3.2.1 On gauges at first order
We discuss next the meaning of the constant b1, how it is related with gauges, and its role
on the determination of the rotation of the perfect fluid star. Consider a spacetime gauge
change in either (V±0 , g±) defined by ~s1 = Ct∂ϕ (we drop the± for clarity, the two C± being
independent). The rules of transformation of the first order metric perturbation tensor
(3), the energy momentum tensor T (1)g = T (1) + L~s1T, and of the first order deformation
vector (6) imply, respectively, ωg = ω−C, Ωg = Ω−C and bg1 = b1 −C. First, note that
ω+ −Ω is independent with respect to that gauge. This quantity is essentially the ω˜ (up
to a sign) defined in [14].
As discussed, the first order matching conditions are invariant under such spacetime
gauges (at either or both sides, with corresponding C+ and C−), that is, the first order
matching conditions (18), (19), (21) and (22) transform to just the same expressions with
g superscripts.
This first order gauge at either side ± is fixed (and completely fixed) once the value
of the function ω± is fixed at some point (or infinity). The equation for ω− is usually
integrated in the exterior vacuum region assuming that ω− vanishes at r− →∞. By doing
that ∂t− is chosen to represent the “right” observer at infinity. At infinity, the vector ∂t−
is thus assumed to be both unit and orthogonal, with respect to gε to second order, to
the axial Killing vector ∂ϕ− . The exterior choice of gauge thus fixes ω
−, and it is given
by (49).
Regarding the interior region, the above spacetime gauge for some C+ can then be
used to get rid of one of the two constants that describe the configuration at first order,
either b1 or Ω, but clearly not both. The transformations of b1 and Ω suggest building a
quantity defined on Σ0 as
Ω∞ = Ω− b1, (51)
invariant under the gauge ~s1. The meaning of this constant is the following. Ω defines the
rotation of the fluid flow with respect to the interior observer ∂t+ , and b1 determines the
tilt on Σ0 between that interior observer ∂t+ and the (already fixed) exterior observer ∂t− ,
explicitly ∂t+|Σ0 = ∂t−|Σ0− εb1∂ϕ|Σ0 . The difference Ω∞ thus describes the tilt of the fluid
flow with respect to the continuous extension of the exterior observer to the interior, and
thence, measures the rotation of the fluid with respect to the unit non-rotating observer
at infinity.
The value of the “invariant” quantity ω˜(r) := ω+(r)−Ω at the boundary can then be
expressed thanks to the condition (18) as ω+(a)− Ω = ω−(a)− Ω∞, i.e.
ω˜+(a) = 2J/a3 − Ω∞.
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This yields the desired relation between the value of the interior ω˜+(a), integrated via
(48) from the origin, J and the rotation of the star, thus described by Ω∞.
In [14] the function ω is assumed to be “continuous” by construction. In the present
general setting that corresponds to a choice of gauge in the interior region for which b1 = 0,
and therefore Ω(= Ω∞) corresponds indeed to the rotation of the fluid as measured by
the unit exterior observer. The relation between Ω and ΩH is thus explicitly given by
ΩH = εΩ∞.
In contrast, in [3] the gauge in the interior is chosen so that the interior observer ∂t+
moves with the fluid, i.e. Ω = 0 (comoving gauge). Thereby, since the freedom one may
have in the interior driven by ~s1 has been already fixed, the price to pay is a rotation in
the matching hypersurface given by the constant b1, which corresponds to the parameter
−c4Ω in [3], so that Ω∞ corresponds to “c4Ω” there.
3.3 Second order problem
We explore now the second order field equations for a perfect fluid with barotropic
equation of state (the interior) and for the exterior vacuum, and particularise the sec-
ond order perturbed matching conditions of Proposition 2. The conditions on the fluid
flow (36) together with the normalisation condition now lead to ~u(2) = ~u(2)t∂t, where
~u(2)t = e−3ν/2
{
Ω2gϕϕ + 2ΩK
(1)
tϕ +K
(2)
tt/2
}
.
Taking the second ε-derivative of (32), evaluating on ε = 0, and using E(1) = P (1) = 0,
the second order energy momentum tensor is found to take the form
T
(2)
αβ = (E
(2) + P (2))uαuβ + P
(2)gαβ + PK
(2)
αβ + 2(E + P )
(
u
(2)
(α uβ) + u
(1)
(α u
(1)
β)
+uµK(2)µ(αuβ) + 2u
(1)µK(1)µ(αuβ) + 2u
µK(1)µ(αu
(1)
β) + u
µuρK(1)µαK
(1)
ρβ
)
.
As follows from (31) the second order Einstein field equations consist of equating this to
the second order perturbed Einstein tensor, computed from gε as G
(2)
αβ := ∂ε∂εG(gε)αβ|ε=0,
that is
G
(2)
αβ = 8piT
(2)
αβ . (52)
Given that the final purpose of the present work is to analyse the results in [14]
regarding the matching problem, we assume the same angular behaviour of the functions of
the second order perturbation tensor (for both the interior + and the exterior − regions).
This behaviour is argued in [14] to follow from the non-dependency of the first order
function ω on any angular coordinate and equatorial symmetry. The assumption we take
on the functions of K(2)± thus reads explicitly
h(r, θ) = h0(r) + h2(r)P2(cos θ),
m(r, θ) = m0(r) +m2(r)P2(cos θ),
k(r, θ) = k0(r) + k2(r)P2(cos θ),
f(r, θ) = f2(r)P2(cos θ), (53)
for both the interior + and the exterior −. A straightforward calculation shows that
the above angular structure assumed on the functions in K(2) is inherited, via the field
equations (52), by the second order energy momentum tensor, so that
E(2)(r, θ) = E
(2)
0 (r) + E
(2)
2 (r)P2(cos θ), P
(2)(r, θ) = P
(2)
0 (r) + P
(2)
2 (r)P2(cos θ). (54)
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Given that E(1) = P (1) = 0 the barotropic character of the equation of state to second
order (35) translates onto the condition
E(2)P ′ − P (2)E ′ = 0. (55)
In order to write down the second order field equations in a convenient and compact
form, let us first define the following auxiliary “tilded” functions
h˜0 := h0 − 1
2
rν ′k0, m˜0 := m0 − e−λ/2
(
eλ/2rk0
)′
, (56)
h˜2 := h2 − 1
2
rν ′f2, m˜2 := m2 − e−λ/2
(
eλ/2rf2
)′
, k˜2 := k2 − f2. (57)
Clearly these quantities are invariant under the ‘radial’ gauges class of transformations
(12) since e.g. both h− 1
2
rν ′k and h− 1
2
rν ′f are.
We introduce now the above decomposed expressions of the relevant quantities into
the field equations (52). By construction the complete set of equations gets decomposed
into the l = 0 and l = 2 sectors, which are independent and can thus be considered
separately. Our purpose in the next two subsections is to recover and write down the field
equations as closely as possible to the expressions presented in Sections VII and VIII in
[14]. The explicit correspondences are made in Section 4.
3.3.1 The EFEs in the l = 0 sector
The l = 0 sector of the field equations (52) can be shown to provide the following expres-
sions for the second order energy density and pressure4
8piE
(2)
0 =
4
r2
(
re−λm˜0
)′
+
8
3
rjj′(ω − Ω)2 − 1
3
j2r2ω′2 + 16pirE ′k0, (58)
8piP
(2)
0 =
4
r2
{
e−λrh˜′0 − m˜0
(
8pir2P + 1
)}
+
1
3
r2j2ω′2 + 16pirP ′k0, (59)
plus an equation for h˜′′0 of the form h˜
′′
0 = F1(h˜
′
0, m˜
′
0, m˜0). A convenient auxiliary definition
of the second order pressure is given by
P˜0 := P
(2)
0 − 2rP ′k0
2(E + P )
=
P
(2)
0
2(E + P )
+
k0
r − 2M(r)
(
M(r) + 4pir3P
)
, (60)
where (40) has been used in the equality. This function is well defined at points where
E +P = 0 (see below), and corresponds to the (l = 0 part of the) “pressure perturbation
factor” as defined in equation (87) in [14].
On the other hand, the l = 0 part of equation (55), i.e. E
(2)
0 P
′−P (2)0 E ′ = 0, combined
with (58), yields a direct relation between P
(2)
0 and m
′
0, which written in terms of “tilded”
quantities reads
(
re−λm˜0
)′
= 4pir2
E ′
P ′
(E + P )P˜0 + 1
12
j2r4ω′2 − 2
3
r3jj′(ω − Ω)2. (61)
4These two equations correspond to (93) and (94) in [14]. Note that a global 2 factor on the right
hand side here comes from the definitions (33) and (34) as compared with the definition of ∆G in [14],
which already contains the ε2 and 1/2 factors.
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Now, the aforementioned equation for h˜′′0 can be rewritten, using (59) and (61) –and
(41) for cosmetics–, as a first order ODE for P˜0, that reads
P˜0′ = −4pi(E + P )r
2
r − 2M(r) P˜0 −
(re−λm˜0)r2
(r − 2M(r))2
(
8piP +
1
r2
)
+
r4j2
12(r − 2M(r))ω
′2 +
1
3
(
r3j2(ω − Ω)2
r − 2M(r)
)′
. (62)
The set of functions that determines the l = 0 sector can thus be taken to be {P˜0, m˜0},
which satisfies the system (61), (62) given regularity conditions at the origin r = 0.
Equation (59) can be rewritten as
h˜′0 − reλm˜0
(
8piP +
1
r2
)
= 4pireλ(E + P )P˜0 − 1
12
eλr3j2ω′2. (63)
It is now trivial to check that (see (90) in [14])
P˜0 + h˜0 − 1
3
r2e−ν(ω − Ω)2 = γ (64)
for some constant γ is a first integral of (62) and (63). This relation shows, in particular,
that P˜0 is well defined in r+ ∈ [0, a]. The constant γ is identified in [14] as the second
order to background ratio of the constant injection energy. In analogy with the Newtonian
potential, h˜0 (and thus h0) is determined up to an arbitrary additive constant. This
constant will be determined once a condition at infinity plus some continuity across the
boundary of the body are imposed. We will discuss that below. Once that is fixed, the
value of γ still depends on one factor, that is, the conditions one may impose on P˜0 at
the origin. The latter depends on how one sets the value of the pressure (and thus of
the energy density) of the rotating configuration at the origin with respect to that of the
static configuration. In the present work the pressure is taken to be unchanged after the
perturbation, so that P˜0(0) = 0, as in [14] and subsequent works. Leaving P˜0(0) as an
extra parameter of the model does not introduce any remarkable effect for the purposes
of our analysis. We refer to [3] (Section III A.) for a deeper discussion.
The fact that k0 is “pure gauge” translates onto the fact that it does not enter the
set of equations, and it is therefore not determined. The quantitites E
(2)
0 and P
(2)
0 are
gauge dependent, and can only be computed, from (58) and (59) respectively, once k0
is specified, i.e. by fixing the ‘radial’ gauge. The quantities independent of that choice,
and thus the relevant ones, correspond to E
(2)
0 − 2E ′rk0 and P (2)0 − 2P ′rk0. This is the
motivation for the introduction of the auxiliary function P˜0.
The equations for {h˜−0 , m˜−0 } in the vacuum exterior are obtained by using (42) and
the first order solution (49) in equations (58), (59) with their left hand sides and P and E
set to zero. The boundary condition is set so that h˜−0 and m˜
−
0 vanish at infinity r− →∞.
The solutions vanishing at infinity are thus given by
r−e−λ(r−)m˜−0 (r−) = δM −
J2
r3−
, (65)
h˜−0 (r−) = −
δM
r− − 2M +
J2
r3−(r− − 2M)
, (66)
where δM is an arbitrary constant. As mentioned above, the function k−0 remains unde-
termined, under the condition that is also vanishes at infinity.
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3.3.2 The EFEs in the l = 2 sector
Apart from the two field equations that provide the energy density and pressure, the l = 2
sector provides three equations. The whole set of equations can be shown to be equivalent
to the system
h˜′2 + k˜
′
2 = −ν ′h˜2 +
(
1
r
+
ν ′
2
)(
−2
3
r3jj′(ω − Ω)2 + 1
6
j2r4ω′2
)
, (67)
h˜′2 =
{
−ν ′ + r
(r − 2M(r))ν ′
(
8pi(E + P )− 4M(r)
r3
)}
h˜2 − 4(h˜2 + k˜2)
rν ′(r − 2M(r))
+
1
6
(
1
2
rν ′ − 1
(r − 2M(r))ν ′
)
r3j2ω′2
−1
3
(
1
2
rν ′ +
1
(r − 2M(r))ν ′
)
r2(j2)′(ω − Ω)2 (68)
plus the equation
m˜2 =
1
6
r4j2ω′2 − 1
3
r3(j2)′(ω − Ω)2 − h˜2. (69)
The expressions for the energy density and pressure can then be written as
E
(2)
2 − 2E ′rf2 =
4E ′
3ν ′
(
3h˜2 + e
−νr2(ω − Ω)2
)
, (70)
P
(2)
2 − 2P ′rf2 = −
2
3
(E + P )
(
3h˜2 + e
−νr2(ω − Ω)2
)
. (71)
Note that we have kept the background function ν ′ explicitly in order to ease the eventual
comparison with the expressions in [14]. In the l = 2 sector imposing the condition of a
barotropic EOS does not add any further condition.
The convenient “pressure perturbation factor” in this case corresponds to the following
definition
P˜2 := P
(2)
2 − 2P ′rf2
2(E + P )
, (72)
so that (71) just reads
P˜2 + h˜2 + 1
3
e−νr2(ω − Ω)2 = 0. (73)
This corresponds to (91) in [14], and, together with the above (64) form the l = 0 and
l = 2 parts of the first integral γ, (86) in [14].
The interior region is thus determined by the solution of the pair {h˜+2 , k˜+2 } to the
system (67), (68) given regularity conditions at the origin r+ → 0, up to an arbitrary
constant, say A′. Then, m˜+2 is directly obtained from (69). The function f2(r) does not
enter the equations, and thus it is, as expected, pure gauge.
In the vacuum exterior region only equations (67)-(69) apply. Using (42), so that
in particular P = 0, and (49), and given the asymptotic behaviour at r− →∞, the whole
set of exterior functions {h˜−2 , k˜−2 , m˜−2 } is integrated and read
h˜−2 = AQ
2
2
(
r−
M
− 1
)
+
J2
r3−
(
1
M
+
1
r−
)
, (74)
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k˜−2 + h˜
−
2 = A
 2M√r−(r− − 2M)Q12
(
r−
M
− 1
)− J2r4− , (75)
m˜−2 = −AQ22
(
r−
M
− 1
)
+
J2
r3−
(
1
M
− 5
r−
)
, (76)
where Qml (x) stand for the associated Legendre functions of the second kind, and A is
an arbitrary constant. The constants A′ and A are to be determined once the relations
between {h˜+2 , k˜+2 } and {h˜−2 , k˜−2 } on the matching hypersurface Σ0 are determined (see
below).
3.3.3 The matching of the second order problem
We particularize first the matching conditions as given in Proposition 2 for the particular
angular expansion of the perturbation functions (53) at both sides. The field equations in
the background allow us to express the differences [λ′] and [ν ′′] in terms of [E] by direct
use of (45) and (46). However, we will not use those relations in some places, nor the
explicit form of ν−(r−) in the exterior, to keep more compact expressions. Let us recall
that condition (20) now just reads M 6= 0 given the exterior is vacuum. Clearly, for all
pairs f±(r±, θ±) such that f = f0(r) + f2(r)P2(cos θ) we have [f ] = [f0] + [f2]P2(cosϑ).
Note that [f0] and [f2] are constants.
Equation (24) is thus satisfied if and only if c1 = 0 plus
[k2] = [f2] . (77)
The constant c2 just corresponds to the difference [k0], i.e. [k0] = c2.
Likewise, equation (25) is satisfied if and only if H1 = 0 plus
[h0] =
H0
2
+
1
2
aν ′(a) [k0] (78)
[h2] =
1
2
aν ′(a) [f2] . (79)
Equation (29), since c1 and H1 must vanish, imposes a very particular expansion of
[Qˆ2](ϑ), explicitly
[Qˆ2](ϑ) = [Qˆ2(0)] + [Qˆ2(2)]P2(cosϑ)
for some constants [Qˆ2(0)] and [Qˆ2(2)]. Equation (29) is thus equivalent to the pair
[Qˆ2(0)] = 2ae
−ν(a)/2 [k0] (80)
[Qˆ2(2)] = 2ae
−ν(a)/2 [f2] , (81)
where here, and in the following expressions, equation (43) is used to set λ(a) = −ν(a).
Take now the equations for the differences [m] and [h′]. In the case [E] 6= 0 ([λ′] 6= 0 and
[ν ′′] 6= 0), for which Q1 = 0 necessarily, we recall we necessarily have Qˆ+2 = Qˆ+2 (ϑ) and
therefore both Qˆ±2 due to the above, so that
Qˆ±2 (ϑ) = Qˆ2
±
(0) + Qˆ2
±
(2)P2(cosϑ), (82)
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with constants Qˆ2
±
(0) and Qˆ2
±
(2). Thence, equation (26) holds iff
[m0] = a [k
′
0] +
1
4
eν(a)/2[λ′]Qˆ2+(0) +
1
2
(aλ′−(a) + 2) [k0] (83)
[m2] = a [k
′
2] +
1
4
eν(a)/2[λ′]Qˆ2+(2) +
1
2
(aλ′−(a) + 2) [f2] , (84)
while equation (27) does whenever
[h′0] =
1
2
aν ′(a) [k′0] +
1
4
eν(a)/2[ν ′′]Qˆ2+(0) +
1
2
(aν ′′−(a) + ν
′(a)) [k0] , (85)
[h′2] =
1
2
aν ′(a) [k′2] +
1
4
eν(a)/2[ν ′′]Qˆ2+(2) +
1
2
(aν ′′−(a) + ν
′(a)) [f2] . (86)
In the case [E] = 0, the equation [ω′′]Q1 = 0 provides no information, since [ω′′] = 0 as
follows from (50) and (45). On the other hand, the equations corresponding to (26) and
(27) with the changed terms (28) contain a term proportional to [E ′](Q1)2. If [E ′] = 0
we recover the above equations (with [λ′] = [ν ′] = [E] = 0) and therefore one only needs
considering the case [E ′] 6= 0. In that case the equations imply, analogously, that Q1 does
not depend on τ and that it must satisfy (Q1)
2 = q0 + q2P2(cosϑ) for some constants q0
and q2.
Some remarks are in order now, which will lead us eventually to the determination
of the deformation of the matching hypersurface at second order in any ‘radial’ gauge
–recall that the deformation vectors ~Z are gauge dependent, and therefore the functions
Q describe the deformation with respect to the gauge chosen. The appropriate quantities
are constructed as follows
Ξ0 := Qˆ2(0) − 2ae−ν(a)/2k0(a), Ξ2 := Qˆ2(2) − 2ae−ν(a)/2f2(a) (87)
on Σ0 from either side + and −. These two quantities are ‘radial’-gauge independent, since
the gauge defined by ~V2 = 2S(r, θ)∂r (and ~s1 = Ct∂φ) induces via (6) the transformation
Qˆg2 = Qˆ2 + 2Se
λ(a)/2, while kg = k + S/r and f g = f + S/r, see (12). On the other hand,
the relations (80) and (81) just read
[Ξ0] = 0, [Ξ2] = 0, (88)
meaning that the quantities coincide as computed from either side. How the actual
deformation Σ+ε out from the spherical Σ0 is encoded in terms of Ξ0 and Ξ2 is described
in Appendix A.
The above matching conditions to second order have yet to be combined with the
constraints provided by the field equations at either side. We obtain the final expressions
of the matching conditions to second order using the second order field equations for the
perfect fluid interior and the vacuum exterior next.
Regarding the l = 0 sector, the differences of the field equations do not provide any
constraints to the matching conditions in the sense that the differences [k0] and [k
′
0] remain
arbitrary (constants). This, as expected, is related to the fact that k0 is pure gauge. The
l = 0 matching conditions (78), (83) and (85) can be written in terms of the “tilded”
functions (56) and the deformation functions (87) in the case [E] 6= 0 as follows,
[h˜0] =
H0
2
, (89)
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[h˜′0] =
a−M
a(a− 2M) [m˜0], (90)
[m˜0] = 2pi[E]e
−ν(a)/2aΞ0, (91)
while if [E] = 0 equation (91) is replaced by
[m˜0] = −2pi[E ′]e−ν(a)/2aq20. (92)
The background matching configuration relations (45) and (46) have been used to express
the background difference functions in terms of [E], which is just E+(a) (vacuum exterior),
together with (42) to write
aν ′(a) =
2M
a− 2M = e
−ν(a) 2M
a
. (93)
The arbitrariness in shifting h˜+0 (r+) corresponds here to the appearance of the free con-
stant H0. One can always fix the shift in h˜
+
0 (r+) in the interior simply by choosing H0.
This just mirrors the fact that in Newtonian theory the potential is fixed at infinity and
then taken to the interior of the body simply by imposing continuity across the boundary.
It must stressed, however, that the argument about the “continuity” of h˜0 does not
stand for the other function m˜0 in general. Consider first the difference of equation (59)
for a vacuum exterior combined with the two matching conditions (89), (90) at hand,
which leads to the relation
[m˜0] = −4pi a
3
M
[E]P˜0(a), (94)
after using the definition (60). Note that this equation holds always, irrespective of the
vanishing (or not) of [E]. Now, in the case [E] 6= 0, (91) can be finally rewritten as
(
2[E]P˜0(a) =
)
P
(2)
0 (a)− 2aP ′(a)k+0 (a) = −
M
a2
e−ν(a)/2[E]Ξ0. (95)
In the [E] = 0 case equation (94) clearly implies [m˜0] = 0 and therefore (92) yields
[E ′]q0 = 0.
The implication of (94) is that the values of the functions m˜+0 (a) and m˜
−
0 (a) coincide if
and only if [E]P˜0(a) = 0. This fact turns out to be in contradiction with the assumption
made in [14] stating that mH0 is “continuous” at the boundary, with consequences on the
determination of δM . We devote the concluding section to analyse this discrepancy and
provide the correct expression for δM .
Finally, the field equation (59) at both sides (±) can be used to replace the condition
(90) by (95). To sum up, given the Einstein’s field equations hold, in the l = 0 sector
the set of matching conditions can be given by the two conditions (89) and either (91) or
(94), plus the relation (95).
In the l = 2 sector things are different, in the sense that the field equations provide,
in principle, further constraints to the matching conditions. Taking the differences of the
field equations (67), (68) and (69) we obtain three equations for the differences [m˜2], [k˜
′
2],
[h˜′2] which have to be added to the relations in (84) and (86) and the relations (77) and
(79) that already determine [k˜2] and [h˜2] trivially. The number of independent equations
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turns out to be four plus these two trivial ones, and can be finally cast, when [E] 6= 0
(⇒ Q1 = 0), as
[k˜2] = 0, [h˜2] = 0, (96)
[E]
{
h˜2(a)− 1
4
ν ′(a)eν(a)/2Ξ2 +
1
3
a2e−ν(a)
(
2J
a3
− Ω∞
)2}
= 0, (97)
plus
[h˜′2] = 4pi[E]
a2
M
h˜2(a) +
4
3
pi[E]
a2
M
e−2ν(a)
(
(a−M)2 +M2
)(2J
a3
− Ω∞
)2
, (98)
[k˜′2] = −4pi[E]
a2
M
h˜2(a)− 4
3
pi[E]
a3
M
(a− 2M)e−ν(a)
(
2J
a3
− Ω∞
)2
, (99)
[m˜2] =
8
3
pia4[E]e−ν(a)
(
2J
a3
− Ω∞
)2
, (100)
where we have used, in particular, that
[j′(ω − Ω)2] = −1
2
[λ′]
(
2J
a3
− Ω∞
)2
= −4pia[E]e−ν(a)
(
2J
a3
− Ω∞
)2
given the exterior region is vacuum. Therefore, for [E] 6= 0 the set of matching conditions
for the l = 2 sector is composed by only three equations, given by the two in (96) and
(97). The three relations (98), (99) and (100) are now a consequence of (96) and (97) and
the field equations (67), (68) and (69) at both sides.
Regarding the [E] = 0 case, all the above equations (96)-(100) hold except for (97),
which has to be substituted by [E ′]q2 = 0. We thus have [E ′]Q1 = 0. As a first conse-
quence, the above matching conditions (96)-(100) always hold true, irrespective of whether
or not [E] vanishes. Finally, if [E ′] 6= 0 then
Q1 = 0.
Let us summarise the main results in this section so far in the form of the following
theorem.
Theorem 1 Let (V0, g) with Σ0 be the static and spherically symmetric background matched
spacetime configuration, perturbed at either side to first order by the functions ω±(r±, θ±)
through K(1)± as defined in (8) plus the unknowns Q±1 (τ, ϑ) and ~T
±
1 (τ, ϑ), as described
in Proposition 1, so that the first order matching conditions (18) and (19) plus (21) and
(22) hold. Let the configuration be perturbed to second order by K(2)± as defined in (9),
plus the unknowns Qˆ±2 (τ, ϑ) and ~T
±
2 (τ, ϑ) on Σ0, and assume that the interior region (+)
satisfies the field equations for a perfect fluid with barotropic equation of state and that
the exterior (−) region is asymptotically flat and satisfies the vacuum field equations up
to second order. The energy density E(r+) and pressure P (r+) of the interior background
configuration are given by (37) and (38) and must satisfy (40). The background exte-
rior vacuum solution is given by (42), and we assume M > 0. Consider the convenient
background quantities defined in (41).
Let ~uε be the unit vector fluid corresponding to the interior family of metric tensors
g+ε = g
+ + εK(1)+ + 1
2
ε2K(2)+ + O(ε3). Assume that ~uε satisfies (36) for some constant
Ω. Let J be defined by the first order exterior solution (49).
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Assume finally at both sides (±) that the first order function ω depends only on the
radial coordinate, and that the second order functions are decomposed in Legendre poly-
nomials in terms of {h0, h2,m0,m2, k0, k2, f2} by (53).
Then
1. The second order pressure P (2) and energy density E(2) of the fluid inherit the same
angular dependency, that is, (54) hold for some E
(2)
0 (r), E
(2)
2 (r), P
(2)
0 (r) and P
(2)
2 (r).
With the help of convenient alternative “tilded” counterparts, defined in (56)-(57)
plus (60) and (72), the Einstein’s field equations in the interior can be expressed as
the system (61), (62) and (64) for some constant γ for the set {P˜+0 , m˜+0 , h˜+0 } plus the
system (67), (68), (69) for the set {h˜+2 , k˜+2 , m˜+2 }. The vacuum solution at second
order is given by (65), (66), (74), (75) and (76) where δM and A are arbitrary
constants.
2. Given the Einstein’s field equations of the previous point are satisfied, the necessary
and sufficient conditions that the metric perturbation tensors K(2)± must satisfy to
fulfil the second order matching conditions are given by (89) and (94) for the sets
{P˜±0 , m˜±0 , h˜±0 }, with arbitrary constant H0, and the two equations in (96) for the sets
{h˜±2 , k˜±2 , m˜±2 }.
Regarding the deformation of the boundary Σ0, expressions (95) and (97) show ex-
plicitly how the quantities Ξ0 and Ξ2, and thus the deformation of Σ0, are linked in a
‘radial’-gauge invariant manner to the jump in the pressure at second order across the
boundary of the star through the value of the energy density of the background config-
uration at Σ0. Whenever [E] 6= 0, equations (95) and (97) directly determine Ξ0 and
Ξ2 in terms of P˜0(a) and h˜2(a) respectively, which are quantities that are obtained by
integration from the origin. Equations (95) and (97) can then be cast as
Ξ0 = −2a
2
M
eν(a)/2P˜0(a), (101)
Ξ2 = e
−ν(a)/2 2a(a− 2M)
M
(
h˜2(a) +
1
3
a3
a− 2M
(
2J
a3
− Ω∞
)2)
= −2a
2
M
eν(a)/2P˜2(a), (102)
after using (93) and (73) in the first and second equalities in the latter, respectively.
However, if [E] = 0, since Qˆ±2 are only defined on Σ0 we cannot determine the defor-
mation directly from the above, in the same way Q1 is undetermined in the first order
problem in that case. This is to be expected. In fact, as an extreme case, when matching
two vacuum regions the matching hypersurface is not determined in general. The idea is
that in order to have a boundary determined by the matching, the energy density must
depart from zero as one moves to the interior, so that the star indeed extends no further
than, and up to, that surface. A sufficient condition is that [E ′] 6= 0. In that case it can
be shown that one can make use of the gauge that follows the surfaces of constant energy
density, which has been used so extensively in the literature, specially in [14]. In order
to determine the deformation one can then extend Ξ0 and Ξ2 to the interior, say using
some functions ξ0(r+) and ξ2(r+) in a convenient way, using that gauge, to finally obtain
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the deformation by continuity. This is discussed in Appendix A, where it is shown, in
particular, that (101) and (102) will hold also when E(a) = 0, under the condition that
the gauge that follows the surfaces of constant energy density exists. This suggests the
fact that equations (95) and (97) are expected to appear again at higher orders, in the
same way the condition [E]Q1 = 0 of the first order problem appears as [E
′](Q1)2 = 0 at
second order.
4 Conclusion: comparing with Hartle’s results
The gauge used in [14] at first order corresponds to setting b1 = 0 here, while at second
order the starting point is the choice of gauge that corresponds here to setting k±0 = 0 and
f±2 = 0. We refer to this choice as the k-gauge. At some point another gauge comoving
with the deformation is introduced. A discussion of the use of that gauge in [14] (also in
[3]) can be found in Appendix A.
In the k-gauge all the “tilded” functions (56) and (57) correspond to the non-”tilded”
counterparts, and in the interior region (+), the functions P˜0 and P˜2 are just rescalings of
their respective P
(2)
0 and P
(2)
2 , that is, P˜0/2 = P (2)0/2/(2(E+P )) := P0/2. To avoid having to
rewrite all the previous equations without tildes we will simply use the “tilded” functions
in what follows.
Let us first concentrate on the l = 0 sector. Regarding the interior region, the system
(61)-(62) plus equation (63) for the set {re−λm˜+0 , P˜0, h˜+0 }, as functions of r (r+ in fact)
coincide one by one with the coupled equations (97) and (100), plus (98) in [14] for
{mH0 , pH0 ∗, hH0 } as functions of R, which has the same range as r+. To be precise, one
can forget about r+ and R and just establish a common variable s, so that the sets of
equations here and in [14] hold in the range s ∈ (0, a]. Given common conditions at
s → 0 the problem for {re−λm˜+0 , P˜0, h˜0} coincides with the problem for {mH0 , pH0 ∗, hH0 }
and therefore mH0 (s) = se
−λ(s)m˜0(s), pH0
∗(s) = P˜0(s) and hH0 (s) = h˜0(s) (up to a free
additive constant) necessarily for s ∈ (0, a], i.e. in the interior region.
In the vacuum exterior region m0 = m˜0 and h0 = h˜0 are given by (65) and (66)
respectively. Again, these two expressions correspond to (105) and (106) in [14] for mH0
and hH0 respectively, in terms of a variable r in the range r ∈ [a,∞).
Therefore, the matching conditions for the function h˜0 given by (78) and (89), and
for the function m˜0 given by (91), translate directly to matching conditions on h
H
0 and
mH0 . As discussed previously, the free additive constant in h˜
+
0 (and so in h
H
0 ) can be used
to set H0 = 0. In an abuse of terminology, the assumption of a “continuous” h
H
0 is thus
consistent.
The function mH0 is also assumed to be “continuous” in [14] Section VII, when the
value of mH0 (a) as computed from the interior is equated to the expression of m
H
0 (r) in
the exterior at r = a in order to obtain the constant δM in (107)[14]. However, the
correct matching condition is given by (94), which in the k-gauge, and since [λ] = 0, can
be expressed as
[mH0 ] = −4pi
a3
M
(a− 2M)E(a)pH0 ∗(a)
using the notation in [14]. As a result, given the value mH0 (a) as computed from the
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interior, the value of the change in mass in (65) is given by
δM = mH0 (a) +
J2
a3
+ 4pi
a3
M
(a− 2M)E(a)pH0 ∗(a). (103)
The last term corresponds to the jump of the values of m˜0 at the boundary, and it is not
present in the expression for the change of mass in (107)[14] and in the subsequent works,
e.g. [15, 16]. Of course, whenever the density of mass-energy vanishes at the surface of
the star this term has no consequences. This will happen in many situations, as in the
cases of equations of state that imply the vanishing of the energy density at points where
the pressure vanishes, polytropes for instance. In fact, in the series of papers started
by [15, 16] all the equations of state considered satisfy that condition, and therefore the
computation of the change of mass is not affected by the correction in (103).
However, in more general situations that is not going to be the case. As an exam-
ple, models for quark stars that rely on a non-zero value of E at the surface have been
considered in the literature (see e.g. [10]). In particular, models of stars based on a con-
stant background E in the interior are affected by that term and the computation of the
change in mass should be corrected. A future work will we devoted to revisit the models
presented in [9], and find numerically the discrepancy in the values of δM .
Let us now jump to the l = 2 sector. In the interior region the equation (69) plus
the system (67)-(68) for the set {re−λm˜+2 , h˜+2 + k˜+2 , h˜+2 } as functions of r+ coincide one
by one with equation (120) plus the coupled equations (125)-(126) in [14] for {mH2 , vH :=
hH2 + k
H
2 , h
H
2 } as functions of R, which has the same range as r+. The same argument as
in the l = 0 sector shows that the problems coincide and therefore we can set mH2 (s) =
se−λ(s)m˜2(s), hH2 (s) = h˜2(s) and k
H
2 (s) = k˜2(s) for s ∈ (0, a]. In the vacuum exterior
region h2 = h˜2 and k2 = k˜2 are given by (74) and (75), which correspond to (139) and
(140) in [14] respectively in terms of a variable r in the range r ∈ [a,∞). The comparison
of (73) with (91) in [14] implies the correspondence pH2
∗(s) = P˜2(s). The two matching
conditions in (96) simply state that hH2 and k
H
2 are “continuous” on the boundary. The
assumption made in [14] regarding the l = 2 sector is thus consistent. This “continuity”
of hH2 and k
H
2 is finally used in order to fix the free constants A
′ and A in the interior
and exterior regions respectively, thus fixing completely the global problem in the l = 2
sector.
We discuss finally the deformation of the boundary. In [14] the analysis of the defor-
mation needs the introduction of a function ξH(r, θ) = ξH0 (r) + ξ
H
2 (r)P2(cos θ) defined in
the whole interior region by imposing Pε(R + ε
2ξH(R, θ), θ) = P (R) for R ∈ [0, a] (see
also the discussion in [3]). The deformation is then determined by the values ξH0 (a) and
ξH2 (a).
Let us recall that in the present treatment the deformation is described by Ξ0 and
Ξ2, which are determined by equations (101) and (102) whenever E(a) 6= 0. In the case
E(a) = 0 the deformation can be determined by relying on a particular gauge in order to
define extensions for both Ξ0 and Ξ2. The correspondence of ξ
H
0 (r) and ξ
H
2 (r) as functions
defined in the interior region with quantities in the treatment presented here rely, in fact,
on the construction of those extensions. This is discussed in Appendix A, where it is
shown how equations (101) and (102) hold in all cases, and that the values ξH0 (a) and
ξH2 (a) correspond to
ξH0 (a) = −
1
2
eν(a)/2Ξ0, ξ
H
2 (a) = −
1
2
eν(a)/2Ξ2.
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(The relative minus sign comes from the orientation of the normal chosen in (16), which
goes as −∂r.) Indeed, the former translates, via (101), to equation (117) in [14], which
should in fact be corrected to ξH0 (a) = p
H
0
∗(a)a(a − 2M)/M , whose value describes the
average expansion of the shape of the star [15, 3]. The combination of the latter with
(102) enters the different definitions of the ellipticity of the star found in the literature
(see e.g. [15], [3]) accordingly. In particular, it provides the expression for the ellipticity
as defined in [14] by  = − 3
2a
ξH2 (a), which thus reads
 =
3(a− 2M)
2M
(
h˜2(a) +
1
3
a3
a− 2M
(
2J
a3
− Ω∞
)2)
,
in agreement with (146) in [14].
A Deformation of the surface and the E-gauge
We devote this Appendix to discuss the deformation of the surface, and at the same time,
study the relationship of the two gauges used in [14] (also in [3]).
In order to describe the deformation of the surface, motivated by the approaches taken
in Newtonian theory, it has been common in the literature to focus on the surfaces of
constant energy density or, equivalently, of constant pressure given a barotropic equation
of state. This consists after all of a choice of gauge in which the surfaces of constant
energy density (or pressure) in the interior region of the perturbed configuration are
those of constant radial coordinate. This is described in [14] (see also [3]) as a change
from the original coordinate rH (the initial gauge corresponds to the k-gauge) to another
R defined by (the inverse of)
{R, θ} → {rH = rHε (R, θ), θ} (104)
for some function rHε (R, θ) satisfying r
H
0 (R, θ) = R and
Eε(r
H
ε (R, θ), θ) = E(R), (105)
where Eε is the energy density corresponding to gε (see (32)) in the k-gauge. The surfaces
of constant energy density in the perturbed configuration, Eε, are then those of constant
R, and their values correspond to the values the pressure of the background configuration
E take at those R ∈ (0, a]. In the present terminology that corresponds to moving to
another gauge, to which we refer to as the E-gauge. Note that (105) is imposed for all ε
in some neighbourhood around 0, and therefore for all orders. To second order rHε (R, θ)
is specified in [14] as
rHε (R, θ) = R + ε
2ξH(R, θ) +O(ε3), (106)
where for clarity we write explicitly the perturbation parameter at this point. We do not
comment yet on the existence nor uniqueness of the E-gauge.
In [14] the perturbed surface is then defined as the surface of constant energy density
that equals the value of the energy density at the surface of the static configuration.
Explicitly, Σε is defined to have the form Σε : r
H = rHε (a, θ), which is equivalent to R = a
by construction.
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Let us formulate that condition in the present treatment. Indicating with a (E) when
a (gauge-dependent) quantity or object refers to the E-gauge, the expression (105) can
be cast just as
E(n)(E) = 0
for all orders n ≥ 1 (note E(0)(E) = E). At each order n that condition would determine, in
principle, the E-gauge at the corresponding order. The perturbed matching hypersurface
Σε would then be defined by imposing Σ
(E)
ε = Σ0 pointwise (see Section 2, and note we are
referring to the interior (+) region). In other words, the perturbed matching hypersurface
is defined by imposing that the E-gauge is, at the same time, a “surface-comoving” gauge.
Given a barotropic equation of state all the above can be stated in terms of the
pressure. The E-gauge is then also determined by
P (n)(E) = 0 (107)
for all n ≥ 1. Since the interior pressure necessarily vanishes at the boundary in the
background configuration, imposing that the E-gauge is also a “surface-comoving” gauge
implies that the whole perturbed pressure computed in the E-gauge vanishes at the per-
turbed boundary. This is the view taken in [3] and many other works (see e.g. [6, 22]).
Clearly, given a barotropic equation of state, the approach taken in terms of E (say,
approach “E”) and that in terms of P (approach “P”) lead to the same conclusion.
However, their justifications are of different nature, apart from the possible problems of
existence.
Regarding the approach “E”, if E(a) 6= 0 the fact that the perturbed energy den-
sity attains that value E(a) at the boundary may, in principle and in general, seem to
constitute an assumption. Probably due to this difficulty the approach “P” has seemed
to be preferred in many works since the vanishing of the (perturbed) “pressure” on the
surface is what one would expect on physical grounds. However, that would be an er-
roneous statement as such, and in general, since Pε is gauge dependent (see Section 3).
One should, at least, prove in which gauge that should happen. Indeed, the matching
conditions in the exact case restrict the possible jumps of the Einstein tensor across the
surface. However, it remains to be shown how this fact translates to the perturbative
matching scheme in the general case. A general consistent approach should not rely, in
principle, on the use of a result (the vanishing of a “pressure” in a certain gauge) that
has to be proven, in fact, as a consequence of the procedure.
Finally, the definition of the deformation of the star in terms of the E-gauge should
control and take care of the existence (and uniqueness, if needed) of the gauge. For
instance, in the simplest case of a constant energy density interior background E(r) =
E(a) = const. the E-gauge cannot be determined using (105), and thus, neither the
deformation. Instead, the “P” approach has to be used, for which the E-gauge can be
constructed. This is implicitly done in works focused on stars of constant energy density,
such as [9].
Nevertheless, the determination of Σε using the E-gauge is well justified if E(a) = 0 but
E(r) 6= 0 (> 0 in fact) for r ∈ (0, a), since then the perturbed star (perfect-fluid region)
extends up to where Eε vanishes, and no further. By the local nature of the matching,
one could relax this condition to E(a − δ) 6= 0 for all δ > 0 in some neighbourhood of
a. This condition (and analyticity of E(r)) demand that there exists n such that n-th
derivative dnE/drn(a) at r = a is non-zero. The implicit function theorem can then be
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applied to every differentiation of (105) with respect to ε evaluated at ε = 0 in order to
show that rHε (a, θ) can be obtained order by order from (105). The full proof is out of
the scope of this appendix and will be presented elsewhere. When needed, we will simply
assume that the E-gauge can be constructed from r = a inwards.
As stressed, in the present treatment no argument about the vanishing of the pressure
of the perturbed configuration Pε has been made, nor any specific gauge has been used. In
Sections 3.2 and 3.3.3 it has been shown how the deformation of the boundary, described
by the quantities Q1 of the first order and Ξ0 and Ξ2 of the second order, are determined
by Q1 = 0 when E(a) 6= 0 or E ′(a) 6= 0, and (101) and (102) when E(a) 6= 0, respectively,
and how that agrees with the results in [14].
In what follows we first show explicitly that the E-gauge is indeed a “surface gauge”
when E(a) 6= 0, at least to second order. This shows, at the same time, that the usual
“vanishing of the pressure at the boundary” in the exact case translates in this perturba-
tive scenario to P (E)ε |Σ(E)ε = 0, i.e. that the perturbed pressure in the E-gauge must vanish
at the perturbed surface (at least to second order). Secondly, we use the definition of the
perturbed surface when E(a) = 0 by means of the E-gauge (approach “E”) to show that,
given the E-gauge exists (and is unique), then Q1 = 0 and equations (101) and (102) hold
even when E(a) = 0.
Not to overwhelm the notation let us drop the interior + superscripts in the following
when not needed.
As shown in Section 3.2, at first order we have E(1) = P (1) = 0, and the condition
E(a) 6= 0 already implies Q1 = 0. Therefore, the family of gauges chosen for the family
(7) satisfies the E-gauge condition to first order. Since Q1 = 0, Σε coincides at first order
with Σ0 as a set of points. The E-gauge is therefore a “surface-comoving” gauge up to
first order. A hypersurface gauge can be used to fix ~T+1 = 0, so that the perturbed Σε
coincides at first order with Σ0 pointwise, so that the E-gauge is, moreover, a “surface”
gauge up to first order.
Regarding the second order, let us recall that given conditions at the origin (such
that P˜0(0) vanishes) P˜0(r) is fully determined by the l = 0 field equations, and P˜2(r) is
obtained from (73), once h˜2(r) is fully determined, in turn, by the l = 2 field equations
and the condition at the origin and at the boundary r = a coming from the “continuity”
of the functions h˜2 and k˜2. Now, the E-gauge is selected by fixing k0(r) and f2(r) so that
P
(2)
0
(E)(r) and P
(2)
2
(E)(r) vanish. From (60) and (72) this is accomplished by imposing
k
(E)
0 = −
E + P
rP ′
P˜0, f (E)2 = −
E + P
rP ′
P˜2. (108)
We are ready to show that if (101) and (102) hold then Q
(E)
2 = 0. This follows directly
from the definitions (87), which in the E-gauge read
Qˆ2
(E)
(0) = Ξ0 + 2ae
−ν(a)/2k(E)0 (a), Qˆ2
(E)
(2) = Ξ2 + 2ae
−ν(a)/2f (E)2 (a).
Equations (101) and (102) together with (108) evaluated on r = a readily imply Qˆ2
(E)
(0) =
Qˆ2
(E)
(2) = 0. Finally, since we have chosen
~T1 = 0 at first order, then Q2
(E)
(0) = Q2
(E)
(2) =
0 as follow from the definitions (23). It only remains, again, to choose a convenient
hypersurface gauge to second order to fix ~T+2 = 0 so that the perturbed Σε coincides with
Σ0 at second order, not only as a set of points, but pointwise. We have thus shown that
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the E-gauge is indeed a “surface gauge” whenever E(a) 6= 0, at least to second order, as
expected.
Let us consider now the case E(a) = 0 under the conditions that ensure the existence
and construction of the E-gauge. The matching hypersurface Σε is then determined by
the coincidence of Σ(E)ε and Σ0 pointwise (in V+0 , mind the + superscript). This condition
is equivalent, up to second order, to Q
+(E)
1 = Q
+(E)
2 = 0 together with a hypersurface
gauge choice such that ~T+1 = ~T
+
2 = 0 at each order. At first order we thus have the
required result by construction. At second order, the equations defining Ξ0/2 (87) in the
interior read then
Ξ0 = −2ae−ν(a)/2k(E)0 (a), Ξ2 = −2ae−ν(a)/2f (E)2 (a),
which combined with (108), yield (101) and (102).
We must finally address the issue of how Ξ0/2, given by (101) and (102), describe
the deformation of the surface. The key is to show how the deformation quantities Ξ0/2,
defined on Σ0, can be extended to the interior region and how that relates to the change
from the k-gauge to the E-gauge. We start by defining that change in terms of ~V2. Let
us, for simplicity, set ~s1 = 0 so that ~s2 = ~V2. Including ~s1 = Ct∂ϕ does not add anything
relevant to the analysis. Recall that the k-gauge is defined by k
(k)
0 = 0 and f
(k)
2 = 0. Given
that the second order change ~V2 = 2S(r, θ)∂r induces (12) (with C = 0), it is immediate
to check (recall the freedom in defining f(r, θ)) that the change from the k-gauge to the
E-gauge is accomplished by setting
~V2 = 2r
(
k
(E)
0 + f
(E)
2 P2(cos θ)
)
∂r = −2E + P
P ′
(
P˜0 + P˜2P2(cos(θ)
)
∂r, (109)
where the second equality follows from (108). Note that the relation k
(k)
2 = k
(E)
2 − f (E)2
holds.
On the other hand, given the definition of the second order gauge vectors in (2), the
second order gauge ~V2 = 2S(r, θ)∂r with ~s1 = 0 corresponds to a diffeomorphism Ωε :
V0 → V0 of the form (s, θ)→ (Rε(s, θ), θ) for s ∈ [0, a] defined by Rε(s, θ) = s+ε2S(s, θ).
Given (109), we thus have
Rε(s, θ) = s− ε2E(s) + P (s)
P ′(s)
(
P˜0(s) + P˜2(s)P2(cos θ)
)
. (110)
Let us recall again (see Section 4) that the coordinate R used in [14] ranges from 0 to
a, and therefore (110) can be compared with the expression (106) in the form rHε (s, θ) =
s+ ε2ξH(s, θ) +O(ε3) to obtain
ξH = −E + P
P ′
(
P˜0 + P˜2P2(cos θ)
)
.
Now, this is in agreement with ξH = ξH0 + ξ
H
2 P2(cos θ) for ξ
H
0/2 = −E+PP ′ pH0/2∗, as follows
from (90) and (91) in [14] and the correpondences pH0/2
∗(s) = P˜0/2(s) found in Section 4.
Expression (110) suggests the construction of two functions in the interior
ξ0/2 := 2
E + P
P ′
e−ν/2P˜0/2. (111)
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These, evaluated at r = a, and given that (101) and (102) hold, lead to
ξ0/2(a) = Ξ0/2.
The functions ξ0/2 (111) are therefore extensions of Ξ0/2, as defined in (101) and (102),
to all the interior region, and are ‘radial’-gauge independent by construction. The infor-
mation of the deformation of the star in the k-gauge is therefore encoded in the functions
ξ0/2, whereas in the E-gauge that information lies in the functions k
(E)
0 and f
(E)
2 .
Using the correspondence ξ0/2(s) = −2e−ν/2ξH0/2(s), so that Ξ0/2 = −2e−ν/2ξH0/2(a),
the analysis of the deformation of the star in terms of Ξ0 and Ξ2 follows then from the
discussions in [14] (see also [3]). Note that the minus sign in the correspondence comes
from the choice of the normals as defined in (16), which point towards the origin.
B Proofs of Propositions 1 and 2
For the sake of completeness we include in this Appendix the explicit expressions needed
in order to use Theorem 1 from [19], as obtained from Propositions 2 and 3 from that
reference, particularized for a timelike hypersurface Σ0. Let us start by decomposing K
(1)
in its normal and tangent parts with respect to ~n as
K(1)αβ = Y nαnβ + nατ β + nβτ α +K
(1) t
αβ,
where the vector τ α and symmetric tensor K
(1) t
αβ denote the projected components of
K(1)αβ on Σ0, that is τ αn
α = 0 and K(1) tαβn
α = 0.
The first and second fundamental forms to first order, h(1) and κ(1), are given by the
expressions [19]
h(1)ij = L ~T1hij + 2Q1κij +K(1)αβeαi e
β
j , (112)
κ(1)ij = L ~T1κij −DiDjQ1 +Q1
(
−nµnνRαµβνeαi eβj + κilκ lj
)
+
1
2
Y κij − nµS(1)µαβeαi eβj ,
where Di is the three dimensional covariant derivative of (Σ0, h) and
S(1)αβγ ≡
1
2
(
∇βK(1)αγ +∇γK(1)αβ −∇αK(1)βγ
)
.
The first and second fundamental forms to second order, h(2) and κ(2), are given by the
expressions [19]
h(2)ij = L ~T2hij + 2Q2κij +K(2)αβeαi e
β
j + 2L ~T1h(1)ij − L ~T1L ~T1hij
+L2Q1~τ−2Q1κ( ~T1)−D ~T1 ~T1hij + 2
(
T1
lT1
sκls − 2 ~T1(Q1) + 2Q1Y
)
κij
+2Q21
(
−nµnνRαµβνeαi eβj + κilκlj
)
+ 2DiQ1DjQ1 − 4Q1nµS(1)µαβeαi eβj ,
κ(2)ij = L ~T2κij −DiDjQ2 −Q2nµnνRαµβνeαi e
β
j +Q2κilκ
l
k − nµS(2)
µ
αβe
α
i e
β
j
+2L ~T1κ(1)ij + κij
(
1
2
Y (2) − 1
4
Y 2 − (τl +DlQ1)
(
τ l +DlQ1
)
+ 2Q1nµn
ρnδS(1)µρδ
)
+ (Y nµ + 2τµ + 2DµQ1)S(1)µαβeαi eβj − 2Q1nµnν(∇νS(1)
µ
αβ)e
α
i e
β
j − 2nµnνS(1)
µ
ανe
α
i DjQ1
31
−2nµnνS(1)µανeαjDiQ1 − 2Q1nµS(1)
µ
αβe
α
i e
β
l κ
l
j − 2Q1nµS(1)
µ
αβe
α
j e
β
l κ
l
i
+L
grad( ~T1(Q1))− 12 grad(T1lT1mκlm)− 12Y grad(Q1)+2Q1κ(gradQ1) hij
+
(
2 ~T1(Q1)− T1lT1mκlm −Q1Y
) (
nµnνRαµβνe
α
i e
β
j − κilκlj
)
+
1
2
(DiQ1DjY +
+DjQ1DiY )− L ~T1L ~T1κij − L2Q1κ( ~T1)+D ~T1 ~T1 κij − 2Q1Lgrad(Q1)κij
−Q21
(
nµnνnδ(∇δRαµβν)eαi eβj + 2nµnνRδµανeδl eαj κli + 2nµnνRδµανeδl eαi κlj
)
,
where Y (2) = K(2)αβn
αnβ,
S(2)αβγ ≡
1
2
(
∇βK(2)αγ +∇γK(2)αβ −∇αK(2)βγ
)
,
and for any tangent vector ~V , κ(~V ) is the vector κijV
j.
B.1 Proof of Proposition 1
Theorem 1 in [19] states that the first order matching conditions are satisfied if there
exist two scalars Q±1 and two vectors ~T
±
1 on Σ0 such that the system of equations given
by h(1)
+
ij = h
(1)−
ij and κ
(1)+
ij = κ
(1)−
ij admits a solution. We start by calculating h
(1) and
κ(1) through expressions (112). Let us recall these are objects defined on Σ0, which is
non-degenerate. The ingredients needed are the background embeddings (13), (14), with
tangent basis (15) and unit normals (16), plus the first and second fundamental forms of Σ0
(17), together with the first order perturbation tensors K(1)± (8) restricted to Σ0 at each
side. The functions Q1(τ, ϑ) and vectors ~T
±
1 = T
τ
1
±(τ, ϑ)∂τ + T
φ
1
±
(τ, ϑ)∂φ + T
ϑ
1
±
(τ, ϑ)∂ϑ
on Σ0 at each side are left as unknowns. The explicit expressions of h
(1)± and κ(1)
±
read
h(1)±ijdx
idxj = eν(a)
(
−2T±1 τ + ν ′(a)e−
λ(a)
2 Q±1
)
dτ 2 + 2
(
−eν(a)T±1 τ,ϑ + a2T±1 ϑ,τ
)
dτdϑ
+2a2
(
T±1
φ
,τ − ω±(a, ϑ)
)
sin2 ϑdτdφ
+2a(aT±1
ϑ
,ϑ − e−
λ(a)
2 Q±1 )dϑ
2 + 2a2T±1
φ
,ϑ sin
2 ϑdϑdφ
+2a
(
aT±1
ϑ cosϑ− e−λ(a)2 Q±1 sinϑ
)
sinϑdφ2,
κ(1)±ijdx
idxj ={
−Q±1 ,ττ + e−
λ(a)
2 eν(a)
(
T±1
τ
,τ + e
−λ(a)
2
Q±1
4
(
λ′±(a)ν
′(a)− 2ν ′′±(a)− 2ν ′2(a)
))}
dτ 2
−2
{
Q±1 ,τϑ + e
−λ(a)
2
(
aT±1
ϑ
,τ −
1
2
eν(a)ν ′(a)T±1
τ
,ϑ
)}
dτdϑ
+2ae−
λ(a)
2
(
−T±1 φ,τ +
1
2
aω′±(a, ϑ) + ω±(a, ϑ)
)
sin2 ϑdτdφ
−
{
Q±1 ,ϑϑ + 2aT
±
1
ϑ
,ϑ + e
−λ(a)Q±1
(
1
2
aλ′±(a)− 1
)}
dϑ2
−2ae−λ(a)2 T±1 φ,ϑ sin2 ϑdϑdφ
−
{(
Q±1 ,ϑ + 2ae
−λ(a)
2 T±1
ϑ
)
cosϑ+ e−λ(a)Q±1
(
1
2
aλ′±(a)− 1
)
sinϑ
}
sinϑdφ2,
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where the background matching conditions (17) have been used to set ν±(a) = ν(a),
ν ′±(a) = ν
′(a) and λ±(a) = λ(a).
The ordered procedure used in order to obtain and integrate the difference functions
is the following. First, from [h(1)ϑφ] = 0 we obtain [T1
φ],ϑ = 0. On the other hand, the
derivative [h(1)τφ],τ = 0 yields [T1
φ],ττ = 0, and therefore [T1
φ] = b1τ + C2 for arbitrary
constants b1 and C2. As a result, [h
(1)
τφ] = 0 reads [ω] = b1.
Now, equation [h(1)ϑϑ] sin
2 ϑ − [h(1)φφ] = 0 yields [T1ϑ] cosϑ − [T1ϑ],ϑ sinϑ = 0, which
is integrated into [T1
ϑ] = F (τ) sinϑ for some function F (τ). Equation [h(1)ϑϑ] = 0 now
reads [Q1] = e
λ(a)/2aF cosϑ. On the other hand, the compatibility condition to integrate
[T1
τ ] is given by 2[h(1)τϑ],τ − [h(1)ττ ],ϑ = 0, which yields F¨ = −Fν ′(a)eν(a)/2a, and thence
[T1
τ ] = C1 − e−ν(a)a2F˙ cosϑ for some arbitrary constant C1. We have so far exhausted
the conditions [h(1)ij] = 0.
Given the above conditions, equation [κ(1)τφ] = 0 is now equivalent to [ω
′] = 0. The
conditions on the metric perturbations have thus been obtained.
Consider the equation [κ(1)τϑ] = 0, which now reads F˙ a sin a(2e
λ(a) − 2 + aν ′(a)) = 0.
If 2eλ(a) − 2 + aν ′(a) 6= 0 we then have F˙ = 0, which due to its previous equation can
only be satisfied in the trivial case F = 0. From the above, in particular, [Q1] = 0. Then,
equations [κ(1)φφ] = 0 and [κ
(1)
ϑϑ] = 0 just provide Q1[λ
′] = 0, from which [κ(1)ττ ] = 0
thus reads Q1[ν
′′] = 0.
The appearance of the constants C1 and C2 is a consequence of the isometries present
in the background configuration, and cannot be determined [20]. Nevertheless, they can
be safely absorbed by using a isomorphic spacetime gauge at one (any) side, say ~s+1 =
C1∂t+ + C2∂ϕ+ , which, by (6) leads to ~T
+
1 → ~T+1 − ~s+1 and obviously leaves the metric
perturbation tensor K(1)+ unchanged. We can thus set C1 = C2 = 0 without loss of
generality.
B.2 Proof of Proposition 2
The procedure is analogous to that of the previous proof. We first consider the case
[λ′] 6= 0 or [ν ′′] 6= 0, so that Q1 = 0 necessarily. The explicit expression of h(2)± reads
h(2)±ijdx
idxj =
{
−2eν(a)
(
T±2
τ
,τ + (T
τ
1 ,τ )
2
)
+ 2a2
(
T±1
φ
,τ − ω±(a, ϑ)
)2
sin2 ϑ
+2a2(T ϑ1 ,τ )
2 − 4eν(a)h(a, ϑ) + e−λ(a)2 eν(a)ν ′(a)Qˆ2
}
dτ 2
+2
{
2a2T±1
φ
,τT
±
1
φ cosϑ sinϑ− eν(a)T±2 τ,ϑ + a2T±2 ϑ,τ + 2a2T ϑ1 ,τT ϑ1 ,ϑ
+2a2T±1
φ
,ϑ
(
T±1
φ
,τ − ω±(a, ϑ)
)
sin2 ϑ− 2eν(a)T τ1 ,τT τ1 ,ϑ
}
dτdϑ
+2a2
{
2
(
T±1
φ
,τT
ϑ
1 − T±1 φT ϑ1 ,τ − 2ω±(a, ϑ)T ϑ1
)
cosϑ
+
(
T±2
φ
,τ − 2T τ1 ,τω±(a, ϑ)− 2T ϑ1 ω±,ϑ(a, ϑ)
)
sinϑ
}
sinϑdτdφ
+2
{
a2
(
T±1
φ cosϑ+ T±1
φ
,ϑ sinϑ
)2 − a2 sin2 ϑ(T±1 φ)2 + a2(T ϑ1 ,ϑ)2 + a2T±2 ϑ,ϑ
−eν(a)(T τ1 ,ϑ)2 + 2a2k(a, ϑ)− e−
λ(a)
2 aQˆ±2
}
dϑ2
+2a2
{
2T ϑ1 T
±
1
φ +
(
T±2
φ
,ϑ − 2T τ1 ,ϑω±(a, ϑ)
)
sin2 ϑ
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+2
(
T±1
φ
,ϑT
ϑ
1 − T±1 φT ϑ1 ,ϑ
)
cosϑ sinϑ
}
dφdϑ
+2
{
a2(T±1
φ)2 cos2 ϑ sin2 ϑ+ a2(T ϑ1 )
2(1− 2 sin2 ϑ) + a2T±2 ϑ cosϑ sinϑ
+
(
2a2k(a, ϑ)− e−λ(a)2 aQˆ±2
)
sin2 ϑ
}
dφ2,
where we have avoided the use of ± for quantities which already coincide at both sides
and we have used Qˆ±2 , as defined in (23), instead of the original Q
±
2 .
From equations [h(2)τφ] = 0 and [h
(2)
ϑφ] = 0 we obtain expressions for [T
φ
2 ],τ and [T
φ
2 ],ϑ
respectively. The integrability conditions are found to be automatically satisfied. The
integration leads to
[T φ2 ] = 2b1(T
τ
1 + τT
ϑ
1 cotϑ) +D2 (113)
for some constant D2. Likewise, from [h
(2)
τϑ] = 0 and [h
(2)
ϑϑ] sin
2 ϑ − [h(2)φφ] = 0 we
obtain, respectively, [T ϑ2 ],τ and [T
ϑ
2 ],ϑ. However, this time the integrability condition
provides a second order PDE for [T τ2 ], with derivatives on ϑ only, which is integrated to
yield
[T τ2 ] = −a2F˙ (τ)e−ν(a) cosϑ+G(τ) (114)
for some functions F (τ), conveniently arranged, and G(τ). [T ϑ2 ] can now be integrated in
the form
[T ϑ2 ] =
(
b1τ cosϑ(b1τ − 2T+1 φ) + F (τ) + C3
)
sinϑ, (115)
for some constant C3.
Now, [h(2)ϑϑ] = 0 provides an equation for [Qˆ2], explicitly
[Qˆ2] = ae
λ(a)/2{(2 [k] + (F (τ) + C3) cosϑ}. (116)
The remaining equation from the equality of the second order first fundamental forms
is [h(2)ττ ] = 0. From its second derivative [h
(2)
ττ ],τϑ = 0 we first obtain a third order
differential equation for F (τ) which can be integrated once in order to obtain
F¨ = eν(a)ν ′(a)(−F +H1 − C3)/2a, (117)
where the constant of integration H1 has been conveniently arranged. Using this relation
back into the equation [h(2)ττ ],τ = 0 we obtain G¨ = 0, and therefore G(τ) = −H0τ + D1
for some constants H0 and D1. Finally, [h
(2)
ττ ] = 0 provides a relation between [h] and
[k], namely [h] = 1
2
H0 +
1
4
aν ′(a) {2 [k] +H1 cosϑ}.
We have to impose now the equations for the perturbed second fundamental form,
[κ(2)ij] = 0. The steps taken to solve the system of equations are given with enough detail
in what follows so that the proof can be reproduced directly. Not to overwhelm the text
we thus prefer not to include the explicit expressions of κ(2)
±
ij here.
Firstly, given that [ω′] = 0, the equations [κ(2)ϑφ] = 0 and [κ(2)τφ] = 0 are automatically
satisfied. We start with the equation [κ(2)τϑ] = 0, which yields F˙
(
2− 2eλ(a) − aν ′(a)
)
= 0.
Since 2− 2eλ(a)− aν ′(a) 6= 0 by assumption, we need F˙ = 0, and therefore, from (117) we
obtain F + C3 = H1, which substituted on the above expressions for [T
τ
2 ], [T
ϑ
2 ] and [Qˆ2]
leads to
[T τ2 ] = −H0τ +D1, (118)
[T ϑ2 ] =
(
b1τ cosϑ(b1τ − 2T+1 φ) +H1
)
sinϑ, (119)
[Qˆ2] = ae
λ(a)/2{(2 [k] +H1 cosϑ}. (120)
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On the other hand, the combination of equations [κ(2)ϑϑ] sin
2 ϑ − [κ(2)φφ] = 0, which
yields a second order PDE involving [k]− [f ], with derivatives on ϑ only, is integrated to
obtain [k] = c1(τ) cosϑ + c2(τ) + [f ] for some functions c1(τ) and c2(τ). However, since
[k],τ = [f ],τ = 0, we readily have that c1(τ) = c1 and c2(τ) = c2 must be constants. Now,
the equation [κ(2)ϑϑ] = 0 provides an expression for [m], which left in terms of [k], in
particular, can be arranged as equation (26).
The only remaining equation is given by [κ(2)ττ ] = 0. Using (26) to substitute [m] in
[κ(2)ττ ] = 0 we obtain a relation between [h
′], [k′] and [k] (and Qˆ+2 ). That relation is given
explicitly by equation (27).
Furthermore, from the above expression for [Qˆ2] we clearly also obtain that the dif-
ference [Qˆ2] cannot depend on τ . For the same reason, using the above equations for [m]
and [h′], and since either [λ′] 6= 0 or [ν ′′] 6= 0, then Qˆ+2 (and thus neither Qˆ−2 ) cannot
depend on τ .
In the case [λ′] = [ν ′′] = 0 we can have, in principle, a non vanishing Q1(τ, ϑ). The
appearance of Q1(τ, ϑ) in the expressions for h
(2)
ij does not change the procedure to
integrate the differences. For that reason, and due to their length, we avoid including the
explicit expressions of h(2)ij with Q1(τ, ϑ) 6= 0. Equations [h(2)τφ] = 0 and [h(2)ϑφ] = 0
provide expressions for [T φ2 ],τ and [T
φ
2 ],ϑ, the integrability conditions are automatically
satisfied, and the integration leads to the expression
[
T φ2
]
= 2b1(T
τ
1 + τT
ϑ
1 cotϑ)−
2
a
e−λ(a)/2b1τQ+1 +D2,
for some constant D2. Now, the remaining equations in the set [h
(2)
ij] = 0 show no
terms involving Q1. Therefore we obtain the same set of equations (114), (115), (116),
(117), G(τ) = −H0τ + D1 for some constants H0 and C1, and [h] is given by [h] =
1
2
H0 +
1
4
aν ′(a) {2 [k] +H1 cosϑ}. The equation [κ(2)λϑ] = 0 reads the same as in the
Q1 = 0 case, and therefore the condition F˙ (τ) = 0, assuming that 2− 2eλ(a)− aν ′(a) 6= 0,
is just recovered. That again leads to F + C3 = H1. As a result [T
τ
2 ], [T
ϑ
2 ] and [Qˆ2], are
also given by (118), (119) and (120).
Likewise, the combination of equations [κ(2)ϑϑ] sin
2 ϑ − [κ(2)φφ] = 0 does not depend
on Q1 either, and therefore [k] = c1 cosϑ+ c2 +[f ] all the same, for some constants c1 and
c2. However, the equation [κ
(2)
ϑϑ] = 0 does contain a term involving Q1. The expression
for [m] in this case is given by
[m] = a [k′]− 1
4
e−λ(a) [λ′′] (Q1)2 +
1
4
(aλ′(a) + 2) {2 [k] +H1 cosϑ}
−1
2
(H1 + 2c1)e
λ(a) cosϑ, (121)
which used in [κ(2)ττ ] = 0 provides the following expression of [h
′]
[h′] =
1
2
aν ′(a) [k′]− 1
4
e−λ(a) [ν ′′′] (Q1)2 +
1
4
(aν ′′(a) + ν ′(a)) {2 [k] +H1 cosϑ}
−1
4
(H1 + 2c1)ν
′(a)eλ(a) cosϑ. (122)
Finally, although equation [κ(2)ϑφ] = 0 is automatically satisfied, in this case the equation
[κ(2)τφ] = 0 provides the condition [ω
′′]Q1 = 0.
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As in the first order case, the constants D1 and D2 can be safely absorbed by using a
isomorphic spacetime gauge at one (any) side, say ~V +2 = D1∂t+ +D2∂ϕ+ , keeping ~s1 = 0.
Clearly ~s+2 = ~V
+
2 and therefore by (6) that leads to ~T
+
2 → ~T+2 − ~s+2 and the second order
metric perturbation tensor K(2)+ is unchanged. We can thus set D1 = D2 = 0 without
loss of generality.
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