i powders received at the FAB lab12r (2) two low-mass uranium standards provided by New Brunswick Laboratories13-14, and (3) scrap can samples from 300-Area15-16.
Introduction
The Active Well Coincidence Counter (AWCC) is a relatively inexpensive ($50K) instrument for monitoring fissile materials . 1-7 currently, SRL/SRP relies heavily on the more expensive ($500K) Cf shuffler in 300-Area for such interroation.8-9 Because the AWCC provides a quick non-destructive assay, it also has advantages over other methods in use, such as mass spectroscopy.
Thus , the FAB lab has coordinated recent feasibility studies on the AWCC.
These follow earlier studies on billet samples at 300-Area5~10~11, and include: (1) U308
The neutrons are detected by 42 3He detectors which are located in an outer annulus of the polyethylene barrel, as shown in Figure 1 . Each detector has 1 in. diameter and 20 in. length. Cadmium shielding about the inner and outer surfaces of the detector annulus reduces the neutron background from the AmLi sources and the room, and thus helps reduce the random coincidence background from these effects.
The polyethylene within the detector annulus helps thermalize the fission neutrons so that the 3He-detector efficiency is enhanced.
The detection electronics is also shown in Figure  1 . A single high voltage (1500 V) supply is connected to all 42 3He detectors.. The detector outputs are ganged in 6 groups of 7 detectors each. Each detector group has its own preamp, amplifier, and level discriminators, so that the effects of pileup are reduced.
The shorter duration discriminator output pulsea of each group are passed through an OR gate and then into a shift-register coincidence counter (SRCC) .3,19 The SRCC electronically stores, in a special counter, each neutron pulse for a time interval (64 P see)* for which most real (fission) coincidences should occur.
In addition, each neutron pulse strobes this counter just before its storage in counter and then w1OOO p sec after its departure from counter.
The immediate strobe obtains the real (R) plus random (A) coincidence in the counter, while the delayed strobe obtains only the random coincidences (A) in the counter.
The accumulated R+A and A for a given count time t, as well as the total neutron count T, are tallied by a microprocessor.
After counting, the data in the microprocessor are passed to a HP-97 programmable calculator.
*
The maximum total count rate is usually < l/64u " sec or 15,000/sec Scoping studies used the AWCC geometry of Figure 2 . Either oxide storage cans (OSC) or #10 cans contained the sample. Each OSC container had a polyurethane top and was enclosed in a polyethylene bag.
Each #10 can was sealed with a metal lid and thus required no outer polyethylene bag; however, the U308 was contained within a polyethylene bag inside each can. Data obtained for these samples are detailed in Appendix Tables A.1 and A.2.
The detailed studies used the AWCC geometry of Figure 3 . Only #10 cans were used in this case. Each #10 can had a polwrethane top and was enclosed in a polyethylene bag. NO polyethylene bag was used inside the can. Five #10 cans with 12.00 Kg of U308 of different enrichment were prepared and counted in the AWCC. Then 2.00 Kg from each of these cans were placed in five additional #10 cans, whereby cans of 10.00 Kg and 2.00 Kg were counted.
Similarly, these cans were remeasured for 8.00 and 4.00 Kg samples and finally, for 6.00 Kg and 6.00 Kg. This procedure resulted in the data summarized from detailed data in Appendix Tables A.3 and A.4. in Table I . The 6.00 Kg samples were counted repeatedly, on various days, to yield detailed information on measurement reproducibility.
A 12.00 Kg depleted sample was also counted.
New Brunswick Samples
The two New Brunswick Laboratory samplesL5-J4 each had a net weight of 950 gm, contained in a 3 3/8''-diameter X 8" tall polypropylene can. One sample had no 235u and the other had 125.35 gm of 235U of a total of 134.78 gm U, as indicated in Appendix Table A.5. Each sample was counted, using the AWCC geometry of Figure 3 .
t An RS-232 output is also available on the microprocessor.
,.,
300-Area Scrap Samples
The scrap uranium samPles15-16 were 300-Area "floor sweepings."
In all, there were six samples ranging from 140 to 420 gm of 235U, as shown in Appendix Table A.6.
Each of these samples was contained in a "short" #10 can* and counted in the AWCC geometry of Figure 3. 
c. Measurement Techniques
Before introducing any sample into the AWCC, the instrument settings described in Section 111A were confirmed. Upon daily power up, the AWCC measured (1) the background to check that it was zero within statistics, and (2) a U308 sample counted previously to confirm that the AWCC was calibrated consistently.** Each sample was counted for at least two 500 sec intervals to check that instrument drifts were insignificant with respect to the counting statistics.
Such drifts can be caused by temperature/humidity, line voltage, and similar effects. Efforts were made to minimize these.
Each U308 sample in the scoping measurements was counted for at least two 500 sec consecutive intervals, and all other samples were counted for at least four 500 sec consecutive intervals.
IV. AWCC Appraisal Studies with UqOR Powders

A. Preliminary Scoping Studies
Initial tests with U308 samples in #10 and OSC cans, counted in AWCC geometry of Figure 2 , were useful in defining parameters sensitive to neutron count rate R. It would have been ideal if R were directly Dro90rtional to the mass of 
gure 2, and having a Figure 4 . However, when plotting these .
results as R/m = C' vs. m, as shown in Figure 5 , C' is seen to be a decreasing function of m. This implies that larger amounts of U-235 have more self-shielding relative to the AmLi neutron sources, which in turn reduces the fission rate per Kg of U-235 (or effectively, R/m ).
Further examination of Figures 4 and various data for these plots deviate significantly average curves that represent the overall trends. uniform trends did exist for points having similar as indicated in the figures.
Thus , in addition to dependence, C' is also dependent on e. Therefore, R = C'(m,e)m 5 indicates that from any smooth However, enrichment e, the m we can write (2) It should be noted that a different C'(m,e) will result for different types of U308 containers in general, although no measurable effect was observed in these scoping studies.
C'(m,e) may also depend weakly on the U isotopics other than U-235, but these were not isolated in the present studies.8
Thus, we proceed to examine the m and e dependence alone.
For an unknown sample, the enrichment usually be known; however, the total mass M of U308 determined by weighing. we may write
November 10, 1981 bv measurina R and M. we can calculate f to obtain m = Mf, J provide~that C(mjf) has been established from calibration studies.
The detailed studies that follow were aimed at appraising whether equation (4) , deduced via the above scoping studies, can be usefully defined for AWCC determination of u-235 in U308 powders.
B. Detailed Calibration Studies
Measurements fOr SampleS of known U308 and enrichment in #10 cans were designed to establish how well equation (4) could be calibrated.
Cans with M = 2.000, 4.000, ------, and 12.000 Kg of U308 and with f = 0.329, 0.411, 0.494, 0.578, and 0.646 were studied.
A can with depleted U308 (M=12.00, f=O.0014) was also studied.
The data for these measurements are given in Table I  (see App ndix Tables A.3 
where R is in counts/see M is in Kg f is unitless
In addition, it is seen that equation (5) is equation (4) with
Equation (6) for C(M,f) was deduced by examining the measured C(M,f) = R/Mf values summarized in Table II . The data suggest that C(M,f) has a functional form of cl(M)c2(f).tt To deduce the best representation of c1(M) and c2(f), the C(M,f) data were combined into the averages, 
The constant factors in front of these expressions are dependent on the f or M values included in the averages, but the relative M or f dependencies given by the second factors are independent of the averaging method. Thus , we may write
BY calculating a Co fo~each of the 30 (M,f)-cases, as shown in Table III , an average Co = 153.3 ? 0.4 was obtained.
The individual Co values are distributed about to with a standard deviati~n of 1.4%. As shown in Table IV , over half of the Co deviate from Co by <1%, but several larger deviations (max of 2.9%) tend to raise the overall standard deviation.
It is suspected that some of these larger deviations are associated with instrument instabilities+, which may be reducible.
Upon close ex~mination, one should recognize that the %-deviations of Co from Co are also the corresponding %-deviations between the measured R values and those obtained with equation (5) .
The nature of equation (5) suggests some theoretical dependencies that might be refined b Carlo calculations.5~17
To a large~e~~~~~"?h~r~~~;?r;a?~??;e proportional to the 235u mass m = Mf. However, this mass is shielded from neutrons by a factor of (1+1.214e-f/O.278) due to enrichment effects and a factor of (1+0.535e-M/3.28) due to overall mass M. The exponential term in each factor is probably associated with the thermal neutron flux attenuation. The other term is constant (unity) and thus, is probably associated with the fast neutron flux, which is only weakly attenuated.
Although the above two-group neutron flux treatment yielded a good model for R, as given by equation (5), a multigroup analysis might improve the curve fitting. A correction for isotopic effects on count rate could be included also.
T Instabilities caused by temperature-humidity conditions, power line fluctuations, etc.
?.
..", .
In Figure  statistics os OT, calculated
Possible isotopic effects may have been observed in the depleted U308 sample, where the observed count rate of 20.4ti.8/sec is noticeably larger than the 5.9 c/see predicted by equation (5).
c.
Reliability of the Method
The reliability of measuring 235u mass m with the AWCC was appraised in terms of the precision and accuracy of the R measurements.
The detailed analysis involved numerous measurements fOr #10 cans containing M = 6.000 Kg of U308 powder.
Also , the agreement of R measurements with the predictions of equation (5) are used.
The precision was examined for errors caused by counting statistics and sample distribution.
The results for the M = 6.000 Kg series of measurements (distributed over one month) are given in Figure 10 . Data related to the comparison with equation (5) are given in Table IV. lOa, the standard deviation of R due to counting s compared with the total standard deviation as T = where E n Agreement ] E (R-R) 2/n-l (7) n = average of R-measurements = number of R-measurements between uT and us is reasonably.good, suggesting that countinq error is dominant in the uresent measurements.? For one case; aT was Significantly larg=r than 0s; however, removing one deviant set of measurements resulted in much better agreement for this case. A detailed analysis of these measurements, relative to confidence levels, is given in Table V and  Appendix Table A .4.
The average~T error in R was 0.69%, yielding a 95% confidence level error of 1.35%.
The corresponding average us error is 0.57%, yielding a 95% confidence level error of 1.12%. The 1-u error, excluding counting statistics, is given by t R was measured with 2000 sec count times. For sufficiently longer count times, us may decrease relative to uT. November 10, 1981 which would be z UT for count 2000 sec. This Go represents the ultimate precision one might expect from these studies.
In Figure 10b , two separate series of measurements, labeled E and F, are compared.
As each separate series involved measurements for identical samples (same M and f values) , taken under similar conditions, these results were used to appraise whether E and F fluctuations are correlated with laboratory conditions. In Figure 10b , the suspected correlated E and F valuest of AR = R-k are plotted against each other.
The correlation coefficient for these data was calculated as
where R(X) = count rate for series X measurement. R(X) = count rate for series X average. a(X) = standard deviation for X in Figure 10b . n = number of points in Figure 10b .
The resulting p = 0.3 indicates that a weak correlation did exist. Probably drifts in detector efficiency due to temperature-humidity effects, detector voltage setting, etc. are contributing to the overall correlation. Later measurements in this series addressed some of these effects, suggesting that p can be kept small so that the uncorrelated statistical counting error will dominate. Correlated errors can also be reduced by daily normalization corrections using a known standard U308 sample.
In Figure 10c , the sample-to-sample precision of purported identical (M,f)-cases for E and F series measurements are appraised.
Here A = R(E)-R(F) are compared. Agreement between A and 0.0 is good, b ing distributed within 2uAz0.5% of the measurement error.??.
Thus, nonoticeab~e additiona~error was exhibited for sample preparation effects such as weighings, can geometry consistency, etc. 
The accuracy was investigated by assuming that systematic errors are given by deviations from a smooth fit to the R vs f plot for the well-studied M = 6.000 Kg data.t
The statistical average of -, the 14 or 15 measurements for each point has a statistical error of <0.3%. Deviations beyond this are systematic in part. As shown in Figure 11 , such deviations are <l%, and the average RNS deviation is 0.6%.
The above examination of precision and accuracy suggests what may be feasible under optimal measurement conditions.
The overall precision and accuracy demonstrated by the present work is not considered optional, but was estimated by examining the average deviation in Co (equivalently R) for each M or f, as shown in Table IV . These average deviations, DCO f o (DCO), are used to estimate accuracy with the DCO values and precision with the U(DCO) values.
The DCO, which are averages of Co deviations from equation (5), should be 0.0% if systematic errors are absent.
The DCO values are from -0.9% to +0.9%, and have a RMS average of 0.60%.
The U(DCO) values range from 0.5% to 2.0%, with an RMS average of 1.3% (corresponding to 95% confidence level of 2.5%).
In sum, it is seen that all measurements of R are consistent with having a systematic error of wO.6%, and that statistical errors can be reduced well below 1% with suitable counting times and good measurement conditions. The reliability for m measurements must be deduced from the precision and accuracy of the R measurements.
Assuming that reliable accuracy can be afforded with a good set of calibration standards, the above discussion implies that, under good measurement conditions, the limiting error will be governed by the counting statistics.
The discussion that follows will apply to the 2000 sec . counts used in this study.
The statistical precision for R measurements is summarized in the US vs R plot of Figure 12 . Here, the counting error us is relatively insensitive to true coincidence rate R, because R is the difference in two large count rates -the "trues plus randomstr * The M = 6.000 Kg data above yield Co = 154.6, per fit to equation (5).
A.
WARD--
November 10, 1981 minus "randoms" . By setting~= s, we predict the standard deviation m in the 235u mea~urement as *
where the error M in the total U308 is small. A more convenient representation of equation (7), is -a
By differentiating equation (5) for aR/af, we obtain
The em/m results are plotted against m in Figure 13 . A quick appraisal of equation (8) shows that the % errors~m/m and UR/R are not too different, since faR/af = R from equation (9) and Figure 4 .+ This provides a useful guide for appraising the counting statistics required for a given 235u measurement. Figure 13 indicates that measurements for m>l.O Kg can be made to precision of 1% with 2000 sec counts, but the error increases rapidly for smaller m. The results also indicate that measurements for a large sample are preferable to summing the measurements of smaller components of this sample, as the accuracy and counting times are more favorable.
(In effect, each component contributes its own random-coincidence background, so that the t A detailed analysis using equation (9) shows 0.67R < f~< R.
November 10, 1981 background correction error is laraer.) This contrasts with the typicai low-background nuclear statistical error, where either approach yields essentially the same error.? Theoretical .
correlations for the statistical errors have been developed.6
v.
AWCC Measurements on Test Samples
A. UIOR Powder Samples
A test U308 sample in a #10 can was weighed (M = 10.225 Kg) and counted in the AWCC (R = 730.3k3.4/sec = average of four 2000 sec counts) . Using equation (5), values of f = 0.333+0.002 and m = 3.406+0.023 Kg were calculated, where the errors correspond to the counting error above.
Mass spectroscopy measurements for the same sample indicate m=3.347t0.021 Kg, which differs from the AWCC value by 1.7t0.9%, which is consistent with the deviations shown in Table IV . Thus, the AWCC and mass spec values agree to within 20 = 1.8%.
The above result implies that equation (5), which is used to calculate m, is not accurate enough to assure m determinations accurate to ml% with 95% confidence level.
However, it appears that improved techniques, usin a combination of measurements and Monte Carlo calculations, 5,1?' can provide better calibration curves, as well as reducing the number of calibration measurements required.
B. New Brunswick Test Samples
Results for the NBL samples are given in Appendix Table A (The corresponding UT were respectively t14 gm and t20 gin.) These results were calculated using equation (5) . Although agreement is reasonable with respect to as and UT, the associated %-error is >10%, which is not surprising in view of the * Assuming we get N?~counts for a sample in time t, we break the sample into n smaller samples and obtain Nitc ounts for the ith sample in time t. The total count for all n samples is the~ error projected in Figure 13 . On the other hand, the above agreement is better than that reported earlier for these measurements,14 prior to the development of equation (5).
300-Area Scrap Samples
The AWCC measurements for the 300-Area scrap samples are summarized in Appendix Table A.6.
Each sample was measured with four 2000 sec counts.
The 235U content was then determined using equation (5). The AWCC values for the two heavier samples agreed to m2% of the known 235U content, but the AWCC values for the four lighter samples were all low by 20-40%.
It is questionable whether the data were reliable for the four lighter samples, as ul' for each was considerably larger than U5, suggesting unstable operating conditions. Some of the measurements for each of these samples were taken on the same date; however, a calibration measurement on this date reproduced the count rate obtained earlier for a 6.00 Kg sample.
Because each sample was not moved during the four 2000 sec counts, the uT should not have been dramatically larger than the us.
The questionable low count rates may have resulted in high voltage breakdown in the detectors.
Thus, assuming that the largest 2000 sec count rate for each sample may have been more representative, the results were recalculated, as shown in Table  A .6.
The agreement was within 15% for all cases except one (which disagreed by 26%), but all values were still low. It may be.that geometrical distribution effects of the 235U in the sample are being noticed.
A future reexamination of these or similar samples is needed to completely resolve these discrepancies.+
VI. Conclusions
These studies demonstrate a feasibility for using the AWCC to measure 235u (m > 1 Kg) in U308 to an accuracy of l%r provided that stable measurement conditions are maintained and that calibration curves defined by equation (3) have been established for the AWCC counting geometry used. This performance may be accomplished with several 2000 sec counts of a sample; however, good temperature, humidity, and electrical conditions should be assured by calibration tests with a standard sample of U308.
* Unfortunately, the AWCC had been scheduled for return to LASL before. these discrepancies were fully appreciated. The performance was not as good for the New Brunswick standards and the 300-Area scrap samPles. [13] [14] [15] [16] In these cases, with 235U < 1 Kg, a 2000 sec count yielded significantly worse accuracy.
For example, a 400 gm sample would be measured with a 1-precision of only 3%, and a counting time of at least 18,000 sec or 5 hrs would be required to "improve the precision to 1%. For smaller samples, the situation is even more severe.
Also, for nonuniform samples, the shielding effects can cause systematic errors, which were not examined in this work. Thus, the described method is not strongly recommended for measuring samples with 500 gm, or samples with known non-uniformities in shielding.
On the other hand, the method has been modified to work better for low 235U samples, by removing the Cd shielding to improve the thermal neutron fission rate. 217 However, any effects due to non-uniformities would be increased with the more absorbant thermal neutrons.
Overall, the method works best for large samples of 235U, both in terms of accuracy and counting times .
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