Let H ⊆ 2 V be a hypergraph on vertex set V . For a positive integer r, we call H r-exact, if any minimal transversal of H intersects any hyperedge of H in at most r vertices. This class includes several interesting examples from geometry, e.g., circular-arc hypergraphs (r = 2), hypergraphs defined by sets of axis-parallel lines stabbing a given set of α-fat objects (r = 4α), and hypergraphs defined by sets of points contained in translates of a given cone in the plane (r = 2). For constant r, we give a polynomial-time algorithm for the duality testing problem of a pair of r-exact hypergraphs. This result implies that minimal hitting sets for the above geometric hypergraphs can be generated in output polynomial time.
Introduction
Let V be a finite set, and H ⊆ 2 V be a hypergraph (a family of subsets) on V . A set X ⊆ V is called a transversal (or a hitting set) if X ∩ H = ∅ for all H ∈ H, and is called further a minimal transversal, if any proper subset of X is not a transversal for H.
We assume throughout that H is Sperner, i.e., no hyperedge of H contains another. If this is not the case then we can safely ignore the inclusion-wise larger hyperedges since any minimal transversal of the resulting hypergraph is also a minimal transversal of the original hypergraph.
Let H d ⊆ 2 V be the set of all minimal transversals for H (also called the dual hypergraph of H). Finding all minimal transversals for a given hypergraph H, i.e., generating H d , is a well-known problem called the hypergraph transversal problem [Ber89] , which has received considerable attention in the literature (see e.g., [BI95, EG95, EGM03, Got04, Lov00, Pap97]), since it is known to be polynomially or quasi-polynomially equivalent with many problems in various areas, such as artificial intelligence (e.g., [EG95, KPS93] ), database theory (e.g., [MR86] ), distributed systems (e.g., [GMB85, IK93] ), machine learning and data mining (e.g., [AB92, BGKM02, GMKT97] ), mathematical programming (e.g., [ BEG + 02, Kha00]), matroid theory (e.g., [KBE + 05]), and reliability theory (e.g., [Col87, Ram90] ). In this paper, we give a number of further applications in Geometry.
Clearly, the size of H d can be exponentially larger than |H|, and thus it is natural to look for algorithms whose running time is polynomial in |H d |. Such an algorithm is said to run in incremental polynomial time, if for any k, the time required to find k minimal transversals is polynomial in |V |, |H|, and k.
The currently fastest known algorithm [FK96] for solving the hypergraph transversal problem runs in quasi-polynomial time |V | · N o(log N ) , where N is the combined input and output size N = |H| + |H d |. A number of quasipolynomial time algorithms with some other desirable properties also exist [Tam00, Elb06, GK04, BM09] . While it is still open whether the problem can be solved in polynomial time for arbitrary hypergraphs, polynomial-time algorithms exist for several classes of hypergraphs, e.g. hypergraphs of bounded edge-size [BEGK00, EG95], of bounded-degree [CMP99, EGM02] , of boundededge intersections [BEGK04] , of bounded conformality [BEGK04] , of bounded treewidth [EGM02] , of bounded latency [MI97] and read-once (exact) hypergraphs [Eit94] .
Almost all previously known polynomial-time algorithms for the the hypergraph transversal problem assume that at least one of the hypergraphs
2 , for a constant k. One can verify that, except for [MI97] , all the special classes mentioned above belong to one of these categories.
In this paper, we shall extend this polynomially dualizable classes of hypergraphs as follows. Given an integer r ≥ 1, let us say that a hypergraph H ⊆ 2 V is r-exact if |H ∩ T | ≤ r, for all H ∈ H and T ∈ H d .
As we shall see later, these hypergraphs can be recognized in polynomial time.
Note that this class of hypergraphs includes the case when max{|H| : H ∈ H} ≤ r or max{|T | : T ∈ H d } ≤ r. When H satisfies (1) with r = 1, H is called an exact or read-once hypergraph, and the problem of finding H d is known to be solvable with polynomial delay, using a simple backtracking approach [Eit94] . However, this technique does not seem to generalize for r ≥ 2. Using a more sophisticated technique, we show in Section 4 that the problem can still be solved in incremental polynomialtime, for any hypergraph satisfying (1). The best previously known result for this class was quasi-polynomial poly(n, [KBEG07] (which gives in fact a global parallel algorithm running in polylogarithmic time and requiring a quasi-polynomial number of processors).
Theorem 1 Let H be an r-exact hypergraph with m edges and n vertices, and k be a given positive integer. Then for r = O(1), we can find k minimal transversals of H in time poly(n, m, k).
As consequences of Theorem 1, we obtain incremental polynomial-time algorithms for finding:
• all minimal hitting sets, and all minimal set covers, for a circular-arc hypergraph (see, e.g., [FS91] ). This generalizes known results for interval hypergraphs [EGM02, BEGK04] ;
• all minimal subsets of a given set of axis-parallel hyperplanes, hitting a set of comparable fat objects in R d , for fixed d (see, e.g., [GIK02, KS06] for the corresponding optimization problems);
• all minimal subsets of a given set of points, hitting given translates of a certain cone in the plane.
The enumeration of minimal geometric hitting sets, as the ones described above, may arise in various areas such as computational geometry, machine learning, and data mining [EMG06] . We briefly mention one application: Let H be a hypergraph induced by a set of points V and a set of geometric objects
Given an integer t, a set of points X ⊆ V is said to be t-frequent if it is contained in at least t hyperedges in H and is t-infrequent otherwise. Denote respectively by F H,t and G H,t the families of minimal t-infrequent and maximal t-frequent pointsets with respect to H. The generation of minimal frequent and maximal frequent sets is an important task in data mining applications, see e.g. [AIS93, AMS + 96, BGKM02]. In the case when the database stores geometrical information obtained from images or geographical data (the so-called spatial databases, see e.g., [MPV05] ), the mining process may involve finding frequent or infrequent pointsets with respect to a given set of ranges. It is known [BGKM02] that the generation of F H,t reduces in polynomial time to checking whether two given families Y ⊆ G H,t and X ⊆ F c H,t = {V \ F | F ∈ F H,t } are dual to each other, i.e, Y d = X . Note that every member of Y can be identified with the intersection of all geometric objects contaiting it. So, it happens that for some classes of geomtecric hypergraphs (e.g., the hypergraphs in sections 3.1 and 3.2), Y belongs to the same class as the original hypergraph H and thus the problem of generating t-infrequent sets can be solved in polynomial time.
In addition to the applications above, efficient enumeration algorithms are also known to be useful in developing exact algorithms, fixed-parameter tractable algorithms, and polynomial-time approximation schemes for the corresponding optimization problems (see, e.g., [RSS07, FV08, HNW08] ).
The rest of the paper is organized as follows. In Section 2 we recall that the class of r-exact hypergraphs can be recognized in polynomial-time 3 , and that, unlike for the case r = 1, it does not generalize read-r Boolean functions. In Section 3, we give the details of the geometric applications listed above. Finally, we prove Theorem 1 in Section 4.
Preliminaries 2.1 Notation
Let V be a finite set of size |V | = n. For a hypergraph H ⊆ 2 V and a subset S ⊆ V , we use the following notations: H S denotes the sub-hypergraph induced by the vertices in S, i.e., H S = {H ∈ H | H ⊆ S}, and H S denotes the projection of H on S, i.e., H S = minimal({H ∩ S | H ∈ H}), where for any hypergraph H , minimal(H ) denotes the Sperner hypergraph we get by keeping the inclusion-wise minimal set of hyperedges from H . Note that if H satisfies (1) then so do the hypergraphs H S and H S , for any S ⊆ V . For a hypergrpah H, its transpose is the hypergraph H obtained by switching the roles of vertices and edges in H:
Recognizing r-exact hypergraphs
Given a subset S ⊆ V of vertices, [BGH98] gave a criterion to decide if S is a sub-transversal of H, i.e., there is a minimal transversal T ∈ H d such that T ⊇ S. In general, testing if S is a sub-transversal is an NP-hard problem even if H is a graph (see [BEGK00] ). However, if |S| is bounded by a constant, then such a check can be done in polynomial time. This observation was used to solve the hypergraph transversal problem in polynomial time for hypergraphs of bounded edges size in [BEGK00] , or more general of bounded conformality [BEGK04] . We can also use it to recognize r-exact hypergraphs in polynomial time.
To describe this criterion, we need a few more definitions. For a subset S ⊆ V , and a vertex v ∈ S, let
We now note that testing a hypergraph H for (1) can be done polynomial time, if r is constant.
Proposition 2 Given a hypergraph H ⊆ 2
V and a constant r, whether H is an r-exact hypergragh can be checked in time O(n r+2 m r+3 ), where n = |V | and m = |H|.
Proof. H satisfies (1) if and only if for every edge H ∈ H and every subset X ⊆ H of size |X| = r + 1, X is not a sub-transversal to H. For a single subset X of size r + 1, the latter condition can be checked in O(nm r+2 ) time, for a total of O( H∈H |H| r+1 nm r+2 ) time.
When r = 1, a simple backtracking algorithm can used to find H d with polynomial delay, since the sub-transversal criterion can be checked in polynomial time [Eit94] , for any subset S. Indeed, using the same notation as before, a set S ⊆ V is a sub-transversal of H if and only if no hyperedge of H V \S is a subset of the union {H : H ∈ H v (S), v ∈ S}. However, for r > 1, it is not known whether such a criterion can be checked in polynomial time. Using a different technique, we show in Section 4 that all minimal transversals to H can be computed in incremental polynomial time.
Relation to read-r formulae
Let f : {0, 1} n → {0, 1} be a Boolean function. f is said to be monotone if for every pair of vectors x, y ∈ {0, 1}
n , x ≤ y (i.e., x i ≤ y i for all i) always implies f (x) ≤ f (y). It is well-known that any monotone function f has a unique prime conjunctive normal form (CNF) expression
where H is Sperner. It is also not difficult to see that the unique prime disjunctive normal form (DNF) expression for f is given by ψ(x) = D∈H d i∈D x i , where H d is the dual hypegraph of H. For an integer r ≥ 1, a monotone Boolean function f is said to be read-r if there exists an ∧-∨ formula φ representing f such that each variable appears at most r times in φ. For r = 1, such a function is called read-once. A classical result of Gurvich [Gur91] states that, if H is the hypegraph representing the minterms of a function f as in (2), then f is read-once if and only if H is 1-exact. However, this result does not generalize to read-twice functions as the following example shows. Consider the read-twice formula
It is easy to see that the term x 1 ∨ . . . ∨ x n is also present in the dual and hence hypergraphs corresponding to read-twice functions do not necessarily satisfy (1) for any constant r.
Applications in geometry
In this section we give some examples of hypergraphs satisfying (1) from geometry. 
Circular-arc hypergraphs
Let C be a circle in the plane, and V = {p 0 , . . . , p n−1 } be a given set of points on C. Assume that the points are ordered in clockwise order around C. Let H be a hypergraph consisting of hyperedges that are defined by consecutive elements of V (that is, arcs or intervals on the circle, see Figure 1 ). Note that if H is defined by sets of intervals on the line, then H is both 1-degenerate and 2-Helly 4 (its transpose is 2-conformal), and hence both problems of finding all minimal hitting sets and of finding all minimal set covers can be solved in polynomial time [BEGK04, EGM02] . However, if H is defined by arcs on a circle, then it is not generally k-degenerate, as shown by the following example: Let H(k, n) be the hypergraph of uniform intervals of length k on a ring of n = k 2 vertices:
Then each vertex has degree k. Furthermore, it is not k-helly either for any k, as shown by following hypergraph consisting of k + 1 intervals on a ring of k + 1 vertices:
It is easy to see that any k intervals in H(k) intersect at a common point whereas the intersection of all intervals is empty. Nevertheless, we show in the following that if H is Sperner circular-arc hypergraph, then every minimal transversal hits every edge in H at most twice.
Proposition 3 Let H be a Sperner circular-arc hypergraph. Then H is 2-exact.
Proof. Let T be a minimal transversal of H, and suppose that |T ∩ H| ≥ 3 for some H ∈ H. Consider any three points p i , p j , p k ∈ T ∩ H, such that i < j < k (mod n). Since T is a minimal transversal, there exists H ∈ H such that H ∩ T = {p j }. But then H contains neither p i nor p k , and hence H ⊂ H, in contradiction to the fact that H is Sperner (see Figure 1 ).
Since the transpose of a circular-arc hypergraph H is also circular-arc, we obtain the following result from Theorem 1 and Proposition 3.
Corollary 1 Let V be a set of points on a circle C and A be a set of circular arcs on C. Then both problems of finding all minimal sets of points that hit all the arcs in A, and of finding all minimal sets of arcs that cover all the points can be solved in incremental polynomial time. Geometrically, the same class can be realized by taking a set of points in convex position in the plane and defining each edge as a subset of points which lie in some half-space. However, this does not generalize to higher dimensions.
Translates of cones in R
x ≤ 0} be a cone in the plane, where a 1 , a 2 ∈ R 2 . For a point a ∈ R 2 , define C(a) to be the translate of C with apex a, i.e., C(a) = {x + a : x ∈ C}. Given a set of apexes A ⊆ R 2 and a set of points V ⊆ R 2 , we define the hypergraph H(C, A, V ) = {V ∩C(a) : a ∈ A}, each hyperedge of which is defined by the subset of V that lies inside some translate of C (see Figure 2) . Proposition 4 Let C be a cone in the plane and A, V ⊆ R 2 . If H = H(C, A, V ) is Sperner, then H is 2-exact.
Proof. Note that for a, a ∈ A, C(a) ⊆ C(a ) if and only if a ∈ C(a ). Let T be a minimal a transversal of H, and suppose that |T ∩ C(a)| ≥ 3 for some a ∈ A. Consider any three points p 1 , p 2 , p 3 ∈ T ∩ C(a). By minimality of T , there are apexes a 1 , a 2 , a 3 ∈ A such that C(a i ) ∩ {p 1 , p 2 , p 3 } = {p i }, for i = 1, 2, 3. We may assume without loss of generality that C(a 1 ) and C(a 2 ) intersect C(a) as shown in Figure 2 , right, since otherwise (as shown in Figure 2 , left), we have C(a 2 ) ∩ C(a) ⊂ C(a 1 ) ∩ C(a), or vice versa. We observe that the apex a 3 must lie in one of the two shaded regions, for otherwise C(a 3 ) ⊆ C(a), C(a 3 ) ⊇ C(a 1 ), or C(a 3 ) ⊇ C(a 2 ), in contradiction to the fact that H is Sperner. But if a 3 is contained in the first shaded region then p 1 ∈ C(a 3 ), and if it is contained in the second, then p 2 ∈ C(a 3 ), and in both cases we get a contradiction. Again, the transpose of H(C, A, V ) can also be realized by translates of a cone, as implied by a result of Laue [Lau08] . Thus we get the following corollary from Theorem 1 and Proposition 4. Corollary 2 Let V be a set of points in the plane and C be a set of cones that are translates of a fixed cone in the plane. Then both problems of finding all minimal sets of points hitting every cone, and of finding all minimal sets of cones that covers all points can be solved in incremental polynomial time.
It is not difficult to see that Proposition 4 does not generalize to higher dimensions. Let C be a given collection of connected α-fat objects with ρ-comparable diameters, i.e., diam(O) ≤ ρ · diam(O ), for all O, O ∈ C and some constant ρ ≥ 1. Given a set of axis parallel-hyperplanes V , we are interested in finding all minimal subsets of hyperplanes from V that stab every object in C. Define the hypergraph H(C, V ) = {{v ∈ V : v stabs O} : O ∈ C}. We show that H(C, V ) is O(1)-exact, for fixed d, ρ, and α.
Stabbing fat objects in
Proposition 5 Let C be a collection of connected α-fat objects in R d with ρ-comparable diameters, and V a set of axis parallel hyperplanes. Then H(C, V ) is 2αρd-exact.
Proof. Fix an axis x, let T be a minimal transversal, and denote by T x the hyperplanes in T which are perpendicular to x. Assume that some object O ∈ C is hit by k members of T x , say, T x ∩ {v ∈ V : v stabs O} = {v 1 , . . . , v k } (see Figure 3 , right). Let D l = diam(O) and let D 0 be the minimum diameter of enclosed spheres among our collection of objects C. By minimality of T , there exist objects O i ∈ C such that T ∩ {v ∈ V : v stabs O i } = {v i } for i = 1, . . . , k. Assume w.l.o.g. that v 1 , v 2 , . . . , v k are ordered along x, as in Figure 3 , right. Observe that O i , O i+2 do not intersect for i = 1, . . . , k − 2, since otherwise v i+1 stabs either O i , or O i+2 , in contradiction to our assumption. Therefore, we can conclude that D l ≥ k 2 D 0 . Also by the assumption that objects in C are α-fat and ρ-comparable we have D l ≤ ραD 0 . Comparing the two inequalities, we get k ≤ 2ρα. By applying this argument to every principal axis, we get the result.
Note that fatness is a necessary condition for Proposition 5 to hold (see Figure 3 , left).
Corollary 3 Let C be a collection of α-fat objects in R d with ρ-comparable diameters, and V a set of axis parallel hyperplanes. Then for constant α, ρ, d, all minimal sets of hyperplanes from V stabbing every object in C can be found in incremental polynomial time.
Dualization of r-exact hypergraphs
To prove Theorem 1, we use similar decompositions as the ones used in [KBEG07] . However, to get a polynomial-time algorithm, one uses the fact that duality testing of two hypergraphs is a symmetric operation with respect to the two hypergraphs. Combining this with a simple decomposition rule from [FK96] , we can derive our result.
Preliminaries
Let V be a finite set, r ≥ 2 be a positive constant, and H ⊆ 2 V be a hypergraph satisfying (1) . To generate all minimal transversals of H, it is enough to make |H d | + 1 calls to an algorithm that solves the following duality testing problem:
A necessary condition for a pair of hypergraphs (H,G) to be dual of each other is H ∩ G = ∅ for all H ∈ H and G ∈ G.
We shall say that two hypergraphs H and G satisfying (3) are dual if and only if there exists no X ⊆ V such that X ∩ H = ∅ for all H ∈ H, and X ⊇ G for all G ∈ G.
Such a set X is a witness for the non-duality of the pair (H, G). Intuitively, X is a transversal of H (not necessarily minimal) that does not include any hyperedge of G. Note that the condition (4) is symmetric in H and G: X ⊆ V satisfies (4) for the pair (H, G) if and only if V \ X satisfies (4) for (G, H). Also, by definition, the pair (∅, {∅}) is dual.
Given two hypergraphs H 1 , H 2 ⊆ 2 V , denote by
We call a family of sets {S 1 , . . . , S k } ⊆ 2 V a covering for H if for every H ∈ H there is an i ∈ [k] such that H ⊆ S i .
Decompositions
The main ingredient of our algorithm is the following decomposition, used (implicitly) in [KBEG07] .
V be hypergraphs satisfying (3), and {S 1 , . . . , S k } be a covering family for H. Then (H, G) are dual if and only if
Si there is a G ∈ G, such that X ⊇ G, and
Proof. Suppose that (i) does not hold. Then there is an X ∈ ∧ i∈[k] G Si such that X ⊇ G for all G ∈ G. We note that X is a transversal to H (since the family {S 1 , . . . , S k } is a covering and (H, G) satisfy (3)). This implies that X satisfies (4) with respect to (H, G).
Suppose that (ii) does not hold, i.e., for some i ∈ [k], there is an X ⊆ S i such that X satisfies (4) with respect to the pair (H Si , G Si ). Then X ∪ (V \ S i ) satisfies (4) with respect to (H, G).
Suppose now that there is an X that satisfies (4) with respect to (H, G).
A symmetric version of Lemma 1 can be obtained by exchanging the roles of H and G and is stated as follows.
Lemma 2 Let H, G ⊆ 2
V be hypergraphs satisfying (3), and {S 1 , . . . , S k } be a covering family for G. Then (H, G) are dual if and only if
Si there is a H ∈ H, such that X ⊇ H, and
Our algorithm also makes use of the following decomposition.
Lemma 3 ([FK96] ) Let H, G ⊆ 2 V be two hypergraphs satisfying (3), and v ∈ V be a given vertex. Then H and G are dual if and only if the pairs (H V \v , G V \v ) and (H V \v , G V \v ) are both dual.
The above lemmas allow us to reduce a given duality testing problem into smaller sub-problems. We use (1) to define covering families of H and G. For an edge G of G, consider its partition into r + 1 subsets G 1 . . . G r+1 . Since any edge H of H intersects G in at most r vertices, there would be at least one G i such that H ∩ G i is empty. In other words, if we define S i = V \ G i then for every edge H of H there is an i ∈ [r + 1] such that H ⊆ S i . However, the covering we get in this way does not necessarily yield smaller subproblems and may not be balanced and so not much useful for our divide-and-conquer approach. In the following we present a method to get around these issues.
Let us denote the degree of a vertex in hypergraph H by deg H (v), which is the number of hyperedges of H containing v ∈ V , and for a subset of vertices S, let H(S) denote the set of hyperedges that have at least one vertex in S, i.e., H(S) = {H ∈ H | H ∩ S = ∅}. Let 0 < 1 < 2 < 1/r be positive constants. Assume that there is an edge G of G such that all of its vertices have low degrees in H, i.e., deg H (v) < 1 |H|, ∀v ∈ G. For an arbitrary ordering v 1 , . . . , v t of the vertices of G, let us find the indices i 0 = 0 < i 1 < · · · < i r+1 = t, such that |H({v ij−1+1 , . . . , v ij })| ≤ 2 |H| and |H({v ij−1+1 , . . . , v ij +1 })| > 2 |H| hold for j = 1, . . . , r. Note that such indices exist since G is a transversal to H, each vertex in G has degree less than 1 |H|, and 1 < 2 < 1/r. Let us define a partition of G by breaking at these indices, i.e., G j = {v ij−1+1 , . . . , v ij } and let S j = V \ G j , for j = 1, . . . , r + 1.
We will show that {S 1 , . . . , S r+1 } is a covering family for H with some nice properties. Notice that for every H ∈ H we have H ⊆ S j for some j ∈ [r + 1], since |H ∩ G| ≤ r and so there must exists G j such that H ∩ G j = ∅. Also note that |H Sj | ≤ |H|, for j = 1, . . . , r + 1, where = max {r 2 , 1 − ( 2 − 1 )} ∈ (0, 1). Indeed, for j = 1, . . . , r, we have
In summary, we have proved the following Lemma.
Lemma 4 Let H, G be r-exact hypergraphs satisfying (3) and let 0 < 1 < 2 < 1/r be positive constants. If there is an edge G in G such that deg H (v) < 1 |H| for all v ∈ G, then we can find a covering family {S 1 , . . . , S r+1 } for H. Furthermore |H Sj | ≤ |H| for all j = 1, . . . , r + 1, where = max {r 2 , 1 − ( 2 − 1 )}.
By symmetry we get a similar result by reversing the roles of H and G.
Lemma 5 Let H, G be r-exact hypergraphs satisfying (3) and let 0 < 1 < 2 < 1/r be positive constants. If there is an edge H in H such that deg G (v) < 1 |G| for all v ∈ H, then we can find a covering family {S 1 , . . . , S r+1 } for G. Furthermore |G Sj | ≤ |G| for all j = 1, . . . , r + 1, where = max {r 2 , 1 − ( 2 − 1 )}.
The only case that remains is when both the preconditions of Lemma 4 and Lemma 5 do not apply. The following lemma will cover this case. 
Algorithm
Given a pair of r-exact hypergraphs H, G ⊆ 2 V and two constants 1 < 2 < 1/r, an algorithm to solve DUAL(H, G) is given in Figure 4 . If one of the sizes |H| or |G| is at most 1, then duality can be checked in polynomial time using a simple procedure SIMPLE-DUALITY. Otherwise, the algorithm first tries to apply the decompositions of Lemma 4 and Lemma 5. If both cases do not apply, then Lemma 6 guarantees the existence of a high degree vertex in both hypergraphs, which we use to partition our problem by applying Lemma 3. The following lemma gives a bound on the number of iterations t(v) in terms of v = |H||G|, n = |V | and = max {1 − 1 , r 2 , 1 − ( 2 − 1 )} ∈ (0, 1).
Lemma 7 t(v) ≤ nv
(r+log(r+1)+1)/ log( 1 ) .
Proof. Consider a particular iteration of the procedure. If the conditions in
Step 3 or 10 becomes true, we get the recurrence t(v) ≤ nv r+1 + (r + 1)t( v),
while in
Step 17, we get the recurrence t(v) ≤ nv + 2t( v).
Recurrences (5) and (6) imply the stated claim.
Theorem 2 If H ⊆ 2
V is an r-exact hypergraph, with r = O(1), and G ⊆ H d , we can solve DUAL(H, G) in polynomial time.
15.
if there is no H ∈ H such that X ⊇ H, then return X as a witness of non-duality 16.
return true 17. else if (∃v ∈ V such that deg H (v) ≥ 1 |H| and deg G (v) ≥ 1 |G|) 18.
Call DUALITY(H V \v , G V \v , 1 , 2 ), Call DUALITY(H V \v , G V \v , 1 , 2 ) 19.
if any call in Step 18 fails then return a witness of non-duality 20.
return true 21. else return a witness of non-duality (Lemma 6) Figure 4 : Dualizing r-exact hypergraphs
