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ABSTRACT
The objective of this study is to examine the e↵ectiveness of our algorithm that applies a
machine learning language model to convert the message to be memorable and persuasive.
We designed an algorithm that takes an input sentence, and by changing the sentence to be
more general in the syntax level, and more distinctive at the lexical level with the masked
language model, we will convert the input sentence to be more memorable and more e↵ective
at persuading people to change their attitude. We came up with two versions of the algorithm
that have a slight di↵erence of focus on the attributes of the output sentences, and we
designed an experiment in Mechanical Turk to compare these two versions of the algorithm.
In this study, we first introduce an algorithm that is consisted mainly of two steps. First,
the algorithm will convert an input text message to be more general at the level of sentence
structure, then the algorithm will compose a sentence with more distinctive words. We
created two versions of the algorithm that have their advantages: one version of the algorithm
focus on replacing original words with distinctive synonymous, thus keeping the original
meaning of the input sentence during the generation process; the other version focuses on
replacing words with more distinctive vocabularies, not only restricted to synonyms, thus
making the sentence with more variations for vocabularies and more memorable to readers.
To compare these two versions of an algorithm for their e↵ectiveness at converting a sentence
to be more memorable and more persuasive, we experimented on Mechanical Turk.
Our experiment results show that sentences with more general sentence structure and
more distinctive words contribute to memorability and persuasiveness of sentences, but the
results also suggest several improvements should be made for the algorithms.
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CHAPTER 1: INTRODUCTION
In the current world, we are surrounded by an abundance of information as a result of the
fast development of technology. It is hard to capture all the information we see every day,
and it is easy to lose our focus when filtering messages. Thus, to save our time to capture
the most important information, we need to find a way that attracts people better and make
the best use of people’s attention from all sources of information on di↵erent platforms. A
persuasive message is an important research topic, as persuasion is useful for many aspects of
our daily lives. For example, if we want to persuade people to adopt a beneficial behavior to
change their lifestyles, we need to choose the persuasive message wisely so that the desired
outcome will be achieved. For many of the companies, they need to create memorable
advertisements that attract people immediately and leave a deep impression on customers,
so that people will remember their products and be persuaded to buy it. On a larger scale,
for example, during the current covid-19 pandemic, if we could come up with persuasive
messages to persuade people to stay at home, and wear a mask whenever they are outside,
the spreading speed of the virus will be greatly reduced around the world. From these
examples, we could see how an important role persuasion plays in our lives, many existing
studies examine the analyze the attributes of messages that are better at persuading people
to change attitude and behavior.
In our study, we will combine some of the results from existing studies, which we will
discuss in detail in the related work in chapter 2, and by applying the attributes of persua-
sion messages from previous studies, we will design an algorithm that generates persuasive
messages given an input sentence. First, our algorithm will preprocess an input sentence,
and then will convert the sentence to be more general in the syntax level with three steps:
1) reduce the number of third-person pronouns, and use more first-person reference words;
2) decrease the number of definite articles, and increase the number of indefinite articles;
3) reduce the number of past tense verbs and increase the number of present tense verbs.
In the second main step, our algorithm will make the words of the generalized sentence to
be more distinctive, which will make the sentence more memorable. The algorithm will use
the masked language model, which will give a list of predictions for any word position in a
sentence with corresponding probabilities. Our algorithms will try to find a word that is both
in the prediction list of a word in the original sentence, and a synonym of the original word,
but with probability as low as possible, but above some threshold. We came up with two
versions of the generation algorithm, with both have their advantages. Thus, to examine the
e↵ectiveness of these two versions of the algorithm at generating memorable and persuasive
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messages, we designed an experiment on Amazon Mechanical Turk to compare these two
algorithms. We used two datasets for the experiment, one of the data set contains movie
quotes pairs that satisfy three criteria: 1) the two movie quotes are spoken close together
in the movie by the same character; 2) the two quotes have the same length, and 3) one of
the quotes is labeled as memorable by the IMDb, and the other is not. The second dataset
that we use contains persuasive campaign messages crawled from the Chu↵ed crowdfunding
website, which is a platform for socially conscious projects from around the world. We
designed two surveys for both versions of algorithms, where one of the surveys examines the
e↵ectiveness of both algorithms to convert neutral messages to be more memorable, and the
other survey to test the ability of both algorithms to convert persuasive messages to be more
persuasive. In this study, we will first present the detailed algorithms that we designed, then
we will discuss all 5 versions of the algorithm. We will list some example outputs by each
version of the algorithm with the same input sentence and will compare the results of each
version. We will discuss how we finally picked two versions of the algorithm which we think
works the best from experimental observations.
In the next step, we will present our hypothesis and assumptions of our study in chapter
4 and will show the detailed flow of the two sets of surveys in our experiment. Then, we will
show the result of our experiment, and analyze the experiment results. In the final part of
this study, we will discuss some future work that can be conducted based on our findings.
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CHAPTER 2: RELATED WORK
The persuasive message has been an important research topic in the field of psychology,
advertising, and social networks because a persuasive message can have a wide range of
applications in our lives and society. We could employ persuasion techniques to improve
health by eliciting positive behavioral change. For example, the persuasive message has
been useful to reduce sedentary behavior and increase exercise activities. Research has also
shown that by refactoring the advertisements, the click-through rate of online advertisements
could be increased largely. Persuasive messages can also impact people’s attitudes toward
campaigns, elections, and voting. These are all the applications of persuasive texts in real life.
However, writing e↵ective persuasive messages requires expertise and probably expensive
experiments.
Research studies have been conducted to analyze the sentence structure and vocabulary
characteristics that contribute to e↵ective persuasive messages. One way to evaluate the
persuasiveness of a text message is the memorability of the message. In [1], the study
shows that by changing the structure or syntax of a sentence to be more general and use
more distinctive words, the memorability of a message will be increased. The generality
of the sentence structure will improve memorability in that the sentence will be able to be
applied in a di↵erent context, and can be extended to many domains, and will leave a deep
impression on people, thus increasing the memorability of the message. The distinctiveness
of vocabularies will be better at capturing people’s attention so that people will pay more
attention to the message, and hence the message will be remembered by people better. In
our study, we will apply this result from this study by designing an algorithm that can
generate text messages that satisfy these two criteria: more general syntax structure, and
more distinctive vocabularies.
Some existing studies try to convert a persuasive message to be more e↵ective with machine
learning techniques. For example, in [2], this paper introduces an algorithm that builds on
past advertising data to train a sequence-to-sequence deep neural network which “translates”
advertisements into optimized ads that are more likely to be clicked. The network in this
study is trained with more than 114 thousand ads shown on Microsoft Advertising, where the
training data are the ads with lower click-through rates, and the targets are the ads that have
a higher click through rates. The paper examines both the arousal emotions in the original
ads compared to those in the generated ads, and found that ads with very positive valence
score, and ads with high arousal increase user attention, and ads with very negative valence
score are similarly likely to increase users’ interest, compared to ads with neutral valence
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scores. The experiments also show that the algorithm to translate ads with lower click-
through rates by using the sequence-to-sequence LSTM model has obvious improvements
on the click-through rates of ads. Although this paper presents a successful algorithm to
improve the persuasiveness of advertisements, it is hard to train a machine learning model
due to the large amount of training data required. Thus, we developed an algorithm that
takes one correct grammar input message and generates an output sentence by changing the
structure and vocabularies in the input text.
Our algorithm applies the results from [1] during the sentence generation process. As men-
tioned before, the experiment result from [1] shows that movie quotes that are remembered
by more people have two features: more general sentence structure, and more distinctive
words. Thus, our algorithm uses these two features of memorable sentences to convert a
grammatically correct sentence to be more general at the syntax level, and replace original
words in the input sentence with more unique words. Our study also relies on the mask
language model, which can fill one or multiple words in a sentence marked with the [MASK]
token. The mask language model will predict a list of candidate words for each word at the
position of each token, along with probabilities of each candidate word. The mask language
model uses the BERT model, which is designed to pre-train deep bidirectional representa-
tions from the unlabeled text by jointly conditioning on both left and right context in all
layers. Based on the above research studies in the field of persuasive languages and language
models, we designed an algorithm that tries to convert sentences to be more memorable and
more persuasive.
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CHAPTER 3: ALGORITHM DESIGN
As discussed in the related work in Chapter 2, from the paper [1], the experiment results
suggest that “memorable quotes consist of unusual word sequences built on common syntactic
sca↵olding.” The generality of a sentence means that the sentence is easier to be used outside
the specific context in which it is uttered, and therefore exhibits fewer terms that refer to
those settings in one specific context.
From the above paper, the generality of a sentence is measured by three criteria:
1) Fewer third-person pronouns, since the third pronouns usually refer to one specific
person that has been mentioned in the previous part of a sentence. So, by reducing the
number of third-person pronouns in a sentence, the sentence will be easier to be used in
other contexts, which will make the sentence more general.
2) More indefinite articles like a and since they are more likely to refer to general concepts
than definite articles.
3) Fewer past tense verbs and more present tense verbs, since past verbs in a sentence
usually refer to specific past events. So, if a sentence contains fewer past tense verbs, it will be
considered general. According to the same paper, experiments also show that “from a lexical
perspective, memorable quotes are more distinctive than their non-memorable counterparts.”
With the results of generality and distinctiveness of a memorable sentence from the above
paper, we designed an algorithm to apply the characteristics of memorable sentences to
generate persuasive messages. We hypothesis that memorability is one important criterion
of a persuasive message, if a message can impress people, it might a↵ect to persuade people
better.
Our algorithm consists of mainly two steps: given a persuasive input text message, we first
generalize the sentence syntactically, and then make the sentence more distinctive lexically.
For the generalization step of an input sentence, we first replace the definite articles “the”
with indefinite articles “a/an”, then we reduce the number of third-person pronouns. The
first step of generalizing an input sentence before making the sentence more distinctive is
replacing all definite articles “the” by either “a” or “an”, depending on the following word.
The second step of generalizing an input sentence is to reduce the number of third-person
pronouns. To reduce the number of third-person pronouns, we replace “he/she” by “I”, and
“they” by “we”, “his/her” by “my”, “them” by “us”. There are some special cases that
we need to handle di↵erently than hard coding directly. For the word “her”, there are two
meanings: it can be both the objective case of she, for example, “We saw her this morning”,
or it can be the possessive case of she, e.g. “Her coat is the one on the chair”. To solve this
5
problem, we will get the type label of the word with NLTK library [3] following the word
“her”: if the word following is a noun, then “her” is the possessive case, then we will replace
“her” by “my”. Otherwise, we will use the mask language model to determine what we will
replace for “him/her”.
We use the BERT masked language model [5] which is a fill-in-the-blank task, where
a model uses the context words surrounding a [MASK] token to try to predict what the
[MASK] word should be. The mask language model will predict a list of the word for the
[MASK] token, along with the probability of each prediction. The mask language model we
use in this study is BERT, which is the first large transformer to be trained on this prediction
task. So, for all the third person pronouns in the original input sentence, we replace the third
person pronoun by a [MASK] token one by one, and then use the mask language model to
get a list of top 30 predictions of the word to replace by [MASK] token, and then replace the
[MASK] token by [anyone, someone, anybody] whichever has the lowest probability in the
prediction list. We choose the top 30 because, from the experiments we did, we observe that
the 30th prediction has a probability much less than the probability of the 1st prediction
in the log of magnitude. We choose the set of candidates as [anyone, someone, anybody]
since these are the most common indefinite pronouns to replace third-person pronoun such
as “he/she”, and after the replacement, the sentence can be used in a new context, which
makes the sentence more “portable”, thus more general.
As mentioned previously, there are three steps when generalizing a sentence. Another step
to generalize a sentence is to reduce the number of past tense verbs or replace past tense
verbs with present tense verbs. However, in our study, before making the sentence more
distinctive, we will not convert all the past tense verbs in the original sentences. Instead,
we will replace all past tense verbs to present tense verbs at the last step of our algorithm,
which is after making the sentence lexically distinctive, because the order to replace past
tense verbs will impact the step to make the sentence more distinctive, in which we replace
verbs with more distinctive verbs, and we will explain the reason in detail in the latter part
of this paper. After generalizing an input sentence by 1) replace definite article by indefinite
article and 2) replace third-person pronouns by a first-person pronoun or words predicted
by mask language model whichever has the lowest probability in a special case, we will
send the generalized sentence to the second part of the algorithm —— make the sentence
more distinctive at the lexical level. We discussed in chapter 2 that there are three steps
to generalize a sentence, and the last step is to reduce the number of past tense verbs. We
will convert past tense verbs to present tense after we complete the second main step of our
algorithm —— replacing original words with more distinctive words. We leave the tense
conversion step to the last because the order of our algorithm will a↵ect the results of the
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prediction, which we will discuss in more detail in the following part.
Since we hope to convert a sentence to be more persuasive given an input sentence, we
still want to keep the meaning of the original sentence to the most extent. Thus, to preserve
the content of a sentence while making the words more distinctive than the original words in
the sentences, we use the mask language model together with the NLTK wordnet [6] to find
synonyms of each word we need to replace. To make the sentence more distinctive lexically,
our algorithm uses the mask language model to replace all the verbs, adverbs, adjectives, and
nouns in order. After the previous step to generalize the sentence, we replace all the verbs,
adverbs, adjectives, and nouns by the [MASK] token, and then send the masked sentence to
the mask language model to get a list of top k predictions as S for each [MASK] token. We
try to replace the original word with the most distinctive prediction in the top k predictions.
For our experiments, we use k = 30 to get a list of the top 30 predictions by the mask
language model, since we found that the first word predicted by the language model has a
probability that is much higher than the 30th word predicted by the log of magnitude, so
we believe that there is no need to make k to a number larger than 30.
With the top 30 predictions, we will cover most of the reasonable words to replace the
original word. However, utilizing the mask language alone will not always make sure that
the content of the original sentence is preserved, instead, it will only provide us with a list
of candidates for the words we replaced with a [MASK] token. To keep the meaning of
the original sentence to the largest extend and making the converted sentence as fluent as
possible, we use the mask language model together with the wordnet when converting the
sentence more distinctive at the word level. For each verb, adverb, adjective, and noun, we
will also get a list of synonyms as L. Before getting the synonyms for each word, we will do
two steps to preprocess the word we are going to the synonyms. First, we use the NLTK
library to get the type label of each word in the context of the original sentence. The same
word can have di↵erent postage in various context, and a word can have di↵erent sets of
synonyms given di↵erent postag, for example, the word “check” has the synonyms [assay,
hindrance, deterrent, impediment] when the postag is a noun, and it has synonyms [control,
hold, determine] when the postag is a verb. Thus, we need to find the postag of a word in
its specific sentence every time to reduce errors of the grammar of the generated sentence.
Second, we will convert each word to its base format by removing the tense of the verbs, so
that we will get all the synonyms of the basic form of each word.
After we get the list S of top 30 predictions of an original word w, and the list L of
synonyms of the word w, we will find the intersection set of S and L as W which contains
a set of words which are synonyms of the original word, and also predicted by the mask
language model as top 30 candidates with corresponding probability respectively. We then
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sort the words in W by descending probability and then start searching the set W to try
to replace the original word by the synonym with the lowest probability that satisfies a
criterion we specified. First, we will find a base probability which is the probability of the
original word in the prediction list S, then we define a threshold probability Pthreshold =
↵P(↵ < 1) as the lowest probability we will use to search for a replacement candidate for
original word w. For each synonym word in the set W, we will check the probability of the
synonym word, and replace the word w by the synonym with the lowest probability where
↵P <P(synonym) <P, thus the word will be replaced by a candidate that will fill in the
sentence smoothly since the candidate appears in the top 30 prediction list by the mask
language mode. The candidate word will also have a similar meaning as the original word
since the candidate also appears in the list of synonyms of the original word. Finally, the
candidate will predict as distinctive since it has a relatively low probability to appear at the
position of the [MASK] token given the context of the current sentence. For each replacement
for verbs, adverbs, adjectives, and nouns in the input sentence, the algorithm will satisfy
the three criteria in the process. However, sometimes the final selected candidate to replace
a word is the same as the original word itself, which means there is no change between the
original word in the input sentence and the candidate word that satisfies three conditions at
the same time. This result might be caused by several cases. For example, no word has a
probability between the probability of the original word and the threshold probability, which
means all the later predictions other than the original word has a smaller probability than
the threshold probability. Another situation that may cause the issue is that no synonym
appears in the top 30 predictions, so the intersection of the list of top 30 predictions and the
list of synonyms is empty, thus the word is not replaced by a new candidate. This issue leads
to the variations of our algorithm since we tried a di↵erent method to handle the situation
when a word is replaced by itself. We tried both keeping the original word in the final output
sentence, and try to continue replacing the original word with a candidate that has the same
type as the original word, while also satisfying the probability condition, which means the
candidate word has a probability less than the probability of original word and has the
lowest probability greater than the threshold probability. Figure 3.1 is a summary of one of
our algorithms, and there are four variations of the following algorithm we described. The
following algorithm is the steps of one of the five variations of the algorithm, the other four
variations vary in the type of word to replace, and when to stop the replacing process. For
some of the versions of our algorithm, we replace only verbs and nouns, but in the remaining
versions, we replace verbs, adverbs, adjectives, and nouns from the input sentence. We will
compare all of the five algorithms later in this chapter, by presenting the outputs generated
by each version of the algorithm from the same input sentence.
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Figure 3.1: Summary of algorithm
As mentioned previously, the above algorithm has four slight variations. The di↵erences
between the four algorithms exist in the process of finding a candidate to replace the original
word represented as a [MASK] token. The main part that varies between five versions of
the algorithm is between lines 17-20 and the type of words we choose to replace. Here is a
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summary of the other four versions of this algorithm:
1) no threshold probability, pick the synonym with the lowest probability in the top 30
predictions;
2) with threshold probability, pick the synonym with the lowest probability above thresh-
old probability;
3) with threshold probability, pick synonym with the highest probability below the original
word;
4) add adjective masks, replace words in the order: verbs, adjectives, and nouns.
Below is a table with some example outputs of the four variations:
Figure 3.2: Comparison of all versions of algorithm
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From figure 3.2, we can see that the outputs of algorithm number 1 to 4 are very similar,
they are not only highly alike between themselves, but also they are very similar to the
original input sentence. Although the generated sentences by algorithm version 1-4 closely
represent the original sentence in content, they are not distinctive enough from the input
text. The output sentence of algorithm 5 in the above table has obvious di↵erences between
the input and the previous four outputs since we checked if a word is replaced by itself
after replacing a [MASK] token, and if the word’s synonym is not in the prediction list,
or the synonym in the prediction list does not have a probability that is greater or equal
to Pthreshold and less than P, the word will not be replaced by any word. If we detect
that a word is not replaced by another word in algorithm 5, we will try to avoid this
situation where the output has the same vocabulary as the input. To convert the input
sentence to a more interesting sentence with more variations at the lexical level, we will
replace the word with the lowest prediction above Pthreshold in this case. To test which
of the algorithms works the best, we designed an experiment to let subjects recruited from
Amazon Mechanical Turk to determine which algorithm they prefer. We only compared
algorithm version 4 and algorithm version 5, because, from the outputs of 100 sentences,
we observed that algorithm 1 – 4 have very similar outputs, and since algorithm 4 replaces
words with postag verb/adv/adj/noun, while algorithm 1- 3 only replaces words with postag
verb/noun, we choose algorithm 4 as the best algorithm from algorithm 1-4, since version 4
produce sentences with both more distinctive words while preserving the original meaning
closer to the input sentence compared with version 1-3. We designed an experiment to
compare algorithm 4 with algorithm 5. In the later chapters of this study, we will use
Algorithm 1 to represent version 5 of our algorithm, and Algorithm 2 to represent version
4 of the algorithm. We designed an experiment in chapter 5, and we will discuss how we
designed the surveys to test memorability, and how to measure persuasiveness. In the next
chapter, we will discuss the hypothesis for our study, and assumptions when designing the
experiment on Mechanical Turk.
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CHAPTER 4: HYPOTHESIS
Generating persuasive messages to persuade people to adopt beneficial behaviors is an
important research question for society, if we can propose an e↵ective method that can
convert a persuasive message to a message that has a stronger e↵ect at changing people’s
behavior, many of the major problems in the world nowadays could be resolved. For example,
during the covid-19 pandemic, we could persuade people to wear masks whenever they are
outside and wash their hands as frequently as possible. To alleviate the problem of nature
destruction, we could generate persuasive messages that try to change people’s lifestyles that
may bring burden to the environment. Our study hypothesis that by changing a sentence’s
syntax and vocabularies, we could convert the input sentence to our generator to be more
persuasive. The main hypothesis of our study is that:
1) By making a sentence more general syntactically and more distinctive at the lexical
level, we could make the sentence more memorable.
2) By improving the memorability of a text message, we could increase the persuasiveness
of the message.
There are several assumptions we made for our study. First, in our survey that tests
persuasiveness of memorability, we asked subjects to imagine they were trying to persuade
one of their friends to donate to charities. The assumption we made is that the sentence
chosen by subjects that they would use to persuade their friend is the sentence that sounds
more persuasive to the subjects, so the choice of subjects could be used as an indicator of
persuasiveness of the messages.
Second, we assume that the memorability of a sentence can be used as an indicator of the
persuasiveness of a sentence. The more memorable a sentence is, the more persuasive it will
be. Thus, when we convert persuasive messages to be more persuasive, we applied the same
algorithm as the process of generating more memorable sentences.
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CHAPTER 5: EXPERIMENT DESIGN
To verify our hypothesis that our persuasive message generator will convert a persuasive
text to be more e↵ective at persuading people, we designed an experiment on Amazon
Mechanical Turk to get their attitude toward pairs of sentences with di↵erent datasets.
Since we came up with 5 versions of the generation algorithm in chapter 3, and we selected
algorithm version 4 and version 5 as two of the best versions, but both algorithms have
their advantages and trade-o↵s. Algorithm version 4 will generated sentences that closely
represent the original meaning of the input sentence, but the vocabularies sometimes are
not varied enough, which results in sentences not much di↵erent from the original sentences.
In contrast, algorithm version 5 will generate sentences that contain distinct vocabularies,
which makes the sentence distinctive and memorable, but sometimes the sentences will have
di↵erent meanings as the input sentence.
The di↵erences between algorithm 4 and algorithm 5 is that: algorithm 4 will replace words
with postag verb/adv/adj/noun by the synonym with the lowest probability predicted by
the mask language model, so if the synonyms of a word are not in the top k prediction list or
the synonyms have probability outside of the range [Pthreshold, P), then that word will be
unchanged or replaced by itself. Version 5 replaces words with postag verb/adv/adj/noun,
but if we detect a word is replaced by itself, then we will try to find a replacement word
that has the lowest probability in the top k prediction list. Thus, algorithm 4 will make sure
that all the words will be replaced by synonyms, which will generate sentences that have
very similar content as the input sentence, but the vocabularies sometimes do not end up
with much changes from the original words. In comparison, algorithm 5 will try to replace
words with distinctive words di↵erent from the original one, but we cannot always guarantee
that a word is replaced by a synonym, so the output sentence of algorithm 5 sometimes will
change the meaning of the original sentence slightly, but the advantage is that the output
sentences are usually more interesting with various distinctive vocabularies, and we expect
that sentences generated with algorithm 5 will be distinctive. Thus, to compare which
algorithm works better at generating memorable and persuasive sentences, we designed an
experiment with 200 subjects recruited from Mechanical Turk to examine:
1) which of the two algorithms works better at converting neutral sentences to be more
memorable;
2) which algorithm will convert persuasive input sentences to be more persuasive. The
datasets we used for the experiment are sentences collected from two sources. We collected
a total of 100 pairs of sentences in which 50 pairs of sentences are movie quote pairs, and
13
50 pairs of sentences are persuasive messages. The movie quote pairs are the data from
the paper “You Had Me at Hello: How Phrasing A↵ects Memorability”. We selected 50
pairs of movie quotes from this paper that has no grammar issues. The dataset is consisted
pairs of movie quotes that come from the same movie, spoken by the same character, have
the same length, and appear as nearly as possible in the same scene, and one is labeled as
“memorable” by the IMDb while the other is not. We also selected sentences that are almost
the same length. The length of movie quotes used as input sentences for our experiment is
neither too short nor too long, and the input sentences are the movie quotes that are not
marked as memorability from IMDb. We will apply algorithms 1 and 2 to convert the less
memorable sentence L1 in each pair to generate output sentence as L2, and we expect L2 to
be more memorable than L1 generated by both algorithms 1 and 2. For the experiment with
the movie quote pairs, we will first present 10 movie quote pairs with random order at the
same time, where each pair contains one original quote that is marked as not memorable,
and the other quote that is generated by our algorithm using the non-memorable quote
as the input. We designed two sets of surveys that test the memorability of movie quotes
generated by algorithm 1 and algorithm 2. Each set of the survey consists of 5 surveys that
use 10 pairs of movie quotes respectively. We designed two sets of surveys since we want to
find out which version of the algorithm will be more e↵ective at converting a sentence to be
more memorable.
After the subjects read all the 20 sentences, we will ask subjects to complete a survey to
select all the sentences that they remember from the 20 sentences we presented before. We
also added 3 distraction sentence pairs in addition to the 10 sentence pairs to make sure that
the sentences selected by each subject are the sentences they remembered. There are two
tasks for each participant in the survey where we test memorability of messaged generated
by both algorithms: 1) read 10 pairs of movie quotes that are displayed in random order;
2) answer multiple-choice questions to select the sentences that they remembered from the
previous step. Each multiple-choice question ask the same question in same words: “Which
of the sentence have you seen previously? Select all that apply.” We gave each multiple-
choice two sentences randomly selected from the set consisted of all sentences on the previous
page and the distraction sentences.
We also ask attention check question after each multiple-choice question on the same
page to determine if the subject paid enough attention during the survey, or just randomly
selecting answers without thinking carefully. The attention check questions are easy math
problems or directly ask subjects to select a specified answer from two choice options. In
the experiment analysis step, if we found that a survey result contains wrong answers to
attention check questions, we will discard that survey since we believe the subject who did
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that survey was not paying enough attention, so the results will not be meaningful for our
study.
Figure 5.1: Sample questions to test memorability
For the second dataset, we collected persuasive messages on the Chu↵ed crowdfunding
website [7] to test whether both versions of our algorithm will convert persuasive messages
to be more persuasive. The website is a platform that allows people to donate to non-
profit charities and social enterprises. The Chu↵ed website contains a persuasive message
in 12 domains, such as environment, health and medical, social welfare, animals, etc. The
crowdfunding website will display the information for each organization that needs funding,
and the right side of the page of each organization shows persuasive messages to encourage
people to donate to the organization. For our experiment, we collected persuasive messages
from all the 12 domains on the Chu↵ed website, and we removed persuasive messages that
have grammar issues or are too short or too long. We also selected sentences that contain
persuasive content that persuades people to donate and removed the sentences that only
displays the description of the charity rather than being persuasive. We composed mes-
sage pairs where one of the sentences is the original persuasive message crawled from the
crowdfunding website, the other is generated by our algorithm 1 and algorithm 2. Instead of
asking subjects to select which sentence in each pair is more persuasive directly, we will give
a short description of a scenario that assumes the subjects want to persuade their friend to
donate to a charity, and which one of the sentence they will use as the persuasive message
to persuade their friend. We believe that the sentence the subject chooses as the one to
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persuade their friend is the sentence that they think is more persuasive. After rating 10
pairs of persuasive messages, we asked each subject to imagine their friend David, who is
interested in donating to nonprofit charities, are willing to donate to the charity with the
information shown in the survey. We then present a pair of sentences, one original from the
Chu↵ed website and the other generated by our algorithm, and ask subjects to select one of
the sentences they think is better to be used to persuade David.
Figure 5.2: Sample question to test persuasiveness
After reviewing 10 pairs of persuasive messages, each subject will be shown a short de-
scription of one charity, and we will present a random persuasive message that is either the
original message M1 that performed not so well from the Chu↵ed website or the generated
sentence M2 by algorithm 1 or 2. In this question, we first present a short introduction
of some charities or organizations crawled from the Chu↵ed website, and we filtered the
charities based on their performance of fundraising. We selected 5 charities that perform
badly, which is measured by both the time of the post, and the percentage of the fund raised
compared with their funding goals. We selected 5 charities that have been posted for more
than one year and only reached 0%-25% of their project goal. We choose poorly performed
charities because we want to test whether our algorithm will improve the persuasiveness
of less persuasive messages. And we assume that the funding raising percentage is purely
impacted by the quality of the persuasive messages displayed on each charity. We will then
ask people to answer the questions “Assume you win a lottery, and you won 20 dollars,
how much would you like to donate to the charity on this page?”. We hypothesis that the
amount that people answered these questions will measure how much their attitude has been
changed, or how much they have been persuaded by a message. If people choose that they
will donate all of the 20 dollars they won, that probably means they are persuaded by the
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message stronger by the people who choose to donate 0.5 dollars.
Figure 5.3: Summary of datasets for experiment surveys. Survey 1 and survey 2 test mem-
orability of generated movie quotes. Survey 3 and survey 4 test persuasiveness of generated
crowdfunding messages. If an original word in the input sentence is not replaced by its
synonym with lowest probability, algorithm 1 will replace the word by candidate of the same
type with lowest prediction probability above the threshold probability, and algorithm 2 will
keep the original word.
We created 4 versions of surveys using the above two datasets. For each version of the
survey, we will use 50 pairs of sentences reviewed by 50 subjects. Each version of the survey
consists of five small surveys which will test 10 pairs of messages, with each subject review
10 pairs of sentences, and each sentence pair is reviewed by 10 times. In figure 5.3, we
present a summary of the data we used for all the surveys in our experiment. In the figure,
survey 1 and survey 2 both test the memorability of messages generated by algorithm 1 and
algorithm 2. The di↵erence between survey 1 and survey 2 is that survey 1 shows pairs of
original movie quotes and quotes generated by algorithm 1, survey 2 uses the same original
movie quotes but applies algorithm 2 to generate movie quotes. Survey 3 and survey 4 both
test persuasiveness of crowdfunding messages, where survey 3 uses algorithm 1 and survey
4 uses algorithm 2. Before conducting the full experiment, we first run a pretest with 20
subjects from Mechanical Turk, with 5 subjects for each survey. In the full experiment, We
recruited 200 subjects from Mechanical Turk, with 50 subjects for each survey. In the next
chapter, we will discuss the experiment result of both the pretest and the full experiment.
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CHAPTER 6: EXPERIMENT RESULT
Before conducting the full experiment, we did a pretest with total of 20 people on Me-
chanical Turk. We asked five people to complete each survey with the design in chapter
5. First we will discuss the pretest result for surveys that test memorability of messages
generated by algorithm 1 and algorithm 2, and the dataset used for both surveys are the
movie quotes. The following figure shows the results of memorability pretest survey, and the
values in the figure represent the average number of subjects remembered each sentence out
of five subjects.
Figure 6.1: Pretest results for memorability test of movie quotes. If an original word in the
input sentence is not replaced by a synonym other than itself, algorithm 1 will replace an
original word by the candidate with the lowest probability above the threshold probability.
Algorithm 2 will keep the original word. The second column means the average number
of subjects out of 5 subjects remembered original movie quotes. The third column means
the average number of subjects out of 5 subjects remembered generated movie quotes. The
results show that original movie quotes have a higher memorability than generated movie
quotes.
In Figure 6.1, the table shows the pretest results of the surveys which test memorability
of messages generated by our two versions of algorithms. The original quotes are the less
memorable movie quotes discussed in chapter 5, and the generated quotes are the quotes
generated by our algorithms with the original quotes as inputs. Each survey was completed
by 5 subjects from Mechanical Turk, and the values in the above table represent the average
number of subjects who remembered each sentence in the survey. Algorithm 1 will replace
a word by its synonym which is predicted by the mask language model, and has the lowest
probability greater than the threshold probability we defined in chapter 4. If a word is not
replaced by a new word other than itself, algorithm 1 will continue to replace that word
which is in the prediction list, and has the same type of the original word, but has the lowest
probability greater than the threshold probability. Algorithm 2 is similar to algorithm 1, the
only di↵erence is that it will not continue to search for a replacement of a word if the word is
replaced by itself. From the data above, we can see that in the pretest, the generated movie
quotes by both version of algorithm did not improve the memorability of the original quotes,
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in the contrast, the memorability decreased by small amount. These results did not prove
our original hypothesis that our algorithms will improve the memorability of text messages,
and there are several factors which might lead to this result, which will be discussed in detail
in the later part of this chapter. We could also see that algorithm 2 perform slightly better
than algorithm 1.
Figure 6.2: Pretest results for persuasiveness test of crowdfunding persuasive messages.
The second column means the percentage of subjects who prefer the original crowdfunding
messages. The third column means the percentage of subjects who prefer the generated
crowdfunding messages. The fourth column means the average amount out of $20 subjects
would like to donate to charities with original crowdfunding messages. The fifth column
means the average amount out of $20 subjects would like to donate to charities with generated
crowdfunding messages. This figure shows a significant preference for original persuasive
messages over generated messages.
We also got the results of surveys that test persuasiveness of generated messages. In figure
6.2, we see that majority of subjects selected the original persuasive crowdfunding messages
as the more persuasive ones, with 88% and 84% of the subjects prefer the original sentences
in each survey. The result again did not prove our hypothesis that the messages generated by
our algorithms will be more persuasive. We will also discuss the factors that might contribute
to this result in the later part of this chapter. The donation amount in the two surveys are
similar, the data represent the average amount people willing to donate to charities out of
20 dollars after seeing persuasive messages either generated by our algorithm or from the
original crowdfunding website of di↵erent charities. On average, people like to donate $3.6
to charities with their original persuasive messages displayed on the crowdfunding website,
and people like to donate $2 to charities with persuasive messages generated by algorithm
1, and $4.2 by algorithm 2. From this pretest result of the persuasiveness test, we can see
that for both algorithm 1 and algorithm 2, subjects prefer the original persuasive messages
quotes to the generated messaged by algorithm 1 and 2. The average amount subjects
willing to donate to charities show that people like to donate to charities that use messages
generated by algorithm 2, and least to charities that use messages generated by algorithm
1. However, since the sample size is not large enough, we conducted the full experiment
with more people and more sentences. We recruited 200 subjects to complete surveys with
a total of 200 sentence pairs, with 50 subjects competing each version of surveys discussed
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in chapter 5.
Figure 6.3: Full results of memorability test for movie quotes. If an original word in the input
sentence is not replaced by a synonym with the lowest probability, algorithm 1 will replace
the original word with the same word type and has the lowest probability above threshold
probability. Algorithm 2 will keep the original word. The second column shows the average
number of subjects out of 10 subjects remembered original movie quotes, the third column
shows the average number of subjects out of 10 subjects remembered generated movie quotes.
In this table, we can see that the original movie quotes have a higher memorability than
generated movie quotes for both algorithm 1 and algorithm 2.
Figure 6.4: Full results of persuasiveness test of crowdfunding persuasive messages. The sec-
ond column means the percentage of subjects prefer the original crowdfunding messages. The
third column means the percentage of subjects prefer the generated crowdfunding messages.
The fourth column means the average amount out of $20 subjects would like to donate to
charities with original crowdfunding messages. The fifth column means the average amount
out of $20 subjects would like to donate to charities with generated crowdfunding messages.
This figure shows a significant preference of original persuasive messages over generated
messages.
In figure 6.3, we can see that the memorability of generated messages is slightly lower
than the original messages. In addition, algorithm 2 perform better than algorithm 1.
One important factor might be the grammar issue with the generated sentences by both
algorithms. Even if we try to replace an original word by its synonym which has the same
type as the word, we could not guarantee that after the replacement, the sentence is smooth
enough. Since we are only converting an input sentence at the lexical level, we will not
always create an output sentence that has no grammar issue when forming a full sentence.
We think this might impact the subjects when doing the survey, since they might tend to
ignore sentences that have grammar problems, thus the sentences were less memorable than
the original sentences. Algorithm 1 will try to avoid replacing a word by itself, thus the
output sentences by algorithm 1 will contain more variety of vocabularies than algorithm 2,
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which make the sentence contain more distinctive words. However, the meanings usually were
changed from the original sentences, sometimes creating weird output sentences. Algorithm
2 will perform better at keeping the original content of a sentence but have less distinctive
words. Since our algorithms will not always guarantee grammar correctness of sentences,
replacing more words might create more grammar issues, which might confuse the subjects.
So, although algorithm 2 have less distinctive words, it will also generate less grammar
issues compared to algorithm 1, which might explain why algorithm 2 perform better at
memorability test than algorithm 1 in figure 6.3.
Figure 6.4 shows the results of surveys that test persuasiveness of generated sentences
with both algorithms. In the table, 91.04% of subjects selected the original crowdfunding
message as more persuasive in each pair with algorithm 1, and 89.2% chose original messages
comparing with sentences generated with algorithm 2. We can see that our algorithm did
not improve the persuasiveness of the original sentence, in the opposite, the algorithms made
the sentences to be less persuasive.
The results did not prove our hypothesis that our algorithm will convert persuasive mes-
sages to be better at persuading people. Algorithm 2 perform slightly better than algorithm
1, with 1.84% more preference from the above results. From the donation amount columns,
we can see that people are willing to donate on average $8.25 to charities that shows the
original persuasive messages, and around $4.7 to charities that show our generated messages.
Again, we can conclude that our algorithm did not perform well at converting messages to
be more persuasive, even with more general sentence structure, and more distinctive vocab-
ularies. The full experiment result for memorability is similar to the pretest result, with
more subjects remember the original movie quotes. The percentages of subjects prefer the
original crowdfunding persuasive messages are also similar to results from pretest, but the
average amount of donation in the full experiment is di↵erent from the pretest. In the full
experiment, it is more obvious that people are willing to donate to charities that use the
original persuasive messages, with a 2 : 1 ratio for original and generated messages. But in
the pretest, charities that use messages generated by algorithm 2 has the highest amount
of donation. In order to better understand the features that contribute the most to both
memorability and persuasiveness of sentences, we analyzed the results with the multivariate
logistic regression model, since we want to have a deeper understanding of which features
are significant and contribute most to memorability or persuasiveness of messages generated
by algorithm 1 and 2. We display the results of multivariate logistic regression in the fig-
ures below. We used the generalized linear model to analyze the results, and we analyzed
the distinctiveness of verbs, adverbs, adjective and nouns based on word type respectively.
We will show two methods to calculate the distinctiveness of replaced words, either using
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the average di↵erence between the probability of original and replaced words, or using the
average log of division between the probability of original and replaced words.
Figure 6.5: Logistic regression result for memorability test of movie quotes generated by
algorithm 1 with distinctiveness calculated as average di↵erence between probability of orig-
inal and replaced words. The sample size is 498. The rows show the values of intercept,
count of third person pronouns, definite articles, past tense verbs, and di↵erence between
probability of original and replaced verbs, adverbs, adjectives and nouns. The columns show
value of the coe cient of each feature, standard error, z-value, p-value, and confidence in-
terval for coe cient. The result shows that the count of past tense verbs is significant to
memorability, and is negatively related to the memorability of movie quotes.
For algorithm 1, we analyzed result data using two ways as the measure of distinctiveness
for replaced vocabulary. In figure 6.5, we take the di↵erence between the probability of
the original word in the input sentence and the replaced word’s probability, and in figure
6.6, we take the log of the division of probability between the original and replaced word.
From figure 6.5, we can conclude that the number of past tense verbs are significant for
memorability of movie quotes generated with algorithm 1, and the coe cient of the count of
past tense verbs is negative. So the less number of past tense verbs a sentence contains, the
more memorable it will be. For the other features, they are not as significant by looking at
the p-values. From the signs of coe cients in figure 6.5, we conclude that the count of past
tense verbs, the distinctiveness of replaced verbs, the distinctiveness of replacing adjectives,
and the distinctiveness of replaced nouns are negatively related to the memorability of movie
quotes. The other features, i.e. the number of third-person pronouns, the number of definite
articles, and the distinctiveness of replaced adverbs are positively related to the memorability
of sentences.
22
Figure 6.6: Logistic regression result for memorability test of movie quotes generated by
algorithm 1 with distinctiveness calculated as average log of division between the probabil-
ity of original and replaced words. The sample size is 498. The rows show the values of
intercept, count of third-person pronouns, definite articles, past tense verbs, and the di↵er-
ence between the probability of original and replaced verbs, adverbs, adjectives, and nouns.
The columns show the value of the coe cient of each feature, standard error, z-value, p-
value, and confidence interval for coe cient. The result shows no significant feature to the
memorability of movie quotes.
From figure 6.6, we use the log of the division of probability between original and generated
word as a measure of distinctiveness. We can see that count of past tense verbs is 0.051, which
is slightly greater than 0.05. Since we used two measures to represent the distinctiveness
of replaced words, we could look at figure 6.5 and 6.6 together to find which features are
important. In the memorability test, we can conclude that the number of past tense verbs
is significant to the memorability of a sentence and since the coe cient of the count of past
tense verbs are both negative in the above two figures, which indicate the method to reduce
the number of past tense verbs by present tense verbs contribute the most for memorability.
In figure 6.6, the coe cient of features suggests that the count of past tense verbs and
distinctiveness of replaced adverbs are negatively related to memorability, and the count of
third-person pronouns, count of definite articles, the distinctiveness of replaced verbs, the
distinctiveness of replaced adjectives and the distinctiveness of replaced nouns are positively
related to the memorability of movie quotes. From figures 6.5 and 6.6, we can see that the
method of how we calculated the distinctiveness of replaced words will a↵ect the logistic
regression result. In figure 6.5, the count of past tense verb feature is significant to the
memorability, but in figure 6.6, none of the features are significant. The sign of feature
coe cients is also di↵erent in these two figures. The feature of the distinctiveness of verbs,
adverbs, adjectives, and nouns have opposite signs in figures 6.5 and 6.6.
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Figure 6.7: Logistic regression result for memorability test of movie quotes generated by
algorithm 2 with distinctiveness calculated as the average di↵erence between the probability
of original and replaced words. The sample size is 498. The rows show the values of inter-
cept, count of third-person pronouns, definite articles, past tense verbs, and the di↵erence
between the probability of original and replaced verbs, adverbs, adjectives, and nouns. The
columns show the value of the coe cient of each feature, standard error, z-value, p-value,
and confidence interval for coe cient. The result shows that the count of past tense verbs
is significant to memorability, and the count of past tense verbs is negatively related to
memorability of movie quotes.
For algorithm 2, we also used the same method as algorithm 1 to analyze experiment re-
sults. Below are the result data for algorithm 2, we used two measures as the distinctiveness
of replaced vocabulary. We took both the di↵erence between the original and prediction
probability of a word, and we also took the log of the division between the original word’s
probability and the replaced word’s probability. Figure 6.7–6.8 shows the results of the
memorability of movie quotes generated by algorithm 2. In figure 6.7, by looking at the
p-value of each feature, only the count of past tense verbs has a p-value of 0.04, which is less
than 0.05, so the number of past tense verbs is a significant feature for memorability. The
remaining features are not significant in the figure when we use the di↵erence between the
probability of original words and replaced words as the metric for distinctiveness. The sign
of the coe cient for each feature indicates whether the count of each feature is positively
or negatively related to the memorability. In figure 6.7, the result shows that the count of
third-person pronouns, past tense verbs, and distinctiveness of adjectives replaced contribute
to the memorability of a sentence negatively, so a memorable sentence will have less num-
ber of third-person pronouns, past tense verbs, less distinctive adjectives. The remaining
features contribute to memorability positively, which means the more number of definite
articles, more distinctive verbs, more distinctive adverbs, and more distinctive nouns will
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make a sentence more memorable. Since some of the results are not fully consistent with
our hypothesis that a sentence will be more memorable if it contains less number of definite
articles, less number of third-person pronouns, less number of past tense verbs, and more
distinctive words, we used another metric to measure the distinctiveness of replaced word
in generated sentences. We first take the division of the probability of the original word
and the probability of the candidate word we selected to replace the original word and then
normalized the result by taking the log of the division. In the figure below, we performed
multivariate logistic regression by using the log of division as a measure of distinctiveness
and got the result below.
Figure 6.8: Logistic regression result for memorability test of movie quotes generated by
algorithm 2 with distinctiveness calculated as the average log of division between the prob-
ability of original and replaced words. The sample size is 498. The rows show the values of
intercept, count of third-person pronouns, definite articles, past tense verbs, and the di↵er-
ence between the probability of original and replaced verbs, adverbs, adjectives, and nouns.
The columns show the value of the coe cient of each feature, standard error, z-value, p-
value, and confidence interval for coe cient. The result shows that the count of past tense
verbs is significant to memorability, and the count if past tense verbs is negatively related
to the memorability of movie quotes.
Figure 6.8 shows the results of the memorability of movie quotes generated by algorithm
2 by taking the log of the division of probabilities. The count of past tense verbs is a sig-
nificant feature for memorability, with a p-value of 0.037. From the sign of coe cients, we
can see that the count of third-person pronouns, past tense verbs, the distinctiveness of
replaced verbs, and the distinctiveness of adjectives are negatively related to memorability.
The remaining features are positively related to the memorability of sentences. To inves-
tigate what features contribute to the memorability of a sentence, we further analyzed the
di↵erence between generated sentences that perform better than the original sentences and
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the generated sentences that perform worse than the original sentences to better understand
the features. The following are the results.
Figure 6.9: Comparison between sentences generated by algorithm 1 and 2 that perform
better or worse than original sentences. The win1 means sentences generated by algorithm 1
performed better than original sentences. The lose1 means sentences generated by algorithm
1 performed worse than original sentences, and the same for win2 and lose2 with algorithm
2. The columns mean the average count of third-person pronouns, definite articles, and past
tense verbs. The VDi↵, advDi↵, adjDi↵, and nounDi↵ columns mean the average di↵erence
between the probability of original word and replaced word of type verbs, adverbs, adjectives,
and nouns. The VLog, advLog, adjLog, and nounLog columns mean the average log of
division between original word probability and replaced word probability. The results show
that there is no obvious di↵erence between the case when generated sentences perform better
or worse than original sentences.
Figure 6.10: Comparison between combined sentences generated by algorithm 1 and 2 that
perform better or worse than original sentences. The win means sentences generated by
algorithm 1 and algorithm 2 performed better than original sentences. The lose means
sentences generated by algorithm 1 and algorithm 2 performed worse than original sentences.
The columns mean the average count of third-person pronouns, definite articles, and past
tense verbs. The VDi↵, advDi↵, adjDi↵, and nounDi↵ columns mean the average di↵erence
between the probability of original word and replaced word of type verbs, adverbs, adjectives,
and nouns. The VLog, advLog, adjLog, and nounLog columns mean the average log of
division between original word probability and replaced word probability. The results show
that sentences that perform better than original sentences have fewer counts of third-person
pronouns, definite articles, past tense verbs, and greater distinctiveness for replaced verbs,
adverbs, adjectives, and nouns compared to sentences that perform worse than original
sentences.
In figure 6.9, we listed the average count of third-person pronouns, definite article words,
and past tense verbs. For the remaining features, we calculated the distinctiveness of replaced
words. From figure 6.10, the average win row contains feature data of generated sentences
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that are more memorable than the original sentences, and the average lose row contains
the feature data of generated sentences that are less memorable than the original sentences.
we can conclude that the sentences that win the original sentences have fewer third-person
pronouns, definite articles, and past tense verbs. For most of the remaining features, the more
memorable sentences have larger values for word distinctiveness, which means the memorable
sentences contain words that are distinctive enough from the original word, while the less
memorable generated sentences are not distinctive enough. The distinctiveness could be
increase by choosing a smaller threshold probability when replacing a word, currently, we
are using the original probability divided by ten as the threshold value and try to replace
with a candidate with the lowest probability above threshold probability. If we pick a smaller
threshold, the replaced word will be more distinctive than our current candidate word. This
might increase the memorability of the generated sentences.
Figure 6.11: Logistic regression result for persuasiveness test of crowdfunding persuasive
messages generated by algorithm 1 with distinctiveness calculated as average di↵erence be-
tween probability of original and replaced words. The sample size is 490. The rows show
the values of intercept, count of third person pronouns, definite articles, past tense verbs,
and di↵erence between probability of original and replaced verbs, adverbs, adjectives and
nouns. The columns show value of the coe cient of each feature, standard error, z-value,
p-value, and confidence interval for coe cient. The result shows that the count of third
person pronouns is significant to persuasiveness of messages, and the count of third person
pronouns is negatively related to persuasiveness of crowdfunding messages.
The above figures show that results for memorability tests and persuasiveness test did
not fully prove our main hypothesis that by converting input sentences to be more general
in structure and use more distinctive words to replace the less distinctive words, we will be
able to convert sentences to be more persuasive. We will discuss later in this chapter about
possible reasons that might cause the experiment results.
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Figure 6.12: Logistic regression result for persuasiveness test of crowdfunding messages gen-
erated by algorithm 1 with distinctiveness calculated as the average log of division between
the probability of original and replaced words. The sample size is 490. The rows show the
values of intercept, count of third-person pronouns, definite articles, past tense verbs, and
the di↵erence between the probability of original and replaced verbs, adverbs, adjectives,
and nouns. The columns show the value of the coe cient of each feature, standard error,
z-value, p-value, and confidence interval for coe cient. The distinctiveness of replaces nouns
are significant, and is positively related to persuasiveness.
Figure 6.13: Logistic regression result for persuasiveness test of crowdfunding messages
generated by algorithm 2 with distinctiveness calculated as the average di↵erence between
the probability of original and replaced words. The sample size is 490. The rows show the
values of intercept, count of third-person pronouns, definite articles, past tense verbs, and
the di↵erence between the probability of original and replaced verbs, adverbs, adjectives,
and nouns. The columns show the value of the coe cient of each feature, standard error,
z-value, p-value, and confidence interval for coe cient. The result shows that the count of
definite articles is significant to persuasiveness of messages, and the count of definite articles
is negatively related to persuasiveness of generated messages.
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Figure 6.14: Logistic regression result for persuasiveness test of crowdfunding messages gen-
erated by algorithm 2 with distinctiveness calculated as the average log of division between
the probability of original and replaced words. The sample size is 490. The rows show the
values of intercept, count of third-person pronouns, definite articles, past tense verbs, and
the di↵erence between the probability of original and replaced verbs, adverbs, adjectives,
and nouns. The columns show the value of the coe cient of each feature, standard error,
z-value, p-value, and confidence interval for coe cient. The result shows that the count of
definite articles is significant to persuasiveness of messages, and the count of definite articles
is negatively related to persuasiveness of generated messages.
The above tables in figure 6.11-6.14 show data of surveys that test the persuasiveness
of generated messages. We can see that third pronoun, distinctive nouns, and indefinite
articles were significant to persuasiveness. The remaining features were not significant to
the persuasiveness of messages. From the above results, we found that several factors that
can explain the reasons:
1) Grammar issues in the generated sentences. When generalizing the sentence, we might
change the third pronouns to first-person pronouns. However, the meaning could be changed
by directly replace the pronouns. For past tense verbs, we will convert it to present tense,
which might also make the tense inconsistent of the sentence. For the definite articles, we
will change “the” to “a/an”, however, we need to handle the special case for “an” when it
is followed by a word that has vowel pronunciation. Currently, we are only checking if the
next word starts with a vowel letter, but our method will miss some special cases such as
“an MBA”, which could not be handled directly. When converting the words to be more
distinctive, although we try to replace verbs/adverbs/adjectives/nouns with synonyms or
words of the same type, sometimes the word does not fit well in the entire sentence, thus
leading to confusing sentence meaning.
2) The generated sentence structures are not general enough. From figure 6.11, we can
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see that the sentences performed better are more general at the syntax level.
3) The generated sentence vocabularies are not distinctive enough. From figure 6.11, the
sentences that performed better are more distinctive than sentences that performed worse.
Memorability has been an e↵ective measurement of persuasiveness in the research of per-
suasive messages, however, from our experiment results, we could see that the memorability
of generated sentences is almost equal to the original sentences, with a 1:1 ratio. But from
the result of persuasiveness surveys, almost 90% of subjects selected original sentences as
more persuasive, which is not consistent with the memorability test. We think the di↵er-
ence in the survey procedure might contribute to this discrepancy. For the memorability
surveys, subjects were presented with all the sentences on one page in random order, then
they will be asked to select all the sentences they have seen in the later part of the survey,
where they will be presented with two random sentences. Since the input sentences have a
similar meaning as generated sentences, the subjects might not remember the di↵erences in
the pair, so they will select both sentences. However, in the persuasiveness surveys, subjects
were presented one pair of input and generated sentences on the same page, so they will be
able to carefully compare the two sentences and will select the one that sounds more natural
with no grammar issues. These factors might help explain the huge di↵erence between the
memorability survey results and the persuasiveness survey results.
To understand the di↵erence between the results of the memorability test and the persua-
siveness test, we conducted an additional experiment to check the memorability of chu↵ed
crowdfunding messages.
Figure 6.15: Full results of memorability test for crowdfunding persuasive messages. If an
original word in input sentence is not replaced by a synonym with lowest probability, algo-
rithm 1 will replace the original word with same word type and has lowest probability above
threshold probability. Algorithm 2 will keep the original word. The second column shows the
average number of subjects out of 10 subjects remembered original persuasive messages, the
third column shows the average number of subjects out of 10 subjects remembered generated
persuasive messages. The memorability test for crowd funding persuasive messages results
show that original persuasive messages have a higher memorability compared to generated
persuasive messages for both algorithm 1 and algorithm 2.
From figure 6.15, we computed the average number of sentences remembered from each
sample group consisted of 10 sentences. For the original persuasive messages, the average
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number of sentences remembered out of 10 sentences is 7.1. The averaged number is 6.2 for
messages generated by algorithm 1, and 6.1 for messages generated by algorithm 2. The ratio
between the memorability of original persuasive messages to generated messages is greater
than the ratio of persuasiveness test. This additional experiment result shows that there is
no much di↵erence between the memorability of movie quotes and crowdfunding persuasive
messages, so the low persuasiveness of crowdfunding messages is not due to the content of the
persuasive messages. However, in existing research of persuasive messages, memorability has
been used as an indicator of persuasiveness, but our experimental results are not consistent
with this fact. The inconsistency might result from the di↵erent procedures of memorability
survey and persuasiveness survey. In the memorability survey, people may select a sentence
they think they have seen previously as long as they have some impression of a sentence,
which might explain why the memorability of original and the generated sentences have
no much di↵erence. However, in the persuasiveness experiment, subjects were presented
with pairs of sentences where one is the original persuasive message, and the other is the
generated message. Thus, the subjects will compare the sentences in each pair carefully,
and a minute di↵erence might change the result a lot. Also, in the memorability test, since
subjects were presented with 10 sentence pairs at the same time, they might ignore some
minor grammar issues, because they were not asked to compare sentences with each other,
but only read all of the sentences. However, in the persuasiveness experiment, subjects will
compare sentences carefully in order to pick the one they think is more persuasive, and
sometimes our algorithm will produce messages with grammar errors, so the result is greatly
impacted by the grammar issues.
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CHAPTER 7: FUTURE WORK
From the experiment results in chapter 6, we find that several problems exist in our
algorithms. Although some results for our experiments have part of results that are consistent
with our hypothesis, the results did not fully prove all of our hypothesis. For example, some
of our results suggest that a sentence will be more memorable when the sentence contains less
number of third-person pronouns, and less number of past tense verbs, the memorability and
persuasiveness test results did not fully support our hypothesis that a sentence will be more
memorable and more persuasive if it contains more distinctive vocabularies. Several parts can
be improved in future studies. The first thing that could be improved is the algorithm design.
Currently, even if we use sentences without grammar issues as inputs to our generators, and
we tried to replace words with their synonyms, or words that have the same type, the
generated sentences sometimes still have grammar issues. The grammar issue is the main
factor that impacts the quality of the generated sentences. If we can resolve the grammar
issues after converting an input sentence, and make sure the verb tense is consistent, the
pronouns fit the sentence context and use the correct indefinite articles, the memorability
and persuasiveness might be improved. The second part that could be improved is the
parameters we used for our algorithms. In our experiments, we used a threshold probability
when finding qualified candidate words above the threshold probability. We used the original
word’s probability divided by 10 as the threshold probability, but we could try to conduct
experiments with more values when calculating the threshold probability, we can also try
other larger values to make the words more distinctive. Another part that can be improved
from our current study is the design of our survey. For example, in the memorability tests,
we presented subjects with 10 pairs of movie quotes at the same time with randomized order,
but the subject might not remember the exact sentences, and probably did not remember
the detailed di↵erences between each movie quote pairs, since the original and generated
sentences are close in meaning, so people might confuse which sentence they remember, so
we need to find a better way to measure memorability. For the persuasiveness tests, after
resolving the grammar issues of generated sentences, we could try to find a better way to
measure the persuasiveness of sentences. Currently, we were giving a virtual scenario to ask
subjects to imagine that they want to persuade one of their friends to donate to charities,
but there might be more e↵ective measures instead of asking them to select one of the
persuasive messages in each pair. Probably we could design a mechanism to measure their
altitude more accurately to determine persuasiveness.
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CHAPTER 8: CONCLUSIONS
In this study, we designed two algorithms to convert a sentence to be more general at
syntax level, and more distinctive at vocabulary level. Previous research demonstrated that
sentences with a more general structure and more distinctive words are more memorable.
Research in persuasive messages has also considered memorability of a message as a measure
for persuasiveness. In our study, we designed two algorithms that apply these rules to try
to convert a sentence to be more memorable and more persuasive.
To test the e↵ectiveness of our algorithms, we designed experiments on Mechanical Turk.
The experiment results show that the generated sentences have similar memorability as
the original sentence, and since the generated sentences sometimes contain minor grammar
issues, most of the subjects chose the original sentences as more persuasive. Although the
experiment results did not perform as well as we expected, the results provided several useful
insights on how to increase memorability and persuasiveness. From the experiment results,
most of the coe cient of sentence features prove our hypothesis that sentences with a more
general structure and more distinctive words are more memorable.
Several improvements could be made to our algorithm. One of the major issues is the
grammar of the generated sentence. We need to find a way to resolve the inconsistent verb
tense when replacing past tense verbs with present tense verbs. After replacing third-person
pronouns with first-person pronouns, we need to check if the pronouns match the sentence
content. Instead of only checking if the word following the indefinite article “an” starts with
vowel letters, we should also consider special cases where we should use “an” instead of “a”.
Finally, we might conduct the experiments with various threshold probability when finding
a distinctive candidate word to replace the original word in a sentence.
Instead of using the BERT mask language model to generate persuasive messages, there
is another alternative language model that can be used to create natural languages. For
example, GPT- 3 is becoming popular recently at creating human-like sentences, and the
generated sentences of GPT3 is almost indistinguishable from sentences created by human.
Although the output sentences of GPT3 are smooth and natural, there still exist some
challenges to apply GPT3 to generate persuasive messages. The GPT3 model sometimes
outputs biased and toxic languages, which will not contribute to the persuasiveness of mes-
sages. Also, although the generated sentences of GPT3 has almost no grammar issue, it is
hard to apply the generality and distinctiveness rules with GPT3, since GPT3 will use the
information of previous part of a sentence to predict the next word, it is hard to control the
whole sentence in both content and structure. The output might be either too long or too
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short, so we can not guarantee the length of persuasive messages. Also, the content of the
result might not relate to the domain that we are interested in. Since the GPT3 model uses
the prefix of a sentence to predict the next word, the choice of starting words will a↵ect the
later part of the persuasive message, so the model might create sentences that are not related
to our persuasive topic. If we want to use GPT3 to generate a persuasive message about
a certain topic, we need to find a good prefix to start with as the input to the model and
make sure the generated word is related to the topic that we would like to generate. Also,
it might be hard to apply the two rules that we discussed previously of persuasive messages:
generality of sentence structure and distinctiveness of vocabulary. Since the structure of the
whole sentence is not determined until the prediction is finished by GPT3, we may need to
convert the sentence structure to be more general at the end. We could also try to modify
the existing predictions to be more general by reducing definite articles, reducing past tense
verbs, and reducing third-person pronouns, but the changes will influence later predictions
and might end up with sentences with weird content, and the same issue might also exist
when converting vocabularies to be more distinctive.
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