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Abstract—Orthogonal time frequency space (OTFS) is a 2-
dimensional (2D) modulation technique designed in the delay-
Doppler domain. A key premise behind OTFS is the transfor-
mation of a time varying multipath channel into an almost non-
fading 2D channel in delay-Doppler domain such that all symbols
in a transmission frame experience the same channel gain. It has
been suggested in the recent literature that OTFS can extract full
diversity in the delay-Doppler domain, where full diversity refers
to the number of multipath components separable in either the
delay or Doppler dimension, but without a formal analysis. In this
paper, we present a formal analysis of the diversity achieved by
OTFS modulation along with supporting simulations. Specifically,
we prove that the asymptotic diversity order of OTFS (as SNR
→ ∞) is one. However, in the finite SNR regime, potential for
a higher order diversity is witnessed before the diversity one
regime takes over. Also, the diversity one regime is found to
start at lower BER values for increased frame sizes. We also
propose a phase rotation scheme for OTFS using transcendental
numbers and show that OTFS with this proposed scheme extracts
full diversity in the delay-Doppler domain.
Keywords – OTFS modulation, delay-Doppler domain, diversity
order, phase rotation, MIMO-OTFS.
I. INTRODUCTION
Future wireless communication systems are envisioned to
support diverse requirements that include high mobility appli-
cation scenarios such as high-speed train, vehicle-to-vehicle,
and vehicle-to-infrastructure communications. The dynamic
nature of wireless channels in such scenarios makes them
doubly-dispersive, with multipath propagation effects causing
time dispersion and Doppler shifts causing frequency dis-
persion [1]. Conventional multicarrier modulation techniques
such as orthogonal frequency division multiplexing (OFDM)
mitigate the effect of inter-symbol interference (ISI) caused
due to time dispersion. However, the performance of OFDM
systems depends significantly on the orthogonality among
the subcarriers. Doppler shifts can destroy the orthogonality
among the subcarriers, resulting in inter-carrier interference
(ICI) which degrades performance [2].
Orthogonal time frequency space (OTFS) modulation is a
recently proposed modulation scheme [3]-[7] that uses delay-
Doppler domain for multiplexing the information symbols
instead of time-frequency domain as in conventional modu-
lation schemes. OTFS modulation uses transformations that
spread information across the time-frequency plane. This
spreading across the time-frequency plane converts a doubly-
dispersive channel into an almost non-fading channel in the
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delay-Doppler domain. The relatively constant channel gain
experienced by all the symbols in an OTFS transmission frame
can greatly reduce the overhead on the channel estimation in
a rapidly time varying channel. Another attractive feature of
OTFS from an implementation viewpoint is that OTFS mod-
ulation can be architected over any multicarrier modulation
(e.g., OFDM) by using additional pre-processing and post-
processing blocks [5].
OTFS has been shown to achieve significantly better error
performance compared to OFDM for vehicle speeds ranging
from 30 km/h to 500 km/h in 4 GHz band [3]. It has also
been shown to perform well in mmWave frequency bands
[7]. Owing to the simplicity of implementation and robustness
to Doppler spreads, several works on OTFS have started
emerging in the recent literature [8]-[12]. OTFS systems using
OFDM as the inner core have been considered in [8],[9].
In [10],[11], the robustness of OTFS modulation has been
demonstrated in high Doppler fading channels, using low
complexity signal detection techniques. While [10] proposed
a message passing based algorithm for OTFS signal detection,
[11] proposed a Markov Chain Monte Carlo based algorithm
for detection and a pseudo-random noise (PN) pilot based
scheme for channel estimation in the delay-Doppler domain.
The above detection algorithms were devised using a system
model based on the vectorized input-output relation for OTFS
[10]. Signal detection and channel estimation for multiple-
input multiple-output OTFS (MIMO-OTFS) have been consid-
ered in [12], where it has been shown that MIMO-OTFS offers
significantly better performance compared to MIMO-OFDM.
It has been highlighted in [3] that the OTFS modulation can be
viewed as a generalization of TDMA and OFDM. Likewise,
OTFS can also be interpreted as a generalization of other
multicarrier modulation schemes such as filtered multitone
[13] and generalized frequency division multiplexing (GFDM)
[14]. Recently, it has been shown in [15] that OTFS can be
implemented using a GFDM framework.
While recent papers on OTFS have demonstrated the perfor-
mance superiority of OTFS over OFDM, a formal analysis and
claim on the diversity order achieved by OTFS is yet to appear.
It has been suggested in [4] that OTFS can achieve full diver-
sity in the delay-Doppler domain, where full diversity refers
to the number of clustered reflectors in the channel (in other
words, the number of multipath components separable in either
the delay or Doppler dimension). However, this suggestion has
not been established through analysis or simulation. Filling
this gap, our contribution in this paper provides a formal
analysis of the diversity order achieved by OTFS in doubly-
2dispersive channels with supporting simulation results. The
key findings and contributions in this work can be summarized
as follows.
• We first derive the diversity order of OTFS in a single-
input single-output (SISO) setting with maximum likeli-
hood (ML) detection. It is shown that that the asymptotic
diversity order of OTFS (as SNR →∞) is one. Though
the asymptotic diversity order is one, potential for a
higher order diversity is witnessed in the finite SNR
regime before the diversity one regime takes over. Also,
it is observed that the diversity one regime starts at lower
BER values for increased frame sizes. A lower bound
on the BER computed by summing up the pairwise error
probabilities corresponding to all pairs of data matrices
whose difference matrices have rank one provides an
analytical support for this observation.
• Next, in an attempt to extract full diversity in the
asymptotic regime, we propose a phase rotation scheme
for OTFS using transcendental numbers. It is shown
that OTFS with this proposed scheme extracts the full
diversity in the delay-Doppler domain.
• Finally, we extend the diversity analysis to MIMO-OTFS
and show that the asymptotic diversity order is equal to
the number of receive antennas. We also extend the phase
rotation scheme to MIMO-OTFS system to extract full
diversity in the delay-Doppler domain.
The rest of the paper is organized as follows. The OTFS
modulation scheme is presented in Sec. II. The diversity anal-
ysis of OTFS in SISO setting and corresponding simulation
results are presented in Sec. III. The proposed phase rotation
scheme that achieves full diversity is presented in Sec. IV.
The MIMO-OTFS system, its asymptotic diversity order, and
phase rotation scheme are presented in Sec. V. Conclusions
are presented in Sec. VI.
II. OTFS MODULATION
In this section, we describe OTFS modulation designed
in the delay-Doppler domain. We first introduce the delay-
Doppler representation and the associated transforms and then
present the mathematical description of the OTFS modulation.
A. Delay-Doppler representation and OTFS modulation
Fundamentally, a signal can be represented either as a
function of time, or as a function of frequency, or as a
quasi-periodic function of delay and Doppler [5]. These three
representations are interchangeable by means of the canonical
transforms, as depicted in Fig. 1. The nodes of the triangle
represent the three ways of representing a signal and the
edges represent the canonical transformation used for the
conversion between them. The conversion between the time
and frequency representations is through the Fourier transform,
and the conversion of the delay-Doppler representation to
the time and frequency representations is through the Zak
transforms Zt and Zf , respectively. It is important to note
that the composition of any pair of transforms is equal to
the remaining one. For example, the Fourier transform is
Frequency Delay-Doppler
Time
FT Zt
Zf
FT = Zt ◦ Z
−1
f
Fig. 1: The fundamental transform triangle.
a composition of two Zak transforms (FT = Zt ◦ Z−1f ).
The signals in the delay-Doppler domain can be viewed as
functions φ(τ, ν) on a two-dimensional delay-Doppler plane
whose points are parametrized by τ and ν. This representation
is a quasi-periodic representation and has an associated delay
period τr and a Doppler period νr, such that τrνr = 1.
The delay-Doppler representation can be converted to time
and frequency representations by Zak transforms Zt and Zf ,
respectively, given by [5]
Zt(φ) =
∫ νr
0
ej2pitνφ(t, ν)dν, Zf (φ) =
∫ τr
0
e−j2piτfφ(τ, f)dτ.
(1)
A fundamental feature of OTFS modulation that distinguishes
it from other time-frequency (TF) modulation schemes is the
use of delay-Doppler domain for multiplexing the modulation
symbols. These symbols in the delay-Doppler domain can be
converted into time domain using the Zak transform Zt. The
transformation that uses a single Zak transform to convert a
signal in delay-Doppler domain to a signal in time domain
can also be carried out in two steps. That is, the signal in the
delay-Doppler domain is first transformed to time-frequency
domain, and the resulting time-frequency signal is converted
to a time domain signal using a second transformation. As a
consequence of this two step transformation, OTFS modulation
can be implemented using simple pre- and post-processing
steps over any multicarrier modulation scheme such as OFDM.
The series of transformations involved in OTFS modulation
transforms a time varying multipath channel into a slowly
varying channel in the delay-Doppler domain. The complex
baseband channel response in the delay-Doppler domain is
denoted by h(τ, ν), where τ and ν are the delay and Doppler
variables, respectively. With this representation, the received
signal y(t) due to a transmit signal x(t) is given by
y(t) =
∫
ν
∫
τ
h(τ, ν)x(t − τ)ej2piν(t−τ)dτdν. (2)
The channel coefficients in this representation correspond to
the group of reflectors associated with a particular delay
depending on reflectors’ relative distance and Doppler value
depending on its relative velocity. Since the velocity and the
relative distance remain roughly the same for a relatively
longer duration, the delay-Doppler channel coefficients are
time invariant for a larger observation time as compared to
that in time-frequency representation [6]. Also, the delay-
Doppler representation of the channel impulse response yields
a sparse representation of the channel, thus requiring only
fewer channel parameters to be estimated. With this, we now
proceed to the description of the OTFS modulation scheme
3architected using pre- and post-processing operations over a
multicarrier modulation.
The block diagram of the OTFS modulation scheme is
shown in Fig. 2. The inner box in the block diagram is the
familiar multicarrier TF modulation and the outer box with
pre- and post-processor is the OTFS modulator that operates in
the delay-Doppler domain. At the transmitter, the information
symbols (e.g., QAM symbols) denoted by x[k, l] residing in
delay-Doppler domain are mapped to the TF signal X [n,m]
through the 2D inverse symplectic finite Fourier transform
(ISFFT) and windowing. Subsequently, this TF signal is trans-
formed into a time domain signal x(t) through Heisenberg
transform for transmission. At the receiver, the received signal
y(t) is transformed back to a TF domain signal Y [n,m]
through Wigner transform (inverse Heisenberg transform). The
TF signal Y [n,m] thus obtained is mapped to the delay-
Doppler domain signal y[k, l] using the symplectic finite
Fourier transform (SFFT) for demodulation. In the subsequent
subsections, we describe the TF modulation and the OTFS
modulation in detail.
B. Time-frequency modulation
• The time-frequency plane is sampled at intervals T and
∆f , respectively, to obtain a 2D lattice or grid Λ, which
can be defined as Λ = {(nT,m∆f), n = 0, · · · , N −
1,m = 0, · · · ,M − 1}.
• The signal in TF domain X [n,m], n = 0, · · · , N − 1,
m = 0, · · · ,M −1 is transmitted in a given packet burst,
which has duration NT and occupies a bandwidth of
M∆f .
• Let gtx(t) and grx(t) denote the transmit and receive
pulses, respectively. We assume gtx(t), grx(t) to be
ideal pulses satisfying the bi-orthogonality property with
respect to translations by integer multiples of time T and
frequency ∆f , i.e.,∫
e−j2pim∆f(t−nT )g∗rx(t− nT )gtx(t)dt = δ(m)δ(n).
(3)
The bi-orthogonality property of the pulse shapes ensures
that the cross-symbol interference is eliminated in the
symbol reception. Although ideal pulses cannot be re-
alized in practice, given the constraint imposed by the
uncertainty principle, they can be approximated by the
pulses whose support is highly concentrated in time and
frequency [10]. Design of pulses concentrated in time and
frequency to minimize the cross-symbol interference has
been discussed in [16],[17].
• TF modulation: The signal in TF domain X [n,m] is
transformed to the time domain signal x(t) through the
Heisenberg transform, given by
x(t) =
N−1∑
n=0
M−1∑
m=0
X [n,m]gtx(t− nT )ej2pim∆f(t−nT ).
(4)
• TF demodulation: At the receiver, the sufficient statistic
for symbol detection is obtained by matched filtering
the received signal with the receive pulse grx(t). This
requires the computation of the cross-ambiguity function
Agrx,y(τ, ν), given by
Agrx,y(τ, ν) =
∫
g∗rx(t− τ)y(t)e−j2piν(t−τ)dt. (5)
Sampling this function on the lattice Λ yields the matched
filter output, given by
Y [n,m] = Agrx,y(τ, ν)|τ=nT,ν=m∆f . (6)
Equation (6) is called the Wigner transform, which can
be looked at as the inverse of the Heisenberg transform.
A detailed discussion on Heisenberg and Wigner repre-
sentations and its applications in communication theory
has been presented in [18],[19].
• If h(τ, ν) has finite support bounded by (τmax, νmax) and
if Agrxgtx(τ, ν) = 0 for τ ∈ (nT − τmax, nT + τmax),
ν ∈ (m∆f − νmax,m∆f + νmax), ∀n,m except for n =
0,m = 0 where Agrxgtx(τ, ν) = 1, the relation between
Y [n,m] and X [n,m] for TF modulation can be derived
as [4]
Y [n,m] = H [n,m]X [n,m] + V [n,m], (7)
where V [n,m] is the noise at the output of the matched
filter and H [n,m] is given by
H [n,m] =
∫
τ
∫
ν
h(τ, ν)ej2piνnT e−j2pi(ν+m∆f)τdνdτ.
(8)
From (7), note that X [n,m] is not affected by cross-symbol
interference either in time or in frequency. In the absence of
noise, the received symbol X [n,m] is same as the transmitted
symbol except for the complex scale factor H [n,m]. Note that
the complex scale factor H [n,m] is a weighted superposition
of Fourier exponential functions. This relation can be formally
expressed via a two dimensional transform called the symplec-
tic Fourier transform.
C. OTFS modulation
• Let Xp[n,m] denote the periodized version of X [n,m]
with period (N,M). The SFFT of Xp[n,m] is defined as
xp[k, l] =
N−1∑
n=0
M−1∑
m=0
Xp[n,m]e
−j2pi(nk
N
−ml
M
), (9)
and ISFFT of xp[k, l] = SFFT
−1(xp[k, l]) is defined as
Xp[n,m] =
1
MN
N−1∑
k=0
M−1∑
l=0
xp[k, l]e
j2pi(nk
N
−ml
M
). (10)
• OTFS transform: The information symbols in the delay-
Doppler domain x[k, l] are mapped to TF domain sym-
bols X [n,m] as follows:
X [n,m] = Wtx[n,m]SFFT
−1(xp[k, l]), (11)
where Wtx[n,m] is the transmit windowing square
summable function.
• X [n,m] thus obtained is in TF domain and is TF
modulated as described in the previous subsection for
transmission through the channel.
4x[k, l]
OTFS transform
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Fig. 2: OTFS modulation scheme.
• OTFS demodulation: The received signal y(t) is trans-
formed into Y [n,m] using Wigner filter as in (6). A
receive windowWrx[n,m] is applied to Y [n,m] to obtain
YW [n,m] = Wrx[n,m]Y [n,m]. This is periodized to
obtain Yp[n,m] with period (N,M), given by
Yp[n,m] =
∞∑
k,l=−∞
YW [n− kN,m− lM ]. (12)
• The symplectic finite Fourier transform is then applied
to Yp[n,m] to convert it from TF domain back to delay-
Doppler domain to obtain yp[k, l] as
yp[k, l] = SFFT (Yp[n,m]). (13)
The output sequence of demodulated symbols is obtained
as y[k, l] = yp[k, l] for k = 0, 1, · · · , N − 1 and
l = 0, 1, · · · ,M − 1.
Note: Periodization here can be understood by taking the
analogy of the discrete time Fourier transform (DTFT).
The DTFT of a discrete time signal is a continuous
and periodic function of frequency. Sampling the spec-
trum in the frequency domain periodizes the signal in
the time domain. Analogously, the discrete symplectic
Fourier transform (DSFT) of a sequence is continuous
and periodic [20]. Sampling the DSFT of a sequence in
the delay-Doppler domain periodizes the signal in the
time-frequency domain.
Using the equations (4)-(13), the input-output relation in OTFS
can be derived as [3]
y[k, l] =
1
MN
M−1∑
l′=0
N−1∑
k′=0
x[k′, l′]hw
(
k − k′
NT
,
l − l′
M∆f
)
+v[k, l],
(14)
where
hw
(
k − k′
NT
,
l− l′
M∆f
)
= hw(ν, τ)|ν= k−k′
NT
,τ= l−l
′
M∆f
, (15)
where hw(ν, τ) is the circular convolution of the channel
response with a windowing function w(ν, τ), given by
hw(ν, τ) =
∫
ν′
∫
τ ′
h(τ ′, ν′)w(ν − ν′, τ − τ ′)e−j2piτνdτ ′dν′,
(16)
and w(ν, τ) is the discrete symplectic Fourier transform
(DSFT) of the time-frequency window, defined as
w(ν, τ) =
M−1∑
m=0
N−1∑
n=0
Wtx[n,m]Wrx[n,m]e
−j2pi(νnT−τm∆f).
(17)
Note that the circular convolution in (16) does not involve
any cyclic prefixing. Circular convolution here arises naturally
from the OTFS pre- and post-processing (ISFFT and SFFT)
operations (from Theorem 2 of [4]).
D. Vectorized formulation of the input-output relation
Consider a channel with P paths, resulting from P clusters
of reflectors, where each reflector is associated with a delay
and a Doppler, which can be represented in delay-Doppler
domain as
h(τ, ν) =
P∑
i=1
hiδ(τ − τi)δ(ν − νi), (18)
where hi, τi, νi represent the channel gain, delay, and Doppler
shift associated with ith cluster, respectively. We define τi ,
αi+ai
M∆f and νi ,
βi+bi
NT , where αi, βi are integers and ai, bi
are real, where − 12 < ai, bi ≤ 12 . We refer to ai and bi as the
fractional parts of delay τi and Doppler νi, respectively. The
fractional parts ai and bi can be neglected if M and N are
large, and hence the delay resolution 1/M∆f and the Doppler
resolution 1/NT are sufficiently small to approximate the
path delays and Doppler shifts to the nearest integer sampling
points [21]. We initially assume the fractional parts ais and
bis to be zero and carry out the diversity analysis of OTFS
in Sec. III. We extend the diversity analysis for non-zero
fractional delays and Dopplers (i.e., ai, bi 6= 0) in Appendix A.
Assuming τi =
αi
M∆f and νi =
βi
NT and assuming the transmit
and receive window function Wtx[n,m] and Wrx[n,m] to be
rectangular, the input-output relation for the channel in (18)
can be derived as [10]
y[k, l] =
P∑
i=1
h′ix[(k − βi)N , (l − αi)M ] + v[k, l]. (19)
The h′is are given by
h′i = hie
−j2piνiτi , (20)
where his are assumed to be i.i.d and distributed as
CN (0, 1/P ) (assuming uniform scattering profile). The input-
output relation in (19) can be vectorized as [10]
y = Hx+ v, (21)
where x,y,v ∈ CMN×1, H ∈ CMN×MN , the (k + Nl)th
element of x, xk+Nl = x[k, l], k = 0, · · · , N − 1, l =
0, · · · ,M − 1, and x[k, l] ∈ A, where A is the modulation
alphabet (e.g., QAM / PSK). Likewise, yk+Nl = y[k, l] and
vk+Nl = v[k, l], k = 0, · · · , N − 1, l = 0, · · · ,M − 1.
5III. DIVERSITY ANALYSIS OF OTFS
Consider the vectorized formulation of input-output relation
in the SISO OTFS scheme given by (21). Note that there
are only P non-zero elements in each row and column of
the equivalent channel matrix (H) due to modulo operations.
Hence the vectorized input-output relation in (21) can be
rewritten in an alternate form as
yT = h′X+ vT , (22)
where yT is 1 ×MN received vector, h′ is a 1 × P vector
whose ith entry is given by h′i = hie
−j2piνiτi , vT is the 1 ×
MN noise vector, and X is a P × MN matrix whose ith
column (i = k + Nl, i = 0, 1, · · · ,MN − 1), denoted by
X[i], is given by
X[i] =


x(k−β1)N+N(l−α1)M
x(k−β2)N+N(l−α2)M
...
x(k−βP )N+N(l−αP )M

 . (23)
The representation of X in the form given in (22) allows us
to view X as a P ×MN symbol matrix. For convenience, we
normalize the elements of X so that the average energy per
symbol time is one. The signal-to-noise ratio (SNR), denoted
by γ, is therefore given by γ = 1/N0. Assuming perfect
channel state information and ML detection at the receiver, the
probability of transmitting the symbol matrix Xi and deciding
in favor of Xj at the receiver is the pairwise error probability
(PEP) between Xi and Xj , given by [22]
P (Xi → Xj |h′,Xi) = Q


√
‖h′(Xi −Xj)‖2
2N0

 . (24)
The PEP averaged over the channel statistics can be written
as
P (Xi → Xj) = E
[
Q
(√
γ ‖h′(Xi −Xj)‖2
2
)]
. (25)
This can be simplified by writing ‖h′(Xi −Xj)‖2 as
‖h′(Xi −Xj)‖2 = h′(Xi −Xj)(Xi −Xj)Hh′H . (26)
The matrix (Xi −Xj)(Xi −Xj)H is Hermitian matrix that
is diagonalizable by unitary transformation. Hence it can be
written as
(Xi −Xj)(Xi −Xj)H = UΛUH , (27)
where U is unitary and Λ = diag{λ21, · · ·λ2P }, λi being
ith singular value of the difference matrix ∆ij , given by
∆ij = (Xi − Xj). Substituting (27) in (26), and defining
h˜H = UHh′
H
, (26) can be simplified as
‖h′(Xi −Xj)‖2 = h˜Λh˜H =
r∑
l=1
λ2l |h˜l|2, (28)
where r denotes the rank of the difference matrix ∆ij .
Substituting (28) in (25), the average PEP between symbol
matrices Xi and Xj can be written as
P (Xi → Xj) = E

Q


√
γ
∑r
l=1 λ
2
l |h˜l|2
2



 . (29)
Note that, since h˜ is obtained by multiplying a unitary matrix
to h′, it has the same distribution as that of h′. Therefore, h˜ls
are distributed as CN (0, 1/P ). Using this, the average PEP
in (29) can be simplified to get the following upper bound on
PEP [22]
P (Xi → Xj) ≤
r∏
l=1
1
1 +
γλ2l
4P
. (30)
At high SNRs, (30) can be further simplified as
P (Xi → Xj) ≤ 1
γr
r∏
l=1
λ2l
4P
. (31)
From (31), it can be seen that the exponent of the SNR term
γ is r, which is equal to the rank of the difference matrix
∆ij . For all i, j, i 6= j, the PEP with the minimum value of r
dominates the overall BER. Therefore, the achieved diversity
order, denoted by ρsiso-otfs, is given by
ρsiso-otfs = min
i,j i6=j
rank(∆ij). (32)
Now, consider a case when xi[k, l] = a and xj [k, l] = a
′,
∀k = 0, · · · , N − 1 and l = 0, · · · ,M − 1. This corresponds
to the case when Xi = a.1P×MN and Xj = a
′.1P×MN .
Then, ∆ij = (Xi −Xj) = (a − a′).1P×MN , whose rank is
one, which is the minimum rank of ∆ij , ∀i, j, i 6= j. Hence,
the asymptotic diversity order of OTFS with ML detection is
one. 
From the above diversity analysis, it is evident that OTFS
does not extract full diversity in the asymptotic regime and the
asymptotic diversity order is equal to one2. However, using a
lower bound on the average BER and simulation results, we
show next that, under certain conditions, OTFS can achieve
close to full diversity in the finite SNR regime.
A. Lower bound on the average BER
In this subsection, we derive a lower bound on the BER of
OTFS. This lower bound, along with simulation results in the
next subsection, provides insight into finite SNR diversity of
OTFS. For the ease of exposition, we assume BPSK symbols.
We obtain a lower bound on BER by summing the PEPs
corresponding to all the pairs Xi and Xj , such that the
difference matrix ∆ij = (Xi − Xj) has rank equal to one.
With this, a lower bound on BER is given by
BER ≥ 1
2MN
κ∑
k=1
P (Xi → Xj), (33)
2We note that the above result on the asymptotic diversity order of OTFS
holds even for the more general input-output relation which considers non-
zero fractional delay and Doppler values. This result for the case of non-zero
fractional delays and Dopplers is derived in Appendix A.
6Parameter Value
Carrier frequency (GHz) 4
Subcarrier spacing (kHz) 3.75
Number of paths (P ) 4
Delay-Doppler profile (τi, νi) (0, 0), (0,
1
NT
),
( 1
M∆f
, 0), ( 1
M∆f
, 1
NT
)
Modulation scheme BPSK
TABLE I: Simulation parameters
where κ denotes the number of difference matrices (∆ijs)
having rank one. When ∆ij has rank one, it has only one
non-zero singular value (λ1), which can be computed to be√
4PMN . With this, the PEP in (29), for the pair (Xi,Xj )
with ∆ij having rank one simplifies to
P (Xi → Xj) = E
[
Q
(√
2γPMN |h˜1|2
)]
. (34)
Since h˜1 ∼ CN (0, 1/P ), evaluating the expectation in (34)
gives [22]
P (Xi → Xj) = 1
2
(
1−
√
MN
MN + γ−1
)
. (35)
Using (35) in (33), we get the lower bound as
BER ≥ κ
2MN
1
2
(
1−
√
MN
MN + γ−1
)
. (36)
At high SNRs, this can be further simplified as
BER ≥ κ
2MN
1
4γMN
. (37)
Observe that (37) serves as diversity one lower bound on the
average BER and its value depends on the ratio
κ
2MN
. As the
values M and N increase, the 2MN term dominates the ratio
κ
2MN
, and therefore increasingM and N can reduce the value
of the lower bound in (37). We will observe this behavior in
the simulation results presented in the next subsection. Further,
we will also see that the BER meets the lower bound at high
SNR values. This means that the BER can decrease with a
higher slope for higher values of M and N before it changes
the slope and meets the diversity one lower bound of (37).
B. Simulation results
In this subsection, we present the BER performance of
OTFS modulation with ML detection. Consider the vectorized
input-output equation in (21). At the receiver, the detection
is carried out jointly over MN channel uses, using the ML
detection rule given by
xˆ = argmin
x∈AMN
‖y−Hx‖2. (38)
Note on the choice of M and N in OTFS systems: The
delay-Doppler plane where the modulation symbols reside is
discretized to an information grid which can be denoted by Γ,
given by
Γ = {( kNT , lM∆f ), k = 0, 1, · · · , N−1, l = 0, 1, · · · ,M−1}.
(39)
Here, 1/NT and 1/M∆f represent the quantization steps of
the Doppler shift and the delay, respectively. For a commu-
nication system with a total bandwidth of B = M∆f , and
a latency constraint of Tl = NT = N/∆f , the maximum
supportable Doppler is (N − 1)/NT and the maximum sup-
portable delay is (M−1)/M∆f . The parametersM andN are
chosen such that the system can support the maximum delay
τmax and maximum Doppler νmax, among all the channel paths,
i.e., ∆f < 1/τmax and ∆f > νmax. The following example
provides an illustration of the choice of M and N .
Example 1: Suppose the maximum delay spread and Doppler
spread of the channel are τmax = 1 µs and νmax = 1
kHz, respectively. Also, let the system bandwidth and latency
constraint be B = 10 MHz and Tl = 1 ms, respectively.
Then, ∆f must be such that νmax < ∆f < 1/τmax, i.e., 1 kHz
< ∆f < 1 MHz. In this range, let us take ∆f to be 20 kHz.
Then, B = M∆f gives M = B∆f =
10×106
20×103 = 50. Likewise,
Tl =
N
∆f gives N = Tl∆f = 1× 10−3 × 20× 103 = 20. So
the choice of M and N in this system is (M,N) = (50, 20).
Figure 3 shows the simulated BER performance of OTFS
with M = 2, N = 2, and BPSK. The channel model
is according to (18), and the number of taps is considered
to be four (i.e., P = 4). A carrier frequency of 4 GHz
and a subcarrier spacing of 3.75 kHz are considered. Other
parameters considered for the simulation are given in Table
I. The path delays (τis) are chosen such that τi =
αi
M∆f
and αi ∈ {0, · · · ,M − 1}. Similarly, Doppler shifts (νis) are
chosen such that νi =
βi
NT and βi ∈ {0, · · ·N − 1}. The
maximum Doppler shift considered is 1/NT = 1.875 kHz
for N = 2. This corresponds to a maximum speed of 506.25
km/h. In addition to the simulated BER plot, we have also
plotted the lower bound of (37) and the union bound based
upper bound for the considered system. It can be seen from the
figure that the simulated BER, the lower bound, and the upper
bound almost coincide at high SNR values, which means that
the bounds are tight in the high SNR regime. Further, it can be
seen that, the simulated BER shows a higher diversity order in
the low to medium SNR regime, before it changes the slope
and meets the diversity one lower bound.
Figure 4 shows the simulated BER performance of OTFS
for different values of M and N . We consider the following
three systems: i) system-1 with M = N = 2, ii) system-2
with M = 4, N = 2, and iii) system-3 with M = N = 4.
All the three systems use BPSK. The maximum Doppler shift
considered is 1/NT . For system-1 and system-2, which use
N = 2, the maximum Doppler shift is 1.875 kHz, which
corresponds to a maximum speed of 506.25 km/h. Likewise,
the maximum Doppler shift in the case of system-3 which
uses N = 4 is 938 kHz, corresponding to a maximum speed
of 253.125 km/h at 4 GHz carrier frequency. The lower bounds
given by (37) for all the three systems are also plotted. We
note that the κ2MN values for the considered systems are
8
16 ,
8
256 , and
8
65536 , respectively. For illustration purposes, the
κ = 8 pairs of matrices (Xi,Xj) which result in rank one
∆ij matrices for the system with M = N = 2 are given in
Table II. Since the κ2MN values are decreasing for increasing
MN , (37) indicates that the lower bound for system-3 should
7Xi Xj ∆ij = (Xi −Xj)

−1 −1 −1 −1
−1 −1 −1 −1
−1 −1 −1 −1
−1 −1 −1 −1




1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1




−2 −2 −2 −2
−2 −2 −2 −2
−2 −2 −2 −2
−2 −2 −2 −2




1 1 −1 −1
1 1 −1 −1
−1 −1 1 1
−1 −1 1 1




−1 −1 1 1
−1 −1 1 1
1 1 −1 −1
1 1 −1 −1




2 2 −2 −2
2 2 −2 −2
−2 −2 2 2
−2 −2 2 2




−1 1 1 −1
1 −1 −1 1
1 −1 −1 1
−1 1 1 −1




1 −1 −1 1
−1 1 1 −1
−1 1 1 −1
1 −1 −1 1




−2 2 2 −2
2 −2 −2 2
2 −2 −2 2
−2 2 2 −2




1 −1 1 −1
−1 1 −1 1
1 −1 1 −1
−1 1 −1 1




−1 1 −1 1
1 −1 1 −1
−1 1 −1 1
1 −1 1 −1




2 −2 2 −2
−2 2 −2 2
2 −2 2 −2
−2 2 −2 2




1 −1 −1 1
−1 1 1 −1
−1 1 1 −1
1 −1 −1 1




−1 1 1 −1
1 −1 −1 1
1 −1 −1 1
−1 1 1 −1




2 −2 −2 2
−2 2 2 −2
−2 2 2 −2
2 −2 −2 2




−1 1 −1 1
1 −1 1 −1
−1 1 −1 1
1 −1 1 −1




1 −1 1 −1
−1 1 −1 1
1 −1 1 −1
−1 1 −1 1




−2 2 −2 2
2 −2 2 −2
−2 2 −2 2
2 −2 2 −2




−1 −1 1 1
−1 −1 1 1
1 1 −1 −1
1 1 −1 −1




1 1 −1 −1
1 1 −1 −1
−1 −1 1 1
−1 −1 1 1




−2 −2 2 2
−2 −2 2 2
2 2 −2 −2
2 2 −2 −2




1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1




−1 −1 −1 −1
−1 −1 −1 −1
−1 −1 −1 −1
−1 −1 −1 −1




2 2 2 2
2 2 2 2
2 2 2 2
2 2 2 2


TABLE II: The pair of matrices (Xi,Xj) and the corresponding∆ij with rank equal to one in OTFS with M = N = 2 with
the delay-Doppler profile given in Table I.
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Fig. 3: Upper bound, lower bound, and the simulated BER
performance of OTFS with M = N = 2 and P = 4.
lie below that of system-2, which, in turn, should lie below that
of system-1. This trend is clearly evident from Fig. 4. Further,
as noted before, for all the systems, the BER plots show a
diversity order greater than one for low to medium SNR values
before it meets the diversity one lower bound. An interesting
observation, however, is that the system-3 with higher M and
N values achieves a higher diversity order compared to those
of systems-1 and 2 before meeting the lower bound. This is
because the lower bound for system-3 lies much below the
lower bounds for systems-1 and 2, and the BER curve of
system-3 falls with greater slope to meet its lower bound.
This shows that, though the asymptotic diversity order is one,
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Fig. 4: BER performance of OTFS for i) M = 2, N = 2, ii)
M = 4, N = 2, iii) M = 4, N = 4.
increasing the value of MN (i.e., increasing the frame size)
can lead to higher diversity order in the finite SNR regime,
resulting in improved performance for increased frame sizes.
C. Results for practical values of M and N in OTFS
In the previous subsection, we considered small systems
with ML detection to illustrate the asymptotic diversity order
of OTFS modulation. We now present the performance of
OTFS with practical values ofM and N . In Fig. 5, we present
the BER performance of OTFS system with M = 12 and
N = 7 (smallest resource block used in LTE). A carrier
frequency of 4 GHz, a subcarrier spacing of 15 kHz, expo-
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Fig. 5: BER performance comparison of OTFS and OFDM
systems with MMSE detection for fc = 4 GHz, ∆f = 15
kHz, M = 12, N = 7, P = 5, and BPSK.
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Fig. 6: BER performance comparison of OTFS and OFDM
systems with MMSE detection for fc = 5.9 GHz, ∆f = 0.156
MHz, M = 64, N = 12, P = 8, and BPSK.
nential power delay profile, and Jakes Doppler spectrum [23]
are considered. Figure 5 also shows the BER performance of
OFDM system for comparison. Both the systems use minimum
mean square error (MMSE) detection at the receiver. The
maximum Doppler considered is 1.85 kHz, which corresponds
to a speed of 500 km/h at 4 GHz carrier frequency. The
Doppler shift corresponding the ith tap is generated using
νi = νmax cos(θi), where νmax is the maximum Doppler shift
and θi is uniformly distributed over [−pi, pi]. From the figure,
it can be seen that the performance of OTFS is significantly
superior compared to the performance of OFDM. For example,
OTFS achieves an SNR gain of about 4 dB and 9 dB compared
to OFDM at a BER of 10−2 and 10−3, respectively.
Next, in Fig. 6, we compare the BER performance of OTFS
and OFDM considering the system parameters according to
the IEEE 802.11p standards, which is a standard for wireless
access in vehicular environments (WAVE) [24]. A carrier
frequency of 5.9 GHz, a subcarrier frequency of 0.156 MHz,
a frame size (M,N) = (64, 12), number of paths P = 8,
a maximum speed of 220 km/h, and BPSK are considered.
In this WAVE system setting also, we observe that the per-
formance of OTFS is significantly better compared to that of
OFDM. For example, OTFS achieves an SNR gain of about
5 dB and 10 dB compared to OFDM at a BER of 10−2 and
10−3, respectively. Note that, for the values of M , N used
in practice (e.g., M = 12, N = 7 in LTE and M = 64,
N = 12 in IEEE 802.11p) and ML detection, the transition
of the BER slope to diversity one will take place at very high
SNR values. In coded systems, this uncoded BER performance
advantage in OTFS can allow the use of high rate codes (e.g.,
rate 3/4, 7/8) in OTFS systems to achieve a given coded BER
performance. A performance comparison between OTFS and
OFDM in coded settings is presented in Fig. 3 of [25], where
it is shown that OTFS achieves better performance compared
to OFDM in coded settings as well.
IV. PHASE ROTATION FOR FULL DIVERSITY IN OTFS
In the previous section, we showed that the asymptotic
diversity of OTFS is one, and that potential for higher diversity
orders is observed in the finite SNR regime for large frame
sizes before the diversity one regime takes over. In this section,
we propose a ‘phase rotation’ scheme which extracts the
full diversity offered by the delay-Doppler channel. From the
diversity analysis in Sec. III, it is clear that the asymptotic
diversity order of OTFS depends on the minimum rank of the
difference matrix ∆ij = (Xi −Xj), over all pairs of symbol
matrices (Xi,Xj). In order to design a scheme that can extract
full diversity, we take a closer look at the symbol matrix X
whose ith column is given by (23). The symbol matrix X is
a P ×MN matrix that has only MN unique entries, which
are nothing but the MN symbols of the transmit vector x.
The rows of the matrix X are the permutations of the transmit
symbol vector x. When P = MN , the matrix X is a block
circulant matrix with circulant blocks, as shown in (40). Note
that X has M circulant blocks, each of size N × N , which
are cyclically shifted to form a block circulant matrix. In (40),
x
(l)
q denotes the qth distinct element of the lth block, where
q = 0, · · · , N − 1 and l = 0, · · · ,M − 1. When P < MN ,
the P rows of the matrix X are a subset of rows from (40),
and the selected subset depends on the positions of non-zero
entries in the delay-Doppler channel matrix. This structure
of X arises naturally from OTFS pre- and post-processing
operations (ISFFT and SFFT) which result in the 2D circular
convolution of the transmit vector x with the channel response
in delay-Doppler domain.
TheMN×1 OTFS transmit vector corresponding to symbol
matrix X in (40) is given by
x = [x
(0)
0 , · · · , x(0)N−1, x(1)0 , · · · , x(1)N−1, · · · , x(M−1)N−1 ]T . (41)
The following theorem shows that multiplying the OTFS
transmit vector in (41) by a diagonal phase rotation matrix Φ
with distinct transcendental numbers results in full diversity.
Theorem 1. Let
Φ = diag
{
φ
(0)
0 , · · · , φ(0)N−1, φ(1)0 , · · · , φ(1)N−1, · · · , φ(M−1)N−1
}
(42)
9X =


x
(0)
0 x
(0)
1 · · · x
(0)
N−1
x
(0)
N−1 x
(0)
0 · · · x
(0)
N−2
.
.
.
x
(0)
1 x
(0)
2 · · · x
(0)
0
x
(1)
0 · · · x
(1)
N−1
x
(1)
N−1 · · · x
(1)
N−2
.
.
.
x
(1)
1 · · · x
(1)
0
· · ·
x
(M−1)
0 · · · x
(M−1)
N−1
x
(M−1)
N−1 · · · x
(M−1)
N−2
.
.
.
x
(M−1)
1 · · · x
(M−1)
0
x
(M−1)
0 x
(M−1)
1 · · · x
(M−1)
N−1
x
(M−1)
N−1 x
(M−1)
0 · · · x
(M−1)
N−2
.
.
.
x
(M−1)
1 x
(M−1)
2 · · · x
(M−1)
0
x
(0)
0 · · · x
(0)
N−1
x
(0)
N−1 · · · x
(0)
N−2
.
.
.
x
(0)
1 · · · x
(0)
0
· · ·
x
(M−2)
0 · · · x
(M−2)
N−1
x
(M−2)
N−1 · · · x
(M−2)
N−2
.
.
.
x
(M−2)
1 · · · x
(M−2)
0
.
.
.
.
.
.
.
.
.
.
.
.
x
(1)
0 x
(1)
1 · · · x
(1)
N−1
x
(1)
N−1 x
(1)
0 · · · x
(1)
N−2
.
.
.
x
(1)
1 x
(1)
2 · · · x
(1)
0
x
(2)
0 · · · x
(2)
N−1
x
(2)
N−1 · · · x
(2)
N−2
.
.
.
x
(2)
1 · · · x
(2)
0
· · ·
x
(0)
0 · · · x
(0)
N−1
x
(0)
N−1 · · · x
(0)
N−2
.
.
.
x
(0)
1 · · · x
(0)
0


. (40)
be the phase rotation matrix and
x′ = Φx =


φ
(0)
0 x
(0)
0
...
φ
(0)
N−1x
(0)
N−1
φ
(1)
0 x
(1)
0
...
φ
(1)
N−1x
(1)
N−1
...
φ
(M−1)
N−1 x
(M−1)
N−1


(43)
be the phase rotated OTFS transmit vector. OTFS with the
above phase rotation achieves the full diversity of P when
φ
(l)
q = e
ja(l)q , q = 0, · · · , N − 1, l = 0, · · · ,M − 1 are
transcendental numbers with a
(l)
q real, distinct, and algebraic.
Proof. Let x′i = Φxi and x
′
j = Φxj be two phase rotated
OTFS transmit vectors. Let X′i and X
′
j denote the correspond-
ing phase rotated symbol matrices.
Case 1: P = MN
When P = MN , the symbol matrices X′i and X
′
j are block
circulant with circulant blocks, and hence∆′ij = X
′
i−X′j also
has the same structure, i.e.,
∆′ij =


∆′
(0)
ij ∆
′(1)
ij . . . ∆
′(M−1)
ij
∆′
(M−1)
ij ∆
′(0)
ij . . . ∆
′(M−2)
ij
...
...
...
...
∆′
(1)
ij ∆
′(2)
ij . . . ∆
′(0)
ij

 , (44)
where
∆′
(l)
ij =


δ
(l)
0 φ
(l)
0 δ
(l)
1 φ
(l)
1 . . . δ
(l)
N−1φ
(l)
N−1
δ
(l)
N−1φ
(l)
N−1 δ
(l)
0 φ
(l)
0 . . . δ
(l)
N−2φ
(l)
N−2
...
...
δ
(l)
1 φ
(l)
1 δ
(l)
2 φ
(l)
2 . . . δ
(l)
0 φ
(l)
0

 ,
(45)
where δ
(l)
q = x
(l)
i,q − x(l)j,q , with x(l)i,q and x(l)j,q being qth distinct
elements in the lth block of Xi and Xj , respectively. Since
∆′ij is block circulant with circulant blocks, it is diagonalized
by FM ⊗ FN , where FM and FN denote the M ×M and
N ×N DFT matrices and ⊗ denotes the Kronecker product.
Therefore, ∆′ij is given by [26]
∆′ij = (FM ⊗ FN )HD(FM ⊗ FN ), (46)
where D is an MN ×MN diagonal matrix whose entries are
eigen values of ∆′ij , given by
D =
M−1∑
l=0
ΩlM ⊗Λ(l), (47)
where ΩM = diag{1, ω, ω2, · · · , ωM−1} with ω = ej2pi/M ,
and Λ(l) is a diagonal matrix whose entries are the eigen
values of ∆′
(l)
ij . Let λ
(l)
q denote the qth eigen value of ∆′
(l)
ij
and µ0, µ1, · · · , µMN−1 denote the eigen values of ∆′ij .
From (47), the kth eigen value of∆′ij , that is, µk is given by
µk =
M−1∑
l=0
λ(l)u ω
vl, (48)
where u = k − ⌊ kN ⌋N , v = ⌊ kN ⌋, and λ(l)u is the uth eigen
value of ∆′
(l)
ij , given by
λ(l)u =
N−1∑
q=0
φ(l)q δ
(l)
q e
−j2piuq/N . (49)
Using (49) in (48), we have
µk =
M−1∑
l=0
N−1∑
q=0
φ(l)q δ
(l)
q e
−j2piuq/Nωvl
=
M−1∑
l=0
{
φ
(l)
0 δ
(l)
0 + φ
(l)
1 δ
(l)
1 e
−j2piu/N +
· · ·+ φ(l)N−1δ(l)N−1e−j2piu(N−1)/N
}
ωvl, (50)
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which can be further simplified as
µk = φ
(0)
0 δ
(0)
0 + φ
(0)
1 δ
(0)
1 e
−
j2piu
N +
· · ·+ φ(0)N−1δ(0)N−1e−
j2piu(N−1)
N + φ
(1)
0 δ
(1)
0 ω
v +
· · ·+ φ(1)N−1δ(1)N−1e−
j2piu(N−1)
N ωv +
· · ·+ φ(M−1)0 δ(M−1)0 ωv(M−1) +
· · ·+ φ(M−1)N−1 δ(M−1)N−1 e−
j2piu(N−1)
N ωv(M−1). (51)
At this stage, we invoke the Lindenmann’s theorem [27],
which states that, if a1, a2, · · · , am are distinct algebraic
numbers, and if c1, c2, · · · , cm are algebraic and not all equal
to zero, then
c1e
a1 + c2e
a2 + · · ·+ cmeam 6= 0. (52)
It should be noted from (51) that the terms of the form
δ
(l)
q e−
j2piuq
N ωvl are all algebraic [27]. Therefore, comparing
(52) and (51), if the terms φ
(l)
q are chosen such that φ
(l)
q =
eja
(l)
q are transcendental with a
(l)
q real, distinct, and algebraic,
then µk can not be zero. Since µks are eigen values of
∆′ij , choosing the diagonal phase rotation matrix with entries
φ
(l)
q = e
ja(l)q being transcendental with a
(l)
q real, distinct, and
algebraic ensures that all the eigen values of ∆′ij are non-
zero, making it full rank (i.e., rank P ). Since this is true for
∆′ij for all (i, j), i 6= j, the minimum rank of∆′ij is equal to
MN . Hence, from (32), the achieved diversity order of OTFS
with the proposed phase rotation is MN .
Case 2: P < MN
Now, consider the case when P < MN . As mentioned
previously, when P < MN , the rows of the transmit symbol
matrix X is the subset of rows from the corresponding
MN × MN matrix in (40). If X′i and X′j are two phase
rotated symbol matrices with P < MN , then the rows of
∆′ij = X
′
i−X′j form a subset of the rows of the corresponding
MN ×MN matrix in (44). Since the matrix in (44) is shown
to be full rank in Case 1, ∆′ij with P < MN should have a
rank equal to P . Therefore, OTFS with phase rotation using
transcendental numbers of the form φ
(l)
q = e
ja(l)q with a
(l)
q
real, distinct, and algebraic achieves the full diversity of P in
the delay-Doppler domain.
A. Simulation results
Figure 7 shows the simulated BER performance of OTFS
without and with phase rotation for i) system-1 with M =
N = 2, ii) system-2 with M = 4, N = 2, and iii) system-3
with M = N = 4. The carrier frequency and the subcarrier
spacing used are 4 GHz and 3.75 kHz, respectively. All the
systems use BPSK. Other simulation parameters are as given
in Table I. For the simulations, all the three systems use the
phase rotation matrix, Φ = diag{1, ej 1MN · · · ejMN−1MN }. From
Fig. 7, we observe that the asymptotic diversity order of all
the three systems without phase rotation is one. Further, the
OTFS systems with phase rotation exhibit full diversity in
the high SNR regime. Although all the systems with phase
rotation exhibit a diversity order of P = 4, we observe a
slight difference in the BER performance of the three systems.
0 5 10 15 20 25 30 35 40
SNR in dB
10 -10
10 -8
10 -6
10 -4
10 -2
10 0
B
it
 e
rr
or
 r
at
e
Fig. 7: BER performance of OTFS without and with phase
rotation for i) M = N = 2, ii) M = 4, N = 2, and iii)
M = N = 4, and BPSK.
0 10 20 30 40 50 60
SNR in dB
10 -8
10 -6
10 -4
10 -2
10 0
B
it
 e
rr
or
 r
at
e
W/o phase rotation
With phase rotation
Fig. 8: BER performance of OTFS without and with phase
rotation, M = N = 2, and 8-QAM.
This is because of the different coding gains achieved by each
system. While the proposed phase rotation scheme achieves
full delay-Doppler diversity, the coding gain achieved by a
system can be improved by optimizing the phases used in the
phase rotation matrix [27].
In Fig. 8, we present the simulated BER performance of
OTFS with and without phase rotation for a system with M =
N = 2 and 8-QAM. The carrier frequency and the subcarrier
spacing used are 4 GHz and 3.75 kHz, respectively. Other sim-
ulation parameters are as given in Table I. For the simulations,
the phase rotation matrix, Φ = diag{1, ej 1MN · · · ejMN−1MN }
is used. From Fig. 8, we observe that OTFS without phase
rotation achieves a diversity order of one. Whereas, OTFS
with phase rotation shows the intended diversity benefit. For
example, at a BER of 10−5, the OTFS system with phase
rotation achieves an SNR gain of about 17 dB compared to
the system without phase rotation.
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V. MIMO-OTFS MODULATION
In this section, we consider OTFS modulation and its
diversity order in a MIMO setting.
A. MIMO-OTFS system model
Consider a MIMO-OTFS system shown in Fig. 9 with nt
transmit and nr receive antennas. Each antenna transmits an
independent OTFS signal vector. The channel gain between
the kth transmit antenna and lth receive antenna in the delay-
Doppler domain corresponding to delay τ and Doppler ν is
given by
hlk(τ, ν) =
P∑
i=1
hlkiδ(τ − τi)δ(ν − νi), (53)
k = 1, 2, · · · , nt, l = 1, 2, · · · , nr, and P is the number
of channel taps. Let Hlk denote the MN ×MN equivalent
channel matrix between the kth transmit antenna and lth
receive antenna. Let xk denote the MN × 1 transmit vector
from the kth transmit antenna and yl denote the MN × 1
received vector at the lth receive antenna. Then, using the
linear vector channel model in (21) for SISO-OTFS, the linear
system model describing the input and output relation in
MIMO-OTFS can be obtained as
y1 = H11x1 +H12x2 + · · ·+H1ntxnt + v1,
y2 = H21x1 +H22x2 + · · ·+H2ntxnt + v2, (54)
...
ynr = Hnr1x1 +Hnr2x2 + · · ·+Hnrntxnt + vnr .
Defining
HMIMO =


H11 H12 . . . H1nt
H21 H22 . . . H2nt
...
...
. . .
...
Hnr1 Hnr2 . . . Hnrnt

 ,
xMIMO = [x1
T ,x2
T , · · · ,xnt
T ]
T
, yMIMO = [y1
T ,y2
T , · · · ,ynr
T ]
T
,
vMIMO = [v1
T ,v2
T , · · · ,vnr
T ]
T
, (54) can be written as
yMIMO = HMIMOxMIMO + vMIMO, (55)
where xMIMO ∈ CntMN×1,yMIMO,vMIMO ∈ CnrMN×1, and
HMIMO ∈ CnrMN×ntMN .
B. Diversity of MIMO-OTFS
In this subsection, we derive the asymptotic diversity order
of MIMO-OTFS. For this, first note that, in the effective
channel matrix HMIMO, each Hlk has only P unique entries,
and hence HMIMO has Pntnr unique entries. Further, each row
of HMIMO has only ntP non-zero elements and each column
has only nrP non-zero elements. Following (22), the MIMO-
OTFS system model in (55) can be written as

yT1
yT2
...
yTnr

 =


h′11 h
′
12 · · ·h′1nt
h′21 h
′
22 · · ·h′2nt
...
h′nr1 h
′
nr2 · · ·h′nrnt




X1
X2
...
Xnt

+


vT1
vT2
...
vTnr

 , (56)
or equivalently
y˜ = H˜X˜+ V˜, (57)
where y˜ is an nr × MN received signal matrix whose lth
row is the received vector received in the lth receive antenna,
X˜ is an ntP ×MN matrix obtained by stacking nt number
of P ×MN sized symbol matrices of the form (23), H˜ ∈
Cnr×ntP is the channel matrix with h′lk ∈ C1×P consisting
of P unique non-zero entries of Hlk, and V˜ ∈ Cnr×MN is
the noise matrix.
Let X˜i and X˜j be two symbol matrices. Assuming perfect
channel state information and ML detection at the receiver,
the probability of decoding the transmitted symbol matrix X˜i
in favor of X˜j is given by
P (X˜i → X˜j |H˜) = Q


√
‖H˜(X˜i − X˜j)‖2
2N0

 , (58)
and the average PEP is given by
P (X˜i → X˜j) = E

Q


√
‖H˜(X˜i − X˜j)‖2
2N0



 . (59)
Using Chernoff bound and the fact that each antenna transmits
independent OTFS symbols, an upper bound on the PEP in
(59) can be obtained as [22]
P (X˜i → X˜j) ≤

 r∏
l=1
1
1 +
γλ2
k,l
4P


nr
, (60)
where γ = 1N0 is the SNR per receive antenna, λk,l is the
lth singular value of the difference matrix ∆k,ij = (Xk,i −
Xk,j) with Xk,i and Xk,j denoting OTFS symbol matrices
transmitted from kth antenna (for some k ∈ 1, 2, · · · , nt) in
X˜i and X˜j , respectively, and r is the rank of ∆k,ij . At high
SNR values, (60) simplifies to
P (X˜i → X˜j) ≤ 1
γnrr
(
r∏
l=1
λ2k,l
4P
)−nr
. (61)
The PEP term with the minimum value of r dominates
the overall BER. Therefore, the diversity order achieved by
MIMO-OTFS, denoted by ρmimo-otfs is given by
ρmimo-otfs = nr · min
i,j i6=j
rank(∆k,ij). (62)
Now, similar to the case of SISO-OTFS, if Xk,i = a.1P×MN
and Xk,j = a
′.1P×MN , then the difference matrix ∆k,ij =
(a−a′).1P×MN has rank one. Hence, the asymptotic diversity
order of MIMO-OTFS is nr. 
C. Phase rotation for full diversity in MIMO-OTFS
In this subsection, we consider phase rotation to extract the
full diversity in MIMO-OTFS. The transmit vector in MIMO-
OTFS is a concatenation of nt independent OTFS transmit
vectors of size MN × 1 as described by (55). The MN ×
1 OTFS transmit vector from each antenna is multiplied by
12
h11(τ; ν)
h21(τ; ν) h12(τ; ν)
hnr1(τ; ν)h1nt(τ; ν)
Wigner
transform
Wigner
transform
Wigner
transform
Heisenberg
transform
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Heisenberg
transform
Pre-processing
Pre-processing
Pre-processing
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Xnt [n;m]
Post-processing
Post-processing
Post-processing
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Fig. 9: MIMO-OTFS modulation scheme.
the phase rotation matrix Φ given in (42). The phase rotated
MIMO-OTFS transmit vector is then given by
x′
MIMO
= (Int ⊗Φ)xMIMO. (63)
Let X˜′ be the phase rotated MIMO-OTFS symbol matrix
corresponding to x′. From (56), X˜′ is of the form
X˜′ =


X′1
X′2
...
X′nt

 , (64)
where X′k is the phase rotated OTFS symbol matrix corre-
sponding to the kth transmit antenna. If X˜′i and X˜
′
j are two
phase rotated MIMO-OTFS symbol matrices corresponding to
the transmit vectors x′i,MIMO and x
′
j,MIMO, then their difference
matrix ∆˜′ij is of the form
∆˜′ij =


∆′1,ij
∆′2,ij
...
∆′nt,ij

 , (65)
where ∆′k,ij = X
′
k,i − X′k,j , with X′k,i and X′k,j being
the phase rotated OTFS symbol matrices corresponding to
the kth antenna in X˜′i and X˜
′
j , respectively. From Sec.
IV, it is known that ∆′k,ij has rank equal to P for all
k = 1, 2, · · · , nt. Using this fact in (62), the diversity order
achieved by phase rotated MIMO-OTFS system is equal to
Pnr. 
D. Simulation results
Figure 10 shows the BER performance of 1×1 SISO-OTFS
and 2× 2 MIMO-OTFS systems. Both the systems use M =
N = 2 and BPSK. The number of channel taps considered
is P = 4. The carrier frequency and the subcarrier spacing
used are 4 GHz and 3.75 kHz, respectively. The considered
simulation parameters are summarized in Table I. From the
figure, it is observed that the simulated BER for 1× 1 SISO-
OTFS and 2 × 2 MIMO-OTFS show diversity orders of one
and two, respectively, verifying the analytical diversity order
derived in the previous subsection.
Next, we consider the effect of increasing the frame size
(i.e., MN ) on the BER performance. Figure 11 shows the
BER performance of 1×2 system with i)M = N = 2 and ii)
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Fig. 10: BER performance of 1 × 1 SISO-OTFS and 2 × 2
MIMO-OTFS systems.
M = 4, N = 2. Both the systems use BPSK. The number of
channel taps considered is P = 4. Other simulation parameters
are as given in Table I. From the figure, we observe that the
BER performance of the system with M = 4 and N = 2
is better than the system with M = N = 2. This is similar
to the SISO-OTFS result shown in Sec. III-B. Specifically,
increasing the frame size (MN ) results in higher diversity
order in the finite SNR regime, before the asymptotic diversity
order of ρmimo-otfs = 2 takes over. It can be observed that, MIMO-
OTFS can achieve diversity orders closer to Pnr in the finite
SNR regime, as the size of the OTFS frameMN is increased.
Figure 12 shows the BER performance of a 2 × 2 MIMO-
OTFS systems with and without phase rotation with M =
N = 2 and BPSK. From the figure, it can be seen that the
MIMO-OTFS system with phase rotation achieves the intended
diversity benefit compared to the diversity in MIMO-OTFS
without phase rotation.
VI. CONCLUSIONS
We investigated the diversity of OTFS modulation and
showed that the asymptotic diversity order of OTFS in a
SISO setting with ML detection is one. Though the asymptotic
diversity order is one, it was found that higher diversity
performance can be achieved in the finite SNR regime before
the diversity one regime takes over, and that the diversity
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Fig. 11: BER performance of 1 × 2 OTFS system with i)
M = N = 2 and ii) M = 4, N = 2.
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Fig. 12: BER performance of 2 × 2 MIMO-OTFS system
without and with phase rotation, M = N = 2.
one regime starts at lower BER values for increased frame
sizes. These observations were illustrated through a BER lower
bound derived based on diversity one PEPs and simulations.
Next, a phase rotation scheme using transcendental numbers
was proposed to extract the full diversity offered by the
delay-Doppler channel. It was proved that the proposed phase
rotation achieves full diversity. Finally, we extended the diver-
sity analysis and results for MIMO-OTFS without and with
phase rotation. Timing/frequency offset and synchronization
effects and link adaptation in OTFS can be considered for
future work. More robust systems targeting ultra-reliable and
low-latency communication can be considered with proper
configuration for M , N , coding, and the consideration of
the natural presence of residual synchronization effects in
combination with the proposed rotation scheme.
APPENDIX A
DIVERSITY ANALYSIS FOR NON-ZERO FRACTIONAL
DELAYS AND DOPPLERS
Recall the channel representation in the delay-Doppler do-
main denoted by h(τ, ν) in (18). Consider the case of non-zero
fractional delays and Dopplers, i.e., consider
τi =
αi + ai
M∆f
, and νi =
βi + bi
NT
, (66)
where αi = [τiM∆f ]
⊙, βi = [νiNT ]
⊙, and [.]⊙ denotes the
nearest integer operator (i.e., rounding operator). Note that αi
and βi are integers corresponding to the indices of the delay
τi and Doppler frequency tap νi, respectively, and ai, bi are
the fractional delay and Doppler such that − 12 < ai, bi,≤ 12 .
With this, we now proceed to derive the input-output relation
for OTFS modulation taking into account the fractional part of
the delay and Doppler shifts. Substituting (18) and (17) into
(16), and assuming rectangular window functions, we get
hw(τ, ν) =
P∑
i=1
hie
−j2piτiνiw(ν − νi, τ − τi)
=
P∑
i=1
hie
−j2piτiνiG(ν, νi)F(τ, τi), (67)
where
G(ν, νi) ,
N−1∑
n′=0
e−j2pi(ν−νi)n
′T ,
F(τ, τi) ,
M−1∑
m′=0
ej2pi(τ−τi)m
′∆f . (68)
In order to use hw(τ, ν) of (67) in the OTFS input-output
relation in (14), we need to evaluate hw(τ, ν) at ν =
k−k′
NT , τ =
l−l′
M∆f . Evaluating G(ν, νi) at ν = k−k
′
NT , we get
G
(
k − k′
NT
, νi
)
=
N−1∑
n′=0
e−j
2pi
N
(k−k′−βi−bi)n
′
=
e−j2pi(k−k
′−βi−bi) − 1
e−j
2pi
N
(k−k′−βi−bi) − 1 . (69)
Note that due to the fractional Doppler bi, for a given k,
G
(
k−k′
NT , νi
)
6= 0, for all k′. It has been shown in [10] that
the magnitude of G
(
k−k′
NT , νi
)
has a peak at k′ = k− βi and
decreases as k′ moves away from k−βi. Similarly, evaluating
F(τ, τi) at τ = l−l′M∆f , we get
F
(
l − l′
M∆f
, τi
)
=
M−1∑
m′=0
ej
2pi
M
(l−l′−αi−ai)m
′
=
ej2pi(l−l
′−αi−ai) − 1
ej
2pi
M
(l−l′−αi−ai) − 1 . (70)
Note that due to the fractional delay ai, for a given l,
F
(
l−l′
M∆f , τi
)
6= 0, for all l′. Using the same argument used for
G
(
k−k′
NT , νi
)
, it follows that the magnitude of F
(
l−l′
M∆f , τi
)
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has a peak at l′ = l−αi and decreases as l′ moves away from
l − αi. Now, using (69), (70), and (67) in (14), we get
y[k, l] =
P∑
i=1
M−1∑
q=0
N−1∑
q′=0
(
ej2pi(−q−ai) − 1
Mej
2pi
M
(−q−ai) −M
)
(
e−j2pi(−q
′−bi) − 1
Ne−j
2pi
N
(−q′−bi) −N
)
hie
−j2piτiνi
x[(k − βi + q′)N , (l − αi + q)M ]. (71)
The input-output equation in (71) can be written in vectorized
form as
y = Hx+ v, (72)
where x, y, v ∈ CMN×1, H ∈ CMN×MN , and the elements
of x, y, and H are determined from (71).
A. Diversity analysis
The vectorized input-output relation in (72) can be rewritten
in an alternate form as
yT = h′X+ vT , (73)
where yT is 1 ×MN received vector, h′ is a 1 × P vector
whose ith entry is given by hie
−j2piτiνi , and X is a P ×MN
matrix whose ith column (i = k+Nl, i = 0, 1, · · · ,MN−1),
denoted by X[i], is given by (74).
The representation of X in the form given in (73) allows us
to view X as a P ×MN symbol matrix. For convenience, we
normalize the elements of X so that the average energy per
symbol time is one. The SNR, denoted by γ, is therefore given
by γ = 1/N0. Assuming perfect channel state information and
ML detection at the receiver, the PEP between Xi and Xj is
given by
P (Xi → Xj |h′,Xi) = Q


√
‖h′(Xi −Xj)‖2
2N0

 . (75)
The PEP averaged over the channel statistics is given by
P (Xi → Xj) = E
[
Q
(√
γ ‖h′(Xi −Xj)‖2
2
)]
. (76)
As in Sec. III, (76) can be obtained as
P (Xi → Xj) = E

Q


√
γ
∑r
l=1 λ
2
l |h˜l|2
2



 , (77)
where r denotes the rank of the difference matrix∆ij = (Xi−
Xj), h˜l is the lth element of the vector h˜
H = UHh′H , where
the matrix (Xi − Xj)(Xi − Xj)H is Hermitian matrix that
is diagonalizable by unitary transformation and hence can be
written as (Xi − Xj)(Xi − Xj)H = UΛUH , where U is
unitary and Λ = diag{λ21, · · ·λ2P }, λi being ith singular value
of the difference matrix ∆ij , The average PEP in (77) can be
simplified to get the following upper bound on PEP [22]
P (Xi → Xj) ≤
r∏
l=1
1
1 +
γλ2l
4P
, (78)
which, at high SNRs, can be further simplified as
P (Xi → Xj) ≤ 1
γr
r∏
l=1
λ2l
4P
. (79)
From (79), it can be seen that the exponent of the SNR term
γ is r, which is equal to the rank of the difference matrix
∆ij . For all i, j, i 6= j, the PEP with the minimum value of r
dominates the overall BER. Therefore, the achieved diversity
order, denoted by ρsiso-otfs, is given by
ρsiso-otfs = min
i,j i6=j
rank(∆ij). (80)
Now, consider a case when xi[k, l] = a and xj [k, l] = a
′,
∀k = 0, · · · , N − 1 and l = 0, · · · ,M − 1. Then, ∆ij =
(Xi −Xj) will be of the form (a− a′).ZP×MN , where each
column of Z is identical and of the form given by
(a− a′)


M−1∑
q=0
N−1∑
q′=0
(
ej2pi(−q−a1 )−1
Me
j 2pi
M
(−q−a1)
−M
)(
e−j2pi(−q
′
−b1)−1
Ne
−j
2pi
N
(−q′−b1)
−N
)
M−1∑
q=0
N−1∑
q′=0
(
ej2pi(−q−a2 )−1
Me
j 2pi
M
(−q−a2)
−M
)(
e−j2pi(−q
′
−b2)−1
Ne
−j 2pi
N
(−q′−b2)
−N
)
.
.
.
M−1∑
q=0
N−1∑
q′=0
(
ej2pi(−q−aP )−1
Me
j 2pi
M
(−q−aP )
−M
)(
e−j2pi(−q
′
−bP )−1
Ne
−j
2pi
N
(−q′−bP )
−N
)


.
(81)
Since all columns of Z are identical (independent of k and
l) with the form (81), rank of Z is clearly one, which is the
minimum rank of ∆ij , ∀i, j, i 6= j. Hence, the asymptotic
diversity order of OTFS with ML detection in the case of
fractional delay and Dopplers is also one. 
Simulation results: Figure 13 shows the BER performance
with non-zero fractional delays and Dopplers. The figure
shows the performance of two systems, i) system-1 with
M = N = 2 and ii) system-2 with M = 4 and N = 2. The
carrier frequency and the subcarrier spacing used are 4 GHz
and 3.75 kHz, respectively. Both the systems use BPSK and
ML detection. A channel with P = 4 paths with a maximum
Doppler of 1.875 kHz (which corresponds to a speed of 506.25
km/h at 4 GHz carrier frequency), exponential power delay
profile, and Jakes Doppler spectrum [23] is considered. The
input-output relation in (71) which considers the fractional part
of the delay and Doppler values is used for the simulations.
From Fig. 13, it is evident that the asymptotic diversity order
of OTFS modulation is one in the case of non-zero fractional
delays and Dopplers. Also, the asymptotic diversity order of
one is achieved at lower BER values for increased values of
M and N . This behavior is the same as that observed in Sec.
III, where analysis and simulations were carried out without
considering fractional delay and Doppler values.
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