The authors examined whether 2 computational models of reading, the dual-route cascaded model (M. Coltheart, K. Rastle, C. Perry, R. Langdon, & J. C. ) and the connectionist 2-layer model (M. Zorzi, G. Houghton, & B. Butterworth, 1998), were able to predict the pattern that the length effect found in reading aloud is larger in German than in English (J. C. Ziegler, C. Perry, A. M. Jacobs, & M. Braun, 2001 ). The results showed that the dual-route cascaded model, which uses a serial mechanism for assembling phonology, successfully predicted this cross-language difference. In contrast, the connectionist model of Zorzi et al. (1998) predicted the opposite: a larger length effect in English than in German. Both the success of one model and the failure of the other highlight fundamental differences between 2 major classes of computational models.
One of the key differences between current models of reading aloud is the nonlexical mechanism that translates orthography into phonology. In the dual-route cascaded (DRC) model, that mechanism is serial (Coltheart, Rastle, Perry, Langdon, & Ziegler, 2001; Ziegler, Perry, & Coltheart, 2000) . Orthography is decomposed into individual letters or letter clusters, and those letters are assembled into phonology from left to right. In contrast, in current parallel models (e.g., Plaut, McClelland, Seidenberg, & Patterson, 1996; Zorzi, Houghton, & Butterworth, 1998) , the entire orthographic string is used as input, and phonology is generated in parallel.
One critical effect that has been proposed to help decide whether phonology is assembled as a serial process or in parallel is the position-of-irregularity effect. Coltheart and Rastle (1994) suggested that if phonology is assembled in a left-to-right manner, words that have irregular spelling-sound correspondences early in their letter sequences (e.g., chef ) should exhibit slower readingaloud latencies than words with irregular correspondences late in their letter sequences. The logic behind this was that because irregular correspondences in early letter positions are assembled (incorrectly) earlier than those in later positions, they have more time to interfere with the correct pronunciation that is generated lexically. As a consequence, there should be (and was, in Coltheartstudies suggested that there is an effect of word length in English word-naming latencies (e.g., Frederiksen & Kroll, 1976) , recent evidence suggests that the effect is not significant after words are controlled for orthographic neighborhood characteristics (e.g., Weekes, 1997; Ziegler, Perry, Jacobs, & Braun, 2001) .
The serial explanation of the length effect, as implemented in the DRC model, is that the serial-assembled phonology mechanism interacts with lexical activation. When there is little or no lexical activation, such as when nonwords are read, the greatest length effect is found; because the phonology of the letter string must be assembled via the nonlexical route, and on the basis of serial processing assumptions, long nonwords take more iterations to assemble than do short nonwords. In contrast, when there is lexical activation, such as when words are read, the length effect is moderated by the phonology generated in parallel by the lexical route. Thus, a smaller length effect is found for words. Simulations of the length effect by the DRC model have been reported by Coltheart et al. (2001) .
Because the serial-assembled phonology mechanism is responsible for both the left-to-right irregularity effect and the length effect on nonwords, it might seem intuitively plausible to predict that the model would also show a length effect on regular words. However, Coltheart et al. (2001) showed that this was not necessarily so. (In fact, the parameter set of the model was deliberately chosen to capture the main empirical patterns in the literature, including the absence of length effects on words.) In particular, the dissociation between the length effects for nonwords and words was captured by setting the assembled phonology route so that it was sufficiently slow, such that the last phoneme of most words typically receives very little activation from the assembled phonology route before being named. As the last phoneme in regular words tends to be the last to rise, the amount of time taken for the model to name regular words is largely based on lexical activation, and hence, there is no length effect on words. In addition, early phonology correctly assembled in early positions has little effect on naming latencies, because although it increases the activation of early phonemes, all phonemes of a word must reach a certain level of activation before naming can occur. Alternatively, because nonwords do not benefit as much from lexical activation (because they have no lexical entries), naming latencies are largely determined by the speed of the assembled phonology route, and hence, a length effect on nonwords is still found. This setting also allows the position-of-irregularity effect to be dissociated from the word length effect. In this case, regularized phonology in early phonemic positions still has an effect on naming latencies, because it slows the correct phonology that is generated by the lexical route. The irregular words are then slower to name because of the slower initial irregular phonemes. Thus, the important point is that assembled phonology still has an effect on both regular and irregular words, in terms of the amount of activation generated (especially on early phonemes), but for regular words, it has little effect on the naming latencies of the model. For words, assembled phonology is so slow that it produces no activation or causes only a very small amount of activation to be generated on later phonemes.
It is much less obvious how a parallel-assembly mechanism could produce a length effect. Two possibilities have been discussed in the literature. The first is that length effects are simply outside the scope of current models, because they might reflect peripheral aspects of reading, such as encoding of the visual display and generating articulatory output. As Seidenberg and Plaut (1998) noted: "The residual effects of length are a reminder that there are aspects of word recognition and pronunciation that are beyond the scope of implemented models" (p. 235). For example, one could imagine that length effects derive from processes involved in generating an articulatory output that is necessarily sequential. As Seidenberg, Petersen, MacDonald, and Plaut (1996) suggested, one could implement a process that converts an internal phonological code into an explicit articulatory code. This could be done in a recurrent network producing timevarying output over units representing articulatory features (e.g., Jordan, 1986) . Because current models do not deal with articulatory motor output, they cannot be expected to simulate these effects.
The second possibility is that length effects are confounded with other variables. For example, shorter words, which include many function words, might be more frequent than longer words. To the extent that parallel models are sensitive to these other variables, they would be able to simulate at least a part of the length effect. Such an argument was developed by Zorzi (2000) with respect to the position-of-irregularity effect. He showed that the supposedly serial effect found by Rastle and Coltheart (1999) was confounded with grapheme-phoneme consistency and that his model was particularly sensitive to this variable. By the same token, if longer words are more likely to have inconsistent graphemes, parallel models similar to the one of Zorzi et al. (1998) might be capable of predicting the length effect.
We have recently conducted a cross-language experiment ) that provided critical data with regard to the two possibilities described above. In Ziegler et al. (2001) , we investigated length effects for words and nonwords in German and in English.
1 There were two features in Ziegler et al. that were critical in testing the two explanations put forth by defenders of a parallel-assembly mechanism. The first feature was that we used very similar items in the two languages. This was made possible because both German and English are of Germanic origin and thus have a large number of words with similar orthography and phonology and identical meaning, so-called cognates (e.g., zoo in English vs. Zoo in German and ball in English vs. Ball in German). If Seidenberg and Plaut (1998) were correct in that length effects reflect peripheral aspects of reading, such as encoding of the visual display and generating articulatory output, then length effects should be similar in German and English, because both encoding 1 In this study, Ziegler et al. (2001) used two sets of 80 words and 80 nonwords (one set in English, and one set in German) that were very similar across languages. In particular, 80% of the real words were cognates that were orthographically identical or very similar, 62.5% of the nonwords were identical in both languages, and the others were orthographically very similar. All items are listed in the Appendix. The words and nonwords were each separated into four length groups (three, four, five, and six letters long), with all of the word groups being of similar mean frequency. Across languages, the groups were balanced on a number of other psycholinguistic variables not related to orthographic length, including orthographic neighborhood (see Andrews, 1997 , for a review), orthographic body neighborhood (Forster & Taft, 1994; Ziegler & Perry, 1998) , word frequency (e.g., Weekes, 1997) , and number of phonemes (Rastle & Coltheart, 1998) . The words were read aloud by a group of Australian English speakers and a group of German speakers. of the visual display and generating articulatory output should be similar for cognates that are matched on length across languages. In other words, cognates such as Ball in German and ball in English not only require similar visual encoding but also require very similar articulatory output.
The second critical feature was that despite similar orthography and phonology, German is far more consistent than English in the mapping between orthography and phonology (Frith, Wimmer, & Landerl, 1998; Landerl, Wimmer, & Frith, 1997; Ziegler et al., 2000) . For example, the words ball, park, and hand exist in both languages in identical form. The grapheme a receives the same pronunciation in all three words in German but receives a different pronunciation in each word in English. This is illustrated in Table 1 , in which we provide our calculated consistency scores (H values) for German as well as those calculated by Treiman, Mullennix, Bijeljac-Babic, and Richmond-Welty (1995) for English. Smaller H values signify more consistent orthography-phonology correspondences at that level. As can be seen in Table 1 , German is more consistent than English at all grain sizes.
Thus, if Zorzi (2000) was correct in that length effects reflect a difference in spelling-sound consistency, then the length effect should be smaller in German than in English, because German is more consistent than English. That is, because German attractor space is likely to be smoother than English attractor space (i.e., it is more regular and has less inconsistent spelling-sound relationships), English words of different lengths would be more separated (i.e., further from a value that produces an output) than German words. This is because a learning model would be likely to more accurately generalize in a simpler input-output domain, and generalization performance is likely to become progressively more difficult with longer words. The effect of this is that German words will reach the articulation point faster, because the phonologies that are activated will tend to be closer to the articulation point from the beginning, including those phonologies generated from words of a longer length. Thus, length effects are expected to be smaller in German than in English.
2
The results of Ziegler et al.'s (2001) experiment showed that neither explanation is correct. In fact, the length effect (in particular, on nonwords) was much larger for German than for English (see Figure 1 ). The interaction between the effects of length and language was highly significant by subjects and by items. Finding differences in the effects of length contradicts the first explanation, according to which length effects arise from peripheral factors, because the peripheral factors were very similar across languages. The finding that German produced stronger length effects than English also contradicts the consistency explanation, because this explanation predicts the opposite effect. In addition, a recent cross-language study with German and English children as participants replicated the finding that length effects in German seem to be larger than length effects in English (Goswami, Ziegler, Dalton, & Schneider, 2001 ). Thus, the empirical pattern can be regarded as encompassing more than the particular set of items used in Ziegler et al. (2001) .
Of course, it may be that we have missed an important difference between German and English. Thus, rather than simply theorizing about the interaction between nonword length and language, we felt that it was necessary to test models that have been proposed. As Zorzi (2000) convincingly argued in the final paragraph of his article, "empirical studies that aim at adjudicating between competing models should delay strong inferences until the competitors are actually tested" (p. 855). This is why we implemented the Zorzi et al. (1998) model for German; we could compare simulations of the German and English versions of both the DRC model and the Zorzi model on the exact set of items used by Ziegler et al. (2001) . The question is whether the models actually behave the way we think they do. In particular, would the Zorzi model predict smaller length effects for German than for English? In a similar manner, would the DRC model predict the present cross-language dissociation, and if so, why would this be the case?
Note that there is another model that we might consider for examining the length effect: that of Plaut (1999) . In this model, a parallel input and a serial output mechanism is used, and the latencies of the model are measured by refixations that represent eye saccades in reading. This model also shows a length effect on reading nonwords. For a number of reasons, however, we find the Plaut model more difficult to evaluate than the Zorzi model: (a) The model measures speed in terms of refixations; yet in actual reading, only around 15% of words in normal text are fixated more than once (see, e.g., Rayner, 1998 , for a review). Thus, it is not clear how measures from the model are related to the speed of reading aloud. (b) Unlike the Zorzi model, in which the input and output domains use only letters and phonemes, in Plaut's model the representations are organized to some degree; this organization can differ depending on the choice of the modelers (e.g., , differs from Plaut, 1999 . Thus, these degrees of freedom make it difficult to choose a representation for German that would be equivalent to that of an English model. Note, however , that because the model still has parallel orthographic input (only the output is serial), if such a model were implemented we would expect the results produced to be in the same direction as those of the Zorzi model, because the generation of German phonemes from parallel orthographic input should still be easier than the generation of English phonemes, as the spelling-sound domain is easier to learn. Thus, we would expect the model to refixate less on the longer words in German compared with the longer words in English.
Model Setup
The two models used for the serial-assembled phonology comparisons were the English DRC (Coltheart et al., 2001 ) and the German DRC (Ziegler et al., 2000) models. Note that in the English DRC model, we used nine sets of letter and phoneme units rather than eight, as published in Coltheart et al. (2001) , so that it was identical to the German DRC model. In addition, the letter-orthography excitation was changed such that the same amount of activation would occur at the orthographic level. These changes make essentially no difference to the pattern of results produced by the model, quantitatively or qualitatively. That is, on the entire CELEX database (Baayen, Piepenbrock, & van Rijn, 1993) , the number of cycles the model takes to name a word is very close to the performance of the original model (r ϭ .99, p Ͻ .001).
The two models used for the parallel comparisons were based on Zorzi et al. (1998) . The English model was identical to that of Zorzi et al. except that it was trained on the CELEX database used for the English DRC model. Words that could not be coded in terms of the Zorzi et al. scheme because they had onsets or rimes that were too long were simply removed from the database. (A total of 150 words were removed from the English database; 84 were removed from the German database.) The German model, which did not previously exist, was identical to the English Zorzi model, except that it was trained on the German CELEX database. Note that we used the Zorzi et al. (1998) model rather than the model of Plaut et al. (1996) , because in Coltheart et al.'s (2001) analysis, the Plaut et al. model produced a length effect in English that did not appear to resemble that found with people at all. That is, the nonword latencies did not increase in a linear fashion but rather produced an interaction that was caused by four-and six-letter nonwords being read aloud more slowly than three-and five-letter nonwords. Alternatively, the Zorzi model did produce a Length ϫ Lexicality interaction, in which nonwords showed a much larger length effect than words, that was almost significant.
3 Furthermore, because we have implemented the lexical aspects of the Zorzi model, which are essentially the same as the aspects in the DRC model without feedback, a comparison in which the major differences are between the nonlexical aspects of the model rather than the lexical ones can be made. This is what we wanted to test.
A complication with such testing is that the Zorzi model can produce slightly different results depending on how long it is trained. We therefore trained the English Zorzi model for two cycles, at which time it produced the Length ϫ Lexicality interaction and the main effects of interest (as described below). Because the size of the German database is only about one sixth of the size of the English database, we decided to train the German Zorzi model for 11 cycles instead of 2 cycles, thus making the numbers of training exemplars to which both models were exposed very similar. That is, this procedure guaranteed that both models were exposed to approximately the same number of orthography-phonology patterns during learning. However, to ensure that potential differences between the German and English Zorzi models would not be a direct consequence of the number of training cycles, we performed an additional simulation in which the German Zorzi model was trained for two cycles. The results were very similar to those described below, so we do not report them further; however, the item statistics for both simulations appear in the Appendix.
In both the German and English models, the amount of error had largely asymptoted by the end of training, and as can be seen (in the Appendix) by the number of errors given by the models, generalization performance was also reasonable. It is impressive that the German Zorzi model, with exactly the same representation as the English Zorzi model, was able to generalize and learn the relationships between orthography and phonology in another language. Furthermore, it is also impressive that the number of cycles for which the German Zorzi model was trained made very little difference in its performance.
The initial set of parameters used for the models was the same as those published in Ziegler et al. (2000) and Zorzi et al. (1998) , except that the lateral inhibition parameter in the Zorzi models was set to 0.1 rather than 0.9, as that value produced slightly better results. That is, the models produced answers on two nonwords that timed out with the higher lateral inhibition value. The procedure used to test the Zorzi models was that published in Zorzi et al. (1998) . The procedure used to test the English and German DRC models was to simply allow the models to run until they produced a pronunciation.
Results
Nonword pronunciations produced by the models were considered incorrect if they were either lexicalizations or phonological forms not given by any of the participants in Ziegler et al. (2001) . This applied to five nonwords in the English DRC model, seven nonwords in the German DRC model, seven nonwords in the English Zorzi model, and three nonwords in the German Zorzi model. Because there were so few errors, no statistical analysis was performed on them. In addition, as in the empirical study, a three-standard-deviations cutoff was applied to the results of each model. This resulted in the removal of one word in the English DRC model, three words and one nonword in the German DRC model, one word and one nonword in the English Zorzi model, and one word and two nonwords in the German Zorzi model. Two additional words (schlaf and schwer) were removed from the German Zorzi model, because with the representation used, the model did not learn four-consonant onsets. The simulation results together with the human data appear in Figure 1 .
As can be seen, the DRC models showed all of the main effects that were present in the human data from Ziegler et al. (2001) . In contrast, the English Zorzi model showed all of the main effects, but the German Zorzi model showed only the lexicality effect. The results of the human data analysis and the models appear in Table  2 , and individual items are presented in the Appendix. 4 In terms of overall correspondence with the data, the DRC models correlated more strongly with the results than did the Zorzi models. For words, the DRC models correlated significantly with both the English latencies, r ϭ .23, p Ͻ .05, N ϭ 78, and the German latencies, r ϭ .44, p Ͻ .001, N ϭ 77. The Zorzi models did not correlate significantly with either data set: English, r ϭ .11, p ϭ ns, N ϭ 79; German, r ϭ .08, p ϭ ns, N ϭ 77. A similar pattern held for the nonwords, although with the DRC models, the correlation was stronger: English DRC model, r ϭ .48, p Ͻ .001, N ϭ 76; German DRC model, r ϭ .47, p Ͻ .001, N ϭ 72; English Zorzi model, r ϭ .19, p ϭ .12, N ϭ 72; German Zorzi model, r ϭ Ϫ.02, p ϭ ns, N ϭ 75.
Overall, the results from the models provided some interesting insights into the original hypothesis. First, with the DRC models, the absolute size of the length effect between the three-and six-letter nonwords was much larger in the German DRC model than in the English DRC model (77 cycles vs. 49 cycles, respectively). (We further discuss this matter below.) In contrast, as predicted, the Zorzi models produced a larger length effect in English than in German (0.89 cycles vs. 0.28 cycles). Thus, our initial hypothesis, namely that input domains that are easier to learn should cause a smaller length effect in the Zorzi models, appears correct. We take this as evidence that the length effect found in reading aloud in German is caused by more than just consistency differences between orthography and phonology.
Why Does the German DRC Model Produce a Larger Length Effect?
The differences that caused the German DRC model to produce a larger nonword length effect than the English DRC model can be found in how the serial application of grapheme-phoneme rules influences nonword latencies and in the statistical distribution of these rules in German and in English.
In an analysis of the differences between the German and the English rule systems, Ziegler et al. (2000) found that there are major distinctions between the nonlexical computation of phonology in German and that in English (that is, the spelling-sound rules). In particular, most of the multiletter rules in German are two-letter rules, such as ie3/i /. It is sufficient in the German rule system to use mainly one-and two-letter rules because it has a few 3 There is a discrepancy between Coltheart et al.'s (2001) reporting of the results of Zorzi et al.'s (1998) model and Zorzi's (2000) reporting. Coltheart et al. reported a nonsignificant interaction, whereas Zorzi (2000) reported that the interaction was significant. This difference apparently comes from a single word, which Coltheart et al. did not exclude when examining the interaction. Zorzi et al. (1998) removed this word as an outlier using a standard deviation criterion that calculates outliers on the basis of values within each length and word group. 4 Note that Ziegler et al. (2001) manipulated a further variable, body neighborhood. Because that variable is of no relevance to the present study, we collapsed across it. very general, context-sensitive rules, so-called super rules (Ziegler et al., 2000) . These super rules deal quite efficiently with inconsistencies at the small grain-size level, which are mainly related to unpredictable vowel length. For example, one of these super rules deals with the pattern that vowels followed by two consonants are typically short, whereas vowels followed by a single consonant are typically long. Thus, the system is able to assign the correct vowel pronunciation by taking into account the consonants toward the end of the word (i.e., those right of the vowel). Note that the use of these super rules is very common, because they are used for most words with a single-letter vowel spelling, which are prevalent in German.
These super rules have a major impact on the length effect. An example of this is what occurs when the English and the German nonlexical routes of the DRC models assemble a nonword such as gack. This can best be demonstrated through simulation, which we have presented in Figure 2 . The lexical routes have been deactivated such that only differences due to nonlexical processing are evident.
As can be seen, in the German case, the long (incorrect) vowel is initially assembled. It is not until a further 28 cycles that the two consonants to the right of the vowel are assembled. This causes the short vowel to be assembled rather than the long vowel. At this point, the activation of the long vowel phoneme has had a large amount of time to rise. This means that there is a great deal of spurious activation in the phoneme position when the final phoneme is assembled. This activation has the effect of slowing the rise of the short vowel phoneme through lateral inhibition and hence contributes to a slower nonword response. Such an interference effect has previously been called the "whammy effect" (Rastle & Coltheart, 1998) . Indeed, the super rules have the effect of producing quite late whammies, in which the vowel pronunciation cannot be assigned correctly until the final consonants have been processed. This can be compared with the English nonword gack. On that nonword, the phoneme for the letter -a is assembled as a short vowel from the beginning. Therefore, not only does the short vowel phoneme rise earlier, but also there is no spurious activation to interfere with its rise. Because the whammy situation related to vowel length is quite common in German, and because that situation differs for words of different lengths, it is one of the reasons that the German DRC model is able to correctly predict stronger length effects for German than is the English DRC model for English. The actual percentage of times this type of nonword occurred in each length group in Ziegler et al. (2001) appears in Table 3 .
Note that this property of having the long-short vowel distinction marked by coda consonants and its relationship with word length are not specific to the stimulus set that was used in Ziegler et al. (2001) . Rather, the proportion of words that used this short-long vowel distinction increased with length over the entire monosyllabic orthography. This can be seen from an example. First, if all words begin with at least one consonant (C) letter, then three-letter words, which must have at least one letter for the vowel (V), can only have a single coda consonant. Thus, only two orthographic permutations can exist, CVV and CVC (i.e., no three-letter words that start with a consonant can have a vowel with two following consonants). Now, with four-letter words that start with at least one consonant, some of these words can have a double end consonant pattern, CVCC. However, any words that have a complex onset cannot have this pattern, because the vowel must be in at least position three (CCVC), thus not allowing two final consonants. A similar pattern holds with five-letter words, which can have a three-consonant onset (e.g., schaf), thus biasing the possible distribution of words that can have two coda consonants. It is only six-letter words for which the biasing from onsets does not remain. Thus, given a random set of three to six letters taken from the German orthography, one would expect that the number of times two-consonant codas are used would increase with word length. The actual percentage of words that use the long-short vowel distinction, as a function of word length (based Table 2 Reaction Time Analysis in English and German for the Ziegler et al. (2001) on all monosyllabic words in the CELEX database), appears in Table 3 . We believe that this is a major reason why the German DRC model produces a larger length effect than does the English DRC model. Note that it is possible to test this hypothesis with the German DRC model quantitatively. To do this, we altered the VC rules in the model (all which can be found in Ziegler et al., 2000) , such that they assembled a short vowel phoneme instead of a long vowel phoneme for the VCC items. Consequently, the model did not initially incorrectly assemble the vowel on VCC items (e.g., gack). The results from this showed that the nonword length effect was reduced to 50 cycles (117, 137, 148, and 167 cycles for three-, four-, five-, and six-letter groups, respectively). That difference was not significant when compared with the English DRC model (F Ͻ 1). The three-way interaction of model, lexicality, and length was significant when compared with the original German DRC model, however: F(3, 140) ϭ 9.43, p Ͻ .001.
The impact of initially assembling the incorrect -VC sequence in -VCC words can also be examined by comparing that type of word with all others. In particular, if the naming latencies of the nonmodified German DRC model (i.e., mean number of cycles) are examined within each length group as a function of whether the items are named with a VCC rule, it is evident that the model is slower to name the items that use a VCC rule than those that do not (four-letter words: 158 vs. 136 ms; five-letter words: 177 vs. 151 ms; six-letter words: 208 vs. 169 ms). Note that because of the nonlinear dynamics of the German DRC model, this effect is not linear over letter position; it has an increasing difference over the letter lengths (22, 26, and 39 cycles). Thus, although the -VCC rule use is the same number in each of the length groups, the model nevertheless produced increasing effect sizes with increasing stimulus length. The model does so because as stimulus length increases, more cycles process before the final phonology is assembled. During this period, competing activation (such as incorrect lexical activation, which also increases over time) can more strongly affect the course of phonological assembly. Thus, the longer the word, the longer it takes for the correct phonological form to inhibit the increased amount of competing activation that has been produced.
Length Effects on Words
One property that the German DRC model did not simulate was the length effect that was found with German words. This is not surprising, because the German DRC model operated with the same parameter set as the English DRC model, which was tuned to predict no length effects on words (as was observed in most recent English studies; e.g., Weekes, 1997) . However, it is conceivable, as suggested by both behavioral and brain imaging studies (e.g., Goswami et al., 2001; Paulesu et al., 2000) , that nonlexical processing is stronger in languages with shallow orthographies than it is in English. Because this may be true, we wondered whether changing the balance between lexical and nonlexical processing would allow the German DRC model to capture a length effect for words in addition to the greater length effect for nonwords. To do this, we could have either increased the effect of assembled phonology or decreased the strength of the lexical route. Because both modifications would lead to a similar pattern, here we decreased the letter-to-orthography parameter of the model to 0.03 and increased the strength of the grapheme-phoneme conversion route to 0.07. The results of the parameter change in the model (labeled DRC 2) can be seen in Figure 1 and in Table 2 . Individual item statistics can be found in the Appendix.
There are two important things to note about the pattern of results. First, there was a length effect on words (a 21-cycle difference between three-and six-letter words). Second, the length effect on nonwords was reduced but was still larger than that of the English DRC model, with the DRC 2 model producing a 64-cycle difference between three-and six-letter nonwords. That difference was still large enough to cause a Language ϫ Length interaction, F(3, 67) ϭ 11.77, p Ͻ .001, although the three-way Language ϫ Length ϫ Lexicality interaction failed to reach significance, F(3, 67) ϭ 1.45, p ϭ ns. The length effect on the nonwords was diminished because the greater activation of the nonlexical route allowed phonemes generated nonlexically to rise faster. Similar individual item correlations between the real data and the model also existed (words: r ϭ .43, p Ͻ .001; nonwords: r ϭ .52, p Ͻ .001), and as can be seen from Table 2 , a similar pattern of analysis of variance results also occurred. It therefore appears that speeding up the nonlexical route allows the German DRC model to capture the pattern of results in which some of the length effect found in naming words and nonwords is on words (unlike that in English).
Conclusion
In conclusion, the results of our analysis show that the DRC model, with a serial-assembled phonology mechanism, correctly predicts the crosslinguistic difference in reading in which German readers show a larger nonword length effect than English readers. This was without any modification to the parameters that have been previously used in the English DRC model. In contrast, the Zorzi model (Zorzi et al., 1998) fails to account for this difference. The German Zorzi model predicted no length effects in German. We note that this is not simply because of practical limitations with the Zorzi model. Rather, models based on statistical learning are likely to predict that length effects are reduced in languages with more regular spelling-to-sound correspondences. However, this is the opposite of the empirical pattern. In contrast, the capacity of the DRC model to correctly account for the empirical pattern is evidence supporting a serial-assembled phonology account of the length effects found in reading aloud. Finally, we note that with a small parameter change, the German DRC model can also capture that some of the length effect in German resides on the word responses.
