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Resum 
 
El projecte tracta sobre la realització de una aplicació informàtica sota entorn Unity per 
poder carregar diferents dades mèdiques de volum i poder fer interacció amb elles. 
Respecte a obtenir una sensació tàctil per a la seva interacció, es farà servir un dispositiu de 
força hàptic Phantom Omni Touch™. 
 
El treball és una continuació del treball de final de grau de Raimon Gaspar anomenat 
“Simulació d’interaccions amb imatges mèdiques mitjançant dispositius hàptics”, que per la 
seva banda és la continuació d’un altre projecte iniciat per Joan Fons Sánchez anomenat 
“Inspecció interactiva i immersiva de models volumètrics. Aplicació diagnosi mèdica”. Partint 
de l’aplicació resultant d’aquests dos treballs més antics, s’intentarà millorar diversos 
aspectes per fer-la més fàcil, agradable d’utilitzar i amb més funcionalitats. 
 
La finalitat de l’aplicació és, tal i com s’especifica en el nom del projecte, poder interactuar 
amb imatges mèdiques de forma hàptica, així poder millorar els mètodes de diagnosis 
mèdica a partir de l’exploració d’aquestes imatges de volum. 
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1. Glossari: 
A continuació es presenta un seguit de termes que resulten d’interès per a comprendre el 
treball: 
API: Interfície de programació d'aplicacions. Especifica com és la interacció de diverses 
components de programes informàtics. 
C#: Llenguatge de programació. 
Compilació: Passar d’un llenguatge de programació o codi escrit a un altre que la màquina 
o dispositiu en qüestió pugui interpretar. 
CRV: Centre de Realitat Virtual de la UPC.  
Debugging: O depuració de programes. És el procés de trobar i corregir errors de 
programació. 
Frame: Moment en el que es refresca la imatge en una pantalla de visualització. 
Funció de transferència: en el cas d’aquest projecte, el que s’encarrega de establir de quin 
color es pinta cada vòxel en funció del seu valor de propietat- 
GameObject: Qualsevol objecte que pertany a una escena de Unity 3D. 
Hàptica: ciència del tacte, prové del grec háptō (tocar, relatiu al tacte). 
Plug-in: De l’anglès endollar. Aplicació de programa informàtic que es relaciona amb un 
altre programa, per agregar-li una funció nova, generalment molt específica. 
Renderitzar: Representar virtualment una imatge o una escena, generalment en tres 
dimensions, simulant-ne els efectes òptics de llum, ombra, color, textura o moviment a partir 
de les dades d'un model computacional. 
Script: Document que conté instruccions, escrites en codi de programació. 
Sprite: Element gràfic que es pot desplaçar sobre la pantalla. 
Stylus: la part del dispositiu hàptic en forma de llapis. 
Textura: Imatges o vídeos que li donen l’efecte visual a un GameObject. 
Valor de propietat: valor que té cada vòxel en funció de les dades que contingui.  
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2. Prefaci 
2.1.  Origen del projecte  
El treball sorgeix a continuació d’una sèrie de treballs realitzats amb anterioritat per 
estudiants de l’Escola Tècnica Superior d’Enginyeria Industrial de Barcelona (ETSEIB) i 
dirigits pel professor Antoni Susin amb col·laboració del Centre de Realitat Virtual (CRV) de 
la facultat de Matemàtiques i Estadística (FME) de la Universitat Politècnica de Catalunya 
(UPC). Aquests treballs estan centrats en la realitat virtual, un tema molt de moda en 
aquests últims anys, i, en concret, en l’ús de dispositius hàptics per a la interacció amb la 
realitat virtual. L’objectiu d’aquests treballs en part és acostar la realitat virtual a un perfil 
d’estudiants més tècnic i industrial, de manera que puguin fer un treball més de tipus 
informàtic a pesar de no tenir tants coneixements de programació.  
 
Aquest projecte en concret és la continuació del treball de fi de grau d’en Raimon Gaspar. El 
treball del qual es parteix és una aplicació que permet visualitzar imatges mèdiques i poder 
interactuar-hi. L’objectiu principal del treball serà, partint del projecte d’Unity del Raimon, 
arreglar detalls per millorar l’aplicació i fer-la més fàcil per l’usuari. 
2.2.  Motivació 
La realitat virtual o RV és un tema amb moltes possibilitats ja que es pot aplicar a molts 
àmbits diferents. Des de medicina a usos militars, d’educació a art, passant per 
l’entreteniment que resulta ser l’aplicació més popular de l’RV, però no la única. L’interès 
per aquesta disciplina sumat a l’interès per la visualització d’imatges mèdiques han estat el 
que m’han empès en embrancar-me en aquest projecte. El fet de ser una estudiant 
d’enginyeria industrial fent un treball més bé de caire informàtic també ha representat un 
repte per mi i, per tant, una motivació a treballar afegida. 
2.3. Requeriments previs 
Els requeriments necessaris per fer aquest projecte son bàsicament saber programar 
mínimament i estar predisposat a dedicar-li bastantes hores si s’escau. Per a començar 
aquest projecte es va tenir que fer una mica d’iniciació en la plataforma de Unity, amb la 
qual s’ha desenvolupat el treball, fent un tutorial dels molts que existeixen per començar 
entendre com funcionava la plataforma. Degut a que els scripts necessaris per donar les 
instruccions a Unity es programen normalment en C Sharp, es d’utilitat conèixer aquest 
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llenguatge per agilitzar l’aprenentatge anterior al treball en si. Resulta relativament senzill 
passar a C# un cop saps programar en Python i Unity es una eina bastant senzilla d’utilitzar 
per gent que no està avesada a la programació, de manera que qualsevol estudiant del 
Grau d’Enginyeria en Tecnologies Industrials podria fer el treball. En el meu cas concret 
coneixia una mica el llenguatge C, ja que l’havia utilitzat feia temps en un curs d’Arduino, fet 
que em va facilitar l’aprenentatge del funcionament del programa potser una mica més 
fàcilment que algú que només hagi fet Python, però en el fons tots els llenguatges de 
programació s’assemblen en essència. 
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3. Introducció 
3.1. Objectius del projecte 
Els objectius d’aquest projecte són continuar el treball que va començar en Raimon Gaspar 
el quadrimestre anterior a aquest treball, aprendre utilitzar Unity, aprofundir en el 
coneixements de C# i documentar bé els canvis realitzats per a possibles continuacions del 
treball per part d’altres estudiants. Sobre el primer objectiu, el principal, es buscarà de fer 
les següents millores en l’aplicació: 
● Crear un menú que es pugui seleccionar mitjançant el dispositiu hàptic. 
● Fer que l’aplicació pugui carregar altres funcions de transferència i altres imatges 
mèdiques en format DICOM. 
● Millorar la funció de força normal que té l’aplicació. 
● Millorar la sensació de tocar en la funció tacte. 
 
En general es pretendrà millorar petits detalls de l’aplicació per fer-la més pràctica. 
3.2.  Abast del projecte 
Aquest projecte implicarà treballar en una aplicació ja existent per a millorar-la. Per fer-ho 
primer s’ha de començar a treballar amb l’entorn de Unity per a familiaritzar-se en l’ús del 
programa i millorar els coneixements de C#. Posteriorment es passa a treballar amb el plug-
in que permet usar el dispositiu hàptic Phantom Omni per entendre’n el funcionament i 
ordres bàsiques que contenen els scripts d’aquest plug-in. Un cop ja s’ha guanyat confiança 
i ja es coneix bé l’entorn de treball i l’aplicació, es passa a programar mitjançant la llibreria 
EvilDICOM per visualitzar les imatges en format DICOM i poder-les carregar a l’aplicació. 
L’abast del projecte estarà limitat en part pel temps i per les possibilitats i limitacions que té 
Unity, el plug-in utilitzat i la llibreria EvilDICOM.  
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4. Tecnologies emprades 
Per aquest treball s’han emprat diferents tecnologies per tal de poder millorar l’aplicació ja 
existent. Aquestes tecnologies són: la realitat virtual; els dispositius hàptics; la visualització 
d’imatges mèdiques; la plataforma Unity i el plug-in emprat. 
4.1.  La realitat virtual 
Aquest projecte es centra en la realitat virtual i, per tant, cal definir-la i conèixer-la 
prèviament per a poder entendre’n el seu abast. El concepte de realitat virtual implica dues 
paraules, dos conceptes que a primera vista podríem creure que són contradictòries: la 
realitat i la virtualitat. Fent una breu mirada al diccionari un es pot acostar més a la idea de 
realitat virtual. 
 
Mirant la definició de “Real” es pot trobar significa allò “que té existència efectiva (oposat a 
purament mental o ideal, a aparent o fictici, a simplement simbòlic, etc.)”. Realitat és la 
qualitat de real, “allò que és real”. Per contra, “Virtual” és defineix al diccionari com allò “que 
existeix només aparentment i no és real” o “que té alguna característica aparent (en contrast 
amb una de real o absoluta)”, sent la virtualitat la qualitat de virtual. Aplicat a la informàtica, 
virtual es podria definir com allò que físicament no existeix però és simulat.  
 
Així doncs que és la realitat virtual? L’enciclopèdia catalana defineix el conjunt de les dues 
paraules “Realitat Virtual” de la següent manera:  
“Mètode de simulació per ordinador en què l’usuari té la sensació d’estar immers en l’entorn 
artificial creat per la simulació.” 
 
De manera senzilla la realitat virtual o RV és podria definir com la representació d’objectes o 
escenaris a través de mitjans electrònics amb l’objectiu de simular una experiència realista.  
 
La interacció de la “nostra realitat” amb l’ordinador que ens proporciona “la realitat virtual” 
molt sovint funciona a través de sensacions òptiques i acústiques generades per l’ordinador 
que es poden percebre a través de diversos dispositius: pantalles, ulleres, auriculars, etc. 
Però la vista i l’oïda no són els únics sentits implicats en la RV. El tacte també és pot 
agregar com informació sensorial extra i, de fet, aquest treball en concret tractarà els 
dispositius hàptics, que permet justament la interacció del tacte amb la simulació.    
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La realitat virtual ha experimentat un boom considerable en aquests últims anys, però de fet 
ja fa temps que va ser inventada i ha anat evolucionant mica en mica fins el dia d’avui, com 
s’explicarà a continuació. 
4.1.1. Història de la realitat virtual 
El predecessor de la realitat virtual es podria dir que està 
en l’estereoscopi, un invent del 1840 que produïa una 
certa sensació de tridimensionalitat, mostrant a cada ull 
dues imatges lleugerament diferents i juntament amb 
quatre miralls que desviaven la captació de l’ull. De fet, 
l’aparença i idea bàsica de l’estereoscopi recorda 
bastant a les ulleres de realitat virtual. L’invent de 
l’estereoscopi va ser seguit per d’altres, com ara el  
Quinetoscopi i el Fotorama, dos invents que també es 
basaven en la visualització d’imatges. 
 
En si, la invenció de la realitat virtual costa de datar. Hi ha indicis que parlen d’idees que es 
podria considerar relacionades amb la realitat virtual a partir del 1860, a través d’obres de 
teatre avantguardistes i histories del que seria el principis del gènere de la ciència ficció. A 
partir de 1920/1930 comencen a aparèixer els primers simuladors de vol, que, tot i que no 
es poden considerar realitat virtual com a tals, si que s’acosten a aquesta idea.  
 
Al 1962 és quan apareix el primer exemple més clar de 
la seva història de la realitat virtual, deixant de banda 
els simuladors de vol. Morton Heilig construeix el seu 
prototip del Sensorama, una màquina immersiva i 
multi-sensorial, que contenia una pantalla, ventiladors, 
dispositius que emetien olor i una cadira que es movia 
mecànicament. Mostrava una sèrie de curts per la 
pantalla alhora que els dispositius mencionats 
s’accionaven per donar més sensació d’immersió a 
l’espectador. Poc després, al 1968 Ivan Sutherland, 
juntament amb el seu estudiant Bob Sproull, van crear 
el que seria considerat el primer Head-Mounted 
Display o HMD. 
 
Il·lustració 1: estereoscopi  
Il·lustració 2: Sensorama 
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Durant els anys següents, la realitat virtual va ser bàsicament aplicada per una nova 
generació de simuladors de vol i per aplicacions militars, però també van seguir les 
investigacions per l’aplicació de la RV en altres camps. El terme “realitat virtualitat” es diu 
que va ser popularitat per Jaron Lanier, un informàtic pioner en aquest camp que va 
contribuir a desenvolupar diversos dispositius de RV. 
 
A partir de la dècada dels 90 es comença a 
utilitzar més la realitat virtual per l’entreteniment 
tot i que no va acabar de tenir èxit comercial en 
un principi. Va ser a partir del nou mil·lenni que la 
realitat virtual va començar a créixer, sobretot 
amb l’aparició de l’Oculus Rift, que consta d’un 
HMD i permet a l’usuari de gaudir d’un ampli 
camp de visió. Avui en dia la realitat virtual és un 
mercat a plena expansió amb molta varietat 
d’empreses i projectes invertint-hi els seus 
esforços.  
4.1.2. Aplicacions de la realitat virtual 
Les aplicacions més comunes de la realitat virtual són: 
• Educació: típicament les simulacions per ordinador han estat utilitzades per 
l’entrenament militar i la simulació de vols. Amb l’augment de la realitat virtual, 
aquestes simulacions s’han sofisticat més respecte a com eren a l’inici. Avui en dia 
també s’estan començant a emprar en les escoles i universitats per dissenyar 
models d’arquitectura o enginyeria o simular sistemes del cos humà per estudiants 
de medicina. 
• Entreteniment: l’ús més popular aquests últims anys. Dintre aquest camp destaca el 
camp dels videojocs, però també se n’ha fet ús per fer pel·lícules en 360 graus, per 
experiències musicals i per atraccions en parts temàtics. 
• Medicina: té moltes aplicacions possibles en aquest camp, des d’entrenament per 
futurs cirurgians a teràpies psicològiques per tractar desordres d’ansietat, fòbies o 
pel maneig del dolor per exemple. El cas d’aquest projecte en concret, es tractarà un 
tema relacionat amb la medicina, com és la visualització i interacció amb imatges 
mèdiques. 
• Disseny de productes: la realitat virtual es pot utilitzar per aplicacions CAD 3D, per 
prototipatge, assemblatge i simulació de productes.  
Il·lustració 3: Oculus Rift 
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Il·lustració 4: realitat virtual aplicada a la medicina  
4.1.3. Components de la realitat virtual 
Els entorns de realitat virtual són bàsicament experiències visuals, però a vegades 
involucren informació sensorial addicional, de forma auditiva amb sons o també de forma 
tàctil. Normalment la interacció amb la realitat virtual es fa través d’unes ulleres de realitat 
virtual, però existeixen molts mètodes de interacció. A continuació se’n citaran uns quants: 
• Ulleres de realitat virtual o HMD (head-mounted display): n’hi ha bàsicament de dos 
tipus, amb pantalla incorporada o sense pantalla incorporada (quan van sense 
pantalla normalment s’utilitzen amb un smartphone que fa de pantalla). Utilitzen una 
la tècnica de l’estereoscopi per visualitzar les imatges. Normalment consten també 
d’un sensor d’orientació i a vegades també de posició per mostrar les imatges 
donant una sensació encara més realista i immersiva a l’usuari.  
• Comandaments o controladors de joc: a vegades van incorporats amb les ulleres de 
realitat virtual i serveixen per poder interactuar amb la realitat virtual. Molt sovint són 
dispositius hàptics  que també permeten involucrar el sentit del tacte en la realitat 
virtual.  
• Plataformes omnidireccionals: inclouen una cinta de córrer que llisca quan l’usuari 
prova de desplaçar-se, simulant el moviment en qualsevol direcció en 360 graus fent 
que l’usuari no es mogui de lloc respecte la seva posició absoluta de la sala. 
• Dispositius de seguiment de mans o de moviment: és una tecnologia de 
processament d’imatge que és capaç de captar on es té les mans, els dits o en 
general la persona, i sabent-ne la posició poder interactuar amb la realitat virtual. 
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La realitat virtual està composada sovint per diversos elements. Els dispositius i components 
de realitat virtual es poden classificar depenent de si serveixen per donar un input, un output 
o els dos. Un input és l’entrada d’informació que l’usuari li transmet al processador i l’output 
és la resposta o sortida que retorna.  
 
Dispositius que donen inputs: 
• Comandaments o joysticks 
• Teclats 
• Ratolí de l’ordinador 
• Micròfons 
• Ulleres de realitat virtual (mitjançant la pantalla) 
• Etc. 
 
Dispositius que donen outputs: 
• Pantalles 
• Comandaments (si tenen algun tipus de motor intern) 
• Auriculars o altaveus 
Il·lustració 5: controlador de joc d’Oculus Il·lustració 7: ulleres de realitat virtual 
Il·lustració 8: Virtuix, cinta 
omnidireccional 
Il·lustració 6: seguiment de mans 
Il·lustració 9: funcionament inputs i outputs 
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• Ulleres de realitat virtual (mitjançant sensors de orientació i posició) 
• Etc. 
 
En el cas d’aquest projecte, s’utilitzarà una pantalla per poder obtenir un output visual, el 
teclat i el ratolí per poder transmetre-li inputs i el dispositiu hàptic Phantom Omni per donar-li 
tant inputs com outputs. A continuació una breu ampliació sobre els dispositius hàptics. 
4.1.4. Dispositius hàptics i Phantom Omni 
Les tecnologies hàptiques són tecnologies que permeten recrear el sentit del tacte a l’usuari 
mitjançant forces, vibracions o moviment. La paraula “hàptic” prové el grec clàssic ἁπτικός 
(haptikos), que significa “relatiu al sentit del tacte” i prové del verb ἅπτεσθαι haptesthai que 
vol dir “tocar”. Els dispositius hàptics tenen molta acceptació en projectes de realitat virtual, 
ja que permeten millorar la experiència de interacció amb imatges 3D que la realitat virtual 
pot oferir.  
 
En aquest projecte s’utilitzarà aquesta tecnologia a partir del dispositiu hàptic Phantom 
Omni desenvolupat per T. Massie i K. Salisbury de l’empresa SenseAble Technologies, 
adquirida al 2012 per Geomagic Inc. i que el 2013 va passar a ser part de 3D Systems. En 
concret s’utilitzarà el dispositiu Phantom Omni Touch™ que és un dispositiu hàptic 
professional de gama mitja amb prestacions una mica inferiors respecte l’altre dispositiu que 
comercialitza la companyia, el Phantom Omni TouchX™. 
 
El dispositiu Phantom Omni és un dispositiu hàptic portàtil amb 6 graus de llibertat, qualitat 
que permet poder-nos situar en qualsevol posició i orientació dintre els límits de treballs del 
dispositiu. Es podria considerar com un robot de 6 articulacions, 3 de les quals són 
motoritzades. Les 3 articulacions motoritzades, quan estan accionades, determinen la 
posició de la punta de l’stylus (el llapis de la punta) mentre que l’usuari pot determinar-ne 
l’orientació utilitzant els altres 3 graus de llibertat restants. Quan no estan accionades, 
l’usuari té a la seva disposició els 6 graus de llibertat. A la següent imatge és pot veure el 
dispositiu Phantom Omni Touch™. amb les articulacions motoritzades (marcades com a 
rotation), i les no motoritzades (gimbal).  
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Il·lustració 10: Phantom Omni i les seves articulacions 
 
Les especificacions tècniques del dispositiu Phantom Omni Touch són les següents: 
 Dispositiu Phantom Omni Touch 
Àrea de treball ~ 6,4 Am x 4,8 Al x 2,8 F polzades 
~ 160 Am x 120 Al x 70 F mm 
Rang de moviment Moviment de la mà amb gir de canell 
Resolució de la posició nominal > 450 dpi 
~ 0,055 mm 
Força màxima i parell màxim en la posició 
nominal (braços ortogonals) 
0,75 lbf/3,3 N 
Rigidesa Eix X > 7,3 lb/polzades (1,26 N/mm) 
Eix Y > 13,4 lb/ polzades (2,31 N/mm) 
Eix Z > 5,9 lb/ polzades (1,02 N/mm) 
Retroalimentació de força (6 graus de 
llibertat) 
x, y, z 
Entrada/sensor de posició (6 graus de 
llibertat) [Gimbal del stylus] 
x, y, z (codificadors digitals) 
[roll, pitch, yaw (± 5% de potenciòmetres de 
linealitat)] 
Interfície USB 2.0 
Taula 1: especificacions tècniques Phantom Omni 
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El sistema a on s’instal·larà el dispositiu també ha de complir amb uns certs requeriments 
citats en la taula següent: 
 Característiques del sistema 
Sistema operatiu 64-bit Windows 7, 8.1, i 10 
Processador Moviment de la mà amb gir de canell 
Resolució de la posició nominal Intel i5 / i7, 5a Generació o CPU superior, 
Mínim 2.5 GHz de freqüència 
RAM 4 GB 
Targeta gràfica Mínim 256 MB VRAM 
Espai disc dur 512 MB 
Resolució de pantalla 1280 x 800 (Mínim) 
Interfície USB 2.0 / 3.0 o USB Hub que pugui  
suportar USB 2.0/ 3.0. 
Taula 2: Requeriments sistema 
Per l’ús del dispositiu s’ha d’instal·lar el controlador del programari, el Phantom Device 
Drivers (PDD). Un cop instal·lat, es pot comprovar sempre si el dispositiu funciona o no amb 
el Phantom Test, que és una aplicació que permet 
validar el funcionament i calibrar el dispositiu. 
 
El dispositiu Phantom Omni s’utilitza per nombroses 
aplicacions, per la medicina, la rehabilitació, 
l’aprenentatge, el modelatge 3D, el 
desenvolupament de jocs, etc. 
  
Il·lustració 11: Phantom Omni 
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4.2. Visualització d’imatges mèdiques 
La idea original d’aquest projecte és visualitzar imatges mèdiques en format DICOM, que és 
el format en que s’utilitza per tractar aquest tipus d’imatges. Caldrà fer ús d’una llibreria per 
poder-ne obtenir les característiques i conèixer les tècniques de visualització d’imatges.  
4.2.1. DICOM 
DICOM (Digital Imaging and Communication in Medicine) és un software d’integració 
estàndard utilitzat per la visualització, maneig, impressió i transmissió d’imatges mèdiques. 
Està basat en un format de fitxer i un protocol de comunicacions. El format de fitxer DICOM 
de per exemple un TAC no solament conté les imatges en si del TAC, si no que també conté 
informació del pacient, informació sobre com es van adquirir les imatges i sobre el context 
en que es va fer aquest TAC. Pel que respecte el format de comunicacions DICOM, permet 
als metges buscar fàcilment estudis d’imatges i fer seguiment de tractaments en els seus 
pacients.    
4.2.2. Vòxels 
La visualització de les imatges mèdiques es fa a partir de vòxels, que són unitats cúbiques 
que conformen objectes tridimensionals. Les imatges formades per vòxels són típiques en el 
camp de la medicina, ja que permeten obtenir un reconstruir un model precís en 3D del cos 
humà. Per el renderitzat d’una imatge mèdica en entorn Unity es segueix el següent 
procediment: 
1. Es recorren les dades del model volumètric i es calcula el valor acumulat. 
2. Es calcula el gradient en cada punt, es posa en escala de 0 a 1 i 
s’emmagatzemen els resultats. 
3. S’assigna un color a cada valor de propietat mitjançant una funció de 
transferència. 
4. S’utilitza un model d’il·luminació usant el gradient. 
5. Es combinen els colors de cada punt del raig de visió i s’obté el resultat final. 
4.2.3. Funció de transferència 
Per visualitzar correctament la imatge volumètrica, es necessari atribuir-li un valor de color a 
cada punt o vòxel. Per fer-ho s’utilitza l’escala RGBA, que té l’avantatge que ha part de color 
també pot donar transparència als punts. La funció de transferència té rangs diferents de 
color en funció del valor de propietat que es calcula del vòxel. Segons si aquest valor és 
més baix o més alt, pinta el vòxel d’un color o altre. En el cas d’imatges mèdiques, és útil 
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pintar els vòxels amb un valor de propietat més alt de color blanc, ja que representen els 
ossos, mentre que els músculs, la pell, etc. que tenen valors més baixos es poden pintar del 
color de la carn. 
4.2.4. EvilDICOM 
Per a tractar les imatges mèdiques i poder-les 
visualitzar, s’haurà d’utilitzar algun tipus de llibreria 
en C# que permeti llegir els fitxers DICOM i 
obtenir-ne les característiques necessàries, com 
és el cas d’EvilDICOM. EvilDICOM és un software 
desenvolupat pel PhD Rex Cardan de la University 
of Alabama Birmingham enfocat sobretot en obtenir informació dels fitxers DICOM. 
EvilDICOM disposa d’una pàgina web on hi ha les operacions bàsiques explicades i tota la 
documentació de API amb alguns exemples. 
 
Per llegir els arxius DICOM la millor manera és utilitzar la funció següent: 
• var dcm = DICOMObject.Read (string path) 
Llegeix el fitxer DICOM indicat en el path i l’emmagatzema a la variable dcm o el nom 
que es vulgui posar.  
 
Per buscar i emmagatzemar els valors de les diferents informacions que conté el fitxer 
guardat a dcm es poden utilitzar dos mètodes, cridar la informació necessària usant el seu 
codi o tag o cridar-la amb el seu nom. Per exemple, podem crida la informació de pixel 
reprensetation de les següents dues maneres: 
• dcm.FindFirst(TagHelper.PixelReprensetation).DData 
• dcm.FindFirst(“00280103”).DData 
 
El .DData és col·loca per tal de poder accedir a les dades. En el cas de voler accedir a 
components emmagatzemades en un double[ ], la manera més eficient és acabar-les amb 
.Data_ enlloc de .DData. 
  
Il·lustració 12: logotip d’EvilDICOM 
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4.3. Unity 
Unity és un motor de videojocs multiplataforma creat per Unity Technologies, disponible com 
a plataforma de desenvolupament per Microsoft Windows, OX X i Linux i usat per la creació 
de jocs i simulacions en 3D i en 2D per ordinadors, consoles i dispositius mòbils, fins un 
total de 27 plataformes diferents. L’avantatge que dona Unity respecte altres mètodes o 
plataformes és que està enfocat a desenvolupadors independents, que no tenen eines 
suficients per crear el seu propi motor de joc ni capacitat per adquirir llicències per crear el 
seu joc i simulació. A part, la interfície està pensada per “democratitzar la creació de jocs” i 
fer possible que persones sense gaires coneixements d’informàtica puguin crear la seva 
aplicació sense masses dificultats. 
 
Il·lustració 13: logotip de Unity 
 
Unity disposa de tres tipus de llicència:  
• Personal: per principiants, per principiants, estudiants i aficionats, que és gratuït;  
• Plus: per creadors més dedicats, per 35$ al mes;    
• Pro: per a professionals, per 125$ al mes;    
 
La pàgina web de Unity disposa de nombrosos tutorials per iniciar-te en la creació de jocs, 
com també d’una botiga (Asset Store) per adquirir o comprar eines que ja han desenvolupat 
altres usuaris, com per exemple models 3D, textures i escenes.   
 
L’aplicació d’aquest projecte es desenvoluparà usant la versió 5.3.4. de la versió gratuïta de 
Unity i a partir del plug-in “Unity 5 Haptic Plugin for Geomagic OpenHaptics 3.3 
(HLAPI/HDAPI)” que es pot trobar a l’Asset Store. A continuació s’explicarà el funcionament 
bàsic de Unity i les característiques essencials del plug-in. 
4.3.1. Editor 
L’editor és la interfície gràfica que ens permet editar l’aplicació o joc, modificant-ne les 
diferents escenes. Cada projecte es subdivideix en escenes diferents, que són arxius de 
treball que contenen els objectes, entorn de treball i menús de l’aplicació. Resulta pràctic 
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treballar amb diverses escenes quan l’aplicació té diverses parts que treballen de forma 
independent, o literalment, quan tens diverses escenes de treball.  
 
L’editor ens permet col·locar els GameObjects a lloc, associar-los amb scripts, orientar la 
càmera i la il·luminació, entre moltes altres coses. L’editor està format per varies finestres 
que tenen diferents funcions. Aquestes finestres les pots arrossegar i col·locar on es creguin 
convenient per tenir-les més visibles, no són fixes a un lloc. Les finestres més importants 
són: 
• Console (o consola): mostra els errors, advertiments i altres missatges generats 
per Unity. També pots els teus propis missatges amb les funcions Print, Debug.Log, 
Debug.LogWarning o Debug.LogError. Resulta una eina molt pràctica per fer un 
debugging al programa i trobar errors, ja que et diu el tipus d’error de que es tracta i 
en cas que sigui un error d’scriptting et diu la línia i el punt on es té l’error. La finestra 
de la consola té una barra d’eines pròpia que et permet triar com vols que els 
missatges se’t mostrin. Dintre aquesta barra d’eines té les opcions següents  
o Clear: esborra tots els missatges generats pel codi però deixa els errors de 
compilació; 
o Clear On Play: quan està activada borra tots els missatges automàticament 
quan es fa córrer el programa; 
o Collapse: fa que només es mostri la primera instància de l’error que segueix 
passant; 
o Error Pause: pausa l’escena quan un Debug.LogError s’esdevé en l’script; 
La barra d’eines també et dona l’opció de no visualitzar els missatges normals, les 
advertències o els errors de forma independent cada una de les tres opcions. 
• Hierarchy (o jerarquia): conté la llista de tots els GameObjects de l’escena actual. 
Si tenim la finestra de jerarquia oberta mentre fem córrer el programa podem veure 
com els objectes que s’afegeixen o s’esborren de l’escena, apareixen i desapareixen 
de la jerarquia respectivament. Els objectes s’ordenen per ordre de creació però es 
poden reordenar arrossegant-los o posant-los com a objectes pare o fill. El concepte 
de Parenting és molt important per mantenir una jerarquia del programa endreçada. 
Implica que un conjunt d’objectes (fills) els associes a un altre objecte (pare), de 
manera que al modificar les característiques del pare, també modifiques l’estructura 
dels fills. També es poden crear cadenes de pares-fills, anomenades descendents 
respecte l’objecte pare superior. 
• Inspector: mostra la informació del GameObject seleccionat amb tots els seus 
components que té associats i les seves propietats i permet modificar-les. 
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• Project Window (o finestra de projecte): mostra els assets disponibles. Al panell 
de l’esquerra mostra la jerarquia de carpetes, mentre que a la dreta es mostra el 
contingut de la carpeta seleccionada. Tot el material que utilitza l’aplicació (escenes, 
scripts, imatges, materials, etc.) s’ha de guardar a la carpeta d’Assets. Per utilitzar 
algun element d’aquesta carpeta, podem clicar i arrossegar aquest element cap on el 
necessitem. 
• Scene View (o vista de l’escena): mostra la vista de l’escena que estàs construint. 
A través de la navegació pots editar i afegir objectes i mirar l’escena des de diverses 
perspectives i ampliant-la per comprovar que tot està correcte. 
• Game View (o vista del joc): representa la vista final que es tindrà quan es 
construeixi el joc, seguint el renderitzat de la càmera/càmeres. Al prémer el play 
passa a aquesta pantalla, fent que el joc comenci i funcioni. 
 
A part, també hi ha una Toolbar o barra d’eines, amb l’opció de Play, Pause i Step per fer 
córrer, parar i saltar al següent frame respectivament, i amb interruptors per poder moure’s 
a la scene view, entre d’altres funcionalitats.   
Il·lustració 14: Editor de Unity amb les seves parts, a l’esquerra a dalt Hierarchy, al mig Scene i Game View junts, a la dreta 
Inspector, a baix Console i Project Window junts. 
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4.3.2. Eines necessàries i d’utilitat 
Le eines de Unity que resulten de més utilitat són: 
• Càmera: és el que permet a l’usuari visualitzar l’entorn virtual. 
• Il·luminació: és l’orientació de la llum de l’escenari de realitat virtual. 
• GameObject: son els objectes que fan possible el joc i representen personatges, 
objectes i escenaris. 
• Rigidbody: controla la posició d’un objecte a través de la simulació de la física, com 
serien la gravetat i les col·lisions amb altres objectes. 
• Canvas: és una GameObject que conté elements UI. Un element UI (User Interface) 
és el que permet a l’usuari comunicar-se amb la màquina. Tots els elements UI han 
de ser fills d’un canvas. El canvas pot contenir, entre d’altes els següents 
components: 
o Text: mostra un text no interactiu en pantalla. Útil per mostrar instruccions o 
informació en pantalla. 
o Image: mostra una imatge no interactiva en pantalla. Es pot fer servir com a 
decoració, com icona o pel que es necessiti. Mitjançant scripts es pot fer 
canviar aquesta imatge (color, mida, posició, etc.) per donar feedback de que 
un canvi ha ocorregut. Requereix d’un sprite com a textura. 
o Raw Image: mostra una imatge no interactiva en pantalla. Té les mateixes 
funcionalitats que l’image però sense tantes opcions per animar la imatge. 
Pot mostrar altres tipus de textures apart dels sprites. 
o Button: és una component interactiva que respon quan l’usuari hi clica a 
sobre, fent l’acció que té assignada. Es pot fer que canviï quan el botó estigui 
clicat, o quan el ratolí hi passi per sobre, entre altres. Se li ha d’indicar 
mitjançant un script que és el que ha de fer quan se la cliqui (On Click). 
o Dropdown: és una component interactiva que permet triar una opció d’un 
llistat d’opcions. Quan es clica a sobre mostra un desplegable amb el seguit 
d’opcions i quan es clica sobre una de les opcions, tanca el desplegable, 
deixant la opció triada com a seleccionada i fent els canvis respectius indicats 
a On Click. 
o Etc. 
Hi ha diverses maneres de visualitzar els canvas en pantalla: 
o Screen Space – Overlay: el canvas es mostra al davant de l’escena, adaptant 
la seva mida a la pantalla; 
o Screen Space – Camera: semblant a l’anterior, però a una distància donada 
respecte la càmera. La configuració de la càmera afecta a la visualització del 
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canvas, per exemple si la càmera té perspectiva, el canvas es veurà també 
en perspectiva. També adapta la seva mida a la mida de la pantalla; 
o World Space: el canvas està col·locat en un lloc específic de l’escena com la 
resta de GameObjects; 
Apart, les diferents components i GameObjects de l’escena tenen una sèrie de propietats 
que les defineixen i que es poden modificar mitjançant l’inspector. A continuació algunes de 
les propietats més importants dels components: 
• Tag: és referència que se li pot assignar els GameObjects perquè faci una 
funcionalitat concreta;  
• Layer: estableix la capa on està l’objecte; 
• Transform: permet col·locar, orientar i escalar el component de la manera que es 
cregui oportuna; 
• Mesh Filter: obté un mallat dels assets i l’associa amb l’objecte en qüestió; 
• Mesh Renderer: obté la geometria del Mesh Filter i la renderitza en la posició 
establerta a Transform; 
• Material: assigna a l’objecte unes propietats d’un material, com textura, color i 
reflexió de la llum; 
• Collider: serveix per les col·lisions físiques, quan l’objecte interactua amb un altre 
objecte regit per les lleis físiques de l’entorn; 
• Scripts: es poden assignar als objectes perquè facin funcions concretes. 
• Etc. 
Molt sovint és necessari crear objectes buits anomenats “dummy” que només inclouen 
scripts. Això es fa per poder associar els scripts a la funció On Click dels buttons o dropbox 
o perquè el programa faci altres funcionalitats que necessitin scripts. 
 
4.3.3. Scripts 
Per fer que els GameObjects es comportin segons el previst, no n’hi ja prou amb col·locar-
los en l’editor, hem d’establir mitjançant scripts aquest comportament en funció dels 
esdeveniments possibles de l’escena. Unity permet programar scripts en dos llenguatges 
diferents, JavaScript i C#. Per fer aquest treball s’ha usat C#, com a continuïtat als treballs 
de final de grau anteriors aquest que també havien utilitzat C# i perquè resulta un llenguatge 
molt clar i bastant senzill un cop t’hi acostumes. 
 
MonoBehavior és la classe bàsica d’on deriven tots els scripts de Unity. Tots els scripts 
vinculats a objectes han de derivar d’aquesta classe ja que serà el que contindrà els 
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esdeveniments i les funcions sobre el comportament del objecte enfront possibles 
successos. Algunes de les funcions de més utilitat presents a la classe MonoBehavior són 
les següents: 
• Awake(): es crida una sola vegada quan la instància a l’script es carrega, encara 
que l’script estigui desactivat. Útil per inicialitzar variables. 
• Start(): es crida una sola vegada en el frame en que l’script s’habilita. També útil per 
inicialitzar variables 
• Update(): es crida a cada frame si el MonoBehavior està habilitat. S’utilitza per 
implementar tot tipus de comportaments als GameObjects i a tots els components de 
l’escena. 
• LateUpdate(): es crida a cada frame si el MonoBehavior està habilitat. Es crida 
sempre posteriorment a la crida de l’Update(). Es útil per ordenar l’script per ordre 
d’execució. 
• FixedUpdate(): es  crida en una freqüència de frame. S’usa per afegir 
característiques o accions als Rigidbodys. 
 
Quan es crea un script nou, 
d’entrada presenta la següent 
estructura mostrada a l’imatge, 
amb un Start() i un Update(), ja que 
són les dues funcions més 
bàsiques i senzilles per tal de 
programar el comportament d’un 
GameObject, càmera o escena. 
Usant el using es poden utilitzar 
funcions de diverses llibreries o 
d’altres scripts. 
 
Sovint resulta pràctic a l’hora de inicialitzar variables posa’ls-hi la categoria “public” al 
davant, ja que en cas de ser una variable pública podrem seleccionar la component que 
representa la variable des de l’inspector de l’editor. És útil escriure funcions amb l’atribut 
public sobretot en el cas de dissenyar buttons o dropdowns per així poder seleccionar la 
funció que s’executarà On Click. 
 
Il·lustració 15: nou script 
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Per aconseguir programar i obtenir els resultats desitjats, es necessiten mètodes que ja 
estan definides per Unity o per C#. Les ordres o comandes més usades per a programació 
de l’aplicació són les següents: 
 
• Application.dataPath 
Diu el camí o path de la carpeta d’assets del projecte (on està guardada la carpeta 
d’assets). 
• Directory.GetFiles(string path, string extension) 
Obté els fitxers de l’extensió especificada a extension que hi ha a dintre el directori 
que s’indica a path. 
• EditorUtility.OpenFilePanel (string title, string directory, string extension) 
Obre una finestra nova que té com a nom title, en el directory que li has indicat i et 
mostra només els fitxers de l’extensió especificada a extension. 
• GameObject.Find (string name) 
Busca el GameObject amb el nom indicat a name i el retorna. Només funciona per 
objectes actius, si no troba en GameObject retorna null. 
• GameObject.SetActive (bool value) 
Activa (si el booleà és true) o desactiva (si false) el GameObject. 
• GameObject.activeSelf 
Indica si el GameObject està actiu (true) o no (false) segons s’ha establert en la 
funció GameObject.SetActive (bool value). 
• Input.GetKey (string name) 
Indica si la tecla de nom name està sent premuda (true) o no (false). 
• Input.GetKeyDown (string name) 
Indica si la tecla de nom name ha estat premuda  (true) o no (false). La diferència 
amb la funció anterior és que només retorna true en el moment que la tecla és 
premuda i encara que es mantingui premuda el seu valor els següents frames serà 
false. 
• Path.GetFilesName (string path)  
Diu el nom del fitxer a partir del seu camí o path complet. Si no hi ha fitxer al final del 
camí, retorna null. 
• SceneManager.LoadScene (string sceneName) 
Carrega l’escena de nom sceneName que s’ha de tenir inclosa al SceneBuilding. 
• transform.position 
Retorna el punt per on passa el punter. 
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4.4. Plug-in 
Per fer aquest treball s’ha utilitzat el plug-in anomenat “Unity 5 Haptic Plugin for Geomagic 
OpenHaptics 3.3 (HLAPI/HDAPI)” disponible a l’Asset Store de Unity de forma gratuïta. 
Aquest plug-in permet poder connectar i comunicar el dispositiu hàptic Phantom Omni amb 
el software de Unity. Aquest plug-in ha estat desenvolupat per School of Simulation and 
Visualization (antigament anomenada Digital Design Studio, DSS), que és un centre de 
recerca i de postgrau de la Glasgow School of Art (The Hub, Pacific Quay, G51 
1EA.Glasgow, United Kingdom) l’Abril de 2015 inspirat per la tesis doctoral de Mhattieu 
Poyade a la Universitat de Màlaga titulada “Motor Skill Training using Virtual Reality and 
Haptic Interaction: a case study in industrial maintenance” presentada el 4 de juliol del 2013. 
L’equip que va desenvolupar aquest posterior plug-in estava format per el propi Dr. Matthieu 
Poyade i per Micheal Kargas i Victor Portela. L’aplicació del plug-in es basa en la interacció 
amb els GameObjects mitjançant un punter que és mou amb els moviment del hàptic dintre 
un espai de treball o workspace. 
 
4.4.1. Renderització hàptica 
La implementació del plug-in permet la renderització hàptica. Pel correcte funcionament del 
dispositiu, l’estructura del codi en C# ha de seguir un ordre. En el cas que es modifiqui una 
part, s’ha de seguir l’ordre. 
 
Dintre la funció Start() l’ordre és el següent: 
1. Arrancar el dispositiu. 
2. Configurar les dimensions de l’espai de treball i les cares que es poden tocar dels 
objectes interactius (això últim és opcional perquè ja ve predefinit que només es 
puguin tocar les cares frontals). 
3. Actualitzar l’espai de treball (establir l’orientació de l’espai de treball en funció de la 
càmera). 
4.  Ajustar el mode de interacció. 
5. Establir les geometries que interaccionen amb el hàptic (malles i matrius de 
transformació). 
6. Definir efectes ambientals i mecànics (que poden ser parats i engegats en qualsevol 
punt del codi). 
7. Executar la comprovació dels esdeveniments del hàptic. 
Dins de Update() l’ordre és: 
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1. Configurar i actualitzar l’espai de treball (només en el cas que l’espai de treball canviï 
dinàmicament). 
2. Renderitzar el frame del dispositiu hàptic. 
3. Obtenir valors de posició de l’aparell. 
4. Obtenir informació sobre contacte o altres esdeveniments. (si és necessari) 
5. Actualitzar la matriu de transformació dels objectes manipulats. (si és necessari) 
Dins de Disable(): 
• Netejar el frame del dispositiu hàptic. 
 
4.4.2. Modes de interacció 
El plug-in permet quatre tipus de modes diferents, atenent a la seva funcionalitat. Aquests 
modes son: 
• Mode 0: Simple Contact, permet el contacte amb objectes virtuals; 
• Mode 1: Object Manipulation, permet el contacte i la manipulació d’objectes virtuals; 
• Mode 2: Custom Force Effect, permet la simulació de forces tangencials i vibracions; 
• Mode 3: Puncture, permet la simulació d’injeccions; 
 
4.4.3. Propietats dels objectes 
El plug-in estableix la etiqueta Touchable, que es el que permet que els objectes siguin 
tocats. Quan a un objecte se li assigna aquesta etiqueta, es recomanable afegir-li a l’objecte 
mitjançant l’inspector l’script de HapticPropieties, per a definir les diferents propietats de les 
quals consta el tacte amb el dispositiu hàptic. Aquestes propietats son el que permet notar 
diferents sensacions de tacte amb el dispositiu, com per exemple rugositat i elasticitat del 
objecte, mitjançant l’assignació d’un valor entre 0 i 1. Les propietats son les següents: 
 
En primer lloc tenim les propietats bàsiques: 
• Stifness: controla la rigidesa de la superfície, és a dir, com de dura és una 
superfície, amb un valor de 0 (gens rígid) a 1 (màxim de rígid); 
• Damping: redueix l’elasticitat de la superfície, amb un valor de 0 (gens elàstic, cap 
sensació d’amortiment al tocar) a 1 (màxim nivell d’elàstic, sensació d’amortiment al 
tocar); 
• Static Friction: controla la dificultat de moure’s per una superfície partint d’una 
posició estàtica, amb un valor de 0 (sense fricció) a 1 (màxim de fricció); 
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• Dynamic Friction: controla la dificultat de moure’s per una superfície quan ja s’està 
en moviment, amb un valor de 0 (sense fricció) a 1 (màxim de fricció); 
• Pop Through: controla la quantitat de força que s’ha de fer per travessar una 
superfície de la geometria, amb un valor de 0 (desactiva el pop through i fa que la 
superfície no es pugui travessar) a 1 (màxim de força); 
 
En segon lloc tenim propietats avançades per a manipulació d’objectes (mode 1): 
• Mass: controla el pes de l’objecte, amb un valor de 0 (massa nul·la) a 1 (màxim de 
massa possible); 
• Fixed Object: estableix si l’objecte és fix en la seva posició o no, mitjançant un 
booleà, 0 és fix i 1 és manipulable;  
 
En tercer lloc tenim propietats avançades per a la simulació de forces (mode 2): 
• Tangencial Stiffness: controla la rigidesa o com de dura és una superfície simulant 
que aquesta superfície es tocada per un disc rotatiu, amb un valor de 0 (gens rígid) a 
1 (màxim de rígid); 
• Tangencial Damping: controla l’elasticitat d’una superfície, amb un valor de 0 (gens 
elàstic) a 1 (màxim d’elàstic); 
 
I en quart lloc tenim propietats avançades per a la punció (mode 3): 
• Punctured Static Friction: controla la dificultat de moure’s a través d’una punció 
partint d’una posició estàtica, amb un valor de 0 (gens de fricció) a 1 (màxim de 
fricció);  
• Punctured Dynamic Friction: controla la dificultat de moure’s a través d’una punció 
quan ja s’està en moviment, amb un valor de 0 (gens de fricció) a 1 (màxim de 
fricció); 
 
Si a la superfície Touchable no se li afegeix aquest script, tindrà el valor predefinit 
d’aquestes propietats, que serien totes 0 excepte l’stifness i el fixed object que serien 1. 
 
4.4.4. Efectes de l’entorn 
També es poden definir efectes de força que estaran aplicats al punter del dispositiu hàptic 
en tot moment, sense necessitat de tocar cap superfície. Aquests efectes son els següents: 
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Efectes de força ambientals bàsics: 
• Efecte de força constant: defineix una força constant aplicada a l’stylus, amb una 
magnitud especificada amb un float de 0 a 1 i una direcció amb un vector3 (per 
exemple, per fingir la gravetat hauríem de posar com a direcció el vector3 (0 -1 0)); 
• Efecte de força de fricció: defineix la fricció aplicada al dispositiu hàptic en l’espai 
lliure, especificat amb un guany (float de 0 a 1) i una magnitud (float de 0 a 1);  
• Efecte de força d’una molla: defineix la força de molla en un punt específic de 
l’espai 3D, especificat amb un guany (float de 0 a 1), una magnitud (float de 0 a 1) i 
una posició de l’espai 3D expressada en mm (vector3); 
• Efecte de viscositat: defineix una força viscosa al moure’s per l’espai lliure, 
simulant que et mous per un fluid com per exemple la mel, especificat amb un guany 
(float de 0 a 1) i una magnitud (float de 0 a 1); 
 
Efectes de força mecànica: 
• Efecte de vibració del motor: defineix una vibració generada per un motor d’una 
eina portable elèctrica (aplicat a als eixos locals x i y del dispositiu hàptic), 
especificat amb una magnitud (float de 0 a 1) i una freqüència (float), cal tenir en 
compte que una freqüència massa alta pot danyar els mecanismes del dispositiu 
hàptic; 
• Efecte de vibració al contacte: defineix una vibració generada per un motor d’una 
eina portable elèctrica al tocar una geometria (aplicat a l’eix normal de la geometria 
en el punt de contacte), especificat amb una magnitud (float de 0 a 1) i una 
freqüència (float), cal tenir en compte que una freqüència massa alta pot danyar els 
mecanismes del dispositiu hàptic; 
• Efecte de força tangencial: defineix una força tangencial generada per la rotació 
d’un disc sobre la superfície d’un objecte, especificat amb una magnitud (float de 0 a 
1), les propietats de tangencial stifness i tangecial damping i una direcció (vecto3) 
per indicar la inclinació de l’eina ((0 1 0) representa l’angle recte i qualsevol altre 
valor representa un angle pla); 
 
Per definir els efectes d’entorn i després cridar-los quan sigui oportú s’utilitza la següent 
funció: 
• bool SetEffect (IntPtr type, int effect_index, float gain, float magnitude, float 
duration, float frequency, IntPtr position, IntPtr direction) 
D’aquesta funció el type estableix quin dels efectes citats anteriorment tracta, 
l’effect_index es un valor identitari que li atorgues per després cridar o parar l’efecte, 
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duration és la duració de l’efecte en milisegons (si és 0 no es parar fins cridar a 
StopEffect) i la resta són els diferents arguments que requereix cada efecte. 
 
Per cridar els efectes definits s’utilitza el effect_index en la funció següent: 
• bool StartEffect (int effect_index) 
 
Per parar l’efecte s’utilitza també el effect_index en la funció següent: 
• bool StopEffect(int effect_index) 
 
4.4.5. Scripts i funcions del plug-in 
El plug-in disposa d’un conjunt scripts que fan possible l’ús del dispositiu hàptic amb Unity. 
A continuació un breu resum dels scripts més importants utilitzats: 
• GenericFunctionClass: l’script més bàsic del plug-in. És l’encarregat de convertir 
les funcions especifiques del dispositiu hàptic al entorn de Unity i a codi C#.  
• PluginImport: importa les funcions necessàries per l’ús del hàptic de la llibreria 
"ASimpleHapticPlugin". 
• HapticClassScript: obté les característiques del plug-in, el mode d’interacció, el 
workspace, el cursor, etc. 
• Converter: per fer conversions necessàries i útils d’una classe a una altre, per 
exemple per passar de IntPtr a Double3. 
• HapticPropierties: aquest script serveix per els GameObjects que portin el tag de 
Touchable i serveix per canviar les propietats dels objectes a l’hora de ser tocats. 
• ConstantForceEffect, FrictionEffect, SpringEffect, ViscosityEffect, 
TangentialForce, VibrationContact, VibrationMotor: són els scripts per modificar 
els efectes d’entorn. 
 
També cal mencionar els scripts que venien amb les escenes d’exemple del plug-in. 
Aquests scripts estaven pensats cada un per una escena diferent dels exemples, però 
també són utilitzats a l’aplicació: 
• SimpleShapeContact: serveix per poder tocar els objectes i notar les diferents 
característiques de contacte assignades a cada GameObject. 
• SimpleShapeManipulation: com SimpleShapeContact però amb l’afegit que permet 
agafar els objectes i poder-los moure. 
• SimpleShapeManipulationandPhysics: com l’anterior però aplicant la simulació de 
lleis físiques de la llibreria d’efectes físics de Unity. 
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• CustomForceEffect: serveix per simular algun els efectes d’entorn prèviament 
mencionats. 
 
Per a programar l’aplicació i que el dispositiu hàptic interaccioni amb els objectes que hi ha 
en pantalla, s’han d’utilitzar diverses comandes presents en els scripts del plug-in, que 
permeten modelar el comportament del dispositiu hàptic en funció del que volem que faci.  
 
Les funcions d’esdeveniments bàsiques del plug-in són les següents: 
• bool GetContact () 
Indica si s’està tocant algun objecte amb l’etiqueta Touchable (true) o no (false). 
• bool GetButton1State () 
Indica si l’interruptor 1 està sent premut (true) o no (false). 
• bool GetButton2State () 
Indica si l’interruptor 2 està sent premut (true) o no (false). 
• bool GetButtonState (int device, int button) 
Indica si l’interruptor indicat a button del dispositiu indicat device està sent premut 
(true) o no (false). 
• IntPtr GetTouchedObjectName()  
Retorna el nom de l’objecte que s’està tocant. El nom s’ha de passar de IntPtr (que 
s’utilitza per punters) a string mitjançant la funció de l’script Converter:  
ConverterClass.ConvertIntPtrToByteToString 
• void SetMode (int mode): Estableix el mode d’interacció (0, 1, 2 o 3). 
• bool GetMode(): Retorna el mode d’interacció que s’està utilitzant. 
 
Aquestes funcions es troben a l’script PluginImport, com també s’hi troben SetEffect, 
StartEffect i StopEffect, explicades a l’apartat de forces d’entorn. Les funcions de convertir 
d’una classe a altre estan a Converter, tal i com ja s’ha explicat. 
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5. Aplicació 
A continuació s’explicarà l’aplicació desenvolupada. Primer s’explicarà breument els modes 
de l’aplicació i els seus scripts bàsics que ja hi havia a l’inici del projecte i després es 
passarà al detall sobre les accions realitzades per millorar l’aplicació. 
5.1.  La interfície 
L’aplicació parteix de dues escenes, la primera per la manipulació de la imatge mèdica 
mitjançant el dispositiu hàptic i una segona per a la manipulació amb teclat i ratolí pel cas 
que no es disposi de dispositiu hàptic. Aquest treball es centrarà en la primera escena, ja 
que és la que implica el dispositiu hàptic i resultava més interessant de millorar. A 
continuació s’explicaran els detalls de l’estat de l’escena que utilitzava el hàptic. 
5.1.1. Modes de l’aplicació 
L’aplicació des de l’inici consta de 7 funcionalitats o modes diferents, que són els següents: 
1. Move: permet moure el volum i canviar-lo d’orientació. L’usuari mou el dispositiu 
hàptic fins a col·locar el punter tocant al cub que conté la imatge mèdica. Quan 
s’està tocant, les arestes del cub es tornen de color verd. Si mentre es toca el 
cub es prem el botó número 1 del dispositiu hàptic, les arestes del cub canvien a 
taronja, i mitjançant el moviment de l’stylus del hàptic podem moure el cub i 
canviar-ne l’orientació. Quan es deixa de prémer el botó 1, el volum es deixa de 
moure. 
2. Crop: permet fer secció de la imatge. D’una forma semblant al mode move, quan 
es col·loca el punter tocant al cub les arestes es tornen verdes, i quan es prem el 
botó 1 mentre s’està tocant les arestes passen a ser taronges i ens permet fer 
seccions, en la direcció normal a la cara del cub que s’està en contacte. Quan es 
deixa de prémer el botó 1, es deixa de desplaçar la secció. 
3. Analisis: pinta de color verd els vòxels amb un valor de propietat semblant al 
vòxel més proper. L’usuari col·loca el punter sobre algun punt de la imatge 3D i 
prem el botó 1 en el punt que li interessa. Si es mou l’stylus es pot observar com 
les àrees pintades de verd canvien en funció del vòxel més proper que es té.  
4. Force: retorna una força normal a la superfície del punt per on ha tocat el volum. 
El mòdul d’aquesta força depèn del seu valor de propietat. Només retorna una 
força per valors de propietat més grans de 0,3, que en el cas de les imatges 
mèdiques que s’utilitzen, és el valor mínim que tenen els ossos. 
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5. Touch: permet tocar el volum i resseguir-lo. Per simular el tacte es disposa d’un 
objecte pla anomenat Vox amb l’etiqueta touchable amb una sèrie de propietats 
hàptiques definides. Al passar el punter per un punt amb valor de propietat més 
gran que 0,3, es crea una malla de clons de Vox que simulen el tacte amb la 
imatge. 
6. Paint: permet pintar sobre l’espai amb “tinta” vermella prement el botó 1 del 
hàptic. La “tinta” de fet són clons d’un GameObject esfèric petit anomenat 
PaintVox que es van col·locant pels llocs per on passa el punter dibuixant una 
línia. Teòricament també hauria d’esborrar les línies fetes, amb el botó 2 del 
hàptic 
7. AVib: vibra de formes diferents en funció del valor de propietat del vòxel més 
proper. 
 
 
Il·lustració 16: aparença de l’aplicació original 
5.1.2. Scripts més importants 
A continuació es detallaran alguns dels scripts més importants de l’aplicació, la seva finalitat 
i elements importants com ara funcions continguts en aquests scripts. Aquests scripts 
complementen els scripts del plug-in prèviament explicats i permeten aplicar el dispositiu 
hàptic a la visualització d’imatges mèdiques de volum. 
Scripts de l’aplicació: 
• CropRangeEditor_Haptic: defineix el cub que envolta la imatge mèdica i quan han 
de canviar de color les arestes que defineixen el cub. És aquí on s’estableix el que 
fan les funcions move i crop. 
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• HapticContactMed: on s’estableix el que fan les funcions force i touch. 
• Menu_Haptic: originalment és on es fa el canvi de un mode a un altre i estipula el 
que fa els modes paint, aVib i analisis. Posteriorment amb les millores realitzades se 
li afegit l’obertura i tancament de les pantalles de selecció i informatives, el canvi de 
mode usant el hàptic, el canvi de colors del nou menú, etc. 
• Scene Setup: inicialitza l’aplicació al principi amb una funció de transferència 
concreta. 
• Volume: crea la classe volume i carrega la imatge. Dintre aquest script hi ha unes 
quantes funcions interessants: 
o SampleVolume(Vector3 p): diu el valor de propietat donat un punt del 
volum. 
o  SampleGradientVolume(Vector3 p): dona teòricament el gradient d’aquell 
punt del volum. El problema que té és que no és el gradient real, sinó és el 
gradient després que se li apliqui un parell d’operacions de normalització i 
per fer l’escala dels seus valors sigui de 0 a 1. 
o SampleGradient_Malo(Vector3 p): dona teòricament el gradient d’aquell 
punt del volum. És una funció que en un principi estava associada al mode 
force. 
o LoadVolume(string filePath): carrega un nou volum, és a dir una nova 
imatge 3D per visualitzar (l’arxiu a carregar a d’estar en format .pvm). 
• VolumeRenderer: renderitza el volume. Conté les funcions: 
o SampleVolume(Vector3 p): donat un valor en coordenades globals, el 
passa a coordenades dintre el volum de vòxel i et retorna el resultat de 
l’operació de SampleVolume() del volume. 
o  SampleGradientVolume(Vector3 p): donat un valor en coordenades 
globals, el passa a coordenades dintre el volum de vòxel i et retorna el 
resultat de l’operació de SampleVolumeGradient() del volume. 
• TFRange: defineix la classe TFRange necessària per poder aplicar una funció de 
transferència.  
• TransferFunction: aplica la funció de transferència. 
o LoadTransferFunction(string filePath): carrega una funció de transferència 
(l’arxiu a carregar a d’estar en format .plt). 
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5.2. Millores realitzades 
A continuació es detallaran les principals canvis en l’aplicació i els mètodes emprats per a la 
seva implementació: 
5.2.1. Menú selecció mode 
El menú per seleccionar el mode s’ha canviat per fer que fos interactiu amb el dispositiu 
hàptic. En un origen, el menú que hi havia només indicava quin mode s’estava utilitzant en 
el moment i per canviar d’un mode a un altre s’havia de prémer les tecles del 1 al 7 (que 
estaven ordenades seguint el mateix ordre explicat en l’apartat 5.1.1.). El nou menú, 
disposarà de 10 botons (que ara seran interactius): 7 pels modes disponibles més 3 botons 
extres: un per canviar a l’escena no hàptica, un per obrir el canvas explicatiu i un per obrir el 
canvas de canvi de funció de transferència i imatge.  
 
Per fer un interruptor que reaccioni amb el dispositiu hàptic hem de crear un objecte que 
disposi d’un fill que pugui tenir un collider, com per exemple un plane. Aquest plane, ha de 
tenir l’etiqueta Touchable per fer que es pugui tocar. Amb l’etiqueta Touchable ve predefinit 
per defecte que els objectes només es podran tocar per la cara frontal i les seves propietats 
hàptiques per defecte. Per millorar l’efecte del tacte i diferenciar-lo del tacte amb el cub que 
conté la imatge mèdica, s’afegeix l’script de HapticPropieties al inspector del plane i 
canviem els valors de rigidesa i fricció. D’aquesta manera al tocar l’interruptor no sembla tan 
dur com el cub i el punter es pot desplaçar per sobre el plane amb menys esforç que per 
sobre les cares del cub.  
 
Per diferenciar visualment els interruptors els uns dels altres 
s’associa un sprite diferent com a fill de cada plane, aprofitant les 
imatges que ja es disposaven del menú antic. Els sprites utilitzats 
són obtinguts a partir d’imatges sense fons amb els símbols 
corresponents pintats de blanc, com el que es pot veure a la imatge 
del costat.  
 
Es treu el tic del mesh render del plane amb l’objectiu de fer l’aspecte dels interruptors més 
atractiu, de manera que ara el plane és invisible a la vista però segueix existint i podent-se 
tocar. Encara centrant-nos en l’aspecte visual dels interruptors, se li afegeix un sprite rodó i 
blanc com fill a cada plane. El botó per canviar a l’escena no hàptica s’ha fet lleugerament 
diferent per diferenciar-lo encara més dels altres, ja que és l’únic interruptor que canvia 
Il·lustració 17: símbol del 
canvas explicatiu  
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d’escena. Enlloc de tenir associat un sprite rodó i blanc, té un sprite quadrat groc, i enlloc de 
sprite amb un símbol iconogràfic, té escrit en lletres “Canviar a no-hàptic”. 
 
Per fer encara més atractiu l’aspecte dels interruptors a l’hora de ser seleccionats, es fa que 
quan s’estigui tocant un interruptor, la imatge que tingui associada canviï a color taronja. Per 
seleccionar una funcionalitat s’ha de prémer el botó 1 del hàptic estant en contacte amb el 
botó de la funcionalitat corresponent. Llavors la seva imatge associada canviarà a color verd 
amb un cercle del mateix color resseguint l’sprite rodó. Per fer això és necessari saber quin 
plane s’està tocant per saber a quin mode s’ha de canviar. S’emmagatzema el nom del pla 
que s’està tocant en un string anomenat nomob, mitjançant la següent ordre: 
• nomob = ConverterClass.ConvertIntPtrToByteToString  
(PluginImport.GetTouchedObjectName ()) 
 
Per fer que els interruptors tornin al seu color correcte al no ser seleccionats es fa la funció 
Colorscorrectes() que canvia els color dels sprites al seu valor per defecte i manté a verd el 
sprite associat de la funcionalitat seleccionada. Per acabar de donar el toc final i donar 
feedback a l’usuari sobre la posició en que el punter està situat en el menú, es fa que els 
diferents interruptors es tornin semitransparents si el punter està per darrera que el pla del 
menú, i que tornin a ser opacs si el punter està per davant d’aquest pla. Aquesta última 
funcionalitat també s’inclou a la funció Colorscorrectes().  
 
 
El canvi de color dels sprites es fa servir la funció: 
• GameObject.Find(nom del GameObject).GetComponent<SpriteRender>().color 
Que troba el GameObject amb el nom introduït, busca dintre la component SpriteRender 
que el seu color i el canvia pel color i transferència corresponent. (Per veure la funció 
Colorscorrectes() mirar a l’annex de programació).  
 
Tant la selecció del mode com la funció de Colorscorrectes() estan a l’script de 
Menu_Haptic. La selecció de mode pròpiament dita, es fa en el LateUpdate d’aquest script, 
s’utilitza un if amb la condició GetContact () (per saber si s’està tocant algun objecte i 
canviar la icona a taronja) i dintre aquest if, un altre if amb la condició GetButtonState (1, 1)  
Il·lustració 18 d’esquerra a dreta, 1) botó seleccionat (mode actual); 2) botó en contacte amb el punter; 
3) botó sense seleccionar ni tocar; 4)botó semitransparent 
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(per saber si el botó 1 del hàptic està sent premut per canviar de mode i canviar la icona a 
verd Colorcorrectes()). 
 
A continuació la pantalla de l’aplicació amb el resultat final dels interruptors definitius. En 
aquest cas, els botons estan semitransparents perquè el punter està situat en una posició 
més endarrere que els plans del botons. 
 
Il·lustració 19: pantalla de l’aplicació amb els botons nous 
 
5.2.2. Pantalla explicativa 
La pantalla explicativa consisteix en un canvas que explica els diferents modes i com 
seleccionar-los, per tal que l’usuari que no hagi usat mai l’aplicació pugui saber de forma 
ràpida que fa cada botó i aprendre com funciona l’aplicació. El canvas explicatiu està dividit 
en dues parts:  
• La primera explica els diferents botons, el seus símbols i noms associats i una breu 
explicació del que fan les 7 funcionalitats diferents;  
• La segona explica el funcionament del hàptic i quins botons o tecles has de prémer 
per fer cada cosa. 
 
Per obrir la pantalla explicativa hi ha dues opcions:  
• prémer la tecla del número 9 del teclat; 
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• amb el botó de pantalla explicativa del menú (símbol en forma de “i”). Per fer-ho s’ha 
de col·locar el punter en contacte amb el botó i prement el botó 1 del hàptic/tecla A.  
 
Un cop la pantalla explicativa està oberta, prement el botó “anterior” i “següent” amb el ratolí 
es pot passar de la primera a la segona part del canvas explicatiu i a la inversa. També es 
pot passar d’una part a l’altra amb les fletxes esquerra i dreta del teclat. Per tancar la 
pantalla explicativa hi ha tres opcions: prémer el número 9 del teclat, prémer amb el ratolí el 
botó “OK” que apareix en pantalla o prémer el botó 2 del hàptic /tecla B.  
 
Per programar l’obertura i el tancament del 
canvas explicatiu s’ha creat la funció 
Tancainfo() dintre l’script Menu_Haptic que fa 
tres funcions: 
• tanca el canvas explicatiu 1 en el cas 
que estigui obert;  
• tanca el canvas explicatiu 2 en el cas 
que estigui obert i l’1 tancat1; 
• fa la funció d’obertura del canvas 1 en 
el cas que cap dels dos estigui obert;  
 
La funció next() també pertanyent a l’script 
Menu_Haptic serveix per passar d’una part a 
l’altre del canvas. Si el primer canvas està 
obert, el tanca i obre el segon; si és el segon 
que està obert, el tanca i obre el primer.  
 
Mitjançant un if dintre el LateUpdate() de l’script Menu_Haptic es programa com passar d’un 
canvas a l’altre amb les fletxes del teclat. Amb la fletxa dreta es passa del 1r al 2n i amb 
l’esquerra a la inversa: 
 
Il·lustració 22: per passar de l’explicació 1 a la 2 i a la inversa 
 
                                               
1 Els canvas explicatius 1 i 2 han estat programats de manera que en cap moment poden estar els 
dos oberts 
Il·lustració 20: funció Tancainfo() 
Il·lustració 21: funció Next() 
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Per fer que aquesta funcionalitat també sigui possible al clicar els botons de “Següent” i 
“Anterior” que contenen els dos canvas, s’ha de fer que la funció next() sigui “publica” i 
atribuir-la en els dos botons en l’apartat On Click que tenen els button. 
 
A continuació podem veure les imatges dels 2 canvas explicatius. El fons del canvas és una 
imatge de color llis semi-transparent, ja que així es segueix tenint la sensació que encara 
s’està dintre l’aplicació. 
 
Il·lustració 23: canvas explicatiu 1 
 
Il·lustració 24: canvas explicatiu 2 
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5.2.3. Pantalla de canvi de funció de transferència i imatge 
Aquesta opció et permet canviar de funció de transparència o de imatge. Està creada a 
partir d’un canvas que conté una imatge rectangular de color semitransparent. Al ser semi-
transparent permet que es pugui seguir visualitzant l’escena de darrera i veure 
immediatament si la funció de transparència o la imatge s’han carregat sense la necessitat 
de tancar el canvas. Per obrir el canvas de canvi hi ha dues opcions: 
• prémer la tecla del número 8 del teclat; 
• amb el botó de pantalla explicativa del menú (símbol en forma dues fletxes girant). 
Per fer-ho s’ha de col·locar el punter en contacte amb el botó i prement el botó 1 del 
hàptic/tecla A.  
 
Per carregar una funció de transparència o una imatge es disposen de dues opcions: 
• Mitjançant el dropdown, és a dir, l’interruptor de l’esquerra, que és un desplegable i 
que llegeix els fitxers de funció de transparència i imatge a les carpetes  
• Mitjançant el botó de la dreta de “canvi manualment”, que al ser clicat obre una 
finestra titulada “Canvi” que permet buscar la funció de transparència o una imatge a 
la carpeta que vulguis del teu ordinador. 
 
Per tancar la pantalla de canvi hi ha tres opcions: prémer el número 8 del teclat, prémer 
amb el ratolí el botó “OK” que apareix en pantalla o prémer el botó 2 del hàptic /tecla B. 
L’obrir i el tancar d’aquest canvas estan programades en la funció Tancaselec() de 
Menu_Haptic. 
 
Per poder col·locar les diferents opcions en el dropdown i configurar el button s’ha creat 
l’script Selec. Aquest script té 3 funcions bàsiques (duplicades una per canviar la imatge i 
l’altre per la funció de transferència). Aquestes funcions són: 
• Llista() 
Agafa tots els path dels fitxers .plt (per canvi de funció de transferència) o .pvm (per 
canvi de imatge) dels directoris indicats i els guarda en una array d’strings 
anomenada mostra. Fa una llista amb només els noms dels fitxers a partir de l’array 
anterior i l’afegeix al dropdown. 
• Clica(int index) 
Es una funció que se li col·loca al dropdown en el seu apartat On Click. Quan l’usuari 
clica una de les opcions en el dropdown, es retorna el número que ocupa en la llista 
que configura el dropdown. Mirant en mostra en la posició obtinguda en podem 
recuperar el path i carrega la funció de transferència o la imatge. 
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• busca() 
Aquesta funció s’utilitza per definir el botó de la dreta. Es fica en l’apartat On Click 
del button. El que fa és obrir una finestra de busca pel directori indicat i mostrar els 
fitxers .plt (per canvi de funció de transferència) o .pvm (per canvi de imatge) que 
conté el directori. Carrega el fitxer seleccionat. Tot i que obre un directori 
predeterminat, l’usuari pot buscar a on vulgui fàcilment. 
 
A la següent imatge es mostra el resultat visual de la pantalla canvi de funció de 
transparència i imatge: 
 
Il·lustració 25: canvi de funció de transferència i imatge 
5.2.4. Després de tancar la pantalla explicativa o de canvi 
La funció Entrardespresdetancarmenu(), és una funció que s’utilitza per després de tancar el 
canvas explicatiu o de canvi de funció de transferència i imatge. El que fa aquesta funció és 
tornar al mode que s’estava utilitzant abans de obrir els canvas. Per fer-ho, utilitza una 
variable anomenada pastState. Aquesta variable representa una còpia de l’estat actual 
(variable currentState) pels 7 modes, però no s’actualitza pels estats de canvas explicatiu i 
de canvi. Per gestionar l’estat tenint en compte d’aplicar el Entrardespresdetancarmenu(), 
es fa aquest ordre en el LateUpdate():  
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1. Entrar en un estat dels 7 modes → 
currentState = pastState (per exemple: 
currentState = pastState = ”Move”) 
2. Entrar en el canvas explicatiu o de canvi 
→ currentState="Instruccions" (explicatiu) 
o currentState="Sp" (canvi), pastState = 
mode anterior (per exemple: pastState = 
”Move”) i canvas corresponent visible 
3. Sortir del canvas explicatiu o de canvi → 
currentState="Instruccions" (explicatiu) o 
currentState="Sp" (canvi), pastState = 
mode anterior (per exemple: pastState = 
”Move”) i canvas corresponent 
desactivats → S’aplica 
Entrardespresdetancarmenu() 
4. Entrar en un l’estat anterior, dintre els 7 
modes → currentState = pastState (seguint l’exemple: currentState = pastState = 
”Move”) 
 
Si es té un canvas obert i no es vol passar al mode anterior al tancar-lo, també es pot 
canviar de canvas amb els botons del teclat numèric o amb els botons touchable, d’aquesta 
manera s’actualitzarà el currentState = pastState com el nou mode seleccionat sense tancar 
el canvas i en aquest cas no passarà per la funció Entrardespresdetancarmenu(). 
5.2.5. Millora del mode Force 
Tal i com s’ha explicat, l’objectiu d’aquest mode és que el hàptic retorni una força normal al 
punt del vòxel més proper. La normal es calcula a partir del gradient dels valors de propietat 
dels vòxels de la següent manera. Aquest mètode presenta diverses desavantatges com ara 
que si un valor de propietat està equivocat, pot afectar molt en el resultat de la normal. La 
idea bàsica de la construcció del gradient és el que il·lustra la següent imatge: 
Il·lustració 26: funció Entrardespresdetancarmenu(), 
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Il·lustració 27: resultats de gradient en imatges en blanc i negre utilitzant el valor de gris per calcular el gradient  
 
El gradient representa la derivada direccional, i es pot calcular aplicant la següent funció: 
∇?⃗? 𝑓(𝑥 ) = lim
ℎ→0
𝑓(𝑥 + ℎ𝑣 ) − 𝑓(𝑥 )
ℎ
 
 
On s’avalua l’equació a nivell infinitesimal comparant el punt 𝑓(𝑥 ) amb un punt molt proper 
𝑓(𝑥 + ℎ𝑣 ) on h és tant petit que és quasi 0. Aquesta equació també és podria calcular 
comparant un punt proper anterior i un de posterior de la següent manera: 
∇?⃗? 𝑓(𝑥 ) = lim
ℎ→0
𝑓(𝑥 + ℎ𝑣 ) − 𝑓(𝑥 − ℎ𝑣 )
2ℎ
 
 
 Aplicada en el nostre cas es podria simplificar en: 
𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡 = (
𝑀𝑥 − 𝑚𝑥
𝐿𝑥
,
𝑀𝑦 − 𝑚𝑦
𝐿𝑦
,
𝑀𝑧 − 𝑚𝑧
𝐿𝑧
) 
 
On Mx, My i Mz representen el valor 𝑓(𝑥 + ℎ𝑣 ) i mx, my i mz són 𝑓(𝑥 − ℎ𝑣 ). Aquests valors 
de fet són el valor de propietat dels vòxel just a la dreta, a dalt i a darrera i els de just a 
l’esquerra, a baix i davant del vòxel del qual volem saber el gradient. El valor Lx, Ly i Lz són 
la mida dels vòxels en x, y i z. Tècnicament s’hauria de fer Lx, Ly i Lz = 2·mida del vòxel en 
x, y i z però com que de fet només interessa la direcció i no el mòdul d’aquest gradient, es 
pot simplificar el 2. El mòdul de la força s’aplica usant el valor de propietat del propi punt 
consultat. 
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L’aplicació original no aconseguia acabar de crear els vectors normals de forma correcta, 
per tant s’han provat diferents mètodes per millorar-ne el resultat. Per mirar el marge d’error 
dels mètodes s’ha utilitzat un model en forma d’esfera, el qual és fàcil saber-ne el vector 
normal teòric, ja que és el vector que va del centre de l’esfera fins el punt tocat. La funció 
Vectorcercle() de l’script VolumeRenderer obté el punt central de l’esfera en coordenades 
globals, de manera que el vector teòric serà la posició tocada (transform.position) menys el 
punt central de l’esfera.  
 
Es fa el producte escalar del vector calculat i el teòric normalitzats i n’obtenim l’angle que 
formen aquests dos vectors. El marge d’error es calcula amb el producte escalar, tenint en 
compte que el resultat teòric del producte escalar hauria de ser 1, l’error relatiu en tant per 
cent és %𝑒𝑟𝑟𝑜𝑟 =
𝑣𝑎𝑙𝑜𝑟 𝑡𝑒ò𝑟𝑖𝑐−𝑣𝑎𝑙𝑜𝑟 𝑜𝑏𝑡𝑖𝑛𝑔𝑢𝑡
𝑣𝑎𝑙𝑜𝑟 𝑡𝑒ò𝑟𝑖𝑐
· 100 =
1−𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑒 𝑒𝑠𝑐𝑎𝑙𝑎𝑟
1
· 100. Exposades en la 
següent taula hi ha els diferents mètodes, els quals han estat provats agafant 10 punts com 
a mostra: 
 
Mètode Producte escalar % Error Angle  
SampleGradient_Malo 0,87168796 12,831204 25,3378372 
SampleGradient (arreglat) 0,67684554 32,3154465 35,8379629 
SampleGradientNew 0,9379697 6,20303 17,8592855 
SampleGradientMean 0,77885486  
(0,971648) 
22,114514 
(2,8352) 
24,8221075 
(9,46947334) 
SampleGradientMeanDoble 0,99095326 0,904674 5,87356543 
Alternatiu 0,90934652 9,065348 21,0920781 
Taula 3: comparació diversos mètodes 
 
A continuació una mica d’explicació de cada mètode: 
• El SampleGradient_Malo és una funció en l’script VolumeRenderer creada per en 
Raimon Gaspar en el seu TFG i era la que originalment estava associada al mode 
force.  
• El SampleGradient arreglat és en realitat utilitzar el càlcul del gradient que ja estava 
calculat originalment a l’script Volume però desfent la transformació per tal que els 
seus valors tornin a estar de -1 a 1. És crida en la funció SampleGradient2 de l’script 
VolumeRenderer, que a la seva vegada crida la funció SampleGradient de l’script 
Volume. 
• El SampleGradientNew és una funció creada per mi dintre l’script Volume que busca 
els valors de propietat dels vòxels de davant, darrere, esquerra, dreta, baix i dalt i 
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aplica la fórmula del gradient. Es pot cridar des de l’script VolumeRenderer en 
SampleGradient3, que fa la conversió de coordenades locals a globals. 
• El SampleGradientMean fa la mitjana entre el gradient obtingut en el vòxel que 
estem mirant i els gradients dels vòxels de davant, darrere, esquerra, dreta, baix i 
dalt amb valor de propietat superior a 0,3. Els gradients primaris per fer la mitjana els 
fa amb la funció SampleGradientNew. Està a l’script Volume i es pot cridar des de 
l’script VolumeRenderer en SampleGradient3, que fa la conversió de coordenades 
locals a globals. 
• El SampleGradientMeanDoble fa la mitjana de la mitjana, és a dir, la mateixa 
operació que SampleGradientMean però partint dels gradients calculats amb 
SampleGradientMean. També a l’script Volume i es pot cridar des de l’script 
VolumeRenderer en SampleGradient3, que fa la conversió de coordenades locals a 
globals. 
 
Alhora de calcular la taula, en el cas de SampleGradientMean, s’ha calculat dos valors de 
producte escalar, error i angle, l’original i un de corregit traient un punt de la mostra que era 
un espuri. Es va optar per treure aquest punt degut a que les mostres de punts eren 
aleatòries, és a dir, la mostra núm. x provada amb el SampleGradientMean no és la mateixa 
que la mostra núm. x del SampleGradientMeanDoble ni la núm. x SampleGradient_Malo, 
etc. Per tant no es pot assegurar 100% que utilitzant un altre mètode en aquest mateix punt 
exacte, no donarà també un error. Com que per lògica, el suavitzat del 
SampleGradientMean, hauria de ser millor que SampleGradientNew (i així ho demostra els 
resultats de SampleGradientMeanDoble) s’ha tret el punt de mostra d’error de 
SampleGradientMean per calcular-ne els valors corregits.  
 
A part és va provar de fer una versió alternativa de mirar els punts en funció del temps. En 
que enlloc de mirar cada 0,2 segons el punt per on passa el punter, es mira cada 0,04 
segons i al arribar a 0,2 segons fa una mitjana del gradient amb els 5 punts per on ha 
passat. El gradient es calcula amb SampleGradientMeanDoble, ja que semblava ser que de 
les maneres anteriors aquesta era la més efectiva. Però com es pot veure en els resultats, 
aquest mètode no resulta ser gaire efectiu.  
 
També es va provar de fer una altra versió de SampleGradientMean i 
SampleGradientMeanDoble, anomenats SampleGradientMean2 i SampleGradientMean-
Doble2, que el que fan és una mitjana intentant seguir la superfície. Per fer-ho, miren si, per 
exemple, el vòxel amb i+1 té un valor de propietat inferior a 0,3, llavors no tenen en compte 
el vòxel de i-1 per fer la mitjana. El mateix per les j i les k. Els resultats d’aquestes dues 
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noves funcions no milloraven respecte la seva primera versió perquè de la manera que 
s’agafaven els punts (agafant-los a intervals de 0,2 segons), normalment s’agafava un punt 
que ja estava encerclat per totes bandes de vòxels amb més de 0,3 de valor de propietat. 
 
Com es pot observar, el que dona millors resultats és el SampleGradientMeanDoble ja que 
suavitza possibles errors que hi puguin haver degut a en valors de propietat incorrectes. 
L’error és inferior a un 1% i no presenta gaires espuris. Tot i que aquest resultat ja és 
suficientment bo, es va provar de fer un últim intent amb una nova funció anomenada 
SampleGradientVolumeMatrix.  
 
El que fa SampleGradientVolumeMatrix és valorar els vòxels amb valor de propietat superior 
a 0,3 dintre els vòxels compresos en el cub de mida 3x3x3 amb el vòxel del qual volem 
saber el gradient del punt situat just al mig. Depenent d’on estant situats dintre el cub, els 
vòxels tenen més o menys pes en la mitjana. En aquest cas, el vòxel central té un pes de 5; 
els que comparteixen una cara amb el vòxel central un pes de 3; els que hi comparteixen 
una aresta, 2; i els que només hi comparteixen un vèrtex, 1. D’aquesta manera s’estableix 
una matriu que fa una mitjana ponderada dels vòxels del costat del consultat. Aquests 
valors sempre es podran canviar si es vol per tal de millorar el resultat encara més, però 
amb els valors que s’han posat ja s’obté un resultat molt bo, amb un error de poc més d’un 
grau tal i com mostra la següent taula: 
 
Mètode Producte escalar % Error Angle  
SampleGradientVolumeMatrix 0,99943162 0,056838 1,623950075 
Taula 4: resultats del SampleGradientVolumeMatrix 
 
Finalment s’opta per SampleGradientVolumeMatrix com a funció per calcular el vector 
normal, ja que és el que dona millors resultats. El vector resultant es pinta utilitzant clons 
d’una copia de l’objecte PaintVox. Es pinta el primer punt del vector a la transform.position 
de color vermell i la resta de punts de color verd espaiats una distància petita seguint el 
vector obtingut pel gradient. Aquesta representació gràfica del vector desapareix 15 segons 
després d’haver aparegut. 
 
Un altre problema que tenia el mode force era que sovint feia que Unity es saturés i es 
tanques automàticament, amb prou feines un minut i mig després d’haver entrat en el mode 
force. Estudiant el motiu pel qual passava, s’arriba a la conclusió que el problema és el 
següent. Originalment, com ja s’ha mencionat, els punts s’agafaven cada 0,2 segons. El 
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punt consultat, si era superior a 0,3 de valor de propietat se li calculava el gradient i es 
donava l’ordre al dispositiu hàptic d’aplicar una força en la direcció i la magnitud 
especificada. El problema és que si era inferior a 0,3, el programa entrava a un else on se li 
especificava al dispositiu hàptic que fes una força en la direcció (0, 0, 0) i magnitud 0. 
Justament era aquest càlcul el que acabava saturant el programa al cap d’una estona. Com 
que si no volem aplicar cap força no hi ha cap necessitat de dir-li al dispositiu hàptic que 
apliqui una força igual a 0, simplement el que es fa és eliminar aquest else. 
 
Il·lustració 28: resultat normal a la imatge del cap humà 
5.2.6. Detalls millorats 
A part d’aquest canvis anteriors més considerables, s’han fet altres canvis petits que no han 
comportat tanta feina però que han millorat en algun aspecte o altre l’aplicació. A 
continuació una breu explicació de les accions fetes: 
• Canviar la força que feia el dispositiu hàptic en els modes move i crop:  
Anteriorment el dispositiu hàptic feia una força en direcció cap a baix en el mode 
move i una perpendicular al pla seleccionat a crop que resultaven desagradables, ja 
que eren molt grans. Aquestes forces s’han fet més petites anant dintre el codi al lloc 
on es definien amb la funció SetEffect i se’ls hi ha canviat el valor de magnitud per 
un de més petit. 
• Substitució del botó 1 del hàptic per la tecla A i del 2 per la tecla B:  
A meitat del projecte els botons 1 i 2 del hàptic van deixar de funcionar. Com que no 
hi havia possibilitat d’arreglar-los i no se sabia si els botons tornarien a funcionar 
més endavant o no, per seguir amb el treball es va assignar que la tecla A seria el 
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botó 1 i la B el 2. Per fer-ho es va tenir que buscar en els scripts els llocs on es 
mirava l’estat d’aquests botons amb les funcions GetButton1State (), 
GetButton2State () i GetButtonState (int device, int button), que en general estaven 
com a condicions per entrar a un if. Es va posar el booleà Input.GetKey(KeyCode.A) 
i Input.GetKey(KeyCode.B) en els if mitjançant un and (si estava posada la condició 
d’entrar a l’if com a true) o or (si estava posada la condició com a false). 
• Millora Paint: anteriorment els dibuixos que es feien en aquesta funció es quedaven 
quiets en l’espai en el cas d’utilitzar a posteriori el mode de move. Això resultava poc 
pràctic en el cas que volguessis fer una anotació a l’aire assenyalant una part 
concreta del volum, ja que posteriorment al moure’l la fletxa amb l’anotació deixaria 
d’assenyalar el que hauria d’estar assenyalant. Ara les línies dibuixades es mouen, 
ja que es va afegir que els objectes PaintVox que defineixen el dibuix es moguessin 
juntament amb la resta quan s’apliqués move. També es va millorar la funció de 
esborrar perquè abans no esborrava del tot bé.  
Es va afegir una nova funcionalitat per marcar parts de la imatge mèdica amb un 
valor de propietat superior a 0,3. D’aquesta manera, prement la tecla C del teclat 
mentre s’està tocant un vòxel amb un valor superior a l’especificat, es pinta de color 
verd sobre aquests vòxels. 
• Millora Analisis: en l’aplicació original creava una nou “rang” de colors per pintar de 
color verd els vòxels amb un valor de propietat semblant. El problema es que en 
creava un de nou cada cop que s’entrava al mode analisis i després deixava aquest 
rang de colors activitat de manera que la imatge seguia veient-se amb taques verdes 
en els altres modes. S’ha arreglat de manera que el rang que fa que pinti de color 
verd es creï a Start() i que sigui invisible per tots els altres modes excepte per 
analisis. També s’han fet invisibles altres rangs de colors que abans apareixen 
automàticament sense previ avís després de sortir de analisis, utilitzant la funció 
canviestatdespresanalisis() de Menu_Haptic.  
• Millora Touch: el mode touch en un 
principi tenia diversos inconvenients. 
Per simular el tacte es creen clons de 
l’objecte Vox, que originalment era un 
objecte de color negre bastant poc 
agradable a la vista. Canviant-li el color 
o fent-lo transparent es pot millorar-ne 
l’aspecte. En aquest cas s’ha optat per 
crear un nou material d’un color 
Il·lustració 29: mode touch original 
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semblant als ossos, d’aquesta manera es 
poden veure els plans però no contrasten tant 
amb l’os i queda més agradable a la vista.  
A part, aquests plans Vox que es creaven en 
el mode touch seguien existint en els altres 
modes (i per tant seguint podent-se tocar quan 
per exemple s’utilitzava el mode crop). Amb 
les noves millores ara els clons de Vox 
desapareixen al canviar de mode. Per fer-ho 
simplement s’ha tingut que posar un if dintre 
l’script MenuContactMed que fes que si no s’està al mode force, els Vox s’esborrin. 
Un altre problema que presentava anteriorment era que els plans Vox s’inclinaven 
segons l’angle de rotació de l’stylus. Idealment, aquests plans s’han d’inclinar 
segons la normal de la superfície, per tant, ara s’inclinaran usant el gradient nou 
calculat a l’apartat de millora de force. Per no fer que estigui canviant la inclinació 
dels plans a cada frame, es fa que el mode touch només creï els plans cada 0.1 
segons.  
• Altres canvis: a part, també s’ha canviat alguns detalls de més de l’aplicació 
original, com el fons (posant-li un fons que li dona més sensació de 
tridimensionalitat) o la mida del punter que es representava a la pantalla (modificant 
l’scale de la seva component Transform). 
 
5.2.7. Lectura de imatges mèdiques 
Utilitzant la llibreria de EvilDICOM es va provar de programar un petit programa per a la 
lectura dels fitxers DICOM que conformen un TAC. Per fer-ho s’ha de buscar dintre els 
fitxers DICOM un seguit d’informacions, que tenen assignades un codi intern o tag per a 
trobar-les més fàcilment. Són les següents: 
• Pixel Data (7FE0,0010): és la cadena de bytes que representa la imatge. 
• Pixel spacing (0028, 0030): és la distància entre els centres dels píxels o vòxels. 
• Image position (0020, 0032): és la posició que ocupa la imatge 2D dintre la 
representació en 3D. 
• Spatial resolution (0018, 1050): és el límit de resolució en mm de l’equipament o 
tècnica d’on s’han obtingut les imatges. 
• Pixel representation (0028, 0103): pot tenir dos valors, 0 o 1. Indica si tots els 
píxels tenen valors positius (0) o si pot haver-n’hi de negatius (1). 
Il·lustració 30: aparença final de touch 
provat en la imatge del cap 
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• Bits allocated (0028, 0100): és el rang de valors pot tenir cada element de la 
cadena. És a dir, quants elements consecutius del pixel data conformen el valor d’un 
sol píxel. 
• Bits stored (0028, 0101): és el número de bits usats dintre el número de bits 
permesos per píxel, per tant el seu valor serà sempre inferior a bits allocated. 
 
Il·lustració 31: representació de bits allocated (BA) i bits stored (BS) 
• Rows (0028, 0010): quantitat de files de la matriu de la imatge. 
• Columns (0028, 0011): quantitat de columnes de la matriu de la imatge. 
 
Per llegir aquests valors es dissenya un programa que donada la carpeta on estan els fitxers 
DICOM, llegeixi tots els fitxers que conformen el TAC i n’obtingui les dades mencionades. 
Utilitzant Directory.GetFiles(string path), es copien en un array d’strings anomenat mostra 
totes les path dels fitxers de la carpeta on es tenen guardades tots els arxius que conformen 
la imatge de volum. Amb la funció DICOMObject.Read(string path) de la llibreria 
d’EvilDICOM, es llegeix el primer element de l’array i se n’extreu la informació necessària 
mencionada anteriorment. En teoria, excepte el cas de pixel data i image position, la resta 
de valors haurien de ser iguals per totes les imatges 2D que formen el volum, és per aquest 
motiu que només falta treure la informació de pixel spacing, spatial resolution, pixel 
representation, bits allocated, bits stored, rows i columns un sol cop d’una imatge. 
 
Un cop es tenen aquests valors, el que es fa és crear una nova classe anomenada Posicio 
que conté tres informacions: 
• Name: el nom del fitxer en string; 
• Vector: la seva image position en un double[ ] de 3 posicions:  
• Maxmin: els valors màxim i mínim del seu pixel data en double[ ] de 2 posicions.  
 
Per calcular aquests valor màxim i mínim de cada imatge, és defineix primer el màxim com 
a 0 i el mínim com a 255. Amb un for es recorre el pixel data de la imatge, de manera que si 
es troba un valor més petit que el mínim, aquest serà el nou mínim i si es troba un valor més 
gran que el màxim aquest serà el nou màxim. 
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Es recorren els elements de mostra amb un foreach. Dintre el foreach es defineix un 
element de la classe Posicio anomenada novapos, s’emmagatzemen les dades 
corresponents del fitxer que s’està mirant a novapos i s’afegeix novapos a una llista de 
Posicions anomenada pos. Finalment només fa falta ordenar la llista pos segons la seva 
image position. La x i la y de image position és exactament el mateix en tots els fitxers, l’únic 
valor que canvia és la z, per tant, l’ordenem seguint el criteri de Vector[2] (la z) de més gran 
a més petit.   
 
La idea era compilar el programa i afegir la llibreria resultant a la carpeta assets de 
l’aplicació. Malauradament, aquest petit programa no s’ha pogut implementar ja que 
apareixien errors a l’hora de passar-lo a Unity. El problema estava en que la versió que de 
C# que requeria EvilDICOM era superior a la que usava la versió de Unity amb que s’havia 
fet l’aplicació. 
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Il·lustració 32: codi EvilDICOM 
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6. Pressupost 
El pressupost del projecte té en compte els diversos recursos emprats al llarg del projecte i 
la dedicació en hores que s’hi han posat. Com recursos en aquest cas cal tenir en compte el 
dispositiu hàptic, el softwares utilitzats, l’ordinador, etc. Es calcula que s’ha dedicat unes 
360 hores aquest projecte: 190 són de programació, 90 redactat del treball, 55 de recerca 
de informació i 25 hores d’altres (quedant amb el tutor, consultant dubtes a gent del CRV, 
formació prèvia amb Unity fent tutorials, etc.). Comptant que com un enginyer industrial a 
l’inici de la seva carrera guanya aproximadament uns 12€/hora i tenint en compte el nombre 
d’hores treballades, i valorant la dedicació conjunta del tutor i els altres professionals del 
CRV en un total de 50 hores a un preu de 35€/hora, el pressupost del projecte queda de la 
següent manera: 
 
    Concepte Preu unitari Quantitat Total 
Salari projectista 12€/h 360 h 4.320 € 
Salari tutor i professors consultats 35€/h 50 h 1.750 € 
Total recursos humans     6.070 € 
Phantom Omni Touch™  2.200 € 1 2.200 € 
Ordinador 750 € 1 750 € 
Total recursos hardware     2.950 € 
Unity 3D Personal 0 € 1 0 € 
Plug-in hàptic 0 € 1 0 € 
MonoDevelop 0 € 1 0 € 
Total recursos software     0 € 
Total suma     9.020 € 
Taula 5: pressupostos 
 
El total del cost del projecte resulten ser 9.020€. Els recursos software utilitzats s’han pogut 
obtenir de forma totalment gratuïta, de manera que no han contribuït a augmentar el cost del 
projecte. Tenint en compte que els dispositius que configuren els recursos de hardware 
poden ser utilitzats més, el cost del projecte és podria bàsicament a recursos humans, que 
justament és la part més cara del projecte.  
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7. Impacte del projecte i dificultats 
7.1.  Dificultats 
Una de les dificultats al començament va ser aprendre com funcionava al programa. Al 
tractar-se de la continuació d’un treball ja existent va tenir un grau extra de complicació 
inesperat al principi, ja que no sols havia d’entendre com funcionava Unity i les funcions 
bàsiques del Plug-in, si no que també havia d’entendre les parts que havia programat en 
Raimon o en Joan abans. En un inici del treball la dedicació va ser sobretot a mirar els 
diferents scripts i trobar que feia que, així com acabar de polir petits detalls del treball d’en 
Raimon, com ara la força que feia el dispositiu hàptic al desplaçar una secció en el mode 
Crop. Un cop es va conèixer millor el programa va ser relativament més fàcil. 
 
També van sorgit problemes amb els interruptors del hàptic. L’interruptor 2 va deixar de 
funcionar de forma inesperada un dia. Més endavant va tornar a funcionar, però un parell de 
setmanes després van començar a fallar tant l’1 com el 2. Per solucionar el problema que 
això causava, es va tenir que dedicar un temps per adaptar les tecles del teclat com si 
fossin els botons 1 i 2, de manera que la tecla “A” seria en botó 1 i la “B” el 2. També van 
aparèixer problemes amb el mode AVib que, aparentment va deixar de funcionar i es va 
tenir que arreglar com es va poder. 
 
La idea original era poder visualitzar les imatges mèdiques directament en format DICOM, 
però com que va resultar haver-hi incompatibilitats entre Unity i la llibreria EvilDICOM al final 
aquesta part del projecte va quedar més aparcada. 
 
7.2.  Impacte del projecte 
L’impacte del projecte a nivell ambiental és resumeix bàsicament en l’energia elèctrica 
gastada per l’ordinador i pel dispositiu hàptic. A nivell científic i educatiu es pot considerar 
que aquesta aplicació pot resultar interessant per metges o estudiants de medicina per a 
poder fer exploració d’imatges mèdiques d’una forma diferent a l’habitual, més interactiva. 
Finalment, a nivell personal meu he pogut aprendre a programar en C#, descobrir l’entorn 
de Unity i aprendre com funciona el format DICOM. 
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7.3. Accions futures 
Al no haver-se pogut utilitzar la llibreria d’EvilDICOM amb Unity no s’ha pogut implementar 
el programa per visualitzar fitxers DICOM directament. De cara el futur, es podria provar 
d’utilitzar alguna altra llibreria que tractes DICOM, provar d’utilitzar alguna de les llibreries en 
C++ de DICOM que s’han desenvolupat al CRV i aplicar-la a Unity o simplement seguir 
investigant en el problema de la incompatibilitat present per veure quines altres mesures es 
poden aplicar per resoldre-la. 
 
El mode touch no s’ha aconseguit millorar gaire per una qüestió de temps i perquè s’ha 
prioritzat millorar altres funcionalitats i detalls. Tal i com estipulava el treball d’en Raimon 
Gaspar, un mallat de volum podria solucionar bastant la sensació de tocar l’objecte. També 
es podria fer el que mencionava el Raimon de provar si l’escala de Housenfield, utilitzada 
per descriure els nivells de radiodensitat dels teixits humans, pot ser aplicada per relacionar-
la amb els valors de propietat i millorar la funció de transferència. 
 
Altres modificacions interessants que es podrien aplicar per millorar l’aplicació, són per 
exemple, relacionar el mode paint i el touch per poder pintar sobre la imatge 3D notant-ne el 
contacte o poder seleccionar vòxels de zones per poder-los-hi posar etiquetes amb 
anotacions escrites (ja que l’inconvenient que té pintar a l’aire en 3D és que es perd la 
sensació de a quin pla s’està i al canviar la perspectiva, el que s’ha escrit ja no té sentit). En 
tot cas, això serien detalls més secundaris i el que convindria millorar són els dos punts 
anteriors de la visualització de DICOMs i el mallat pel touch. 
   
Il·lustració 34: mateix “hola” des d’una altra 
perspectiva 
Il·lustració 33: “hola” escrit usant el mode paint 
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Conclusions 
S’ha aconseguit millorar diversos aspectes de l’aplicació de partida: la força que feia el 
dispositiu hàptic a move i crop, fer un menú interactiu, millora del paint, etc. El vector normal 
exacte a la superfície del volum no s’ha pogut trobar, i de la manera que estan organitzades 
les dades serà molt difícil trobar-lo de forma precisa per aquest mètode, però almenys s’ha 
aconseguit aproximar-se a un resultat prou bo, comparant diversos mètodes de càlcul. El 
mode touch ara és independent de l’angle d’inclinació de l’stylus, però segueix presentant 
problemes.  
 
Pel que fa a la visualització de imatges i funcions de transferència noves, no s’ha aconseguit 
carregar imatges en format DICOM, però si que s’ha aconseguit carregar-ne en format .pvm 
i carregar funcions de transferència en format .plt. D’aquesta manera en principi ja no farà 
falta disposar de Unity per canviar d’imatge 3D o funció de transferència ja que el joc es 
podrà importar fàcilment, l’únic que s’haurà de disposar de imatges i funcions de 
transferència en els formats especificats. 
 
El treball ha resultat molt interessant a nivell personal, s’ha après a programar amb C# i el 
funcionament del motor de jocs Unity. També s’ha après com s’estructura el format DICOM 
que utilitzen les imatges mèdiques i tot i que no s’ha pogut desenvolupar finalment un 
visualitzador d’imatges mèdiques DICOM, almenys s’ha pogut aplanar una mica el camí per 
a possibles continuacions del treball.  
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Annexos 
Taules 
Taula comparativa amb els diferents mètodes i 10 punts: 
        Producte 
escalar 
       Mètodes Malo Arreglat New Mean MeanDoble Alternatiu Matrix 
1 0,9300128 -0,03783945 0,969918 0,9981799 0,9933208 0,9908391 0,9998863 
2 0,8656714 0,9591764 0,9607617 0,9944722 0,9959924 0,9627643 0,9988448 
3 0,8071192 0,9980393 0,973905 0,9999812 0,9999846 0,8996657 0,9998914 
4 0,6926041 0,996809 0,9594869 0,9900973 0,9997077 0,9316815 0,9998893 
5 0,9981166 0,8949704 0,8090529 0,9884192 0,997989 0,9080668 0,9998845 
6 0,9723983 0,8196424 0,9804845 0,9968975 0,9947623 0,8988355 0,9985043 
7 0,8373486 0,9836501 0,9727632 -0,9562834 0,9981636 0,6423715 0,9997203 
8 0,6738114 -0,7477433 0,7953374 0,9969601 0,9431182 0,9990278 0,9999522 
9 0,9402552 0,993144 0,9617428 0,8071591 0,9899101 0,9920767 0,999689 
10 0,999542 0,9086065 0,9962446 0,9726655 0,9965839 0,8681363 0,9980541 
Mitjana 0,87168796 0,67684554 0,9379697 0,77885486 0,99095326 0,90934652 0,99943162 
% Error 12,831204 32,3154465 6,20303 22,114514 0,904674 9,065348 0,056838 
    
0,971648 
   
    
2,8352 
   Angle 
       Mètodes Malo Arreglat New Mean MeanDoble Alternatiu Matrix 
1 21,5631896 92,1685585 14,0891808 3,45741211 6,62585426 7,76137744 0,86401638 
2 30,040541 16,427895 16,1036058 6,02717847 5,13127111 15,6846305 2,75427968 
3 36,1845832 3,58851024 13,117928 0,35133162 0,31797908 25,8858403 0,84441604 
4 46,1633989 4,57843008 16,3648715 8,06999907 1,38535991 21,3015343 0,85254134 
5 3,51703831 26,495372 35,9964999 8,72824497 3,63426401 24,7604501 0,87082884 
6 13,4930329 34,9509874 11,3379961 4,51446066 5,86675134 25,9945814 3,13410847 
7 33,1388116 10,3750138 13,4031341 162,995815 3,47286384 50,0311156 1,35517065 
8 47,6380835 138,395272 37,3128645 4,46866047 19,4180103 2,52668225 0,56021316 
9 19,9055418 6,71307461 15,8996883 36,1807108 8,14604686 7,21735141 1,42898964 
10 1,73415114 24,6865151 4,96708666 13,4272619 4,73725353 29,7572175 3,57493656 
Mitjana 25,3378372 35,8379629 17,8592855 24,8221075 5,87356543 21,0920781 1,62395008 
    
9,46947334 
   Taula 6: comparació mètodes amb els seus 10 punts 
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Imatges 
Resultats visuals del vector normal en una imatge 3D esfèrica: 
 
Il·lustració 37: resultats mètode 
Malo 
Il·lustració 41: resultats mètode 
Matrix 
Il·lustració 40: resultats mètode 
alternatiu 
Il·lustració 35: resultats mètode 
New 
Il·lustració 36: resultats mètode 
Mean 
Il·lustració 39: resultats mètode 
MeanDoble 
Il·lustració 38: resultats mètode 
arreglat 
