In this paper we prove some composition results for strongly summing and dominated operators. As an application we give necessary and sufficient conditions for a multilinear tensor product of multilinear operators to be strongly summing or dominated. Moreover, we show the failure of some possible -linear versions of Grothendieck's composition theorem in the case ≥ 2 and give a new example of a 1-dominated, hence strongly 1-summing bilinear operator which is not weakly compact.
Introduction and notation
Among many notions introduced by A. Grothendieck in his "Résume" [22] one can find that of operator "semi-integrale à droite", now called absolutely summing operator. Later, two other cornerstone papers of A. Pietsch [35] and J. Lindenstrauss and A. Pełczyński [25] established unexpected connections between the Grothendieck's ideas and other topics in functional analysis. We mention also another classical paper of Ed. Dubinsky, A. Pelczyński, H. P. Rosenthal [19] . The concept of absolutely summing operator is a fundamental part of the theory of operator ideals, introduced by A. Pietsch in the linear case as the reader can see in the celebrated monographs A. Pietsch [36] , N. Tomczak-Jagermann [44] , A. Defant and K. Floret [12] , J. Diestel, H. Jarchow and A. Tonge [14] , in chronological order. A special mention deserves also the book of G. Pisier [38] , the recent book of J. Diestel, J. H. Fourie and J. Swart [15] and the expository paper of G. Pisier [39] .
The theory of absolutely summing multilinear operators between Banach spaces has its root in the research program designed by A. Pietsch in [37] .
For multilinear operators there are some natural extensions of the linear concept of absolutely summing operators. Without any claim of completeness we mention: absolutely summing multilinear operators, see [1, 2, 9, 24, 37] ; multiple summing multilinear operators, see [3, 8, 28, 32] ; dominated multilinear operators, see [21, 27, 30, 31, 33] . For the theory of polynomials in Banach spaces and their applications the interested reader can consult [17, 18, 29] and for the connection between holomorphy types and ideals of multilinear mappings we recommend the reader [7] .
One of the motivations which led to this development is finding the concept that best extends the linear summing properties to the multilinear case.
We fix now some basic notations and terminology.
For X a Banach space over the scalar field K = R or C, B X denotes the closed unit ball of X and X * denotes the dual of X . For 1 ≤ < ∞ and For more details and several other interesting results in the linear case, the reader can consult [12, 14, 36, 44] . 
.
In the multilinear case we recall just those definitions which we use in our paper.
for all finite families of vectors
If 1 ≤ < ∞ we call ( )-dominated operators as -dominated and we write ∆ instead of ∆ .
The main feature of the class of dominated operators is that we have a Grothendieck-Pietsch domination theorem, see [21, 27, 31] .
Domination theorem for dominated operators.
Let Ω ⊆ B X * be a * -compact and norming subset of B X * (1 ≤ ≤ ) and
)-dominated if and only if there exist K > 0 and regular Borel probability measures µ on
In [16] , V. Dimant, (see also [10] ), introduces the concept of strongly -summing operators as follows. For X 1 , ..., X Banach spaces, 1 ≤ < ∞ and 1 ∈ X 1 × · · · × X for every 1 ≤ ≤ , we write
for all finite families of vectors 1≤ ≤ ⊂ X (1 ≤ ≤ ). We define π (T ) = inf {C ≥ 0 | C as above}, the strongly -summing norm of T .
For the class of strongly -summing operators we have again a Grothendieck-Pietsch domination theorem, see [16, Proposition 1.2] and for more general situations [6, 31] .
Domination theorem for strongly summing operators. 
These two classes of bounded multilinear operators verify the axioms of a (quasi)-Banach ideal (of -linear operators), notion that was first introduced by A. Pietsch in [37] , see also [20] . Let us recall this definition.
Definition 1.1.
A subclass of the class of all bounded -linear operators between Banach spaces is called an ideal if
where all A and S are bounded linear,
A (quasi-) normed ideal is a pair , where is an ideal and :
(M1') restricted to each component is a (quasi-) norm.
The terms λ-normed (for 0 < λ ≤ 1), normed, quasi-Banach, λ-Banach ideal and Banach ideal are used in the obvious way.
For a comparison between various classes of absolutely summing multilinear operators the reader can consult [30, 33, 40, 42] .
We need the definition of the composition of bounded multilinear operators, see [13, page 233] . Let 1 ≤ 1 < · · · < be natural numbers and
be bounded multilinear operators. The composition
We remark that the situation 1 = 1, 2 = 2, ..., = occurs in the definition of an (Banach) ideal of bounded multilinear operators, see Definition 1.1.
A particular case of this general definition has a special significance. [12] ). If
are bounded multilinear operators, the bounded multilinear operator
will be called the multilinear tensor product of multilinear operators A 1 , ..., A .
In the particular case X
→ Y , by the above considerations we have the multilinear tensor product
In this case it is well known that if A 1 , ..., A are all -summing, then the injective tensor product
is also -summing, see [11, 12, 23] , but the projective tensor product
is not necesarily -summing, [11, 12, 23] .
In contrast to this situation we will prove in this paper, see Corollary 2.2 and Corollary 4.3 for more general results, that A 1 , ..., A are all -summing (all are assumed non-null) if and only if the multilinear tensor product
In view of the axioms (M2) and (M2 ) in Definition 1.1 and the definition of the composition of bounded multilinear operators, the following problem seems to be very natural. The main purpose of this paper is to give the answer to this question in the case of strongly summing and dominated operators, see 
The case of strongly summing operators
The next result shows that in the case of strongly summing operators the answer to the Questions a) and b) is YES.
Theorem 2.1.
Consider the diagram of bounded multilinear operators A
1 : X 1 × · · · × X 1 → Y 1 A : X 1+ −1 × · · · × X → Y T : Y 1 × · · · × Y → Z and 1 ≤ < ∞. (a) If all A 1 ,
..., A are strongly -summing, then T • (A 1
A ) is strongly -summing and
Proof. (a) From the domination theorem, there exist regular Borel probabilities µ
Fubini's theorem gives us that, for each 1
Using (3) and the fact that µ 1 , ..., µ are probabilities, by (2), we obtain
which, by the definition of the strongly -summing operators, proves (a). Let 1 ≤ ≤ and 1 ∈ X 1 × · · · × X . Since T is strongly -summing, we have
. Then, by a simple calculus,
This implies,
Hence we get
The definition of strongly -summing operators and their norm ends the proof.
Corollary 2.2.
Let A 1 : 
Proof. In view of Theorem 2.1 (a) we must prove only the direct implication. So, suppose that A
and by the definition of the multilinear tensor product of multilinear operators and the fact that · α is a tensor norm we get
Further, by definition, it is easy to see that
and thus
Because all A are non-null ( = ) we deduce that A is strongly -summing and for each
The same reasoning can be applied for each 1 ≤ ≤ − 1.
The failure of some possible multilinear variants of Grothendieck's composition theorem
The famous Grothendieck composition theorem asserts that the composition of two 2-summing operators is nuclear, see [ 
In the sequel we show the failure of one of possible -linear version of Grothendieck's composition theorem in the case ≥ 2. We will give two different examples.
Proposition 3.1.
(i) The bilinear operator T :
is not nuclear.
. Then J is 2-summing, P is strongly 2-summing, but the composition P • (J J) is not nuclear.
Proof. (i)
We prove first that sup
Indeed, let = be natural numbers. Let = ( ) ∈N ∈ 1 be such that
Suppose that T is nuclear and let
Let = be natural numbers. For each ∈ 1 we have (ii) Obviously each bounded bilinear functional is strongly -summing (for 1 ≤ < ∞), so P is strongly 2-summing. From the obvious equality P • (J J) = T , by (i) P • (J J) is not nuclear.
(iii) We have I K • T = T which by (i) is not nuclear.
We Proof. (i) Since ≥ 2, the operator P :
Then M has the following factorization
Since, by Grothendieck's theorem, J is 2-summing, from Theorem 2.1(b) we get that M is strongly 2-summing.
and in this case from [43, Theorem 2] M :
(iv) Since ∈ 2 , from (i) M is strongly 2-summing. Further we observe that
2 is not nuclear, since / ∈ 1 .
The case of dominated operators
The next result shows that in the case of dominated operators the answer to the Question a) is YES and even in a more general context. This result is an extension of [40, Proposition 3.3] .
Theorem 4.1.
Consider the diagram of bounded multilinear operators A
Proof. Write 1
by Hölder's inequality we get
From this inequality and the fact that A 1 is
The definition of 
Proposition 4.2.
(a) Let 1 ≤ 1 < · · · < be natural numbers 
.., A = P as in (a), T = M and using (a)(ii), it follows that ∈ , where 1 = 1
. This means that ⊆ , which implies ≤ . Thus
(ii)⇒(i). It follows from the ideal property of the class of ( 1 )-dominated operators, see Definition 1.1, axiom (M2).
In the case of a multilinear tensor product of bounded multilinear operators the answer to the Question b) for dominated operators is YES.
Corollary 4.3.
-dominated, from the domination theorem there exist regular Borel probability measures on Ω = B X * (1 ≤ ≤ ) such that for each
or, by the definition of the multilinear tensor product of multilinear operators and the fact that · α is a tensor norm,
Since all A are non-null ( = ), from (4) we deduce that A is 1+ −1 -dominated and for each
Indeed, the inequality (5), when A As an answer to a question posed in [16] , D. Carando and V. Dimant in [10, Example 3.3] show that the bilinear operator T : 1 × 1 → 1 defined by T ( ) = is strongly 1-summing, but it is not weakly compact; therefore, its linearization T :
1 ⊗ π 1 → 1 cannot be absolutely -summing for any 1 ≤ < ∞. As it was pointed to us by the referee, the first example of a dominated non-weakly compact multilinear operator appeared in [ 
