Abstract We designed simulations for the high-temperature event that occurred on 23 July 2003 in East China using a series of forecast lead times, from short-range to medium-range, and four land surface schemes (LSSs) (i.e., SLAB, NOAH, RUC, and PX) in the Weather Research and Forecasting Model (WRF), Version 3. The sensitivities of short and medium-range simulations to the LSSs systematically varied with the lead times. In general, the model reproduced short-range, high-temperature distributions. The simulated weather was sensitive to the LSSs, and the LSS-induced sensitivity was higher in the medium range than in the short-range. Furthermore, the LSS performances were complex, i.e., the PX errors apparently increased in the medium range (longer than 6 days), RUC produced the maximum errors, and SLAB and NOAH had approximately equivalent errors that slightly increased. Additional sensitivity simulations revealed that the WRF modeling system assigns relatively low initial soil moisture for RUC and that soil moisture initialization plays an important role that is comparable to the LSS choice in the simulations. LSS-induced negative feedback between surface air temperature (SAT) and atmospheric circulation in the lower atmosphere was found in the medium range. These sensitivities were mainly caused by the LSS-induced differences in surface sensible heat flux and by errors associated with the lead times. Using the SAT equation, further diagnostic analyses revealed LSS deficiencies in simulating surface fluxes and physical processes that modify the SAT and indicated the main reasons for these deficiencies. These results have implications for model improvement and application.
Introduction
The world has undergone rapid warming during the last several decades [IPCC, 2013] , and hazardous weather/climate events, such as heat waves, have received considerable attention. Indeed, heat waves have severe impacts on the environment, society, and economy [e.g., Trigo et al., 2005; Zhou and Shepherd, 2010; Zeng et al., 2014] . Based on station records and reanalysis data sets, previous heat wave studies have mainly focused on data homogenization or theoretical analyses to characterize events, for example, homogenization of daily maximum temperatures [Della-Marta and Wanner, 2006; Kuglitsch et al., 2009] , variations in daily temperatures [Klein Tank and K€ onnen, 2003] , and changes in mean monthly maximum temperatures [T€ urkesȩ t al., 2002] , diurnal temperature ranges [Liu et al., 2006] , the number of heat waves, length and intensity [Kuglitsch et al., 2010] , and factors or mechanisms affecting heat waves [Stott et al., 2004; Della-Marta et al., 2007] .
In addition to the above mentioned investigations based on observational or analysis data, relatively few investigations on model performances have been performed for heatwaves or the factors/mechanisms affecting heat waves using dynamically and physically based numerical models. Using a general circulation model (GCM), Meehl and Tebaldi [2004] showed the presence of distinct geographic patterns in future heat wave changes. Sch€ ar et al. [2004] performed two regional climate model (RCM) simulations and demonstrated that the European summer climate might experience pronounced annual variability in response to greenhousegas forcing. In addition, these authors indicated that such an increase in variability might explain the unusual summer of 2003 in Europe and would strongly affect the incidence of heatwaves and droughts in the future. Kharin et al. [2007] evaluated temperature and precipitation extremes and their potential changes using an ensemble of global coupled climate models that are part of the IPCC diagnostic exercise for the Fourth Assessment Report (AR4). While using a GCM, Feudale and Shukla [2011] found that global SST anomalies can explain many major features of the European summer heat wave of 2003. In general, most of these studies emphasized the mechanisms responsible for heatwave events at the climate time scale.
Among the numerical studies of heatwave mechanisms, several investigations have considered the landatmosphere interactions that affect heatwave events. For example, Wolfson et al. [1987] conducted a series of numerical forecasting experiments using a GCM and showed that the sea-surface temperature (SST) anomalies and soil moisture anomalies in medium-range (10 days) simulations had opposite effects on the maintenance of the 1980 summer heat wave. Thus, the lower-than-normal soil moisture across the U.S. resulted in reduced surface evaporation, increased sensible heat flux from the ground to air, higher surface temperatures, lower sea-level pressures, and greater 500 hPa heights over much of the Great Plains. Using a GCM, Ferranti and Pedro [2006] showed that the linear atmospheric response to large initial perturbations in the root zone lasts for up to 2 months and is longer in drier regions. Additionally, the response of large, initially dry soil anomalies greatly exceeds the impacts of ocean boundary forcing. Fischer et al. [2007a] performed sensitivity simulations and demonstrated that soil moisture anomalies substantially affected the strength of the 2003 heat wave and the extent of geopotential height anomalies. Using RCM simulations, Fischer et al. [2007b] indicated that land-atmosphere coupling plays an important role in the evolution of heat waves through local and remote effects. During all simulated events, the soil moisture-temperature interactions increased the heat-wave duration and accounted for 50-80% of the hot summer days. The greatest impact was found for daily maximum temperatures during heat wave episodes. Using observations and mesoscale meteorological sensitivity simulations for the summer of 1994, Vautard et al. [2007] showed that hot summers are preceded by winter rainfall deficits over southern Europe and that subsequent drought and heat spreads northward throughout Europe during the early summer. All of these numerical studies generally presented soil-wetness-related mechanisms for developing and maintaining heat waves.
Although numerical models have been employed for heat wave modeling, few studies have used regional/mesoscale models for weather simulations with various land surface schemes (LSSs), for example, the LSSs in the WRF model. This type of investigation is important for the following reasons: (1) current WRF sensitivities to different physical parameterizations have mostly focused on convective-precipitation cases [e.g., Fan, 2009 ], yet different LSSs might have different impacts on heat wave features (e.g., the intensity and spatial temperature distribution). In fact, the LSS-induced differences imply the extent by which different land surface processes may influence the occurrence and development of heat waves. For example, Zeng et al. [2011] revealed that simulated high-temperature events are sensitive to LSS and found that an LSS-induced negative feedback existed between the surface air temperature (SAT) and the low-level atmospheric circulation during an East China heat wave event. (2) Although GCMs have commonly been used in the climate mode for heat wave investigations, mesoscale temperature forecasting models have been used as an operational weather service, particularly for extremes, such as heat waves [e.g., Cheng and Steenburgh, 2005, among others] . Mesoscale model simulations of heat waves are affected by different physical processes because of scientific problems associated with regional models (e.g., effects of lateral boundaries and the choice of physical schemes). (3) In general, model simulation/ forecast errors increase with integration time or lead time. Different LSSs could behave differently in forecasts/ simulations with short and medium ranges. In these forecasts/simulations, the LSS and lead-time-induced sensitivities would be helpful for both model development and application.
Therefore, this study seeks to comparatively quantify the sensitivities of short and medium-range WRF weather simulations to LSSs for the summer of 2003 heatwave event over East China using a series of forecast lead times. The structure of this paper is organized as follows. In section 2, we describe the model and the experiments. Then, we compare the short-range and medium-range WRF-simulated temperature sensitivities to the LSSs in section 3. A discussion of the mechanisms associated with the sensitivities is provided in section 4. Finally, we summarize the results and conclusions. sophisticated physical schemes, for example, mass-based terrain-following coordinates, Arakawa C-grid staggering, and physical options for radiation, cumulus convection, microphysics, and the planetary boundary layer. The WRF model includes four coupled LSSs, five layer thermal diffusion, Noah, RUC, and Pleim-Xiu. Additional LSS implementations have been conducted using the latest version of the WRF model (see NCAR website).
These LSSs use different formulations for surface energy and moisture balances (Table 1) . Without including explicit vegetation effects, the five layer thermal diffusion scheme (SLAB hereafter) [Dudhia, 1996] employs the thermal diffusion equation and the force-restore method to calculate soil temperatures with fixed soillayer thicknesses of 1, 2, 4, 8, and 16 cm and soil moisture values fixed using a seasonally varying function of land use, i.e., it does not account for dynamic soil moisture in the short and medium-range weather. The Noah scheme (NOAH) [Chen and Dudhia, 2001; Ek et al., 2003] was developed from the Oregon State University LSS and is now a cooperative model of several institutions. NOAH forecasts the temperatures and moisture contents of four soil layers (with thicknesses of 10, 30, 60, and 100 cm) using the force-restore method and includes detailed descriptions of physical vegetation (with monthly vegetation fraction) and hydrological processes (i.e., evapotranspiration, soil drainage, and runoff). In addition, NOAH includes an improved urban treatment method in which surface emissivity properties are considered. In particular, the LSS has an advantage over the other LSSs because of its consistency with time-dependent soil moisture in some commonly used analysis data sets, such as the National Centers for Environmental Prediction (NCEP) Final Analysis (FNL) data set. The Rapid Update Cycle LSS (RUC) [Smirnova et al., 1997; Smirnova et al., 2000] was operationally used in the NCEP operational weather prediction system and accounts for soil, snow cover, and vegetation at the six default levels set at 0, 5, 20, 40, 160, and 300 cm. This LSS employs a layer approach for solving energy and moisture budgets, in which a layer includes half of the lowest atmospheric layer and half of the surface soil layer. The Pleim-Xiu (PX) scheme [Xiu and Pleim, 2001] solves five partial differential equations for two layer (1 and 99 cm thick) soil temperatures, soil moisture, and canopy moisture and features three pathways for moisture fluxes, evapotranspiration, soil evaporation, and evaporation from wet canopies. By dynamically adjusting soil moisture and deep soil temperature, the PX scheme employs two indirect nudging schemes to correct biases in 2 m air temperature and relative humidity. For more details regarding LSSs, please see the above references.
To simulate real-data cases, the initial conditions are preprocessed using the WRF model Preprocessing System (WPS), which defines a physical grid, interpolates static fields (e.g., terrain elevation), and reads the land and atmospheric data to the prescribed domain. Next, the WPS output is passed to the ARW real-data preprocessor, the REAL program, which produces initial and lateral boundary conditions, including vertically and linearly interpolated soil state variables (i.e., soil temperature and moisture) from the incoming levels to the soil layers for the specific LSSs in the ARW model [Skamarock et al., 2008] .
Experimental Design
Using two-way nesting for two domains, the large domain of the model is centered at 28.58 N, 1178 E, and includes 57 3 55 gridpoints with a resolution of 30 km. The small domain (''D N '') has 100 3 82 gridpoints with a resolution of 10 km (Figure 1) . The model features 31 uneven vertical levels, with 50 hPa at the top. In the next sections, we focus on the simulation results of the D N domain.
The summer climate over continental China is largely controlled by the western Pacific subtropical high (WPSH) and boreal cold air masses. In the summer of 2003, the WPSH displayed extreme anomalies and [Dudhia, 1996] Yonsei University scheme [Hong et al., 2006] RRTM longwave [Mlawer et al., 1997] ; MM5 shortwave [Dudhia, 1989] Modified Kain-Fritsch scheme [Kain, 2004] WRF Single moment five class [Hong et al., 2004] NOAH/ NOAHsm Noah scheme [Chen and Dudhia, 2001; Ek et al., 2003] As SLAB As SLAB As SLAB As SLAB RUC/RUCsm Rapid Update Cycle scheme [Smirnova et al., 1997; 2000] As Trier et al., 2008; Fan, 2009; Zeng et al., 2011; Cheng et al., 2013] , these types of simulations have the three following features: (1) both short and medium-range simulations (with lead times less than or equal to 2 and 14 days, respectively) are carried out.
(2) The model performances are analyzed at two time scales using the same criteria, for example, the simulation for SAT at 0600 UTC on 23 July 2003. (3) Because of the systematic characteristics of different simulations with the series of forecast lead times, this research could provide insight into forecasting short and medium-range heat waves. Notably, when we examine the succession of the 24 h WRF simulations for late July 2003 provided by Zeng et al. [2011] , the performance of the Version 2.2 WRF model was generally good for the 10 day SAT means but did not successfully produce the SAT patterns for all individual 24 h simulations. It is understandable that not all of the individual 24 h simulations agree with the observations. Therefore, when comparing integrations obtained for specific dates, the experimental design used in this paper is reasonable for assessing short and medium-range weather simulations.
In general, daily high and low temperatures (i.e., daily maximum and minimum SATs, respectively) and hourly SATs are the main outputs of SAT forecasts by Chinese weather services. Because land surface and atmospheric conditions differ, the timing of the daily maximum SAT may vary regionally. However, the daily high temperature typically occurs at approximately 1400 Beijing Time (i.e., 0600 UTC) under persistent WPSH-controlled weather over East China, where no other weather systems penetrate (i.e., local processes dominate). Additionally, a ''high temperature'' event occurs when the 2 m surface air temperature (SAT) exceeds 358C in China. Therefore, in the following sections, we focus on the SAT results and related quantities at 0600 UTC to analyze the occurrence and development of the simulated high-temperature event.
We use a suite of model physical schemes, including the four LSSs (Table 1) Journal of Advances in Modeling Earth Systems 10.1002/2015MS000440 of heatwaves [e.g., Miralles et al., 2014] in addition to SLAB, NOAH, RUC, and PX simulations, two groups of simulations, NOAHsm and RUCsm simulations, were designed to study the sensitivities of simulations to initial soil moisture when using the NOAH and RUC model configurations, respectively (i.e., totally 14 3 6 simulations were performed). Because the WRF modeling system presents soil moisture contents that are too dry for RUC simulations when using the REAL program (see section 2.1), the initial RUCsm soil moisture field is enhanced (by $20%) and adjusted to the FNL data (or NOAH and PX, both of which have the same values for the top soil layers and are very similar to the FNL field) and the initial soil moisture content prescribed by NOAHsm is 20% higher than that prescribed by NOAH. Simulation differences are only induced by the LSSs and the integration lengths because the same physical parameterization options, except for the LSSs, are used in this study. These differences are particularly noted in the following sections.
The Data Sets
To drive the initial and boundary conditions of the WRF simulations, the NCEP Final (FNL) Analysis data at a 18 3 18 resolution were used with the model initialization addressed in section 2.1. To validate the simulated SAT results, conventional meteorological station data are employed. In addition, this study validates the LSS-simulated evapotranspiration against observationally based fields from Miralles et al. [2013] .
Comparison of Simulation Results

Geographical SAT Distribution
Because the same FNL data were employed for the initial and boundary conditions and because the physical parameterization options are nearly the same, the 0600 UTC SAT (SAT06) simulations over the same integration lengths are consistent compared with the corresponding FNL analysis results. Figures 2a, 2c , 2e, and 2g provide the DAY1 SAT06 distributions for 23 July simulated by the four LSSs. In addition, Figure 2l displays the corresponding analysis. For the 24 h short-range simulations, the four LSSs can typically reproduce the geographic SAT06 distribution, for example, high values in the central areas of the study domain and low values north or south of these areas. These LSSs can also simulate SAT patterns higher than 358C. However, large LSS-induced differences in SAT06 have also been observed. Overall, PX produces the best SAT06 distribution. As shown in Figure 2g , PX (DAY1) generally reproduces a detailed SAT06 distribution, for example, there are three observational centers with high values near 1138E, 1158E, and 1178E that correspond to the ''western,'' ''middle,'' and ''eastern'' centers, respectively ( Figure 2l ). PX successfully simulates the first two centers in terms of position and intensity and represents the SAT06 band of values greater than 358C. In addition, PX better depicts the SAT distribution in the upper portion of the model domain when compared with the other LSSs, which produce positive biases. NOAH (DAY1) represents the three centers and intensities of the ''western'' and ''middle'' centers well and simulates a lower ''eastern'' center. Furthermore, NOAH produces a small area of SATs higher than 388C, with high SATs in the upper portion of the model domain ( Figure 2c ). The RUC LSS successfully simulates the positions of the three SAT06 centers and produces much stronger values than the observations over most of the study area ( Figure 2e ). SLAB can reproduce the ''western'' and ''middle'' centers well in terms of position and intensity but fails to simulate the ''eastern'' center. Moreover, the scheme produces high SATs to the north ( Figure 2a ).
In addition, large differences between the simulations appear to be induced by differences in the integration length or forecast lead time. As the lead time increases, the SLAB and NOAH SAT distributions slightly change in both short-range (i.e., DAY1-DAY2) and medium-range (i.e., DAY3-DAY14) forecasts. For example, Figures 2a, 2b and 2c, 2d present the DAY14 SAT distributions simulated by SLAB and NOAH, respectively. For a specific LSS, the 14 day simulation retains nearly the same distribution as the 1 day simulation. The difference field results between the DAY1 and other SLAB (or NOAH) experiments suggest that the SLAB (NOAH) SATs slightly change with the lead time. Figures 3a and 3b shows the DAY14-DAY1 SAT differences of the two LSSs. The absolute values are generally less than 18C over land.
However, the RUC-simulated SAT changes with lead time are more apparent. In general, the maximum values and areas of high values increase with the integration time. RUC-DAY2 also reproduces the general SAT06 pattern when compared with DAY1, but the high-temperature area (i.e., >358C) expands and the intensity increases, which suggests a poorer performance (not shown). When the integration time increases to 3 days, the SATs are positively biased and the high-temperature area expands ( Figure 3c ). As the lead time increases to 14 days, RUC presents similar temperature distributions and intensities (e.g., Figure 3k ).
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The PX SATs greatly change with lead time. For short-range simulations of DAY2 (not shown), the SAT06 distribution is very similar to that of DAY1. In general, PX reproduces the positions and intensities of the ''western'' and ''middle'' centers well but fails to capture the ''eastern'' center. In the medium-range simulations of DAY4 (Figure 2h ), PX can simulate the three centers very well despite the smaller total area with high temperatures. Similar to RUC, PX also produces higher SATs, larger areas with high temperatures, and further increases in the lead time. For example, for DAY4 through DAY10 (not shown), PX can simulate the overall positions of the three centers despite the enhanced intensities. When the integration time increases to DAY11, the SATs have greater positive biases and larger areas of high temperature than the observations. However, when the integration time further increases, the large biases slightly decrease ( Figure 3k ). Compared with DAY1, the other experiments (DAY2-DAY11) simulate higher temperatures and larger areas of high temperature (e.g., Figure 3d ). For experiments with lead times longer than 11 days (i.e., DAY12-DAY14), the simulated SATs do not change in intensity (Figure 3k ).
With enhanced initial soil moisture contents, both RUCsm and NOAHsm present SATs that are lower than those of the RUC and NOAH over land, respectively (e.g., Figure (Figure 3g ). This result demonstrates the crucial role of initial soil moisture and the substantial effects of lead time in the weather simulations.
Area-Averaged SATs
Here, the domain (D N )-averaged SAT06 is used to examine the differences induced by different LSSs and lead times. For example, Figure 3j provides the diurnal SAT variations for DAY1 and shows that all simulated 
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ZENG ET AL. WRF SENSITIVITY TO LAND SURFACE SCHEMESdiurnal SAT variations agree well with the observed variations. The daily minimum SAT occurred at approximately 0500 Beijing Time (2100 UTC), and the daily maximum SAT occurred at 1400 Beijing Time (0600 UTC). In addition, large differences are induced when choosing the LSS, for example, the largest hourly differences are within 1.5-2.08C over 24 h. Notably, for PX, the SAT is the lowest during the first four integration hours (0700-1000 UTC) and reaches its maximum value after integration for 7 h from the start (1400-2200 UTC). Next, the SAT decreases to a minimum after the 18 h integration period (2400 UTC-0600 UTC), which corresponds to the lowest SAT06. These results suggest that an LSS would present different characteristics at different time scales (e.g., daily versus subdaily in this case) because of the nonlinearity of the land-atmosphere interactions. Figure 3k shows the variations in the area-averaged SAT06 due to different lead times. With time, the NOAH and SLAB-produced SATs slightly change. Specifically, the SLAB (NOAH) SATs are slightly higher (lower) than 358C and are similar to the observed value at 34.98C. Therefore, both schemes are consistent for forecasting short and medium-range high temperatures. However, for RUC and PX, the SAT06 increased with time. The accumulated errors peaked at a particular time (DAY7 and DAY11 for RUC and PX, respectively) and then remain steady.
Additionally, results show that RUCsm still has features that are similar to RUC (Figure 3k ). Overall, the simulated SAT06 is lower in the short range than in the medium range, and the SAT06 values both generally increase with the lead times for DAY1-DAY8. For DAY9-DAY14, the RUCsm SAT06 values remain almost unchanged, while those of RUC slightly decrease. Overall, all of these results indicate that the RUC LSS is a consistent feature for modeling SAT06 with changing lead time.
Due to the initial soil moisture contents, substantial differences occur between the RUCsm and RUC, for example, the simulated RUCsm SAT06 is more than 2.18C lower than that simulated by the RUC in all of the simulations ( Figure 3k ). This difference is very large relative to the NOAHsm-NOAH difference, where NOAHsm enhances the initial soil moisture by as much as 20% and its SAT06 is roughly 1.58C lower than that of NOAH. These results suggest that soil moisture initialization can lead to strong drift for simulated SAT in addition to the deficiencies of the WRF modeling system when assigning initial values to the RUC LSS, which was noted by Koster et al. [2009] for climate modeling.
LSSs with ''normal'' initial soil moistures, including NOAH, PX, and RUCsm, can still have different large areaaveraged SAT06 values (Figure 3k ). For instance, differences of more than 0.58C are observed for simulations with lead times of less than 6 days and can reach 2.78C between PX and the other LSSs. This result indicates the high sensitivity of the results to the LSS when the initial soil moisture effect was considered.
3.3. Assessment Using Measures 3.3.1. Threat Score A threat score (TS) is used by Chinese meteorological agencies to determine the quality of the weather forecast and is calculated as follows:
where N A is the number of stations for which high SATs (i.e., over 358C) are correctly simulated, N B is the number of stations with simulated high SATs but observed low SATs, and N C is the number of stations with simulated low SATs and observed high SATs. In the present study, 131 stations within D N , the central area of East China, were chosen for the assessment. Figure 4a exhibits the threat scores of SAT06 over 358C and shows that large TS differences can be induced by the LSSs and lead times. On average, for different LSSs with a given lead time, the TSs of PX, RUC, SLAB, and NOAH become increasingly smaller, while RUCsm and NOAHsm produce lower values compared with RUC and NOAH, respectively, under enhanced initial soil moisture conditions. All of these results indicate the systematic performances of the LSSs when simulating high-temperature events. Moreover, for a given LSS without enhanced soil moisture, the difference in the TS in the medium-range simulations is larger than that in the short-range simulations. For example, the largest TS difference exists between PX and NOAH, with an average (maximum) difference of approximately 0.10 (0.12) for the short-range simulations (DAY1-DAY2) and approximately 0.19 (0.26) for the medium-range simulations (DAY3-DAY14). In addition, this
Journal of Advances in Modeling Earth Systems 10.1002/2015MS000440 result suggests that different LSSs can substantially influence the precision of the forecasted high SAT06 values for the short and medium-range forecasts.
The simulated sensitivities to different lead times with a given LSS are shown in Figure 4a . The maximum difference of the total TS was 0.05 for SLAB (i.e., DAY8 minus DAY2), 0.03 for NOAH (DAY1 minus DAY3), and 0.04 RUC (DAY8 minus DAY1). The PX TS differences are generally the largest among the LSSs, with a maximum of 0.16 between DAY14 and DAY2. From DAY2 to DAY6, the PX TS becomes increasingly larger and changes in a complex manner with the two maxima on DAY6 and DAY14. For each LSS (especially for PX), the TS of the simulated high temperature is highly sensitive to the lead time.
Simulation Errors
We also apply the model bias (BIAS; Figure 4b ) and root-mean-squared error (RMSE; Figure 4c ) for assessment, as described by Zeng et al. [2014] . The BIAS values are identical to the above modeled and observed SAT06 values (Figure 3k) , showing the overall estimations of all of the LSSs, except NOAH. In addition, large BIAS values are consistent with high TS values for high-temperature events. For any particular simulation using the four LSSs, except for DAY1, the RUC RMSE is typically greater for short and medium forecasts of SAT06. Apart from the simulations with adjusted soil moisture contents (i.e., RUCsm and NOAHsm), large differences occur between the RUC RMSE and the lowest RMSE, for example, the total RUC-PX difference for the DAY2 simulations is 0.78C, which is 26% of the PX RMSE. The total RUC-PX DAY6 difference is 2.18C, which is 78% of the PX RMSE. For the DAY1 through DAY7 simulations without enhanced soil moisture, the PX RMSE is the lowest among the LSSs. However, the PX RMSE increases starting on DAY6 such that the DAY8 RMSE surpasses that of the SLAB and NOAH, both of which are very similar with very small error increases.
For a given LSS, the RMSE values vary due to lead times. Overall, the SLAB and NOAH errors both slightly change and have time-induced RMSE maxima of 0.238C and 0.348C, respectively. Although the errors only slightly increase with the lead time, the RUC and PX errors change substantially. The RUC error rapidly increases and produces a large difference of 2.08C (DAY7 minus DAY1) or 69% compared with DAY1. Compared with DAY7, the RUC RMSEs in the simulations with longer lead times are slightly lower and become Journal of Advances in Modeling Earth Systems 10.1002/2015MS000440 stabile over 4.38C. The PX RMSE is complicated, for example, it slightly decreases from DAY1 to DAY3 and slightly increases from DAY3 to DAY6. The error rapidly increases from DAY6 to DAY11 and then slowly decreases from DAY11 to DAY14.
Because of the differences among these TS and RMSE results and the spatial SAT06 distributions, no LSS is superior in any aspect. Regardless of the short or medium-range predictions, none of the LSSs provide the most reasonable spatial SAT06 pattern with the lowest error. Notably, TS and RMSE are different methods for assessing the SAT06 simulations, and neither measure necessarily coincides. For example, although the RUC RMSE is generally much larger than that of NOAH, the NOAH TS is generally much lower than that of the RUC TS. Specifically, the RUC typically simulates the number of stations with high temperatures (over 358C), and the simulated domain-averaged SAT06 is higher than the NOAH and the observed SAT06, which have greater and more consistent initial soil moisture. In addition, RUCsm results in BAIS and RMSE values that are lower than RUC and a worse SAT06 pattern (e.g., shown in TS values). Moreover, despite the very small difference in the RMSE between SLAB and NOAH, a large difference in the TS exists between the two schemes (approximately 0.03; Figure 4a ). Thus, the simulated SAT06 is highly sensitive to the LSSs.
In the 24 h simulations using WRF Version 2.2 [Zeng et al., 2011] , the SLAB LSS presents the highest TS, RUC produces smaller values than SLAB, and NOAH produces the lowest values, with RMSE values between 4 and 58C. In contrast, in the 24 h (DAY1) simulations using the WRF Version 3 model (except for PX in the four LSSs), RUC, SLAB, and NOAH produce increasingly smaller TS values, with RMSE values between 2.6 and 3.18C. Therefore, the behavior of a given LSS can differ when different versions of the model are used, and the overall performance improves due to the updated model.
Interpretation of Physical Mechanisms
4.1. Preliminary Analysis 4.1.
Sensible and Latent Heat Fluxes
The above results show that the simulated SAT06 can be greatly modified by different LSSs for a given lead time and by using different lead times for a given LSS. In terms of physical mechanisms, all of the modifications directly result from different LSS-induced land surface heat fluxes and from the integration-lengthinduced error growth.
Figures 5a and 5b presents the DAY1 variations in the area-averaged sensible and latent heat fluxes. Because of the different LSSs, the sensible heat flux generally decreases, while the latent heat flux increases, and vice versa, at a given time. Specifically, the net radiation remains nearly unchanged under given conditions and is partitioned between sensible and latent heat fluxes, which have also been reported in previous studies [e.g., Zeng et al., 2014] .
Compared with diurnal variations in the SAT and sensible heat flux (e.g., DAY1 in Figures 3j and 5a ), the two types of diurnal variations usually agree, for example, high values of sensible heat flux correspond with high SATs during the daytime and correspond very well with high SAT06 values. Regarding the 0600 UTC simulation results with longer lead times, the area-averaged sensible heat flux has a very high, positive correlation with SAT06 (Figures 5c versus 3k ). For example, some LSS-induced temperature features, such as the small NOAH-SLAB SAT06 differences, the small but steadily increasing SAT06 RMSE values that change with the lead time for both LSSs, the rapidly increasing PX RMSE values, and the rapidly increasing RUC RMSE values over DAY1-DAY7, are strongly consistent with the simulated sensible heat flux at 0600 UTC. Notably, the thermodynamic variables are most affected by changes in the land surface conditions, particularly during the intensive daytime heating, as previously reported [e.g., Trier et al., 2008] . Figure 6 shows the spatial distribution of the differences of the 0600 UTC sensible heat flux. For a given LSS, the spatial distribution of the lead-time-induced differences in sensible heat flux correspond with the temperature difference distribution (e.g., the DAY3-DAY1 differences for RUC in Figures 6a and 3c and the DAY7-DAY1 differences for PX in Figures 6b and 3d) , which indicates that the SAT06 warming is closely related to the higher sensible heat flux and vice versa. Theoretically, a higher (lower) sensible heat flux indicates stronger (weaker) direct heating in the lower atmosphere and greater simulated SATs, as confirmed by the simulation results of the different schemes (e.g., the SLAB-NOAH results in Figures 6c and 3e and the RUC-PX results in Figures 6d and 3f) .
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The 0600 UTC sensible heat flux generally increases with time for all LSSs (Figure 5c ), for which RUC and PX present relatively rapid sensible heat flux increases, particularly over DAY1-DAY7, and become stabile over longer periods (i.e., DAY8-DAY14). In contrast, the NOAH and SLAB produce slowly sensible heat fluxes that slowly increase with lead time. Substantial differences occur in the 0600 UTC area-averaged sensible heat flux (e.g., up to 185 W m 22 between RUC and NOAH on DAY7). These trends of the sensible heat flux variations are consistent with those of the temperature variations (Figure 3k ). Overall, each LSS poorly simulates medium-range and high-temperature events when compared with short-range and high-temperature events. One exception is NOAH, which consistently underestimates SAT06.
Although the instantaneous 0600 UTC fields of the sensible heat flux agree well with with those of SAT06, the simulated SAT06 fields are actually produced over the entire integration period. Figure 5d presents the average sensible heat fluxes derived from the hourly values over the entire period, which are very similar to the 0600 UTC values of sensible heat flux (Figure 5c ) and the SAT06 (Figure 3k ). This result indicates that the simulated SAT06 described above responds very well to cumulative surface sensible heating. 
Because land surface latent heat flux can be obtained using direct moisture (evaporation) observations, it appears to be more physically based than the sensible heat flux in the assimilation data sets. To test how well these LSSs simulate surface fluxes, Figure 5e presents the LSS-simulated area-averaged evapotranspiration and corresponding observation-based evapotranspiration derived from Miralles et al. [2013] . All four LSSs overestimate the evapotranspiration. The RUC evapotranspiration is closest to the observations, while the PX evapotranspiration, which generally decreases and varies greatly over the integration periods, appears unreasonable compared with the observations. In addition, according to the direct relationship between the SAT06 (Figure 3k ) and the sensible heat flux (Figure 5d ), SLAB and NOAH provide the least and most reasonable sensible heat fluxes overall. For medium-range evapotranspiration overestimations ( Figure  5e ), it is suggested that the four LSSs overestimate the net surface radiation (sum of sensible and latent heat fluxes), which plays a fundamental role in land-atmosphere interactions [Betts, 2009] and influences atmospheric energies.
Soil Moisture
Previous investigations have revealed the importance of soil moisture in weather/climate simulations. For instance, Koster et al. [2009] explained the general problem of LSS initialization that leads to climate drift and suggested the importance of LSS consistency when determining initial soil moisture contents. However, for the mega-heatwave event, Miralles et al. [2014] indicated that the crucial effect of soil desiccation also depends on atmospheric heat accumulation. As discussed in section 2, NOAH, RUCsm, and PX have ''consistent'' initial soil moisture contents (the soil moisture values are nearly the same in the top soil layer of each LSS, which rapidly respond to atmospheric forcing in the short and medium ranges), while RUCsm (NOAHsm) has a 17% (20%) enhancement relative to RUC (NOAH). Figure 7d ).
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successfully simulates soil moisture variations (Figures 7b versus 7l) , while the RUCsm and PX present more soil moisture depletion than NOAH. Because PX, RUCsm, and NOAH simulate evapotranspiration that is approximately equivalent for simulations DAY1-DAY6 (shown in Figure 5e in latent heat flux), the large PX soil moisture depletion is suggested to result from the large internal flow (gravity drainage) across the soil layers, which is further attributed to a deficiency in the soil hydraulic parameterization. For example, PX has the fewest soil layers (two layers) among the LSSs and is less detailed than a multilayer LSS based on the solution of the vertical one-dimensional moisture diffusion equations [e.g., Garratt, 1993] . This outcome would cause soil moisture and SAT biases. As shown in Figure 4c , PX exhibits the largest overall SAT06 BIAS among the LSSs.
In addition, it appears that evaporation is less important than soil water drainage for affecting soil moisture depletion/variation and SAT (Figures 5 and 7) . For instance, consistent large surface soil moisture depletion can be seen in the PX for all DAY1-DAY14 simulations, whereas high evaporation can only be seen for DAY1-DAY7. In the RUC, high soil moisture depletion and low evaporation can be seen for DAY2-DAY14. However, surface soil moisture is more negatively correlated with the 0600 sensible heat flux and SAT06.
Although NOAH and NOAHsm simulate small soil moisture sensitivity (Figures 7a, 7b versus 7i, 7j), both RUC and RUCsm simulate apparently large surface soil moisture depletion (Figures 7e, 7f versus 7g, 7h) . The NOAH-NOAHsm differences in surface soil moisture depletion appear smaller than the RUC-RUCsm differences. When considering the approximately equivalent differences in the initial soil moisture contents, this result suggests that the RUC LSS is more sensitive to soil moisture initialization than the NOAH LSS. Additionally, the SAT06 differences due to soil moisture initialization are comparable to those induced by the LSSs (e.g., the NOAHsm-NOAH differences versus the PX-NOAH differences; Figure 3k ).
Even with consistent initial soil moisture contents, it can be concluded that the LSSs produce very different soil moisture values. RUC and especially PX generate large soil moisture depletions that largely deviate from the FNL data, whereas NOAH shows good performance in the soil moisture simulations. In addition, different LSSs have different sensitivities to soil moisture initialization in the soil moisture simulations, and the SAT sensitivities induced by soil moisture initialization are comparable with those induced by LSSs. All of these LSS behaviors in the soil moisture simulations are consistent with corresponding SAT simulations because the simulation of soil moisture can only affect surface heat fluxes in the SAT simulations.
Geopotential Height Fields
Although the simulated surface fluxes directly affect the SAT results, changes in the surface fluxes would also modify the atmospheric circulation. For example, Walker and Rowntree [1977] showed the substantial effects of soil moisture on regional atmospheric circulation. Zhou et al. [2009] indicated that the westerly extension of the WPSH is partially caused by surface heating in the India Ocean and western Pacific Ocean. The modified atmospheric circulation can also result in SAT changes. As indicated by Lin et al. [2005] , the 2003 summer heat wave in southern China primarily resulted from the persistent strong anomalies of the WPSH. As further discussed by Zeng et al. [2011] , the weather in the simulation region was controlled by the WPSH in July 2003, and the effect induced by moist convective activities was relatively small. Therefore, the effect of the LSS on the high-temperature short-range (24 h) simulations was dominated by differences in the land surface's direct sensible heating, while the effect of the LSS-induced changes in atmospheric circulation on the surface temperature is secondary.
Figures 3k, 5c, and 5f present the variations in the regional mean surface temperature, sensible heat fluxes, and 850 hPa geopotential heights, respectively. Negative feedback is apparent in the simulations with consistent initial soil moisture contents (e.g., NOAH, PX, and RUCsm) and in the simulations with adjusted initial soil moisture contents (i.e., NOAH versus NOAHsm, and RUC versus RUCsm). Thus, as the sensible heat flux increases, the SAT06 increases and the geopotential heights decrease in the lower atmosphere and vice versa. According to Wei et al. [2010] , who separated land effects and feedback in a study on landatmosphere interactions, the feedbacks between temperature, sensible heat flux, and geopotential heights in the atmosphere can be explained clearly. Enhanced sensible heat flux (regardless of whether it is induced by low soil moisture or by land parameterization) generally leads to higher SAT with a stronger thermal low pressure regime that is accompanied by a weak updraft in the lower atmosphere and intensified anticyclone circulation in the upper troposphere [Pal and Eltahir, 2003; Fischer et al., 2007a] . In addition, when considering the WPSH that controlled the simulation area (Figures 8a and 8b) , a mean subsidence occurred that corresponded to the strong, dynamical anti-cyclone pressure structure throughout the troposphere,
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which would act on the land surface-induced changes and is less affected by land surface processes than thermal variables [Trier et al., 2008] . Therefore, the strong anti-cyclone with subsidence would typically be reduced by the weak cyclone in the lower troposphere and enhanced in the upper troposphere due to the increased SAT. These results indicate an LSS-induced negative (positive) feedback between the temperature and atmospheric circulation in the lower (upper) atmosphere and are consistent with the results presented by Zeng et al. [2011 Zeng et al. [ , 2014 , who performed 24 h WRF simulations using different LSSs and initial moisture contents. In addition, these results are inconsistent with (but do not theoretically contradict) the low-level positive temperature-circulation feedback proposed by Fischer et al. [2007a] , who investigated the sensitivity of the regional climate to initial soil moisture. 
Moreover, in the medium-range simulations, the LSS-induced differences in the SAT correspond better with the differences in the sensible heat flux (e.g., Figures 6c, 6d versus 3e, 3f) than with the differences in the geopotential heights at low pressure levels (e.g., Figures 6c, 6d versus 8c, 8d ). This finding highlights the dominant (secondary) role of the surface sensible heat flux (circulation) in the medium-range surface temperature forecasts and further suggests that for the LSS-induced temperature errors occur within a reasonable range. In addition, the errors induced by the surface fluxes would typically be larger than those induced by the mean subsidence in the WPSH in both the short and medium ranges, as discussed below.
Detailed Explanation 4.2.1. Diagnostic Equation for Temperature
As qualitatively addressed in section 4.1, land surface sensible heat flux plays an important role in LSSinduced SAT changes when compared with the mean subsidence in the WPSH. However, except for the atmospheric dynamic effect, the SAT is directly modified by the net heat flux in the atmospheric surface layer rather than at the land surface, and the land surface (skin) sensible heat flux only contributes to the SAT change as a component of the net heat flux. These results can be explained using equations for temperature change. Derived from the thermodynamic equation [Zeng et al., 2014] , the prognostic equation of air temperature is given as follows:
where V and w denote the horizontal wind vector and vertical velocity, respectively, c and c d are the atmospheric temperature and dry adiabatic lapse rates, respectively, and H t is the diabatic heating rate. Because of the lack of sufficient output for the 2 m level, as described by Zeng et al. [2014] , we use equation (2) for the lowest model level ($30 m) to quantify the relative importance of near-surface air temperature change processes. In addition, the weather was controlled by strong and persistent WPSHs in July 2003 when no weather systems penetrated the study region. Thus, the process of advection was less important. Referring to section 4.1, we focus on the two terms in equation (2), i.e., H t (the diabatic term that mainly represents the convergence of sensible heat flux [Zeng et al., 2014] ) and CN (the adiabatic convection term that represents the mean subsidence effect in the WPSH), where
Therefore, according to equation (2), which uses the output for the lowest model level ($30 m), the former three terms that include CN in their equations can be calculated directly. The H t term, which is difficult to directly compute, is obtained using the three terms of the equation [Zeng et al., 2014] . Figure 9 displays the area-averaged CN and H t terms in equation (2) as affected by the LSSs and lead times. The most striking feature of the CN values is that only small differences (generally lower than 2 3 10 25 8C s 21 ) occur among SLAB, NOAH, RUC, and RUCsm, while the PX values are much lower than those of other LSSs (Figure 9a) . Meanwhile, RUCsm, SLAB, NOAH, RUC, and PX present increasingly higher H t values (Figure 9b) , and large H t differences exist among the LSSs. The NOAH-RUCsm differences are even larger than the RUCsm magnitudes. These findings clearly suggest large LSS uncertainties in simulating the net heat flux.
Comparison Between the Adiabatic and Diabatic Effects
Regarding the effects of the initial soil moisture (Figures 9a and 9b) , the NOAH-NOAHsm CN (H t ) differences are roughly 1/2 (1/3) of the RUC-RUCsm differences, confirming their high sensitivity to initial soil moisture. Lower soil moisture contents lead to lower CN (higher H t ) values, which is consistent with the results of Zeng et al. [2014] , who suggested the presence of negative SAT-circulation feedback due to soil moisture in the lower layer (low soil moisture enhances adiabatic heating (Figure 9b ) and the SAT but reduces the WPSH circulation, which results in reduced subsidence ( Figure 9c ) and reduced adiabatic heating ( Figure  9a) ).
In addition, a comparison between the surface area-averaged sensible heat flux (from hourly values; Figure  5d ) and the convergence of the sensible heat flux (i.e., H t ; Figure 9b ) indicates that low soil moisture leads to high land (skin) surface sensible heat flux and consistently high flux convergence (i.e., NOAH versus NOAHsm; RUC versus RUCsm). However, when the initial soil moisture content is consistent, the LSSproduced surface sensible heat flux and flux convergence may be inconsistent, for example, the NOAH Journal of Advances in Modeling Earth Systems 10.1002/2015MS000440 differences are very small for the surface sensible heat flux and very large for the flux convergence. This inconsistency occurs because LSSs lead to inconsistent changes in the lower atmosphere, which further affect the heat transfer near the surface.
To explain the large CN differences, Figures 9c and 9d provides values for the vertical velocity and air temperature lapse rates that affect the CN calculation shown in equation (3). PX produces subsidence that is substantially weaker than that of the other LSSs, in contrast with Trier et al. [2008] , who indicated that thermodynamic quantities are most often affected by perturbations of land conditions. Moreover, the c calculation indicates that PX simulates the largest c values (close to 0.00988C m
21
, the c d value), which clearly suggests that PX induces unrealistic conditions during most integration periods (i.e., the super-adiabatic state is too long) (Figure 9d ). When tested against observations, all of the LSSs overestimate the mean temperature lapse rates, which explain why the SAT06 values are generally higher than the observations ( Figure  4b ).
By combining the c d minus c results with the w values, the weakest adiabatic subsidence effect of PX is determined. Notably, daytime intensive heating and areas with abnormally large c values dominate the area-averaged c calculation for PX. These results reflect the deficiencies of the LSS for simulating the SAT with unrealistically weak adiabatic heating (CN) and an intensive diabatic effect (H t ) in high-temperature weather.
Conclusions and Discussion
To investigate the sensitivities of short and medium-range high-temperature simulations to different LSSs, we applied four LSSs (i.e., SLAB, NOAH, RUC, and PX) in the mesoscale model Advanced WRF, Version 3.3. We designed a series of simulations, including sensitivity simulations induced by soil moisture initialization (i.e., RUCsm and NOAH) with forecast lead times (i.e., integration lengths) that varied from 1 to 14 days, to simulate the East China high-temperature event on 23 July 2003, which is used as the end time in the Figure 9 . Domain-averaged rate of change of SAT in the CN (a) and H t (b) terms of equation (2), and the vertical velocity (c) and air temperature lapse rate (d) derived from hourly values according to the LSSs and lead times.
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simulations (DAY1-DAY14). We focused on the 0600 UTC ($1400 Local Time) surface air temperature to evaluate the occurrence and development of high temperatures. This type of experimental design facilitates a comparison of the simulations under a given criterion. The major conclusions were as follows:
1. The four LSSs can generally simulate surface air temperature distribution patterns for the short and medium ranges, whereas different schemes lead to substantially different SAT performances for the medium range, suggesting that the simulated high temperature is sensitive to different LSSs. For shortrange simulations (i.e., DAY1-DAY2), the overall PX produces a spatial distribution of SAT06 that is more consistent with the observations. Followed by NOAH and RUC, the performance of SLAB is the worst. Regarding the TS of SAT06 values greater than 358C, PX produces the highest value, followed by RUC and SLAB. NOAH presents the lowest values, with a maximum difference of approximately 0.15 between NOAH and PX. All of the LSSs, except for the NOAH LSS, overestimate the SAT06. PX provides the lowest RMSE value, SLAB has a value slightly higher than NOAH, while RUC presents the fastest RMSE increase, which is much higher than that of the other schemes (DAY3-DAY1 difference of 1.18C). In the mediumrange simulations (i.e., DAY3-DAY14), each LSS has an above-358C SAT06 TS that is approximately consistent. However, the sensitivity to the LSSs is greater in the medium-range simulations than in the short-range simulations (e.g., a maximum DAY6 TS difference of approximately 0.26 between PX and NOAH). Similarly, the error analysis indicates a higher sensitivity compared with the short range. PX presents substantial growth in the SAT06 error with lead times longer than 6 days and produces errors that exceed those of SLAB and NOAH in the DAY8 and longer simulations. RUC maintains the largest error (e.g., in the DAY6 simulations, the area-averaged RUC-PX difference amounts to 2.18C), while SLAB and NOAH produce similar small errors. The SLAB-NOAH error differences steadily increase with the lead time in all of the simulations (DAY1-DAY14), i.e., in simulations longer than DAY8, SLAB, NOAH, PX, and RUC produce increasingly larger errors. 2. The high-temperature event simulated by a given LSS is also sensitive to the length of the lead time.
Although NOAH and SLAB have stable error magnitudes in all of the simulations, PX presents significantly increasing errors in the simulations longer than DAY6, with RMSE values of $2.6 and 3.78C in the short and medium ranges, respectively. The RUC errors continue to increase rapidly for lead times of less than 7 days, with RMSE values of $3.0 and 4.78C in the short and medium ranges, respectively. 3. Although the sensitivity simulations focus on the high-temperature event of 23 July 2003, the simulated results reflect the systematic effects of the LSSs. For example, a high-temperature overestimation is apparent in all of the RUC simulations with varying lead times, while PX produces reasonable simulations for lead times shorter than or equal to 8 days (both in the short and medium ranges). The SLAB LSS also produces accurate and steady simulations in the medium ranges longer than 7 days. These results elucidate the model performance for choosing suitable LSS options for simulating regional high-temperature events. 4. The variations in the simulated SAT06 fields include the cumulative (or time-averaged) results of the simulated sensible heat fluxes. Validated against observation-based data, the simulated latent heat fluxes are generally overestimated. Because the surface net radiation is partitioned between sensible and latent heat fluxes, the net radiation may also be overestimated by all four LSSs. Thus, although the LSS simulations are complex, at least in terms of surface fluxes, the latent heat flux, and net radiation might appear unreasonable (e.g., NOAH in this case), even when an LSS produces a reasonable sensible heat flux. This result would further affect the soil temperature and SAT. Because of differences in the LSSs and lead times, errors in the simulated land surface fluxes can be amplified, which would induce higher errors when simulating higher temperatures in the medium-range simulations than in the short-range simulations. In general, all four LSSs, except the NOAH LSS, overestimate the SAT. The PX, NOAH, SLAB, and RUC LSSs produce increasingly higher surface sensible heat fluxes (mean hourly values) in the shortrange simulations. Thus, the LSS-produced SAT06 becomes increasingly higher. In the medium range, with lead times of more than 7 days, NOAH and SLAB produce nearly equivalent sensible heat fluxes along with higher PX and higher RUC sensible heat fluxes, which are consistent with the SAT06 values. 5. The LSS SAT simulations are sensitive to soil moisture initialization, even if consistent soil moisture is applied in the LSSs. PX generates the largest soil moisture depletions, while NOAH shows good performance in the soil moisture simulations. In addition, different LSSs have different sensitivities to soil moisture initialization, and the SAT sensitivities to soil moisture initialization are comparable with the sensitivities to the LSS choice. The parameterization of soil moisture affects soil moisture depletion and is
Journal of Advances in Modeling Earth Systems 10.1002/2015MS000440 very important, with major deficiencies regarding soil water drainage due to gravity. However, evaporation is less important. All of these soil moisture behaviors are simulated by the LSSs, with adjusted soil moisture contents that are consistent with the SAT simulations. 6. The sensitivity of the simulated temperature is directly caused by different land surface fluxes (in particular, sensible heat flux) and is affected by different LSS and lead times, and soil moisture, including soil moisture initialization and soil moisture depletion, which are affected by land parameterizations and are the main causes of differences in the sensible heat flux. In addition, the corresponding temperature changes induced by atmospheric circulation are of secondary importance in the high-temperature medium range weather that occurs over East China. LSS-induced negative feedback also occurs between the SAT and low-level circulation in the medium-range simulation (rather than the positive feedback that is commonly found in land-atmosphere interactions). This result was previously shown in the short-range simulation and was explained by the combined effects of surface sensible heating and the WPSH [Zeng et al., 2011] . 7. Using the SAT change equation, further theoretical analysis of the physical processes that affect the SAT shows that the choice of the LSS and lead times, within a reasonable range, affects the error growth mainly due to the diabatic (mainly sensible net heat flux) term rather than the adiabatic convective (subsidence) term. Large uncertainty in the simulation of these heating terms is observed. Additionally, an inconsistency between the surface sensible heat flux and the flux convergence is produced due to the LSS-induced changes at the land surface and in the lower atmosphere. When tested against observational temperature data, the PX simulations show large errors. The simulated surface air superadiabatic state is too strong (with an averaged temperature lapse rate that is greater than the adiabatic temperature lapse rate, i.e., c>c d, ) and covers a long duration with different lead times. Consequently, large errors are induced when calculating the adiabatic (CN) and diabatic (H t ) terms (i.e., adiabatic heating is too weak and the diabatic effect is too intense at the surface).
In short, the LSS-induced difference in sensible heat flux (i.e., the direct quantity at the land surface with the largest contribution to net heat flux), the LSS-induced difference in the convergence of the sensible heat flux (i.e., the most direct quantity for the SAT changes in the atmosphere), and the parameterization differences of soil moisture initialization and depletion (i.e., the most important factor for soil layers) are the main three causes for the SAT differences. Investigations of all of these causes are valuable and result from different angles. However, the parameterization differences in soil moisture would be chosen as the most important cause because it addresses the deepest LSS issues.
Overall, this study highlights the importance of LSS choice and soil moisture initialization when simulating high-temperature weather events with various lead times. In addition, several systematic features or deficiencies of the WRF modeling system and the LSSs are found in the SAT simulations. Regarding the drift of the LSSs in the SAT simulations, the drift is strong for RUC and PX and weak for NOAH and SLAB (Figure 3k ). This difference is likely associated with soil moisture initialization due to the following reasons. (i) Although the SLAB LSS does not include dynamic soil moisture, the prescribed seasonal averages likely prevent soil moisture values from becoming overly biased.
(ii) The NOAH LSS has been widely used in various applications, including its operational application in the NCEP Global Forecasting System (GFS). In addition, the FNL data are derived from the GFS, which provide consistent data for use in this study. (iii) The RUC LSS does not have initial soil moisture contents that are consistent with the FNL, NOAH, or PX LSSs, which results from the WRF modeling system in land initialization and deviates from FNL by as much as $20%. Additionally, both RUC and RUCsm produce soil moisture contents that are much lower than those of the FNL data (Figure 7) , resulting in large, positive SAT06 biases (Figure 3k ). (iv) Although the PX LSS has consistent soil moisture, the simulated surface soil moisture is low relative to the FNL data, potentially due to PX soil layering (i.e., it has the fewest soil layers (two layers) among the LSSs and is less detailed than a multilayer LSS based on the solutions of the vertical one-dimensional moisture diffusion equations [e.g., Garratt, 1993] ). This finding indicates large soil moisture depletion and strong gravity drainage, which induce large positive SAT06 biases.
Because each LSS presents a systematic simulation error growth with lead time, the simulation results have implications for the predictabilities of WRF's for medium-range weather, which can help us understand the model performance and practically apply the model. The results and conclusions presented here were obtained using WRF models for a high-temperature case. Because the performances of regional models are
closely associated with model settings, such as domain size, buffer zone, and initial and boundary conditions [e.g., Leung and Qian, 2003; Zeng et al., 2014] , further simulations are needed (e.g., for examining sensitivities under different settings).
