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Resumen. Este trabajo presenta un método alternativo para el diseño de filtros 
bicuadráticos. El mismo utiliza un algoritmo evolutivo (EA, Evolutionary 
Algorithm) para determinar los valores de los componentes pasivos que le 
proporcionan al filtro sensibilidades mínimas con respecto a las variaciones de 
éstos, presentando además errores en los parámetros de desempeño inferiores a 
los establecidos en las especificaciones. Para este fin, se adopta el algoritmo 
Evolución Diferencial (DE, Differential Evolution), el cual se caracteriza por ser 
simple, eficiente y veloz. Para comprobar la viabilidad del método de diseño 
formulado, se propone su aplicación para seleccionar los componentes pasivos 
de un filtro bicuadrático pasabajo IGMFB (Infinite-Gain Multiple Feedback). 
Los resultados muestran que DE permite obtener configuraciones de filtro con 
sensibilidades bajas y errores en los parámetros funcionales que satisfacen las 
especificaciones consideradas. Por otro lado, la comparación de resultados con 
los obtenidos utilizando otros EA muestra que DE emplea una cantidad menor 
de evaluaciones de la función fitness y tiempos de ejecución más bajos, además 
de proporcionar soluciones que presentan, en general, mejores valores de fitness. 
Palabras clave: optimización por enjambre de partículas, particle swarm 
optimization, diseño de filtros activos, optimización multiobjetivo. 
1   Introducción 
Los filtros bicuadráticos son circuitos electrónicos que se encuentran presentes en 
numerosas aplicaciones de procesamiento de señales. Una de las principales ventajas 
de este tipo de filtros radica en que los mismos pueden ser conectados en cascada, 
permitiendo el diseño de filtros de orden superior. 
El dimensionamiento de los componentes pasivos en filtros bicuadráticos es una 
tarea compleja. Este proceso no se limita solamente a seleccionar los valores de 
resistencias y capacitores que permiten al filtro cumplir con determinadas 
especificaciones, sino que además es necesario considerar que estos valores deben estar 
contenidos en alguna de las series industriales E. Estas series limitan los valores que 
pueden asumir los componentes. 
El enfoque convencional de diseño propone asignar valores iguales a algunas 
resistencias o capacitores del filtro [1, 2]. Esta estrategia, si bien simplifica el proceso 
de diseño, limita la libertad del mismo. 
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Por otro lado, efectuar una búsqueda exhaustiva de todas las combinaciones de 
valores posibles para las resistencias y capacitores del filtro, eligiendo la que mejor se 
ajusta a las especificaciones dadas puede ser una alternativa. No obstante, este método 
no resulta factible en tiempos razonables debido a la gran cantidad de alternativas que 
se presentan. 
Por este motivo, es necesario el empleo de métodos de búsqueda inteligente que 
permitan llevar a cabo el proceso de diseño en tiempos computacionales aceptables. En 
este contexto, las técnicas evolutivas se convierten en una interesante opción.    
Los algoritmos evolutivos (EA, Evolutionary Algorithms) son algoritmos 
informáticos que imitan las fuerzas de la evolución natural y la autoadaptación [3, 4]. 
Su característica principal es precisamente la eficiencia de búsqueda en espacios con 
una cantidad de soluciones considerablemente grande. 
Algunos autores han propuesto la utilización de EA para obtener los valores de los 
componentes pasivos que mejor se ajustan a las especificaciones de filtros 
bicuadráticos. Particularmente, en [5] se propone utilizar el algoritmo CSA (Clonal 
Selection Algorithm) para efectuar la selección de componentes de un filtro 
Butterworth pasabajo de cuarto orden. El método restringe el espacio de búsqueda a los 
valores disponibles en las series E12. Los resultados obtenidos se comparan con el 
método convencional, GA (Genetic Algorithms) y TS (Tabu Search), demostrando que 
el algoritmo propuesto permite alcanzar un error de diseño menor. En [6] se utiliza el 
algoritmo PSO (Particle Swarm Optimization) para efectuar el diseño de un filtro 
pasabajo de variable de estado de segundo orden, considerando que los componentes 
deben ser compatibles con las series E24 y E96. Los resultados se contrastan con el 
método convencional demostrando que el error de diseño para PSO es 
considerablemente menor.  
Otros autores emplean los filtros propuestos como casos de estudio en [5, 6] con el 
propósito de validar el desempeño de varios EA. Particularmente, en [7] son evaluados 
tres algoritmos: GA, ABC (Artificial Bee Colony) y PSO. En [8] se explora la 
aplicabilidad de los algoritmos DE (Differential Evolution) y HS (Harmony Search) en 
el diseño de filtros. En [9] se propone una variante del algoritmo ABC, denominada 
CRbABC_Dt. Tres versiones mejoradas del algoritmo PSO: Simplex PSO, CRPSO y 
ALC-PSO son presentadas en [10-12]. En [13] es propuesta una nueva metaheurística, 
el algoritmo VS (Vortex Search). 
En todos los trabajos referenciados el proceso de diseño propuesto está enfocado 
hacia la minimización de los errores de diseño respecto de las especificaciones, sin 
incorporar las sensibilidades en dicho proceso. Por otro lado, tres algoritmos [5,8,13] 
proporcionan soluciones donde los valores de los componentes son directamente 
compatibles con las series E consideradas. No obstante, en [6,7,9-12], las soluciones 
deben ser ajustadas para ser compatibles con las series E adoptadas. En estos casos, los 
autores proponen redondear el valor obtenido para algunos de los componentes al valor 
de la serie E más próximo, con lo cual se incrementa el error en las especificaciones del 
filtro. Los componentes restantes son obtenidos mediante la implementación en 
paralelo o serie de dos componentes estándar. Otro aspecto común a todos los trabajos 
arriba mencionados está relacionado con el valor de la ganancia del filtro en la banda 
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de paso, el cual en ningún caso se encuentra restringido. Esto significa que la ganancia 
no es incluida en el proceso de optimización y no puede ser fijada como objetivo de 
diseño. Se observa que en numerosas ocasiones se obtienen filtros con ganancias 
extremadamente bajas, inconvenientes en la práctica. 
En [13, 14], los autores del presente trabajo proponen incorporar la sensibilidad 
como parte del proceso de optimización, con el propósito de obtener diseños más 
robustos y menos variables a cambios en los valores de los componentes pasivos. El 
método de dimensionamiento propuesto en estos trabajos emplea un EA que lleva a 
cabo un proceso de optimización cuyo propósito es minimizar las sensibilidades del 
filtro con respecto a desviaciones en los valores de los componentes pasivos, y cumplir 
con las especificaciones del mismo, en las cuales se asume que la ganancia en la banda 
de paso también se encuentra restringida. Por otro lado, en ambos casos el EA limita su 
espacio de búsqueda solamente a configuraciones de filtro cuyos valores de 
componentes pertenezcan a las series E consideradas. Esta propiedad implica que la 
solución arrojada por el método puede ser directamente implementada, no requiriendo 
de ningún tipo de ajuste de valores y/o de conexiones adicionales. Los EA utilizados 
en estos trabajos son GA [13] y PSO [14]. 
En este trabajo, se presenta una nueva alternativa para implementar el método de 
dimensionamiento propuesto, empleando otro EA, el algoritmo Evolución Diferencial 
(DE, Differential Evolution). Con el propósito de comprobar la viabilidad de utilizar 
DE como parte de este método de diseño, se propone su aplicación para seleccionar los 
componentes pasivos de un filtro bicuadrático pasabajo IGMFB (Infinite-Gain Multiple 
Feedback). Los resultados obtenidos aplicando DE son presentados en este trabajo y 
comparados con los alcanzados en trabajos previos usando GA y PSO. 
2   Filtros bicuadráticos: características generales  
Los filtros bicuadráticos, también referenciados como biquads, implementan 
funciones de transferencia de segundo orden. Particularmente, la expresión (1) muestra 
la función de transferencia de un filtro bicuadrático pasabajo. La misma se encuentra 
expresada en función de la ganancia en la banda de paso (G), la frecuencia de polo 
(ωp=2πfp) y el factor de calidad (Qp), denominados en general especificaciones del 
filtro. 
ܨ(ݏ) = ܩ௣
ଶ
ݏଶ + ൬௣ܳ௣൰ ݏ + ௣
ଶ
 (1) 
Por otro lado, la sensibilidad pasiva de un filtro es una medida de la variación de la 
performance del mismo como resultado de cambios en los valores de sus componentes 
pasivos. Estas variaciones pueden ocurrir debido al envejecimiento de éstos, tolerancias 
de fabricación, condiciones ambientales (temperatura), entre otros factores [2]. 
Mientras menos sensible es un filtro a los cambios en sus componentes, más estables 
permanecen sus características y, por lo tanto, existen más probabilidades de que pueda 
permanecer dentro de sus especificaciones. Se considera que un filtro tiene baja 
sensibilidad cuando todas sus sensibilidades adoptan valores inferiores a la unidad [2]. 
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En los filtros bicuadráticos, las sensibilidades de ωp y Qp son las más críticas. De 
manera general, si Sj representa la especificación ωp o Qp de un filtro cuyos 
componentes pasivos son x1, x2,…,xt, entonces la sensibilidad de Sj con respecto a xi, 
está definida por: 
ܵ௫೔ௌ௝ =
%	ܾܿܽ݉݅݋ ݁݊ ݆ܵ
%	ܾܿܽ݉݅݋ ݁݊ ݔ௜ =
߲ ݆ܵ ݆ܵ⁄
߲ ݔ௜ ݔ௜⁄  (2) 
3   Método de diseño para filtros bicuadráticos basado en DE 
3.1   Formulación del problema de diseño  
La tarea de DE se focaliza en encontrar los valores de los componentes pasivos 
(correspondientes a determinadas series E) que minimicen las sensibilidades de ωp y 
Qp a las desviaciones en los mismos. Por otro lado, las soluciones deben presentar 
errores inferiores a un límite tolerable definido para las especificaciones GF, ωpF y QpF. 
Las consideraciones enunciadas permiten derivar que DE debe resolver un problema 
de optimización multiobjetivo (POM), el cual puede ser representado mediante la 
siguiente expresión: 
݉݅݊ ܵ( ௜ܺ) = (ܵݔ1݆ܵ ( ௜ܺ), ܵݔ2݆ܵ ( ௜ܺ), . . , ܵݔ݆݊ܵ ( ௜ܺ)) ,  ݏݑ݆݁ݐ݋	ܽ:	 ܧݎݎ݋ீݎ (ܺ݅) ≤ ܧ௠௔௫ீ 
																					ܧݎݎ݋ݎ௣(ܺ݅) ≤ ܧ௠௔௫௣ 
																					ܧݎݎ݋ݎொ௣(ܺ݅) ≤ ܧ௠௔௫ொ௣ 
   
(3) 
En (3), Xi es una posible configuración de filtro determinada por los valores de p 
resistencias y q capacitores. ܵ௫భௌ௝(ܺ݅) a ܵ௫೙ௌ௝(ܺ݅) representan las sensibilidades que deben 
ser minimizadas. Por otro lado, ErrorG, Errorωp y ErrorQp representan los errores en G, 
ωp y Qp, respectivamente, y se calculan teniendo en cuenta las expresiones (4) a (6). 
EmaxG, Emaxωp y EmaxQp definen el error máximo tolerable para cada una de las 
características del filtro.   
ܧݎݎ݋ீݎ (ܺ݅) = |(ܩ( ௜ܺ) − ܩி) ܩி⁄ | (4) 
ܧݎݎ݋ݎ௣(ܺ݅) = |(݌(ܺ݅) − ݌ி) ݌ி⁄ | (5) 
ܧݎݎ݋ݎொ௣(ܺ݅) = |(ܳ݌(ܺ݅) − ܳ݌ி) ܳ݌ி⁄ | (6) 
 
3.2   Evolución Diferencial (DE) 
DE es una técnica metaheurística basada en poblaciones de vectores numéricos. 
Entre las ventajas más destacadas de este algoritmo pueden mencionarse la simplicidad, 
eficiencia, propiedad de búsqueda local y velocidad. El proceso seguido por DE para 
resolver un problema de optimización se caracteriza por iterar sobre una población de 
vectores para hacer evolucionar soluciones candidatas con respecto a una función de 
aptitud llamada fitness [15,16].  
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En el diagrama de flujo de la Fig. l se muestran las principales operaciones realizadas 
por el algoritmo DE implementado, el cual ha sido desarrollado en MatlabTM. 
 
2.   Mutación Diferencial 
3.  Recombinación 
4.    Selección  
5.  Cond. de 
Parada?
Fin
Sí
No
 1.  Inicialización de la 
Población 
 
Fig. 1. Diagrama de flujo del algoritmo DE. 
A continuación, se describe brevemente cada bloque del diagrama.  
1. Inicialización de la Población. El algoritmo comienza generando de manera aleatoria 
una población inicial de NP vectores que son soluciones potenciales para el problema 
de optimización que se desea resolver. Particularmente, en este trabajo, cada vector 
representa una posible configuración de filtro caracterizada por los valores de sus p 
resistencias y q capacitores. El número de resistencias y capacitores permite determinar 
la cantidad de dimensiones (D=p+q) de los vectores con los que debe trabajar DE. En 
la expresión (7) se muestra la estructura de cada vector Xi,g. 
                              ௜ܺ,௚ = ൣݔଵ௜,௚, ݔଶ௜,௚, . . . , ݔ஽௜,௚൧, ݅ = 1, 2, 3, … ,ܰܲ (7) 
En (7), cada elemento xji,g	se corresponde con un valor de resistencia o capacitor y g 
indica la generación a la cual pertenece el vector. 
2. Mutación Diferencial. Para cada vector Xi,g (vector objetivo) en la generación g, se 
crea un vector mutado Vi,g, que se obtiene mediante perturbaciones de vectores que 
conforman la población actual. Para ello, el algoritmo emplea la estrategia de mutación 
representada en la expresión (8). De acuerdo a esta estrategia, cada vector mutado 
௜ܸ,௚ = ൣݒଵ௜,௚, ݒଶ௜,௚, . . . , ݒ஽௜,௚൧,	se obtiene añadiendo a la diferencia proporcional de 
dos vectores (Xr1,g, Xr2,g) elegidos aleatoriamente, un tercer vector Xr3,g, también elegido 
aleatoriamente.  
௜ܸ,௚ = ܺ௥ଷ,௚ + ܨ. (ܺ௥ଵ,௚ − ܺ௥ଶ,௚) (8) 
En (8), los índices r1, r2, r3 son enteros generados aleatoriamente en el rango [1, 
NP], sin repetición. El factor de escala F controla la amplificación de la diferencia entre 
los individuos Xr1,g y Xr2,g y es usada para evitar el estancamiento en el proceso de 
búsqueda. Generalmente, F adopta valores en el rango [0, 2] [15, 16]. 
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3. Recombinación. Este proceso tiene como propósito agregar diversidad genética a la 
población. Para ello, el operador de recombinación genera vectores de prueba 
utilizando información que copia de dos vectores diferentes. En particular, DE cruza 
cada vector objetivo Xi,g con su correspondiente vector mutado Vi,g dependiendo de la 
probabilidad de recombinación de la población (Cr). En las expresiones (9) y (10) se 
muestran, respectivamente, el vector de prueba Ui,g	y el criterio empleado por DE para 
obtener cada elemento uji,g del mismo. 
௜ܷ,௚ = ൣݑଵ௜,௚, ݑଶ௜,௚, … , ݑ஽௜,௚൧ (9) 
ݑ௝௜,௚ = ൜ݒ௝௜,௚			ݏ݅	ݎܽ݊ ௝݀
ሾ0, 1ሿ ≤ ܥݎ ó ݆ = ݆௥௔௡ௗ
ݔ௝௜,௚ ݁݊ ݋ݐݎ݋ ܿܽݏ݋ ൠ (10) 
En (10), j=1, 2, …, D y jrand es un número entero aleatorio en el rango [1, D] que 
permite garantizar que Ui,g es diferente de Xi,g en al menos un elemento. Por otro lado, 
Cr generalmente adopta valores en el rango [0, 1] [15, 16]. 
4. Selección. Para conformar la siguiente generación (g+1), cada vector objetivo Xi,g es 
comparado con su correspondiente vector de prueba Ui,g, usando una función de fitness 
f. El vector con el mejor valor de fitness es el que integrará la población de la siguiente 
generación. El proceso de selección descripto es representado en la expresión (11). 
௜ܺ,௚ାଵ = ቊ ௜ܷ,௚ ݏ݅ ݂൫ ௜ܷ,௚൯ < ݂( ௜ܺ,௚)௜ܺ,௚ ݀݁ ݋ݐݎܽ ݉ܽ݊݁ݎܽቋ  (11) 
En este trabajo, la formulación de la función de fitness f es efectuada teniendo en 
cuenta el POM enunciado en (3). El mismo es convertido en un problema de 
optimización con un único objetivo, utilizando el método de suma ponderada, el cual 
emplea una función de agregación para efectuar la transformación [3, 4]. De esta 
manera, la función de fitness f que asigna un valor de aptitud a cada vector Xi,g, se define 
mediante la expresión (12). 
݂( ௜ܺ,௚) =෍ ݓ௞หܵ௫೔ௌ௝൫ ௜ܺ,௚൯ห
௡
௞ୀଵ
 (12)
En (12), n representa la cantidad de sensibilidades ܵ௫೔ௌ௝ que deben ser minimizadas. 
Se considera el valor absoluto de las mismas, con el propósito de evitar disminuciones 
en el valor de fitness ocasionadas por valores de sensibilidad negativos. wk es el peso 
asignado a cada una de las sensibilidades. Teniendo en cuenta que ݓ௞	ሾ0, 1ሿ,
que	 ∑ ݓ௞ = 1௡௞ୀଵ  y que no existe prioridad entre las mismas, wk adopta el mismo valor 
1/n para todas las sensibilidades ܵ௫೔ௌ௝. Por este motivo, f es reformulada de la siguiente 
manera:  
݂( ௜ܺ,௚) =
1
݊෍หܵ௫೔
ௌ௝൫ ௜ܺ,௚൯ห  (13) 
Con referencia a las restricciones expresadas en (3), DE las implementa mediante 
una estrategia de penalización. De acuerdo a esta estrategia [14], las restricciones son 
aplicadas penalizando en cada generación a aquellos vectores que no las cumplen, 
mediante la expresión (14). En consecuencia, éstas adoptan un valor de fitness más alto 
(fh) de acuerdo al grado de violación de cada restricción. 
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௛݂൫ ௜ܺ,௚൯ = ݂൫ ௜ܺ,௚൯ + ݊ଵ
ቚா೘ೌೣಸିா௥௥௢௥ಸ,೉೔,೒ቚ
ா௥௥௢௥ಸ,೘ೌೣ + ݊ଶ
ቚா೘ೌೣ೛ିா௥௥௢௥೛,೉೔,೒ቚ
ா௥௥௢௥೛,೘ೌೣ + 
																			 +	݊ଷ
ቚா೘ೌೣೂ೛ିா௥௥௢௥ೂ೛,೉೔,೒ቚ
ா௥௥௢௥ೂ೛,೘ೌೣ  
(14) 
En (14), ܧݎݎ݋ீݎ ,௑೔,೒, ܧݎݎ݋ݎ௣,௑೔,೒  y  ܧݎݎ݋ݎொ௣,௑೔,೒representan, respectivamente, los 
errores en G, ωp y Qp, para el vector Xi,g. Por otro lado, ErrorG,max, Errorωp,max y 
ErrorQp,max representan el máximo error alcanzado en la generación actual para G, ωp 
y Qp, respectivamente. n1, n2 y n3 son constantes agregadas por los autores para regular 
individualmente el impacto de las restricciones en el valor de fitness. La adopción de 
valores inferiores a la unidad para estas constantes implica una atenuación en el impacto 
de las mismas. Por el contrario, si se consideran valores superiores a la unidad se logrará 
un acrecentamiento de dicho impacto en los valores de fitness. 
5. Condición de parada: La nueva generación atraviesa el proceso descripto desde la 
mutación hasta la selección. El ciclo se repite hasta que se satisface la condición de 
parada, que consiste en alcanzar un máximo número de generaciones (gmax). 
4   Filtro bajo estudio 
Con el propósito de comprobar la viabilidad del método de diseño formulado en este 
trabajo, se propone su aplicación para dimensionar los componentes pasivos de un filtro 
bicuadrático pasabajo IGMFB. En la Fig. 2 se muestra el circuito correspondiente a esta 
topología de filtro. 
 
Fig. 2. Filtro IGMFB pasabajo. 
En la Tabla 1 se presentan las expresiones que permiten obtener los valores de los 
parámetros funcionales del filtro a partir de los valores de los componentes pasivos. En 
la tabla también se muestran las ecuaciones correspondientes a las sensibilidades de 
estos parámetros que presentan dependencia con respecto a los componentes pasivos. 
Estas expresiones son las que permiten a DE realizar el cálculo del valor de fitness de 
cada vector, definido en la ecuación (14). 
La especificación elegida para el filtro bicuadrático que se desea diseñar considera 
los siguientes valores para los parámetros funcionales: GF=3, 
ωpF=1000*2*π=6283,9478 rad/s y QpF=0,707. 
Con respecto a los valores que los componentes pasivos pueden asumir, se proponen 
dos escenarios. El escenario E1 considera que las resistencias y capacitores pueden 
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adoptar valores de acuerdo a las series E96 y E24, respectivamente, considerando que 
EmaxG=Emaxωp=EmaxQp =5,00E-03 (0,5%). Por otro lado, el escenario E2 propone emplear 
la serie E24 para los valores de las resistencias y la serie E12 para los valores de los 
capacitores, adoptando el valor 2,50E-02 (2,5%) para EmaxG, Emaxωp y EmaxQp. En ambos 
escenarios el rango de valores definidos para las resistencias y capacitores es 103-106 
Ω y 10-9-10-6 F, respectivamente. Se asume que valores fuera de estos rangos 
conducirían a efectos negativos debido a capacidades parásitas o señales de corriente 
muy grandes. 
Tabla 1. Ecuaciones para obtener los parámetros funcionales y las sensibilidades de un filtro 
pasabajo IGMFB. 
Parámetros Funcionales Sensibilidades 
ܩ = ܴଶ ܴଵ⁄  
݌ = ට ଵோమோయ஼ర஼ఱ  
ܳ݌ =	 ൤ට஼ఱ஼ర ൬
ඥோమோయ
ோభ + ට
ோయ
ோమ +
ටோమோయ൰൨
ିଵ
  
ܵோభ
ொ೛ = ܳ௣ ቌ
1
ܴଵ ඨ
ܴଶܴଷܥହ
ܥସ ቍ 
ܵோమ
ொ೛ = −ܳ௣2 ቌ
1
ܴଵ 	ඨ
ܴଶܴଷܥହ
ܥସ − ඨ
ܴଷܥହ
ܴଶܥସ + ඨ
ܴଶܥହ
ܴଷܥସቍ 
ܵோయ
ொ೛ = −ܳ௣2 ቌ
1
ܴଵ ඨ
ܴଶܴଷܥହ
ܥସ + ඨ
ܴଷܥହ
ܴଶܥସ − ඨ
ܴଶܥହ
ܴଷܥସቍ 
5   Resultados experimentales 
5.1   Seteo y comportamiento de DE 
El tamaño de la población de vectores (NP), el factor de escala (F), la probabilidad 
de recombinación de la población (Cr) y la cantidad máxima de generaciones (gmax) son 
parámetros de DE que influyen en su desempeño. Teniendo en cuenta [3, 4, 15, 16], se 
efectúan simulaciones considerando diferentes combinaciones de valores para los 
mismos y se seleccionan aquellos con los que el algoritmo obtiene la mejor 
performance. Los valores elegidos para cada parámetro son los que permiten a DE 
alcanzar el valor de fitness más bajo. En este trabajo, los valores seleccionados para el 
caso de estudio direccionado son: NP= 50, F=0,7, Cr=0,5, gmax=2500. 
El desempeño del método de diseño basado en DE es evaluado teniendo en cuenta 
las sensibilidades y los errores en los parámetros funcionales de las configuraciones de 
filtro obtenidas para la especificación propuesta.  
Debido a que DE realiza un proceso estocástico, los resultados pueden variar. Con 
el propósito de explorar como los resultados pueden ser afectados por el seteo de la 
población inicial, se realizan 50 corridas del mismo, cambiando la semilla usada en la 
generación aleatoria de esta población.  
En la Tabla 2 se presenta una caracterización de los valores obtenidos para las 
sensibilidades minimizadas, los errores en los parámetros funcionales del filtro y el 
fitness, correspondientes a las soluciones alcanzadas por DE en las 50 corridas 
efectuadas. Para cada uno de estos parámetros se presentan en la tabla su valor máximo, 
SII, Simposio Argentino de Informßtica Industrial
46JAIIO - SII - ISSN: 2451-7542 - Página 229
mínimo y mediana. La mediana ha sido adoptada como medida de tendencia central 
debido a que la evaluación de los datos obtenidos permitió determinar que no estaban 
normalmente distribuidos. Con respecto a las sensibilidades, los valores máximos 
muestran que las mismas son siempre inferiores a la unidad, presentando หࡿࡾ૚
ࡽ࢖ห	los 
valores más altos y หࡿࡾ૜
ࡽ࢖ห los valores más pequeños. Con respecto a los mínimos, 
หࡿࡾ૜
ࡽ࢖หasume valores cercanos a cero, mientras que las otras dos sensibilidades presentan 
valores más grandes. Para la mediana, หࡿࡾ૚
ࡽ࢖ห	y	หࡿࡾ૛
ࡽ࢖ห son similares entre sí y siempre 
mayores que หࡿࡾ૜
ࡽ࢖ห. Con referencia a los errores de diseño, es posible observar que los 
errores máximos nunca superan el error máximo tolerable definido para cada 
característica del filtro. Para los errores mínimos y la mediana, Errorωp y ErrorQp 
adoptan los valores más bajos en E1 y los más altos en E2, ocurriendo lo contrario con 
ErrorG, para el cual los dos parámetros asumen el valor cero en E2. Con respecto a los 
valores de fitness alcanzados, el máximo es superior en E1, mientras que el mínimo y 
la mediana presentan valores similares entre un escenario y otro. 
Tabla 2. Caracterización de resultados alcanzados por DE. 
 E1 E2 
Mínimo Máximo Mediana Mínimo Máximo Mediana 
หܵோభொ௣ห 0,1433 0,5917 0,3659 0,2889 0,4293 0,3739 
หܵோమொ௣ห 0,3032 0,4524 0,3785 0,3586 0,4037 0,3754 
หܵோయொ௣ห 0,0001 0,3091 0,0567 0,0011 0,1148 0,0015 
ErrorG  (%) 0,1783 0,4619 0,3401 0 2,4390 0 
Errorωp (%) 0,0278 0,4966 0,3028 0,4737 2,4985 2,4985 
ErrorQp (%) 0,0326 0,4885 0,1606 0,2813 2,4195 1,1448 
Fitness  0,2502 0,3945 0,2601 0,2503 0,2862 0,2503 
 
En la Tabla 3 se reportan los valores de los componentes correspondientes a la mejor 
solución encontrada por DE en las 50 corridas efectuadas. Esta solución es aquella que 
presenta el valor más bajo de fitness (0,2502 en E1 y 0,2503 en E2). 
Tabla 3. Valores de los componentes para la mejor solución encontrada por DE. 
Parámetro E1 E2 
R1 18700 11000 
R2 56200 33000 
R3 14000 8200 
C4 1,60E-08 2,70E-08 
C5 2,00E-09 3,30E-09 
หܵோభொ௣ห 0,3747 0,3739 
หܵோమொ௣ห 0,3753 0,3754 
หܵோయொ௣ห 5,57E-04 0,0015 
ErrorG  (%) 0,1783 0 
Errorωp (%) 0,3028 2,4985 
ErrorQp (%) 0,0517 1,1448 
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Por otro lado, la ecuación (1) es utilizada para obtener la función de transferencia 
del filtro pasabajo adoptado como caso de estudio, considerando la especificación 
elegida (GF, ωpF, y QpF). El filtro correspondiente a la función de transferencia 
obtenida es denominado filtro nominal y puede ser utilizado como referencia para 
evaluar la bondad de las soluciones encontradas mediante el método propuesto. La Fig. 
3 muestra la respuesta en frecuencia (sólo magnitud) del filtro nominal y las respuestas 
de los filtros obtenidos usando DE para los dos escenarios propuestos. La configuración 
de filtro adoptada en cada escenario corresponde a la peor solución encontrada por DE 
(solución con el fitness más alto) en las 50 corridas. La figura muestra que en ambos 
casos las curvas no muestran diferencias significativas. 
 
Fig. 3. Respuesta en frecuencia del filtro nominal y de los filtros obtenidos por DE (peor caso). 
5.2   Comparación con otros algoritmos evolutivos 
Con el propósito de complementar la evaluación del método de diseño basado en DE 
que se propone en este trabajo, se efectúa una comparación con resultados alcanzados 
en trabajos previos empleando otros EA. Particularmente, se considera la utilización de 
un GA [13] y de PSO [13]. Si bien la mejor solución encontrada por los tres algoritmos 
en 50 corridas es la misma, existen algunos otros aspectos que pueden ser considerados 
para evaluar el desempeño de los tres algoritmos. Específicamente, en este trabajo, la 
comparación de resultados se efectúa teniendo en cuenta los siguientes criterios: 
cantidad de evaluaciones de la función fitness (CEFF), tiempos de ejecución y valores 
de fitness alcanzados por cada algoritmo. 
Con respecto a la CEFF, la misma se calcula para cada algoritmo mediante el 
producto entre el tamaño de la población y la cantidad máxima de generaciones 
definida. En la Tabla 4 se muestran los valores alcanzados por DE, GA y PSO para el 
caso de estudio abordado en el presente trabajo, bajo los dos escenarios propuestos. La 
tabla muestra que para DE, la CEFF es considerablemente menor a la empleada por los 
otros dos algoritmos. En la tabla también se visualizan los tiempos de ejecución 
máximos alcanzados por cada algoritmo en una corrida. Los tres EA han sido 
ejecutados en una PC Intel Core i7-4790K, 4,00GHz, 32,0 GB de RAM. Es posible 
observar que existe una congruencia entre los tiempos de cada algoritmo y la CEFF, 
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siendo en consecuencia DE el algoritmo que emplea el menor tiempo. Por otro lado, la 
tabla muestra que en E1, aun empleando la misma CEFF por el GA y PSO, el GA 
presenta tiempos considerablemente más altos. Esta característica refleja que los 
tiempos del GA, independientemente de la CEFF empleada, son muy superiores a los 
tiempos de los otros dos algoritmos.  
Tabla 4. Comparación de resultados con GA y PSO. 
Algoritmo CEFF Tiempos de ejecución (seg.) E1 E2 E1 E2 
DE 125000 125000 4,2276 4,1655 
GA 400000 500000 59,9349 71,8789 
PSO 400000 250000 8,3768 5,6256 
 
Otro aspecto interesante para analizar en los EA está relacionado con el valor de 
fitness alcanzado por las soluciones encontradas en las diferentes corridas. En la Tabla 
5 se muestra una caracterización de estos valores para DE, GA y PSO. Con respecto a 
los valores mínimos, en cada escenario los mismos coinciden para los tres algoritmos. 
No obstante, para el máximo y la mediana es posible apreciar que para el GA se 
presentan los valores más altos. DE y PSO presentan valores similares entre sí, sin 
embargo, los valores más bajos siempre corresponden a DE. Esta particularidad 
demuestra que, en general, DE puede encontrar soluciones que presentan valores más 
bajos de fitness. Por otro lado, el rango de variación de los valores de fitness siempre 
es menor para DE. Esta propiedad también es importante, ya que, si bien el método de 
diseño ofrece diferentes soluciones alternativas en cada corrida del EA, resulta también 
interesante que estas alternativas presenten variaciones pequeñas en sus valores de 
fitness, de manera que la calidad de las soluciones sea similar. 
Tabla 5. Comparación de resultados con GA y PSO teniendo en cuenta los valores de fitness. 
Algoritmo E1 E2 Mínimo Máximo Rango Mediana Mínimo Máximo Rango Mediana 
DE 0,2502 0,3945 0,1443 0,2601 0,2503 0,2862 0,0359 0,2503 
GA 0,2502 0,4517 0,2015 0,2887 0,2503 0,4739 0,2236 0,2597 
PSO 0,2502 0,4064 0,1562 0,2631 0,2503 0,3122 0,0619 0,2513 
6   Conclusión 
En este trabajo se propone utilizar el algoritmo DE para el diseño de filtros 
bicuadráticos. El algoritmo debe determinar los valores de los componentes pasivos del 
filtro que brinden una configuración robusta frente a las variaciones de los mismos, 
mediante la minimización de las sensibilidades. Adicionalmente, el método de diseño 
debe satisfacer las especificaciones fijadas sobre los parámetros funcionales del filtro 
con un error predeterminado por el diseñador. Se considera como caso de estudio un 
filtro bicuadrático pasabajo IGMFB. Los resultados muestran que DE permite obtener 
configuraciones de filtro que presentan sensibilidades bajas, además de satisfacer las 
restricciones planteadas. Por otro lado, DE utiliza menos evaluaciones de la función 
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fitness y tiempos de ejecución más bajos, en comparación con otros EA propuestos 
anteriormente para implementar el método de diseño.  
En trabajos futuros, se pretende extender la aplicación del método de 
dimensionamiento a configuraciones de filtros más complejas y/o de orden superior. 
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