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Abstract
Group Algebras can be used to construct Low Density Parity Check Codes
(LDPC) and Convolution Codes. These codes have applications within digi-
tal communication and storage, such as to improve the performance of digital
radio, digital video, mobile phones, satellite and deep space communications,
as well as bluetooth implementations.
In this Masters Thesis, theoretical mathematical techniques are used to
construct an atlas of finite group algebras. In particular, we find and list the
automorphism group of abelian groups and the unit group of finite commu-
tative group algebras. The aim of this atlas is to improve our understanding
of group algebras and their applications to Coding Theory. Firstly, the basic
concepts of coding theory are introduced.
The next section of this thesis (Chapter 2- Automorphisms of Finite
Abelian Groups) deals with various techniques for finding the automorphism
group of different categories of abelian groups. In particular, where the group
is an abelian p − group with 2 distinct direct factors, use is made of recent
techniques by Bidwell and Curran (2010). Hillar and Rhea (2007) give a
technique involving endomorphism rings which allows the calculation of the
order of Aut(G) where G is abelian. Using these techniques and others a
table is presented giving the structure and order of the automorphism group
for many abelian groups.
Chapter 3 (Automorphisms of Non-Abelian Groups) looks beyond abelian
groups. Recent methods by Curran (2008) using crossed homomorphisms
are used where G is a semidirect product. Dihedral groups and general
linear groups are also examined. At the end of this section there are some
conjectures relating to the automorphisms of groups in general and a table
is presented showing the automorphism tower of small groups.
The next section of the thesis (Chapter 4 - Finite Commutative Group
Algebras) introduces the concepts of group algebras and unit groups. This
Chapter contains many specific example of group algebras. In these examples
the structure and order of the unit groups are examined.
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In Chapter 5 (U(FG) where F has char p and G is a p − group), a
technique is presented for finding the structure of the unit group for non-
Maschke cases. This technique involves counting the number of elements in
the normalised unit group which have order dividing a particular power of
p for group algebras of the form FG where G is a p − group and F is a
field of characteristic p. This Chapter concludes with a Theorem which gives
the unit group of all group algebras of the above form. There are also some
examples illustrating this.
Chapter 6 (Idempotents and the decomposition of FG) then looks at ways
of finding the Artin Wedderburn decomposition where applicable. Here, re-
cent techniques by Broche and Del Rio (2007) are used to find the decompo-
sition and also to find the primitive central idempotents.
Finally, in Chapter 7, The Perlis Walker Theorem (1950) is used and
adapted to give more general results for all possible group algebras for abelian
groups. This leads to a general table giving the decomposition and unit
groups of the group algebras for all abelian groups of order up to 15. In
doing this, we get a further insight into the isomorphism problem for group
algebras. This includes the result that given two non-isomorphic abelian
groups G and H each with order n, and a field F of order q such that q
≡ 1(mod n), then FG ' FH. Thus there is a whole class of isomorphic
group algebras of this type and in each of these instances the decomposition
is the direct product of n copies of the field F . We show that the minimal
isomorphic pair of group algebras FG and FH with G and H not isomorphic
which is not of this type is F5C12 and F5(C2 ×C6). We also show that there
is yet another class of isomorphic group algebras. Given two non-isomorphic
abelian groups G and H each with order n and each containing m elements
of order 2, and a field F of order q such that q ≡ -1(mod e) where e is the
exponent of the group, then FG ' FH. In this case, FG ' FH '⊕mi=1 Fq
⊕⊕[n−(m)]/2i=1 Fq2 . An example of this is F7(C2 × C4 × C8) ' F7(C34).
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Frequently Used Notation
C a code
c a codeword
G a generator matrix
H a parity check matrix
w(c) the minimum weight of c
dmin the minimum distance of a code
(n, k) code a k dimensional subspace of Fnq
(n, k, d) code an (n, k) code with minimum distance d
p a prime integer
n a positive integer
Z the set of integers
N the set of positive integers
a(mod n) the remainder when a is divided by n
(a, b) the greatest common divisor of a, b
φ(n) Euler’s totient function - the number of a ≤ n such
that (a, n) = 1
G a group
|G| the order of the group G
〈x〉 the group generated by x
xy yxy−1, the conjugate of x by y
|x| o(x), the order of the group element x
H < G H is a subgroup of G
H / G H is a normal subgroup of G
G/H the group of cosets of the normal subgroup H
G × H the direct product of groups G and H
N o H the semidirect product of groups N and H with N a normal
subgroup
Cn the cyclic group of order n
Ckn the direct product of k copies of the cyclic group of order n
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1 ≤ i ≤ n
Dn the dihedral group of order n
Sn the symmetric group on n objects
Z(G) the centre of G
G′ the commutator subgroup of G
Inn(G) the group of inner automorphisms of G
Aut(G) the group of automorphisms of G
Aut(G : H) the group of automorphisms of G which fix the subgroup H
Aut0G G
AutnG Aut(Autn−1G)
χ an irreducible character of a group
G∗ the group of irreducible characters of G
R a ring
F a field
Fn the finite field with n elements
Z/nZ the ring of integers mod n
(Z/nZ)× the multiplicative group of units of the ring Z/nZ
F [x] the algebra of polynomials in x with coefficients in F
GLn(F ) the general linear group of degree n over the field F
GLn(Z/mZ) the general linear group of degree n over Z/mZ
FG the group algebra of G over F
α an element of FG
(α) the augmentation map on α
4(G) the augmentation ideal (the kernel of the augmentation
map on FG)
4(G,H) the left ideal of FG generated by the set {h− 1 : h ∈ H}
F× the multiplicative group of units of the field F
V , V (FG) the normalised units of FG (the units of augmentation 1)
U , U(FG) the unit group of the group algebra FG
Xˆ
∑
x∈X x
char(F ) the characteristic of the field F
vii
Aut(K/F ) the group of automorphisms of K which fix F
Gal(K/F ) the Galois group of K/F
AT the transpose of the matrix A
tr(A) the trace of the matrix A
σ an automorphism of the field K/F
trK/F (α)
∑
α σ(α) (the sum of Galois conjugates of α)
ζk a primitive k
th root of unity
F (ζk) the field extension formed by adjoining ζk to the field F
C(G,N) the idempotent associated to G, N and cyclotomic
class C
R ⊕ R′ the direct sum of R and R′⊕n
i=1R the direct sum of n copies of the ring R
viii
1 Introduction
Error control codes are used in the manufacture of digital communications
devices and digital storage devices. We can think of both communication
and storage devices as communication devices. When digital data is commu-
nicated, there is a possibility that errors can occur, for example due to noise
or interference. The fundamental problem in coding theory is to determine
what message was sent on the basis of what is received [27].
What happens when an error control code is used? Firstly, a k − bit
message (effectively a k − tuple vector) is encoded. This can be thought of
as a k× n matrix (with n > k and rank = k) acting on the k− tuple vector.
The result is an n− bit codeword. The matrix is effectively the code, and it
adds redundancy to the k − bit message. These extra n − k bits are known
as a parity check and they make it possible to detect errors and if the code
(i.e. the matrix) is designed well enough then the errors can be corrected.
We call the k × n matrix a generator matrix or G for short.
For example, let G be the matrix of a linear map from Fk2 to Fn2 . The
image of the map consists of the 2k codewords in the larger vector space Fn2 .
In fact the code is a k-dimensional subspace of Fn2 . A basis of the subspace
is the rows of G. This type of code is called a linear block code or just a
linear code. If we label a vector in Fk2 as m, then m = [m1,m2, .....,mk].
Label the rows of G as g1, g2, ..gk where gi = [gi1, gi2, ......, gin]. Then c =
m1g1 + m2g2 + ......mkgk. Note that migj = [migj1,migj2, ......,migjn]. This
is how a generator matrix is applied to a message m. All multiplication and
addition here is done modulo 2.
By row operations we can write G as [Ik|P ] where Ik is the k× k identity
matrix and P is the k× (n− k) parity matrix. Thus the first k components
of each codeword will be the same as the k components of the message. The
remaining n−k components will be the parity part of the codeword and will
be the result of mP . This parity part is the added redundancy. Thus we
see that c = mG = [m mP ]. When G is in this format then we say that G
is a systematic encoder. Note that the code (the set of codewords) is the
1
rowspace of G. If G is a k × n matrix with rank k, then we say that G
describes a (n, k) code with rate k
n
.
Example 1.1. Let G be the matrix of a linear map from F32 to F62 given by
G =

1 0 0 1 0 1
0 1 0 1 1 0
0 0 1 0 1 1

We say that G is a (6, 3) code. Note that G is a systematic encoder.
Label m = [m1,m2,m3].
Then each codeword c = [c1, c2, c3, c4, c5, c6] = [m1,m2,m3,m1 + m2,m2 +
m3,m1 +m3].
Thus we get equations matching the parity part of the codeword as follows
c4 = c1 + c2 ⇒c1 + c2 + c4 = 0
c5 = c2 + c3 ⇒c2 + c3 + c5 = 0
c6 = c1 + c3 ⇒c1 + c3 + c6 = 0.
⇔

1 1 0 1 0 0
0 1 1 0 1 0
1 0 1 0 0 1
 [ c1 c2 c3 c4 c5 c6 ]T = 0.
This 3× 6 matrix is called a parity check matrix. When it is applied to any
codeword, the result is the zero vector. So the nullspace of this new matrix is
the code generated by the rowspace of G.
Definition The matrix whose nullspace consists of all of the codewords of
G is called the parity check matrix of the code. We call it H for short.
Lemma 1.2. [25] If G = [Ik|P ], then H = [−P T |In−k].
Proof. c = mG = [c1, c2, ...., ck, ck+1, ...., cn] = [m1,m2, ....mk,mP ].
⇒[ck+1, ...., cn] = m.P
⇒[ck+1, ...., cn] = [c1, c2, ...., ck][P ]
⇒[ck+1, ...., cn]T = [P ]T [c1, c2, ...., ck]T
⇒[-P]T [c1, c2, ...., ck]T + [ck+1, ...., cn]T = [01, 02, ...., 0n−k]T
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⇒[-P]T [c1, c2, ...., ck]T + [In−k][ck+1, ...., cn]T = [01, 02, ...., 0n−k]T
⇒[-PT |In−k][c1, c2, ...., ck, ck+1, ...., cn]T = [01, 02, ...., 0n−k]T .
Thus we have that H = [−P T |In−k].
Note that in F2 we get −P T = P T so we can usually write H = [P T |In−k].
The rows of H are linearly independent, so H acts as a generator for a
(n, n− k) code. This code is called the dual code of the (n, k) code defined
by G and vice versa. The dual code of G is defined as the rowspace of H and
can be thought of as the orthogonal complement of the code defined as the
rowspace of G. All of the vectors in the former are orthogonal to all of the
vectors in the latter (i.e. their inner product is zero).
However, although these subspaces are orthogonal they are not necessarily
mutually exclusive, especially over finite fields. Sometimes, in fact they can
even be the same subspace.
Example 1.3. Let G be the matrix of a linear map from F22 to F42 given by
G =
[
1 0 1 0
0 1 0 1
]
.
Then the parity check matrix is H =
[
1 0 1 0
0 1 0 1
]
.
Clearly, the code and the dual code are the same subspace in this example.
A very important feature of a code is the distance between the codewords,
as it is this distance which enables us to correct errors.
Definition [4] The Hamming distance between two codewords is the num-
ber of components in which they differ.
Example 1.4. The Hamming distance between the codewords [1 0 0 1 0 1]
and [0 1 0 1 0 1] is 2 since they differ only in the first and second components.
Definition [4] The Hamming weight w(c) of a codeword c is the number of
its non-zero components. The minimum Hamming weight wmin of a code
is the smallest Hamming weight of its non zero codewords.
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Thus to find the distance between two codewords, we can subtract one
from the other and count the number of non-zero components in the result
(i.e. calculate the Hamming weight). However, as the code is a subspace,
the difference between two codewords is also a codeword, and so to find the
minimum distance between all codewords, we simply calculate the minimum
Hamming weight of all non-zero codewords.
Example 1.5. Let c1 = [1 0 0 1 0 1] and c2 = [0 1 0 1 0 1].
Then c1 − c2 = [1 1 0 0 0 0]. This is also a codeword and it has weight 2.
This corresponds to the Hamming Distance between c1 and c2.
Definition [4] For a linear code C, theminimum distance dmin =minc∈C,c6=0w(c).
If the minimum distance of a (n, k) code is d, then we say it is a (n, k, d)
code.
Lemma 1.6. Let H be the parity check matrix of a code. Then the mini-
mum distance of the code is d if and only if the minimum number of linearly
dependent columns of H is d.
Proof. Let c be an arbitrary codeword with weight w (i.e. w non-zero terms).
We can write c = [..., 11, .., 12, ..., 1w, ..] where w of the entries are 1 and n−w
of the entries are 0.
Then, for a parity check matrix H we have that H.cT = 0.
We show this by writing H.cT = 0 as follows:
[
h1 h2 .... hn
]

...
1j1
...
1j2
...
1jw
...

=

0
...
...
...
...
...
0

where hi is a column of H.
(Note that we use j1 as the index to make clear that it is not the first com-
ponent of the codeword, but the first 1 of the codeword)
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Then hj1 + hj2 + ....+ hjw = 0.
That is, the columns of H corresponding to the 1’s in the codeword add to
zero. In other words there is a linear combination of w columns of H that
add to 0 and so there are w columns of H that are linearly dependent.
Now if the minimum distance of a code is d then there exists a codeword
with d 1’s and so there exist d linearly dependent columns in H.
Conversely, suppose the minimum number of linearly dependent columns of
H is d. Then the minimum distance of the code cannot be less that d. How-
ever, because the nullspace of H consists of the set of all codewords, we know
that there must exist a codeword with 1’s in the positions of these linearly
dependent columns, and zeros elsewhere. Thus the minimum distance of the
code is equal to d.
Now we show how to construct a code with minimum distance equal to 3.
Example 1.7. Let the columns of H consist of all possible distinct non-zero
r − bit vectors, where r is a natural number greater than 1.
Then, because the zero vector is excluded, the number of linearly dependent
columns is not equal to 1.
Next, because all of the columns are distinct, then the number of linearly
dependent columns is not equal to 2.
Finally, because we have included all possible non-zero r−bit vectors, we will
have that one of the vectors is the sum of two other vectors, and so there are
3 linearly dependent columns. By Lemma 1.6, the minimum distance of the
code is equal to 3.
Example 1.8. Let n−k = 3. We let the columns of H consist of all possible
non-zero 3− bit vectors.
That is H =

0 0 0 1 1 1 1
0 1 1 0 0 1 1
1 0 1 0 1 0 1
.
Now n = 7 ⇒ k = 4, and as in the previous example the minimum distance
is 3, so we have constructed a (7, 4, 3) code.
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This code is called the Hamming (7, 4, 3) code and is a famous code.[4]
In systematic form [P T |I], such a check matrix is
H ′ =

1 1 0 1 1 0 0
1 0 1 1 0 1 0
1 1 1 0 0 0 1
.
Note that in the previous example H was rearranged to form H ′. This can
be achieved by a series of elementary row operations and column swaps.
Generator matrices G can also be rearranged to be in systematic form G′ =
[I|P ] by elementary row operations and column swaps.
If G′ (or H ′) can be reached by elementary row operations only, then it
defines the same subspace as G (or H) and so the codes are equal. If column
swaps are needed then the two codes are equivalent (though they are usually
considered to be the same code). If two codes are equivalent, they are the
same except for a permutation of components.
Note that if C is a binary (n, k, d) code with d odd, it can be extended to an
(n+ 1, k, d+ 1) code by adding a check symbol to the end of all codewords.
For example, adding a 1 if the weight is odd, or a zero if the weight is even.
In this way all of the codewords will have even weight, and those that had
weight d, will now have weight d+ 1.
Example 1.9. Let H be the check matrix of a binary code given by
H =

1 1 0 1 1 0 0
1 0 1 1 0 1 0
1 1 1 0 0 0 1
.
This (7, 4, 3) Hamming Code can be extended to a (8, 4, 4) code by adding a
check symbol as metioned above. The new check matrix He can be formed by
adding a column of zeros and then a row of 1s.
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He =

1 1 0 1 1 0 0 0
1 0 1 1 0 1 0 0
1 1 1 0 0 0 1 0
1 1 1 1 1 1 1 1
.
For the new matrix He, there is no zero column and so the number of linearly
dependent columns of He is not 1. The extra column is non-zero and different
from all of the others and so the number of linearly dependent columns of
He is not 2. Also, if we add any 3 columns, we will get 1+1+1 = 1 for
the 4th component. Thus we will have to add at least 4 columns to get the
zero vector, and the minimum number of linearly dependent columns is at
least 4. By adding the 1st, 2nd, 6th and 8th columns we get 0, and so the
minimum number of linearly dependent columns is equal to 4. By Lemma
1.6, the minimum distance of the code is 4. This code is called the extended
Hamming (8, 4, 4) code [27].
1.1 Cyclic Codes
Definition [27] A nonconstant polynomial f(x) ∈ Fq[x] is irreducible over
Fq, provided it does not factor into a product of two polynomials in Fq[x] of
smaller degree.
Definition [4] A monic polynomial is a polynomial with leading coefficient
equal to one.
Definition [4] A monic irreducible polynomial of degree at least one is called
a prime polynomial.
Linear codes can be described more compactly by working in an extension
field Fqn .
For example, consider the (7, 4, 3) binary Hamming code given by
H =

1 0 0 1 0 1 1
0 1 0 1 1 1 0
0 0 1 0 1 1 1
,
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We can identify the columns of H with elements of F23 where the components
of the column represent the coefficients of the three basis elements in the
extended field F23 . First let us define F23 .
The elements of F23 are 0, 1, a, a2, 1 + a, 1 + a2, a+ a2, 1 + a+ a2.
This field extension can be considered as a 3-dimensional vector space over
F2 with basis elements 1, a, a2.
A prime polynomial of degree 3 over the field F2 is p(x) = x3 + x+ 1.
Taking a to be a root of this polynomial we see that a basis of the extension
field containing this root is {a0, a1, a2} which is {1, a, a2}. Because a is a
root of p(x) we also get that a3 = a + 1. Also because a is a multiplicative
generator of (F23)×, we can write all of the non-zero elements of F23 as powers
of a as follows.
non-zero element of F23 1 a a2 1+a a+a2 1+a+a2 1+a2
element as a power of a a0 a1 a2 a3 a4 a5 a6
Thus we can write H = [a0a1a2a3a4a5a6].
Recall that the null space of the check matrix H is the set of all codewords,
so we have that HcT = 0. In this case we can write cHT = 0.
Note that c = [c0, c1, c2, c3, c4, c5, c6] is a vector with entries in F2 while HT
is a vector with entries in F23 . Multiplication and addition is performed in
the extension field F23 .
Now we can rewrite cHT = 0 as
6∑
i=0
cia
i = 0.
This means that the codeword c can be represented by a codeword polynomial
c(x) =
6∑
i=0
cix
i, where the operation of multiplying the codeword by the check
matrix is done by evaluating the codeword polynomial at x = a.
Then c(x) is a codeword if c(a) = 0 (i.e. if
6∑
i=0
cia
i = 0).
Thus a binary polynomial c(x) is a codeword if and only if a is a zero of the
polynomial. Thus the (7, 4, 3) Hamming code is the set of all polynomials
c(x) over F2 of degree at most 6 that have a as a zero in F23 .
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1.2 Group Ring Matrices
Let RG be a group ring with |G| = n. Then for each element of the group
ring there is a unique n × n matrix with coefficients from R according to a
particular listing of the group elements. A listing of the group elements is a
permutation of the n group elements. For example, consider the group ring
F2C4 with group listing 1, x, x2, x3. We can form a group matrix as follows.
1 x x2 x3
1 1 x x2 x3
x3 x3 1 x x2
x2 x2 x3 1 x
x x x2 x3 1
.
The column headings are the group elements according to the group listing,
and the row headings are the inverses of the group elements in the listing. The
entries of the matrix consist of the product of the row and column headings.
Thus we get the 4 × 4 group matrix
1 x x2 x3
x3 1 x x2
x2 x3 1 x
x x2 x3 1
.
This matrix is circulant (each row is the same as the row above but shifted
one place to the right). Some group listings give circulant group matrices
and some do not. With this group matrix, we can form a group ring matrix
for each group ring element. For example consider the group ring element
x2 + x3 in F2C4. Then the group ring matrix according to the group listing
1, x, x2, x3 is the coefficients of the group elements x2 and x3 in the positions
where these group elements appear in the group matrix.
So the group ring matrix of x2 + x3 is
9

0 0 1 1
1 0 0 1
1 1 0 0
0 1 1 0
.
There is a bijective ring homomorphism between the ring of group ring ma-
trices according to a group listing and the group ring itself [18].
Lemma 1.10. [18] In a group algebra FG, a non-zero element u is a zero
divisor if the corresponding group ring matrix does not have full rank, and is
a unit otherwise.
Definition [18] The rank of a group ring element is the rank of the corre-
sponding group ring matrix.
Example 1.11. Let RG ' F2C7. For the listing 1, x, x2, x3, x4, x5, x6 we get
the group matrix
1 x x2 x3 x4 x5 x6
x6 1 x x2 x3 x4 x5
x5 x6 1 x x2 x3 x4
x4 x5 x6 1 x x2 x3
x3 x4 x5 x6 1 x x2
x2 x3 x4 x5 x6 1 x
x x2 x3 x4 x5 x6 1

.
The group ring matrix of the element 1 + x+ x3 according to this listing is
1 1 0 1 0 0 0
0 1 1 0 1 0 0
0 0 1 1 0 1 0
0 0 0 1 1 0 1
1 0 0 0 1 1 0
0 1 0 0 0 1 1
1 0 1 0 0 0 1

.
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By row reduction, this group ring matrix becomes
1 0 0 0 1 1 0
0 1 0 0 0 1 1
0 0 1 0 1 1 1
0 0 0 1 1 0 1
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

.
Thus the group ring element 1 + x+ x3 has rank 4.
1.3 Zero Divisor Codes
Another way of constructing a code is to use zero divisors in group rings. To
construct a code we need a group ring, a submodule of the group ring and a
zero divisor in the group ring.
Example 1.12. Take the group ring F2C7. This can be considered as a group
ring or as a vector space over F2 with group elements 1, x, x2, x3, x4, x5, x6 as a
basis. Let W be a submodule of F2C7 with basis S = {1, x, x2, x3}. That is W
consists of all linear combinations of these 4 group elements with coefficients
from F2. Clearly |W | = 16.
Let u = 1 + x+ x3 ∈ F2C7. Now 1 + x+ x3 is a zero divisor in F2C7 because
(1 + x+ x3)(x+ x4 + x5 + x6) = 0. We also saw that 1 + x+ x3 has rank 4
in Example 1.11 and so by Lemma 1.10 it is a zero divisor.
Multiplying u by the 4 basis elements of W we get
1u = 1 + x+ x3
xu = x+ x2 + x4
x2u = x2 + x3 + x5
x3u = x3 + x4 + x6
These 4 group ring elements form a basis Su of the code Wu.
Writing these elements as vectors over F2 we can form a matrix
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
1 1 0 1 0 0 0
0 1 1 0 1 0 0
0 0 1 1 0 1 0
0 0 0 1 1 0 1
.
The rowspace of this matrix will be the set of vectors in the code Wu. Now
we apply a series of elementary row reduction steps.
Firstly, R1→ R1−R4 and R3→ R3−R4 gives us
1 1 0 0 1 0 1
0 1 1 0 1 0 0
0 0 1 0 1 1 1
0 0 0 1 1 0 1
.
Then, R2→ R2−R3 gives
1 1 0 0 1 0 1
0 1 0 0 0 1 1
0 0 1 0 1 1 1
0 0 0 1 1 0 1
.
And finally R1→ R1−R2 gives
1 0 0 0 1 1 0
0 1 0 0 0 1 1
0 0 1 0 1 1 1
0 0 0 1 1 0 1
 = G.
Note that this matrix is the same as the row reduced version of the group ring
matrix of 1 + x + x3 with the zero rows deleted. We found this in Example
1.11 by using row reduction techniques. In this way, we say that the element
1+x+x3 generates the code. It is in fact the Hamming (7,4,3) code that we
encountered earlier [21]. The length of the code is the number of elements
in the group G, in this case 7. Note that the rank of the group ring matrix
of 1 + x+ x3 equals the size of the basis S of the sub-module W . Now, with
this generator matrix G, we can form the 16 elements of the code Wu as the
rowspace of G. They are:
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[0000000], [0001101], [0010111], [0011010],
[0100011], [0101110], [0110100], [0111001],
[1000110], [1001011], [1010001], [1011100],
[1100101], [1101000], [1110010], [1111111].
Since our generator matrix is in standard form ([I|P ]) we can easily form
the parity check matrix H = [P T |I].
We get the matrix
1 0 1 1 1 0 0
1 1 1 0 0 1 0
0 1 1 1 0 0 1
 =H.
The rowspace of this matrix H is the dual code of the Hamming (7,4,3) code
G above. The rowspace of H is a (7,3) code and it consists of the following
8 vectors:
[1011100], [1110010], [0111001], [0101110]
[1100101], [1001011], [0010111], [0000000].
Note first of all that all of the non-zero codewords in this dual code have
weight 4 and so the minimum distance is 4. Thus we have a (7,3,4) code.
Secondly, all 8 vectors in the dual code are also in the Hamming (7,4,3) code,
so we have another example where a subspace and its orthogonal complement
(i.e. dual code) are not mutually exclusive. Indeed here the Hamming (7,4,3)
code contains its dual code.
The Hamming (7,4,3) code generated in the above example is revisited later
on in this thesis in Example 6.21 where it is shown how this code arises as a
subspace of the group algebra F2C7.
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2 Automorphisms of Finite Abelian Groups
The next section of the thesis explores group theory and in particular the au-
tomorphisms of abelian groups. The following result will be used throughout
this Chapter.
Lemma 2.1. [17] Let G = H × K be a direct product of groups where |H|
and |K| are coprime. Then Aut(G) ' Aut(H) × Aut(K).
This is a very useful result, because by the fundamental theorem of abelian
groups all finite abelian groups can be written as a direct product of groups
of the form: Hp = Cpe1× Cpe2× .....× Cpen in which p is a prime number
and 1 ≤ e1 ≤ .... ≤ en are positive integers.
That is, if G is a finite abelian group, then G = Hp1 ×Hp2 × ....×Hpm .
Example 2.2. Let G = C8 × C16 × C32 × C3 × C27 × C27
This can be broken down into two factor groups H2 =C23 × C24 × C25 and
H3 =C31 × C33 × C33 where |H2| and |H3| are coprime. So G = H2 ×H3.
Hence Aut(G) ' Aut(H2) × Aut(H3).
Thus in order to find the order and structure of Aut(G) for all finite abelian
groups G, it is only necessary to look at Aut(Hp). In this section, all possi-
ble groups of the form Hp are examined, starting with basic examples and
finishing with more complex ones.
The most basic example is C1. For this group there is only one possible
automorphism, the identity map which maps each element to itself. Thus
Aut(C1) ' C1. The next smallest group is C2 which contains two elements,
a generator of order 2 and the identity. Now an automorphism being an
isomorphism must send elements of order n to elements of order n, and so
the generator of this group can only be mapped to itself, and thus Aut(C2)
' C1 also.
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Before looking at whole classes of abelian groups, it is useful to look in detail
at a specific group to show how an automorphism group can be found step
by step.
Example 2.3. Finding the automorphisms of C4 × C2. Writing C4 × C2
as 〈x〉 × 〈y〉, the elements are 1, x, x2, x3, y, xy, x2y, x3y.
The orders of the elements are as follows:
element 1 x x2 x3 y xy x2y x3y
order 1 4 2 4 2 4 2 4
The generator x can be mapped to any of the elements of order 4: x, x3,
xy or x3y. This gives 4 automorphisms. In each case the image of x when
squared gives x2, so x2 will also be mapped to x2 as these mappings are
homomorphisms. Thus the generator y cannot go to x2, and can only go to y
or to x2y. Thus there are a further 2 automorphisms for each of the earlier
4. Thus there are a possible 4 × 2 = 8 automorphisms.
These automorphisms are as follows:
ψ1(x) = x ψ2(x) = x
3 ψ3(x) = xy ψ4(x) = x
3y
ψ1(y) = y ψ2(y) = y ψ3(y) = y ψ4(y) = y
ψ5(x) = x ψ6(x) = x
3 ψ7(x) = xy ψ8(x) = x
3y
ψ5(y) = x
2y ψ6(y) = x
2y ψ7(y) = x
2y ψ8(y) = x
2y
By labelling the 8 elements of C4 × C2 from 1 to 8, it is possible to describe
the mapping of each automorphism by the cycle decomposition on these 8
elements.
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Element Cycle Decomposition Order
ψ1 (1) 1
ψ2 (24)(68) 2
ψ3 (26)(48) 2
ψ4 (28)(46) 2
ψ5 (57)(68) 2
ψ6 (24)(57) 2
ψ7 (2648)(57) 4
ψ8 (2846)(57) 4
Each of these cycle decompositions is distinct, and so |Aut(G)| = 8. Clearly
there are 5 elements of order 2 in Aut(G) and the only group of order 8 with
exactly 5 elements of order 2 is D8. Thus Aut(C4 × C2) ' D8 ' C4 o C2
' 〈ψ7〉 o 〈ψ6〉 with the action being conjugation by inversion.
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2.1 Automorphisms of Cyclic Groups Cp and Cpn
Definition For n ∈ N let φ(n) be the number of positive integers a≤n with
a relatively prime to n. This is Euler’s totient function.
For example φ(10) = 4 as there are 4 numbers less than 10 which are coprime
to 10. These are {1, 3, 7, 9}.
Note that when a group is cyclic, all elements can be written in terms of the
generator and therefore when an automorphism on a generator is defined, it
defines the automorphism for the whole group. Thus the number of distinct
automorphisms is equal to the number of generators of the group.
Lemma 2.4. For cyclic groups Cn, Aut(Cn) ' (Z/nZ)×, an abelian group
of order φ(n) where φ is Euler’s totient function.
Proof. [13, p. 135] Let x be a generator of Cn and let ψa(x) = x
a ∈ Aut(Cn)
for some a ∈ Z.
Since |x| = n, a is only defined mod n. Since ψ is an automorphism,
|x| = |xa|, hence (a, n) = 1. For every a relatively prime to n, ψa is an
automorphism of Cn.
Hence there is a surjective map Ψ from Aut(Cn) to (Z/nZ)
× defined by ψa
7→ a (mod n). That is Ψ : Aut(Cn) → (Z/nZ)× where Ψ(ψa) = a (mod n).
The map Ψ is a homomorphism because ψaψb(x) = ψa(x
b) = (xb)a = xab =
ψab(x) for all ψa, ψb ∈ Aut(Cn) so that Ψ(ψaψb)=Ψ(ψab) = ab (mod n) = a
(mod n)b (mod n)= Ψ(ψa)Ψ(ψb).
Ψ is clearly injective, hence it is an isomorphism.
We show that the automorphism group is abelian by multiplying two such
automorphisms ψa and ψb and considering the effect on x.
ψaψb(x) = ψa(x
b) = (xb)a = xba
ψbψa(x) = ψb(x
a) = (xa)b = xab
But ba = ab because a, b ∈ Z so ψaψb(x) =ψbψa(x)
Corollary 2.5. Aut(Cp) ' Cp−1.
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Proof. This is a result of (Z/pZ)× being the multiplicative group of the finite
field Fp which is cyclic of order p− 1.
Example 2.6. Aut(C3) ' C2 by Corollary 2.5.
Example 2.7. Aut(C17) ' C16 by Corollary 2.5
It is worth noting that cyclic groups of composite order such as C6 can
be decomposed into C2 × C3, so that Aut(C6) ' Aut(C2) × Aut(C3) by
Lemma 2.1. As a result we need only look at cyclic groups Cp and Cpn. The
case for cyclic groups Cp has been described above. The case for cyclic groups
Cpn follows.
Lemma 2.8. For all n ≥ 3 , Aut(C2n) ' C2 × C2n−2.
Proof. φ(2n) = 2n−1 and so by Lemma 2.4 we have Aut(C2n) ' (Z/2nZ)×,
an abelian group of order 2n−1. The next step is to describe the structure of
(Z/2nZ)×.
First we show that (1 + 22) has order dividing 2n−2 in (Z/2nZ)×.
By the binomial theorem (1 + 22)2
n−2
= 1+2n−2(22)+ (2
n−2)(2n−2−1)
2
(22)2+ (2
n−2)(2n−2−1)(2n−2−2)
(3)(2)
(22)3+...+(22)2
n−2
= 1 + 2n + (2n+1)(2n−2 − 1) + (2n+3) (2n−2−1)(2n−2−2)
3
+...+ 22
n−1
= 1 + 0 + 0 +... + 0 ≡ 1 (mod 2n).
Now, we show that (1 + 22) cannot have order less than 2n−2 in (Z/2nZ)×.
Again using the binomial theorem (1 + 22)2
n−3
= 1+2n−3(22)+ (2
n−3)(2n−3−1)
2
(22)2+ (2
n−3)(2n−3−1)(2n−3−2)
(3)(2)
(22)3+...+(22)2
n−3
= 1 + 2n−1 + (2n)(2n−3 − 1) + (2n+2) (2n−3−1)(2n−3−2)
3
+...+ 22
n−2
= 1 + 2n−1 + 0 +... + 0 6≡ 1 (mod 2n)
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Thus (1 + 22) generates a cyclic subgroup of order 2n−2 which is necessarily
of index 2 in (Z/2nZ)× by the order of (Z/2nZ)× given above.
Now we show that the structure of the group is not cyclic by exhibiting two
distinct elements of order 2.
[(1 + 2n−1)]2 = 1 + 2n + 22n−2 ≡ 1 (mod 2n).
Also [−1]2 = 1 ≡ 1 (mod 2n).
Clearly these elements have order 2. If they are the same element then
their product ≡ 1 (mod 2n).
By multiplying them, we get (−1)(1 + 2n−1) = (−1− 2n−1) 6≡ 1 (mod 2n).
To see that this more clearly, suppose (−1− 2n−1) ≡ 1 (mod 2n).
Then −2n−1 ≡ 2 (mod 2n)
⇒2n−1 ≡ −2 (mod 2n)
⇒2(2n−1) ≡ 2(−2) (mod 2n)
⇒2n ≡ −4 (mod 2n), a contradiction as n ≥ 3.
So (−1− 2n−1) 6≡ 1 (mod 2n) as supposed.
Now because the product of the two elements (−1− 2n−1) 6≡ 1 (mod 2n) this
means that the two elements are distinct.
Thus, the structure of (Z/2nZ)× is abelian but not cyclic, and has a cyclic
subgroup of index 2, so it is C2 × C2n−2 .
Example 2.9. Aut(C4) ' C2 by Lemma 2.4
Example 2.10. Aut(C8) ' C2 × C2 by Lemma 2.8.
Example 2.11. Aut(C16) ' C2 × C4 by Lemma 2.8.
Example 2.12. Aut(C32) ' C2 × C8 by Lemma 2.8.
Lemma 2.13. φ(pn) = pn−1(p− 1)
Proof. Let A = {a|(a, p) 6= 1, a ≤ pn}. Then φ(pn) = pn - |A|.
Thus A = {a| a is a multiple of p}, a ≤ pn.
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Thus A = {1p, 2p, ......., pn−1p} ⇒ |A| = pn−1.
Thus φ(pn) = pn - pn−1 = pn−1(p− 1).
Lemma 2.14. For p an odd prime and for n ≥ 3, then pn−2 ≥ n.
Proof. We proceed by induction. Let n = 3. Then p ≥ n because p is an
odd prime.
Assume true for n = k. That is pk−2 ≥ k.
Now test for n = k + 1. pk+1−2 = pk−2p ≥ kp by our induction hypothesis.
Clearly kp ≥ k + 1 for all p odd prime and k ≥ 3. Thus pk+1−2 ≥ k + 1.
Lemma 2.15. For all p odd, n ∈ N, n ≥ 1, Aut(Cpn) ' Cpn−1 × Cp−1.
Proof. By Lemma 2.13, Aut(Cpn) ' (Z/pnZ)×, an abelian group of order
pn−1(p− 1). Now we describe the structure of (Z/pnZ)×.
First we show that (1 + p) has order dividing pn−1 in (Z/pnZ)×.
By the binomial theorem (1 + p)p
n−1
= 1+pn−1(p) + (p
n−1)(pn−1−1)
2
p2 + (p
n−1)(pn−1−1)(pn−1−2)
(3)(2)
p3+ ... +(p)p
n−1
= 1 + pn + (pn+1) (p
n−1−1)
2
+ (pn+2) (p
n−1−1)(pn−1−2)
(3)(2)
+ ... + pp
n−1
= 1 + 0 + 0 + 0 ... + 0 ≡ 1 (mod pn).
Now, we show that (1 + p) cannot have order less than pn−1 in (Z/pnZ)×.
First consider the case where n = 1. Clearly (1 + p) cannot have order less
than p1−1 = p0 = 1.
Now consider the case where n ≥ 2. If (1 + p) has order less than pn−1 then
(1 + p)p
n−2 ≡ 1 (mod pn).
Again using the binomial theorem (1 + p)p
n−2
= 1+pn−2(p)+ (p
n−2)(pn−2−1)
2
p2+ (p
n−2)(pn−2−1)(pn−2−2)
(3)(2)
p3+...+pp
n−2
= 1 + pn−1 + (pn) (p
n−2−1)
2
+ (pn+1) (p
n−2−1)(pn−2−2)
(3)(2)
+...+ pp
n−2
= 1 + pn−1 + 0 + 0 +... + 0 + pp
n−2
.
Now if n = 2, then the last term doesn’t arise as there are only two terms in
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the expansion, so the expansion is 1 + pn−1.
If n ≥ 3, then by Lemma 2.14, we have that ppn−2 ≥ pn and so we get that
(1 + p)p
n−2
= 1 + pn−1 + 0 + 0 +... + 0 6≡ 1 (mod pn).
Thus (1 + p) generates a cyclic subgroup of index p− 1 in (Z/pnZ)×.
The following part of the proof is outlined in [13, p. 314].
The map (Z/pnZ) → (Z/pZ) defined by a + pnZ 7→ a + pZ is a ring homo-
morphism which gives a surjective group homomorphism f : (Z/pnZ)× onto
(Z/pZ)×. The latter group is cyclic of order p − 1 by Corollary 2.5. Thus
the kernel of f has order pn−1.
Now |Z/pnZ)×| = pn−1(p − 1). Clearly p 6 |(p − 1), so let Aut(Cpn) ' Cpn−1
× A where |A| = p− 1 which is co-prime to p.
Since the kernel of f has order pn−1, none of the non-identity elements of A
are in the kernel of f by considering their order. Thus A maps isomorphically
into the cyclic group (Z/pZ)× and so A is cyclic and A ' Cp−1 and Aut(Cpn)
' Cpn−1 × Cp−1.
Example 2.16. C25 ' C52 ⇒ Aut(C25) ' C52−1 × C5−1 ' C5 × C4 by
Lemma 2.15.
Example 2.17. C27 ' C33 ⇒ Aut(C27) ' C33−1 × C3−1 ' C9 × C2 by
Lemma 2.15.
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2.2 Automorphisms of Elementary Abelian groups
Lemma 2.18. [29] If G is the elementary abelian group Cnp then Aut(G) '
GLn(Fp).
Proof. The group Cnp can be viewed as the vector space of dimension n over
the field Fp with group elements as 1 × n column vectors.
The automorphisms of the group are the invertible linear transformations
from the group to itself. These are the matrices with entries from the field
Fp which form the group GLn(Fp).
Lemma 2.19. [5] |GLn(Fp)| = (pn − 1)(pn − p)(pn − p2)....(pn − pn−1).
Proof. There are pn possibilities for each row. However an invertible n × n
matrix must have n linearly independent rows so restrictions apply.
The first row cannot be the zero vector, so there are pn − 1 choices.
The second row cannot be a scalar multiple of the first row so there are pn−p
choices.
The third row must not be in the subspace spanned by the first two rows so
there are pn − p2 choices.
This process is continued until the nth row which must not be in the subspace
spanned by the first n− 1 rows so there are pn − pn−1 choices.
Hence |GLn(Fp)| = (pn − 1)(pn − p)(pn − p2)....(pn − pn−1).
Example 2.20. Aut(C32) ' GL3(F2).
|GL3(F2)| = (23 − 1)(23 − 2)(23 − 22) = (7)(6)(4) = 168.
Example 2.21. Aut(C27) ' GL2(F7).
|GL2(F7)| = (72 − 1)(72 − 7) = (48)(42) = 2016.
Example 2.22. Aut(C47) ' GL4(F7).
|GL4(F7)| = (74 − 1)(74 − 7)(74 − 72)(74 − 73) = (2400)(2394)(2352)(2058)
= 27, 811, 094, 169, 600.
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In order to better illustrate these automorphisms as linear transforma-
tions of a vector space, here is a detailed look at the automorphisms of the
group C22 .
Let C22 = 〈x〉 × 〈y〉 = {1, x, y, xy}. There are 2 generators and 3 elements
of order 2.
The first generator can be mapped to 3 elements and the other generator has
2 remaining choices. Hence there are 3× 2 = 6 automorphisms.
These 6 automorphisms are: ψ1, ψ2, ψ3, ψ4, ψ5, ψ6 where:
ψ1(x) = x ψ2(x) = x ψ3(x) = y
ψ1(y) = y ψ2(y) = xy ψ3(y) = x
ψ4(x) = y ψ5(x) = xy ψ6(x) = xy
ψ4(y) = xy ψ5(y) = y ψ6(y) = x
These automorphisms correspond to the 6 invertible 2 × 2 matrices over F2:
ψ1 =
[
1 0
0 1
]
ψ2 =
[
1 1
0 1
]
ψ3 =
[
0 1
1 0
]
ψ4 =
[
0 1
1 1
]
ψ5 =
[
1 0
1 1
]
ψ6 =
[
1 1
1 0
]
These 6 matrices with the usual matrix multiplication form the groupGL2(F2).
The group GL2(F2) is also isomorphic to D6. It can be written as 〈ψ4〉 o
〈ψ2〉 where the action is conjugation by inverting.
By Lemma 2.18 Aut(C22) ' GL2(F2) and |GL2(F2)| = (22 − 1)(22 − 2) =
(3)(2) = 6.
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2.3 Automorphisms of Cnpα
Lemma 2.23. Aut(Cnpα)' GLn(Z/pαZ).
Proof. The group Cnpα can be viewed as an R-module over the commutative
ring Z/pαZ. The automorphisms of the group are then the invertible R-
module homomorphisms from G to itself. These are the invertible n × n
matrices with entries from Z/pαZ which form the group GLn(Z/pαZ).
The order of this group is found using a corollary to the following theorem.
Theorem 2.24. [5] Let m be a positive integer and let pα11 p
α2
2 .....p
αk
k be the
prime factorisation of m. Then for each positive integer n,
|GLn(Z/mZ)| = mn2
k∏
i=1
n∏
j=1
(1− p−ji ).
Corollary 2.25. |GLn(Z/pαZ)| =
n∏
j=1
(pαn − pαn−j)
Proof. Let m = pα
Then |GLn(Z/pαZ)| = (pα)n2
n∏
j=1
(1− p−j) = pαn2
n∏
j=1
(1− p−j)
=
n∏
j=1
pαn(1− p−j) =
n∏
j=1
(pαn − pαn−j).
Example 2.26. Aut(C24) ' GL2(Z/4Z) by Lemma 2.23.
|GL2(Z/4Z)| = (22(2) - 22(2)−1)(22(2) - 22(2)−2)
= (24 − 23)(24 − 22) = (8)(12) = 96 by Corollary 2.25.
Example 2.27. Aut(C34) ' GL3(Z/4Z) by Lemma 2.23.
|GL3(Z/4Z)| = (22(3) - 22(3)−1)(22(3) - 22(3)−2)(22(3) - 22(3)−3)
= (26 − 25)(26 − 24)(26 − 23) = (32)(48)(56) = 86, 016 by Corollary 2.25.
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2.4 Automorphisms of Cpm × Cpn
This section looks at Aut(G) where G is an abelian p− group with 2 distinct
direct factors. Because m, n are distinct positive integers the results from
the previous section do not apply. The theorems here are taken from a 2010
paper by Bidwell and Curran where there are extensive proofs given. The
theorems are given here with examples. First, the case where p is odd.
Definition [13] A generator of the cyclic group of all nth roots of unity is
called a primitive nth root of unity.
Definition [7] An integer s is a primitive root modulo n if every integer
coprime to n is congruent to a power of s modulo n. In other words, s is a
generator of the multiplicative group of integers modulo n.
Note that not all integers n have primitive roots mod n. However, n has
primitive roots mod n if n is of the form 2,4, pa or 2pa, where p is an odd
prime [7]. When n has primitive roots mod n, then there are φ(φ(n)) of them
where φ is Euler’s totient function[32].
Theorem 2.28. [3] Let G = Cpm × Cpn, where m > n ≥ 1. Let u = pm−n.
Let s be a primitive root mod pm, so also a primitive root mod pn and let t
be its multiplicative inverse (mod pn).
Choose w such that sw ≡ 1 + u (mod pm).
Aut(G) is given by the presentation:
Aut(G) ' 〈a, b, c, d : aφ(pm) = bpn = cpn = dφ(pn) = 1, ba = bt, bd = bs,
ca = cs, cd = ct, ad = a, cb = a−wbcdw 〉.
Theorem 2.29. [3] For m > n ≥ 1, |Aut(Cpm × Cpn)| = (p− 1)2pm+3n−2.
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Example 2.30. C9 × C3 = C32 × C31. m = 2, n = 1, u = 3.
sw ≡ 1 + u (mod pm) so choosing s = 2, we have w = 2 because 22 ≡ 1 + 3
(mod 32). The multiplicative inverse (mod pn) of s = 2 is t = 2, because
(2)(2) = 4 ≡ 1(mod 3). Thus we have m = 2, n = 1, u = 3, s = 2, w = 2
and t = 2.
Aut(G) ' 〈a, b, c, d : aφ(32) = b31 = c31 = dφ(31) = 1, ba = b2, bd = b2,
ca = c2, cd = c2, ad = a, cb = a−2bcd2〉.
⇒Aug(G) ' 〈a, b, c, d : a6 = b3 = c3 = d2 = 1, ba = b2, bd = b2,
ca = c2, cd = c2, ad = a, cb = a−2bcd2〉.
|Aut(C9 × C3)| = (3− 1)2(3)2+3(1)−2 = (4)(27) = 108.
Example 2.31. C27 × C3 = C33 × C31. m = 3, n = 1, u = 9, so choosing
s = 2, we have w = 6 because 26 = 64 ≡ 1 + 9 (mod 33). The multiplicative
inverse (mod pn) of s = 2 is t = 2, because (2)(2) = 4 ≡ 1(mod 3). Thus we
have m = 3, n = 1, u = 9, s = 2, w = 6 and t = 2.
Aut(G) ' 〈a, b, c, d : aφ(33) = b31 = c31 = dφ(31) = 1, ba = b2, bd = b2,
ca = c2, cd = c2, ad = a, cb = a−6bcd6〉.
⇒Aut(G) ' 〈a, b, c, d : a18 = b3 = c3 = d2 = 1, ba = b2, bd = b2,
ca = c2, cd = c2, ad = a, cb = a−6bcd6〉.
|Aut(C27 × C3)| = (3− 1)2(3)3+3(1)−2 = (4)(81) = 324.
Next, the automorphisms of Cpm × Cpn , in the case where p = 2.
Theorem 2.32. [3] Let G = C2m × C2n, where m > n ≥ 2. Let u = 2m−n.
If u ≥ 4, choose w such that 5w ≡ 1 + u(mod 2m).
For u = 2, choose w such that −5w ≡ 3(mod 2m).
Aut(G) is given by the presentation:
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Aut(G) ' 〈 a1, a2, b, c, d1, d2 : a21 = a2m−22 = b2n = c2n = d21 = d2n−22 = 1,
ba1 = b−1, ba2 = b5
−1
, bd1 = b−1, ca1 = c−1, ca2 = c5, cd1 = c−1,
cd2 = c5
−1
, cb = a−w2 bcd
w
2 , 〈a1, a2, d1, d2 〉 is abelian 〉
If u = 2, the relation cb = a−w2 bcd
w
2 must be replaced by cb = a1a
−w
2 bcd1d
w
2
and an additional relation c2b = a−12 bc
2d2 must be included.
Theorem 2.33. [3] For m > n ≥ 2, |Aut(C2m × C2n)| = 2m+3n−2.
Example 2.34. C8 × C4 = C23 × C22. m = 3, n = 2. Now u = 2, so
choosing w = 1, we have −51 = -5 ≡ 3 (mod 23). Thus we have m = 3, n
= 2, u = 2, and w = 1.
Then by Theorem 2.32,
Aut(C8 × C4) ' 〈a1, a2, b, c, d1, d2 : a21 = a22 = b4 = c4 = d21 = d2 = 1,
ba1 = b−1, ba2 = b5
−1
, bd1 = b−1, ca1 = c−1, ca2 = c5, cd1 = c−1,
cd2 = c5
−1
, cb = a1a
−1
2 bcd1d2, c
2b = a−12 bc
2d2, 〈a1, a2, d1, d2〉 is abelian〉
|Aut(C8 × C4)| = 23+3(2)−2 = 27 = 128 by Theorem 2.33.
Theorem 2.35. [3] Let G = C2m × C2, m ≥ 3.
Aut(G) ' 〈 a, b, c, d : am−2 = b2 = c2 = d2 = 1, bc = a2m−3b, others commute〉
' ((〈a〉 × 〈b〉) o 〈c〉) × 〈d〉 ' ((C2m−2× C2) o C2) × C2
Finally, the case where n = 1 and m = 2 is not dealt with above. There
is only one group of this type, C4 × C2. As shown in Example 2.3, Aut(C4
× C2) ' D8.
Example 2.36. Aut(C8 × C2) ' ((C2 × C2)o C2)× C2 by Theorem 2.35.
A presentation is 〈 a, b, c, d : a = b2 = c2 = d2 = 1, bc = ab, others commute〉
We show that this group is isomorphic to D8 × C2.
Label the 4 generators of ((C2 × C2)o C2)× C2 as a, b, c and d respectively.
Theorem 2.35 states that all generators commute, except for b and c.
bc = a2
3−3
b = ab.
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The 16 elements are 1, a, b, ab, c, ac, bc, abc, d, ad, bd, cd, abd, acd, bcd, abcd.
From the presentation we know that all of the 4 generators have order 2. The
products of commuting generators also have order 2 because
(ab)2 = abab = aabb = 1
(abd)2 = abdabd = aabbdd = 1.
The elements ad, bd, cd, acd can be shown to have order 2 in the same
way.
Thus the following 11 elements all have order 2: a, b, ab, c, ac, d, ad, bd, cd, abd, acd.
We show that the four remaining non-identity elements bc, abc, bcd, abcd have
order 4.
(bc)2 = bcbc = bcbc−1 = bbc = bab = abb = a
(bc)3 = (a)(bc) = abc
(bc)4 = (abc)(bc) = (a)(bcbc) = aa = 1, so |bc| = 4.
(abc)2 = abcabc = aabcbc = a
(abc)3 = (a)(abc) = bc
(abc)4 = (bc)(abc) = (a)(bcbc) = aa = 1, so |abc| = 4.
(abc)2 = abcabc = aabcbc = a
(abc)3 = (a)(abc) = bc
(abc)4 = (bc)(abc) = (a)(bcbc) = aa = 1, so |abc| = 4.
(bcd)2 = bcdbcd = ddbcbc = a
(bcd)3 = (a)(bcd) = adbc
(bcd)4 = (adbc)(bcd) = (add)(bcbc) = aa = 1, so |bcd| = 4.
Thus the automorphism group comprises exactly 11 elements of order 2, 4
elements of order 4 plus the identity, and the only group of order 16 with this
property is D8 × C2.
Example 2.37. Aut(C16 × C2) ' ((C4 × C2)o C2)× C2 by Theorem 2.35.
The presentation is 〈 a, b, c, d : a2 = b2 = c2 = d2 = 1, bc = a2b, others
commute〉.
28
Lemma 2.38. For all G = C2m × C2, m ≥ 2, |Aut(G)| = |G|.
Proof. The order of G is (2m)(2) = 2m+1. By Theorem 2.35 for all m ≥ 3,
Aut(G) ' ((C2m−2 × C2) o C2) × C2 which has order (2m−2)(2)(2)(2) =
2m+1.
Also, when m = 2, G = C4 × C2, and Aut(G) ' D8 as shown in Example
2.3 with |Aut(G)| = |G|, completing the proof.
2.5 Automorphisms of abelian p− groups with repeat-
ing factors
The method we used for finding a presentation for the automorphism group of
Cpm × Cpn in the previous section can be extended to cover all direct products
Cpm1 × Cpm2 × ....... × Cpmn where m1 > m2 > ..... > mn. This method
is described in Bidwell and Curran’s 2010 paper [3] and gives a presentation
for Aut(G) for all such groups. However, it is limited to groups where each
mi (1 ≤ i ≤ n) is distinct. That is, it is limited to abelian p − group with
no repeating factors.
Thus the last remaining class of abelian groups without a method for finding
the stucture of Aut(G) is the direct product of p − groups with repeating
factors which are not of the form Cnpα .
The smallest such abelian group is C2 × C2 × C4.
Example 2.39. |Aut(C2 × C2 × C4)|. Writing C2 × C2 × C4 as 〈x〉 × 〈y〉
× 〈a〉, the elements are:
{1, x, y, xy, a, a2, a3, xa, xa2, xa3, ya, ya2, ya3, xya, xya2, xya3}.
The orders of the elements are as follows:
1 x y xy a a2 a3 xa xa2 xa3 ya ya2 ya3 xya xya2 xya3
1 2 2 2 4 2 4 4 2 4 4 2 4 4 2 4
The generator a can be mapped to either a, a3, xa, xa3, ya, ya3, xya or
xya3. This gives a maximum of 8 automorphisms. In each case the image
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of a when squared gives a2, so a2 will be mapped to a2 as these mappings are
homomorphisms.
Thus the generator x (which has order 2) cannot go to a2, but can be mapped
to either x, y, xy, xa2, ya2, or to xya2. Thus there are a further 6 automor-
phisms for each of the earlier 8. This gives 8 × 6 = 48 possible automor-
phisms of the group.
Now because it has been determined where the generators x and a are mapped
to, so it is determined where the element xa2 is mapped to. Thus there are
only 4 remaining elements of order 2 to which the the generator y can be
mapped to (i.e. not to the image of x or to the image of xa2). This gives
a further 4 different automorphisms for each of the earlier 48, giving a total
of 192 possible automorphisms for the group. There may be some further
restrictions but we have an upper bound for the order of the automorphism
group. In the next section it is shown that |Aut(C2 × C2 × C4)| = 192.
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2.6 Finding |Aut(Hp)| using Endomorphism Rings
Now we look at another method for finding the order of Aut(Hp). This
approach is outlined in a paper by Hillar and Rhea[17] in 2007 .
Again define Hp = Cpe1× Cpe2× .....× Cpen in which p is a prime number
and 1 ≤ e1 ≤ .... ≤ en are positive integers.
Definition [17] Let Ep = End(Hp) be the endomorphism ring of Hp.
Elements of Ep are endomorphisms from Hp into itself (i.e. homomorphisms
from Hp to Hp) with ring multiplication given by composition and ring addi-
tion given by (A+B)h = A(h) + B(h) for A,B ∈ Ep and h ∈ Hp. Elements
of Ep are written as matrices much like linear operators on vector spaces.
Elements h are written as column vectors (h¯1, h¯2, ....., h¯n)
T with each h¯i ∈
Z/peiZ, being an integer reduced mod pei .
Definition [17] Let Rp = {(aij) ∈ Zn×n : pei−ej |aij ∀ i, j such that 1 ≤ j ≤
i ≤ n}.
As an example take n = 3 with e1 = 1, e2 = 2 and e3 = 5. Then
Rp =


b11 b12 b13
pb21 b22 b23
p4b31 p
3b32 b33
 : bij ∈ Z
.
Lemma 2.40. [17] Rp forms a ring under the usual matrix addition and
multiplication.
Proof. Let A, B ∈ Rp. Clearly, A+B ∈ Rp. Now we check that it is closed
under multiplication.
Let (ab)ij be the ij
th entry of the matrix AB. We only need to check the
entries (ab)ij with j < i as when j = i then p
ei−ej = p0 = 1 which divides all
(ab)ij ∈ Z. Also when j > i there is no restriction.
For all i, j such that 1 ≤ j < i ≤ n, the ijth entry of the matrix AB is given
by ∑n
k=1 aikbkj.
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We can rewrite this summation by separating it into three parts.
If k ≤ j, then k < i, and the entry aik from the matrix A must be divisible
by pei−ek (because A ∈ Rp) so we write it as aikpei−ek . There is no restriction
on the entry from the matrix B as k ≤ j.
If j < k ≤ i, then the entry aik from the matrix A is divisible by pei−ek
and we write it as aikp
ei−ek . For the entry bkj from the matrix B, we have
that j < k and this is divisible by pek−ej (because B ∈ Rp) so we write it as
bkjp
ek−ej .
If k > i, there are no restrictions on the entry aik from A. For the entry
bkj from the matrix B, we again have that j < k (because k > i > j) and
again this entry is divisible by pek−ej so we write is as bkjpek−ej .
Thus
∑n
k=1 aikbkj
=
∑j
k=1 aikp
ei−ekbkj +
∑i
k=j+1 aikp
ei−ekbkjpek−ej +
∑n
k=i+1 aikbkjp
ek−ej .
This then is the ijth entry of the matrix AB and for it to be ∈ Rp we must
have that pei−ej divides all three summands.
In the first summand pei−ek is a factor of the entry and pei−ej | pei−ek because
k ≤ j.
In the second summand pei−ekpek−ej is a factor and this factor is equal to
pei−ej so clearly pei−ej | pei−ej .
Finally, in the third summand pek−ej is a factor of the entry and pei−ej | pek−ej
because k > i. This completes the proof.
Definition [17] Let pii : Z → Z/peiZ be the usual quotient mapping pii(h)
= h¯ and let pi : Zn → Hp be the homomorphism given by pi(h1, h2, ....hn)T =
(pi1(h1), pi2(h2), ....., pin(hn))
T = (h¯1, h¯2, ....., h¯n)
T .
Theorem 2.41. [17] Let A ∈ Rp and let (h¯1, h¯2, ....., h¯n) ∈ Hp.
The map ψ : Rp → End(Hp) given by ψ(A)(h¯1, h¯2, ....., h¯n)T = pi(A(h1, h2, ...., hn)T )
is a surjective ring homomorphism.
The map ψ describes Ep = End(Hp) as a quotient of the matrix ring Rp.
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Lemma 2.42. [17] The kernel of ψ is the set of matrices A = (aij) ∈ Rp
such that pei | aij ∀ i, j.
Proof. Let wj = (0, ..., gj, ...., 0)
T ∈ Hp be the vector with gj in the jth
position and zeroes everywhere else. If A = (aij) has the property that p
ei |
aij ∀ i, j, then
ψ(A)wj = (pi1(a1j), ..., pin(anj)) = 0.
In particular, since each h ∈ Hp is a Z-linear combination of the wj it follows
that ψ(A)h = 0 ∀ h ∈ Hp. This proves that A ∈ ker(ψ).
Conversely, suppose that A = (aij) ∈ ker(ψ), so that ψ(A)wj = 0 for
each wj. Then from the above calculation, each aij is divisible by p
ei .
Theorem 2.43. [17] An endomorphism M = ψ(A) is an automorphism if
and only if A(mod p) ∈ GLn(Fp).
Thus in order to form an automorphism of Hp, is is necessary to first form
a matrix A = (aij) ∈ Rp. Then we quotient out each row mod pei to get an
element of Ep. Finally this element of Ep is an automorphism of Hp if and
only if we get an element of GLn(Fp) when we quotient out pZ from each
entry.
For example, consider the group C2 × C4. Here p = 2, e1 = 1, e2 = 2.
An element A of R2 must be of the form:
[
a11 a12
2a21 a22
]
The matrix
[
7 8
14 11
]
is one such matrix.
When we quotient out each row mod pei , we get:
[
1 0
2 3
]
. This is an element
of Ep.
Is it an automorphism ofHp? Well, when we quotient out 2Z, we get
[
1 0
0 1
]
which is an element of GL2(F2). In fact it is the identity matrix which fixes
all elements of C2 × C4.
33
In this way, all of the automorphisms of Hp can be formed.
In practice, it is easier to work backwards, and start with the elements of
GLn(Fp) that can be extended to form an element of Rp. Then we calculate
the number of ways this element can be extended to form an element of Ep.
By doing this, it is possible to determine |Aut(Hp)| for any Hp.
We now use C2 × C4 as an example of how Hillar and Rhea’s method for
counting the automorphisms is applied. Also, in doing this, we can view the
8 elements of Aut(C2 × C4) as matrices.
Example 2.44. Let Hp ' C2 × C4. That is Hp ' C21 × C22 and so p = 2,
e1 = 1 and e2 = 2.
We need to find all the elements of GL2(F2) that can be extended to a matrix
A ∈ R2, and then calculate all of the distinct ways of extending such an
element to an endomorphism.
The 6 elements of GL2(F2) are:[
1 0
0 1
] [
1 1
0 1
] [
0 1
1 0
] [
0 1
1 1
] [
1 0
1 1
] [
1 1
1 0
]
Of these only
[
1 0
0 1
]
and
[
1 1
0 1
]
can be extended to a matrix A ∈ R2
because they are the only ones with zero in a21 position.
The next step is to calculate all of the distinct ways of extending each of the
two matrices to an endomorphism. We first look at the necessary zeros of
which there is just one. There are 2 ways to extend this entry as we can
add any element of pZ/peiZ. That is we can add any element of 2Z/4Z (i.e.
{0, 2}). So there are 2 ways of extending this element.
At the not necessarily zero entries we can add any element of pZ/peiZ to the
entries on the ith row.
That is we can add any element of 2Z/21Z (i.e. {0}) to the 2 entries on
the 1st row and we can add any element of 2Z/4Z (i.e. {0, 2})to a22. So
a22 becomes either 1 or 3. This gives a total of 2 ways for all of the not
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necessarily zero elements of the two matrices.
Thus the total number of distinct automorphisms is equal to the product of
the number of matrices in GL2(F2) which we can extend (2) by the number
of possiblitites for the zeros (2) by the number of possiblilties for the not nec-
essarily zero entries (2). That is 2× 2× 2 = 8 automorphisms. By Example
2.3 it was established that the automorphism group of C2 × C4 is D8. We
can now write the 8 automorphisms as 2× 2 matrices thus:[
1 0
0 1
] [
1 1
0 1
] [
1 0
2 1
] [
1 1
2 1
] [
1 0
0 3
] [
1 1
0 3
] [
1 0
2 3
] [
1 1
2 3
]
.
Next we look again at Aut(C2 × C2 × C4).
Example 2.45. Let Hp ' C2 × C2 × C4. That is Hp ' C21 × C21 × C22
and so p = 2, e1 = 1, e2 = 1, e3 = 2 and n = 3.
First we find all the elements of GL3(F2) that can be extended to a matrix A
∈ R2.
Each matrix A ∈ R2 will be of the form:

a11 a12 a13
a21 a22 a23
2a31 2a32 a33
 , where aij ∈
Z.
Then (bij) ∈ GL3(F2) will be of the form:

b11 b12 b13
b21 b22 b23
0 0 b33
 , where bij ∈ F2.
To count the number of ways of forming an invertible matrix (bij), we need
to count the number of ways it can have linearly independent rows.
For the third row, there are already two zeros in the first two entries. The
third entry cannot be zero and so it must be a 1, so there is only one choice
for the third row.
For the first row there are 23 − 2 = 6 choices (all except a scalar multiple of
the third row).
For the second row there are 23 − 22 = 4 choices, that is all except a linear
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combination of the first and third rows (not in the span of the first and third
rows).
Thus there are 6×4 = 24 different matrices in GL3(F2) that can be extended
to a matrix A ∈ R2.
Next we count the number of ways of extending each of these 24 matrices to
an endomorphism.
First we count the number of choices for the necessary zeros. Because they
are in the third row, they must be elements of Z/4Z that will be reduced to 0
(mod 2) and so can be either 0 or 2. That is two choices for each of the two
which gives 4 different possibilities for the necessary zeros.
Finally we count the number of choices for the not necessarily zero entries.
We can add any element of 2Z/2Z (i.e. {0}) to the entries on the 1st and
second rows (so only one choice here) and we can add any element of 2Z/4Z
to b33. So we can add either 0 or 2. This gives a total of 2 ways for all of
the not necessarily zero elements of the 24 matrices.
Thus the total number of distinct automorphisms is equal to the product of
the number of matrices in GL3(F2) which we can extend (24) by the number
of possiblitites for the zeros (4) by the number of possiblilties for the not
necessarily zero entries (2). That is 24× 4× 2 = 192 automorphisms.
Example 2.46. Let Hp ' C2 × C4 × C4 and so p = 2, e1 = 1, e2 = 2,
e3 = 2 and n = 3.
First we find all the elements of GL3(F2) that can be extended to a matrix A
∈ R2.
Each matrix A ∈ R2 will be of the form:

a11 a12 a13
2a21 a22 a23
2a31 a32 a33
 , where aij ∈ Z
Then (bij) ∈ GL3(F2) will be of the form:

b11 b12 b13
0 b22 b23
0 b32 b33
 , where bij ∈ F2.
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This time, we can count the number of ways (bij) can have linearly inde-
pendent columns. Because of the two zeros in the first column, the situation
is identical to the previous example, and we have 24 different matrices in
GL3(F2) that can be extended to a matrix A ∈ R2.
Next we count the number of ways of extending each of these 24 matrices to
an endomorphism.
First we count the number of choices for the necessary zeros. Because they
are in the second and third row, we can add any element of 2Z/4Z and the
entry can be either 0 or 2. That is two choices for each of the two, which
gives 4 different possibilities for the necessary zeros.
Finally we count the number of choices for the not necessarily zero entries.
We can add any element of 2Z/2Z (i.e. {0}) to the entries on the 1st row
(so only one choice here) and we can add any element of 2Z/4Z to the four
remaining entries on the second and third rows. This gives a total of 24 =
16 ways for all of the not necessarily zero elements of the 24 matrices.
Thus the total number of distinct automorphisms is equal to the product of
the number of matrices in GL3(F2) which we can extend (24) by the num-
ber of possiblitites for the zeros (4) by the number of possiblilties for the not
necessarily zero entries (16). That is 24× 4× 16 = 1536 automorphisms.
The slightly ad-hoc method for calculating |Aut(Hp)| used in the previous
three examples is stated more systematically in the following theorem from
Hillar and Rhea. It is useful to take a more systematic approach for calcu-
lating |Aut(Hp)| as Hp becomes larger.
Theorem 2.47. [17] The abelian group Hp = Z/pe1Z × .... × Z/penZ has
|Aut(Hp)| =
n∏
k=1
(pdk − pk−1)
n∏
j=1
(pej)n−dj
n∏
i=1
(pei)n−ci+1
where dk = max{l : el = ek} and ck = min{l : el = ek}.
In words the formula states that the total number of distinct automor-
phisms is equal to the number of matrices in GLn(Fp) which we can extend
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multiplied by the number of possiblitites for the zeros multiplied by the num-
ber of possiblilties for the not necessarily zero entries.
Example 2.48. Let Hp ' C22 × C4 × C28 × C128. Then p = 2, e1 = 1,
e2 = 1, e3 = 2, e4 = 3, e5 = 3, e6 = 7 and n = 6.
First we find all the elements of GL6(F2) that can be extended to a matrix A
∈ R2. Each matrix A ∈ R2 will be of the form:
a11 a12 a13 a14 a15 a16
a21 a22 a23 a24 a25 a26
2a31 2a32 a33 a34 a35 a36
22a41 2
2a42 2a43 a44 a45 a46
22a51 2
2a52 2a53 a54 a55 a56
26a61 2
6a62 2
5a63 2
4a64 2
4a65 a66

, where aij ∈ Z.
Then (bij) ∈ GL6(F2) will be of the form:
b11 b12 b13 b14 b15 b16
b21 b22 b23 b24 b25 b26
0 0 b33 b34 b35 b36
0 0 0 b44 b45 b46
0 0 0 b54 b55 b56
0 0 0 0 0 b66

, where bij ∈ F2.
To count the number of ways of forming such a matrix (bij), we need to count
the number of ways it can have linearly independent columns.
For the 1st column, there are 22− 1 = 3 choices (all except two more zeros).
For the 2nd column, there are 22−2 = 2 choices (all except a scalar multiple
of the first column).
For the 3rd column, there are 23 − 22 = 4 choices (all except a linear combi-
nation of the first two columns).
For the 4th column, there are 25 − 23 = 24 choices (all except a linear com-
bination of the first three columns).
For the 5th column, there are 25 − 24 = 16 choices (all except a linear com-
bination of the first four columns).
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For the 6th column, there are 26 − 25 = 32 choices (all except a linear com-
bination of the first five columns).
This is a total of 3.2.4.24.16.32 = 215.32 different matrices in GL6(F2)
that can be extended to a matrix A ∈ R2.
Next we count the number of ways of extending each of these 215.32 matrices
to an endomorphism.
In each column, the necessary zeros can be extended by adding any element
of (2)ei−ejZ/(2)eiZ. Thus for each necessary zero in a particular column j,
there are pej ways that it can be extended.
Thus in the 1st column, there are 21 ways for each of the four entries, that
is 24 = 16 choices. In the 2nd column, there are also 24 = 16 choices. In the
3rd column there are 43 = 64 choices. In the 4th column, there are 81 = 8
choices and in the 5th column there are also 81 = 8 choices.
Altogether that is 16.16.64.8.8 = 220 choices for the necessarily zero entries.
Next, we count the choices for the not necessarily zero entries. We do this
one row at a time.
In each row, we can add any element of 2Z/(2)eiZ to the not necessarily zero
entries. Thus for each entry in a particular row i, there are pei−1 ways that
it can be extended.
Thus in the 1st row, there are 20 ways for each of the six entries, that is 16
= 1 choice. In the 2nd row, there are also 16 = 1 choice. In the 3rd row
there are 24 = 16 choices. In the 4th row, there are 43 = 64 choices. In the
5th row there are also 43 = 64 choices. Finally, in the 6th row, there are 641
choices.
Altogether that is 1.1.16.64.64.64 = 222 choices for the not necessarily zero
entries.
This means that |Aut(C22 × C4 × C28 × C128)| = (215.32)(220)(222) = 257.32.
The results of this Chapter can be summarised in the following table.
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2.7 Table of Aut(G) for Small Abelian Groups
|G| G Decomposition |Aut(G)| Aut(G)
1 C1 1 C1
2 C2 1 C1
3 C3 2 C2
4 C4 2 C2
4 C22 6 GL2(F2) ' D6
5 C5 4 C4
6 C6 C2 × C3 2 C2
7 C7 6 C6
8 C8 4 C
2
2
8 C2 × C4 6 D8
8 C32 168 GL3(F2)
9 C9 6 C6
9 C23 48 GL2(F3)
10 C10 C2 × C5 4 C4
11 C11 10 C10
12 C12 C3 × C4 4 C22
12 C2 × C6 C22 × C3 12 D12
13 C13 12 C12
14 C14 C2 × C7 6 C6
15 C15 C3 × C5 8 C2 × C4
16 C16 8 C2 × C4
16 C2 × C8 16 C2 × D8 ' D16
16 C24 96 GL2(Z/4Z)
16 C22 × C4 192
16 C42 20160 GL4(F2)
17 C17 16 C16
18 C18 C2 × C9 6 C6
Continued on next page
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Table 2 – continued from previous page
|G| G Decomposition |Aut(G)| Aut(G)
18 C3 × C6 C2 × C23 48 GL2(F3)
19 C19 18 C18
20 C20 C4 × C5 8 C2 × C4
20 C2 × C10 C22 × C5 24 C4 ×GL2(F2)' C4 ×D6
21 C21 C3 × C7 12 C2 × C6
22 C22 C2 × C11 10 C10
23 C23 22 C22
24 C24 C3 × C8 8 C32
24 C2 × C12 C2 × C3 × C4 16 C2 × D8 ' D16
24 C22 × C6 C32 × C3 336 C2 × GL3(F2)
25 C25 20 C20
25 C25 480 GL2(F5)
26 C26 C2 × C13 12 C12
27 C27 18 C18
27 C3 × C9 108 〈a, b, c, d : a6 = b3 =
c3 = d2 = 1, ba = b2, bd =
b2, ca = c2, cd = c2, ad =
a, cb = a−2bcd2〉
27 C33 11232 GL3(F3)
28 C28 C4 × C7 12 C2 × C6
28 C2 × C14 C2 × C2 × C7 36 C6 × D6
29 C29 28 C28
30 C30 C2 × C3 × C5 8 C2 × C4
31 C31 30 C30
32 C32 16 C2 × C8
32 C2 × C16 32 ((C4 × C2)o C2)× C2
Continued on next page
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Table 2 – continued from previous page
|G| G Decomposition |Aut(G)| Aut(G)
32 C4 × C8 128 〈a1, a2, b, c, d1, d2 :
a21 = a
2
2 = b
4 = c4 =
d21 = d2 = 1, b
a1 =
b−1, ba2 = b5
−1
, bd1 =
b−1, ca1 = c−1, ca2 =
c5, cd1 = c−1, cd2 =
c5
−1
, cb = a1a
−1
2 bcd1d2,
c2b = a−12 bc
2d2,
〈a1, a2, d1, d2〉 is abelian〉
32 C22 × C8 384
32 C2 × C24 1536
32 C32 × C4 21504
32 C52 9999360 GL5(F2)
33 C33 C3 × C11 32 C32
34 C34 C2 × C17 16 C16
35 C35 C5 × C7 24 C4 × C6
36 C36 C4 × C9 12 C2 × C6
36 C2 × C18 C22 × C9 36 D6 × C6
Continued on next page
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Table 2 – continued from previous page
|G| G Decomposition |Aut(G)| Aut(G)
36 C26 C
2
2 × C33 288 D6 × GL2(F3)
37 C37 36 C36
38 C38 C2 × C19 18 C18
39 C39 C3 × C13 24 C2 × C12
40 C40 C5 × C8 16 C22 × C4
40 C2 × C20 C2 × C4 × C5 32 C4 × D8
40 C22 × C4 C32 × C5 672 GL3(F2) × C4
41 C41 40 C40
42 C42 C2 × C3 × C7 12 C2 × C6
43 C43 42 C42
44 C44 C4 × C11 20 C2 × C10
44 C2 × C22 C22 × C11 60 D6 × C10
45 C45 C5 × C9 24 C4 × C6
45 C5 × C23 192 C4 × GL2(F3)
46 C46 C2 × C23 22 C22
47 C47 46 C46
48 C48 C3 × C16 16 C22 × C4
48 C2 × C24 C2 × C3 × C8 32 C22 × D8
48 C4 × C12 C2 × C3 × C8 32 C22 × D8
Table 2: Table of Aut(G) for Small Abelian Groups
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3 Automorphisms of Non-Abelian Groups
In this section we look at the automorphisms of some categories of non-
abelian groups, including dihedral groups, semidirect products and general
linear groups. Some basic techniques and more advanced and recent methods
of M.J.Curran [11] (2008) are employed.
Definition [13] Z(G) = {g ∈ G|gx = xg ∀x ∈ G}. Z(G) is called the centre
of G and is a normal subgroup of G.
Definition [13] Let G be a group and let g ∈ G. Conjugation by g is called
an inner automorphism of G and the subgroup of Aut(G) consisting of all
inner automorphisms is denoted by Inn(G). Also Inn(G) ' G/Z(G).
Example 3.1. The inner automorphism group of Q8. C
2
2 is a subgroup of
Aut(Q8). Q8 is generated by the elements −1, i, j and k. Of these elements
only −1 commutes with all of the others and so the centre of Q8 is < −1 >
= {1,−1} ' C2. The inner automorphism group is found by quotienting out
the centre of the group. Q8/C2 ' C22 . The inner automorphism group of Q8
' C22 . Inn(G) is a normal subgroup of Aut(G) and so C22 is a subgroup of
Aut(Q8).
Example 3.2. The automorphism group of D8. Writing D8 as 〈x〉 × 〈y〉,
the elements are 1, x, x2, x3, y, xy, x2y, x3y.
The orders of the elements are as follows:
element 1 x x2 x3 y xy x2y x3y
order 1 4 2 4 2 2 2 2
The generator x can be mapped to any of the elements of order 4: x or x3.
This gives 2 automorphisms. In each case the image of x when squared gives
x2, so x2 will also be mapped to x2 as these mappings are homomorphisms.
Thus the generator y cannot go to x2, but can only go to the other elements
of other 2 which are y, xy, x2y or x3y. Thus there are a further 4 automor-
phisms for each of the earlier 2 giving a possible 2 × 4 = 8 automorphisms.
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These automorphisms are as follows:
ψ1(x) = x ψ2(x) = x
3 ψ3(x) = x ψ4(x) = x
3
ψ1(y) = y ψ2(y) = y ψ3(y) = xy ψ4(y) = xy
ψ5(x) = x ψ6(x) = x
3 ψ7(x) = x ψ8(x) = x
3
ψ5(y) = x
2y ψ6(y) = x
2y ψ7(y) = x
3y ψ8(y) = x
3y
By labelling the 8 elements of D8 from 1 to 8, it is possible to describe the
mapping of each automorphism by the cycle decomposition on these 8 ele-
ments.
Element Cycle Decomposition Order
ψ1 (1) 1
ψ2 (24) 2
ψ3 (5678) 4
ψ4 (24)(56)(78) 2
ψ5 (57)(68) 2
ψ6 (24)(57) 2
ψ7 (5876) 4
ψ8 (24)(58)(67) 2
Each of these cycle decompositions is distinct, and so |Aut(G)| = 8. Clearly
there are 5 elements of order 2 in Aut(G) and the only group of order 8 with
exactly 5 elements of order 2 is D8. Thus Aut(D8) ' D8.
45
Example 3.3. C3 o C4 = 〈x, y〉 with presentation 〈x, y|x3 = y4 = 1, xy =
x−1〉.
The elements are: 1, x, x2, y, y2, y3, xy, x2y, xy2, x2y2, xy3, x2y3.
The orders of the elements are as follows:
element 1 x x2 y y2 y3 xy x2y xy2 x2y2 xy3 x2y3
order 1 3 3 4 2 4 4 4 6 6 4 4
label 1 2 3 4 5 6 7 8 9 10 11 12
The generator x can be mapped to any of the elements of order 3: x or x2.
This gives 2 automorphisms. The generator y can be mapped to any of the
six elements of order 4. Thus there are a further 6 automorphisms for each
of the earlier 2 giving a possible 2 × 6 = 12 automorphisms.
These automorphisms are as follows:
ψ1(x) = x ψ2(x) = x ψ3(x) = x ψ4(x) = x
ψ1(y) = y
3 ψ2(y) = x
2y ψ3(y) = xy ψ4(y) = xy
3
ψ5(x) = x ψ6(x) = x ψ7(x) = x
2 ψ8(x) = x
2
ψ5(y) = x
2y3 ψ6(y) = y ψ7(y) = y
3 ψ8(y) = x
2y
ψ9(x) = x
2 ψ10(x) = x
2 ψ11(x) = x
2 ψ12(x) = x
2
ψ9(y) = xy ψ10(y) = xy
3 ψ11(y) = x
2y3 ψ12(y) = y
Each of these automorphisms is distinct, and so |Aut(C3 o C4)| = 12.
By labelling the 12 elements of C3 o C4 from 1 to 12, we can write automor-
phisms as a cycle decomposition on these 12 elements. Six such automor-
phisms are as follows:
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Element Cycle Decomposition Order
ψ1 (46)(7.11)(8.12) 2
ψ2 (487)(6.12.11) 3
ψ3 (478)(6.11.12) 3
ψ4 (4.11.8.6.7.12) 6
ψ6 (1) 1
ψ7 (23)(46)(7.12)(8.11) 2
The centre of C3 o C4 is the group generated by y2 and so the inner auto-
morphism group is found by quotienting out the centre. This quotient group
is D6. Because this is a subgroup of the group of automorphisms, Aut(C3 o
C4) must be non-abelian.
Now by process of elimination, we can determine the automorphism group.
Since at least one of the elements above has order 6 the group cannot be A4
(A4 has no subgroup of order 6 [13]).
Since at least two of the elements above have order 2, it cannot be C3 o C4.
This leaves only one non-abelian group of order 12, so Aut(C3 o C4)' D12.
Lemma 3.4. [13] For all n 6= 2, n 6= 6, we have Aut(Sn) ' Sn.
Example 3.5. D6 ' S3, and so by Lemma 3.4 Aut(D6) ' D6.
Lemma 3.6. [23] For all n 6= 2, n 6= 6, we have Aut(Sn × C2) ' Sn × C2.
Lemma 3.7. For m < n, GLm(Fq) is isomorphic to a subgroup of GLn(Fq).
Proof. Let A ∈ GLm(Fq) and consider the following homomorphism from
GLm(Fq) into GLn(Fq).
Ψ(A) =
[
In−m 0
0 A
]
where In−m is the (n−m)×(n−m) identity matrix.
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Conjecture 1: If H < G, then Aut(H) < Aut(G).
This conjecture is false. The minimum counterexamples are of order 8. They
are C4 × C2 and D8.
Here we list the smaller groups and check that the conjecture holds for them:
Note that H = C1 < G ∀ G and Aut(C1) ' C1 so clearly Aut(H) <
Aut(G). Also for H = C2, we have Aut(C2) ' C1 so clearly Aut(H) <
Aut(G). Thus we need only look at subgroups bigger than C2. Similarly, H
= G < G and again clearly Aut(H) < Aut(G). Thus we need only look at
proper subgroups H where |H| > 2 to test the conjecture.
C4: No proper subgroups of order > 2.
C22 : No proper subgroups of order > 2.
C5 has only trivial subgroups.
C6: C3 < C6, and Aut(C3) ' C2 < Aut(C6) ' C2.
D6: C3 < D6, and Aut(C3) ' C2 < Aut(D6) ' D6.
C7 has only trivial subgroups.
C8: C4 < C8, and Aut(C4) ' C2 < Aut(C8) ' C22 .
Q8: C4 < Q8, and Aut(C4) ' C2 < C22 < Aut(Q8) by Example 3.1.
C32 : C
2
2 < C
3
2 , and Aut(C
2
2) ' GL2(F2) < Aut(C32) ' GL3(F2) by Lemma
3.7.
Therefore the conjecture holds for all of the above groups. There are two
other groups of order 8, and for them we find that:
Aut(C4 × C2)' D8 by Example 2.3.
Aut(D8) ' D8 by Example 3.2.
Thus both of the groups C4 × C2 and D8 have the same automorphism
group (D8) and both also have C
2
2 as a subgroup. But Aut(C
2
2) ' GL2(F2)
by Lemma 2.18 and GL2(F2) 6< D8 by Lagrange’s Theorem. Therefore the
conjecture is false and these are minimum counterexamples.
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In his 1943 paper Possible Groups of Automorphisms [23], G.A.Miller
lists some interesting properties of automorphism groups.
Lemma 3.8. [23] Let G be a group with no proper subgroup of index 2. Then
Aut(G× C2) ' Aut(G).
Example 3.9. A4 contains no subgroup of order 6 [13]. (In fact, it can be
shown that A4 is the group of smallest possible order not having subgroups of
all orders dividing the group order). Thus by 3.8, Aut(A4 ×C2) ' Aut(A4).
Lemma 3.10. [23] No group has a cyclic group of odd prime power order as
its automorphism group. The minimum group which is not the automorphism
group of any group is C3.
3.1 Semidirect products
Definition [13] Let p be a prime. If G is a group of order pαm where p 6 |
m, then a subgroup of order pα is called a Sylow p− subgroup of G.
Theorem 3.11. [13] (Sylow’s Theorem) Let G be a group of order pαm where
p 6 | m. Then Sylow p-subgroups of G exist. The number of Sylow p-subgroups
(np) is of the form 1 + kp, i.e.
np ≡ 1(mod p)
Furthermore np is the index of the normaliser NG(P ) for any Sylow p-
subgroup P , hence
np | m.
Definition [13] A subgroup H of a group G is called characteristic if every
automorphism of G maps H to itself.
Note that one particularly useful property of characteristic subgroups which
we make use of here is that if H is the unique subgroup of G of a given order,
then H is characteristic in G [13].
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Example 3.12. Taking D14 = 〈x, y|x7 = y2, xy = x−1〉, the elements and
their orders are as follows:
1 x x2 x3 x4 x5 x6 y xy x2y x3y x4y x5y x6y
1 7 7 7 7 7 7 2 2 2 2 2 2 2
The generator x can be mapped to any of the 6 elements of order 7, while the
generator y can be mapped to any of the 7 elements of order 2. This gives 6
× 7 = 42 automorphisms. What about the structure of Aut(D14)?
42 has prime decomposition 2.3.7. By Theorem 3.11 there are Sylow 7-
subgroups in Aut(D14). The number of them must divide the index of the
group which is 6. That is n7|6 where n7 is the number of Sylow-7-subgroups.
Also n7 ≡ 1(mod 7), and so n7 = 1.
C7 is normal in D14 and is the unique subgroup of order 7, so it is charac-
teristic. This means that every automorphism of D14 maps C7 to itself.
Theorem 3 in Curran’s paper Automorphisms of Semidirect Products [11],
deals with groups G = HoK (with H abelian), and gives a method for finding
the group of automorphisms that fix H. Because H = C7 is characteristic
in D14, then this method can be applied here and will reveal the structure of
Aut(D14).
The Theorem says that these automorphisms form a group BoE where B =
{
(
1 β
0 1
)
: β ∈ CHom(K,Z(H))} and CHom(K,Z(H)) are the crossed
homomorphisms from K into the centre of H such that β(kk
′
) = β(k)β(k
′
)k
and E = {
(
α 0
0 δ
)
: (α, δ) ∈ R} where R = {(α, δ) ∈ Aut(H)× Aut(K) :
α(hk) = α(h)δ(k)}.
Now α ∈Aut(C7) ⇒ α ∈C6. δ ∈Aut(C2) ⇒ δ ∈C1 ⇒ δ = 1. Thus R = C6
= E.
What are the crossed homomorphisms from C2 into the centre of C7?
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There are 7 possible mappings for the generator y into C7. Labelling each map
as fi : y 7→ xi, we can check whether each map is a crossed homomorphism
according to the definition above.
fi(y.y) = fi(y)fi(y)
δ(y) = fi(y)fi(y)
y = xi.(xi)y = xi.x−i = 1 ∀i. Thus
fi(1) = 1 ∀i.
fi(y.1) = fi(y)fi(1)
δ(y) = fi(y) = x
i ∀i.
fi(1.y) = fi(y) = x
i. fi(1)fi(y)
δ(1) = fi(y) = x
i ∀i.
Thus all 7 maps are crossed homomorphisms according to the definition set
out above. That is |B| = 7 ⇒B=C7 ⇒Aut(D14) ' C7 o C6. The next step
is to define the group action.
Let C7 = 〈a〉 and let C6 = 〈b〉. We now find automorphisms of order 7 and
6 (which will serve as generators for the two groups C7 and C6 respectively)
and check how the latter conjugates the former.
We can write each automorphism as a permutation of the elements of D14
using its cycle decomposition. First we number the 14 elements of D14:
1 2 3 4 5 6 7 8 9 10 11 12 13 14
1 x x2 x3 x4 x5 x6 y xy x2y x3y x4y x5y x6y
The automorphism which fixes x but sends y to xy has cycle decomposition
(8 9 10 11 12 13 14) and order 7 so we label it a.
The automorphism which sends x to x3 and which sends y to xy has cycle
decomposition (2 4 3 7 5 6)(8 9 12 14 13 10) and order 6. We label it b.
b−1 = (6 5 7 3 4 2)(10 13 14 12 9 8). Thus ab = bab−1 = (8 13 11 9 14 12 10).
We can now find the power of a that matches this cycle decomposition.
a2 = (8 10 12 14 9 11 13)
a3 = (8 11 14 10 13 9 12)
a4 = (8 12 9 13 10 14 11)
a5 = (8 13 11 9 14 12 10) = ab.
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So Aut(D14) ' C7 o C6 ' 〈a〉 o 〈b〉 with ab = a5.
3.2 Automorphisms of Dihedral Groups
The order of the automorphism group of a dihedral group D2n is well known.
|Aut(D2n)| = n(φ(n)) [13] where φ(n) is the Euler totient function giving the
number of positive integers less than n which are coprime with n.
A dihedral group, when viewed as a group of symmetries of an n-gon, has
two generators, a rotation (x) of 2pi/n radians and any reflection (y) through
a line joining a vertex and the centre of the n-gon. The rotation x has order
n, and altogether there are φ(n) rotations which have order n and so there
are φ(n) possible images for x under an automorphism. The reflection y has
order 2 as do all of the n reflections. The reflection y can be mapped to any
of these n reflections. Thus there are n(φ(n)) automorphisms.
Example 3.13. For D10, we have n = 5. φ(5) = 4, and so |Aut(D10)| =
5(4) = 20.
The structure of the automorphism group of a dihedral group D2n is also
well known to be the holomorph of Cn [22].
Definition [1] The holomorph of a group G, denoted Hol G is the semidi-
rect product G o Aut(G), with multiplication defined as (x1, σ1)(x2, σ2) =
(x1σ1(x2), σ1σ2) for xi ∈ G and σi ∈ Aut(G).
Theorem 3.14. [22] Aut(D2n) ' Hol Cn ' Cn o Aut(Cn).
Example 3.15. Aut(D6) ' C3 o Aut(C3) ' C3 o C2 ' D6.
Example 3.16. Aut(D8) ' C4 o Aut(C4) ' C4 o C2 ' D8.
Example 3.17. Aut(D10) ' C5 o Aut(C5) ' C5 o C4.
Note that this particular semidirect product is not isomorphic to D20. In fact
it is called the Frobenius Group of order 20 or F20 and it has presentation
〈x, y|x4 = y5 = 1, xyx−1 = y2〉 [13].
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Definition [1] The group of affine transformations over Z/nZ is denoted by
Aff(Z/nZ) where Aff(Z/nZ) = {θ : x 7→ ax+ b|a, b ∈ Z/nZ, (a, n) = 1}.
Another way to view Aut(D2n) is as the group of affine transformations over
Z/nZ. The group Hol Cn (which is isomorphic to Aut(D2n)) is isomorphic
to Aff(Z/nZ) [1].
The structure of Aff(Z/nZ) is described in a paper by S.S. Abhyankar [1].
To see that G = Aff(Z/nZ) is a group, first take two maps, Ta,b : x 7→ ax+ b
and Tc,d : x 7→ cx+d and compose them. We get Ta,bTc,d : x 7→ cax+(cb+d),
which is in G, since ca is the product of two units and is thus a unit also. Thus
G is closed. Composition of maps is associative. Taking a = 1 and b = 0
gives the identity transformation. The inverse operation is x 7→ xa−1 − ba−1
which again is ok because a is a unit in Z/nZ. Thus G is a group.
The structure of G = Aff(Z/nZ) is shown as follows. Let a, b ∈ Z/nZ such
that (a, n) = 1.
(Z/nZ)+ is isomorphic to the subgroup N = {ω : x 7→ 1x+ b}.
(Z/nZ)× is isomorphic to the subgroup A = {κ : x 7→ ax + 0|(a, n) = 1}.
The intersection of these two subgroups is the identity transformation.
The group of affine transformations Aff(Z/nZ) is the semidirect product of
these two subgroups with N normal in G, that is G ' N o A [1]. In other
words, it is the semidirect product of the additive and multiplicative groups
of Cn. So we have that Aff(Z/nZ) ' (Z/nZ)+ o (Z/nZ)×.
Note that N ' (Z/nZ)× is an abelian group of order φ(n) and is the au-
tomorphism group of Cn by Lemma 2.4. This is the same structure as the
holomorph of Cn given above.
Thus we have the following theorem.
Theorem 3.18. Aut(D2n) ' Hol Cn ' Cn o Aut(Cn) ' (Z/nZ)+ o
(Z/nZ)×.
Example 3.19. Consider D6. We have n = 3. Then a ∈ {1, 2} (i.e. a
∈ (Z/nZ)×) and b ∈ {0, 1, 2} (i.e. b ∈ (Z/nZ)+). Then the elements of
Aff(Z/nZ) are the following 6 maps:
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g1 : x 7→ 1x+ 0
g2 : x 7→ 2x+ 0
g3 : x 7→ 1x+ 1
g4 : x 7→ 2x+ 1
g5 : x 7→ 1x+ 2
g6 : x 7→ 2x+ 2
The group operation is composition. Thus g6g3: x 7→ 2(1x + 1) + 2 which is
x 7→ 2x+ 0 which is g2.
Example 3.20. Consider D12. Then Aff(Z/6Z) = {x 7→ ax + b} where a
∈ {1, 5} and b ∈ {0, 1, 2, 3, 4, 5}. The subgroup N consists of the 6 elements:
n1 : x 7→ x+ 0
n2 : x 7→ x+ 1
n3 : x 7→ x+ 2
n4 : x 7→ x+ 3
n5 : x 7→ x+ 4
n4 : x 7→ x+ 5
N is abelian and so N ' C6.
The subgroup A consists of the 2 elements
a1 : x 7→ x+ 0
a2 : x 7→ 2x+ 0
Thus the structure of Aff(Z/6Z) ' C6 o C2. There is only one semidirect
product of these two groups and it is Aut(D12) ' D12.
Example 3.21. Consider D10. Then Aff(Z/5Z) = {x 7→ ax + b} where a
∈ {1, 2, 3, 4} and b ∈ {0, 1, 2, 3, 4}. The subgroup N ' C5. The subgroup A
' Aut(C5) ' C4. Thus the structure of Aut(D10) ' C5 o C4.
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3.3 Automorphisms of General Linear Groups
In 1951 Dieudonne [12] characterised the automorphisms of general linear
groups GLn(R) where R is a commutative ring with unity. The automor-
phisms are composites of three types of standard automorphisms and are
summarised in papers by W.C Waterhouse [31] and B.R. McDonald [20]. Be-
fore listing the three types of standard automorphisms, let us recall a couple
of definitions from earlier in this Chapter.
Definition [13] Z(G) = {g ∈ G|gx = xg ∀x ∈ G}. Z(G) is called the centre
of G and is a normal subgroup of G.
Definition [13] Let G be a group and let g ∈ G. Conjugation by g is called
an inner automorphism of G and the subgroup of Aut(G) consisting of all
inner automorphisms is denoted by Inn(G). Also Inn(G) ' G/Z(G).
Definition [13] An outer automorphism is an automorphism which is not
inner. The outer automorphism group, defined Out(G) is isomorphic to
Aut(G)/Inn(G). The elements of Out(G) are cosets of Inn(G) in Aut(G).
For general linear groups GLn(R), the centre consists of the scalar matrices.
These scalar matrices are found by multiplying the identity matrix by the
units in R. Note that when R is a field Fp then the order of the centre
|Z(GLn(Fp))| is p− 1 as there are p− 1 invertible elements of the field Fp.
Definition [8] The projective general linear group PGLn(Fp) is the group
obtained from GLn(Fp) by factoring out the scalar matrices contained in that
group.
In other words, the inner automorphism group of GLn(Fp) is PGLn(Fp) and
|PGLn(Fp)| = |GLn(Fp)|p−1 .
Definition [19] The special linear group SLn(Fp) is the group of n × n
matrices over Fp with determinant equal to 1.
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Definition Let A ∈ GLn(Fp). The inverse transpose maps A to (AT )−1.
Note that (AT )−1 = (A−1)T .
Now we can list the three types of standard automorphisms of general linear
groups.
First there are the algebraic automorphisms. These are the inner auto-
morphisms (conjugation by an element of GLn(R)) as well as the inverse
transpose.
Secondly, there are automorphisms of the ring R which are applied to the
entries of the matrix.
Finally, there are the radial automorphisms which map a matrix A to λ(A)A
where λ(A) is some scalar (depending on the matrix A). The existence of
these radial automorphisms depends on the prime p. An example of a radial
automorphism is det(A)A.
Lemma 3.22. [24] The inverse transpose map is an inner automorphism
on the special linear group SL2(Fp) and equals conjugation by the matrix[
0 −1
1 0
]
.
For n ≥ 3, or for n = 2 and p ≥ 3, the inverse transpose map is an outer
automorphism of the general linear group GLn(Fp).
Lemma 3.23. [31] The inverse transpose is an involution (a function that is
its own inverse) and has order 2. When the inverse transpose is an outer au-
tomorphism, the group of algebraic automorphisms of GLn(R) is the semidi-
rect product of the inner automorphism group and the outer automorphism
group of order 2 consisting of the inverse transpose. When the inverse trans-
pose is an inner automorphism, the group of algebraic automorphisms of
GLn(R) is simply Inn(GLn(R)).
Example 3.24. Let G ' GL2(F2). We look at the three standard automor-
phism types in turn.
Firstly, Inn(G) ' GL2(F2) as the center is trivial. Also n = 2 but p = 2,
and so GL2(F2) ' SL2(F2) and so by Lemma 3.22 the inverse transpose map
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is an inner automorphism. Thus the algebraic automorphisms consists only
of the inner automorphisms, so the group of algebraic automorphisms is iso-
morphic to GL2(F2).
Secondly, F2 has only the trivial field automorphism so there is nothing extra
here.
Finally, radial automorphisms are multiples of the matrix by a scalar, and F2
only admits one non-zero scalar multiple, which is the trivial automorphism.
So there are no extra radial automorphisms.
Note that GL2(F2) ' D6 ' S3 and we already established that Aut(S3) ' S3
in Example 3.5.
In conclusion, Aut(GL2(F2)) ' GL2(F2).
Example 3.25. Let G ' GL3(F2).
Firstly, Inn(G) ' GL3(F2) as the center is trivial. Because n > 2, the
inverse transpose gives an outer automorphism by Lemma 3.22. Thus the
group of algebraic automorphisms is GL3(F2) o C2 by Lemma 3.23.
Secondly, F2 has only the trivial field automorphism.
Thirdly, there are no extra radial outer automorphisms as in the previous
example.
By GAP [14] we confirm that Aut(GL3(F2)) ' GL3(F2) o C2.
Example 3.26. Let G ' GL2(F3). Let the elements of F3 be 0, 1, 2 where 2
= -1.
Firstly, Inn(G) ' PGL2(F3) ' S4 [14] which is a subgroup of G of index
2 as the centre of G consists of two elements (the scalar multiples of the
identity matrix by 1 and 2). Because n = 2 and p = 3, the inverse transpose
gives an outer automorphism by Lemma 3.22.
F3 has only the trivial field automorphism.
There is a radial automorphism for this group and it is the automorphism
which maps A to det(A)A.
By GAP [14] we note that Aut(GL2(F3)) ' S4 × C2. It is a direct product
because the action of the inverse transpose on S4 is trivial. The radial outer
automorphism sends each matrix either to itself or to its negative (so that it
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stays in the same coset of the center, and therefore induces the same map
by conjugation). It fixes the subgroup SL2(F3) pointwise, and sends all the
elements in the other coset of SL2(F3) to their negatives. This isn’t the
same as the transpose-inverse. But it is in the same outer automorphism
class. It can be obtained by composing the transpose-inverse with the inner
automorphism consisting of conjugation by the matrix
B =
[
0 −1
1 0
]
.
We now examine this composition in more detail.
Let f be the radial outer automorphism. So f : A 7→ det(A)A.
Let t be the inverse transpose. That is t : A 7→ (AT )−1.
Let g be conjugation by B. That is g : A 7→ BAB−1.
Now, let A be the matrix
[
a b
c d
]
.
Then t(A) = (AT )−1 = [det(A)]−1
[
d −c
−b a
]
.
g(t(A)) =
[
0 −1
1 0
]
[det(A)]−1
[
d −c
−b a
][
0 1
−1 0
]
= [det(A)]−1
[
0 −1
1 0
][
d −c
−b a
][
0 1
−1 0
]
= [det(A)]−1
[
0 −1
1 0
][
c d
−a −b
]
= [det(A)]−1
[
a b
c d
]
= f(A) as defined above.
Note that [det(A)]−1 = det(A) in F3.
Thus the outer radial automorphism f : A 7→ det(A)A is the composition of
conjugation by B with the inverse transpose. The inverse transpose generates
the outer automorphism group of order 2 which acts on the inner automor-
phism group as a direct product. By GAP [14] we note that Aut(GL2(F3)) '
S4 × C2.
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3.4 Automorphism Groups of Automorphism Groups
It is natural to ask what is the automomorphism group of the automorphism
group of a group G?
Definition AutnG = Aut(Autn−1G) where Aut0G = G. Listing Aut2G,
Aut3G, and so on gives a sequence of automorphism groups, known as an
automorphism tower.
Definition An automorphism tower is said to terminate when AutkG =
Autk−1G for some positive integer k. We will call the smallest such k the
height of the automorphism tower.
Conjecture. AutnG terminates at C1 for all cyclic groups. This conjecture
is false. C8 is the minimum counterexample. It converges to GL2(F2).
Another natural question to ask is whether the automorphism tower termi-
nates for all groups G?
H. Wielandt (1939) [33] proved that the automorphism tower of any center-
less finite group terminates in finitely many steps. Simon Thomas (1985)
[30] proved that the automorphism tower of any centerless group eventually
terminates. In 1998, J.D.Hamkins [15] proved that every group has a termi-
nating transfinite automorphism tower.
In the table which follows, we show the automorphism tower for a number of
small abelian groups. In completing this table, we make use of some of the
results from this Chapter as well as the computer algebra system GAP [14].
Aut(D6) ' D6 by Lemma 3.4.
Aut(D8) ' D8 by Example 3.2.
Aut(Q8) ' S4 [2].
Aut(S4) ' S4 by Lemma 3.4.
Aut(D10) ' F20 by Example 3.17.
Aut(F20) ' F20 by GAP [14].
Aut(C3 o C4) ' D12 by Example 3.3.
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Aut(D12) ' D12 by Example 3.20.
Aut(A4) ' S4 [2].
Aut(GL3(F2)) ' GL3(F2) o C2 by Example 3.25.
Aut(GL3(F2) o C2) ' GL3(F2) o C2 by GAP [14].
Aut(GL2(F3)) ' S4 × C2 by Example 3.26.
Aut(S4 × C2) ' S4 × C2 by Lemma 3.6.
Aut(D14) ' C7 o C6 by Example 3.12.
Aut(C7 o C6) ' C7 o C6 by GAP [14].
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3.5 Automorphism Tower for Small Groups
G AutG Aut2G Aut3G Aut4G
C1 C1 C1 C1 C1
C2 C1 C1 C1 C1
C3 C2 C1 C1 C1
C4 C2 C1 C1 C1
C22 GL2(F2) ' D6 D6 D6 D6
C5 C4 C2 C1 C1
C6 C2 C1 C1 C1
D6 D6 D6 D6 D6
C7 C6 C2 C1 C1
C8 C
2
2 GL2(F2) ' D6 D6 D6
C2 × C4 D8 D8 D8 D8
D8 D8 D8 D8 D8
Q8 S4 S4 S4 S4
C32 GL3(F2) GL3(F2) o C2 GL3(F2) o C2 GL3(F2) o C2
C9 C6 C2 C1 C1
C23 GL2(F3) C2 × S4 C2 × S4 C2 × S4
C10 C4 C2 C1 C1
D10 F20 F20 F20 F20
C11 C10 C4 C2 C1
C12 C
2
2 GL2(F2) ' D6 D6 D6
C2 × C6 D12 D12 D12 D12
D12 D12 D12 D12 D12
C3 o C4 D12 D12 D12 D12
A4 S4 S4 S4 S4
C13 C12 C
2
2 GL2(F2) ' D6 D6
C14 C6 C2 C1 C1
D14 C7 o C6 C7 o C6 C7 o C6 C7 o C6
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4 Finite Commutative Group Algebras
Definition Fix a field F and let G = {g1, g2, ....., gn} be any finite abelian
group with group operation written multiplicatively. Then the group algebra
FG is the set of all linear combinations of group elements with coefficients
in F . FG can be considered as the vector space with basis G over the field
F .
Elements of FG are of the form: a1g1 + a2g2 + ....... + angn, where ai ∈ F ,
1 ≤ i ≤ n.
If g1 is the identity of G, then a1g1 is sometimes written as a1. Similarly, 1g
is sometimes written as g.
Addition is performed componentwise. Multiplication is performed as
follows: (agi)(bgj) = (ab)gk, where the product ab is taken in F , and the
product gigj = gk is taken in G.
These operations make FG a ring. This type of ring is called a group ring.
Moreover, if F is a finite field, FG is called a finite group algebra.
Lemma 4.1. Let R be a ring of order m and G a group of order n. Then
RG is a group ring of order |R||G|.
Proof. Let RG = {∑
g∈G
ag|ag ∈ R}.
For each g, there are m elements of R, so there are m.m . . .m︸ ︷︷ ︸
|G| = n
elements in
RG. So mn = |R||G|.
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4.1 The Unit Group of FG
In this section, group algebras formed by a finite field and an abelian group
are examined. For each group algebra, the Artin-Wedderburn decomposition
is found where applicable. The unit group is also found.
At the end of this section a table is presented detailing these results. We
start with a detailed look at some of the smaller group algebras to get an
illustration of the method used to decompose and find the unit group.
Definition The units of a group algebra are the invertible elements. These
units form a group called U(FG) under multiplication.
Lemma 4.2. For finite G and finite F , |G| ≤ |U(FG)| < |FG|.
Also |G| divides |U(FG)|.
Proof. The elements of the group are all units so |G| ≤ |U(FG)| and by
Lagrange’s Theorem |G| divides |U(FG)|. The units must be elements of
FG, so |U(FG)| ≤ |FG|. Also 0 ∈ FG but 0 /∈ |U(FG)| so |U(FG)| < |FG|.
The task of finding U(FG) is greatly simplified if FG can be decomposed
as a direct sum of matrix rings over division rings. The following two the-
orems are used throughout this section. Note that FG is a ring, so both
theorems apply to group algebras.
Definition [28] A ring R is semisimple if it can be decomposed as a direct
sum of finitely many minimal left ideals, i.e. R = L1⊕L2⊕ ...⊕Lt where Li
is a minimal left ideal. Note that L is a minimal left ideal of R if L is a left
ideal of R and if J is any other left ideal of R contained in L, then either J
= {0} or J = L.
Theorem 4.3. [28] (Artin-Wedderburn Theorem) R is a semisimple ring if
and only if R can be decomposed as a direct sum of finitely many matrix rings
over division rings, i.e. R ' Mn1(D1) ⊕ Mn2(D2) ⊕.....⊕ Mns(Ds) where
Di is a division ring and Mni(Di) is the ring of ni × ni matrices over Di.
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This decomposition is unique [28] and is known as the Artin-Wedderburn
decomposition or the Wedderburn decomposition.
Definition [10] Let R be a ring. If n is the smallest positive integer such
that nr = 0 ∀ r ∈ R then n is called the characteristic of R, and char(R) =
n. If no such n exists, then char(R) = 0.
Theorem 4.4. [28] (Maschke’s Theorem) Let G be a group and R a ring.
Then RG is semisimple if the following conditions hold:
(i) R is semisimple
(ii) G is finite
(iii) |G| is invertible in R
Corollary 4.5. [10] Let G be a finite group and F a field. Then FG is
semisimple if and only if char(F ) 6 | |G|. Note that any field F is semisimple
(F = M1(F )) and if |G| is not a multiple of char(F ) then |G| is invertible
in F.
Definition [13] Let R be a ring. An element e ∈ R is called an idempotent
if e2 = e.
Definition [26] For a ring containing an idempotent e, there exist left, right
and two-sided Peirce decompositions, which are defined by R = Re⊕R(1−
e), R = eR⊕ (1−e)R, and R = eRe⊕eR(1−e)⊕ (1−e)Re⊕ (1−e)R(1−e)
respectively.
There is also a Peirce decomposition with respect to an orthogonal system
of idempotents {e1, e2, ..., en} where e1 + ....+ en = 1 and eiej = 0 for i 6= j,
which is defined by R =
⊕
i,j eiRej for 1 ≤ i, j ≤ n.
Definition [28] Given a group ring RG and a finite subset X of the group
G, Xˆ is defined as the following element in RG
Xˆ =
∑
x∈X
x.
Lemma 4.6. [10] Let G be a finite group and R a commutative ring such
that char(R) 6 | |G|. Then eG = |G|−1Gˆ is a central idempotent in RG.
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Proof. e2G = |G|−1Gˆ|G|−1Gˆ
= |G|−2∑ni=1 giGˆ where |G| = n
= |G|−2∑ni=1 Gˆ = |G|−2nGˆ = |G|−2|G|Gˆ = |G|−1Gˆ = eG.
It can be shown that eG is central in RG by showing that it commutes
with all elements of G as elements of R are central in the group ring. We
check how g conjugates eG.
egG = geGg
−1 = g|G|−1Gˆg−1 = |G|−1g(g1 + g2 + ....+ gn)g−1
= |G|−1(g1 + g2 + ....+ gn) = eG.
Thus eG commutes with all elements of G, and is central in RG.
Corollary 4.7. Let G be a finite group with H / G and let R be a commu-
tative ring such that char(R) does not divide |H|. Then eH = |H|−1Hˆ is a
central idempotent in FG.
Proof. By the previous lemma, e2H = eH . It can be shown that eH is central
in R by showing that it commutes with all elements of G as elements of R are
central in the group ring. We check how g conjugates eH . Note that because
H is normal in G that ghg−1 is an element of H. The map ψg (where ψg(h)
= ghg−1) is an inner automorphism of H and so it permutes the elements of
H. Thus we get the following:
egH = geHg
−1 = g|H|−1Hˆg−1 = |H|−1g(h1 + h2 + ....+ hn)g−1 = |H|−1(h1 +
h2 + ....+ hn) = eH .
Thus eH commutes with all elements of G, and is central in RG.
Definition [28] The ring homomorphism :RG → R given by (∑
g∈G
agg) =∑
g∈G
ag is called the augmentation mapping of RG and its kernel, denoted by
4(G) is called the augmentation ideal of RG.
Lemma 4.8. |4(G)| = |RG|/|R|.
Proof.  is a ring homomorphism from RG onto R
Then by the first isomorphism theorem for rings, RG/ker() ' R
⇒ |RG|/|ker()| = |R| ⇒ |RG|/|R| = |ker()| ⇒ |RG|/|R| = |4(G)|.
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Definition [28] Let X be a subset of a group ring RG. The left annihilator
of X is the set
Annl(X) = {α ∈ RG|αx = 0,∀x ∈ X}.
Similarly, the right annihilator is defined as
Annr(X) = {α ∈ RG|xα = 0,∀x ∈ X}.
Definition For a subgroup H < G, denote by 4(G,H) the left ideal of RG
generated by the set {h− 1 : h ∈ H}. That is,
4(G,H) =
{∑
h∈H
αh(h− 1) : αh ∈ RG
}
.
Definition [28] Given an element α =
∑
g∈G
agg we define the support of α to
be supp(α) = {g ∈ G : ag 6= 0}.
Lemma 4.9. [28] Let H be a subgroup of a group G and let R be a commu-
tative ring. Then Annl(4(G,H)) 6= 0 if and only if H is finite. In this case,
we have
Annl(4(G,H)) = RG.Hˆ.
Furthermore, if H / G, then the element Hˆ is central in RG and we have
Annl(4(G,H)) = Annr(4(G,H)) = Hˆ.RG
Proof. Assume that Annl(4(G,H)) 6= 0 and choose α =
∑
g∈G
agg 6= 0 in
Annl(4(G,H)). For each element h ∈ H we have that α(h− 1) = 0, hence
αh = α. That is,
α =
∑
g∈G
agg =
∑
g∈G
aggh.
Take g0 ∈ supp(α). Then αg0 6= 0, so the equation above shows that g0h
∈ supp(α) for all h ∈ H. Since supp(α) is finite, then H must be finite.
Now for g0 ∈ supp(α) then the coefficient of every element of the form g0h
is equal to the coefficient of g0 and so we can write
α = ag0g0Hˆ + ag1g1Hˆ + ... + agtgtHˆ = βHˆ, β ∈ RG.
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This shows that, if H is finite, then Annl(4(G,H)) ⊆ RG.Hˆ. The reverse
inclusion follows trivially, since Hˆh = Hˆ implies that Hˆ(h − 1) = 0 for all
h ∈ H. Thus Annl(4(G,H)) = RG.Hˆ.
If H / G, then by Corollary 4.7, the element eH is central in RG, and so Hˆ
is central in RG and so RG.Hˆ = Hˆ.RG and the result follows.
Corollary 4.10. Let G be a finite group. Then
Annl(4(G)) = RG.Gˆ = RGˆ.
Proof. This is a consequence of taking H = G in the above Lemma.
Definition [28] Let R be a ring. An abelian group M (written additively)
is called a (left) R −module if for each element a ∈ R and each m ∈ M we
have a product am ∈M such that:
(i) (a+ b)m = am+ ab,
(ii) a(m1 +m2) = am1 + am2,
(iii) a(bm) = (ab)m,
(iv) 1m = m,
for all a, b ∈ R and m,m1,m2 ∈M .
Definition [28] Let M be an R −module. A nonempty subset N ⊂ M is
called a R− submodule of M if the following conditions hold:
(i) For all x, y ∈ N we have x+ y ∈M .
(ii) For all r ∈ R and all n ∈ N , we have that rn ∈ N .
A nonzero module which contains no proper submodules is called simple.
Example 4.11. Let L be a (left) ideal of a group algebra FG. Since the
(left) product of elements of FG by elements of L is in L, it follows that L
can be regarded as a (left) FG−module.
Theorem 4.12. [28] Let R = L1 ⊕ L2 ⊕ ... ⊕ Lt be a decomposition of a
semisimple ring R as a direct sum of minimal left ideals. Then every simple
R−module is isomorphic to one of the ideals Li in the given decomposition.
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Lemma 4.13. [10] Let F be a field and let H / G. If |H| is invertible in
F then we have FG ' FGeH ⊕ FG(1 − eH) where FGeH ' F (G/H) and
FG(1− eH) ' 4(G,H).
Corollary 4.14. Let G be a finite group and F a field such that char(F )
does not divide |G|. Then FG ' F ⊕ 4(G). Also, F appears at least once
in the Wedderburn decomposition.
Proof. By taking H = G in the above Lemma, we get FG ' F (G/G) ⊕
4(G,G) and so FG ' F ⊕ 4(G). Thus F appears at least once in a
decomposition of FG where char(F ) does not divide |G|.
But we have seen that when char(F ) does not divide |G|, that there is an
Artin-Wedderburn decomposition. Thus FG ' F ⊕4(G) ' L1⊕L2⊕...⊕Lt
where Li is a minimal left ideal.
By Theorem 4.12, every simple FG−module is isomorphic to one of the ideals
Li in the given decomposition. We now show that F is a simple FG−module.
First of all, F ' FGeG and so is the principal ideal generated by the element
eG. As in Example 4.11 each ideal of FG is an FG−module and so F is an
FG−module. We now show that it is simple.
Assume that M ⊂ F and that M is an FG− submodule of F and that M 6=
{0}. All of the non-zero elements of F are invertible in F and so M contains
an invertible element of F . Let a ∈M be such an invertible element. Then 1
= a−1a ∈M . Then x.1 ∈M ∀ x ∈ F , and so M = F . Thus F has no proper
FG − submodules and so F is a simple FG −module and is isomorphic to
one of the ideals Li in the decomposition L1⊕L2⊕ ...⊕Lt by Theorem 4.12.
That is, the field F appears at least once in the Wedderburn decomposition.
Example 4.15. F2C2 = {0, 1, x, 1 + x}. |F2C2| = 22 = 4. |C2| = 2.
By Lemma 4.2, 2 divides |U | and |U | < 4, so |U | = 2. Thus U = {1, x} '
C2.
There is no Artin-Wedderburn decomposition by Corollary 4.5.
Lemma 4.16. F2C3 ' F2 ⊕ F22.
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Proof. G is finite. char(F ) = 2, |G| = 3 and 2 6 | 3 so Maschke’s Theorem
applies.
By Corollary 4.14, F2 appears at least once as a summand in the decompo-
sition, so there are two possible decompositions, F2 ⊕ F2 ⊕ F2 and F2 ⊕ F22 .
If F2C3 ' F2 ⊕ F2 ⊕ F2, then U(F2 ⊕ F2 ⊕ F2) ' C1 × C1 × C1 ' C1 which
is not possible because C3 must be a subgroup of the unit group.
Thus F2C3 ' F2 ⊕ F22 . U(F2 ⊕ F22) ' C1 × C3 ' C3.
Definition The subgroup of units of augmentation 1 in U(RG) is called
V (RG) or just V .
That is V (RG) = {u ∈ U(RG)|(u) = 1}.
Lemma 4.17. [28] U(FG) = V × F×
Lemma 4.18. U(F3C3) = C23 × C2.
Proof. |F3C3| = 33 = 27. |C3| = 3.
By working out which of the elements of augmentation 1 are units, the order
and structure of V and hence of U will be determined. The elements of
augmentation 1 are {1, x, x2, 2 + 2x, 2 + 2x2, 2x + 2x2, 1 + x + 2x2, 1 + 2x +
x2, 2 + x+ x2}.
Clearly, {1, x, x2} are all units.
(2 + 2x)2 = (2 + 2x)(2 + 2x) = 4 + 4x+ 4x+ 4x2 = 1 + 2x+ x2 ⇒
(2+2x)3 = (1 + 2x+ x2)(2 + 2x) = 2 + 2x+ 4x+ 4x2 + 2x2 + 2(1) = 1.
Thus (2 + 2x) is a unit of order 3 and its inverse (1 + 2x+ x2) is also a unit.
(2 + 2x2)2 = (2 + 2x2)(2 + 2x2) = 4 + 4x2 + 4x2 + 4x4 = 1 + 2x2 + x ⇒
(2+2x2)3 = (1 + 2x2 + x)(2 + 2x2) = 2 + 2x2 + 2x+ 2(1) + 4x2 + 4x = 1.
Thus (2 + 2x2) is a unit of order 3 and its inverse (1 + 2x2 +x) is also a unit.
(2x+ 2x2)2 = (2x+ 2x2)(2x+ 2x2) = 4x2 + 4(1) + 4(1) + 4x = x2 + 2 +x⇒
(2x+2x2)3 = (x2 + 2 + x)(2x+ 2x2) = 4x+ 4x2 + 2x2 + 2(1) + 2(1) + 2x = 1.
Thus (2x+ 2x2) is a unit of order 3 and its inverse (x2 + 2 +x) is also a unit.
Thus all 9 elements of augmentation 1 are units and so |V | = 9. There are
two possible abelian groups of order 9, C9 and C
2
3 .
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C9 has exactly two elements of order 3. However, we have shown that V has
8 elements of order 3, so V 6' C9 and thus V ' C23 .
So U ' C23 × C2, |U | = 18 and Aut(U) ' GL2(F3) by Lemma 2.18.
Finally, F3C3 does not decompose by Corollary 4.5.
Example 4.19. F2C5. |FG| = 25 = 32.
|G| = 5, char(F ) = 2 and 2 6 | 5 so Maschke’s Theorem applies.
By Corollary 4.14, F2 appears at least once as a summand in the decompo-
sition.
Thus the possible decompositions are F2 ⊕ F24, F2 ⊕ F2 ⊕ F23, F2 ⊕ F2
⊕ F2 ⊕ F22, F2 ⊕ F22 ⊕ F22, F2 ⊕ F2 ⊕ F2 ⊕ F2 ⊕ F2, or F2 ⊕ M2(F2).
The unit groups of these decompositions have orders 15, 7, 3, 9, 1 and 6 re-
spectively, but since C5 must be a subgroup of the unit group, the only possible
decomposition is the first one, F2 ⊕ F24.
Thus U(F2C5) ' C15 ' C3 × C5. Aut(U) ' C2 × C4 by Lemma 2.1.
Lemma 4.20. U(F22C2) ' C22 × C3.
Proof. To form a field with pn elements, it is necessary to find an irreducible
polynomial p(x) of degree n, with coefficients in Fp. Then Fpn ' Fp[x]/〈p(x)〉.
Thus to form F22 we need to find an irreducible polynomial p(x) of degree 2
over F2, that is, a polynomial of degree 2 without any roots in F2.
The possible polynomials are p1(x) = x
2, p2(x) = 1 + x
2, p3(x) = x+ x
2 and
p4(x) = 1 + x+ x
2.
However p1(0) = 0, p2(1) = 0, p3(0) = 0 and so these are not irreducible. In
contrast, there are no roots of p4(x) in F2, i.e. no solutions of 1 + x+ x2 = 0
in F2, so it is irreducible. We will call this polynomial p(x).
Now p(x) has a root in the field extension F2[x]/〈p(x)〉. Let a be this
root. Then 1 + a + a2 = 0 ⇒ a2 = −1 − a ⇒ a2 = 1 + a. Thus every
polynomial in F2[x]/〈p(x)〉 is a polynomial of degree at most 1.
The 4 polynomials, {0, 1, a, 1 + a} are the elements of F22 .
Looking at F22C2 and labelling the elements of C2 as {1, y}, the 16 ele-
ments of the groupring F22C2 can be written as {0, y, ay, y + ay, 1, 1 + y, 1 +
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ay, 1 + y + ay, a, a+ y, a+ ay, a+ y + ay, 1 + a, 1 + a+ ay, 1 + a+ y + ay}.
U ' V × F× where V is the group of units of augmentation 1. The elements
of augmentation 1 are {1, y, a+ y + ay, 1 + a+ ay}.
Clearly both 1 and y are units as they are elements of C2.
(a+ y+ ay)2 = a2 + y2 + a2y2 = (1 + a) + 1 + (1 + a)1 = 1 and so a+ y+ ay
is a unit of order 2.
(1 + a+ ay)2 = 12 + a2 + a2y2 = 1 + (1 + a) + (1 + a)1 = 1 so 1 + a+ ay is
also a unit of order 2.
Thus V has 4 elements with at least two of order 2, so V ' C22 .
U ' V × F× ⇒ U ' C22 × C3. |U | = 12.
Aut(U) ' Aut(C22) × Aut(C3) ' D6 × C2 ' D12. |Aut(U)| = 12.
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Lemma 4.21. [10] Let R be a commutative ring and let G, H be groups.
Then R(G×H) ' (RG)H (the group ring of H over the ring RG).
Proof. Let f : (RG)H→R(G×H) be defined by ∑
h∈H
(
∑
g∈G
aghg)h 7→
∑
gh∈GH
aghgh.
We show that this is a ring homomorphism.
Let α =
∑
h∈H
(
∑
g∈G
aghg)h and β =
∑
h∈H
(
∑
g∈G
bghg)h ∈ (RG)H.
Then f(α) + f(β) =
∑
gh∈GH
aghgh +
∑
gh∈GH
bghgh =
∑
gh∈GH
(agh + bgh)gh.
α + β =
∑
h∈H
(
∑
g∈G
aghg)h +
∑
h∈H
(
∑
g∈G
bghg)h =
∑
h∈H
(
∑
g∈G
(agh + bgh)g)h.
Thus f(α+β)=
∑
gh∈GH
(agh + bgh)gh = f(α)+f(β).
αβ =
∑
h1∈H
(
∑
g∈G
agh1g)h1
∑
h2∈H
(
∑
g∈G
bgh2g)h2 =
∑
h1,h2∈H
(
∑
g∈G
agh1g)(
∑
g∈G
bgh2g)h1h2
=
∑
v∈H
[
∑
h1h2=v
(
∑
g∈G
agh1g)(
∑
g∈G
bgh2g)]v =
∑
v∈H
[
∑
h1h2=v
(
∑
g1,g2∈G
ag1h1bg2h2g1g2)]v
=
∑
v∈H
[
∑
h1h2=v
(
∑
u∈G
∑
g1g2=u
ag1h1bg2h2u)]v
=
∑
v∈H
[
∑
u∈G
(
∑
h1h2=v
∑
g1g2=u
ag1h1bg2h2u)]v.
Thus f(αβ)=
∑
uv∈GH
[
∑
g1g2h1h2=uv
ag1h1bg2h2 ]uv.
Now f(α)f(β) =
∑
gh∈GH
aghgh
∑
gh∈GH
bghgh =
∑
g1h1,g2h2∈GH
ag1h1bg2h2g1h1g2h2
=
∑
k∈GH
[
∑
g1h1g2h2=k
ag1h1bg2h2 ]k
BecauseG commutes withH, k = g1h1g2h2 = g1g2h1h2 = uv and so f(αβ)=f(α)f(β).
Thus f is a ring homomorphism. In fact f is a monomorphism, because if
f(α) = 0, then
∑
gh∈GH
aghgh = 0 ⇒ agh = 0 ∀ gh ∈ GH ⇒ α = 0.
Also f is an epimorphism, because for γ ∈ R(G×H), γ = ∑
gh∈GH
aghgh, there
is an element α =
∑
h∈H
(
∑
g∈G
aghg)h ∈ RG(H) such that f(α) = γ.
Thus f is an isomorphism, and R(G×H) ' (RG)H.
Lemma 4.22. [10] Let {Ri}i∈I be a family of rings and let R =
⊕
i∈I Ri.
Then, for any group G, RG ' (⊕i∈I Ri)G ' ⊕i∈I(RiG) as rings.
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Proof. Let f : RG→⊕i∈I(RiG) be defined by ∑
g∈G
agg 7→
∑
i∈I
∑
g∈G
aigg, where
ag ∈ R and aig ∈ Ri. Let α =
∑
g∈G
agg and β =
∑
g∈G
bgg ∈ RG.
Then α + β =
∑
g∈G
agg +
∑
g∈G
bgg =
∑
g∈G
(ag + bg)g.
So f(α + β) =
∑
i∈I
∑
g∈G
(aig + big)g.
Now f(α) =
∑
i∈I
∑
g∈G
aigg and f(β) =
∑
i∈I
∑
g∈G
bigg.
So f(α) + f(β) =
∑
i∈I
[
∑
g∈G
aig +
∑
g∈G
big]g =
∑
i∈I
∑
g∈G
(aig + big)g = f(α + β).
αβ =
∑
g∈G
agg
∑
g∈G
bgg =
∑
g1,g2∈G
ag1bg2g1g2 =
∑
u∈G
cuu where cu=
∑
g1g2=u
ag1bg2 .
Thus αβ =
∑
u∈G
∑
g1g2=u
ag1bg2u.
f(αβ) =
∑
i∈I
∑
u∈G
[
∑
g1g2=u
aig1big2 ]u.
f(α)f(β) =
∑
i∈I
∑
g∈G
aigg
∑
i∈I
∑
g∈G
bigg
Because multiplication is done componentwise over the summands Ri,
f(α)f(β)=
∑
i∈I
(
∑
g∈G
aigg
∑
g∈G
bigg) =
∑
i∈I
(
∑
g1,g2∈G
aig1big2g1g2)
=
∑
i∈I
(
∑
v∈G
cvv) (where cv =
∑
g1g2=v
aig1big2) =
∑
i∈I
∑
v∈G
[
∑
g1g2=v
aig1big2 ]v
But u = g1g2 = v ⇒ f(α)f(β) = f(αβ) so f is a ring homormorphism.
f is a monomorphism, because if f(α) = 0, then
∑
i∈I
∑
g∈G
aigg = 0 ⇒ aigg =
0 ∀ g ∈ G ⇒ aig = 0 ⇒ α = 0. f is an epimorphism, because for all γ ∈⊕
i∈I(RiG), γ =
∑
i∈I
∑
g∈G
aigg, there is an element α =
∑
g∈G
agg ∈ RG such that
f(α) = γ. Thus f is an isomorphism, and RG '⊕i∈I(RiG).
Example 4.23. F2C6. 2|6 so Maschke’s Theorem does not apply.
However, by Lemma 4.21, F2C6 ' F2(C3×C2) ' (F2C3)C2 ' (F2⊕F22)C2.
By Lemma 4.22, (F2 ⊕ F22)C2 ' F2C2 ⊕ F22C2.
Thus U(F2C6) ' U(F2C2) × U(F22C2). By Lemma 4.20 U(F22C2) ' C22 ×
C3, so U(F2C6) ' C2 × C22 × C3 ' C32 × C3.
|U | = 24. From direct calculations, it can be shown that the 24 elements of
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the unit group and their orders are:
element order
1 1
x 6
x2 3
x3 2
x4 3
x5 6
1 + x3 + x5 6
x+ x2 + x5 6
1 + x+ x4 2
1 + x2 + x3 6
x+ x3 + x4 2
x2 + x4 + x5 6
1 + x2 + x5 2
1 + x+ x3 6
x+ x2 + x4 6
x2 + x3 + x5 2
1 + x3 + x4 6
x+ x4 + x5 6
1 + x+ x2 + x3 + x4 6
1 + x+ x2 + x3 + x5 6
1 + x+ x2 + x4 + x5 2
1 + x+ x3 + x4 + x5 6
1 + x2 + x3 + x4 + x5 6
x+ x2 + x3 + x4 + x5 2
Aut(U) = Aut(C32) × Aut(C3) ' GL3(F2) × C2. Hence |Aut(U)| = 336.
Lemma 4.24. For p 6= 2, FpkC2 '
⊕2
i=1 Fpk . The unit group of FpkC2 '
C2
pk−1.
Proof. p 6 | 2 so Maschke’s Theorem applies, and Fpk must appear as a sum-
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mand at least once in the Artin-Wedderburn decomposition.
Thus FpkC2 ' Fpk ⊕ Fpk , because the group algebra has dimension 2.
It follows that the unit group is isomorphic to Cpk−1 × Cpk−1.
Lemma 4.25. For p 6= 2, FpkCn2 '
⊕2n
i=1 Fpk . The unit group of FpkCn2 '
C2
n
pk−1.
Proof. We proceed by induction. By Lemma 4.24 FpkC12 '
⊕21
i=1 Fpk so it
is true for n = 1.
Assume that it is true for n = m. That is FpkCm2 '
⊕2m
i=1 Fpk .
Now we test for n = m+ 1.
FpkCm+12 ' Fpk(Cm2 × C2) ' (FpkCm2 )C2 (by Lemma 4.21)
' (⊕2mi=1 Fpk)C2 '⊕2mi=1 FpkC2 (by Lemma 4.22)
'⊕2mi=1⊕2j=1 Fpk '⊕2m+1i=1 Fpk .
It follows that the unit group is C2
n
pk−1.
Example 4.26. F17C2 ' F17 ⊕ F17 and U(F17C2) ' C216.
Example 4.27. F32C2 ' F32 ⊕ F32 and U(F32C2) ' C28 .
Example 4.28. F34C32 '
⊕23
i=1F34 '
⊕8
i=1F34 and U(F34C32) ' C880.
Lemma 4.29. [28] For a finite group algebra FG with m ∈ F , the number
of elements of augmentation m is equal to |F ||G|−1.
Proof. Let  be the usual augmentation map. Let |F | = pk.
Let Am = {α ∈ FG|(α) = m}. and Am+1 = {β ∈ FG|(β) = m+ 1}.
Consider the map f : Am → Am+1 defined by f(α) 7→ α + 1. Clearly f is
bijective. Thus Am and Am+1 have the same order.
The map f can be applied to each Am in turn and we will have |A0| = |A1|
= ....... = |Apk−1| so all the sets have the same order.
Thus the sets Am partition the group algebra. Since there are p
k of them,
the order of each set is |F |
|G|
|F | = |F ||G|−1.
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Lemma 4.30. For a group algebra FG, |U | ≤ |F ||G| - |F ||G|−1.
That is |U | ≤ |F ||G|−1(|F | − 1).
Proof. By Lemma 4.29 |4G| = |F ||G|−1 and these elements are all annihi-
lated by Gˆ, so that none of the elements of 4G are units and thus |U | ≤
|F ||G| - |F ||G|−1.
Lemma 4.31. [9] U(FpkCnp ) ' Ck(p
n−1)
p × Cpk−1.
Example 4.32. [9] U(F22C22) ' C2(2
2−1)
2 × C22−1 ' C62 × C3 by Lemma 4.31.
Example 4.33. [9] U(F3C23) ' C1(3
2−1)
3 × C31−1 ' C53 × C2 by Lemma 4.31.
Example 4.34. U(F24C2) ' C4(2
1−1)
2 × C24−1 ' C42 × C15. |U | = 16.15 =
240.
Note that |F24C2| = 256. Since |4(G)| = 16, all of the elements of the group
algebra are units except for the elements of 4(G).
Theorem 4.35. Every element of a field of order q satisfies aq = a.
Proof. The non-zero elements in a field of order q form a group of order q−1
under multiplication, so by Lagrange’s Theorem, aq−1 = 1 for any non-zero
a in the field. Then aq = a. But 0q = 0 also so it holds for all of the elements
of the field.
Lemma 4.36. For a group algebra F2kCp with p a Mersenne prime such that
p = (2k)n − 1 for some n ∈ Z, U(F2kCp) ' Cmp for some m ∈ Z.
Proof. Let α = (a1x
1 + a2x
2 + ...+ apx
p) ∈ F2kCp with ai ∈ F2k .
Then (α)2
kn
= [(a1x
1)2
kn
+ (a2x
2)2
kn
+ ...+ (apx
p)2
kn
]
= [a2
kn
1 (x
1)2
kn
+ a2
kn
2 (x
2)2
kn
+ ...+ a2
kn
p (x
p)2
kn
]
By Theorem 4.35, every element of a field of order pk satisfies ap
k
= a. As a
direct consequence we get a2
kn
= ((((a2
k
)2
k
)2
k
)........)2
k︸ ︷︷ ︸
n times
= a.
Also, as p = (2k)n − 1, then (xi)2kn−1 = 1 because all non identity elements
of the group have order p = (2k)n − 1. Thus (xi)2kn = xi ∀ i.
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Thus [a2
kn
1 (x
1)2
kn
+a2
kn
2 (x
2)2
kn
+ ...+a2
kn
p (x
p)2
kn
] = (a1x
1 +a2x
2 + ...+apx
p).
In other words we have (α)2
kn
= α.
This means that α is either a zero divisor, or is a unit of order dividing
(2k)n − 1. Thus all units have order dividing p and as p is a prime, all non
identity elements of the unit group have order p and so the unit group must
be elementary abelian of structure Cmp for some m ∈ Z.
Example 4.37. [9] In F2C3 we have 22 − 1 = 3.
Thus by Lemma 4.36, U(F2C3) ' Cm3 and in fact must be C3 because Cm3
with m ≥ 2 has too many elements.
Example 4.38. [9] In F2C7 we have 23 − 1 = 7.
Thus by Lemma 4.36, U(F2C7) ' Cm7 . By Lemma 4.30 |U | ≤ 64, and so by
order considerations m = 1 or m = 2.
If m = 1 then the only elements of order 7 are the group elements. One other
element is (1+x+x2) which has inverse (1+x2+x3+x5+x6). Thus m = 2,
and U(F2C7) ' C27 .
Lemma 4.39. For a group algebra FpkCm with m ∈ N such that m|(pk)n−1
for some n ∈ Z, then U(FpkCm) is an abelian group of exponent m.
Proof. Let α = (a1x
1 + a2x
2 + ...+ amx
m) with ai ∈ Fpk .
Then (α)p
kn
= [(a1x
1)p
kn
+(a2x
2)p
kn
+...+(apx
p)2
kn
] = [ap
kn
1 (x
1)p
kn
+ap
kn
2 (x
2)p
kn
+
...+ ap
kn
m (x
m)p
kn
].
By Theorem 4.35, every element of a field of order pk satisfies ap
k
= a and
so ap
kn
= ((((ap
k
)p
k
)p
k
)........)p
k︸ ︷︷ ︸
n times
= a.
Because m|(pk)n − 1, then (xi)pkn−1 = 1 as all elements of the group have
order dividing (pk)n − 1. Thus (xi)pkn = xi ∀ i.
Thus [ap
kn
1 (x
1)p
kn
+ap
kn
2 (x
2)p
kn
+...+ap
kn
m (x
m)p
kn
] = (a1x
1+a2x
2+...+amx
m).
In other words we have (α)p
kn
= α.
Thus α is either a zero divisor, or is a unit of order dividing (pk)n − 1 = m.
Thus all units have order dividing m. Furthermore, because Cm is contained
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in the unit group, there is at least one element of order m and so the expo-
nent of the unit group is m. Finally, the unit group must be abelian because
the group algebra is commutative.
Example 4.40. In F3C8 we have 32 − 1 = 8. By Lemma 4.39, U(F3C8)
must have exponent 8.
This greatly reduces the number of possible Artin-Wedderburn decomposi-
tions.
Clearly F3 is a summand by Corollary 4.14.
Also F32 is a possible summand because the unit group is C8 which has expo-
nent 8.
However, because the unit group of a field of order pk is cyclic of order pk−1
such a cyclic group would contain at least one element of order pk−1. Thus all
summands of the form F3m with m ≥ 3 can be ruled out since the unit groups
of such summands would necessarily contain elements with order greater than
8. Thus the only possible summands are F3 and F32.
This means that the only possible decompositions of F3C8 are
⊕6
i=1 F3 ⊕ F32
or
⊕4
i=1 F3 ⊕
⊕2
i=1 F32 or
⊕2
i=1 F3 ⊕
⊕3
i=1 F32.
Definition For a group ring RG define {4(G)+1} to be the set of elements
of augmentation 1.
Lemma 4.41. The set {4(G) + 1} forms a semigroup under multiplication.
Proof. We check the 3 semigroup axioms.
(1) The multiplicative identity 1 ∈ {4(G) + 1}.
(2) Let α, β ∈ {4(G) + 1}. Then (α) = (β) = 1. As  is a ring homomor-
phism, then (αβ) = (α).(β) = 1.1 = 1, and so {4(G) + 1} is closed under
multiplication.
(3) The set {4(G) + 1} inherits associativity from the ring RG.
Thus {4(G) + 1} is a semigroup.
Corollary 4.42. The set {4(G) + 1} forms a group under multiplication if
and only if the set {4(G) + 1} contains only invertible elements.
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Proof. Let {4(G)+1} contain only invertible elements and let α ∈ {4(G)+
1}.
Then (αα−1) = (1) = 1 = (α).(α−1) = 1.(α−1) ⇒ (α−1) = 1. Thus
{4(G) + 1} is closed under inverses and so forms a group.
If {4(G) + 1} contains a non-invertible element, then clearly {4(G) + 1}
does not form a group.
There are many group rings which contain non-invertible elements of
augmentation 1, for example F2C3.
Example 4.43. [9] F2C3. Let F2 = {0, 1} and C3 = {1, x, x2}. There are
4 elements of aumentation 1, {1, x, x2, 1 + x + x2}. The element 1 + x + x2
= Gˆ annihilates all elements of 4(G) and so is a zero divisor and therefore
not invertible. Thus {4(G) + 1} is not a group within F2C3.
Lemma 4.44. F2C3 is the smallest group ring which contains a non-invertible
element of augmentation 1.
Proof. We check all possible smaller group rings.
In any group ring of the form FpkC1 there is only one element of augmentation
1, the group element 1, which clearly forms a group.
In F2C2 there are two elements of augmentation 1, the two elements of C2,
which clearly form a group.
Example 4.45. [9] F3C5. This is a 5 dimensional vector space over F3. 3
does not divide 5 so Maschke’s Theorem applies and F3 must appear as a
summand in the decomposition. U(F3) = C2 but C2 does not contain C5, so
there must be a different summand in the decomposition.
U(F32) = C8 which does not contain C5.
U(F33) = C26 which does not contain C5.
It cannot be M2(F3) as that would give a non-commutative group algebra.
The only remaining possible summand is F34 and its unit group is C80 which
contains C5.
So the decomposition must be F3 ⊕ F34 which gives the 5 dimensions.
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The unit group is therefore C2 × C80.
There are 35 = 243 elements in the group algebra. Thus there are 243 - 160 =
83 elements which are not units. There are 81 elements in 4(G), 80 of which
are zero divisors (as they are annihilated by Gˆ) and the element zero. Thus
there are two more zero divisors which do not have augmentation 0. These
two elements are Gˆ = (1+x+x2+x3+x4) and 2Gˆ = (2+2x+2x2+2x3+2x4)
which have augmentation 2 and 1 respectively.
Example 4.46. F7C3. This is a 3 dimensional vector space over F7. 7 does
not divide 3 so Maschke’s Theorem applies and F7 must appear as a summand
in the decomposition. Thus the only possible decompositions are
⊕3
i=1 F7 or
F7 ⊕ F72. Checking whether the unit group of such decompositions could
contain C3 we see that both could. U(
⊕3
i=1 F7) = C36 and U(F7 ⊕ F72) = C6
× C48.
Now U ' V × F×, so for the first decomposition we have V ' C26 and
for the second decomposition we have V ' C48. There are 49 elements of
augmentation 1, so if there are at least two zero divisors in this set, then |V |
< 48. The obvious candidates for these zero divisors are multiples of Gˆ =
1 + x + x2 which have augmentation 1. Now |G| = 3, and 3−1 = 5 in F×.
Consider 5 + 5x+ 5x2 ∈ {4(G) + 1}.
(5 + 5x+ 5x2)(1 + 6x) = 5 + 5x+ 5x2 + 30x+ 30x2 + 30 = 35 + 35x+ 35x2
= 0.
Also (1 + 3x + 4x2) ∈ {4(G) + 1} and (1 + 3x + 4x2)(1 + 2x + 4x2) =
1 + 2x+ 4x2 + 3x+ 6x2 + 12 + 4x2 + 8 + 16x = 21 + 21x+ 14x2 = 0.
Thus there are at least 2 zero divisors of augmentation 1 and so |V | < 48
and so V ' C26 . Thus the decomposition is
⊕3
i=1 F7 and the unit group is
C36 .
Example 4.47. [9] F3C4. Maschke’s Theorem applies so F3 is a summand.
However, the decomposition cannot be
⊕4
i=1 F3 as C4 is not a subgroup of
U(F3) = C2. Also F33 cannot be the only other summand as C4 is not a
subgroup of U(F33) = C26.
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Thus F32 must be a summand and so the decomposition is
⊕2
i=1 F3 ⊕ F32.
The unit group is therefore C22 × C8.
Example 4.48. [9] F3C6. Maschke’s theorem does not apply. However,
Lemma 4.21 does and so we have F3C6 ' F3(C2 × C3) ' (F3C2)C3 '
(
⊕2
i=1 F3)C3.
By Lemma 4.22, (
⊕2
i=1 F3)C3 ' F3C3 ⊕ F3C3.
The unit group of F3C3 is C23 × C2 by Lemma 4.18 ⇒ U(F3C6) ' C43 ×
C22 .
Aut(U) = GL4(F3) × GL2(F2).
Example 4.49. F3C7. Maschke’s Theorem applies so F3 is a summand.
However, the decomposition cannot be
⊕7
i=1 F3 as C7 is not a subgroup of
U(F3) = C2. F32 cannot be the only other summand as C7 is not a subgroup
of U(F32) = C8. Also F33 cannot be the only other summand as C7 is not a
subgroup of U(F33) = C26. Similarly F34 cannot be the only other summand
as C7 is not a subgroup of U(F34) = C80. By the same rationale F35 cannot
be the only other summand as C7 is not a subgroup of U(F35) = C242.
F36 must be a summand as C7 can be a subgroup of U(F36) = C728.
Thus the decomposition is F3 ⊕ F36. The unit group is therefore C2 × C728.
We now give a brief example of a non-commutative group algebra, where
the group is non-abelian, and find the unit group by determining which
elements are zero-divisors, which are units and the order of the units.
Example 4.50. F2D6. Let D6 = {1, x, x2, xy, x2y, y}.
Maschke does not apply. |F2D6| = 26 = 64.
D6 < U(FG) ⇒ 6 divides |U(FG)|.
The 32 elements of 4(G) are annihilated by Gˆ, so the possible order of
the unit group is 6, 12, 18, 24 or 30.
D6 is a subgroup of U so U is non-abelian.
Also U ' V × F× ' V × C1 ⇒ V ' U .
The 32 elements of augmentation 1 are as follows:
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1, x, x2, xy, x2y, y (the 6 group elements).
1+x+x2, 1+x+xy, 1+x+x2y, 1+x+y, x+x2+xy, x+x2+x2y, 1+x2+
xy, 1+x2+x2y, 1+x2+y, 1+xy+x2y, 1+xy+y, 1+x2y+y, x+x2+y, x+xy+
x2y, x+xy+y, x+x2y+y, x2+xy+x2y, x2+xy+y, x2+x2y+y, xy+x2y+y
(20 trinomials).
1 + x + x2 + y + xy, 1 + x + x2 + y + x2y, 1 + x + x2 + xy + x2, 1 + x +
y + xy + x2y, 1 + x2 + y + xy + x2y, x+ x2 + y + xy + x2y (6 5-nomials).
Clearly the 6 group elements are all units. However, of the other 26 elements,
it can be shown that the 20 trinomials are all zerodivisors. That leaves 12
elements. That leaves the 6 5-nomials. Are these 5-nomials units?
By multipying them by themselves it can be shown that they are in fact units
with the following orders.
1 + x+ x2 + y + xy has order 2
1 + x+ x2 + y + x2y has order 2
1 + x+ x2 + xy + x2 has order 2
1 + x+ y + xy + x2y has order 6
1 + x2 + y + xy + x2y has order 6
x+ x2 + y + xy + x2y has order 2.
Thus there are 12 elements in the unit group, 2 elements of order 6, 2 ele-
ments of order 3, 7 elements of order 2 and the identity.
The only non-abelian groups of order 12 are A4 and D12. However A4 doesn’t
have any elements of order 6.
Thus U(F2D6) ' D12.
Presenting D12 as < a, b, c|a3 = b2 = c2 = 1, ab = a−1, ac = a, bc = b >, we
can give an isomorphism between the two groups.
ω: U(F2D6) → D12, ω:x 7→ a
ω:y 7→ b, ω:1 + x+ y + xy + x2y 7→ ac.
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5 U(FG) where F has char p and G is an
abelian p− group
This Chapter begins with a look at the elements of V - the group of nor-
malised units. Throughout the various examples and lemmas of the Chapter,
a method is developed for finding the structure of V by counting the number
of elements of V which divide different powers of p. The method is made
more general and thus more useful as the Chapter progresses. The conclusion
of the Chapter is a Theorem which gives the structure of V whenever F has
characteristic p and G is an abelian p− group.
Lemma 5.1. Let p be a prime. Let G be a direct product of n groups Gi,
and let mi be the number of elements xi such that (xi)
pk = 1 (i.e elements
of order dividing pk) in Gi for 0 ≤ i ≤ n. Then the number of elements of
order dividing pk in G is
∏n
i=1mi.
Proof. Let G′ ' G1 × G2. There are m1 elements of order dividing pk in
G1 and m2 elements of order dividing p
k in G2. For each of the elements of
order dividing pk in G1, we can form a new element of order dividing p
k in
G by multiplying it by an element of order dividing pk in G2, and there are
m2 ways of doing this. Because there are m1 elements of order dividing p
k
in G1, then there are (m1)(m2) ways of getting an element of order dividing
pk in G′.
Now by iterating this process, and getting the direct sum of G′ × G3, we
see that the final number of elements of order dividing pk in G =
∏n
i=1mi.
Lemma 5.2. For G = Cpm, there are p
k elements of order dividing pk for
k ≤ m.
Proof. Let φ(g) = gp
k ∀ g ∈ G.
In a cyclic group Cpm , the element g
pm−k has order dividing pk and so do
all of the elements of the subgroup generated by gp
m−k
, i.e. 〈gpm−k〉.
In fact this subgroup is the kernel of the homomorphism φ. To see this,
let gi ∈ ker(φ). Then (gi)pk = 1. That is gipk = 1. That is ipk is a multiple
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of pm (the order of the group). That is i is a multiple of pm−k. Thus the
subgroup generated by gp
m−k
is the kernel of the homomorphism.
As the generator of this kernel is of order pk, then this group has pk
elements.
Firstly, we begin by asking when is the subgroup V equal to the set of
elements of augmentation 1?
Lemma 5.3. Let G be an abelian group. Then V (FpkG) = {4(G)+1} if and
only if G is a p − group (i.e. a group of order pα with α ≥ 0). Morevover,
the exponent of V equals the exponent of G in this instance.
Proof. Let the exponent of G be pn.
Let |G| = m and let α = a1g1 + a2g2 + .....+ amgm ∈ {4(G) + 1}.
Then αp
n
= (ap
n
1 g
pn
1 + a
pn
2 g
pn
2 + .....+ a
pn
m g
pn
m )
= (ap
n
1 + a
pn
2 + .....+ a
pn
m ) = (a1 + a2 + .....+ am)
pn = ((α))p
n
= 1p
n
= 1.
Thus α is a unit with order dividing pn. Thus by Corollary 4.42, the set
{4(G) + 1} forms a group under multiplication and since all elements have
order dividing pn, the exponent of the group divides pn. Since G < V , exp(V )
= pn.
In contrast, for a finite group algebra FpkG, with G not a p− group, then we
show that the set {4(G) + 1} contains at least one zero divisor.
Let |G| = pαm where p does not divide m and let m = qe11 qe22 ...qenn with
q1, ..., qn distinct primes and with e1 ≥ 1 and e2, ...en ≥ 0.
By Sylow’s Theorem, there exists a subgroup H of order qe11 .
Then by Lemma 4.9, 1|H|Hˆ annihilates the elements of (4G,H) and so 1|H|Hˆ
is a zero divisor.
Also ( 1|H|Hˆ) = (
1
|H|).(Hˆ) =
1
|H| .|H| = 1 ⇒ 1|H|Hˆ ∈ {4(G) + 1} and so the
set contains at least one zero divisor.
Corollary 5.4. For a finite group algebra FpkG, with G an abelian p−group,
then |U(FpkG)| = ((pk)|G|−1)(pk − 1).
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Proof. By Lemma 4.17, U(FG) = V × F×. By Lemma 5.3, V ' {4(G)+1}.
The order of {4(G) + 1} = (pk)|G|−1 by Lemma 4.29, so we get |U(FpkG)|
= |V |.|F×| = ((pk)|G|−1)(pk − 1).
Lemma 5.5. For p 6= 2, the group algebra FpkC2 contains exactly one zero
divisor of augmentation 1.
Proof. By Lemma 4.24 when p 6= 2, the unit group of FpkC2 ' C2pk−1. Thus
V ' Cpk−1 and there are pk elements of augmentation 1. By Lemma 5.3,
the set {4(G) + 1} contains at least one non-unit, and there can only be one
because all of the other elements are units as |V | = pk. The non-unit is 1
2
Cˆ2
(a zero-divisor).
Definition The injective homomorphism σ : Fpn → Fpn , given by α 7→
αp is surjective since Fpn is finite and so is an isomorphism, and thus an
automorphism. It is called the Frobenius automorphism which is denoted
by σp. Iterating σp gives σ
2
p(α) = σp(σp(α)) = (α
p)p = αp
2
.
Similarly σip(α) = α
pi i = 0, 1, 2, ....
Note that as a consequence of the Frobenius automorphism being surjec-
tive, we have that every element of Fpn has a pith root for all i. We use this
consequence in the examples below when counting the number of choices for
field coefficients.
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5.1 U(FG) where char(F ) = 2 and G is an abelian 2 −
group
In this section, we examine the case where char(F ) = 2 and G is an abelian
(but not an elementary abelian) 2-group.
Example 5.6. U(F2C8). U ' V . |V | = |{4(G)+1}| = 128 by Lemma 5.3.
V is an abelian group with order 128 and exponent 8. The possible groups for
V are C28 × C2, C8 × C24 , C8 × C4 × C22 and C8 × C42 . These four groups
have 7, 7, 15 and 31 elements of order 2 respectively by Lemma 5.1. Again
we count the elements of order 2 in V , to determine which of the groups it
is.
Let α =
7∑
i=0
aix
i ∈ V with α2 = 1. Then α2 =
7∑
i=0
aix
2i = 1. Note that in F2,
a2i = ai. This is because the Frobenius Automorphism fixes the elements of
the prime subfield.
α2 = (a0 + a4)1 + (a1 + a5)x
2 + (a2 + a6)x
4 + (a3 + a7)x
6 = 1.
The coefficient of 1 must be 1 and the other coefficients must be zero. Count-
ing the possibilities, we see that there are 2 possibilities for each of the coef-
ficients, giving a total of 24 = 16 possible elements α such that α2 = 1. One
of these elements is the identity of the group, and so there are 15 elements
of order 2. They are: x4, 1 + x2 + x6, x2 + x4 + x6, 1 + x+ x5, x+ x4 + x5, 1 +
x+ x2 + x5 + x6, x+ x2 + x4 + x5 + x6, 1 + x3 + x7, x4 + x3 + x7, 1 + x+ x3 +
x5 +x7, 1 +x2 +x3 +x6 +x7, x4 +x+x3 +x5 +x7, x4 +x2 +x3 +x6 +x7, 1 +
x2 + x3 + x5 + x6 + x7, x2 + x3 + x5 + x6 + x7.
Thus, U ' C8 × C4 × C22 .
Lemma 5.7. U(F2n(C2 × C4)) ' C5n2 × Cn4 × C2n−1.
Proof. U(FG) ' V × F× ' V × C2n−1
G is an abelian 2− group and by Lemma 5.3 the group of normalised units
V has order equal to |{1 +4(G)}| and V is an abelian group of exponent 4
(the exponent of G).
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Thus |V | = (2n)7 = 27n and V ' Ca2 × Cb4.
We now count the number of units of order dividing 2 in V .
Let α = a0(1) + a1(x) + a2(x
2) + a3(x
3) + a4(y) + a5(xy) + a6(x
2y) + a7(x
3y)
∈ V with α2 = 1, ai ∈ F2n
Then α2 = (a0)
2(1) + (a1)
2(x2) + (a2)
2(1) + (a3)
2(x2) + (a4)
2(1) + (a5)
2(x2) +
(a6)
2(1) + (a7)
2(x2)
= [(a0)
2 + (a2)
2 + (a4)
2 + (a6)
2]1 + [(a1)
2 + (a3)
2 + (a5)
2 + (a7)
2]x2 = 1.
Thus the coefficient of 1G must be 1F and the coefficient of x
2 must be 0F .
Because there are 2n elements in F2n , there are 2n ways in which each of
the coefficients a0, a2, a4 can occur and this determines what a6 must be
giving (2n)3 = 23n possibilities for the coefficient of 1G. Similarly there are
23n possibilities for the coefficient of x2, giving a total of (23n)(23n) = 26n
different elements α in V such that α2 = 1.
One of these elements is the identity, so there are 26n − 1 elements of order
2 in V .
Recall that |V | = 27n and V ' Ca2 × Cb4. Thus
(1) a+ 2b = 7n by considering the order of V .
But because of the number of elements of order 2, there must be a direct
product of 6n groups, and so we have that
(2) a+ b = 6n.
Subtracting (2) from (1) we get that b = n, and it follows that a = 5n.
Thus V ' C5n2 × Cn4 and so U ' C5n2 × Cn4 × C2n−1.
Lemma 5.8. U(F2nC4) ' Cn2 × Cn4 × C2n−1.
Proof. U(FG) ' V × F× ' V × C2n−1
G is a 2 − group and by Lemma 5.3 the group of normalised units V has
order equal to |{1 +4(G)}| and V is an abelian group of exponent 4 (the
exponent of G).
Thus |V | = (2n)3 = 23nand V ' Ca2 × Cb4.
We now count the number of units of order 2 in V .
Let α = a0(1) + a1(x) + a2(x
2) + a3(x
3) ∈ V with α2 = 1, ai ∈ F2n
Then α2 = (a0)
2(1) + (a1)
2(x2) + (a2)
2(1) + (a3)
2(x2)
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= [(a0)
2 + (a2)
2]1 + [(a1)
2 + (a3)
2]x2 = 1.
Thus the coefficient of 1G must be 1F and the coefficient of x
2 must be 0F .
There are 2n ways in which the coefficients a0 can occur and this determines
what a2 must be giving 2
n possibilities for the coefficient of 1G. Similarly
there are 2n possibilities for the coefficient of x2, giving a total of (2n)(2n) =
22n different elements α in V such that α2 = 1.
One of these elements is the identity, so there are 22n − 1 elements of order
2 in V .
Recall that |V | = 23n and V ' Ca2 × Cb4. Thus
(1) a+ 2b = 3n by considering the order of V .
But because of the number of elements of order 2, there must be a direct
product of 2n groups, and so we have that
(2) a+ b = 2n.
Subtracting (2) from (1) we get that b = n, and it follows that a = n.
Thus V ' Cn2 × Cn4 and so U ' Cn2 × Cn4 × C2n−1.
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5.2 U(FG) where char(F ) = p and G is an abelian p −
group
The techniques used in the previous section can be applied to group algebras
with characteristic p where G is a p− group but not elementary abelian.
Lemma 5.9. Let FG = FpCp2. Then U(FG) ' C(p−1)
2
p × Cp−1p2 × Cp−1.
Proof. U(FG) ' V × F× ' V × Cp−1.
G is a p− group and by Lemma 5.3, |V | = (p)p2−1 and V ' Cap × Cbp2 , b ≥
1.
We now count the number of units of order p in V.
Let α =
p2−1∑
i=0
aix
i ∈ V with αp = 1. Then αp =
p2−1∑
i=0
apix
pi = 1.
Now the group element becomes xpi and so the power of x is a multiple of
p and there are p of those in Cp2 . We write this group element as x
jp for
0 ≤ j ≤ p− 1, and adding up the like terms we get
αp =
p−1∑
j=0
p−1∑
i=0
aip+jx
jp = 1.
The coefficients of x0p when j = 0 (i.e.
p−1∑
i=0
aip+0) must equal 1F , and the
coefficients of xjp for j 6= 0 (i.e.
p−1∑
i=0
aip+jx
jp) must equal 0F .
For each j, we have a different group element. For 1G (when j = 0), there
are p choices for aip+0 for each i 6= p− 1. Thus there are pp−1 choices for the
coefficient of the group element x0p. Similarly there are pp−1 choices for each
of the coefficients of xjp for j 6= 0, giving a total of p(p−1)(p) = pp2−p different
elements α in V such that αp = 1.
Recall that |V | = (p)p2−1 and V ' Cap × Cbp2 , b ≥ 1.
Thus
(1) a+ 2b = p2 − 1 by considering the order of V .
But because of the number of elements of order p, there must be a direct
product of p2 − p groups, and so we have that
(2) a+ b = p2 − p.
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Subtracting (2) from (1) we get that b = p−1, and it follows that a = (p−1)2.
Thus V' C(p−1)2p × Cp−1p2 and so U ' C(p−1)
2
p × Cp−1p2 × Cp−1.
Now a further generalisation.
Lemma 5.10. Let FG = FpnCpm. The number of elements of order dividing
pk in V is pn(p
m−pm−k).
Proof. To count the elements of order dividing pk in V we first count how
many elements of G are mapped to the identity under the homomorphism φ:
G → G defined as φ(x) = xpk .
In a cyclic group Cpm , the element x
pm−k has order dividing pk and so do
all of the elements of the subgroup generated by xp
m−k
, i.e. 〈xpm−k〉.
In fact this subgroup is the kernel of the homomorphism φ. To see this,
let xi ∈ ker(φ). Then (xi)pk = 1. That is xipk = 1. That is ipk is a multiple
of pm. That is i is a multiple of pm−k. Thus the subgroup generated by xp
m−k
is the kernel of the homomorphism. So we have that 〈xpm−k〉 ' Cpk ' ker(φ).
As the generator of this kernel is of order pk, then this group has pk
elements. The quotient group of this homomorphism has order pm−k.
Thus the image group H = φ(G) is of order pm−k.
Now let α =
∑
angn ∈ V such that αpk = 1. Then we can write αpk with
coefficients from Fpn and group elements from the image group H = φ(G).
Labelling the elements of the image group H as g1, g2, ......., g|G/H| where
g1 = 1G, and relabelling the a’s gives,
αp
k
= (
pk∑
i=1
ap
k
1i )g1 + (
pk∑
i=1
ap
k
2i )g2 + ......+ (
pk∑
i=1
ap
k
pm−ki)gpm−k .
Now if αp
k
= 1, then the coefficient of g1 = 1G is 1F and the coefficients of
all other gi is 0F .
That is
pk∑
i=1
ap
k
1i = 1F .
We have freedom to choose pk − 1 elements of Fpn but the last element will
be determined so as to give a sum of 1F .
So there are (pn)p
k−1 choices for the coefficient of g1.
Similarly, there are (pn)p
k−1 choices for the coefficient of g2 and each gj up
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to gpm−k .
Thus we have [(pn)p
k−1]p
m−k
= pn(p
m−pm−k) choices for α such that αp
k
= 1.
This is the number of elements of V with order dividing pk.
Lemma 5.11. Let FG = FpnCp2. Then U(FG) ' Cn(p−1)
2
p × Cn(p−1)p2 ×
Cpn−1.
Proof. U(FG) ' V × F× ' V × Cpn−1.
G is a p− group and by Lemma 5.3, |V | = (pn)p2−1 = pn(p2−1) and V ' Cap
× Cbp2 , b ≥ 1.
Thus (1) a+ 2b = n(p2 − 1) by considering the order of V .
By Lemma 5.10 there are pn(p
2−p2−1) = pn(p
2−p) elements of order dividing p
in V .
But because of the number of elements of order p, there must be a direct
product of pn(p
2−p) groups, and so we have that (2) a+ b = n(p2 − p).
That is (1) a+ 2b = n(p2 − 1)
and (2) a+ b = n(p2 − p).
Subtracting (2) from (1) we get that b = n(p2 − 1)− n(p2 − p) = np2 − n−
np2 + pn = n(p− 1), and it follows that a = n(p− 1)2.
Thus V' Cn(p−1)2p × Cn(p−1)p2 and so U ' Cn(p−1)
2
p × Cn(p−1)p2 × Cpn−1.
Example 5.12. Let FG = F54C25. Then by Lemma 5.11 U(FG) ' C4(5−1)
2
5
× C4(5−1)52 × C54−1 ' C645 × C1625 × C624.
Example 5.13. Let FG = F22C4. Then by Lemma 5.11 U(FG) ' C2(2−1)
2
2
× C2(2−1)22 × C22−1 ' C22 × C24 × C3 which is the same result as we got
earlier.
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Lemma 5.14. In the group G =
m∏
i=1
Cdi
pi
, the number of elements with order
dividing pk (where 1 ≤ k < m) is p
(
k∑
i=1
idi+
m∑
i=k+1
kdi)
.
(The number of elements with order dividing pk (where k = 0) is 1. The
number of elements with order dividing pk (where k ≥ m) is p
k∑
i=1
idi
= |G|).
Proof. For 1 ≤ i ≤ k, the group Cpi has exponent dividing pk, and so all of
the elements of Cpi have order dividing p
k. Thus all of the elements of direct
products of these individual groups will have order dividing pk.
For k + 1 ≤ i ≤ m, there are pk elements in each of these factor groups Cpi
with order dividing pk by Lemma 5.2.
Thus we get p
(
k∑
i=1
idi+
m∑
i=k+1
kdi)
elements with order dividing pk.
Finally, the two trivial cases are where k = 0 or k ≥ m.
If k = 0, we get that p0 = 1 (the group identity) and only the group identity
will have order dividing 1.
Second, if k ≥ m, then as all of the elements of the group have order dividing
pm, it follows that all of the elements of the group have order dividing pk
which completes the proof.
The following Theorem gives the order of the unit group for a group
algebra from an arbitrary abelian p− group.
Theorem 5.15. Let FG be the group algebra Fpn(
m∏
i=1
Cei
pi
) and let φi(g) =
gp
i ∀ g ∈ G.
Then U(FG) '
m∏
i=1
C
n(|G/ ker(φi−1)|−2n|G/ker(φi)|+n|G/ker(φi+1)|)
pi
× Cpn−1.
Proof. By Lemma 5.3 all of the elements of {1 + 4G} are units so V =
{1 +4G} and moreover the exponent of V equals the exponent of G and so
V '
m∏
i=1
Cdi
pi
.
We work out the structure of V by counting the number of elements in V
with order dividing pm, pm−1, ... , and p1.
First we count the number of elements of V with order dividing pm.
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Let α ∈ V such that αpm = 1.
We can write α as
m∑
i=1
ei∑
j=1
pi∑
k=1
aijkx
k
ij where aijk ∈ Fpn and xkij ∈ G =
m∏
i=1
Cei
pi
.
Now we count the number of choices for α such that αp
m
= 1.
That is, such that
m∑
i=1
ei∑
j=1
pi∑
k=1
ap
m
ijk(x
k
ij)
pm = 1.
The Frobenius automorphism σm: Fpn → Fpn defined by σm(a) = apm per-
mutes the elements of Fpn . Thus the field element ap
m
ijk is just the image of
aijk under this bijection and in particular all elements of Fpn are pmth roots.
Define the group endomorphism φi: G → G as φi(g) = gpi .
In this case φm(g) = g
pm and (xkij)
pm is an element of the image. There are
|ker(φm)| elements g ∈ G such that φm(g) = 1G. Call this kernel H.
The First Isomorphism Theorem states that the image group of a group en-
domorphism φm(G) is isomorphic to the quotient group G/kerφm or G/H.
Labelling the elements of the image group as g1, g2, ......., g|G/H| where g1 =
1G, then we can write
αp
m
= (
|H|∑
i=1
ap
m
1i )g1 + (
|H|∑
i=1
ap
m
2i )g2 + ......+ (
|H|∑
i=1
ap
m
|G/H|i)g|G/H|.
Now if αp
m
= 1, then the coefficient of g1 = 1F and the coefficients of all
other gi = 0F .
That is
|H|∑
i=1
ap
m
1i = 1F .
We have freedom to choose |H| − 1 elements of Fpn but the last element will
be determined so as to give a sum of 1F .
Thus we have freedom to choose |H| − 1 elements from Fpn and there are pn
choices for each element. So there are (pn)|H|−1 choices for the coefficient of
g1.
Similarly, there are (pn)|H|−1 choices for the coefficient of g2 and each gj up
to g|G/H|.
Thus we have [(pn)|H|−1]|G/H| choices for the α such that αp
m
= 1.
So there are [(pn)|ker(φm)|−1]|G/ker(φm)| = pn|G|−n|G/ker(φm)| choices for αm.
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This is the number of elements of V with order dividing pm.
According to Lemma 5.14 if G =
m∏
i=1
Cdi
pi
, then the number of elements of G
with order dividing pk is p
(
k∑
i=1
idi+
m∑
i=k+1
kdi)
.
Here we have that V =
m∏
i=1
Cdi
pi
, and so the number of elements of V with
order dividing pm in V is p
m∑
i=1
idi
.
But we have just worked out that the number of elements of V with order
dividing pm is pn|G|−n|G/ker(φm)|.
So we get the equation
(M)
m∑
i=1
idi = n|G| − n|G/ker(φm)|.
Next we count the number of elements of V with order dividing pm−1.
Let β ∈ V such that βpm−1 = 1.
Define the group endomorphism φm−1: G → G as φm−1(g) = gpm−1 .
There are |ker(φm−1)| elements g ∈ G such that φm−1(g) = 1G. Call this
kernel Hm−1.
The image group of φm(G) is isomorphic to the quotient group G/kerφm−1
or G/Hm−1.
Labeling the elements of the image group as g1, g2, ......., g|G/Hm−1| where g1
= 1G, then
αp
m−1
= (
|Hm−1|∑
i=1
ap
m−1
1i )g1+(
|Hm−1|∑
i=1
ap
m−1
2i )g2+ ......+(
|Hm−1|∑
i=1
ap
m−1
|G/Hm−1|i)g|G/Hm−1|.
Now if αp
m−1
= 1, then the coefficient of g1 is 1F and the coefficients of all
other gi is 0F .
That is
|Hm−1|∑
i=1
ap
m−1
1i = 1F .
Again we have freedom to choose |Hm−1| − 1 elements of Fpn but the last
element will be determined so as to give a sum of 1F .
Thus we have freedom to choose |Hm−1| − 1 elements from Fpn and there
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are pn choices for each element. So there are (pn)|Hm−1|−1 choices for the
coefficient of g1.
Similarly, there are (pn)|Hm−1|−1 choices for the coefficient of g2 and each gj
up to g|G/Hm−1|.
Thus we have [(pn)|Hm−1|−1]|G/Hm−1| choices for the β such that βp
m−1
= 1.
So there are [(pn)|ker(φm−1)|−1]|G/ker(φm−1)| = pn|G|−n|G/ker(φm−1)| choices for β.
This is the number of elements of V with order dividing pm−1.
According to Lemma 5.14 the number of elements of V with order dividing
pm−1 is p
(
m−1∑
i=1
idi+
m∑
i=m
(m−1)di)
= p
(
m−1∑
i=1
idi+(m−1)dm)
.
But we have also seen that the number of elements of V with order dividing
pm−1 is pn|G|−n|G/ker(φm−1)|.
So we get the equation
(M-1)
m−1∑
i=1
idi + (m− 1)dm = n|G| − n|G/ker(φm−1)|.
We proceed in this way, each time counting the number of elements in V
with order dividing pi using Lemma 5.14 and also using the technique in
this proof forming simultaneous equations with variables di until we reach
equation (1).
These equations are:
(M)
m∑
i=1
idi = n|G| − n|G/ker(φm)|
(M-1)
m−1∑
i=1
idi +
m∑
i=m
(m− 1)di = n|G| − n|G/ker(φm−1)|
(M-2)
m−2∑
i=1
idi +
m∑
i=m−1
(m− 2)di = n|G| − n|G/ker(φm−2)|
.
.
(k)
k∑
i=1
idi +
m∑
i=k+1
(k)di = n|G| − n|G/ker(φk)|
(k-1)
k−1∑
i=1
idi +
m∑
i=k
(k − 1)di = n|G| − n|G/ker(φk−1)|
.
.
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(3)
3∑
i=1
idi +
m∑
i=4
3di = n|G| − n|G/ker(φ3)|
(2)
2∑
i=1
idi +
m∑
i=3
2di = n|G| − n|G/ker(φ2)|
(1)
1∑
i=1
1di +
m∑
i=2
1di = n|G| − n|G/ker(φ1)|.
We now have m simultaneous equations in the m unknowns di for 1 ≤ i ≤ m.
Solving these equations enables us to know the value of each di and thus the
structure of V . We will have this structure in terms of the orders of the
quotient groups |G/ ker(φi)| which are easily calculated.
To solve the equations we begin with (M) and subtract (M-1). This isolates
dm. We get:
(M) - (M-1) =
m∑
i=1
idi -
m−1∑
i=1
idi - (m−1)dm = n|G|−n|G/ker(φm)| - n|G|+n|G/ker(φm−1)|
⇒ mdm - (m− 1)dm = n|G/ker(φm−1)| - n|G/ker(φm)|
⇒ dm = n|G/ker(φm−1)| - n|G/ker(φm)|.
Next we take (M-1) and subtract (M-2). This will isolate dm−1. We get:
(M-1) - (M-2)=
m−1∑
i=1
idi + (m− 1)dm -
m−2∑
i=1
idi -
m∑
i=m−1
(m− 2)di
= n|G| − n|G/ker(φm−1)| - n|G|+ n|G/ker(φm−2)|
⇒ (m− 1)dm−1 + (m− 1)dm -
m∑
i=m−1
(m− 2)di
= n|G/ker(φm−2)| - n|G/ker(φm−1)|
⇒ (m− 1)dm−1 - (m− 2)dm−1 + (m− 1)dm - (m− 2)dm
= n|G/ker(φm−2)| - n|G/ker(φm−1)|
⇒ dm−1 + dm = n|G/ker(φm−2)| - n|G/ker(φm−1)|
But dm = n|G/ker(φm−1)| - n|G/ker(φm)| so we subtract this from both
sides to get:
dm−1 = n|G/ker(φm−2)| - n|G/ker(φm−1)| - n|G/ker(φm−1)|+ n|G/ker(φm)|
dm−1 = n|G/ker(φm−2)| - 2n|G/ker(φm−1)| + n|G/ker(φm)|.
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Proceeding in this way, we get each di in turn.
(k) - (k-1):
k∑
i=1
idi +
m∑
i=k+1
kdi -
k−1∑
i=1
idi -
m∑
i=k
(k − 1)di
= n|G| − n|G/ker(φk)| - n|G|+ n|G/ker(φk−1)|
⇒ kdk +
m∑
i=k+1
kdi -
m∑
i=k
(k − 1)di
= n|G/ker(φk−1)| - n|G/ker(φk)|
⇒
m∑
i=k
kdi -
m∑
i=k
(k − 1)di
= n|G/ker(φk−1)| - n|G/ker(φk)|
⇒
m∑
i=k
di = n|G/ker(φk−1)| - n|G/ker(φk)|
But the previous equation (k+1) - (k) will be
m∑
i=k+1
di = n|G/ker(φk)| -
n|G/ker(φk+1)|. So we subtract this from both sides and we get:
dk = n|G/ker(φk−1)| - n|G/ker(φk)| - n|G/ker(φk)| + n|G/ker(φk+1)|
⇒ dk = n|G/ker(φk−1)| - 2n|G/ker(φk)| + n|G/ker(φk+1)|.
We continue this process until we get:
d1 = n|G/ker(φ0)| - 2n|G/ker(φ1)| + n|G/ker(φ2)|.
Now we have expressed all of the di in terms of the orders of the quotient
groups |G/ ker(φi)|.
One last step will tidy the answer up.
We saw that dm = n|G/ker(φm−1)| - n|G/ker(φm)|.
The right hand side of this equation is equal to n|G/ker(φm−1)| - 2n|G/ker(φm)|
+ n|G/ker(φm+1)| (since ker(φm) = ker(φm+1) = G because G has exponent
pm).
Thus we can express di = n|G/ker(φi−1)| - 2n|G/ker(φi)| + n|G/ker(φi+1)|
for 1 ≤ i ≤ m.
This completes the structure of V . Finally, U ' V × Cpn−1, which completes
the proof.
97
Example 5.16. F54C152.
In this example, p = 5, n = 4, m = 2, e1 = 0, e2 = 1.
Now |G| = 52.
To calculate the number of copies of Cpi, we need to calculate |G/ker(φi)| for
0 ≤ i ≤ 3.
|ker(φ0)| = the number of elements of order dividing 50 = 1 in G.
Clearly this is only the identity element in G.
Thus |G/ker(φ0)| = 52.
|ker(φ1)| = the number of elements of order dividing 51 in G.
By Lemma 5.14 this is 5
(
1∑
i=1
iei+
2∑
i=2
1ei)
= 51(0)+1(1) = 51.
Thus |G/ker(φ1)| = 52−1 = 51.
|ker(φ2)| = 5
2∑
i=1
iei
= 51(0)+2(1) = 52.
Thus |G/ker(φ2)| = 52−2 = 50 = 1.
|ker(φ3)| = 5
2∑
i=1
iei
= 51(0)+2(1) = 52.
Thus |G/ker(φ3)| = 52−2 = 50 = 1.
Now we can compute the individual numbers of direct copies of Cpi.
Recall that ai = n|G/ker(φi−1)| - 2n|G/ker(φi)| + n|G/ker(φi+1)|. a1 =
4(52)− 8(51) + 4(50) = 100 - 40 + 4 = 64
a2 = 4(5
1)− 8(50) + 4(50) = 20 - 8 + 4 = 16.
Thus V ' C645 × C1652 which is the same result as we got earlier doing it out
by a different method.
Example 5.17. F32(C233 × C534 × C38).
In this example, p = 3, n = 2, m = 8, e3 = 2, e4 = 5, e8 = 1. ei = 0 ∀ other
i.
Now |G| = 3(3)(2)+(4)(5)+(8)(1) = 334.
To calculate the number of copies of Cpi, we need to calculate |G/ker(φi)| for
0 ≤ i ≤ 9.
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|ker(φ0)| = the number of elements of order dividing 30 = 1 in G.
Clearly this is only the identity element in G.
Thus |G/ker(φ0)| = 334.
|ker(φ1)| = the number of elements of order dividing 31 in G.
By Lemma 5.14 this is 3
(
1∑
i=1
iei+
8∑
i=2
1ei)
= 31(2)+1(5)+1(1) = 38.
Thus |G/ker(φ1)| = 334−8 = 324.
|ker(φ2)| = 3
(
2∑
i=1
iei+
8∑
i=3
2ei)
= 32(2)+2(5)+2(1) = 316.
Thus |G/ker(φ2)| = 334−16 = 318.
|ker(φ3)| = 3
(
3∑
i=1
iei+
8∑
i=4
3ei)
= 33(2)+3(5)+3(1) = 324.
Thus |G/ker(φ3)| = 334−24 = 38.
|ker(φ4)| = 3
(
4∑
i=1
iei+
8∑
i=5
4ei)
= 33(2)+4(5)+4(1) = 330.
Thus |G/ker(φ4)| = 334−30 = 34.
|ker(φ5)| = 3
(
5∑
i=1
iei+
8∑
i=6
5ei)
= 33(2)+4(5)+5(1) = 331.
Thus |G/ker(φ5)| = 334−31 = 33.
|ker(φ6)| = 3
(
6∑
i=1
iei+
8∑
i=7
6ei)
= 33(2)+4(5)+6(1) = 332.
Thus |G/ker(φ6)| = 334−32 = 32.
|ker(φ7)| = 3
(
7∑
i=1
iei+
8∑
i=8
7ei)
= 33(2)+4(5)+7(1) = 333.
Thus |G/ker(φ7)| = 334−33 = 31.
|ker(φ8)| = 334 because all elements in G have order dividing 38.
Thus |G/ker(φ8)| = 334−34 = 30 = 1.
|ker(φ9)| = 334 because all elements in G have order dividing 39.
Thus |G/ker(φ9)| = 334−34 = 30 = 1.
Now we can compute the individual numbers of direct copies of Cpi.
Recall that ai = n|G/ker(φi−1)| - 2n|G/ker(φi)| + n|G/ker(φi+1)|.
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a1 = 2(3
34)− 4(324) + 2(318) = 33353234456028200
a2 = 2(3
24)− 4(318) + 2(38) = 563309404128
a3 = 2(3
18)− 4(38) + 2(34) = 774814896
a4 = 2(3
8)− 4(34) + 2(33) = 12852
a5 = 2(3
4)− 4(33) + 2(32) = 72
a6 = 2(3
3)− 4(32) + 2(31) = 24
a7 = 2(3
2)− 4(31) + 2(30) = 8
a8 = 2(3
1)− 4(30) + 2(30) = 4.
Thus V ' C333532344560282003 × C56330940412832 × C77481489633 × C1285234 × C7235 ×
C2436 × C837 × C438.
Corollary 5.18. Let FG = F2nC123. Then U(FG) ' C2n2 × Cn22 × Cn23 ×
C2n−1.
Proof. We use Theorem 5.15 and the same terminology. In this case p = 2,
n = n, m = 3, e1 = 0, e2 = 0, e3 = 1.
Now |G| = 23.
To calculate the number of copies of Cpi , we need to calculate |G/ker(φi)|
for 0 ≤ i ≤ 4 (because 4 = m+ 1 = 3 + 1).
|ker(φ0)| = the number of elements of order dividing 20 = 1 in G.
Clearly this is only the identity element in G.
Thus |G/ker(φ0)| = 23.
|ker(φ1)| = the number of elements of order dividing 21 in G.
By Lemma 5.14 this is 2
(
1∑
i=1
iei+
3∑
i=2
1ei)
= 21(0)+1(1) = 21.
Thus |G/ker(φ1)| = 23−1 = 22.
|ker(φ2)| = 2
(
2∑
i=1
iei+
3∑
i=3
2ei)
= 21(0)+2(1) = 22.
Thus |G/ker(φ2)| = 23−2 = 21.
|ker(φ3)| = 2
3∑
i=1
iei
= 21(0)+2(0)+3(1) = 23.
Thus |G/ker(φ3)| = 23−3 = 20 = 1.
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|ker(φ4)| is also clearly = 23.
Thus |G/ker(φ4)| = 23−3 = 20 = 1.
Now we can compute the individual numbers of direct copies of Cpi .
Recall that ai = n|G/ker(φi−1)| - 2n|G/ker(φi)| + n|G/ker(φi+1)|.
a1 = n(2
3)− 2n(22) + n(21) = 8n - 8n + 2n = 2n
a2 = n(2
2)− 2n(21) + n(20) = 4n - 4n + n = n
a3 = n(2
1)− 2n(20) + n(20) = 2n - 2n + n = n
Thus U(FG) ' C2n2 × Cn22 × Cn23 × C2n−1.
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6 Idempotents and the Decomposition of Semisim-
ple Group Algebras
Idempotents play a very important role in the decomposition of a group
algebra.
Lemma 6.1. There are exactly two idempotents in a field F .
Proof. 02 = 0 and 12 = 1 so these two elements of the field are idempotents.
Let e ∈ F . If e2 = e and e 6= 0, then e−1e2 = e−1e ⇒ e = 1. Thus there are
exactly two idempotents in the field F , namely 0 and 1.
Lemma 6.2. Let FG be a finite semisimple commutative group algebra which
can be decomposed into a sum of n fields. Then the number of distinct idem-
potents in FG is 2n.
Proof. Let e = (e1, e2, .., en) ∈ FG such that e2 = e. Then e2 = (e21, e22, .., e2n)
= e ⇒ ei =e2i ∀ i = 1,2,....,n, so the e′is are either 0 or 1. Thus there are 2n
idempotents in FG.
Lemma 6.3. [28] Let R be a ring and H / G. If |H| is invertibile in R then
letting eH = |H|−1.Hˆ we have
RG ' RG.eH ⊕ RG(1− eH)
where RG.eH ' R(G/H) and RG(1− eH) ' 4(G,H).
Example 6.4. F2C9. Maschke’s Theorem applies so F2 appears as a sum-
mand in the decomposition. What summands could C9 be a subgroup of?
U(F22) = C3 and 9 6 |3. U(F23) = C7 and 9 6 |7.
U(F24) = C15 and 9 6 |15. U(F25) = C31 and 9 6 |31.
U(F26) = C63 and 9|63 so C9 could be a subgroup of this unit group.
U(F27) = C127 and 9 6 |127. U(F28) = C255 and 9 6 |255.
Thus F26 must be a summand and so there are only two possible decomposi-
tions. They are
⊕3
i=1 F2 ⊕ F26 and F2 ⊕ F22 ⊕ F26.
If it is the first one, then the unit group is C63. If it is the second one, then
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the unit group is C63 × C3.
Let C9 = < x > and let H be the subgroup of C9 of order 3. Thus H ' C3
= {1, x3, x6}. Hˆ = 1 + x3 + x6.
Now because H is normal in C9 and letting eH =
1
|H| .Hˆ we have F2C9 '
F2C9.eH ⊕ F2C9.(1− eH).
By Lemma 6.3 F2C9.eH ' F2(C9/C3) ' F2C3. And we know that F2C3 '
F2 ⊕ F22.
Thus F2C9.eH (which is one of the summands of the decomposition) is iso-
morphic to F2 ⊕ F22 and so F2C9 ' F2 ⊕ F26 ⊕ F22.
The unit group is C63 × C3.
Lemma 6.5. In a ring R with identity I, I is the only invertible idempotent.
Proof. Clearly I2 = I. Let e be an invertible idempotent. Then e.e−1 = I
⇒ e2.e−1 = I. Thus I is the only invertible idempotent.
Lemma 6.6. In M2(Fq) (where q = pk) there are q2 + q + 2 idempotents.
Proof. Firstly, there is an identity element I =
[
1 0
0 1
]
which is an idem-
potent and by the previous lemma it is the only invertible idempotent.
Let A =
[
a b
c d
]
be a non-invertible idempotent in M2(Fq).
Then A2 =
[
a b
c d
][
a b
c d
]
=
[
a2 + bc ab+ bd
ca+ dc cb+ d2
]
This gives the following simultaneous equations:
(1) a2 + bc = a,
(2) ab+ bd = b ⇒ b(a+ d) = b,
(3) ca+ dc = c ⇒ c(a+ d) = c,and
(4) cb+ d2 = d.
(5) det(A) = 0 ⇒ ad = bc.
The proof is now divided into 3 parts.
The first part looks at the case where both b and c are invertible. Solving
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(2) above (using the cancellation laws) we get a+ d = 1 ⇒ d = 1− a.
Now if a = 1 ⇒ d = 1− 1 = 0 ⇒ ad = 0 but this is not possible as ad = bc
6= 0 , so we must have a 6= 1. Thus a 6∈ {0, 1}.
Thus there are q− 2 choices for a and then d is determined by the choice for
a.
Now we have ad = bc and so adc−1 = b, and for each value of c 6= 0 there is
a unique value of b (because a, b, c and d ∈ the group (Fp)×).
Thus there are q − 1 choices for c, and b is then determined. This gives
(q − 2)(q − 1) = q2 − 3q + 2 choices for A when both b and c are invertible.
The second part of the proof covers the case where either b or c is zero (but
not both). From either (2) or (3) we get a+ d = 1 ⇒ d = 1− a.
Also bc = 0 (as one of them is zero) ⇒ ad = 0 ⇒ a or d = 0.
If a = 0 then d = 1. Likewise if d = 0 then a = 1, so a is either 0 or 1.
Now we can count the number of choices. If b = 0, then c has q − 1 choices
(not 0). If b 6= 0, then c = 0. There are q − 1 ways that b 6= 0. So there are
q − 1 + q − 1 = 2q − 2 choices for b and c. Finally, for each of these distinct
choices, there are 2 choices for a (1 or 0) and d is determined by a. Thus
there are 2(2q − 2) = 4q − 4 choices when either b or c = 0.
The last part of the proof covers the case where b and c are both zero. We
have bc = 0, and by equation (1) and (4) above, a = a2 and d = d2. So the
only possiblilities for a and d are that they are 0 or 1. The product ad must
be zero, and so there are only 3 possibilities. They are:
[
0 0
0 0
]
,
[
1 0
0 0
]
and
[
0 0
0 1
]
.
Thus the total number of non invertible idempotents is q2−3q+2+4q−4+3
= q2 + q + 1.
When we include the only invertible idempotent I, we have q2 + q + 2 idem-
potents.
Example 6.7. In M2(F3) there are 32 + 3 + 2 = 14 idempotents.
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These 14 idempotents can be divided into the three types plus the identity as
per Lemma 6.6 writing each matrix in the form
[
a b
c d
]
.
The 32− 3(3) + 2 = 2 matrices where b and c are units:
[
2 1
1 2
]
,
[
2 2
2 2
]
The 4(3) - 4 = 8 matrices where one of b, c is zero:[
1 0
1 0
]
,
[
1 1
0 0
]
,
[
1 2
0 0
]
,
[
1 0
2 0
]
,
[
0 0
1 1
]
,
[
0 1
0 1
]
,
[
0 2
0 1
]
,
[
0 0
2 1
]
The 3 matrices where both b and c are zero:
[
1 0
0 0
]
,
[
0 0
0 1
]
,
[
0 0
0 0
]
.
The identity matrix I =
[
1 0
0 1
]
.
Example 6.8. In M2(F32) there are 92 + 9 + 2 = 92 idempotents.
Corollary 6.9. There are an infinite number of idempotents in M2(F ) where
F is an infinite field.
Proof. Take the first case in Lemma 6.6 where b and c are both invertible.
For the matrix to be an idempotent, the only limitation on a is that a 6= 0 or
1. Thus there are an infinite number of choices for a and an infinite number
of idempotents.
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6.1 Field Automorphisms
Definition A ring homomorphism f is a mapping from R1 to R2 such that
for all α and β ∈ R1,
f(α + β) = f(α) + f(β) and f(α.β) = f(α).f(β)
Note that a field homomorphism is a ring homomorphism where R1
and R2 are fields. A field homomorphism which is an epimorphism and a
monomorphism is a field isomorphism.
Definition [13] Let K be a field. An isomorphism σ of K with itself is called
an automorphism of K. The collection of automorphisms of K is denoted
Aut(K). An automorphism σ is said to fix an element α ∈ K if σα = α. If
F is a subfield of K then an automorphism of K is said to fix F if it fixes all
the elements of F .
Note that the prime subfield of any field is the field generated by 1 ∈ K,
and any automorphism σ takes 1 to 1 and so σ fixes all of the elements of
the prime subfield. Hence any automorphism of K fixes its prime subfield.
Thus Fp has only the trivial automorphism.
Definition [13] Let K/F be an extension of fields. The collection of auto-
morphisms of K which fix F is denoted by Aut(K/F ).
Note that if F is the prime subfield of K then Aut(K/F ) = Aut(K). Also
the collection of automorphisms forms a group as they contain the identity,
are invertible and closed under composition. In general Aut(K/F )<Aut(K).
Definition [13] The degree of a field extension K/F , denoted [K : F ], is
the dimension of K as a vector space over F (i.e.[K : F ] = dimFK).
Definition [13]K is said to beGalois over F andK/F is aGalois extension
if |Aut(K/F )| is equal to the degree of F in K. If K/F is Galois the group
Aut(K/F ) is called the Galois group of K/F and is denoted by Gal(K/F ).
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Definition [13] The extension field K of F is called a splitting field for
the polynomial f(x) ∈ F [x] if f(x) factors into linear factors (or splits
completely) in K[x] and f(x) does not factor completely into linear factors
over any proper subfield of K containing F .
Definition [13] A polynomial over F is called separable if it has no multiple
roots.
Proposition 6.10. [13] Let K be the splitting field over F of the polynomial
f(x) ∈ F [x]. Then |Aut(K/F )| ≤ [K : F ] with equality if f(x) is separable
over F .
Note the extension of finite fields Fpn/Fp is Galois since Fpn is the splitting
field over Fp of the separable polynomial xp
n − x [13]. Thus there are n
automorphisms of Fpn/Fp.
Definition [13] Let K/F be a Galois extension. If α ∈ K the elements σ(α)
for σ in Gal(K/F ) are called the conjugates (or Galois conjugates) of α
over F .
Definition [13] The injective homomorphism σ : Fpn → Fpn defined by α
7→ αp is surjective since Fpn is finite and so is an isomorphism, and thus an
automorphism. It is called the Frobenius automorphism, which is denoted
by σp. Iterating σp gives σ
2
p(α) = σp(σp(α)) = (α
p)p = αp
2
.
Similarly σip(α) = α
pi i = 0, 1, 2, ....
Since σnp (α) = α
pn = α, σnp = 1 the identity automorphism. No lower power
of αp can be the identity, since this would imply that σip(α) = α for some
i < n, which is impossible since there are at most pi roots of this equation.
Thus σp has order n = |Aut(K/F )|, and so Gal(Fpn/Fp) is cyclic of order n
with the Frobenius automorphism as the generator.
Definition [13] Let K/F be a field extension and let α be an element of K.
The field trace of α from K to F is
trK/F (α) =
∑
σ σ(α),
the sum of Galois conjugates of α.
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Lemma 6.11. Let α be an element of Fpn. Then trFpn/Fpn (α) = α.
Proof. The extension Fpn/Fpn has only the trivial automorphism, so the sum
of the Galois conjugates is equal to the element itself.
Definition [13] Let α be an element of K and let [K : F ] = n. Consider
K as a vector space over F . Define by Tα the action of α on K by left
multiplication. Tα is an F − linear map (ie Tα(x + y) = Tα(x) + Tα(y) and
Tα(ax) = aTα(x) ∀ x, y ∈ K and a ∈ F ). The field trace trK/F (α) is equal
to the trace of the n×n matrix of the F − linear map Tα. This explains the
use of the term trace for both maps.
We illustrate the equivalence of the two trace maps with the following
example.
Example 6.12. Consider the group algebra F2C7. The field extension F2(ζ7)
containing a primitive 7th root of unity is F23. The elements of F23 are
0, 1, a, a2, 1+a, 1+a2, a+a2, 1+a+a2 with a as a primitive 7th root of unity.
This field extension can be considered as a 3-dimensional vector space over
F2 with basis elements 1, a, a2.
A prime polynomial of degree 3 over the field F2 is p(x) = x3 + x + 1, and
taking a to be a root of this polynomial we see that the basis elements of the
extension field containing this root are a0, a1, a2 which are 1, a, a2. Because
a is a root of p(x) we also get that a3 = a+ 1.
Let σ be the Frobenius automorphism so
σa = a2.
σ2a = a4 = aa3 = a(1 + a) = a+ a2.
σ3a = a8 = a.
Thus the field trace of a from F23 to F2 is:
trF23/F2(a) = a
2+a+ a2+a=0.
The 3×3 matrix of the linear map Ta is found by checking what the image
of the 3 basis elements are. If we write the 3 basis elements as column vectors
they are 1 = (1, 0, 0)T , a = (0, 1, 0)T and a2 = (0, 0, 1)T .
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a.1 = a = (0, 1, 0)T .
a.a = a2 = (0, 0, 1)T .
a.a2 = a3 = 1 + a = (1, 1, 0)T .
The 3× 3 matrix of Ta =

0 0 1
1 0 1
0 1 0
.
We can see that the trace of this matrix is 0.
Thus tr(Ta) = trF23/F2(a) = 0.
Lemma 6.13. [13] Let K be a finite field extension of F . The field trace of
K over F is a map from a field K to the subfield F .
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6.2 Group Representations and Group Characters
This section gives some preliminary results which allow the Artin-Wedderburn
decomposition of FG (and hence U(FG)) to be found in the next section for
all semisimple FG with G abelian.
To begin with it is necessary to establish the basic notation used in this sec-
tion, and to define some terms.
Definition [19] Let G be a group and F a field. A representation of G
over F is a homomorphism µ from G to GLn(F ). The degree of µ is the
integer n. We use µg to denote the image of g in GLn(F ).
Definition [19] Let V be a vector space over F and let G be a group. Then
V is an FG − module if a multiplication gv (g ∈ G, v ∈ V ) is defined,
satisfying the following conditions for all g, h ∈ G, u, v ∈ V , and λ ∈ F :
(1) gv ∈ V ;
(2) (gh)v = g(hv)
(3) 1v = v
(4) λ(gv) = g(λv)
(5) g(u+ v) = gu+ gv
Note that conditions (1), (4) and (5) ensure that for all g ∈ G, the func-
tion v → gv is a linear transformation from V to itself and is thus an
endomorphism of V .
Definition [19] Let V be an FG−module, and let β be a basis of V . For
each g ∈ G let [g]β denote the matrix of the endomorphism v → gv of V ,
relative to the basis β.
The connection between FG-modules and representations of G over F is
revealed in the following result.
Theorem 6.14. [19]
(1) If µ : G → GLn(F ) is a representation of G over F , and V = F n, then
V becomes an FG−module if we define the multiplication gv by
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gv = (µg)v
Moreover, there is a basis β of V such that µg = [g]β for all g ∈ G.
(2) Assume that V is an FG−module and let β be a basis of V . Then the
function
g → [g]β is a representation of G over F .
Definition An FG − module V is said to be irreducible if it is non-zero
and it has no FG− submodules apart from 0 and V .
Similarly, a representation µ : G → GLn(F ) is irreducible if the correspond-
ing FG−module F n given by gv = (µg)v is irreducible.
Definition Suppose that V is an FG − module with a basis β. Then the
character of V is the function χ : G → F defined by
χ(g) = tr[g]β (g ∈ G).
We say that χ is a character of G if χ is the character of some FG −
module. Further, χ is an irreducible character of G if χ is the character of
an irreducible FG−module.
We now use all of these ideas in the following section which will allow
us to find the Wedderburn decomposition of FG for G abelian and also the
primitive central orthogonal idempotents associated with each summand of
the Wedderburn decomposition. By finding the decomposition, it will also be
possible to find the structure of the unit group.
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6.3 Cyclotomic Classes of G and the Primitive Central
Orthogonal Idempotents of FG
Definition [6] Let |G| = n and |F | = q. Let the algebraic closure of F
be denoted by Fˆ . For every positive integer k coprime with q, ζk denotes a
primitive kth root of unity in Fˆ and ok = ok(q) denotes the multiplicative
order of q(mod k).
Lemma 6.15. [6] The field extension Fq(ζk) is Fqok .
Let g ∈ G. The group (Z/nZ)× acts on G by m·g = gm. Let Q denote the
subgroup of (Z/nZ)× generated by q and consider Q acting on G by restriction
of the previous action.
Definition [6] The q-cyclotomic classes of G are the orbits of the elements
of G under the action of Q on G. Denote by Cq(g) the q-cyclotomic class
containing g.
Cq(g) = {g, gq, gq2 , ...., gqo−1} where o is the multiplicative order of q mod n.
Definition Let G be a cyclic group. The set G∗ of irreducible characters of
G is a group with the product: (χ1χ2)(g) = χ1(g)χ2(g), for χ1, χ2 ∈ G∗ and
g ∈ G.
Note that these characters are taken over Fˆ . Furthermore G∗ and G are iso-
morphic and in particular G∗ is cyclic and the generators of G∗ are precisely
the faithful representations of G.
Definition [6] If G is cyclic, then let C(G) = Cq(G) denote the q-cyclotomic
classes of G∗ that contain generators of G∗.
Let N / G such that G/N is cyclic of order k and C ∈ Cq(G/N).
If χ ∈ C then define
C(G,N) = |G|−1
∑
g∈G trF (ζk)/F (χ(g¯))g
−1
where g¯ denotes the image of g in G/N .
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Definition [28] Let R =
∑t
i=1Ai be a decomposition of a semisimple ring
as a direct sum of minimal two-sided ideals. Then there exists a family
{e1, e2, ..., et} of elements of R (with Ai = Rei = eiR), such that
(i) ei is a central idempotent.
(ii) If i 6= j then eiej = 0 (i.e. they are orthogonal).
(iii) 1 = e1 + ....+ et.
(iv) ei cannot be written as ei = ej + ek where ej, ek are non-zero central
orthogonal idempotents.
The elements {e1, e2, ..., et} defined above are called the primitive central
orthogonal idempotents of R.
Lemma 6.16. Let N be the trivial normal subgroup G of G. Then the
primitive central idempotent associated with G/G is eG = |G|−1Gˆ.
Proof. The quotient group G/G contains only the trivial element and thus
has only one irreducible character (the trivial character). Also the degree of
the normal subgroup is 1, which is in the prime field, so the Galois group
of automorphisms is just the trivial group and the trace is just the element
itself. Thus
C(G,G)= |G|−1
∑
g∈G trF (1)/F (χ(1))g
−1 = |G|−1∑g∈G(1)g−1 = |G|−1Gˆ
= eG.
The following Theorem from Broche and del Rio gives a method for finding
the Wedderburn decomposition of a group algebra where the characteristic of
the field does not divide the order of G. Not only that but it also gives a
method for finding the primitive central orthogonal idempotents associated
with each summand. This technique is illustrated with a number of examples.
Theorem 6.17. (Broche and del Rio) [6] If G is a finite abelian group of
order n and F is a finite field of order q such that (q,n) = 1, the the map
(N,C)→C(G,N) is a bijection from the set of pairs (N,C) with N / G such
that G/N is cyclic of order k and C ∈ Cq(G/N) to the set of primitive central
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idempotents of FG. Further for every N / G and C ∈ Cq(G/N), FGC(G,N)
' F (ζk) where k = |G/N |. Further, C(G,N) does not depend on the choice
of χ ∈ C.
In other words, for each normal subgroup which has a cyclic quotient,
and for each cyclotomic class which contains a generator of G∗, there is a
summand in the Wedderburn decomposition, and this summand is isomorphic
to F (ζk) where k = |G/N |. This technique not only finds the primitive central
orthogonal idempotents associated with each summand, but it also gives us
the Wedderburn decomposition.
Example 6.18. F2C3. q = 2 and n = 3.
There are two normal subgroups with cyclic quotients, H1 ' C1 and H2 '
C3, giving k = |G/H1| = 3 and k = |G/H2| = 1 respectively.
If k = 3, then F (ζ3) = F2O3 = F22 because the order of q (mod 3) is 2. i.e
q2 = 22 = 1 (mod 3).
If k = 1, then F (ζ1) = F2 because the primitive 1st root is the generator of
the prime subfield.
The primitive central orthogonal idempotents are the blocks of the decom-
position and are found using Broche and Del Rio’s method as follows:
G/H1 ' C3. The table of irreducible characters of C3 is as follows:
classes: 1 x x2
sizes : 1 1 1
χ1 1 1 1
χ2 1 ζ ζ
2
χ3 1 ζ
2 ζ
where ζ is a primitive cube root of unity in F22.
The group (G/H1)
∗ of irreducible characters of G/H1 is {χ1, χ2, χ3} with
generator χ2.
The group (Z/nZ)× = (Z/3Z)× = {1, 2} acts on (G/H1)∗ by m · g = gm.
Q is the subgroup of (Z/3Z)× generated by q = 2 and so Q = {1, 2}. The
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orbits of the elements of (G/H1)
∗ under the action of Q on (G/H1)∗ are
{χ1} and {χ2, χ3}. Of these two classes only {χ2, χ3} contains a generator
of (G/H1)
∗ and so this class is C(G/H1).
Choosing χ2 as the character in C(G/H1), the primitive central idempo-
tent associated with the summand F22 is
C(G,H1) = |G|−1
∑
g∈G trF22/F2(χ(g¯))g
−1
= 1[trF22/F2(χ2(1))1 + trF22/F2(χ2(x))x
2 + trF22/F2(χ2(x
2))x]
= 1[trF22/F2(1)1 + trF22/F2(ζ)x
2 + trF22/F2(ζ
2)x]
Note that the Galois group, Gal(F22/F2) ' C2 and the only non trivial au-
tomorphism is the Frobenius automorphism σ which maps α to α2. Thus the
field trace of each of the above elements is the sum of both of their Galois
conjugates.
trF22/F2(1) = 1+1 = 0 (as 1 is mapped to itself under both σ and σ
2 - the
identity automorphism).
trF22/F2(ζ) = ζ + ζ
2. Here ζ is a primitive cube root in the field F22. This
field has elements {0, 1, a, 1 + a} where a2 = 1 + a and a3 = a + 1 + a = 1.
Thus the element a has order 3 so define ζ = a and ζ2 = 1 + a.
Thus trF22/F2(ζ) = ζ + ζ
2 = a+ 1 + a = 1.
trF22/F2(ζ
2) = ζ2 + ζ = 1.
So C(G,H1) = 1[(0)1 + (1)x
2 + (1)x] = x+ x2.
For H2 = G, the primitive central idempotent is eG by Lemma 6.16.
C(G,H2) = eG = 1[1 + x+ x
2].
So the two central primitive orthogonal idempotents of F2C3 ' F22 ⊕ F2 are
x+x2 and 1+x+x2 which correspond to 1−eG and eG. As there are just the
two pairs (H1, C(G/H1)) and (H2, C(G/H2)) we see that by Theorem 6.17
the Wedderburn decomposition of F2C3 is F22 ⊕ F2 and the unit group is C3.
Example 6.19. F22C3. q = 4 and n = 3. Let F22 = {0, 1, a, 1 + a}.
Again there are two normal subgroups, H1 ' C1 and H2 ' C3, giving k =
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|G/H1| = 3 and k = |G/H2| = 1 respectively.
If k = 3, then F (ζ3) = F(22)1 = F22 because the order of 4 (mod 3) is 1.
If k = 1, then F (ζ1) = F22 because the primitive 1st root is the generator of
the prime subfield.
G/H1 ' C3. The table of irreducible characters of C3 is as follows:
classes: 1 x x2
sizes : 1 1 1
χ1 1 1 1
χ2 1 ζ ζ
2
χ3 1 ζ
2 ζ
where ζ is a primitive cube root of unity in F22. Define ζ = a.
The group (G/H1)
∗ of irreducible characters of G/H1 is {χ1, χ2, χ3} with
generators χ2 and χ3.
The group (Z/nZ)× = (Z/3Z)× = {1, 2} acts on (G/H1)∗ by m · g = gm.
Q is the subgroup of (Z/3Z)× generated by q = 4 ≡ 1(mod 3) and so Q = {1}.
The orbits of the elements of (G/H1)
∗ under the action of Q on (G/H1)∗ are
{χ1}, {χ2} and {χ3}.
Of these classes both {χ2} and {χ3} contain a generator of (G/H1)∗ and so
we label them C1(G/H1) and C2(G/H1) respectively.
C1(G,H1) = |G|−1
∑
g∈G trF22/F22 (χ(g¯))g
−1
= 1[trF22/F22 (χ2(1))1 + trF22/F22 (χ2(x))x
2 + trF22/F22 (χ2(x
2))x]
= 1[trF22/F22 (1)1 + trF22/F22 (ζ)x
2 + trF22/F22 (ζ
2)x]
Note that the Galois group, Gal(F22/F22) ' C1 and so only the trivial auto-
morphism applies. Thus the field trace of each of the above elements is the
element itself.
So C1(G,H1) = 1[(1)1+(a)x
2+(1+a)x] = 1+(1+a)x+ax2. This primitive
central idempotent generates the first summand F22.
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C2(G,H1) = 1[trF22/F22 (χ3(1))1 + trF22/F22 (χ3(x))x
2 + trF22/F22 (χ3(x
2))x]
= 1[trF22/F22 (1)1 + trF22/F22 (ζ
2)x2 + trF22/F22 (ζ)x]
= 1[(1)1 + (1 + a)x2 + ax] = 1 + ax + (1 + a)x2. This primitive central
idempotent generates the second summand F22.
For H2 = G, the primitive central idempotent is eG by Lemma 6.16.
C(G,H2) = eG = 1[1 + x+ x
2] and this element generates the third and
final summand F22
Thus we see that by Theorem 6.17 the Wedderburn decomposition of F22C3
is
⊕3
i=1 F22 and the unit group is C33 .
Example 6.20. F2C5. q = 2 and n = 5.
There are two normal subgroups, H1 ' C1 and H2 ' C5, giving k = |G/H1|
= 5 and k = |G/H2| = 1 respectively.
If k = 5, then F (ζ5) = F2O5 = F24 because the order of q(mod 5) is 4. i.e q4
= 24 ≡1(mod 5).
If k = 1, then F (ζ1) = F2 because the primitive 1st root is the generator of
the prime subfield.
G/H1 ' C5. The table of irreducible characters of C5 is:
classes: 1 x x2 x3 x4
sizes : 1 1 1 1 1
χ1 1 1 1 1 1
χ2 1 ζ ζ
2 ζ3 ζ4
χ3 1 ζ
2 ζ4 ζ ζ3
χ4 1 ζ
3 ζ ζ4 ζ2
χ5 1 ζ
4 ζ3 ζ2 ζ
where ζ is a primitive 5th root of unity in F24.
The group (G/H1)
∗ of irreducible characters of G/H1 is {χ1, χ2, χ3, χ4, χ5}
with all of the elements being a generator except χ1.
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The group (Z/nZ)× = (Z/5Z)× = {1, 2, 3, 4} acts on (G/H1)∗ by m ·g = gm.
Q is the subgroup of (Z/5Z)× generated by q = 2 and so Q = {2, 4, 3, 1}.
Now χ22 = χ2χ2(x) = χ2(x)χ2(x) = ζζ = ζ
2 = χ3(x).
Similarly, χ42 = χ5, χ
3
2 = χ4 and χ
1
2 = χ2.
Thus the orbits of the elements of (G/H1)
∗ under the action of Q on (G/H1)∗
are {χ1} and {χ2, χ3 χ4, χ5} with only the second class containing a generator
so this class is C(G/H1).
Choosing χ2 as the character from C(G/H1), the primitive central idem-
potent associated with the summand F24 is
C(G,H1) = 1[trF24/F2(1)1+trF24/F2(ζ)x
4+trF24/F2(ζ
2)x3+trF24/F2(ζ
3)x2+
tr(ζ4)x]
The group of automorphisms Gal(F24/F2) ' C4 with the Frobenius automor-
phism σ which maps α to α2 as the generator. Thus the field trace of each
of the above elements is the sum of all four of their Galois conjugates.
trF24/F2(1) = 1+1+1+1 = 0
trF24/F2(ζ) = ζ + ζ
2 + ζ3 + ζ4.
Here ζ is a primitive 5th root in F24, the field formed by the ring quotient
F2[x]
p(x)
where p(x) is the irreducible polynomial x4 + x + 1. In this field the
element a3 has order 5 and so we set ζ = a3.
It follows that ζ2 = a3 + a2, ζ3 = a3 + a and ζ4 = a3 + a2 + a+ 1.
Thus trF24/F2(ζ) = ζ + ζ
2 + ζ3 + ζ4
= a3 + (a3 + a2) + (a3 + a) + a3 + a2 + a+ 1 = 1.
Similarly trF24/F2(ζ
2) = trF24/F2(ζ
3) = trF24/F2(ζ
4) = 1.
So C(G,H1) = 1[(0)1 + (1)x
4 + (1)x3 + (1)x2 + (1)x] = x+ x2 + x3 + x4.
For H2 = G = C5, the primitive central idempotent is C(G,G) = eG =
1 + x+ x2 + x3 + x4 by Lemma 6.16.
Again there are only the two pairs (H1, C(G/H1)) and (H2, C(G/H2)) and
by Theorem 6.17 the Wedderburn decomposition of F2C5 is F24 ⊕ F2 and
the unit group is C15. The two central primitive orthogonal idempotents are
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x+x2+x3+x4 and 1+x+x2+x3+x4 which again correspond to 1−eG and
eG. When there are only two summands in the decomposition this is always
going to be the case. Next we examine another case where there are more
than two summands.
Example 6.21. F2C7. q = 2 and n = 7.
There are two normal subgroups, H1 ' C1 and H2 ' C7, giving k = |G/H1|
= 7 and k = |G/H2| = 1 respectively.
If k = 7, then F (ζ7) = F2O7 = F23 because the order of q (mod 7) is 3. i.e q3
= 23 = 1(mod 7).
If k = 1, then F (ζ1) = F2 because the primitive 1st root is in the prime
subfield.
G/H1 ' C7. The table of irreducible characters of C7 is:
classes: 1 x x2 x3 x4 x5 x6
sizes : 1 1 1 1 1 1 1
χ1 1 1 1 1 1 1 1
χ2 1 ζ ζ
2 ζ3 ζ4 ζ5 ζ6
χ3 1 ζ
2 ζ4 ζ6 ζ ζ3 ζ5
χ4 1 ζ
3 ζ6 ζ2 ζ5 ζ ζ4
χ5 1 ζ
4 ζ ζ5 ζ2 ζ6 ζ3
χ6 1 ζ
5 ζ3 ζ ζ6 ζ4 ζ2
χ7 1 ζ
6 ζ5 ζ4 ζ3 ζ2 ζ
where ζ is a primitive 7th root of unity in F23.
The group (G/H1)
∗ of irreducible characters of G/H1 is {χ1, χ2, χ3, χ4, χ5, χ6, χ7}
with all of the elements being a generator except χ1.
The group (Z/nZ)× = (Z/7Z)× = {1, 2, 3, 4, 5, 6} acts on (G/H1)∗ by m · g
= gm.
Q is the subgroup of (Z/7Z)× generated by q = 2 and so Q = {2, 4, 1}. Now
χ22(x) = χ3(x). Similarly, χ
4
2 = χ5 and χ
1
2 = χ2. χ
2
4(x) = χ7(x). Similarly,
χ44 = χ6 and χ
1
4 = χ4. Thus the orbits of the elements of (G/H1)
∗ under the
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action of Q on (G/H1)
∗ are {χ1}, {χ2, χ3 , χ5} and {χ4, χ7 , χ6}.
This time there are two classes containing generators so we label them C1(G/H1)
= {χ2, χ3 , χ5} and C2(G/H1) = {χ4, χ7 , χ6}.
Thus there are two pairs (H1, C1) and (H1, C2) and so by Theorem 6.17 there
are two summands isomorphic to F23 in the Wedderburn decomposition. The
other summand is F2 which corresponds to the pair (H2, C(G/G)). Thus the
total decomposition of F2C7 is F2 ⊕
⊕2
i=1 F23.
We can find the three primitive central orthogonal idempotents now.
Choosing χ2 as the character from C1(G/H1), we get
C1(G,H1) = 1[trF23/F2(χ2(1))1 + trF23/F2(χ2(x))x
6 + trF23/F2(χ2(x
2))x5 +
trF23/F2(χ2(x
3))x4+trF23/F2(χ2(x
4))x3+trF23/F2(χ2(x
5))x2+trF23/F2(χ2(x
6))x]
=1[trF23/F2(1)1+trF23/F2(ζ)x
6+trF23/F2(ζ
2)x5+trF23/F2(ζ
3)x4+trF23/F2(ζ
4)x3+
trF23/F2(ζ
5)x2 + trF23/F2(ζ
6)x]
The group of automorphisms Gal(F23/F2) is isomorphic to C3 with the Frobe-
nius automorphism σ which maps α to α2 as the generator. Thus the field
trace of each of the above elements is the sum of the three Galois conjugates.
trF23/F2(1) = 1+1+1 = 1
trF23/F2(ζ) = ζ + ζ
2 + ζ4.
Here ζ is a primitive 7th root in F23, the field formed by the ring quotient
F2[x]
p(x)
where p(x) is the irreducible polynomial x3 + x + 1. In this field the
element a has order 7 and so we set ζ = a. It follows that ζ2 = a2 and ζ4 =
a+ a2.
Thus trF23/F2(ζ) = ζ + ζ
2 + ζ4
= a+ (a2) + (a+ a2) = 0.
Similarly trF23/F2(ζ
2) = tr(ζ4) = 0.
Now σ(1 + a) = 1 + a2, σ2(1 + a) = 1 + a+ a2 and σ3(1 + a) = 1 + a.
Thus trF23/F2(ζ
3) = (1 + a) + (1 + a2) + (1 + a+ a2) = 1.
Similarly trF23/F2(ζ
6) = trF23/F2(ζ
5) = 1.
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So C1(G,H1) = 1[(1)1 + (0)x
6 + (0)x5 + (1)x4 + (0)x3 + (1)x2 + (1)x] =
1 + x+ x2 + x4.
Choosing χ4 as the character from C2(G/H1), we get
C2(G,H1) = 1[trF23/F2(χ4(1))1 + trF23/F2(χ4(x))x
6 + trF23/F2(χ4(x
2))x5 +
trF23/F2(χ4(x
3))x4+trF23/F2(χ4(x
4))x3+trF23/F2(χ4(x
5))x2+trF23/F2(χ4(x
6))x]
= 1[trF23/F2(1)1+trF23/F2(ζ
3)x6+trF23/F2(ζ
6)x5+trF23/F2(ζ
2)x4+trF23/F2(ζ
5)x3+
trF23/F2(ζ)x
2 + tr(ζ4)x]
= 1[(1)1 + (1)x6 + (1)x5 + (0)x4 + (1)x3 + (0)x2 + (0)x] = 1 + x3 + x5 + x6.
This is the idempotent associated with the second summand isomorphic to
F23
For H2 = G = C7, there is only one q-cyclotomic class C and thus only one
summand. The primitive central idempotent is C(G,G) = eG = 1+x+x
2 +
x3 + x4 + x5 + x6 by Lemma 6.16.
The three central primitive orthogonal idempotents of F2C7 '
⊕2
i=1 F23 ⊕ F2
are 1 +x2 +x4 , 1 +x3 +x5 +x6 and 1 +x+x2 +x3 +x4 +x5 +x6 generating
the summands F23, F23 and F2 respectively.
If we take a close look at the elements of the direct sum of the two summands
generated by the idempotents 1+x3+x5+x6 and 1+x+x2+x3+x4+x5+x6,
we will see that there is an isomorphism between this direct sum and the code-
words of the Hamming (7,4,3) Code that we encountered in Example 1.12.
The idempotent 1 + x3 + x5 + x6 generates a field of 8 elements. Multiplying
this idempotent by the 7 group elements gives the following elements:
1 + x + x5 + x6, x + x4 + x6 + 1, x2 + x5 + 1 + x, x3 + x6 + x + x2,
x4 + 1 + x2 + x3, x5 + x+ x3 + x4 and x6 + x2 + x4 + x5.
We can also multiply by 0 to get 0.
Thus we get 8 distinct elements which complete the summand F23 generated
by the idempotent 1 + x3 + x5 + x6.
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We now reorder these 8 elements and display them and their corresponding
vectors over F2 in the following table
1+x3 + x5 + x6 1001011
1+x+x4 + x6 1100101
1+x+x2 + x5 1110010
x+x2 + x3 + x6 0111001
1+x2 + x3 + x4 1011100
x+x3 + x4 + x5 0101110
x2 + x4 + x5 + x6 0010111
0 0000000
The two elements of the summand F2 generated by 1+x+x2+x3+x4+x5+x6
are 1 + x+ x2 + x3 + x4 + x5 + x6 and 0.
Adding zero to the 8 earlier elements leaves them unchanged. Adding 1 +x+
x2 + x3 + x4 + x5 + x6 to them changes the 1’s to 0’s and vice versa.
Thus we get the further 8 elements with corresponding vectors as follows:
x+x2 + x4 0110100
x2 + x3 + x5 0011010
x3 + x4 + x6 0001101
1+x4 + x5 1000110
x+x5 + x6 0100011
1+x2 + x6 1010001
1+x+x3 1101000
1+x+x2 + x3 + x4 + x5 + x6 1111111
The 16 codewords in the Hamming (7,4,3) Code generated by the zero divi-
sor 1 + x + x3 and the submodule W with basis S = {1, x, x2, x3} that we
encountered in Example 1.12 are:
[0000000], [0001101], [0010111], [0011010],
[0100011], [0101110], [0110100], [0111001],
[1000110], [1001011], [1010001], [1011100],
[1100101], [1101000], [1110010], [1111111].
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These are clearly the same as the 16 vectors in the direct sum F23 ⊕ F2.
Example 6.22. F3C22 . q = 3 and n = 4. Let C22 = {1, x, y, xy}.
Altogether there are 5 normal subgroups but only 4 of these have a cyclic
quotient. They are:
H1 ' 〈x〉 of degree k = 2,
H2 ' 〈y〉 also with k = 2,
H3 ' 〈xy〉 with k =2.
H4 ' 〈x, y〉 with k = 1.
If k = 2, then F (ζ2) = F3O2 = F31 because the order of 3(mod 2) is 1.
If k = 1, then F (ζ1) = F3 because the primitive 1st root is in the prime
subfield.
G/H1 ' C2. The table of irreducible characters of C2 is:
classes: 1 x
sizes : 1 1
χ1 1 1
χ2 1 ζ
where ζ is a primitive square root of unity in F3, i.e ζ = 2.
The group (G/H1)
∗ of irreducible characters of G/H1 is {χ1, χ2} with gen-
erator χ2.
The group (Z/nZ)× = (Z/4Z)× = {1, 3} acts on (G/H1)∗ by m · g = gm.
Q is the subgroup of (Z/4Z)× generated by q = 3 and so Q = {3, 1}.
Now χ32(x) = χ2(x) while χ
1
2 = χ2 also.
Thus the orbits of the elements of (G/H1)
∗ under the action of Q on (G/H1)∗
are {χ1}, {χ2} with only {χ2} containing a generator so we label it C(G/H1).
Note that the situation for the other two normal subgroups of degree 2 is the
same so will use the same character when establishing the primitive idempo-
tent associated with H2 and H3.
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Thus there are three pairs (H1, C), (H2, C) and (H3, C) where C = {χ2}.
By Theorem 6.17 there are then three summands isomorphic to F3 in the
Wedderburn decomposition. The other summand is also F3 which corresponds
to the pair (H4, C(G/G)).
Thus the total decomposition of F3C22 is
⊕4
i=1 F3.
We can find the four primitive central orthogonal idempotents now.
Note that H1 ' 〈x〉 and so G/H1 contains two cosets {1, x} and {y, xy} cor-
responding to 1 and x in the character table of C2. Thus for instance x¯ = 1
and y¯ = x where x¯ is the image of x in G/H1. Thus we have
C(G,H1)
=1[trF3/F3(χ2(1))1+ trF3/F3(χ2(x¯))x+ trF3/F3(χ2(y¯))y+ trF3/F3(χ2(x¯y))xy]
=1[trF3/F3(1)1 + trF3/F3(1)x+ trF3/F3(ζ)y + trF3/F3(ζ)xy]
=1[1 + 1x+ 2y + 2xy]
Note that F3/F3 has only the trivial automorphism so the Galois conjugate
of each element is just the element itself. Thus trF3/F3(1) = 1 and trF3/F3(ζ)
= ζ = 2. Similarly, H1 ' 〈y〉 and here for instance y¯ = 1. Thus we have
C(G,H2) = 1[trF3/F3(χ2(1))1+trF3/F3(χ2(x¯))x+trF3/F3(χ2(y¯))y+trF3/F3(χ2(x¯y))xy]
=1[trF3/F3(1)1 + trF3/F3(ζ)x+ tr(1)y + trF3/F3(ζ)xy]
=1[1 + 2x+ 1y + 2xy]
C(G,H3) =1[trF3/F3(χ2(1))1+trF3/F3(χ2(x¯))x+trF3/F3(χ2(y¯))y+trF3/F3(χ2(x¯y))xy]
=1[trF3/F3(1)1 + trF3/F3(ζ)x+ trF3/F3(ζ)y + tr(1)xy]
=1[1 + 2x+ 2y + 1xy]
For H4 = G = C
2
2 , there is only the trivial character in the character table
of the quotient group and so C = {χ1}. The primitive central idempotent is
C(G,G) = eG = 1 + x+ y + xy.
The four central primitive orthogonal idempotents of F3C22 '
⊕4
i=1 F3 are:
1 + 1x+ 2y + 2xy,
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1 + 2x+ 1y + 2xy,
1 + 2x+ 2y + 1xy and
1 + 1x+ 1y + 1xy.
Example 6.23. F5C6. q = 5 and n = 6. Let C6 = {1, x, x2, x3, x4, x5}.
There are four normal subgroups all of them with cyclic quotients. They are:
H1 ' 〈1〉 of degree 6 = k,
H2 ' 〈x3〉 giving k = 3,
H3 ' 〈x2〉 giving k = 2 and
H4 ' 〈x〉 giving k = 1.
If k = 6, then F5(ζ6) = F52 because the order of 5 (mod 6) is 2.
If k = 3, then F5(ζ3) = F52 because the order of 5 (mod 3) is 2.
If k = 2, then F5(ζ2) = F5 because the order of 5 (mod 2) is 1.
If k = 1, then F5(ζ1) = F5 because the primitive 1st root is 1.
The first quotient is G/H1 ' C6. The table of irreducible characters of C6
is:
classes: 1 x x2 x3 x4 x5
sizes : 1 1 1 1 1 1
χ1 1 1 1 1 1 1
χ2 1 ζ ζ
2 ζ3 ζ4 ζ5
χ3 1 ζ
2 ζ4 1 ζ2 ζ4
χ4 1 ζ
3 1 ζ3 1 ζ3
χ5 1 ζ
4 ζ2 1 ζ4 ζ2
χ6 1 ζ
5 ζ4 ζ3 ζ2 ζ
where ζ is a primitive 6th root of unity in F52.
To find the value of ζ requires a little work. Firstly p(x) = x2 + x + 1 is an
irreducible polynomial of degree 2 over F5[x]. If we let p(a) = 0 then we get
a2 = −a− 1 = 4a+ 4 and the field extension F5(a) ' F52.
The element 4 has order 2 because 42 = 16 ≡1(mod 5). The element a has
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order 3 because a2 = 4a+ 4 ⇒ a3 = a(4a+ 4) = 4a2 + 4a = 4(4 + 4a) + 4a
= 16 + 16a+ 4a = 1.
By forming the subgroup generated by these two elements 〈4, a〉 = {1, a, 4a+
4, 4, 4a, 1 + a} we can easily find two elements of order 6 i.e. 4a and 1 + a.
Define ζ = 4a. Then the orders of the elements of this subgroup are as
follows:
element 1 a 4a+ 4 4 4a 1 + a
1 ζ4 ζ2 ζ3 ζ ζ5
order 1 3 3 2 6 6
Also we have ζ2 = 4a+ 4, ζ3 = 4, ζ4 = a, ζ5 = 1 + a.
The group (G/H1)
∗ of irreducible characters of G/H1 is {χ1, χ2, χ3, χ4, χ5, χ6}
with generators χ2 and χ6.
The group (Z/nZ)× = (Z/6Z)× = {1, 5} acts on (G/H1)∗ by m · g = gm.
Q is the subgroup of (Z/6Z)× generated by q = 5 and so Q = {5, 1}.
Clearly χ1n = χn.
χ52(x) = χ6(x).
χ53(x) = χ5(x).
χ54(x) = χ4(x)
χ55(x) = χ3(x).
χ56(x) = χ2(x)
Thus the orbits of the elements of (G/H1)
∗ under the action of Q on (G/H1)∗
are {χ1}, {χ2, χ6} ,{χ4} and {χ3, χ5}.
The two generators of (G/H1)
∗ are χ2 and χ6 as these are the only two
characters which have order 6.
Thus there is only one q-cyclotomic class containing a generator so we label
it C(G/H1) = {χ2, χ6}.
Choosing χ2 as the character from C(G/H1), we get
C(G,H1) = 1[trF52/F5(χ2(1))1 + trF52/F5(χ2(x))x
5 + trF52/F5(χ2(x
2))x4 +
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trF52/F5(χ2(x
3))x3 + trF52/F5(χ2(x
4))x2 + trF52/F5(χ2(x
5))x]
=1[trF52/F5(1)1 + trF52/F5(ζ)x
5 + trF52/F5(ζ
2)x4 + trF52/F5(ζ
3)x3 +
trF52/F5(ζ
4)x2 + trF52/F5(ζ
5)x]
The group of automorphisms Gal(F52/F5) is isomorphic to C2 with the
Frobenius automorphism σ which maps α to α5 as the only non trivial auto-
morphism.
Thus the field trace of each of the above elements is the sum of both of its
Galois conjugates.
trF52/F5(1) = 1+1 = 2
trF52/F5(ζ) = ζ + ζ
5 = 4a+ (1 + a) = 1.
trF52/F5(ζ
2) = ζ2 + ζ4 = (4a+ 4) + a = 4.
trF52/F5(ζ
3) = ζ3 + ζ3 = 4 + 4 = 3.
trF52/F5(ζ
4) = 4 (same as trF52/F5(ζ
2))
trF52/F5(ζ
5) = 1 (same as trF52/F5(ζ))
So C(G,H1) = 1[(2)1 + (1)x
5 + (4)x4 + (3)x3 + (4)x2 + (1)x]
= 2 + x+ 4x2 + 3x3 + 4x4 + x5.
This is the primitive central orthogonal idempotent associated with the first
summand F52. It can be shown with a bit of calculation (not shown) that this
element is indeed an idempotent in F5C6.
The second quotient is G/H2 ' G/3 ' C3. The cosets for this quotient
group are {1, x3}, {x, x4}, {x2, x5} which will be labelled {1, x, x2}.
The table of irreducible characters of C3 is:
classes: 1 x x2
sizes : 1 1 1
χ1 1 1 1
χ2 1 ζ ζ
2
χ3 1 ζ
2 ζ
where ζ is a primitive cube root of unity in F52.
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We saw earlier in this example that F52 can be constructed as the quotient
ring of F5[x]/p(x) where p(x) = x2 + x+ 1 and a is a root of p(x) such that
the element a has order 3.
So we can set ζ = a and we have ζ2 = 4a+ 4.
The group (G/H2)
∗ of irreducible characters of G/H2 is {χ1, χ2, χ3} with
generators χ2 and χ3.
Recall that Q is the subgroup of (Z/6Z)× generated by q = 5 and so Q =
{5, 1}.
χ52(x) = χ3(x).
χ53(x) = χ2(x).
Thus the orbits of the elements of (G/H2)
∗ under the action of Q on (G/H2)∗
are {χ1} and {χ2, χ3}.
Thus there is only one q-cyclotomic class containing a generator so we label
it C(G/H2) = {χ2, χ3}.
Choosing χ2 as the character from C(G/H2), we get
C(G,H2) = 1[trF52/F5(χ2(1¯))1 + trF52/F5(χ2(x¯))x
5 + trF52/F5(χ2(x¯
2))x4 +
trF52/F5(χ2(x¯
3))x3 + trF52/F5(χ2(x¯
4))x2 + trF52/F5(χ2(x¯
5))x]
=1[trF52/F5(χ2(1))1 + trF52/F5(χ2(x))x
5 + trF52/F5(χ2(x
2))x4 +
trF52/F5(χ2(1))x
3 + trF52/F5(χ2(x))x
2 + trF52/F5(χ2(x
2))x]
=1[trF52/F5(1)1+trF52/F5(ζ)x
5+trF52/F5(ζ
2)x4+trF52/F5(1)x
3+trF52/F5(ζ)x
2+
tr(ζ2)x]
Again the Frobenius automorphism σ which maps α to α5 is the only
non trivial automorphism so the field trace is the sum of both of its Galois
conjugates.
trF52/F5(1) = 1+1 = 2
trF52/F5(ζ) = ζ + ζ
5 = a+ (4 + 4a) = 4.
trF52/F5(ζ
2) = ζ2 + ζ4 = (4a+ 4) + a = 4.
So C(G,H2) = 1[(2)1 + (4)x
5 + (4)x4 + (2)x3 + (4)x2 + (4)x]
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= 2 + 4x+ 4x2 + 2x3 + 4x4 + 4x5.
This is the primitive central orthogonal idempotent associated with the second
summand F52.
Again, it can be shown that this element is actually an idempotent in F5C6.
The third quotient is G/H3 ' G/〈x2〉 ' C2. The cosets for this quotient
group are {1, x2, x4} and {x, x3, x5} which will be labelled 1 and x respectively.
The table of irreducible characters of C2 is:
classes: 1 x
sizes : 1 1
χ1 1 1
χ2 1 ζ
where ζ is a square root of unity in F52 i.e. ζ = 4.
The group (G/H3)
∗ of irreducible characters of G/H3 is {χ1, χ2} with gen-
erator χ2.
Recall that Q is the subgroup of (Z/6Z)× generated by q = 5 and so Q =
{5, 1}.
χ52(x) = χ2(x).
Thus the orbits of the elements of (G/H3)
∗ under the action of Q on (G/H3)∗
are {χ1} and {χ2}.
Thus there is only one q-cyclotomic class containing a generator so we label
it C(G/H3) = {χ2}.
C(G,H3) = 1[trF5/F5(χ2(1¯))1 + trF5/F5(χ2(x¯))x
5 + trF5/F5(χ2(x¯
2))x4
+trF5/F5(χ2(x¯
3))x3 + trF5/F5(χ2(x¯
4))x2 + trF5/F5(χ2(x¯
5))x]
=1[trF5/F5(χ2(1))1+trF5/F5(χ2(x))x
5+trF5/F5(χ2(1))x
4+trF5/F5(χ2(x))x
3+
trF5/F5(χ2(1))x
2 + trF5/F5(χ2(x))x]
=1[trF5/F5(1)1 + trF5/F5(ζ)x
5 + trF5/F5(1)x
4 + trF5/F5(ζ)x
3 + trF5/F5(1)x
2 +
trF5/F5(ζ)x]
There is only the trivial automorphism so trF5/F5(1) = 1 and trF5/F5(ζ) =
ζ = 4.
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So C(G,H3) = 1[(1)1 + (4)x
5 + (1)x4 + (4)x3 + (1)x2 + (4)x]
= 1 + 4x+ 1x2 + 4x3 + 1x4 + 4x5.
This is the primitive central orthogonal idempotent associated with one of the
two summands F5.
Again, it can be shown that this element is actually an idempotent in F5C6.
The fourth quotient is G/H4 ' G/G and the cyclic quotient is the trivial
group with only the trivial character. As we have seen before, this quotient
yields the primitive idempotent eG = 1 + x+ x
2 + x3 + x4 + x5.
This idempotent generates the final summand F5.
By Theorem 6.17 the Wedderburn decomposition of F5C6 =
⊕2
i=1 F52 ⊕⊕2
i=1 F5 and the primitive central orthogonal idempotents are:
2 + x+ 4x2 + 3x3 + 4x4 + x5,
2 + 4x+ 4x2 + 2x3 + 4x4 + 4x5,
1 + 4x+ 1x2 + 4x3 + 1x4 + 4x5 and
1 + x+ x2 + x3 + x4 + x5.
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6.4 The Isomorphism Problem
[28] The Isomorphism problem concerns the following question:
Given two groups G and H and a field K, is it true that the existence of
an isomorphism KG ' KH implies that G ' H?
The answer to this question is no. In his paper [9] The Unit Group of
Small Group Algebras and the Minimum Counterexample to the Isomor-
phism Problem, Leo Creedon gives the minimum counterexample to this
problem. The non-isomorphic groups C4 and C
2
2 have the same group alge-
bra over F5. This proof was non-constructive.
Here we will find the primitive central orthogonal idempotents of each group
algebra and exhibit an isomorphism between them.
First we find the primitive idempotents of F5C4 using Broche and del Rio’s
method from the previous section. q = 5 and n = 4. Let C4 = {1, x, x2, x3}.
There are three normal subgroups with cyclic quotients. They are:
H1 ' 〈1〉 of degree 4 = k,
H2 ' 〈x2〉 giving k = 2,
H3 ' 〈x〉 giving k = 1.
If k = 4, then F5(ζ4) = F5 because the order of 5 (mod 4) is 1.
If k = 2, then F5(ζ2) = F5 because the order of 5 (mod 2) is 1.
If k = 1, then F5(ζ1) = F5 because the primitive 1st root is 1 which is in F5.
The first quotient is G/H1 ' C4. The table of irreducible characters of C4
is:
classes: 1 x x2 x3
sizes : 1 1 1 1
χ1 1 1 1 1
χ2 1 ζ ζ
2 ζ3
χ3 1 ζ
2 1 ζ2
χ4 1 ζ
3 ζ2 ζ
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where ζ is a primitive 4th root of unity in F5.
Define ζ = 2. Then ζ2 = 4 and ζ3 = 3.
The group (G/H1)
∗ of irreducible characters of G/H1 is {χ1, χ2, χ3, χ4} with
generators χ2 and χ4.
The group (Z/nZ)× = (Z/4Z)× = {1, 3} acts on (G/H1)∗ by m · g = gm.
Q is the subgroup of (Z/4Z)× generated by q = 5 = 1(mod 5) and so Q =
{1}.
Clearly χ1n = χn.
Thus the orbits of the elements of (G/H1)
∗ under the action of Q on (G/H1)∗
are {χ1}, {χ2}, , {χ3} and {χ4}.
The two generators of (G/H1)
∗ are χ2 and χ4 as these are the only two
characters which have order 4.
Thus there are two q-cyclotomic classes containing a generator so we label
them C1(G/H1) = {χ2} and C2(G/H1) = {χ4}. This means that there are
two summands isomorphic to F5 associated with the normal subgroup H1.
The first one of these summands has the following idempotent:
C1(G,H1) = |G|−1[trF5/F5(χ2(1))1+trF5/F5(χ2(x))x3+trF5/F5(χ2(x2))x2+
trF5/F5(χ2(x
3))x]
=4[(1)1 + (ζ)x3 + (ζ2)x2 + (ζ3)x]
= 4[(1)1 + (2)x3 + (4)x2 + (3)x]
= 4 + 3x3 + x2 + 2x
= 4 + 2x+ x2 + 3x3.
(Note that since the Galois group of F5 over F5 contains only the trivial
automorphism,the field trace of each element is just the element itself).
This then is the primitive central orthogonal idempotent associated with the
first summand F5 associated with H1.
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C2(G,H1) = |G|−1[trF5/F5(χ4(1))1+trF5/F5(χ4(x))x3+trF5/F5(χ4(x2))x2+
trF5/F5(χ4(x
3))x]
=4[(1)1 + (ζ3)x3 + (ζ2)x2 + (ζ)x]
= 4[(1)1 + (3)x3 + (4)x2 + (2)x]
= 4 + 2x3 + x2 + 3x = 4 + 3x+ x2 + 2x3
This then is the primitive central orthogonal idempotent associated with the
second summand F5 associated with H1.
The second quotient is G/H2 ' G/〈x2〉 ' C2. H2 = {1, x2} so the cosets
for the quotient are 1H1 = 1{1, x2} and xH2 = 1{1, x2}. These cosets are
labelled {1, x}.
The table of irreducible characters of C2 is:
classes: 1 x
sizes : 1 1
χ1 1 1
χ2 1 ζ
where ζ is a square root of unity in F5. Thus ζ = 4.
Again Q = {1} and so the orbits of the elements of (G/H2)∗ under the
action of Q on (G/H2)
∗ are {χ1} and {χ2} with only one q-cyclotomic class
containing a generator so we label it C(G/H2) = {χ2}.
C(G,H2) = 4[trF5/F5(χ2(1¯))1 + trF5/F5(χ2(x¯))x
3 + trF5/F5(χ2(x¯
2))x2+
trF5/F5(χ2(x¯
3))x1]
= 4[(χ2(1))1 + (χ2(x))x
3 + (χ2(1))x
2 + (χ2(x))x]
=4[(1)1 + (ζ)x3 + (1)x2 + (ζ)x]
=4[1 + 4x3 + 1x2 + 4x]
= 4 + x+ 4x2 + x3.
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This is the primitive central orthogonal idempotent associated with the sum-
mand F5 assocoated with H3.
The third quotient is G/H3 ' G/G and the cyclic quotient is the trivial
group with only the trivial character. By Lemma 6.16 this quotient yields
the primitive idempotent eG = |G|−1[1 + x+ x2 + x3] = 4 + 4x+ 4x2 + 4x3.
This idempotent generates the final summand F5.
By Theorem 6.17 the Wedderburn decomposition of F5C4 '
⊕4
i=1 F5 and
the primitive central orthogonal idempotents are:
e1 = 4 + 2x+ x
2 + 3x3,
e2 = 4 + 3x+ x
2 + 2x3,
e3 = 4 + x+ 4x
2 + x3 and
e4 = 4 + 4x+ 4x
2 + 4x3.
Thus F5C4 '
⊕4
i=1 F45 '
⊕4
i=1 F5C4ei '
⊕4
i=1 F5ei.
Next find the idempotents of F5C22 . Again q = 5 and n = 4. Let C22 =
{1, x, y, xy}.
There are four normal subgroups with cyclic quotients. They are:
H1 ' 〈x〉 of degree k = 2,
H2 ' 〈y〉 giving k = 2,
H3 ' 〈xy〉 giving k = 2 and
H4 ' C22 giving k = 1
If k = 2, then F5(ζ2) = F5 because the order of 5 (mod 2) is 1.
If k = 1, then F5(ζ1) = F5 because the primitive 1st root is 1 which is in F5.
The first quotient is G/H1 ' G/〈x〉 ' C2. H2 = {1, x} so the cosets for the
quotient are 1H1 = 1{1, x} and yH2 = y{1, x}. These cosets are labelled
{1, x}.
The quotient qroups G/H1, G/H2 and G/H3 are isomorphic to C2. The
table of irreducible characters of C2 is:
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classes: 1 x
sizes : 1 1
χ1 1 1
χ2 1 ζ
where ζ is a primitive square root of unity in F5, i.e ζ = 4.
The group (G/H1)
∗ of irreducible characters of G/H1 is {χ1, χ2} with gen-
erator χ2.
The group (Z/nZ)× = (Z/4Z)× = {1, 3} acts on (G/H1)∗ by m · g = gm.
Q is the subgroup of (Z/4Z)× generated by q = 5 = 1 (mod 4) and so Q =
{1}.
Thus the orbits of the elements of (G/H1)
∗ under the action of Q on (G/H1)∗
are {χ1} and {χ2} with only {χ2} containing a generator so we label it C =
C(G/H1) = {χ2}.
Note that the situation for the other two normal subgroups of degree 2 is the
same so will use the same character when establishing the primitive idempo-
tent associated with H2 and H3.
Thus there are three pairs (H1, C), (H2, C) and (H3, C) where C = {χ2}.
By Theorem 6.17 there are then three summands isomorphic to F5 in the
Wedderburn decomposition. The other summand is also F5 which corre-
sponds to the pair (H4, C(G/G)).
Thus the total decomposition of F5C22 is
⊕4
i=1 F5.
We can now find the four primitive central orthogonal idempotents.
C(G,H1) = |G|−1[trF5/F5(χ2(1))1 + trF5/F5(χ2(x¯))x + trF5/F5(χ2(y¯))y +
trF5/F5(χ2(x¯y))xy]
=4−1[(1)1 + (1)x+ (ζ)y + (ζ)xy]
=4[1 + 1x+ 4y + 4xy] = 4 + 4x+ y + xy.
F5 has only the trivial automorphism so the Galois conjugate of each element
is just the element itself. Thus tr(1) = 1 and tr(ζ) = ζ = 4. Similarly,
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C(G,H2) = |G|−1[trF5/F5(χ2(1))1 + trF5/F5(χ2(x¯))x + trF5/F5(χ2(y¯))y +
trF5/F5(χ2(x¯y))xy]
=4−1[(1)1 + (ζ)x+ (1)y + (ζ)xy]
=4[1 + 4x+ 1y + 4xy] = 4 + x+ 4y + xy
C(G,H3) =|G|−1[trF5/F5(χ2(1))1 + trF5/F5(χ2(x¯))x+ trF5/F5(χ2(y¯))y+
trF5/F5(χ2(x¯y))xy]
=4−1[(1)1 + (ζ)x+ (ζ)y + (1)xy]
=4[1 + 4x+ 4y + 1xy] = 4 + x+ y + 4xy.
For H4 = G = C
2
2 , the primitive central idempotent is C(G,G) = eG =
4 + 4x+ 4y + 4xy by Lemma 6.16.
The four central primitive orthogonal idempotents of F5C22 '
⊕4
i=1 F5 are:
f1 = 4 + 4x+ y + xy,
f2 = 4 + x+ 4y + xy,
f3 = 4 + x+ y + 4xy and
f4 = 4 + 4x+ 4y + 4xy.
Now every element of F5C22 can be written as a linear combination of these
four primitive idempotents.
Thus for α ∈ F5C22 we have α = a1f1 + a2f2 + a3f3 + a4f4.
Similarly, every element of F5C4 can be written as a linear combination of
its four primitve idempotents.
In this way, we can exhibit a ring isomorphism between the two group alge-
bras as follows:
f : F5C4 → F5C22
f : a1e1 + a2e2 + a3e3 + a4e4 7→ a1f1 + a2f2 + a3f3 + a4f4.
Note the similarity of the decomposition of F5C22 to the decomposition of
F3C22 done in Example 6.22. This leads to the following Lemma.
Lemma 6.24. For p odd, FpnC22 '
⊕4
i=1 Fpn '
⊕4
i=1 Fpnei and the primitive
central orthogonal idempotents associated with each summand are:
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e1 = C(G, 〈x〉) = |G|−1[1 + x+ (p− 1)y + (p− 1)xy],
e2 = C(G, 〈y〉) = |G|−1[1 + (p− 1)x+ y + (p− 1)xy],
e3 = C(G, 〈xy〉) = |G|−1[1 + (p− 1)x+ (p− 1)y + xy] and
e4 = C(G, 〈x, y〉) = |G|−1[1 + x+ y + xy].
Proof. By Lemma 4.25 FpnC22 '
⊕22
i=1 Fpn '
⊕4
i=1 Fpn .
Let C22 = {1, x, y, xy}. There are 5 normal subgroups but only 4 of these
have a cyclic quotient. They are:
H1 ' 〈x〉 of degree k = 2,
H2 ' 〈y〉 also with k = 2,
H3 ' 〈xy〉 with k =2.
H4 ' 〈x, y〉 with k = 1.
If k = 2, then Fpn(ζ2) = Fpn because the order of pn (mod 2) is 1.
If k = 1, then Fpn(ζ1) = Fpn because the primitive 1st root is 1 which is in
Fpn .
The table of irreducible characters of C2 is:
classes: 1 x
sizes : 1 1
χ1 1 1
χ2 1 ζ
where ζ is a primitive square root of unity in Fpn .
One such root is ζ = p− 1 because (p− 1)(p− 1) = p2− 2p+ 1 = 1(mod p).
Thus define ζ = p− 1.
The group (G/H1)
∗ of irreducible characters of G/H1 is {χ1, χ2} with gen-
erator χ2.
The group (Z/4Z)× = {1, 3} acts on (G/H1)∗ by m · g = gm.
Q is the subgroup of (Z/4Z)× generated by q = p .
Now pn is odd so either pn = 1(mod 4) Q = {1} or pn = 3 (mod 4) ⇒ Q =
{3, 1}.
χ11 = χ1 and χ
3
1 = χ1.
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χ12 = χ2 and χ
3
2 = χ2 also.
Thus either way the orbits of the elements of (G/H1)
∗ under the action of Q
on (G/H1)
∗ are {χ1} and {χ2} with only {χ2} containing a generator so we
label it C(G/H1).
Note that the situation for the other two normal subgroups of degree 2 is
the same so we will use the same character when establishing the primitive
idempotent associated with H2 and H3.
Thus there are three pairs (H1, C), (H2, C) and (H3, C) where C = {χ2}.
Recall that x¯ is the image of x in the quotient group G/H1 and so x¯ = 1,
while y¯ = x¯y = x (the element of order 2 in the quotient group G/H1. So
we have that
C(G,H1) = |G|−1[trFpn/Fpn (χ2(1))1+trFpn/Fpn (χ2(x¯))x+trFpn/Fpn (χ2(y¯))y+
trFpn/Fpn (χ2(x¯y))xy]
=|G|−1[(1)1 + (1)x+ (ζ)y + (ζ)xy]
=|G|−1[1 + 1x+ (p− 1)y + (p− 1)xy].
The extension Fpn/Fpn has only the trivial automorphism so the galois con-
jugate of each element is just the element itself. Thus tr(1) = 1 and tr(ζ) =
ζ = p− 1. Similarly,
C(G,H2) = |G|−1[trFpn/Fpn (χ2(1))1+trFpn/Fpn (χ2(x¯))x+trFpn/Fpn (χ2(y¯))y+
trFpn/Fpn (χ2(x¯y))xy]
=|G|−1[(1)1 + (ζ)x+ (1)y + (ζ)xy]
=|G|−1[1 + (p− 1)x+ 1y + (p− 1)xy]
C(G,H3) =[trFpn/Fpn (χ2(1))1 + trFpn/Fpn (χ2(x¯))x + trFpn/Fpn (χ2(y¯))y +
trFpn/Fpn (χ2(x¯y))xy]
=|G|−1[(1)1 + (ζ)x+ (ζ)y + (1)xy]
=|G|−1[1 + (p− 1)x+ (p− 1)y + 1xy].
For H4 = G = C
2
2 , the primitive central idempotent is C(G,G) = eG =
|G|−1[1 + x+ y + xy] by Lemma 6.16 which completes the proof.
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Example 6.25. Consider the elements of F32C22 where F32 = {0, 1, 2, a, 2a, 1+
a, 2+a, 1+2a, 2+2a} and C22 = {1, x, y, xy}. By Lemma 6.24 the primitive
central idempotents are 1 + x+ 2y+ 2xy, 1 + 2x+ y+ 2xy, 1 + 2x+ 2y+ xy
and 1 + x + y + xy. Then each element of F32C22 can be written as a linear
combination of the primitive central idempotents. For example the element
(2 + a)1 + (a)x+ (2 + a)y+ (2)xy can be written as: (1 + a)[1 +x+ 2y+ 2xy]
+ a[1 + 2x+ y + 2xy] + 2a[1 + 2x+ 2y + xy] + 0[1 + x+ y + xy].
In the table which follows, we show the unit group for selected commu-
tative group algebras. We list the Wedderburn decomposition or the decom-
position as the direct sum of group algebras where applicable. Note that p
is an odd prime in this table.
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6.5 Table of U(FG) for selected group algebras (G abelian)
FG |FG| Decomposition U(FG) |U(FG)|
F2C1 2 F2 C1 1
FpnC1 pn Fpn Cpn−1 pn − 1
F2C2 4 C2 2
F3C2 9
⊕2
i=1 F3 C22 4
F22C2 16 C22 × C3 12
F5C2 25
⊕2
i=1 F5 C24 16
F7C2 49
⊕2
i=1 F7 C26 36
F23C2 64 C32 × C7 56
F32C2 81
⊕2
i=1 F32 C28 64
F24C2 256 C42 × C15 240
F52C2 625
⊕2
i=1 F52 C224 16
F33C2 729
⊕2
i=1 F33 C226 676
FpnC2 p2n
⊕2
i=1 Fpn C2pn−1 (pn − 1)2
F2kC2 22k Ck2 × C2k−1 2k(2k − 1)
F2C3 8 F2 ⊕ F22 C3 3
F3C3 27 C2 × C23 18
F22C3 64
⊕3
i=1 F22 C33 27
F5C3 125 F5 ⊕ F52 C4 × C24 96
F7C3 343
⊕3
i=1 F7 C36 216
F23C3 512 F23 ⊕ F26 C7 × C63 441
F32C3 729 C8 × C43 648
F2C4 16 C2 × C4 8
F3C4 81
⊕2
i=1 F3 ⊕ F32 C22 × C8 32
F22C4 256 C22 × C24 × C3 192
F5C4 625
⊕4
i=1 F5 C44 256
Continued on next page
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Table 3 – continued from previous page
FG |FG| Decomposition U(FG) |U(FG)|
F2C22 16 C32 8
F3C22 81
⊕4
i=1 F3 C42 16
F22C22 256 C62 × C3 192
F5C22 625
⊕4
i=1 F5 C44 256
F2C5 32 F2 ⊕ F24 C15 15
F3C5 243 F3 ⊕ F34 C2 × C80 160
F2C6 64 F2C2 ⊕ F22C2 C32 × C3 24
F3C6 729
⊕2
i=1 F3C3 C22 × C43 324
F2C7 128 F2 ⊕
⊕2
i=1 F23 C27 49
F3C7 2187 F3 ⊕ F36 C2 × C728 1452
F2C8 256 C22 × C4 × C8 128
F2(C2 × C4) 256 C52 × C4 128
F3(C2 × C4) 6561
⊕4
i=1 F3 ⊕
⊕2
i=1 F32 C42 × C24 1024
F2C32 256 C72 128
F2C9 512 F2 ⊕ F22 ⊕ F26 C3 × C63 189
F2C23 512 F2 ⊕
⊕4
i=1 F22 C43 81
F2C11 2048 F2 ⊕ F210 C1023 1023
F3C11 177147 F3 ⊕
⊕2
i=1 F35 C2 × C2242 117128
Table 3: Table of U(FG) for selected group algebras (G
abelian)
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7 Perlis Walker Theorem - Finding U(FG)
If the unit group of a finite semisimple commutative group algebra is all that
is required then a simple method to find this is to use the Perlis Walker
theorem. We do this by finding the Wedderburn decomposition and from
this determine the structure of the unit group.
Before introducing the theorem, there are a few terms to define, some of
which have been defined in earlier Chapters also.
Definition [13] The extension field K of F is called a splitting field for
the polynomial f(x) ∈ F [x] if f(x) factors into linear factors (or splits
completely) in K[x] and f(x) does not factor completely into linear factors
over any proper subfield of K containing F .
Definition [13] The element α ∈ K is said to be algebraic over F if α is a
root of some nonzero polynomial f(x) ∈ F [x]. The extension K/F is said to
be algebraic if every element of K is algebraic over F .
Definition The field F¯ is called an algebraic closure of F if F¯ is algebraic
over F and if every polynomial f(x) ∈ F [x] splits completely in F¯ [x].
Definition [13] Let K be a splitting field of xn − 1 ∈ F [x]. A generator
of the cyclic group of all nth roots of unity is called a primitive nth root of
unity.
The next Lemma gives a method for constructing extension fields formed
by adjoining a primitive root to a field.
Lemma 7.1. [6] Let F be a field of order q and let the algebraic closure of
F be denoted by F¯ . Let ζd be a primitive d
th root of unity in F¯ and let od
= od(q) denote the multiplicative order of q (mod d). Then F (ζd) ' Fqod the
field of order qod.
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Theorem 7.2. [28] (Perlis-Walker 1950) Let G be a finite abelian group of
order n and let K be a field such that char(K) 6 |n. Then
KG ' ⊕d|n⊕adi=1K(ζd)
where ζd denotes a primitive root of unity of order d and ad =
nd
[K(ζd):K]
. In
this formula, nd denotes the number of elements of order d in G.
In words, the theorem states that for each divisor d of |G|, we have ad
direct summands of the extension field K(ζd) in the decomposition. We can
find the extension field K(ζd) by using Lemma 7.1.
Corollary 7.3. [28] Let G be an abelian group of order n and K a field such
that char(K) 6 |n. If K contains a primitive root of order n then
KG ' ⊕ni=1K.
Proof. If K contains a primitive root of unity of order n, then K(ζd) = K,
for all d|n. There will be nd copies of K for each divisor d, and so there are
n copies of K in the decomposition.
We can now demonstrate the use of the theorem in the following examples.
Example 7.4. F23C3.
|G| = n = 3. There are two divisors of 3, namely 1 and 3.
F23(ζ1) = F23 because F23 contains a 1st root of unity.
a1 =
n1
[K(ζ1):K]
= 1
1
= 1. Thus we get one copy of the field F(23).
F23(ζ3) = F(23)2 = F26 because the multiplicative order of 8 (mod 3) is 2 .
That is 82 = 64 ≡1(mod 3).
a3 =
n3
[K(ζ3):K]
= 2
2
= 1. Thus we get one copy of the field F(23)2.
Thus the Wedderburn decomposition of F23C3 is F23 ⊕ F(23)2.
Example 7.5. F2C9.
|G| = n = 9. There are three divisors of 9, namely 1, 3 and 9.
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F2(ζ1) = F2 and there is only one copy of this field in the decomposition.
F2(ζ3) = F22 because the multiplicative order of 2 (mod 3) is 2 . That is 22
= 4 ≡1(mod 3).
a3 =
n3
[K(ζ3):K]
= 2
2
= 1. Thus we get one copy of the field F22.
F2(ζ9) = F26 because the multiplicative order of 2 (mod 9) is 6 . That is 26
= 64 ≡1(mod 9).
a9 =
n9
[K(ζ9):K]
= 6
6
= 1. Thus we get one copy of the field F26.
Thus the Wedderburn decomposition of F2C9 is F2 ⊕ F22 ⊕ F26.
Example 7.6. F2C23
|G| = n = 9. Again, there are three divisors of 9, namely 1, 3 and 9. How-
ever, this time there are 8 elements of order 3 and zero elements of order 9.
F2(ζ1) = F2 and there is only one copy of this field in the decomposition.
F2(ζ3) = F22 because the multiplicative order of the field (mod 3) is 2 . That
is 22 = 4 ≡ 1 (mod 3).
a3 =
n3
[K(ζ3):K]
= 8
2
= 4. Thus we get four copies of the field F22.
Thus the Wedderburn decomposition of F2C23 is F2 ⊕
⊕4
i=1 F22.
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7.1 A General Approach
Instead of dealing with specific group algebras we can generalise the results
by applying them to arbitrary fields of order pn (mod exponent(G)) where
G is an abelian group. This systematic approach will look at each abelian
group in turn, outlining the group’s elements and their orders. Then we can
classify the possible group algebras according to the order of the field (mod
the exponent of the group). In this way, we can list the general decomposition
for each class of field where Maschke’s Theorem applies. If Maschke’s theorem
does not apply then we can use Theorem 5.15 to give the structure of the
unit group.
A further two corollaries to the Perlis Walker Theorem will help us with this
process.
Corollary 7.7. Let G be a finite abelian group of order n and exponent e.
Let K be a field such that char(K) 6 |e. Then
KG ' ⊕d|e⊕adi=1K(ζd), where ζd denotes a primitive dth root of unity,
ad =
nd
[K(ζd):K]
and nd denotes the number of elements of order d in G.
Proof. The exponent e is a factor of n = |G|. char(K) is a prime and so if
char(K) 6 |e, then char(K) 6 |n and so Perlis Walker’s Theorem applies. Thus
KG '⊕d|n⊕adi=1K(ζd).
Now if di is a divisor of n such that di 6 |e, then ndi (the number of elements
of order di) = 0 ⇒ adi = 0[K(ζdi ):K] = 0.
Thus there will be no summands in the decomposition resulting from divisors
of |G| that do not divide e.
As a result we have KG '⊕d|e⊕adi=1K(ζd).
Corollary 7.8. Let G be an abelian group of order n and exponent e. Let
K be a field such that char(K) 6 |e. If K contains a primitive root of order e
then
KG ' ⊕ni=1K.
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Proof. If K contains a primitive root of unity of order e, then K(ζd) = K, for
all d|e. There will be nd copies of K for each divisor d, and all of the elements
of G are divisors of e, and so there are n copies of K in the decomposition.
Note that Corollary 7.8 is G. Higman’s Theorem from 1940 [16].
Recall Lemma 7.1 states that F (ζd) ' Fqod the field of order qod where ζd
is a primitive dth root of unity in F¯ and od = od(q) denotes the multiplicative
order of q mod d.
A corollary to Lemma 7.1 now allows us to use all of these results to deter-
mine the decomposition of whole classes of group algebras.
Corollary 7.9. For a group G with exponent e, the degrees of the field exten-
sions in the Wedderburn decomposition will be the same for all group algebras
arising from fields whose orders are equivalent (mod e). Let F be a field of
order q. Let G be an abelian group of order n and exponent e.
Let q ≡ r(mod e) and let d be a divisor of e. Then q ≡ r(mod d) and od(q)
= od(r).
Proof. Let ζd be a primitive d
th root of unity in F¯ and let od = od(q) denote
the multiplicative order of q(mod d).
q ≡ r(mod e) ⇒ q = r +ke for some k ∈ Z. d is a divisor of e ⇒ e = dl for
some l ∈ Z. So we can write q = r +kdl = r +md (where m = kl) and so q
≡ r(mod d).
Thus the multiplicative order of q(mod d) = the multiplicative order of r(mod
d) and we can write it as od(q) = od(r).
Example 7.10. Consider the group algebras of C3 with fields of order 8, 5
and 2.
8 ≡ 5 ≡ 2(mod 3). F23C3 ' F23 ⊕ F(23)2. Similarly F5C3 ' F5 ⊕ F(5)2. Also
F2C3 ' F2 ⊕ F(2)2.
Using this method, it quickly becomes apparent that when q ≡ 1(mod
e) or q ≡ -1(mod e) that we get certain Wedderburn decompositions. The
following pair of Lemmas confirm this and using these two results we will cut
down on our work still further.
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Lemma 7.11. Let F be a field of order q. Let G be an abelian group of order
n and exponent e. Then if q ≡ 1(mod e), FG ' ⊕ni=1 F .
Proof. Since q ≡ 1(mod e), char F 6 | e.
q ≡ 1(mod e) ⇒ e | q − 1. But F× ' Cq−1 and e divides q − 1, and so F
contains a primitive eth root of unity. Thus by Corollary 7.8 FG '⊕ni=1 F .
Lemma 7.12. Let F be a field of order q and let G be an abelian group of
order n and exponent e. Let m be the number of elements of order dividing
2 in G. Then if q ≡ -1(mod e), FG ' ⊕mi=1 Fq ⊕ ⊕(n−m)/2i=1 Fq2.
Proof. First of all
Fq(ζ1) = Fq because Fq contains a 1
st root of unity. a1 =
n1
[K(ζ1):K]
= 1
1
= 1.
Thus we get one copy of Fq associated with the element of order 1.
Now q ≡ -1(mod e) so by Corollary 7.9, q(mod d) ≡ −1(mod d). Also od(q)
= od(−1). When d = 2 we have that (−1)1 ≡ 1(mod 2) and so o2(q) = 1.
And so we will get a copy of the field Fq for each element of order 2. Note
if m is the number of elements of order dividing 2, there are m− 1 elements
of order 2 (i.e. we exclude the identity). a2 =
n2
[K(ζ2):K]
= m−1
1
= m-1. Thus
we get m− 1 copies of Fq associated with the elements of order 2. Combined
with the other copy of Fq for the identity we have m copies of Fq so far. That
is
⊕m
i=1 Fq.
Now if d > 2, we do not have (−1)1 ≡ 1(mod d) because if d > 2 and (−1)1
≡ 1(mod d) we have −11 ≡ 1(mod d) ⇒ −21 ≡ 0(mod d) ⇒ 21 ≡ 0(mod d)
⇒ d = 2 which contradicts that d > 2.
However for all of the other elements of order d (i.e. d > 2) in the group we
do have that (−1)2 ≡ 1(mod d) and there are n−m of these elements. Thus
there are (n-m)/2 copies of the field Fq2 in the decomposition.
Thus FG '⊕mi=1 Fq ⊕⊕(n−m)/2i=1 Fq2 .
Example 7.13. Let FG be F7(C2 × C4 × C8) and FH be F7(C34). Then
G has 23 = 8 elements of order dividing 2, and so does H. Thus m = 8.
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Also 7 ≡ -1(mod 8) and 7 ≡ -1(mod 4) and so for both group algebras the
decomposition is
⊕8
i=1 F7 ⊕
⊕(64−8)/2
i=1 F72 by Lemma 7.12.
That is F7(C2 × C4 × C8) ' F7(C34) '
⊕8
i=1 F7 ⊕
⊕28
i=1 F72.
Theorem 7.14. Given two non-isomorphic abelian groups G and H each
with order n, and a field F of order q such that q ≡ 1(mod n), then FG '
FH.
Proof. q = 1(mod n) ⇒ n | q − 1. But F× ' Cq−1 and n divides q − 1, and
so F contains a primitive nth root of unity. Thus by Corollary 7.3 FG '⊕n
i=1 F . Similarly FH '
⊕n
i=1 F . Thus FG ' FH.
Example 7.15. Let G = C8 and let H = C2 × C4. Let F = F32. Then by
Lemma 7.14 F32C8 ' F32(C2 × C4).
Example 7.16. Let G = C9 and let H = C
2
3 . Let F = F19. Then by Lemma
7.14 F19C9 ' F19C23 .
Conjecture If FG ' FH and G and H are non-isomorphic abelian groups
of order n, then q ≡ 1(mod n) where |F | = q.
This conjecture is false. The minimum counterexample is the following pair
of group algebras:
F5C12 ' F5(C2 × C6) ('
⊕4
i=1 F5 ⊕
⊕4
i=1 F52) but |F | ≡ 5(mod 12).
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7.2 U(FG) where Maschke’s Theorem does not apply
Now we look at the non-Maschke cases. Again let G be an abelian group.
Let p be the characteristic of the field and let e be the order of the group.
Let the prime decomposition of e be qk11 .....q
kj
j p
n and let G ' H1 × H2 where
|H1| = qk11 .....qkjj and |H2| = pn.
In this case we find (FH1)H2. For the group algebra FH1 Maschke’s theorem
applies, and we can decompose FH1 into its Wedderburn decomposition using
the rules given above. Thus we are left with a sum of group algebras of the
form F ′H2 where F ′ is an extension of the field F and so F ′ will also have
characteristic p. Now there are two distinct scenarios. If H2 is an elementary
abelian p-group then we can use Lemma 4.31 to find the structure of the
unit group.
Recall that Lemma 4.31 states that
U(FpkCnp ) ' Ck(p
n−1)
p × Cpk−1.
If on the other hand H2 is not an elementary abelian p group, but is a different
type of abelian p−group then we can use Theorem 5.15 to find the structure
of the unit group.
Recall that Theorem 5.15 states that if FG is the group algebra Fpn(
m∏
i=1
Cei
pi
),
then
U(FG) '
m∏
i=1
C
n(|G/ ker(φi−1)|−2|G/ker(φi)|+|G/ker(φi+1)|)
pi
× Cpn−1
where φi(g) = g
pi ∀ g ∈ G.
Also we can find the order of each F ′H2 by the following Lemma.
Lemma 7.17. [9] If F is a finite field of order pk and G is a finite abelian
p−group of order pn, then the group of normalised units V is a finite abelian
p − group of order |F ||G|−1 and exponent dividing pn. Thus |U(FpkG)| =
((pk)|G|−1)(pk − 1).
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7.3 The Unit Groups
Now we can begin to find the unit group of abelian group algebras for specific
groups and generalise our results to all fields. In each of the following let q
denote the order of the field.
Lemma 7.18. Let FG ' FqC2. Then:
If q ≡ 0(mod 2), the unit group U ' U(FqC2) ' Cn2 × C2n−1.
If q ≡ 1(mod 2), then FqC2 '
⊕2
i=1 Fq.
Proof. By Corollary 7.9 we only need to look at fields of order q(mod 2).
If q ≡ 0(mod 2), then q = 2n. Maschke does not apply so there is no Wed-
derburn decomposition but by Lemma 4.31 the unit group U ' U(FqC2) '
Cn2 × C2n−1.
If q ≡ 1(mod 2), then FqC2 '
⊕2
i=1 Fq by Lemma 7.11.
Lemma 7.19. Let FG ' FqC3. Then:
If q ≡ 0(mod 3), the unit group U(FqC3) ' Cn3 × C3n−1 where q = 3n.
If q ≡ 1(mod 3), then FqC3 '
⊕3
i=1 Fq.
If q ≡ 2(mod), then FqC3 ' Fq ⊕ Fq2.
Proof. Again we need only check fields of order q (mod 3). Let C3 be
element 1 x x2
order 1 3 3
If q ≡ 0(mod 3), then q = 3n. By Lemma 4.31 the unit group U(FqC3) '
Cn3 × C3n−1.
If q ≡ 1(mod 3), then FqC3 '
⊕3
i=1 Fq by Lemma 7.11.
If q ≡ 2(mod 3), then FqC3 ' Fq ⊕ Fq2 by Lemma 4.16 or Lemma 7.12.
Lemma 7.20. Let FG ' FqC4. Then:
If q ≡ 0(mod 4), then U(F2nC4) ' Cn2 × Cn4 × C2n−1 where q = 2n, n
≥ 2.
If q ≡ 1(mod 4), then FqC4 '
⊕4
i=1 Fq.
If q ≡ 2(mod 4), then U(F2C4) ' C2 × C4.
If q ≡ 3(mod 4), then FqC4 '
⊕2
i=1 Fq ⊕ Fq2.
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Proof. Let the elements of C4 be
element 1 x x2 x3
order 1 4 2 4
If q ≡ 0(mod 4), then q = 2n with n ≥ 2. Maschke does not apply so there is
no Wedderburn decomposition. However, we can still determine the structure
of the unit group and by Lemma 5.8, U(F2nC4) ' Cn2 × Cn4 × C2n−1.
If q ≡ 1(mod 4), then FqC4 '
⊕4
i=1 Fq by Lemma 7.11.
If q ≡ 2(mod 4), then q = F2 is the only possible field. U ' V × F× ' V .
C4 is a 2-group and so by Lemma 5.3, V is an abelian group of exponent
dividing 4, and |V | = 8. Further C4 is a subgroup of V and so there is only
one group which satisfies those citeria, and we have U(F2C4) ' C2 × C4.
If q ≡ 3(mod 4), then by Lemma 7.12, FqC4 '
⊕2
i=1 Fq ⊕ Fq2 because there
are 2 elements of order dividing 2 in C4.
Lemma 7.21. Let FG ' FqC22. Then:
If q ≡ 0(mod 2), then the unit group is C3n2 × C2n−1 where q = 2n, n ≥
1.
If q ≡ 1(mod 2), then FqC22 '
⊕4
i=1 Fq.
Proof. If q ≡ 0(mod 2), then q = 2n with n ≥ 1. By Lemma 4.31 the unit
group is C3n2 × C2n−1.
If q ≡ 1(mod 2), then FqC22 '
⊕4
i=1 Fq by Lemma 7.11.
Lemma 7.22. Let FG ' FqC5. Then:
If q ≡ 0(mod 5), then the unit group is Cn5 × C5n−1, where q = 5n.
If q ≡ 1(mod 5), then FqC5 '
⊕5
i=1 Fq.
If q ≡ 2(mod 5), then FqC5 ' Fq ⊕ Fq4.
If q ≡ 3(mod 5), then FqC5 ' Fq ⊕ Fq4.
If q ≡ 4(mod 5), then FqC5 ' Fq ⊕
⊕2
i=1 Fq2.
Proof. Let C5 be
element 1 x x2 x3 x4
order 1 5 5 5 5
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If q ≡ 0(mod 5), then q = 5n. By Lemma 4.31 the unit group is Cn5 × C5n−1.
If q ≡ 1(mod 5), then FqC5 '
⊕5
i=1 Fq by Lemma 7.11.
If q ≡ 2(mod 5), by the Perlis Walker Theorem, we take the divisors d of
|C5|, and find the order of q(mod d). The only divisor of |C5| is 5, and 24 =
1(mod 5) and so the field extension is Fq4 . Thus FqC5 ' Fq ⊕ Fq4 .
If q ≡ 3(mod 5), then by Perlis Walker we have q4 = 1(mod 5), and so FqC5
' Fq ⊕ Fq4 .
If q ≡ 4(mod 5), then FqC5 ' Fq ⊕
⊕2
i=1 Fq2 by Lemma 7.12.
Lemma 7.23. Let FG ' FqC6. Then:
q 6≡ 0(mod 6).
If q ≡ 1(mod 6), then FqC6 '
⊕6
i=1 Fq.
If q ≡ 2(mod 6), then FqC6 ' F2nC2 ⊕ F2n2C2 ' F2nC2 ⊕ F22nC2 and
the unit group is Cn2 × C2n−1 × C2n2 × C22n−1 ,where q = 2n, n odd.
If q ≡ 3(mod 6), then the unit group is Cn3 × C3n−1 × Cn3 × C3n−1 ,
where q = 3n.
If q ≡ 4(mod 6), then the unit group is C3n2 × C32n−1, where q = 2n.
If q ≡ 5(mod 6), then FqC6 '
⊕2
i=1 Fq ⊕
⊕2
i=1 Fq2.
Proof. Let the elements of C6 be as follows
element 1 x x2 x3 x4 x5
order 1 6 3 2 3 6
To decompose this group algebra as a sum of group algebras we use the fact
that C6 ' C2 × C3.
Clearly q 6≡ 0(mod 6) because the order of a field cannot be a composite
number.
If q ≡ 1(mod 6), then FqC6 '
⊕6
i=1 Fq by Lemma 7.11.
If q ≡ 2(mod 6), then FqC6 ' (FqC3)C2 ' (Fq ⊕ Fq2)C2 [because q ≡ 2(mod
6) ⇒ q ≡ 2(mod 3)] ' FqC2 ⊕ Fq2C2.
If q ≡ 2(mod 6) then q is an even number and a power of a prime ⇒ q =
0(mod 2). Also q2 ≡ 0(mod 2).
Looking at the powers of 2, we have 2 ≡ 2(mod 6). 22 ≡ 4(mod 6). 23 ≡
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2(mod 6), and the cycle begins again. Thus the consecutive powers of 2 are
alternately 2(mod 6) and 4(mod 6). We can say that for q ≡ 2(mod 6) then
q must be of the form 2n with n odd. For example if n = 3, then q = 32.
Letting q = 2n, the group algebra is isomorphic to F2nC2 ⊕ F22nC2 and the
unit group is Cn2 × C2n−1 × C2n2 × C22n−1 by Lemma 4.31.
If q ≡ 3(mod 6), then FqC6 ' (FqC2)C3 ' (
⊕2
i=1 Fq)C3 [because q ≡ 3(mod
6) ⇒ q ≡ 1(mod 2)] ' ⊕2i=1 FqC3. Now q ≡ 0(mod 3), and so q is a power
of 3. Letting q = 3n, the unit group is Cn3 × C3n−1 × Cn3 × C3n−1 by Lemma
4.31.
If q ≡ 4(mod 6), then FqC6 ' (FqC3)C2 ' (
⊕3
i=1 Fq)C2 [because q ≡ 4(mod
6) ⇒ q ≡ 1(mod 3)] ' ⊕3i=1 FqC2. Now q ≡ 4(mod 6) ⇒ q ≡ 0 mod 2, so
q is a power of 2. Letting q = 2n, the unit group is
∏3
i=1(C
n
2 × C2n−1) by
Lemma 4.31. This is C3n2 × C32n−1.
If q ≡ 5(mod 6), then FqC6 '
⊕2
i=1 Fq ⊕
⊕2
i=1 Fq2 by Lemma 7.12.
Lemma 7.24. Let FG ' FqC7. Then:
If q ≡ 0(mod 7), then the unit group is Cn7 × C7n−1, where q = 7n.
If q ≡ 1(mod 7), then FqC7 '
⊕7
i=1 Fq.
If q ≡ 2(mod 7), then FqC7 ' Fq ⊕
⊕2
i=1 Fq3.
If q ≡ 3(mod 7), then FqC7 ' Fq ⊕ Fq6.
If q ≡ 4(mod 7), then FqC7 ' Fq ⊕
⊕2
i=1 Fq3.
If q ≡ 5(mod 7), then FqC7 ' Fq ⊕ Fq6.
If q ≡ 6(mod 7), then FqC7 ' Fq ⊕
⊕3
i=1 Fq2.
Proof. Let the elements of C7 be as follows
element 1 x x2 x3 x4 x5 x6
order 1 6 6 6 6 6 6
If q ≡ 0(mod 7), then q = 7n. By Lemma 4.31 the unit group is Cn7 × C7n−1.
If q ≡ 1(mod 7), then FqC7 '
⊕7
i=1 Fq by Lemma 7.11.
If q ≡ 2(mod 7), then we use the Perlis Walker Theorem. Note that the
exponent of G is 7, and the only divisors are 1 and 7. We find that o7(2) =
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3, and there are 6/3 = 2 copies of Fq3 in the direct summation. Then FqC7
' Fq ⊕
⊕2
i=1 Fq3 .
If q ≡ 3(mod 7), we have o7(3) = 6, and there is 6/6 = 1 copy of Fq6 in the
summand. Thus FqC7 ' Fq ⊕ Fq6 .
If q ≡ 4(mod 7), we have o7(4) = 3, and there are 6/3 = 2 copies of Fq3 in
the summand. Thus FqC7 ' Fq ⊕
⊕2
i=1 Fq3 .
If q ≡ 5(mod 7), o7(q) = 6⇒ Fq(ζ7) = Fq6 and there is 6/6 = 1 copies of Fq6
in the summand. Thus FqC7 ' Fq ⊕ Fq6 .
If q ≡ 6(mod 7), then o7(q) = 2⇒ Fq(ζ7) = Fq2 and there are 6/2 = 3 copies
of Fq2 in the summand. Thus FqC7 ' Fq ⊕
⊕3
i=1 Fq2 . Alternatively we can
use Lemma 7.12 when q ≡ 6(mod 7).
Lemma 7.25. Let FG ' FqC8. Then:
If q ≡ 0(mod 8), then U ' C2n2 × Cn22 × Cn23 × C2n−1, where q = 2n, n
≥ 3.
If q ≡ 1(mod 8), then FqC8 '
⊕8
i=1 Fq.
If q ≡ 2(mod 8), then U(F2C8) ' C8 × C4 × C22 .
If q ≡ 3(mod 8), then FqC8 '
⊕2
i=1 Fq ⊕
⊕3
i=1 Fq2.
If q ≡ 4(mod 8), then U ' U(F22C8) ' C42 × C222 × C223 × C3.
If q ≡ 5(mod 8), then FqC8 '
⊕4
i=1 Fq ⊕
⊕2
i=1 Fq2.
q 6≡ 6(mod 8).
If q ≡ 7(mod 8), then FqC8 '
⊕2
i=1 Fq ⊕
⊕3
i=1 Fq2.
Proof. Let the elements of C8 be as follows
element 1 x x2 x3 x4 x5 x6 x7
order 1 8 4 8 2 8 4 8
If q ≡ 0(mod 8), then q = 2n with n ≥ 3. Maschke does not apply. However
by Lemma 5.18 U ' C2n2 × Cn22 × Cn23 × C2n−1.
If q ≡ 1(mod 8), then FqC8 '
⊕8
i=1 Fq by Lemma 7.11.
If q ≡ 2(mod 8), then the only possible field is F2 and by Lemma 5.6 U(F2C8)
' C8 × C4 × C22 .
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If q ≡ 3(mod 8), then we use Perlis Walker to establish the decomposition.
The divisors of 8 are 1, 2, 4 and 8.
For d = 8, we have 32 = 9 ≡1(mod 8) so Fq(ζ8) ' Fq2 and there are 4/2 =
2 copies of Fq2 .
For d = 4, we have 32 = 9 ≡1(mod 4) so Fq(ζ4) ' Fq2 and there is 2/2 = 1
copy of Fq2 .
For d = 2, we have 3 = 1 (mod 2) so Fq(ζ2) ' Fq and there is 1/1 = 1 copy
of Fq. The other summand is Fq from the element of order 1.
Thus FqC8 '
⊕2
i=1 Fq ⊕
⊕3
i=1 Fq2 .
If q ≡ 4(mod 8), then the only possible field is F22 . By Lemma 5.18 we get
U ' U(F22C8) ' C42 × C222 × C223 × C3.
If q ≡ 5(mod 8), then
For d = 8, 52 = 25 ≡1 (mod 8) and there are 4/2 = 2 copies of Fq2 .
For d = 4, 5 ≡1(mod 4) and there are 2/1 = 2 copies of Fq.
For d = 2, 5 ≡1(mod 2) and there are 1/1 = 1 copy of Fq.
The other summand is Fq from the element of order 1.
Thus FqC8 '
⊕4
i=1 Fq ⊕
⊕2
i=1 Fq2 .
Clearly q 6≡ 6(mod 8).
If q ≡ 7(mod 8), then by Lemma 7.12 FqC8 '
⊕2
i=1 Fq ⊕
⊕3
i=1 Fq2 .
Lemma 7.26. Let FG ' FqC32. Then:
If q ≡ 0(mod 2), then the unit group is C7n2 × C2n−1, where q = 2n ,n ≥
1.
If q ≡ 1(mod 2), then FqC22 '
⊕8
i=1 Fq.
Proof. The exponent of this group is 2.
If q ≡ 0(mod 2), then q = 2n with n ≥ 1. By Lemma 4.31 the unit group is
C7n2 × C2n−1.
If q ≡ 1(mod 2), then FqC22 '
⊕8
i=1 Fq by Lemma 7.11.
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Lemma 7.27. Let FG ' Fq(C2 ×C4). Then:
If q ≡ 0(mod 4), then U ' C5n2 × Cn4 × C2n−1, where q = 2n ,n ≥ 2.
If q ≡ 1(mod 4), then Fq(C2 × C4) '
⊕8
i=1 Fq.
If q ≡ 2(mod 4), then U ' C52 × C4.
If q ≡ 3(mod 4), then Fq(C2 × C4) '
⊕4
i=1 Fq ⊕
⊕2
i=1 Fq2. The unit
group is C4q−1 × C2q2−1.
Proof. Let the elements of C2 × C4 be
element 1 x x2 x3 y xy x2y x3y
order 1 4 2 4 2 4 2 4
If q ≡ 0(mod 4), then q = 2n with n ≥ 2. Maschke does not apply.
However, by Lemma 5.7 U ' C5n2 × Cn4 × C2n−1.
If q ≡ 1(mod 4), then Fq(C2 × C4) '
⊕8
i=1 Fq by Lemma 7.11.
If q ≡ 2(mod 4), then the only possible field is F2 and by Lemma 5.7, U '
C52 × C4.
If q ≡ 3(mod 4), then Fq(C2 × C4) '
⊕4
i=1 Fq ⊕
⊕2
i=1 Fq2 by Lemma 7.12.
The unit group is C4q−1 × C2q2−1.
Lemma 7.28. Let FG ' FqC9. Then:
If q ≡ 0(mod 9), then U ' C4n3 × C2n9 × C3n−1, where q = 3n ,n ≥ 2.
If q ≡ 1(mod 9), then FqC9 '
⊕9
i=1 Fq.
If q ≡ 2(mod 9), then FqC9 ' Fq ⊕ Fq2 ⊕ Fq6. The unit group is Cq−1 ×
Cq2−1 × Cq6−1.
If q ≡ 3(mod 9), then U ' C43 × C29 × C2.
If q ≡ 4(mod 9), then FqC9 '
⊕3
i=1 Fq ⊕
⊕2
i=1 Fq3. The unit group is C3q−1
× C2q3−1.
If q ≡ 5(mod 9), then FqC9 ' Fq ⊕ Fq2 ⊕ Fq6. The unit group is Cq−1 ×
Cq2−1 × Cq6−1.
q 6≡ 6(mod 9).
If q ≡ 7(mod 9), then FqC9 '
⊕3
i=1 Fq ⊕
⊕2
i=1 Fq3. The unit group is C3q−1
× C2q3−1.
If q ≡ 8 then FqC9 ' Fq ⊕
⊕4
i=1 Fq2. The unit group is Cq−1 × C4q2−1.
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Proof. Let the elements of C9 be
element 1 x x2 x3 x4 x5 x6 x7 x8
order 1 9 9 3 9 9 3 9 9
If q ≡ 0(mod 9), then q = 3n with n ≥ 2. Maschke does not apply. However,
by Lemma 5.11 U ' C4n3 × C2n9 × C3n−1.
If q ≡ 1(mod 9), then FqC9 '
⊕9
i=1 Fq by Lemma 7.11.
If q ≡ 2(mod 9), then as by Example 7.5 and Corollary 7.9, FqC9 ' Fq ⊕ Fq2
⊕ Fq6 . The unit group is Cq−1 × Cq2−1 × Cq6−1.
If q ≡ 3(mod 9), then the only possiblility for the field is F3 as all larger
powers of 3 will be multiples of 9 and so will be = 0(mod 9). Maschke does
not apply. However, by Lemma 5.11 U ' C43 × C29 × C2.
If q ≡ 4(mod 9), then 43 = 1(mod 9) and there are 6/3 = 2 copies of Fq3 .
Also 4 ≡ 1(mod 3) and there are 2/1 = 2 copies of Fq plus another copy of
Fq for the identity element.
Thus FqC9 '
⊕3
i=1 Fq ⊕
⊕2
i=1 Fq3 . The unit group is C3q−1 × C2q3−1.
If q ≡ 5(mod 9), then 56 = 1(mod 9) and there is 6/6 = 1 copy of Fq6 .
Also 52 ≡ 1(mod 3) and there is 2/2 = 1 copy of Fq2 plus another copy of Fq
for the identity element.
Thus FqC9 ' Fq ⊕ Fq2 ⊕ Fq6 . The unit group is Cq−1 × Cq2−1 × Cq6−1.
Now q 6≡ 6(mod 9) as all powers of 3 will be either equivalent to 0(mod 9)
or 3(mod 9).
If q ≡ 7(mod 9), then 73 = 1(mod 9) and there are 6/3 = 2 copies of Fq3 .
Also 7 ≡ 1(mod 3) and there are 2/1 = 2 copies of Fq plus another copy of
Fq for the identity element.
Thus FqC9 '
⊕3
i=1 Fq ⊕
⊕2
i=1 Fq3 . The unit group is C3q−1 × C2q3−1.
If q ≡ 8 ≡ -1(mod 9), then (−1)2 ≡ 1 (mod 9) and there are 6/2 = 3 copies
of Fq2 .
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Also 8 ≡ 2 (mod 3) ≡ -1(mod 3) then (−1)2 ≡ 1 (mod 3) and there are 2/1 =
2 copies of Fq2 plus another copy of Fq for the identity element. Alternatively
we can use Lemma 7.12. Either way we have FqC9 ' Fq ⊕
⊕4
i=1 Fq2 . The
unit group is Cq−1 × C4q2−1.
Lemma 7.29. Let FG ' FqC23. Then:
If q ≡ 0(mod 3), then the unit group is C8n3 × C3n−1, where q = 3n with
n ≥ 1.
If q ≡ 1(mod 3), then FqC23 '
⊕9
i=1 Fq.
If q ≡ 2(mod 3), then the unit group is Cq−1 × C4q2−1.
Proof. If q ≡ 0(mod 3), then q = 3n with n ≥ 1. By Lemma 4.31 the unit
group is C8n3 × C3n−1.
If q ≡ 1(mod 3), then FqC23 '
⊕9
i=1 Fq by Lemma 7.11.
If q ≡ 2(mod 3), then by Lemma 7.12, FqC23 ' Fq ⊕
⊕4
i=1 Fq2 because there
is only one element of order dividing 2 in G, namely the identity. The unit
group is Cq−1 × C4q2−1.
Lemma 7.30. Let FG ' FqC10. Then:
q 6≡ 0(mod 10)
If q ≡ 1(mod 10), then FqC10 '
⊕10
i=1 Fq.
If q ≡ 2(mod 10), then the unit group is C5(4n−3)2 × C24n−3−1 × C24(4n−3)−1,
where q = 24n−3 for n ≥ 1.
If q ≡ 3(mod 10), then FqC10 '
⊕2
i=1 Fq ⊕
⊕2
i=1 Fq4 and the unit group is
C2q−1 × C2q4−1.
If q ≡ 4(mod 10), then U ' C5(4n−2)2 × C24n−2−1 × C222(4n−2)−1, where q =
24n−2 for n ≥ 1.
If q ≡ 5(mod 10), then the unit group is C2(4n)5 × C25n−1, where q = 5n.
If q ≡ 6(mod 10), then the unit group is C5(n)2 × C52n−1 ,where q = 24n for n
≥ 1.
If q ≡ 7(mod 10), then FqC10 '
⊕2
i=1 Fq ⊕
⊕2
i=1 Fq4 and the unit group is
C2q−1 × C2q4−1.
If q ≡ 8(mod 10), then U ' C5(4n−1)2 × C24n−1−1 × C24(4n−1)−1, where q =
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24n−1 for n ≥ 1.
If q ≡ 9(mod 10), then the unit group is C2q−1 × C4q2−1.
Proof. Let the elements of C10 be
element 1 x x2 x3 x4 x5 x6 x7 x8 x9
order 1 10 5 10 5 2 5 10 5 10
We can write C10 ' C2 × C5.
For fields of even order, the order of the field must be a power of 2.
Note that 21 ≡ 2(mod 10), 22 ≡ 4(mod 10), 23 ≡ 8(mod 10), 24 ≡ 6(mod
10), and then we go back full circle because 25 ≡ 2(mod 10).
As a result, 21 ≡ 25 ≡ 29 ≡ 24n−3 ≡ 2(mod 10) for n ≥ 1.
Similarly, 22 ≡ 26 ≡ 210 ≡ 24n−2 ≡ 4(mod 10) for n ≥ 1.
Similarly, 23 ≡ 27 ≡ 211 ≡ 24n−1 ≡ 8(mod 10) for n ≥ 1.
Finally, 24 ≡ 28 ≡ 212 ≡ 24n ≡ 6(mod 10) for n ≥ 1.
We use this in the following descriptions of the unit groups for different fields.
Now q 6≡ 0(mod 10) because q must be a power of a prime.
If q ≡ 1(mod 10), then FqC10 '
⊕10
i=1 Fq by Lemma 7.11.
If q ≡ 2(mod 10), then FqC10 ' (FqC5)C2 ' (Fq ⊕ Fq4)C2 ' FqC2 ⊕ Fq4C2.
Now q must be a power of 2, and from the above calculation we can write q
as 24n−3 for n ≥ 1.
By Lemma 4.31 the unit group is C
5(4n−3)
2 × C24n−3−1 × C24(4n−3)−1.
If q ≡ 3(mod 10), then by Perlis Walker,
For d = 10, 34 = 1(mod 10) and there is 4/4 = 1 copy of Fq4 .
For d = 5, 34 = 1(mod 5) and there is 4/4 = 1 copy of Fq4 .
For d = 2, 3 = 1(mod 2) and there is 1/1 = 1 copy of Fq.
For d = 1, we have a copy of Fq.
Thus FqC10 '
⊕2
i=1 Fq ⊕
⊕2
i=1 Fq4 and the unit group is C2q−1 × C2q4−1.
If q ≡ 4(mod 10), we use the same method as for q = 2(mod 10) except here
q can be written as 24n−2 for n ≥ 1. The unit group is C5(4n−2)2 × C24n−2−1
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22(4n−2)−1.
If q ≡ 5(mod 10), then FqC10 ' (FqC2)C5 ' (Fq ⊕ Fq)C5 ' FqC5 ⊕ FqC5.
Now q must be a power of 5.
By Lemma 4.31 the unit group is C
2(4n)
5 × C25n−1.
If q ≡ 6(mod 10), we use the same method as for q = 2(mod 10) except here
q can be written as 24n for n ≥ 1. U ' C5(n)2 × C52n−1 ,where q = 24n.
If q ≡ 7(mod 10), then by Perlis Walker,
For d = 10, 74 ≡ 1(mod 10) and there is 4/4 = 1 copy of Fq4 .
For d = 5, 7 ≡ 2(mod 5) and 24 = 1(mod 5). There is 4/4 = 1 copy of Fq4 .
For d = 2, 7 ≡ 1(mod 2) and there is 1/1 = 1 copy of Fq.
For d = 1, we have a copy of Fq.
Thus FqC10 '
⊕2
i=1 Fq ⊕
⊕2
i=1 Fq4 and the unit group is C2q−1 × C2q4−1.
If q ≡ 8(mod 10), we use the same method as for q = 2(mod 10) except here
q can be written as 24n−1 for n ≥ 1. The unit group is C5(4n−1)2 × C24n−1−1
× C24(4n−1)−1.
If q ≡ 9(mod 10), then FqC10 '
⊕2
i=1 Fq ⊕
⊕4
i=1 Fq2 by Lemma 7.12. The
unit group is C2q−1 × C4q2−1.
Note that for FG ' FqC11, the decompositions and the unit groups are
in the table which follows this section. The method used here is the same as
for other cyclic groups where the order is a prime. We use Perlis Walker and
find the order of q (mod 11).
Lemma 7.31. Let FG ' FqC12. Then:
q 6≡ 0(mod 12).
If q ≡ 1(mod 12) then FqC12 '
⊕12
i=1 Fq.
If q ≡ 2(mod 12), then the unit group of F2C12 is C32 × C34 × C3.
If q ≡ 3(mod 12), then FqC12 '
⊕2
i=1 F3nC3 ⊕ F32nC3. The unit group is
C8n3 × C23n−1 × C32n−1, where q = 3n for n odd.
If q ≡ 4(mod 12), then U(⊕3i=1 F2nC4) ' C3n2 × C3n4 × C32n−1, where q =
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2n for n even.
If q ≡ 5(mod 12), then FqC12 '
⊕4
i=1 Fq ⊕
⊕4
i=1 Fq2. The unit group is
C4q−1 × C4q2−1.
q 6≡ 6(mod 12).
If q ≡ 7(mod 12), then F2C12 '
⊕6
i=1 Fq ⊕
⊕3
i=1 Fq2. The unit group is
C6q−1 × C3q2−1.
If q ≡ 8(mod 12), then U(F2nC4 ⊕ F22nC4) ' Cn2 × Cn4 × C2n−1 × C2n2 × C2n4
× C22n−1 ' C3n2 × C3n4 × C2n−1 × C22n−1. Thus |U | = (29n)(2n−1)(22n−1),
where q = 2n for n odd and n ≥ 3.
If q ≡ 9(mod 12), then the unit group is C4(2n)3 × C23n−1 × C32n−1, where q
= 3n for n even.
q 6≡ 10(mod 12).
If q ≡ 11(mod 12), then FqC12 '
⊕2
i=1 Fq ⊕
⊕5
i=1 Fq2 and the unit group is
C2q−1 × C5q2−1.
Proof. Let the elements of C12 be
element 1 x x2 x3 x4 x5 x6 x7 x8 x9 x10 x11
order 1 12 6 4 3 12 2 12 3 4 6 12
If |F |(mod 12) is an even number, then the order of the field must be a power
of 2.
Note that 21 ≡ 2(mod 12), 22 ≡ 4(mod 12), 23 ≡ 8(mod 12) and then we go
back to 4 again because 24 ≡ 4(mod 12).
As a result, 22 ≡ 24 ≡ 26 ≡ 2n ≡ 4(mod 12) for n even.
Similarly, 23 ≡ 25 ≡ 27 ≡ 2n ≡ 8(mod 12) for n odd where n ≥ 3.
Note that this forces all of the powers of 2 (> 1) to be either ≡ 4(mod 12)
or ≡ 8(mod 12), and so in particular we cannot have q ≡ 6(mod 12) or q ≡
10(mod 12).
Similarly, if |F |(mod 12) is a multiple of 3, then the order of the field must
be a power of 3.
Note that 31 ≡ 3(mod 12), 32 ≡ 9(mod 12), 33 ≡ 3(mod 12) and 34 ≡ 9(mod
12). This forces all of the powers of 3 to be either ≡ 3(mod 12) or ≡ 9(mod
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12).
As a result, 31 ≡ 33 ≡ 35 ≡ 37 ≡ 3n ≡ 3(mod 12) for n odd.
And 32 ≡ 34 ≡ 36 ≡ 3n ≡ 9(mod 12) for n even.
We use this in the following descriptions of the unit groups.
Now q 6≡ 0(mod 12) because q cannot be a multiple of 12 as 12 is a composite
number and q must be the power of a prime.
If q ≡ 1(mod 12) then FqC12 '
⊕12
i=1 Fq by Lemma 7.11.
If q ≡ 2(mod 12), then there is only one possible field. That is F2.
F2C12 ' (F2C3)C4 ' (F2 ⊕ F22)C4 ' F2C4 ⊕ F22C4.
From our study of the group algebras of C4 earlier we know that the unit
groups of these two summands are C2 × C4 and C22 × C24 × C3 respectively.
Thus the unit group of F2C12 is the direct product of these two which is C32
× C34 × C3.
If q ≡ 3(mod 12), then FqC12 ' (FqC4)C3 ' (
⊕2
i=1 Fq⊕Fq2)C3 '
⊕2
i=1 FqC3
⊕ Fq2C3.
Now the order of the field q must be a power of 3 where that power is odd,
and so we can write q = 3n for n odd. So the decomposition is
⊕2
i=1 F3nC3
⊕ F32nC3. By Lemma 4.31 the unit group is C8n3 × C23n−1 × C32n−1.
If q ≡ 4(mod 12), then FqC12 ' (FqC3)C4 ' (
⊕3
i=1 Fq)C4 '
⊕3
i=1 FqC4.
Now the order of the field q must be a power of 2, and only every second
power of 2 is equal to 4(mod 12), so we can write q = 2n for n even.
Thus FqC12 '
⊕3
i=1 F2nC4. Now, because C4 is a 2-group, by Lemma 5.8,
U(
⊕3
i=1 F2nC4) ' C3n2 × C3n4 × C32n−1.
If q ≡ 5(mod 12), then Maschke’s Theorem applies, and we can use Perlis
Walker to find the Wedderburn decomposition. The divisors of 12 are 12, 6,
4, 3 , 2 and 1.
For d = 12, we have 52 ≡ 1(mod 12) and there are 4/2 = 2 copies of Fq2 .
For d = 6, we have 52 ≡ 1(mod 6) and there is 2/2 = 1 copy of Fq2 .
For d = 4, we have 5 ≡ 1(mod 4) and there is 2/1 = 2 copies of Fq.
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For d = 3, we have 52 ≡ 1(mod 3) and there is 2/2 = 1 copy of Fq2 .
For d = 2, we have 5 ≡ 1(mod 2) and there is 1/1 = 1 copy of Fq.
For d = 1, we have another copy of Fq.
Thus FqC12 '
⊕4
i=1 Fq ⊕
⊕4
i=1 Fq2 .
The unit group is C4q−1 × C4q2−1.
Now q 6≡ 6(mod 12), because q would have to be divisible by 3 and 2, and q
cannot be a composite number.
If q ≡ 7(mod 12), then we again use Perlis Walker to find the Wedderburn
decomposition.
For d = 12, we have 72 ≡ 1(mod 12) and there are 4/2 = 2 copies of Fq2 .
For d = 6, we have 7 ≡ 1(mod 6) and there are 2/1 = 2 copies of Fq.
For d = 4, we have 72 ≡ 1(mod 4) and there is 2/2 = 1 copy of Fq2 .
For d = 3, we have 7 ≡ 1(mod 3) and there are 2/1 = 2 copies of Fq.
For d = 2, we have 7 ≡ 1(mod 2) and there is 1/1 = 1 copy of Fq.
For d = 1, we have another copy of Fq.
Thus F2C12 '
⊕6
i=1 Fq ⊕
⊕3
i=1 Fq2 .
The unit group is C6q−1 × C3q2−1.
If q ≡ 8(mod 12), then FqC12 ' (FqC3)C4 ' (Fq ⊕ Fq2)C4 ' FqC4 ⊕ Fq2C4.
Now the order of the field q must be a power of 2, and every second power
of 2 is equal to 8(mod 12) starting with 23, so we can write q = 2n for n odd
and n ≥ 3.
Thus FqC12 ' F2nC4 ⊕ F22nC4. Now, because C4 is a 2-group, by Lemma
5.8, U(F2nC4 ⊕ F22nC4) ' Cn2 × Cn4 × C2n−1 × C2n2 × C2n4 × C22n−1 ' C3n2
× C3n4 × C2n−1 × C22n−1.
If q ≡ 9(mod 12), then FqC12 ' (FqC4)C3 ' (
⊕4
i=1 Fq)C3 '
⊕4
i=1 FqC3.
Now the order of the field q must be a power of 3 where that power is even,
and so we can write q = 3n for n even. By Lemma 4.31 the unit group is
C
4(2n)
3 × C23n−1 × C32n−1.
Now q 6≡ 10(mod 12), because the order of a field cannot be a composite
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number.
If q ≡ 11(mod 12), then q ≡ -1(mod 12), and we can use Lemma 7.12.
Because there are two elements of order dividing 2, then we have two copies
of Fq in the decomposition and all of the other summands will be Fq2 .
Thus FqC12 '
⊕2
i=1 Fq ⊕
⊕5
i=1 Fq2 and the unit group is C2q−1 × C5q2−1.
Lemma 7.32. Let FG ' Fq(C2 ×C6). Then:
q 6≡ 0(mod 6).
If q ≡ 1(mod 6), then Fq(C2 × C6) '
⊕12
i=1 Fq and the unit group is C12q−1.
If q ≡ 2(mod 6), then the unit group is C9(2n−1)2 × C22n−1−1 × C22(2n−1)−1,
where q = 22n−1.
If q ≡ 3(mod 6), then Fq(C2 ×C6) '
⊕4
i=1 F3nC3 and the unit group is C4n3
× C43n−1, where q = 3n.
If q ≡ 4(mod 6), then Fq(C2 × C6) '
⊕3
i=1 F22nC22 and the unit group is
C
9(2n)
2 × C322n−1, where q = 22n.
If q ≡ 5(mod 6), then F2C12 '
⊕4
i=1 Fq ⊕
⊕4
i=1 Fq2 and the unit group is
C4q−1 × C4q2−1.
Proof. Let the elements of C2 × C6 be
element 1 x x2 x3 x4 x5 y xy x2y x3y x4y x5y
order 1 6 3 2 3 6 2 6 3 2 3 6
If |F |(mod 6) is an even number, then the order of the field must be a power
of 2.
Note that 21 ≡ 2(mod 6), 22 ≡ 4(mod 6), and then we go back to 2 again
because 23 ≡ 2(mod 12).
As a result, 21 ≡ 23 ≡ 25 ≡ 22n−1 ≡ 2(mod 6) for n ∈ N.
Similarly, 22 ≡ 24 ≡ 26 ≡ 22n ≡ 4(mod 6) for n ∈ N.
Note that this forces all of the powers of 2 to be either ≡ 2(mod 6) or ≡
4(mod 6), and so in particular we cannot have q≡ 0(mod 6). We use this in
the following descriptions of the unit groups.
If q ≡ 1(mod 6), then Fq(C2 × C6) '
⊕12
i=1 Fq by Lemma 7.11 and the unit
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group is C12q−1.
If q ≡ 2(mod 6), then Fq(C2×C6) ' Fq(C3×C22) ' (FqC3)C22 ' (Fq⊕Fq2)C22
' FqC22 ⊕ Fq2C22 .
Now q must be a power of 2, and every second power of 2 will be equal to
2(mod 6) starting with 21, and so we can write q = 22n−1.
Thus our decomposition is F22n−1C22 ⊕ F22(2n−1)C22 .
By Lemma 4.31 the unit group is C
9(2n−1)
2 × C22n−1−1 × C22(2n−1)−1.
If q ≡ 3(mod 6), then Fq(C2×C6) ' Fq(C22×C3) ' (FqC22)C3 ' (
⊕4
i=1 Fq)C3.
Now q must be a power of 3, and so we write q = 3n.
Thus our decomposition is
⊕4
i=1 F3nC3 and by Lemma 4.31 the unit group
is C4n3 × C43n−1.
If q ≡ 4(mod 6), then Fq(C2×C6) ' Fq(C3×C22) ' (FqC3)C22 ' (
⊕3
i=1 Fq)C22
'⊕3i=1(FqC22).
We can write q = 22n and our decomposition is
⊕3
i=1 F22nC22 .
By Lemma 4.31 the unit group is C
9(2n)
2 × C322n−1.
If q ≡ 5(mod 6), then q ≡ -1(mod 6), and we use Lemma 7.12. There are 4
elements of order dividing 2, so we have 4 copies of Fq and all of the other
summands will be Fq2 .
Thus F2C12 '
⊕4
i=1 Fq ⊕
⊕4
i=1 Fq2 and the unit group is C4q−1 × C4q2−1.
For FG ' FqC13, the decomposition and unit groups for each field are
shown in the General Table of U(FG) at the end of this section.
Similarly for FG ' FqC14, the results are shown in the General Table of
U(FG) at the end of this section. Note that this group is similar to C10 in
that it is cyclic with only two divisors.
For FG ' FqC15, Note the following:
When q ≡ 3, 6, 9 or 12(mod 15), then q will be a power of 3 and the group
algebra decomposes as a sum of group algebras with C3 as the group. We
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then use Lemma 4.31 to find the unit group.
When q ≡ 5 or 10(mod 15), q will be a power of 5, and the group algebra
decomposes as a sum of group algebras with C5 as the group. We again use
Lemma 4.31 to find the unit group.
For all other values of q, we can use Perlis Walker to find the Wedderburn
decomposition and thus the unit group.
The results for C15 are shown in the General Table of U(FG) which follows.
In the table which follows, we show the general unit group of all of the group
algebras for abelian groups with order up to 15. The table also shows the
Wedderburn decomposition and the decomposition into group algebras where
appropriate.
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7.4 General Table of U(FG) (G abelian)
G |F| mod
exp(G)
|F| FG U(FG) |U(FG)|
C1 0 q Fq Cq−1 q − 1
C2 0 2
n Cn2 × C2n−1 2n(2n − 1)
C2 1 q
⊕2
i=1 Fq C2q−1 (q − 1)2
C3 0 3
n Cn3 × C3n−1 3n(3n − 1)
C3 1 q
⊕3
i=1 Fq C3q−1 (q − 1)3
C3 2 q Fq ⊕ Fq2 Cq−1 × Cq2−1 (q − 1)(q2 − 1)
C4 0 2
n Cn2 × Cn4 ×
C2n−1
(23n)(2n − 1)
C4 1 q
⊕4
i=1 Fq C4q−1 (q − 1)4
C4 2 2 C2 × C4 8
C4 3 q
⊕2
i=1 Fq ⊕ Fq2 C2q−1 × Cq2−1 (q − 1)(q2 − 1)
C22 0 2
n C3n2 × C2n−1 (23n)(2n − 1)
C22 1 q
⊕4
i=1 Fq C4q−1 (q − 1)4
C5 0 5
n Cn5 × C5n−1 5n(5n − 1)
C5 1 q
⊕5
i=1 Fq C5q−1 (q − 1)5
C5 2 q Fq ⊕ Fq4 Cq−1 × Cq4−1 (q − 1)(q4 − 1)
C5 3 q Fq ⊕ Fq4 Cq−1 × Cq4−1 (q − 1)(q4 − 1)
C5 4 q Fq ⊕
⊕2
i=1 Fq2 Cq−1 × C2q2−1 (q − 1)(q2 − 1)2
C6 1 q
⊕6
i=1 Fq C6q−1 (q − 1)6
Continued on next page
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G |F| mod
exp(G)
|F| FG U(FG) |U(FG)|
C6 2 2
n n odd F2nC2 ⊕ F22nC2 C3n2 × C22n−1 ×
C2n−1
(23n)(2n −
1)(22n − 1)
C6 3 3
n
⊕2
i=1 F3nC3 C2n3 × C23n−1 (32n)(3n − 1)2
C6 4 2
n n even
⊕3
i=1 F2kC2 C3n2 × C32n−1 (23n)(2n − 1)3
C6 5 q
⊕2
i=1 Fq ⊕⊕2
i=1 Fq2
C2q−1 × C2q2−1 (q − 1)2(q2 − 1)2
C7 0 7
n Cn7 × C7n−1 7n(7n − 1)
C7 1 q
⊕7
i=1 Fq C7q−1 (q − 1)7
C7 2 q Fq ⊕
⊕2
i=1 Fq3 Cq−1 × C2q3−1 (q − 1)(q3 − 1)2
C7 3 q Fq ⊕ Fq6 Cq−1 × Cq6−1 (q − 1)(q6 − 1)
C7 4 q Fq ⊕
⊕2
i=1 Fq3 Cq−1 × C2q3−1 (q − 1)(q3 − 1)2
C7 5 q Fq ⊕ Fq6 Cq−1 × Cq6−1 (q − 1)(q6 − 1)
C7 6 q Fq ⊕
⊕3
i=1 Fq2 Cq−1 × C3q2−1 (q − 1)(q2 − 1)3
C8 0 2
n n ≥ 3 C2n2 × Cn4 × Cn8
× C2n−1
(27n)(2n − 1)
C8 1 q
⊕8
i=1 Fq C8q−1 (q − 1)8
C8 2 2 C
2
2 × C4 × C8 128
C8 3 q
⊕2
i=1 Fq ⊕⊕3
i=1 Fq2
C2q−1 × C3q2−1 (q − 1)2(q2 − 1)3
C8 4 2
2 C42 × C24 × C28
× C3
(214)(3)
C8 5 q
⊕4
i=1 Fq ⊕⊕2
i=1 Fq2
C4q−1 × C2q2−1 (q − 1)4(q2 − 1)2
Continued on next page
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Table 4 – continued from previous page
G |F| mod
exp(G)
|F| FG U(FG) |U(FG)|
C8 7 q
⊕2
i=1 Fq ⊕⊕3
i=1 Fq2
C2q−1 × C3q2−1 (q − 1)2(q2 − 1)3
C2
×
C4
0 2n n ≥ 2 C5n2 × Cn4 ×
C2n−1
(27n)(2n − 1)
C2
×
C4
1 q
⊕8
i=1 Fq C8q−1 (q − 1)8
C2
×
C4
2 2 C52 × C4 128
C2
×
C4
3 q
⊕4
i=1 Fq ⊕⊕2
i=1 Fq2
C4q−1 × C2q2−1 (q − 1)4(q2 − 1)2
C32 0 2
n C7n2 × C2n−1 (27n)(2n − 1)
C32 1 q
⊕8
i=1 Fq C8q−1 (q − 1)8
C9 0 3
n n ≥ 2 C4n3 × C2n9 ×
C3n−1
(38n)(3n − 1)
C9 1 q
⊕9
i=1 Fq C9q−1 (q − 1)9
C9 2 q Fq ⊕ Fq2 ⊕ Fq6 Cq−1 × Cq2−1 ×
Cq6−1
(q − 1)(q2 −
1)(q6 − 1)
C9 3 3 C
4
3 × C29 × C2 (2)(38)
C9 4 q
⊕3
i=1 Fq ⊕⊕2
i=1 Fq3
C3q−1 × C2q3−1 (q − 1)3(q3 − 1)2
Continued on next page
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G |F| mod
exp(G)
|F| FG U(FG) |U(FG)|
C9 5 q Fq ⊕ Fq2 ⊕ Fq6 Cq−1 × Cq2−1 ×
Cq6−1
(q − 1)(q2 −
1)(q6 − 1)
C9 7 q
⊕3
i=1 Fq ⊕⊕2
i=1 Fq3
C3q−1 × C2q3−1 (q − 1)3(q3 − 1)2
C9 8 q Fq ⊕
⊕4
i=1 Fq2 Cq−1 × C4q2−1 (q − 1)(q2 − 1)4
C23 0 3
n C8n3 × C3n−1 (38n)(3n − 1)
C23 1 q
⊕9
i=1 Fq C9q−1 (q − 1)9
C23 2 q Fq ⊕
⊕4
i=1 Fq2 Cq−1 × C4q2−1 (q − 1)(q2 − 1)4
C10 1 q
⊕10
i=1 Fq C10q−1 (q − 1)10
C10 2 q = 2
4n−3
n ≥ 1
FqC2 ⊕ Fq4C2 C5(4n−3)2 ×
C24n−3−1 ×
C24(4n−3)−1
(25(4n−3))(24n−3−
1)(24(4n−3) − 1)
C10 3 q
⊕2
i=1 Fq ⊕⊕2
i=1 Fq4
C2q−1 × C2q4−1 (q − 1)2(q4 − 1)2
C10 4 q = 2
4n−2
n ≥ 1
FqC2 ⊕⊕2
i=1 Fq2C2
C
5(4n−2)
2 ×
C24n−2−1 ×
C2
22(4n−2)−1
(25(4n−2))(24n−2−
1)(22(4n−2) − 1)2
C10 5 q = 5
n n ≥
1
⊕2
i=1 FqC5 C
2(4n)
5 × C25n−1 (52(4n))(5n − 1)2
C10 6 q = 2
4n
n ≥ 1
⊕5
i=1 FqC2 C
5(n)
2 × C52n−1 (25(n))(2n − 1)5
C10 7 q
⊕2
i=1 Fq ⊕⊕2
i=1 Fq4
C2q−1 × C2q4−1 (q − 1)2(q4 − 1)2
Continued on next page
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G |F| mod
exp(G)
|F| FG U(FG) |U(FG)|
C10 8 q = 2
4n−1
n ≥ 1
FqC2 ⊕ Fq4C2 C5(4n−1)2 ×
C24n−1−1 ×
C24(4n−1)−1
(25(4n−1))(24n−1−
1)(24(4n−1) − 1)
C10 9 q
⊕2
i=1 Fq ⊕⊕4
i=1 Fq2
C2q−1 × C4q2−1 (q − 1)2(q2 − 1)4
C11 0 11
n Cn11 × C11n−1 11n(11n − 1)
C11 1 q
⊕11
i=1 Fq C11q−1 (q − 1)7
C11 2 q Fq ⊕ Fq10 Cq−1 × Cq10−1 (q − 1)(q10 − 1)
C11 3 q Fq ⊕
⊕2
i=1 Fq5 Cq−1 × C2q5−1 (q − 1)(q5 − 1)2
C11 4 q Fq ⊕
⊕2
i=1 Fq5 Cq−1 × C2q5−1 (q − 1)(q5 − 1)2
C11 5 q Fq ⊕
⊕2
i=1 Fq5 Cq−1 × C2q5−1 (q − 1)(q5 − 1)2
C11 6 q Fq ⊕ Fq10 Cq−1 × Cq10−1 (q − 1)(q10 − 1)
C11 7 q Fq ⊕ Fq10 Cq−1 × Cq10−1 (q − 1)(q10 − 1)
C11 8 q Fq ⊕ Fq10 Cq−1 × Cq10−1 (q − 1)(q10 − 1)
C11 9 q Fq ⊕
⊕2
i=1 Fq5 Cq−1 × C2q5−1 (q − 1)(q5 − 1)2
C11 10 q Fq ⊕
⊕5
i=1 Fq2 Cq−1 × C5q2−1 (q − 1)(q2 − 1)5
C12 1 q
⊕12
i=1 Fq C12q−1 (q − 1)12
C12 2 2 F2C4 ⊕ F22C4 C32 × C34 × C3 (29)(3)
C12 3 3
n n odd
⊕2
i=1 F3nC3 ⊕
F32nC3
C8n3 × C23n−1 ×
C32n−1
(38n)(3n −
1)2(32n − 1)
C12 4 2
n n even
⊕3
i=1 F2nC4 C3n2 × C3n4 ×
C32n−1
(29n)(2n − 1)3
C12 5 q
⊕4
i=1 Fq ⊕⊕4
i=1 Fq2
C4q−1 × C4q2−1 (q − 1)4(q2 − 1)4
Continued on next page
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Table 4 – continued from previous page
G |F| mod
exp(G)
|F| FG U(FG) |U(FG)|
C12 7 q
⊕6
i=1 Fq ⊕⊕3
i=1 Fq2
C6q−1 × C3q2−1 (q − 1)4(q2 − 1)4
C12 8 2
n n odd,
n ≥ 3
F2nC4 ⊕ F22nC4 C3n2 × C3n4 ×
C2n−1 × C22n−1
(29n)(2n −
1)(22n − 1)
C12 9 3
n n even
⊕4
i=1 F3nC3 C
4(2n)
3 × C23n−1
× C32n−1
(34(2n))(3n −
1)2(32n − 1)
C12 11 q
⊕2
i=1 Fq ⊕⊕5
i=1 Fq2
C2q−1 × C5q2−1 (q − 1)2(q2 − 1)5
C2
×
C6
1 q
⊕12
i=1 Fq C12q−1 (q − 1)12
C2
×
C6
2 q = 22n−1 F22n−1C22 ⊕
F22(2n−1)C22
C
9(2n−1)
2 ×
C22n−1−1 ×
C22(2n−1)−1
(29(2n−1))(22n−1−
1)(22(2n−1) − 1)
C2
×
C6
3 q = 3n
⊕4
i=1 F3nC3 C4n3 × C43n−1 (34n)(3n − 1)4
C2
×
C6
4 22n n ≥ 1 ⊕3i=1 F22nC22 C18n2 × C322n−1 (218n)(22n − 1)3
C2
×
C6
5 q
⊕4
i=1 Fq ⊕⊕4
i=1 Fq2
C4q−1 × C4q2−1 (q − 1)4(q2 − 1)4
C13 0 13
n Cn13 × C13n−1 (13n)(13n − 1)
C13 1 q
⊕13
i=1 Fq C13q−1 (q − 1)3
Continued on next page
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G |F| mod
exp(G)
|F| FG U(FG) |U(FG)|
C13 2 q Fq ⊕ Fq12 Cq−1 × Cq12−1 (q − 1)(q12 − 1)
C13 3 q Fq ⊕
⊕4
i=1 Fq3 Cq−1 × C4q3−1 (q − 1)(q3 − 1)4
C13 4 q Fq ⊕
⊕2
i=1 Fq6 Cq−1 × C2q6−1 (q − 1)(q6 − 1)2
C13 5 q Fq ⊕
⊕3
i=1 Fq4 Cq−1 × C3q4−1 (q − 1)(q4 − 1)3
C13 6 q Fq ⊕ Fq12 Cq−1 × Cq12−1 (q − 1)(q12 − 1)
C13 7 q Fq ⊕ Fq12 Cq−1 × Cq12−1 (q − 1)(q12 − 1)
C13 8 q Fq ⊕
⊕3
i=1 Fq4 Cq−1 × C3q4−1 (q − 1)(q4 − 1)3
C13 9 q Fq ⊕
⊕4
i=1 Fq3 Cq−1 × C4q3−1 (q − 1)(q3 − 1)4
C13 10 q Fq ⊕
⊕2
i=1 Fq6 Cq−1 × C2q6−1 (q − 1)(q6 − 1)2
C13 11 q Fq ⊕ Fq12 Cq−1 × Cq12−1 (q − 1)(q12 − 1)
C13 12 q Fq ⊕
⊕6
i=1 Fq2 Cq−1 × C6q2−1 (q − 1)(q2 − 1)6
C14 1 q
⊕14
i=1 Fq C14q−1 (q − 1)14
C14 2 q = 2
3n−2
n ≥ 1
FqC2 ⊕⊕2
i=1 Fq3C2
C
7(3n−2)
2 ×
C23n−2−1 ×
C2
23(3n−2)−1
(27(3n−2))(23n−2−
1)(23(3n−2) − 1)2
C14 3 q
⊕2
i=1 Fq ⊕⊕2
i=1 Fq6
C2q−1 × C2q6−1 (q − 1)2(q6 − 1)2
C14 4 q = 2
3n−1
n ≥ 1
FqC2 ⊕⊕2
i=1 Fq3C2
C
7(3n−1)
2 ×
C23n−1−1 ×
C2
23(3n−1)−1
(27(3n−1))(23n−1−
1)(23(3n−1) − 1)2
C14 5 q
⊕2
i=1 Fq ⊕⊕2
i=1 Fq6
C2q−1 × C2q6−1 (q − 1)2(q6 − 1)2
C14 7 q = 7
n ,
n ≥ 1
⊕2
i=1 FqC7 C
2(6n)
7 × C27n−1 (72(6n))(7n − 1)2
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exp(G)
|F| FG U(FG) |U(FG)|
C14 8 q = 2
3n
n ≥ 1
⊕7
i=1 FqC2 C
7(3n)
2 × C723n−1 (27(3n))(23n − 1)7
C14 9 q
⊕2
i=1 Fq ⊕⊕4
i=1 Fq3
C2q−1 × C4q3−1 (q − 1)2(q3 − 1)4
C14 11 q
⊕2
i=1 Fq ⊕⊕4
i=1 Fq3
C2q−1 × C4q3−1 (q − 1)2(q3 − 1)4
C14 13 q
⊕2
i=1 Fq ⊕⊕6
i=1 Fq2
C2q−1 × C6q2−1 (q − 1)2(q2 − 1)6
C15 1 q
⊕15
i=1 Fq C15q−1 (q − 1)12
C15 2 q Fq ⊕ Fq2 ⊕⊕3
i=1 Fq4
Cq−1 × Cq2−1 ×
C3q4−1
(q − 1)(q2 −
1)(q4 − 1)3
C15 3 q = 3
4n−3
n ≥ 1
FqC3 ⊕ Fq4C3 C10(4n−3)3 ×
C34n−3−1 ×
C34(4n−3)−1
(310(4n−3))(34n−3−
1)(34(4n−3) − 1)
C15 4 q Fq ⊕
⊕7
i=1 Fq2 Cq−1 × C7q2−1 (q − 1)(q2 − 1)7
C15 5 q = 5
2n−1
n ≥ 1
FqC5 ⊕ Fq2C5 C12(2n−1)5 ×
C5(2n−1)−1 ×
C52(2n−1)−1
(512(2n−1))(5(2n−1)−
1)(52(2n−1) − 1)
C15 6 q = 3
4n ,
n ≥ 1
⊕5
i=1 FqC3 C
10(4n)
3 × C534n−1 (310(4n))(34n−1)5
C15 7 q
⊕3
i=1 Fq ⊕⊕3
i=1 Fq4
C3q−1 × C3q4−1 (q − 1)3(q4 − 1)3
C15 8 q Fq ⊕ Fq2 ⊕⊕3
i=1 Fq4
Cq−1 × Cq2−1 ×
C3q4−1
(q − 1)(q2 −
1)(q4 − 1)3
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|F| FG U(FG) |U(FG)|
C15 9 q = 3
4n−2
n ≥ 1
FqC3 ⊕⊕2
i=1 Fq2C3
C
10(4n−2)
3 ×
C34n−2−1 ×
C2
32(4n−2)−1
(310(4n−2))(34n−2−
1)(32(4n−2) − 1)2
C15 10 q = 5
2n
n ≥ 1
⊕3
i=1 FqC5 C
12(2n)
5 ×
C3
5(2n)−1
(512(2n))(5(2n) −
1)3
C15 11 q
⊕5
i=1 Fq ⊕⊕5
i=1 Fq2
C5q−1 × C5q2−1 (q − 1)5(q2 − 1)5
C15 12 q = 3
4n−1
n ≥ 1
FqC3 ⊕ Fq4C3 C10(4n−1)3 ×
C34n−1−1 ×
C34(4n−1)−1
(310(4n−1))(34n−1−
1)(34(4n−1) − 1)
C15 13 q
⊕3
i=1 Fq ⊕⊕3
i=1 Fq4
C3q−1 × C3q4−1 (q − 1)3(q4 − 1)3
C15 14 q Fq ⊕
⊕7
i=1 Fq2 Cq−1 × C7q2−1 (q − 1)(q2 − 1)7
Table 4: General Table of U(FG)
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8 Conclusion
The first task in this masters project involved understanding the challenges
posed in finding good linear error correcting codes for digital communication.
The Introduction Chapter highlights the role that abstract algebra and in
particular group rings can play in this. Throughout this thesis, the aim
is to improve our understanding of the structure of group rings and thus
the underlying structure of code subspaces. In setting out to achieve this a
number of related areas have been researched.
The task of finding the automorphisms of groups seems like a very simple
problem, but is in fact quite complicated, and it continues to exercise math-
ematicians today. Journal papers by Curran and Bidwell [2], [3] and [11] as
well as Hillar and Rhea [17] give a good insight into how to approach the
same problem from different angles. Results in this area make up Chapters 2
and 3 and there are tables at the end of each Chapter showing the automor-
phism groups of small abelian and non-abelian groups. At the end of Chapter
3, the interesting question of terminating automorphism towers is explored,
and a table is provided showing the automorphism tower of selected groups.
The next stage of this masters project involved looking at group algebras,
decomposing them and finding unit groups. Again, the initial challenge was
getting immersed in the basics of the subject, exploring the structures of
group algebras, finding which elements decomposed in to which summands
and how these elements formed unit groups. Chapter 4 gives many examples
of this detailed exploration. It is at this stage that some very satisfying
results are obtained.
One of these results is Theorem 5.15. This Theorem gives a method for
finding the unit group of any group algebra FG where F has characteristic
p and G is an abelian p − group. This Theorem has its origins in the basic
technique used to find the unit group of F22(C2 × C4) in Example 5.7. The
method used involves counting the elements of order pn in the normalised
unit group. Throughout Chapter 5 this counting technique is generalised to
larger and more complex abelian p − groups and as a result the notation
176
becomes more complicated. In order to find a method that can be easily
applied to all abelian p− groups it was necessary to find a concise notation.
This was achieved, writing the orders of the factor groups in terms of the
kernels of homomorphisms and so the result is Theorem 5.15.
Another satisfying result is the adaptation of the Perlis Walker Theorem
in Chapter 7, looking at exponent(G) instead of |G|, and looking at |F |
modulo exp(G) rather than |F |. These are presented as corollaries to the
Perlis Walker Theorem. By using these corollaries it is possible to complete
a general table (using the results of Theorem 5.15 as well in places) which
gives the structure of the unit group for all commutative group algebras.
This table is completed for all commutative group algebras FG where |G| <
16 and where the order of F is any prime power. This table can be extended
easily as the methods used can be applied to all commutative group algebras.
The corollaries, the general table and the work involved in building the table
make up Chapter 7.
Now not only has this extension of the Perlis Walker Theorem been useful
for completing the table, but it has also showed a number of counterexamples
to the Isomorphism Problem (where FG ' FH but G 6' H), and indeed has
revealed two whole classes of counterexamples. This is yet another satisfying
result and is worthy of further exploration.
A surprising result not mentioned in the thesis (because it was already
developed more thoroughly by Broche and del Rio [6]) is as follows:
Let FG be a group algebra where G is cyclic of order n and where n and
char(F ) are co-prime. For example, the group algebra F2C11. Multiply the
order of F by itself repeatedly, calculating the result(mod 11) until we get
back to the start. The result is a cycle of length 10 which is (2, 4, 8, 5, 10, 9,
7, 3, 6, 1) (if we keep going we get 2 again). Identifying the elements of C11
with Z11, we can see that the other element of Z11 is (0) which gives a cycle of
length 1 when we multiply it by 2. The lengths of these cycles corresponds
to the decomposition of F2C11 which is F2 ⊕ F210 . This technique can be
applied to other group algebras FG of this type. For example F2C7. The
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first cycle is (2, 4, 1). Then we take another element of Z7 such as 3 and
begin a new cycle. We get (3, 6, 5) and are done. Then (0) gives the last
cycle. Again this corresponds to the decomposition of F2C7 which is F2 ⊕⊕2
i=1 F23 (i.e. two 3-cycles and one 1-cycle).
Although independently discovered, this method is well known, and in-
volves cyclotomic classes of G. Broche and Del Rio’s paper explains it in
detail, and using character theory the technique can be applied to non-cyclic
groups and finds not only the Wedderburn decomposition but also the prim-
itive central orthogonal idempotents associated with each summand.
In Chapter 6, this technique is applied and the primitive idempotents
for some group algebras are found. This section of the thesis has useful
implications for coding theory as it unravels the structure of these group
algebras in more detail and suggests an alternative method for constructing
codes. For instance, in Example 6.21 we get the Wedderburn decomposition
of F2C7, and find that 1 + x3 + x5 + x6 is an idempotent associated with
a summand isomorphic to F23 . The idempotent Gˆ is associated with the
summand isomorphic to F2. Computation shows that the direct sum of
these two summands gives a sub-module of order 16, which is isomorphic
as a vector space to the Hamming (7,4,3) code described in Example 1.12.
Note that the element 1 + x3 + x5 + x6 can be written as a vector in F 72 as
[1, 0, 0, 1, 0, 1, 1], while Gˆ can be written as [1, 1, 1, 1, 1, 1, 1]. The technique
for finding the primitive central idempotents is fully explained in Chapter
6, and a table at the end of the Chapter gives the decomposition and unit
group of selected group algebras.
In conclusion, the main achievements of this thesis are in Theorem 5.15
and two of the corollaries to the Perlis Walker Theorem, namely Corollary
7.7 and Corollary 7.9. These results allow for a deeper understanding of the
structure of group algebras and in turn their applications for coding theory.
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