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ENLARGING THE HAMILTONIAN GROUP
DUSA MCDUFF
Abstract. This paper investigates ways to enlarge the Hamiltonian subgroup Ham
of the symplectomorphism group Symp of a symplectic manifold (M,ω) to a group
that both intersects every connected component of Symp and characterizes symplec-
tic bundles with fiber M and closed connection form. As a consequence, it is shown
that bundles with closed connection form are stable under appropriate small pertur-
bations of the symplectic form. Further, the manifold (M,ω) has the property that
every symplectic M -bundle has a closed connection form if and only if the flux group
vanishes and the flux homomorphism extends to a crossed homomorphism defined
on the whole group Symp. The latter condition is equivalent to saying that a con-
nected component of the commutator subgroup [Symp,Symp] intersects the identity
component of Symp only if it also intersects Ham. It is not yet clear when this con-
dition is satisfied. We show that if the symplectic form vanishes on 2-tori the flux
homomorphism extends to the subgroup of Symp acting trivially on π1(M). We also
give an explicit formula for the Kotschick–Morita extension of Flux in the monotone
case. The results in this paper belong to the realm of soft symplectic topology, but
raise some questions that may need hard methods to answer.
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1. Introduction
1.1. Statement of the problem. This paper studies what might be called the gross
algebro-topological structure of the symplectomorphism group Symp(M,ω) of a closed
connected symplectic manifold (M,ω). It is very well known that the identity com-
ponent Symp0(M,ω) of this group supports a continuous homomorphism called Flux
that takes values in the quotient H1(M ;R)/Γ of the first de Rham cohomology group
with the flux group Γ. (Precise definitions are given in §1.3 below. By recent work
of Ono [16] the group Γ, which is the image of π1(Symp) under the flux, is a discrete
subgroup of H1(M ;R).)
The kernel of Flux is the Hamiltonian group Ham(M,ω), whose elements are the
time-1 maps of time-dependent Hamiltonian flows. Since Ham(M,ω) is perfect (see
Banyaga [1]), it supports no nontrivial homomorphisms. Hence the only proper normal
subgroups of Symp0 lie between Ham and Symp. One of the motivations for this paper
is to understand the extent to which this structure in the identity component of Symp
extends to the full group. What interesting normal (or approximately so) subgroups
does Symp contain? We shall tacitly assume that H1(M ;R) 6= 0, since otherwise the
whole discussion becomes trivial.
One can look at this question either algebraically or topologically. From an algebraic
point of view the most important feature here is the flux homomorphism. Kotschick
and Morita pointed out in [8] that although Flux does not in general extend to a
homomorphism defined on Symp, it does extend to a crossed homomorphism at least
when (M,ω) is monotone, for example a Riemann surface of genus > 1. Therefore one
interesting question is:
does Flux always extend to a crossed homomorphism from Symp to
H1(M ;R)/Γ?
So far, this is unresolved. However, Proposition 1.13 gives equivalent geometric condi-
tions for such an extension to exist.
Kotschick and Morita’s proof that Flux does extend in the monotone case is indirect.
We explain it at the beginning of §4.2. Theorem 4.6 below gives an explicit construction
for the extension, which is based on looking at lifts of the action of the elements of
Symp to an appropriate line bundle over the universal cover of M . Much of our work
was motivated by the search for similar explicit formulas. For example we show in
§2 that the composite of Flux : Symp0 → H1(M ;R)/Γ with a suitable projection
H1(M ;R)/Γ→ H1(M ;R)/Pω) always extends.
From a topological/geometric point of view, it turns out that these questions are
very closely connected to properties of locally trivial symplectic M -bundles (M,ω) →
P → B. A basic problem here is:
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to understand when the fiberwise symplectic class a := [ω] extends to a
class a˜ ∈ H∗(P ;R).
For example, if B is simply connected, a˜ exists if and only if the structural group of
the bundle reduces to Ham. One reason to be interested in such extensions is that the
class a˜ may be used to define characteristic classes that carry interesting information:
see Ke¸dra–McDuff [6] and Kotschick–Morita [9]. Another is that by work of Lalonde,
McDuff and Polterovich [11, 10] bundles with structural group Ham have interesting
cohomological properties. For instance, for many bases B the rational cohomology of
P splits as the tensor product of the cohomology of B with that of M .
One would like to know to what extent such results remain true for more general
symplectic bundles. More precisely, for which subgroups H of Symp could one hope to
extend the above results to bundles with structural group H? Thus another motivating
problem is:
to define a subgroup H of Symp with the property that the structural
group of P → B reduces to H exactly when a extends to a˜.
Such a group H can be thought of as an enlargement of Ham — whence the title of
this paper. We shall see that suitable groups H always exist; in §2 we construct such H
as kernels of extensions of homomorphisms related to the flux. Proposition 1.15 shows
that the stability properties of the Hamiltonian group that were proved in [11] extend
to H.
The next question is to understand the obstruction to the reduction of the structural
group to H; equivalently, when does the classifying map B → B Symp of the bundle
P → B lift to BH? If the Flux group Γ vanishes, then, as was pointed out in Ke¸dra–
Kotschick–Morita [5], Kotschick and Morita’s argument may be used to show that this
obstruction vanishes if and only if the Flux homomorphism extends. Theorem 1.10
gives the general result, which holds even when Γ 6= 0.
In the rest of this introduction we discuss each of the main questions above in more
detail. In §1.4 we explain some examples and also (in Remark 1.20) some of the special
features that arise when [ω] is an integral class.
Note. This paper was first submitted before I saw Ke¸dra–Kotschick–Morita [5], al-
though most of their paper was completed earlier than mine. In this revision I have
added a few remarks to clarify the relation of their work to mine. I have also reworked
some arguments using insights from Gal–Ke¸dra [3].
Acknowledgements. The author thanks Swiatoslav Gal, Jarek Ke¸dra, Jack Milnor,
Leonid Polterovich and Zhigang Han for useful discussions. She also thanks Gal and
Ke¸dra for showing her early drafts of their paper [3] and making various helpful com-
ments about earlier versions of this paper. In particular, they helped streamline the
proof of Lemma 3.4 and correct some details in Proposition 3.3. Finally she wishes to
thank the referees for helping to improve the presentation of the results discussed here.
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1.2. Extending the fiberwise symplectic form. Let (M,ω) be a closed connected
symplectic manifold, and consider a locally trivial symplectic M -bundle
(M,ω)→ P → B
over a connected base B. We want to understand when the fiberwise symplectic class
a := [ω] extends to a class a˜ ∈ H∗(P ;R). By Thurston’s construction, this is equivalent
to saying that the family of fiberwise symplectic forms ωb, b ∈ B, has a closed extension
Ω to P . (Here we assume without loss of generality that P → B is smooth.) For short,
we will often call the family ωb simply the fiberwise symplectic form.
This topic was first studied by Gotay, Lashof, Sniatycki and Weinstein in [4] where
they showed that each extension Ω of the fiberwise symplectic form gives rise to an
Ehresmann connection on the bundle P → B whose horizontal spaces are the Ω-
orthogonals to the fibers. This connection has symplectic holonomy iff the restriction
of Ω over the preimages of arcs in the base is closed, and it has Hamiltonian holonomy
round all contractible loops iff Ω is closed. Therefore we shall call closed extensions of
the fiberwise form closed connection forms.
IfH1(M ;R) = 0 then the Guillemin–Lerman–Sternberg (GLS) construction provides
a closed connection form on every symplectic bundle. In the general case, we are
looking for a group homomorphism H → Symp(M,ω) such that an M -bundle P → B
over a connected finite simplicial complex has a closed connection form iff its classifying
map φ : B → B Symp lifts to BH. For short we shall say that such a homomorphism
H → Symp(M,ω) (or simply the groupH) has the extension property. In particular,
the group Symp itself has the extension property iff every symplectic M -bundle has a
closed connection form.
The GLS construction also implies that a symplectic bundle P → B over a simply
connected base B has a closed connection form if and only if its structural group can
be reduced to the Hamiltonian group Ham(M,ω). These fibrations are classified by
maps φ : B → B Symp0 (where Symp0 denotes the identity component of the group
Symp), and in this restricted case we may take H → Symp0(M,ω) to be the inclusion
Ham →֒ Symp0. Hence the desired group H should be understood as a generalization
of the Hamiltonian group.
There are several natural candidates for H. Perhaps the most elegant approach is
due to Seidel [19], who considers a second topology on the symplectomorphism group
called the Hamiltonian topology with basis consisting of the sets gU , for g ∈ Symp
and U open in Ham. We write SympHtop for the symplectomorphism group in this
topology, reserving Symp to denote the same group but with its usual C∞-topology.
The inclusion
SympHtop → Symp
is obviously continuous, but is not a homeomorphism when H1(M ;R) 6= 0. In par-
ticular, the identity component of SympHtop is the Hamiltonian group, not Symp0.
The following result is implicit in [19], and holds by an easy application of the GLS
construction: see §3.
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Proposition 1.1. The inclusion SympHtop → Symp has the extension property, i.e.
a symplectic M -bundle has a closed connection form iff its classifying map lifts to
B SympHtop .
The group SympHtop is natural but very large. For example its intersection with
Symp0 has uncountably many components when H
1(M ;R) 6= 0. We define in §1.3
below a closed subgroup
Hams
of SympHtop that still has the extension property, but has the homotopy type of a
countable CW complex.1 Another advantage of this group is that it has an algebraic
(rather than topological) relation to Symp, which makes it easier to understand the
homotopy fiber of the induced map BHams → B Symp.
The group Hams is a union of connected components of SympHtop . It intersects
every component of Symp, and when H1(M ;R) 6= 0 intersects Symp0 in a countably
infinite number of components. Hence in general this subgroup is not closed in Symp.
However, as we point out in Remark 1.9, if Γ 6= 0 no closed subgroup of Symp can have
the extension property.
One reason for this is that Ham (which is closed in Symp by Ono [16]) does not
quite classify the set of Symp0-bundles for which a extends. To explain this, it is useful
to introduce the following definitions. We suppose as before that M → P → B is
a smooth bundle with base equal to a finite dimensional (possibly open) connected
manifold with finite homotopy type and fiber a closed symplectic manifold. Recall also
that a symplectic bundle has classifying map φ : B → B Symp0 iff it is symplectically
trivial over the 1-skeleton B1 of the base.
Definition 1.2. We shall say that a (possibly disconnected) subgroup H0 of Symp0 has
the restricted extension property if the following condition holds: a Symp0-bundle
M → P → B has a closed connection form iff its classifying map B → B Symp0 lifts to
BH0. Similarly a subgroup H of Symp has the modified extension property if the
following condition holds: a Symp-bundle M → P → B has a closed connection form
iff the pullback of its classifying map B → B Symp over some finite cover ρ : B˜ → B
lifts to BH.
Thus to say that H0 has themodified restricted extension property means that
a Symp0-bundle M → P → B has a closed connection form iff there is a homotopy
commutative diagram
B˜ → BH0
ρ ↓ ↓
B
φ→ B Symp0,
where ρ : B˜ → B is some finite covering map and φ : B → B Symp0 classifies P → B.
One aim of this paper is to understand subgroups H of Symp that have the (possibly
modified) extension property. Since every M -bundle P → S1 has a closed connection
1A proof that Symp and Ham have the homotopy type of a countable CW complex is sketched in
McDuff–Salamon [15, 9.5.6].
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form, any such group H must intersect almost every component of Symp. The following
proposition is proved in §3.2. We write Im(π0(H)) for the image of π0(H) in π0(Symp).
Proposition 1.3. Let H be a subgroup of Symp with identity component equal to
Ham. Then H has the modified extension property iff every finitely generated subgroup
of π0(Symp) has finite image in the coset space π0(Symp)/ Im(π0(H)).
Lalonde–McDuff [10] and early reprints of McDuff–Salamon [Thm 6.36][14] claim
that the Hamiltonian group Ham(M,ω) has the restricted extension property. But
this is false: there are Symp0-bundles P → B that have a closed connection form but
yet only acquire a Hamiltonian structure when pulled back over some finite covering
B˜ → B. (See later reprints of [14] and the erratum to [10].) The next proposition is
proved in §3.2.
Proposition 1.4. The Hamiltonian group Ham(M,ω) has the modified restricted ex-
tension property. It has the restricted extension property iff Γ = 0.
The previous results prompt the following question.
Question 1.5. When does Symp have a subgroup H with the modified extension prop-
erty and such that H ∩ Symp0 = Ham?
As is shown by Proposition 1.8 below, this is very closely related to questions about
extending the Flux homomorphism.
The next problem is to understand the obstruction to the existence of a closed
connection form. The following lemma is proved in Ke¸dra–McDuff [6].
Lemma 1.6. A symplectic M -bundle π : P → B has a closed connection form iff the
restriction of π over the 2-skeleton of B has such a form.
This is mildly surprising: in order for the fiberwise symplectic class [ω] to extend to
H2(P ) it must lie in the kernel of the Leray–Serre differential d3 as well as in ker d2,
and in principle d3 depends on the 3-skeleton of B. However, Lemma 1.6 is a very
general result that is valid in the cohomologically symplectic case, i.e. for pairs (M,a)
where M is a closed oriented 2n-manifold and a ∈ H2(M) has an > 0. To prove it,
observe that if a survives to E0,23 then d3(a
n+1) = (n+ 1)d3(a)⊗ an must vanish since
an+1 = 0. But because tensoring with an gives an isomorphism E3,03 → E3,2n3 and the
cohomology groups have coefficients R, this is possible only if d3a = 0.
Although the obstruction lies in such low dimensions, it is still not fully understood.
It divides into two parts, one that depends on the “symplectic mapping class group”
π0(Symp) and the other on the flux subgroup Γ. This is shown by the next proposition
that formulates necessary and sufficient conditions for the obstruction to vanish.
Proposition 1.7. The following conditions are equivalent:
(i) Every symplectic M -bundle P → B has a closed connection form.
(ii) Γ = 0 and every connected component of the commutator subgroup [Symp,Symp]
that intersects Symp0 also intersects Ham.
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The second condition in (ii) is not yet well understood. We show below that it
is equivalent to the existence of a suitable extension of the flux homomorphism; see
Proposition 1.13 and Remark 1.14. However, we can prove that Flux extends only under
very restrictive circumstances, for example if [ω] vanishes on 2-tori and π0(Symp) acts
on π1(M) by inner automorphisms; see Proposition 1.18.
1.3. Extending the flux homomorphism. The flux is initially defined as a homo-
morphism from the universal cover S˜ymp0 of the identity component of the symplec-
tomorphism group to the group H1(M ;R). For each element {gt} ∈ S˜ymp0 the value
of the class F˜lux({gt}) ∈ H1(M ;R) on the 1-cycle γ in M is given by integrating ω
over the 2-chain (s, t) 7→ gt(γ(s)). If we define the Flux group Γ to be the image of
π1(Symp) ⊂ S˜ymp0 under F˜lux, then F˜lux descends to a homomorphism
Flux : Symp0(M,ω)→ H1(M ;R)/Γ
that we shall call the flux homomorphism. Its kernel is the Hamiltonian group Ham.
The problem of extending the Flux homomorphism to the whole group Symp arose
(with rather different motivation) in the work of Kotschick–Morita [8] in the case when
M is a Riemann surface of genus g > 1 or, more generally a monotone manifold, i.e. a
manifold in which the symplectic class [ω] is a multiple of the first Chern class. They
showed that in this case Flux extends to a crossed homomorphism
FKM : Symp(M,ω)→ H1(M ;R),
that is, a map F := FKM that instead of being a homomorphism, satisfies the identity
(1.1) F (gh) = F (h) + h∗F (g),
where h∗ denotes the action of h on H1(M ;R) via pullback.2
In general, one should look for an extension of Flux with values in H1(M ;R)/Γ.
So far, it is unknown whether an extension must always exist: see Proposition 1.13.
However, the following result shows that this question is very closely related to our
earlier considerations.
Proposition 1.8. (i) If
F˜ : Symp(M,ω)→ H1(M ;R)/Γ
is a continuous crossed homomorphism that extends Flux, its kernel H intersects every
component of Symp and has the modified extension property. Moreover H has the
extension property iff Γ = 0.
(ii) Conversely, let H be a subgroup of Symp that intersects Symp0 in Ham and denote
by SympH the union of the components of Symp that intersect H. Then there is a
crossed homomorphism F˜ : SympH → H1(M ;R)/Γ that extends Flux.
2This is the natural identity to use for a crossed homomorphism G → A when the group G acts
contravariantly on the coefficients A. Note also that when Symp acts nontrivially on H1(M ;R) it is
not possible to extend Flux to a group homomorphism: see Remark 2.7.
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Proof. Given F˜ , let H := HF˜ be the kernel of F˜ . Then H ∩ Symp0 = Ham. Further
given any g ∈ Symp choose h ∈ Symp0 such that Fluxh = −F˜ (g) ∈ H1(M ;R)/Γ. Then
g is isotopic to the element gh ∈ H. Hence H has the modifed extension property by
Proposition 1.3. If Γ = 0 then the inclusion BH → B Symp is a homotopy equivalence
and every bundle has both a closed connection form and an H-structure. If Γ 6= 0 one
can construct bundles that have a closed connection form but no H-structure as in the
proof of Proposition 1.4.
To prove (ii) we define F˜ on SympH as follows: given g ∈ SympH denote by σg any
element in H that is isotopic to g and set F˜ (g) := Flux(σ−1g g). This is independent of
the choice of σg. Further (σgσh)
−1σgh ∈ H ∩ Symp0 = Ham . Hence
F˜ (gh) = Flux
(
(σgh)
−1gh
)
= Flux
(
σ−1h (σ
−1
g g)σh
)
Flux
(
σ−1h h) = h
∗F˜ (g) + F˜ (h).
Thus F˜ satisfies (1.1) and so is a crossed homomorphism. 
Remark 1.9. If Flux extends to F˜ but Γ 6= 0 then by part (i) of the above proposition
the kernel of F˜ does not have the extension property. On the other hand, the kernel
HQ of the composite map
F˜ : Symp → H1(M ;R)/Γ → H1(M ;R)/(Γ ⊗Q)
does have the extension property by Corollary 3.6. It follows from the proof of Propo-
sition 1.4 that this is the smallest group with this property. Note that it has countably
many components in Symp0.
Although Flux may not always have an extension with values in H1(M ;R)/Γ, its
composite with projection onto a suitable quotient group H1(M ;R)/Λ always can be
extended. Below we shall define a continuous crossed homomorphism
(1.2) F̂s : Symp(M,ω)→ H1(M ;R)/H1(M ;Pω) =: A,
where Pω := PQω is the rational period group of ω (i.e. the values taken by [ω] on the
rational 2-cycles). The map F̂s depends on the choice of a splitting s of a certain exact
sequence. (See the definitions in §2. The “topology” on A is explained in Remark 2.6.)
However its restriction to the identity component Symp0 is independent of this choice
and equals the composite
Symp0
Flux→ H1(M ;R)/Γ→ H1(M ;R)/H1(M ;Pω).
Recall that if a group G acts continuously on an R-module A (for suitable ground
ring R) then the continuous group cohomology3
H1cEM(G;A)
3The group cohomology of a discrete group Gδ is defined algebraically using a cochain complex that
in older literature is called the Eilenberg–MacLane complex. This cohomology is isomorphic to the
singular cohomology of the classifying space BGδ. IfG is a topological group, then one can also consider
the cohomology groups defined by restricting to continuous cochains. Since the resulting cohomology
groups are completely different from the singular cohomology of BG, we will for the sake of clarity
denote the group cohomology by H∗EM, adding a c wherever appropriate to emphasize continuity.
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(defined using continuous Eilenberg–MacLane cochains) is the quotient of the module
of all continuous crossed homomorphisms G → A by the submodule consisting of the
coboundaries h 7→ h · α− α,α ∈ A. Therefore, F̂s defines an element
[F̂s] ∈ H1cEM(Symp;A).
Although there is no canonical choice for F̂s it turns out that the cohomology class
[F̂ ] := [F̂s] is independent of the choice of s.
We now define
Hams(M,ω) := ker F̂s.
These groups depend on the representative F̂s chosen for the class [F̂s], but they are all
conjugate via elements of Symp0. Moreover their intersection with the subgroup SympH
of Symp that acts trivially on H1(M ;R) is independent of s. (See Lemma 2.5.) This
holds because any crossed homomorphism F̂ : Symp→ A restricts to a homomorphism
on SympH that depends only on the class represented by F̂ in H
1
cEM(Symp;A).
Because Hams is the kernel of a continuous crossed homomorphism it follows from
standard theory that one can use this homomorphism to define a class
OM ∈ H2(B Symp;HQ)
that measures the obstruction to lifting a map φ : B → B Symp to BHams. Here one
should think of HQ := H
1(M ;Pω) as π1(A) where A := H1(M ;R)/H1(M ;Pω).
The next result explains the role of this class OM . The statement in (i) below arose
from some remarks in Gal–Ke¸dra [3].
Theorem 1.10. (i) The obstruction class OM ∈ H2(B Symp;HQ) equals the image
dω2 ([ω]) of [ω] ∈ H2(M ;Pω) under the differential dω2 in the Leray–Serre spectral se-
quence for the cohomology of the universal M -bundle over B Symp with coefficients Pω.
(ii) There is a crossed homomorphism F˜ : Symp → H1(M ;R)/Γ that extends Flux if
and only if OM lies in the image of H2(B Symp; Γ) in H2(B Symp;HQ).
Corollary 1.11. Hams has the extension property.
Proof. By Lemma 1.6 there is a closed extension of ω iff d2([ω]) = 0, where d2 denotes
the differential in the spectral sequence for real cohomology. But because Pω is divisible,
this vanishes iff dω2 ([ω]) = 0. 
Corollary 1.12. The following conditions are equivalent:
(i) Every symplectic M -bundle has a closed connection form.
(ii) Γ = 0 and there is a crossed homomorphism F˜ : Symp → H1(M ;R) extending
Flux.
For example, when (M,ω) is monotone, the first Chern class of the vertical tangent
bundle of P → B provides an extension of [ω]. Therefore the obstruction class OM must
vanish. This is consistent with the corollary since the Kotschick–Morita homomorphism
FKM extends Flux.
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The next result clarifies the conditions under which Flux can be extended. In
Kotschick–Morita [8, §6.3], the obstruction to the existence of an extension of Flux
is described as a certain class δ([F ]) ∈ H2EM
(
π0(Symp);H
1(M ;R)/Γ
)
. Thus the next
proposition can be interpreted as giving geometric explanations of what it means for
this class to vanish.
Proposition 1.13. The following conditions are equivalent.
(i) Flux extends to a crossed homomorphism F˜ : Symp(M,ω)→ H1(M ;R)/Γ.
(ii) For every closed Riemann surface Σ every representation of π1(Σ) in π0(Symp)
lifts to a representation into the group Symp /Ham.
(iii) For every product of commutators [u1, u2] . . . [u2p−1, u2p], ui ∈ Symp, that lies in
Symp0, there are elements g1, . . . , g2p ∈ Symp0 such that
[u1g1, u2g2] . . . [u2p−1g2p−1, u2pg2p] ∈ Ham .
(iv) For every symplectic M -bundle P → Σ there is a bundle Q → S2 such that the
fiberwise connect sum P#Q→ Σ#S2 = Σ has a closed connection form.
Remark 1.14. If we restrict to the subgroup SympH of Symp that acts trivially on
H1(M ;R) then (iii) is equivalent to saying that
(1.3) [SympH ,SympH ] ∩ Symp0 = Ham .
We show in Corollary 4.11 that equation (1.3) holds when [ω] vanishes on tori and lies in
the subring ofH∗(M) generated byH1. However, it is so far unknown whether it always
holds. If not, then F˜ cannot always exist. On the other hand, there are indications that
(1.3) might always hold. It seems that a large part of π0(Symp) can be generated by
Dehn twists about Lagrangian spheres: cf. Seidel [19, 1.7]. In dimensions > 2 these are
well defined up to Hamiltonian isotopy and act trivially on H1(M), and so one might
be able to take H ∩ SympH to be the group generated by Dehn twists. In any case, it
does not seem that the methods used in this paper are sufficiently deep to resolve this
question.
1.4. Further results and remarks. After discussing stability, we describe a few
cases where it is possible to extend the Flux homomorphism. We end by discussing the
integral case, and the question of uniqueness.
Stability under perturbations of ω. It was shown in Lalonde–McDuff [10] that
Hamiltonian bundles are stable under small perturbations of ω. One cannot expect
general symplectic bundles to be stable under arbitrary small perturbations of ω since
π1(B) may act nontrivially on H
2(M ;R). Given a symplectic bundle (M,ω)→ P → B
let us denote by V2(P ) the subspace of H2(M ;Q) generated by the elements g∗(C) −
C, where C ∈ H2(M ;Z) and g is any symplectomorphism of M that occurs as the
holonomy of a symplectic connection on P → B around some loop in B. (Since g∗(C)
depends only on the smooth isotopy class of g, it does not matter which connection
we use.) The subspace H2(M ;R)inv(P ), consisting of classes a ∈ H2(M ;R) that are
fixed by all such g, is the annihilator of V2(P ). The most one can expect is that the
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existence of a symplectic structure on P → B is stable under perturbations of [ω] in
this subspace. For example, if ω is generic in the sense that it gives an injective map
H2(M ;Z)/Tor→ R then V2(P ) is torsion and H2(M ;R)inv(P ) = H2(M ;R).
Proposition 1.15. Let (M,ω) → P → B be a symplectic M -bundle over a finite
simplicial complex B. Then there is a neighborhood N (ω) of ω in the space of all closed
2-forms on M that represent a class in H2(M ;R)inv(P ) such that for all ω′ ∈ N (ω):
(i) P → B has the structure of an ω′-symplectic bundle, and
(ii) if there is a closed extension of ω, then the same is true for ω′.
Part (i) of this proposition follows by the arguments in [10, Cor. 2.5]. Part (ii) was
also proved in [10] in the case when B is classified by a map into B Symp0(M,ω). The
proof of the general case is given at the end of §3. The next corollary is an immediate
consequence of (ii).
Corollary 1.16. If P → B has a Hams-structure then the image of the restriction map
H2(P ;R) → H2(M ;R) is the subspace H2(M ;R)inv(P ) of H2(M ;R) that is invariant
under the action of π1(B).
This result implies that the differentials d2,02 and d
2,0
3 in the Leray–Serre spectral
sequence for the real cohomology of P → B vanish, and so is a partial generalization
of the vanishing results in [10].
Remark 1.17. Proposition 1.15 is proved using the Moser homotopy argument and so
works only over compact pieces of Symp. This is enough to give stability for bundles
over bases B of finite homotopy type but is not enough to allow one to make any
statements about properties that involve the full group Symp. Hence even if Flux
extends to F˜ : Symp → H1(M ;R)/Γ for the manifold (M,ω), it is not clear that it
also extends for sufficiently close forms ω′ whose cohomology class is invariant under
Symp(M,ω). For one thing, however close ω′ is, there may be new components of
Symp(M,ω′) containing elements that are far from those in Symp(M,ω).
Manifolds with Γ = 0. One expects that for most manifolds Γ = 0. Whether OM
then vanishes is still not clear. We now discuss some special cases in which Γ = 0 and
Flux extends to a crossed homomorphism defined either on the whole group Symp or
on some large subgroup.
The first case is when (M,ω) is (strongly) monotone, i.e. the symplectic class [ω] is
a multiple of the first Chern class. In this case OM = 0 since one can always choose
a closed connection form in the class of a multiple of the vertical first Chern class.
Kotschick–Morita [8] observed that Flux always extends. We shall give an explicit
formula for F˜ in Theorem 4.6. As noted in Remark 4.7 (ii), the argument in fact
applies whenever [ω] is integral and Symp has the integral extension property, i.e.
there is a complex line bundle over the universal M -bundle MSymp → B Symp whose
first Chern class restricts to [ω] on the fiber.
Another somewhat tractable case is when (M,ω) is atoroidal, i.e.
∫
T2
ψ∗ω = 0 for
all smooth maps ψ : T2 → M . Note that Γ = 0 for such manifolds, because for each
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loop {ft} in Symp0 the value of the class Flux({ft}) on the 1-cycle γ is obtained by
integrating ω over the torus ∪tft(γ). In the next proposition, we denote by Sympπ
the subgroup of Symp consisting of elements that are isotopic to a symplectomorphism
that fixes the basepoint x0 ofM and induces the identity map π1(M,x0)→ π1(M,x0).4
Proposition 1.18. If (M,ω) is atoroidal then Γ = 0 and Flux extends to a homomor-
phism F˜ : Sympπ → H1(M ;R).
We shall see in §4.3 that in the above situation F˜ can be extended to a crossed
homomorphism defined on the whole of Symp but at the cost of enlarging the target
group.
Proposition 1.18 gives a partial answer to Ke¸dra–Kotschick–Morita’s question [5] of
whether the usual flux homomorphism Symp0 → H1(M ;R) extends to the full group
Symp when [ω] is a bounded class. This condition means that [ω] may be represented
by a singular cocycle that is uniformly bounded on the set of all singular 2-simplices.5
If [ω] is bounded, then (M,ω) is atoroidal since an arbitrary multiple of a toric class
C can be represented by the sum of just two singular 2-simplices. Another interesting
atoroidal case is that of symplectically hyperbolic manifolds. There are various possible
definitions here. We shall use Polterovich’s definition from [17] in which (M,ω) is called
symplectically hyperbolic if the pullback ω˜ of ω to the universal cover M˜ of M has
bounded primitive, i.e. ω˜ = dβ for some 1-form β that is bounded with respect to any
metric on M˜ that is pulled back from M . For example, (M,ω) might be a product of
Riemann surfaces of genus > 1 with a product symplectic form. Because in the covering
R2 → T2 the boundary of a square of side N encloses N2 fundamental domains, it is
easy to check that any 2-form on T2 whose pullback to R2 has bounded primitive must
have zero integral over T2. Hence we find:
Lemma 1.19. Proposition 1.18 applies both when [ω] is bounded and when (M,ω) is
symplectically hyperbolic.
§4.3 contains a few other similar results that are valid in special cases, for example
when ω vanishes on π2(M).
We end the introduction with some general remarks.
Remark 1.20. (The integral case.) There is an analogous group HamsZ which
is the kernel of a crossed homomorphism F̂Zs with values in H
1(M ;R/PZω ) where PZω
denotes the set of values of [ω] on the integral 2-cycles H2(M ;Z). In many respects
the properties of this group are similar to those of Hams. However, there are some
interesting differences. If Tor denotes the torsion subgroup of H1(M ;Z), then the
analog of the group A occurring in equation (1.2) is
AZ := H1(M ;R/PZω ) ∼= Hom(Tor,R/PZω ) ⊕ H1(M ;R)/H1(M ;PZω ).
4One can check that g ∈ Sympπ iff for any path γ in M from x0 to g(x0) the induced maps
γ∗, g∗ : π1(M,x0) → π1(M, gx0) differ by an inner automorphism. Thus, loosely speaking, Sympπ
consists of all symplectomorphisms that act trivially on π1(M).
5The (smooth) cocycle represented by integrating ω can never be bounded because bounded cocycles
vanish on cylinders as well as tori.
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Hence Theorem 1.10 (i) does not immediately generalize; the proof of Lemma 3.4 shows
that the obstruction to the existence of a HamsZ-structure is twofold, the first coming
from the finite group π0(AZ) (see Lemma 4.1) and the second an obstruction cocycle
similar to OM coming from π1(AZ) (see Lemma 3.5). Nevertheless, since every Hams-
bundle over a compact base B has a finite cover with a HamsZ-structure, the latter
group has the modified extension property.
The group HamsZ is most interesting in the case when PZω = Z, i.e. when [ω] is a
primitive integral class. In this situation one might expect BHamsZ to classify bundles
P → M that have a closed and integral connection form. Even in the case when
π0(Symp) acts trivially on H1(M ;Z), this is not quite true. Gal–Ke¸dra [3] point out
that there is a further torsion obstruction in H3(B;Z) which measures whether the
symplectic class [ω] has an integral rather than rational extension: cf. Proposition 3.3
below and Example 4.2.
If π0(Symp) acts nontrivially on Tor ⊂ H1(M ;Z), then the groups HamsZ are not
all conjugate. We show in Lemma 4.4 that up to homotopy the choice of splitting
s is equivalent to the choice of an integral lift τ of [ω], i.e. of a prequantum line
bundle Lτ . Moreover s itself is determined by a unitary connection α on L, and the
group HamsZ consists of all symplectomorphisms φ that preserve the monodromy of
α, i.e. for all closed loops γ in M the α-monodromy mα(γ) round γ equals that round
φ(γ). Thus, HamsZ is the same as the group Dℓ considered by Kostant in [7]. (It is
also homotopy equivalent to the covering group of Symp considered in Gal–Ke¸dra [3];
see Proposition 4.5 below.) Hence one can think of the monodromy mα of α as a
“Hamiltonian structure” on M , i.e. this function on the space LM of closed loops
in M is the structure on M that is preserved by the elements of HamsZ. 6 Thus an
M -bundle P → B with structure group HamsZ has such monodromy functions on each
fiber, but (just as in the case of the fiberwise symplectic form) these do not need to
be induced by a global monodromy function coming from a line bundle over P . Such
global structures are called integral configurations in Gal–Ke¸dra [3], where the problem
of classifying them is discussed.
Remark 1.21. (Issues of uniqueness) (i) Because we are interested in the algebraic
and geometric properties of the symplectomorphism group we restricted ourselves above
to the case when H is a subgroup of Symp. However, from a homotopy theoretic point
of view it would be more natural to look for a group K that classifies pairs consisting
of a symplectic M -bundle π : P → B together with an extension a˜ ∈ H2(P ;R) of
the fiberwise symplectic class [ω]. Here we should either normalize a˜ by requiring
π!(a˜
n+1) = 0 (where π! denotes integration over the fiber) or consider a˜ to be well
defined modulo elements in π∗H2(B). Then the homotopy class of BK would be well
defined and there would be a forgetful map ψ : BK → B Symp which is well defined
6The function mα : LM → R/Z is characterized by the following two properties: (i) mα(β ∗ γ) =
mα(β) +mα(γ), where β ∗ γ is the concatenation of two loops with the same base point; and (ii) if γ
is the boundary of a 2-chain W then mα(γ) = ω(W ) mod Z. Hence it contains the same information
as the splitting sZ. For general [ω], one can think of a Hamiltonian structure as the marking defined
by the splitting s; cf. the discussion in the appendix of [10].
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up to homotopy (assuming that we are working in the category of spaces with the
homotopy type of a CW complex). In general, ψ would not be a homotopy equivalence
since the extension class a˜ ∈ H2(P ;R) could vary by an element in H1(B;H1(M ;R)).
Further, in this scenario, K need not be a subgroup of Symp. (Cf. the discussion in
Lalonde–McDuff [10] of the classification of Hamiltonian structures.)
(ii) If we insist that K be a subgroup of Symp then there are several possible notions of
equivalence, the most natural of which is perhaps given by conjugation by an element in
Symp0. With this definition equivalent groups would be isomorphic. We show in §2 that
the groups Hams are equivalent in this sense, though when H1(M ;Z) has torsion the
integer versions HamsZ may not be. It is also not clear whether any two groups H1,H2
that intersect each component of Symp and satisfy H1 ∩ Symp0 = H2 ∩ Symp0 = Ham
must be isomorphic as abstract groups, although any such group must be isomorphic to
an extension of π0(Symp) by Ham. Moreover, there is no immediate reason why they
should be conjugate. For example, suppose that the group π0(Symp) is isomorphic
to Z, generated by the component Sympα of Symp. Then because Ham is a normal
subgroup of Symp the subgroup Hg of Symp, generated by Ham together with any
element g ∈ Sympα, intersects Symp0 in Ham and therefore has the required properties.
Any two such groups Hgi , i = 1, 2, are isomorphic, though they are conjugate only if
there is h ∈ Symp such that g1hg−12 h−1 ∈ Ham. On the other hand, because g1 and g2
can be joined by an isotopy, there is a smooth family of injective group homomorphisms
ιt : Hg1 → Symp, t ∈ [1, 2], that starts with the inclusion and ends with an isomorphism
onto Hg2 . Thus the homotopy properties of the inclusions Hgi → Symp are the same.
(iii) Instead of looking for subgroups of Symp with the extension property one could
look for covering groups H → Symp with this property. Notice that if Λ is a discrete
subgroup of an abelian topological group A and if the continuous crossed homomor-
phism F : G → A/Λ extends the composite F0 : G0 → A → A/Λ, where f : G0 → A
is a homomorphism defined on the identity component of G0, then the fiber product
G˜ :=
{
(g, a) ∈ G×A |F (g) = a+ Λ}
of G and A over A/Λ is a covering group of G that contains a copy of G0, namely
the graph of f . Moreover, the obvious projection G˜ → A lifts F0. This approach
is particularly relevant in the integral case mentioned in Remark 1.20 above, as well
as the cohomologically symplectic case, where the analog of the Hamiltonian group is
already a covering group of Diff0. For further discussion see §4.4 and Gal–Ke¸dra [3].
2. Definition and Properties of F̂s
Define PZω (resp. Pω := PQω ) to be the set of values taken by [ω] on the elements
of H2(M ;Z) (resp. H2(M ;Q)). To define F̂s we follow a suggestion of Polterovich
(explained in Lalonde–McDuff [10]). Define the homology group
SH1(M,ω;Z)
to be the quotient of the space of integral 1-cycles in M by the image under the
boundary map ∂ of the integral 2-chains with zero symplectic area. Then there is a
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projection πZ : SH1(M,ω;Z)→ H1(M ;Z) and we set
SH1(M,ω) := SH1(M,ω;Z)⊗Q.
We shall consider SH1(M,ω) and PQω as Q-vector spaces. Given a loop (or integral
1-cycle) ℓ in M we denote its image in H1(M ;Z) or H1(M ;Q) by [ℓ] and its image in
SH1(M,ω;Z) or SH1(M,ω) by 〈ℓ〉. We usually work over the rationals and shall omit
the label Q unless there is a possibility of confusion.
Lemma 2.1. There are split exact sequences
(2.1) 0→ R/PZω → SH1(M,ω;Z) πZ→ H1(M ;Z)→ 0,
and
(2.2) 0→ R/PQω → SH1(M,ω) π→ H1(M ;Q)→ 0.
Proof. Choose a continuous family of integral 2-chains ft : D → M for t ∈ R with∫
D f
∗
t ω = t. If γt := ft|∂D denotes the boundary of ft, then the elements
〈γt〉, t ∈ R,
generate the kernel of the projection πZ : SH1(M,ω;Z) → H1(M,Z). Moreover they
represent different classes in SH1(M,ω;Z) if and only if t−t′ /∈ PZω . Hence the sequence
0→ R/PZω → SH1(M,ω;Z) πZ→ H1(M ;Z)→ 0,
is exact. To see that it splits, we just need to check that each element λ = [ℓ] of finite
order N in H1(M ;Z) is the image of some element of order N in SH1(M ;Z). But if
W is an integral 2-chain such that ∂W = Nℓ and if µ :=
∫
W ω then
N
(〈ℓ〉 − 〈γµ/N 〉) = 0 and π(〈ℓ〉 − 〈γµ/N 〉) = [ℓ].
In fact every element of order N in the coset π−1Z ([ℓ]) has the form 〈ℓ〉 − 〈γν〉 where
Nν ∈ µ+ PZω . The proof for (2.2) is similar. 
We explain in §4.1 a natural way to understand splittings of πZ in the case when
PZω = Z: cf. Definition 4.3. Note also that in the previous lemma there is no need for
ω to be nondegenerate; it suffices for it to be closed. However if it were an arbitrary
closed form it would not have many isometries, and so the next lemmas would have
little interest.
Lemma 2.2. The group Symp(M,ω) acts on SH1(M,ω;Z) and SH1(M,ω). The
induced action of Symp0 on the set of splittings of π is transitive. When H1(M ;Z) has
no torsion Symp also acts transitively on the splittings of πZ.
Proof. Again, we shall work with the sequence over Z. The group Symp(M,ω) acts on
these spaces because it preserves ω. To prove the transitivity statement, note first that
any splitting s of πZ has the form sλi = 〈ℓi〉 where ℓ1, . . . , ℓk are loops (i.e. integral
1-cycles) in M that project to the basis λ1, . . . , λk of H1(M ;Z). Suppose given two
such splittings s, s′ corresponding to different sets L,L′ of representing 1-cycles for the
λi. Suppose also that dimM > 2. Since Hamiltonian isotopies have zero flux, we
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may move the loops in L and L′ by such isotopies, without affecting their images in
SH1(M,ω;Z) and so that no two intersect. Now choose T1, . . . , Tk ∈ R+ such that
〈ℓ′i〉 = 〈ℓi〉+ 〈γTi〉, 1 ≤ i ≤ k,
where the γt are as in Lemma 2.1. For each i there is a symplectic isotopy hi,t such
that for all t ∈ [0, Ti],
hi,t|ℓj = id, j < i, hi,t|hj,Tj ℓj = id, j > i,
∫
Wi
ω = Ti,
where Wi := ∪0≤t≤Tihi,t(ℓi). (Take the hi,t to be generated by closed 1-forms αi that
vanish near the appropriate loops and are such that
∫
ℓi
αi 6= 0. Here we are using the
fact that [ℓi] is not a torsion class.) Then h := h1,T1 ◦ · · · ◦ hk,Tk takes s to s′.
To extend this argument to the case dimM = 2, it is convenient to describe the
splitting by its effect on a standard basis λi of H1(M ;Z). Thus we may assume that
ℓi and ℓj are disjoint unless (i, j) = (2k − 1, 2k) in which case they intersect in a
single point. If s0 is the splitting defined by these loops, it suffices to show that for
any numbers Ti there are representatives ℓ
′
i for the [ℓi] such that for each i there is a
cylinder of area Ti with boundary ℓ
′
i− ℓi. One achieves this by first isotoping the ℓi for
i odd (fixing the other loops), and then adjusting the ℓi for even i. 
Choose a splitting s for πZ. If h ∈ Symp and λ ∈ H1(M ;Z), then the element
h∗(sλ)− s(h∗λ) lies in the kernel of πZ : SH1(M,ω)→ H1(M ;Z) and one can define a
map
F̂Zs : Symp(M)→ AZ := Hom
(
H1(M ;Z),R/PZω
)
by setting
(2.3) F̂Zs (h)(λ) := h∗(sλ)− s(h∗λ) ∈ R/PZω , λ ∈ H1(M ;Z).
Explicitly, if we denote by λ the image s(λ) of λ ∈ H1(M), then
(2.4) F̂s(h)(λ) = a
(
hλ− hλ),
where a(〈ℓ′〉 − 〈ℓ〉) is the symplectic area of any cycle with boundary ℓ′ − ℓ. Similarly,
for each splitting s of (2.2) we define
F̂s : Symp(M)→ A := Hom
(
H1(M),R/PQω
)
= H1(M ;R)/H1(M ;PQω )
by
F̂s(h)(λ) := h∗(sλ)− s(h∗λ) ∈ R/PQω , λ ∈ H1(M ;Q).
Proposition 2.3. (i) F̂Zs is a crossed homomorphism that equals the composite
Symp0
Flux→ H1(M ;R)/Γ→ AZ := Hom(H1(M ;Z),R/PZω )
on Symp0. Moreover the class
[F̂Z] := [F̂Zs ] ∈ H1cEM
(
Symp,AZ)
is independent of the choice of s.
(ii) The analogous statements hold for F̂s.
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Proof. F̂Zs is a crossed homomorphism because for all g, h ∈ Symp
F̂Zs (gh)(λ) = a
(
ghλ− ghλ)
= a
(
ghλ− ghλ)+ a(ghλ− ghλ)
= a
(
hλ− hλ)+ a(ghλ − ghλ)
= F̂Zs (h)(λ) + F̂
Z
s (g)(hλ)
= F̂Zs (h)(λ) + h
∗F̂Zs (g)(λ).
The rest of the first statement in (i) is immediate from the definition.
To prove the second statement in (i) observe that two choices of splitting s, s′ differ
by the element α ∈ AZ := Hom(H1(M ;Z),R/PZω ) given by
α(λ) := s′(λ)− s(λ) ∈ R/PZω , λ ∈ H1(M ;Z).
It follows easily that
(2.5) F̂Zs′ (h)− F̂Zs (h) = α− h∗α,
and so is a coboundary.
The proof of (ii) is similar. 
Definition 2.4. Given a splitting s : H1(M ;Q) → SH1(M,ω) we define the en-
larged Hamiltonian group Hams(M,ω) to be the kernel of F̂s. Similarly, we define
HamsZ(M,ω) to be the kernel of the integral crossed homomorphism F̂Zs .
Lemma 2.5. Let s, s′ be two splittings and define SympH to be the subgroup of Symp
that acts trivially on rational homology.
(i) SympH ∩Hams = SympH ∩ Hams
′
.
(ii) The map π0(Ham
s)→ π0(Symp) is surjective.
(iii) The subgroups Hams and Hams
′
are conjugate in Symp by an element in Symp0.
(iv) When topologized as a subspace of Symp, the path component of Hams containing
the identity element is Ham(M,ω).
Proof. (i) is an immediate consequence of the identity (2.5). (iii) follows from the
fact that Symp0 acts transitively on the set of splittings and the description of Ham
s
as the subgroup of Symp whose action on SH1(M,ω) preserves the image of s. To
prove (ii), we must show that any element h ∈ Symp is homotopic to an element in
Hams. This holds because the splittings s′ = h∗(s) and s are conjugate by an element
in Symp0. To prove (iv) consider a continuous path ht ∈ Symp that starts at the
identity and is such that F̂s(ht)(λ) = 0 ∈ R/Pω for all t. By Proposition 2.3, the
path t 7→ F̂s(ht)(λ) ∈ R/Pω has the continuous lift t 7→ Flux(ht)(λ) ∈ R. Since Pω is
totally disconnected this lift must be identically zero; in other words the path ht is a
Hamiltonian isotopy. 
Part (iv) of Lemma 2.5 holds for the group HamsZ, and (i) holds if one replaces
SympH by the group that acts trivially on H1(M ;Z). However, one must take care
with the other two statements. For further details see §4.1.
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Remark 2.6. (Topologies on Hams and R/Pω.) The intersection Hams ∩ Symp0
is disconnected. In fact it is everywhere dense in Symp0. Hence the subspace topology
τs on Ham
s is rather counterintuitive and it is better to give Hams a finer topology in
which its path components are closed. Therefore, although we give the group Symp the
usual C∞-topology (which is the subspace topology it inherits from the diffeomorphism
group), we give Hams the topology τc that it inherits from the Hamiltonian topology
on Symp. Then the identity map (Hams, τc)→ (Hams, τs) is continuous and is a weak
homotopy equivalence. Thus this change in topology does not affect the homotopy or
(co)homology of the space.
Correspondingly we shall always think of Pω as a discrete group. Further we think
of quotients such as R/Pω (or A) as quasitopological spaces7 i.e. we specify which
maps f : X → R/Pω are continuous, where X is a finite simplicial complex. This
gives enough structure for R/Pω to have well defined homotopy groups and hence a
well defined weak homotopy type. In the present situation we say that f is continuous
iff X has a triangulation X ′ such that the restriction of f to each simplex in X ′ has a
continuous lift to R. Hence
π1(R/Pω) ∼= Pω, πj(R/Pω) = 0, j > 1.
Thus R/Pω is (weakly homotopic to) the Eilenberg–MacLane space K(Pω, 1). In some
situations (such as Lemma 3.4 below) it is useful to replace the quasitopological space
R/Pω by its homotopy quotient R/Pω := R×PωEPω. Here EPω denotes a contractible
space on which the group Pω acts freely and the notation / is taken from Segal [18].
Since there is a homotopy fibration Pω → EPω → R/Pω, R/Pω is a K(Pω, 1). Hence
the map R/Pω → R/Pω induced by collapsing EPω to a point is a weak homotopy
equivalence. ✷
Remark 2.7. If g ∈ Symp and h ∈ Symp0 then it is easy to check that Flux(g−1hg) =
g∗(Fluxh). Hence, if SympH denotes the subgroup of Symp acting trivially onH
1(M ;R)
then
[Symp0,SympH ] = Ham .
On the other hand [Symp0,Symp] = Ham only if Symp = SympH . Hence when
Symp 6= SympH the flux homomorphism does not extend to a homomorphism Symp→
H1(M)/Γ.
There is another relevant subgroup, namely SympHZ , consisting of elements that act
trivially on H1(M ;Z). Note that [SympHZ ,SympHZ ]∩Symp0 lies in HamsZ because F̂Zs
restricts to a homomorphism on SympHZ and so vanishes on the commutator subgroup
[SympHZ ,SympHZ ]. But this is the best we can say; in particular, it is not clear whether
[SympH ,SympH ] ∩ Symp0 must always equal Ham.
Lemma 2.8. The following statements are equivalent.
(i) [SympH ,SympH ] ∩ Symp0 = Ham;
7This meaning of the word “quasitopological” seems to be obsolete, though it is very convenient.
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(ii) For every product of commutators y := [u1, u2] . . . [u2p−1, u2p], ui ∈ SympH , that
lies in Symp0, there are elements g1, . . . , g2p ∈ Symp0 such that
f := [u1g1, u2g2] . . . [u2p−1g2p−1, u2pg2p] ∈ Ham .
(iii) The flux homomorphism Flux : Symp0 → H1(M ;R)/Γ extends to a continuous
homomorphism F : SympH → H1(M ;R)/Γ.
Proof. Clearly (iii) implies (i), which in turn implies (ii). To see that (ii) implies (i),
note the identity
[ug, vh] = guhuv(g−1)uv(h−1)uvu
−1
[u, v],
where ga := aga−1. It follows that fy−1 may be written as a product of terms of the
form g′2i−1g
′
2i(g
′′
2i−1)
−1(g′′2i)
−1 where g′j and g
′′
j are conjugate to gj by products of the ui.
Since the ui lie in SympH , Flux(g
′
j) = Flux(g
′′
j ) = Flux gj . Hence Flux y = Flux f = 0,
and y ∈ Ham.
It remains to show that (i) implies (iii). As in the proof of Proposition 1.8 given in
§1, it suffices to find a section
σ : π0(SympH)→ SympH , α 7→ σα ∈ Sympα,
such that
(2.6) σαβσ
−1
β σ
−1
α ∈ Ham, α, β ∈ π0(Symp).
We first define σ on the commutator subgroup [π0(SympH), π0(SympH)]. When α
lies in this group then the component Sympα contains elements that are products of
commutators. We define σα to be such an element. Then σα is well defined mod-
ulo an element in Ham because [SympH ,SympH ] ∩ Symp0 = Ham by assumption.
Hence (2.6) holds for these α. Now we extend by hand, defining a lift on the abelian
group π0(SympH)/[π0(SympH), π0(SympH)]. This is easy to do on the free part, and
on the torsion part one uses the divisibility of H1(M ;R)/Γ. Note that F is necessarily
continuous since it is continuous on Symp0. 
3. Bundles with structural group Hams
This section contains the proofs of the main results about the group Hams and the
obstruction class. In §3.1 we give a simple proof that SympHtop has the extension
property (Proposition 1.1). Because Hams is geometrically defined, a similar argument
shows that Hams has the extension property when restricted to bundles P → B where
π1(B) acts trivially on H1(M ;Q). However, in the case when [ω] is integral, the analo-
gous statement for HamsZ holds only under additional hypotheses: see Proposition 3.3.
We start §3.2 by defining the obstruction cocycle OM and proving Theorem 1.10. (As
noted by Tsemo [20], this is a special case of a more general theory that can be nicely
expressed in the language of gerbes.) We then prove Propositions 1.13, 1.3 and 1.4.
The section ends with a proof of the stability result Proposition 1.15.
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3.1. Groups with the extension property. We begin by proving Proposition 1.1
which states that the group SympHtop has the extension property.
Proof of Proposition 1.1. Suppose first that a smooth M -bundle P → B has a
closed connection form Ω. Because the holonomy of the corresponding connection is
Hamiltonian round all contractible loops, it defines a continuous map from the space
of based loops in B to the group SympHtop . This deloops to a lift B → B SympHtop
of the classifying map for P → B. Therefore the classifying map of any bundle with a
closed connection form does lift to B SympHtop .
Conversely, consider the universal M -bundle
MSympHtop → B SympHtop .
It suffices to show that the fiberwise symplectic class a = [ω] extends to a class a˜ ∈
H2(MSympHtop ;R). If not, there is a map of a finite CW complex X → B SympHtop
such that the fiberwise symplectic class in the pullback bundleM → PX → X does not
extend to PX . By embedding X in Euclidean space and replacing it by a small open
neighborhood, we may assume that X is a smooth (open) manifold. Hence we may
suppose that M → PX → X is smooth. Since the structural group is SympHtop this
bundle has a symplectic connection with holonomy in SympHtop . The holonomy round
contractible loops lies in the identity component of SympHtop and hence is Hamiltonian.
Therefore the Guillemin–Lerman–Sternberg construction provides a closed connection
form τ on PX that defines this connection: see [14, Thm 6.21]. Since [τ ] ∈ H2(PX)
extends [ω], this contradicts our initial assumption. ✷
Corollary 3.1. Let H be any subgroup of Symp whose identity component is contained
in Ham. Consider the universal M -bundle
M →MH → BH.
Then the fiberwise symplectic class a := [ω] extends to a˜ ∈ H2(MH;R).
Proof. The hypothesis on H implies that the inclusion H → Symp factors continuously
through SympHtop . Therefore the class a˜ ∈ H2(MSympHtop ;R) constructed above pulls
back to H2(MH). 
Lemma 3.2. If PZω = Z then the universal M -bundle over BHamsZ carries an ex-
tension of [ω] that takes integral values on all cycles lying over the 1-skeleton of the
base.
Proof. The universal M -bundle over BHamsZ carries a connection with holonomy in
HamsZ. Since this has Hamiltonian holonomy round closed loops, the GLS construction
shows that it is given by a closed connection form Ω. We claim that [Ω] takes integral
values on all cycles in π−1(B1), where B1 is the 1-skeleton of BHam
sZ.
Since [ω] is assumed integral, we need only check that [Ω] takes integral values on
cycles C(γ, δ) formed as follows. Suppose that γ is a closed path in the base with
holonomy mγ :M →M that fixes the class δ ∈ H1(M ;Z). Choose a loop ℓδ in M such
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that 〈ℓδ〉 = s(δ), and define C(γ, δ) to be the union of the cylinder C ′ formed by the
parallel translation of ℓδ around γ with a chain C
′′ in M with boundary ℓδ −mγ(ℓδ).
Now observe that since Ω = 0 on C ′ and mγ ∈ HamsZ, equation (2.4) implies that∫
C(γ,δ)
Ω =
∫
C′′
ω = −F̂Zs (mγ) ∈ PZω ⊂ Z.
This completes the proof. 
Proposition 3.3. (i) Let P → B be a symplectic bundle over a finite simplicial complex
B such that π1(B) acts trivially on H1(M ;R). Then P has a closed connection form
iff the classifying map for P → B lifts to BHams.
(ii) Let π : P → B be a symplectic bundle over a finite simplicial complex B such
that π1(B) acts trivially on H1(M ;Z). Suppose further that either H2(B;Z) is free
or P → B admits a section over its 3-skeleton. Then P has a closed and integral
connection form iff the classifying map for P → B lifts to BHamsZ.
Proof. Corollary 3.1 shows that every Hams-bundle has a closed connection form. Con-
versely, suppose that P → B has a closed connection form. Then the restriction map
H2(P ;R) → H2(M ;R) contains [ω] in its image. Because Q is a field, the restric-
tion map H2(P ;PQω ) → H2(M ;PQω ) also contains [ω] in its image. Choose a class
a ∈ H2(P ;PQω ) that extends [ω]. Thurston’s construction (cf. [14, Thm 6.3]) provides
a closed extension Ω in class a. We claim that the holonomy of Ω round loops γ in the
base B lies in Hams. Granted this, one can use the local trivializations given by Ω to
reduce the structural group to Hams.
To prove the claim, observe that because π1(B) acts trivially on H1(M ;R) one can
use the connection defined by Ω to construct for each loop γ in B a 2-cycle C(γ, δi)
as in Lemma 3.2, where [δi] runs through a basis of H1(M ;Q). Then, the Ω-holonomy
mΩ(γ) :M →M round the loop γ in B satisfies the identity:
F̂s(mΩ(γ))(δi) = −
∫
C(γ,δi)
Ω ∈ PQω .
Hence mΩ(γ) ∈ Hams. This completes the proof of (i).
Now consider (ii). If P → B has an integral closed connection form, then the ar-
gument given above shows that its structural group reduces to HamsZ. Conversely,
Lemma 3.2 shows that any bundle pulled back from BHamsZ has a closed connection
form Ω that takes integral values on cycles lying over B1. In other words, [Ω] takes
integral values on the elements in kerπ∗ : H2(P ;Z) → H2(B;Z). Hence the homo-
morphism H2(P ;Z) → R/Z induced by [Ω] may be written as a composite f ◦ π∗,
where f : H2(B;Z) → R/Z. It suffices to check that f lifts to a homomorphism
β : H2(B;Z) → R. Thus we need f to vanish on the torsion elements of H2(B;Z).
This is obvious if H2(B;Z) is free, while, if there is a section over the 3-skeleton, f
vanishes on the torsion classes in B because they lift to torsion classes in P . 
We show in the next section that part (i) of this proposition extends to arbitrary
bundles. However the integral case is more subtle. Example 4.2 shows that when [ω]
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is integral there might be manifolds (M,ω) for which there is no group that classifies
symplectic M -bundles with integral closed connection form. Moreover the following
example shows that the obstruction to the existence of an integral extension of [ω] does
involve the 3-skeleton of B. Take the universal S2-bundle P → BSO(3), and provide S2
with a symplectic form ω in the class that generates H2(S2;Z). Then the first Chern
class c := cVert1 of the vertical tangent bundle extends 2[ω]. But ω has no integral
extension; c/2 is not integral (the restriction of P over the 2-skeleton is the one-point
blow up of CP 2) and [ω] has a unique extension because H2(BSO(3);Z) = 0.
3.2. The obstruction class. Let Λ be a countable subgroup of H1(M ;R) that con-
tains Γ and is invariant under the action of π0(Symp). Denote by AΛ the quasitopologi-
cal abelian groupH1(M ;R)/Λ. As explained in Remark 2.6, AΛ is homotopy equivalent
to a K(π, 1) with π1 isomorphic to the free abelian group Λ. Let F̂Λ : Symp→ AΛ be
a crossed homomorphism whose restriction to Symp0 factors through Flux . Denote its
kernel by HΛ. The next lemmas hold trivially when Λ = 0, for in this case the inclusion
HΛ → Symp is a homotopy equivalence.
Lemma 3.4. There is an obstruction class
OMΛ ∈ H2(B Symp;Λ),
such that the classifying map φ : B → B Symp of a symplectic bundle lifts to BHΛ iff
φ∗(OMΛ ) = 0.
Proof. Suppose first that Λ is a discrete subgroup of H1(M ;R) so that AΛ is a topo-
logical (rather than quasitopological) space. Consider the fibration sequence
HΛ → Symp F̂Λ→ AΛ,
that identifies AΛ as the homogeneous space Symp /HΛ. There is an associated homo-
topy fibration
AΛ → BHΛ → B Symp .
Because AΛ is a K(π, 1), there is a single obstruction to the existence of a section of
this fibration, namely a class OMΛ ∈ H2(B Symp;π1(AΛ)) = H2(B Symp;Λ).
In the general case, we should replace A by the homotopy quotient Symp /HΛ and
consider the homotopy fibration
Symp /HΛ → Symp \ Symp /HΛ → Symp \ ∗,
where ∗ denotes the one point space, and the notation G\X/H denotes the realization
of the topological category formed from the action of the group G×H on X, where G
acts by multiplication on the left and H by multiplication on the right. As explained
in [18], Symp \ Symp is contractible, and so Symp \ Symp /HΛ = (Symp \ Symp)/HΛ
is homotopy equivalent to BHΛ. Hence the above fibration is a model for AΛ →
BHΛ → B Symp, and the argument proceeds as before. 
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We now suppose that Λ = H1(M ; Λ′), where Λ′ is some countable subgroup of R
containing the integral periods PZω of [ω]. Thus [ω] ∈ H2(M ; Λ′). In the next lemma
dΛ2 : H
2(M ; Λ′)→ H2(B Symp;H1(M ; Λ′))
denotes the second differential in the Leray–Serre spectral sequence for the cohomology
of MSymp → B Symp with coefficients Λ′.
Lemma 3.5. OMΛ = dΛ2 ([ω]).
Proof. Give B := B Symp a CW decomposition with one vertex ∗ and fix an identifica-
tion of the fiberM∗ over this vertex with M . We shall show that both OMΛ and dΛ2 ([ω])
may be interpreted as the first obstruction to defining a closed connection form Ω over
the 2-skeleton B2 of B whose monodromy round the loops in B1 lies in HΛ. Note that
because every loop in B is homotopic to one in B1 and because Ham ⊂ HΛ, any such
connection does have monodromy in HΛ and hence does define an HΛ-structure.
Choose a closed extension Ω′ of ω over the 1-skeleton B1 of B. Since HΛ intersects
every component of Symp we may suppose that the holonomy of Ω′ is contained in HΛ.
Let α : D → B2 be a 2-cell attached via α : ∂D → B1. Choose an identification Ψ
of the pullback symplectic bundle πD : α
∗(MSymp) → D with the product D ×M →
D that extends the given identification M∗ = M . Then Ψ is well defined modulo
diffeomorphisms of D×M of the form (z, x) 7→ (z, ψz(x)) where ψz ∈ Symp0, ψ∗ = id.
Hence the induced identification of H2(π−1D (∂D)) with H
2(S1 ×M ; Λ) = H2(M ; Λ) ⊕
H1(S1;Z)⊗H1(M ; Λ) is independent of choices.
Consider the pullback Ω′D of Ω
′ to ∂D × M . Let ht, t ∈ [0, 1] be the family of
symplectomorphisms defining its characteristic flow, i.e. for each x the paths (t, ht(x))
lie in the null space of Ω′D. Then Ω
′
D represents the class [ω]+[dt]×aD in H2(S1×M ; Λ)
where aD = Flux({ht}). Since h1 ∈ HΛ by construction, aD ∈ Λ := H1(M ; Λ′). Note
that Ω′D extends to a closed form over π
−1
D (D) iff aD = 0. Hence the cocycle D 7→ aD
represents the obstruction class OMΛ . It is also clear from the interpretation of d2 via
zigzags given in Bott–Tu [2, Thm 14.14], that this cocycle also represents dΛ2 ([ω]). The
fact that we only consider forms Ω′ over B1 with monodromy in HΛ corresponds to the
fact that we restrict the coefficients to Λ′. 
Corollary 3.6. Suppose that Λ′ is divisible, i.e. is a module over Q. Then the group
HΛ has the extension property.
Proof. Since Λ′ is divisible, dΛ2 ([ω]) = 0 iff d2([ω]) = 0 in the spectral sequence with
coefficients R. Since dΛ3 ([ω]) also vanishes by Lemma 1.6, it follows that a symplectic
bundle has a HΛ-structure iff it has a closed connection form. 
In particular, this proves Corollary 1.11. We now prove the other statements in §1.2.
When Λ′ = Pω, the rational period group of [ω], we denote OMΛ =: OM .
Proof of Theorem 1.10. Part (i) is an immediate consequence of Lemma 3.5.
Now suppose there is an extension F˜ : Symp → H1(M ;R)/Γ of Flux. The proof of
Lemma 3.5 shows that the image of OMΓ ∈ H2(B Symp; Γ) in H2(B Symp;H1(M ;Pω))
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is dω2 ([ω]) = OM . Thus OM takes values in Γ. Hence it remains to prove the converse,
i.e. that Flux extends if OM takes values in Γ.
As in the proof of Proposition 1.8 given in §1, it suffices to find a section
σ : π0(Symp)→ Symp, α 7→ σα ∈ Sympα,
such that
(3.1) (σαβ)
−1σασβ ∈ Ham, α, β ∈ π0(Symp).
To do this, consider the fibration sequence A → BHams π→ B Symp of Lemma 3.4. By
assumption the obstruction to the existence of a section s : B Symp → BHams is an
element of H2(B Symp; Γ) where Γ is identified with its image in HQ = π1(A). This
means that for any compatible CW structures put on BHams and B Symp one can
choose a map s : (B Symp)1 → (BHams)1 (where B1 denotes the 1-skeleton of B) so
that π ◦ s ∼ id and so that the corresponding obstruction cocycle takes values in Γ.
Choose a CW structure on B Symp with one vertex, and one 1-cell I × gα for each
component α ∈ π0(Symp). (This is possible because π0(Symp) is countable.) Then for
each pair α, β in π0(Symp) there is a 2-cell cα,β with boundary (I×gαβ)−1(I×gα)(I×gβ).
(There are other 2-cells in B Symp coming from the 1-skeleton of a CW decomposition
for Symp, but these are irrelevant for the current argument.) We define a CW structure
on BHams in a similar way. Then the map s takes each 1-cell I × gα in B Symp to
a loop in (BHams)1. This loop is given by a word wα in the elements of Ham
s that
represents an element h(wα) in Ham
s ∩ Sympα.
The obstruction to extending s over the 2-cell cα,β is the homotopy class in BHam
s
of the loop corresponding to the word (wαβ)
−1wαwβ . This can be identified with the
homotopy class
[h(wαβ)
−1h(wα)h(wβ)] ∈ π0(Hams ∩ Symp0) ∼= H1(M ;Pω)/Γ
of the element h(wαβ)
−1h(wα)h(wβ). To say the obstruction OM (cα,β) takes values in
Γ means that this class lies in π0(Ham
s) = Ham. Hence it is always possible to extend s
over these 2-cells (though it may not extend over the other 2-cells in B Symp). Further
if we define the section σ : π0(Symp)→ Symp by σ(α) := h(wα) then the identity (3.1)
holds. This completes the proof. ✷
Remark 3.7. We sketch an alternative way to prove this result based on the ideas in
Ke¸dra–Kotschick–Morita [5]. Suppose that OM takes values in Γ but does not vanish
on the 2-skeleton B2 of B Symp. Then one can form a new bundle P
′
2 → B2 with
vanishing obstruction class by appropriately twisting the given bundle over each 2-cell
c in B2 for which OM (c) 6= 0; for each such c change the bundle by taking the connect
sum with an appropriate bundle Q→ S2. By construction there is a closed connection
form Ω′ on P ′2. Since we did not change the bundle over B1, the construction in [5,
Theorem 6] gives a class [F ] ∈ H1((B Sympδ)1;H1(M ;R)). (As described in §4.2, this
is induced by the difference [ω˜]−ι∗[Ω′] ∈ H2(ι∗(P1);R), where ι : B Sympδ → B Symp.)
This class [F ] is represented by an Eilenberg–MacLane cochain on the group Sympδ
with values in H1(M ;R). However, because we changed the bundle over the 2-cells, it
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satisfies the cocycle condition only when projected to the quotient H1(M ;R)/Γ. Hence
it gives rise to a crossed homomorphism Symp→ H1(M ;R)/Γ that extends Flux.
We next turn to the proof of Proposition 1.13 which we restate for the convenience
of the reader. Since (ii) and (iii) are obviously equivalent, we omit (ii) here.
Lemma 3.8. The following conditions are equivalent.
(i) There is an extension F˜ : Symp(M,ω)→ H1(M ;R)/Γ of Flux.
(ii) For every product of commutators [u1, u2] . . . [u2p−1, u2p], ui ∈ Symp, that lies in
Symp0, there are elements g1, . . . , g2p ∈ Symp0 such that
[u1g1, u2g2] . . . [u2p−1g2p−1, u2pg2p] ∈ Ham .
(iii) For every symplectic M -bundle P → Σ there is a bundle Q → S2 such that the
fiberwise connect sum P#Q→ Σ#S2 = Σ has a closed connection form.
Proof. Because OM ∈ H2(B Symp;H1(M ;Pω)) where Pω is divisible, Ω lies in the
image of H2(B Symp; Γ) iff its pullback over every map φ : Σ → B Symp takes values
in Γ. Since Γ is the image of π1(Symp) under the Flux homomorphism, for every
element γ ∈ Γ there is a corresponding M -bundle Q→ S2 which is classified by a map
φ : S2 → B Symp such that φ∗(OM )([S2]) = γ. Further if φ : Σ → B Symp classifies
the bundle P → Σ and ψ : S2 → B Symp classifies Q → S2, the fiber connect sum
P#Q→ Σ is classified by φ ∨ ψ : Σ ∨ S2 → B Symp. Therefore the equivalence of (i)
and (iii) follows immediately from Theorem 1.10(ii).
To see that (i) implies (ii) observe that if we write H := ker F˜ , then the quotient
group H/Ham is isomorphic to π0(Symp) because H ∩ Symp0 = Ham. Hence any
representation in π0(Symp) can be lifted to the subgroup H/Ham of Symp /Ham.
This immediately implies (ii).
It remains to show that (ii) implies (iii), which we do by direct construction. Consider
any symplectic bundle π : P → Σg. Decompose it into the union of a trivial bundle
M × D → D over a 2-disc with a symplectic bundle P ′ → Σg r D. Choose a flat
symplectic connection Ω′ on P ′ whose holonomy round the generators of π1(Σg) is given
by elements ui ∈ Symp. Since the symplectic trivialization of π over D is determined
up to a Hamiltonian isotopy, there is an identification of ∂P ′ with M × S1 that is well
defined up to a Hamiltonian loop gt ∈ Ham, t ∈ R/Z. Thus the holonomy of Ω′ round
∂P ′ gives rise to a path ht from the identity to f := [u1, u2] · · · [u2g−1, u2g] that is well
defined modulo a Hamiltonian loop. Hence Flux({ht}) ∈ H1(M ;R) depends only on
the choice of flat connection Ω′. By (ii) we may homotop the ui (or equivalently choose
Ω′) so that f ∈ Ham. Thus the obstruction φ∗(OM )([Σ]) = Flux({ht}) lies in Γ. 
Proof of Proposition 1.3. Let H be a subgroup of Symp with identity component
Ham and consider the image Im(π0(H)) of π0(H) in π0(Symp). If H has the modified
extension property then we must show that the intersection with Im(π0(H)) of every
finitely generated subgroup G of π0(Symp) has finite index in G. But otherwise there
would be a map of a finite wedge V of circles into B
(
π0(Symp)
)
such that no finite
26 DUSA MCDUFF
cover V˜ of V lifts into the image of BH in B(π0(Symp)). Since any bundle over a
1-complex has a closed extension form, this contradicts our assumption on H.
Conversely, assume that the cokernel of Im(π0(H)) in π0(Symp) has the stated finite-
ness properties and let SympH be the subgroup of Symp consisting of elements isotopic
to H. If P → B is classified by a map into BH then it has a closed connection form by
Corollary 3.1. Therefore we just need to see that if φ : B → B Symp classifies a bundle
with a closed extension form its pullback over some finite cover B˜ → B lifts to BH.
Observe first that the composite map π1(B) → π0(Symp)/π0(SympH) has finite
image by hypothesis. (Recall that we always assume π1(B) is finitely generated.)
Therefore we may replace B by a finite cover such that the pullback bundle P˜ → B˜
is classified by a map φ˜ : B˜ → B SympH. Set Λ ⊂ H1(M ;R) equal to the (discrete)
group Flux(H ∩ Symp0), and then define a crossed homomorphism
F : SympH → H1(M ;R)/Λ
as in the proof of Proposition 1.8 given in §1.3. Because the bundle P˜ → B˜ has a
closed connection form, the class φ˜∗(d2([ω]) vanishes in H
2(B˜;H1(M ;R)). The proof of
Lemma 3.5 shows that this class is the image of OMΛ ∈ H2(B˜; Λ) under the map induced
by the inclusion Λ→ H1(M ;R). By pulling back over a further cover if necessary, we
may suppose that H2(B˜; Λ) has no torsion. (Since π1(B) may act nontrivially on the
coefficients Λ, it is not enough to assume that H1(B˜;Z) is free.) Hence this map is
injective and OMΛ = 0. Thus φ˜ lifts to BH as required. ✷
Proof of Proposition 1.4. The first claim is that Ham has the modified restricted
extension property. This is a corrected statement of the conclusions that one can
draw from the proof of Theorem 1.1 in [10]. The claim also follows by arguing as in
the proof of Proposition 1.3 using Flux instead of F̂s; the argument can be greatly
simplified because the group Symp0 acts trivially on the coefficients. Here one should
also note that if the cover B˜ → B is chosen so that H1(B˜;Z) has no torsion, then the
boundary map δ : H1(B;HR/HQ)→ H2(B;HQ) vanishes.
The second claim is that when Γ 6= 0 the group Ham does not have the extension
property. To see this choose a nonzero element β ∈ H1(M ;R) r Γ such that 2β ∈ Γ
and then choose g ∈ Symp0 with Flux(g) = β. Consider the bundle P → RP 2 that is
formed from the mapping torus bundle
Mg :=M × [0, 1]/(x, 1)∼(gx, 0) −→ S1
by attaching M×D2 by the map (x, e2πit) 7→ (gt(x), 2t) where gt is a path in Ham from
the identity to g1 := g
−2 ∈ Ham. The flat connection on Mg pulls back to a connection
with Hamiltonian monodromy round the boundaryM ×∂D and so extends to a closed
connection form over the rest of P : cf. the proof of Lemma 3.5.
We claim that this bundle has no Hamiltonian structure. To see this consider the clas-
sifying map φ : RP 2 → B Symp0. Just as in the discussion before Lemma 3.4 the homo-
morphism Flux : Symp0 → HR/Γ defines an obstruction class OMΓ ∈ H2(B Symp0; Γ)
such that φ∗(OMΓ ) vanishes iff the bundle P → RP 2 has a Hamiltonian structure. Since
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B(HR/Γ) is a K(Γ, 2), this class is the pullback to B Symp0 of the canonical generator
of H2(K(Γ, 2); Γ). We claim that the composite map
RP 2 → B Symp0 → B(HR/Γ) = K(Γ, 2)
is not null homotopic. Since RP 2 is the 2-skeleton of RP∞ = K(Z/2Z; 1) and K(Γ, 2) is
homotopy equivalent to a product of copies of BS1, this assertion is equivalent to saying
that under the map B(Z/2Z) → BS1 induced by the obvious inclusion {±1} → S1
the generator of H2(BS1;Z/2Z) pulls back to a nonzero element of H2(RP 2;Z/2Z).
This is well known. For a direct proof identify the 2-skeleton of BS1 = CP∞ with the
quotient S3/S1 and observe that the Z/2Z-equivariant map
S2 → S3, (r, s, t) 7→
(
r + is,
1√
2
(t+ it)
)
∈ S3 ⊂ C2,
descends to a map RP 2 → S2 of (mod 2) degree 1. ✷
3.3. Stability. We finally discuss the question of stability.
Proof of Proposition 1.15. Let N (ω) be a path connected neighborhood of ω in the
space of forms annihilating V2(P ) such that P → B has an ω′-symplectic structure for
all ω′ ∈ N (ω). Our aim is to shrink N (ω) so that each such ω′ has a closed extension
to P . We claim that for each map ψ : Σ → B of a Riemann surface into B there
is a homologous map ψ′ : Σ′ → B such that the pullback bundle over Σ′ admits a
closed extension of ω′, provided that ω′ is sufficiently close to ω. Granted this, we may
choose N (ω) so that this holds for a finite set of ψi that represent a set of generators
for H2(M ;R) and all ω′ ∈ N (ω). It follows that the obstruction class OMω′ must vanish
when pulled back to B, i.e. that (M,ω′)→ P → B has a closed connection form when
ω′ ∈ N (ω).
To prove the claim, consider a map ψ : Σ := Σp → B. As in the proof of Lemma 3.8,
we may assume that the pullback bundle ψ∗P → Σ has a flat ω-symplectic connection
over ΣrD2 whose holonomy y around the boundary of the disc D2 may be expressed
as:
y := [u1, u2] · · · [u2p−1, u2p] ∈ Ham(M,ω), ui ∈ Symp(M,ω).
Since Ham(M,ω) is a perfect group, we may, by increasing the genus of Σ and choosing
the flat connection on the extra handles to have Hamiltonian holonomy, assume that
y = id. By hypothesis on the deformation ω′, we can choose:
• a path ωt from ω0 := ω to ω1 := ω′ in N ([ω]), and
• C1-small paths git ∈ Diff0(M) such that uigit ∈ Symp(M,ωt) for all i and t ∈ [0, 1].
(These may be constructed using the Moser method.)
Since y = id the smooth path
yt = [u1g1t, u2g2t] · · · [u2p−1g(2p−1)t, u2pg(2p)t]
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is C1-small and lies in Symp0(M,ωt) for all t. If we could arrange that yt ∈ Ham(M,ωt)
for each t then the connection could be extended to a Hamiltonian connection over the
disc for all t and the proof would be complete.
We do this in two stages. First we modify ψ : Σ→ B to a map ψ′ : Σ′ → B so that
yt ∈ Hams(M,ωt) ∩ Symp0(M,ωt) for all t. To this end, consider the subspace V 1 of
H1(M ;R) generated by the elements u∗iα−α, where i = 1, . . . , 2p, and α runs through
the elements of H1(M ;R). If the elements a, b ∈ Symp(M,ω) are each homotopic to
some ui, i = 1, . . . , 2p then
F̂ s([a, b]) = F̂ s(b−1) + (b−1)∗F̂ s(a−1) + (a−1b−1)∗F̂ s(b) + (ba−1b−1)∗F̂ s(a)
= −b∗F̂ s(b) + (a−1b−1)∗F̂ s(b)− (b−1)∗a∗F̂ s(a) + (ba−1b−1)∗F̂ s(a),
which is easily seen to lie in V 1/
(
V 1 ∩H1(M ;Pω)
)
. Hence
F̂ sωt(yt) ∈ V 1/
(
V 1 ∩H1(M ;Pωt)
)
, t ∈ [0, 1].
By compactness we can therefore find a finite collection of smooth families (vjt, αjt), j =
1, . . . ,m, such that
m∑
j=1
v∗jαjt − αjt ∈ F̂ sωt(yt) +H1(M ;Pωt), t ∈ [0, 1],
where each vjt ∈ Symp(M,ωt) is a product of the elements (uigit)±1, i = 1, . . . , 2p, and
αjt is a path in H
1(M ;R) with initial point αj0 = 0.
For each pair (vjt, αjt) choose a path h˜jt in S˜ymp0(M,ωt) starting at id such that
Fluxωt h˜jt = αjt. Then
Fluxωt [v
−1
jt , h˜
−1
jt ] = αjt − v∗jtαjt =: βjt.
Therefore there is a fibrationM → Qj → T2 that admits an ωt-symplectic structure for
each t and a flat connection over T2 rD2 whose boundary holonomy has flux βjt. As
an ωt-symplectic bundle, Qj is pulled back from a bundle over S
1 with holonomy vjt.
Our choice of vjt implies this bundle is a pullback of P → B by some map ψj : S1 → B
that we can assume to be independent of t (since the holonomy βjt depends only on the
homotopy class of vjt.) However the connection varies smoothly with t. Therefore we
can change the flux F̂ sωt(yt) of the boundary ωt-holonomy of the chosen flat connection
on f∗P → (ΣrD2) to F̂ sωt(yt) + βjt by replacing ψ : Σ→ B by the homologous map
ψ#ψj : Σ#T
2 → B.
Repeating this process for j = 1, . . . ,m allows us to perform the required modification.
Therefore we have now arranged that yt ∈ Hams(M,ωt) ∩ Symp0(M,ωt) for all t.
The following continuity argument shows that in fact yt ∈ Ham(M,ωt) for all t, which
finishes the proof.
Observe that for each [ℓ] ∈ H1(M) and t ∈ [0, 1], the number
Φ(t)[ℓ] :=
∫
[0,t]×S1
φ∗t,ℓωt ∈ R, where φt,ℓ(r, s) := yr(ℓ(s)),
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projects to F̂ sωt(yt)([ℓ]) ∈ R/Pωt . Since, by assumption, yt ∈ Hams(M,ωt), we find that
Φ(t)[ℓ] ∈ Pωt for all t. But Φ(t) varies continuously with t and Φ(0) = 0. Hence the
fact that V2(ωt) ⊇ V2(ω) implies that Φ(t) = 0 for all t. It remains to check that Φ(t)
projects to Fluxωt(yt) ∈ H1(M ;R)/Γωt for all t ∈ [0, 1]. But because the yt are C1-
small, for each fixed t ∈ [0, 1] the path {yr}r∈[0,t] may be canonically homotoped to a
path {y′rt}r∈[0,t] in Ham(M,ωt) by a Moser process that fixes its endpoints. Fluxωt(yt)
is given by integrating ωt over the corresponding chain φ
′
t,ℓ : [0, t]×S1 →M . Since this
is homotopic to φt,ℓ : [0, t] × S1 → M mod boundary, we find that Φ(t) = Fluxωt(yt)
mod Γωt , as required.
✷
4. Further considerations
We begin by collecting together various observations about the groups HamsZ in the
case when PZω = Z. We then explain some situations in which F̂s lifts to a crossed
homomorphism with values in H1(M ;R)/Γ. This is followed by a short discussion of
c-Hamiltonian bundles and covering groups.
4.1. The integral case. We shall assume throughout this section that PZω = Z. Many
(but not all) of our results have some analog in the general case.
We begin by considering the integral analog of Lemma 2.5. If H1(M ;Z) is torsion
free, then Lemma 2.2 applies and the whole of this lemma extends. But if this group
has torsion then it is possible that (ii) does not hold.
Lemma 4.1. Suppose that PZω = Z and set Tor := Tor(H1(M ;Z)). Then:
(i) F̂Zs induces a crossed homomorphism Cs : π0(Symp) → Hom(Tor,R/Z), whose
kernel equals the image of π0(Ham
sZ) in π0(Symp).
(ii) The image [Cs] of Cs in H
1
EM(Tor;R/Z) is independent of the choice of s. In
particular, if Symp acts trivially on Tor then the kernel of Cs is independent of the
choice of splitting s.
(iii) There is a splitting such that Cs = 0 iff [Cs] = 0.
Proof. We saw in Lemma 2.5 that if [ℓ] has order N there are precisely N distinct
elements of order N in the coset π−1Z ([ℓ]), namely 〈ℓ〉 − 〈γ(i+µ)/N 〉 for i = 0, . . . , N − 1,
where µ is the area of a chain W that bounds Nℓ. Since Symp0 is a connected group
it must act trivially on these elements. Therefore, for each g ∈ Symp the restriction of
F̂Zs (g) to the torsion elements in H1(M ;Z) depends only on the image of g in π0(Symp).
This shows that Cs exists. Its kernel obviously contains the image of Ham
sZ. To
complete the proof of (i) we must show that if F̂Zs (g) vanishes on Tor then g may be
isotoped to an element in HamsZ. But this holds by the proof of Lemma 2.2. (Note
that we may assume that dimM > 2 here since otherwise Tor = 0.)
Statement (ii) holds by the argument of Proposition 2.3: given a splitting s of πZ
over Tor, any other splitting s′ : Tor → π−1Z (Tor) has the form s + 〈γβ([ℓ])〉 where
β ∈ Hom(Tor;R/Z). (iii) is an immediate consequence of (ii). 
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Example 4.2. (i) We again assume that PZω = Z. Suppose that for some g ∈ Symp
there is a loop ℓ such that [ℓ] has order N > 1 in Tor and there is a 2-chain W with
boundary g(ℓ)− ℓ and area i/N , where 0 < i < N . Then Cs(g) 6= 0 for all splittings s,
and there is no splitting such that g is isotopic to an element in HamsZ. Note that the
corresponding mapping torus bundle
Mg :=M × [0, 1]/(x, 1)∼(gx, 0) −→ S1
has a closed connection form but not one that is integral.8 Equivalently, g does not fix
any integral lift τ ∈ H2(M ;Z) of [ω].
(ii) The following yet more intriguing situation cannot be ruled out in any obvious
way. Suppose that Tor = Z/2⊕Z/2 is generated by the elements [ℓ] and [ℓ′] which are
interchanged by two symplectomorphisms h1, h2. Suppose further that
(h1)∗〈ℓ〉 6= (h2)∗〈ℓ〉, (h21)∗〈ℓ〉 = (h22)∗〈ℓ〉 = 〈ℓ〉.
Then g := h1h2 fixes [ℓ] but acts nontrivially on 〈ℓ〉 and so has the properties assumed
in (i) above. Now consider the splittings si defined by
si[ℓ] = 〈ℓ〉, si[ℓ′] = 〈hi(ℓ)〉, i = 1, 2.
Then hi ∈ HamsiZ by construction. The corresponding mapping toriMhi have HamsiZ-
structures and so Lemma 3.2 implies that each supports a closed integral connection
form. But their fiber connect sum P → V := S1∨S1 does not, since one of its pullbacks
is the bundle Mg → S1 considered in (i). Indeed, the torsion in H1(M ;Z) creates new
terms in H2(P ;Z) on which any closed connection form is nonintegral. But if every M -
bundle with closed integral connection form is pulled back from some universal bundle
P → B with this property, then P → V would also be such a pullback, and hence would
also have a closed integral connection form. Thus, if Symp(M,ω) contains elements
h1, h2 as above there is no universal M -bundle P → B with closed integral connection
form.
A similar argument applies whenever there are two splittings si, i = 1, 2, such that
the images of HamsiZ in π0(Symp) are different. It follows from Lemma 4.4 that this
happens iff there are integral lifts τi, i = 1, 2, of [ω] that are stabilized by different
subgroups of π0(Symp). To get around this difficulty, one must reformulate the classi-
fication problem: see Gal–Ke¸dra [3].
We next explain a very natural way to think of a splitting sZ of πZ when PZω = Z.
Denote by τ ∈ H2(M ;Z) some integer lift of [ω] and by ρ : Lτ →M the corresponding
prequantum complex line bundle. Choose a connection 1-form α on L := Lτ with
curvature dα = −ρ∗(ω). Then α determines a splitting
s := sα
8This example is very similar to that in the proof of Proposition 1.4. But now [ℓ] ∈ H1(M ;Z) is a
torsion element, and g is not isotopic to the identity though it acts trivially on [ℓ].
ENLARGING THE HAMILTONIAN GROUP 31
as follows. By Stokes’ theorem the α-holonomy round a nullhomologous loop ℓ in M
is multiplication by
(4.1) exp(2πi
∫
W
ω), where ∂W = ℓ.
(To see this observe that any such W can be cut open until it is a disc and so can be
lifted to a 2-disc W˜ in L whose boundary projects to the union of ℓ with some arcs
that are covered twice, once in each direction.) Therefore the holonomy of α defines
a homomorphism mα from the group Z1(M) of integral 1-cycles in M to R/Z that
factors through SH1(M,ω;Z). Now set sα[ℓ] to be the unique element in π
−1
Z [ℓ] in the
kernel of mα. In other words, we choose sα[ℓ] so that the α-holonomy round this loop
vanishes. Two connection forms α,α′ on Lτ differ by the pullback of a closed 1-form
β on M . Hence if [ℓ] is a torsion class the element sα[ℓ] is independent of the choice
of α. Therefore each integer lift τ of [ω] determines a family of splittings s := sα that
give rise to the same element Cs ∈ Hom(Tor,R/Z).
Definition 4.3. We say that a splitting s := sZ is τ-canonical if it has the form sα
for some connection form α on the prequantum bundle ρ : Lτ →M .
Lemma 4.4. (i) Each splitting s is τ -canonical for a unique bundle Lτ →M .
(ii) Two connections forms α,α′ on L→M give rise to the same splitting iff α−α′ is
the pullback of an exact 1-form on M .
(iii) Any two τ -canonical splittings s, s′ of πZ are homotopic. Moreover the correspond-
ing groups HamsZ and Hams
′Z are conjugate by an element of Symp0.
(iv) If s is τ -canonical, the image of π0(Ham
sZ) in π0(Symp) is the stabilizer of τ in
π0(Symp).
Proof. Statement (ii) is immediate from the construction. To prove (iii) note that
two connection forms α,α′ on Lτ differ by the pullback of a closed 1-form β on M .
Hence the corresponding splittings sα and sα′ can be joined by a path of splittings that
are constant on the torsion loops. The proof of Lemma 2.2 shows that this path can
be lifted to an isotopy in Symp0. Therefore Ham
sZ and Hams
′Z are conjugate as in
Lemma 2.5.
To prove (i) note that the set of integer lifts τ of [ω] is a coset of the torsion subgroup
TorH2(M ;Z), while the set of splittings of πZ is a coset of Hom(H1(M ;Z);R/Z) =
H1(M ;R/Z). By (iii) we have set up a correspondence τ 7→ sα between the set of
integer lifts and the components of the space of splittings. Since these are finite sets
with the same number of elements, we simply have to check that this correspondence is
injective. In other words, we need to see that the isomorphism class of L is determined
by the set of loops that are homologically torsion and have trivial α-holonomy (where α
is any connection 1-form.) But this is an elementary fact about complex line bundles.
In fact, given bundles L,L′ with connections α,α′ that have the same curvature and
have trivial holonomy round a set of loops generating Tor(H1(M ;Z)), one can adjust
α′ so that the monodromies agree on a full set of generators for H1(M ;Z) and then
construct an isomorphism between the two bundles by parallel translation.
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Finally note that by Lemma 4.1 the image of π0(Ham
sZ) in π0(Symp) is the kernel
of Cs. The proof of (i) shows that if s is τ -canonical then g ∈ kerCs iff g∗(τ) = τ . This
proves (iv). 
We end this section by showing that when s is τ -canonical the group HamsZ has a
natural geometric interpretation in terms of the bundle Lτ →M . As in Gal–Ke¸dra [3],
consider the group G := Gτ of all S1-equivariant automorphisms of the prequantum
line bundle L := Lτ that cover a symplectomorphism of M . Then there is a fibration
sequence of groups and group homomorphisms
Map(M,S1)→ Gτ ρ→ Sympτ ,
where the elements of Map(M,S1) act by rotations on the fibers and Sympτ consists
of all elements in Symp that fix the given lift τ ∈ H2(M ;Z) of [ω]. Thus Sympτ is a
union of components of Symp. (Note that every g ∈ Sympτ does lift to an element
in Gτ . Indeed, since g∗(τ) = τ there is a bundle isomorphism ψ : L → g∗(L). But
this induces an isomorphism ψ(x) : Lx → (g∗L)x = Lgx for all x and so is a lift of
g.) Gal–Ke¸dra point out that the line bundle Lτ → M extends to a line bundle over
the universal M -bundle over BGτ . Hence any symplectic M -bundle whose structural
group lifts to Gτ has an integral connection form.
Fix a unitary connection α on L := Lτ and consider the subgroup Gα ⊂ Gτ of all
S1-equivariant automorphisms of the prequantum line bundle L that preserve α. If s
is the splitting defined by α then it follows immediately from the definitions that Gα
projects onto the subgroup HamsZ: cf. Kostant [7, Theorem 1.13.1]. Hence there is a
commutative diagram
S1 → Gα → HamsZ
↓ ↓ ↓
Map(M,S1) → Gτ ρ→ Sympτ ,
in which the top row is a central extension and the kernel S1 of this extension is included
in the bottom row as the constant maps.
Now consider the quotient group Gτ := Gτ/N where N ⊂ Map(M,S1) consists of all
null homotopic mapsM → S1. The fibration over Sympτ descends to give an extension
(4.2) H1(M ;Z)→ Gτ → Sympτ .
We give a formula for its defining 2-cocycle in Remark 4.15 below.
Proposition 4.5. Suppose that PZω = Z. Given any τ -canonical splitting s, the inclu-
sion HamsZ → Sympτ lifts to a continuous group homomorphism
ι : HamsZ → Gτ
that is a homotopy equivalence.
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Proof. Since the induced map Gα → Gτ factors through the quotient Gα/S1 ∼= HamsZ,
we have a commutative diagram
HamsZ →֒ Sympτ F̂s→ BA
ι ↓ ↓
A → Gτ → Sympτ
where A := H1(M ;Z). Since ι induces an isomorphism on π0 by construction, it
suffices to check that the boundary map ∂ : π1(Sympτ ) → π0(A) = H1(M ;Z) in the
long exact sequence for the bottom row is given by the usual flux Flux : π1(Symp0)→
Γ ⊂ H1(M ;Z). This is well known, but we include the proof for completeness.
The space P∗ Symp0 of based paths (ht) in Symp0 acts on L by taking (x, θ) to its
image under α-parallel translation along the path ht(x). If (ht) and (h
′
t) are two paths
with endpoint h, then
(ht) · (x, θ) = λf
(
(h′t) · (x, θ)
)
= (h(x), θ + f(x)),
where f(x) is the holonomy of α around the loop based at h(x) that is formed by
first going back along h′t(x) and then forward along ht(x). When (ht) and (h
′
t) are
homotopic, the function f : M → S1 = R/Z is obviously null homotopic. Therefore
this gives a homomorphism
˜ : S˜ymp→ Gτ .
Consider the loop φ = {ht ◦ (h′t)−1}, and observe that f : M → S1 is homotopic to
the function fφ defined by
fφ(x) = α-holonomy round φt(x), x ∈M.
Therefore f∗[ds] = f∗φ[ds], and so it suffices to prove that for any loop ℓ in M∫
ℓ
f∗φ(ds) = Flux(φ)[ℓ].
But if f˜ℓ : [0, 1]→ R is any lift of the function S1 → S1 : s 7→ fφ(ℓ(s)), equation (4.1)
implies that
f˜ℓ(1) − f˜ℓ(0) =
∫
[0,1]×S1
Ψ∗ω = Flux(φ)[ℓ],
where Ψ(t, s) = φtℓ(s). The result follows. 
Gal–Ke¸dra give a different proof of the above result in [3, §4].
4.2. Lifting F̂s. We now investigate situations in which the flux homomorphism ex-
tends to a continuous crossed homomorphism F˜ with values in H1(M ;R)/Γ. One
obvious situation when this happens is when Γ = H1(M ;PZω ) and H1(M ;Z) has no
torsion since then we can take F˜ = F̂Zs . For example, we can take M to be the product
of the standard 2n-torus with a simply connected manifold. The other cases in which
we know that F˜ exists have Γ = 0, so that in fact F̂s lifts to H
1(M ;R).
As observed by Kotschick–Morita [8], such a lift exists in the monotone case. In this
case ω always has a closed extension — by a multiple of the first Chern class of the
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vertical tangent bundle — and so the flux group vanishes by Proposition 1.7. We now
explain their argument.
Kotschick and Morita consider the symplectomorphism group Sympδ with the dis-
crete topology and observe that the universal M -bundle MSympδ → B Sympδ has a
natural flat connection (or foliation) that is transverse to the fibers. Therefore the
fiberwise symplectic form ω has a closed extension ω˜ given by the associated con-
nection form. Suppose now that (M,ω) is monotone, i.e. that the symplectic class
[ω] ∈ H2(M) is a nonzero multiple λc1(TM) of the first Chern class of the tangent
bundle TM . Then [ω] has another extension λv where v := cVert1 denotes the first Chern
class of the vertical tangent bundle. By construction the class [ω˜]− λv ∈ H2(MSympδ)
vanishes when restricted to the fiber. Therefore it projects to a class
[FKM ] ∈ E1,1∞ = E1,12 = H1(B Sympδ;H1(M ;R)) = H1EM(Sympδ;H1(M ;R)),
where E1,1∞ is the (1, 1) term in the Leray–Serre spectral sequence. Each class [F ] ∈
H1(B Sympδ;A) may be represented by a crossed homomorphism F : Sympδ → A
whose restriction to the subgroup SympδH that acts trivially on A is unique. Therefore
it makes sense to talk about the restriction of FKM to the identity component Symp
δ
0.
Kotschick and Morita show that this is just the usual flux homomorphism.9
We now show that the Kotschick–Morita class [FKM ] also lifts the class [F̂s]. We do
this by giving an explicit formula for a representative F˜s of [FKM ]. The task here is to
use the monotonicity of (M,ω) to define a correction term for F̂s so that it takes values
in H1(M ;R) rather than in H1(M ;R/PZω ). If M is a Riemann surface, this is quite
easy: see Remark 4.7(i). However, one has to work a bit harder to derive the general
formula. We shall use the notation of §4.1.
Theorem 4.6. Suppose that (M,ω) is monotone, i.e. that the symplectic class [ω] ∈
H2(M) is a nonzero multiple λc1 of the first Chern class c1 := c1(TM). Choose a
splitting s that is τ -compatible where τ = [c1] ∈ H2(M ;Z). Then F̂s : Symp(M,ω)→ A
lifts to a crossed homomorphism
F˜s : Symp(M,ω)→ H1(M ;R).
Moreover this lift represents [FKM ] in H
1(B Sympδ;H1(M ;R)).
Proof. Fix a basepoint x0 in M and denote by Symp∗ (resp. Ham∗) the subgroup of
Symp (resp. Ham) that fixes x0. We first define F˜s on the subgroup Symp∗ by looking
at the action of Symp∗ on a certain line bundle over the universal cover of M . We then
show that F˜s lifts F̂s, and that F˜s vanishes on Ham∗. It is then easy to extend F˜s to a
crossed homomorphism on Symp that lifts F̂s: see Step 4. The proof that F˜s represents
the class FKM is based on giving an adequate description for the vertical first Chern
class v.
Step 1: Definition of F˜s on Symp∗.
9As pointed out by Ke¸dra–Kotschick–Morita [5] this argument works whenever [ω] extends to
H2(MSymp), which leads to an alternative proof of Corollary 1.12. See also Remark 3.7.
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By rescaling [ω] we may suppose that PZω = Z. Then c1(TM) = N [ω] where |N |
is the minimal Chern number. Denote by M˜ → M the cover of M associated to the
homomorphism π1(M)→ H1(M ;Z), let L→M be the complex line bundle with first
Chern class c1(TM) and denote by L˜→ M˜ its pullback to M˜ . Denote by x˜0 = (x0, [γ0])
the base point in M˜ corresponding to x0, where γ0 denotes the constant path at x0.
Fix a (unitary) connection α on L, and let α˜ be its pullback to L˜. (Thus dα˜ is the
pullback of −Nω.) Denote by Gτ˜ the group of S1-equivariant diffeomorphisms of τ˜
that cover symplectomorphisms of M .
For each g ∈ Symp∗ define g˜ : L˜→ L˜ as follows: the points of M˜ are pairs (x, [γx])
where [γx] is an equivalence class of paths from x0 to x and we set
g˜(x, [γx], θ) := (gx, [gγx], θ
′)
where θ′ ∈ L˜(gx,[gγx]) is the image of θ ∈ L˜(x,[γx]) under α˜-parallel translation, first back
along γx to x0 and then forwards along g(γx). This is independent of the choice of
representative γx for [γx] because g ∈ Symp∗. (Use equation (4.1) and the fact that g
preserves ω.) Further the map g 7→ g˜ is a group homomorphism.
By construction L is isomorphic to Λn(T ∗(M)), where T ∗M is given a complex
structure compatible with ω. Hence each g ∈ Symp lifts to a bundle automorphism gL
of L that can be chosen to preserve the Hermitian structure of L. Therefore the 1-form
g˜∗(α˜) − α˜ is the pullback of the 1-form (gL)∗(α) − α on M and hence is exact. For
g ∈ Symp∗ we define fg : M˜ → R to be the unique function such that fg(x0) = 0 and
g˜∗(α˜) = α˜− dfg.
Then set
F˜s(g)([ℓ]) :=
1
N
(
fg(ℓ˜(1))− fg(ℓ˜(0))
)
∈ R, g ∈ Symp∗, [ℓ] ∈ H1(M ;Z)/Tor,
where ℓ is a based loop in M representing [ℓ] and the path ℓ˜ is its lift to M˜ with initial
point x˜0. In other words,
F˜s(g)([ℓ]) :=
1
N
(
mg˜∗α˜(ℓ˜)−mα˜(ℓ˜)
)
,
where m
β˜
(ℓ˜) denotes the holonomy of the connection β˜ along the path ℓ˜. (This is only
defined mod Z, but the difference between two connections gives an element in R.) It
is easy to check that F˜s(g)([ℓ]) does not depend on the chosen representative ℓ for [ℓ].
This completes Step 1. ✷
Step 2: F˜s reduces mod Z to F̂s.
It is immediate from the definitions that F˜s : Symp∗ → R is a crossed homomor-
phism. We claim that its mod Z reduction coincides with F̂s. Suppose first that
g[ℓ] = [ℓ] ∈ H1(M ;Z). Then the lifted paths ℓ˜ and g˜(ℓ˜) have the same endpoint and
form the boundary of a 2-chain C˜ in M˜ that lifts a chain C in M with boundary
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C = g(ℓ) − ℓ. Hence we can calculate the mod Z-reduction of F˜s(g)([ℓ]) as follows:
F˜s(g˜)([ℓ]) =
1
N
(
mg˜∗α˜(ℓ˜)−mα˜(ℓ˜)
)
=
1
N
(
mα˜(g˜(ℓ˜))−mα˜(ℓ˜)
)
=
1
N
∫
∂C˜
−α˜ =
∫
C
ω
= F̂s(g)[ℓ] ∈ R/Z.
In general, F̂s(g)[ℓ] is defined to be the area of a chain with boundary g(ℓ)− ℓ′, where
ℓ, ℓ′ are chosen to have zero α-holonomy (i.e. so that they project to elements in Im s)
and ℓ′ is homologous to g(ℓ). But now g˜(ℓ˜) and ℓ˜′ have the same endpoint and so
F˜s(g˜)([ℓ]) =
1
N
(
mg˜∗α˜(ℓ˜)−mα˜(ℓ˜′)
)
,
=
1
N
(
mα˜(g˜(ℓ˜))−mα˜(ℓ˜′)
)
,
= F̂s(g)[ℓ] ∈ R/Z,
as before. Thus F˜s lifts F̂s on Symp∗. ✷
Step 3: F˜s vanishes on Ham∗.
Note first that although Ham is a perfect group, its subgroup Ham∗ is not — it
supports the Calabi type homomorphism h 7→ ∫ 10 ∫M Htωn, where Ht generates h and
is normalized by the condition that Ht(x0) = 0. Hence this step does require proof.
To this end, let h ∈ Ham∗ and choose any path ht from the identity to h := h1 such
that the α-holonomy round the loop ht(x0) is trivial. Then ht lifts to a path in M˜ and
thence to a path hˆt : L˜→ L˜ given by taking the α˜-holonomy along ht(x). Let s 7→ ℓ(s)
be a based loop in M with lift ℓ˜. Consider the map
Yη : I
2 → M˜, (s, t) 7→ hˆt(ℓ˜(s)),
and trivialize the bundle Y ∗L˜ by parallel translation along the horizontal line t = 0
and the verticals s = const. Then in this trivialization the map
hˆ1 : L˜Y ([0,1]×{0}) → LY ([0,1]×{1})
has the form (s, 0, θ) → (s, 1, θ) ∈ Y ∗(L˜) while the corresponding map defined by
h˜ := ι˜(h) has the form
h˜ : (s, 0, θ) 7→ (s, 1, θ − f(s))
where f(s) is the area of the rectangle Y ([0, s] × [0, 1]). (Here we have used the fact
that the α-holonomy round the loop ht(x0) is trivial so that our trivialization gives
the obvious identification of the fiber Lx0 over (0, 0) with that (also Lx0) over (0, 1).
Further, because s 7→ Y (s, 0, θ) is α˜-parallel, the path s 7→ hˆ(Y (s, 0, θ)) is also α˜-
parallel by definition of hˆ. Therefore, in this trivialization the restriction of h˜∗α˜ to ℓ˜ is
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α˜− df(s). Hence F˜s(h)[ℓ] = f(1). But because ht is a Hamiltonian path with no flux
through ℓ we must have f(1) = 0. ✷
Step 4: End of the proof of the first statement.
Given g ∈ Symp we now set
F˜s(g) := F˜s(hg),
where h ∈ Ham is any element such that hg ∈ Symp∗. This is independent of the
choice of h because F˜s = 0 on Ham∗. Moreover F˜s : Symp → H1(M ;R) is a crossed
homomorphism. It lifts F̂s, since this also vanishes on Ham. This completes the proof
of the first statement in the proposition. ✷
Step 5: F˜s represents the class [FKM ] in H
1
EM(Symp
δ;R).
This is easy to see on the subgroup Ham since both crossed homomorphisms vanish
there. Hence it suffices to check this statement for Symp∗. The difficulty in proving
this is to find a suitable way to calculate the class v := cVert1 .
We first consider the subgroup S∗H := Symp∗H of Symp∗ that acts trivially on
H1(M ;Z). The E21,1-term of the integral homology spectral sequence for the pullback
of MSympδ → B Sympδ to BSδ∗H is isomorphic to the product H1(BSδ∗H) ⊗H1(M ;Z).
It is generated by cycles
Cg,ℓ := Zg,ℓ ∪Wg,ℓ,
where Wg,ℓ is a 2-chain in the fiber M∗ over the base point with boundary g(ℓ) − ℓ,
and Zg,ℓ is a cylinder lying over the loop in the base corresponding to g ∈ Sympδ with
boundary ℓ− g(ℓ). Since the class [ω˜] vanishes on Zg,ℓ,
∫
Cg,ℓ
ω˜ =
∫
Wg,ℓ
ω.
(Note that the mod Z reduction of this class is F̂s(g)[ℓ] as one would hope.) Since S∗H
does not act on L but does act on the pullback L˜, to understand the vertical Chern
class v = cVert1 we should think of M as the quotient of M˜ by the group G := H1(M ;Z)
and consider the corresponding G-equivariant pullback line bundle L˜Sδ → M˜Sδ . (Here
we denote Sδ := Sδ∗H .) Then Cg,ℓ lifts to a cycle C˜g,ℓ := Z˜g,ℓ ∪ W˜g,ℓ in M˜Sδ . There
is a trivialization of L˜Sδ over Z˜g,ℓ that restricts to α˜ over ℓ˜ and to (g˜)∗(α˜) over g˜(ℓ˜).
Extend this to any connection β˜ of L˜ over W˜g,ℓ. Then v(Cg,ℓ) is given by integrating
the curvature of this connection over C˜g,ℓ. Since this connection is flat over Z˜g,ℓ, the
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relevant part of the integral is over W˜g,ℓ. Then because −Nω˜ pulls back to dα˜〈
ω˜ − 1
N
v,Cg,ℓ
〉
=
1
N
∫
W˜g,ℓ
(−dα˜+ dβ˜)
=
1
N
(∫
g˜(ℓ˜)
β˜ − α˜−
∫
ℓ˜
β˜ − α˜
)
=
1
N
∫
g˜(ℓ˜)
β˜ − α˜ = 1
N
∫
ℓ˜
(g˜)∗(β˜ − α˜)
=
1
N
∫
ℓ˜
α˜− (g˜)∗α˜ = F˜s(g)[ℓ].
To extend this argument to the full group S := Symp∗ we consider the 2-chains
C ′g,ℓ = Zg,ℓ ∪W ′g,ℓ,
where ℓ is now a loop with trivial α-holonomy, Zg,ℓ is as before, and W
′
g,ℓ is any 2-
chain in M∗ with boundary g(ℓ)− ℓ′, where ℓ′ is homologous to g(ℓ) and also has zero
α-holonomy. Thus ∂C ′g,ℓ = ℓ− ℓ′, where both loops have zero α-holonomy.
Any element in E1,12 = H
1(BSδ;H1(M ;R)) is determined by its values on the integral
2-cycles Z that are sums of chains of the form C ′g,ℓ with chains in the fiber M∗ whose
boundary consists of sums of loops with trivial α-holonomy. Again we lift each such
cycle to a cycle Z˜ in M˜Sδ , and evaluate v on Z˜ by integrating the curvature of a suitable
connection form for the pullback of L˜ to Z˜. As before we suppose that this connection
equals α˜ on the “free” boundary arcs ℓ˜, ℓ˜′. Since these have trivial α˜-holonomy by
construction, the pieces of Z˜ formed from chains in M∗ do not contribute to [ω]− 1N v,
while the contribution of C ′g,ℓ is〈
ω˜ − 1
N
v, C ′g,ℓ
〉
= F˜s(g)[ℓ]
as before. This completes the proof. 
Remark 4.7. (i) If (M,ω) is a Riemann surface, then there is another simpler descrip-
tion of F˜s. In the notation of §2, F˜s(h)(λ) =
∫
C ω− 1N c1(TM |C) where C is any integral
2-chain whose boundary represents h∗(sλ)−s(h∗λ) and c1(TM |C) is the relative Chern
number of the restriction of TM to C with respect to the obvious trivializations of TM
along the (embedded) boundary of C.
(ii) The above argument used in an essential way the fact that every symplectomor-
phism lifts to an automorphism of L = Λn(T ∗M). The construction of F˜s works
whenever there is a line bundle L′ over the universalM -bundleMSymp → B Symp such
that c1(L
′) restricts on the fiber to an integral lift τ of [ω], i.e. whenever there is a
lift such that Sympτ = Symp. The second part of the argument, showing that F˜s rep-
resents the corresponding element in the E1,12 -term of the spectral sequence also goes
through. Hence, under these circumstances, our construction gives an explicit formula
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for the crossed homomorphism whose existence is established by Ke¸dra–Kotschick–
Morita in [5, Theorem 6].
4.3. The atoroidal case. We now consider the situation when ω vanishes on tori
and/or spheres. Recall from §1 that the group Sympπ consists of all symplectomor-
phisms that are isotopic to an element in Symp∗ that acts trivially on π1(M,x0),
where x0 is the base point in M . This is equivalent to saying that the elements in
Sympπ ∩ Symp∗ act on π1(M,x0) by inner automorphisms. We denote by
Symp∗π
the subgroup of Sympπ ∩ Symp∗ that acts trivially on π1(M,x0). The (disconnected)
group Ham∗ is a subgroup of Symp∗π because the evaluation map π1(Ham)→ π1(M,x0)
is trivial: see [13] for example. Note also that although Γ may not vanish when ω = 0
on π2(M), the Flux homomorphism vanishes on loops in Symp∗π ∩ Symp0 since its
value is then given by evaluating [ω] on 2-spheres. Therefore, in this case Flux is well
defined as a homomorphism Symp∗π ∩ Symp0 → H1(M ;R).
Lemma 4.8. If ω = 0 on spheres then Flux extends to a homomorphism Fπ : Symp∗π →
H1(M ;R).
Proof. Denote by Sπ1(M) the group formed by equivalence classes 〈γ〉 of based loops
in (M,x0) where two loops γ0, γ1 are equivalent iff they may be joined by a based
homotopy γt of zero symplectic area, i.e.∫
C
ψ∗ω = 0, ψ : C = S1 × [0, 1]→M, (s, t) 7→ γt(s).
Because ω vanishes on spheres, the symplectic area of a based homotopy between two
homotopic loops γ0, γ1 is independent of the choice of homotopy. As in Lemma 2.1 it
follows readily that there is an exact sequence of groups
(4.3) 0→ R→ Sπ1(M) π→ π1(M)→ {1}.
We now define a map s : π1(M) → Sπ1(M) such that π ◦ s = id. Since ω vanishes
on spheres it lifts to an exact form ω˜ on the universal cover M˜ of M . Choose a base
point x˜0 of M˜ that projects to x0 and choose a 1-form β on M˜ such that dβ = ω˜.
Then define s := sβ by setting sβ([γ]) = 〈γ〉 where the based loop γ represents [γ] and
is such that β integrates to zero over the unique lift of γ to a path in M˜ starting at
x˜0. Note that s := sβ need not be a group homomorphism because β is not invariant
under deck transformations.
For each g ∈ Symp∗π define a function
Fπ(g) : π1(M)→ R
by setting Fπ(g)([γ]) equal to the symplectic area of a based homotopy joining g(γ) = γ
to gγ. We claim that the map Fπ(g) : π1(M) → R is a homomorphism for each
g ∈ Symp∗π and so defines an element Fπ(g) in H1(M ;R). To see this, define A(γ, δ)
to be the ω-area of any homotopy from γ ∗ δ to γ ∗ δ, where γ, δ ∈ π1(M) and γ ∗ δ
denotes the loop that first goes round γ and then δ. Now Fπ(g)([γ ∗ δ]) is the area of
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any homotopy from g(γ ∗ δ) to g(γ ∗ δ). Consider the three part homotopy that goes
first from g(γ ∗ δ) to gγ ∗ gδ, then to gγ ∗ gδ and finally to g(γ ∗ δ). The first of these
homotopies has area −A(gγ, gδ) = −A(γ, δ) since g acts trivially on π1. Therefore this
cancels out the area of the third homotopy. The middle homotopy can be chosen to
be the juxtaposition of the homotopies used to define Fπ(g)[γ] and Fπ(g)[δ] and so has
area equal to their sum. Thus Fπ(g)([γ ∗ δ]) = Fπ(g)([γ]) + Fπ(g)([δ]).
One now shows that Fπ : Symp∗π → H1(M ;R) is a homomorphism as in Proposi-
tion 2.3. 
Corollary 4.9. If ω vanishes on tori then Fπ extends to a homomorphism Sympπ →
H1(M ;R).
Proof. Since each g ∈ Sympπ may be joined to a point gh1 ∈ Symp∗π by a Hamiltonian
path ht ∈ Ham, we extend Fπ by setting
(4.4) Fπ(g) := Fπ(gh), g ∈ Sympπ, gh ∈ Symp∗π, h ∈ Ham .
This is independent of the choice of ht ∈ Ham because ω = 0 on tori. 
The above proof was written using geometric language, to imitate the definition
of F̂s. However, when g ∈ Symp∗π it is perhaps more illuminating to write Fπ(g) ∈
Map(π1(M),R) in the form
(4.5) Fπ(g)(γ) = κg(γˆ), γ ∈ π1(M,x0), g ∈ Symp∗π
where κg : M˜ → R is the unique function such that g˜∗β = β + dκg, and κg(x˜0) = 0.
Here g˜ denotes the lift of g to the universal cover M˜ that fixes the base point x˜0, and
γˆ ∈ π−1(x0) ⊂ M˜ is the end point of the lift of any representative of γ ∈ π1(M). Hence
κgh = κh + h˜
∗κh, Fπ(gh) = Fπ(h) + h
∗Fπ(g).
The above identities hold for all g ∈ Symp∗. However, when g ∈ Symp∗π we saw
above that the map F (g) is a group homomorphism π1(M)→ R for each g. In general
this is not true. To explain the algebra, denote by ψγ : M˜ → M˜ the deck transformation
corresponding to γ ∈ π1(M) and define the function fγ : M˜ → R by
(ψγ)
∗β = β + dfγ , fγ(x˜0) = 0.
Then
(4.6) fγδ − fδ − (ψδ)∗fγ = fγ(δˆ),
where we think of the right hand side as a constant function on M . Therefore
(4.7) A(γ, δ) =
∫
ψγδ
β =
∫
δ
(ψγ)
∗(β) =
∫
δ
dfγ = fγ(δˆ).
Hence A : π1 × π1 → R satisfies the cocycle condition
A(δ, ε) −A(γδ, ε) +A(γ, δε) −A(γ, δ) = 0.
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(When checking this, it is useful to think of A(γ, δ) = (ψε)
∗A(γ, δ) as a constant
function on M˜ and to use (4.6).) Then the identity g˜ ◦ ψγ = ψgγ ◦ g˜ implies that
fgγ ◦ g˜ − fγ = κg ◦ ψγ − κg − κg(γˆ).
It follows that
Fπ(g)(γδ) − Fπ(g)(γ) − Fπ(g)(δ) = fgγ(gˆδ)− fγ(δˆ) = g∗A(γ, δ) −A(γ, δ).
Therefore, if we modify (4.5) by setting
Fπ(g, γ)(δ) := κg(γˆ) + g
∗A(γ, δ) −A(γ, δ),
we find that
Fπ(g, 1)(γδ) = Fπ(g, 1)(γ) + Fπ(g, γ)(δ).
This discussion applies when ω vanishes on π2(M). If ω also vanishes on tori
10 then
Γ = 0 and Fπ(g) = Flux(g) for g ∈ Symp∗0, so that we can extend Fπ to the whole
group Symp by equation (4.4). Hence we have shown:
Proposition 4.10. Suppose that ω vanishes on tori. Then Flux extends to a crossed
homomorphism
Fπ : Symp→ Map(π1(M);R),
such that Fπ(g) ∈ Hom(π1(M);R) for g ∈ Sympπ.
Because of the rather complicated algebraic structure of the map Fπ(g) when g acts
nontrivially on π1, the kernel of Fπ will not in general intersect every component of
Symp. Note also that if ω lifts to an exact form on the abelian cover of M given by the
homomorphism π1(M) → H1(M ;Z)/Tor, one can play the same game there, defining
FH and A by equations (4.5) and (4.7). Thus:
Corollary 4.11. Suppose that [ω] ∈ (H1(M ;R))2 ⊂ H2(M ;R) and that ω = 0 on tori.
Then Flux extends to a crossed homomorphism
FH : SympH → H1(M ;R),
where SympH is the subgroup of Symp that acts trivially on H1(M ;R).
4.4. c-Hamiltonian bundles and covering groups. Suppose now that (M,a) is a
c-symplectic manifold, that is, a closed oriented 2n-dimensional manifold equipped with
a class a ∈ H2(M ;R) such that an > 0. Then the analogue of the symplectic group
Symp is the group Diffa of all diffeomorphisms whose action on H2(M ;R) preserves
a. Thus its identity component is the full group Diff0. Since this is a simple group,
there is no subgroup corresponding to the Hamiltonian group. However, as noted in
Ke¸dra–McDuff [6] there is a covering group, which may be defined as follows.
Consider the a-Flux homomorphism Fluxa : π1(Diff0)→ H1(M ;R), whose value on
a loop λ in Diff0(M) is the cohomology class Flux
a(λ), where, for a 1-cycle γ in M ,
10If ω does not vanish on tori, we still have F (g) = Flux(g) mod Γ, provided that the evaluation
map π1 Symp0 → π1(M) is surjective. So in this case we also get an extension of Flux.
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Fluxa(λ)(γ) is given by evaluating a on the 2-cycle defined by the map T2 →M, (s, t) 7→
λ(t)
(
γ(s)
)
. Set11
Γa := Im(Fluxa) ⊂ H1(M ;PZa ).
We define the c-Hamiltonian group HDiffa0 to be the corresponding covering space of
Diff0 := Diff0(M). Thus there is a group extension:
Γa → HDiffa0 → Diff0 .
A similar construction in the symplectic case gives a group extension
Γ→H0 → Symp0,
such that the inclusion Ham →֒ Symp0 has a natural lift to a homotopy equivalence
ι : Ham → H0. To see this, note that if h ∈ Ham, the element in H0 represented by
the pair (h, γ), where γ is any path in H from the identity to h, is independent of the
choice of γ because the difference between two such paths lies in the kernel of Flux[ω].
Here are some analogs for Diffa of the questions considered earlier.
Question 4.12. Suppose that M → P → B is a bundle with structural group Diffa.
When does the class a ∈ H2(M) extend to a class a˜ ∈ H2(P )?
Question 4.13. When is there a group extension
Γa → HDiffa → Diffa
that restricts over Diff0 to the extension Γa → HDiffa0 → Diff0?
Neither question has an obvious answer. It is also not clear what relation they have
to each other. For example, consider the case when Γa := Im(Flux
a) = 0. Then the
cover is trivial and so always extends, but a may not always extend. We shall see
below that Question 4.13 is, at least to some extent, analogous to Question 1.5 which
asks when Flux extends. However, in the present situation there is so far no analog of
Theorem 1.10 which shows the close relation between the existence of an extension of
Flux and the obstruction cocycle OM .
The cocycle ε0 ∈ H2EM(Diffa0; Γa) that determines the extension Γa → HDiffa0 → Diff0
is defined as follows. For each g ∈ Diff0, choose a path γg from the identity element to
g and then define ε0(g, h) to be the value of Flux
a on the loop formed by going along
γh to h then along γgh to gh and then back along γgh. In the symplectic case ε0(g, h)
can be defined as the sum:
ε0(g, h) = Flux(γh) + Flux(γg)− Flux(γgh).
The next result shows that ε0 extends to a cocycle ε on Symp when Flux extends.
Proposition 4.14. Suppose that Flux extends to a crossed homomorphism F˜ : Symp→
HR/Γ, and set HF˜ := ker F˜ . For each g ∈ Symp, pick an element xg ∈ HF˜ that is
isotopic to g and choose a path γg in Symp0 from the identity to gx
−1
g . Then:
11By McDuff [12, Thm 6] Γa need not be discrete.
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(i)The formula
(4.8) ε(g, h) = Flux(γh) + h
∗ Flux(γg)− Flux(γgh),
defines an element [ε] ∈ H2EM(Symp; Γ) that is independent of choices.
(ii) The inclusion H
F˜
→ Symp lifts to a homotopy equivalence between H
F˜
and the
covering group G˜ of Symp defined by ε.
Proof. To check (i) first observe that xg is determined modulo an element in Ham
and so the element Flux(γh) is independent of choices modulo an element ch ∈ Γ that
depends on the choice of path γh. The three paths γh, γghx
−1
h ,−γgh no longer make
up a triangle; to close them up into a loop one needs to add a path from gx−1g hx
−1
h to
ghx−1gh . But there are elements k, k
′ ∈ Ham such that
gx−1g hx
−1
h = ghx
−1
g kx
−1
h = ghx
−1
gh k
′
and so we can choose this path to lie in Ham. It follows that formula (4.8) does define
an element ε(g, h) ∈ Γ. The cocycle condition
δε(g, h, k) = ε(h, k) − ε(g, hk) + ε(gh, k) − k∗ε(g, h)
follows by an easy calculation. Moreover different choices of the paths γh change ε by
a coboundary. This proves (i).
To prove (ii) observe that the extension G˜ defined by ε has elements (g, a) ∈ Symp×Γ
where
(g, a)(h, b) =
(
gh, h∗a+ b+ ε(g, h)
)
.
Now consider the map f˜ : G˜ → HR given by
f˜(g, a) = F˜lux(γg)− a ∈ H1(M ;R),
where F˜lux(γg) is the flux along the path γg in the universal cover S˜ymp. It follows
immediately from the definitions that this is a crossed homomorphism with kernel H˜,
say. Thus there is a commutative diagram with exact rows and columns
Γ
id→ Γ
↓ ↓
H˜ → G˜ f˜→ HR
↓ ↓ ↓
HF˜ → Symp
F˜→ HR/Γ.
Because HR is contractible the 5-lemma implies that the map G˜ ≃ H˜ → HF is a
homotopy equivalence. 
Remark 4.15. (i) Suppose that PZω = Z, and repeat the above argument using the
crossed homomorphism F̂Zs , where s is τ -compatible. By Proposition 4.5, Ham
sZ maps
onto π0(Sympτ ). Hence Ham
sZ is homotopy equivalent to the covering group of Sympτ
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defined by the cocycle εs ∈ H2cEM(Sympτ ;HZ) of (4.8). It follows from Proposition 4.5
that this covering group may be identified with Gτ .
(ii) If F : G→ A/Λ is a continuous crossed homomorphism then there is an associated
(possibly discontinuous) extension cocycle εF ∈ H2EM(G; Λ)) defined by εF (g, h) =
h∗f(g) + f(h)− f(gh), where f : G → A is any lift of F . It is not hard to check that
the corresponding extension of G coincides with the covering group G˜ constructed from
F in Remark 1.21(iii).
Observe finally that we can relax Question 4.13 by asking for an extension of Diffa
by the group H1(M ;PZa ) rather than by Γ. If a is a primitive integral class (i.e. PZa =
Z), there are natural candidates for such an extension just as in the symplectic case.
Moreover the existence of these groups should have some bearing on Question 4.12.
Since these questions are very similar to those already discussed in connection with the
group HamsZ, we shall not pursue them further here.
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