The 3-partitioning problem is to decide whether a given multiset of nonnegative integers can be partitioned into triples that all have the same sum. It is considerably used to prove the strong NP-hardness of many scheduling problems. In this paper, we consider four optimization versions of the 3-partitioning problem, and then present four polynomial time approximation schemes for these problems.
Introduction
The 3-partitioning problem is a classic NP-complete problem in Operations Research and theoretical computer science [10] . The problem is to decide whether a given multi set of nonnegative integers can be partitioned into triples that all have the same sum. More precisely, for a given multi set of 3 m positive integers, can be partitioned into m subsets 1 2 such that each subset contains exactly three elements and the sums of elements in the subsets (also called loads or lengths) are equal?
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For the optimal versions of the 3-partitioning problem, the following four problems have been considered. Problem 1 [13] , [14] MIN-MAX 3-PARTITIONING: Given a multi set of 3m nonnegative integers, partitioned S into m subsets 1 2 m such that each subset contains exactly three elements and the maximum load of the m subsets is minimized. r is a kernel andeach j p is an ordinary element, partitioned S into m subsets 1 2 such that (1) each subset contains exactly one kernel, (2) each subset contains exactly three elements, and (3) the maximum load of the m subsets is minimized. , , , m S S S  Problem 3 [5] MAX-MIN 3-PARTITIONING: Given a multi set S 3m nonnegative integers, partitioned S into m subsets 1 2 , , , m S S S  h subset contains exactly three elements and the minimum load of the m subsets is maximized. r is a kernel andeach is an ordinary element, partitioned S into m subsets 1 2 such that (1) each subset contains exactly one kernel, (2) each subset contains exactly three elements, and (3) the minimum load of the m subsets is maximized.
The 3-partitioning problems have many applications in multiprocessor scheduling, aircraft maintenance scheduling, flexible manufacturing systems and VLSI chip design (see [3, 13] ). Kellerer and Woeginger [14] proposed a Modified Longest Processing Time (MLPT, for short) with performance ratio 4 / 3 for MIN-MAX 3-PARTITIONING. Later, Kellerer and Kotov [13] designed a -approximation algorithm which is the best known result for MIN-MAX 3-PARTITIONING. Chen et al. [6] considered-MIN-MAX KERNEL 3-PAR-TITIONING and proved that MLPT has a tight approximation ratio 1/ 3m  7 / 6 3 / 2 1/ 2m  .Chen et al. [5] considered MAX-MIN 3-PARTITIONINGand MAX-MIN KERNEL 3-PARTITIONING, and showed that MLPT algorithm has worst performance ratios and
To the best of our knowledge, these are the best results.
A generalization of the 3-partitioning problem is the k-partitioning problem in which km elements have to be partitioned into m subsets each of which contains k elements. For the min-max objective, Babel, et al. [2] showed the relationship between the scheduling problems and the k-partitioning problem, and devised a -approximation algorithm. Upper (lower) bounds 4 / 3 and heuristic algorithms for the min-max k-partitioning problem can be found in [7] [8] [9] . He et al. [11] investigated the max-min k-partitioning problem and presented an algorithm with performance ratio . Recently, Bruglieri et al. [4] gave an annotated bibliography of the cardinality constrained optimization problems which contains the k-partitioning problems. max{2 / k,1 / m} 0 Apparently, all four 3-partitioning problems considered in the current paper are NP-hard in the strong sense. Thus we are interested in designing some approximation algorithms. Recall that a polynomial-time approximation scheme (PTAS) for a minimization problem is a family of polynomial algorithms over all   such that for every instance of the problem, the corresponding algorithm produces a solution whose value is at most . Similarly, A PTAS for a maximization problem is a family of polynomial algorithm sover all
  such that for every instance of the problem, the corresponding algorithm produces a solution whose value is at least   1   . Since four 3-partitioning problems are NP-hard in the strong sense, designing some PTASs for these problems is best possible.
OPT
Note that 3-partitioning problems are closely related to the parallel scheduling problem of minimizing the makes pan in which n jobs have to be assigned to m machines such that the maximum machine load is minimized. Hochbaum and Shmoys [12] first presented a PTAS for the makes pan problem by using dual approximation algorithms. Alon et al. [1] designed some linear time approximation schemes for the parallel machine scheduling problems by using a novel idea of clustering the small jobs into blocks of jobs of small but non-negligible size. The basic strategy of designing PTAS in [1, 12] is to construct a new instance with a constant number of different sizes from the original instance, to solve the new instance optimally, and then re-construct a near optimal schedule for the original instance. Note that the approximation schemes in [1, 12] cannot be applied directly to the 3-par-titioning problems, because of the cardinality constraint.
To the best of our knowledge, there are no PTASs for the four 3-partitioning problems. In this paper, we first present four polynomial-time approximation schemes for the3-partitioning problems, respectively. As we shall see later, our result are adaptations of the framework of approximation scheme in [1] , but with a new rounding method. I is no more
The Min-Max Objectives

Min-max 3-partitioningvv
Note that no element in instance 1 I is more than 1 by the definition of , and in instance 
It is easy to verify that the number of different configurations is at most 
Here, the constraints (1) and (2) guarantee that eachelement is exactly in one subset. The constraints (3) mean that we only use the configuration with length no more I . Since computing 1 can be done in time [14] , and constructing the integer linear programs can be done in time , we arrive at the following lemma. 
Min-max Kernel 3-Partitioning
For a given instance 2 I of MIN-MAX KERNEL 3-PAR-TITIONING, we first compute the value 2 of the feasible solution produced by the algorithm in [6] . As before, by implementing Lenstra's algorithm in [15] at most 2 K times, we can find an optimal solution for instance ' 
Here, the constraints (10) and (11) ' 3 OPT ' 3 I . in As in Sectio , by implementing Lenstra's algorithm [15] at most 3 n 2 K times, we get an optimal solution of instance ' 3 I . Since computing 3 L can be done in ( ) O mlogm [5] 
usions
We have presented tionversions of 3-partitioning problem. It is an interesting open question whether some similar PTAS can be developed for general objectives of 3-partitioning problem as in [1] .
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