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ABSTRACT
On some renements of the embedding of critical Sobolev spaces into BMO, and
a study of stability for parabolic equations with time delay
Almaz Butaev, PhD
Concordia University, 2017
Van Schaftinen [77] showed that the inequalities of Bourgain and Brezis [11], [12] give rise
to new function spaces that rene the classical embedding W 1;n(Rn)  BMO(Rn). It was
suggested by Van Schaftingen [77] that similar results should hold in the setting of bounded
domains 
  Rn for bmor(
) and bmoz(
) classes.
The rst part of this thesis contains the proofs of these conjectures as well as the devel-
opment of a non-homogeneous theory of Van Schaftingen spaces on Rn. Based on the results
in the non-homogeneous setting, we are able to show that the rened embeddings can also
be established for bmo spaces on Riemannian manifolds with bounded geometry, introduced
by Taylor [68].
The stability of parabolic equations with time delay plays an important role in the study
of non-linear reaction-diusion equations with time delay. While the stability regions for
such equations without convection on bounded time intervals were described by Travis and
Webb [70], the problem remained unaddressed for the equations with convection. The need
to determine exact regions of stability for such equations appeared in the context of the work
of Mei and Wang on the Nicholson equation with delay [50].
In the second part of this thesis, we study the parabolic equations with and without
convection on R. It has been shown that the presence of convection terms can change the




I would like to thank my supervisors, Dr. Galia Dafni and Dr. Ming Mei. Their knowl-
edge and guidance have been invaluable to the completion of this thesis.
I would also like to thank my family for their constant support, sacrices and belief in
me.
I would like to thank the faculty and sta of the Department of Mathematics and Statis-
tics at Concordia University for all the knowledge that I have acquired during my years at
Concordia.





I Function spaces between critical Sobolev spaces and bmo ix
1 Introduction 1
1.1 The John-Nirenberg space BMO(Rn) . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Renements of the embedding W 1;n  BMO . . . . . . . . . . . . . . . . . . 3
1.3 New inequalities for critical Sobolev spaces . . . . . . . . . . . . . . . . . . . 3
1.4 Van Schaftingen's classes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4.1 Divergence-free case . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4.2 General case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.5 Applications to linear elliptic PDEs . . . . . . . . . . . . . . . . . . . . . . . 6
1.6 Results and structure of Part 1 . . . . . . . . . . . . . . . . . . . . . . . . . 6
2 Preliminaries 9
2.1 Distributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Dierential forms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Currents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4 Hardy spaces on Rn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4.1 Denitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4.2 Density of D(Rn) in h1(Rn) . . . . . . . . . . . . . . . . . . . . . . . 15
2.4.3 Dual space of h1(Rn) . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4.4 Pseudo-dierential operators on h1 . . . . . . . . . . . . . . . . . . . 15
v
2.4.5 Atomic decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.5 Hardy spaces on domains . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.5.1 Denitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.5.2 Atomic decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.5.3 Density of D(
) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5.4 Dual spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3 dk spaces and continuous embeddings into bmo spaces 22
3.1 Dierential k-forms of Sobolev type on Rn . . . . . . . . . . . . . . . . . . . 22
3.2 dk spaces on Rn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3 vk classes on Rn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3.1 Denition and embeddings . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3.2 Intrinsic denition of the space vn 1 . . . . . . . . . . . . . . . . . . . 29
3.4 Tensor product of dk functions . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.5 Examples of dk(Rn) functions . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.5.1 Triebel-Lizorkin and Besov functions . . . . . . . . . . . . . . . . . . 38
3.5.2 Locally Lipschitz functions . . . . . . . . . . . . . . . . . . . . . . . . 39
3.6 Application to PDE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.7 L1 forms on domains . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.8 dk classes on Lipschitz domains 
 . . . . . . . . . . . . . . . . . . . . . . . . 45
3.8.1 dkz(
) spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.8.2 dk(
) spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4 Functions on Riemannian manifolds with bounded geometry 51
4.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.1.1 Riemannian manifolds . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.1.2 Connection and co-variant derivative . . . . . . . . . . . . . . . . . . 51
4.1.3 Geodesics and exponential maps . . . . . . . . . . . . . . . . . . . . . 52
4.1.4 Riemannian manifold as a metric space . . . . . . . . . . . . . . . . . 53
4.1.5 Integration on (M; g) . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2 Riemannian manifolds with bounded geometry . . . . . . . . . . . . . . . . . 54
vi
4.2.1 Tame partition of unity . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.3 W s;p(M), h1(M) and bmo(M) . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.4 dk(M) spaces and the embedding into bmo(M) . . . . . . . . . . . . . . . . . 56
II Delay parabolic equations 57
5 Introduction 58
5.1 Non-spatial population models with time delay . . . . . . . . . . . . . . . . . 58
5.2 Spatial population models with time delay . . . . . . . . . . . . . . . . . . . 59
5.2.1 Models without delay . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.2.2 Models with time delay . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.2.3 The structure of Part 2 . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6 Main results 62
6.1 Travelling wave solutions and their stability . . . . . . . . . . . . . . . . . . 62
6.2 Parabolic equations with time delay . . . . . . . . . . . . . . . . . . . . . . . 63
7 The Proofs of the main theorems 66
7.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
7.2 Proofs of theorems A-C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
7.2.1 Proof of Theorem A . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
7.2.2 Proof of Theorem B . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
7.2.3 Proof of Theorem C . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
7.3 Proofs of theorems 7.2.1-7.2.3 . . . . . . . . . . . . . . . . . . . . . . . . . . 72
7.3.1 Proof of Theorem 7.2.1 . . . . . . . . . . . . . . . . . . . . . . . . . . 74
7.3.2 Proofs of Theorems 7.2.2 and 7.2.3 . . . . . . . . . . . . . . . . . . . 76




 BMO, the space of functions of bounded mean oscillation
 bmo, the non-homogeneous space of functions of bounded mean oscillation
 VMO, the space of functions of vanishing mean oscillation
 vmo, the non-homogeneous space of functions of vanishing mean oscillation
 W s;p, Sobolev space
 Bs;pq , Besov space
 F s;pq , Triebel-Lizorkin space
 div, divergence operator
 H1, Hardy space
 L1k, Lebesgue integrable dierentiable forms of order k




 ^, wedge product
 , equality up to a constant factor
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Part I
Function spaces between critical




1.1 The John-Nirenberg space BMO(Rn)
Let f be a locally integrable function on Rn. Given a cube Q  Rn (henceforth by a cube
we will understand a cube with sides parallel to the axes), we denote the average of f over







where jQj is the Lebesgue measure of Q.
In 1961 John and Nirenberg introduced the space of functions of bounded mean oscillation
(BMO).








Note that k  kBMO is a norm on the quotient space of functions modulo constants.
Functions of bounded mean oscillations turned out to be the right substitute for L1
functions in a number of questions in analysis. Let us consider three examples that illustrate
that.
Example 1.1.2. Let T be a convolution operator bounded on L2(Rn) such that its kernel
K satises the following cancellation condition: there exists A > 0 such thatZ
jxj>2jyj
jK(x  y) K(x)jdx  A; for all y 6= 0:
1
Then for any p 2 (1;1) there exists Cp > 0 so that
kTfkLp  CpkfkLp ; for any f 2 L2 \ Lp:
In other words T can be extended to a bounded linear operator on Lp, for any p 2 (1;1)
(for the proof see e.g. [65], Chapter II).
The result does not hold for f 2 L1(Rn). However, as was shown by Peetre [55], T can
be extended to a continuous linear operator on BMO(Rn).
Example 1.1.3. Let Ks be the Riesz potential of order s 2 (0; n), i.e. the distribution with
Fourier transform
K^s() = jj s;
and Is be the convolution operator with kernel Ks. Then for any p; q such that 1 < p < q <1
and 1=q = 1=p  s=n, there exists Cp;q such that
kIsfkLq  Cp;qkfkp; 8f 2 Lp:
The inequality fails for the limiting case p = 1; q =1 and s = n. However, substituting the
L1 norm by the one of BMO, we have
kInfkBMO  CkfkL1 ; 8f 2 L1
(see [64], Section 6.3 in Chapter IV).
Example 1.1.4. Let W 1;p(Rn) be the Sobolev space of functions f 2 Lp such that rf 2 Lp.
The embedding theorem of Gagliardo-Nirenberg-Sobolev (see e.g. [65], Chapter V) asserts
that for any p 2 [1; n) there exists Cp such that
kfkLnp=(n p)  CpkfkW 1;p ; 8f 2 W 1;p:
The inequality fails for p = n, so we do not have the embedding W 1;n into L1. However, it
follows from the Poincare inequality that for some constant C
kfkBMO  CkfkW 1;n ; 8f 2 W 1;n
(see e.g. [27], Section 5.8).
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1.2 Renements of the embedding W 1;n  BMO
In the last example we showed that a good substitute for L1 in the Sobolev embedding
theorem is BMO. The question of how optimal this embedding is and whether it can be
improved, has been an active research topic. It was proven by John and Nirenberg [39] that
if f 2 BMO(Rn), then for each C > 0,
eCjf j 2 L1loc(Rn):





However, Pokhozhaev [57], Trudinger [74] and Yudovich [82] independently showed that for
any f 2 W 1;n(Rn), we have
eCjf j
n=n 1 2 L1loc(Rn); for any C > 0;
which says that the embedding W 1;n  BMO is not optimal on the scale of Orlicz spaces.
Later Brezis and Wainger [15] generalized the Pokhozhaev-Trudinger-Yudovich result to
a larger class of functions. Namely, they showed that if f and rf both belong to the Lorentz
space Ln;q, 1 < q <1 (see e.g. [7] for the denition of Lorentz spaces), then for any C > 0




More detailed exposition of the progress in this direction can be found in [56].
1.3 New inequalities for critical Sobolev spaces
The starting point of the research described in this work was the following estimate of
Bourgain, Brezis and Mironescu [13], Proposition 4:
Theorem 1.3.1. Let   be a closed rectiable curve in Rn with unit tangent vector  and let
u 2 C10 (Rn). Then Z
 
u(x)(x)dx
  Cnj jkrukLn ;
3




u(x)(x)dx is an element of Rn in the above theorem as well as in the next
one. The proof of Theorem 1.3.1 was given using Littlewood-Paley theory; an elementary
proof based only on the Morrey-Sobolev embedding theorem was found by Van Schaftingen
[76].
A more general form of this result was given in [11]
Theorem 1.3.2. For every u 2 C10 (Rn) and F 2 L1(Rn;Rn) such that divF = 0,Z
Rn
u(x)F (x)dx
  CnkrukLnkFkL1 :
Bourgain and Brezis showed that Theorem 1.3.2 follows from Theorem 1.3.1 and Smirnov's
theorem on the integral representation of divergence-free vector elds [63]. A direct and ele-
mentary proof of Theorem 1.3.2 was soon given by Van Schaftingen [75]. It has been shown
in [78] that krukLn can be relaxed to kuk _F sp;q , where _F sp;q is the homogeneous Triebel-Lizorkin
space with p > 1, s = n=p and q > 0.
1.4 Van Schaftingen's classes
1.4.1 Divergence-free case
It was noted in [8] and [77] that krukLn in Theorem 1.3.2 cannot be replaced by kukBMO.
In order to understand the relationship between Theorem 1.3.2 and the classical embed-
ding _W 1;n  BMO (here _W 1;n is the homogeneous Sobolev space), Van Schaftingen in [77]
considered the class of distributions
Dn 1(Rn) = fu 2 D0(Rn) : kukDn 1 <1g;
where
kukDn 1 := supfju(i)j :  = (1; : : : ; n) 2 D(Rn;Rn); div  = 0; kkL1  1g:
It was shown that for 1 < p <1, _W n=p;p  Dn 1  BMO, where both inclusions are proper,
thus establishing a new renement of the classic embedding W 1;n  BMO.
4
The denition of Dn 1 was motivated by Theorem 1.3.2 and it is natural to ask what is
the relation between Dn 1 and Theorem 1.3.1. Using Smirnov's theorem, Van Schaftingen
showed the following result









where the supremum is taken over all closed C1 smooth curves   with unit tangent vectors
 .
1.4.2 General case
It is natural to consider a dierent scenario, replacing the divergence operator r   in the
above by the curl, r  , or more generally exterior dierentiation d. Van Schaftingen





i1 ^    ^ dxik
and introduced the following
Denition 1.4.2. For 1  k  n, Dk is dened as
Dk(Rn) = fu 2 D0(Rn) : kukDk <1g;
where
kukDk := supfju(i1;:::;ik)j :  2 D(Rn; k(Rn)); d = 0; kkL1  1g:
It was shown in [77] that the Dk classes lie strictly between the critical Sobolev spaces
and BMO. Namely, the following proper inclusions are continuous
_W 1;n  Dn 1      D1  BMO:
The analogue of Theorem 1.4.1 for D1 functions is the following









where the supremum is taken over all closed smooth connected n  1 dimensional surfaces 
with unit normal vectors .
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1.5 Applications to linear elliptic PDEs
Let us consider the system of equations in Rn; n  2
U = F; (1.5.1)
where F 2 Lp(Rn;Rn). For p 2 (1;1), the regularity of the solution U comes from the
Calderon-Zygmund theory and the Sobolev embedding theorem. For example, if 1 < p <
n=2, the Calderon-Zygmund theory tells us that
kD2Ukp  CkFkp
and by the Sobolev embedding theorem, one has
kDUkp0  CpkFkp;
and
kUkp00  C 0pkFkp;
where 1=p0 = 1=p  1=n and 1=p00 = 1=p  2=n.
None of these estimates holds for p = 1. However, using Theorem 1.3.2, Bourgain and
Brezis showed that it is possible to obtain the regularity of U with F 2 L1 under the
restriction: divF = 0. More precisely, they proved
Theorem 1.5.1 ([11]). If U is a solution of (1.5.1), where F 2 L1 and divF = 0, then for
some constant C > 0,
max(kDUkLn=(n 1)(Rn); kUkLn=(n 2)(Rn))  CkFk1; for n  3
and
max(kDUkLn(Rn); kUkL1(Rn))  CkFkL1(Rn); for n = 2:
1.6 Results and structure of Part 1
The structure of the rest of this part is as follows. In Chapter 2 we recall the basic notions
used in this work: distributions, dierential forms and currents. We also review the basic
theory of Hardy spaces on Rn and bounded Lipschitz domains in Rn.
6
In Chapter 3 we develop the non-homogeneous theory on Rn. In Section 3.1 we dene
the class of special dierential forms similar to the Sobolev space W 1;1. In Section 3.2 we
use these forms in order to dene a new type of function spaces dk(Rn), which are the non-
homogeneous analogs of Van Schaftingen's classes Dk(Rn). In the same section we show that
dk(Rn) form a monotone family of spaces (Lemma 3.2.4) and prove the following result
Theorem (3.2.6). d1(Rn) is continuously embedded into the space bmo(Rn) and 9C > 0 so
that for any u 2 dk(Rn), 1  k  n
kukbmo  Ckukdk :
In Section 3.3.1 we dene an even ner scale of function spaces vk and show the chain of
continuous embeddings
W 1;n(Rn)  vn 1(Rn)      v1(Rn)  vmo(Rn):
In Section 3.3.2, we prove that the space vn 1(Rn) can be characterized by the following
theorem.













where the suprema are taken over smooth curves  with nite lengths jj, boundaries @ and
unit tangent vectors  .
In Section 3.4 we prove that dk classes are invariant under the tensor multiplication by
smooth function (Theorem 3.4.1). Using this result we give explicit examples of dk functions
in Section 3.5. In Section 3.6 we give an application of our dk spaces for one elliptic system
by proving the following fact
Theorem (3.6.1). Let F 2 L1(R2) and divF 2 L1(R2). Then the system (I   )U = F
admits a unique solution U such that
kUk1 + krUk2  C(kFk1 + kdivFk1):
7




). The main result of Section 3.8 is the following theorem, which gives an armative
answer to the question posed by Van Schaftingen
Theorem (3.8.11). Any u 2 d1(
) is a bmor(
) function as there exists C > 0 such that
kukbmor(
)  Ckukd1(
) 8u 2 d1(
):
In Chapter 4, we recall some basics of Riemannian manifolds and dene the notion of
bounded geometry. Further, building on our own results of Chapter 3 we prove the rened
embeddings between critical Sobolev space and bmo on Riemannian manifolds with bounded
geometry.
Theorem (4.4.2). Let M be the Riemannian manifold with bounded geometry. Then the
following continuous embeddings are true






 be an open subset of Rn. By multi-index  we denote an n-tuple of non-negative
integers,  = (1; 2; : : : ; n). By jj we will understand the sum of the components,
1 +    + n. By the partial derivative @x we will understand the mixed derivative with
respect to the variable x 2 Rn,
@x =
@jj
@1x1 : : : @nxn
:
We use the Schwartz notation
D(
) = ff 2 C1(
)j supp f  
 is compactg
and say that ffng  D(
) converges to f 2 D(
) if there exists a compact K  
 such that






j@fn(x)  @f(x)j = 0:
The space of continuous linear functionals on D(
) is denoted by D0(
) and is called the
space of distributions.
For the class of test functions
E(
) = ff 2 C1(
)g;
9
we say that ffng  E(
) converges to f 2 E(
) if for any xed multi-index  and any xed






j@fn(x)  @f(x)j = 0:
The space of continuous linear functionals on E(
), denoted by E 0(
) coincides with the
space of compactly supported distributions (see e.g. Theorem 2.3.1 in [37]).
Finally, we will say that f : Rn ! R is a Schwartz function and write f 2 S(Rn) if
f 2 C1(Rn) and sup
x2Rn
(1 + jxj)N j@f(x)j < 1, for any N > 0 and any multi-index . The






(1 + jxj)N j@fn(x)  @f(x)j = 0:
The space of continuous linear functionals on S(Rn) is denoted by S 0(Rn) and is called the
space of tempered distributions.
2.2 Dierential forms
Let k  1. We denote the class of k-asymmetric tensors on Rn by k(Rn). In other words,
each element T 2 k(Rn) is a real-valued k-linear form on Rn such that for any vectors
v1; : : : ; vk (vi 2 Rn) and any permutation  2 Sk
T (v(1); : : : ; v(n)) = sgn()T (v1; : : : ; vn):
Note that 1 coincides with the space of linear functionals on Rn.
For T 2 k(Rn) and P 2 l(Rn), the wedge product of P and Q is an asymmetric tensor
dened by
T ^ P (v1; : : : ; vk+l) =
X
2Sk;l
sgn()T (v(1); : : : ; v(k))P (v(k+1); : : : ; v(k+l))
where S(k; l) is the set of permutations  such that (1) <    < (k) and (k + 1) <    <
(k + l). The basic algebraic properties of the wedge products and alternating tensors can





i1 ^    ^ dxik ;
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where Ti1;:::;ik are scalars and fdxjgnj=1 is the standard dual basis in Rn, i.e. for any a =
(a1; : : : ; an) 2 Rn, dxj(a) = aj.
In order to alleviate the notation, we will adopt the following convention: let I =
(i1; : : : ; ik) be a set of k indices 1  i1 < i2    < ik  n; then we put by denition
jIj = k and dxI = dxi1 ^    ^ dxik .
Denition 2.2.1. Let O  Rn be an open set and 1  k  n. A dierential k-form ! is a






where each !I is a smooth function on O. The space of dierential k-forms will be denoted
by Ek(O).
Moreover, we put E0(O) = C1(O).
Denition 2.2.2. Let O  Rn be an open set. The exterior derivative d : Ek(O) 7! Ek+1(O)

















j ^ dxI :
We put d! = 0 for any ! 2 En(O).










where Ic = (j1; : : : ; jn k), 1  j1 < j2 < : : : jn k  n and js 6= il for any s 2 [1; n   k] and
l 2 [1; k].
Denition 2.2.4. The co-dierential operator  : Ek(O) 7! Ek 1(O) is dened as the fol-
lowing composition of d and ?:




  Rn be open. We consider the space of k-dierential forms with D(
) components
and denote it by Dk(
). In other words
Dk(




I :  I 2 D(
)g:
The convergence in this space is understood in the component-wise sense: f	j = PjIj=k  jIdxIg1j=1




), if each  jI !  I , as j !1 in D(
).
Denition 2.3.1. The space of continuous linear functionals on Dk(
) is called the space
of currents of degree k and denoted by Dk(
).
It is not dicult to show (see e.g. Proposition 3.2.1 in [24]) that any current  2 Dk(
)






where I are 0-currents, i.e. distributions in D0(






For any  2 Dk, we dene its exterior derivative d as an element in Dk+1 dened by
d(	) =  (	);
where  is the exterior co-derivative.
We also denote the boundary of a current  2 Dk(
) by @ 2 Dk 1(
), dened by
@(	) = (d	); for any 	 2 Dk 1(Rn):
Similarly, we can introduce a component-wise topology on Ek(
).
Denition 2.3.2. The space of continuous linear functionals on Ek(
) is called the space
of compactly supported currents of degree k and denoted by Ek(
).
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2.4 Hardy spaces on Rn
2.4.1 Denitions
In this section, we recall the denition and basic properties of the local Hardy space h1(Rn)
introduced by Goldberg [30].





Denition 2.4.1. We say that f belongs to the local Hardy space h1(Rn) if mf 2 L1(Rn)
and we put
kfkh1 := kmfkL1 :
It is useful to compare h1 with the classic real Hardy space H1(Rn), which can be dened
using the global maximal function M,
Mf(x) := sup
t>0
jt  f(x)j; f 2 L1(Rn):
Denition 2.4.2. We say that f belongs to the Hardy space H1(Rn) if Mf 2 L1(Rn), and
we put
kfkH1 := kMfkL1 :
It follows from the denitions of the maximal functions that mf(x)  Mf(x) for any
f 2 L1 and x 2 Rn. Therefore H1  h1. One of the reasons why it is often more convenient
to deal with a larger space h1 instead of H1 is that S(Rn)  h1(Rn), while any f 2 H1(Rn)
has to satisfy
R
Rn f = 0. It is important to note that f 2 h1(Rn) and
R
Rn
f = 0 do not imply
that f 2 H1(Rn) (see Theorem 3 in [30]). However, the following is true
Lemma 2.4.3. If f 2 h1(Rn), R
Rn
f(x)dx = 0 and supp f  B, where B is a bounded subset
of Rn, then there exists CB > 0 such that
kfkH1  CBkfkh1 :
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Proof. We will follow the argument of Goldberg (see the proof of Theorem 3 in [30]). Without
loss of generality we can assume that B is a ball containing the origin, say B = B(0; R) for
some R > 0. We need to show that
kMf(x)kL1  Ckfkh1 :
Since f 2 h1(Rn), and kmfkL1 = kfkh1 by denition, it remains to estimate supt1 jt  f j.
On the one hand, for any x 2 Rn,
sup
t1
jt  f(x)j  ktkL1kfkL1  kkL1kfkh1 :




jt  f(x)jdx  CRnkfkh1 : (2.4.1)
On the other hand, due to the cancellationZ
f(x)dx = 0;
one has







jrt(x  y)j  kfkL1  CRt n 1 sup
y2B
rx  yt
  kfkh1 :
Due to the smoothness and rapid decay of , there exists K > 0 such that jr(y)j 
Kjyj n 1. Hence, for x 2 Rn n ~B
jt  f(x)j  CRkfkh1 sup
jyjR









(jxj   R)n+1  C
0kfkh1 : (2.4.2)
Estimates (2.4.1-2.4.2) yield the lemma.
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2.4.2 Density of D(Rn) in h1(Rn)
It was shown by Goldberg ([30], p. 35) that S(Rn) is dense in h1(Rn). Later, we will need
to use a slightly stronger fact
Lemma 2.4.4. The space D(Rn) is dense in h1(Rn).
Proof. We employ the fact that h1(Rn) is a space of the Triebel-Lizorkin category: h1(Rn) =
F 0;12 (Rn) (see e.g. [71] for the denition of F s;pq spaces). By the embedding theorem ([71], p.
47), there is a continuous embedding
W 1;1(Rn)  F 0;12 (Rn) = h1(Rn):
Since S is dense in h1 and any Schwartz function can be approximated by D functions in
the W 1;1 norm, the result follows.
2.4.3 Dual space of h1(Rn)























jf(x)  fQjdx  2jQj
R
Q
jf(x)jdx and therefore bmo(Rn) is a subspace of
John-Nirenberg space BMO(Rn). Moreover, if kfkbmo = 0 then f = 0 a.e. on Rn, unlike in
BMO(Rn), where constant functions are identied with f  0.
Later we will need the following theorem of Goldberg:
Theorem 2.4.6 ([30]). The space bmo(Rn) is isomorphic to the space of continuous linear
functionals on h1(Rn).
2.4.4 Pseudo-dierential operators on h1
In order to formulate another useful result of Goldberg, we recall the denition of a pseudo-
dierential operator.
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Denition 2.4.7. We say that (x; ) 2 C1(RnRn) is a symbol of order m 2 Z and write
 2 Sm if for any pair of multi-indices  and  there exists C; such that
j@x@ (x; )j  C;(1 + jj)m jj for all x; :
Denition 2.4.8. We say that a linear map P (x;D) : S(Rn) 7! C1(Rn) is a pseudo-












for some  2 Sm.
It follows from the denition that dierential operators are pseudo-dierential operators
with (x; ) = p() for some polynomial p. Here is an example of a pseudo-dierential
operator of a negative order:




Then by the Leibniz rule





which implies that Gm 2 OPS m(Rn).
It is known (see e.g. 3.3 in [69]) that for P 2 OPSm and Q 2 OPSk, the product
PQ 2 OPSm+k. This gives another example:
Example 2.4.10. Let Gm be the Bessel potential and P (D) =
P
jj=k c@
, then P (D)Gm 2
OPSk m.
Theorem 2.4.11 ([30]). If T 2 OPS0, then there exists a constant C > 0 such that
kTfkh1  Ckfkh1 for any f 2 S(Rn):
Therefore, any T 2 OPS0 can be extended to a continuous linear operator on h1(Rn).
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2.4.5 Atomic decomposition
Denition 2.4.12. An H1(Rn) atom is a Lebesgue measurable function a, supported on a





Denition 2.4.13. [19] An h1(Rn) atom is a Lebesgue measurable function a, supported










a(x)dx = 0 for jQj  1. However, it can be shown (see e.g
[21]) that any h1 atom in the above sense is an h1(Rn) function.
Theorem 2.4.15 ([28]). Let f 2 L1(Rn). Then f 2 H1(Rn) if and only if there exist
sequences of H1(Rn) atoms fakg and real numbers fkg  R such that
P jkj <1 andX
k









where the inmum is taken over all atomic decompositions of f .
Theorem 2.4.16 ([21], [30]). Let f 2 L1(Rn). Then f 2 h1(Rn) if and only if there exist a
sequence of h1(Rn) atoms fakg and real numbers fkg  R such that
P jkj <1 andX
k









where the inmum is taken over all atomic decompositions of f .
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2.5 Hardy spaces on domains
2.5.1 Denitions
Denition 2.5.1. [20], [52]
Let 
  Rn be a bounded Lipschitz domain. The space h1r(
) consists of elements of
L1(
) which are the restrictions to 
 of elements of h1(Rn), i.e.
h1r(
) = ff 2 L1(
) : 9F 2 h1(Rn) : F = f on 
g:
We can consider this as a quotient space equipped with the quotient norm
kfkh1r(
) := inffkFkh1(Rn) : F = f on 
g:
Denition 2.5.2. [19] The space h1z(
) is dened to be the subspace of h
1(Rn) consisting
of those elements which are supported on 
.
Denition 2.5.3. [20] The space H1z (
) is dened to be the subspace of H
1(Rn) consisting
of those elements which are supported on 
.






Both of these embeddings are strict: any f 2 D(
), such that R f 6= 0 belongs to h1z(
) n
H1z (
); the existence of f 2 h1r(
) n h1z(
) is shown in [19], Proposition 6.4.
2.5.2 Atomic decomposition
Local versions of atoms are dened as follows
Denition 2.5.4. An H1(Rn) atom supported in an open set 
  Rn is called an H1z (
)
atom. An h1(Rn) atom supported in an open set 
  Rn is called an h1z(
) atom.
Theorem 2.5.5 (Theorem 3.3 in [20]). Let 
 be a bounded Lipschitz domain and f 2 L1(
).
Then f 2 H1z (
) if and only if there exist a sequence of H1z (
) atoms fakg and real numbers
fkg  R such that
P jkj <1 andX
k











where the inmum is taken over all atomic decompositions of f .
A similar decomposition holds for h1z(
) functions
Theorem 2.5.6 (Theorem 3.2 in [20]). Let 
 be a bounded Lipschitz domain and f 2 L1(
).
Then f 2 h1z(
) if and only if there exist a sequence of h1z(
) atoms fakg and real numbers
fkg  R such that
P jkj <1 andX
k










where the inmum is taken over all atomic decompositions of f .
2.5.3 Density of D(
)
The following lemma is an analogue of Lemma 2.4.4. It is a special case of the result
established by Triebel for smooth @
 (see e.g. [73], p. 46) and in a more general setting,
including Lipschitz domains, obtained in [17].
Lemma 2.5.7. [17] Let 
 be a bounded Lipschitz domain. Then the space D(





) as a subset, the lemma implies that any f 2 h1z(
) can be approxi-
mated by a D(
) function in the h1r(
) norm. Later we will use the fact that D(
) is dense
in f 2 h1z(
) in the stronger h1-norm.
Lemma 2.5.8. Let 
 be a domain of Rn. Then the set of D(
) functions is dense in h1z(
).
Proof. Given  > 0 and f 2 h1z(
), we need to nd ~f 2 D(







where fjg 2 l1, aj are supported in closed cubes Qj  
,





and for some C > 0 depending only on the dimension n
kajkh1(Rn)  C: (2.5.1)






we can ensure that
kf   gkh1  C
1X
j=N+1
jjj < =2: (2.5.2)
In order to approximate g, we will use the method of convolutions. Let  2 (0; 1) and  be
a smooth non-negative function supported in the unit ball centred at the origin such that
kkL1 = 1. As usual, we put (x) =  n(x=) and dene
g = g   =
NX
j=1






We can always assume that  is small so that supp aj  Qj  
, where Qj is a cube with
the same center as Qj and jQj j  2jQjj, for 1  j  N . Then g 2 D(
),Z aj(x)dx  Z Z aj(x  y)dx j(y)jdy  jQjj1=n  jQj j1=n;
and
kaj   ajkL2(Qj )  kajkL2 + kajkL2  2kajkL2 
 2jQjj 1=2  2
p
2jQj j 1=2:
In other words aj   aj are h1z(
) atoms supported in Qj . Hence, with C > 0 as in (2.5.1)
kg   gkh1 
NX
j=1
jjkaj   ajkh1  C
NX
j=1









jjjkaj   ajkL2  C 0kfkh1 max
1jN
kaj   aj  kL2 :
Since, kh  h  kL2 ! 0 for any h 2 L2, we can choose  > 0 small enough to have
kaj   aj  kL2  =(2C 0kfkh1); j = 1; : : : ; N
and therefore have
kg   gkh1  =2: (2.5.3)
Putting ~f = g 2 D(
) and using (2.5.2) and (2.5.3), we obtain the desired
kf   ~fkh1  kf   gkh1 + kg   ~fkh1 < :
2.5.4 Dual spaces
Denition 2.5.9. The space bmoz(
) is dened to be a subspace of bmo(Rn) consisting of
those elements which are supported on 
, i.e.
bmoz(







 be a bounded Lipschitz domain. A function g 2 L1loc(

















where suprema are taken over all cubes Q  
. The space of such functions equipped with
norm k  kbmor(
) is called bmor(
).
Theorem 2.5.11 ([18], [52]). The space bmoz(




Theorem 2.5.12 ([18], [40]). The space bmor(






dk spaces and continuous embeddings
into bmo spaces
3.1 Dierential k-forms of Sobolev type on Rn
In this section we are interested in the currents associated with L1(Rn) functions.





I such that all components I are L
1(Rn) functions. This space is





An analogue of the W 1;1 Sobolev space for dierential forms is dened as follows
Denition 3.1.2. Let 1  k  n   1. We say that  2 Dk(Rn) belongs to 1k(Rn) if
 2 L1k(Rn) and d 2 L1k+1(Rn). We equip 1k(Rn) with the norm
kk1k = kkL1k + kdkL1k+1 :
Proposition 3.1.3. The class of compactly supported 1k dierential forms is dense in 
1
k.
Proof. Given  > 0, we need to show that there exists a compactly supported ~ 2 1k(Rn)
such that
k  ~k1k  : (3.1.1)
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Let us rst of all notice that L1k dierential forms can be ^-multiplied by smooth dif-
ferential forms: if k; l  0 such that k + l  n,  = PjIj=k IdxI 2 L1k(Rn) and 	 =P
jJ j=l  Jdx
J 2 Dl(Rn), then for some constant Ck;l
k ^	kL1k+l  Ck;lkkL1k maxJ k JkL1(Rn): (3.1.2)
Let us choose a smooth function  supported in jxj < 2 such that (x) = 1, for jxj  1 and






Then k  ~rk1k = k  ~rkL1k + kd(  ~r)kL1k+1 .
Since all I are L
1(Rn) functions, there exists R1 > 0 such thatX
jIj=k
kI(y)kL1(jyj>R) < =3:




kI(y)(1  (y=r))kL1(Rn) < =3: (3.1.3)


























Again, since !J 2 L1(Rn), we can nd a large enough R2  R1 such thatX
jJ j=k
k!J(y)kL1(jyj>R2) < =3:
Hence, recalling (3.1.2) and choosing r large enough we can ensure that
kd  d~rkL1k+1  2=3: (3.1.4)
Now (3.1.3) and (3.1.4) imply (3.1.1).
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Proposition 3.1.4. The space of Dk(Rn) dierential forms is dense in 1k(Rn).
Proof. Due to the previous result, it is enough to show that for any compactly supported
~ 2 1k(Rn) and  > 0, there exists 	 2 Dk(Rn) such that
k~ 	k1k  :
Let  be as in the proof above and normalized in L1-norm. Then we put r(x) = r
 n(x=r)
and
	r(y) = ~  r(y) :=
X
jIj=k
~I  r(y)dxI :
Since the functions ~I are compactly supported, so are ~I  r. Moreover, ~I  r are smooth
and @(~I  r) = ~I  @r, so ~I  r 2 D(Rn). It is well known (see e.g. Chapter I in [66])
that k~I  r   ~IkL1 ! 0, as r ! 0. Thus 	r !  in L1k(Rn).
Moreover, the denitions of d and ? show that for any F 2 Dk+1(Rn), d(F r) = d(F )r
and ?(F  r) = ?(F )  r. Hence (F  r) = (F )  r and
d	r(F ) =  	r(F ) =  ~((F )  r) =  ~((F  r)) = d(~)  r(F ):
Therefore, d	r = d(~)  r ! d	 in L1k+1 as r ! 0 and, for suciently small r > 0,
k~ 	rk1k  :
3.2 dk spaces on Rn
In [75], Van Schaftingen showed that a slightly more general version of Theorem 1.3.2 is true
Theorem 3.2.1. For some constant C > 0, the inequalityZ u(x)Fi(x)dx  CkukW 1;n( nX
i=1
kFikL1 + kdivFkL1)
holds for all u 2 W 1;n and F = (F1; : : : ; Fn) : Rn ! Rn, where Fi 2 D(Rn).
This result suggests the introduction of non-homogeneous versions of the Van Schaftingen
classes Dk, as follows.
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where the suprema are taken over all  =
P
jIj=k Idx
I 2 Dk(Rn). We will denote this
supremum by kukdk .
Remark 3.2.3. Proposition 3.1.3 suggests that the domain of u 2 dk(Rn) can be extended to
include all components of 1k(Rn) forms. Let u 2 D0(






k); k  kmax








Then u 2 D0(Rn) belongs to dk(Rn), if and only if ~u can be extended to a bounded linear





dimensional Euclidean space equipped with the max norm.
Note that 1n(Rn) = L1(Rn), so dn(Rn) is isomorphic to L1(Rn).
Lemma 3.2.4. Let 1  k < l  n and u 2 dl(Rn). Then u 2 dk(Rn) and kukdk(Rn) 
kukdl(Rn). In other words, the following embeddings are continuous
dn(Rn)  dn 1(Rn)      d1(Rn)
Proof. It is enough to consider the case k = l   1, because the general case will follow from






We need to show for any component I ,
ju(I)j  kukdlkk1l 1 :
Fix any such I. Since jIj = l   1 < n, there exists j 2 [1; n] such that dxI ^ dxj 6= 0. Put
~(x) = (x) ^ dxj. Then ~ 2 Dl and k~k1l  kk1l 1 . Moreover, by construction, one of
the components of ~ equals to IdxI ^ dxj. Since u 2 dl(Rn), we have
ju(I)j  kukdlk~k1l  kukdlkk1l 1 :
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In terms of dk spaces, Theorem 3.2.1 can be formulated as follows.
Theorem 3.2.5. W 1;n(Rn) is continuously embedded into dn 1(Rn) and 9C > 0 so that for
any u 2 W 1;n
kukdn 1  CkukW 1;n :
Our main result in this section is the following
Theorem 3.2.6. d1(Rn) is continuously embedded into the space bmo(Rn) and 9C > 0 so
that for any u 2 dk(Rn), 1  k  n
kukbmo  Ckukdk :
Remark 3.2.7. This result is a non-homogeneous analogue of the main theorem in [77]. We
adapt the proof of that theorem to the non-homogeneous setting.
Proof. By Lemma 3.2.4, it is enough to prove the case k = 1. The argument is based on the
fact that bmo(Rn) is the dual space of h1(Rn). We claim that given f 2 D(Rn), there exist
n dierential forms fjgnj=1  11(Rn) such that for some C independent of f ,











Assuming the claim the proof is easy. Let u 2 d1(Rn). For arbitrary f 2 D(Rn), let j be








kukd1kik11  Cnkukd1kfkh1 : (3.2.4)
By the density of D in h1 and the duality bmo = (h1)0, we conclude that u 2 bmo(Rn).
In order to prove the claim, let f 2 D be arbitrary and consider the equation
(I  )v = f in Rn:
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Then v = J (f), where J is a convolution operator whose kernel is the Bessel potential of

















(f) dxi ^ dxk:
By Examples 2.4.9 and 2.4.10,
J
n





2 OPS 1(Rn)  OPS0(Rn):
Recalling Theorem 2.4.11, we see that the components of j and dj are h1 functions and
for some C independent of f ,
kjkL11 + kdjkL12  Ckfkh1 ;







f = J (f) J (f) = (I  )J (f) = f:
Corollary 3.2.8. For 1  k  n, the space dk(Rn) equipped with the norm k  kdk is a
Banach space.
Proof. Let fumg1m=0 be a Cauchy sequence in dk. The above theorem shows that um is
a Cauchy sequence in bmo(Rn). Since bmo is a complete Banach space, there exists u 2
bmo(Rn), such that um ! u in k  kbmo. Moreover, for any  =
P
jIj=k Idx
I 2 Dk(Rn) and
j  0, using duality of bmo and h1 and the fact that each I 2 D  h1,Z (uj   u)I = limm!1
Z (uj   um)I 
 lim
m!1
kuj   umkdkkk1k ;
which shows that u 2 dk(Rn), and kuj   ukdk ! 0, as j !1.
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Summing up the results of this section, we can now say that for 1  k  n,
W 1;n(Rn)  dn 1(Rn)      d1(Rn)  bmo(Rn):
3.3 vk classes on Rn
3.3.1 Denition and embeddings
Denition 3.3.1. Let 1  k  n. We dene the class vk(Rn) as the closure of C0(Rn)
functions in the norm k  kdk . Here
C0(Rn) = fu :2 C(Rn) : limjxj!1 u(x) = 0g:
First of all we notice that by Proposition 3.2.4, vk(Rn) form a monotone family of spaces
vn(Rn)  vn 1(Rn)      v1(Rn):
The appropriate subspace that will contain all vk functions was studied by Dafni [22] and
Bourdaud [10].



















jf(x)jdx = 0: (3.3.2)
Theorem 3.3.3 ([22]). vmo(Rn) is the closure of C0(Rn) in bmo(Rn).
An immediate consequence of this result and Theorem 3.2.6 is
Theorem 3.3.4. For 1  k  n, the space vk(Rn) is embedded into vmo(Rn).
Corollary 3.3.5. v1(Rn) does not contain dn(Rn) as a subspace. In particular, vk(Rn) are
proper subspaces of dk(Rn) for k = 1; : : : ; n.
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Proof. Recall that dn(Rn) coincides with L1(Rn). If L1 was a subspace of v1(Rn), then by
the last theorem we would have L1  vmo(Rn). However, choosing f as a characteristic
function of the quadrant fx = (x1; : : : ; xn) 2 Rn : xi > 0g, we have an example of an L1
function that does not satisfy (3.3.1). So L1 6 vmo(Rn).
Finally, we recall that D(Rn) is dense in W 1;p(Rn) for any p 2 [1;1). Therefore by Van
Schaftingen's Theorem 3.2.1, we have W 1;n  vn 1(Rn).
All in all, we conclude that the following embeddings hold
W 1;n(Rn)  vn 1(Rn)      v1(Rn)  vmo(Rn):
3.3.2 Intrinsic denition of the space vn 1













where the suprema are taken over smooth curves  with nite lengths jj, boundaries @
and unit tangent vectors  .
Our goal is to prove the following result which plays the role of Theorem 1.4.1 in the
non-homogeneous setting.
Theorem 3.3.7. There are constants c1; c2 > 0 such that for every u 2 dn 1(Rn) \ C(Rn),
c1kuk  kukdn 1  c2kuk:
The proof is based on the following three lemmas






  Ckukdn 1 :
Proof. The proof is based on the argument of Bourgain and Brezis [11].
Let   0 be a smooth radial function on Rn, compactly supported in jxj  1, such that








dxIj ; x 2 Rn;
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where Ij = (i1; : : : ; in 1); ik 6= j.














where I are components of 
. By the Remark 3.2.3, we need to estimate kk1n 1 . It is




r(y   x)  (y)dy

dx1 ^    ^ dxn =
= [(a  x)  (b  x)]dx1 ^    ^ dxn:






  1jj lim sup!0
Z u(x)Idx  kukdk(2 + n);
because, for non-closed , jj  1. So we proved the lemma with C = n+ 2.
In order to prove the converse estimate, Bourgain and Brezis evoked the decomposition
theorem of Smirnov.
Theorem 3.3.9 ([63]). For any compactly supported  2 L1n 1(Rn), with d = 0, there




jmj jjmj j  kkL1n 1









where i are the components of .
In our case d 2 L1n 1(Rn) does not necessarily vanish and we need a more general
version of Smirnov's theorem, which we formulate in the following form
30
Theorem 3.3.10 (Theorem C in [63]). Let  2 1n 1(Rn). Then there exist P 2 1n 1(Rn)
and Q 2 1n 1(Rn) such that
 kkL1n 1 = kPkL1n 1 + kQkL1n 1,
 dP = 0 and we can apply the previous theorem to P
 dQ = d.
Moreover, there exist fljg and smooth curves ~lj (not necessarily closed) such that for all
l  1 1X
j=1












u(x)qi(x)dx; as l !1:
where qi are the components of Q.





















Lemma 3.3.11. For any u 2 dn 1(Rn) \ C(Rn),
kukdn 1(Rn)  2kuk:





1 ^ : : : cdxi ^ : : : dxn 2 Dn 1(Rn)
such that
kkL1n 1 + kdkL1  1
31
and
kukdn 1  2 max
I
ju(I)j: (3.3.3)
Let us apply Theorem 3.3.10 to . Then  can be decomposed into the sum of P and
Q such that d = dQ, kkL1n 1 = kPkL1n 1 + kQkL1n 1 and Q is a weak limit of the linear








u(x)qi(x)dx; as l !1;
where 1X
j=1
j~ljj(1 + j~ljj)  kQkL1n 1 + kdQkL1  1; for all l  1:









u(x)pi(x)dx; as l !1
and 1X
j=1



































The result follows from (3.3.3) and (3.3.4).
Lemma 3.3.12. For any u 2 C(Rn)
kuk  kuk  4kuk:
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Proof. The rst inequality follows from the denitions of the norms. In order to see the


















Let us consider any  with jj < 1 and @ = fa; bg. We can always nd 0 such that





















3.4 Tensor product of dk functions
Let u 2 C(Rn) and v 2 C(Rm), then we can dene the tensor product of u and v as an
element of C(Rn+m) such that
u
 v(x; y) = u(x)v(y) for all x 2 Rn; y 2 Rm:
This notion can extended to the case u 2 D0(Rn) and v 2 D0(Rm) (see e.g. Theorem 5.1.1
in [37]) as follows: there exists a unique w 2 D0(Rn+m) such that
w(1 
 2) = u(1)v(2);
for any 1 2 D(Rn) and 2 2 D(Rm) and
w() = u(v((x; y))) = v(u((x; y))):
Notice that if u 2 dn(Rn) = L1(Rn) and v 2 dm(Rm) = L1(Rm), then u
v 2 dn+m(Rn+m) =
L1(Rn+m). This can be partially extended to u 2 dk, k < n as follows
Theorem 3.4.1. Let v(y) = mj=1vj(yj), where vj 2 D(R) and u 2 D0(Rn).
 If u 2 dk(Rn), then u
 v 2 dk(Rn+m) and there exists C > 0 such that
ku
 vkdk(Rn+m)  CkvkC1(Rm)kukdk(Rn):
33
 If u
 v 2 dk(Rn+m) and v 6= 0, then u 2 dk(Rn) and there exists Cv > 0 such that
kukdk(Rn)  Cvku
 vkdk(Rn+m):
We will prove two lemmas below, from which the theorem will immediately follow by
induction in m. Before doing this, let us note a useful corollary of Theorem 3.4.1.
Corollary 3.4.2. The embeddings dn(Rn)  dn 1(Rn)      d1(Rn) are proper.
Proof. It is well known (see e.g. 5.6.1 in [27]) that there exists u 2 W 1;n n L1(Rn), n  2.
Thus by Theorem 3.2.5, u 2 dn 1 ndn and the embedding dn(Rn)  dn 1(Rn) is proper. This
is all we need when n = 2.
For n  3, we can argue by induction on n. Suppose the embeddings
dn 1(Rn 1)  dn 2(Rn 1)      d1(Rn 1)
are all proper. In order to nd w 2 dk(Rn) n dk+1(Rn), 2  k  n   2, consider u 2
dk(Rn 1) n dk+1(Rn 1) and put w(x; y) = u(x) 
 1(y) = u(x). Then by the rst part of
Theorem 3.4.1, w(x; y) 2 dk(Rn). On the other hand the second part of Theorem 3.4.1 asserts
that if w(x; y) 2 dk+1(Rn) then we would have u 2 dk+1(Rn 1), which would contradict to
the choice of u. So w 2 dk(Rn) n dk+1(Rn).
Lemma 3.4.3. Let v 2 L1(R) be xed and kvkL1 > 0. If u 
 v 2 dk(Rn+1) for some
u 2 D0(Rn) , then u 2 dk(Rn) and
kukdk(Rn)  Cvku
 vkdk(Rn+1);
for some Cv > 0 independent of u.










We can always nd  2 D(R) such that j RR v(y)(y)dyj > 12kvkL1 > 0. Consider ~(x; y) 2
Dk(Rn+1) dened by





Then d~(x; y) = d(x)(y) + (x) ^ 0(y)dy and
k~kk(Rn+1)  CkkW 1;1kkk(Rn):
















Finally, putting Cv =
CkkW1;1
kvkL1 , we complete the proof.
The proof of the converse fact is more technical. It is convenient rst to adopt some




I 2 Dk(Rn+1). For x 2 Rn+1, we denote by y 2 R its
last coordinate and by ~x 2 Rn the rst n coordinates. We divide the set of indices I in the
decomposition of  into two groups. Let R be the set of I = (i1; : : : ; ik) in the decomposition









~I ^ dy: (3.4.1)
We will denote these sums by L and R, respectively. Finally, we introduce the integration
over the last coordinate as
R














(if  = L, we agree that
R








Lemma 3.4.4. Let u 2 dk(Rn) and v 2 D(R). Then u
 v 2 dk(Rn+1) and
ku
 vkdk(Rn+1)  CkvkC1(R)kukdk(Rn);
where C > 0 is independent of u; v.






and show that for some C > 0uZ
R
v(y)I(~x; y)dy
  CkvkC1kukdkkk1k(Rn): (3.4.2)
Let  be decomposed as in (3.4.1)




























k1k1k(Rn)  CkvkL1kk1k(Rn+1) (3.4.3)
and
k2k1k 1(Rn)  CkvkC1kk1k(Rn+1): (3.4.4)
Notice that (3.4.3) and the denition of dk(Rn) imply (3.4.2) for I 2 L. For I 2 R, (3.4.2)








So both k1kL1k and k2kL1k 1 are controlled by kvkC1kkL1k(Rn+1).
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In order to estimate kd1kL1k+1 and kd2kL1k , we make use of our notation.




L(~x; y) ^ v(y)dy:
Moreover, from the denitions of the exterior derivative and
R




L ^ v(y)dy =
Z
Ry
d[L ^ v(y)dy]; (3.4.5)
where the rst d is the dierentiation with respect to ~x and the last one is with respect to
~x and y. Since R ^ v(y)dy = 0, we have
d[ ^ v(y)dy] = d[L ^ v(y)dy]
and therefore Z
Ry
d[L ^ v(y)dy] =
Z
Ry
d[ ^ v(y)dy]: (3.4.6)














 kd ^ v(y)dykL1k+2(Rn+1)  kvkL1kdkL1k+1(Rn+1)








d[v(y)L(~x; y)] = 0;




































3.5 Examples of dk(Rn) functions
In this section, we want to show that there are more functions in dk(Rn) besides those in
W 1;n(Rn).
3.5.1 Triebel-Lizorkin and Besov functions
We recall that Sobolev space W s;p(Rn), 1 < p <1 is a special case of more general classes
of functions
W s;p(Rn) = F s;pp (Rn) = Bs;pp (Rn);
here F s;pq , s 2 R, 0 < p; q < 1 is the space of Triebel-Lizorkin and Bs;pq (Rn), s 2 R,
0 < p; q  1, is the Besov space (see e.g. [32] or [72] for denitions).
It was shown in [78] (see Proposition 2.1 there), that F s;pq  Dn 1 for all sp = n,
1 < p < 1, 0 < q < 1 (here F s;pq is a homogeneous Triebel-Lizorkin space). Recalling the
embedding theorems (see e.g. Ex 6.5.2 in [32])
Bs;pmin(p;q)  F s;pq  Bs;pmax(p;q);
one can obtain the embedding Bs;pq  Dn 1 for 0 < q < 1. The case q = 1 remains open
(see Open problem 1 in [79]).
One can notice that the proof of Proposition 2.1 in [78] is exactly the same as the proof
of Theorem 1.5 in [76]. In fact it can be extended to the non-homogeneous setting as
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kukdn 1  C2kukBn=p;pq :
3.5.2 Locally Lipschitz functions
The following proposition provides a simple sucient condition to ensure that u 2 dn 1(Rn).
Proposition 3.5.2. Let u 2 W 1;1loc (Rn n f0g). If jxj(u(x) + ru(x)) 2 L1(Rn), then u 2
dn 1(Rn) and
kukdn 1  Ckjxj(juj+ jruj)kL1 :
Proof. The proof follows from integration by parts as in the proof of Proposition 4.3 in [77].




1 ^ : : :cdxj ^ : : : dxn 2 Dn 1(Rn), we have













So Z u(x)j(x)dx  nkjxjrukL1kkL1n 1 + kjxjukL1kdkL1n :
The proposition allows us to give an example of u 2 dn 1 which is not covered by the
previous classes of functions, the Bessel potential Gn.
Remark 3.5.3. A typical example of u 2 Dn 1 nW 1;n in [77] is the function u(x) = log jxj.








j log jyjjdy =1:
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Example 3.5.4. Let Gn(x) be the Bessel potential of order n, i.e. the function whose
Fourier transforms is given by G^n() = (1 + jj2) n=2.
The fact that Gn satises the conditions of the last proposition follows from the fact that
Gn is a continuously dierentiable function on Rn n f0g and the asymptotic formulas for the
Bessel potentials (see e.g. [3], pp. 415-417):
Gn(x)  C1 log jxj; as x! 0;









where K1 is the Bessel-Macdonald function of order 1, with the asymptotics
K1(r)  C3r 1; as r ! 0+
K1(r)  C4r 1=2e r; as r !1:
Combining this example and Theorem 3.4.1, we obtain more examples
Proposition 3.5.5. Let v1; : : : ; vl be D(R) functions such that vi 6 0. Then
Gn(x1; : : : ; xn l)
 v1(xn l+1)    
 vl(xn) 2 dk(Rn)
if and only if 1  k < n  l  n.
3.6 Application to PDE
We will illustrate how non-homogeneous dk spaces can be used in the analysis of classic PDE.
The following result was shown in [11]: if U = F in R2 and divF = 0, then
kUk1 + krUk2  CkFk1:
As it has been noted in [14] (see Remark 2.1 there), one can relax the condition divF = 0
to divF 2 L1 to obtain
krUk2  C(kFk1 + kdivFk1):
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However (as is also noted in [14] without explanation), U may be no longer be an L1
vector eld.
Let us explain this using Theorem 3.2.6. Let g(x) = log jxj. Then g F is continuous for
any F 2 L11 and if
kUk1 = (2) 1kg  Fk1  C(kFk1 + kdivFk1)
were true for any F 2 Dk(R2), then we would have
jg  F (0)j = j
Z
g(x)F (x)dxj  CkFk11 ;
and g(x) = log jxj would be an d1 function and by Theorem 3.2.6, log jxj 2 bmo(R2).
However, this is false by Remark 3.5.3.
So the solution of equation U = F 2 R2 can be essentially unbounded even if divF 2 L1,
because the fundamental solution of  in R2 is not an element of d1(R2).
Based on the examples of dn 1(Rn) functions, one can guess that the situation should be
better in the case of the Helmholtz equation.
Indeed, the following proposition shows that solutions to the Helmholtz equation can be
fully controlled even under relaxed conditions.
Theorem 3.6.1. Let F 2 L1(R2) and divF 2 L1(R2). Then the system (I   )U = F
admits a unique solution U such that
kUk1 + krUk2  C(kFk1 + kdivFk1):
Proof. Without loss of generality we can assume that F 2 S(R2;R2) The solution U has the
form U(x) = G2  F (x), where G2(x) is the Bessel potential of order 2. By Example 3.5.4,
G2 2 d1(R2). Thus for any x 2 R2,
jU(x)j = jGn  F (x)j  kG2kd1kxFk11(R2) = kJ2kd1kFk11(R2);
where x is the translation operator dened by (xf)(y) = f(y   x). In other words
kUk1  C(kFk1 + kdivFk1): (3.6.1)
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Hence, recalling that U is a convolution of the L1 functions G2 and F ,
krUk2  CkUk1=21 (kFk1 + kUk1)1=2  CkUk1=21 kFk1=21 :
Using (3.6.1) we complete the proof.
3.7 L1 forms on domains
Let 
 be a domain in Rn. We start by dening local versions of the spaces L1k and 1k
associated with 
.
Denition 3.7.1. For 1  k  n, we dene L1k(






I such that all components I are L
1(
) functions. This space is






Denition 3.7.2. Let 1  k  n 1. We say that  2 Dk(
) belongs to 1k(
), if  2 L1k(
)
and d 2 L1k+1(
). We equip 1k(
) with the norm





where the closure is taken with respect to the 1k(
) norm.
Unlike in the case of Rn, Dk(
) are not dense in 1k(
) (hence the denition of 1k;0). In
order to dene the appropriate density result, we need the following denitions.
Denition 3.7.3. Let 
 be a bounded domain in Rn. By Dk(
), 1  k  n, we denote the
space of restrictions of Dk(Rn) dierential forms to 
.
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Denition 3.7.4. Let 
 be a bounded domain. We say that its boundary @
 satises the
segment condition if for any z 2 @
 there exists Rz > 0, an orthogonal transformation
A 2 O(n) and a continuous function F dened in a neighborhood of the hyper-plane Rn 1
such that

 \ BRz(z) = fAy : y = (y0; yn) 2 Rn; jy   A 1(z)j < Rz; yn > F (y0)g: (3.7.1)
If the function F can be chosen as a Lipschitz function, the domain 
 is called a (strongly)
Lipschitz domain.
Proposition 3.7.5. Let 1  k  n.
 If 
 is any open subset of Rn, then 1k(
) \ Ek(
) is dense in 1k(
).
 If 
 is a bounded domain with @




Proof. Both of these facts are well known for Sobolev spaces (see e.g. [1] or [44]). In par-
ticular, the rst part of the proposition is an analogue of the famous Meyers-Serrin theorem
[51], and can be proved in exactly the same way. We will show the proof of the second part
following the argument in [67] for Sobolev spaces.
Since 
 is bounded, @
 is compact and we can nd a nite number, say m < 1, of
zj 2 @









BRj(zj) [ fx 2 
jdist(x; @
) > g: (3.7.2)
Let 1; : : : ; m;  be the partition of unity associated to the covering (3.7.2) of 
, i.e.
j 2 D(BRj(zj)), j = 1; : : :m,  2 D(fx 2 
jdist(x; @
) > g) and
mX
j=1
j(x) + (x) = 1 for any x 2 
:
Let  2 1k(
) be arbitrary. We need to show that for any small  > 0 there exist  2 Dk(
)
such that
k  k1k ! 0; as ! 0:
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Each j 2 1k(
). Moreover 0, being supported in 
, is an element of Dk(
). Therefore
we need to approximate each j, j 2 [1;m] by forms j 2 Dk(





 2 D (
) will be the approximation of  with
k  k1k ! 0 as ! 0:
We make use of the segment condition. Fix j 2 [1;m], put 
j = 





j) = fy = (y0; yn) : jy   A 1zjj < Rj; yn > F (y0)g:






0j) is a linear map










It is known that the pull-back commutes with exterior dierentiation and with the wedge
product, and preserves the norm kAjk1k(
0j) = jdetAjjkk1k(
j) = kk1k(
j) (see e.g. [61],
pp 22-23).
So if for arbitrarily small  > 0 and each 	j = Aj
j we can nd 	j 2 Dk(
0j) such that
k	j  	jk1k(
0j) ! 0 as ! 0;
then (A 1)	j 2 Dk(
j) will be an approximation of j:
kj   (A 1)	jk1k(
j) = k(A 1)	j   (A 1)	jk1k(
j) ! 0 as ! 0:
Notice that 	j vanishes on fy 2 BRj(A 1zj) : yn > F (y0)g and we can extend 	j by 0 to an
element of 1k(fy = (y0; yn) : yn > F (y0)g). Finally, for suciently small  > 0, we put
	j(y
0; yn) = 	j(y0; yn + ):
Such 	j is an element of Dk(







due to the facts that d commutes with translations and kf( + y)  f()kL1 ! 0 as jyj ! 0
for any f 2 L1(Rn).
3.8 dk classes on Lipschitz domains 

In this section we dene dk classes on domains. Everywhere in this section we assume 
 to
be a bounded Lipschitz domain in Rn.
Denition 3.8.1. Let 1  k  n. A distribution u 2 D0(
) is said to belong to dk(
) if








We denote the space of such distributions by dk(
) and equip it with the norm
kukdk(
) := supfju(I)j :  2 Dk(
); kk1k(
)  1g:
Remark 3.8.2. Let 1  k  n. We want to consider distributions u 2 E 0(
) such that
ju(I)j  Ckk1k(






The class of E 0(
)\ dk(Rn), equipped with the norm k  kdk(Rn) forms an incomplete normed
space. Therefore we dene dkz(
) as follows.
Remark 3.8.3. The denitions we use were suggested by Van Schaftingen in [77]. It is also
possible to dene dk(
) as we did in Remark 3.2.3. Any u 2 D0(








1A = (u(I))I :
By Proposition 3.7.5, u 2 dk(








All properties of dkz(
) spaces can be deduced from the previous results and the following
denition
Denition 3.8.4. Let 1  k  n. Then
dkz(
) = fu 2 dk(Rn) : supp u 2 
g:
Remark 3.8.5. It is clear that dkz(
) is a closed subspace of d
k(Rn), hence complete, and
E 0(
)\ dk(Rn)  dkz(
). Conversely, any u 2 dkz is the weak limit of E 0(
)\ dk(Rn). Indeed,
consider any u 2 dk(Rn) supported in 
. By Theorem 3.2.6 and the denition of bmoz(
),
u 2 bmoz(
). In particular u 2 L1(
). Let j be a sequence of D(




, the characteristic function of 
. Then by Lebesgue's dominated convergence










This shows that u = lim
j!1
(ju) is a weak limit.
Combining this denition with Lemma 3.2.4 we obtain
Proposition 3.8.6. The spaces dkz(
) form a monotone family, i.e. the following embeddings
hold
dnz (
)  dn 1z (
)      d1z(
):
Proposition 3.8.7. Let 
 be a bounded Lipschitz domain and W 1;n0 (
) be the closure of D(
)
functions in the norm k  kW 1;n(
). Then W 1;n0 (
) is continuously embedded into dn 1z (
).
Proof. The space W 1;n0 (
) can be characterized (see e.g. Theorem 5.29 in [1]) as follows: let
f 2 W 1;n(
), then f 2 W 1;n0 (
) if and only if the extension of f by zero to Rn n 
 belongs to
W 1;n(Rn). Using this characterization, we can identify any u 2 W 1;n0 (
) with ~u 2 W 1;n(Rn)
supported in 
. By Van Schaftingen's theorem such ~u is an element of dn 1(Rn) and is
supported in 
. Therefore by the last proposition ~u 2 dn 1z (
).
Proposition 3.8.8. The space d1z(
) is a proper subspace of bmoz(
).
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Proof. It follows immediately from Theorem 3.2.6, Proposition 3.8.4 and the denition of
bmoz(
).
All in all, we can see that the spaces dkz(






It follows directly from the denitions of dk(Rn) and dk(
), that u ! uj





)  kukdk(Rn); (3.8.1)
where uj
 stands for the restriction of u to 
.
Repeating verbatim the proof of Proposition 3.2.4, one obtains
Proposition 3.8.9. Let 1  k < l  n and u 2 dl(




). In other words
dn(
)  dn 1(
)      d1(
):
In order to show that W 1;n(
)  dn 1(
), we recall the extension property of Sobolev
spaces. It is well-known (see e.g. Theorem 5.24 in [1]) that if 
 is a Lipschitz domain then
there exists a bounded linear operator E : W l;p(
) ! W l;p(Rn) such that Eu = u almost
everywhere in 
 for all u 2 W l;p(
). If we consider such an extension E on W 1;n(
) and




)  kEukdn 1(Rn) 
 kEukW 1;n(Rn)  kEkkukW 1;n(
):
In other words,
Proposition 3.8.10. If 




The following result is the analogue of Theorem 3.2.6 on Lipschitz domains.
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Theorem 3.8.11. Any u 2 d1(





The proof is more technical than the one of Theorem 3.2.6 because of the presence of
@






Lemma 3.8.12 ([5], Lemma 10). Let 




g = 0, then there exists a vector-valued function F 2 W 1;p0 (
;Rn) such that8<: divF = g; in 
kDFkL2  Ckgk2:
Here DF is a matrix @jFi and C > 0 depends only on the Lipschitz constant of 
.
Using this lemma we prove the following
Lemma 3.8.13. Let 
 be a bounded Lipschitz domain in Rn. If g 2 H1z (
), then there exists
a vector-valued function F 2 W 1;10 (
;Rn) such that8<: divF = g; in 
kDFkL1  CkgkH1 :
Proof. Let g 2 H1z (
). Then by Theorem 2.5.5, it can be decomposed into H1z (
) atoms







jij  2kgkH1 :
For each i  1, by means of Lemma 3.8.12, we can nd V i 2 W 1;20 (Qi;Rn), such that8<: divVi = ai in QikDV ikL2  CkaikL2 :
As W 1;20 (Bi) elds, V
i can be continuously extended by 0 to W 1;2(
). We denote these




i is the solution we seek.
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Indeed, since ai are atoms, we have
kDV ikL1  jQij1=2kDV ikL2  CjQij1=2kaikL2  C1 for all i  1:
Therefore, the partial sums
PN
i=1 iDV
i, supported in 






jij  CkgkH1 :








Now we can prove the last theorem of this section
Proof of Theorem 3.8.11. We will use the duality between h1z(
) and bmor(
) asserted by
Theorem 2.5.12. By Lemma 2.5.8, it is enough to show that for any f 2 D(
) and u 2 d1(
)
ju(f)j  Ckukd1kfkh1 : (3.8.2)
Given f 2 D(
), we write f as the sum f = g + , where
g = f  
Z
f(x)dx   ;
 =
Z
f(x)dx   ;
where  2 D(
) is any function with R  = 1.
Note that  2 D(
) with kkh1  k kL1kfkh1 and kkW 1;1  kfkh1k kW 1;1 . Moreover if





)  Ck kW 1;1kfkh1 . Therefore
ju()j  kukd1(
)kk11(
)  C kukd1(
)kfkh1 : (3.8.3)
On the other hand, for g 2 D(
), we recall Lemma 2.4.3 to see that g 2 H1z (
) and
kgkH1  C
kgkh1  C 0 kfkh1 : (3.8.4)
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Hence, Lemma 3.8.13 is applicable and there exists F 2 W 1;10 (
;Rn) such that8<: divF = g; in 
kDFkL1(
;Rnn)  CkgkH1 :






and claim that all j 2 11;0(
) and kjk11(
)  C 0 kfkh1 . Assuming the claim and recalling
that u is well dened on components of 11;0(














We complete the proof by deducing (3.8.2) from (3.8.3), (3.8.5) and the triangle inequality.
In order to prove the claim, we note that dj = 0 by construction and all components of
j are L1(
) functions, bounded in the L1-norm by a multiple of kgkH1 . Recalling (3.8.4),
we may conclude that
kjk11(
) = kjkL11(
)  Ckfkh1 :
Furthermore, Fj 2 W 1;10 (
) for j = 1; : : : ; n, which means that there exist sequences
fFmj g1m=1  D(
) such that k@iFmj   @iFjkL1(










we can construct D1(
) approximations of j, such that as m!1,
kj;m   jk11(
) = kj;m   jkL11(
) ! 0;
which shows that j 2 11;0(
) for j = 1; : : : ; n.
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Chapter 4




Let M be a connected smooth manifold, and TM and T M be its tangent and cotangent
bundles respectively (see e.g. [42] for the basic theory of manifolds). The space of smooth
maps X : M ! TM , we will denote by  (TM).
A metric g on M is a smooth function g : TM  TM ! R such that
gp : TpM  TpM ! R
is symmetric bi-linear and positive denite for all p 2M . The manifold M equipped with a
metric g is called a Riemannian manifold and is denoted by (M; g).
4.1.2 Connection and co-variant derivative
A connection r is dened as a smooth map r :  (TM) (TM)!  (TM) which is linear
in both variables, i.e. for each ;  2 R and X; Y; Z 2  (TM)
r(X + Z; Y ) = r(X; Y ) + r(Z; Y );
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r(X;Y + Z) = r(X; Y ) + r(X;Z)
and satisfying the following relations for any smooth f : M ! R
r(fX; Y ) = fr(X; Y );
r(X; fY ) = fr(X; Y ) +X(Df)Y:
For a xed X 2  (TM), the map rX := r(X; ) :  (TM) !  (TM) is called the (co-
variant) derivative in the direction X.
Among innitely many connections on M , we will only be interested in the Levi-Civita
connection r, which satises two additional conditions: it is consistent with the Riemannian
metric
Zg(X; Y ) = g(r(Z;X)) + g(X;r(Z; Y )); 8X; Y; Z 2  (TM)
and is torsion-free in the sense
r(X; Y ) r(Y;X) = [X; Y ];
where the commutator [X; Y ] 2  (TM) is dened as a vector eld satisfying [X; Y ]() =
X(D(Y ()))  Y (D(X())) for any  2 T M .
4.1.3 Geodesics and exponential maps
If  : (a; b)  R ! M is smooth, then 0(t) 2 Tg(t)M for each t 2 (a; b). We say that  is a
geodesic if r0(t)0(t) = 0 for all t 2 (a; b).
One of the basic facts about geodesics is the following result (the proof can be found on
p. 65 in [25])
Proposition 4.1.1. Let (M; g) be a Riemannian manifold. For every point p 2 M , there
exists a neighborhood of p, Op M ,  > 0,
Up = f(q;X) : q 2 Op; X 2 TqM; g(X;X) < 2g
and a smooth map q;X(t) : Up  ( 2; 2)! M such that for every xed (q;X) 2 Up, q;X is




The uniqueness of q;X in the proposition should be understood as follows. If there exists
~ : (a; b)!M , a < 0 < b, such that ~(0) = q and ~0(0) = X, then ~ = q;X on (a; b)\( 2; 2).
This allows us to introduce the exponential maps.
Denition 4.1.2. Let p 2 M and B(0) = fX 2 TpM : g(X;X) < 2g as in the last
proposition, then the map expp : B(0)!M dened by
expp(X) = p;X(1); for X 2 B(0)
is called the exponential map at p.
It follows from the inverse function theorem (see e.g. Proposition 2.9 in [25]) that for
each p 2 M , expp is a dieomorphism of some neighborhood of the origin in TpM onto its
image in M , which contains p 2M for expp(0) = p. It shows that expp denes a coordinate
chart on M . Such coordinates are called the normal geodesic coordinates of M .
Let us note an important property of homogeneity of geodesics:  : ( a; a) ! M is a
geodesic with (0) = p and 0(0) = X 2 TpM , if and only if c(t) := (ct), c > 0 is a geodesic
dened on ( a=c; a=c) and c(0) = p, 0c(0) = cX. This implies that if given p 2 M , the
domain of the map q;X(t) in the proposition above can be extended to Up  ( 2c; 2c) for
some c > 1, then expp admits an extension to Bc(0)  TpM . The case c = 1 is of special
importance.
Denition 4.1.3. A Riemannian manifold (M; g) is called geodesically complete if the
exponential map expp admits an extension to the entire tangent space TpM or equivalently,
if any geodesic  with (0) = p can be extended to a geodesic  : R!M .
4.1.4 Riemannian manifold as a metric space
Given any smooth curve  : [a; b]!M , the derivative 0(t) 2 Tg(t)M and one can dene the






The distance between any two points p; q 2M then can be dened as




It is known (see e.g. [25], p. 146) that d(; ) is a metric. The completeness of such metric
space is characterized by the Hopf-Rinow theorem: (M; g) equipped with the above metric
d is a complete metric space if and only if (M; g) is geodesically complete.
4.1.5 Integration on (M; g)
We recall that on an oriented smooth manifold M of dimension n, there exist nowhere
vanishing n-dierential forms, called volume elements. By xing one of volume elements
dx1 ^    ^ dxn, we dene the integral of an n-dierential form ! : M ! n(M) via an
arbitrary covering of M by coordinate charts f(Ui; i)g compatible with orientation and a







( ifi)   1(x)dx;
where fi are representations of ! in the coordinates i = (x
1; : : : ; xn)
! = fidx
1 ^    ^ dxn:
On an oriented Riemannian manifold, there exists the canonical volume element is dened




1 ^    ^ dxn
in any local coordinates (x1; : : : ; xn) such that (@x1 ; : : : ; @xn) is a positively oriented basis of
the tangent space and gi;j is a matrix representation of g in these coordinate systems.
4.2 Riemannian manifolds with bounded geometry
Let (M; g) be a complete Riemannian manifold. Then expp is dened on TpM and, as
mentioned earlier, for suciently small rp > 0, maps Brp(0) 2 TpM dieomorphically onto
an open subset of M . Let us denote by injM(p), the supremum of all such rp > 0 and dene
the injectivity radius of M as
injM := inffinjM(p) : p 2Mg:
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Denition 4.2.1. A Riemannian manifold (M; g) is called a manifold with bounded geom-
etry if
1. M is complete and connected;
2. injM > 0;





Examples of manifolds with bounded geometry include compact Riemannian manifold,
Rn and Hn (see e.g. [26]).
4.2.1 Tame partition of unity
Let (M; g) be a Riemannian manifold with bounded geometry. For  2 (0; injM), we denote
by 
(p), the image B(0) by the map expp which is called a geodesic ball with radius 
centered at p.
Proposition 4.2.2 ([72] p. 284). For suciently small  > 0 there exists a uniformly locally
nite covering of M by a sequence of geodesic balls f
(pj)gj2Z+ and a corresponding smooth
partition of unity f jgj2Z+ subordinate to f
(pj)gj2Z+.
Such covering and partition of unity we will call following Taylor [68], a tame covering
and a tame partition of unity.
4.3 W s;p(M), h1(M) and bmo(M)
Denition 4.3.1 ([72], Chapter 7). Let (M; g) be a Riemannian manifold with bounded
geometry and let f jg be a tame partition of unity subordinate to a tame cover by geodesic
balls f
(pj)g. The Sobolev space W s;p(M), 1 < p <1, s > 0 is dened as
W s;p(M) = ff 2 D0(M) :
X
j2Z+
k jf  exppj kpW s;p(Rn) <1g
Taylor in [68], introduced versions of Hardy spaces and bmo on manifolds with bounded
geometry. One way to dene h1(M) is as follows:
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Denition 4.3.2 ([68] Corollary 2.4). Let f 2 D0(M) and f jg a tame partition of unity
subordinate to a tame cover by geodesic balls f
(pj)g. We say that f 2 h1(M) if
P
j k( jf)




k( jf)  exppj kh1(Rn):
The space bmo(M) is dened similarly
Denition 4.3.3 ([68] Corollary 3.4). Let f 2 L1loc(M) and f jg a tame partition of unity
subordinate to a tame cover by geodesic balls f
(pj)g. We say that f 2 bmo(M) ifP




k( jf)  exppj kbmo(Rn):
Remark 4.3.4. All these classes of functions have equivalent global denitions. However, for
our purposes it is more convenient to use the introduced versions. We refer to [68], [4] and
[72] for alternative denitions and the proofs of their equivalence.
4.4 dk(M) spaces and the embedding into bmo(M)
Denition 4.4.1. Let f jg be a tame partition of unity subordinate to a tame cover by
geodesic balls f





k( ju)  exppj kdk(Rn) <1:
We complete this part with the result which immediately follows from the denitions
of the spaces W 1;n(M), dk(M), bmo(M) and the results of Section 3.2: Lemma 3.2.4 and
Theorems 3.2.5, 3.2.6.
Theorem 4.4.2. Let M be the Riemannian manifold with bounded geometry. Then the
following continuous embeddings are true







5.1 Non-spatial population models with time delay





where x(t) is the population size at moment t and  > 0 is the reproductive rate or dierence
between birth and death rate. This model can be used to model population for short periods
but fails to predict the long-term future, because x(t) grows exponentially fast as t!1.
A more realistic population model is known as the Verhulst growth model is derived from
the principle that the population change dx
dt
is proportional to the size of population x and









where K > 0 is the so-called carrying capacity of the population. The factor 1   x=K on
the right hand side of (5.1.1), which makes it dierent from the exponential model, can be
viewed as a self-regulatory mechanism of the system or a feedback to the depleting resources.
Given initial condition x(0) = x0 < K, one can easily solve the equation to obtain
x(t) =
x0K
x0   (x0  K)e t :
This function is monotonically increasing from x0 to K.
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However this monotonicity does not always agree with the long-term observations of some
populations. Certain species showed the presence of regular cycles in the population proles
(see e.g. [34], [59]). One of the explanations of this phenomenon was suggested by a renown
ecologists Hutchinson [38]. He suggested that the feedback of the system occurs with some









where  > 0 is the time delay parameter. It is far more dicult to study the solutions of
this equation than of (5.1.1). In order to illustrate this, we note that the change of variables
y(t) =  1 + x(t)=K, s = t transforms the equation into
dy(s)
ds
=  y(s  1) (1 + y(s)) ; (5.1.2)
which was studied by for the rst time by Wright [80]. It was shown by Wright that the trivial
solution y(t) = 0 is asymptotically stable if  < =2 and unstable if  > =2, which implies
the corresponding results for the equilibrium state x(t) = K of the Hutchinson's equation (in
[38] this result is attributed to Lars Onsager, p 237 in [38]). However, the question whether
y = 0 is a globally stable solution of (5.1.2), posed by Wright in 1955 remains open.
5.2 Spatial population models with time delay
The spatial population models are used to simulate the process of how the population disperse
in space and grows in time.
5.2.1 Models without delay
The fundamental spatial model, based on the extension of the logistic equation (5.1.1) is
known as the Fisher-KPP equation
@u(t; x)
@t
 Dxu(t; x) = (  u(t; x))u(t; x): (5.2.1)
Here u(t; x) is a population size at location x at time t, x is the Laplacian in variable
x, D is a diusion coecient, and  > 0 and  > 0 are the birth and death rates.
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It was proposed for x 2 R in 1937 by Fisher [29]. At the same time it was studied in
two dimensional case and with a more general reaction term on the right by Kolmogorov,
Petrovskiy and Piskunov (KPP) [41].
A linearized version of Fisher-KPP model can be obtain from (5.2.1) by choosing  = 0
(thus assuming the Malthusian growth)
@u(t; x)
@t
 Dxu(t; x) = u(t; x): (5.2.2)
This equation is sometimes called the Skellam model after J.G. Skellam who rst proposed
to consider it in [62].
A more general approach to the modelling of population dynamics in space and time is
to consider a reaction-diusion equation
@u(t; x)
@t
 Dxu(t; x) = F (u(t; x)); (5.2.3)
where F is the so-called growth function, which is assumed to be smooth and satisfy F (0) =
F (u+) = 0, for some u+ > 0.
Clearly, a linear function F corresponds to (5.2.2), while the choice F (u) = u   u2
gives (5.2.1). Other examples often used in the biological models are the Ricker function
F (u) = Cue ku [58] and the Beverton-Holt function F (u) = Cu
1+ku
[9]. Another example of
the growth function is F (u) = 3u
2
1+2u2
 u, which is interesting for biologists for it exhibits the
so-called strong Allee eect (F (u) < 0 for u 2 (0; 1=2) and F (u) > 0 for u 2 (1=2; 1)). A
detailed discussion of these models and their generalizations in the non-spatial setting can
be found in [54].
5.2.2 Models with time delay
The incorporation of the time lag into (5.2.3) gives a more general model
@u(t; x)
@t
 Dxu(t; x) = F (u(t; x); u(t  )): (5.2.4)
There have been numerous studies of this type of equations over the last 25 years. In
[16], Britton considered the case F (u; v) = u(1 + u+ v). In particular, his equation
@u(t; x)
@t
 Dxu(t; x) = u(t; x)(1 + u(t; x) + u(t  ; x))
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generalizes the Hutchinston equation (corresponds to D = 0) and the Fisher-KPP equation
(corresponds to  = 0).
The time-delay version of the Ricker function F (u; v) = pve v   u became known as
the Nicholson function after the work [33], where it was shown that the model based on
such growth function explains the experimental observations of blowies by Nicholson [53]
. The properties of spatial models with the Nicholson growth function were studied in [2],
[31] [43],[49] and other works.
5.2.3 The structure of Part 2
The structure of the rest of this part is as follows. In Section 6 we discuss the stability of
travelling wave solutions of non-linear equation and the corresponding linearized problem.
We formulate our main results regarding some linear parabolic equations with time delay,
which completely characterizes the stability region for these type of equations. In Section 7




6.1 Travelling wave solutions and their stability
Following [47] and [50], we consider the initial value problem
@u(t; x)
@t
 Dxu(t; x) = b(u(t  ; x))  d(u(t; x)) (6.1.1)
u(t; x) = u0(t; x); where (t; x) 2 [ ; 0] Rn;
where b; d are non-linear functions that we will call the birth and death rate functions. We
assume the functions satisfy the following conditions
(H.1) b(0) = d(0) = 0 and there exists u+ > 0 such that b; d 2 C2[0; u+] are non-decreasing
functions and b(u+) = d(u+)
(H.2) b0(0) > d0(0)  0, 0  b0(u+) < d0(u+)
(H.3) For u 2 (0; u+), d00(u)  0 and b00(u)  0
This model is quite general and includes the Fisher-KPP model with time delay and the
spatial model of Nicholson equation as special cases.
The conditions imply that the equation
du(t)
dt
= b(u(t  ))  d(u(t))
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has two equilibrium solutions u = u  := 0 and u = u+, the latter of which is stable while the
former is not. The last condition prevents the existence of other equilibrium points between
0 and u+.
One the fundamental question in the theory of nonlinear PDE is the existence and sta-
bility of the travelling wave solution between these two equilibrium states.
Denition 6.1.1. A special solution of (6.1.1) of the form u(t; x) = (x   + ct) with
 2 Rn : jj = 1 and (s)! u as s! 1 is called a travelling wave solution with velocity
c .
It is possible to show (see Proposition 1.1 in [50]) that for any  > 0 there exists c > 0
such that there exist travelling waves with any velocity c  c and there is no travelling wave
with velocity c < c.
The progress in the study of the stability of travelling wave solutions can be summarized
as follows. For suciently large c > c the local stability of travelling wave solutions was
shown in [49] (see also [48] for a more general result). The global stability for all c > c was
obtained later in [45] (see also [46] for a more general version). The global stability of the
travelling waves including the critical case c = c was established in [47] and [50].
It was shown in Section 3 of [50] that using the conditions imposed on the birth and
death functions, the question of stability of travelling wave solutions can be reduced to the
study of the linear parabolic equation with time delay
@tu(t; x) xu(t; x) + w  rxu+ u(t; x) = u(t  ; x); t > 0; x 2 Rn; (6.1.2)
where  > 0;  > 0 are specic contants depending on the wave speed c.
6.2 Parabolic equations with time delay
The equation (5.2.4) with F (u; v) = u  v, where  and  are called birth and mortality
rates, generalizes the Skellam model (5.2.2). The asymptotic behavior of their solutions was
completely understood by Travis and Webb in [70]. More precisely, Travis and Webb, in
their famous work [70] (see also [81]), considered the question of stability of the following
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Figure 6.1: Stability regions for equation (6.2.1) with  = 1 on intervals of length ; 2; 4
boundary value problem:
(@t  x + I)u(t; x)  u(t  ; x) = 0; t > 0; x 2 [0; ]; (6.2.1)
u(t; 0) = u(t; ) = 0; t > 0
u(t; x) = (t; x) 2 C([ ; 0]; L2[0; ]):
It was shown that the exact stability region is an open set bounded below by the solid graph
 shown in Figure 6.1. More precisely, if (; ) lies strictly above the curve, then there
exist K;  > 0 such that ju(t; x)j  Kkke t, uniformly in x 2 Rn. Otherwise, there exists
a solution u(t; x) and x0 such that
lim sup
t!1
ju(t; x0)j > 0:
It is not dicult to see that Travis-Webb's reasoning implies that by amplifying the
period from  to R, the stability region shifts upward by 1=R (dotted curves on Figure
7.3.1). So it is natural to expect that the epigraph of the limiting curve (the dashed curve
  on Figure 6.1) should be the stability region of the equation on the real line.
The stability problem of travelling wave described above suggests to consider a more
general setting and include rst order derivatives in equation and consider the following
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initial value problem:
(@t  x + w  rx + I)u(t; x)  u(t  ; x) = 0; (6.2.2)
u(t; x) = (t; x) 2 C([ ; 0]; L1(Rn)); (6.2.3)
where ;  2 R,  > 0, w 2 Rn, u(t; x) 2 C(R; L1(Rn)):
It turns out that the following theorems are true for the limiting graph  , which will be
precisely dened by below in Denition 7.1.1.
Theorem 6.2.1 (A). Let  > 0 and ;  2 R be such that  ()   and  >  1. Then
there exists K > 0 such that, for any u(x; t) 2 C([ ;1); L1(Rn)) satisfying (6.2.2) with
w = 0 and (6.2.3),
ju(x; t)j  Kkkt n=2:
Moreover, if  >  (), then there exists  > 0 such that
ju(x; t)j  Kkke t:
Theorem 6.2.2 (B). Let  > 0, w 2 Rn n f0g  2 R, and  > 0 be such that  ()   .
Then there exists K > 0 such that, for any u(x; t) 2 C([ ;1); L1(Rn)) satisfying (6.2.2)
and (6.2.3),
ju(x; t)j  Kkkt n=2:
Moreover, if  >  (), then there exists  > 0 such that
ju(x; t)j  Kkke t:
Theorem 6.2.3 (C). Given  > 0,  < 0, w 2 Rn n f0g, there exists  2 R such that




So if w in (6.2.2) equals zero, then indeed, every solution inside the stability region decays
exponentially as t!1. Moreover, for critical ; , all solutions decay at least algebraically
as t ! 1. The same is true for the general w 2 Rn when  > 0. However, in the left half
plane, the boundary of the stability region lies strictly above the graph  .
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Chapter 7
The Proofs of the main theorems
7.1 Preliminaries
We start with the following simple delay ODE
v0(t) + av(t)  beiv(t  1) = 0; (7.1.1)
where a; b;  2 R are some constants and v(t) is a continuous function specied on t 2 [ 1; 0].
Denition 7.1.1. For x 2 R and  2 (0; ), we dene
 (x; ) = F (t(x; ); ) = (   t) cot(t);
where t(x; ) 2 (0; ) is implicitly dened by x =  t
sin(t)
.






We extend the denition  (x; ) for  2 [0; ], by continuity and for [; 2], by putting
 (x;  + !) =  (x;    !), ! 2 (0; ). This makes  (x; ) a continuous function on [0; 2],
which we can further extend periodically to R. The graphs of  (x; ) are shown in Figure
7.1.
In order to simplify notation we put




The following theorem shows how the function  (x; ) plays the role of the stability
criteria for equation (7.1.1).
Theorem 7.1.2 (Hayes-Sakata). Let a; b;  2 R.
If a >  (b; ) then there exists K(a; b; ); (a; b; ) > 0 such that
jv(t)j  KkvkC[ 1;0]e t; (7.1.2)
for any continuous solution of (7.1.1).




In the case  = 0 this result was proved by Hayes in [36], and for arbitrary  it was
considered by Sakata in [60].
How is it relevant to our initial value problem (6.2.2)? Let u(t; x) be a solution of (6.2.2).
Then applying the Fourier transform in x, we obtain a delay ODE
d
dt
+ (jj2 + iw   + )I

u^(; t)  u^(; t  ) = 0: (7.1.3)
Changing variables by putting  = wjj , r = jj, and ur(t) = u^(t; ), we have
u0r(t) + ( + r
2 + ir)ur(t)  ur(t  ) = 0; t > 0: (7.1.4)
Lemma 7.1.3. Let ; ;  2 R, ; r  0.




v0r(s) + (a+ r
2)vr(s)  beicrvr(s  1) = 0; s > 0 (7.1.6)
with a = , b = , c = .
Proof. Change variables: s = t= , ~ur() = ur( ). Then
~u0r(s) + ( + r
2 + ir)~ur(s)  ~ur(s  1) = 0




So, if u(t; x) is a solution of (6.2.2), then for each  2 Rn,
ju^(t; )j = jv(t=)j;
where v(t) is a solution of equation (7.1.1), whose asymptotic behavior as t!1 is described
by estimate (7.1.2). The problem is that, estimate (7.1.2) is not directly applicable for our





So we need a more quantitative estimate than (7.1.2), with a more explicit dependence on
.
Figure 7.1: Graphs of  (x; ): for values  = 0,  = =4,  = =2,  = 3=2 and  =  from
the left to the right
7.2 Proofs of theorems A-C
Our main goal is to obtain estimates for solutions of (7.1.4) similar to the theorem of Hayes-
Sakata but also exhibiting the role of the parameter r.
In the next section we will prove the following results
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1 +  jj
1 +  + r2
t=
Theorem 7.2.2. If  < 0 and    () >  1, then for any R > 0 there exist
C(a; b; ; R); (a; b; ; R) > 0 such that
jur(t)j  CkurkC[ ;0]e r2te t=(2); 8t > 0; 0  r  R
for all ur 2 C[ 1;1), solving (7.1.4) with  = 0. Here
 = supf  0 :       (e)g:
Theorem 7.2.3. Let  < 0,  > 0,  6= 0. Then there exist  such that  >  (), R > 0
and ur(t), solutions of (7.1.4), such that
lim
t>0
jur(t)j =1; r 2 [R=2; R]:
We start by showing how Theorems 7.2.1-7.2.3 imply Theorems A-C.
7.2.1 Proof of Theorem A
Let u(x; t) be a solution of (6.2.2), with w = 0. Then for each  2 Rn, the function
ur(t) = u^(t; ) satises (7.1.4) with r = jj,  = 0. Let    (). There are two possible
cases
 > 0 case






1 +  +  jj2
t=
;
for each xed . This estimate shows that for large t, u^(; t) 2 L1 in the variable . Therefore,
by the Fourier inversion,
ju(x; t)j =
Z u^(; t)e ixd  p2 Z sup t0 ju^(; t)j

1 + 















if  =  then Z 
1 + 
1 +  +  jj2
t=
d = O(t n=2);
if  >  then Z 
1 + 
1 +  +  jj2
t=
d = O(e t)
for some  > 0.
So, we conclude that if  > 0 and  =  then any solution of (6.2.2) with initial data
(6.2.3) u(x; t) satises
ju(x; t)j  KkkC([ ;0];L1)t n=2
and if  > , then 9 > 0 such that
ju(x; t)j  KkkC([ ;0];L1)e t:
 < 0 case









The rst integral can be estimated by Theorem 7.2.2,Z
jjR
ju^(; t)jd  KRkke t
Z
e jj
2td  K 0Rkke tt n=2;
where  > 0 if  >  () and  = 0 if  =  (). The second integral is handled by
Theorem 7.2.1 as above, Z
jj>R
ju^(; t)jd  Lkke t;
with some  > 0.
So we conclude that if  < 0 and u(x; t) is a solution of (6.2.2) and :
if    () then
ju(x; t)j  Kkkt n=2;
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if  >  () then
ju(x; t)j  Kkke t
for some  > 0.
7.2.2 Proof of Theorem B
Let   jj. Note that in the proof of Theorem A, for  > 0, we did not use the fact that
w = 0. Therefore using the same argument as in the case  > 0 above, one can see that any
solution u(x; t) of (6.2.2) satises
ju(x; t)j  Kkkt n=2:
Moreover if  > , then 9 > 0 such that
ju(x; t)j  Kkke t:
7.2.3 Proof of Theorem C
Let  < 0, w 6= 0,  2 [1=2; 1] and  = jwj. Let  and R > 0 be as in Theorem 7.2.3. It
follows from the proof of that theorem that such  and R > 0 can be chosen uniformly in
 2 [1=2; 1].
Then there exists complex valued function (r) on [R=2; R] with <((r))  0 on
r 2 [R=2; R] and such that
(r) + ( + r
2 + ijwjr)  e (r) = 0; r 2 [R=2; R];  2 [1=2; 1]
Let  be a positive Schwartz function such that  () = 0 if
  w  1=2jwjjj
or
j2j =2 [R=2; R]:
Denote






where () = cos(; w). By construction such function is a solution of (6.2.2) and
ju(0; t)j =
Z  ()e()(jj)td  Ce0t Z ei=(()(jj)t)




7.3 Proofs of theorems 7.2.1-7.2.3
We will need the following proposition which is a corollary of a more general principle (e.g.
Theorem 5.4 of [23] or Theorem 4.3 in [6])
Proposition 7.3.1. Let a; b;  2 R and
ha;b;() = + a  be +i:
1. If all zeros of ha;b() lie in the half plane <()  0 and all purely imaginary zeros
 = iy are simple, then there exists K(a; b) > 0 such that for every v(t) 2 C[ 1;1],
satisfying (7.1.1), we have
jv(t)j  K(a; b)kvkC[ 1;0]; 8t > 0:
2. If all zeros of ha;b() lie in the half-plane <() <   < 0, then there is K(a; b) > 0 so
that
jv(t)j  K(a; b)kvkC[ 1;0]e t; t > 0;
for all continuous solutions of (7.1.1).
The following lemma is self-evident.
Lemma 7.3.2. Let a; b;  2 R, and  2 R. Let v(t) be continuous on [ 1; 0] and
v0(t) + av(t)  beiv(t  1) = 0:
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If we let w(t) = etv(t), then w(t) is a continuous solution of
w0(t) + aw(t)  beiw(t  1) = 0; (7.3.1)
with
a = a  ; b = be: (7.3.2)
Let us outline our strategy, before going into details.
By Lemma 7.1.3, it is enough to estimate solutions of equation (7.1.6). So we start with
it.
When r in (7.1.6) equals 0, the Hayes-Sakata theorem gives a necessary and sucient
condition to ensure the stability of all solutions: if a >  (b) then there exist K(a; b) and
(a; b) so that
jv0(t)j  K(a; b)kv0kC[ 1;0]e (a;b)t:
If we assume that c = 0 in (7.1.6), then as r > 0 increases, the corresponding point (b; a+r)
is moving more into the region of stability. In this case we can expect a better order of decay,
i.e. (a + r2; b) should be an increasing function of r. Though, potentially, the function
K(a + r2; b) could also start growing, it turns out to be uniformly bounded in the region
a > jbj. In this case we obtain the most accurate estimate - Theorem 7.2.1. We cannot say
that K(a; b) is uniformly bounded in a >  (b), because it blows up to 1 near the point
( 1; 1), so we will need to be careful near that point. Finally, controlling the growth of 
as a function of r, we will prove Theorem 7.2.2.
If c 6= 0, the situation is dierent. Figure 7.1 shows that as  increases the graphs are
\moving"to the right. If the point (a; b), of the parameters in (7.1.6), lies in the left half
plane, then as r grows, the point (b; a + r2) moves upward as before, but now the graph
shifts to the right at the rate proportional to r. As a result, for small r > 0, the point
(b; a + r2) will end up below the stability region, which is the epigraph of  (x; cr). This
will prove Theorem 7.2.3.
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7.3.1 Proof of Theorem 7.2.1
Lemma 7.3.3. Let a > 0 and u 2 C[ 1;1) satisfy
u0(t) + au(t)  aeiu(t  1) = 0: (7.3.3)
If for some m 2 N
j<(eiku)(t)j; j=(eiku)(t)j  1; k = 0; 1; : : : : ;m; t 2 [ 1; 0];
then for non-negative integer l so that l  m,
j<(eiku)(t)j; j=(eiku)(t)j  1; k = 0; 1; : : :m  l; t 2 [l   1; l]: (7.3.4)
Proof. We will prove only the real-part case using induction in l (imaginary parts can be
considered exactly in the same way).
For l = 0, there is nothing to prove. Assume that the claim is true for l = l0 < m. Put
u(t) = e atC(t). Then C(l0) = eal0u(l0) and
C 0(t) = eataeiu(t  1); t 2 [l0; l0 + 1]:
Clearly, C(t) = C(l0) +
R t
l0
C 0(y)dy. Multiply the function C by exponentials eik (k 
m  l0   1) and use (7.3.3) to get




Then using our assumption,









for t 2 [l0; l0 + 1]; k 2 [0;m  l0   1]. Hence, j<(eiku(t))j  1.
Corollary 7.3.4. Let a > 0;  2 R. If u 2 C[ 1;1) is a solution of




2kukC[ ;0]; t  0:
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Lemma 7.3.5. Let a  jbj, c 2 R and r;  > 0.
If vr(t) 2 C[ 1;1) is a solution of
v0r(t) + (a+ r







1 + a+ r2
t
;
all t; r > 0.
Proof. Fix r and let z = supf : + jbje  a+ r2g: If v(r) is a continuous solution of
v0(t) + (a+ r2)v(t) = beicrv(t  1); t > 0;
then by Lemma 7.3.2, v(t) = w(t)e zt, where
w0(t) + dw(t)  dei(cr+arg(b))w(t  1) = 0;










As it follows from the denition of z
a+ r2   z = jbjez
a+ r2 = z + jbjez  (1 + jbj)ez   1
z  ln











1 + a+ r2
t
:
Now applying Lemmas 7.1.3 and 7.3.5, we obtain Theorem 7.2.1.
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7.3.2 Proofs of Theorems 7.2.2 and 7.2.3
Proof of Theorem 7.2.2
Put






where the outer supremum is taken over all continuous solutions of
v0(t) + v(t)  v(t  1) = 0 (7.3.5)
and
 = supf  0 :  (e) +   g: (7.3.6)
By this choice, every solution of (7.3.5) satises
jv(t)j  K(; )kvkCe t=2:
It follows from the proof of Theorem 5.2 in [35] and Lemma 7.3.2, that K(; ) is a
continuous function on S = f(; ) :  >  (b)g. The function K(; ) roughly speaking
plays the role of
p
2 that we had in the last lemma. Note that K(; ) can be continuously
extended to S n ( 1; 1), because if  =  () >  1, then all imaginary solutions of  +
   e  = 0 are simple. However, for  =  ( 1) =  1,  = 0 is a double root of
+   e  = 0 and by Proposition 7.3.1, K( 1; 1) =1.
Lemma 7.3.6. Let b 2 ( 1; 0), a   (b) >  1 and r;  > 0. Let  be dened by (7.3.6).
For any R > 0 there exists C(a; b; ; R); (a; b; ; R) > 0 such that
jvr(t)j  CkvrkC[ 1;0]e r2te t=2; 8t > 0; 0  r  R
for all vr 2 C[ 1;1) satisfying
v0r(t) + (a+ r
2)vr(t) = bvr(t  1); t > 0:
Proof. As we showed above
jvr(t)j  K( + r2; )kvrkC[ 1;0]e z(r)t=2;
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where
z(r) = supf  0 : a+ r2      (e)g
Since K(a; b) is continuous and can be extended to @S n ( 1; 1) and a >  1, there exists
C > 0 such that K(a+ r2; b) < C. So all we need to do is to show that for some ,
z(r)  z(0) + r2; 0  r  R
or
z0(r)  r2; 0  r  R:
By the denition of z(r)
a+ r2   z(r) =  (bez(r))





We complete the proof by showing that for jxj < L, x 6=  1
  1 <  0(x)x < 2L: (7.3.7)














t cos(t)  sin(t) ;
where x =   t
sin(t)
; t 2 (0; ). It is not dicult to show that
 2  t  cos(t) sin(t)
t cos(t)  sin(t)   1; t 2 (0; ):
So for  L < x <  1.
0   0(x)x  2L:
Combining Lemma 7.1.3 and the last lemma, we obtain Theorem 7.2.2.
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Proof of Theorem 7.2.3
The nal goal is to show that if  6= 0 then it is impossible to obtain results similar to the
ones established above. More precisely, for any  < 0, there exists R > 0 and continuous
functions ur(t), solutions of (7.1.4) with  >  (), such that
sup
t>0
jur(t)j =1; 8r 2 (0; R):
Lemma 7.3.7. Let a; b 2 R, ; r > 0 and
z(r) = supf 2 R : a+ r2      (be; cr)g:
If c 6= 0, then for any b < 0, there exists a >  (b) and R > 0 such that
z(r) < 0; 8r 2 [R=2; R]:
Proof. Since  (x; ) is even with respect to  we can assume that c > 0. We will show that
given c > 0 and b < 0, there exists  = (b; c) > 0 so that
lim
r!0+
z0(r)    < 0:
This will be enough to prove the theorem because then for some small R > 0
z(r) = z(0) +
Z r
0
z0(s)ds  z(0)  r=2; r 2 [R=2; R]:
Hence, choosing a   (b) > 0 so small that z(0) < R=8, we will have
z(r)   R=8 < 0; r 2 [R=2; R]:
Recall that for  6= 0 mod ,
 (x; ) = F (t(x; ); );
where
F (t; ) = (   t) cot(t)





Let us x t0 2 (0; ) so that b =  t0= sin(t0).
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By the denition of z(r),
a+ r2   z(r) =  (bez(r); cr) = F (t(bez(r); cr); cr)
2r   z0 = F 0t (t; cr)(t0x(bez; cr)[bezz0] + ct0(bez; cr)) + cF 0(t; cr);
and
z0 =
2r   cF 0(t; cr)  cF 0t (t; cr)t0(bez; cr)
1 + F 0t (t; cr)t0x(bez; cr)bez
:
Furthermore,
F 0(t; ) = cot(t)
F 0t (t; ) =  





sin(t) + (   t) cos(t) :
So







  sin(t) cos(t) + (   t)
sin(t)(sin(t) + (   t) cos(t))
=
 (   t) sin2(t)
sin(t)(sin(t) + (   t) cos(t)) =
t  
1 + (   t) cot(t) =
t  
1 +  (x; )
Therefore, denoting x = bez(r),
z0(r) =
2r   c(t(x; cr)  cr)=(1 +  (x; ))
1 +  0x(x; cr)x





(1 +  (b))(1 +  0x(b)b)
   < 0;
for some  > 0.
Lemma 7.3.8. Given b < 0,  > 0, c 6= 0, there exists a >  (b; cr), R > 0 and vr(t) 2
C[ 1;1), solutions of (7.1.6) such that
sup
t>0
jvr(t)j =1; r 2 [R=2; R]:
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z(r); cr)wr(t)  bez(r)eicrwr(t  1) = 0:




Combining the last result with Lemma 7.1.3, we obtain Theorem 7.2.3.
7.4 Implications to the stability of travelling waves
One of the motivations to study the Skellam model with time delay was to give a more
rigorous proof of Theorem 2.3. in [50]. Since there we deal with positive coecients ; ,
this goal was achieved by proving Theorem B.
In its current form, the negative result (Theorem C) is not applicable to population
models, because a negative death rate  does not have a biological meaning. However, if
both  and  are negative, then we can swap the roles of the variables in (6.1.2) and have
a positive death rate   and positive birth rate  . Such growth rates cannot be obtained
from the linearization of the model (6.1.1) satisfying conditions (H.1) - (H.3). It seems
plausible that the right setting in which the negative result can be used is the growth model
with the Allee eect, where b(u)   d(u) has three zeros 0; u1; u2 and b   d is negative and
concave up on (0; u1) and positive and concave down on (u1; u2).
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