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Introduction
Controlling nanoscopic devices, i.e., physical systems in which the smallest control-
lable element is of the order of a few—or even one—atoms, becomes more and more
important for a wide scope of disciplines. Ranging from biological ﬁelds such as DNA
manipulation to micro-electronics and computation. This thesis will concentrate on the
latter two.
There are very few technological developments which have had such an impact
on society as micro-electronics has had, and is still having. Clearly the end of the
innovations coming in essence from micro-electronics and computation is not in sight.
What is coming to an end, however, is the validity of Moore’s law [Moo65]. Moore is
one of the co-founders of Intel 1 corporation, the biggest microprocessor manufacturing
company in the world. In 1965 he observed that the number of transistors2 in high-end
integrated circuits (IC) doubled every year. The numbers on which he based his law
are given in Table 1. In 1965 he looked back at the past few years, and based on the






Table 1: Development of the number of transistors per integrated circuit after the
invention of the transistor.
trend he saw—a doubling of the numbers of transistors per IC in little over a year—he
predicted that this trend would continue in the following years. What is amazing is
that not only was the law valid for the next few years, it has remained valid until at
least the year this thesis is written, i.e., 2001. This can be seen in Fig. 1. The doubling
time has increased somewhat to about two years, but the validity of the law is stunning
nonetheless. Moore’s law is not a law of nature, of course, but describes what scientists
and engineers can accomplish when driven by enthusiasm and, not to forget, market
forces.
There is a fundamental limit to this law, however. When IC’s are continued to be
built in an essentially two-dimensional manner, doubling the amount of transistors per
ﬁxed surface area will mean that at some point in the future, the transistors have to
1Intel, i386, i486 and Pentium are trademarks of Intel Corporation.
































Figure 1: Development of Intel chips over the last 40 years.
become of atomic size. Extrapolating Moore’s law, this will happen around the year
2015. On the way to this point, quantum mechanical eﬀects will start to interfere
with the movement of the electrons around the diﬀerent parts of the IC and the semi-
classical ways of designing an IC will no longer be adequate. Controlling transistors the
size of molecules or even atoms will require completely diﬀerent techniques.
These quantum mechanical eﬀects seem to be a burden at ﬁrst glance. Recent
discoveries, however, hinted at already by Feynman [Fey85], indicate a whole new range
of computational techniques based on the quantum mechanical eﬀects themselves.
Notions like superposition and entanglement are opening whole new directions for
theoretical computation. In Chapter 1 we give an introduction into this subject, not
surprisingly named quantum computation.
Although hordes of people have thought up new algorithms that exploit the new
possible operations and states that the quantum computer (QC) oﬀers, there are no
experimental realisations yet, based on a single quantum mechanical system, on which
to perform these calculations. There are systems, however, that provide an interest-
ing proof of principle, the most well known being that based on a nuclear magnetic
resonance (NMR) setup. Chapter 2 describes this hardware implementation. We show
some potentially fundamental shortcomings which might prove to be very persistent
and hard to combat. This is not the most popular obstacle towards real quantum
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computation. Most attention goes to ﬁnite temperature eﬀects, the most important
being decoherence. We will not address these eﬀects in this thesis, as the problem we
describe is also present at zero temperature.
The remainder of the thesis concentrates on the more general subject of modelling
nano-particles and macroscopic quantum eﬀects. In Chapter 3 we prove the validity
of an algorithm to calculate density of states, which could be implemented to run
eﬃciently on a QC, but is also very useful on a normal computer. With this algorithm
it is possible to describe the properties and dynamics of nano-particles of up to about
twenty quantum mechanical degrees of freedom. For instance, a molecule with twenty
spin one-half elements.
One of the ﬁrst macroscopic quantum mechanical eﬀects measured are steps in the
magnetisation of hysteresis curves of magnetic molecules. The steps themselves are
believed to be caused by the Landau-Zener-Stu¨ckelberg (LZS) transition. Chapter 4
shows the importance of a non-linear eﬀect on these LZS transitions in coherent mag-
netic systems. These systems could in principle be used as building blocks for QC’s.
Furthermore, this eﬀect could also be of importance on other systems in which level
crossings occur.
Appendix A describes several mathematical operators used throughout this thesis.
In Appendix B we give a few proofs of theorems used in Chapter 1. Appendices C
and D contain the extensive calculations needed for the bounds given in Chapter 3. In
Appendix E we give the derivation of the Landau-Zener-Stu¨ckelberg transition.
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