A new approach for computing qualitative part-based descriptions of 3D objects is presented. The object descriptions are obtained in two steps: Object segmentation into parts and part model identi cation. Beginning with single-or multi-view range data of a 3D object, we simulate the charge density distribution over an object's surface which has been tessellated by a triangular mesh. We detect the deep surface concavities by tracing local charge density minima and then decompose the object into parts at these points. The individual parts are then modelled by parametric geons. The latter are seven qualitative shapes, each of which is formulated by a restricted globally deformed superellipsoid. Model recovery is performed by tting all parametric geons to a part and selecting the best model for the part, based on the minimum tting residual. A newly de ned objective function and a fast global optimisation technique are employed to obtain robust model tting results. Experiments demonstrate that this approach can successfully recover qualitative shape models from input data, especially when part shapes are not fully consistent with model shapes. The resultant object descriptions are well suited for symbolic reasoning and fast object recognition.
Introduction
A major problem in machine vision is the development of an object recognition system which is not based on accurately known models, but rather on coarse, qualitative ones representing classes of objects. Sensor data usually only provide point-by-point measurements such as the distance from the sensor to objects in the viewed scene. Thus, for example, these numerous and unstructured data are not appropriate for representing the environment for a mobile robot executing quick and complicated tasks. On the one hand, such a robot must make use of symbolic models which are concise and organised descriptions about the structure of the world. On the other, the robot must transform sensor data to symbolic descriptions which are consistent with the models in a stored database and support e cient model matching. Thus this signal-to-symbol mapping is at the heart of any functioning robot carrying out complex tasks.
In this chapter, we present a new approach to 3D shape representation of objects based on parts. The input to our system is a single range image or multiple range images of an object. Our task is twofold. The rst is to segment the object into individual parts. The second is to select a particular part model which describes the best shape approximation of each segmented object part from a few prede ned model candidates.
The segmentation approach works as follows. An object to be segmented is viewed as a charged perfect conductor. It is a well known physical fact that electrical charge on the surface of a conductor tends to accumulate at sharp convexities and vanish at sharp concavities. Thus object part boundaries, which are usually denoted by a sharp surface concavity 1], can be detected by locating surface points exhibiting local charge density minima. Beginning with range data of a 3D object, we tessellate the object surface with a closed triangular mesh and simulate the charge density distribution over the surface. We then detect the deep surface concavities by tracing local charge density minima and decompose the object into parts at these boundary points. The segmentation method e ciently deals with certain thorny problems in traditional approaches, such as unrealis-tic assumptions about surface smoothness and instability in the computation of surface features.
Part model recovery employs parametric geons as the part models. These are seven qualitative shapes associated with pose and attribute parameters governing model size, tapering rate and bending curvature. Parametric geons are formulated in terms of restricted deformed superellipsoids 2]. The equations of the models provide explicit global constraints on the qualitative shape of the part models. This permits the algorithm to directly compare model shapes with a given shape and restricts the part model to a prede ned shape family, no matter how the input data vary. We obtain part models by tting all parametric geons to a part and selecting a particular model based on the minimum tting residual. Thus our approach implements explicit shape veri cation of the resultant part models, obtaining them more robustly and accurately than in previous work.
We begin this chapter with a review of previous related research on both part segmentation and model recovery, and make a comparison with our work in Section 2. Then we present the part segmentation method in Section 3. We describe the parametric geon models and the model recovery approach in Sections 4 and 5, respectively. In Section 6 we report experimental results with both single-and multi-view range data. The characteristics of our approach are further discussed in Section 7 and conclusions are drawn in the last section.
Related Work
The signi cance of object descriptions at the part level is well understood 3, 4, 1, 5, 6]. Many objects consist of parts or components which have perceptual salience and re ect the natural structure in the world 7] . Building part-based object descriptions for various tasks has been a major strategy in computer vision for many years 8, 3, 9, 7, 10, 11, 12, 13, 14, 15] . To obtain part-based descriptions, one needs to address the following two points: (1) Which are the parts? and (2) What is the model for each of the parts. The former is the issue of object segmentation into parts (part localisation), while the latter deals with part model recovery (part identi cation).
Object Segmentation into Parts
The problem of object segmentation into parts can be stated as follows: Given a set of data points that represent a multi-part object, classify these data into meaningful subsets, each of which belongs a single physical part of the object. By a physical part, we mean a portion of the object surface which can be distinguished perceptually, geometrically or functionally from the rest of the object. De nitions of parts are discussed in 4, 1, 6, 16] . Part segmentation algorithms can be categorised as being shape-or boundary-based.
Shape-based approaches decompose objects into parts by measuring the shape similarity between image data and an arrangement of prede ned part models. For example, spheres 17, 18, 19] , quadrics 20] , and superellipsoids 9, 21, 22, 23] have been used for part segmentation. These approaches rst hypothesise an object con guration composed of part models, and then evaluate a measure of the similarity between the hypothesis and the true object shape. If the measure is worse than a preselected threshold, another hypothesis is generated and evaluated until the similarity measure is less than the threshold. The last hypothesis is then adopted as the desired object segmentation. Another type of shape-based segmentation uses an aspect hierarchy of part shapes 13, 24, 25] . These methods commonly employ a nite but relatively large set of distinctive part models. Each model exhibits a restricted number of con gurations of surface patches in all possible views. Thus, even for all models, the number of surface con gurations in all possible views is quite limited. The procedure is to rst identify surface patches using region growing 26] or edge detection 27], and then group surface patches into a potential part according to the permissible surface con gurations. For perfect object shapes, shape-based approaches can be quite e cient. However, problems arise when the part shapes are not very consistent with the available model shapes. This produces nonunique or incorrect part segmentations.
Boundary-based methods segment objects into parts by seeking part boundaries instead of complete shapes. This type of approach can segment an object without incorporating part shape information. For example, Koenderink and Van Doorn 4] have proposed parabolic lines as part boundaries. At a parabolic line, one of the principal curvatures 28] of the surface changes from being convex to concave. Rom and Medioni 29] have performed part decomposition based on this theory using range data as input. The drawback of this scheme is that parabolic lines cannot indicate part boundaries on cylindrical surfaces 1]. Also, since this method is based on the classi cation of regions of positive and negative Gaussian curvature, it is not clear how to apply it to objects containing planar surfaces.
Ho man and Richards 1] have proposed segmenting objects into parts at deep surface concavities. Ferrie and Levine have analysed surface principal curvatures to locate surface concavity and segment range data containing objects 30]. This strategy has also been applied to the segmentation of edge-junction graphs of object range images 31]. In addition to range data, cross-sections of 3D objects have also been taken as input 32, 33, 34] . In this case, part segmentation is performed by examining the connectivity and shape of cross-sections. Such an approach requires a voxel-based coordinate system to relate the data across the cross-sections.
Our approach to part segmentation is consistent with the boundary-based approaches. As indicated above, all previous methods 30, 35, 11, 29] are based on surface curvature, a geometrical property. In contrast, we employ a physical property, the simulated charge density distribution over an object surface, to nd part boundaries. This approach has some distinguishing characteristics and advantages. Since the curvature computation involves the rst and second partial derivatives of the surface, an assumption on smoothness of the object surface is mandatory 36]. Curvature computation is also very sensitive to local noise 37] and a smoothing operation on the range data is usually required. Alternatively, a larger area or scale may be employed to reduce noise e ects. However, selecting a suitable scale is in general a di cult problem. Also, a larger scale will increase the computational time. In contrast, our approach solves an integral equation rather than performing surface curvature computations and thus does not require smoothness of the object surface. Since the charge density computation uses global data, the in uence of noise is reduced. Furthermore, although the charge density must be computed on a closed triangular mesh, the variables are restricted only to the surface of objects. Thus, one does not require a voxel-based coordinate system or need to compute the object interior. Because of this, our approach involves many fewer unknown variables than voxel-based approaches 32, 33, 38].
Part Identi cation
The problem of part identi cation can be stated as follows: Given a set of data points on a particular part and all candidate part models, nd the model which is the best description of that part. On the basis of psychological experimentation, Biederman's theory of Recognition-by-Components (RBC) 39] proposed a modest set of volumetric primitives, called geons, as qualitative descriptions of object parts. The theory postulated that if an arrangement of a few geons could be recovered from the line drawings of an object, it could be quickly recognised with great tolerance for variations in viewpoint and shape. Geons have therefore been proposed as a basis for recognition of 3D objects observed in single 2D views 15, 13, 14, 40] . The idea of using a nite set of qualitative shape primitives as part models is also adopted here.
Nearly all research has focused on the recovery of geon models from complete edge maps or ideal line drawings which have depicted objects whose parts are instances of geon models 41]. However, in general \clean" or complete line drawings of objects cannot be obtained due to the colour and texture of object surfaces or complex illumination con gurations. Because of this, and also for practical reasons, some research has focussed on data obtained from laser range nders 31, 25, 24] . In all of the latter, part descriptions were determined in a bottom-up fashion, inferring global properties by aggregating local features. This type of approach will fall short when local features do not fully satisfy the exact de nitions of the geons. Clearly, any computer vision system, which successfully recovers qualitative descriptions, would have to approximate various object shapes by ideal shape models.
It would seem that the most popular volumetric model for part shape approximation is the superellipsoid, a parameterised family of closed surfaces 42]. The implicit equation of superellipsoids is given as follows 42]:
Here 1 is the \squareness" parameter in the north-south direction; 2 is the \square-ness" parameter in the east-west direction. a 1 ; a 2 ; a 3 are scale parameters along the x; y; z axes, respectively. The advantage of the superellipsoid model is that by using only two more parameters than ellipsoids, it can describe a large variety of volumetric shapes. In addition, its mathematical de nition provides a useful global constraint which restricts its shape during model recovery. The latter adapts and molds the model to the object shape, thereby, reducing the in uence of missing data, image noise and minor variations in shape. In this way, an approximate shape description can be obtained eciently 9, 43, 2, 11, 44]. The fundamental distinction between superellipsoids and geons is that the latter is a prescribed set of individual primitive component shapes, which are qualitatively discriminable, thereby supporting fast object recognition as indicated by the RBC theory 39].
The only previously reported attempt to derive geons from superellipsoids is due to Raja and Jain 45] in a continuation of previous work on superellipsoid model recovery 9, 2, 12]. They explored the recovery of 12 geons from single-view range images by classifying the actual parameters of globally-deformed superellipsoids 2]. Although they obtained 89% accuracy for objects with smooth surfaces, they found that the estimated parameters were very sensitive to viewpoint, noise, and objects with coarse surfaces. They also noticed that their major classi cation errors were due to the misclassi cation of straight and curved geon cross-sections. This is mainly caused by the Euclidean distance measure they used for classifying part shapes. The problem can be easily illustrated by Figure 1 , which shows a series of superellipses representing the cross sections of superellipsoids. The shape parameter of the superellipse changes uniformly from 0.1 to 1. Accordingly, the shape changes gradually (row by row) from a square to a circle. The number under each gure indicates the value of the associated shape parameter. If these shapes were to be classi ed into two groups 1 based on the Euclidean distance of the shape parameter, the top three rows would be classi ed into one group and the rest into the other. However, we clearly observe that the shapes in at least the rst four rows are more similar to the square than the circle. Thus, there is a signi cant di erence in shape discrimination between an Euclidean distance-based method and human perception. Another reason is the ambiguity between superellipsoid shapes and their associated parameters, as noted by Solina and Bajcy 2].
According to RBC theory 39], \the memory of a slight(sic) irregular form would be coded as the closest regularized neighbour of that form". Our work is the rst attempt to accomplish this. The importance of this approach is the ability to achieve an explicit shape veri cation of the resultant part models. The equations of the parametric geons provide explicit global constraints on the qualitative shape of part models. This constraint permits the algorithm to directly compare the model shapes with a given part shape. The resultant shape must be one of the prede ned parametric geon shapes, no matter how the input data vary. Therefore, our approach can compute the qualitative shape models of parts reliably from data representing parts whose shapes are not fully consistent with their models.
In our research, we de ne a new objective function which measures (i) the Euclidean distance from data points to model surfaces and (ii) the squared di erence between the normal vectors of a model and the object. Model tting is performed by minimising this function using a stochastic global optimisation approach (Very Fast Simulated Re-annealing), which statistically guarantees nding the global minimum. A similar approach has been presented by Yokoya et al. 44] . The rst term of their objective function was the squared Euclidean distance, and their optimisation technique was the classical simulated annealing 46]. We will show that our objective function and optimisation approach signi cantly improve the e ciency of the model tting procedure.
3 Part Segmentation
Motivation
According to Ho man and Richards 1], the concept of a part is based upon a particular regularity in nature { transversality 47]. The theory states that when two arbitrarily shaped surfaces are made to interpenetrate, they always meet at a contour of concave discontinuity of their tangent planes. This is illustrated in Figure 2 by ellipsoids. Transversality has been widely applied to part segmentation 30, 31, 11, 34, 35] .
Interestingly, there exists an analogy between the singularity in surface tangents and the singularity in electrostatics. When a charged conductor with an arbitrary shape is in electrostatic equilibrium 2 , all charge resides unevenly on the outer surface of the conductor 48], as shown in Figure 3 . The charge density is very high at sharp convex edges and corners. Conversely, almost no charge accumulates at sharp concavities. Electrical charge density at sharp edges and corners has been carefully studied by Jackson 49 ]. An object edge or corner is de ned as a C 1 discontinuity of an object surface. By ignoring 2 The conductor is in electrostatic equilibrium when there is no net motion of charge within the conductor. given row by row. The shape parameter of the superellipse changes from 0.1 to 1, and consequently, its shape changes from a square to a circle. The number under each gure indicates the value of the shape parameter. The task is to classify these shapes into two groups, square-like shapes and circle-like shapes. If the classi cation were based upon the shape parameter, the shapes in the rst three rows would be classi ed into square-like shapes. However, human perception seems to classify more of these shapes into square-like shapes. The charge density is very high and very low at sharp convexities and concavities, respectively. Thus, the object part boundary can be located at local charge density minima. secondary global e ects, Jackson has derived an approximate relationship governing the charge density at an edge formed by two conducting planes, as shown in Figure 4 . Here is the angle between two planes de ning an edge and is the distance from the edge to a point P, where the charge density is measured. It has been shown 49] that the larger and the smaller , the greater the charge density at P. For a constant , the charge density increases monotonically as increases. A theoretical singular behaviour of charge densities at edges (for = 0) has also been suggested as follows 49]:
This means that the charge density is in nite, constant and zero when the angle dened by the two planes is convex, at and concave, respectively. The singular behaviour of charge densities at corners, which is similar to that at edges, has also been investigated 49].
We have observed that at slightly smoothed edges and corners, the positions of the local extrema of charge density remain unchanged. Consequently, by assuming that a multi-part object is a charged conductor, we can detect deep surface concavities, which we have noted delineate part boundaries 1], by isolating signi cant charge density minima.
Charge Density Computation
Our physical model is the charge density distribution on a charged conductor in 3D free space, where no other charge or conductors exist. To begin with, we list three physical facts which can be derived from physical laws. This means that there is no charge inside the conductor. Thus the structure within an object does not a ect its charge density distribution. This fact indicates that, under these circumstances, the charge density distribution is a surface property. The electrical potential (r) at r can be derived by an integration of (3) 
Secondly, consider that the charge is continuously distributed over the object surface S (see Figure 6 ). Thus the electrical potential at r is contributed by all of the charge on 
Here V = 4 0 (r) is a constant. Since S in Eq. (7) is an arbitrary surface, it is impossible to solve the equation analytically. However, we can obtain an approximate solution to Eq. (7) by using nite element methods 52], as described in next section.
Finite Element Solution
To compute the charge density distribution based on Eq. (7), we approximate the 3D object by a polyhedron, each face of which is a planar triangle which possesses a constant charge density. Then the problem of integration over the complete surface (see Eq. (7)) can be converted into a summation of integrations over each triangle. Since the latter can be solved analytically, the charge density on each triangle can be easily computed. The nite element solution is obtained as follows. We tessellate the object surface Thus the basis function, f k , is nonzero only when r 0 is on the triangle T k , as shown in Figure 7 . Therefore, the charge density (r 0 ) can be approximated by a piecewise constant charge density function as follows:
Substituting (9) into Eq. 
According to Fact 3.3, the sum of the charges on each triangle equals the total charge on the object surface. Let Q be the total charge on the object surface and S k be the area of T k . Then we have
Assuming Q is known, and given (11) and (12), we obtain a set of linear equations with N + 1 unknowns, 1 ; :::; N and V .
Since the integral in (11) can be evaluated analytically 53], the charge density distribution k and the constant V can be obtained by solving the set of linear equations.
Because the potential on a particular triangle is actually contributed by the charge on all of the triangles, the matrix A is dense. In the actual computation, the observation point r i on each triangular patch is selected at its centroid. The set of linear equations is solved by a conjugate gradient-squared method 54].
To compute the charge density distribution, we need to tessellate a closed triangular mesh on the object surface. A triangular mesh also speci es a data indexing system for object surfaces, which are represented by a set of discrete 3D points. Thus, triangulation establishes a speci c spatial relationship between these points and facilitates the extraction of part boundaries. The objects to be segmented are represented in either single or multiview range data. The former indicate the 3D coordinates of data points only on the visible object surfaces. To obtain a closed triangular mesh for this case, we tessellate the visible surface and arti cially construct a mesh for the invisible surface. Depending on how this shape completion is done, the resulting mesh will a ect the absolute values of charge density on the visible surfaces. However, we observe that the locations of the charge density extrema which indicate object part boundaries do not change.
We may combine these two meshes to construct a closed triangular mesh. A detailed description of this mesh construction is given in 55]. Multiview data are obtained by merging range data acquired from several viewpoints. They are a sequence of 3D data points representing the complete surface of the object. In our experiments, surface tessellation for multiview data was performed by Decarlo and Metaxas at the University of Pennsylvania using a mesh blending approach 56]. 
Object Decomposition
The object is decomposed into parts after the simulated charge density distribution is obtained. The method is based on a Direct Connection Graph(DCG) de ned on the triangular mesh, as shown in Figure 8 . Here nodes represent triangles in the mesh and branches represent the connections between direct neighbours. Two triangles which share two vertices are considered to be direct neighbours. For example in Figure 8 (a), triangles 1 and 2 are direct neighbours while 2 and 3 are not. Thus the DCG provides a convenient coordinate system on the object surface and indicates the spatial relationship between a triangle and its neighbours. It permits the tracing of the part boundaries on the triangular mesh without employing a voxel-based coordinate system. This signicantly reduces the required memory space for describing the object and increases the computational speed. For a triangular mesh of multiview range data, we decompose the complete mesh. For single-view range data, only the visible surface of the object is segmented. On the basis of the transversality principle described in Section 3.1, we have assumed that a part boundary is explicitly de ned by deep surface concavities. For a complete object the part boundary is a closed contour. This ensures that the decomposition algorithm will be able to segment a part from the rest of the object. The assumption also provides a stopping criterion for the boundary tracing procedure. Since the part boundary is located at local charge density minima, it can be traced along the \valley" of the charge density distribution. We note that for single-view data, the visible surface is not closed, and therefore the part boundary may not be a closed contour. In this case, the tracing process stops when it reaches a mesh boundary, that is, a triangle which has only two direct neighbours.
The algorithm examines the charge density on all triangles to nd an initial triangle for tracing each boundary which must satisfy the following conditions:
1. It must be a concave extremum; that is, its charge density must be a local minimum.
2. It must be located at a deep concavity. Thus the charge density on the triangle must be lower than a preselected threshold 3 .
3. It, as well as its neighbours, must not have been visited before. This ensures that the same boundary will not be traced again.
Beginning at the initial triangle, the algorithm proceeds to the neighbour with the lowest charge density. During the tracing procedure, all triangles detected on the boundary are marked. These will not be checked again and eventually will be deleted from the DCG. For the mesh constructed from multiview data, the process continues until it returns to the initial triangle. Since we have assumed that a part boundary is closed, this means that all triangles on this part boundary are visited. For a mesh constructed from singleview data, as illustrated in Figure 8 , the process continues until it reaches a triangle(face 3) on the boundary of the mesh. If the initial triangle(for example, face 2) possesses three direct neighbours, the procedure will move in the other direction until reaching a triangle(face 8) on the boundary of the mesh. Thus all triangles on the part boundary are visited. Next the algorithm nds a new initial triangle and traces another boundary. It repeats the same tracing procedure, and nally stops when the charge density at an initial triangle is higher than the preselected threshold. After all triangles on part boundaries have been found, the nodes of the DCG representing these triangles are deleted. In this way, the original DCG is divided into a set of disconnected subgraphs, as shown in Figure 8 (c). Physically the object has been broken into parts. Each object part can be obtained by applying a component labelling algorithm to a subgraph of the DCG. The result is several lists of triangles, each containing those belonging to the same object part.
4 Parametric Geons
The Model
Parametric geons are a nite set of distinct volumetric shapes, which are used to describe the shapes of object parts. We believe that such model shapes should re ect the essential geometry of objects in the real world. Seven volumetric shapes were chosen, primarily motivated by the art of sculpture, perhaps the most traditional framework for 3D object representation. One of the most obvious features of sculptured objects is that they consist of a con guration of solids with di erent shapes and sizes which are joined together but which we can perceive as distinct units. The individual volume is the fundamental unit in our perception of sculptural form, as indeed it is in our perception of fully 3D solid forms in general 57]. From a sculptor's point of view, all sculptures are composed of variations of ve basic forms: the cube, the sphere, the cone, the pyramid and the cylinder 58, 59]. Another important belief in the world of sculpture is that each form originates either as a straight line or a curve 59]. Straightness and curvature are signi cant for characterising the main axis of elongated objects and were employed in de ning the original geon properties 39]. By generalising the ve primitive shapes used in sculpture and adding two curved primitives, we arrive at the following seven shapes for parametric geons (see Figure 9 ): the ellipsoid, the cylinder 1 , the cuboid, the tapered cylinder, the tapered cuboid, the curved cylinder and the curved cuboid. These curved cylinder
(1) and a i is the nine-to eleven-dimensional vector. The elements of the vector are three scale parameters, six spatial transformation parameters, two tapering parameters if it is a tapered primitive, and one bending parameter if it is a curved primitive. Since these seven shape types are de ned quantitatively, their variations can represent a variety of di erent shapes. Some of this diversity is shown in Figure 10 . The detailed derivations of the implicit and normal equations for all of seven parametric geons can be found in 55]. 
ATTRIBUTES PARAMETRIC GEONS GEONS

Comparison with the Original Geons
The major distinction between parametric geons and the conventional geons of Biederman 39] is that the latter are de ned in terms of certain attributes of volumetric shapes, which do not impose global shape constraints. By contrast, parametric geons are de ned in terms of di erent analytical equations, which do provide such constraints. In addition, the original geons are described in strictly qualitative terms. However, parametric geon descriptions simultaneously include both qualitative and quantitative characterisations of object parts.
The geometrical di erences between these two sets of primitives are given in Table 1 . Certain qualitative properties of the parametric geons have been simpli ed in comparison with the original geons of Biederman. For example, an asymmetrical cross-section is not used in de ning any of the parametric geons because of the symmetrical nature of superellipsoids. The assumption that all parametric geons are symmetrical with respect to their major axes is consistent with the well-known human perceptual tendency toward phenomenological simplicity and regularity 60]. Symmetrical primitives have also been employed in alternatives to the original geons discussed by other researchers 45, 61].
Part Model Recovery
The Objective Function
The strategy for recovering parametric geons bears some resemblance to that for other parametric primitives. That is, a tting scheme is used to minimise an objective function which measures some property di erence between an object and a model 9, 2, 44]. However, there is an additional requirement for parametric geon recovery. The process must also produce discriminative information such that the resultant metric data can be converted to a qualitative description. The objective functions studied previously by several researchers were neither intended nor used for this purpose. An approach has been reported which did use tting residuals to guide object segmentation into parts, but for another purpose 20]. To identify individual qualitative shapes based on tting residuals, we require that the values of the objective function correctly re ect the di erence in size and shape between the object data and the parametric models.
Our objective function consists of two terms expressed as follows:
The rst term, t 1 , measures the distance between object data points and the model surface; the second term, t 2 , measures the di erence between the object and model normals. and are parameters controlling the contribution of t 2 made to the objective function.
The Distance Measure
The rst term of the objective function is given by
je(d i ; a)j (15) Here N is the number of data points, fd i 2 E 3 ; i = 1; :::; Ng is the set of data points described in terms of the model coordinate system, and a is the vector of model parameters. 
The Normal Measure
We de ne the second term (t 2 ) of the objective function by measuring a squared di erence between the surface normal vectors n d of objects and the surface normal vectors n m of models at each corresponding position (see Figure 11 ):
e n (i) (17) Here N is the number of data points and In (14), = (a x + a y + a z )=3, which makes the second term adapt to the size of the parametric geons, and a x ; a y and a z are model size parameters. This factor also forces the selection of a model with a smaller size if object data can be tted equally well by a model with di erent parameter sets. This case can happen when the data on the bottom surface of an object cannot be obtained. However, the size of the model is prevented from being arbitrarily small since the value of the objective function increases if the model size is smaller than the object size. This is similar to the volume factor used in superellipsoid recovery 2]. , a weighting constant, controls the contribution of the second term to the objective function. It should be selected based on assumptions of shape di erences between objects and their models. There is no general rule for selecting it. We chose = 5 according to a heuristic based on the shape di erence between each pair of parametric geons 64].
Minimising the Objective Function
The procedure for tting parametric geons is a search for a particular set of parameters, which minimises the objective function in (14) . This function has a few deep and many shallow local minima. The deep local minima are caused by an inappropriate orientation of the model. The shallow minima are caused by noise and minor changes in object shape. In order to obtain the best t of a model to an object, we need to nd model parameters corresponding to the global minimum of the objective function.
To accomplish this, we employ a stochastic optimisation technique, Very Fast Simulated Re-annealing (VFSR) 65]. Motivated by an analogy to the statistical mechanics of annealing in solids, the simulated annealing technique uses a \temperature cooling" operation for non-physical optimisation problems, thereby transforming a poor solution into a highly optimised, desirable solution 46]. The salient feature of this approach is that it statistically nds a global optimal solution. VFSR uses an annealing schedule which decreases exponentially, making it much faster than traditional (Boltzmann) annealing 46], where the annealing schedule decreases logarithmly. In addition, a reannealing property permits adaptation to changing sensitivities in the multidimensional parameter space.
Biasing the Objective Function with Di erent Norms
We have suggested an L 1 norm in (15) and L 2 norm in (18) to measure di erences in distance and orientation, respectively. It is known that the sensitivity of an L 2 norm gradually increases 66]. In other words, this norm is insensitive to small values of the objective function and becomes sensitive to outliers. On the other hand, the sensitivity of an L 1 norm is the same for all residual values. It is also known that the absolute size of a model is independent of the measurement of the di erences between normals. These properties can be used to construct an e cient parameter search during model tting. E ectively, the procedure automatically endeavours to compute the correct re-sult in what amounts to two successive \stages". In the rst \stage", when the tting procedure begins, the models and objects are not well aligned, so most of the data can be viewed as outliers. Thus the second term is much larger than the rst, thereby dominating the search. Obviously the exact size of the model has little e ect on the second term. Hence, the actual search space mainly involves transformation and deformation parameters, as well as the ratio of the size parameters. Clearly, this search space will be smaller than the entire parameter space. As the tting procedure progresses, the position, orientation and shape of the model will approach that of the object. Now the contribution of the second term gradually decreases and the in uence of the rst term becomes progressively larger. When the value of the rst term is similar to that of the second, the search enters the second \stage" in which both terms will contribute equally to the objective function, and the search space becomes the full parameter space. Thus, a search in the full parameter space without good initial estimates is automatically achieved by a \subspace" search followed by a full-space search with good initial estimates of transformation parameters, as shown in Figure 13 . A similar two-term objective function for tting superellipsoids has been reported 44] where both terms invoked L 2 norms. Our approach takes advantage of the sensitivity di erence between L 1 and L 2 norms, and therefore is more e cient.
Experiments
This section provides experimental results to show various aspects of part segmentation and identi cation.
Charge Density Versus Curvature
Before demonstrating part segmentation, we compare the charge density approach to the more conventional curvature computation. The latter has been traditionally used in boundary-based part segmentation 30, 11, 34, 35, 29] . In order to clearly illustrate the issues, we performed experiments with 2D closed contours. The rst experiment examined the sensitivity of the charge density and curvature computations using a simple 2D polygon, as shown in Figure 14 . Due to the image sampling process, the boundary of this polygon is contaminated by high frequency noise. In a similar fashion to computing the incremental curvature 67], we approximate the curvature of a contour based on the changing rate of the discrete tangent at a point on the contour. The increment is 1. A comparison of noise sensitivity for the charge density and curvature for the object contour in Figure 14 is given in Figure 15 . We show the charge density distribution in the left column and curvature distribution on the right. Without any smoothing operation, all corners on the contour are indicated by the charge density distribution, but concave corners are poorly isolated by the curvature distribution (see the rst row). Next we applied lowpass ltering to the discrete Fourier transform of the polygon data to remove the high frequency components. The amount of smoothing was from 1% to 4% of the energy in the Fourier domain. The results are shown in the remaining gures. These experiments clearly illustrate that the charge density computation is more robust with respect to high frequency noise than the curvature computation.
In distinction to a local shape computation, such as curvature, the signi cance of the charge density distribution is its ability to reveal both ne and gross shape information. We demonstrate this by the following two examples. The rst example uses a dumbbell-like object with wiggles superimposed (see Figure 16 ). The gray levels indicate charge densities, which are normalised to the range between 20 (darkest intensity) and 255 (white). The object contains two kinds of structures. These are: (1) the ne structure, which is represented by small wiggles and (2) the gross structure, which is delineated by the two major components of the dumbbell. Figure 16 (b) shows the charge density distribution along the arc length of this object. This curve simultaneously indicates the ne and gross structures of the contour. The dashed line depicts the two gross components de ned by the envelop of the charge density distribution. However, the incremental curvature of the contour only indicates the ne structure, as shown in Figure 16 (c).
In the second example,we examine a 2D contour with just six protrusive parts. The gray level intensities superimposed on the contour indicate the charge density in the same way as in Figure 16 (a). Figure 17 (b) shows the charge density distribution along the arc length. We observe that the peaks and valleys can indicate not only the contrast Figure 14 . The left and right columns show the charge density and curvature distributions, respectively. In the rst row, no smoothing was employed. In the other rows, we have applied lowpass ltering to the Fourier components of the contour by removing from 1% to 4% of the total energy in the Fourier domain. At each level of smoothing, the charge density computation is clearly more robust to high frequency noise than the curvature computation. The brightest and darkest intensities indicate the maximum and minimum charge densities, respectively. (b) The charge density distribution over the contour in (a). The arc length is referenced from the highest pixel on the contour and goes counterclockwise. The frequent peaks indicate small wiggles on the contour. The two peaks of the envelope (the dashed line) of the curve denote the two major parts of the dumbbell. (c) The incremental curvature distribution along the contour in (a). In this computation, the smoothing factor was chosen to be 2% and the increment for the curvature computation was taken as 1. caused by the convexities and concavities of the contour shape but also the signi cance of protrusive parts. For example, the higher the charge density, the larger the part protrusion. The incremental curvature is unable to do so, as shown in Figure 17 (c).
Part Segmentation
In this section, we will discuss experimental results related to segmentation of 3D objects into parts. The rst object is a vase, consisting of a sphere and a cylinder. The raw range image (sphere+cylinder.Z) originated at the PRIP Lab at Michigan State University, and is shown in Figure 18 (a). The triangular mesh (see Figure 18 (b)) for the object was obtained using a mesh blending approach developed by Decarlo and Metaxas 56]. There are 480 triangles in the mesh. Figure 18 (c) shows the computed charge density distribution over the object surface. The gray level indicates charge density, which is normalised to the range between 0 (darkest intensity) and 250 (white). It can be clearly seen that the lowest charge densities are located at surface concavities, which are at the intersection of the spherical and cylindrical portions of the object. Conversely, since the edge on the top of the object is sharply convex, the charge density at these points reaches a maximum. Figure 18 (d) shows the two segmented parts of the vase. The second 3D object is a toy bowling pin. The range data (see Figure 19 (a)) were obtained by multiview integration, as described in 55]. The triangular mesh of the object in Figure 19 (b) was computed in the same way as for the previous object. There are 864 triangles in the mesh. Figure 19 (c) shows the simulated charge density distribution. Again the charge density distribution clearly indicates the local charge density minima. The result of segmentation is given in Figure 19 (d) .
The third example involves single-view range data of a stone owl. Figure 20 are located at surface concavities. While the charge density at convexities exhibits a local maximum. As shown in Figure 20 (d), this object is segmented into three parts, namely, the head, the torso and the feet.
In the fourth example, we consider an alarm clock with two ringers on top. Figure 21  (a) and (b) show the shaded range data and the triangular mesh, respectively. There are 596 triangles tessellated on the visible surface and 1,878 triangles on the closed mesh. The computed charge density distribution is illustrated in Figure 21 (c) and the segmented parts are given in (d). Here the clock is decomposed into three parts. These results are consistent with our intuition of object parts.
The complexity of the charge density computation is governed by the construction of the coe cient matrix for the set of linear equations and the conjugate gradient squared is the number of triangular facets. On an SGI R8000 workstation, the actual computing time for the charge distribution for the owl is 90 seconds, with about two seconds for surface triangulation, and less than one second for part decomposition.
Model Recovery
Experiments on recovering parametric geons from single-and multi-view range data were conducted. We also investigated the e ciency of the objective function, the discriminative properties of parametric geons, the e ect of object shape imperfection and the importance of multiview data for shape approximation. We are interested in examining the residual di erences among all tted models, especially when object data contain noise and object shapes do not exactly conform to those of the parametric geons. Singlepart and multi-part objects were used in the experiments. The nal data for parametric geon model recovery is a set of 3D data points.
Using Range Data of Imperfect Geon-like Objects
The purpose of this experiment was to examine the uniqueness of the shape approximation using parametric geons when given a set of objects whose shapes varied slightly. Here, eleven real bananas were used as objects. Figure 22 shows four of the bananas used in the experiments. We observe that their shapes cannot simply be depicted by any of the parametric geons. The apparently noisy surfaces of the bananas shown in the Table 2 : Fitting models to range data of eleven bananas.
gure were due to the range nder's sampling error. This was because the bananas had to be placed relatively far from the range nder in order for them to t within the its scanning eld-of-view. Four views were used for model recovery in these experiments. Figure 23 shows the results of tting the seven parametric geons to 3D data of a particular banana. The lighter shaded volumes are the models obtained by the tting procedure and the darker sparse spots indicate the input data. (a) through (g) illustrate models of the ellipsoid, the cylinder, the cuboid, the tapered cylinder, the tapered cuboid, the curved cylinder and the curved cuboid superimposed on the 3D data, respectively. The algorithm selected the curved cylinder shown in (f) as the best model. The numbers at the top left corner indicate the tting residuals. Clearly this result is consistent with our intuition of the banana's actual shape. Table 2 gives the average, maximum and minimum tting residuals for all of the bananas for each of the seven models. In order to make an absolute comparison of the tting residuals, each residual was normalised by the minimum residual among those obtained for the same banana. The results show that the best model for all bananas is the curved cylinder, which gives the smallest average residual value. Therefore, the parametric geon models and recovery procedures demonstrate robust behaviour and uniquely represent the di erent banana shapes.
Comparing Di erent Objective Functions
In this experiment, we recovered parametric geons from the multiview range data of the same eleven bananas using just t 1 (see Eq. (15)). This objective function measures the sum of the spatial distances from the data points to the model surface along a line passing through a datum and the model centre. It has a signi cant advantage over others as an objective function for superellipsoid tting 62]. Although our 3D data were obtained from multiple views, the data at the bottom of the bananas were still missing which would cause the model size to be underconstrained. Thus we multiply t 1 by a size factor . The e ect is same as that of presented in Section 5.1.2. Figure 24 (a) shows the tting residuals obtained using the weighted t 1 with eleven bananas. The circles linked by dotted lines correspond to residuals from one particular set of data. In order to show the di erences in the residuals clearly, they were normalised by the minimum residuals obtained from each banana. Although this simpli ed objective function actually produces the unique shape type, the minimum residuals are not signi cantly lower than the others. In addition, for some data sets the algorithm required many more evaluations to nd the global minimum than the objective function proposed in this chapter. Figure 24 (b) shows the tting residuals obtained using the objective function proposed in this paper. Here, all minimum residuals are clearly lower than the others. This is because the normal measure makes the global minimum deeper in objective function space than the other local minima. This facilitates global optimisation and makes the tting residuals more discriminating. It is noted that the curved cuboid would be clearly chosen as the next best if only the distance measure were used as shown in Figure 24 (a) . However, when the normal measure is introduced to the objective function, the curved cuboid would not be chosen as the next best, as shown in Figure 24 (b).
Comparing Single-view and Multiview Data
This experiment examined the quality of tting when using single-view data of the same eleven bananas. Figure 25 shows the normalised tting residuals. The algorithm again selected the curved cylinder as the model for all of the bananas. However, compared with Figure 24 (b), the tting results are now much more diverse, and the di erences between the minimum residuals and the others are signi cantly reduced. Figure 26 shows the results of tting a parametric geon model to single-view and multiview data of a banana. Since the banana shape is not regular, the model estimated from single-view data was biased by the available partial shape information. Thus, the experimental results suggest that su cient data are needed in order to accurately obtain part models.
Comparing Perfect and Imperfect Geon-like Objects
Here we compared the parameter dispersion obtained by tting parametric geons to single-view data of perfect and imperfect geon-like objects. We obtained four sets of data by scanning a curved plastic tube whose shape resembled a perfect curved cylinder. The data of imperfect geon-like objects consisted of 44 sets of single-view data of the eleven bananas, each of which was scanned from four di erent views. Three scale parameters along the X; Y; Z axes and the bending curvature parameter were examined.
We cannot compare the transformation parameters (see Eq. 13) because the two types of objects are represented in terms of their individual views. Because of di erences in size and axis curvature, we used the coe cient of variation, de ned as the ratio of the standard deviation and the mean, as the measure of relative dispersion of each estimated parameter. Figure 27 shows that the parameter dispersion is much larger for the banana than the plastic tube. This is because the shape variations of imperfect objects in some views may be more than in other views, and data from perfect geon-like objects in single views contain more consistent information. Thus, the imperfection in shape makes it much more di cult for model recovery to obtain unique quantitative information using single-view data. This also suggests that employing multiview data is very important in parametric model recovery, especially when the object shapes are not highly consistent with the model shapes. 
Using Multi-part Objects
We have also conducted experiments with multi-part objects, which have been segmented into parts. Figure 28 (a) illustrates single-view range data of an object and (b) its parametric geon model consisting of a cylinder and an ellipsoid. Figure 28 (c) is one view from a set of multiview range data of a toy bowling pin and (d) is the object model made up of a tapered cylinder and an ellipsoid. Figure 28 (e) shows the single-view range data of a stone owl and (f) its model. The head and torso are identi ed as two curved cylinders and the model of the base is a tapered cylinder. These results again indicate that (1) when the object is composed of perfect geon-like parts, our method obtains the optimum result (see (a) and (b)); (2) when multiview shape information is available but the object is composed of imperfect geon-like parts, our method can also produce a good result (see (c) and (d)); (3) when only partial shape information is available and the object is not composed of perfect-geon like parts, our method still achieves a satisfactory qualitative result (see (e) and (f)). are the model size parameters along the X; Y; Z axes, respectively, and 4 is the bending curvature.
Discussion
The characteristics of our method for part segmentation are further elaborated in this section. The primary distinction between our approach and other boundary-based techniques is the algorithm for surface feature computation. As a result of simulating the electrical charge density distribution, our algorithm has the following interesting properties and advantages:
Uniqueness It has been proven that the charge density distribution on a charged conductor in electrostatic equilibrium is uniquely determined 68]. Thus given a speci c shape of an object, our method obtains a unique description of the surface property, and in turn, obtains a unique segmentation result based on this surface property.
Invariance The charge density distribution depends completely upon the total charge, as well as the shape and size of an object. Thus, it is independent of the coordinate system chosen for the computation (see Eq. (11) and (12)). Also the relative positions of the extrema in the charge density distribution are not dependent on object size. Therefore, our part segmentation method is invariant to object scale, translation and rotation.
Smoothness The charge density computation, which is based on integral equations, does not require an assumption on smoothness of object surfaces. However, the common surface curvature computation, which is based on di erentiation, requires a smooth surface, namely, the continuous second partial derivatives of the object surface 69].
Computability The algorithm for the charge density distribution is based upon three physical facts and Gauss' law. There are no crucial user-de ned parameters required. This is superior to isotropic di usion 38], another strategy for surface feature computation. In this case, it is extremely di cult to choose the parameter which controls the duration of the di usion process.
Scope and sensitivity It is often required that an object description represent shape at di erent scales. Descriptions at coarse scales relate to the gross shape features. Details at ner scales include features that are more local. The charge density distribution carries information about scale in a di erent way from the more common curvature-based approach 70]. Curvature is completely determined by local data. But the charge density distribution is a ected by all of the points on the object surface. Note that these points do not contribute equally to the potential at a particular observation point. Instead, their in uence is weighted by the reciprocal of the distance between the observation and source points (see Eq. (7)). Thus, a charge density computation can simultaneously reveal both gross and ne features of object shapes, as demonstrated in Section 6.1.
Conclusion
This chapter presents an approach to qualitative shape representation of 3D object parts by a nite set of volumetric primitives. This is accomplished in two steps: a physicsbased object segmentation into parts followed by a top-down model recovery procedure. The segmentation method is motivated by an analogy between the well-known transversality principle and the singularity of the electrical charge density distribution. Given single-or multiview range data of an object, a triangular mesh is constructed and the charge density distribution is simulated. Object part boundaries are then detected at the deep surface concavities where the charge density achieves local charge minima. The object is subsequently broken into parts at these points. Unlike most previous approaches, we do not compute surface curvature. Instead, we solve a set of integral equations over the whole object surface. Because of this, our algorithm does not require an assumption on surface smoothness and is very robust to sensor noise.
Once the segmented parts have been obtained, the model recovery procedure is performed. We have proposed parametric geons as part models, which provide qualitative shape classes as well as quantitative size and deformation information. Model recovery is achieved by tting all parametric geons to the range data of a part and classifying the tting residuals. An objective function involving a measure of distance and normal di erences is optimised by a global optimisation procedure(VFSR). The combination of L 1 and L 2 norms in the objective function permits an e cient and hierarchical search of the model parameters, resulting in more discriminative tting residuals. Parametric geon models impose global shape constraints which reduce the in uence of sensor noise and minor shape variations during model recovery. This approach achieves an explicit shape veri cation of resultant descriptions by directly comparing model shapes with a part shape. The consequent part descriptions are well suited for symbolic reasoning and e cient object recognition.
