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Abstract
Machine learning has made tremendous progress in recent years and received large amounts
of public attention. Though we are still far from designing a full artificially intelligent
agent, machine learning has brought us many applications in which computers solve human
learning tasks remarkably well. Much of this progress comes from a recent trend within
machine learning, called deep learning. Deep learning models are responsible for many
state-of-the-art applications of machine learning.
Despite their success, deep learning models are hard to train, very difficult to understand,
and often times so complex that training is only possible on very large GPU clusters.
Lots of work has been done on enabling neural networks to learn efficiently. However,
the design and architecture of such neural networks is often done manually through trial
and error and expert knowledge. This thesis inspects different approaches, existing and
novel, to automate the design of deep feedforward neural networks in an attempt to create
less complex models with good performance that take away the burden of deciding on an
architecture and make it more efficient to design and train such deep networks.
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1 Motivation
1.1 Relevance of Machine Learning
Machine Learning has made tremendous progress in recent years. Although we are not
able to replicate human-like intelligence with current state-of-the-art systems, machine
learning systems have outperformed humans in some domains. One of the first important
milestones has been achieved when DeepBlue defeated the world champion Garry Kasparov
in a game of chess in 1997. Machine learning research has been highly active since then
and pushed the state-of-the-art in domains like image classification, text classification,
localization, question answering, natural language translation and robotics further.
1.2 Relevance of Deep Learning
Many of today’s state-of-the-art systems are powered by deep neural networks (see Section
2.2). AlphaZero’s deep neural network coupled with a reinforcement learning algorithm
beat the world champion in Go - a game that was previously believed to be too complex
to be played competitively by a machine [Silver et al., 2018]. Deep learning has also been
applied to convolutional neural networks - a special kind of neural network architecture
that was initially proposed by Yann LeCun [LeCun and Bengio, 1998]. One of these deep
convolutional neural networks, using five layers, has been used to achieve state-of-the-art
performance in image classification [Krizhevsky et al., 2017]. Overfeat, an eight layer
deep convolutional neural network, has been trained on image localization, classification
and detection with very competitive results [Sermanet et al., 2013]. Another remarkably
complex CNN has been trained with 29 convolutional layers to beat the state of the art in
several text classification tasks [Conneau et al., 2016]. Even a complex task that requires
coordination between vision and control, such as screwing a cap on a bottle, has been solved
competitively using such deep architectures. Levine et al. [2016] used a deep convolutional
neural network to represent policies to solve such robotic tasks. Recurrent networks are
particularly popular in time series domains. Deep recurrent networks have been trained
to achieve state-of-the-art performance in generating captions for given images [Vinyals
et al., 2015]. Google uses a Long Short Term Memory (LSTM) network to achieve state-
of-the-art performance in machine translation [Wu et al., 2016]. Other deep network
architectures have been proposed and successfully achieved state-of-the-art performance,
such as dynamic memory networks for natural language question answering [Kumar et al.,
2016].
1.2.1 Inefficiencies of Deep Learning
Evidently, deep neural networks are currently powering many, if not most, state-of-the-art
machine learning systems. Many of these deep learning systems train model that are richer
than needed and use elaborate regularization techniques to keep the neural network from
overfitting on the training data.
Many modern deep learning systems achieve state-of-the-art performance using highly
complex models by investing large amounts of GPU power and time as well as feeding
the system very large amounts of data. This has been made possible through the recent
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explosion of computational power as well as through the availability of large amounts of
data to train these systems.
It can be argued that deep learning is inefficient because it trains bigger networks than
needed for the function that one desires to learn. This comes at a high expense in the
form of computing power, time and the need for larger training datasets.
1.3 Neural Network Design
The goal of designing a neural network is manifold. The primary goal is to minimize the
neural network’s expected loss for the learning task. Because the expected loss cannot
always be computed in practice, this goal is often re-defined to minimizing the loss on a
set of unseen test data.
Aside from maximizing performance, it is also desirable to minimize the resources needed
to train this network. I differentiate between computational resources (such as computing
power, time and space) and human resources (such as time and effort).
In my opinion, the goal of minimizing human resources is often overlooked. Many models,
especially in deep learning, are designed through trial, error and expert knowledge. This
manual design process is rarely interpretable or reproducible and as such, little formal
knowledge is gained about the working of neural networks - aside from having a neural
network design that may work well for a specific learning task.
In order to avoid the difficulties of defining and assessing the amount of human resources
needed for the neural network design process, I am introducing a new goal for the design of
neural networks: level of automaticity. The level of automaticity in neural network design
is inversely proportional to the number of decision that need to be made by a human in
the neural network design process.
When dealing with computational resources for neural networks, one might naturally focus
on optimizing the amount of computational resources needed during the training process.
However, the amount of resources needed for utilizing the neural network in practice are
also very important. A neural network is commonly trained once and then used many times
once it is trained. The computational resources needed for the utilization of the trained
neural network sums up and should be considered when designing a neural network. A
good measure is to reduce the model complexity or network size. This goal reduces the
computational resources needed for the neural network in practice while simultaneously
acting as a regularizer to incentivize neural networks to be smaller - hence prefering simpler
models over more complex ones, as Occam’s razor states.
To conclude, the goal of designing a neural network is to maximize performance (usually
by minimizing a chosen loss function on unseen test data), minimize computational re-
sources (during training), maximize the level of automaticity (by minimizing the amount
of decisions that need to be made by a human in the design process), and to minimize the
model’s complexity (e.g. by minimizing the network’s size).
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2 Introduction
2.1 Supervised Machine Learning
In this paper, I will be focusing on supervised machine learning. In supervised machine
learning, one tries to estimate a function
f : EX 7→ EY
where typically EX ⊆ Rm and EY ⊆ Rn, given training data in the form of (xi, yi)i=1,..,N ,
with yi ≈ f(xi). This training data represents existing input-output pairs of the function
that is to be estimated.
A machine learning algorithm takes the training data as input and outputs a function
estimate fest with fest ≈ f . The goal of the supervised machine learning task is to
minimize a loss function L:
L : EY × EY 7→ R≥0
In order to assess a function estimate’s accuracy, it should always be assessed on a set of
unseen input-output pairs. This is due to overfitting, a common phenomenon in machine
learning in which a machine learning model memorizes part of the training data which
leads to good performance on the training set and (often) bad generalization to unseen
patterns. One of the biggest challenges in machine learning is to generalize well. It is
trivial to memorize training data and correctly classifying these memorized samples. The
challenge lies in correctly classifying previously unseen samples, based on what was seen
in the training dataset.
A supervised machine learning problem is specified by labeled training data (xi, yi)i=1,..,N
with xi ∈ EX , yi ∈ EY and a loss function which is to be minimized. Often times, the loss
function is not part of the problem statement and instead needs to be defined as part of
solving the problem.
Given training data and the loss function, one needs to decide on a candidate set C of
functions that will be considered when estimating the function f .
The learning algorithm L is an effective procedure to choose one or more particular func-
tions as an estimate for the given function estimation task, minimizing the loss function
in some way:
L(C, L, (xi, yi)i=1,..N ) ∈ C
To summarize, a supervised learning problem is given by a set of labeled data points
(xi, yi)i=1,..N which one typically calls the training data. The loss function L gives us a
measure for how good a prediction is compared to the true target value and it can be
included in the problem statement. The supervised learning task is to first decide on a
candidate set C of functions that will be considered. Finally, the learning algorithm L
gives an effective procedure to choose one function estimate as the solution to the learning
problem.
2.2 Deep Learning
Deep learning is a subfield of machine learning that deals with deep artificial neural net-
works. These artificial neural networks (ANNs) can represent arbitrarily complex func-
tions (see section 2.2.3).
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2.2.1 Artificial Neural Networks
An artificial neural network (ANN) (or simply, neural network) consists of a set V of
v = |V | processing units, or neurons. Each neuron performs a transfer function of the
form
yi = fi
 n∑
j=1
wijxj − θi

where yi is the output of the neuron, fi is the activation function (usually a nonlinear
function such as the sigmoid function), xj is the output of neuron j, wij is the connection
weight from node j to node i and θi is the bias (or threshold) of the node. Input units are
constant, reflecting the function input values. Output units do not forward their output
to any other neurons. Units that are neither input nor output units are called hidden
units.
The entire network can be described by a directed graph G = (V,E) where the directed
edges E are given through a weight matrix W ∈ Rv×v. Any non-zero entry in the weight
matrix at index (i, j), i.e. wij 6= 0 denotes that there is a connection from neuron j to
neuron i.
A neural network is defined by its architecture, a term that is used in different ways. In
this paper, the architecture of a neural network will always refer to the network’s node
connectivity pattern and the nodes’ activation functions.
ANN’s can be segmented into feedforward and recurrent networks based on their network
topology. An ANN is feedforward if there exists an ordering of neurons such that every
neuron is only connected to a neuron further down the ordering. If such an ordering
does not exist, then the network is recurrent. In this thesis, I will only be considering
feedforward neural networks.
2.2.2 Feedforward Neural Networks
A feedforward network can be visualized as a layered network, with layers L0 through LK .
The layer L0 is called the input layer and LK is called the output layer. Intermediate
layers are called hidden layers.
One can think of the layers as subsequent feature extractors: the first hidden layer L1 is
a feature extractor on the input unit. The second hidden layer L2 is a feature extractor
on the first hidden layer - thus a second order feature extractor on the input. The hidden
layers can compute increasingly complex features on the input.
2.2.3 Neural Networks as Universal Function Approximators
A classical universal approximation theorem states that standard feedforward neural net-
works with only one hidden layer using a squashing activation function (a function Ψ :
R 7→ [0, 1] is a squashing function, according to Hornik et al. [1989], if it is non-decreasing,
Ψλ→∞(λ) = 1 and Ψλ→−∞(λ) = 0) can be used to approximate any continuous function
on compact subsets of Rn with any desired non-zero amount of error [Hornik et al., 1989].
The only requirement is that the network must have sufficiently many units in its hidden
layer.
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A simple example can demonstrate this universal approximation theorem for neural net-
works. Consider the binary classification problem in Figure 1 of the kind f : [0, 1]2 →
{0, 1}. The function solving this classification problem can be represented using an MLP.
As stated by the universal approximation theorem, one can approximate this function to
arbitrary precision using an MLP with one hidden layer.
Figure 1: Binary classification problem. Yellow area is one class, everything else is the
other class. Right is the shallow neural network that should represent the classification
function. Figure taken from Bhiksha Raj’s lecture slides in CMU’s ’11-785 Introduction
to Deep Learning’.
The difficulty in representing the desired classification function is that the classification
is split into two separate, disconnected decision regions. Representing either one of these
shapes is trivial. One can add one neuron per side of the polygon which acts as a feature
detector to detect the decision boundary represented by this side of the polygon. One can
then add a bias into the hidden layer with a value of bh = −N (N is the number of sides of
the polygon), use a relu-activated output unit and one has built a simple neural network
which returns 1 iff all hidden neurons fire, i.e. when the point lies within the boundary of
every side of the polygon, i.e. when the point lies within the polygon.
(a) Decision bound-
ary for a square
(b) Decision bound-
ary for a hexagon
(c) Decision plot for
a square
(d) Decision plot
for a hexagon
Figure 2: Decision plots and boundaries for simple binary classification problems. Figures
taken from Bhiksha Raj’s lecture slides in CMU’s ’11-785 Introduction to Deep Learning’.
This approach generalizes neither to shapes that are not convex nor to multiple, discon-
nected shapes. In order to approximate any decision boundary using just one hidden
layer, one can use an n-sided polygon. Figure 2a and 2b show the decision boundaries for
a square and a hexagon. A problem arises when the two shapes are close to each other; the
areas outside the boundaries add up to values larger or equal to those within the bound-
aries of each shape. In the plots of Figure 2c and 2d, one can see that the boundaries of
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the decision regions don’t fall off quickly enough and will add up to large values, if there
are two or more such shapes in close proximity.
Figure 3: Decision plot and corresponding MLP structure for approximating a circle.
Figure taken from Bhiksha Raj’s lecture slides in CMU’s ’11-785 Introduction to Deep
Learning’.
However, as one increases the sides n of the polygon, the boundaries will fall off more
quickly. In the limit of n → ∞, the shape becomes a near perfect cylinder, with value n
for the area within the cylinder and n/2 outside. Using a bias unit of bh = −n/2, one can
turn this into a near-circular shape with value n/2 in the shape and value 0 everywhere
else, as shown in Figure 3. One can now add multiple near-circles together in the same
layer of the neural network. Given this setup, one can now compose an arbitrary figure by
fitting it with an arbitrary number of near-circles. The smaller these near-circles, the more
accurate this classification problem can be represented by a network. With this setup, it
is possible to capture any decision boundary.
This procedure to build a neural network with one hidden layer to build a classifier for
arbitrary figures has a problem: the number of hidden units needed to represent this
function become arbitrarily high. In this procedure, I have set n, the number of hidden
units to represent a circle to be very large and I am using many of these circles to represent
the entire function. This will result in a very (very) large number of units in the hidden
layer.
This is a general phenomenon: even though a network with just one hidden layer can rep-
resent any function (with some restrictions, see above) to arbitrary precision, the number
of units in this hidden layer often becomes intractably large. Learning algorithms often
fail to learn complicated functions correctly without overfitting the training data in such
”shallow” networks.
2.2.4 Relevance of Depth in Neural Networks
The classification function from Figure 1 can be built using a smaller network, if one allows
for multiple hidden layers. The first layer is a feature detector for every polygon’s edge.
The second layer will act as an AND gate for every distinct polygon - detecting all those
points that lie within all the polygon’s edges. The output layer will then act as an OR
gate for all neurons in the second layer, thus detecting all points that lie in any of the
polygons. With this, one can build a simple network that perfectly represents the desired
classification function. The network and decision boundaries are shown in Figure 4.
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Figure 4: Decision boundary and corresponding two-layer classification network. Figure
taken from Bhiksha Raj’s lecture slides in CMU’s ’11-785 Introduction to Deep Learning’.
By adding just one additional layer into the network, the number of hidden neurons has
been reduced from nshallow → ∞ to ndeep = 12. This shows how the depth of a network
can increase the resulting model capacity faster than an increase in the number of units
in the first hidden layer.
2.2.5 Advantages of Deeper Neural Networks
It is difficult to understand how the depth of an arbitrary neural network influences what
kind of functions the network can compute and how well these networks can be trained.
Early research has focused on shallow networks and their conclusions cannot be generalized
to deeper architectures, such as the universal approximation theorem for networks with
one hidden layer [Hornik et al., 1989] or an analysis of a neural network’s expressivity
based on an analogy to boolean circuits by Maass et al. [1994].
Several measures have been proposed to formalize the notion of model capacity and the
complexity of functions which a statistical learning algorithm can represent. One of the
most famous such formalization is that of the Vapnik Chervonenkis dimension (VC di-
mension) [Vapnik and Chervonenkis, 2015].
Recent papers have focused on understanding the benefits of depth in neural networks. The
VC dimension as a measure of capacity has been applied to feedforward neural network
with piecewise polynomial activation functions, such as relu, to prove that a network’s
model capacity grows by a factor of WlogW with depth compared to a similar growth in
width [Bartlett et al., 1999].
There are examples of functions that a deeper network can express and a more shallow
network cannot approximate unless the width is exponential in the dimension of the input
([Eldan and Shamir, 2016] and [Telgarsky, 2015]). Upper and lower bounds have been
established on the network complexity for different numbers of hidden units and activation
functions. These show that deep architectures can, with the same number of hidden units,
realize maps of higher complexity than shallow architectures [Bianchini and Scarselli,
2014].
However, the aforementioned papers either do not take into account the depth of modern
deep learning models or only present findings for specific choices of weights of a deep
neural network.
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Using Riemannian geometry and dynamical mean field theory, Poole et al. [2016] show
that generic deep neural networks can ”efficiently compute highly expressive functions in
ways that shallow networks cannot” which ”quantifies and demonstrates the power of deep
neural networks to disentangle curved input manifolds” [Poole et al., 2016].
Raghu et al. [2017] introduced the notion of a trajectory ; given two points in the input
space x0, x1 ∈ Rm, the trajectory x(t) is a curve parametrized by t ∈ [0, 1] with x(0) = x0
and x(1) = x1. They argue that the trajectory’s length serves as a measure of network
expressivity. By measuring the trajectory lengths of the input as it is transformed by
the neural network, they found that the network’s depth increases complexity (given by
the trajectory length) of the computed function exponentially, compared to the network’s
width.
2.2.6 The Learning Problem in Neural Networks
A network architecture being able to approximate any function does not always mean
that a network of that architecture is able to learn any function. Whether or not neural
network of a fixed architecture can be trained to represent a given function depends on
the learning algorithm used.
The learning algorithm needs to find a set of parameters for which the neural network
computes the desired function. Given a function, there exists a neural network to represent
this function. But even if such an architecture is given, there is no universal algorithm
which, given training data, finds the correct set of parameters for this network such that
it will also generalize well to unseen data points [Goodfellow et al., 2016].
Finding the optimal neural network architecture for a given learning task is an unsolved
problem as well. Zhang et al. [2016] argue that most deep learning systems are built on
models that are rich enough to memorize the training data.
Hence, in order for a neural network to learn a function from data, it has to learn the net-
work architecture and the parameters of the neural network (connection weights). This is
commonly done in sequence but it is also possible to do both simultaneously or iteratively.
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3 Automated Architecture Design
Choosing a fitting architecture is a big challenge in deep learning. Choosing an unsuitable
architecture can make it impossible to learn the desired function. Choosing an optimal
architecture for a learning task is an unsolved problem. Currently, most deep learning
systems are designed by experts and the design relies on hyperparameter optimization
through a combination of grid search and manual search [Bergstra and Bengio, 2012] (see
Larochelle et al. [2007], LeCun et al. [2012], and Hinton [2012]).
This manual design is tedious, computationally expensive, and architecture decisions based
on experience and intuition are very difficult to formalize and thus, reuse. Many algorithms
have been proposed for the architecture design of neural networks, with varying levels of
automaticity. In this thesis, I will be referring to these algorithms as automated architecture
design algorithms.
Automated architecture algorithms can be broadly segmented into neural network archi-
tecture search algorithms (also called neural architecture search, or NAS) and dynamic
learning algorithms, both of which are discussed in this section.
3.1 Neural Architecture Search
Neural architecture search is a natural choice for the design of neural networks. NAS
methods are already outperforming manually designed architectures in image classification
and object detection ([Zoph et al., 2018] and [Real et al., 2018]).
Elsken et al. [2019] propose to categorize NAS algorithms according to three dimensions:
search space, search strategy, and performance estimation strategy. The authors describe
these as follows. The search space defines the set of architectures that are considered by
the search algorithm. Prior knowledge can be incorporated into the search space, though
this may limit the exploration of novel architectures. The search strategy defines the
search algorithm that is used to explore the search space. The search algorithm defines
how the exploration-exploitation tradeoff is handled. The performance estimation strategy
defines how the performance of a neural network architecture is assessed. Naively, one may
train a neural network architecture but this is object to random fluctuations due to initial
random weight initializations, and obviously very computationally expensive.
In this thesis, I will not be considering the search space part of the NAS algorithms.
Instead, I will keep the search space constant across all NAS algorithms. I will not go in
depth about the performance estimation strategy in the algorithms either, instead using
one constant form of constant estimation - training a network architecture once for the
same number of epochs (depending on time constraints).
Many search algorithms can be used in NAS algorithms. Elsken et al. [2019] names
random search, Bayesian optimization, evolutionary methods, reinforcement learning, and
gradient-based methods. Search algorithms can be divided into adaptive and non-adaptive
algorithms, where adaptive search algorithms adapt future searches based on the perfor-
mance of already tested instances. In this thesis, I will only consider grid search and
random search as non-adaptive search algorithms, and evolutionary search as an adaptive
search algorithm.
For the following discussion, let A be the set of all possible neural network architectures
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and A′ ⊆ A be the search space defined for the NAS algorithm - a subset of all possible
architectures.
3.1.1 Non-Adaptive Search - Grid and Random Search
The simplest way to automatically design a neural network’s architecture may be to simply
try different architectures from a defined subset of all possible neural network architec-
tures and choose the one that performs the best. One chooses elements ai ∈ A′, tests these
individual architectures and chooses the one that performs the best. The performance is
usually measured through evaluation on an unseen testing set or through a cross valida-
tion procedure - a technique which artificially splits the training data into training and
validation data and uses the unseen validation data to evaluate the model’s performance.
The two most widely known search algorithms that are frequently used for hyperparame-
ter optimization (which includes architecture search) are grid search and random search.
Naive grid search performs an exhaustive, enumerated search within the chosen subset
A′ of possible architectures - where one needs to also specify some kind of step size, a
discretization scheme which determines how ”fine” the search within the architecture sub-
space should be. Adaptive grid search algorithms use adaptive grid sizes and are not
exhaustive. Random search does not need a discretization scheme, it chooses elements
from A′ at random in each iteration. Both grid and random search are non-adaptive algo-
rithms: they do not vary the course of the experiment by considering the performance of
already tested instances [Bergstra and Bengio, 2012]. Larochelle et al. [2007] finds that, in
the case of a 32-dimensional search problem of deep belief network optimization, random
search was not as good as the sequential combination of manual and grid search from an
expert because the efficiency of sequential optimization overcame the inefficiency of the
grid search employed at every step [Bergstra and Bengio, 2012]. Bergstra and Bengio
[2012] concludes that sequential, adaptive algorithms should be considered in future work
and random search should be used as a performance baseline.
3.1.2 Adaptive Search - Evolutionary Search
In the past three decades, lots of research has been done on genetic algorithms and artificial
neural networks. The two areas of research have also been combined and I shall refer to this
combination as evolving artificial neural networks (EANN), based on a literature review
by Yao [1999]. Evolutionary algorithms have been applied to artificial neural networks to
evolve connection weights, architectures, learning rules, or any combination of these three.
These EANN’s can be viewed as an adaptive system that is able to learn from data as
well as evolve (adapt) its architecture and learning rules - without human interaction.
Evolutionary algorithms are population based search algorithms which are derived from the
principles of natural evolution. They are very useful in complex domains with many local
optima, as is the case in learning the parameters of a neural network [Choromanska et al.,
2015]. They do not require gradient information which can be a computational advantage
as the gradients for neural network weights can be quite expensive to compute, especially
so in deep networks and recurrent networks. The simultaneous evolution of connection
weights and network architecture can be seen as a fully automated ANN design. The
evolution of learning rules can be seen as a way of ”learning how to learn”. In this paper,
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I will be focusing on the evolution of neural network architectures, staying independent of
the algorithm that is used to optimize connection weights.
The two key issues in the design of an evolutionary algorithm are the representation and
the search operators. The architecture of a neural network is defined by its nodes, their
connectivity and each node’s transfer function. The architecture can be encoded as a
string in a multitude of ways, which will not be discussed in detail here.
A general cycle for the evolution of network architectures has been proposed by Yao [1999]:
1. Decode each individual in the current generation into an architecture.
2. Train each ANN in the same way, using n distinct random initializations.
3. Compute the fitness of each architecture according to the averaged training results.
4. Select parents from the population based on their fitness.
5. Apply search operators to parents and generate offspring to form the next generation.
It is apparent that the performance of an EANN depends on the encoding scheme of the
architecture, the definition of the fitness function, and the search operators applied to
the parents to generate offspring. There will be some residual noise in the process due
to the stochastic nature of ANN training. Hence, one should view the computed fitness
as a heuristic value, an approximation, for the true fitness value of an architecture. The
larger the number n of different random initializations that are run for each architecture,
the more accurate training results (and thus, the fitness computation) becomes. However,
increasing n leads to a large increase in time needed for each iteration of the evolutionary
algorithm.
3.2 Dynamic Learning
Dynamic learning algorithms in neural networks are algorithms that modify a neural
network’s hyperparameters and topology (here, I focus on the network architecture) dy-
namically as part of the learning algorithm, during training. These approaches present the
opportunity to develop optimal network architectures that generalize well [Waugh, 1994].
The network architecture can be modified during training by adding complexity to the
network or by removing complexity from the network. The former is called a constructive
algorithm, the latter a destructive algorithm. Naturally, the two can be combined into an
algorithm that can increase and decrease the network’s complexity as needed, in so-called
combined dynamic learning algorithms. These changes can affect the nodes, connections
or weights of the network - a good overview of possible network changes is given by Waugh
[1994], see Figure 5.
3.2.1 Regularization Methods
Before moving on to dynamic learning algorithms, it is necessary to clear up the clas-
sification of these dynamic learning algorithms and clarify some underlying terminology.
The set of destructive dynamic learning algorithms intersects with the set of so-called
regularization methods in neural networks. The origin of this confusion is the definition
of dynamic learning algorithms. Waugh [1994] defines dynamic learning algorithms to
change either the nodes, connections, or weights of the neural network. If we continue
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Figure 5: Possible network topology changes, taken from Waugh [1994]
with this definition, we will include all algorithms that reduce the values of connections
weights in the set of destructive dynamic learning, which includes regularization methods.
Regularization methods penalize higher connection weights in the loss function (as a re-
sult, connection weights are reduced in value). Regularization is based on Occam’s razor
which states that the simplest explanation is more likely to be correct than more com-
plex explanations. Regularization penalizes such complex explanations (by reducing the
connection weights’ values) in order to simplify the resulting model.
Regularization methods include weight decay, in which a term is added to the loss function
which penalizes large weights, and dropout, which is explained in Section 3.2.2. For
completeness, I will cover these techniques as instances of dynamic learning, however I
will not run any experiments on these regularization methods as the goal of this thesis
is to inspect methods to automate the architecture design, for which the modification of
connection weights is not relevant.
3.2.2 Destructive Dynamic Learning
In destructive dynamic learning, one starts with a network architecture that is larger than
needed and reduces complexity in the network by removing nodes, connections or reducing
existing connection weights.
A key challenge in this destructive approach is the choice of starting network. As opposed
to a minimal network - which could simply be a network without any hidden units - it is
difficult to define a ”maximal” network because there is no upper bound on the network
size [Waugh, 1994]. A simple solution would be to choose a fully connected network with
K layers, where K is dependent on the learning task.
An important downside to the use of destructive algorithms is the computational cost.
Starting with a very large network and then cutting it down in size leads to many redundant
computations on the large network.
Most approaches to destructive dynamic learning that modify the nodes and connections
(rather than just the connection weights) are concerned with the pruning of hidden nodes.
The general approach is to train a network that is larger than needed and prune parts of the
network that are not essential. Reed [1993] suggests that most pruning algorithms can be
12
divided into two groups; algorithms that estimate the sensitivity of the loss function with
respect to the removal of an element and then removes those elements with the smallest
effect on the loss function, and those that add terms to the objective function that rewards
the network for choosing the most efficient solution - such as weight decay. I shall refer
to those two groups of algorithms as sensitivity calculation methods and penalty-term
methods, respectively - as proposed by Waugh [1994].
Other algorithms have been proposed but will not be included in this thesis for brevity
reasons (most notably, principal components pruning [Levin et al., 1994] and soft weight-
sharing as a more complex Penalty-Term method [Nowlan and Hinton, 1992]).
Dropout
This section follows Srivastava et al. [2014]. Dropout refers to a way of regularizing a
neural network by randomly ”dropping out” entire nodes with a certain probability p in
each layer of the network. At the end of training, each node’s outgoing weights are then
multiplied with its probability p of being dropped out. As the networks connection weights
are multiplied with a certain probability value p, where p ∈ [0, 1], one can consider this
technique a kind of connection weight pruning and thus, in the following, I will consider
dropout to be a destructive algorithm.
Intuitively, dropout drives hidden units in a network to work with different combinations
of other hidden units, essentially driving the units to build useful features without relying
on other units. Dropout can be interpreted as a stochastic regularization technique that
works by introducing noise to its units.
One can also view this ”dropping out” in a different way. If the network has n nodes
(excluding output notes), dropout can either include or not include this node. This leads
to a total of 2n different network configurations. At each step during training, one of
these network configurations is chosen and the weights are optimized using some gradient
descent method. The entire training can hence be seen as training not just one network
but all possible 2n network architectures. In order to get an ideal prediction from a
flexible-sized model such as a neural network, one should average over the predictions of
all possible settings of the parameters, weighing each setting by its posterior probability
given the training data. This procedure quickly becomes intractable. In essence, dropout
is a technique that can combine exponentially (exponential in the number of nodes) many
different neural networks efficiently.
Due to this model combination, dropout is reported to take 2-3 times longer to train than
a standard neural network without dropout. This makes dropout an effective algorithm
that deals with a trade-off between overfitting and training time.
To conclude, dropout can be seen as both a regularization technique and a form of model
averaging. It works remarkably well in practice. Srivastava et al. [2014] report large
improvements across all architectures in an extensive empirical study. The overall archi-
tecture is not changed, as the pruning happens only in terms of the magnitude of the
connection weights.
Penalty-Term Pruning through Weight Decay
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Weight decay is the best-known regularization technique that is frequently used in deep
learning applications. It works by penalizing network complexity in the loss function,
through some complexity measure that is added into the loss function - such as the number
of free parameters or the magnitude of connection weights. Krogh and Hertz [1992] show
that weight decay can improve generalization of a neural network by suppressing irrelevant
components of the weight vector and by suppressing some of the effect of static noise on
the targets.
Sensitivity Calculation Pruning
Sietsma [1988] removes nodes which have little effect on the overall network output and
nodes that are duplicated by other nodes. The author also discusses removing entire layers,
if they are found to be redundant [Waugh, 1994]. Skeletonization is based on the same
idea of the network’s sensitivity to node removal and proposes to remove nodes from the
network based on their relevance during training [Mozer and Smolensky, 1989].
Optimal brain damage (OBD) uses second-derivative information to automatically delete
parameters based on the ”saliency” of each paramter - reducing the number of parameters
by a factor of four and increasing its recognition accuracy slightly on a state-of-the-art
network [LeCun et al., 1990]. Optimal Brain Surgeon (OBS) enhances the OBD algorithm
by dropping the assumption that the Hessian matrix of the neural network is diagonal (they
report that in most cases, the Hessian is actually strongly non-diagonal), and they report
even better results [Hassibi et al., 1993]. The algorithm was extended again by the same
authors [Hassibi et al., 1994].
However, methods based on sensitivity measures have the disadvantage that they do not
detect correlated elements - such as two nodes that cancel each other out and could be
removed without affecting the networks performance [Reed, 1993].
3.2.3 Constructive Dynamic Learning
In constructive dynamic learning, one starts with a minimal network structure and itera-
tively adds complexity to the network by adding new nodes or new connections to existing
nodes.
Two algorithms for the dynamic construction of feed-forward neural networks are pre-
sented in this section: the cascade-correlation algorithm (Cascor) and the forward thinking
algorithm.
Other algorithms have been proposed but, for brevity, will not be included in this paper’s
analysis (node splitting [Wynne-Jones, 1992], the tiling algorithm [Mezard and Nadal,
1989], the upstart algorithm [Frean, 1990], a procedure for determining the topology for
a three layer neural network [Wang et al., 1994], and meiosis networks that replace one
”overtaxed” node by two nodes [Hanson, 1990]).
Cascade-correlation Networks
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The cascade-correlation learning architecture (short: Cascor) was proposed by Fahlman
and Lebiere [1990]. It is a supervised learning algorithm for neural networks that contin-
uously adds units into the network, trains them one by one and then freezes those unit’s
input connections. This results in a network that is not layered but has a structure in
which all input units are connected to all hidden units and the hidden units have a hierar-
chical ordering in which the one hidden unit’s output is fed into subsequent hidden units as
input. When training, Cascor keeps a ”pool” of candidate units - possibly using different
nonlinear activation functions - and chooses the best candidate unit. Figure 6 visualizes
this architecture. So-called residual neural networks have been very successful in tasks
such as image recognition [He et al., 2016] through the use of similar skip connections.
Cascor takes the idea of skip connections and applies it to include network connections
from the input to every hidden node in the network.
Figure 6: The cascade correlation neural network architecture after adding two hidden
units. Squared connections are frozen after training them once, crossed connections are
retrained in each training iteration. Figure taken and adapted from Fahlman and Lebiere
[1990].
Cascor aims to solve two main problems that are found in the widely used backpropagation
algorithm: the step-size problem, and the moving target problem.
The step size problem occurs in gradient descent optimization methods because it is not
clear how big the step in each parameter update should be. If the step size is too small,
the network takes too long to converge to a local minimum, if it is too large, the learning
algorithm will jump past local minima and possibly not converge to a good solution at all.
Among the most successful ways of dealing with this step size problem are higher-order
methods, which compute second derivatives in order to get a good estimate of what the
step size should be (which is very expensive and often times intractable), or some form of
”momentum”, which keeps track of earlier steps taken to make an educated guess about
how large the step size should be at the current step.
The moving target problem occurs in most neural networks when all units are trained at
the same time and cannot communicate with each other. This leads to all units trying to
solve the same learning task - which changes constantly. Fahlman and Lebiere propose an
interesting manifestation of the moving target problem which they call the ”herd effect”.
Given two sub-tasks, A and B, that must be performed by the hidden units in a network,
each unit has to decide independently which of the two problems it will tackle. If task A
generates a larger or more coherent error signal than task B, the hidden units will tend to
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concentrate on A and ignore B. Once A is solved, the units will then see B as a remaining
source of error. Units will move towards task B and, in turn, problem A reappears.
Cascor aims to solve this moving target problem by only training one hidden unit at a
time. Other approaches, such as the forward thinking formulation, are less restricted and
allow the training of one entire layer of units at a time [Hettinger et al., 2017].
In their original paper, Fahlman and Lebiere reported good benchmark results on the
two-spirals problem and the n-input parity problem. The main advantages over networks
using backpropagation were faster training (though this might also be attributed to the
use of the Quickprop learning algorithm), deeper networks without problems of vanishing
gradients, possibility of incremental learning and, in the n-input parity problem, fewer
hidden units in total.
In the literature, Cascor has been criticized for poor performance on regression tasks due
to an overcompensation of errors which comes from training on the error correlation rather
than on the error signal directly ([Littmann and Ritter, 1992], [Prechelt, 1997]). Cascor
has also been criticized for the use of its cascading structure rather than adding each
hidden unit into the same hidden layer.
Littmann and Ritter [1992] present a different version of Cascor that is based on error
minimization rather than error correlation maximization, called Caser. They also present
another modified version of Cascor, called Casqef, which is trained on error minimization
and uses additional non-linear functions on the output of cascaded units. Caser doesn’t
do any better than Cascor, while Casqef outperforms Cascor in more complicated tasks
- likely because of the additional nonlinearities introduced by the nonlinear functions on
the cascaded units.
Littmann and Ritter [1993] show that Cascor is favorable for ”extracting information from
small data sets without running the risk of overfitting” when compared with shallow broad
architectures that contain the same number of nodes. However, this comparison does not
take into account deep layered architectures that are popular in today’s deep learning
landscape.
Sjogaard [1991] suggests that the cascading of hidden units has no advantage over the
same algorithm adding each unit into the same hidden layer.
Prechelt [1997] finds that Cascor’s cascading structure is sometimes better and sometimes
worse than adding all the units into one single hidden layer - while in most cases it doesn’t
make a significant difference. They also find that training on covariance is more suitable
for classification tasks while training on error minimization is more suitable for regression
tasks.
Yang and Honavar [1998] find that in their experiments, Cascor learns 1-2 orders of magni-
tude faster than a network trained with backpropagation, results in substantially smaller
networks and only a minor degradation of accuracy on the test data. They also find that
Cascor has a large number of design parameters that need to be set, which is usually done
through exploratory runs which, in turn, translates into increased computational costs.
According to the authors, this might be worth it ”if the goal is to find relatively small
networks that perform the task well” but ”it can be impractical in situations where fast
learning is the primary goal”.
Most of the literature available for Cascor is over 20 years old. Cascor seems to not have
been actively investigated in recent years. Through email correspondence with the original
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paper’s author, Scott E. Fahlman at CMU, and his PhD student Dean Alderucci, I was
made aware of the fact that research on Cascor has been inactive for over twenty years.
However, Dean is currently working on establishing mathematical proofs involving how
Cascor operates, and adapting the recurrent version of Cascor tosentence classifiers and
possibly language modeling. With my experiments, I am starting a preliminary investiga-
tion into whether Cascor is still a promising learning algorithm after two decades.
Forward Thinking
In 2017, Hettinger et al. [2017] proposed a general framework for a greedy training of
neural networks one layer at a time, which they call ”forward thinking”. They give a
general mathematical description of the forward thinking framework, in which one layer
is added at a time, then trained on the desired output and finally added into the network
while freezing the layer’s input weights and discarding its output weights. There are no
skip connections, as in Cascor. The goal is to make the data ”more separable”, i.e. better
behaved after each layer.
In their experiments, Hettinger et al. [2017] used a fully-connected neural network with
four hidden layers to compare training using forward thinking against traditional back-
propagation. They report similar test accuracy and higher training accuracy with the
forward thinking network - which hints at overfitting, thus more needs to be done for
regularization in the forward thinking framework. However, forward thinking was signifi-
cantly faster. Training with forward thinking was about 30% faster than backpropagation
- even though they used libraries which were optimized for backpropagation. They also
showed that a convolutional network trained with forward thinking outperformed a net-
work trained with backpropagation in training accuracy, testing accuracy while each epoch
took about 50% less time. In fact, the CNN trained using forward thinking achieves near
state-of-the-art performance after being trained for only 90 minutes on a single desktop
machine.
Both Cascor and forward thinking construct neural networks in a greedy way, layer by
layer. However, forward thinking trains layers instead of individual units and while Cascor
uses old data to train new units, forward thinking uses new, synthetic data to train a new
layer.
3.2.4 Combined Destructive and Constructive Dynamic Learning
As mentioned before, it is also possible to combine the destructive and constructive ap-
proach to dynamic learning. I was not able to find any algorithms that fit into this area,
aside from Waugh [1994], who proposed a modification to Cascor which also prunes the
network.
3.3 Summary
Many current state-of-the-art machine learning solutions rely on deep neural networks
with architectures much larger than necessary in order to solve the task at hand. Through
early stopping, dropout and other regularization techniques, these overly large networks
are prevented from overfitting on the data. Finding a way to efficiently automate the
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architecture design of neural networks could lead to better network architectures than
previously used. In the beginning of this section, I have presented some evidence for neural
network architectures that have been designed by algorithms and outperform manually
designed architectures.
Automated architecture design algorithms might be the next step in deep learning. As
deep neural networks continue to increase in complexity, we may have to leverage neural
architecture search algorithms and dynamic learning algorithms to design deep lerning
systems that continue to push the boundary of what is possible with machine learning.
Several algorithms have been proposed to dynamically and automatically choose a neu-
ral network’s architecture. This thesis aims to give an overview of the most popular of
these techniques and to present empirical results, comparing these techniques on different
benchmark problems. Furthermore, in the following sections, I will also be introducing
new algorithms, based on existing algorithms.
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4 Empirical Findings
4.1 Outline of the Investigation
So far, this thesis has demonstrated the relevance of deep neural networks in today’s
machine learning research and shown that deep neural networks are more powerful in
representing and learning complex functions than shallow neural networks. I have also
outlined downsides to using such deep architectures; the trial and error approach to de-
signing a neural network’s architecture and the computational inefficiency of oversized
architectures that is found in many modern deep learning solutions.
In a preliminary literature review of possible solutions to combat the computational ineffi-
ciencies of deep learning in a more automated, dynamic way, I presented a few algorithms
and techniques which aim to automate the design of deep neural networks. I introduced
different categories of such techniques; search algorithms, constructive algorithms, de-
structive algorithms (including regularization techniques), and mixed constructive and
destructive algorithms.
I will furthermore empirically investigate a chosen subset of the presented techniques and
compare them in terms of final performance, computational requirements, complexity of
the resulting model and level of automation. The results of this empirical study may
give a comparison of these techniques’ merit and guide future research into promising
directions. The empirical study may also result in hypotheses about when to use the
different algorithms that will require further study to verify.
As the scope of this thesis is limited, the results that will be presented hereby will not be
sufficient to confirm or reject any hypotheses about the viability of different approaches to
automated architecture design. The experiments presented in this program will act only
as a first step of the investigation into which algorithms are worthy of closer inspection
and which approaches may be suited for different learning tasks.
4.1.1 Investigated Techniques for Automated Architecture Design
The investigated techniques for automated architecture design have been introduced in
Section 3. This section outlines the techniques that will be investigated in more detail in
an experimental comparison.
As search-based techniques for neural network architecture optimization, I will investigate
random search and evolving neural networks.
Furthermore, I am running experiments on the cascade-correlation learning algorithm
and forward thinking neural networks as algorithms for the dynamical building of neural
networks during training. In these algorithms, only one network is considered but each
layer is chosen from a set of possible layers from which the best one is chosen.
I will not start an empirical investigation of destructive dynamic learning algorithm. I
do not consider any of the introduced destructive dynamic learning algorithms as auto-
mated. Neither regularization nor pruning existing networks contribute to the automation
of neural network architecture design. They are valuable techniques that can play a role in
the design of neural networks, in order to reduce the model’s complexity and/or improve
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the network’s peformance. However, as they are not automated algorithms, I will not be
considering them in my empirical investigation.
I furthermore declare the technique of manual search - the design of neural networks
through trial and error - as the baseline for this experiment.
The following list shows all techniques that are to be investigated empirically:
• Manual search (baseline)
• Random search
• Evolutionary search
• Cascade-correlation networks
• Forward thinking networks
4.1.2 Benchmark Learning Task
In order to compare different automated learning algorithms, a set of learning tasks need to
be decided on which each architecture will be trained, in order to assess their performance.
Due to the limited scope of this research project, I will limit myself to the MNIST digit
recognition dataset.
MNIST is the most widely used dataset for digit recognition in machine learning, main-
tained by LeCun et al. [1998]. The dataset contains handwritten digits that are size-
normalized and centered in an image of size 28x28 with pixel values ranging from 0 to
255. The dataset contains 60,000 training and 10,000 testing examples. Benchmark re-
sults reported using different machine learning models are listed on the website here. The
resulting function is
fmnist : {0, .., 255}784 7→ {0, .., 9}
where
fmnist(x) = i iff x shows the digit i
The MNIST dataset is divided into a training set and a testing set. I further divide the
training set into a training set and a validation set. The validation set consists of 20% of
the training data. From this point onwards, I will be referring to the training set as the
80% of the original training set that I am using to train the algorithms and the validation
set as the 20% of the original training set that I am using for a performance metric during
training. The testing set will not be used until the final model architecture is decided on.
All model decisions (e.g. early stopping) will be based on the network’s performance on
the validation and training data - not the testing data.
4.1.3 Evaluation Metrics
The goal of neural network design was discussed in Section 1.3. Based on this, the following
list of metrics shows how the different algorithms will be compared and assessed:
• Model performance: assessed by accuracy on the unseen testing data.
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• Computational requirements: assessed by the duration of training (subject to ad-
justments, due to code optimization and computational power difference between
machines running the experiment).
• Model complexity: assessed by the number of connections in the resulting network.
• Level of automation: assessed by the number of parameters that require optimiza-
tion.
4.1.4 Implementation Details
I wrote the code for the experiments entirely by myself, unless otherwise specified. All
my implementations were done in Keras, a deep learning framework in Python, using
Tensorflow as a backend. Implementing everything with the same framework makes it
easier to compare metrics such as training time easier.
All experiments were either run on my personal computer’s CPU or on a GPU cloud
computing platform called Google Colab. Google Colab offers free GPU power for research
purposes. More specifically, for the experiments I had access to a Tesla K80 GPU with
2496 CUDA cores, and 12GB of GDDR5 VRAM. My personal computer uses a 3.5 GHz
Intel Core i7 CPU with 16 GB of memory.
Some terminology is used without being formally defined. The most important of these
terms are defined in the appendix, such as activation functions, loss functions and opti-
mization algorithms that are used in the experiments.
4.2 Search Algorithms
The most natural way to find a good neural network architecture is to search for it.
While the training of a neural network is an optimization problem itself, we can also
view the search for an optimal (or simply, a good) neural network architecture as an
optimization problem. Within the space of all neural network architectures (here only
feedforward architectures), we want to find the architecture yielding the best performance
(for example, the lowest validation error).
The obvious disadvantage is that searching is very expensive. A normal search consists
of different stages. First, we have to define the search space, i.e. all neural network
architectures that we will be considering in our search. Second, we will search through
this space of architectures, assessing the performance of each neural networks by training it
until some stopping criterion (depending on the time available, one often does not train the
networks until convergence). Third, one evaluates the search results and the performance
of each architecture. Now, one can fully train some (or simply one) of the best candidates.
Alternatively, we can use the information from the search results to restrict our search
space and re-run the search on this new, restricted search space.
It is important to note that this is not an ideal approach. Ideally, one would train each
network architecture to convergence (even multiple times, to get a more reliable perfor-
mance metric) and then choose the best architecture. However, in order to save time,
we only train each network for a few epochs and assess its performance based on that.
There are other performance estimation techniques [Elsken et al., 2019], however in these
experiments I will train networks for a few epochs and assess their performance based
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on the resulting accuracy on the testing data. However, as a result of this performance
estimation, the search results may be biased to prefer network architectures that perform
well in the first few epochs.
4.2.1 Manual Search
One of the most widely used approaches by researchers and students is manual search
[Elsken et al., 2019]. I also found the names Grad Student Descent or Babysitting for it.
This approach is 100% manual and based on trial and error, as well as personal experience.
One iterates through different neural network setups until one runs out of time or reaches
some pre-defined stopping criterion.
I am also including a research step: researching previously used network architectures that
worked well on the learning task (or on similar learning tasks). I found an example MLP
architecture on the MNIST dataset in the code of the Keras deep learning framework.
They used a feedforward neural network with two hidden layers of 512 units each, using
the rectified linear units (relu) activation function and a dropout (with the probability
of dropping out being p = 0.2) after each hidden layer. The output layer uses the soft-
max activation function (see Appendix A.2). The network is optimized using the Root
Mean Square Propagation algorithm (RMSProp, see Appendix A.3.2), with the categor-
ical crossentropy as a loss function (see Appendix A.1). They report a test accuracy of
98.40% after 20 epochs [Keras, 2019].
For this thesis, I do not consider regularization techniques such as dropout, hence I am
training a similar network architecture without using dropout. I trained a 2x512 neural
network using relu which didn’t perform very well so I used the tanh activation function
instead - classic manual search, trying different architectures manually. The final network’s
performance over the training epochs is shown in Figure 7.
Figure 7: Performance of the neural network found using manual search. Two hidden layers
of 512 units each, using the tanh activation function in the hidden units and softmax in
the output layer. Trained using RMSProp. Values averaged over 20 training runs.
The network’s average accuracy on the testing set is 97.3% with a standard deviation of
0.15%. The training is stopped after an average of 23 epochs (standard deviation 5.5),
after the validation accuracy has not improved for five epochs in a row. Since I am not
using dropout (which is likely to improve performance), this result is in agreement with
the results reported by Keras [2019].
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4.2.2 Random Search
As mentioned in Section 3.1.1, random search is a good non-adaptive search algorithm
[Bergstra and Bengio, 2012]. For this thesis, I implemented a random search algorithm
to find a good network architecture (not optimizing hyperparameters for the learning
algorithm). I start by defining the search space; it consists of:
• Topology: how many hidden units per layer and how many layers in total. The
number of hidden units per layer h is specified to be 100 ≤ h ≤ 1000 (for simplicity,
using only multiples of 50) and the number of hidden layers l is specified to be
1 ≤ l ≤ 10.
• Activation function: either the relu or tanh function in the hidden layers. The
activation function on the output units is fixed to be softmax.
• Optimization algorithm: either stochastic gradient descent (SGD) (fixed learning
rate, weight decay, using momentum, see Appendix A.3) or RMSProp.
Including the topology and activation function in the search space is necessary, as the goal
is to search for a good network architecture. I chose not to optimize other hyperparameters,
as the focus is to find a good network architecture. However, I did include the choice of
optimization algorithm (SGD or RMSProp) to ensure that the optimization algorithm
cannot be blamed for bad performance of the networks. As shown in the experiments,
RMSProp almost always outperformed SGD. Though I could have only used RMSProp
as an optimization algorithm, I chose to leave the optimizer in the search space in order
to assess how well the search algorithms performs with ”unnecessary” parameters in the
search space (unnecessary because RMSProp is better than SGD in all relevant cases, as
shown later).
The program will randomly sample 100 configurations from the search space. Each of the
sampled networks will be trained on the training data for five epochs and the performance
will be assessed on the training set and the testing set. In order to reduce the noise in the
experiment, each network will be trained three times, with different initial weights. All
networks are trained using categorical crossentropy loss (see Appendix A.1 with a batch
size of 128 (see Appendix A.3).
Table 1 shows the ten best results of the experiment. It becomes immediately obvious that
RMSProp is a better fit as training algorithm than SGD, as mentioned above. Tanh seems
to outperform relu as an activation function in most cases. However, deep and narrow
(few hidden units in each layer, with more than five layers) seem to perform better when
trained using the relu activation function.
A similar architecture to the two layer architecture from Section 4.2.1 shows up in rank
3, showing that manual search yielded a network setup performing (almost) as well as
the best network setup found through the random search experiment. However, note that
these are only preliminary results - the networks were only trained for three epochs, not
until convergence.
It is important to note that the experiment was by far not exhaustive: many hyperparam-
eters were not considered in the random search and the parameters that were considered
did not cover all possible choices. This is a comparative study, hence the results of the ran-
dom search algorithm are only meaningful in comparison to other automated architecture
design algorithms.
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Time Test acc Train acc Activation Layers Optimizer
7.76s 96.41% 96.11% relu 9 x 100 RMSProp
6.20s 96.00% 95.78% tanh 3 x 800 RMSProp
5.19s 95.85% 95.86% tanh 2 x 700 RMSProp
5.44s 95.68% 95.66% tanh 3 x 550 RMSProp
5.63s 95.56% 95.85% tanh 2 x 800 RMSProp
6.20s 95.51% 95.91% relu 6 x 150 RMSProp
5.00s 95.42% 95.66% tanh 2 x 550 RMSProp
6.16s 95.30% 95.23% tanh 4 x 600 RMSProp
5.18s 95.18% 95.17% tanh 3 x 350 RMSProp
5.61s 95.06% 94.72% tanh 4 x 300 RMSProp
Table 1: Ten best-performing network setups from random search results. All networks
trained using categorical cross entropy with softmax in the output layer. Values are
averaged over three training runs. Each network was trained for three epochs.
I continued by training the ten best-performing candidates (based on the averaged accuracy
on the validation set) found through the random search experiment until convergence
(using early stopping, I stopped training the network once the accuracy on the validation
set did not increase for five epochs in a row), I obtain the results shown in Table 2, sorted
by their final performance on the test data.
Epochs Train acc Test acc Layers Activation Time
18 ± 5 98.3% ± 0.2% 97.3% ± 0.2% 2 x 800 tanh 31.2s ± 8.1s
24 ± 5 98.5% ± 0.2% 97.2% ± 0.2% 2 x 550 tanh 37.8s ± 8.0s
19 ± 5 98.3% ± 0.2% 97.1% ± 0.5% 2 x 700 tanh 30.6s ± 8.0s
22 ± 5 98.2% ± 0.2% 97.0% ± 0.2% 3 x 350 tanh 36.9s ± 8.7s
18 ± 4 98.3% ± 0.2% 97.0% ± 0.2% 3 x 550 tanh 31.0s ± 6.3s
18 ± 5 98.1% ± 0.3% 96.9% ± 0.3% 3 x 800 tanh 34.8s ± 10.5s
26 ± 5 98.1% ± 0.2% 96.8% ± 0.1% 4 x 300 tanh 44.8s ± 8.1s
17 ± 5 97.9% ± 0.3% 96.7% ± 0.5% 9 x 100 relu 38.5s ± 12.9s
20 ± 6 97.9% ± 0.3% 96.7% ± 0.3% 4 x 600 tanh 38.0s ± 11.6s
13 ± 5 71.8% ± 42.5% 70.6% ± 41.7% 6 x 150 relu 26.2s ± 11.4s
Table 2: Best-performing network architectures from random search, sorted by final ac-
curacy on the testing data. The table shows average values and their standard deviations
over ten training runs for each network architecture.
The results show that the networks using the tanh activation function mostly outperform
those using the relu activation function. The best-performing networks are those using two
hidden layers, as the one that was trained through manual search. The final performance
of the best networks found through random search can be considered equal to the network
found through random search.
4.2.3 Evolutionary Search
As an adaptive search algorithm, I implemented an evolving artificial neural network which
is basically an evolutionary search algorithm applied to neural network architectures, since
I am not evolving the connection weights of the network. Evolutionary search algorithms
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applied to neural networks are also called neuroevolution algorithms. The parameter space
is the same as for random search, see Section 4.2.2.
There are several parameters that adjust the evolutionary search algorithm’s performance.
The parameters that can be adjusted in my implementation are:
• Population size: number of network architectures that are assessed in each search
iteration.
• Mutation chance: the probability of a random mutation taking place (after breeding).
• Retain rate: how many of the fittest parents should be selected for the next genera-
tion.
• Random selection rate: how many parents should be randomly selected (regardless
of fitness, after retaining the fittest parents).
The listing in Figure 8 shows a simplified version of the search algorithm.
def evo lv ing ann ( ) :
populat ion = Populat ion ( parameter space , p o p u l a t i o n s i z e )
while not s t o p p i n g c r i t e r i o n :
populat ion . c o m p u t e f i t n e s s v a l u e s ( )
parents = populat ion . f i t t e s t ( k )
parents += populat ion . random ( r )
c h i l d r e n = parents . randomly breed ( )
c h i l d r e n . randomly mutate ( )
populat ion = parents + c h i l d r e n
return populat ion
Figure 8: Simplified pseudo code for the implementation of evolving artificial neural net-
works
In my implementation, I set the population size to 50, the mutation chance to 10%, the
retain rate to 40% and the random selection rate to 10%. These values for the algorithm’s
parameters were taken from Harvey [2017] and adjusted. The fitness is just the accuracy
of the network on the testing set after training for three epochs. As was done in random
search, each network is trained three times. The average test accuracy after three epochs
is taken as the network’s fitness.
In order to make the random search and the evolutionary search experiments comparable,
they are both testing the same number of networks. In random search, I picked 200
networks at random. In this evolutionary search algorithm, I stopped the search once
200 networks have been trained. This happened after seven iterations in the evolutionary
search.
I ran the algorithm twice, once allowing for duplicate network architectures in the popu-
lation and once removing these duplicates.
With duplicates
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Without removing duplicate configurations, the search algorithm converges to only six
different configurations, shown in Table 3. The table shows these six configurations.
It is important to note that by allowing duplicate neural network configurations, the
algorithm is training multiple instances for each well-performing configuration - hence
improving the overall network performance slightly by choosing the best random weight
initialization(s).
Layers Optimizer Hidden Fitness
3 x 450 RMS Prop tanh 95.95%
4 x 600 RMS Prop tanh 95.90%
2 x 450 RMS Prop tanh 95.70%
3 x 350 RMS Prop tanh 95.59%
2 x 350 RMS Prop tanh 95.45%
1 x 500 RMS Prop tanh 94.25%
Table 3: Network architectures from evolutionary search without removing duplicate con-
figurations.
When fully training these configurations, I get the results shown in Table 4. The best
network architectures perform similarly to the best ones found through random search.
Notably, all networks use tanh as activation function and RMSProp as optimizer.
Epochs Train acc Test acc Layers Activation Time
22 ± 4 98.2% ± 0.2% 97.2% ± 0.1% 2 x 350 tanh 33.8s ± 5.5s
24 ± 6 98.4% ± 0.2% 97.2% ± 0.2% 2 x 450 tanh 37.7s ± 10.2s
22 ± 7 98.4% ± 0.3% 97.0% ± 0.1% 3 x 450 tanh 37.2s ± 11.3s
22 ± 5 98.2% ± 0.2% 96.9% ± 0.2% 3 x 350 tanh 35.7s ± 8.1s
18 ± 5 97.9% ± 0.2% 96.8% ± 0.2% 4 x 600 tanh 33.8s ± 8.7s
24 ± 9 96.4% ± 0.2% 96.0% ± 0.2% 1 x 500 tanh 34.2s ± 13.0s
Table 4: Fully trained networks obtained from evolutionary search without removing
duplicate configurations.
Without duplicates
When removing duplicate configurations, there will naturally be more variety in the neural
network configurations that will appear in later iterations of the search algorithm. Table
5 shows the ten best neural network configurations found using the evolutionary search
algorithm when removing duplicate architectures.
The results are better than the ones obtained from the evolutionary search with duplicate
architectures. This is likely due to the increased variety in network architectures that are
considered by the search algorithm. Fully training these networks yields the results in
Table 6.
These results are also very similar to the ones obtained through random search and manual
search. The best-performing architectures are using two hidden layers, though here the
number of neurons in these hidden layers is larger than previously seen.
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Layers Optimizer Hidden Test accuracy
9 x 150 RMSProp tanh 96.24%
2 x 850 RMSProp tanh 96.23%
2 x 950 RMSProp tanh 96.12%
3 x 500 RMSProp tanh 95.78%
9 x 100 RMSProp tanh 95.74%
4 x 600 RMSProp tanh 95.71%
4 x 800 RMSProp tanh 95.56%
4 x 400 RMSProp tanh 95.42%
9 x 100 RMSProp tanh 95.32%
4 x 650 RMSProp tanh 95.31%
Table 5: Top ten neural network configurations found using EANNs without duplicate
configurations.
Epochs Train acc Test acc Layers Act. time
20 ± 6 98.3% ± 0.3% 97.3% ± 0.1% 2 x 850 tanh 33.6s ± 10.3s
18 ± 5 98.2% ± 0.2% 97.2% ± 0.3% 2 x 950 tanh 31.2s ± 8.4s
19 ± 5 98.3% ± 0.2% 96.9% ± 0.2% 3 x 500 tanh 32.2s ± 7.8s
25 ± 7 98.2% ± 0.3% 96.8% ± 0.2% 4 x 400 tanh 43.3s ± 11.7s
20 ± 6 98.0% ± 0.2% 96.7% ± 0.2% 4 x 600 tanh 37.3s ± 10.7s
21 ± 7 97.9% ± 0.2% 96.7% ± 0.3% 4 x 650 tanh 41.7s ± 13.4s
20 ± 5 97.7% ± 0.2% 96.7% ± 0.2% 4 x 800 tanh 42.4s ± 10.5s
27 ± 5 96.5% ± 0.3% 95.5% ± 0.3% 9 x 150 tanh 62.6s ± 10.9s
24 ± 7 95.8% ± 0.4% 94.9% ± 0.5% 9 x 100 tanh 54.1s ± 16.5s
Table 6: Top ten neural network configurations found using EANNs without duplicate
configurations, fully trained (until validation accuracy hasn’t improved for five epochs in
a row).
The animation in Figure 9 shows how the population in this evolutionary search algorithm
changes between iterations. The animation demonstrates how the accuracy of the networks
in the population increases with each search iteration, with some random fluctuations
due to the random mutations that are sometimes disadvantageous. It also shows that
RMSProp is quickly adopted as the optimizer mainly used in the iterations and that
tanh is adopted as the activation function that is mainly used. The model complexity is
shown on the x axis and the animation shows that the evolutionary search converges to
results at the lower end of the model complexity scale. This confirms that smaller network
architectures are more suited for the learning task at hand than larger architectures.
4.2.4 Conclusion
All three search algorithms yield the same final performance, with minor differences. They
all find that architectures using two hidden layers seem to work the best and only differ in
the width of these hidden layers. Hence, the performance of the three search algorithms
can be considered equal.
The complexity of the resulting model (measured by the number of hidden layers and the
width of these layers) is also comparable between the three search algorithms, as they find
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Figure 9: Animation of how the population in the evolutionary search algorithm changes
between iterations (best viewed in Adobe Acrobat).
similar network architectures. To be very exact, evolutionary search (when allowing for
duplicates in the population) finds the smallest network architecture (two hidden layers
of 350 or 450 neurons each), followed by manual search (two hidden layers of 512 neurons
each), then random search (two hidden layers of 800, 550, or 700 neurons each) and final
evolutionary search (when removing duplicate architectures from the population) with two
hidden layers of 850 or 950 neurons each. However, I do not consider these findings very
relevant but consider them to be due to random noise in the experiments - multiple runs of
the search algorithms will give more statistically significant results and may come up with
a different ordering in the resulting network’s complexity, since the difference between the
network architectures does not seem very significant in the experiments that I ran.
The level of automation differs significantly between the three algorithms. Manual search
is obviously not automated at all. Evolutionary search is automated but still has a lot of
hyperparameters that need to be decided (listed in Section 4.2.3). Random search is the
most automated algorithm, it merely requires the specification of the search space.
The computational requirements for the different search algorithms are difficult to com-
pare. Technically, my implementation of manual search was very efficient - I only trained
two network architectures until reaching the architecture that I reported my findings for.
However, in practice, manual search is often an iterative process, in which one tries dif-
ferent architectures and decides on an architecture based on this trial and error. This
is difficult, if not impossible, to quantify. Comparing the random search and evolution-
ary search algorithm with respect to computational requirements is not straight-forward
either. Their space requirements are similar (assuming an efficient way of storing the
population in evolutionary search, which is the case in my implementation). The time
requirements of the two algorithms is difficult to compare. Due to the random nature of
both algorithms, and because I am only reporting one run for each of the search algo-
rithms, it is not possible to compare the algorithm’s time requirements in a meaningful
way based on the experiments I conducted.
A meaningful comparison is the exploration of the search space, i.e. how much of the
search space has been explored by the algorithm. Figure 10 shows how the two version
of evolutionary search compare with the random search algorithm. As expected, random
search explores the search space very evenly. When removing duplicates in the population,
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the evolutionary search algorithm explores more of the search space compared to not
removing duplicate architectures. When allowing for duplicates, the exploration looks
very clustered, indicating that the algorithm mainly stayed in the same areas of the search
space. When removing duplicates, the exploration is more spread out, though not as
balanced as random search.
Figure 10: Exploration of the network architecture search space using different search
algorithms. Hidden activation function and optimizer are omitted. The color encoding is
the same for all three plots.
The exploration of the evolutionary search algorithm is quite dependent on the initial
population. Figure 11 shows how little the evolutionary search algorithm explores archi-
tectures that are not in the initial population. When allowing for duplicates, the algorithm
almost exclusively checks the architectures from the initial population - only 2% of all ex-
plored architectures were not in the initial population. When removing duplicates, the
algorithm explores significantly more, though the initial population still makes up more
than 50% of all explored network architectures.
Figure 11: Exploration of the neural architecture search space for evolutionary search
(with or without duplicates in the population), when removing all those architectures
that were present in the initial population. The lower the activity in the search space, the
more the exploration depends on the initial population. Hidden activation function and
optimizer are omitted. The color encoding is the same for all three plots.
This shows that my evolutionary search algorithm implementation is dependent on the
initial population. This opens up the possibility to encode prior knowledge into the evolu-
tionary search. If one knows that a particular kind of network architecture is more likely
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to perform well than another, this can be represented in the initial population for the
search.
To summarize my findings of different neural network architecture search algorithms, each
one of the three search algorithms has its advantages and disadvantages. When the de-
signer of the neural network is knowledgeable and experienced in the design of neural
network architectures, or has resources such as previously used networks for the learning
tasks available, manual search is a good choice. It is very cheap and highly customizable.
When the goal is to automate the architecture design, random search and evolutionary
search are more suitable choices. Evolutionary search allows for more customization and
the encoding of prior knowledge which may save time during the search. Random search
is good algorithm to explore the entire search space evenly, if the goal is to not overlook
any architectures.
4.3 Constructive Dynamic Learning Algorithm
In constructive dynamic learning, it is not necessary to define the search space explic-
itly. However, one can argue that different constructive dynamic learning algorithms have
implicit restrictions on the type of network architecture that they consider. The cascade-
correlation learning algorithm can only build network architectures that are cascaded in
a very particular way. The original forward thinking algorithm requires specification of
the exact network architecture, thus not automating the architecture design. This is why
I am proposing a new algorithm, based on forward thinking, which also automates the
architecture design.
4.3.1 Cascade-Correlation Networks
The originally proposed Cascor algorithm requires many hyperparameters to be set [Yang
and Honavar, 1998]. It does not specify when to stop training each unit before adding the
next one and it does not specify when to stop adding new units altogether. Other papers
have also questioned the choice of training on error correlation maximization rather than
”standard” error minimization training [Littmann and Ritter, 1992]. I implemented and
ran experiments on several different versions of Cascor, aiming to find a version of Cascor
that is suitable to a more modern, higher-dimensional dataset such as MNIST (as opposed
to the low dimensional, small datasets used in the original paper by Fahlman and Lebiere
[1990]). The largest dataset for which I found evidence that Cascor had been trained on is
a learning task with 120 inputs and 3,175 samples, and a learning task with 21 inputs and
7,100 samples reported by Littmann and Ritter [1992]. MNIST, the dataset I am using in
this thesis, has 784 inputs and 80,000 samples.
All experiments reported in this section were run on my personal computer, see Section
4.1.4 for details.
The parameters that needed to be decided on for the Cascor algorithm are:
• Activation function
• Loss function: the originally proposed error correlation, or error minimization.
• When to stop training each unit before adding a new one
• When to stop adding new units
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Cascor
The originally proposed cascade-correlation learning algorithm was described in Section
3.2.3. I implemented the algorithm, as well as the proposed error correlation training.
The error correlation loss is described in Appendix A.1.2.
The network performs very poorly when trained using the originally proposed error cor-
relation maximization. Training the network several times, it never reached a validation
accuracy above 70%, as shown in Figure 12. I have tried different approaches to improve
the network’s performance but I was not able to report any good findings.
Figure 12: Cascade-correlation learning algorithm, as proposed by Fahlman and Lebiere
[1990]. The algorithm was run ten times, with a candidate pool of size eight, training
each hidden unit in the candidate pool for two epochs and then choosing the one with
the highest validation accuracy. This unit is then added into the network and trained
until convergence (i.e. until the validation accuracy doesn’t improve for three epochs in a
row). Results are averaged over the ten runs, with the shaded area representing the 95%
confidence interval.
Littmann and Ritter [1992] report that error correlation training is inferior to error mini-
mization training on regression tasks. In classification tasks, it converges faster - though
the final performance seems to be the same for both (the authors do not explicitly state
so, but it seems to be implied in their conclusion’s wording). It may be that the error cor-
relation training overcompensates for errors Prechelt [1997] due to the high dimensionality
of the dataset, though this requires further investigation.
Caser
The next approach is Caser, as proposed by Littmann and Ritter [1992] - a variation of
Cascor in which the network is trained on error minimization. My implementation of the
network is using softmax in the output layer, tanh in the hidden units and is trained on
the categorical cross entropy loss function. Hidden units are added into the network as
described in the original paper. I am using a candidate pool of eight units. Each candidate
unit is trained for one epoch after which the candidate unit with the highest accuracy on
the validation set is inserted into the network. Once inserted, the unit is trained until
convergence using RMSProp (until the testing accuracy stops increasing for more than
two epochs in a row) after which the unit’s input weights are frozen. The output weight
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vector is discarded whenever a new unit is added into the network and retrained, similarly
to forward thinking. Figure 13 shows the training graphs of this architecture, averaged
over ten runs. Overall, this looks much better than the error correlation training in Figure
12.
Figure 13: Caser algorithm, as originally proposed by Littmann and Ritter [1992]. Results
are averaged over the ten runs, with the shaded area representing the 95% confidence
interval.
Running this architecture shows some interesting behavior when a new unit is added
into the network. Whenever a new hidden unit is added into the network, the network
performance changes - sometimes quite drastically. Figure 14 shows how unpredictable
this turns out in individual training runs. On the left, after adding the second hidden unit,
the network accuracy improves to over 90% but adding a third hidden unit decreases the
accuracy down to 60%, even after training this third unit to convergence. The network
never recovers from this performance dip and doesn’t reach an accuracy better than 85%
again. This is likely because the output weight vector that the network converged to when
training the second hidden unit was discarded and the network will choose a new output
weight vector at random (from the pool of eight candidate units). If the candidate pool
only contains ”bad” weight vectors for the output layer, the network will be stuck in one
of these bad local minima.
Figure 14: Unpredictable behavior when adding new units into the Caser network. Left
plot shows the Caser network using a candidate pool size of eight, whereas on the right, a
candidate pool of size 16 was used. Green dotted lines show the insertion of a new hidden
unit into the network.
In order to remove these sudden (and seemingly uncontrollable) performance jumps, one
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may increase the candidate pool size, in an attempt to increase the probability of finding
a weight vector close to a good local minimum. The right plot in Figure 14 shows the
performance of a network that uses a candidate pool size of 16 (instead of eight, as the
left plot) and shows a large performance decrease after adding the second hidden unit, but
recovers to the previous ”good” performance with the insertion of the seventh hidden unit.
It decreases again with the eighth unit and increases to a new maximum performance with
the tenth hidden unit. Luckily, that was the last hidden unit so the final network reaches a
good performance. Increasing the candidate pool size is not a deterministic way of finding
a better weight vector. A more reliable method is needed to improve Caser’s performance.
CaserRe
The question of when to stop the training remains, and the random jumps in network
performance make it difficult to decide on a stopping criterion. Instead of increasing the
candidate pool’s size, I initialized the weight vectors for new hidden units close to the
local minimum that was found in training the previous hidden unit. As Figure 15 shows,
this removes performance decreases and yields ”smoother” training improvements. I am
calling this CaserRe because it is based on Caser and extends it by re-using the output
weight vector when a new hidden unit is added into the network.
Figure 15: Reusing the output weight for all units in the candidate pool for Caser. Results
are averaged over the ten runs, with the shaded area representing the 95% confidence
interval. Lighter colored lines show the single runs.
However, this makes the network very dependent on the initially found local minimum. By
taking the weight vector from the previous hidden unit’s training I remove performance
dips that would have appeared otherwise - but I also removed performance increases that
would otherwise be possible and would help the network jump to a better local minimum.
This is shown on individual training runs in Figure 16. If the first hidden unit finds a
good local minimum, the overall result will be good, though only slightly improving on
the network’s performance with one hidden unit. However, if the initial local minimum is
not good, the network seems to be stuck.
In order to avoid the pitfalls of a bad weight initialization at the beginning of training, it
may help to train the candidate pool of hidden units, choose the best performing hidden
unit and, if the performance is not significantly worse than it was before adding this
hidden unit, the unit should be added as it is. If the performance is significantly worse
than before, the unit should be added reusing the previous output weight vector - thus
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Figure 16: Caser’s dependence on the initial weight vector. On the left, the network finds a
good initial local minimum whereas on the right, the network finds a worse local minimum
and does not improve its performance significantly.
initializing the output weight vector close to the previously found local minimum. This
will remove performance dips, while keeping the chance to find better local minima when
adding new hidden units.
Figure 17 reuses the previous output weight vector if the new unit decreases the validation
accuracy by more than 5%. The overall performance of the network is improved, however,
the figure shows some drastic performance drops during training.
Figure 17: Caser, reusing the previous output weight vector if all units in the candidate
pool decrease the networks accuracy by more than 5%.
Another approach is to modify the candidate pool. Instead of training eight candidate
units, we can train seven new candidate units and one candidate unit that reuses the
previous output weights. In this way, we will only change the output weights if it leads to
an increase in test accuracy. Obviously, the newly trained units will only be trained for
one epoch while the unit reusing output weights has been trained to convergence. To make
up for this difference, we could set a compensation factor. In the experiments plotted in
Figure 18, I did not use such a compensation factor for the sake of automaticity (the fewer
tunable parameters, the better).
This shows good results, with the network reaching an accuracy of over 90% in 7 out of
10 training runs, with the remaining 3 runs achieving an accuracy of over 83%.
So far, it seems like all experiments on Cascor, Caser, and CaserRe have been underfitting
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Figure 18: Using a candidate pool of seven new units and one unit reusing the previous
output weights. Results averaged over ten runs, with the shaded area representing a 95%
confidence interval. Lighter colored lines show the single runs.
on the MNIST learning task, as they have been using only ten hidden units in total - as
compared to standard MLPs that have hundreds of hidden units. I trained the algorithm
whose results are shown in Figure 18 for 100 cascading hidden units for two training runs,
using a candidate pool size of four. The results are shown in Figure 19; both networks
reach a validation accuracy of 92.7%.
Figure 19: Using a candidate pool of three new units and one unit reusing the previous
output weights. Adding a total of 100 cascading hidden units. Results averaged over two
runs, with the shaded area representing a 95% confidence interval. Lighter colored lines
show the single runs.
A comparable MLP with one hidden layer of 100 neurons reaches a validation accuracy
of around 94.0% (trained with RMSProp on crossentropy loss, using tanh in hidden units
and softmax in the output layer).This shows that CaserRe is close to the performance
of comparable layered networks. However, in order to be competitive on the MNIST
learning task, a testing accuracy of over 95% should be achieved. The complexity of the
CaserRe network needs to be increased in an attempt to learn the MNIST task to a higher
accuracy. The insertion of hidden units is computationally expensive due to the training
of the candidate pool and modifications to the computational graph of the neural network.
Complexity may be added into the network more efficiently by increasing the complexity
of each hidden unit, e.g. by replacing a hidden unit by a hidden cascading layer. To the
best of my knowledge, this has not been done before.
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I ran another experiment, using candidate layers rather than single candidate units. Each
candidate layer contains 50 neurons and a total of 50 of these cascading layers were inserted
into the network. I used a candidate pool of size four. The result is shown in Figure 20, the
network reaches a validation accuracy of 92.85% (averaged over five runs with a standard
deviation of 0.20%). This is slightly better than the Caser architecture with 100 cascading
hidden units and worse than layered networks of similar architecture.
Figure 20: Using a candidate pool of three new units and one unit reusing the previous
output weights. Adding a total of 50 cascading hidden layers of 50 units each. Results
averaged over five runs, with the shaded area representing a 95% confidence interval.
Lighter colored lines show the single runs.
In another experiment, I used layers of size 100, adding a total of 15 of these cascading
layers into the network - again using a candidate pool size of four. The results for this
architecture are shown in Figure 21. The network reaches a validation accuracy of 88.58%
(averaged over ten runs and a standard deviation of 4.11%) with a maximum accuracy
of 92.93% and a minimum of 83.57%. Again, this is worse than comparable layered
architectures.
Figure 21: Using a candidate pool of three new units and one unit reusing the previous
output weights. Adding a total of 15 cascading hidden layers of 100 units each. Results
averaged over five runs, with the shaded area representing a 95% confidence interval.
Lighter colored lines show the single runs.
Even though the resulting networks are very large, they do not overfit on the MNIST
dataset and the final performance does not significantly change when adding more com-
plexity into the network (by adding cascading layers rather than single units to increase
the width or by increasing the depth of the cascading units/layers). A more detailed in-
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vestigation into the connection weight values from the hidden activation vector compared
to the input activation vector may bring some insights. In order to prioritize the cascaded
hidden units/layers over the input vector, one may drop out or reduce some of the input-
to-output connection weights (through dropout or weight decay) in order to incentivize
the network to make more use of the new hidden activation vector.
Cascor Summary
After some additional work based on Cascor and Caser, I was able to find a well-performing
learning algorithm, which I called CaserRe. Though the final algorithm is able to find good
local minima with an average accuracy of over 90%, adding more units and layers into the
network does not increase performance to anything above 93% testing accuracy.
One reason for this may be that the input to each subsequent hidden unit is still very
noisy. Traditional layered neural networks map the input to a different dimension through
the first hidden layer. Subsequent hidden layers work only on the output of previous
layers. Hidden layers could be seen as making the data more well-behaved, as suggested
by Hettinger et al. [2017]. This may be why the forward thinking algorithm seems to work
much better than my current implementation of different Cascor versions which are facing
problems with the aforementioned volatility.
Another way to look at is that the error surface (with respect to the weights) is very
high dimensional, as the weight vector is very high dimensional. With each added unit,
the network tries to find a new local minimum, with one weight being fixed (i.e. one
degree of freedom on the error surface frozen) and the rest still to be varied. Since the
input dimension is much higher than the dimension of all hidden units combined (in
my experiments, no more than one hundred hidden units/layers have been inserted into
the network while the input layer has over 700 units), the error minimization problem is
dominated by the connections weights from the input to the output. In order for this issue
to disappear, one would have to train a very deep cascading network in order for the hidden
weights to be more important in relation to the input-to-output-connection weights. This
would explain why Cascor performs well on datasets with lower dimensionality, such as
the problems treated in the original paper, because there the input-to-output-connection
weights are much fewer and thus less relevant in comparison to the hidden weights.
In terms of performance, training these cascading networks can be very efficient using
modern deep learning frameworks, with each epoch taking no more than a few seconds.
However, the cascading structure requires making changes to the computational graph,
which sum up to be a large overhead. The deeper networks (50 cascading layers of 50 units
each, 100 cascading layers of single units, and 100 15 cascading layers of 100 units each)
took over 30 minutes to train, with the vast majority of the time spent on the training
of candidate unit/layers. This can be done much more efficiently, since the candidate
training allows for perfect parallelization. Hence the candidate unit training can be done
in parallel and yield a time decrease of up to 8x.
Since most modern neural networks deal with very high-dimensional data, more work on
Cascor is required in order to make it competitive in the world of modern neural networks.
A comprehensive study on different cascading architectures can give more conclusive ev-
idence for whether or not these cascading architectures can perform as well, or better,
compared to similar layered architectures.
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4.3.2 Forward Thinking
The forward thinking algorithm trains a fully-connected neural network by building up
the network one hidden layer at a time [Hettinger et al., 2017]. The originally proposed
algorithm does not automate the layer construction. One needs to specify how many
layers can be added, as well as the width of the layer and the activation function used.
The networks in my experiments will be trained on cross entropy loss using RMS Prop.
Hidden units use the tanh or relu activation function, output units use softmax.
Parameters that needed to be decided on include:
• Hidden layers: how many layers, how many units in each layer, activation functions.
• Layer construction time: when to add new layers.
For this experiment, a new layer will be added when the training of the current layer has
not improved the accuracy on the validation data for two epochs in a row (and training will
be stopped after the validation accuracy hasn’t improved for three epochs in a row when
training the last layer). I am running the forward thinking algorithm on three different
architectures: two layers of 512 tanh units each, three layers of 850 tanh units each, and
five layers of 750 tanh units each - taking the best-performing neural network setups from
the random search results using two, three and five hidden layers.
Figure 22 shows the performance of these networks. It is interesting to see that the testing
accuracy seems to reach its maximum around half-way through each layer-wise training (or
even slightly before) while the training accuracy continuously increases. Moreover, while
the training accuracy decreases significantly when a new layer is inserted, the testing
accuracy does not suffer from this decrease. Near the training’s end, the training accuracy
keeps increasing significantly more than the validation accuracy. This looks strange - it
doesn’t seem to be overfitting, as the validation accuracy keeps improving as well. This is
very similar to the findings reported by Hettinger et al. [2017].
Figure 22: Training and validation accuracy per epoch in forward thinking. Results are
averaged over 20 runs, the shaded areas show the 95% confidence interval.
However, looking at the loss, shown in Figure 23, demonstrates that the network is indeed
starting to overfit, but the accuracy doesn’t suffer from the overfitting. This effect is more
significant in deeper networks.
Hettinger et al. [2017] do not report the loss of their network, hence a direct comparison
is not possible. The accuracy is computed through an argmax operation on the output
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Figure 23: Training and validation loss per epoch in forward thinking. Results are averaged
over 20 runs, the shaded areas show the 95% confidence interval.
vector (see Appendix A.1). As long as the maximum value in the output vector belongs to
the same class, the accuracy does not change. However, if the output vector becomes less
certain about the class - meaning that the difference between the maximum argument and
other arguments decreases - the loss will increase, penalizing this increased uncertainty.
Hence, the forward thinking algorithm is indeed starting to overfit on the training data,
with the overfitting being more significant in deeper networks.
Early stopping on the accuracy doesn’t seem to avoid overfitting as well as early stopping
on the loss would. Hence, the following experiments will be applying early stopping to the
validation loss, rather than the validation accuracy.
The final performance of these networks is shown in Table 7 and for a direct comparison
between forward thinking and ”standard” training, the same statistics are shown in Table
8 for a network trained using backpropagation.
Layers Epochs Train Accuracy Validation Accuracy Time
2 x 512 18 ± 4 98.75% ± 0.48% 96.85% ± 0.28% 28.9s ± 6.5s
3 x 850 21 ± 4 99.30% ± 0.27% 97.27% ± 0.23% 35.7s ± 5.8s
5 x 750 29 ± 4 99.91% ± 0.08% 97.54% ± 0.12% 47.4s ± 5.7s
Table 7: Network performances when trained with forward thinking. Results show the
averages and standard deviations over 20 training runs.
Layers Epochs Train Accuracy Validation Accuracy Time
2x512 23 ± 6 98.45% ± 0.24% 97.27% ± 0.15% 36.5s ± 8.8s
3x850 18 ± 5 98.09% ± 0.19% 96.92% ± 0.26% 36.2s ± 9.2s
5x750 20 ± 6 97.19% ± 0.23% 96.10% ± 0.32% 48.4s ± 14.8s
Table 8: Network performances when trained using backpropagation (for a direct com-
parison between backpropagation and forward thinking. Results show the averages and
standard deviations over 20 training runs.
The results show that the two layer network performs 0.4% better (on average) when
trained using backpropagation. The three and five layer networks show a 0.3% and 1.5%
increase in validation accuracy (on average) when trained with forward thinking. This is
in agreement with forward thinking being more efficient in training deep neural networks,
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as there is no need to propagate the error signal through many layers. More experiments
on other learning tasks are needed in order to solidify this hypothesis.
Hettinger et al. [2017] reported a 30% decrease in training time on a four-layer neural
network. Though forward thinking was, on average, faster for all three network archi-
tectures, I cannot report the same magnitude of speedup. This may be due to the fact
that the training happens on the GPU but the computational graph is modified after
each layer-wise training which entails that data has to be moved to and from the CPU.
This leads to a larger overhead in computation, as previously mentioned for the cascading
networks in Section 4.3.1. In order to test this hypothesis, I ran the same experiment on
my personal computer’s CPU (running the training once for backpropagation and once for
forward thinking due to time constraints). This indeed shows a much larger improvement
in training time for forward thinking compared to backpropagation - 46% for the 5 x 750
network, 25% for the 2 x 512 network and 53% for the 3 x 850 network. The test accuracy
is similar to the ones reported previously. The result is shown in Table 10 in Appendix
A.4.
4.3.3 Automated Forward Thinking
In order to automate forward thinking more, one might want to automate the choice of
layers that will be added into the network. Inspired by the original Cascor algorithm
[Fahlman and Lebiere, 1990], I use a pool of candidate layers - training each one for a few
epochs and choosing the best layer from the candidate pool to insert into the network. To
the best of my knowledge, this has not been done before.
Figure 24: The automated forward thinking algorithm, trained for ten layers. Resulting
network has the layers: [950, 700, 700, 500, 50, 200, 500, 850, 550, 350].
In my experiments, I used a candidate pool of eight layers, each layer being trained for
two epochs. The width of each candidate layer is chosen at random within the interval
[50, 1000], restricted to multiples of 50. The best performing of these eight candidate
layers will be inserted into the network and fully trained (until the validation accuracy
stops improving). This already works reasonably well, as shown in Figure 24. However,
not all layers are needed for the final model to perform as well as it does. The first
two layers offer significant increases in accuracy, but this increase in model performance
flattens quickly. A stopping criterion which detects this performance flattening could yield
smaller networks with similar performance.
The stopping criterion is an opportunity to automate the algorithm further. Early stopping
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seems to be a reasonable choice. I ran some experiments using early stopping, which ends
the training when the layer’s final validation accuracy hasn’t improved over the previous
layer’s final validation accuracy. Figure 25 shows that this approach is not ideal. In Figure
25a, one can argue that training was stopped too early, the network could have improved
further, whereas in Figure 25b, training was stopped too late, adding more layers than
necessary as one can see from the flattened training accuracy after the fourth layer was
inserted. It might help to train each layer for a longer time, in order to have a more
reliable value for the final layer’s validation accuracy.
(a) Training stopped too early. (b) Training stopped too late.
Figure 25: Automated forward thinking with early stopping when the validation accuracy
does not increase after adding a layer. The network on the left has two layers: [950, 1000],
whereas the network on the right has six layers: [950, 500, 150, 300, 50, 300].
Early stopping is commonly used to stop training neural networks of fixed architectures
and to avoid overfitting. Normally, the penalty of training a neural network for one (or
a few) epochs is not very high. However, the penalty of adding one (or a few) layers
more into a neural network is very large - the complexity of the resulting model increases
substantially. A stricter version of early stopping is needed.
Layers Test Acc Train Acc Total Train Layers
4 97.86% 99.95% 185.16s 99.33s [900, 600, 600, 300]
4 97.68% 100.00% 180.60s 99.77s [700, 700, 400, 300]
4 97.68% 100.00% 184.44s 96.82s [900, 900, 300, 300]
4 97.64% 99.99% 184.97s 103.40s [900, 500, 400, 200]
4 97.51% 99.99% 146.33s 66.36s [800, 600, 100, 100]
4 97.47% 99.53% 163.28s 84.37s [1000, 200, 100, 100]
3 97.46% 100.00% 148.40s 91.36s [1000, 200, 100]
3 97.44% 99.90% 140.55s 83.30s [900, 100, 100]
3 97.30% 100.00% 144.90s 86.53s [600, 500, 300]
3 97.16% 99.62% 112.55s 55.35s [800, 100, 100]
Table 9: Ten smallest architectures found by running the automated forward thinking
algorithm 20 times. Train gives the actual training duration, while Total gives the total
training time, including the candidate unit training.
Considering that the training using forward thinking is quite fast, it is computationally
feasible to insert more layers into the network than needed, storing the network perfor-
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mance for all number of layers. Based on this, one may assess with how many layers the
training reaches an optimal tradeoff of performance against model complexity. Finally,
unnecessary layers can be removed from the network and the output weight vector can be
retrained. I implemented and ran the algorithm 20 times, yielding 20 unique architectures.
I furthermore restrict the algorithm to only use layers of subsequently decreasing widths
as that is how most neural network architectures are designed. This decision is subject
to more discussion, though I will ommit this discussion in my thesis. Table 9 shows all
architectures using fewer than five layers. Figure 26 shows the training graph for this.
Figure 26: The automated forward thinking algorithm run 20 times. Shaded area shows
the 95% confidence interval.
Across 20 runs of the algorithm, the average test accuracy is 97.54% (with a standard
deviation of only 0.17%) - which is better than any other algorithm I have investigated in
this thesis. Half of the architectures use below five layers, the other half uses five or more
layers. The best performing network architecture is [900, 600, 600, 300] with a testing
accuracy of 97.86%.
The increased performance over layered neural networks likely stems from the difficulty of
training deep networks with backpropagation. Training the network using forward think-
ing may enable the algorithm to take deeper, more complex architectures into consideration
and train them more efficiently than backpropagation could.
4.3.4 Conclusion
In this section of constructive dynamic learning algorithms, I compared cascading networks
and forward thinking networks, each being a category of several learning algorithms. The
most promising algorithms are CaserRe, forward thinking and automated forward think-
ing. However, as forward thinking does not design its own architecture - it is an algorithm
to train a neural network - I will not be considering it as an automated architecture design
algorithm.
In terms of automation, both automated forward thinking and CaserRe show a similar
level of automaticity. Both algortihms search for a suitable architecture automatically, in a
randomized greedy way through the use of a candidate pool. Automated forward thinking
needs an upper and lower bound for the hidden layers’ widths. In CaserRe, one also needs
to specify whether hidden units or hidden layers should be inserted in a cascading way
(and how large these hidden layers may be).
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Automated forward thinking outperforms CaserRe in the MNIST learning task by 5% on
the testing accuracy (CaserRe with 50 cascading hidden layers of 50 units each).
The automated forward thinking and CaserRe algorithms have very similar computational
requirements (given the same candidate pool sizes). However, CaserRe needs to add more
cascading units (or layers) into the network than automated forward thinking needs to
add layers, hence CaserRe could be said to be slower than automated forward thinking.
However, as there is a significant performance difference between the two algorithms, no
exact comparison in terms of computational requirements can be made.
The resulting model complexity of automated forward thinking networks and CaserRe
networks is difficult to assess, as there is a performance difference between the two and
because I have no basis for comparing layered networks with cascading networks - other
than the empirical evidence that cascading networks do not seem to be able to learn the
MNIST learning task as well as automated forward thinking.
In summary, CaserRe is in need of further investigation in order to get its performance
levels to competitive standards, or in order to explain why this cascading structure may
not be suitable for a learning task such as MNIST. Automated forward thinking seems
to be a very well-performing constructive learning algorithm, outperforming all neural
networks trained using standard backpropagation that I covered in this thesis. Further
empirical evidence is needed to confirm the experimental results from my work in this
thesis.
4.4 Conclusion
The empirical investigation laid out in this thesis give a preliminary overview of some tech-
niques for the automated architecture design of deep feedforward neural networks. Good
results have been reported and preliminary hypotheses about the suitability of different
algorithms have been made.
The experimental findings show that different neural architecture search algorithms are
able to find suitable network architectures that perform well on the learning task. The
neural architecture search investigation hints at possible use cases to search for well-
performing architectures. Manual search is best used when a lot of knowledge about good
architectures is available, either through experience or through available results in the
literature. Random search can be used to evenly explore the search space, if the goal is
to explore the entire search space without any bias introduced through prior knowledge.
Evolutionary search strikes a compromise between the unbiasedness of random search and
the manual search algorithm driven primarily by prior (human) knowledge.
Furthermore, as constructive dynamic learning algorithms, this thesis includes a prelim-
inary investigation of two families of such algorithms: the recently proposed forward
thinking algorithm and the cascade-correlation learning architecture that was proposed
over twenty years ago. Both algorithms have been implemented on the digit classification
learning task. I extended both algorithms to improve their performance and level of auto-
maticity. Results have been reported on the learning task and the algorithms’ merits have
been discussed. The investigated cascading architectures were not able to perform as well
as standard layered networks - more work is needed to assess, and possibly enhance, their
viability on modern learning tasks. The forward thinking algorithm outperformed all lay-
ered neural networks investigated in this thesis and shows promise for future work, despite
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more work being needed on regularizing this architecture in order to combat overfitting
and improve generalization.
Automated forward thinking extends the greedy-wise training proposed by forward think-
ing into a fully automated architecture design algorithm for neural networks. The algo-
rithm builds a network deeper than the standard MLP architectures found with the search
algorithms described above and yields better performance on the test data than any MLP
investigated in this thesis. As such, automated forward thinking shows a promising tech-
nique that may further be investigated in more comprehensive studies.
To summarize, this thesis has given a preliminary overview of exisiting algorithms for
the automation of architecture design and reported some results on a selected learning
task of digit classification. The results of this thesis may be used as a starting point for
further work on fully, and partially, automated architecture design algorithms for deep
neural networks. If the trend of creating more and more complex deep learning models
continues, these automated architecture design algorithms may be the main tools to design
neural networks for new learning tasks in the future.
44
5 Future Work
As stated previously, this thesis merely gives a preliminary overview of automated archi-
tecture design algorithms for deep feedforward neural networks and empirical results to
guide the direction of future research. Possible future research directions in the field of
automated architecture design are outlined in this section.
The first large restriction of this research project is the limitation to feedforward neural
networks. Future research may investigate techniques for the automated architecture
design of other types of neural networks, most notably convolutional neural networks
and recurrent neural networks. The original forward thinking algorithm has also been
applied to convolutional neural networks [Hettinger et al., 2017] and a recurrent version
of cascade-correlation neural networks was proposed by Fahlman [1991].
Neural architecture search has already been applied to a large variety of different neural
networks. For example, Real et al. [2018] evolved a neural network architecture that ul-
timately outperformed manually crafted architectures for the first time on the ImageNet
learning task. They are using the NASNet search space for the evolution of their archi-
tecture that was designed by Zoph et al. [2018]. Real et al. [2018] further also compared
their evolutionary search with different neural architecture search algorithms, specifically
with random search and reinforcement learning applied to neural network architectures.
Future work in the field may run more comparative studies on neural architecture search
algorithms, establishing some empirical evidence for the circumstances under which each
neural architecture search algorithm performs well. Moreover, an in-depth analysis of
different neural architecture search based on the properties of the search space may be
able to establish some formal proofs or evidence of certain search algorithms being more
advantageous than others, for different kinds of learning tasks. Such a general analysis
is inherently difficult and may only be possible after comprehensive empirical evidence is
available on a large set of diverse learning tasks. The survey provided by Elsken et al.
[2019] on neural architecture search algorithms may be a starting point for such in-depth,
largely task-independent research.
Neural networks that change their network architecture based on the learning task, i.e.
learning both the architecture and the connection weights simultaneously have not been
worked on in the same magnitude as the field of neural architecture search, to the best
of my knowledge. This may be due to the lack of a unifying term of such algorithms.
Waugh [1994] uses the term dynamic learning for such models, Cortes et al. [2017] uses
the term adaptive structural learning, and Yao [1999] uses the term evolving ANNs for
neural networks whose architecture and parameters are learned simultaneously using evo-
lutionary search algorithms. One term that may contain all these terms is automated
machine learning, or AutoML. However, I was not able to find such a term specifically
for neural networks, which could be seen as a subset of AutoML. Moreover, the most
recent survey of such models that I was able to find at the beginning of this research
project was over 20 years old, by Waugh [1994]. In April 2019, Zoeller and Huber [2019]
submitted a survey on automated machine learning to the Journal of Machine Learning
Research (pending review). The survey gives a good overview of recent work in the field
of automated machine learning, but I found it to not be comprehensive with respect to
automated architecture design for neural networks, as its focus lies more in the automation
of the entire machine learning pipeline. As automated machine learning can be seen as a
superset of automated architecture design for neural networks, the survey is still highly
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relevant but not comprehensive. Future work in the field of automated neural network
architecture design should include a survey that gives an overview of the most relevant
techniques - techniques that learn both the architecture and the paramters of the networks
simultaneously.
The future work in the field of automated architecture design for neural network with
I am proposing in this thesis can be summarized as (1) compiling a survey of the most
relevant techniques for automated architecture design, (2) gathering empirical evidence
for the performance and comparison of different algorithms on diverse learning tasks, and
(3) establishing formal proofs or concrete evidence for task-independent performance of
different algorithms.
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A Appendix
A.1 Loss functions
A.1.1 Crossentropy Loss
The crossentropy loss is a loss function for multi-class classification problems. The cate-
gorical cross-entropy loss refers to the use of the softmax activation function on the output
and then the cross-entropy loss.
Let N be the number of patterns in the dataset, C the number of classes, and pmodel(yi ∈
Cc) is the probability given by the model that pattern i belongs to the class c.
− 1
N
N∑
i=1
C∑
c=1
1yi∈Cc log pmodel(yi ∈ Cc)
where
1yi∈Cc =
{
1 yi ∈ Cc
0 yi /∈ Cc
A.1.2 Error Correlation Maximization
The error correlation maximization was proposed to train cascade-correlation neural net-
work by Fahlman and Lebiere [1990]. The objective of the algorithm is to maximize the
error correlation S, which is given by:
S =
∑
o∈O
∣∣∣∣∣∣
∑
p∈P
(Vp − V¯ )(Ep,o − E¯o)
∣∣∣∣∣∣
where O is the set of output units and P is the training dataset. Vp is the hidden unit’s
value (its activation) when the training pattern p was passed through the network. V¯ is
the hidden unit’s value averaged over all training patterns. Ep,o is the error at the output
unit o on the training pattern p and E¯o is the error at output unit o averaged over all
training patterns.
A.1.3 Accuracy Computation
In the experiments contained in this thesis, the primary performance metric is the accuracy
of the neural network’s predictions on a classification task. Let C be the set of |C| = c
classes. Let the output of the neural network be given by y where y ∈ Rc. After passing
the output of the neural network through the softmax function σ, we obtain z = σ(y)
where z ∈ Rc. The accuracy τ can be computed as follows:
τ = argmaxi z
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where i ∈ {1, . . . , c}.
A.2 Activation functions
In my thesis, I am using three different activation functions, namely relu (Rectified Linear
Unit), tanh (hyperbolic tangent), and softmax.
The relu function is a function relu : R→ R:
relu(x) =
{
0 x < 0
x x
The tanh function is a function tanh : R→ R:
tanh(x) =
ex − e−x
ex + e−x
∈ [−1, 1]
Both the relu and the tanh function can be applied to vectors of real numbers by applying
the function to each of its elements individually.
The softmax function σ is defined on a vector of K real numbers and normalizes that
vector into a probability vector, σ : RK → RK :
σ(z)i =
ezi∑K
j=1 e
zj
∈ [0, 1]
where z ∈ RK and 1 ≤ i ≤ K.
A.3 Neural Network Optimization Algorithms
This section closely follows and paraphrases the paper by Ruder [2016] which gives a good
overview of different gradient descent optimization algorithms commonly used for training
neural networks.
A.3.1 Stochastic Gradient Descent
There are different variations of the standard gradient descent algorithm that vary in the
amount of data that they take in before updating the parameters.
Let N be the number of patterns in the training data, η be the learning rate, θ be the
parameter vector (the vector of all connection weights in a neural network), Li(θ) be the
loss for pattern i (given parameter vector θ), then the standard (”batch”) gradient descent
algorithm updates the weight vector in the following way:
θt+1 = θt − η 1
N
N∑
i=1
∇Li(θt)
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where t indicates the step of the gradient descent optimization.
This computation can be slow and for large datasets even intractable if they do not fit
into memory. We can break down the update rule and update the parameter vector with
every single pattern that we train on. This is called stochastic gradient descent, which is
applied for every pattern i ∈ {1, . . . , N}:
θt+1 = θt − η∇Li(θt)
However, this is not very efficient either, because we update the parameter vector for
every single pattern in the dataset. In order to strike a compromise between batch gradient
descent and stochastic gradient descent, one may use so-called ”mini-batches”, i.e. subsets
of the total training data of size m, after each of which the parameters are updated as
follows:
θt+1 = θt − η 1
m
m∑
i=1
∇Li(θt)
This is called mini-batch gradient descent and it is the algorithm that I am referring
to as SGD (stochastic gradient descent) because this is what the algorithm is called in
Keras, the deep learning framework that I am using for my code implementations. For all
experiments found in this thesis, I used a mini-batch size of 128.
A.3.2 RMS Prop
RMS Prop (Root Mean Square Propagation) is the optimization algorithm that I used
to train most neural networks in this thesis. It deals with some of the challenges that
vanilla gradient descent methods face. RMS Prop belongs to a family of gradient descent
optimization algorithms that use momentum and/or adaptive learning rates. A more
detailed discussion of these methods can be found in Ruder [2016]. Herein, I am using
RMS Prop without further discussion.
In RMS Prop, the learning rate is adapted for every single parameter in the parameter
vector θ. The idea is to divide the learning rate for a weight by a running average of the
magnitudes of recent gradients for that weight [Tieleman and Hinton, 2012]. This running
average is computed by:
vt+1(θ) = γ vt(θ) + (1− γ)∇Li(θ)2
where vt is the moving average at step t and γ is the momentum rate, or forgetting factor.
The parameter vector is then updated as follows:
θt+1 = θt − η√
vt+1(θt)
∇Li(θt)
In my implementations, I am using the recommended values γ = 0.9 and η = 0.001 [Ruder,
2016] and [Tieleman and Hinton, 2012].
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A.4 Futher Results
Layers Epochs Time Train acc Test acc
5 x 750 50 / 27 266.9s / 493.1s 100.00% / 97.58% 97.67% / 96.38%
2 x 512 33 / 28 92.3s / 123.3s 99.95% / 98.53% 97.42% / 97.57%
3 x 850 24 / 21 133.1s / 284.16s 99.78% / 98.36% 97.36% / 96.97%
Table 10: Network performances when trained using forward thinking (left values) and
backpropagation (right values).
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