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概要
東北大学サイバーサイエンスセンターは，全国共同利用設備として大規模科学計算システムの整備と，HPCIの




センター) では，2020 年 10 月からスーパーコンピ
ュータ AOBA の運用を開始した。スーパーコンピ




























モデルを採用し，サブシステム全体では 72 個の VH
と 576 個の VE で構成される。VE と VH を合わせ
たシステム全体の理論演算性能は，1.48PFLOPS(倍
精度)，総主記憶容量は 45TB，総メモリバンド幅は
895.68TB/s となる。図 2 に AOBA-A を構成する
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576VEs (72VHs), 1.48PFLOPS(DP), 45TB Memory, 895.68TB/s
サブシステム AOBA-B（LX 406Rz-2）
68nodes, 278.5TFLOPS(DP), 17TB Memory, 27.2TB/s
ストレージシステム
（DDN SFA7990XE）実効容量 2PB
図 1 スーパーコンピュータ AOBAの構成

















■アプリケーション サブシステム AOBA-A では，
VE向けに移植された商用アプリケーションの VASP
や，オープンソースソフトウェア (OSS)の Quantum








■ハードウェア 今回導入した LX 406Rz-2は，1ノー






記憶容量は 17TB，総メモリバンド幅は 27.2TB/s と
なる。サブシステム AOBA-Bを構成する LX 406Rz-






イラとして，AMD Optimizing C/C++ Com-
piler(AOCC)，GNU Compiler Collection(GCC) お
よび，Intel Compiler(MKL，Intel MPI含む) が利用
できる。AOCC と GCC は OpenMPI ライブラリに
よる分散メモリ並列プログラムをコンパイル可能であ
る。科学技術計算ライブラリとして，EPYCプロセッ





Gaussian16 および VASP と，東北大学内利用者向
けに MATLAB および Mathematica が利用できる。
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・プログラムのコンパイル
・バッチリクエストの投入
































































区分 項目 利用形態 負担額及び課金対象時間
演算 スーパー 共有 利用 VE数 1(実行数，経過時間の制限有)
負担経費 コンピュータ (無料) 無料
共有 課金対象時間
(従量) ＝ (利用 VE数÷ 8を切り上げた数)×経過時間 (秒)
課金対象時間 1時間につき 125円
共有 負担額 10万円につき課金対象時間 800時間分使用可能
(定額)
占有 利用 VE数 8　利用期間 3ヶ月につき 270,000円
並列 共有 課金対象時間＝利用ノード数×経過時間 (秒)
コンピュータ (従量) 課金対象時間 1時間につき 22円
共有 負担額 10万円につき課金対象時間 4,600時間分使用可能
(定額)
占有 利用ノード数 1　利用期間 3ヶ月につき 47,000円
ファイル 共有 5TBまで無料，追加容量 1TBにつき年額 3,000円
負担経費 占有 10TBまで無料，追加容量 1TBにつき年額 3,000円
出力 大判プリンタによる フォト光沢用紙 1枚につき 600円
負担経費 カラープリント クロス紙 1枚につき 1,200円
備考
1. 負担額が無料となるのは専用のキューで実行されたものとし，制限時間を超えた場合は強制終了する。








表 2 サブシステム AOBA-Aの実行形態
投入キュー名 利用可能 VE数 最大メモリ リクエストの実行形態 最大経過時間
sxf 1 48GB 無料の 1VEリクエスト 最大値 1時間
(VHを共用する)
sx 1 48GB 1VEリクエスト
(VHを共用する)
sx 2～256 12TB 8VE単位で確保 既定値 72時間
(VHを共用しない) 最大値 720時間
sxmix 2～8 384GB 1VE単位で確保
(VHを共用する)
占有利用 契約 VE数 48GB×契約 VE数 VEおよび 最大値 720時間
VHを占有する
表 3 サブシステム AOBA-Bの実行形態
投入キュー名 利用可能ノード数 最大メモリ リクエストの実行形態 実行時間制限
lx 1～16 12TB 1ノード単位で確保 既定値 72時間
(ノードを共用しない) 最大値 720時間
占有利用 契約ノード数 256GB×契約ノード数 ノードを占有する 最大値 720時間
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ストと VH を共用して実行される。1VE を利用する
と指定したリクエストは，VHを共有して実行される。
また例として，2個の VEを使うと指定したリクエス
トを sxmixキューに投入した場合，他 6個の VEで別
のリクエストが実行されることがある。利用する VE






に投入した場合は，8個の VEと 1個の VHを確保す
る。他のリクエストと VHを共用しないため他リクエ





















図 8 に 1999 年から本センターで取り組んでいるセ
ンター独自の共同研究、学際大規模情報基盤共同利
用・共同研究拠点 (JHPCN)課題および革新的ハイパ
フォーマンス・コンピューティング・インフラ (HPCI)
課題採択数の推移を示す。本センター独自の共同研究
は恒常的に年 10課題ほど実施されていることに加え、
近年では JHPCN、HPCIを介した共同研究数が増加
している。これは、センターの共同研究を通してユー
ザアプリケーションが高度化・大規模化し、JHPCN、
HPCI採択課題へとステップアップしており、我々の
継続的な高速化支援活動が一定の成果を上げていると
言える。
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図 8 課題採択件数
5 おわりに
本稿では 2020年 10月に運用を開始した，サイバー
サイエンスセンターのスーパーコンピュータ AOBA
について紹介した。研究室のサーバでは実行できな
かったプログラムやアイデアを実現する研究の強力な
ツールとして，最新鋭のスーパーコンピュータ AOBA
をご活用いただければ幸いである。各システムの利用
法の詳細，本センターからのお知らせ，問い合わせ，
利用相談，高速化の依頼方法などついては本センター
のウェブサイト*1を参照いただきたい。
*1 https://www.ss.cc.tohoku.ac.jp/
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