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Resum Les lleis dels grans nombres en la teoria clàssica de probabilitats asseguren
que la suma de variables aleatòries independents es troba, sota certes condicions
febles, molt a prop del seu valor esperat amb alta probabilitat. Aquestes sumes són
l’exemple més senzill de variables aleatòries concentrades al voltant de la seva mitjana.
Alguns resultats més recents revelen que aquest comportament és compartit per una
immensa classe de funcions de variables aleatòries independents. Aquests resultats es
coneixen generalment com a desigualtats de concentració.
El propòsit d’aquest article és oferir una introducció a algunes d’aquestes desigual-
tats.
Paraules clau: desigualtats de concentració.
Classificació MSC2010: 60E15, 60F10.
1 Introducció
Tal com assegura la llei dels grans nombres, potser el més fonamental dels
principis de la teoria de probabilitats, el valor mitjà de variables aleatòries
independents es troba, amb alta probabilitat, a prop del seu valor esperat,
sempre que es compleixin algunes condicions tècniques naturals. Una gran
part de la recerca que s’ha dut a terme en la teoria de probabilitats clàssica ha
estat dedicada a quantificar aquesta llei.
A les últimes dècades, la teoria clàssica s’ha estès d’una manera inesperada-
ment general i potent. D’acord amb aquests descobriments recents, anomenats
fenòmens de concentració de mesura, qualsevol funció de diverses variables
aleatòries independents és propera al seu valor esperat, sempre que cap de
les variables no tingui una influència massa gran sobre el valor de la fun-
ció. Aquesta elegant teoria ha tingut un gran impacte en diverses àrees de
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les matemàtiques, incloent-hi l’anàlisi, la geometria en grans dimensions, la
combinatòria i les matemàtiques discretes, l’estadística matemàtica i altres.
El propòsit d’aquest article és oferir una introducció senzilla a alguns dels
resultats i les idees que rauen darrere aquest fascinant camp en constant
creixement.
Primer de tot, recordarem l’essencial d’algunes coses bàsiques. Per a qualse-
vol variable aleatòria no negativa X, l’esperança de X es pot expressar com,
EX =
∫∞
0
P{X ≥ t}dt.
Això implica la desigualtat de Markov, que diu que, per a qualsevol variable
aleatòria no negativa X i t > 0,
P{X ≥ t} ≤ EX
t
.
Resulta de la desigualtat de Markov que si φ és una funció no negativa es-
trictament creixent, aleshores, per a qualsevol variable aleatòria X i nombre
real t,
P{X ≥ t} = P{φ(X) ≥ φ(t)} ≤ Eφ(X)
φ(t)
.
Una aplicació d’això amb φ(x) = x2 és la desigualtat de Txebixev: si X és una
variable aleatòria arbitrària i t > 0, aleshores
P{|X − EX| ≥ t} = P
{
|X − EX|2 ≥ t2
}
≤ E
[|X − EX|2]
t2
= Var(X)
t2
.
Més en general, prenent φ(x) = xq (x ≥ 0) per a qualsevol q > 0, tenim que
P{|X − EX| ≥ t} ≤ E [|X − EX|
q]
tq
.
En exemples específics es pot triar el valor de q per tal d’optimitzar la fita
superior que en resulta. Aquestes fites sobre els moments proporcionen sovint
una estimació molt acurada de les cues de probabilitat.1 Una idea relacionada
és a la base del mètode de fitació de Chernoff. Prenent φ(x) = eλx on λ es un
nombre positiu arbitrari, per a qualsevol variable aleatòria X i qualsevol t > 0,
tenim que
P{X ≥ t} = P{eλX ≥ eλt} ≤ Ee
λX
eλt
.
Les fites superiors per la probabilitat de les cues de X es poden obtenir estimant
la funció generadora de moments F(λ) = EeλX . En el mètode de Chernoff, es
1 En tot l’article les expressions P{|X − EX|} ≥ t s’anomenen cues de probabilitat, traducció
del terme anglès d’ús estès tail probabilities. L’objectiu general de tota la teoria que s’exposa és
veure que aquestes cues tenen valors petits i que tota la probabilitat es concentra al voltant del
valor mitjà. (N. del t.)
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troba una λ > 0 que minimitza la fita superior. Això sovint és més convenient
que optimitzar la fita basada en moments presentada anteriorment.
El mètode de Chernoff resulta ideal per tractar sumes de variables aleatò-
ries independents. Per tal d’il.lustrar-ho, siguin X1, . . . , Xn variables aleatòries
independents que prenen valors reals i sigui Sn =
∑n
i=1Xi. A causa de la
independència, Var(Sn) =
∑n
i=1 Var(Xi) i utilitzant la desigualtat de Txebixev,
P{|Sn − ESn| ≥ t} ≤
∑n
i=1 Var(Xi)
t2
.
En altres paraules, escrivint σ 2 = 1n
∑n
i=1 Var(Xi),
P

∣∣∣∣∣∣ 1n
n∑
i=1
Xi − EXi
∣∣∣∣∣∣ ≥ 
 ≤ σ 2n2 .
La raó per la qual el mètode de fitació de Chernoff és tan convenient per a les
sumes de variables aleatòries independents és que, ja que el valor esperat per
al producte de variables aleatòries independents és igual al producte dels seus
valors esperats, la fita de Chernoff esdevé
P{Sn − ESn ≥ t} ≤ e−λtE
exp
λ n∑
i=1
(Xi − EXi)

= e−λt
n∏
i=1
E
[
eλ(Xi−EXi)
]
(per la independència). (1)
Ara, el problema de trobar fites ajustades es redueix a trobar bones fites
superiors per a la funció generadora de moments de les variables aleatòries
Xi − EXi. Hi ha moltes maneres de fer-ho. Per a variables aleatòries fitades,
potser la versió més elegant és la desigualtat de Hoeffding, que assegura que,
si X és una variable aleatòria amb EX = 0 que pren valors en l’interval [a, b],
aleshores, per a qualsevol λ ∈ R,
E
[
eλX
]
≤ eλ2(b−a)2/8.
Aquest simple fet, combinat amb (1) implica immediatament la desigualtat de
cues de Hoeffding [47]:
1 Teorema Siguin X1, . . . , Xn variables aleatòries independents i fitades tals que
Xi pren valors en [ai, bi] amb probabilitat 1. Aleshores, per a qualsevol t > 0,
tenim que
P{Sn − ESn ≥ t} ≤ e−2t2/
∑n
i=1(bi−ai)2
i
P{Sn − ESn ≤ −t} ≤ e−2t2/
∑n
i=1(bi−ai)2 .
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El teorema anterior és generalment conegut com a desigualtat de Hoeffding.
Per apreciar la seva potència, considerem una distribució binomial simètrica, és
a dir, quan la Xi pren valors 0 i 1 amb probabilitat 1/2. En aquest cas especial
tenim que
P{Sn − ESn ≥ t} ≤ e−2t2/n.
El teorema central del límit mostra que no es poden esperar fites superiors
significativament millors.
Notes bibliogràfiques
Es coneixen diversos mètodes per provar desigualtats de concentració, incloent-
hi mètodes basats en martingales (vegeu els articles panoràmics de McDiar-
mid [73, 74]), mètodes de teoria de la informació (vegeu Ahlswede, Gács i
Körner [1]; Marton [65, 66, 67]; Dembo [32]; Massart [68], i Rio [88]), el mètode
d’inducció de Talagrand [96, 94, 95] vegeu també Luczak i McDiarmid [64];
McDiarmid [75]; Panchenko [80, 81, 82], el mètode de desacoblament que es
troba explicat a De La Peña i Giné [83] i l’anomenat mètode de l’entropia, basat
en desigualtats logarítmiques de Sobolev, desenvolupat per Ledoux, [57, 56],
(vegeu també Bobkov i Ledoux [13]; Massart [69]; Rio [88]; Klein [52]; Boucheron,
Lugosi i Massart [17, 18]; Bousquet [20], i Boucheron, et al. [16]). Alguns mè-
todes específics per al problema també s’han desenvolupat en teoria de grafs
aleatoris (vegeu Janson, Łuczak i Rucin´ski [50] per a un article panoràmic).
Les desigualtats exponencials de cues per a sumes de variables aleatòries
independents van ser provades des dels inicis de la teoria de probabilitats. Entre
els pioners, mencionem Bernstein [10], Craig [27], Uspensky [100], Chernoff
[22], Okamoto [79], Bennett [9] i Hoeffding [47]. La desigualtat de Hoeffding és
deguda a Hoeffding [47]. Per a variables aleatòries binomials, va ser provada
per Chernoff [22] i Okamoto [79].
2 Fitant la variància: la desigualtat d’Efron-Stein
El principal missatge de les desigualtats de concentració que descriurem en
aquesta secció és que moltes de les desigualtats de cues per a sumes de
variables aleatòries independents poden ser esteses a funcions generals de va-
riables aleatòries independents. La desigualtat més simple i potent d’aquest
tipus és coneguda com a desigualtat d’Efron-Stein. Aquesta desigualtat fita la
variància d’una funció general.
Per descriure aquesta desigualtat, sigui X un cert conjunt i sigui f : Xn → R
una funció mesurable de n variables. Estem interessats en desigualtats sobre la
diferència entre la variable aleatòria Z = f(X1, . . . , Xn) i el seu valor esperat EZ
quan X1, . . . , Xn són variables aleatòries independents arbitràries que prenen
valors en X.
Recalquem que les variables Xi poden tenir distribucions diferents; l’única
hipòtesi essencial és la independència. La desigualtat d’Efron-Stein proporciona
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una fita en termes de variacions locals de la funció f . Aquesta desigualtat és
potser la més simple entre nombrosos resultats que mostren que les propietats
de concentració podrien ser controlades estudiant el comportament local de la
funció que ens interessa. A causa de la seva simplicitat, en presentem la prova
a continuació.
Les desigualtats de concentració, com la desigualtat d’Efron-Stein, mostren
que, en un cert sentit, la suma de variables aleatòries independents és la menys
concentrada de totes les funcions generals sobre aquestes variables que són
regulars en un sentit apropiat.
Abans d’obtenir una fita per a la variància d’una funció general Z de les
variables aleatòries independents, podem adquirir una certa intuïció conside-
rant primer el cas especial en què les variables X1, . . . , Xn prenen valors reals i
Z = X1 + · · · +Xn. En aquest cas podem utilitzar la fórmula exacta
Var (Z) =
n∑
i=1
Var (Xi) .
És clar que la clau d’aquesta fórmula és que la independència implica l’ortogo-
nalitat dos a dos de les variables Xi − EXi. Ara, una idea natural seria fitar la
variància de la funció general expressant Z − EZ com una suma de variables
aleatòries ortogonals. Per tal de fer-ho, denotem per Ei l’operador esperança
condicionada a (X1, . . . , Xi) i fem servir la convenció E0 = E. Aleshores, definim
∆i = EiZ − Ei−1Z
per a cada i = 1, . . . , n. Començant des de la descomposició
Z − EZ =
n∑
i=1
∆i,
es té
Var (Z) = E

 n∑
i=1
∆i
2
 = n∑
i=1
E
[
∆2i
]
+ 2
∑
j>i
E
[
∆i∆j
]
.
Ara, si j > i, la igualtat Ei∆j = 0 implica que
Ei
[
∆j∆i
]
= ∆iEi∆j = 0 ,
i, per tant, E
[
∆j∆i
]
= 0. Així doncs, obtenim
Var (Z) = E

 n∑
i=1
∆i
2
 = n∑
i=1
E
[
∆2i
]
.
Fins ara no hem utilitzat el fet que Z és una funció de les variables independents
X1, . . . , Xn. A causa de la independència, però,
EiZ =
∫
Xn−i
f (X1, . . . , Xi, xi+1, . . . , xn)dµi+1 (xi+1) . . . dµn (xn) ,
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on, per a cada j = 1, . . . , n, µj denota la distribució de probabilitat de Xj . Si de-
notem per E(i) l’operador esperança condicionada a X(i) = (X1, . . . , Xi−1, Xi+1,
. . . , Xn), tenim que
E(i)Z =
∫
X
f (X1, . . . , Xi−1, xi, Xi+1, . . . , Xn)dµi (xi) .
Aleshores, pel teorema de Fubini,
Ei
[
E(i)Z
]
= Ei−1Z.
Havent fet aquesta observació, és fàcil deduir el següent:
2 Teorema (desigualtat d’Efron-Stein) Siguin X1, . . . , Xn variables aleatòri-
es independents i sigui Z = f(X) una funció de quadrat integrable de
X = (X1, . . . , Xn). Aleshores
Var (Z) ≤
n∑
i=1
E
[(
Z − E(i)Z
)2] def= v.
A més, si X′1, . . . , X′n són còpies independents de X1, . . . , Xn i si definim per a
cada i = 1, . . . , n
Z′i = f
(
X1, . . . , Xi−1, X′i , Xi+1, . . . , Xn
)
,
tenim que
v = 1
2
n∑
i=1
E
[(
Z − Z′i
)2] = n∑
i=1
E
[(
Z − Z′i
)2
+
]
=
n∑
i=1
E
[(
Z − Z′i
)2
−
]
,
on x+ = max(x,0) i x− = max(−x,0) denoten la part positiva i la negativa
d’un nombre real x. També,
v = inf
Zi
n∑
i=1
E
[
(Z − Zi)2
]
,
on l’ínfim és pres entre la classe de totes les variables Zi, i = 1, . . . , n, que són
X(i)-mesurables i de quadrat integrable.
Prova Notem que, fent servir l’observació anterior, podem escriure
∆i = Ei
[
Z − E(i)Z
]
.
Per la desigualtat de Jensen, usada condicionalment,
∆2i ≤ Ei
[(
Z − E(i)Z
)2]
.
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Fent servir que Var(Z) ≤∑ni=1 E [∆2i ], obtenim la desigualtat desitjada.
Per provar les identitats per a v , denotem per Var(i) l’operador variància
condicionada a X(i). Aleshores, podem escriure v com a
v =
n∑
i=1
E
[
Var(i) (Z)
]
.
Notem ara que es pot utilitzar simplement el fet elemental que si X i Y són
variables aleatòries independents i idènticament distribuïdes que prenen valors
reals, aleshores Var(X) = (1/2)E[(X − Y)2]. Com que, condicionant X(i), Z′i és
una còpia independent de Z , podem escriure
Var(i) (Z) = 1
2
E(i)
[(
Z − Z′i
)2] = E(i) [(Z − Z′i)2+
]
= E(i)
[(
Z − Z′i
)2
−
]
,
on s’ha utilitzat el fet que les distribucions condicionades de Z i Z′i són idèn-
tiques. L’última identitat s’obté notant que, per a qualsevol variable aleatòria
real X, Var(X) = infa∈R E[(X − a)2]. Usant aquest fet condicionalment, tenim
que, per a cada i = 1, . . . , n,
Var(i) (Z) = inf
Zi
E(i)
[
(Z − Zi)2
]
.
Notem que aquest ínfim és assolit sempre que Zi = E(i)Z . 2
Observem que en el cas que Z =∑ni=1Xi sigui la suma de variables aleatòries
independents, aleshores la desigualtat d’Efron-Stein esdevé igualtat.
2.1 Funcions amb diferències fitades
A continuació, il.lustrarem l’ús de la desigualtat d’Efron-Stein amb alguns
exemples. La més simple de les aplicacions és obtinguda si la funció és regular
en el sentit que si canvia el valor d’una sola variable, el valor de la funció no pot
canviar gaire. Més concretament, diem que la funció f : Xn → R té la propietat
de les diferències fitades si, per algunes constants no negatives c1, . . . , cn,
sup
x1,...,xn,
x′i∈X
|f(x1, . . . , xn)− f(x1, . . . , xi−1, x′i, xi+1, . . . , xn)| ≤ ci, 1 ≤ i ≤ n.
En altres paraules, si canviem la i-èsima variable de f i mantenim les altres
fixades, el valor de la funció no pot variar en més de ci. Aleshores, la desigualtat
d’Efron-Stein implica el següent:
3 Corol.lari Si X1, . . . , Xn són variables aleatòries independents i f té la propie-
tat de les diferències fitades amb constants c1, . . . , cn, aleshores Z=f(X1, . . . , Xn)
satisfà
Var(Z) ≤ 1
4
n∑
i=1
c2i .
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Prova De la desigualtat d’Efron-Stein,
Var(Z) ≤ inf
Zi
n∑
i=1
E
[
(Z − Zi)2
]
,
on l’ínfim es pren entre la classe de totes les Zi, i = 1, . . . , n, que són
X(i)-mesurables i de quadrat integrable. Aquí escollim
Zi = 12
 sup
x′i∈X
f(X1, . . . , Xi−1, x′i, Xi+1, . . . , Xn)
+ inf
x′i∈X
f(X1, . . . , Xi−1, x′i, Xi+1, . . . , Xn)
)
.
Per tant,
(Z − Zi)2 ≤ c
2
i
4
,
d’on l’enunciat. 2
Donem ara algunes aplicacions interessants d’aquest corol.lari. En tots els
casos, la fita per a la variància es pot obtenir de manera senzilla, mentre que
una estimació directa de la variància és força més complicada.
1 Exemple (bin packing) El problema del bin packing és un dels problemes
clàssics de la investigació operativa. Donats n nombres x1, . . . , xn ∈ [0,1],
es planteja el problema següent: quin és el nombre mínim de pots (bins)
necessaris perquè aquests nombres hi puguin ser empaquetats de tal manera
que la suma de nombres a cada pot no excedeixi d’1. Sigui f(x1, . . . , xn) aquest
nombre. Aleshores, canviant un dels xi, el valor de f(x1, . . . , xn) no pot can-
viar en més d’una unitat; per tant, sempre que X1, . . . , Xn siguin independents,
Z = f(X1, . . . , Xn) satisfà
Var(Z) ≤ n
4
.
Aquesta fita superior no és millorable, ja que si Xi són variables aleatòries
simètriques, que segueixen una distribució de Bernoulli (és a dir, P{Xi = 0} =
P{Xi = 1} = 1/2), aleshores Z segueix una distribució binomial amb paràmetres
n i 1/2 i Var(Z) = n/4. D’altra banda, algunes fites més ajustades, que depenen
de la distribució dels Xi, es poden demostrar amb arguments més sofisticats
(vegeu la secció 4.2).
2 Exemple (subseqüència comuna més llarga) La versió més senzilla del
problema de la subseqüència més llarga és la següent: siguin X1, . . . , Xn i
Y1, . . . , Yn dues seqüències de llançaments de moneda. Definim Z com la llarga-
da de la subseqüència comuna més llarga que apareix a les dues seqüències, és
a dir,
Z =max{k : Xi1 = Yj1 , . . . , Xik = Yjk ,
on 1 ≤ i1 < · · · < ik ≤ n i 1 ≤ j1 < · · · < jk ≤ n}.
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El comportament de la EZ ha estat investigat en molts articles. És conegut
que EZ/n convergeix en algun nombre γ, el valor del qual no es coneix. Està
conjecturat que és 2/(1 + √2) i és conegut que està contingut en l’interval
[0,75796,0,83763]. Tot i això, nosaltres estem interessats en la concentració
de la variable Z .
És senzill veure que canviar el resultat d’una sola tirada no pot canviar la
llargada de la subseqüència més llarga en més d’una unitat; per tant, Z satisfà
la propietat de les diferències fitades amb ci = 1. Conseqüentment,
Var(Z) ≤ n
4
.
Per la desigualtat de Txebixev, amb alta probabilitat, Z està desviada del seu
valor esperat
√
n, llevat de constants. En altres paraules, està força concentrada
entorn de la seva mitjana, cosa que significa que els resultats de EZ ens revelen
el comportament essencial de la llargada màxima d’una subseqüència comuna
entre dues cadenes aleatòries.
3 Exemple (estimació de densitat del nucli) Una qüestió bàsica en l’esta-
dística no paramètrica és estimar la densitat d’una variable aleatòria real. Més
precisament, donada una mostra de n variables aleatòries independents i
idènticament distribuïdes X1, . . . , Xn, distribuïdes segons alguna densitat de
probabilitat desconeguda φ, es vol estimar φ.
Un dels estimadors més estudiats és l’estimador de densitat del nucli defi-
nit per
φn(x) = 1nhn
n∑
i=1
K
(
x −Xi
hn
)
,
on hn > 0 és un paràmetre suavitzador i K és una funció no negativa amb∫
K = 1. El comportament de l’estimador es mesura típicament amb la norma L1:
Z(n) = f(X1, . . . , Xn) =
∫
|φ(x)−φn(x)|dx.
És senzill veure que
|f(x1, . . . , xn)− f(x1, . . . , x′i, . . . , xn)| ≤
1
nhn
∫ ∣∣∣∣∣K
(
x − xi
hn
)
−K
(
x − x′i
hn
)∣∣∣∣∣dx
≤ 2
n
,
de manera que sense cap altra feina obtenim
Var(Z(n)) ≤ 2
n
.
És conegut que, per a qualsevol φ,
√
nEZ(n)→∞ (vegeu Devroye i Györfi [36]),
la qual cosa juntament amb la desigualtat de Txebixev, que implica per a
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qualsevol  > 0
P
{∣∣∣∣ Z(n)EZ(n) − 1
∣∣∣∣ ≥ } = P {|Z(n)− EZ(n)| ≥ EZ(n)} ≤ Var(Z(n))2(EZ(n))2 → 0
quan n → ∞. Per tant, Z(n)/EZ(n) → 1 en probabilitat o, en altres parau-
les, Z(n) és «relativament estable». Això significa que l’error L1 aleatori es
comporta com el seu valor esperat.
2.2 Funcions autofitades
Una altra propietat senzilla que se satisfà en molts exemples importants és la
coneguda propietat d’autofitació. Diem que una funció no negativa f : Xn → R
té la propietat d’autofitació si existeixen funcions fi : Xn−1 → R tals que, per a
qualsevol x1, . . . , xn ∈ X i tota i = 1, . . . , n,
0 ≤ f(x1, . . . , xn)− fi(x1, . . . , xi−1, xi+1, . . . , xn) ≤ 1
i també
n∑
i=1
(f (x1, . . . , xn)− fi(x1, . . . , xi−1, xi+1, . . . , xn)) ≤ f(x1, . . . , xn).
Per a funcions autofitades, clarament tenim que
n∑
i=1
(f (x1, . . . , xn)− fi(x1, . . . , xi−1, xi+1, . . . , xn))2 ≤ f(x1, . . . , xn).
I aleshores l’última expressió de v en el teorema 2 implica el següent:
4 Corol.lari Si f té la propietat d’autofitació, aleshores
Var(Z) ≤ EZ.
A continuació, mencionem algunes aplicacions d’aquest simple corol.lari.
Resulta que en molts casos la fita obtinguda millora significativament la que
hauríem obtingut utilitzant simplement el corol.lari 3.
Una classe important de funcions que satisfan la propietat d’autofitació
consisteix en les anomenades «funcions de configuració».
Suposem que tenim una propietat P definida sobre la unió de produc-
tes finits d’un conjunt X, és a dir, una seqüència de conjunts P1 ⊂ X, P2 ⊂
X × X, . . . , Pn ⊂ Xn. Diem que (x1, . . . , xm) ∈ Xm satisfà la propietat P si
(x1, . . . , xm) ∈ Pm. Suposem que P és hereditària en el sentit que si (x1, . . . , xm)
satisfà P , aleshores també ho fa qualsevol subseqüència (xi1 , . . . , xik) de
(x1, . . . , xm). La funció f que a un vector x = (x1, . . . , xn) li assigna la mi-
da de la subseqüència més llarga que satisfà P és la funció de configuració
associada amb la propietat P .
El corol.lari 4 implica el resultat següent:
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5 Corol.lari Sigui f una funció de configuració i sigui Z = f(X1, . . . , Xn), on
X1, . . . , Xn són variables aleatòries independents. Aleshores,
Var(Z) ≤ EZ.
Prova Pel corol.lari 4 n’hi ha prou amb demostrar que qualsevol funció de
configuració és autofitada. Sigui Zi = f(X(i)) = f(X1, . . . , Xi−1, Xi+1, . . . , Xn).
La condició 0 ≤ Z − Zi ≤ 1 se satisfà trivialment. D’altra banda, suposem
que Z = k i sigui {Xi1 , . . . , Xik} ⊂ {X1, . . . , Xn} una subseqüència de llargada
k tal que fk(Xi1 , . . . , Xik) = k. (Noteu que, segons la definició de funció de
configuració, aquesta subseqüència existeix.) Clarament, si l’índex i és tal que
i ∉ {i1, . . . , ik}, llavors Z = Zi, i per tant,
n∑
i=1
(Z − Zi) ≤ Z
també se satisfà, cosa que completa la demostració. 2
Per il.lustrar el fet que les funcions de configuració apareixen de manera
natural en diferents aplicacions, presentem alguns exemples procedents de
camps diversos.
4 Exemple (nombre de valors diferents en una mostra discreta) Siguin
X1, . . . , Xn variables aleatòries independents, idènticament distribuïdes, que
prenen valors en el conjunt d’enters positius amb P{Xi = k} = pk. Denotem per
Z(n) el nombre de valors diferents presos per aquestes n variables. Aleshores,
podem escriure
Z(n) =
n∑
i=1
1{{Xi≠X1,...,Xi≠Xi−1}},
de manera que el valor esperat de Z(n) pot ser calculat de manera senzilla:
EZ(n) =
n∑
i=1
∞∑
j=1
(1− pj)i−1pj .
És clar que E[Z(n)]/n → 0 quan n → ∞. Però la pregunta és: com n’està de
concentrada la distribució Z(n)? Com que Z(n) satisfà la propietat de les
diferències fitades amb ci = 1, el corol.lari 3 implica Var(Z(n)) ≤ n/4 i, per
tant, Z(n)/n→ 0 amb alta probabilitat per la desigualtat de Txebixev. D’altra
banda, és obvi que Z(n) és una funció de configuració associada a la propietat
de distintivitat, i pel corol.lari 5 tenim que
Var(Z(n)) ≤ EZ(n)
que és una millora important, ja que EZ(n) = o(n).
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5 Exemple (dimensió VC) Una de les quantitats combinatòries centrals en la
teoria de processos empírics i en la teoria d’aprenentatge estadístic és la dimen-
sió de Vapnik-Chervonenkis. SiguiA una col.lecció arbitrària de subconjunts de
X i sigui x = (x1, . . . , xn) un vector de n punts de X. Definim la traça deA en
x com
tr(x) = {A∩ {x1, . . . , xn} : A ∈A} .
El coeficient d’esmicolament (o funció de creixement de Vapnik-Chervonenkis) de
A en x és T(x) = |tr(x)|, la mida de la traça. T(x) és el nombre de subconjunts
diferents de conjunts de punts {x1, . . . , xn} generats per la intersecció d’aquest
conjunt amb els elements deA. Un subconjunt {xi1 , . . . , xik} de {x1, . . . , xn}
es diu que està esmicolat si 2k = T(xi1 , . . . , xik). La dimensió VC D(x) de A
(respecte de x) és la mida k del subconjunt esmicolat més gran de x. De la
definició és obvi que f(x) = D(x) és una funció de configuració (associada a
la propietat d’esmicolament) i, aleshores, si X1, . . . , Xn són variables aleatòries
independents, tenim que
Var(D(X)) ≤ ED(X).
Es pot provar també que log2 T(X) és autofitada, cosa que implica que
Var(log2 T(X)) ≤ E log2 T(X).
6 Exemple (subseqüències creixents) Considerem un vector x = (x1, . . . , xn)
de n nombres diferents en l’interval [0,1]. Els enters positius i1 < i2 < · · · <
im formen una subseqüència creixent si xi1 < xi2 < · · · < xim (on i1 ≥ 1 i
im ≤ n). Denotem amb L(x) la llargada de la subseqüència creixent més llarga.
Clarament, L(x) és una funció de configuració (associada amb la propietat de
la seqüència creixent) i, aleshores, si X1, . . . , Xn són variables aleatòries inde-
pendents tals que són diferents amb probabilitat 1 (això està justificat si cada
Xi té una distribució absolutament contínua), aleshores Var(L(X)) ≤ EL(X).
Si els Xi estan distribuïts uniformement per [0,1], aleshores és conegut que
EL(X) ∼ 2√n. La fita obtinguda per la variància resulta massa feble, l’ordre
correcte és Var(L(X)) = O(n1/3), un resultat difícil.
En una variació del problema, X1, . . . , Xn prenen els seus valors en un con-
junt finit {1, . . . ,m}. Definim ara L(m)(X) com la longitud de la subseqüència
creixent més llarga de X = (X1, . . . , Xn), és a dir, l’enter positiu més gran
k pel qual existeixen 1 ≤ i1 < · · · < ik ≤ n tals que Xi1 ≤ Xi2 ≤ . . . ≤
Xik . L’anàlisi de la variància segueix sense canvis i, com abans, tenim que
Var(L(m)(X)) ≤ EL(m)(X). Aquesta estimació té ara l’ordre de magnitud correc-
te, ja que és conegut que si les Xi estan uniformement distribuïdes, aleshores
(L(m)(X)−n/m)/√2n/m convergeix en distribució a una variable aleatòria la
distribució de la qual depèn de m.
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2.3 Més exemples
7 Exemple (valor propi més gran d’una matriu simètrica aleatòria)
Sigui A una matriu real simètrica en la qual els coeficients Xi,j , 1 ≤ i ≤ j ≤ n
són variables aleatòries independents amb valor absolut fitat per 1. Sigui Z = λ1
el valor propi més gran d’A. La propietat d’aquest valor propi que necessitem
per fitar-ne la variància és que si v = (v1, . . . , vn) ∈ Rn és el vector propi
associat a λ1 amb ‖v‖ = 1, aleshores
λ1 = vTAv = sup
u:‖u‖=1
uTAu.
Per utilitzar el teorema 2, considerem la matriu simètrica A′i,j , obtinguda
substituint Xi,j en A per una còpia independent X′i,j , mantenint les altres
variables fixades. Sigui Z′i,j el valor propi més gran d’aquesta matriu. Per la
propietat del valor propi més gran anteriorment esmentada,
(Z − Z′i,j)+ ≤
(
vTAv − vTA′i,jv
)
1{Z>Z′i,j}
=
(
vT (A−A′i,j)v
)
1{Z>Z′i,j} =
(
vivj(Xi,j −X′i,j)
)
+
≤ 2|vivj|.
Aleshores,
∑
1≤i≤j≤n
(Z − Z′i,j)2+ ≤
∑
1≤i≤j≤n
4|vivj|2 ≤ 4
 n∑
i=1
v2i
2 = 4.
Prenent esperances a banda i banda, i utilitzant la desigualtat d’Efron-Stein,
tenim que Var(Z) ≤ 4. Així doncs, la variancia està fitada per una constant
independentment de la mida de la matriu i de la distribució dels coeficients.
L’única condició que necessitem és la independència i la fitació de les variables
Xi,j . De fet, no cal que tinguin la mateixa distribució. Aquesta mateixa prova
funciona també per al valor propi més petit.
8 Exemple (arbre generador de pes mínim) Considerem la variable aleatò-
ria Tm, definida com la suma dels pesos d’un arbre generador mínim del graf
complet Km, amb pesos Xi,j (1 ≤ i < j ≤m) sobre les arestes, distribuïts uni-
formement i independent en l’interval [0,1]. (Així doncs, Tm és una funció de
n =
(
m
2
)
variables aleatòries independents.) És conegut que el valor esperat
de Tm convergeix a la constant ζ(3) =
∑∞
i=1 i−3. Ara, fitem la variància de Tm.
Utilitzant les desigualtats d’Efron-Stein directament obtenim una fita no gaire
bona, però un simple truc ens portarà a un valor més proper al real. Aquesta
idea és que el pes més gran d’una aresta en l’arbre generador mínim no pot
ser gaire gran, com a molt, d’ordre logm/m, amb alta probabilitat. Aquesta
observació ens permet canviar Tm per la variable aleatòria Tm obtinguda quan
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els Xi,j són reemplaçats per min(Xi,j , δm), on δm > 0 és un nombre positiu
petit. Notem que si δm = c logm/m per a alguna c > 1, aleshores Tm = Tm
amb alta probabilitat. Per tal de veure-ho, observem que Tm ≠ Tm implica que
el pes més gran d’una aresta de l’arbre generador mínim sigui més gran que δm.
Però això és la probabilitat que un graf aleatori amb el model d’Erdo˝s-Rényi
G(m,δm) (és a dir, un graf amb m vèrtexs en el qual cada una de les
(
m
2
)
arestes existeix amb probabilitat δm de manera independent) no sigui connex.
En la teoria de grafs aleatoris és ben conegut que aquesta probabilitat és, com a
molt, de 2
(
em(1−c)/2 − 1
)
+ 2m+1m−(c−1)m/4, que està fitat per 4m−c/4, si c ≥ 2.
Com que
Var(Tm) = E
[
T 2m
]
− (ETm)2
= E
[
T 2m1{Tm=Tm}
]
+ E
[
T 2m1{Tm≠Tm}
]
− (ETm)2
≤ Var(Tm)+m2P
{
Tm ≠ Tm
}
≤ Var(Tm)+ 4m2−c/4,
en tenim prou fitant la variància de Tm. Utilitzem aquí la variant següent de la
desigualtat d’Efron-Stein:
Var(Tm) ≤ E
n∑
i,j=1
i≠j
(
Tm − T ′m,(i,j)
)2
− ,
on T ′m,(i,j) s’obté reemplaçant Xi,j per una còpia independent. Clarament, si
es canvia el pes Xi,j , aleshores Tm només pot decréixer si l’aresta (i, j) forma
part de l’arbre generador mínim. Com que tenim m − 1 d’aquestes arestes i
aquest canvi no pot ser superior a δm,
n∑
i,j=1
i≠j
(
Tm − T ′m,(i,j)
)2
− ≤mδ
2
m.
En resum,
Var(Tm) ≤mδ2m + 4m2−c/4 =
144 log2m
m
+ 4
m
,
on triem c = 12. Aquesta fita no dóna l’ordre correcte, ja que és conegut
que, asimptòticament , Var(Tm) ∼ (6ζ(4) − 4ζ(3))/m. (De fet, √m(Tm −
ζ(3)) convergeix, en distribució, a una variable aleatòria normal centrada
amb variància 6ζ(4) − 4ζ(3).) Tot i això, aquest argument il.lustra com la
desigualtat d’Efron-Stein pot ser utilitzada d’una manera molt senzilla per
obtenir desigualtats no asimptòtiques molt potents.
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Györfi [36] i Devroye i Lugosi [38].
Les propietats de concentració de les funcions autofitades han estat estudia-
des per Boucheron, Lugosi i Massart [17]; Rio [88]; Bousquet [20]; Maurer [71], i
McDiarmid i Reed [76].
La dimensió de Vapnik-Chervonenkis i la funció de creixement s’anomenen
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al. [12]; Devroye, Györfi i Lugosi [37]; Anthony i Bartlett [6], i Vapnik [101].
El fet que la subseqüència creixent més llarga en una permutació aleatòria
de n nombres satisfà EL(X) ∼ 2√n és degut a Logan i Shepp [63] (vegeu també
Hammersley [45], Aldous i Diaconis [3] i Groeneboom [43]. El famós article
de Baik, Deift i Johansson [7] estableix la distribució límit de L(X). Aquest
resultat implica que Var(L(X)) = O(n1/3). Ledoux [60] obté una desigualtat
no asimptòtica i exponencial per les cues que té la forma correcta. Per als
resultats anteriors sobre la concentració de L(X), vegeu Frieze [41], Bollobás i
Brightwell [14] i Talagrand [94].
El teorema del límit per a la subseqüència creixent més llarga en una paraula
aleatòria sobre un alfabet finit mencionat a l’exemple 6 és degut a Tracy i
Widom [98] i Johansson [51] (vegeu també Its, Tracy i Widom [48]).
L’argument per fitar la variància del valor propi més gran d’una matriu
simètrica aleatòria està basat en Alon, Krivelevich i Vu [4], que proven una
fita exponencial per la cua que reproduirem més endavant. El fenomen que
la variància sigui fitada asimptòticament ja havia estat descobert per Füredi i
Komlós [42], que van provar un teorema per al límit del valor propi més gran.
El valor asimptòtic limm→∞ ETm = ζ(3) del pes esperat de l’arbre generador
mínim va ser determinat per Frieze [40]. El teorema del límit mencionat a
l’exemple 8 és degut a Janson [49] i Wästlund [104].
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3 El mètode de l’entropia
En la secció anterior, hem vist que la desigualtat d’Efron-Stein és una eina
potent per fitar la variància de funcions de variables aleatòries independents.
Aleshores, via la desigualtat de Txebixev, es poden obtenir fàcilment fites per a
les cues de les distribucions d’aquestes funcions. Com en el cas de les sumes de
variables aleatòries independents, però, les fites que s’obtenen basant-se en la
variància són sovint poc satisfactòries i es poden obtenir millores substancials.
L’objectiu d’aquesta secció és exposar una metodologia que permet obtenir fites
exponencials en molts casos. La cerca d’aquest tipus de desigualtats ha estat un
tema cabdal en teoria de probabilitat a les últimes dècades. En aquesta secció,
donarem les idees principals que hi ha darrere del que s’anomena mètode de
l’entropia, una tècnica natural però potent. Aquest mètode és potser la manera
més simple d’obtenir anàlegs exponencials de la desigualtat d’Efron-Stein.
Per tal d’introduir les idees principals, recordem primer algunes nocions
bàsiques de la teoria de la informació. Per mantenir el material a un nivell
elemental, ens limitem només a variables aleatòries discretes. L’extensió a
distribucions arbitràries és immediata però més aviat tècnica.
3.1 Teoria de la informació bàsica
En aquesta secció, resumim algunes propietats bàsiques de l’entropia d’una
variable aleatòria discreta. Una bona referència d’introducció a la teoria de la
informació és el llibre de Cover i Thomas [26].
Sigui X una variable aleatòria que pren valors en un conjunt numerable X
amb distribució P{X = x} = p(x), x ∈ X. L’entropia (de Shannon) de X es
defineix com
H(X) = E[− logp(X)] = −
∑
x∈X
p(x) logp(x)
(on log denota el logaritme natural i 0 log0 = 0). Si (X, Y) és un parell de
variables aleatòries discretes que pren valors a X ×Y aleshores l’entropia con-
junta H(X,Y) de X i Y és l’entropia del parell (X, Y). L’entropia condicionada
H(X|Y) es defineix com
H(X|Y) = H(X,Y)−H(Y).
Observem que si escrivim p(x,y) = P{X = x,Y = y} i p(x|y) = P{X =
x|Y = y}, aleshores
H(X|Y) = −
∑
x∈X,y∈Y
p(x,y) logp(x|y),
d’on veiem que H(X|Y) ≥ 0. També és fàcil veure que la relació que defineix
l’entropia condicionada es manté com a certa quan es condiciona condicionar,
és a dir, per a qualsevol de les tres variables aleatòries discretes X,Y ,Z ,
H(X,Y |Z) = H(Y |Z)+H(X| Y ,Z).
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(Simplement afegim H(Z) a les dues bandes de la igualtat i fem servir la
definició de l’entropia condicional.) Iterant la darrera identitat obtenim la regla
de la cadena per a l’entropia: per a variables aleatòries discretes arbitràries
X1, . . . , Xn,
H(X1, . . . , Xn) = H(X1)+H(X2|X1)+H(X3|X1, X2)+· · ·+H(Xn|X1, . . . , Xn−1).
Siguin P i Q dues distribucions de probabilitat sobre un conjunt numerable
X amb funcions de probabilitat p i q. La divergència de Kullback-Leibler, o
entropia relativa de P i Q és
D(P‖Q) =
∑
x∈X
p(x) log
p(x)
q(x)
.
Com que logx ≤ x − 1,
D(P‖Q) = −
∑
x∈X
p(x) log
q(x)
p(x)
≥ −
∑
x∈X
p(x)
(
q(x)
p(x)
− 1
)
= 0,
de manera que l’entropia relativa és sempre no negativa, i és zero si i només si
P = Q. Aquest simple fet té algunes conseqüències interessants. Per exemple,
si X és un conjunt finit amb N elements, X és una variable aleatòria amb
distribució P i prenem Q com la distribució uniforme sobre X, aleshores
D(P‖Q) = logN −H(X) i, per tant, l’entropia de X no és mai més gran que el
logaritme del cardinal del seu domini.
Considerem un parell de variables aleatòries X,Y amb distribució conjunta
PX,Y i distribucions marginals PX i PY . Observant queD(PX,Y‖PX×PY ) = H(X)−
H(X|Y), la no-negativitat de l’entropia relativa implica que H(X) ≥ H(X|Y), és
a dir, condicionant es redueix l’entropia. És igualment fàcil de veure que aquest
fet segueix sent cert per a entropies condicionades, és a dir,
H(X|Y) ≥ H(X|Y ,Z).
Ara, podem provar la desigualtat següent de Han [46]:
6 Teorema (desigualtat de Han) Siguin X1, . . . , Xn variables aleatòries dis-
cretes. Aleshores,
H(X1, . . . , Xn) ≤ 1n− 1
n∑
i=1
H(X1, . . . , Xi−1, Xi+1, . . . , Xn) .
Prova Per a cada i = 1, . . . , n, d’acord amb la definició d’entropia condicionada
i amb el fet que condicionar redueix l’entropia,
H(X1, . . . , Xn)
= H(X1, . . . , Xi−1, Xi+1, . . . , Xn)+H(Xi|X1, . . . , Xi−1, Xi+1, . . . , Xn)
≤ H(X1, . . . , Xi−1, Xi+1, . . . , Xn)+H(Xi|X1, . . . , Xi−1) i = 1, . . . , n.
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Sumant aquestes n desigualtats i fent servir la regla de la cadena per a l’entro-
pia, obtenim
nH(X1, . . . , Xn) ≤
n∑
i=1
H(X1, . . . , Xi−1, Xi+1, . . . , Xn)+H(X1, . . . , Xn),
que és el que volíem provar. 2
Acabem aquesta secció amb una desigualtat que es pot veure com una
versió de la desigualtat de Han per a entropies relatives. Com va observar
Massart [70], aquesta desigualtat es pot fer servir per provar la desigualtat clau
de tensorialització, crucial per als nostres propòsits.
Amb aquest objectiu, considerem un conjunt numerable X i siguin P i
Q distribucions de probabilitat a Xn, on P = P1 × · · · × Pn és una mesura
producte. Denotem els elements de Xn per x = (x1, . . . , xn) i escrivim x(i) =
(x1, . . . , xi−1, xi+1, . . . , xn) per denotar el vector (n− 1)-dimensional obtingut
per la supressió de la component i-èsima de x. Denotem per Q(i) i P (i) les
distribucions marginals de x d’acord amb Q i P , és a dir,
Q(i)(x) =
∑
x∈X
Q(x1, . . . , xi−1, x,xi+1, . . . , xn)
i
P (i)(x) =
∑
x∈X
P(x1, . . . , xi−1, x,xi+1, . . . , xn)
=
∑
x∈X
P1(x1) · · ·Pi−1(xi−1)Pi(x)Pi+1(xi+1) · · ·Pn(xn).
Aleshores, basant-se en la desigualtat de Han, es pot provar fàcilment el se-
güent:
7 Teorema (desigualtat de Han per a entropies relatives)
D(Q‖P) ≥ 1
n− 1
n∑
i=1
D(Q(i)‖P (i))
o, de manera equivalent,
D(Q‖P) ≤
n∑
i=1
(
D(Q‖P)−D(Q(i)‖P (i))
)
.
3.2 Tensorialització de l’entropia
Ara estem preparats per presentar algunes desigualtats de concentració ex-
ponencials. Com en la secció 2, considerem variables aleatòries independents
X1, . . . , Xn i investiguem propietats de concentració de Z = f(X1, . . . , Xn). La
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base del mètode d’entropia és una extensió molt potent de la desigualtat
d’Efron-Stein. Observem que la desigualtat d’Efron-Stein es pot reescriure com
Var(Z) ≤
n∑
i=1
E
[
Ei(Z2)− (Ei(Z))2
]
o, escrivint φ(x) = x2,
Eφ(Z)−φ(EZ) ≤
n∑
i=1
E [Eiφ(Z)−φ(Ei(Z))] .
Resulta que aquesta desigualtat segueix sent certa per a una àmplia classe de
funcions convexes φ. El cas que considerem aquí és φ(x) = x logx. En aquest
cas, com es veu en la prova que segueix, la part esquerra de la desigualtat es
pot escriure com l’entropia relativa entre la distribució induïda per Z en Xn i la
distribució de Xn1 . D’aquí, el nom tensorialització de la desigualtat de l’entropia
(vegeu, per exemple, Ledoux [57]).
8 Teorema Sigui φ(x) = x logx per a x > 0. Siguin X1, . . . , Xn variables
aleatòries independents que prenen valors en X i sigui f una funció positiva en
Xn. Amb Y = f(X1, . . . , Xn), tenim
Eφ(Y)−φ(EY) ≤
n∑
i=1
E [Eiφ(Y)−φ(Ei(Y))] .
Prova Només provem l’enunciat per a variables aleatòries discretes X1, . . . , Xn.
L’extensió al cas general és tècnica però immediata. El teorema és una conse-
qüència directa de la desigualtat de Han per a entropies relatives. Observem
primer que si la desigualtat és certa per a una variable aleatòria Y , aleshores
també ho és per a cY , on c és una constant positiva. Per tant, podem suposar
que EY = 1. Definim una mesura de probabilitat Q a Xn com
Q(x) = f(x)P(x),
on P denota la distribució de Xn1 = X1, . . . , Xn. Aleshores, és clar que
Eφ(Y)−φ(EY) = E[Y logY] = D(Q‖P),
que, pel teorema 7, no és més gran que
∑n
i=1
(
D(Q‖P)−D(Q(i)‖P (i))
)
. Un
càlcul directe, però, mostra que
n∑
i=1
(
D(Q‖P)−D(Q(i)‖P (i))
)
=
n∑
i=1
E [Eiφ(Y)−φ(Ei(Y))]
i en segueix l’enunciat. 2
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La quantitat de l’esquerra en la desigualtat del teorema 8 s’anomena sovint
l’entropia de la variable aleatòria no negativa Y . Es denota per
Ent(Y) = E[Y logY]− (EY) logEY .
Aquesta quantitat està estretament relacionada amb l’entropia de Shannon,
però no s’hi ha de confondre. La desigualtat tensorialitzada de l’entropia es
pot reescriure com
Ent(Y) ≤ E
 n∑
i=1
Ent(i)(Y)
 ,
on Ent(i)(Y) = E(i)[Y logY] −
(
E(i)Y
)
log
(
E(i)Y
)
. (Recordem que E(i) denota
l’esperança condicionada a X(i) = (X1, . . . , Xi−1, Xi+1, . . . , Xn).)
3.3 L’argument de Herbst i concentració gaussiana
La idea principal del mètode per provar desigualtats de concentració és aplicar
el teorema 8 a la variable aleatòria positiva Y = eλZ . Aleshores, denotant per
F(λ) = E[eλZ] la funció generadora de moments de Z, la part esquerra de la
desigualtat del teorema 8 esdevé
Ent(eλZ) = λE
[
ZeλZ
]
− E
[
eλZ
]
logE
[
eλZ
]
= λF ′(λ)− F(λ) logF(λ).
La nostra estratègia és obtenir fites superiors de Ent(eλZ), que per la identi-
tat anterior, es poden convertir en desigualtats diferencials per a la funció
generadora de moments F(λ). En molts casos, aquestes desigualtats es poden
transformar en fites superiors per a F(λ) i aleshores és fàcil obtenir fites per a
les cues de distribució via les tècniques de fitació de Chernoff. Aquesta és la
idea principal del que es coneix a la literatura com a argument de Herbst.
Originalment, l’argument de Herbst va ser aplicat per provar desigualtats de
concentració per a funcions de variables aleatòries independents gaussianes.
Això era possible gràcies a una elegant fita superior de l’entropia del quadrat
d’una tal variable aleatòria coneguda com a desigualtat logarítmica gaussiana
de Sobolev:
9 Teorema (desigualtat logarítmica gaussiana de Sobolev) Sigui X =
(X1, . . . , Xn) un vector de n variables aleatòries independents gaussianes nor-
malitzades. Sigui f : Rn → R una funció de classe C1. Aleshores,
Ent
(
f 2
)
≤ 2E
[∥∥∇f(X)∥∥2] .
Aquest resultat, via l’argument de Herbst, porta a desigualtats exponencials
de cues de distribució per a funcions suaus de variables aleatòries gaussia-
nes independents. El resultat bàsic és la clàssica desigualtat de concentració
gaussiana següent:
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10 Teorema (desigualtat de Tsirelson) Sigui X = (X1, . . . , Xn) un vector de
n variables aleatòries independents gaussianes normalitzades. Siguin L > 0 i
f : Rn → R una funció diferenciable amb gradient uniformement fitat per L.
Aleshores, per a tot λ ∈ R,
logE
[
eλ(f(X)−Ef(X))
]
≤ λ
2
2
L2.
A més, per a tot t > 0,
P
{
f(X)− Ef(X) ≥ t} ≤ e− t22L2 .
Prova Podem suposar sense pèrdua de generalitat que Ef(X) = 0. Fent servir
la desigualtat logarítmica gaussiana de Sobolev per a la funció eλf/2, obtenim
Ent
(
eλf
)
≤ 2E
∥∥∥∇eλf(X)/2∥∥∥2
= λ
2
2
E
[
eλf(X)‖∇f(X)‖2
]
≤ λ
2L2
2
E
[
eλf(X)
]
.
Si escrivim F(λ) = E
[
eλf(X)
]
, obtenim la desigualtat diferencial
λF ′(λ)− F(λ) logF(λ) ≤ λ
2L2
2
F(λ).
Per resoldre-la, dividim les dues bandes pel nombre positiu λ2F(λ). Definint
G(λ) = logF(λ), observem que la banda esquerra és precisament la derivada
de G(λ)/λ. Així doncs, obtenim la desigualtat(
G(λ)
λ
)′
≤ L
2
2
.
Per la regla de L’Hôpital, obtenim que limλ→0G(λ)/λ = F ′(0)/F(0) = EZ. Si
λ > 0, integrant de 0 a λ, obtenim G(λ)/λ ≤ EZ + λL2/2 o, en altres paraules,
F(λ) ≤ eλEZ+λ2L2/2.
com havíem enunciat. Finalment, per la desigualtat de Markov,
P {Z > EZ + t} ≤ inf
λ>0
F(λ)e−λEZ−λt ≤ inf
λ>0
eλ
2L2/2−λt = e−t2/(2L2).
2
Una característica important del teorema de Tsirelson és que la banda
dreta de la desigualtat no depèn de la dimensió n. Aquesta desigualtat ha servit
de referència per al desenvolupament de desigualtats de concentració en les
tres últimes dècades. El següent exemple n’il.lustra una aplicació prototípica i
important:
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9 Exemple (norma d’un vector gaussià) Sigui X = (X1, . . . , Xn) un vector
gaussià amb esperança zero i matriu de covariància Γ . Sigui p ≥ 1 i considerem
la variable aleatòria real definida per la p-norma de X, és a dir,
Z = ‖X‖p =
 n∑
i=1
|Xi|p
1/p .
Com que Γ és definida com a no negativa, hi ha una matriu, A, n × n, que
satisfà ATA = Γ . Aleshores, el vector gaussià X es distribueix com a AY , on
Y = (Y1, . . . , Yn) i les components de Y són variables aleatòries gaussianes
normalitzades i independents. Ara, f(y) = ‖Ay‖p és una funció de Lipschitz
de Rn a R amb constant de Lipschitz L igual a l’operador norma de A que envia
`2 a `p, és a dir,
L = ‖A‖`2→`p def= sup
y∈Rn:‖y‖2=1
‖Ay‖p.
Aleshores, per la desigualtat de Tsirelson, tenim, per a tot t > 0,
P{|Z − EZ| ≥ t} ≤ 2e−t2/(2L2).
3.4 Concentració de funcions de variables aleatòries independents
L’argument esbossat en la secció anterior per provar la desigualtat de concen-
tració gaussiana en el teorema 10 es pot generalitzar per incloure funcions
de variables aleatòries independents arbitràries. L’únic pas en el qual es feia
servir que la distribució fos gaussiana era en la desigualtat logarítmica de So-
bolev del teorema 9. Provant desigualtats logarítmiques de Sobolev modificades
convenientment, però, es poden obtenir resultats més generals. En aquesta
secció, presentem una mostra d’aquestes desigualtats. El resultat següent, que
es dedueix fàcilment del teorema 8, és un bon punt per començar.
Com en tota la secció, considerem variables aleatòries independents X1, . . . ,
Xn que prenen valors en un cert espai X, una funció f : Xn → R i la variable
aleatòria Z = f(X1, . . . , Xn). Recordem la notació
Zi = fi(X(i)) = fi(X1, . . . , Xi−1, Xi+1, . . . , Xn),
on fi : Xn−1 → R és una funció arbitrària.
11 Teorema (una desigualtat logarítmica de Sobolev modificada) Sigui
φ(x) = ex − x − 1. Per a qualsevol λ ∈ R, se satisfà
λE
[
ZeλZ
]
− E
[
eλZ
]
logE
[
eλZ
]
≤
n∑
i=1
E
[
eλZφ(−λ(Z − Zi))
]
.
La desigualtat de concentració exponencial que segueix és fàcil d’obtenir
amb la desigualtat logarítmica de Sobolev modificada i, tot i això, resulta tenir
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nombroses aplicacions interessants. La seva prova és essencialment idèntica a
la de la desigualtat de Tsirelson, però, gràcies a la generalitat del teorema 11,
no cal que ens limitem a funcions de variables aleatòries de Bernoulli.
12 Teorema Considerem una funció real de n variables aleatòries independents
Z = f(X1, . . . , Xn) i sigui Zi = infx′i f(X1, . . . , x′i, . . . , Xn).
Suposem que hi ha una constant positiva v tal que, gairebé segur,
n∑
i=1
(Z − Zi)2 ≤ v.
Aleshores, per a tot t > 0,
P {Z − EZ > t} ≤ e−t2/(2v).
Prova El resultat es dedueix fàcilment de la desigualtat logarítmica de Sobolev
modificada i de l’argument de Herbst. Observem que, per a x > 0, φ(−x) ≤ x22 ,
i, per tant, per a tot λ > 0, el teorema 11 implica
λE
[
ZeλZ
]
− E
[
eλZ
]
logE
[
eλZ
]
≤ E
eλZ n∑
i=1
λ2
2
(Z − Zi)2

≤ λ
2v
2
E
[
eλZ
]
,
on hem fet servir la hipòtesi del teorema. La desigualtat que obtenim té exac-
tament la mateixa forma que ens hem trobat en la prova del teorema 10 i la
prova es pot acabar de manera idèntica. 2
La manera més simple d’aplicar el teorema 12 es troba considerant funcions
de diferències fitades, que hem introduït en la secció 2.1:
13 Teorema (desigualtat de diferències fitades) Suposem que la funció f
satisfà la condició de diferències fitades amb constants c1, . . . , cn i denotem per
v = 1
4
n∑
i=1
c2i .
Sigui Z = f(X1, . . . , Xn), on les variables Xi són independents. Aleshores,
P {Z − EZ > t} ≤ e−t2/(2v).
La constant a l’exponent és millor que la que obtindríem amb una aplicació
directa del teorema 12. Es pot provar amb un argument una mica més acurat.
Observem que, com que la condició de diferències fitades és simètrica, Z també
satisfà la desigualtat inferior
P {Z − EZ < −t} ≤ e−t2/(2v).
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La desigualtat de diferències fitades estén el corol.lari 3 a una desigualtat
de concentració exponencial. Així doncs, les aplicacions del corol.lari 3 en
tots els exemples de funcions amb diferències fitades de la secció 2.1 (com el
bin packing, la llargada de la subseqüència comuna més llarga i l’error L1 de
l’estimador de densitat) es troben ara substancialment millorades sense cap
feina addicional.
A continuació, descrivim una altra aplicació, que és l’exemple més simple
de desigualtat de concentració per a sumes de vectors aleatoris independents.
10 Exemple (una desigualtat de tipus Hoeffding en espais de Hilbert)
Com a il.lustració de la potència de la desigualtat de diferències fitades, deduïm
una desigualtat de tipus Hoeffding per a sumes de variables aleatòries que
prenen valors en un espai de Hilbert. En particular, siguin X1, . . . , Xn variables
aleatòries amb esperança zero que prenen valors en un espai de Hilbert sepa-
rable tal que ‖Xi‖ ≤ ci/2 amb probabilitat 1 i denotem per v = (1/4)
∑n
i=1 c2i .
Aleshores, per a tot t ≥ √v ,
P

∥∥∥∥∥∥
n∑
i=1
Xi
∥∥∥∥∥∥ > t
 ≤ e−(t−√v)2/(2v).
Això es dedueix, simplement, observant que, per la desigualtat triangular,
Z = ∥∥∑ni=1Xi∥∥ satisfà la propietat de diferències fitades amb constants ci i, per
tant,
P

∥∥∥∥∥∥
n∑
i=1
Xi
∥∥∥∥∥∥ > t
 = P

∥∥∥∥∥∥
n∑
i=1
Xi
∥∥∥∥∥∥− E
∥∥∥∥∥∥
n∑
i=1
Xi
∥∥∥∥∥∥ > t − E
∥∥∥∥∥∥
n∑
i=1
Xi
∥∥∥∥∥∥

≤ exp
−(t − E∥∥∑ni=1Xi∥∥)2
2v
 .
La prova es pot completar observant que, a causa de la independència,
E
∥∥∥∥∥∥
n∑
i=1
Xi
∥∥∥∥∥∥ ≤
√√√√√E
∥∥∥∥∥∥
n∑
i=1
Xi
∥∥∥∥∥∥
2
=
√√√√ n∑
i=1
E‖Xi‖2 ≤
√
v.
La desigualtat de diferències fitades és un resultat clàssic de concentració i
se’n coneixen diverses proves. Ha tingut incomptables aplicacions gràcies a la
simplicitat de les hipòtesis i la generalitat del context. El resultat diu que si una
funció no és massa sensible a pertorbacions individuals d’una qualsevol de les
seves variables, aleshores satisfà una desigualtat de concentració exponencial.
Amb tot, cal ressaltar que el teorema 12 és substancialment més potent. Per
entendre per què aquesta desigualtat és un pas endavant significatiu en relació
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amb el teorema 13, observem simplement que en les hipòtesis del teorema 12
no s’exigeix que f tingui diferències fitades. L’únic que cal és que
sup
x1,...,xn,
x′1,...,x′n∈X
n∑
i=1
(
f(x1, . . . , xn)− f(x1, . . . , xi−1, x′i, xi+1, . . . , xn)
)2 ≤ v,
una condició òbviament molt més feble. Per il.lustrar per què el teorema 12
és una millora essencial, recordem el cas del valor propi més gran d’una matriu
aleatòria simètrica, descrit anteriorment. Per a aquest exemple, el teorema 13
no arriba a donar cap desigualtat significativa.
11 Exemple (valor propi més gran d’una matriu aleatòria simètrica)
Com abans, considerem una matriu aleatòria simètrica real A amb coeficients
Xi,j , 1 ≤ i ≤ j ≤ n, on Xi,j són variables aleatòries independents amb valor
absolut fitat per 1. Sigui Z = λ1 el valor propi més gran de A. En la secció 2.3,
ja hem vist que, gairebé segur,∑
1≤i≤j≤n
(Z − Zi,j)2 ≤ 4.
Hem fet servir aquesta estimació i la desigualtat de Efron-Stein per concloure
que Var(Z) ≤ 4. Fent servir el teorema 12, obtenim, sense cap feina addicional,
l’estimació subgaussiana
P {Z > EZ + t} ≤ e−t2/8.
És clar que la desigualtat de diferències fitades no és útil aquí, ja que no es
poden tractar les diferències individuals Z−Z′i,j d’una manera sensible, mentre
que la suma dels seus quadrats està fitada per 4.
A continuació, descrivim una altra aplicació interessant del teorema 12.
En la secció 3.3 hem provat el resultat fonamental que qualsevol funció de
Lipschitz d’un vector gaussià normalitzat té cues subgaussianes. El mètode
de l’entropia ens permet estendre aquest resultat a distribucions producte molt
més generals, tot i que ens caldrà una condició addicional de convexitat sobre
la funció de Lipschitz.
Una funció f : [0,1]n → R és separadament convexa si, per a cada i = 1,
. . . , n, f és una funció convexa de la i-èsima variable si la resta de variables
estan fixades.
14 Teorema Siguin X1, . . . , Xn variables aleatòries independents que prenen
valors en l’interval [0,1] i sigui f : [0,1]n → R una funció separadament
convexa tal que |f(x) − f(y)| ≤ L‖x − y‖ per a tot parell x,y ∈ [0,1]n, on
L > 0 és una constant fixada. Suposem que existeixen totes les derivades parcials
de f . Aleshores, per a tot t > 0, la variable Z = f(X1, . . . , Xn) satisfà
P{Z > EZ + t} ≤ e−t2/(2L2).
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Prova Pel teorema 12, n’hi ha prou amb fitar la variable aleatòria
∑n
i=1(Z−Zi)2,
on Zi = infx′i f(X1, . . . , x′i, . . . , Xn). Denotem per X′i el valor de x′i pel qual el
mínim s’assoleix (això queda garantit per la continuïtat de f i la compacitat del
seu domini). Aleshores, escrivint X(i) = (X1, . . . , Xi−1, X′i , Xi+1, . . . , Xn), tenim
n∑
i=1
(Z − Zi)2 =
n∑
i=1
(f (X)− f(X(i))2
≤
n∑
i=1
(
∂f
∂xi
(X)
)2
(Xi −X′i)2
(per la convexitat separada)
≤
n∑
i=1
(
∂f
∂xi
(X)
)2
= ‖∇f(X)‖2 ≤ L2.
on, en el darrer pas, s’ha fet servir la propietat de Lipschitz de f . Per tant,
podem aplicar el teorema 12 amb v = L2. 2
Observem que una fita naïf, fent servir la condició de Lipschitz, només
ens donaria
∑n
i=1(f (X)− f(X(i))2 ≤ 4nL2. La hipòtesi de convexitat dóna una
millora immensa sobre aquesta simple fita.
12 Exemple (valor singular més gran d’una matriu aleatòria) Sigui A
una matriu m × n amb coeficients Xi,j (i = 1, . . . ,m, j = 1, . . . , n) que són
variables aleatòries independents que prenen valors en [0,1]. Estem interes-
sats en la concentració del valor singular més gran Z de A, definit com l’arrel
quadrada del valor propi més gran de la matriu simètrica ATA. Així,
Z =
√
λ1(ATA) =
√
sup
u∈Rn:‖u‖=1
uTATAu = sup
u∈Rn:‖u‖=1
‖Au‖.
Per a cada vector fixat u, ‖Au‖ és una funció convexa del vector de dimensió
mn format per les variables Xi,j . Com que el suprem de funcions convexes és
convex, Z és una funció convexa de Xi,j . Per tal d’aplicar el teorema 14, podem
fer servir la desigualtat de Lidskii, un resultat clàssic d’àlgebra lineal, que diu
que si A = (xi,j)m×n i B = (yi,j)m×n són dues matrius, aleshores, denotant per
s1(M) ≥ . . . , sn(M) els valors singulars d’una matriu M de midam×n,
(s1(A)− s1(B))2 ≤
n∑
i=1
(si(A)− si(B))2 ≤
n∑
i=1
si(A− B)2
= tr((A− B)T (A− B)) =
m∑
i=1
n∑
j=1
(xi,j −yi,j)2.
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Per tant, el valor singular més gran és una funció de Lipschitz amb constant
L = 1 i, pel teorema 14,
P{Z > EZ + t} ≤ e−t2/2.
3.5 Funcions autofitades
Ara, tornarem a veure les funcions autofitades que hem introduït en la sec-
ció 2.2. Recordem que una funció f : Xn → R té la propietat de ser autofitada
si hi ha funcions fi : Xn−1 → R tals que, per a tot x = (x1, . . . , xn) ∈ Xn i cada
i = 1, . . . , n,
0 ≤ f(x)− fi(x(i)) ≤ 1
i
n∑
i=1
(
f(x)− fi(x(i))
)
,≤ f(x)
on x(i) = (x1, . . . , xi−1, xi+1, . . . , xn). Si X1, . . . , Xn són variables aleatòries in-
dependents que prenen valors en X i Z = f(X1, . . . , Xn) per a una funció f
autofitada, aleshores la desigualtat d’Efron-Stein implica que Var(Z) ≤ EZ.
Hem vist diversos exemples interessants de funcions autofitades, incloent-hi
diverses funcions de configuració. Fent servir el mètode de l’entropia no és
difícil obtenir fites de concentració exponencials per a funcions autofitades.
Aquí n’enunciem una sense demostració. Considerem la funció
φ(v) = sup
u≥−1
(uv − h(u)) = ev − v − 1.
15 Teorema Suposem que Z satisfà la propietat de ser autofitada. Aleshores,
per a tot λ ∈ R,
logE
[
eλ(Z−EZ)
]
≤ φ(λ)EZ.
A més, per a tot t > 0,
P {Z ≥ EZ + t} ≤ exp
(
− t
2
2EZ + 2t/3
)
i, per a cada 0 < t ≤ EZ ,
P {Z ≤ EZ − t} ≤ exp
(
− t
2
2EZ
)
.
El teorema 15 proporciona desigualtats de concentració per a qualsevol
funció autofitada. En la secció 2.2, ja hem discutit diversos exemples d’aquesta
mena de funcions.
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Notes bibliogràfiques
Els principis clau del mètode d’entropia es basen en les idees que permeten
provar les desigualtats de concentració gaussiana fent ús de les desigualtats
logarítmiques de Sobolev. Va ser Ledoux [57] qui es va adonar que aquestes
idees es poden fer servir per obtenir un camí alternatiu a algunes de les desigual-
tats de concentració exponencials de Talagrand per processos empírics i caos
de Rademacher. Les idees de Ledoux van ser desenvolupades per Massart [69],
Bousquet [20], Klein [52], Rio [88], Klein i Rio [53], Ledoux [58, 59] i Boucheron,
Lugosi i Massart [17, 18, 19].
Es poden veure variacions de la desigualtat de tensorialització de l’entropia
a Beckner [8], Latała i Oleszkiewicz [54], Ledoux [57], Boucheron et al. [16] i
Chafaï [21].
Les desigualtats logarítmiques de Sobolev per a distribucions gaussianes
van ser obtingudes inicialment per Gross [44]. Adrecem el lector interessat a
l’excel.lent text d’Ané et al. [5] per a una extensa panoràmica sobre desigualtats
logarítmiques de Sobolev amb connexions amb altres desigualtats funcionals,
cadenes de Markov, teoria de la informació, etc.
L’argument atribuït a Herbst per deduir desigualtats de concentració basant-
se en desigualtats logarítmiques de Sobolev apareix a Davies i Simon [30],
(vegeu també Aida, Masuda i Shigekawa [2]). El mètode va ser extensament
generalitzat i popularitzat per Ledoux [57, 56, 58, 59].
La desigualtat de concentració gaussiana del teorema 10 va ser provada
originalment per Tsirelson, Ibragimov i Sudakov [99] fent servir arguments
diferents dels que hem donat aquí, basats en càlcul estocàstic. Una forma més
afinada d’aquesta desigualtat es dedueix del teorema isoperimètric gaussià,
establert per primer cop de manera independent per Borell [15] i per Tsirelson
i Sudakov [25].
La desigualtat de les diferències fitades és potser la desigualtat de concen-
tració més simple i més àmpliament usada. La idea bàsica d’escriure una funció
de variables aleatòries independents com una suma de diferències de martinga-
les i de fer servir desigualtats exponencials per a martingales va ser introduïda
inicialment en diverses aplicacions, incloent-hi Yurinskii [105], Maurey [72],
Milman i Schechtman [77] i Shamir i Spencer [90]. La desigualtat va ser escrita
explícitament per primer cop i il.lustrada amb una varietat d’aplicacions en un
article panoràmic excel.lent de McDiarmid [73], i el mateix resultat s’ha referen-
ciat sovint com a desigualtat de McDiarmid. Els mètodes de martingales han
servit com una eina flexible i versàtil per provar desigualtats de concentració,
vegeu també els articles panoràmics més recents de McDiarmid [74] i de Chung
i Lu [23].
Mencionem un altre mètode que ha resultat útil per provar desigualtats
de concentració exponencials, incloent-hi la desigualtat de diferències fitades.
La idea principal es deu a Marton [66], qui va refinar resultats anteriors de
la teoria de la informació (vegeu Ahlswede, Gács i Körner [1]; Marton [65], i
Csiszár i Körner [28]).
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El mètode es basa en l’acoblament, que es referencia sovint com a mètode de
transport. Té l’avantatge que es pot estendre fàcilment a algunes funcions
de variables aleatòries dependents (vegeu Marton [66] i Samson [89]). Notem
que el mètode del transport també es pot fer servir per deduir concentració
gaussiana, com la desigualtat de Tsirelson (vegeu Talagrand [97]). Per a més
informació sobre aquest tema, adrecem el lector a Dembo [32] i Ledoux [59].
Les desigualtats per a cues de sumes de variables aleatòries independents
sobre espais de Hilbert de l’exemple de la secció anterior són només un exemple
senzill. Hi ha una vasta literatura que tracta sobre cues per a sumes de vectors
aleatoris. De fet, algunes d’aquestes aplicacions han estat les motivacions
més importants per alguns dels avenços més significatius en desigualtats de
concentració. El lector interessat pot consultar Yurinskii [105, 106], Ledoux i
Talagrand [61] i Pinelis [84].
La desigualtat exponencial pel valor propi més gran d’una matriu aleatòria
va ser provada per Alon, Krivelevich i Vu [4]. Aquests autors van fer servir
la desigualtat convexa de Talagrand que es presenta en la secció següent.
Maurer [71] obté un exponent millor amb una anàlisi una mica més acurada.
El teorema 14 va ser establert per primer cop per Talagrand [96], que també
va donar la desigualtat inferior corresponent. Més precisament, Talagrand
prova que
P{|f(X)−Mf(X)| > t} ≤ 4e−t2/(4L2),
onMf(X) denota la mediana de la variable aleatòria f(X) i L és la constant de
Lipschitz de f . De fet, aquesta desigualtat se satisfà amb la condició més feble
que els conjunts de nivell {x : g(x) ≤ t} siguin convexos. La demostració que
hem donat aquí es deu a Ledoux [57].
Les funcions autofitades van ser introduïdes per Boucheron, Lugosi i Mas-
sart [17], on es prova el teorema 15 basant-se en tècniques desenvolupades
per Massart [69]. Diverses generalitzacions de funcions autofitades han estat
considerades per Boucheron, Lugosi i Massart [18, 19]; Boucheron et al. [16];
Devroye [35]; Maurer [71], i McDiarmid i Reed [76].
4 Concentració i isoperimetria
Les desigualtats de concentració que hem discutit en aquest article estan
íntimament relacionades amb problemes isoperimètrics. En aquesta secció
final, tractem algunes d’aquestes relacions.
El teorema isoperimètric clàssic diu que entre tots els subconjunts de
Rn amb un volum donat, les boles euclidianes minimitzen l’àrea de la seva
superfície. Una formulació equivalent és que, per a tot t > 0, entre tots els
conjunts (mesurables) A ⊂ Rn d’un volum donat, aquells pels quals el volum
dels conjunts «inflats» de A
At = {x ∈ Rn : d(x,A) ≤ t}
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té un volum mínim són les boles euclidianes. L’avantatge d’aquesta formulació
és que evita la noció d’àrea d’una superfície i el problema es pot generalitzar
a qualsevol espai mètric. De fet, s’han estudiat incomptables versions del
problema isoperimètric clàssic.
En particular, donat un espai mètric X amb la seva mètrica d, podem
considerar l’espai mesurable format per X, la σ -àlgebra de tots els conjunts de
Borel de X i una mesura de probabilitat P. Sigui X una variable aleatòria que
pren valors en X amb la distribució donada per P. El problema isoperimètric en
aquest cas és el següent: donada p ∈ (0,1) i t > 0, es tracta de determinar els
conjunts A amb P{X ∈ A} ≥ p pels quals la mesura P{d(X,A) ≥ t} és maximal.
Tot i que la solució exacta només es coneix en pocs casos especials, es poden
obtenir fites útils per a P{d(X,A) ≥ t} en circumstàncies d’una generalitat
remarcable. Aquestes fites es coneixen com desigualtats isoperimètriques.
En lloc de revisar la rica literatura sobre desigualtats isoperimètriques,
veurem com les desigualtats de concentració i les desigualtats isoperimètriques
estan relacionades. Descriurem les idees principals en un context senzill, però
aquestes idees funcionen igualment en circumstàncies més generals. Com que
estem interessats sobretot en desigualtats de concentració per a funcions de
variables aleatòries independents, ens centrarem en el cas d’espais producte.
4.1 Perspectiva isoperimètrica de la desigualtat de diferències fitades
Considerem variables aleatòries independents X1, . . . , Xn que prenen valors en
un conjunt mesurable X i denotem per X = (X1, . . . , Xn) el vector d’aquestes
variables, que pren valors en Xn.
Sigui A ⊂ Xn un conjunt mesurable arbitrari i escrivim P{A} = P{X ∈ A}.
La distància de Hamming dH(x,y) entre els vectors x,y ∈ Xn es defineix com
el nombre de coordenades en les quals x i y difereixen. Sigui
dH(x,A) =min
y∈A
dH(x,y),
la distància de Hamming entre el conjunt A i el punt x. Aleshores, obtenim la
desigualtat isoperimètrica següent de la desigualtat de diferències fitades
(teorema 13):
16 Teorema Per a qualsevol t > 0,
P
{
dH(X,A) ≥ t +
√
n
2
log
1
P{A}
}
≤ e−2t2/n.
Observem que a la banda dreta de la desigualtat tenim la mesura del com-
plement del conjunt «inflat» per t +
√
n
2 log
1
P{A} del conjunt A, és a dir, la
mesura del conjunt de punts tals que la seva distància de Hamming des d’A és
d’almenys t +
√
n
2 log
1
P{A} . Si considerem un conjunt, amb P{A} = 1/106, per
exemple, veiem quelcom sorprenent: la mesura del conjunt de punts tals que la
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distància de Hamming a A és més gran que 10
√
n és menor que e−108. En altres
paraules, les mesures producte estan concentrades en conjunts extremadament
petits (d’aquí, el nom concentració de mesura).
Prova Observem que la funció f(x) = dH(x,A) no pot canviar més que 1 si
es modifica una component de x, és a dir, té la propietat de diferències fitades
amb constants c1 = · · · = cn = 1. Així doncs, per la desigualtat de diferències
fitades (teorema 13),
P{EdH(X,A)− dH(X,A) ≥ t} ≤ e−2t2/n.
Prenent t = EdH(X,A), però, la banda esquerra esdevé P{dH(X,A) ≤ 0} =
P{A}, de manera que la desigualtat anterior implica
EdH(X,A) ≤
√
n
2
log
1
P{A} .
Aleshores, fent servir la desigualtat de les diferències fitades una altra vegada
obtenim
P
{
dH(X,A) ≥ t +
√
n
2
log
1
P{A}
}
≤ e−2t2/n,
tal com volíem. 2
Observem que la desigualtat de diferències fitades també es pot deduir del
teorema anterior. Efectivament, si considerem una funció f en Xn que tingui
la propietat de les diferències fitades amb constants ci = 1 (per simplicitat),
aleshores podem considerar el conjunt A = {x ∈ Xn : f(x) ≤ MZ}, on MZ
denota la mediana de la variable aleatòria Z = f(X1, . . . , Xn). Aleshores, tenim
clarament P{A} ≥ 1/2, de manera que el teorema anterior implica
P
{
Z −MZ ≥ t +
√
n
2
log2
}
≤ e−2t2/n.
Aquesta desigualtat té la mateixa forma que la desigualtat de diferències fitades
llevat que el valor esperat de Z és substituït per la seva mediana. Es dedueix
fàcilment de la desigualtat de Txebixev, però, que, per a qualsevol variable
aleatòria Z amb variància finita, |EZ −MZ| ≤ √Var(Z) i, per tant, la diferència
entre tots dos paràmetres és, normalment, negligible.
4.2 Desigualtat de la distància convexa de Talagrand
El punt de vista isoperimètric va conduir Talagrand a desenvolupar, en una
notable sèrie d’articles, un mètode d’inducció per provar resultats potents
de concentració en molts casos en els quals la desigualtat de diferències
fitades falla. Potser la més àmpliament usada d’aquestes desigualtats és la que
s’anomena desigualtat de la distància convexa.
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Per comprendre la desigualtat de Talagrand, observem primer que el teore-
ma 16 es pot generalitzar fàcilment al cas en el qual la distància del punt x
des del conjunt A es mesura per una distància de Hamming amb pesos
dα(x,A) = inf
y∈A
dα(x,y) = inf
y∈A
∑
i:xi≠yi
|αi|,
on α = (α1, . . . , αn) és un vector de nombres no negatius. Repetint l’argument
de la demostració del teorema 16, obtenim, per a tot α,
P
dα(X,A) ≥ t +
√
‖α‖2
2
log
1
P{A}
 ≤ e−2t2/‖α‖2 ,
on ‖α‖ =
√∑n
i=1α2i denota la norma euclidiana de α. Així, per exemple, per a
tots els vectors α amb norma unitat ‖α‖ = 1,
P
{
dα(X,A) ≥ t +
√
1
2
log
1
P{A}
}
≤ e−2t2 .
D’aquesta manera, denotant per u =
√
1
2 log
1
P{A} , per a tot t ≥ u,
P {dα(X,A) ≥ t} ≤ e−2(t−u)2 .
D’una banda, si t ≤ √−2 logP{A}, aleshores P{A} ≤ e−t2/2. D’altra banda, com
que (t − u)2 ≥ t2/4 si t ≥ 2u, per a qualsevol t ≥
√
2 log 1P{A} , la desigualtat
anterior implica P {dα(X,A) ≥ t} ≤ e−t2/2. Així doncs, per a tot t > 0, tenim
sup
α:‖α‖=1
P{A}·P {dα(X,A) ≥ t} ≤ sup
α:‖α‖=1
min (P{A},P {dα(X,A) ≥ t}) ≤ e−t2/2.
El missatge principal de la desigualtat de Talagrand és que la desigualtat
anterior es manté certa fins i tot si el suprem es pren dins la probabilitat. Per
fer aquest enunciat precís, introduïm, per a cada x = (x1, . . . , xn) ∈ Xn, la
distància convexa de x des d’A per
dT (x,A) = sup
α∈[0,∞)n:‖α‖=1
dα(x,A).
Ara estem a punt per enunciar la desigualtat de la distància convexa de Tala-
grand.
17 Teorema (desigualtat de la distància convexa) Per a qualsevol subcon-
junt A ⊆ Xn amb P{X ∈ A} ≥ 1/2 i t > 0,
min (P{A},P {dT (X,A) ≥ t}) ≤ e−t2/4.
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Encara que a primera vista no és obvi com es pot fer servir el resultat de
Talagrand per provar resultats de concentració per a funcions generals f de X,
amb relativament poc esforç el teorema es pot convertir en desigualtats molt
útils. La prova original de Talagrand es basa en un mètode d’inducció ad hoc,
però el teorema es pot provar també pel mètode de l’entropia, fent servir el
teorema 12. Adrecem el lector interessat a [18].
13 Exemple (una altra visita a bin packing) Aquí descrivim una aplicació
de la desigualtat de la distància convexa per al problema del bin packing, que
hem tractat en la secció 2.1, tal com apareix a Talagrand [94]. Sigui f(x) el
mínim nombre de pots de cabuda 1 en els quals es poden empaquetar els
nombres x1, . . . , xn ∈ [0,1]. Considerem la variable aleatòria Z = f(X), on
X1, . . . , Xn són variables aleatòries independents que prenen valors en [0,1].
18 Corol.lari Sigui Σ =
√
E
∑n
i=1X2i . Aleshores, per a cada t > 0,
P{|Z −MZ| ≥ t + 1} ≤ 8e−t2/(16(2Σ2+t)).
Prova Observem primer (i aquesta és l’única propietat específica de f que es
fa servir a la prova) que, per a cada x,y ∈ [0,1]n,
f(x) ≤ f(y)+ 2
∑
i:xi≠yi
xi + 1.
Per veure això, n’hi ha prou amb veure que els xi pels quals xi ≠ yi es poden
empaquetar en, com a molt,
⌊
2
∑
i:xi≠yi xi
⌋
+ 1 pots. Per això, només cal trobar
un empaquetament en el qual hi hagi, com a molt, un pot que estigui ple a
menys de la meitat. Un empaquetament així ha d’existir perquè sempre podem
empaquetar el contingut de dos pots mig plens en un.
Denotant per α = α(x) ∈ [0,∞)n el vector unitat x/‖x‖, tenim∑
i:xi≠yi
xi = ‖x‖
∑
i:xi≠yi
αi = ‖x‖dα(x,y).
Sigui a un nombre positiu i definim el conjunt Aa = {y : f(y) ≤ a}. Aleshores,
per l’argument anterior i per la definició de distància convexa, per a cada
x ∈ [0,1]n hi ha un y ∈ Aa tal que
f(x) ≤ f(y)+ 2
∑
i:xi≠yi
xi + 1 ≤ a+ 2‖x‖dT (x,Aa)+ 1,
d’on deduïm que, per a cada a > 0, Z ≤ a+ 2‖X‖dT (X,Aa)+ 1. Així doncs, si
escrivim Σ =
√
E
∑n
i=1X2i , per a cada t ≥ 0,
P{Z ≥ a+ 1+ t}
≤ P
{
Z ≥ a+ 1+ t 2‖X‖
2
√
2Σ2 + t
}
+ P
{
‖X‖ ≥
√
2Σ2 + t
}
≤ P
{
dT (X,Aa) ≥ t
2
√
2Σ2 + t
}
+ e−(3/8)(Σ2+t)
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on la fita per al segon terme prové d’una simple aplicació d’una desigualtat clàs-
sica per a la suma de variables aleatòries independents anomenada desigualtat
de Bernstein.
Per obtenir la desigualtat buscada, fem servir la fita que hem obtingut amb
dues eleccions diferents de a. Per tal d’obtenir una fita per a la cua superior
de Z, prenem a =MZ. Aleshores, P{Aa} ≥ 1/2 i la desigualtat de la distància
convexa dóna
P{Z ≥MZ + 1+ t} ≤ 2
(
e−t
2/(16(2Σ2+t)) + e−(3/8)(Σ2+t)
)
≤ 4e−t2/(16(2Σ2+t)).
Obtenim una desigualtat similar de la mateixa manera per a P{Z ≤MZ −1− t}
prenent a =MZ − t − 1. 2
Notes bibliogràfiques
La connexió entre desigualtats de concentració i propietats isoperimètriques
ve ja de Lévy [62]. La importància de la concentració de mesura en la teoria
asimptòtica dels espais de Banach està resumida en el text que avui ha esdevin-
gut clàssic de Milman i Schechtman [77] on molts dels resultats inicials estan
recollits. El llibre més recent de Ledoux [59] és un resum excel.lent sobre concen-
tració de mesura i les seves connexions amb problemes isoperimètrics i altres
nocions geomètriques relacionades. Per a panoràmiques sobre desigualtats
isoperimètriques discretes, ens referim a Leader [55] i Bezrukov [11].
L’aproximació isoperimètrica a desigualtats de concentració va ser promo-
guda, en gran part, per una notable sèrie d’articles de Talagrand [94, 95, 96]. El
mètode d’inducció de Talagrand va provocar un avenç important en la teoria i
les aplicacions de les desigualtats de concentració exponencials.
Talagrand [94], Steele [93] i Molloy i Reed [78] resumeixen una gran varietat
d’aplicacions de la desigualtat de la distància convexa.
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