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A COMPARISON THEOREM FOR SUBHARMONIC
FUNCTIONS
DO THAI DUONG
Abstract. In this article, we prove an extension of the mean value
theorem and a comparison theorem for subharmonic functions. These
theorems are used to answer the question whether we can conclude that
two subharmonic functions which agree almost everywhere on a surface
with respect to the surface measure must coincide everywhere on that
surface. We prove that this question has a positive answer in the case
of hypersurfaces, and we also provide a counterexample in the case of
surfaces of higher co-dimension. We also apply these results to Ahlfors-
David sets and we prove other versions of the main results in terms of
measure densities.
1. Introduction
Throughout this paper, we always assume that Ω is a domain of Rn (n ≥
2). Let B(x, r) and B(x, r) respectively denote the open ball and the closed
ball in Rn, with center at x ∈ Rn and radius r > 0. The letters λ and σ
will be used to denote respectively the Lebesgue measure and the surface
measure in any dimension and on any surface (the context will always clarify
their domains of definition).
According to [4], we define the subharmonic function on Ω as following. Let
u : Ω −→ [−∞,+∞) be an upper semicontinuous function which is not
identically −∞. Such a function u is said to be subharmonic if for every
relatively compact open subset G of Ω and every function ϕ ∈ H(G)∩C(G¯),
the following implication is true:
u ≤ ϕ on ∂G =⇒ u ≤ ϕ on G,
where H(G) is set of all harmonic functions on G and C(G¯) is set of all con-
tinuous functions on G¯. In this case, we write u ∈ SH(Ω). It is well-known
that if u, v ∈ SH(Ω) and u = v almost everywhere on Ω with respect to the
Lebesgue measure, then u = v on Ω (see e.g. [1], [3], [4]).
Our work focuses on extending the above result by considering the compar-
ison of two subharmonic functions on a Borel set, with respect to a Borel
measure that satisfies some certain conditions. Here is our first result:
Main Theorem 1. (Extension of the mean value theorem) Let u be a
subharmonic function in a domain Ω, in Rn (n ≥ 2), K be a Borel subset
of Ω and x0 be a point of K. Let h : (0,+∞)→ (0,+∞) be a function such
1
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that there are real numbers M > 0 and c > 4 satisfying:
cǫ∫
0
h(r)
rn−1
dr ≤M
h(ǫ)
ǫn−2
,
for ǫ small enough. Suppose that there exist a positive Borel measure µ, real
numbers A,B > 0 and ǫ0 > 0 satisfying the following:
1. µ
(
K ∩ B(x0, ǫ)
)
≥ Ah(ǫ) for all ǫ < ǫ0,
2. µ
(
K ∩ B(x, ǫ)
)
≤ Bh(ǫ) for all x ∈ K and ǫ < ǫ0.
Then
lim
ǫ→0
1
µ
(
K ∩ B(x0, ǫ)
) ∫
K∩B(x0,ǫ)
u(x)dµ(x) = u(x0).
We use the Main Theorem 1 to prove the second result.
Main Theorem 2. (Comparison theorem for subharmonic functions) Let
u be an upper semicontinuous function, v be a subharmonic function in a
domain Ω, in Rn (n ≥ 2) and let K be a Borel subset of Ω. Let h : (0,+∞)→
(0,+∞) be a function such that there are real numbers M > 0 and c > 4
satisfying:
cǫ∫
0
h(r)
rn−1
dr ≤M
h(ǫ)
ǫn−2
,
for ǫ small enough. Suppose that there exist a positive Borel measure µ, real
numbers A,B > 0, ǫ0 > 0 and N ⊂ K satisfying the following:
1. µ(N) = 0,
2. Ah(ǫ) ≤ µ
(
K ∩ B(x, ǫ)
)
≤ Bh(ǫ) for all x ∈ K and ǫ < ǫ0,
3. u ≥ v on KN .
Then u ≥ v on K.
Remark 1. The family of admissible functions,
F =
{
h : (0,+∞)→ (0,+∞) : ∃ M, ǫ0 > 0, c > 4 such that
cǫ∫
0
h(r)
rn−1
dr ≤M
h(ǫ)
ǫn−2
, ∀ ǫ ∈ (0, ǫ0].
}
,
contains many functions such as rk, rk| log r| where k > n−2. If h1, h2 ∈ F
then h1 + h2 ∈ F and a · h1 ∈ F for every positive number a. Here is
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one simple way of interpreting the admissible functions h. For a function
F : (0,+∞)→ (0,+∞), we could consider the following property:
∃c > 4 such that lim sup
ǫ→0+
1
cǫ
cǫ∫
0
F (r)dr
F (ǫ)
<∞.(∗)
This can be viewed as a very weak asymptotic one-dimensional mean value
property as we are comparing integral means with the value of the integrated
function inside the interval of integration. A function h belongs to F if and
only if F (r) = h(r)/rn−1 satisfies (∗).
Remark 2. When K is appropriate and h is a gauge (i.e. h : [0,∞) →
[0,∞), h is non-decreasing, right-continuous and equal to 0 only at 0), we
can apply the main theorems for µ as Generalized Hausdorff h-measures. In
particular, if we choose h(r) = rk, the second condition in Main Theorem
2 becomes the Ahlfors-David condition, µ can be a measure obtained from
the classic Caratheodory’s construction such as the k-dimensional Hausdorff
measure, the k-dimensional spherical measure or the k-dimensional net mea-
sure (see [5] for more information on these measures).
From these results, we can conclude that two subharmonic functions which
agree almost everywhere on a hypersurface with respect to the surface mea-
sure must coincide everywhere on that hypersurface. By constructing a
counterexample, it is also shown that this property may fail for surfaces
of higher co-dimension. We also apply these main results to Ahlfors-David
regular sets which have been investigated in different situations such as in
connection with some function spaces or in complex and harmonic analysis.
In the last section, we prove another versions of the main results in terms
of measure densities.
2. Preliminaries
In this section, we recall some definitions and results that will be used
in the sequel. Throughout our work, we will use the Riesz Decomposition
theorem as a major technical tool.
Theorem 2.1 (see [4] and [7]). Suppose that u is a subharmonic function
in a domain Ω in Rn (n ≥ 2). Given a relatively compact open subset U of
Ω, we can decompose u as
u(x) =
−1
max{1, n − 2}σ
(
∂B(0, 1)
) ∫
U
g(|x− w|)dν(w) + ϕ(x),
on U where ν = ∆u|U , ϕ ∈ H(U) and the kernel g : (0,+∞)→ R is defined
by
(2.1) g(r) =
{
− log r (n=2)
r2−n (n>2)
.
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The next classical result is useful for proofs of main theorems.
Theorem 2.2 (see Theorem 1.15 in [5]). Let µ be a Borel measure and f
be a non-negative Borel function on a separable metric space X. Then∫
X
fdµ =
+∞∫
0
µ({x ∈ X : f(x) ≥ t})dt.
Next, we present the definitions of the k-dimensional Hausdorff measure,
the Ahlfors-David regular set, the upper and lower densities of a Radon
measure.
Definition 2.3 (see [5]). Let A ⊂ Rn, we define:
Hkδ (A) = inf{
∑
i
d(Ei)
k : A ⊂
⋃
i
Ei, d(Ei) ≤ δ},
where d(E) is the diameter of E:
d(E) = sup
x,y∈E
|x− y|.
The k-dimensional Hausdorff measure of A, denoted by Hk(A), is defined
by
Hk(A) = lim
δ↓0
Hkδ (A).
Definition 2.4 (see [2], [6] and [8]). A subset E of Rn is said to be Ahlfors-
David regular with dimension k if it is closed and if there is a constant
C0 > 0 such that
C−10 R
k ≤ Hk(E ∩ B(x,R)) ≤ C0R
k,
for all x ∈ E and 0 < R < d(E).
Definition 2.5 (see [5]). Let 0 ≤ s <∞ and let η be a Radon measure on
Rn. The upper and lower s-densities of η at x ∈ Rn are defined by
Θ∗s(η, x) = lim sup
r↓0
η
(
B(x, r)
)
(2r)s
,
Θs∗(η, x) = lim inf
r↓0
η
(
B(x, r)
)
(2r)s
.
We end this preparatory section by presenting a notation which will be
used in the last section. For a Borel measure η on Rn and a Borel set K, we
define:
ηK(E) = η(K ∩ E).
It is clear that ηK is also a Borel measure on R
n.
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3. proof of main results
Proof of Main Theorem 1. It is sufficient to prove the theorem when x0 = 0.
We choose ǫ1 <
ǫ0
c
such that the inequality in the condition of h holds for
ǫ ≤ ǫ1 and we choose γ > 1, p > 1 such that c = 2γ(1+p). For convenience,
we set Kǫ = K ∩ B(0, ǫ). Our goal is to establish:
(3.1) lim
ǫ→0
1
µ(Kǫ)
∫
Kǫ
u(x)dµ(x) = u(0).
If u(0) = −∞, then we have
lim sup
ǫ→0
1
µ(Kǫ)
∫
Kǫ
u(x)dµ(x) ≤ lim sup
ǫ→0
sup
y∈Kǫ
u(y) ≤ u(0) = −∞.
Hence,
lim
ǫ→0
1
µ(Kǫ)
∫
Kǫ
u(x)dµ(x) = u(0).
We now turn to the case where u(0) > −∞. Since the problem is local, we
can assume that B(0, 1) ⋐ Ω. By the Riesz Decomposition theorem, we can
write
(3.2) u(x) =
−1
max{1, n − 2}σ
(
∂B(0, 1)
) ∫
B(0,1)
g(|x − w|)dν(w) + ϕ(x),
on B(0, 1), where ν = ∆u|B(0,1) is a Radon nonnegative measure, ϕ ∈
H
(
B(0, 1)
)
and the kernel g is defined by (2.1). It thus follows from equality
(3.2), Fubini’s theorem and the continuity of ϕ that
lim
ǫ→0
1
µ(Kǫ)
∫
Kǫ
u(x)dµ(x) =
lim
ǫ→0
−1
max{1, n − 2}σ
(
∂B(0, 1)
) ∫
B(0,1)
fǫ(w)dν(w) + ϕ(0),
(3.3)
where
fǫ(w) =
1
µ(Kǫ)
∫
Kǫ
g(|x − w|)dµ(x).
By replacing x by 0 in equality (3.2), we have
(3.4) u(0) =
−1
max{1, n − 2}σ
(
∂B(0, 1)
) ∫
B(0,1)
g(|w|)dν(w) + ϕ(0).
By (3.3) and (3.4), the equality (3.1) is equivalent to
(3.5) lim
ǫ→0
∫
B(0,1)
fǫ(w)dν(w) =
∫
B(0,1)
g(|w|)dν(w).
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We prove (3.5) by three steps:
Step 1: We claim that
fǫ(w)→ g(|w|), ǫ→ 0,
almost everywhere on B(0, 1) with respect to ν. Indeed, consider (3.4), since
the measure ν is nonnegative and the function g is positive and decreasing
on (0, 1), we have
u(0) ≤
−1
max{1, n − 2}σ
(
∂B(0, 1)
) ∫
B(0,δ)
g(|w|)dν(z) + ϕ(0)
≤
−1
max{1, n − 2}σ
(
∂B(0, 1)
)g(δ)ν(B(0, δ)) + ϕ(0),
for all 0 < δ < 1. This implies that
ν(B(0, δ)) ≤ max{1, n − 2}σ(∂B(0, 1))
−u(0) + ϕ(0)
g(δ)
,
for all 0 < δ < 1. By letting δ → 0, we conclude that ν(B(0, δ)) ց 0 when
δ ց 0. Hence ν({0}) = 0. Combining this with the fact that
fǫ(w)→ g(|w|),
pointwise for all w ∈ B(0, 1){0}, we see that the claim holds.
Step 2: We will show that there exist constants C1, C2 > 0 such that
fǫ(w) ≤ C1g(|w|) + C2,
for all w ∈ B(0, 1){0} and ǫ < ǫ1. We split the proof into two cases: Case
I, where |w| > pǫ, and Case II, where |w| ≤ pǫ.
We first consider Case I, the case where |w| > pǫ. We observe that, for
x ∈ Kǫ,
|x− w| ≥ |w| − |x| ≥ |w| − ǫ > |w| −
|w|
p
=
p− 1
p
|w|.
Therefore, by the definition of fǫ and the decrease of the function g on (0, 1),
fǫ(w) ≤
1
µ(Kǫ)
∫
Kǫ
g(|w| − |x|)dµ(x)
≤
1
µ(Kǫ)
∫
Kǫ
g
(p− 1
p
|w|
)
dµ(x)
= g
(p− 1
p
|w|
)
.
The proof of Case I is finished by noticing that
g
(p− 1
p
|w|
)
=
g(|w|) + g
(
p−1
p
)
(n=2)(
p−1
p
)2−n
g(|w|) (n>2)
.
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Next, we study Case II, the case where |w| ≤ pǫ. By Theorem 2.2 and the
definition of fǫ, we have
fǫ(w) =
1
µ(Kǫ)
+∞∫
0
µ
(
{x ∈ Kǫ : g(|x − w|) ≥ t}
)
dt
=
1
µ(Kǫ)
+∞∫
0
µ
(
Kǫ ∩ B
(
w, g−1(t)
))
dt
Therefore, by splitting the integral at α(ǫ) where α(ǫ) = g(|w| + ǫ),
fǫ(w) =
1
µ(Kǫ)
α(ǫ)∫
0
µ
(
Kǫ∩B
(
w, g−1(t)
))
dt+
1
µ(Kǫ)
+∞∫
α(ǫ)
µ
(
Kǫ∩B
(
w, g−1(t)
))
dt.
For the first term of the right-hand side, it is clear that B(0, ǫ) ⊂ B
(
w, g−1(t)
)
and hence
(3.6) µ
(
Kǫ ∩ B
(
w, g−1(t)
))
= µ(Kǫ), for all 0 ≤ t ≤ α(ǫ).
For the second term of the right-hand side, if K ∩ B
(
w, γg−1(t)
)
= ∅ then
µ
(
Kǫ ∩ B
(
w, g−1(t)
))
= 0. Otherwise,
Kǫ ∩ B
(
w, g−1(t)
)
⊂ K ∩ B
(
w, γg−1(t)
)
⊂ K ∩ B
(
w0, 2γg
−1(t)
)
,
where w0 ∈ K∩B
(
w, γg−1(t)
)
. Therefore, by the assumption of the theorem
and the fact that 2γg−1(t) < ǫ0 for all t ≥ α(ǫ) and ǫ < ǫ1, we obtain
(3.7) µ
(
Kǫ ∩ B
(
w, g−1(t)
))
≤ Bh
(
2γg−1(t)
)
, for all t ≥ α(ǫ).
Thus, combining (3.6), (3.7) with the expression of fǫ, we have for any
ǫ < ǫ1,
fǫ(w) ≤
1
µ(Kǫ)
α(ǫ)∫
0
µ(Kǫ)dt+
B
µ(Kǫ)
+∞∫
α(ǫ)
h(2γg−1(t))dt
= α(ǫ) +
(2γ)n−2 max{1, n − 2}B
µ(Kǫ)
2γ(|w|+ǫ)∫
0
h(r)
rn−1
dr
≤ g
(
|w| + ǫ
)
+
(2γ)n−2 max{1, n − 2}B
Ah(ǫ)
2γ(p+1)ǫ∫
0
h(r)
rn−1
dr
≤ g(|w|) +
(2γ)n−2 max{1, n − 2}BM
Aǫn−2
,
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the last inequality is deduced from the assumption of h. Furthermore, by
the assumption of Case II, we get
(3.8) fǫ(w) ≤ g(|w|) +
(2γp)n−2 max{1, n − 2}BM
A|w|n−2
,
for all ǫ < ǫ1. It is clear that the second term in the right-hand side of (3.8)
is a constant when n = 2 and is equal to
(2γp)n−2(n− 2)BM
A
g(|w|)
when n > 2. The proof of Case II and, therefore, of Step 2 is complete.
Step 3: By conclusions of Step 1, Step 2 and the Lebesgue’s Dominated
Convergence theorem, we derive (3.5), which completes the proof. 
Using the extension of the mean value theorem, we now ready to prove
the second main result.
Proof of Main Theorem 2. Let x0 ∈ K, it is sufficient to show that u(x0) ≥
v(x0). By the upper semicontiniuty of u, we have
u(x0) ≥ lim
ǫ→0
1
µ
(
K ∩ B(x0, ǫ)
) ∫
K∩B(x0,ǫ)
u(x)dµ(x).
Following Theorem 3.1, we get
v(x0) = lim
ǫ→0
1
µ
(
K ∩ B(x0, ǫ)
) ∫
K∩B(x0,ǫ)
v(x)dµ(x).
Since u ≥ v almost everywhere on K with respect to µ, we infer that for
every ǫ > 0, ∫
K∩B(x0,ǫ)
u(x)dµ(x) ≥
∫
K∩B(x0,ǫ)
v(x)dµ(x).
Combining the above inequalities gives u(x0) ≥ v(x0), as desired. 
4. Some Consequences and a counterexample
By applying the main results in the case where K is a hypersurface, µ
is the surface measure on K and h(r) = rn−1, we obtain the following
immediate corollaries:
Corollary 4.1. Let u be a subharmonic function in a domain Ω, in Rn
(n ≥ 2) and H be a hypersurface. Then
lim
ǫ→0
1
σ
(
H ∩ B(x0, ǫ)
) ∫
H∩B(x0,ǫ)
u(x)dσ(x) = u(x0)
for all x0 ∈ H ∩ Ω, where σ is the surface measure on H.
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Corollary 4.2. Let Ω be a domain in Rn (n ≥ 2) and let H be a hypersurface
such that H∩Ω 6= ∅. Let u be an upper semicontinuous function and v be a
subharmonic function in Ω. Suppose that u ≥ v almost everywhere on H∩Ω
with respect to the surface measure on H. Then u ≥ v on H ∩ Ω.
Next, we construct a counterexample to show that the comparison theo-
rem for subharmonic functions will be false if we consider K as a surface of
dimension k ≤ n − 2, µ as the surface measure and h(r) = rk. This means
that the Corollary 4.2 is no longer true when H is a surface of dimension
k ≤ n− 2.
Example 4.3 (Counterexample). In Rn (n ≥ 3), we denote by Bn−2(0, R)
the open ball in Rn−2, with center at 0 and radius R > 0. For i ≥ 2, let µi
be the measure defined on
(
Bn−2(0, i)Bn−2(0,
1
i
)
)
× {0} × {0} generated
by the (n − 2)-dimensional Lebesgue measure on
(
Bn−2(0, i)Bn−2(0,
1
i
)
)
.
We define potentials pµi : R
n −→ [−∞,∞) by
pµi(x) =
∫
Rn
−1
|x− w|n−2
dµi(w).
Then we obtain the sequence {pµi}i≥2 ⊂ SH(R
n) which satisfies these prop-
erties: 
pµi ≤ 0 on R
n,
pµi = −∞ on
(
Bn−2(0, i)Bn−2(0,
1
i
)
)
× {0} × {0},
−∞ < pµi(0) < 0,
for all i ≥ 2. By setting
ui(x) = −
pµi(x)
pµi(0)
,
the sequence {ui}i≥2 ⊂ SH(R
n) has these properties:
ui ≤ 0 on R
n,
ui = −∞ on
(
Bn−2(0, i)Bn−2(0,
1
i
)
)
× {0} × {0},
ui(0) = −1,
for all i ≥ 2. Now we define
u(x) =
∞∑
i=2
1
2i−1
ui(x),
hence 
u ∈ SH(Rn),
u = −∞ on
(
Rn−2{0}
)
× {0} × {0},
u(0) = −1.
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Therefore, the function u˜ = max(u,−2) satisfies:
u˜ ∈ SH(Rn),
u˜ = −2 on
(
Rn−2{0}
)
× {0} × {0},
u˜(0) = −1.
Finally, by setting v˜ ≡ −2, we conclude that v˜ ≥ u˜ almost everywhere on
Rn−2×{0}×{0} with respect to (n− 2)-dimensional the Lebesgue measure
on Rn−2 × {0} × {0}, but not everywhere as v˜(0) < u˜(0).
Next, we apply the main theorems to Ahlfors-David regular sets. Consid-
ering h(r) = rk where k > n − 2, these corollaries are direct consequences
of the main results.
Corollary 4.4. Let u be a subharmonic function in a domain Ω, in Rn
(n ≥ 2) and E ⊂ Ω be an Ahlfors-David regular set with dimension k > n−2.
Then
lim
ǫ→0
1
Hk(E ∩ B(x, ǫ))
∫
E∩B(x,ǫ)
u(y)dHk(y) = u(x)
for all x ∈ E.
Corollary 4.5. Let Ω be a domain in Rn (n ≥ 2) and E ⊂ Ω be an Ahlfors-
David regular set with dimension k > n− 2. Let u be an upper semicontin-
uous function and v be a subharmonic function in Ω. Suppose that u ≥ v
almost everywhere on E with respect to k-dimensional Hausdorff measure.
Then u ≥ v on E.
5. Other versions of main results
The main idea of the proof of Main Theorem 1 is that the functions
fǫ is bounded by integrable functions with respect to ν. By upper and
lower densities of a measure, this theorem below is another version of Main
Theorem 1.
Theorem 5.1. Let Ω be a domain in Rn (n ≥ 2). Let K be a Borel subset of
Ω and x0 be a point of K. Suppose that there exist a positive Borel measure
µ, a relatively compact open subset U of Ω that contains x0 and a positive
number s > n− 2 satisfying the following:
1
Θs∗(µK , x0)
∫
U
Θ∗s(µK , w)
|w|n−2
dν(w) < +∞
where ν = ∆u|U . Then
lim
ǫ→0
1
µ
(
K ∩ B(x0, ǫ)
) ∫
K∩B(x0,ǫ)
u(x)dµ(x) = u(x0).
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Proof. We can assume that x0 = 0 and U = B(0, 1). Adapting to the
technique used in the proof of Main Theorem 1, it remains to show that fǫ
is bounded from above by integrable function with respect to ν. Under the
assumption of densities, it is sufficient to show that there exist constants
C1, C2, C3 such that
fǫ(w) ≤ C1g(|w|) +
C2
Θs∗(µK , 0)
.
Θ∗s(µK , w)
|w|n−2
+ C3,
for all w ∈ B(0, 1){0} and ǫ > 0 small enough. For p > 1, we also consider
two cases as before. The proof differs only in the case II where |w| ≤ pǫ. In
this case, we have
fǫ(w) ≤
1
µ(Kǫ)
α(ǫ)∫
0
µ(Kǫ)dt+
1
µ(Kǫ)
+∞∫
α(ǫ)
µ(K ∩ B(w, 2g−1(t)))dt
≤ α(ǫ) +
1
(2ǫ)sΘs∗(µK , 0)
+∞∫
α(ǫ)
(4g−1(t))sΘ∗s(µK , w)dt
≤ g(|w|) +
2smax{1, n − 2}
s− (n− 2)
.
Θ∗s(µK , w)
Θs∗(µK , 0)
.
( |w| + ǫ
ǫ
)s
.
1
(|w| + ǫ)n−2
≤ g(|w|) +
2s.(p+ 1)smax{1, n − 2}
s− (n− 2)
.
Θ∗s(µK , w)
Θs∗(µK , 0)
.
1
|w|n−2
,
as desired. 
The next result, as a consequence of Theorem 5.1, is another version of
Main Theorem 2. Their proofs are the same.
Theorem 5.2. Let Ω be a domain in Rn (n ≥ 2) and K be a Borel subset
of Ω. Let u be an upper semicontinuous function and v be a subharmonic
function in Ω. Suppose that there exist a positive Borel measure µ and a
positive number s > n − 2 such that for all x ∈ K, there exists a relatively
compact open subset Ux of Ω that contains x satisfying:
1
Θs∗(µK , x)
∫
Ux
Θ∗s(µK , w)
|w|n−2
dν(w) < +∞
where ν = ∆v|Ux. If u ≥ v almost everywhere on K with respect to µ then
u ≥ v on K.
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