Abstract-A novel time-domain approach to the derivation of the pulsed electromagnetic field multiport antenna system reciprocity theorem is presented. The theorem interrelates the field and system properties in two states: the transmitting state and the receiving state. General time-domain Thévenin (voltage-source, impedance-based) and Norton (electric-current source, admittance-based) type equivalent circuits are constructed for antenna systems whose local properties are described in terms of multiport Kirchhoff circuits. Applications to an indoor wireless communication performance analysis and the analysis of cosmic microwave background radiation measurement are briefly indicated. Numerical results are provided for the pulsed-field transfer between two wire loops, a configuration that is representative for the operation of wireless telecommunication systems and for the pulsed-field EM interference analysis in nano-electronic integrated circuit devices.
I. INTRODUCTION

R
ECIPROCITY relations belong to the basic tools of antenna system analysis. Through the relations, a number of fundamental antenna system properties can be established. In particular, a judicious application of reciprocity leads to the concept of an equivalent circuit that can be employed to account for the antenna system's operational behavior within the framework of a total (communication) system's analysis. Any reciprocity theorem interrelates the field, source and constitutive properties corresponding to two admissible 'states' in a time-invariant, linearly and causally reacting configuration. In antenna theory, the two states are any of the system's transmitting states and any of its receiving states, while the governing theorem involves electromagnetic fields, for which reciprocity has for the first time been discussed in a paper by H. A. Lorentz published in 1896 [1] , [26] . In the majority of textbooks on electromagnetic theory (see, for example [2, , [3, pp. 49-50] , [27] , [28] ), the theorem is formulated for and applied to timeharmonic fields, i.e., in the realm of a frequency-domain analysis. Reciprocity theorems pertaining to pulsed fields have been less discussed; in their general form they can be found in [4, Ch. 28] . In the recent literature, the transmitting/receiving reciprocity properties of antenna systems and the validity of their equivalent circuits have received renewed attention. Several aspects of the circuits are, still on the basis of a frequency-domain description, discussed in [5] - [8] . In view of the nowadays widespread use of pulsed signal communication (digital and ultrawideband), there is also a growing interest in the pulsed behavior of antenna systems and their transmitting/receiving properties [9] - [11] . An interesting development in this respect is the question of how to determine an 'optimum' pulse shape for the feed in a pulsed-operated antenna system such that at the receiving end a signal of a desired shape presents itself [12] . In all these studies, the time-domain reciprocity of antenna systems plays an instrumental role. While general references to electromagnetic time-domain reciprocity can be found in the literature (see, e.g., [4, Ch. 28] , [13] and [14] , [15] ), the present work provides a comprehensive analysis of the specific relations characterizing multiport antenna systems, together with discussing some illustrative applications. The general configuration that we consider is described in Section II. Section III presents the time-domain circuit description of the Kirchhoff port accessible antenna, both in the transmitting state and in the receiving state, for their Thévenin (voltage source, impedance-based) and Norton (electric-current source, admittance-based) representations. Section IV specifies the antenna circuit's reciprocity properties. Section V introduces the antenna's impulse-excited sensing fields in the transmitting state as they occur in the equivalent-circuit generator source strengths for incident radiation from known volume sources (Section VI) and for plane-wave incidence (Section VII). This reasoning runs parallel to the one employed in [16] for the frequency-domain analysis. Section VIII briefly discusses some applications: the design considerations of the antenna loading circuit, ingredients of an indoor wireless communication performance analysis, the interpretation of cosmic microwave background radiation measurement (where we introduce the concept of 'far-source approximation') and the wire loop as a receiving antenna. In Section IX, numerical results are presented for the pulsed-field transfer between two wire loops, a configuration that is representative for the operation of wireless telecommunication systems and for the pulsed-field EM interference analysis in nano-electronic integrated circuit devices.
Appendix A presents the generic form of the field reciprocity theorem of the time-convolution type that we use. Appendix B shows the time-domain far-field representations. Appendix C gives the description of the receiving antenna as a scatterer in its embedding. Appendix D discusses the interfacing of the multiport Kirchhoff-type antenna system with the field description in its embedding.
II. DESCRIPTION OF THE CONFIGURATION
The antenna system under consideration occupies a bounded domain in space . Externally, is bounded by a sufficiently regular, closed surface , and internally it is bounded by a sufficiently regular, closed surface . The surface is considered as the termination of the antenna system, and on it the antenna system terminates into accessible ports (see Fig. 1 ). The other parts of the antenna structure are located in between and . Parts of and may coincide. The region thus introduced allows us to distinguish the antenna system from the environment into which it radiates or scatters, that we will indicate by , as well as from the ports at which it is accessible. Position in the configuration is specified by the coordinates with respect to an orthogonal Cartesian reference frame with the origin and the three mutually perpendicular base vectors of unit length each. In the indicated order, the base vectors form a right-handed system. The subscript notation for Cartesian vectors and tensors is used and the summation convention for repeated subscripts applies [4] ; lower-case Latin symbols are used to this purpose. Whenever appropriate, vectors are indicated by boldface symbols, with as the position vector. The time coordinate is . Partial differentiation with respect to will be denoted by ; is a reserved symbol indicating partial differentiation with respect to . Time convolution will be denoted by the symbol . The superscripts T and R are used to denote the transmitting and the receiving states, respectively.
The antenna configuration consists of a medium, the electromagnetic behavior of which is linear, passive, time-invariant and causal. No further restrictions as to its electromagnetic properties are imposed. In particular, the cases of anisotropy, inhomogeneity and arbitrary loss mechanisms are explicitly accounted for. The properties of the medium are allowed to change abruptly upon crossing a (bounded) surface. The configuration may also contain parts that are perfectly conducting. The medium outside is assumed to be linear, homogeneous, isotopic and lossless, with real scalar electric permittivity and magnetic permeability .
III. THE GENERAL TIME-DOMAIN CIRCUIT DESCRIPTION OF THE KIRCHHOFF-TYPE ANTENNA Let the antenna system be accessible via Kirchhoff ports (see Fig. 2 ). Let denote the electric current fed into the th port and let denote the voltage across the th port . As a consequence of the uniqueness theorem of electromagnetic fields, the voltages in the transmitting state T are linearly related to the associated currents through a relation of the type
where represents the causal, time-domain input impedance matrix of the radiating system in the transmitting situation. Equivalently, a relation of the type (2) holds, where represents the causal, time-domain input admittance matrix of the radiating system in the transmitting situation. Obviously, the input impedance matrix and the input admittance matrix are each others' inverses.
Through the application of the reciprocity relation (53) it will be shown that, in the receiving situation, the signal behavior of the antenna system can be described by a relation of the type (Thévenin description) (3) Fig. 3 . Loaded Kirchhoff-type antenna in the receiving state for plane, electromagnetic pulse incidence.
in which the "Thévenin equivalent generator voltage" is related to the incident field, or, equivalently, by a relation of the type (Norton description) (4) in which, now, the 'Norton equivalent generator current' is related to the incident field. Note that, to comply with the customary convention in circuit theory, the electric currents in the receiving situation are oriented into the load (see Fig. 3 ). To determine from (3) and (4) the actual pulse shapes of the circuit quantities in the actual operation of the system, these relations have to be supplemented with the time-domain loading conditions of the type (5) where are the elements of a passive load impedance matrix or (6) where are the elements of a passive load admittance matrix. Once the properties of the antenna system in the transmitting situation are known, its properties in the receiving situation follow as soon as the generator source terms in (3) and (4) have been determined and the loading conditions have been specified.
It is of importance to note that, as will be shown in (3) and (4), the actual input impedance and admittance matrices from (1) and (2) occur, even if, for the case of anisotropy, the medium properties are non-reciprocal.
In the equivalent circuit relations, time convolution operators occur, as could be expected, at those positions where mere multiplications occur in their frequency-domain counterparts (as, for example, those provided in [16] ).
IV. TIME-DOMAIN ANTENNA CIRCUIT RECIPROCITY
A first property of the antenna input impedance and admittance matrices is that, upon changing the medium properties in the configuration into their adjoint ones, these matrix operators change into their transposed ones. To prove this, the generic form of the source-free counterpart of the time-domain reciprocity relation (53) is applied to the domain bounded internally by and externally by the sphere of radius and center at the reference center of the antenna, using on the relevant far-field representations (56) and taking the limit , while employing on the field/circuit interfacing relation (64). Substituting in the result the relations (1) and (2) applying to the two states, it follows that [cf. (49) and (50)] for (7) we have (8) which is the desired relation.
V. THE ANTENNA'S IMPULSE EXCITED SENSING FIELD CONSTITUENTS
In the generator source strengths of the equivalent circuits representing the antenna's behavior in the receiving situation, the antenna's impulse excited sensing field constituents in its transmitting state will occur. These field constituents follow from the linear relationship between the transmitted field in the antenna's embedding on the one hand and the exciting voltages in the Thévenin description and the exciting electric currents in the Norton description on the other hand. We write (9) that will occur in the generator voltage source strengths in the Thévenin receiving circuit and (10) that will occur in the generator electric current source strengths in the Norton receiving circuit. Note that these impulse excited field constituents are configurational parameters characterizing the antenna's field emission into the embedding.
VI. THE EQUIVALENT-CIRCUIT GENERATOR SOURCE STRENGTHS FOR INCIDENT RADIATION FROM KNOWN VOLUME SOURCE DISTRIBUTIONS
In a typical telecommunications environment, the sensitivity of a receiving antenna to an incident field that arises from the action of known volume sources elsewhere, is a factor of importance in the overall characterization of the system. To analyze this situation, the generic form of the time-domain reciprocity relation (53) is applied to the transmitting state T and the receiving state R and the domain bounded internally by and externally by the sphere of radius and center at the reference center of the antenna. Using in the relevant domain integral, choosing , taking into account that in both states the fields admit, on , far-field representations of the type (56), taking the limit and employing on the field/circuit interfacing relation (64), it follows that (11) where is the spatial support of the volume source distributions.
A. The Thévenin (Voltage Source) Equivalent Circuit
To arrive at the expression for the generator voltage source strength in the Thévenin equivalent circuit, we substitute in (11) the relation (1) and use (9) . Observing that the resulting relation has to hold for arbitrary values of and using (8), we end up with (3) in which (12) 
B. The Norton (Electric-Current Source) Equivalent Circuit
To arrive at the expression for the generator electric current source strength in the Norton equivalent circuit, we substitute in (11) the relation (2) and use (10) . Observing that the resulting relation has to hold for arbitrary values of and using (8), we end up with (4) in which (13) 
VII. THE EQUIVALENT-CIRCUIT GENERATOR SOURCE STRENGTHS FOR PLANE WAVE INCIDENCE
In radar and other remote-sensing applications, the field intercepted by the antenna system in the receiving state can, to a sufficient degree of accuracy, be described as a uniform plane wave. A factor of importance in the overall characterization of the system is then the antenna's sensitivity in dependence on the pulse amplitude, the pulse shape, the state of polarization and direction of incidence of the wave. Although this situation could be handled via a limiting procedure of the case described in Section VI by letting the generating sources recede to infinity, a much easier procedure to arrive at expressions for the generator source strengths in the equivalent circuits is to use a scattering description and employ the surface source expressions discussed in Appendix B. Let the incident wave be specified as (14) where (with ) denotes the unit vector in the direction of propagation, are the polarization vectors of the fields and is the (somehow normalized) pulse shape of the wave motion. Upon substituting (14) in the sourcefree counterparts of the Maxwell (47) and (48), supplemented with the free-space constitutive relations (51) and (52), it follows that (15) (16) The total received field can be taken as the superposition of the incident and the scattered fields, i.e.,
To handle this case (note that the incident plane wave does not satisfy the radiation condition) the generic form of the time-domain reciprocity relation (53) is applied to the transmitting state T and the scattering state s, and the sourcefree domain bounded internally by and externally by the sphere of radius and center at the reference center of the antenna. Both, the transmitted field and the scattered field admit far-field representations of the type (56) and, hence the contribution from vanishes in the limit . Consequently, applying (53) to the source-free externally unbounded domain that is bounded internally by , it then follows that (18) By invoking the surface-source representation for the far-field scattered wave amplitude following from Appendix B, it can be established that [4, p. 891] (19) where denotes the time integration operator, defined through (20) Combining (18) and (19) with (17) we obtain (21) Finally, applying (53) to the domain bounded internally by and externally by and the states T and R, we obtain (22) With the aid of the field/circuit interfacing relation (64) on it then follows that (23)
A. The Thévenin (Voltage Source) Equivalent Circuit
To arrive at the expression for the generator voltage source strength in the Thévenin equivalent circuit, we substitute in (23) the relation (1) and use (9) . Observing that the resulting relation has to hold for arbitrary values of and using (8), we end up with (3) in which (24)
B. The Norton (Electric-Current Source) Equivalent Circuit
To arrive at the expression for the generator electric current source strength in the Norton equivalent circuit, we substitute in (23) the relations (2) and use (10) . Observing that the resulting relation has to hold for arbitrary values of and using (8), we end up with (4) in which (25) Note that in (24) and (25) the antenna's impulse excited far-field region sensing fields occur, taken in the direction from which the plane wave is incident and that the latter's time-integrated pulse shape is involved.
VIII. APPLICATIONS
In this section, a variety of applications of the reciprocity relation will be discussed. They include: (A) certain design considerations as regards the antenna loading circuit, (B) how the reciprocity relations are applicable to a typical indoor wireless communication system performance analysis, (C) the interpretation of cosmic microwave background radiation measurement (where the concept of 'far-source approximation' is introduced), (D) the action of the wire loop as a receiving antenna, which case is, although elementary, the basic ingredient of the pulsed-field electromagnetic interference analysis of all electric and electronic circuits. 
A. Design Considerations of the Antenna Loading Circuit
The equivalent circuits obtained provide the basis for further designing loading circuits that are specified by (5) and (6) and are to perform certain actions on the received signals. All circuit relations involved are of the time-convolution type. So, for example, Wiener filtering can be applied to minimize the signal distortion due to the presence of noise via the application of the Wiener-Hopf technique [17, p. 397 ]. Another interesting development is the research into optimizing the transmitted pulse shape of the antenna to given loading conditions, as discussed, for a simple example, in [12] .
B. Application to Indoor Wireless Communication Performance Analysis
Recently, many gigahertz of bandwidth have been authorized for license-free wireless personal area networks (WPANs) making use of ultrawideband signals (see [18] for the relevant spectrum allocation). A typical application of this kind concerns the intelligent wireless area networks (IWAN), of which Fig. 4 is illustrative for the corresponding indoor communication scenario described in [19] .
A general performance analysis, aimed at the reception capabilities of signals generated elsewhere, as well as aimed at an immunity analysis against incoming disturbances, is readily carried out by applying (63) to the room where operation is planned and its bounding wall . In both cases, the scattering analysis of Appendix C is used, the external sources generating the incident field being located outside . Proceeding as in Section VI, we end up with (3) in which As these expression show, the action of the "electromagnetic environment" on the performance of a receiving antenna system placed anywhere in is fully specified by the values of the tangential electric and magnetic field strengths on the wall of the room at which they are accessible to measurement. Note that the unit vector normal to the boundary is oriented towards . The expressions are also a convenient starting point for a statistical performance analysis, where the reception properties of the antenna are determined by the statistical properties of the incident field. Fig. 5 represents a typical cosmic microwave background (CMB) radiation measurement configuration (as the one described in [20] ). Here, the reciprocity theorem serves to express the equivalent-circuit generator source strengths in terms of the cosmic volume source distributions that are conjectured to generate the radiation, viz. the volume density of electric convection current associated with the freely moving electrically charged particles, the volume source density of electric polarization associated with the oscillations of atomic electric dipoles and the volume source density of magnetization associated with the orientation changing atomic magnetic spins in the far regions of the cosmos.
C. Application to Cosmic Microwave Background Radiation Measurement Interpretation. The Far-Source Approximation
Application of (53) to the entire domain exterior to the bounding surface of the Kirchhoff ports yields (12) and (13) with and . In view of the large (cosmic) transmission paths involved, the field values of the impulse-excited sensing fields in the transmission state can, in the radiative cosmos, be replaced by their far-field approximations (see Appendix B). Introducing the radial distance from the antenna reference center to the radiating cosmic source distribution and the unit vector in the radial direction as the variables of integration and only retaining the terms that vary as with increasing , we obtain the far-source approximations as in (28), shown at the bottom of the page, for the use in (3) and (29), shown at the bottom of the page, for the use in (4), where is the unit sphere and the spherical shell to be sensed is of inner radius and outer radius . As (28) and (29) show, the integral with respect to consists of the contributions from spherical shells that are the "farsource" counterparts of the "slant-stack" contributions occurring in the customary far-field representation [13] . To arrive at the reconstruction of the cosmic radiative source distributions as those reported in [22] , the measured signals at the accessible ports of the receiving antenna are subjected to the techniques of solving inverse source problems [21] .
D. The Wire Loop as a Receiving Antenna
In this subsection, we consider the receiving properties of a single wire loop in free space, immersed in a pulsed incident field . This configuration can be considered as generic (28) ( 29) to the large class of electrical or electronic devices whose topology consists of a collection of interconnected loops to which Kirchhoff voltage and electric current laws apply. Let be the center line of the loop and let the loop be accessible at a single port with terminal voltage and electric current . We shall present the details for the Thévenin circuit representation.
In the transmitting state, (1) reduces to (30)
Using the scattering description of Appendix C, evaluating the reciprocity interaction integral over the boundary surface of the loop, neglecting the electric field in the interior of the conducting loop, taking into account the relation between the value of the magnetic field on the surface of the loop and the thin-wire axial electric current flowing in its interior (Ampere's law) we end up with (31) where is the unit vector along the tangent of , oriented in conformity with the orientation of at the accessible port. Application of Faraday's induction law leads to the final expression (32) where is some two-sided surface with as boundary and is the unit vector along the normal to in a right-handed manner related to . As (32) shows, the pulse shape of the generator voltage source is the time derivative of the one of the local incident magnetic field. Note that, through the use of the scattering description in the reciprocity relation, it has rigorously been shown that in the right-hand side the incident magnetic field occurs and not the total one.
For a sufficiently small loop, (32) can be approximated by (33) where is the antenna reference center of the loop and (34) is the vectorial area of the loop.
IX. NUMERICAL RESULTS FOR THE PULSE SHAPE VARIATION WITH DISTANCE AND ORIENTATION IN A TWO WIRE-LOOP FIELD TRANSFER SYSTEM
In this section we illustrate how the generator source voltage in the equivalent Thévenin circuit of a receiving loop varies with distance and orientation in case the loop is placed in the field emitted by another (transmitting) loop that is activated by an electric current pulse . The activating current pulse is characterized by its amplitude , its pulse rise time and its pulse time width . For the pulse shape we take the power exponential pulse [23] 
is the far-field (FF) direction characteristic, and is the vectorial area of the transmitting loop. In (38) and (39), is the unit vector along and is the Kronecker tensor: for , for . Substitution of (37) in (33) then yields the generator voltage in the equivalent circuit of the receiving loop are the normalized projections of the wire-loop areas on the relevant direction characteristics, is the normalized inter-loop distance, and (44) (45) (46) are the normalized time signatures in the relevant regions. Evidently, in view of (38), . From (42) it follows that the pulse response can be factored into a configurational constituent, represented by the directional characteristics, together with the terms containing the normalized distance , and the temporal constituents, consisting of the time signatures. Fig. 6 shows, for the two cases: ( and ) and ( and ), the directional characteristics as a function of the angle between and , with in the -plane. Note that vanishes for in the case of the parallel orientation, while the other characteristics start from zero at and return to zero at . For the exciting electric current pulse we take the power exponential pulse with (see Fig. 7 ). In this case, . For a typical value of , we then have which results into a spatial support of the pulse of size . Fig. 8 shows the normalized temporal constituents in the three characteristic regions. They reflect the substantial effect of the increasing orders of differentiation on the signal amplitudes and pulse shapes. Fig. 9 shows, for the case , some pulse shapes of in the (predominantly) near-field region and the (predominantly) far-field region as a function of the included angle between and . Fig. 9(a) illustrates that, in the near-field region, the complete response changes significantly with : it starts by having the largest value at , ( being the dominant constituent), at the near-field constituent vanishes and the signature of becomes visible, some influence of is noticeable at , while at , is dominant again, but has a reversed sign. In Fig. 9(b) , the response is largely dominated by , except at where, as shown by Fig. 6 , vanishes and the near-field constituent shows up. An analysis of this kind has a wide applicability in the design of wireless communication systems (where, at reception, the signal related to the exciting current has to be reconstructed) and in the EM interference analysis of nanometer integrated circuits (where distorted pulse shapes can hamper the desired operation of the device). In all these cases, a detailed understanding of the pulsed-field transfer mechanism between two wire loops is an important building block.
Finally, it should be mentioned that the results constructed in this section can be considered as more detailed extensions of the ones discussed in [14] , [15] .
X. CONCLUSION
Starting from the time-domain electromagnetic field reciprocity theorem of the time-convolution type, a direct time-domain approach is presented to construct the equivalent electric circuits describing the receiving properties of a multiport antenna system that is accessible via Kirchhoff circuit ports and upon which a pulsed electromagnetic field is incident. The analysis leads to novel and general Thévenin (voltage source, impedance based) and Norton (electric-current source, admittance based) circuit representations. The source strengths in these representations are expressed in terms of the field in which the antenna is placed, as the field is 'sensed' by the antenna's radiation properties in its transmitting state. In the case of the antenna placed in an incident plane wave, the sensing field is shown to be related to the antenna's far-field transmitted radiation characteristic in the direction from which the wave is incident. Applications to a typical indoor wireless communication environment and to the signal interpretation in the detection of the cosmic background radiation are briefly discussed. Numerical results are presented for the field transfer from a pulse-excited transmitting wire loop to some other receiving wire loop elsewhere in space, a configuration that is representative for the operation of wireless telecommunication systems and for the pulsed-field EM interference analysis in nano-electronic integrated circuit devices.
APPENDIX A GENERIC FORM OF THE TIME-DOMAIN FIELD RECIPROCITY RELATION
The generic form of the field reciprocity relation applies to two admissible electromagnetic states, denoted by the superscripts A and B, respectively, present in one and the same bounded domain in space. In each subdomain of where the field quantities are continuously differentiable, they satisfy the Maxwell equations [4, Sec. In these relations, represents the transverse admittance relaxation function per length of the medium, represents its longitudinal impedance relaxation function per length, and denotes time convolution. Both, and are causal. It is emphasized that the uniqueness of the electromagnetic field initial-value problem can only be proven if the time Laplace transforms of these relaxation functions have a positive real part in the right half of the complex transform parameter plane [24] , [25] . In the domain outside , the constitutive relations are 
whereas the second term vanishes when no sources are present inside . An important class of applications where (54) and (55) do not apply is the field of time-domain electromagnetic inverse profiling and inverse scattering. A survey of this kind of application is presented in [21] .
APPENDIX B THE TIME-DOMAIN FAR-FIELD APPROXIMATION IN AN UNBOUNDED EXTERIOR DOMAIN
In the unbounded domain exterior to , the electromagnetic Green's tensors (point-source solutions) can be determined analytically [4, Sections 28.8 and 28.12] . From the corresponding Huygens surface source representations over the surface it follows that the outgoing fields in admit the far-field expansions (56) where are the electric-field and magnetic-field amplitude radiation characteristics of the antenna system and is the unit vector in the direction of observation (see Fig. 10 ).
From substituting (56) in (47) and (48), combined with (51) and (52), it follows that (57) (58) Upon taking as a reference for evaluating (57) and (58), this quantity follows by applying the expression (see [4] ) (59) where is the symmetrical unit tensor of rank two, and
with as the unit vector along the outward normal to , as indicated in Fig. 10 . Note that the right-hand sides of (60) and (61) have the shape of a slant-stack, or Radon transform, discussed in [13] .
APPENDIX C THE RECEIVING ANTENNA AS A SCATTERER IN AN INCIDENT FIELD
In a variety of applications, a receiving antenna is placed in an incident field, the sources of which are either unknown or inaccessible. In principle, the field in the absence of the antenna is accessible to measurement. After the antenna has been placed in that field, the reciprocity theorem can be applied to the antenna's transmitting state (denoted by T) and the antenna's receiving state (denoted by R). The consequence of the placement of the antenna is that the field in the state R can be written as the superposition of the incident field prior to the placement (denoted by the superscript i) and the field scattered by the antenna (denoted by the superscript s), i.e.
(62)
The reciprocity relation (53) is now applied to a domain bounded internally by (the termination of the antenna system, on which this system terminates into its accessible ports) and externally by a surface in that completely encloses . Note that representations of the type (57) and (58) hold on for both the field in the transmitting state and the scattered field in the receiving state and that both these quantities are outgoing fields on . Upon taking the domain in between and to be source free and the media inside it to be the each others' adjoints in the transmitting and the receiving states, we obtain the identity needed for the scattering description Let a local part of the antenna system occupy a bounded domain in space of such relatively small dimensions that the travel times of electromagnetic waves to traverse this domain is negligible with respect to the pulse time widths of the information carrying fields in and around them. Let, further this part be accessible at a number Kirchhoff ports. The surface integral in the reciprocity relation (53) is then expressible in terms of the voltages across and the electric currents fed into the that serve to characterize the electric or electronic system behavior of the interior. Analysis of the local fields by expressing the electric field strength as the (opposite of) the gradient of potential leads to the relevant link (64) where the electric currents are oriented along .
