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Summary
Multi-objective Optimization Problems (MOPs) involve simultaneously optimizing more
than one objective functions, leading to the notion of optimum which is intrinsically
different from the notion of optimum in Single-objective Optimization Problems (SOPs).
Multi-objective optimization is generally more difficult than single-objective optimization
as a set of solutions is expected to be found rather than a single output solution. The task
is further complicated when the optimization environment is dynamic and the change
of objective functions is unknown. Evolutionary Algorithm (EA) is commonly used to
solve MOPs partially due to its population-based characteristics, where a set of solutions
is generated rather than a single output solution.
This thesis focuses on solving MOPs using evolutionary algorithm in static and dy-
namic environments. Although many works have been reported to solve the static MOPs,
there are few studies focusing on online solution diversity assessment. The diversity
information is useful for selection process and optimizer’s parameters tuning. An online
diversity loss assessment method is presented and implemented on the decomposition-
based multi-objective optimization algorithm to solve the numerical benchmark problems
and vehicle routing problems with stochastic demands. Despite the increasing number
of dynamic multi-objective optimization related research works, the optimization per-
formance benchmarking and change detection issue are two research gaps which have
received less attention. A novel dynamic multi-objective benchmark problem generator is
suggested to study the performance of the optimizer under time-varying fitness landscape
modality, trade-off connectedness and Pareto degeneracy problems. For the change
detection issue, a two-stage change detection approach using inverse modelling approach
is presented to reduce the number of fitness evaluations used for detection purpose.
vi
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A Multi-objective Optimization Problem (MOP) involves simultaneously optimizing
more than one objective functions, leading to the notion of optimum which is intrinsically
different from the notion of optimum in a Single-objective Optimization Problem (SOP).
Multi-objective optimization is generally more difficult than single-objective optimization
as a set of solutions is expected to be found rather than a single output solution. The task
is further complicated when the optimization environment is dynamic and the change of
objective functions is unknown. Evolutionary Algorithm (EA) is commonly used to solve
MOPs partially due to its population-based characteristics, where a set of solutions is
generated rather than a single output solution [1]. In addition, this class of algorithms
does not impose convexity assumption on the objective functions and it is less sensitive to
local optima as compared to classical optimization algorithms [2]. The field of applying
EA to solve MOPs is called Evolutionary Multi-objective Optimization (EMO). This is
an active research area which has attracted many interests in different fields of science,
including scheduling, data mining and engineering, just to name a few.
Evolutionary Dynamic Multi-objective Optimization (EDMO) extends the field of
EMO to time-varying objective functions and/or time-varying constraints. This research
field is relatively young and rapidly evolving. EDMO is generally more challenging
than static counterpart as it imposes stricter time-constraint and change detection issue.
Due to the time-constraint issue, convergence speed of the algorithm plays a more
significant role than static counterpart as it determines the practical use of the algorithm
in the dynamic environment. As the task of the Dynamic Multi-Objective Evolutionary
Algorithm (DMOEA) is to track the optimal solution set, diversity of the solutions is
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also important as it affects the tracking ability of the algorithm after the change is
detected. Change detection is another important topic in EDMO which has not been
widely explored. Most of the existing research works detect change of objective functions
by regularly evaluating a number of solutions to monitor change of evaluated objective
values. This approach is computationally expensive as additional numbers of function
evaluations are used solely for detection purpose without contributing to the optimization
search. The primary aim of this thesis is to investigate the afore-mentioned issues in
EDMO and proposed a solution to tackle these issues.
1.1 Some Basic Definitions
1.1.1 Multi-objective Optimization Problem
A MOP consists of more than one objective function that needs to be optimized simulta-
neously. Mathematically, a MOP can be expressed as
minimize
x
f(x) = [f1(x) f2(x) . . . fm(x)]
T
subject to x ∈ Ω
(1.1)
where fi is the i-th objective function; m is the total number of objective functions;
f(x) ∈ Rm is the objective vector; n is the total number of decision variables; x ∈ Rn is
the decision vector and Ω ⊂ Rn is the feasible decision space. Without loss of generality,
a minimization problem is considered here. Generally, Ω can be described by
Ω = {x ∈ Rn|gj(x) ≤ 0 for j = 1, . . . , p;hk(x) = 0, for k = 1, . . . , q}
where gj is the j-th inequality constraints out of total p inequality equations and hk is
the k-th equality constraints out of total q equality equations. Since Eq (1.1) involves
more than one objective function, there might be no single point in Ω that minimizes all
the objectives simultaneously. Therefore, the concepts of Pareto dominance and Pareto
optimality are needed to define the solution set that provides the best trade-off between
different objective functions.
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1.1.2 Dynamic Multi-objective Optimization Problem
A Dynamic Multi-objective Optimization Problem (DMOP) consists of more than one
objective function and its fitness landscape is dynamic. The dynamics of the fitness
function may come from time-varying objective functions or time-varying constraints.
This thesis only considers DMOP which has the following form.
minimize
x
f(x, t) = [f1(x, t) f2(x, t) . . . fm(x, t)]
T
subject to x ∈ Ω(t)
where fi(x, t) is the i-th objective function; m is the total number of objectives; f(x, t) ∈
Rm is the objective vector; x ∈ Rn is the decision vector; n is the total number of
decision variables and Ω(t) ⊂ Rn is the feasible decision space. Without loss of generality,
a minimization problem is considered in this thesis. Generally, Ω(t) can be described by
Ω(t) = {x ∈ Rn|gj(x, t) ≤ 0 for j = 1, . . . , p;hk(x, t) = 0, for k = 1, . . . , q}
where t ∈ R represents the time variable; gj is the j-th inequality constraint out of total
p inequalities and hk is the k-th equality constraint out of total q equalities. This thesis
focuses on the static decision space which implies that the constraints are not function
of time. In addition, box constraints are considered throughout this thesis. This means
Ω(t) = Ω =
n∏
i=1
[ai, bi] ∈ Rn
where ai and bi are the lower and upper bounds for each dimension in decision space
respectively.
1.1.3 Pareto Optimality & Pareto Dominance
Let u,v ∈ Rm be two objective vectors. In the context of Pareto optimality, three types
of relation can be defined. For the case of minimization, these relationships are shown
below:
1. Strong dominance: u is said to strongly dominate v (u ≺ v) if and only if
ui < vi, ∀i ∈ {1, . . . ,m}
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where ui and vi are the i-th element in the objective vectors u and v, respectively.
2. Weak dominance: u is said to weakly dominate v (u  v) if and only if
ui ≤ vi, ∀i ∈ {1, . . . ,m} and ∃ui < vi for at least one i.
3. Incomparable: u and v are incomparable (u ∼ v) if and only if
∃i, j ∈ {1, . . . ,m} : ui < vi and uj > vj .
In this thesis, dominates is assumed to be weakly dominates when the type of domination
relationship is not explicitly specified.
Let F ⊂ Rm be the feasible objective space which is mapped by Ω. A decision
vector x∗ ∈ Ω is said to be a Pareto optimal solution if there is no vector in F that
dominates f(x∗). The objective vector of the Pareto optimal solution is called Pareto
optimal objective vector. All the Pareto optimal solutions in Ω jointly form the Pareto
Optimal Set (POS) whereas all the Pareto optimal objective vectors in F collectively
form the Pareto Optimal Front (POF). A vector whose elements are the lower (upper for
maximization problem) bounds of the feasible objective space is called the ideal vector,
z∗. In general, the ideal vector is in the infeasible objective space. For more detailed
treatment on these concepts, please see [2–4].
1.2 Goals of Multi-objective Optimization
The task of multi-objective optimization is to find a set of solutions which approximate or
represent the best trade-off between the objective functions. To assess the performance
of a multi-objective optimizer, a set of criteria is required to be defined. Generally, there
are two main aspects which are used to describe the quality of the found solution set.
Proximity
The closeness of the obtained solutions to the actual trade-off is a common require-
ment for any type of optimizer. A Multi-Objective Evolutionary Algorithm (MOEA)
which generates solutions which are nearer to the actual trade-off is more preferable
than another algorithm which generates solutions farther to the actual trade-off.
Distribution
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The distribution of the obtained solutions plays an important role in describing
the actual trade-off. In EMO research community, solutions spread and uniformity
are used to assess the quality of the obtained solutions. Ideally, it is desired to
obtain a highly spread and uniformly distributed solution set to describe the actual
trade-off.
As the trade-off solution set might be changing in a DMOP, the consistency of tracking
performance is the additional aspect which is important in assessing the optimizer’s
performance.
1.3 Scope of the Thesis
Even though many research works have been devoted to EMO, there are relatively few
studies on EDMO until recent years. There are still some open areas which are waiting
to be explored in EMO and EDMO as listed below:
1. Online diversity assessment for EMO has received relatively less attention in the
community as compared to objective space hypervolume which contains both
diversity and convergence information. Knowing the convergence and diversity
related information individually would definitely benefit design flexibility of the
MOEA, especially MOEA with adaptive operator.
2. As most of the existing evolutionary computation research works are established by
empirical studies, benchmark test suite plays a pivotal role to analyze the potential
weaknesses of a given algorithm. Existing dynamic multi-objective benchmark test
suites are either too simple or pays less focus on the dynamics of the problem.
More comprehensive dynamic multi-objective benchmark test suites are required
to assess the performance of DMOEAs under different dynamics.
3. Change detection of DMOPs is a critical issue which has received relatively less
attention from the community. Existing change detection approach used in EDMO
is computationally expensive as a significant amount of function evaluations is
devoted solely to detection purpose. More exploration on the less expensive change
detection approach is desirable to pave the way to the real world application of the
DMOEAs.
4. As EDMO imposes stricter time-constraint than EMO, convergence speed of the
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algorithm is a critical issue in this research area. More exploration on the use of
past explored information is desired to reduce the required fitness evaluations.
This thesis attempts to fill these gaps by exploring the issues from these areas and
proposing possible solutions to these issues.
1.4 List of Contributions
The contributions of this thesis are shown as follows:
1. An attempt has been carried out to estimate the diversity loss of population solu-
tions during optimization search using the geometrical meaning of convergence and
diversity. The estimated diversity loss metric is used to tune the recombination
operator and select more diverse solutions for the next population. This demon-
strates the possibility of using the solution objective space diversity information to
improve the algorithm’s performance.
2. A dynamic multi-objective benchmark test suite is devised to assess a given
DMOEA in different fitness landscape dynamics. In the test suite, time-varying
fitness landscape modality, trade-off connectedness and trade-off degeneracy are
considered as these properties rarely exist in the current benchmark test instances.
Cross-problem comparative study is also presented to analyze the sensitivity of a
given algorithm to certain fitness landscape properties.
3. To improve the convergence speed of a MOEA in dynamic environment, a decomposition-
based MOEA with inverse model is proposed. The algorithm utilizes past explored
solutions to build a set of linear inverse models. These models are used to direct
the algorithm search towards promising decision space regions.
4. A two-stage Change Detection Test (CDT) is proposed to reduce the fitness
evaluations used for detection propose. A set of linear inverse models acts as weak
detectors to monitor possible objective function changes in the first stage. The
detection in the first stage does not spend any fitness evaluation for detection
purpose. After the detection mechanism is triggered in the first stage, fitness
re-evaluation is performed in the second stage to confirm the change. By using
the proposed two-stage change detection mechanism, the fitness evaluations spent
for detection have been significantly reduced. This demonstrates the possibility of
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using past evaluated solutions to reduce function evaluations for detection purpose
in certain type of fitness landscape.
1.5 Organization
This thesis focuses on objective space diversity, benchmark and change detection issues
of DMOEA. The overall thesis is organized as follows:
Chapter 2 provides some backgrounds on evolutionary computation and reviews
existing the state-of-the-art MOEA frameworks. This chapter also covers the popular
performance metrics which are used to provide quantitative measurements and additional
insights of the algorithms’ performance.
Chapter 3 describes the diversity issues of the decomposition-based MOEA and
presents the concept of online diversity measurement technique. The online diversity
measurement technique is implemented in the decomposition-based selection operator
and the measured quantity is used to tune the parameter of the recombination operator.
Comparative studies are performed to show the performance enhancement by using these
operators.
Chapter 4 follows by implementing the selection operator to solve the Vehicle Routing
Problem (VRP). The algorithm is compared with existing domination-based MOEA
framework. Some issues of the selection operator are also discussed in this chapter.
Chapter 5 presents a set of dynamic properties which do not exist in the EDMO
benchmark literature. Some of these dynamic properties exist in the real world appli-
cations and they affect the optimization performance of the DMOEA. This chapter
also reviews existing dynamic benchmark test suites. A benchmark problem generator
is presented in this chapter and it is used to analyze the performance of DMOEAs.
In addition, cross-problem comparative studies are presented to analyze the potential
sensitivity of a given DMOEA to certain dynamic fitness landscape properties.
Chapter 6 focuses on the development of the DMOEA using the inverse modelling
technique. The inverse models of the algorithm are used to direct the search towards
the promising areas in the search space. Besides, the inverse models also facilitate the
change detection to lower the required number of function evaluations for detection
purpose. Comparative studies are performed to investigate the optimization and detection
performance of the proposed algorithm.







The purpose of this chapter is to present some EMO backgrounds and to review some
existing research works which are related to the rest of the chapters in this thesis. Four
different MOEA frameworks are presented. Common strategies used in EDMO are
discussed. Finally, the test instances and performance metrics for EMO and EDMO are
presented.
2.1 Evolutionary Algorithm (EA)
EAs belong to the class of population-based algorithm which maintains a set of candidate
solutions rather than a single candidate solution [1]. EAs are computing paradigms,
which mimic the biological evolution to drive the search towards optimality. Reproduc-
tion, mutation, recombination and selection operation, terms which are borrowed from
biological evolution, are the main components of the evolutionary algorithms to perform
the search process. Survival-of-the-fittest and genetic recombination are the two main
concepts which drive the evolutionary search.
EAs can be categorized into generational algorithms, which update the entire solution
set every round, and steady-state algorithms, which only update a portion of the entire
solution set at a time. This thesis only focuses on the former as they are commonly
found in the EMO literature. The flowchart and pseudo-code of a typical EA are















Figure 2.1: Flowchart of EA.
generated by randomly initializing solutions in the search space. Each newly generated
individual solution is evaluated by computing its fitness value. This population is
then evolved and the algorithm selects fitter solutions to survive over the current
generation. During the evolution process, mating selection is performed to identify
parent solutions which will contribute to the formation of the offspring solutions during
the recombination. Recombination involves exchange of parent solutions’ alleles so that
the offspring solutions possess some characteristics of both parent solutions. These
offspring solutions are then randomly selected to undergo mutation. Mutation operation
is performed by adding some perturbations to the offspring solutions’ alleles. Different
types of EA may have slightly different offspring solution generation strategies. For
instance, Differential Evolution (DE) performs mutation operation before recombination
operation. After offspring solutions are generated, their fitness values will be computed
for the environmental selection. Environmental selection picks the fitter solutions from
both parent and offspring populations to survive. These solutions become the population
for the next generation and they undergo the same evolution process again. This iteration
continues until the termination condition is satisfied.
The pseudo-code in Algorithm 2.1 is generic as there are no specifications of the
actual selection, recombination or mutation operators used in the algorithm. The actual
implementation of these operators depends on the type of optimization problem and the
solution’s representation. For a MOP, a special environmental selection is required as
more than one objective functions are involved. Recombination and mutation operators,
also known as variation operators, have different implementations on different solution’s
representation. A variation operator for binary solution’s representation is generally
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different from another variation operator which operates on graph representation. Nu-
merous operators and representations have been proposed in the literature. A more
detailed treatment on these topics can be found in [5, 6].
Algorithm 2.1 Pseudo-code of a typical EA
Require:
Termination condition, population size, desired number of elite individuals
Ensure:
A set of best found elite individuals
1: Initialization: Randomly initialize initial population
2: Evaluation: Compute the fitness value of each individual in the population
3: while Termination condition is not satisfied do
4: Mating Selection: Select parent population
5: Recombination: Perform crossover operation over two or more parent solutions
6: Mutation: Add perturbation to the newly generated offspring solutions
7: Evaluation: Compute the fitness value of each offspring solution
8: Environmental Selection: Select survival population for the next generation
9: end while
2.2 Multi-Objective Evolutionary Algorithm (MOEA)
There are four main MOEA frameworks that are commonly used in the literature, namely
preference-based framework, domination-based framework, indicator-based framework
and decomposition-based framework. The major difference of these frameworks is the
selection approach they used to form the survival population. As there are more than
one objective functions involved in a MOP, the dominance relation between any two
solutions is a strict partial order. Therefore, the evaluated objective vector cannot be
directly assigned as the fitness value which is used in the selection process.
2.2.1 Preference-based Framework
At the early days of EMO research, a MOP is solved by aggregating weighted objective
functions into a SOP. This approach is simple and allows existing single-objective
algorithms to be applied directly to solve the problem. Different solutions can be
generated by using different user-defined weight vectors. The main drawback of this
approach is that the optimization output is highly susceptible to the choice of weight
vectors. The optimization output is generally not a representative of the actual POF.
This framework requires Decision Maker (DM) to specify his/her preferences over different
objectives [7].




Figure 2.2: Knee solutions.
setting the preferences during the evolutionary search process [8, 9]. Some researchers
argue that the most interesting solutions of the POF is the knee solutions where a small
improvement in one objective would lead to a large deterioration in at least one another
objective (as shown in Figure 2.2). Therefore, some evolutionary algorithms only focuses
their search on these knees rather than the whole POF [10–12]. The main difference
between this framework and others is the involvement of the DM in setting the preferences
before or during the optimization search. In addition, the final algorithm outcome covers
only some parts of the actual POF. The main advantage of this framework is that it
may spend relatively fewer number of fitness evaluations than other frameworks as only
certain parts of the actual POF is interested. The drawback of this framework is that
it fails to describe the best trade-off between different objectives. Furthermore, it is
necessary to specify the objectives’ preferences which the DM may not be aware of.
2.2.2 Domination-based Framework
The MOEAs in this framework utilize the domination relationship to perform the
selection process and optimize all objectives simultaneously. This idea was first suggest
by Goldberg [13] and later implemented by other researchers [14–16]. This framework
has dominated the EMO research and many existing algorithms are designed under this
framework.
Multi-Objective Genetic Algorithm (MOGA) is the first remarkable algorithm of this
framework [14]. To determine the fitness of an individual solution, this algorithm first
calculates the number of other individual solutions that dominate it and set the number
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as the rank of the individual solution. Non-dominated solutions (the solution set which
is not dominated by any other solution) have the higher rank (smaller number) than
dominated solutions (the solution set which is dominated by at least one solution). Then,
the concept of niche and fitness sharing [8] is used for diversifying the population.
Srinivas and Deb proposed Non-dominated Sorting Genetic Algorithm (NSGA) which
performs non-dominated sorting during the fitness value assignment in the environmental
selection process [15]. After the sorting, the population is categorized into a number of
non-overlapping POF layers. The sorting algorithm first identifies the non-dominated
solutions in the population and they form the first POF layer. Then, the first layer
individual solutions are excluded from the population, the rest population undergoes
similar procedure to form the second layer solutions. These steps continue until there is
no solution in the population. To maintain the diversity in the population, a sharing
method is applied for each POF layer. A stochastic remainder proportional scheme [8] is
used to randomly select the survival solutions. One of the major criticisms of the NSGA
is that it is a non-elitist algorithm. An elitist algorithm keeps the best found solution
during the evolution. The best found solution set in NSGA may be dismissed during the
stochastic selection although higher survival chance is given to non-dominated solutions.
To overcome the issue, a second generation of NSGA (NSGA-II) was proposed [17].
Different from the first generation, the survival selection mechanism is elitist. The
lowest POF levels are selected for survival until the total number of solution exceeds
the population size. As the total number of solutions exceeds the population size, some
solutions in the last selected layer are dismissed based on their crowding distance. Under
this scheme, extreme solutions and less crowded solutions are more likely to be selected.
NSGA-II has successfully attracted the attentions of the EMO community and it is one
of the most famous MOEAs at the time of this writing. It has been implemented to
solve many real world applications [18–21] and served as a baseline algorithm for the
EMO research [22, 23]. Although NSGA-II has a decent optimization performance in
bi-objective optimization problem, the optimization performance deteriorates as the
number of objectives scales up. The major reason is that the searching pressure of
the algorithm reduces due to the exponential increase in the number of non-dominated
solutions as the number of objective scales up [24–26]. This led to the development of
NSGA-III [27–29], which uses reference points to enhance the search pressure during many-
objective optimization (typically, many-objective problem have more than 3 objective
functions). For the bi-objective optimization problem, there is no clear advantage of
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NSGA-III over NSGA-II [30]. As the focus of the thesis is not on many-objective
optimization problem, NSGA-II is still used as the baseline algorithm for comparative
studies.
2.2.3 Indicator-based Framework
The MOEAs in this framework use indicator function to find a good solution set to
approximate the POF. In the literature, hypervolume measure [31] is frequently used
as an indicator [32–36] due to its theoretically good characteristics [37–39]. However,
hypervolume measure is often criticized for its long computation time specially when there
are many objective functions. For tackling this issue, efficient hypervolume calculation








Figure 2.3: Hypervolume of a solution set {s1, s2, s3, s4} with reference point r.
Hypervolume of a solution set is the volume of the region dominated by the solution
set in the objective space given the location of reference point as shown in Figure 2.3.
Knowles and Corne first integrated the hypervolume indicator into the optimization
process [47] by using the indicator to maintain a separate archive of non-dominated
solutions. Huband et al proposed a new MOEA with modified second generation Strength
Pareto Evolutionary Algorithm (SPEA) environmental selection procedure which uses a
hypervolume-related measure to replace the original density estimation approach [48].
Zitzler and Ku¨nzli proposed a general Indicator-Based Evolutionary Algorithm (IBEA)
which uses hypervolume indicator to compare individuals and assign fitness value [49].
Emmerich et al proposed S-Metric Selection Evolutionary Multi-objective Optimization
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Algorithm (SMS-EMOA) which uses non-dominated sorting with hypervolume indicator
to perform the environmental selection. SMS-EMOA’s fitness assignment methodology
has significant impact on the community and it were later adopted and modified by
other researchers [50]. Wagner et al has demonstrated that SMS-EMOA outperformed
many other representative algorithms on many-objective optimization problem [51].
SMS-EMOA is criticized for its high computational time for computing the hypervolume
values. Bader and Zitzler proposed a hypervolume estimation algorithm which uses Monte
Carlo sampling to approximate the exact hypervolume to reduce the computational
time [34].
Indicator-based framework reduces the reliance of the MOEAs on dominance relation
for the searching pressure. The MOEAs under this framework are commonly used to
solve many-objective optimization problems [52].
2.2.4 Decomposition-based Framework
Decomposition-based framework decomposes a given MOP into a set of subproblems
using the weight vectors. Classical decomposition approaches, including but not limited
to weighted sum, Tchebycheff [2] and boundary intersection approaches [53, 54], are
commonly used for the MOP decomposition. Under this framework, it is not necessary
to use the Pareto dominance for the selection operation.
Ishibuchi and Murata [55,56] proposed Multi-Objective Genetic Local Search algo-
rithm (MOGLS) which is the first noteworthy algorithm of this framework. In the initial
version of MOGLS, weighted sum approach is used to aggregate a given MOP and the ag-
gregated value is used as the fitness value of an individual. The weight vector used in the
decomposition is randomly generated and it is different from later decomposition based
MOEA. Later, another version of MOGLS [57,58] was proposed by another researcher
and the algorithm uses Tchebycheff scalarizing function to aggregate different objective
functions. Similar to previous MOGLS, the weight vectors are randomly generated.
This framework has attracted the attention of the community and other variants are
proposed [59–61]. In particular, Jin et al [61] uses a set of dynamically changing weights
for evolutionary multi-objective optimization.
Zhang and Li proposed Decomposition-based Multi-Objective Evolutionary Algorithm
(MOEA/D) which is one of the most famous MOEA in the recent EMO research [22,23].
Different from the MOGLS, the weight vector set are uniformly generated. Each weight
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vector denotes a subproblem which is optimized by the algorithm. The concept of weight
vector neighbourhood is defined in this algorithm. Each weight vector has a predefined
number of neighbours which are defined based on Euclidean distance between two weight
vectors. The neighbourhood relationship is used in mating selection and environmental
selection. MOEA/D does not utilize Pareto dominance for the selection purpose. There
is an increasing number of research works [62–64] and applications [65–68] which is based
on MOEA/D. Similar to NSGA-II, this algorithm is commonly served as a baseline
algorithm in comparative studies.
2.2.5 Summary
Each of these frameworks has their strengths and weaknesses. To grab the strengths of
different frameworks, there are some research works which combine or hybridize some
of these frameworks [69, 70]. If the DM’s preference information is available, MOEAs
in preference-based framework is generally more preferable as the search process could
focus on the region that the DM is more interested in. Indicator-based framework is
preferred when the number of objectives is high. For two- or three-objective problem,
domination-based or decomposition-based frameworks are considered first as they are
generally less computationally expensive than indicator-based framework. Since this
thesis focuses on multi-objective (two or three objectives) problem and assumes that
DM’s preference information is not available, most of the comparative studies involves
only MOEAs in domination-based or decomposition-based frameworks.
2.3 Evolutionary Dynamic Multi-objective Optimiza-
tion Strategies
Most of the existing DMOEAs are based on static MOEAs. Due to the objective functions
or constraints may change over time in DMOP, the best found solution set before a change
happens may become obsolete or infeasible after the change. This incurs additional
difficulties to the optimization process. Therefore, some strategies or modifications on
the static MOEAs are needed to circumvent the problem. Before delving into the details
of these strategies, it is worth reviewing some common assumptions in EDMO research.
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2.3.1 Common Assumptions in Evolutionary Dynamic Multi-
objective Optimization
As DMOPs are difficult to solve, it is common to make certain assumptions on the problem
in order to reduce the complexities and difficulties of the problem. This subsection
presents some common assumptions in the literature about the characteristics of the
DMOPs.
Change is not radical
To speedup the optimization process after a change is detected, it is usually assumed
that the change is not radical so that the knowledge about the previous search
before the change can be used. If the change is radical and drastic, there is not
much information that can be extracted from the previous search. In this case,
restart the evolutionary search may be the only viable option [71].
Visibility and detectability of change
In the EDMO literature, it is commonly assumed that the change is known or
can be easily detected. It is commonly to use a few detectors, solutions which
are re-evaluated every generation, to detect the change [72,73]. When the fitness
evaluations are noisy or the changes are undetectable, it is not a trivial task to
detect the change in fitness landscape. To detect or adapt the change in the
fitness landscape, more sophisticated mechanism is required. Recently, there is an
interesting approach to tackle the DMOP in an undetectable environment using
clustering and multi-population approach [74].
Change is periodic
It is usually considered that the change is either periodic or following certain
patterns. This assumption is commonly used in memory and prediction approach
which are described in the later sections.
No cost in changing the optimal solution
Most current EAs for DMOPs assumes that there is no cost in changing the optimal
solution. In many cases, this is not practical as the solution implementation can
be costly. To partly relieve such an assumption, robustness over time has been
suggested and studied in the literature. This study aims to reduce the number of
solution changes given the worst tolerable solution [75,76].
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2.3.2 Design Issues in DMOEAs
Due to the fitness landscape changing nature of DMOP, there are some algorithmic
design issues which are specifically related to Evolutionary Dynamic Optimization (EDO)
and EDMO. Compared to EDMO, there are more comprehensive discussions on EDO
in the literature [77–79]. Nevertheless, many issues and lessons in EDO can be applied
to EDMO.
Detection of environmental change
The change detection in the DMOEAs is an important task as many existing EDMO
strategies take explicit action after change is detected. High misdetection rate causes
the population contaminated by the obsolete solutions whereas high false detection
rate results in unnecessary actions taken by the algorithm. These actions usually
disturb the algorithm convergence speed and waste function evaluations. Fixed
detectors approach is usually implemented in the DMOEAs to monitor the possible
environment change [71,73,80]. This approach basically re-evaluates past solutions
to check for change in objective values. Despite its simplicity and effectiveness,
fixed detector approach spends additional amount of function evaluations solely for
detection purpose.
Obsolete solutions
In the event of environmental change, the best found solutions before the change
may not be non-dominated solutions after change happens. Unless these solutions
are re-evaluated or eliminated, they may be harmful to the evolutionary search.
This is especially the case when the previously evaluated objective values of the
obsolete solutions dominate the POF of the new environment. In this case, the
obsolete solutions misguide the evolutionary search and optimization process. To
exploit the past information, it is important to evaluate the obsolete solutions as
this may improve the convergence speed of the DMOEA.
Diversity of population
There is a trade-off between exploiting past information and exploring new promising
search region after an environmental change is detected. Although it is assumed
that the change is not radical, the POS of the new environment may be not within
the vicinity of the previous optimal solution set. Solely dependent on exploitation
of past information may cause the population trapping into the local optimal
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solution set. To avoid the issue, it is important to introduce or maintain the
solution diversity throughout the evolutionary search process.
2.3.3 Diversity Approach
There are two major categories which are under this approach: diversity introduction and
diversity maintenance [71]. For the former category, certain randomness is introduced into
the population to enhance the diversity of the population. Two typical representatives of
this category is hypermutation [81] and random initialization [82] scheme. Hypermutation
scheme increases the mutation rate of the mutation operator for some generations. This
technique is primarily used in EDO but it can be easily extended to EDMO [83]. Random
initialization scheme introduces randomly initialized solutions into the population after
a change is detected [82]. For the diversity maintenance category, early convergence is
avoided all the time by using some mechanisms. Random immigrants approach [84,85]
is a representative which introduces randomly initialized solutions into population every
generation. Diversity approach is generally simple as there is no additional archive or
model needed.
2.3.4 Memory Approach
Memory approach is useful when the POF and POS of the DMOP repeatedly returns
to the previous locations or the environment changes cyclically in the search space.
The basic principle of the memory approach is to store useful information from the
current environment for the potential use in the future new environment [86]. This
approach can be categorized into explicit memory and implicit memory. Implicit memory
depends on redundant representations to store useful information whereas explicit memory
uses additional storage or archive to store the information [71, 79, 87]. Diploidy is
the most common implicit memory scheme used by the evolutionary algorithm [88,
89]. Compared to explicit memory scheme, there are relatively less research works on
using implicit memory to solve DMOPs. Most of the implicit memory research works
in the evolutionary computation literature focus on solving dynamic single-objective
optimization problem. Some research works have shown that using explicit memory
could improve the optimization results of the DMOEAs [90–92]. The challenge of this
approach is to extract the useful information from the past best found solutions.
19
2.3.5 Multi-population Approach
The main idea of multi-population approach is to use a number of sub-populations to con-
duct simultaneous exploration in different search space regions in order to detect changes
or emergence of new optimal solutions. The main challenge of this approach is to decide
an appropriate number of sub-population with proper number of individuals for each sub-
population. Goh and Tan proposed a Dynamic Competitive-Cooperative Coevolutionary
Algorithm (dCOEA) which utilizes competitive and cooperative paradigms to adapt the
problem decomposition in both static and dynamic multi-objective optimization problem.
Two sub-populations are maintained and interacted with each others [93]. Li and Yang
proposed a multi-population approach which tracks multiple good optima to solve the
DMOP in an undetectable environment. Hierarchical clustering method is employed
to automatically partition the whole population into a number of sub-populations [74].
Multi-population approach has an advantage of tracking multiple optima and adapting
to new environment. However, it is not a trivial task to design a scheme which partitions
the population into an appropriate number of sub-populations.
2.3.6 Prediction Approach
The basic idea of prediction approach is to utilize some predictions or forecasting
strategies with a DMOEA to enhance the optimization performance. Generally, prediction
techniques are used to forecast or estimate the next optimal solutions after a change
in fitness landscape is detected. Hatzakis and Wallace proposed a Dynamic Queuing
Multi-Objective Optimizer (D-QMOO) which is an elitist, steady-state DMOEA which
identifies separate local optima using cluster analysis. D-QMOO uses the current and
past locations of optimal solutions with a time-series model to forecast the location
of the next optimal solutions [94]. Zhou et al proposed a prediction-based population
re-initialization strategy using time-series model to initialize population after a change
in the fitness landscape is detected [95]. Later, Zhou et al extend the idea to predict
the center point and estimate the manifold of the optimal solution set [96]. Arrchana
et al proposed Kalman-filter-based re-initialization strategy which uses Kalman-filter
prediction to initialize the next optimal solution set after a change is detected [97]. The
effectiveness of the prediction approach depends on the accuracy of the trained model.
The challenge of this approach is to find a suitable model which could accurately estimate
the next optimal solution set.
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2.3.7 Summary
Early EDMO researches are heavily influenced by the advancement of the EDO researches.
Diversity approach, memory approach and multi-population approach are inspired from
the techniques used in EDO. The recent advancement of the statistical and machine
learning techniques have inspired an increasing number of research studies to apply the
learning technique to improve the performance of the DMOEAs. DMOPs are challenging
due to its stricter time-constraint, applying the machine learning technique to improve
the algorithm’s performance is a promising research direction.
2.4 Performance Benchmarking
As most of the existing evolutionary computation research works are established by
empirical studies, performance benchmarking plays a pivotal role to drive the research
process. In this section, a number of popular performance metrics used in EMO and
EDMO are reviewed. Then, some popular benchmark test suites used by the researchers
in the community will be discussed.
2.4.1 MOEA Performance Metrics
Since the task of a MOEA is to find a set of uniformly distributed solutions along the
POF, there are numerous performance metrics which assess the optimization performance
of a given algorithm based on different perspectives, including proximity, uniformity and
diversity of the algorithm’s output solutions. Another important perspective of choosing
performance metric is whether the POF of the problem is known or not. This section
reviews some performance metrics which are commonly used in the EMO community.
Generational Distance (GD)
Generational Distance (GD) measures the degree of proximity based on the distance
between the algorithm generated output and the known POF [98,99]. Mathemati-
cally, it is defined as
GD(Q,P ) =
√∑
q∈Q dist(q, P )2
|Q|
(2.1)
where dist(x, Y ) = miny∈Y ||x− y||, P and Q are the POF points and algorithm’s
output (in objective space), respectively. This metric requires the information
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of actual POF as it is used to calculate the distance. Low value of this metric
is desired. To obtain low GD value, the algorithm’s output must be near to the
actual POF regardless of whether the solution set is well spread or not.
Inverted Generational Distance (IGD)
Inverted Generational Distance (IGD) provides a quantitative measurement for the
proximity and diversity of the multi-objective optimization performance [99,100].
Similar to the GD metric, it is based on the distance between algorithm generated






To obtain low IGD value, the algorithm’s output must be close to and well spread
along the POF.
Hausdorff Distance (HD)
Similar to GD and IGD, Hausdorff Distance (HD) is also a distance-based perfor-
mance metric which has been widely used in several research fields such as image
matching and fractal geometry [101]. Schu¨tze et al modified the original Hausdorff
distance to used it for measuring the distance between POF and algorithm’s output
solutions. The modified Hausdorff distance is mathematically defined as








dist(q, P ))1/2}. (2.3)
HD also provides a quantitative measurement for proximity and diversity of the
multi-objective optimization performance.
Υ-Convergence Metric
Υ-convergence metric is proposed by Deb et al [17] to measure the convergence
performance of a given MOEA. It is mathematically defined as
Υ(Q,P ) =
∑
q∈Q dist(q, P )
|Q| . (2.4)
This metric is similar to the GD metric and some researchers consider it is a variant
of GD metric [102]. To avoid the possible confusion, this thesis follows the notation
used by Deb et al to term it as Υ-convergence metric.
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D-Metric
D-metric is a distance-based performance metric which first appeared in [22]. This
metric is often confused with the original IGD metric partially due to their similarity
in the mathematical formulation. To avoid the possible confusion, this thesis follows





|P | . (2.5)
Compared to the GD, IGD and HD, this metric is less sensitive to the outliers of
the algorithm’s output [101]. D-metric also measures the proximity and diversity
performance of the algorithms. This metric is widely used in the EMO community
[23,69,103].
Hypervolume (HV)
Hypervolume (HV) computes the volume of the region which is dominated by the
algorithm’s output set in the objective space. This performance metric does not
require the knowledge of the actual POF but it requires a careful choice of the
reference points [32]. This performance metric is commonly used for the MOP
whose POF is unknown.
Generalized Spread (GS)
Generalized Spread (GS) computes the distance between a point to its nearest
neighbour. It is defined as follows:
∆(Q,P ) =
∑m
i=1 dist(ei, Q) +
∑
x∈P |dist(x,Q)− d¯|∑m
i=1 dist(ei, Q) + |P |d¯
(2.6)







If the output solutions are well distributed and including the extreme solutions,
∆(Q,P ) = 0.
GD, IGD, HD, Υ-convergence and D-metric summarize the distances between Pareto
optimal points to the MOEA’s output. All these metrics require the knowledge of the
actual POF. GD and Υ-convergence metric are typically used for assessing MOEA’s
convergence performance whereas IGD, HD and D-metric are commonly used for evalu-
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ating MOEA’s convergence and diversity performances. The detailed differences between
these distance metrics can be found in [99,101]. HV does not require the knowledge of
the actual POF. However, it is more computationally expensive as compared to other
performance metrics. GS is generally used for assessing the solution spread in objective
space. This metric does not contain any convergence information of the evaluated
MOEAs.
2.4.2 DMOEA Performance Assessments
Due to the time-varying nature of EDMO, it is difficult to assess the performance of
DMOEAs. As the quality of the approximation of a solution set can be assessed using
the previously described performance metrics, the following contents only focus on the
existing approaches which are used to summarize the overall optimization performance
of a given DMOEA. To ease the rest of the discussions, I(·) is used to represent the
performance indicator function of the EMO.
Performance Metric Trends
Performance metric trend plot may reveal some microscopic details of a given
DMOEA optimization performance over the generations. It is commonly plotted
over generation number [104], time [105] or number of changes [95]. Two commonly
used statistics to summarize the overall performance are mean and standard
deviation. The mean and standard deviation over different runs at time index τ
are defined as:











[I(Qiτ )− E [I(Qτ )]]2
where nrun is the total number of runs; Q
i
τ and Qτ are the i-th run algorithm’s
output and combined algorithm’s output at τ time index.
Scalar Indicators
To compare two different DMOEAs, it is easier to use a scalar value than a
vector performance indicator. Average of the means and standard deviations over
time index τ is a direct method to summarize the overall performance of a given
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DMOEA [95]:










For EDMO research, there is no standard performance metric which is used to
compare the DMOEAs’ optimization performance. Most of the comparative studies
extend the comparison approaches used in the EMO researches.
2.4.3 EMO Benchmark Test Suites
There are numerous EMO benchmark test suites in the literature. Deb’s test problem
construction is one of the pioneering works [98, 106] in the design of multi-objective
benchmark problems. In the paper, he proposed a benchmark test problem design
methodology which isolates the design of POF geometry from the test problem’s difficulty.
This work has significantly influenced the design methodology of later works [23,107–111].
In this thesis, Zitzler-Deb-Thiele’s multi-objective benchmark (ZDT) [107], Walking Fish
Group multi-objective benchmark (WFG) [109], Congress on Evolutionary Computation
2009 multi-objective benchmark (CEC-09) [112] and Truly Disconnected multi-objective
benchmark (TYD) [110] are used for assessing optimization performance of numerical
optimization problem. Among these test suites, WFG and CEC-09 are commonly used
for benchmarking a given MOEA’s performance. ZDT is relatively simple and it is good
for assessing algorithm’s convergence speed. TYD has disconnected trade-off segments
and it assesses algorithm’s exploration characteristics [113].
2.4.4 EDMO Benchmark Test Suite
There are relatively few benchmark test instances for DMOP as compared to EMO
benchmark test instances. In this thesis, Farina-Deb-Amato dynamic multi-objective
benchmark (FDA) test suite [105] is used for performance assessment as it is commonly
used by the EDMO community. More discussions on the EDMO test instances will be
presented in Section 5.1.3.
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2.5 Summary
This chapter provides some backgrounds on the EMO and EDMO research. The basic
operations of EA are first reviewed. Then, four major MOEA frameworks, namely
preference-based framework, domination-based framework, indicator-based framework
and decomposition-based framework, are discussed. Besides, common strategies for
tackling dynamic fitness landscape are reviewed. The performance metrics and benchmark







Diversity and convergence are two critical issues of a search process in any MOEA. Given
an algorithm, the closeness of the output solutions to POF is related to the convergence
properties of the algorithm whereas the spread and distribution of the output solutions
are related to the diversity properties. Convergence and diversity of an algorithm are
often conflicting goals as strong convergence properties most likely result in poor diversity
of solutions and vice versa. The balance between these two properties is important to
the design of a MOEA [113].
In order to assess the optimization performance of a given MOEA, diversity metric is
often used to estimate the diversity of the generated solution set along the POF. This
diversity metric is significantly different from the diversity metric used in SOP as the
latter measures diversity of whole population without considering the actual POF. For
the ease of discussions, “multi-objective diversity metric” is used to denote the former
whereas “single-objective diversity metric” is used to denote the latter. The notion of
multi-objective diversity is related to the spread and distribution of output solutions
along the POF. Numerous ways of measuring multi-objective diversity based on these
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two perspectives have been proposed and used to assess the performance of a given
MOEA [17,37,101,114–126].
Another interesting application of a diversity metric is to online assess the diversity
of solutions and use the metric to monitor and guide the search process [127–129].
Comparing to single-objective optimization, there are relatively few studies on online
solution diversity metrics to guide the search by means of operator parameter adaptation.
One of the possible reasons is that there is no direct way to convert the existing off-line
multi-objective diversity metrics into online diversity metrics as majority of the off-line
metrics require the knowledge of POF. Recently, there is a trend to use hypervolume
indicator (S-metric or Lebesgue measure, first introduced into MOP by Zitzler et al [31]),
to guide the search as it does not require POF to be known a priori. Hypervolume
indicator includes the convergence and diversity information in a single metric. Since
this metric contains more than one type of information, there is no way to separate the
convergence and diversity information from a single metric. Knowing the convergence
and diversity related information individually would definitely benefit design flexibility
of the MOEA, especially for the adaptive MOEA.
The knowledge of the solution diversity in the objective space can be beneficial to
the design of selection and genetic operators. One popular utilization of this information
is to avoid the selection of similar solutions in the objective space. For instance, Deb et
al [122] used crowding distance in NSGA-II to select the less crowded non-dominated
solutions. Zitzler et al [16] introduced SPEA which applies clustering technique in
selection operator to preserve the solution diversity. Moreover, there are numerous
MOEAs that use grid [130–134] or entropy [120, 135–137] to estimate the solution
diversity. These algorithms explicitly utilize the knowledge of solution diversity to
maintain the population diversity in hope that it can maintain the search ability of the
algorithm. Another use of the solution diversity is to enhance the exploitation properties
of an algorithm when the diversity of solutions is low. A pertinent and quantitative
description of the solution diversity is required for the control of exploitation properties
of the algorithm. Similar concepts can be found in [110, 138] where they utilize the
information of solution diversity to control the exploitation and exploration properties of
the algorithm. Although the concept is similar, there are some crucial differences. In
Silva’s method [138], single-objective diversity metric is used instead of multi-objective
diversity metric. Furthermore, Chow et al [110] use the solution diversity in decision
space as opposed to in the objective space.
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As there are few studies that focus on online quantitative description of the multi-
objective solution diversity in the objective space, there remains a need for an online
diversity metric that can be used in the algorithm design.
3.2 Literature Review on Diversity Measurement
Most of the early pioneering works on multi-objective diversity measurement focus on
off-line assessment of the MOEA’s output.
Deb’s chi-square-like deviation [114] is one of the earliest works in diversity mea-
surement. This approach was inspired by the distribution measurement in statistics.
Later, Schott suggested spacing method in his thesis [115] to evaluate the performance
of a given MOEA. This metric is used to measure the distribution of the algorithm’s
output solutions. As per [116], this performance metric may be misleading as low value of
this metric does not necessarily imply the widespread and uniformly distributed output
solutions. Apart from the distribution of solutions, Zitzler in [117] suggested to use the
spread of the objective space solutions to evaluate the algorithm performance. Tan et
al [118] proposed another metric, namely uniformly distribution index, which uses the
standard deviation of the niche count to gauge the distribution of the solutions.
In [17], Deb et al proposed a diversity metric which evaluates the spread and distri-
bution of the solutions. One of the weaknesses of this performance metric is that it is
restricted to two-objective problem. Farhang et al [120] proposed an entropy approach
to measure the diversity of solutions. This entropy metric quantifies the information of
the solutions and evaluates performance of an algorithm based on the total information
of the solutions. Later, Deb et al suggested grid diversity metric [121] to measure the
diversity of the solution. In [122], Deb et al defined sparsity measure to evaluate the
distribution of solutions. Both metrics in [121,122] require a properly defined hyperplane
to project the obtained solutions on it. The appropriateness of these two metrics are
sensitive to the choice of hyperplane and the inherent dimension of the POF.
There is no direct way to use any of the above-mentioned measurement methods for
online diversity assessment as they require the knowledge of the POF or the ideal vector.
In the literature, there are relatively few studies on online multi-objective diversity
metrics. Mostaghim et al proposed a sigma method [127,128] in Multi-Objective Particle
Swarm Optimization (MOPSO) to guide the search process. This metric imposes a
strict assumption that the POF lies in the positive objective space. In [138], Silva
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used a single-objective diversity metric to monitor the exploration and exploitation
balance of the MOEA as this type of metric does not require the knowledge of POF
to compute. Since single-objective optimization is intrinsically different from multi-
objective optimization [139], single-objective diversity metric may not be able to capture
the distribution and spread information required in multi-objective optimization. Tan et
al in [136] proposed another technique to compute the entropy of the solutions by using
Parzen window density estimation. This approach is sensitive to kernel width setting as
mentioned in the paper.
3.3 Online Multi-objective Diversity Metric
This section first investigates the geometrical implication of the convergence and diversity
of any MOEA. Then, an implementation of estimating the convergence direction during
the search process is presented. Based on the estimated convergence direction, the
diversity loss metric can be calculated online.
3.3.1 Geometrical Interpretation of the Diversity & Convergence
There is no consensus on the definition of convergence and diversity in the EMO commu-
nity as it can be defined in various ways. To avoid confusion, convergence is defined here
as the notion that the population solutions approach or approximate to the POF in the
objective space. On top of this definition, the definition of convergence is extended to
convergence direction. Convergence direction is referred to as the direction that is used to
describe the path of the solution approaching the POF. As discussed in the introduction
section of this chapter, diversity is defined as the spread and distribution of solutions
along the POF in the objective space. Diversity direction is defined as the direction
which is perpendicular to the convergence direction. Diversity direction is closely related
to the distribution of solutions around the convergence direction. In Figure 3.1, the
dotted arrows denote the convergence direction whereas the double head arrows denote
the diversity direction. Note that the convergence and diversity direction are defined
such that they are perpendicular to each other.
In the view of the fact that majority of the existing off-line multi-objective diversity
measurements require the knowledge of POF or the ideal vector, this requirement severely
limits the applicability of these measurements to guide the search as the knowledge of POF
or the ideal vector is not available during the search process. To circumvent the problem,
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Figure 3.1: Convergence and diversity-related directions.
this thesis presents a novel diversity measurement which uses the knowledge of convergence
direction instead of POF or the ideal vector. In the following subsections, estimation
of the convergence direction and calculation of the online diversity measurement are
discussed in detail.
3.3.2 Estimation of the Convergence Direction
Although the exact convergence direction is not available during the search, it is possible
to estimate the convergence direction. To estimate the convergence direction, the
information from the parent and offspring population are extracted as they are the only
resources that provide useful information during the search process. One simple way
to estimate the convergence direction is to use one parent and one offspring solution,
and the offspring solution must dominate the parent solution. In addition, the parent
solution which is closest to the offspring solution (in the objective space) is selected to
be the candidate for the estimation of convergence direction. The estimated convergence
direction is mathematically defined as
dconv,i = cj − pi (3.1)
where p and c are the parent and offspring objective vectors, j is from the index set of
D = {d|∃cd ≺ pk, k ∈ [1, . . . , N ], d ∈ [1, . . . , |C|]} (3.2)
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and i is defined as
i = argmin
k∈Dp
||pk − cj || (3.3)
where
Dp = {k|∃cj ≺ pk, k ∈ [1, . . . , N ]} , (3.4)
N is the parent population size, and C denote the offspring population. There are
numerous ways to estimate the convergence direction. For instance, additional restriction
on the number of times that a parent objective vector p that is used in the computation
of convergence direction can be imposed. Throughout this thesis, Eq (3.1), Eq (3.3),
Eq (3.2) and Eq (3.4) are used to estimate the convergence direction due to its simplicity.
3.3.3 Calculation of the Online Diversity Metric
To compute the proposed online diversity metric, the information of convergence direc-
tion is required. Relative Diversity Loss (RDL) is defined as a diversity measurement
quantity that indicates the amount of diversity loss of an individual solution between two
consecutive generations with respect to a particular convergence direction. This quantity
is basically a ratio between two lines: the shortest distances of parent and offspring






p′ = p− pr
c′ = c− cr
pr and cr are the parent and offspring objective vectors used to form the convergence
direction in Eq (3.1); Γp→cdconv,i denotes the RDL with respect to convergence direction
dconv,i; projdconv,ip
′ and projdconv,ic
′ are the projection of p′ and c′ objective vector
onto the convergence direction dconv,i. The numerator of Eq (3.5) denotes the shortest
distance between the parent solution (p) to the convergence direction (cr − pr), whereas
the denominator denotes the shortest distance between the offspring solution (c) to the
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convergence direction (cr − pr). If there are only two individuals in the population, this
value can represent the estimation of the ratio between the spread of parent solutions and
the spread of offspring solutions over two generations. High value of this ratio implies
the significant reduction of the solution spread. This acts as an indication of the amount












Figure 3.2: Parent A and offspring C form an estimated convergence direction which is
to compute the relative diversity loss of parent B to offspring D.
To further illustrate the way of computing RDL, a simple example is given as shown
in Figure 3.2. Assume that there are a parent pair (A and B) and an offspring pair (C
and D) solutions. Vectors a, b, c and d are used to represent the objective vectors of
solutions A, B, C and D, respectively. At the beginning of the generation, there is no
convergence direction in the archive. Assume that offspring C is generated and evaluated
before offspring D. Since offspring C dominates both parents A and B, it will replace one
of them. Based on the previous-mentioned estimation method, a convergence direction
dconv,1 = c− a is formed and it is put into the convergence direction archive. As parent
A is the nearest parent solution to offspring C, offspring C will replace parent A. When
offspring D is generated, it is checked whether it dominates parent B or not. From the
figure, it is clear that offspring D dominates parent B. Since the convergence archive
is no longer empty, Γb→ddconv,1 can be computed. The rejections of parent b and offspring
d from the first convergence direction (dconv,1) are BF and DE, respectively. By basic
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where 4ABC and 4ADC are the areas of triangle ABC and ADC respectively. Heron’s
formula is used to calculate the triangle’s area
Area of 4 =
√
s(s− a)(s− b)(s− c) (3.7)
where a, b, c are the sides of triangle and s = 12 (a+b+c). If offspring D is first generated,
similar calculation procedure can be used to obtain Γb→cdconv,2 , where dconv,2 = d− a. For
MOPs involving more than two objectives, a similar procedure is applied as Eq (3.6) and
Eq (3.7) only involve the distances between different individuals in the objective space.
In this case, three individuals form a triangle in the objective space. Heron’s formula can
still be used to compute the triangle based on the distances between any two individuals.
During the evolutionary search process, there are more than one convergence direction
at any generation. To estimate the diversity loss of a solution to the whole population, the
notion of Maximum Relative Diversity Loss (MRDL) is introduced. Given k convergence




where Γp→c is the MRDL. The magnitude of Γp→c is governed by the highest Γp→cdconv,i
among the k convergence directions. Below are some properties and implications of the
Γp→c and Γp→cdconv,i :
1. Γp→c is non-negative, i.e. Γp→c /∈ R−.
2. If a newly generated offspring solution is identical to any offspring solution which
is in the convergence archive, Γp→c is infinite.
3. If a parent solution is identical to any parent solution which is in convergence
archive, Γp→cdconv,i is zero.
4. High value of Γp→c indicates either the existence of similar offspring solution in
the convergence archive or the offspring solution is on the line of any estimated
convergence direction. The similarity here is based on Euclidean distance of two
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vectors in the objective space.
Throughout the search process, the inherent nature of a MOEA exerts selection
pressure to the trade-off region. Making use of this property, a metric is defined to
estimate the reduction of solutions’ spread between two consecutive generations. This
metric is different from other existing ones as it measures the diversity loss caused by an
individual solution.
3.4 Algorithm Design
This section presents an implementation of the proposed online diversity metric on
MOEA/D [22,23]. MOEA/D is an evolutionary algorithm which decomposes any given
MOP into a number of single-objective subproblems. It optimizes each subproblem
simultaneously during the evolutionary search process.
3.4.1 Improved Method of Generating Evenly Spread Vectors
When the number of objectives is large, there is no easy way to generate the evenly spread
weight vectors in MOEA/D. The task of generating weight vectors is not trivial as it
affects the spread of final solutions. Evenly spread weight vectors are typically preferred
as no prior knowledge is available on how the weight vectors affect the distribution of
output solutions. The task of generating evenly spread weight vectors can be solved
recursively [140]. A recursion method is proposed to generate evenly spread weight
vectors as shown in Algorithm 3.1. To illustrate the recursive nature of generating the
weight vector, a two-objective weight vector generation example is given as shown in
Figure 3.3.
To use the algorithm, the number of objective functions and the desired difference
between elements in weight vectors are required to be specified. The difference between
weight vectors is equal to 1H where H is a natural number that controls the total number
of weight vectors generated. For many-objective optimization problem, a special attention
is needed as specifying a small number of weight combinations should be avoided. This
is because the algorithm output of a small number of weight combinations may not be a

































Figure 3.3: This figure illustrates Algorithm 3.1 with two objectives (max = m = 2).
In this example, the control parameter H is 2 (interval = 1/H = 1/2). The “base”
represents the base case which corresponds to lines 6–8 in Algorithm 3.1. The node in on
the bottom right (where first value in the box equals to 1.5) corresponds to the lines 2–3
in Algorithm 3.1. Left and right nodes correspond to lines 11 and 13, respectively. When
the weight generation process reaches the base case, the last element of the weight vector
equals to unity subtracts the sum of previous elements in the weight vector.
Algorithm 3.1 weight(index, max, interval, pre)
Require:
m: Number of objective functions
interval: Difference between weight vectors
Initial Condition: index = 1; max = m; pre1→max = 0;
index,max ∈ N; interval ∈ {1, 1/2, . . . , 1/H} where H ∈ N; pre, output ∈ Rmax;
W = ∅
Ensure: A set of evenly spread weight vectors (W )
1: if index ≤ max then
2: if sum(pre1→index) > 1 then
3: return
4: else
5: copy pre to output
6: if index = max then
7: outputmax = 1− sum(pre1→max)
8: W = W ∪ output
9: else
10: copy pre to temp
11: weight(index + 1, max, interval, temp)
12: preindex = preindex + interval








A new selection operator is implemented in MOEA/D to replace the original selection
operator used in MOEA/D. In the new selection operator, each offspring solution is
checked for its MRDL (or equivalently, Γp→c) before the parent-offspring replacement
happens. If the diversity loss of a given offspring solution is higher than a predefined
value (γ), the parent-offspring replacement is called off and the selection operator selects
the parent solution instead of offspring solution. The rationale behind this mechanism is
to maintain the diversity of solutions along the POF. Two archives are needed to store
the convergence direction vector set: one for the offspring solutions and another for the
parent solutions. The pseudocode for the selection operator is shown in Algorithm 3.2
and the procedure to calculate Γp→c is shown in Algorithm 3.3.
Algorithm 3.2 Pseudocode of Environmental Selection
Require:
Pi: Parent population at i-th generation.
Ci: Offspring population at i-th generation.
Condition: |Pi| = |Ci|
Ensure:
Pi+1: Parent population in the next generation.
1: Declare a set D = {1, . . . , |Pi|} and permute the sequence in the set. Set Pi+1 =
Pconv = Cconv = ∅.
2: for k = 1 to |Ci| do
3: Compare C
D(k)
i ’s Tchebycheff scalar function with its neighbouring parents. Store
the neighbouring parent solutions which has worse scalar function value than
C
D(k)
i ’s to P
M
i .
4: if PMi = ∅ then
5: Pi+1 = Pi+1 ∪ PD(k)i
6: else





8: if Pconv = Cconv = ∅ then
9: Pi+1 = Pi+1 ∪ CD(k)i
10: Pconv = Pconv ∪ Pmi
11: Cconv = Cconv ∪ CD(k)i
12: else
13: Compute Γp→c of each solution in PMi to C
D(k)
i using Algorithm 3.3.
14: if any of Γp→c > γ then
15: Pi+1 = Pi+1 ∪ PD(k)i
16: else
17: Pi+1 = Pi+1 ∪ CD(k)i
18: Pconv = Pconv ∪ Pmi





The environmental selection in Algorithm 3.2 is to select the N individual solutions
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Algorithm 3.3 Compute Γp→c
Require:
Pconv: Parents objective vector set used in estimation of convergence direction.
Cconv: Offspring objective vector set used in estimation of convergence direction.
x : The parent objective vector.
y : The offspring objective vector.
Require: |Pconv| = |Cconv|
Ensure:
Γp→c: Maximum Relative Diversity Loss
1: if Pconv = ∅ then
2: Γp→c = 0
3: return
4: else
5: size = |Pconv|
6: max = 0
7: for i = 1→ size do
8: Calculate r =
4xPconv,iCconv,i
4yPconv,iCconv,i using Eq (3.6)
9: if r > max then
10: max = r
11: end if
12: end for
13: Γp→c = max
14: return
15: end if
to survive in the next generation. In MOEA/D, each individual has a specific weight
vector which is used to decompose the given MOP into several SOPs. The neighbours
of each weight vector is stored in a set for each individual. During the selection, each
offspring solution (of a specific weight vector) is compared with neighbouring parent
solutions. If the offspring has a lower scalar function value (in this thesis, Tchebycheff
method is used to decompose the given MOP), the algorithm will compute Γp→c of each
dominated parent to the offspring. If any of the Γp→c is greater than the predefined
value (γ), the algorithm will select the parent solution, P
D(k)
i . Otherwise, the offspring
solution, C
D(k)
i , are selected to be the parent solution in the next generation. Notice that
the Γp→c is computed only if the offspring solution is better than the parent solution.
The predefined value, γ, controls the maximum allowable Γp→c. As it is mentioned
before, a high value of Γp→c may indicate the existence of similar solutions in the next
generation. The lower the value for γ, the less tolerance the algorithm has for the
diversity loss (the shrink of the solution spread). If the γ is set to be extremely low, it is
expected that the diversity loss of the evolutionary search is low. However, this is likely
to cause the disturbance of the algorithm’s convergence to the true POF.
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3.4.3 Genetic Operator
Implementation of the proposed online diversity metric on a selection operator aims to
preserve the diversity of solutions throughout the search process. The proposed metric
can also be used as an indicator of the population diversity during the search process.
This indicator can provide useful information to the genetic operators (mutation and
crossover operators) and the operators can adapt its parameters accordingly. In the later
section, this metric is implemented as a diversity indicator and it is used to tune the
parameters of the genetic operators.
When the diversity loss is high, it is desired that the operators to be more explorative
to avoid the population trapping in a local POF. To implement such a scheme on the
genetic operators, a precise definition of the high diversity loss is required. Since the
diversity loss of any algorithm during the search process is problem-dependent and
algorithm-dependent, it would be improper if a specific value is preset to judge whether
the diversity loss is high or not. To circumvent this problem, it is proposed to model the
diversity loss trend and use the trend to judge the current diversity loss level.
Since genetic operators react based on the diversity loss trend model and the calculated
Γp→c, the modelling method and the mechanism of the genetic operators have to be
designed carefully. As any modelling method inevitably introduces certain level of
uncertainty, the mechanism of the genetic operators should not be too sensitive to the
modelling error. Otherwise, the modelling error may disrupt the search effort of the
evolutionary algorithm. With these considerations, it is desired that the modelling
approach is conservative and the genetic operators vary their explorative properties based
on the certainty of the diversity loss.
Model the Trend of Diversity Loss
Least squares estimation is used to model the trend of the diversity loss due to its
conceptual simplicity. From the Eq (3.5) and Eq (3.8), it is clear that the proposed metric
measures the solutions’ spread ratio between two solutions in consecutive generations. At
the early evolutionary search process, the solutions generally scatter around the objective
space. As the search progresses, the solutions approach the POF. This in turn reduces
the spread and region occupied by the population. The reduction of the spread and
region most likely results in high value of Γp→c in the early generation. At the later
generation, the reduction of the spread is generally smaller than early generation due to
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smaller improvement of objective values. This results in smaller Γp→c than the former
case. Although there are many ways to model the diversity loss trend, exponential
function is used as it can be transformed into linear model. This implies that this model
is computationally inexpensive as compared to other more complicated model. The
exponential model can be expressed as
y = aebx
where x, y denote the generation number and moving average of E [Γp→c] at x-th
generation; a and b are the parameters to control the shape of the trend. E [·] is an
expectation (over individuals in population) operator. The moving average of E [Γp→c]
is calculated based on past nmov values of E [Γp→c]. Since the least squares method is
sensitive to the outliers in the data, additional data filtering process is required. Moving
average is used to filter out the noise and reduce the effect of outliers in the data. Taking
the logarithm of both sides, it can be obtained
ln y = ln a+ bx.
It is ready to apply the least squares estimation method at this stage. The past moving
average of E [Γp→c] and corresponding generation numbers are used to calculate the least




















where i is the current generation number, yi is the moving average of E [Γp→c] at
generation i. For each generation, the estimated a and b is used to predict current
E [Γp→c]. If the current E [Γp→c] is higher than the predicted value, the genetic operators
adapt their parameters in hope of curbing the high diversity loss. To reduce the
computation of the algorithm, an adaptive least squares method can be used [141].
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Crossover Operator
Simulated Binary Crossover (SBX) operator is used as the properties of the operator are
well-investigated in the literature [142–144]. The probability distribution of the offspring
solutions generated by SBX is defined as
c(β) =
 0.5(ηc + 1)β
ηc if β ≤ 1
0.5(ηc + 1)
1
βηc+2 if β > 1
where β is the spread factor and ηc is the distribution index. Distribution index (ηc)
plays an important role in controlling the spread of the offspring solutions. A large value
of ηc causes higher probability of generating near parent solutions whereas a low value of
ηc gives distant offspring solutions [144].
Based on these properties, the following scheme is designed. When the diversity loss
is high, the value of distribution index (ηc) is reduced such that the offspring solution is
different from their parent solutions. Otherwise, the algorithm increases the value of ηc.
More precisely,
ηc,t+1 =





ηc,t + ∆ηc otherwise
(3.9)
where ∆ηc is the step size for the increment of ηc and Γˆ
p→c
t+1 is the prediction of E [Γp→c]
at generation t + 1. Notice that update rule in Eq (3.9) may cause ηc to fall into the
non-positive region. Extra check therefore must be taken to ensure that ηc is a positive
value.
Mutation Operator
The polynomial mutation used in MOEA/D adds small amount of perturbation to the
offspring solutions and it is used to enhance exploitation ability of the algorithm. When
the two parent solutions are close to each other, it is difficult to generate the offspring
solution which is distant to the parent. To alleviate this problem, additional mutation
operator is used. Gaussian noise is added to the offspring solution to enhance the diversity
of the population especially when the diversity loss is high. If the diversity loss is lower
than the estimated loss (Γˆp→c), the Gaussian noise power is set to zero (i.e., no Gaussian
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t − Γˆp→ct ) if Γp→ct > Γˆp→ct
0 otherwise
where Pn,t is the Gaussian noise power at generation t and ηp is a predefined power
increment rate. The power increment rate affects the power of noise injected into the
population.
Overall Algorithm
The pseudocode of the algorithm is shown in Algorithm 3.4. During the initialization,
a set of evenly spread weight vectors is generated and each weight vector is assigned
to each individual solution. To ensure each solution has an unique weight vector, the
population size has to be set properly. This is one of the MOEA/D’s characteristics.
Individual solution is generated by uniformly sampling the decision space. Then, each
individual is evaluated and the approximated ideal vector is updated by storing the best
found value for each objective.
After the initial population is generated, the algorithm performs the update iterations
until the termination condition is satisfied. In each iteration, offspring solutions are first
generated using the modified generatic operator and then each of them is evaluated. After
that, the parent and offspring population are filtered using the proposed environmental
selection. The main difference between Algorithm 3.4 and MOEA/D is that the proposed
selection and generatic operators are used in the update iteration to enchance the
explorative property of the algorithm.
3.5 Experiment Results
Relationship between the proposed online diversity metric and the actual solution
distribution in the objective space is first investigated. The proposed online diversity
metric is implemented in MOEA/D with population size equals to 100 and generation
equals to 500. The algorithm is evaluated using WFG [109], CEC-09 [92] and TYD [110]
test problems. In each generation, E [Γp→c] is calculated by averaging Γp→c over the
whole population. Then, moving average (with filter size, nmov = 10) is performed to
obtain the smoother trend chart. Figure 3.4 shows the estimated convergence directions
using Eq (3.1) and Eq (3.5). Figure 3.5 is one of the typical trend charts obtained during
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N : Population size
T : The number of the weight vectors in the neighbourhood of each weight vector
γ: Maximum allowable Γp→c
Ensure:
Approximated POF {f1, . . . , fN}
Approximated POS {x1, . . . ,xN}
Step 1 â Initialization:
1. Generate evenly spread weight vectors. Find the T closest weight vectors (in
terms of Euclidean distance) for each vector. Set B(i) = i1, . . . , iT , where
λi1 , . . . , λiT are the T closest weight vectors to λi.
2. Generate an initial population, x1, . . . ,xN , by uniformly random sampling the
decision space. Evaluate each solution and set f i = f(xi). This forms the initial
population, P0.
3. Initialize z by setting zk = min
j=1,...,N
f jk where k = 1, . . . ,m.
Step 2 â Update: Set Pconv = Cconv = ∅. For i = 1, . . . , N , do
1. Reproduction: Randomly select two indices from B(i) and use SBX operator
to produce a new solution. Apply polynomial mutation and proposed mutation
to the new solution to produce y.
2. Update of z: Evaluate y to get f(y). If fj(y) < zj for any j ∈ {1, . . . ,m}, set
zj = fj(y).
Step 3 â Environmental Selection: Pass the parent population (Pi) and offspring
population (Ci) to Algorithm 3.2 to select the parent solutions for the next generation
(Pi+1).
Step 4 â Stopping Criterion: If the stopping criterion is satisfied, stop the process,
output {x1, . . . ,xN} and {f1, . . . , fN}. Otherwise, go to Step 2.
the simulation experiment. It can be noticed that the diversity loss is relatively high at
the early generation and gradually decreases with the increase of the generation number.
The sub-figures in Figure 3.6 show the actual solution distribution in the objective
space at generations 2, 10, 20, 30, 50, 150, 200 and 400, respectively. If the difference
of solution distribution between generations 2 and 10 is compared to the difference of
solution distribution between generations 200 and 400, it can be observed that the former
is more significant than the latter.
In the following parts of this section, the optimization performance of the proposed
selection and genetic operators which embed the concept of the proposed diversity metrics
is presented. All the test-suites used in the comparative studies adopt the recommended
settings as per [92, 109, 110]. The proposed algorithm parameter settings are shown
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Figure 3.4: This figure shows the estimated convergence directions over 500 generations
in CEC-09 UF1 benchmark test problem.



























Figure 3.5: This figure shows the trend chart of 10-points-moving-average E [Γp→c] over
500 generations under CEC-09 UF1 benchmark test problem. From the figure, it can be
noticed that the diversity loss is high at the early generation and gradually decreases.
in Table 3.1. D-metric, Hausdorff distance (HD) [101] and Hypervolume (HV) [39]
are used as the performance metrics to assess the optimization performance of the
algorithm. The exact calculation of D-metric, HD and HV can be referred to Chapter 2,
more specifically, Eq (2.3) and Eq (2.5). The algorithm is also compared with other
state-of-the-art algorithms in terms of optimization performance. The parameter settings
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Figure 3.6: This figure shows the solution distribution in objective space at different
number of generations.
of MOEAs used in the comparative study are shown in Table 3.4. At the end of this
section, computational time of the algorithm is investigated and discussed.
Table 3.1: Parameter Settings for Experiments
Parameters Values
Population size, N 100 or 300 (2 or 3 objectives)
Size of moving average, nmov 10
Total number of generation 500
Total number of fitness evaluation 5× 104 or 1.5× 105
Neighbourhood size, T 20
Distribution index in SBX, ηc 20
Distribution index in mutation, ηm 20
Mutation rates, pm 1/n (n: decision variables)
Maximum allowable Γp→c, γ 20
Step size of ηc, ∆ηc 2
Power increment rate, ηp 0.5
3.5.1 Proposed Operators and Sensitivity of γ, ∆ηc and ηp
Table 3.2 and Table 3.3 present the experiment results of the proposed operators using
CEC-09 and WFG test suites, respectively. The first two rows of the tables show the
optimization performance of MOEA/D (in terms of mean and standard deviation of
D-metric). D-metric statistics of the proposed selection and genetic operators are also
computed to compare with MOEA/D. Statistical tests are performed on the D-metric
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values of each test problem by using paired two-sample student’s t-test and Wilcoxon
rank-sum test. The null hypothesis used in the test is that two sets of samples are
insignificantly different as they are from similar probability distribution. The threshold
chosen for statistical significance is 0.05.
From Table 3.2, it can be noticed that the proposed selection operator improves
the algorithm D-metric performance in most of CEC-09 test problems. The average
D-metric values of UF5, UF9 and UF10 test problem are insignificantly lower than
MOEA/D as the null hypothesis is accepted by either t-test or rank-sum test. The
average D-metric values of the other CEC-09 test problems are significantly lower than
MOEA/D (as the null hypothesis is rejected and the average D-metric values are lower
than MOEA/D’s). From Table 3.3, no significant improvement of the average D-metric
value is observed even though the average D-metric values are lower than MOEA/D’s.
Comparing WFG and CEC-09 test suites, CEC-09 test problems require relatively more
population diversity to avoid trapping in local POF. Without proposed selection operator,
MOEA/D can easily trap into local POF because there is no mechanism to prevent
existence of multiple identical individuals. For the WFG problems, MOEA/D is able
to maintain the population diversity throughout the evolution (except for the WFG2).
Hence, the effects of the proposed selection operator is not significant as compared to
CEC-09 test problems.
The D-metric performance of the proposed genetic operator is evaluated. The
proposed genetic operator adapts the operator’s parameters by using E [Γp→c] and Γˆp→c.
To obtain the E [Γp→c], the proposed selection operator is required to be implemented
on the algorithm. The D-metric performance of the genetic operator is first compared
with the selection operator. From Table 3.2, it can be observed that the genetic
operator performs significantly better than the proposed selection operator in UF1, UF4,
UF5 and UF7 test problems. For other test problems, the average D-metric values
are insignificantly different from the proposed selection operator’s counterpart. From
Table 3.3, the genetic D-metric performance is significantly better than the proposed
selection operator in WFG1, WFG2 and WFG5 test problems (for WFG4, the p value is
near to the threshold 0.05). In Table 3.2 and Table 3.3, all the statistically better results
are shown in bold font. Figure 3.7 shows the run-time performance of the proposed
operators. The plot is generated based on D-metric values of every generation (over 30
independent simulation runs). From the plot, it can be observed that the convergence
speed of the proposed algorithm is slow at the initial generations. This is probably because
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Table 3.2: Statistics of the D-metric Values (CEC-09 Test Suite)
Algorithm UF1 UF2 UF3 UF4 UF5
MOEA/D Mean 0.1568 0.064 0.3064 0.05605 0.4318
(SBX) Std. Dev. 0.06519 0.03101 0.02995 0.003423 0.08122
New Mean 0.1016 0.03913 0.1968 0.05397 0.4308
Selection Std. Dev. 0.04027 0.01359 0.04012 0.002614 0.1057
Operator p (t-test) 2.558E-4 2.492E-4 8.37E-17 0.0106 0.9674
H0 (t-test) Reject Reject Reject Reject Accept
p (r. sum) 8.93E-5 3.88E-4 8.49E-10 0.012 0.71
H0 (r. sum) Reject Reject Reject Reject Accept
New Mean 0.0769 0.03851 0.182 0.04726 0.2534
Genetic Std. Dev. 0.01417 0.007949 0.04814 0.001811 0.07322
Operator p (t-test) 3.114E-3 0.8317 0.2001 6.082E-16 6.728E-10
H0 (t-test) Reject Accept Accept Reject Reject
p (r. sum) 1.53E-2 0.322 4.13E-2 8.56E-11 9.67E-9
H0 (r. sum) Reject Accept Reject Reject Reject
Algorithm UF6 UF7 UF8 UF9 UF10
MOEA/D Mean 0.3141 0.3536 0.148 0.1348 0.2937
(SBX) Std. Dev. 0.1212 0.1552 0.03579 0.06313 0.1303
New Mean 0.2134 0.246 0.1213 0.1037 0.2322
Selection Std. Dev. 0.1476 0.1295 0.01895 0.04732 0.03176
Operator p (t-test) 0.005474 0.005121 7.823E-4 0.03549 0.01745
H0 (t-test) Reject Reject Reject Reject Reject
p (r. sum) 1.64E-3 2.56E-3 1.84E-4 0.104 5.01E-2
H0 (r. sum) Reject Reject Reject Accept Accept
New Mean 0.1604 0.1264 0.118 0.1076 0.2222
Genetic Std. Dev. 0.06848 0.1205 0.03232 0.04408 0.07258
Operator p (t-test) 0.1653 4.75E-4 0.6269 0.7286 0.4905
H0 (t-test) Accept Reject Accept Accept Accept
p (r. sum) 0.425 2.92E-4 2.56E-2 0.6152 8.11E-2
H0 (r. sum) Accept Reject Reject Accept Accept
Table 3.3: Statistics of the D-metric Values (WFG Test Suite)
Algorithm WFG1 WFG2 WFG3 WFG4 WFG5 WFG6 WFG7 WFG8 WFG9
MOEA/D Mean 1.048 0.1871 0.02033 0.01669 0.06907 0.082 0.02052 0.127 0.06063
(SBX) Std. Dev. 0.04584 0.06433 0.005858 0.001525 0.0005596 0.02373 0.01106 0.009713 0.03807
New Mean 1.043 0.1553 0.01846 0.0168 0.06919 0.0742 0.01714 0.1243 0.06528
Selection Std. Dev. 0.05649 0.0502 0.00356 0.001091 0.0004146 0.023 0.006617 0.009893 0.04772
Operator p (t-test) 0.6764 0.03765 0.1405 0.7381 0.3685 0.2011 0.1567 0.2918 0.678
H0 (t-test) Accept Reject Accept Accept Accept Accept Accept Accept Accept
p (r. sum) 0.7562 1.10E-2 0.1691 0.1087 2.2E-2 9.48E-2 0.322 0.535 0.579
H0 (r. sum) Accept Reject Accept Accept Reject Accept Accept Accept Accept
New Mean 0.9452 0.06716 0.01792 0.01625 0.0687 0.08491 0.01839 0.1235 0.05428
Genetic Std. Dev. 0.02332 0.0597 0.00423 0.001029 0.0002835 0.03715 0.008918 0.006765 0.04172
Operator p (t-test) 1.095E-10 7.243E-8 0.5943 0.04628 2.138E-6 0.1856 0.5376 0.7287 0.346
H0 (t-test) Reject Reject Accept Reject Reject Accept Accept Accept Accept
p (r. sum) 6.264E-8 1.931E-5 0.1171 5.698E-3 5.186E-7 0.1316 0.5154 0.7117 0.442
H0 (r. sum) Reject Reject Accept Reject Reject Accept Accept Accept Accept
of the proposed selection operator which controls the diversity loss of the population
and prevents some parent-offspring replacements. In terms of the overall performance
of the algorithms, it can be observed that the proposed algorithm can archive better
performance in the long run. Similar plots have been observed in other benchmark
problems. Based on the simulation results, it is postulated that the proposed online
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Figure 3.7: Run-time performance of the MOEA/D (SBX), MOEA/D with proposed
selection operator, and MOEA/D with proposed genetic operator.
Subsequently, the sensitivity of the maximum allowable Γp→c (or its equivalence, γ),
∆ηc and ηp to the optimization performance of the proposed algorithm is investigated.
Thirty independent simulation runs are performed and the average values of the D-
metric are recorded down as shown in Figure 3.8, Figure 3.12 and Figure 3.13. From
Figure 3.8–Figure 3.9, it can be observed that the Γp→c threshold value, γ, should
be set properly as extremely small value of γ may cause high value of D-metric (poor
optimization performance). On the other hand, high value of γ results in the degeneration
of the proposed selection operator into typical selection operator in MOEA/D. Based on
numerous experiments, there is no significant difference between the proposed selection
operator and MOEA/D when γ is higher than 1000. It is suggested that the value of γ
should be set within the range of 5 to 50 for typical MOEA settings (population size,
n = 100 ∼ 300 and number of objectives, m = 2 ∼ 3). From Figure 3.10–Figure 3.11,
it can be observed that the step size of ηc is rather insensitive in the range of 1-10.
Generally, low value of ∆ηc performs slightly better than high value of ∆ηc. For the
power increment rate (ηp), high value is more desirable especially for CEC-09 test suite.
This is because low value of ηp may not able to energize the offspring solution jump
out of local POF. Based on our extensive experiments, it is observed that the mutation
operator is very helpful when the E [Γp→c] fluctuates around a particular value. This
is often an indication that the whole population is either converging to global POF or
trapping in local POF. Since the MOEA/D framework preserves good found solution,
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generating distant offspring solution will not cause losing of good found solution. If the
whole population is in a local POF, generating distant solutions may be able to help the




















Figure 3.8: This figure shows the sensitivity of the algorithm to the maximum allowable




















Figure 3.9: This figure shows the sensitivity of the algorithm to the maximum allowable
Γp→c (γ) in WFG test suite.
3.5.2 Performance Comparison with other MOEAs
From Table 3.2 and Table 3.3, it can be observed that the optimization performance of
the MOEA/D is enhanced by implementing the proposed selection and genetic operators.










































Figure 3.11: This figure shows the sensitivity of the algorithm to the ηc in WFG test
suite.
algorithm is compared with several state-of-the-art algorithms:
1. NSGA-II (SBX) [17] is one of the most popular MOEAs proposed by Deb et
al. This algorithm uses non-dominated sorting to obtain the Pareto rank of the
solutions. Crowding distance is used to maintain the diversity of the algorithm.
2. Non-dominated Sorting Differential Evolution (NSDE) [23] is a variant of NSGA-II.
The main difference between these two algorithms is that DE mutation operator is
used to generate offspring solution instead of SBX operator.
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Power increment rate, ηp
Figure 3.13: This figure shows the sensitivity of the algorithm to the ηp in WFG test
suite.
approximated POF.
4. Competitive and Cooperative Particle Swarm Optimization algorithm (CCPSO) [93]
is proposed by Goh et al and it utilizes the cooperative co-evolutionary mechanism
and Particle Swarm Optimization (PSO) algorithm to solve the MOP.
5. MOEA/D (DE) [23] is a variant of MOEA/D and it uses DE mutation operator
instead of SBX crossover operator to produce offspring solution.
6. Hypervolume Estimation algorithm (HypE) [34] is a hypervolume-based multi-
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objective evolutionary algorithm which utilizes hypervolume indicator to improve
the search process.
7. Preference-Inspired Co-Evolutionary Algorithm (PICEAg) [146] is a multi-objective
evolutionary algorithm which co-evolves goal vectors with candidate solutions.
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Cross.
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1.0 1.0 1.0 1.0 1.0 0.8 1.0 1.0
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× 20 × 20 × × 15 15
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20 20 20 20 × × 20 20
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Table 3.8, Table 3.9 and Table 3.10 show the Hypervolume, D-metric and Hausdorff
distance statistics of different MOEAs. Values inside each cell denote the Hypervolume
(D-metric or Hausdorff distance) mean and standard deviation of a particular MOEA
evaluated on a particular test problem. The integer value inside the bracket refers to
the rank of the MOEA with respect to a particular test problem. The values shown in
boldface represent the best performance result of a particular problem among different
MOEAs. Table 3.5, Table 3.6 and Table 3.7 present the rank frequency of different
MOEAs. From these tables, it can be observed that the proposed algorithm ranks well
in most of the benchmark problems.
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Table 3.5: Frequencies of the ranks on CEC-09, WFG and TYD test suites using HV
Algorithm
Rank
1 2 3 4 5 6 7 8 9
MOEA/D (MRDL) 14 2 3 2 2 1 1 0 0
MOEA/D (DE) 2 2 4 3 7 2 4 0 1
MOEA/D (SBX) 0 5 2 3 3 5 2 5 0
NSDE 2 6 1 1 4 1 3 7 0
NSGA-II (SBX) 2 7 3 6 1 3 2 0 1
CCPSO 1 3 4 1 2 1 1 5 7
SPEA2 2 1 0 7 2 8 4 1 0
HypE 1 0 6 3 2 2 6 4 1
PICEAg 1 1 0 0 1 2 2 3 15
Table 3.6: Frequencies of the ranks on CEC-09, WFG and TYD test suites using D-metric
Algorithm
Rank
1 2 3 4 5 6 7 8 9
MOEA/D (MRDL) 12 8 2 3 0 0 0 0 0
MOEA/D (DE) 4 5 2 2 3 2 6 1 0
MOEA/D (SBX) 0 6 6 2 1 4 3 3 0
NSDE 2 4 1 1 4 3 4 5 1
NSGA-II (SBX) 3 2 4 7 6 2 1 0 0
CCPSO 0 2 5 4 2 2 1 4 5
SPEA2 2 1 0 3 6 8 5 0 0
HypE 1 2 1 3 3 1 2 10 2
PICEAg 1 0 0 0 0 2 3 2 17
Table 3.7: Frequencies of the Ranks on CEC-09, WFG and TYD test suites using HD
with p = 2
Algorithm
Rank
1 2 3 4 5 6 7 8 9
MOEA/D (MRDL) 9 7 7 1 1 0 0 0 0
MOEA/D (DE) 0 5 2 4 4 3 5 2 0
MOEA/D (SBX) 3 1 6 3 2 3 3 4 0
NSDE 4 2 0 0 6 2 7 3 1
NSGA-II (SBX) 4 4 3 4 6 2 1 1 0
CCPSO 1 4 3 3 1 3 1 3 6
SPEA2 2 2 1 5 2 9 2 1 1
HypE 1 2 2 5 3 2 2 7 1
PICEAg 1 0 0 0 0 1 3 4 16
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Table 3.8: Statistics of the HV
Algorithm UF1 UF2 UF3 UF4 UF5
MOEA/D (MRDL) 8.713 ± 0.247 (5) 3.758± 0.078(1) 6.939 ± 0.244 (4) 1.881 ± 0.006 (2) 58.84± 1.418(1)
MOEA/D (DE) 8.905 ± 0.269 (3) 3.698 ± 0.165 (4) 7.263 ± 0.644 (2) 1.778 ± 0.028 (9) 53.58 ± 1.979 (7)
MOEA/D (SBX) 8.311 ± 0.414 (8) 3.624 ± 0.146 (7) 6.466 ± 0.144 (8) 1.850 ± 0.013 (5) 55.38 ± 1.424 (6)
NSDE 9.023 ± 0.094 (2) 3.749 ± 0.056 (2) 8.202± 0.039(1) 1.815 ± 0.023 (8) 55.55 ± 1.460 (5)
NSGA-II (SBX) 8.647 ± 0.193 (6) 3.706 ± 0.071 (3) 6.770 ± 0.275 (6) 1.875 ± 0.004 (3) 57.27 ± 1.903 (2)
CCPSO 9.032± 0.119(1) 3.616 ± 0.063 (8) 6.842 ± 0.291 (5) 1.861 ± 0.010 (4) 56.97 ± 1.361 (3)
SPEA2 8.643 ± 0.181 (7) 3.698 ± 0.071 (4) 6.578 ± 0.294 (7) 1.835 ± 0.009 (6) 55.87 ± 2.055 (4)
HypE 8.745 ± 0.242 (4) 3.661 ± 0.075 (6) 7.173 ± 0.142 (3) 1.819 ± 0.008 (7) 52.24 ± 3.037 (8)
PICEAg 5.324 ± 0.235 (9) 2.455 ± 0.144 (9) 4.229 ± 0.154 (9) 2.911± 0.084(1) 23.41 ± 1.590 (9)
Algorithm UF6 UF7 UF8 UF9 UF10
MOEA/D (MRDL) 125.3 ± 2.098 (3) 10.19 ± 0.958 (5) 1608 ± 5.642 (3) 2295 ± 39.68 (4) 60587± 440.8(1)
MOEA/D (DE) 124.0 ± 3.370 (4) 10.40 ± 0.933 (3) 1611± 0.811(1) 2348± 2.394(1) 58718 ± 250.4 (5)
MOEA/D (SBX) 122.7 ± 2.588 (6) 8.920 ± 0.847 (8) 1607 ± 5.992 (4) 2269 ± 49.15 (6) 60040 ± 876.9 (3)
NSDE 125.7 ± 2.134 (2) 10.85± 0.348(1) 1608 ± 1.967 (2) 2344 ± 3.954 (2) 56870 ± 435.5 (8)
NSGA-II (SBX) 125.9± 2.425(1) 9.619 ± 0.965 (7) 1599 ± 0.505 (6) 2247 ± 37.37 (7) 60465 ± 610.2 (2)
CCPSO 123.6 ± 2.167 (5) 10.75 ± 0.380 (2) 1512 ± 42.78 (8) 2207 ± 36.60 (8) 58584 ± 268.3 (6)
SPEA2 122.0 ± 2.624 (7) 10.01 ± 0.882 (6) 1601 ± 4.134 (5) 2270 ± 65.35 (5) 59386 ± 653.8 (4)
HypE 121.5 ± 3.258 (8) 10.26 ± 0.887 (4) 1594 ± 0.627 (7) 2310 ± 43.83 (3) 57082 ± 211.8 (7)
PICEAg 76.08 ± 3.872 (9) 5.856 ± 0.322 (9) 1255 ± 33.16 (9) 1811 ± 55.75 (9) 41662 ± 896.5 (9)
Algorithm WFG1 WFG2 WFG3 WFG4 WFG5
MOEA/D (MRDL) 6.141± 0.108(1) 5.629± 0.057(1) 5.765± 0.031(1) 3.400± 0.006(1) 3.843± 0.004(1)
MOEA/D (DE) 4.982 ± 0.146 (5) 5.504 ± 0.129 (5) 5.743 ± 0.012 (4) 3.086 ± 0.034 (6) 3.837 ± 0.002 (5)
MOEA/D (SBX) 4.789 ± 0.299 (8) 5.530 ± 0.120 (4) 5.746 ± 0.031 (2) 3.395 ± 0.010 (2) 3.842 ± 0.005 (2)
NSDE 4.800 ± 0.100 (7) 5.547 ± 0.042 (3) 5.664 ± 0.010 (5) 2.952 ± 0.028 (8) 3.778 ± 0.016 (7)
NSGA-II (SBX) 4.649 ± 0.450 (9) 5.578 ± 0.036 (2) 5.746 ± 0.010 (2) 3.378 ± 0.008 (3) 3.842 ± 0.005 (2)
CCPSO 5.823 ± 0.190 (3) 4.609 ± 0.236 (9) 5.003 ± 0.175 (9) 2.852 ± 0.198 (9) 3.417 ± 0.160 (9)
SPEA2 5.487 ± 0.086 (4) 5.095 ± 0.108 (8) 5.311 ± 0.150 (7) 3.240 ± 0.043 (4) 3.807 ± 0.015 (6)
HypE 4.953 ± 0.025 (6) 5.180 ± 0.025 (7) 5.292 ± 0.013 (8) 2.966 ± 0.009 (7) 3.839 ± 0.006 (4)
PICEAg 6.096 ± 0.136 (2) 5.345 ± 0.231 (6) 5.495 ± 0.082 (6) 3.199 ± 0.051 (5) 3.602 ± 0.112 (8)
Algorithm WFG6 WFG7 WFG8 WFG9 TYD1
MOEA/D (MRDL) 2.965 ± 0.113 (3) 4.132± 0.038(1) 4.885± 0.021(1) 6.135± 0.231(1) 8.554± 0.012(1)
MOEA/D (DE) 2.815 ± 0.176 (5) 4.118 ± 0.007 (3) 4.829 ± 0.064 (3) 6.128 ± 0.164 (2) 8.097 ± 0.574 (5)
MOEA/D (SBX) 2.984 ± 0.058 (2) 4.112 ± 0.042 (4) 4.859 ± 0.029 (2) 6.093 ± 0.209 (3) 7.649 ± 0.549 (7)
NSDE 2.807 ± 0.177 (6) 4.039 ± 0.009 (5) 4.657 ± 0.064 (5) 5.802 ± 0.206 (7) 8.475 ± 0.292 (2)
NSGA-II (SBX) 3.018± 0.035(1) 4.127 ± 0.008 (2) 4.780 ± 0.018 (4) 5.969 ± 0.294 (4) 8.165 ± 0.565 (4)
CCPSO 2.727 ± 0.095 (8) 2.999 ± 0.360 (9) 3.721 ± 0.262 (9) 5.456 ± 0.330 (9) 7.260 ± 0.747 (8)
SPEA2 2.903 ± 0.080 (4) 3.902 ± 0.100 (6) 4.635 ± 0.040 (6) 5.839 ± 0.209 (6) 8.071 ± 0.560 (6)
HypE 2.347 ± 0.181 (9) 3.736 ± 0.012 (8) 4.411 ± 0.023 (7) 5.863 ± 0.183 (5) 8.297 ± 0.490 (3)
PICEAg 2.794 ± 0.109 (7) 3.846 ± 0.163 (7) 4.375 ± 0.103 (8) 5.599 ± 0.133 (8) 6.003 ± 0.345 (9)
Algorithm TYD2 TYD3 TYD4 TYD5
MOEA/D (MRDL) 1184± 0.021(1) 4747 ± 1.674 (2) 5882± 1.743(1) 18172 ± 21.31 (6)
MOEA/D (DE) 1180 ± 11.65 (5) 4679 ± 31.59 (7) 5726 ± 131.2 (7) 18154 ± 12.59 (7)
MOEA/D (SBX) 1167 ± 15.53 (8) 4694 ± 29.77 (6) 5796 ± 64.32 (6) 18175 ± 19.94 (5)
NSDE 1181 ± 1.598 (4) 4621 ± 20.35 (8) 5622 ± 82.59 (8) 17965 ± 105.4 (8)
NSGA-II (SBX) 1182 ± 8.969 (2) 4733 ± 23.43 (4) 5834 ± 61.93 (5) 18188 ± 18.71 (4)
CCPSO 1177 ± 13.46 (7) 4743 ± 7.360 (3) 5875 ± 24.75 (2) 18196 ± 6.441 (2)
SPEA2 1179 ± 8.930 (6) 4749± 1.331(1) 5847 ± 33.91 (4) 18197± 16.15(1)
HypE 1181 ± 13.58 (3) 4728 ± 38.45 (5) 5866 ± 70.37 (3) 18196 ± 14.03 (3)
PICEAg 268.1 ± 90.71 (9) 551.9 ± 251.1 (9) 865.0 ± 275.0 (9) 2185 ± 872.2 (9)
3.5.3 Computational Time
The introduction of the proposed online diversity method incurs additional computational
time due to calculation of Γp→cdconv,i for each individual in the population. The computation
time of Γp→cdconv,i varies with the number of convergence directions stored in two convergence
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Table 3.9: Statistics of the D-metric Values
UF1 UF2 UF3 UF4 UF5
MOEA/D (MRDL) 0.077 ± 0.014 (4) 0.039± 0.008(1) 0.182 ± 0.048 (3) 0.047± 0.002(1) 0.253± 0.073(1)
MOEA/D (DE) 0.047± 0.037(1) 0.043 ± 0.032 (2) 0.151± 0.069(1) 0.087 ± 0.010 (8) 0.764 ± 0.131 (6)
MOEA/D (SBX) 0.157 ± 0.065 (8) 0.064 ± 0.031 (7) 0.306 ± 0.030 (7) 0.056 ± 0.003 (3) 0.432 ± 0.081 (3)
NSDE 0.060 ± 0.016 (3) 0.043 ± 0.005 (2) 0.152 ± 0.027 (2) 0.072 ± 0.008 (6) 0.849 ± 0.170 (7)
NSGA-II (SBX) 0.123 ± 0.032 (6) 0.048 ± 0.012 (4) 0.218 ± 0.067 (4) 0.053 ± 0.002 (2) 0.326 ± 0.094 (2)
CCPSO 0.048 ± 0.011 (2) 0.048 ± 0.008 (4) 0.302 ± 0.039 (5) 0.064 ± 0.007 (4) 0.454 ± 0.073 (4)
SPEA2 0.134 ± 0.041 (7) 0.063 ± 0.007 (6) 0.302 ± 0.041 (5) 0.068 ± 0.003 (5) 0.474 ± 0.088 (5)
HypE 0.105 ± 0.025 (5) 0.071 ± 0.004 (8) 0.412 ± 0.013 (8) 0.085 ± 0.003 (7) 1.118 ± 0.203 (8)
PICEAg 1.000 ± 0.096 (9) 0.472 ± 0.045 (9) 0.949 ± 0.066 (9) 0.223 ± 0.030 (9) 4.551 ± 0.329 (9)
UF6 UF7 UF8 UF9 UF10
MOEA/D (MRDL) 0.160 ± 0.068 (2) 0.126 ± 0.120 (4) 0.118 ± 0.032 (2) 0.108 ± 0.044 (2) 0.222± 0.073(1)
MOEA/D (DE) 0.340 ± 0.115 (4) 0.102 ± 0.165 (3) 0.091± 0.012(1) 0.106± 0.046(1) 0.583 ± 0.072 (6)
MOEA/D (SBX) 0.314 ± 0.121 (3) 0.354 ± 0.155 (8) 0.148 ± 0.036 (3) 0.135 ± 0.063 (3) 0.294 ± 0.130 (2)
NSDE 0.396 ± 0.087 (6) 0.039± 0.042(1) 0.152 ± 0.030 (4) 0.194 ± 0.065 (5) 2.431 ± 0.185 (7)
NSGA-II (SBX) 0.149± 0.077(1) 0.236 ± 0.145 (7) 0.219 ± 0.010 (6) 0.165 ± 0.050 (4) 0.324 ± 0.070 (3)
CCPSO 0.430 ± 0.025 (7) 0.096 ± 0.038 (2) 0.257 ± 0.053 (8) 0.289 ± 0.051 (6) 0.486 ± 0.030 (4)
SPEA2 0.358 ± 0.109 (5) 0.169 ± 0.128 (6) 0.193 ± 0.036 (5) 0.294 ± 0.059 (7) 0.562 ± 0.107 (5)
HypE 0.531 ± 0.099 (8) 0.139 ± 0.117 (5) 0.243 ± 0.006 (7) 0.333 ± 0.052 (8) 2.708 ± 0.124 (8)
PICEAg 4.458 ± 0.424 (9) 1.060 ± 0.091 (9) 2.181 ± 0.195 (9) 2.218 ± 0.208 (9) 11.571 ± 0.934 (9)
WFG1 WFG2 WFG3 WFG4 WFG5
MOEA/D (MRDL) 0.945 ± 0.023 (2) 0.067 ± 0.060 (2) 0.018± 0.004(1) 0.016± 0.001(1) 0.069 ± 0.000 (2)
MOEA/D (DE) 1.163 ± 0.014 (7) 0.167 ± 0.088 (4) 0.020 ± 0.002 (2) 0.081 ± 0.008 (7) 0.069 ± 0.000 (2)
MOEA/D (SBX) 1.048 ± 0.046 (4) 0.187 ± 0.064 (5) 0.020 ± 0.006 (2) 0.017 ± 0.002 (2) 0.069 ± 0.001 (2)
NSDE 1.218 ± 0.005 (9) 0.046± 0.025(1) 0.034 ± 0.002 (5) 0.093 ± 0.004 (8) 0.075 ± 0.002 (7)
NSGA-II (SBX) 1.079 ± 0.081 (5) 0.160 ± 0.028 (3) 0.021 ± 0.002 (4) 0.019 ± 0.001 (3) 0.071 ± 0.000 (5)
CCPSO 0.976 ± 0.036 (3) 0.545 ± 0.146 (9) 0.183 ± 0.052 (9) 0.061 ± 0.033 (5) 0.090 ± 0.013 (8)
SPEA2 1.086 ± 0.018 (6) 0.238 ± 0.028 (7) 0.104 ± 0.030 (7) 0.036 ± 0.005 (4) 0.073 ± 0.001 (6)
HypE 1.200 ± 0.003 (8) 0.202 ± 0.054 (6) 0.107 ± 0.003 (8) 0.097 ± 0.002 (9) 0.068± 0.000(1)
PICEAg 0.931± 0.027(1) 0.277 ± 0.128 (8) 0.074 ± 0.022 (6) 0.065 ± 0.014 (6) 0.107 ± 0.016 (9)
WFG6 WFG7 WFG8 WFG9 TYD1
MOEA/D (MRDL) 0.085 ± 0.037 (3) 0.018 ± 0.009 (2) 0.124± 0.007(1) 0.054± 0.042(1) 0.012± 0.001(1)
MOEA/D (DE) 0.107 ± 0.032 (5) 0.019 ± 0.001 (3) 0.127 ± 0.013 (2) 0.060 ± 0.029 (2) 0.069 ± 0.071 (5)
MOEA/D (SBX) 0.082 ± 0.024 (2) 0.021 ± 0.011 (4) 0.127 ± 0.010 (2) 0.061 ± 0.038 (3) 0.133 ± 0.091 (7)
NSDE 0.108 ± 0.035 (6) 0.031 ± 0.002 (5) 0.141 ± 0.010 (5) 0.111 ± 0.038 (7) 0.027 ± 0.038 (2)
NSGA-II (SBX) 0.064± 0.007(1) 0.017± 0.001(1) 0.137 ± 0.006 (4) 0.084 ± 0.053 (4) 0.057 ± 0.074 (4)
CCPSO 0.123 ± 0.049 (8) 0.212 ± 0.073 (9) 0.220 ± 0.049 (9) 0.152 ± 0.053 (9) 0.253 ± 0.158 (8)
SPEA2 0.087 ± 0.016 (4) 0.051 ± 0.018 (6) 0.170 ± 0.011 (6) 0.107 ± 0.039 (6) 0.071 ± 0.072 (6)
HypE 0.200 ± 0.036 (9) 0.086 ± 0.003 (8) 0.218 ± 0.006 (8) 0.102 ± 0.035 (5) 0.050 ± 0.061 (3)
PICEAg 0.112 ± 0.039 (7) 0.070 ± 0.022 (7) 0.210 ± 0.030 (7) 0.147 ± 0.019 (8) 0.571 ± 0.049 (9)
TYD2 TYD3 TYD4 TYD5
MOEA/D (MRDL) 0.047± 0.001(1) 0.348 ± 0.104 (2) 0.035± 0.010(1) 0.140± 0.103(1)
MOEA/D (DE) 0.195 ± 0.553 (5) 2.089 ± 0.636 (7) 1.779 ± 1.505 (7) 1.603 ± 0.562 (7)
MOEA/D (SBX) 0.784 ± 0.760 (8) 1.906 ± 0.567 (6) 0.741 ± 0.533 (6) 1.105 ± 0.629 (6)
NSDE 0.075 ± 0.028 (2) 2.090 ± 0.326 (8) 2.431 ± 0.892 (8) 1.606 ± 0.282 (8)
NSGA-II (SBX) 0.141 ± 0.437 (3) 0.720 ± 0.670 (5) 0.380 ± 0.450 (5) 0.792 ± 0.555 (5)
CCPSO 0.287 ± 0.233 (6) 0.491 ± 0.263 (3) 0.289 ± 0.166 (3) 0.250 ± 0.310 (3)
SPEA2 0.293 ± 0.392 (7) 0.199± 0.101(1) 0.290 ± 0.262 (4) 0.209 ± 0.575 (2)
HypE 0.145 ± 0.597 (4) 0.626 ± 0.796 (4) 0.235 ± 0.815 (2) 0.401 ± 0.523 (4)
PICEAg 23.825 ± 4.336 (9) 62.566 ± 8.198 (9) 65.691 ± 7.000 (9) 124.355 ± 12.339 (9)
direction estimation set. In the worst case scenario, this involves (1 + 2 + · · ·+ (N −1)) ≈
N2/2 times calculation of triangular area for every generation.
An experiment is conducted to visualize the relationship between the average case
computational time and the population size of the algorithm. In this experiment, only
the population size of the MOEA is varied whereas other parameters are kept at their
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Table 3.10: Statistics of the Hausdorff Distance with p = 2
UF1 UF2 UF3 UF4 UF5
MOEA/D (MRDL) 0.098 ± 0.028 (3) 0.056± 0.018(1) 0.214 ± 0.051 (3) 0.048± 0.002(1) 0.327± 0.104(1)
MOEA/D (DE) 0.081 ± 0.061 (2) 0.069 ± 0.053 (4) 0.193 ± 0.085 (2) 0.091 ± 0.010 (7) 0.960 ± 0.279 (6)
MOEA/D (SBX) 0.198 ± 0.081 (8) 0.106 ± 0.054 (8) 0.365 ± 0.035 (7) 0.058 ± 0.004 (3) 0.488 ± 0.098 (3)
NSDE 0.148 ± 0.151 (5) 0.060 ± 0.016 (2) 0.164± 0.029(1) 0.080 ± 0.008 (6) 1.324 ± 0.449 (7)
NSGA-II (SBX) 0.152 ± 0.040 (6) 0.068 ± 0.022 (3) 0.264 ± 0.078 (4) 0.056 ± 0.002 (2) 0.354 ± 0.101 (2)
CCPSO 0.055± 0.015(1) 0.069 ± 0.016 (4) 0.326 ± 0.041 (6) 0.068 ± 0.008 (4) 0.513 ± 0.086 (5)
SPEA2 0.160 ± 0.048 (7) 0.078 ± 0.013 (6) 0.320 ± 0.043 (5) 0.073 ± 0.004 (5) 0.497 ± 0.101 (4)
HypE 0.124 ± 0.032 (4) 0.078 ± 0.008 (6) 0.436 ± 0.036 (8) 0.093 ± 0.004 (8) 1.450 ± 0.321 (8)
PICEAg 1.136 ± 0.094 (9) 0.537 ± 0.055 (9) 1.038 ± 0.086 (9) 1.684 ± 0.316 (9) 5.096 ± 0.277 (9)
UF6 UF7 UF8 UF9 UF10
MOEA/D (MRDL) 0.229 ± 0.075 (2) 0.177 ± 0.162 (4) 0.314 ± 0.115 (3) 0.342 ± 0.126 (3) 1.208 ± 0.659 (3)
MOEA/D (DE) 0.427 ± 0.136 (5) 0.142 ± 0.201 (3) 1.875 ± 1.079 (6) 2.581 ± 1.045 (8) 1.562 ± 0.361 (4)
MOEA/D (SBX) 0.386 ± 0.149 (3) 0.456 ± 0.181 (8) 0.216± 0.063(1) 0.190± 0.089(1) 0.484± 0.101(1)
NSDE 0.492 ± 0.187 (7) 0.080± 0.071(1) 0.777 ± 0.539 (5) 1.373 ± 1.306 (6) 4.906 ± 1.797 (7)
NSGA-II (SBX) 0.184± 0.096(1) 0.316 ± 0.183 (7) 2.938 ± 0.270 (8) 0.294 ± 0.315 (2) 2.817 ± 4.482 (5)
CCPSO 0.484 ± 0.037 (6) 0.121 ± 0.053 (2) 0.310 ± 0.054 (2) 0.344 ± 0.048 (4) 0.532 ± 0.048 (2)
SPEA2 0.405 ± 0.163 (4) 0.227 ± 0.167 (6) 2.987 ± 0.959 (9) 2.530 ± 0.875 (7) 7.831 ± 5.306 (8)
HypE 0.598 ± 0.199 (8) 0.183 ± 0.154 (5) 0.326 ± 0.009 (4) 0.879 ± 0.646 (5) 3.844 ± 0.102 (6)
PICEAg 5.552 ± 0.489 (9) 1.199 ± 0.089 (9) 2.825 ± 0.225 (7) 2.847 ± 0.217 (9) 14.391 ± 1.329 (9)
WFG1 WFG2 WFG3 WFG4 WFG5
MOEA/D (MRDL) 0.946 ± 0.023 (2) 0.123 ± 0.131 (2) 0.021± 0.005(1) 0.019± 0.001(1) 0.069 ± 0.000 (2)
MOEA/D (DE) 1.165 ± 0.014 (7) 0.321 ± 0.154 (4) 0.023 ± 0.002 (2) 0.085 ± 0.009 (5) 0.070 ± 0.000 (3)
MOEA/D (SBX) 1.096 ± 0.058 (5) 0.372 ± 0.091 (7) 0.025 ± 0.015 (4) 0.020 ± 0.004 (2) 0.070 ± 0.001 (3)
NSDE 1.219 ± 0.005 (9) 0.055± 0.057(1) 0.035 ± 0.002 (5) 0.095 ± 0.004 (7) 0.076 ± 0.002 (7)
NSGA-II (SBX) 1.150 ± 0.108 (6) 0.342 ± 0.061 (5) 0.023 ± 0.002 (2) 0.022 ± 0.002 (3) 0.071 ± 0.001 (5)
CCPSO 0.977 ± 0.036 (3) 0.806 ± 0.208 (9) 0.276 ± 0.073 (9) 0.176 ± 0.097 (9) 0.112 ± 0.032 (8)
SPEA2 1.087 ± 0.019 (4) 0.361 ± 0.045 (6) 0.104 ± 0.030 (6) 0.037 ± 0.005 (4) 0.074 ± 0.001 (6)
HypE 1.201 ± 0.003 (8) 0.310 ± 0.108 (3) 0.111 ± 0.003 (8) 0.098 ± 0.002 (8) 0.068± 0.000(1)
PICEAg 0.932± 0.027(1) 0.464 ± 0.187 (8) 0.109 ± 0.047 (7) 0.088 ± 0.021 (6) 0.122 ± 0.027 (9)
WFG6 WFG7 WFG8 WFG9 TYD1
MOEA/D (MRDL) 0.098 ± 0.055 (3) 0.025 ± 0.021 (3) 0.158 ± 0.003 (2) 0.060± 0.040(1) 0.162 ± 0.018 (5)
MOEA/D (DE) 0.109 ± 0.030 (5) 0.021 ± 0.001 (2) 0.166 ± 0.011 (4) 0.067 ± 0.028 (2) 0.238 ± 0.079 (6)
MOEA/D (SBX) 0.099 ± 0.044 (4) 0.029 ± 0.026 (4) 0.159 ± 0.007 (3) 0.075 ± 0.037 (3) 0.276 ± 0.148 (7)
NSDE 0.109 ± 0.034 (5) 0.032 ± 0.002 (5) 0.176 ± 0.011 (5) 0.111 ± 0.038 (7) 0.077± 0.082(1)
NSGA-II (SBX) 0.064± 0.007(1) 0.020± 0.002(1) 0.153± 0.005(1) 0.086 ± 0.052 (4) 0.124 ± 0.165 (3)
CCPSO 0.169 ± 0.072 (8) 0.275 ± 0.071 (9) 0.304 ± 0.075 (9) 0.182 ± 0.083 (9) 0.350 ± 0.199 (8)
SPEA2 0.088 ± 0.016 (2) 0.052 ± 0.018 (6) 0.183 ± 0.008 (6) 0.107 ± 0.038 (6) 0.141 ± 0.158 (4)
HypE 0.213 ± 0.038 (9) 0.086 ± 0.003 (7) 0.230 ± 0.005 (7) 0.103 ± 0.034 (5) 0.089 ± 0.117 (2)
PICEAg 0.132 ± 0.059 (7) 0.104 ± 0.040 (8) 0.235 ± 0.047 (8) 0.153 ± 0.020 (8) 0.629 ± 0.060 (9)
TYD2 TYD3 TYD4 TYD5
MOEA/D (MRDL) 0.105± 0.003(1) 0.467 ± 0.176 (2) 0.050± 0.016(1) 0.239± 0.160(1)
MOEA/D (DE) 0.322 ± 0.778 (5) 3.465 ± 1.075 (7) 2.037 ± 1.677 (7) 1.981 ± 0.608 (8)
MOEA/D (SBX) 1.321 ± 1.118 (8) 3.234 ± 0.956 (6) 1.093 ± 0.652 (5) 1.530 ± 0.629 (6)
NSDE 0.113 ± 0.019 (2) 3.679 ± 0.595 (8) 2.678 ± 1.032 (8) 1.770 ± 0.376 (7)
NSGA-II (SBX) 0.276 ± 0.661 (4) 1.432 ± 1.351 (5) 0.592 ± 0.629 (4) 1.145 ± 0.644 (5)
CCPSO 0.703 ± 0.732 (7) 0.639 ± 0.472 (3) 1.100 ± 2.157 (6) 0.414 ± 0.523 (3)
SPEA2 0.470 ± 0.546 (6) 0.298± 0.147(1) 0.385 ± 0.348 (3) 0.268 ± 0.689 (2)
HypE 0.235 ± 0.762 (3) 1.207 ± 1.504 (4) 0.276 ± 0.910 (2) 0.591 ± 0.700 (4)
PICEAg 27.34 ± 4.465 (9) 66.48 ± 7.498 (9) 73.14 ± 7.898 (9) 139.8 ± 15.51 (9)
nominal values as shown in Table 3.1. For each number of population size, 10 independent
runs are conducted and the average computational time is recorded. The final simulation
results are shown in Figure 3.14.
From Figure 3.14, it is clear that the proposed method is more computationally
expensive than a typical MOEA/D. The computational time difference becomes more
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significant when the population size increases. However, population size is generally less
than 103 for most of the practical use. In the real world applications, fitness function
evaluations is the computational bottleneck. The increase in the computational cost
should be acceptable for most of the cases.
Figure 3.14: Computational time for MOEA/D and MOEA/D with proposed selection
operator. Each point in the graph denotes the average computation time over 10
independent runs.
3.5.4 Correlation with D-metric
Generally, the trend of E [Γp→c] is decreasing with the increase of generation number. To
understand how well the performance metric reflects the spread and distribution of the
population along the POF, the correlation between D-metric trend and nmov-generation
moving average E [Γp→c] trend is computed. Figure 3.15 and Figure 3.16 show the
correlation coefficient between these two metrics over different test problems. Each
box represents the distribution of correlation coefficients obtained in 30 independent
simulation runs. From the two figures, it is clear that the correlation between these
two metrics is stronger in WFG test suite than CEC-09 test suite. The correlation
is weaker in CEC-09 problems probably due to deceptive local POF where the newly
generated offspring solution dominates the most of the population. This implies that the
non-dominated set only consists of a few solutions. Generally, this lasts for a number
of generations and it implies that the D-metric value is relatively constant. However,
the Γp→c continues varying due to generation of offspring solutions which dominate
some other parent solutions. This situation causes the correlation between these two
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metrics becomes weaker. Based on our observation, this scenario rarely happened in
WFG test problem. Although the correlation is weaker in CEC-09 problems, majority
of the correlation coefficient is higher than 0.6. This implies that the correlation of the
online diversity metric with the D-metric metric is moderate to high and the exact extent
of correlation depends on the nature of the problems.
Figure 3.15: Boxplot of the correlation coefficient between D-metric trend and 10-points-
moving-average E [Γp→c] trend in CEC-09 test problems. For each test problem, 30
simulation runs has been performed.
Figure 3.16: Boxplot of the correlation coefficient between D-metric trend and 10-
points-moving-average E [Γp→c] trend in WFG test problems. For each test problem, 30
simulation runs has been performed.
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3.6 Conclusion
This chapter has presented an online diversity metric with its implementation on
decomposition-based MOEA. The diversity metric is defined based on the geomet-
rical interpretation of convergence and diversity. The metric has been implemented on
MOEA/D selection and genetic operators to demonstrate its applicability and usability.
Simulation results have shown an improvement of the algorithm’s optimization perfor-
mance. The additional computational time incurred by the proposed diversity metric
is also analyzed. In the real world optimization problems, fitness evaluation is often
far more computational expensive than the algorithm’s operation. Good optimization
performance of an algorithm often outweighs the algorithm’s computation time. In this
scenario, the use of online diversity can be justified.
The proposed selection operator provides a indicator which summarizes the solution
diversity loss in the objective space. This information can be useful for algorithm’s
parameter adaptation. This indicator is not only useful for numerical optimization
problem but also combinatorial optimization problem. In the next chapter, the proposed







A VRP consists of designing a set of routes to serve the demands of a set of customers
located at different locations. This class of problems has been extensively studied due
to its similarity with many real world applications [147, 148]. It is one of the most
well-known Non-deterministic Polynomial-time hard (NP-hard) problems and it has been
extended into different forms in the literature [149, 150]. In [150], the authors have
formulated the VRP with stochastic customer’s demands and considered the probabilistic
description of the demands only during the route design. Vehicle Routing Problem
with Stochastic Demands (VRP-SD) differs from classical deterministic VRP where the
customer’s demands are stochastic and demands are revealed only when the vehicle
reaches the customer. The distributions of customer’s demands are known a priori to
ease the task of route design. This assumption is not overly restrictive as it is possible
to model the distributions of the demands by using some statistical or machine learning
techniques. VRPs are usually subject to a number of constraints to model the realistic
situations. Vehicle capacity and delivery time window are generally considered in the
literature to ensure the feasibility of the solution in the real world situation. Each vehicle
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has limited capacity and route failure happens when the product in the vehicle is depleted
before all demands on the route has been satisfied [151]. Vehicle Routing Problem with
Time Window (VRP-TW) is another variant of VRP which considers the time window
constraint of vehicle to model the realistic logistic problem.
In practice, DM has to deal with multiple objectives during the route planning
process. In addition to minimizing the expected travel distance, driver remuneration
and difference between drivers’ workload are also important factors. Without these
considerations, the planned route could be infeasibly long for a practical use. This not
only incurs additional customers’ waiting time but also imposes substantial burdens
on some drivers. Workload balance between vehicles is another important issue and it
has impact on vehicle maintenance. With these considerations, VRP-SD is inherently a
multi-objective problem in the realistic situation.
Evolutionary optimization has received increasing attentions due to its cability to
solve many complex problems where classical method works inefficiently. This class of
algorithms is relatively easy to apply and it can be used to solve many non-convex opti-
mization problems. In this chapter, the online diversity assessment technique developed
in the last chapter is used to solve the Multi-Objective Vehicle Routing Problem with
Stochastic Demands (MO-VRP-SD) problem. Comparative studies are performed to
compare the performance differences between different algorithms.
4.2 Problem Formulation
This thesis considers the MO-VRP-SD. Vehicle time window and capacity constraints
are included in the formulation to resemble the real world scenario. A formal VRP can
be formulated as follows. Let G = (V,E) be a graph where V is a set of n vertices which
represent the customers’ location or depot, and E is a set of edges which connect any
two vertices in the set V . Each edge is associated with a non-negative value (cij where
i, j ∈ {1, . . . , n} and i 6= j) which represents a traveling cost between two customers’
location. For each vertex i (or i-th customer’s location), there is a random variable which
represent a customer’s demands (di). The demands are only revealed when a vehicle
reaches the customer’s location. For each vehicle, there is an associated capacity (C)
and time window constraint. Time window constraint is considered as a soft constraint
here and an additional penalty is imposed when the time window is exceeded. Vehicle is
required to return to depot for restocking purpose if the vehicle capacity is exceeded. Let
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r denote a vehicle’s route which can be represented as Ω(r) = 〈v0, n1(r), . . . , nk(r), v0〉
where ni(r) represents the i-th node to be served in the route r and v0 denotes the depot
node. The traveling cost of a route r can be written as follows:




where Qd(r) represents the additional cost due to route failure. When route failure
happens, the driver has to return to the depot for restocking purpose. Suppose that the
first route failure happens on f -th node of the route (where f ∈ {1, . . . , k}), the vehicle
will unload the remaining (C −∑f−1i=1 dni(r)) units stock at the f -th node and return to
depot for restocking. If (C −∑f−1i=1 dni(r)) is less than dnf (r), the vehicle will come back
to f -th node to complete the service. If (C −∑f−1i=1 dni(r)) equals to dnf (r), the vehicle






where m is the number of vehicles and ri is the route travelled by the i-th vehicle. The
routing plan must satisfy the condition ∪mi=1Ω(ri) = V to ensure that all customers must
be visited. In addition, the demands of each customer must be satisfied.
Driver remuneration is included in the model and it serves as a soft contraint of the
vehicle’s time window. The duration of a route can be written as follows:







where sj is the service time associated with the j-th node in the route r and Qt(r)
represents the additional time incurred due to route failure. In the real world scenario,
the traveling speed is likely different across different vehicle and different time span.
As the purpose of the study is to investigate the optimization performance of different
MOEAs in solving this type of VRPs, it is assumed that the vehicle traveling speed is
unity and same for all the vehicles to simplify the model. Let B be the upper bound of




B/8 if ct(r) ≤ B
80 + 20× ct(r)−BB/8 otherwise.
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An additional penalty is added to the driver remuneration cost if the duration of a route






To ensure the workload balance between different drivers and different vehicles,
an additional objective function is used. The maximum difference between driver
remuneration is calculated as follows:
cr,diff(r) = max{cr(r1), . . . , cr(rm)} −min{cr(r1), . . . , cr(rm)}. (4.3)
This cost function is desired to be minimized to ensure the workload balance between
different drivers. The number of drivers, m, required in the route plan reflects the
minimum number of drivers needed to execute the route plan. In short, the task is to
find a set of route plan, {Ω(r1),Ω(r2), . . . ,Ω(rm)}, that minimize the four objectives
which are considered in this chapter: the total travel distance (Eq (4.1)), the total driver
remuneration (Eq (4.2)), the difference between driver remunerations (Eq (4.3)) and the
number of vehicles required (m).
4.3 Methodology
As the multi-objective perspective of a VRP-SD is considered in this thesis, MOEA
is a competitive candidate which can be used to solve the problem. In this section,
chromosome representation, local search heuristics and the MOEA design are discussed.
4.3.1 Chromosome Representation
Since the variable-length chromosome representation has been successfully used to solve
different VRPs as reported in the literature [152–154], it is used to encode the solution of
decision space in this thesis. The structure of the chromosome representation is shown in
Figure 4.1. From the figure, it is observed that a chromosome consists of several routes
and each route is travelled by different vehicle. In addition, each route starts from and
ends at depot. The numbers in the chromosome denote the customer location. The
chromosome in Figure 4.1 is mapped into a route plan as shown in Figure 4.2.
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0 7 12 5 8 0
0 4 1 11 0
0 3 6 9 2 10 0
Chromosome
a pointer to a route
a route which is assigned to a vehicle













Figure 4.2: Route plan of the vehicle routing problem.
4.3.2 Local Search & Mutation
The local search and mutation methods used in this thesis are based on the heuristics
proposed by [151–153]. Route-exchange operation is used to perform crossover of two
chromosomes. The best route of each chromosome is first identified based on the route
cost (which is the sum of route distance and duration of the route). Then, the best route
of each chromosome is inserted to opposite chromosome to generate new chromosomes.
As the crossover operation may break the feasibility of the chromosome, duplicated
customer locations of each chromosome are removed to repair chromosomes.
Multi-mode mutation [153] is employed to enhance the diversity of the population.
There are four different mutation methods which are used. Partial Swap (PS) operator is
used to perform a number of swap moves that swap any two routes in a chromosome at
random point. Merge-Shortest-Route (MSR) operator merges two routes of a chromosome
(which has at least two routes) with the smallest route cost. Split-Longest-Route (SLR)
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operator splits a route with the largest route cost into two smaller routes. Random-
Shuﬄing (RS) operator is used to shuﬄe every route of a chromosome with certain
probability.
Two local search heuristics are used to enhance the exploitative properties of the
MOEA. Shortest-Path-Search (SPS) is applied to the chromosome to sort the route
from the furtherest to the nearest to the depot as the route failure is likely to happen at
the end of a route. The sorted route is compared to the old route and the route with
smaller route cost is retained. Due to the possibility of route failure, the cost of different
traveling directions of a same route may be different. Which-Directional-Search (WDS)
is employed to compare the route cost of two opposite directions and retain the route
with smaller route cost. The detailed description of the local search heuristics and
recombination operations can be found in [152].
4.3.3 Decomposition-based MOEA & Selection Operator
Decomposition-based MOEA framework decomposes a given MOP into a number of scalar
optimization sub-problems. This approach is significantly different from domination-
based MOEA [17] framework which uses non-dominated sorting algorithm to perform
environmental selection. All decomposed sub-problems are optimized simultaneously
during the evolutionary search process. At each generation, the population is composed
of the best found solution for each sub-problem. This chapter implements the online
diversity assessment technique on MOEA/D to solve the MO-VRP-SD.
During the initialization of the MOEA, the first chromosome is constructed by
randomly selecting the customer location and inserting it into the first route. When the
sum of the mean value of travel durations and service times exceeds the bound of the
vehicle time window or the sum of the mean value of the customer’s demands exceeds the
vehicle capacity, B, a new route is inserted into the chromosome and the last customer
location of the previous route is moved to the new route. This procedure continues until
all the customer locations are inserted into the first chromosome. The pseudocode of
the algorithm is shown in Algorithm 4.1. After the first chromosome is constructed, the
number of routes in the first chromosome is taken as the maximum number of routes
for the rest of the chromosomes in the population. Number of customers per route, is
calculated by dividing total number of customers by maximum number of routes. These
two quantities are used to build other chromosomes in the initial population.
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Algorithm 4.1 Initialization of the first VRP chromosome
Require:
B: Upper bound of vehicle time window
C: Vehicle capacity
V (n, t): Customer database (n: node number, t: data type)
Ensure: First initialized chromosome, r
1: Declare a set S = {1, 2, . . . , |V |}. Initialize the chromosome, r, to an empty set.
2: while |r| 6= |V | do
3: Initialize an empty route, rtemp = φ, total demand, sd = 0 and total time, st = 0.
4: if rlast is defined then
5: Append rlast to rtemp.
6: end if
7: while sd < C and st < B and S 6= φ do
8: Randomly select an element ,si, from S
9: S = S \ {si}
10: Append si to the end of rtemp.
11: Compute required traveling time from current location to V (si, location), treq.
12: sd = sd + V (si,demand)
13: st = st + treq
14: end while
15: r = r ∪ rtemp
16: rlast = si
17: end while
18: return r
After the initial population is constructed, the expected travel distance and the
expected total driver remuneration of each chromosome are estimated by using Route
Simulation Method (RSM) proposed in [152]. RSM is performed by sampling the
customer’s demands given the customer’s demands distributions for each location and
calculating the mean value of the objective values based on the sampled demands.
Each individual in the population has a specific weight vector which is associated
with the calculation of the fitness value for the environmental selection. Different from
the domination-based framework, a newly generated individual is compared with the
neigbouring individuals which are defined based on weight vectors. Newly generated
individual will replace neighbouring individuals if the former has a better fitness value.
Decomposition-based framework ensures the solution diversity by using weight vectors
and limiting the maximum number of solution replacement per individual solution. To
enhance the solution diversity, the online diversity assessment method is implemented in
the selection operator. The selection operator computes the RDL caused by a possible
solution replacement. The RDL is defined as a quantity to estimate the amount of
diversity loss of an individual solution between two consecutive generations with respect
to a particular converging direction. This method has shown better diversity performance
in multi-objective numerical optimization as reported in the [155–157]. The pseudocode
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of the overall algorithm is shown in Algorithm 4.2.
Algorithm 4.2 Pseudocode for the MOEA to solve MO-VRP-SD.
Require:
MOP: Minimize f(r) = [f1(r), . . . , fm(r)]
T
Customer location, customer’s demand, service time
EP: External population to store best found solution of each sub-problem
CD: Converging direction database
T : Neighborhood size of each weight vector
Multi-mode mutation parameters: mutation, elastic, squeeze and shuﬄe rate
Threshold of maximum RDL (α)
A stopping criterion: Computational budget
Ensure:
Approximated POF: {f1, . . . , fN}
Approximated POS: {r1, . . . , rN}
Step 1 â Initialization:
1. Read database and initialize a set of uniformly distributed weights, λ =
(λ1, . . . , λN ). The dimension of λi equals to the number of the objectives,









2. Create neighborhood, B(i), for weight vector (λi): Euclidean distance is calcu-
lated between any two weight vectors from λ = (λ1, . . . , λN ) to λi to form a
number of the T closest weight vectors set of λi, which is the neighborhood of
the i-th individual.
3. Initialize chromosome r1, . . . , rN and evaluate their objective values using RSM.
The evaluated objective vectors are stored in f1, . . . , fN , respectively.
4. Initialize z by setting zk = minj=1,...,N f
j
k where k = 1, . . . ,m and f
j
k is the j-th
individual’s k-th objective value.
Step 2 â Clear CD and update r1, . . . , rN
1. Mating selection: Select two neighbours of ri (rk and rj) to serve as parent pair
from the population.
2. Reproduction: Use route-exchange crossover operator to produce two new off-
spring chromosomes. Randomly select one of the two newly generated chro-
mosomes and perform multi-mode mutation to produce y. The multi-mode
mutation contains PS, MSR, SLR and RS operation. SPS and WDS heuristics
are applied to y periodically for better local exploitation in the evolutionary
search.
3. Update z: Evaluate y to get f(y) using RSM. If fj(y) < zj for any j ∈ {1, . . . ,m},
set zj = fj(y).
4. Update EP: If g(y|λj , z) ≤ g(rj |λj , z), the maximum RDL is calculated to check
whether the diversity-loss value is greater than the threshold, α. If it is less than
α, set rj = y, f i = f(y), estimate converging direction and save it to CD.
Step 3 â Stopping Criterion: If the computational budget is fully utilized, then
the algorithm stops and outputs {r1, . . . , rN} and
{f1, f2, . . . , fN}. Otherwise, go to Step 2.
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4.4 Experiment Results
This section presents the comparative studies of three MOEAs on solving the MO-VRP-SD,
namely domination-based MOEA (Domin-MOEA, [152]), decomposition-based MOEA
(MOEA/D) and decomposition-based MOEA with diversity-loss-based selection (MOEA/D-
MRDL). The VRP dataset used in the experiment is based on the VRP data provided
by [151]. Since the original dataset does not consider the customer’s demand, the method
used in [152] is adopted to augment the dataset. The parameter settings used in the
experiment are shown in Table 4.1.
Table 4.1: MOEA parameter settings used in the experiment
Parameter Value
Population size (25, 50, 75 cust.) 100, 300, 500
Crossover rate 1.0
Mutation, elastic, squeeze, shuﬄe rate 0.4, 0.5, 0.5, 0.3
Local search rate 0.1
Neighbourhood size (25, 50, 75 cust.) 20, 60, 100
Type ratio 0.9
Maximum RDL threshold 20
Computing budget (25, 50, 75 cust.) 5× 105, 106, 2× 106
RSM sampling times 10
Since the actual POF of the problem is unknown, hypervolume metric [31] is used to
assess both convergence and diversity performance of different algorithms. The reference
points used for the calculation of hypervolume metric are shown in Table 4.2 and they are
obtained by taking the maximum value of algorithms’ output solutions for each VRP with
a particular number of customers. To compare the convergence and diversity performance
of algorithm separately, other performance metrics are required. Υ-convergence metric (in
Eq (2.4)), and GS (in Eq (2.6)), [17,158,159] are employed to accomplish the assessment.
As the calculation of both Υ-convergence metric and GS require the knowledge of the
actual POF, epsilon non-dominated filtering method [160,161] is used to filter the non-
dominated solutions of all algorithms’ output points to form the reference non-dominated
set. The following section presents the comparative studies of the three algorithms
under two-objective, three-objective and four-objective VRP-SD formulations. For all
the comparative studies, 30 simulation runs are performed for each setting.
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Table 4.2: Reference points used for the calculation of hypervolume in the experiment
study.
Reference Description
[2.262× 103, 1.581× 103] Ref. of 2 objectives with 75 customers.
[2.193× 103, 2.218e× 103, 15] Ref. of 3 objectives with 75 customers.
[2.896× 103, 2.736× 103, 22, 40.27] Ref. of 4 objectives with 75 customers.
[1.185× 103, 9.446× 102] Ref. of 2 objectives with 50 customers.
[5.875× 102, 5.319× 102] Ref. of 2 objectives with 25 customers.
4.4.1 Two-objective: Total Distance & Driver Remuneration
Total travel distance and total driver remuneration are two partially conflicting objective
functions. A route with the shortest travel distance likely imposes long working hours
on a driver and this deteriotes the second objective function. As these two objectives
are closely related to the operating cost of a business activity thus they are relatively
important in the real world scenario. Figure 4.3 shows the output solutions generated by
the 3 different MOEAs. In addition, the reference non-dominated solution set, which is
used to compute the Υ-convergence metric and GS, is also included in the plot.





























Figure 4.3: Output solutions under 2-objective VRP formulation (only 40% randomly
selected solutions are plotted).
From the Figure 4.3, it can be observed that MOEA/D-MRDL generally outperforms
other two algorithms in terms of proximity and solution distribution. HV, Υ-convergence
metric and GS of these three MOEAs are also computed to compare their optimization
performance. Table 4.3 shows the calculated performance metrics under different VRP
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formulation. From the table, it can be seen that MOEA/D-MRDL has performed best
among three algorithms in the 2-objective VRP. This is probably due to the diversity-
loss-based selection method which preserves the diversity of the algorithm during the
search process. The performances of the other two algorithms are comparable in terms
of these three performance metrics.
4.4.2 Three-objective: Total Distance, Driver Remuneration &
Number of Vehicles
The number of vehicles of a route plan reflects the minimal resources required for the
route plan to be used in an actual application. High number of vehicles is not desirable
as it imposes high resource requirement. Number of vehicles used in a route plan is
included into the previous vehicle routing formulation as the third objective function.
Figure 4.4 presents the MOEAs’ output solutions under first two objectives whereas
Figure 4.5 shows the algorithms’ output solutions under second and third objectives.





























Figure 4.4: Output solutions under 3-objective VRP formulation (only 40% randomly
selected solutions with first two objective are plotted).
Interestingly, the inclusion of the number of vehicles as third objective notably
improves the performance of Domin-MOEA based on the solutions plots in the objec-
tive space and their performance metric values. There is no significant performance
enhancement for the decomposition-based MOEAs (MOEA/D and MOEA/D-MRDL).
Optimization performance of the MOEA/D-MRDL is still better than MOEA/D in
terms of HV and Υ-convergence metric as shown in Table 4.3. GS performances of these
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Figure 4.5: Output solutions under 3-objective VRP formulation (only 40% randomly
selected solutions with last two objectives are plotted).
two algorithms are comparable.
4.4.3 Four-objective: Total Distance, Driver Remuneration, Num-
ber of Vehicles & Difference between Driver Remuneration
Difference between driver remuneration is used to measure the workload balance between
different drivers (vehicles). High value of the difference indicates the distributions of
the workload among drivers are highly uneven. Balanced workload among drivers is
more desirable as it benefits the management of the organization and avoid staff burnout.
Figure 4.6, Figure 4.7 and Figure 4.8 show the algorithm output solutions under different
objective sub-spaces.
Based on the Figure 4.6, Figure 4.7, Figure 4.8 and Table 4.3, the three MOEAs
perform comparably. Domin-MOEA has smaller Υ-convergence value (which indicates
better convergence) whereas decomposition-based MOEAs have smaller GS value (which
indicates better solution diversity). In can be observed from the table that the enhance-
ment of diversity-loss-based selection method diminishes as the number of the objective
increases. If comparing the range of the different objectives, it can be noticed that
objectives scale differently. The third and fourth objectives (number of vehicles and
difference between driver remuneration) have significantly smaller range compared to
the first two objectives (total route distance and total driver remuneration). Due to
the use of Tchebycheff approach to decompose the given MOP, decomposition-based
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Figure 4.6: Output solutions under 4-objective VRP formulation (only 40% randomly
selected solutions with first two objectives are plotted).




















Figure 4.7: Output solutions under 4-objective VRP formulation (only 40% randomly
selected solutions with second and third objectives are plotted).
MOEAs are generally more sensitive to different objective scales. This partially explains
the inferior performance of decomposition-based MOEAs in 3-objective and 4-objective
VRP-SD.
4.4.4 Performance Sensitivity of Neighbourhood Size
Neighbourhood size and type ratio are two parameters which are used to control the
exploitation and exploration properties of the decomposition-based MOEA. Neighbour-
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Figure 4.8: Output solutions under 4-objective VRP formulation (only 40% solutions
with last two objectives are plotted).
Table 4.3: HV, Υ-convergence and GS performance of MOEAs under different VRP
formulation
HV 2-objective 3-objective 4-objective
Domin-MOEA 5.379 × 105 ±
1.259× 105
2.216 × 107 ±
5.077× 105
2.919 × 109 ±
4.760× 107
MOEA/D 4.658 × 105 ±
1.008× 105
5.844 × 106 ±
2.708× 106
2.729 × 109 ±
5.822× 107
MOEA/D-MRDL 9.576 × 105 ±
3.749× 104
1.951 × 107 ±
8.505× 105
2.750 × 109 ±
5.666× 107
Υ-convergence 2-objective 3-objective 4-objective
Domin-MOEA 4.757 × 102 ±
1.303× 102
7.392 × 101 ±
2.257× 101
4.236 × 101 ±
1.550× 101
MOEA/D 5.480 × 102 ±
1.133× 102
5.693 × 102 ±
1.204× 102
5.338 × 101 ±
1.728× 101
MOEA/D-MRDL 1.560 × 102 ±
2.944× 101
2.141 × 102 ±
4.397× 101
1.014 × 102 ±
2.959× 101
GS 2-objective 3-objective 4-objective
Domin-MOEA 9.477 × 10−1 ±
6.018× 10−2
6.982 × 10−1 ±
8.287× 10−2
6.263 × 10−1 ±
4.031× 10−2
MOEA/D 9.288 × 10−1 ±
4.677× 10−2
9.318 × 10−1 ±
6.241× 10−2
8.662 × 10−1 ±
1.414× 10−1
MOEA/D-MRDL 7.810 × 10−1 ±
1.226× 10−1
8.971 × 10−1 ±
1.224× 10−1
7.608 × 10−1 ±
1.063× 10−1
hood relationship is defined based on the Euclidean distance between any two weight
vectors from the two individuals in the population. Higher neighbourhood size denotes
higher neighbourhood region and higher chance for an individual to be a neighbour of
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another individual. In this sub-section, the type ratio of the two decomposition-based
algorithms are fixed at its nominal value (0.9) and the neighbourhood size of the two
algorithms varies from 2 to 200. 2-objective VRP are used to study the effects of different
neighbourhood sizes. Table 4.4 compares the performance metrics of MOEA/D and
MOEA/D-MRDL.
Table 4.4: HV, Υ-convergence and GS performance of decomposition-based MOEAs
under different neighbourhood sizes (first column denotes the neighbourhood size used in
the experiment, except the last row where ∆ represents the variation of the performance
metrics).
HV MOEA/D MOEA/D-MRDL
2 5.018× 105 ± 1.680× 105 9.524× 105 ± 4.228× 104
20 5.109× 105 ± 1.388× 105 9.601× 105 ± 4.020× 104
50 4.704× 105 ± 1.213× 105 9.620× 105 ± 3.576× 104
100 4.658× 105 ± 1.008× 105 9.576× 105 ± 3.749× 104
200 5.076× 105 ± 1.286× 105 9.698× 105 ± 4.097× 104
∆ 4.511× 104(9.18%) 1.742× 104(1.81%)
Υ-convergence MOEA/D MOEA/D-MRDL
2 6.791× 102 ± 1.959× 102 1.609× 102 ± 3.452× 101
20 5.256× 102 ± 1.390× 102 1.509× 102 ± 3.235× 101
50 5.589× 102 ± 1.266× 102 1.510× 102 ± 3.058× 101
100 5.480× 102 ± 1.133× 102 1.560× 102 ± 2.944× 101
200 5.064× 102 ± 1.256× 102 1.511× 102 ± 3.191× 101
∆ 1.727× 102(30.64%) 1.008× 101(6.54%)
GS MOEA/D MOEA/D-MRDL
2 8.859× 10−1 ± 1.187× 10−1 7.977× 10−1 ± 1.058× 10−1
20 9.058× 10−1 ± 4.883× 10−2 8.079× 10−1 ± 1.128× 10−1
50 9.312× 10−1 ± 6.507× 10−2 7.704× 10−1 ± 9.776× 10−2
100 9.288× 10−1 ± 4.677× 10−2 7.810× 10−1 ± 1.226× 10−1
200 9.327× 10−1 ± 7.175× 10−2 7.981× 10−1 ± 1.036× 10−1
∆ 4.676× 10−2(5.10%) 3.750× 10−2(4.74%)
Small neighbourhood size limits the choices of mating parents especially when the
type ratio is high. This is likely to cause the algorithm traps in local optimum and slow
down the convergence speed of the algorithm as the diversity of the newly generated
offspring solutions is limited. This explains why the generational distance metrics of the
two decomposition-based MOEAs is high when the neighbourhood size is set to 2. In the
table, ∆ denotes the variation of the performance metric. It is calculated by taking the
difference betweeen maximum and minimum performance metric values of a particular
algorithm. The figures in the brackets are obtained by normalizing the difference using
the average of the performance metric. These two quantities are used to measure the
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variation of the performance metric due to the change of neighbourhood size. If the two
decomposition-based MOEAs are compared, it can be observed that MOEA/D-MRDL
is slightly less sensitive to the neighbourhood size parameter. This is probably because
MOEA/D-MRDL only uses neighbourhood relationship for mating selection whereas
MOEA/D utilizes the relationship for environmental and mating selection.
4.4.5 Performance Sensitivity of Type Ratio
Based on the decomposition-based MOEA framework, the ratio between the probability
of selecting two parents from neighbourhood and non-neighbourhood are controlled by
the type ratio. Higher type ratio implies higher exploitation as the algorithm uses similar
parent solutions to generate offspring solutions most of the time. In this sub-section, the
neighbourhood size of the two decomposition-based algorithms are fixed at its nominal
value (100) and the type ratio of the two algorithms varies from 0.9 to 0.1. Table 4.5
shows the performance metrics of the two decomposition-based MOEAs.
Table 4.5: Hypervolume, Υ-convergence and GS performance of decomposition-based
MOEAs under different type ratios (first column denotes the type ratio used in the
experiment, except the last row where ∆ represents the variation of the performance
metrics).
HV MOEA/D MOEA/D-MRDL
0.1 2.988× 105 ± 1.222× 105 8.652× 105 ± 5.115× 104
0.3 3.869× 105 ± 1.554× 105 9.169× 105 ± 4.713× 104
0.5 4.607× 105 ± 1.249× 105 9.457× 105 ± 2.814× 104
0.7 4.759× 105 ± 1.447× 105 9.484× 105 ± 3.757× 104
0.9 4.658× 105 ± 1.008× 105 9.576× 105 ± 3.749× 104
∆ 1.771× 105(42.41%) 9.248× 1004(9.98%)
Υ-convergence MOEA/D MOEA/D-MRDL
0.1 7.547× 102 ± 1.488× 102 2.463× 102 ± 4.975× 101
0.3 6.420× 102 ± 1.783× 102 2.011× 102 ± 3.370× 101
0.5 5.563× 102 ± 1.417× 102 1.748× 102 ± 2.893× 101
0.7 5.484× 102 ± 1.453× 102 1.653× 102 ± 3.468× 101
0.9 5.480× 102 ± 1.133× 102 1.560× 102 ± 2.944× 101
∆ 2.067× 102(33.90%) 9.026× 101(47.83%)
GS MOEA/D MOEA/D-MRDL
0.1 9.658× 10−1 ± 3.013× 10−2 7.059× 10−1 ± 7.331× 10−2
0.3 9.532× 10−1 ± 5.775× 10−2 7.252× 10−1 ± 8.256× 10−2
0.5 9.390× 10−1 ± 5.460× 10−2 7.692× 10−1 ± 9.946× 10−2
0.7 9.224× 10−1 ± 6.885× 10−2 7.831× 10−1 ± 7.487× 10−2
0.9 9.288× 10−1 ± 4.677× 10−2 7.810× 10−1 ± 1.226× 10−1
∆ 4.337× 10−2(4.60%) 7.721× 10−2(10.25%)
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From the table, it can be observed that high value of type ratio is more desirable as
this increases the exploitation property of algorithm by selecting more parents from the
neighbourhood region. Contrary to the previous experiment, MOEA/D-MRDL is more
sensitive to the type ratio parameter than decomposition-based MOEA/D in terms of
Υ-convergence and GS metrics.
4.4.6 Customer Size
Number of customers to be served in a route plan reflects the complexity of the vehicle
routing problem. Table 4.6 shows the experiment results of the three MOEAs solving
VRP-SD with different number of customers in the route. From the table, it can be
observed that MOEA/D-MRDL has outperformed other two algorithms in terms of the
HV, Υ-convergence and GS. For the GS, the performance of VRP with 25 customers is
missing as the best trade-off between the two objectives shrinks into a single point in
the objective space as shown in Figure 4.9. This implies that the two objectives are not
conflicting when the number of customers in the route reduced to 25.
Table 4.6: HV, Υ-convergence and GS performance of three MOEAs under different
customer sizes.
HV Domin-MOEA MOEA/D MOEA/D-
MRDL
75 5.379 × 105 ±
1.259× 105
4.658 × 105 ±
1.008× 105
9.576 × 105 ±
3.749× 104
50 1.404 × 106 ±
1.371× 105
1.326 × 106 ±
1.016× 105
1.683 × 106 ±
3.668× 104
25 2.348 × 106 ±
6.239× 104
2.339 × 106 ±
4.069× 104
2.381 × 106 ±
2.671× 104
Υ-convergence Domin-MOEA MOEA/D MOEA/D-
MRDL
75 4.757 × 102 ±
1.303× 102
5.480 × 102 ±
1.133× 102
1.560 × 102 ±
2.944× 101
50 2.233 × 102 ±
8.212× 101
2.785 × 102 ±
6.784× 101
1.479 × 102 ±
2.975× 101
25 9.386 × 101 ±
3.381× 101
8.962 × 101 ±
2.357× 101
1.213 × 102 ±
1.959× 101
GS Domin-MOEA MOEA/D MOEA/D-
MRDL
75 9.477 × 10−1 ±
6.018× 10−2
9.288 × 10−1 ±
4.677× 10−2
7.810 × 10−1 ±
1.226× 10−1
50 8.763 × 10−1 ±
1.220× 10−1
8.699 × 10−1 ±
6.672× 10−2
7.043 × 10−1 ±
1.183× 10−1
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Figure 4.9: Output solutions under 2-objective VRP formulation with 25 customers.
4.4.7 Summary
In this section, comparative studies are performed to investigate the performance differ-
ence between the Domin-MOEA, MOEA/D and MOEA/D-MRDL under different vehicle
routing problem formulations. The sensitivity of the paramenters used in decomposition-
based MOEA are also analyzed to provide the insight of choosing these parameters.
From the experiment results, it can be observed that diversity-based selection operation
generally enhances the performance of the decomposition-based MOEA at the cost
of increasing the algorithm complexity. The enhancement diminishes as the number
of objectives increases. This is probably because of the effects of noisy diversity-loss
estimation in higher order of the objective space [155]. Decomposition-based MOEAs
generally perform inferior when the third and fourth objectives are included into the
VRP formulation. This is probably due to the sensitivity of the decomposition-based
MOEA on objective scale differences. Domination-based MOEA generally converges
faster and less sensitive to objective scale based on the experiment results. However,
domination-based MOEA is likely to encounter difficulties in keeping diverse set of
solutions due to its stronger exploitation properties.
4.5 Conclusion
A multi-objective vehicle routing problem with stochastic demands has been studied in
this chapter. The performance of decomposition-based MOEA and its variant are studied
under different vehicle routing formulations. Extensive simulations have been performed
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to show the strengths and weaknesses of domination-based and decomposition-based
multi-objective evolutionary algorithms on solving the vehicle routing problem with
stochastic demands.
The proposed selection operator has improved the MOEA/D optimization perfor-
mance on 2-objective optimization problem. As the number of the objectives scales
up, the enhancement of optimization performance diminishes. This demonstrates the






Dynamic multi-objective optimization has recently received increasing attention in
the field of evolutionary computation research community [96]. One major reason
for its rising popularity is probably because of its potential applications in various
industries [82, 92, 162–170]. Existing approaches to solve a given DMOP include random
re-initialization method [82], memory-based method [90], prediction-based method [94,
95,97], coevolutionary algorithm [93], multi-strategy approach [171] and others [172–176].
Although solving DMOPs has attracted significant interests from researchers, there are
relatively few existing diverse and challenging benchmark test suites in contrast to static
single-objective and multi-objective evolutionary optimization literature.
Compared to the dynamic single-objective evolutionary optimization literature, di-
versity maintenance of dynamic multi-objective evolutionary optimization has received
significantly less attention. Most of the existing DMOEAs focus on the acceleration of
the algorithm’s convergence speed. In addition, time-varying fitness landscape introduces
additional complexities to the MOPs which has not been studied extensively in the
literature. These complexities include time-varying dimensions of trade-off and modality
of fitness landscape, just to name a few. To enrich the study of DMOEAs’ optimiza-
tion performance, it is imperative to design a diverse set of artificially constructed test
problems as this helps to improve the algorithm’s resilience during the design phase.
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As most of the existing evolutionary computation research works are established
by empirical studies, benchmark test suite plays a pivotal role to analyze the potential
weaknesses of a given algorithm. Ideally, benchmark test suite should facilitate the
assessment of the algorithm’s optimization performance in various aspects. Following
properties are important and they exist in most of the benchmark problems in the
literature:
1. The best trade-off of each test instance should be known in advance as it is likely
to be used during the optimization performance assessment of a DMOEA. Due to
this reason, most existing benchmark problems have known POF [23,106,109,112].
2. Test problems should be easy to be implemented and not computationally expensive.
This is important as evolutionary algorithm practitioners can easily implement and
obtain the algorithm’s output in reasonable time. Most of the existing numerical
benchmark problems consist of well-defined mathematical functions which are
usually computationally manageable.
3. Benchmark problems should be diverse and challenging as to assess the robustness
and efficiency of a given algorithm. As the dynamic multi-objective fitness landscape
is time-varying, the task of designing a diverse set of test problems is not trivial [177].
As the DMOPs are the generalization of static MOPs, many challenging properties from
static MOPs have been introduced into dynamic multi-objective benchmark problems
which improve the coverage of the test problems [96,105,177–179]. Although benchmark
problems are expected to be challenging, a difficult benchmark problem may not be a
good dynamic multi-objective benchmark problem. For instance, a challenging dynamic
benchmark problem which is difficult to solve even when the problem is changed to
static (by fixing the value of time variable) may not be a good candidate for dynamic
benchmark problem. The reason is that failure of a DMOEA to solve the problem can
be attributed to factors other than the dynamics of the problem, such as the algorithm
is sensitive to the static fitness landscape properties. Therefore, dynamic multi-objective
benchmark problem should be challenging but it is solvable in a reasonable number of
fitness evaluations when the fitness landscape does not change. In other words, the focus
of the dynamic multi-objective benchmark test suite should be placed on the dynamics
of the optimization problem. In addition, benchmark problem should help in assessing
algorithm convergence or diversity performance in dynamic environment.
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Performance analysis of a DMOEA in a dynamic environment is difficult as the search
process is stochastic while the fitness landscape is changing. Most of the existing literature
extend the performance analysis of the static MOEAs to DMOEAs by performing the
calculations of optimization performance metrics over generations [95, 96]. This type
of analysis could provide the DMOEA practitioners some insights on the algorithm’s
convergence and diversity performance. However, there are not many studies focusing
on the algorithm’s sensitivity to different types of fitness landscape. To perform this
type of analysis, the design of the benchmark problem plays a crucial role as this piece
of information is unlikely to be extracted from the conventional run-time performance
analysis. For instance, the information about how a given algorithm is susceptible to
fitness landscape’s modality is unlikely to be captured in the convergence or diversity
run-time analysis of a single problem. One possible way to perform this type of study
is to compare the optimization performance of a given algorithm over test problems
of different modality. Aside from modality’s differences, these test problems should be
similar to each other to avoid contributions of other factors to affect the algorithm’s
optimization performance. In order to accomplish the task, an understanding of the test
problem’s design is pivotal. The proposed benchmark problems follow modular design
so that it is easy to understand and the algorithm designer could construct different
variants of the problem to study potential sensitivities of the algorithm. In addition, a
cross-problem comparative study approach is proposed to identify the potential sensitivity
of the algorithm.
5.1.1 Properties of a Function
Functional separability has a significant effect on the difficulty level of a test problem. A
separable function can be exploited to enhance the convergence speed of an algorithm by
optimizing each individual variable in turn [109]. A function is said to be multiplicatively
separable if it can be written in the form:
f(x, y) = fx(x)fy(y).
Similarly, a function is said to be additively separable if it can be written in the form [180]:
f(x, y) = fx(x) + fy(y).
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Another useful definition of the variable separability is given by Yang et al [181]. In
the paper, they consider a function f(x) is separable with respect to xk if the following
condition is fulfilled:
f(x) < f(x′) =⇒ f(y) < f(y′) (5.1)
where x = [x1, . . . , xk, . . . , xn], x
′ = [x′1, . . . , x
′
k, . . . , x
′
n], y = [y1, . . . , xk, . . . , yn] and
y′ = [y′1, . . . , x
′
k, . . . , y
′
n]. Notice that x and y have the identical value on k-th decision
variable (xk) whereas x
′ and y′ have the identical value on k-th decision variable (x′k).
This implies that k-th decision variable has no interaction with other decision variables
and it can be optimized independently. An EA which optimizes each decision variable
independently most likely performs significantly better in separable test functions. A
function which does not fulfill Eq (5.1) is considered as non-separable.
A function is called unimodal if there is only one optimum for a given function.
On the contrary, a function is called multi-modal if there are multiple optima in the
fitness landscape. A multi-modal problem is generally considered more difficult to
optimize than an unimodal problem. Therefore, most existing dynamic multi-objective
benchmark instances have at least one multi-modal objective function. On the other
hand, unimodal benchmark test problems could be useful in assessing the convergence
speed of an algorithm.
5.1.2 Geometries of POS & POF
The POF and POS of a MOP may not be in a single connected segment. The discon-
nected trade-offs in the objective and decision spaces are called disconnected POF and
disconnected POS, respectively. The disconnectedness of the trade-off in objective and
decision spaces may introduce difficulties to some evolutionary algorithms [3,107,110].
As mentioned in [109], the POF of a MOP can have a variety of geometries. A POF
is called degenerate if its dimension is lower than (m − 1) where m is the number of
objectives. A degenerate POF could significantly affect diversity of the population during
the optimization process of a DMOEA. When the POF of the DMOP becomes degen-
erate, the dimension of the corresponding POS is also reduced. Lower POS dimension
likely causes the population to cluster in the lower dimensional space and results in
diversity losses. This may be a lesser problem in static multi-objective optimization as
the main task of a MOEA is to find the best trade-off which does not change during
the optimization process. For a DMOEA, the algorithm is expected to track the best
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trade-off over the generations. The diversity of the population is important as it directly
affects the tracking ability of the algorithm. DMOPs with degenerate POF could impair
the tracking ability of the algorithm after the POF degeneracy happens.
5.1.3 Early Works in Design of Benchmark Test Suite
Deb’s test problem construction [106] is one of the pioneering works in the design of
the multi-objective benchmark problems. In the paper, he proposed a benchmark test
problem design methodology which isolates the design of the POF geometry from the test
problem’s difficulty. This work has significantly influenced the design methodology of the
later works [23,93,95,96,105,107–110] which include the design of the DMOPs [90,93,
95,96,105,178,179]. Different from Deb’s method, Jin et al [182] proposed to construct
DMOPs through aggregating different objectives and dynamically changing weights of
each objective. This is one of the earliest work in the design of dynamic multi-objective
benchmark. Among dynamic multi-objective benchmark problems, FDA [105] test suite
is the most widely used test suite at the time of this writing. In the Farina’s paper, they
extended Zitzler’s ZDT test suite and classified DMOPs into four different types based
on the change of POS and POF over generation. Later, Goh et al [93] and Zhou et al [95]
proposed variants of the FDA test problems, respectively. Mehnen et al [104] proposed
another type of benchmark test suite which is designed to be analogous to dynamic
single-objective optimization problem. As pointed out by Goh [83], this test suite is not
as intuitive as compared to FDA test instances in the configuration of dynamic spatial
features.
Huang et al [183] proposed a few interesting DMOPs which have changing number of
objectives or decision variables. They also proposed two DMOPs whose POS depends on
previous solutions or decision making. Recently, Zhou et al [96] designed a new dynamic
multi-objective test suite which has nonlinear correlation between decision variables to
complement the linear correlation between decision variables in the FDA test suite. In
the paper, they successfully enhanced the DMOEA by estimating the center and manifold
of the solutions in decision space. Biswas et al [179] proposed another dynamic test suite
which extended the static MOP in CEC-09 benchmark into a set of DMOPs. Helbig et
al [177] extended WFG and CEC-09 benchmark test suites and introduced deceptive and
isolated features into their benchmark instances. Jiang et al [178] proposed a benchmark
problem generator which contains a number of important dynamic characteristics which
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Table 5.1: Comparison of Dynamic Multi-objective Benchmark Test Suite
FDA
[105]






















× × × × × 7-12
Complicated
POS shape
× 6-7,9 × × × ×
Mixed Type of
changes
× × × × 6 ×
The number in the above table denotes the test problem number of the benchmark test
suite in the same column.
has not been included in the existing dynamic benchmark problems.
Despite that a variety of dynamic multi-objective test instances have been proposed
in the literature, some characteristics which have significant impact on the algorithm’s
optimization performance have not been explored. In addition, most existing dynamic
multi-objective benchmark problems consist of challenging and complicated characteristics
which likely cause certain difficulties in analyzing the performance of a given algorithm.
In this chapter, a number of characteristics which are missing from existing test suites is
identified.
5.1.4 Characteristics of Existing Test Suites
During the optimization of a DMOP, a set of optimal solutions can be obsolete due to a
change in fitness landscape. To ease the task of analyzing dynamic fitness landscape,
Farina et al [105] identified four types of DMOPs based on the changes of POF and POS.
• Type I, where POS changes while POF remains the same.
• Type II, where POS and POF change over time.
• Type III, where POF changes while POS remains the same.
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• Type IV, where both POS and POF remain the same.
Based on the classification method, Farina et al proposed and designed the FDA test suite.
Although FDA is the most widely used benchmark test suite for DMOEA research, there
are a few possible improvements. As mentioned in [96], the geometric shape of the POSs
are either straight line or rectangular plane. In addition, there is no disconnected POF
or POS for all test problems. The dimension of the POF remains the same throughout
the evolutionary process.
Zhou et al [96] considered non-linear correlation in their new DMOP test instances’
design. These test problems are considered more challenging as they are non-separable
and the geometric shapes of the POS are more complex. Similar to the FDA test suite,
there is no disconnected POF and POS for all test problems and time-varying POF’s
geometrical dimension are still missing.
Helbig et al [177] proposed HE benchmark suite which extends the CEC-09 and WFG
test suite into a set of DMOPs. They introduce the deceptive fitness landscape and
isolated POF/POS properties into DMOP which significantly increase the difficulty level
of the existing dynamic multi-objective benchmark. All the HE problems are type III
problem as the POS is not changing over time.
Biswas et al [179] also extended CEC-09 static multi-objective benchmark into DMOP.
They introduce dynamics into the MOP by designing shape variation and movement of
POS and POF. As CEC-09 benchmark consists of a set of challenging MOPs, the authors
argued that the benchmark is more challenging than existing benchmark problems.
Jiang et al [178] has proposed another dynamic multi-objective benchmark problems.
The properties of their benchmark test suite include DMOPs with mixed POF, strong
dependencies between variables and mixed types of change properties. A DMOP with
mixed POF has POF whose curvature is changing over time. Strong dependencies
between variables are another important characteristic of the benchmark because it
assesses the diversity performance of the algorithm. Their benchmark test suite also
includes the DMOP whose type is changing during the evolutionary search. For example,
JY6 of the benchmark alternates between Type I, Type II and Type III. In addition,
the benchmark also includes DMOPs with disconnected POF and POS (JY4 of the
benchmark). One of the most important characteristics of this benchmark test suite is
that it focuses more on the fitness landscape dynamics than the problem difficulties.
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Characteristics of the dynamic multi-objective benchmark influence the development
of DMOEAs. Dynamic multi-objective benchmark problems in the early day are relatively
simple in terms of change dynamics. Later, the advancement and development of static
multi-objective benchmark are introduced into dynamic multi-objective benchmark which
significantly raises the difficulty level of the existing benchmark. Introduction of the
static multi-objective benchmark challenging characteristics into dynamic multi-objective
benchmark could cause difficulties to algorithm designers in analyzing the optimization
performance of a given algorithm. In the following sections, a new benchmark test
suite which is designed from an algorithm designer’s perspective is presented. The
motivation of the work is to provide algorithm designers a set of benchmarks which are
difficult to optimize but relatively easy to analyze the algorithm performance. All the
proposed problems can be solved without much difficulty when the problem is static.
Some existing dynamic multi-objective benchmark problems are difficult to optimize
even if the problem is static. This may cause researchers to draw misleading conclusion
from the experiments as poor performance of a DMOEA could be related to some static
fitness properties but not the specific dynamics of the benchmark problem. The focus of
the proposed benchmark design is to provide researchers a set of benchmark functions to
study the algorithm performance under different types of dynamics. The comparisons of
the existing benchmarks with the proposed test suite are shown in Table 5.1.
5.2 Proposed Test Problem Characteristics
In this section, the characteristics of the proposed test suite are presented. All test
problems are non-separable as separable problems tend to reduce the difficulties and
complexities of the problems. In addition, only type I and type II problems are included
in the proposed test suite as type III and type IV problems have static POS. Generally,
test problem with dynamic POS is considered more challenging as it requires a given
DMOEA to track the changing POS.
5.2.1 Modality
A DMOP is considered to be multi-modal if at least one of the objective function is
multi-modal. As a multi-modal problem is generally considered to be more difficult
than a unimodal problem, most of the existing benchmark DMOPs are multi-modal
throughout the optimization process. To the best of the authors’ knowledge, there is no
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DMOP with mixed modality. DMOP with mixed modality have at least one objective
which alternates between unimodal and multi-modal. Since the studies of a DMOEA
under mixed modality have not been explored, a few DMOPs with mixed modality are
included in the proposed test suite.
5.2.2 Connectedness of Trade-off
Most existing DMOPs have continuous POF over time. There are relatively few DMOPs
which have changing trade-off between connected segment and disconnected segments.
Moreover, this property has been observed in real world problem [105]. This type of
problems enables the DMOEA practitioners to study the sensitivity of the DMOEA to
POF with changing connected and disconnected segments.
5.2.3 POF Degeneracy Level
A degenerate POF has lower geometrical dimension than (m− 1) where m is the number
of objectives. This type of problems has been observed in the application of DMOEA
in proportional-integral-derivative (PID) optimization problem [105]. To quantify the
amount of POF degeneracy, POF degeneracy level is used. POF degeneracy level is
computed by using (m − 1 − w) where w is the dimension of the POF. According to
Karush-Kuhn-Tucker (KKT) conditions, the maximum number of dimension of POF is
(m−1). When dimension of POF is (m−1), the POF degeneracy level is 0. Time-varying
POF degeneracy level causes the POF and POS shrink into lower dimension. Diversity
maintenance plays a pivotal role in this type of problem to avoid loss of searching force
due to whole population trapping into local optima. Moreover, this could impair the
algorithm’s searching ability in the later optimization process. DMOP with time-varying
POF degeneracy level should be included in the dynamic multi-objective benchmark to
improve the algorithm’s resilience during the algorithm’s design phase.
5.3 GTA Test Functions
This section describes the proposed dynamic multi-objective benchmark test suite,
namely Gee-Tan-Abbass dynamic multi-objective benchmark (GTA) test suite.1 The
morphological properties of the proposed test functions are visualized through Figure 5.1.
1Source files written in C++ and Python are available from
https://github.com/senbong87/dmo benchmark.git.
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Figure 5.1: Morphological properties of the proposed test instances.
GTA covers 3 different DMOP characteristics which are objective function modality,
connectedness of trade-off and Pareto degeneracy level.
5.3.1 General Forms of DMOP
All the proposed DMOPs take either one of the additive or multiplicative form. The
additive form of the problems is based on the static MOP proposed by Okabe et al [184]
and later extended by Li et al [23]. Test problems of this family can be presented in the
following form:

f1(x, t) = αA,1(xI, t) + βA,1(xII − gA(xI, t), t)
...
fm(x, t) = αA,m(xI, t) + βA,m(xII − gA(xI, t), t)
(5.2)
where
• x = {xI,xII}, xI ∈
∏m−1
i=1 [ai, bi], xII ∈
∏n
i=m[ai, bi], n denotes the number of
decision variables and m denotes the number of objectives;
• αA,j is a function which maps
∏m−1
i=1 [ai, bi] to R, where j ∈ {1, . . . ,m};
• βA,j is a function which maps
∏n
i=m[ai, bi] to R+, where j ∈ {1, . . . ,m};
• gA is a function which maps
∏m−1
i=1 [ai, bi] to ΩA where ΩA ⊂
∏n
i=m[ai, bi].
R+ denotes the non-negative real space which includes zero and positive real number.
From Eq (5.2), it is observed that the time-varying factor is introduced into αA,j , βA,j
and gA component functions. Besides, the condition for candidate of gA is relaxed as
compared to the benchmark test suite proposed by Li et al [23].
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Proposition 1. Let αA = [αA,1, . . . , αA,m] and βA = [βA,1, . . . , βA,m], the POF of
fA(x, t) is equivalent to the POF of αA(xI, t) if βA(xII − gA(xI, t), t) = 0 exists for
arbitrary xI.
Proof. If βA(xII − gA(xI, t), t) = 0 exists for arbitrary xI, each vector in the arbitrary
POS of αA has a corresponding input vector in βA which maps βA to 0. By definition
of βA,i, the lower bound of the function is equal to 0. As 0 is the identity element for
addition operator, it leaves αA,i unchanged after performing addition. Therefore, the
POF of f(x, t) equals to the POF of αA.
In the Proposition 1, fA(x, t) is the vector representation of MOP in Eq (5.2).
Notice that the reverse direction of the proposition is not true. It may happen that
βA(xII − gA(xI, t), t) = 0 does not exist for arbitrary xI and the POF of f(x, t) is still
equivalent to the POF of αA(xI, t).
Example 1. Let xI = x1 ∈ [0, 1] and POF of αA be given by
POFαA =
 f1 = x 0 ≤ x < 0.3 or 0.7 < x ≤ 1.0f2 = 1− x 0 ≤ x < 0.3 or 0.7 < x ≤ 1.0
and βA(xII − gA(xI, t), t) = 0 only exists when 0 ≤ x < 0.3 or 0.7 < x ≤ 1.0. In this
case, although βA(xII − gA(xI, t), t) = 0 does not exist when 0.3 ≤ x ≤ 0.7, the POF of
f(x, t) is still equivalent to the POF of αA.
Multiplicative form is an extension of the additive form. DMOPs with this form
have been observed in dynamic multi-objective test suite proposed by Jiang et al
[178]. Any benchmark that is constructed using additive form have a counterpart in
multiplicative form and vice versa. Similar to the additive form, multiplicative form has
three components for each objective function:

f1(x, t) = αM,1(xI, t)βM,1(xII − gM (xI, t), t)
...
fm(x, t) = αM,m(xI, t)βM,m(xII − gM (xI, t), t)
(5.3)
where
• x = {xI,xII}, xI ∈
∏m−1
i=1 [ai, bi], xII ∈
∏n
i=m[ai, bi], n denotes the number of
decision variables and m denotes the number of objectives;
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• αM,j is a function which maps
∏m−1
i=1 [ai, bi] to R, where j ∈ {1, . . . ,m};
• βM,j is a function which maps Rn−m+1 to [1,∞], where j ∈ {1, . . . ,m};
• gM is a function which maps
∏m−1
i=1 [ai, bi] to ΩM where ΩM ⊂
∏n
i=m[ai, bi].
The main difference between Eq (5.2) and Eq (5.3) is that the multiplication operator is
used to form the objectives instead of addition operator. Furthermore, the lower bound
of βM,j is distinct from the lower bound of βA,i.
Proposition 2. Let αM = [αM,1, . . . , αM,m] and βM = [βM,1, . . . , βM,m], the POF of
fM (x, t) is equivalent to the POF of αM (xI, t) if βM (xII − gM (xI, t), t) = 1 exists for
arbitrary xI.
Proof. If βM (xII − gM (xI, t), t) = 1 exists for arbitrary xI, each vector in the arbitrary
POS of αM has a corresponding input vector in βM which maps βM to 1. By definition
of βM,j , the lower bound of the function is equal to 1. As 1 is the identity element
for multiplication operator, it leaves αM,j unchanged after performing multiplication.
Therefore, the POF of f(x, t) equals to the POF of αM .
In Proposition 2, fM (x, t) is the vector representation of multi-objective problem
in Eq (5.3). Proposition 1 and Proposition 2 provide basic guidelines to select proper
component functions when designing the DMOPs for assessing algorithm’s performance.
They specify the conditions for selecting βA,j and βM,j functions without severely limiting
the form of these component functions. Moreover, they separate the design of POF
shape and the modality of a DMOP which benefits the design of the test problem.
5.3.2 Component Functions
In this thesis, there are three types of component function for additive and multiplicative
forms, respectively. Each type of component function controls different aspects of a
DMOP. According to the Proposition 1, the POF of Eq (5.2) can be constructed by
designing αA. Geometry of the POS can be controlled by the POS of αA and gA.
Deceptive feature and multi-modality of the function can be introduced by crafting βA,j .
By setting (xII−gA(xI, t), t) as input to βA,j , linkages between variable set xI and xII are
introduced into the DMOPs. Similar design approach can be applied for multiplicative
form. It is observed that the conditions for component functions of additive form and
its counterpart of multiplicative form, all of them are identical except the condition for
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βA,j component functions. As it is useful to have one component function which can
be applied to either additive or multiplicative form, the following equation is applied to
convert a candidate of βA,j component function to βM,j and vice versa:
βM,j = βA,j + 1. (5.4)
For the sake of brevity, only component functions for additive form are discussed as
a candidate for αA,j (or gA) is also an eligible candidate for αM,j (or gM ). The time








where nt is the number of distinct steps in one t and τT represents the number of
generations for which fitness landscape remains fixed. Another way of calculating time







where τf is the number of objective function calls and τT,f represents the number of
objective function calls for which fitness landscape remains fixed.
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Figure 5.2: This graph shows the multi-modal component function which is used in




Local POS is a set of solutions which is non-dominated within a neighbourhood of the
solution set. In contrast to the local POS, global POS represents the non-dominated set
of the entire feasible search space [3]. Multi-modality in objective functions may cause
disconnected trade-off segments or existence of local POF. Three types of POF modality
are considered in this chapter. Unimodal POF contains only one POF (which is also a
global POF) in the feasible objective space. One possible way to construct an unimodal
POF is shown as below:





(xj − gA(x1, t))2
f2(x, t) = 1−√x1 + 2|xII,2|
∑
xj∈xII,2
(xj − gA(x1, t))2
where xII,i is a set which contains decision variables [xi, xi+m, . . . , xi+bm] and b is the
value which satisfies the condition (i+ bm) ≤ n < (i+(b+1)m); gA(x1, t) is a component
function which is used to design the shape of the POS. One possible way to construct a
test instance with multiple local POFs is shown as below:





h2A(xj , t)[1 + | sin(4pihA(xj , t))|]
f2(x, t) = 1−√x1 + 2|xII,2|
∑
xj∈xII,2
h2A(xj , t)[1 + | sin(4pihA(xj , t))|]
where hA(xj , t) = (xj − gA(xj , t)). The plot of the component function, hA(xj , t), is
shown in Figure 5.2. The last type of modality is the mixed unimodal and multi-modal
time-varying POF. As the name suggests, this function alternates between unimodality
and multi-modality. The DMOP below is one of the possible ways to construct this type
of fitness landscape:
f1(x, t) = x1 +
2
|xII,1| [1 + h
2
A(xj , t)− cos(2pik(t)hA(xj , t))]
f2(x, t) = 1−√x1 + 2|xII,2| [1 + h
2
A(xj , t)− cos(2pik(t)hA(xj , t))]
where k(t) = b|5(bt/5c mod 2) − t mod 5|c. The value of k(t) controls the number of
the additional local POFs. When k(t) reaches zero, the DMOP has only one POF.
Otherwise, the DMOP contains multiple POFs. Maximum value of k(t) is 5. Over the t,
k(t) increments until it reaches 5, and then it decrements until it reaches 0. This process
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continues until the search process stops. Later section will show how to utilize the k(t)
function to control the fitness landscape change severity.
Connectedness of Trade-off
Based on the connectedness of the POF, all DMOPs can be classified into three different
types. First type is the POF with connected segment. To construct this type of POF,
the following component functions are used:
 αA,1 = x1αA,2 = 1−√x1. (5.7)
The second type is the POF with disconnected segments. To construct this type of POF,
the following component functions are used:
 αA,1 = x1αA,2 = 1.5−√x1 − 0.5 sin 10pix1. (5.8)
It is easily noticed that both Eq (5.7) and Eq (5.8) are not time-dependent functions.
Therefore, the resulting POF is static over generations and the final DMOP is either
Type I or Type IV according to Farina’s classification. The third type of POF is the
time-varying POF between connected segment and disconnected segments. One of the
possible ways to construct a component function to have such characteristics is shown as
below:  αA,1 = x1αA,2 = 1−√x1 + 0.1k(t)(1 + sin 10pix1)
where k(t) = b|5(bt/5c mod 2)− t mod 5|c. The value of k(t) controls the amplitude of
the sinusoidal function added to the second objective. When the k(t) reaches zero, this
component function becomes identical to Eq (5.7).
Pareto Degeneracy Level
To achieve time-varying Pareto degeneracy level, this thesis designs the αA in the
following way:  αA,1 = x1αA,2 = 1− xp(t)1
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where p(t) = log(1 − 0.5k(t)kmax )/ log(
0.5k(t)
kmax
+ ); kmax is the maximum k(t) over t;  is a
small value which is added to logarithm function in the denominator to avoid numerical
instability when k(t) becomes zero. When k(t) reaches zero, the POF degenerates to
a single point located at the origin. When p(t) becomes unity (or equivalently, k(t)
becomes 5), the POF of the problem is a straight line. Figure 5.3 illustrates the change
of Pareto degeneracy level for the bi-objective problem over different k(t) when kmax = 5.
A three-objective αA with time-varying Pareto degeneracy level is designed as follows:
αA,1 = cos 0.5pix1 cos 0.5pix2
αA,2 = cos 0.5pix1 sin 0.5pix2
αA,3 = | sin(0.5pix1 + pik(t)4kmax )|
where x1, x2 ∈ [0, 1]. When k(t) = kmax, the POF of the problem shrink to (0, 0,
√
2)
and dimension of the POF becomes zero. Therefore, the POF degeneracy level of this
problem is 2 when k(t) = kmax. Another three-objective αA with time-varying Pareto
degeneracy level is shown as follows:

αA,1 = cos 0.5pix1 cos 0.5pix2kr
αA,2 = cos 0.5pix1 sin 0.5pix2kr
αA,3 = sin(0.5pix1)
where kr = (kmax − k(t))/kmax. When k(t) = kmax, the POF of the problem shrink to
an arc line and dimension of the POF becomes 1. Figure 5.6 illustrates the change of
Pareto degeneracy level over different k(t) when kmax = 5.
Geometry of POS
Component function gA is designed to control the location of POS in the subspace∏n




b1 − a1 (t− x1)
where a1 and b1 are the lower bound and upper bound of the first decision variable, x1.
The change of POS is illustrated in Figure 5.4.
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Figure 5.3: Time varying Pareto degeneracy level for two-objective problems in the
proposed test suite.
Figure 5.4: Illustration of the changing POS for continuous POF/POS problems. Each
line denotes a set of POS at certain time instance. The POS changes from the dark line
to the lighter line.
5.3.3 Test Problems
Problems in multiplicative form can be constructed by using Eq (5.3) and Eq (5.4). For
example, GTA1a in additive form can be changed to GTA1m which is the multiplicative
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form of the test problem. The resulting GTA1m is shown as follows:





1−√x)×1 + 2|xII,1| ∑xj∈xII,1 (xj − sin (0.5pi(t− x1)))2

A set of DMOPs is constructed by using the proposed component functions. Table 5.2
shows the constructed problems. There are 12 pairs of test problems and each pair
consists of an additive form DMOP and a multiplicative form DMOP. Out of these 12
pairs, 8 of them are bi-objective problems whereas the rest are three-objective problems.
For all bi-objective problems except the GTA7m and GTA8m, the POF and POS at
time instance t are obtained by using the following steps:
1. Uniformly sample point x in the interval [0, 1], calculate αA,2(x, t) for each point
and form (x, αA,2(x, t)) pair.
2. For all pairs generated from Step 1, perform non-dominated filtering to remove
dominated pairs from the set. The filtered set P is the POF of the problem at
time instance t.
3. For all x in the set P , form the decision vector [x, gA(x, t), . . . , gA(x, t)] ∈ Ω for
each x. The resulting vector set is the POS of the problem at time instance t.
For GTA7m and GTA8m, their αM,j functions (counterpart of αA,j in multiplicative
form) may become zero at certain time instants. When αM,j becomes zero, POS of these
problems are [0, x2, x3, . . .] where xi ∈ [ai, bi].
For the three-objective problem, following procedures are used to generate the POS
and POF at time instance t:
1. Uniformly sample point x1 and x2 in the interval [0, 1]. Perform Cartesian product
on x1 and x2 sets to form x1 − x2 pairs. Compute αA for each x1 − x2 pair and
form ((x1, x2), αA) pairs.
2. Perform non-dominated filtering on αA to remove dominated solutions. The set of
αA from the remaining solutions form the POF of the problem.
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3. For each of the remaining solutions, form the decision vector [x1, x2, gA(x, t), . . . , gA(x, t)]
set which is the POS of the problem at time instance t.
By performing the above mentioned steps, POF and POS can be obtained for performance
assessment. Figure 5.5 shows the optimal solution set obtained for GTA2 and GTA4
test problems.











(a) POF and local POFs of GTA2 (b) POS and local POSs of GTA2











(c) POF and local POFs of GTA4 (d) POS and local POSs of GTA4
Figure 5.5: These figures show the POFs/POSs of GTA2/GTA4 when t = 0.0. In these
figures, light color line segments denote the true POF/POS whereas dark color line
segments denote the local POFs/POSs. The local POFs are obtained by substituting
the local optima in Figure 5.2 into the objective functions of the test problems.
5.3.4 Change Severity
Canonically, dynamic fitness landscape change severity is controlled by using either
Eq (5.5) or Eq (5.6). Another way to control the fitness landscape change severity is
to consider a DMOP as a state machine. By designing the state transition, the fitness
landscape change severity can be easily controlled. For some test problems (which involve
mixed modality, mixed POF continuity or Pareto degeneracy level), k(t) is designed to
control the state transition of the DMOP. The value of k(t) varies between 0 and 5
whereas s0 to s5 are used to represent different states of the DMOP. Figure 5.7 shows the
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x = (xI,xII), xI = (x1, . . . , xm−1) ∈ [0, 1],
xII = (xm, xm+1, . . . , xn) ∈ [−1, 1]
Variable Subset
xII,i
xII,i = (xi+am, xi+(a+1)m, . . . , xi+bm) ⊂ xII, where a is the smallest non-
negative value which satisfies i + am > 1, b is a value which satisfies
i+ bm ≤ n < i+ (b+ 1)m and i ∈ 1, . . . ,m.
αconv(xI, t) α1 = x1, α2 = 1−√x1
αdisc(xI, t) α1 = x1, α2 = 1.5−√x1 − 0.5 sin 10pix1
αmix(xI, t) α1 = x1, α2 = 1−√x1 + 0.1k(t)(1 + sin 10pix1)
αconf,2(xI, t) α1 = x1, α2 = 1− xp(t)1
αconf,3a(xI, t)
α1 = cos(0.5x1pi) cos(0.5x2pi),
α2 = cos(0.5x1pi) sin(0.5x2pi),
α3 = | sin(0.5pix1 + pik(t)4kmax )|
αconf,3b(xI, t)
α1 = cos 0.5pix1 cos 0.5pix2kr,
α2 = cos 0.5pix1 sin 0.5pix2kr,
α3 = sin(0.5pix1), where kr = (kmax − k)/kmax




xj∈xII,i(xj − sin 0.5pi(t− x1))
2











xj∈xII,i [1 + h
2(xj , t) + cos 2pik(t)h(xj , t)]
k(t) k(t) = b|5(bt/5c mod 2)− t mod 5|c
h(x, t) h(x, t) = x− sin 0.5pi(t− x)
p(t) p(t) = log(1− 0.1k(t))/ log(0.1k(t) + )
GTA1a f(x, t) = αconv(xI, t) + βuni(xII, t)
GTA1m f(x, t) = αconv(xI, t)× (1+ βuni(xII, t))
GTA2a f(x, t) = αconv(xI, t) + βmulti(xII, t)
GTA2m f(x, t) = αconv(xI, t)× (1+ βmulti(xII, t))
GTA3a f(x, t) = αconv(xI, t) + βmix(xII, t)
GTA3m f(x, t) = αconv(xI, t)× (1+ βmix(xII, t))
GTA4a f(x, t) = αdisc(xI, t) + βmix(xII, t)
GTA4m f(x, t) = αdisc(xI, t)× (1+ βmix(xII, t))
GTA5a f(x, t) = αmix(xI, t) + βmulti(xII, t)
GTA5m f(x, t) = αmix(xI, t)× (1+ βmulti(xII, t))
GTA6a f(x, t) = αmix(xI, t) + βmix(xII, t)
GTA6m f(x, t) = αmix(xI, t)× (1+ βmix(xII, t))
GTA7a f(x, t) = αconf,2(xI, t) + βmulti(xII, t)
GTA7m f(x, t) = αconf,2(xI, t)× (1+ βmulti(xII, t))
GTA8a f(x, t) = αconf,2(xI, t) + βmix(xII, t)
GTA8m f(x, t) = αconf,2(xI, t)× (1+ βmix(xII, t))
GTA9a f(x, t) = αconf,3a(xI, t) + βmulti(xII, t)
GTA9m f(x, t) = αconf,3a(xI, t)× (1+ βmulti(xII, t))
GTA10a f(x, t) = αconf,3a(xI, t) + βmix(xII, t)
GTA10m f(x, t) = αconf,3a(xI, t)× (1+ βmix(xII, t))
GTA11a f(x, t) = αconf,3b(xI, t) + βmulti(xII, t)
GTA11m f(x, t) = αconf,3b(xI, t)× (1+ βmulti(xII, t))
GTA12a f(x, t) = αconf,3b(xI, t) + βmix(xII, t)
GTA12m f(x, t) = αconf,3b(xI, t)× (1+ βmix(xII, t))
The GTA functions are written in vector form. Operator ‘×’ and 1 denote element-wise multipli-

















































































k(t) = 0 k(t) = 1 k(t) = 2
















































































k(t) = 0 k(t) = 1 k(t) = 2
k(t) = 3 k(t) = 4 k(t) = 5
Figure 5.6: Time varying Pareto degeneracy level for three-objective problems. The
upper four subplots present the POFs of the problem changes from a surface into a
point (GTA9–GTA10) whereas the lower four subplots present the POFs of the problem
changes from a surfact into a line (GTA11–GTA12).
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state transitions which are used in the proposed test suites. In the figure, two different
state transitions are shown. The solid arrow lines denote the state transitions with unity
state transition (∆s is used to represent the state difference) whereas the dashed arrow
lines denote the state transitions with two state differences. Equation below is used to
control the change severity of the proposed DMOPs:
k′(t,∆s) = k(t∆s). (5.9)
Generally, the greater the number of state differences (∆s), more severe changes for the
given DMOP. The range of ∆s is from 1 to the half of the maximum number of states,
which is 3 (ceiling operator is applied to get the integer value).
s0start s1 s2 s3 s4 s5
∆s = 2
∆s = 1
Figure 5.7: State transition of the proposed DMOPs.
5.4 Illustration of the Use of Test Functions
This section presents the use of the proposed test functions to analyze some DMOEAs’
performance. Since the design of the test functions focuses on the time-varying modality,
trade-off connectedness and Pareto degeneracy level, the analysis concentrates on these
three aspects. For two-objective problems, 1000 points are sampled in the interval of [0, 1]
for generating x values. As some problems have disconnected POF/POS or degenerate
POF, the final approximation sets of these problems contain less than 1000 points.
5.5 Effects of τT
In this section, the D-metric optimization performance over number of changes under
different τT is investigated. The D-metric values of the algorithm before change happens
are recorded. Three different values of τT (5, 10 and 20) are used in the experiment.
Figure 5.8 has shown the IGD optimization performance of MOEA/D. From the figure,
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Table 5.3: Parameter Settings for Experiments
Parameters Values
Population size, N 100
Total number of generations 500, 1000, 2000 (for different τT )
Total number of fitness evaluations 5× 104, 1.0× 105, 2.0× 105
Neighbourhood size, T 20
Recombination operator Differential evolution operator
Scaling factor, F 0.5
Crossover rate, Cr 1.0
Distribution index in mutation, ηm 20
Mutation rate, pm 1/n (n: num. of decision variables)
it is observed that the algorithm has better optimization performance when the τT is
set to 20. For GTA1, GTA2, GTA5 and GTA7 test pairs, the D-metric optimization
performance of the algorithm is stabilized over the change (less oscillatory). For other
test pairs, the optimization performance trends become less oscillatory as the value of
τT increases.
5.5.1 Cross Problem Comparison
GTA1 is designed to evaluate a DMOEA’s convergence speed. It contains a single POF
and there is no local POF in the fitness landscape. GTA2 is different from GTA1 as
it contains multiple local POFs in the fitness landscape. In addition, the number of
local POFs does not change during the optimization process. Different from GTA1
and GTA2, GTA3 has changing number of local POFs during the optimization process.
As these three problem pairs have high level of similarity in terms of POF/POS and
their objective functions, their optimization performances can be compared to study
the DMOEA’s sensitivity to fitness landscape’s modality. The next important question
is how to compare their optimization performance in a fair and feasible way. This
question is difficult to answer as some applications [185, 186] may emphasize more on
the approximation of POS in decision space while most of the existing literature focus
more on approximation of POF in objective space. Furthermore, there are a number
of performance metrics [38, 42, 116, 120, 187] proposed to measure the optimization
performance of a given algorithm.
In this thesis, the optimization performances of a DMOEA in both decision and
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Figure 5.8: These plots show the D-metric performance of GTA1-GTA8 test pairs for
τT= 5, 10 and 20. For each plot, the upper presents the optimization performance of















































































































































































































































































Additive Form, MOEA/D-Kalman, τT = 20
Figure 5.9: These plots show the cross-problem comparative study for GTA1–GTA3
in additive form. The Υ-convergence and D-metric values are calculated based on





























































































































































































































































Multiplicative Form, MOEA/D-Kalman, τT = 20
Figure 5.10: These plots show the cross-problem comparative study for GTA1–GTA3 in
multiplicative form. The Υ-convergence and D-metric values are calculated based on
optimization performance of a given algorithm in decision space.
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objective space is different. When analyzing optimization performance across these three
test problem pairs, comparison in decision space is more suitable as these three test
pairs have the same decision space and same POS. Two performance metrics, namely
Υ-convergence metric and D-metric, are used to evaluate optimization performance.
These two metrics are also modified to calculate the difference between optimal solutions
and approximate solutions in decision space. In that case, POS and individual solutions
in decision space are used.
These two metrics are employed in the study because they provide different optimiza-
tion measurements while they are closely related to each others [101]. By studying the
compatibility between these two metrics over generations, better understanding on the
algorithm’s optimization performance can be obtained. For instance, if both metrics move
in the same direction, it is concluded that the algorithm’s solution set is approaching
or deviating the POS or POF. If both metrics move in different directions, there is not
much can be concluded about the algorithm’s optimization performance. Two well-known
MOEAs, namely NSGA-II [17] and Decomposition-based MOEA (MOEA/D) [22] are
used in this experiment study. Recently proposed MOEA/D with Kalman-filter-based
prediction (MOEA/D-Kalman) [97] is also included in the comparative study to assess
the potential sensitivities of the algorithm to some fitness landscape dynamics. The
parameter settings for these algorithms are shown in Table 5.3. Random re-initialization
method [82] is employed after change in fitness landscape is detected. The amount of
random solutions introduced into the population is fixed at 20% of the total population
(which is the same settings as in [82]). For the MOEA/D-Kalman, three-dimensional
Kalman filter is used. The process noise and observation noise are set to N (0, 0.04) and
N (0, 0.01), respectively. the effect of change frequency is also studied by changing the
value of τT between 5, 10 and 20. For all algorithm settings used in this chapter, 30
independent simulation runs are performed for each test problem. For all test problems,
nt is set to 10.
Figure 5.9 presents the performance of NSGA-II, MOEA/D and MOEA/D with
Kalman-filter-based prediction under additive form of GTA1, GTA2 and GTA3. The
figure consists of 9 subplots of performance metric value before change in fitness landscape
happens. The horizontal axis denotes the number of changes over the whole optimization
process. Each data point denotes the performance metric value of an algorithm just before
the next change happens. Therefore, it represents the best found output solution set in
a particular fitness landscape. For each subplot, the upper denotes the Υ-convergence
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performance while the lower presents the D-metric performance. From these figures, it is
observed that the tracking performances of these two algorithms oscillate over number of
changes. For GTA1 and GTA2, the oscillation of Υ-convergence and D-metric is in the
same direction (maximum and minimum points of these two metrics are aligned). At the
beginning of the optimization process, the algorithm’s output solution set is approaching
the actual POS. Thus, both Υ-convergence and D-metric are reducing over the generation
until the first minimum point is met. At this point, the distance between the algorithm’s
output solution set and POS approximation set is minimum in terms of Υ-convergence
and D-metric. As the POS of the problem is changing over generation, the algorithm
has to track the moving POS. The oscillation of the trend is due to the difference in
the POS moving speed and algorithm’s output solution set moving speed. All these
algorithms exhibit sensitivity to mixed modality property. Although MOEA/D-Kalman
has better POS tracking performance (in terms of D-metric and Υ-convergence in decision
space) for GTA1 and GTA2 problems, its performance degrades significantly in GTA3.
The main difference between MOEA/D and MOEA/D-Kalman is that Kalman-filter
prediction are used to predict the potential optimal solutions after change in fitness
landscape is detected. MOEA/D-Kalman uses the best found solution before fitness
landscape changes to estimate the subsequent optimal solutions in decision space. From
the decision space Υ-convergence and D-metric trend chart in Figure 5.9, the predictions
deviate from optimal solutions after certain number of changes. In terms of D-metric
and Υ-convergence optimization (in objective space) on GTA3, MOEA/D-Kalman is
actually comparable to other algorithms as shown in Figure 5.13. Similar performances
have been observed for multiplicative form of the problems as shown in Figure 5.10.
The amplitude of the oscillation reduces as the value of τT increases. This is
reasonable as the number of τT increases, higher number of fitness evaluations are used
for optimization. Therefore, the chance is higher that the algorithm can get nearer
to the POS which results in lower performance metric values. Another observation
is that the Υ-convergence and D-metric performances of GTA3 are more erratic than
GTA1’s and GTA2’s. However, the performance differences between GTA1 and GTA2
are insignificant, especially when τT is high. The mixed-modality introduced in the GTA3
generally degrades the tracking performance of algorithms. Similar observation can be
found in the comparison of Υ-convergence and D-metric performances of GTA5 and
GTA6 test pairs in Figure 5.11. Mixed modality introduced in GTA6 test pair has more
negative effects on algorithms’ optimization performance than multi-modality introduced
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in GTA5 test pair. Similar performances have been observed for multiplicative form of
the problems as shown in Figure 5.12.
5.5.2 Convergence & Diversity
Performance measurement of convergence and diversity has been a critical issue for
MOEA optimization performance evaluation [99]. In this section, a new way to measure
the convergence and diversity performance of a DMOEA is presented using the proposed
test suite. After scrutinizing the proposed test problems, it is observed that β (including
βA and βM ) value of a solution contributes to the distance of a solution to the actual
POF whereas α (including αA and αM ) controls the shape of POF. Consider the case
where the shape of α is equal to the shape of POF (which is true for GTA1-GTA3 and
GTA7-GTA8), the convergence performance of a given algorithm is closely related to
the distribution of β values of algorithm’s output solution. Therefore, the average of
β values of algorithm’s output solution is a feasible representative of the algorithm’s
convergence performance. Mathematically, it can be shown as follows:







βA,i(xII − gA(xI, t), t)
and







[βM,i(xII − gM (xI, t), t)− 1]
for additive and multiplicative forms respectively. One is subtracted from βM in the
summation terms for multiplicative form problem is to make sure that E [β] has the
same greatest lower bound for additive and multiplicative forms of the test problem.
The minimum possible value of E [β, t] is 0 when xII is equal to gA(xI, t) and gM (xI, t)
for additive and multiplicative form, respectively. This also implies that βA (βM ) is
the additive identity (or multiplicative identity) for additive (or multiplicative) problem
when the xII is successfully tracking gA(xI, t) (or gM (xI, t)). High value of E [β, t] implies
that the tracking performance of a given algorithm is poor.
On the other hand, α values of a given algorithm’s output can be used to measure
the diversity performance of an algorithm. Removal of β from the objective functions
has the effect of eliminating convergence-related information from the algorithm’s output
objective values. In this thesis, D-metric of α values to POF (it is denoted as IGDα) are
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Additive Form, MOEA/D-Kalman, τT = 20
Figure 5.11: These plots show the cross-problem comparative study for GTA3-GTA6
in additive form. The Υ-convergence and D-metric values are calculated based on
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Multiplicative Form, MOEA/D-Kalman, τT = 20
Figure 5.12: These plots show the cross-problem comparative study for GTA3-GTA6 in
multiplicative form. The Υ-convergence and D-metric values are calculated based on
optimization performance of a given algorithm in decision space.
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from the objective values, α lies on the POF. Therefore, the IGDα performance of a
given algorithm depends solely on the distribution of α on the POF. When the POF
of the proposed test problem is not equal to the α (which is true for GTA4-GTA6), an
additional step is needed to filter the dominated objective vectors from the α set of a






where P ∗ denotes the POF; Aα represents the set of αA (additive form) or αM (multi-
plicative form); and d(·) is the function which is used to calculate the minimum distance
between v and the points in Aα. IGDα has the same properties as normal D-metric
value but it is only used to represent the diversity performance of the given algorithm.
Lower value of IGDα implies the higher similarity between the POF approximation set
and the α values of the algorithm’s output.
Figure 5.13 presents the convergence and diversity performance of GTA1–GTA3 test
pairs. Each plot in the figure consists of D-metric, IGDα and E [β, t] performances over
the change of fitness landscape. For GTA1 and GTA2 test pairs, it is observed that NSGA-
II generally has lower D-metric value over number of changes than MOEA/D when τ is 5.
Inspecting the performance of E [β, t] of these two test pairs, it is revealed that NSGA-II
performs superior to MOEA/D on E [β, t] value. This implies that NSGA-II converges
faster on these two test pairs when τT is 5. MOEA/D-Kalman has the best optimization
performance in GTA1 and GTA2 among these three MOEAs. Comparing the E [β, t]
performance of MOEA/D-Kalman and NSGA-II, it is observed that the convergence of the
MOEA/D-Kalman is comparable to NSGA-II. However, MOEA/D-Kalman consistently
outperforms NSGA-II on IGDα which indicates the diversity performance of MOEA/D-
Kalman is better on these two benchmarks. Another observation from the figure is that
the diversity performance of MOEA/D on GTA1m and GTA2m improves significantly
when τT increases from 5 to 20. Although the performance analysis of IGDα and E [β, t]
is useful to identify the contributions of diversity and convergence information to the D-
metric value, it may not provide significantly helpful information when the performance
trends is erratic. Table 5.4 and Table 5.5 present the statistics of the D-metric, IGDα and
E [β, t]. Each entry in these tables denotes the mean±standard deviations of the average
metric trend over 30 runs. From the table, it is observed that MOEA/D-Kalman has the
































































































































































































































































GTA3, τT = 20
Figure 5.13: These plots show the D-metric, IGDα and β performance of GTA1–GTA3
test pairs for τT= 5 and τT= 20.
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has relatively high E [β, t] mean values on these problems. One common property of
these problems (as shown in Table 5.2) is that they have mixed modality with additive
functional form. This implies that the algorithm may be sensitive to this property of
dynamic fitness landscape.
Table 5.4: Statistics of the D-metric, IGDα, E [β, t] values for τT = 5
Metrics GTA1a GTA2a GTA3a GTA4a GTA5a GTA6a
MOEA/D
D-metric 0.139±0.078 0.167±0.102 0.763±0.514 1.021±0.518 0.231±0.087 0.917±0.533
IGDα 0.019±0.027 0.024±0.032 0.198±0.148 0.224±0.149 0.051±0.029 0.229±0.156
E [β, t] 0.146±0.080 0.188±0.120 0.771±0.566 0.983±0.519 0.240±0.109 0.873±0.553
NSGA-II
D-metric 0.058±0.067 0.098±0.098 0.594±0.493 0.787±0.536 0.142±0.082 0.703±0.532
IGDα 0.011±0.008 0.025±0.020 0.235±0.183 0.262±0.180 0.053±0.041 0.272±0.191
E [β, t] 0.046±0.101 0.074±0.168 0.516±0.606 0.676±0.563 0.110±0.164 0.566±0.603
MOEA/D-
Kalman
D-metric 0.038±0.063 0.060±0.087 1.238±0.658 1.648±0.600 0.083±0.081 1.351±0.681
IGDα 0.015±0.038 0.022±0.053 0.204±0.096 0.269±0.060 0.047±0.044 0.242±0.093
E [β, t] 0.033±0.059 0.059±0.095 1.146±0.603 1.450±0.517 0.083±0.091 1.221±0.611
Metrics GTA7a GTA8a GTA1m GTA2m GTA3m GTA4m
MOEA/D
D-metric 0.190±0.133 0.701±0.509 0.073±0.041 0.107±0.054 0.548±0.206 0.757±0.227
IGDα 0.034±0.032 0.199±0.146 0.008±0.003 0.015±0.007 0.024±0.013 0.041±0.016
E [β, t] 0.207±0.118 0.715±0.562 0.269±0.136 0.483±0.213 1.638±0.468 2.227±0.575
NSGA-II
D-metric 0.118±0.102 0.565±0.494 0.026±0.033 0.039±0.051 0.368±0.227 0.566±0.227
IGDα 0.043±0.055 0.228±0.182 0.007±0.002 0.008±0.003 0.036±0.024 0.038±0.034
E [β, t] 0.088±0.160 0.529±0.590 0.136±0.132 0.209±0.251 1.337±0.684 1.650±0.635
MOEA/D-
Kalman
D-metric 0.078±0.121 1.227±0.608 0.020±0.033 0.027±0.044 0.382±0.211 0.532±0.210
IGDα 0.018±0.031 0.211±0.153 0.005±0.001 0.006±0.002 0.050±0.031 0.070±0.031
E [β, t] 0.063±0.099 1.148±0.546 0.065±0.111 0.106±0.186 1.219±0.549 1.822±0.495
Metrics GTA5m GTA6m GTA7m GTA8m
MOEA/D
D-metric 0.164±0.060 0.694±0.245 0.073±0.049 0.460±0.295
IGDα 0.032±0.011 0.034±0.012 0.017±0.013 0.023±0.015
E [β, t] 0.647±0.186 1.946±0.580 0.826±0.977 2.084±0.432
NSGA-II
D-metric 0.074±0.046 0.474±0.240 0.028±0.031 0.352±0.239
IGDα 0.017±0.006 0.037±0.021 0.009±0.009 0.030±0.022
E [β, t] 0.234±0.261 1.469±0.625 0.657±1.102 1.910±0.665
MOEA/D-
Kalman
D-metric 0.046±0.041 0.478±0.237 0.024±0.032 0.402±0.268
IGDα 0.035±0.013 0.067±0.033 0.004±0.005 0.021±0.025
E [β, t] 0.196±0.176 1.473±0.613 0.502±1.029 1.877±0.414
5.6 Conclusion
This chapter has proposed a new dynamic multi-objective optimization benchmark test
suite which can be used to evaluate the performance of a given DMOEA. Additive and
multiplicative forms are used to design the characteristics of the benchmark problems.
Time-varying fitness landscape modality, trade-off connectedness and Pareto degeneracy
level are introduced into the proposed test suite to enrich existing test suites. In addition,
cross-problem comparative studies are proposed to analyze the sensitivity of the algorithm
to certain fitness landscape properties. This is possible due to the modular design of the
benchmark problems. Two problem-specific performance metrics are also proposed to
measure the convergence and diversity performance of a given DMOEA, respectively.
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Table 5.5: Statistics of the D-metric, IGDα, E [β, t] values for τT = 20
Metrics GTA1a GTA2a GTA3a GTA4a GTA5a GTA6a
MOEA/D
D-metric 0.021±0.033 0.028±0.040 0.344±0.267 0.517±0.323 0.055±0.038 0.441±0.326
IGDα 0.012±0.033 0.016±0.043 0.204±0.131 0.300±0.137 0.031±0.041 0.275±0.149
E [β, t] 0.017±0.013 0.026±0.016 0.367±0.263 0.454±0.285 0.052±0.022 0.406±0.292
NSGA-II
D-metric 0.014±0.022 0.019±0.031 0.392±0.285 0.482±0.335 0.035±0.031 0.465±0.314
IGDα 0.005±0.001 0.005±0.001 0.261±0.168 0.288±0.155 0.011±0.004 0.300±0.179
E [β, t] 0.014±0.049 0.022±0.075 0.228±0.336 0.317±0.329 0.037±0.076 0.272±0.335
MOEA/D-
Kalman
D-metric 0.011±0.025 0.013±0.033 0.409±0.372 0.703±0.476 0.021±0.032 0.632±0.483
GDα 0.006±0.018 0.009±0.032 0.149±0.137 0.253±0.098 0.046±0.029 0.212±0.119
E [β, t] 0.006±0.015 0.008±0.013 0.457±0.379 0.709±0.451 0.019±0.013 0.661±0.459
Metrics GTA7a GTA8a GTA1m GTA2m GTA3m GTA4m
MOEA/D
D-metric 0.036±0.037 0.336±0.274 0.011±0.014 0.015±0.020 0.234±0.148 0.398±0.161
IGDα 0.022±0.038 0.206±0.130 0.004±0.001 0.005±0.004 0.043±0.024 0.071±0.026
E [β, t] 0.026±0.019 0.357±0.272 0.045±0.057 0.076±0.105 0.812±0.414 1.439±0.450
NSGA-II
D-metric 0.028±0.041 0.385±0.271 0.011±0.009 0.014±0.017 0.199±0.142 0.324±0.183
IGDα 0.014±0.037 0.261±0.154 0.005±0.001 0.006±0.003 0.039±0.028 0.050±0.033
E [β, t] 0.022±0.052 0.217±0.333 0.098±0.069 0.157±0.126 0.654±0.490 0.981±0.566
MOEA/D-
Kalman
D-metric 0.015±0.017 0.415±0.374 0.007±0.010 0.008±0.015 0.154±0.125 0.232±0.117
IGDα 0.349±0.213 0.422±0.253 0.004±0.001 0.005±0.004 0.065±0.057 0.118±0.050
E [β, t] 0.006±0.007 0.453±0.380 0.019±0.046 0.031±0.090 0.739±0.570 1.246±0.587
Metrics GTA5m GTA6m GTA7m GTA8m
MOEA/D
D-metric 0.033±0.020 0.321±0.179 0.015±0.015 0.242±0.164
IGDα 0.017±0.008 0.059±0.031 0.009±0.009 0.047±0.027
E [β, t] 0.138±0.108 1.022±0.503 0.452±1.042 1.377±0.409
NSGA-II
D-metric 0.019±0.016 0.266±0.179 0.011±0.009 0.184±0.146
IGDα 0.008±0.003 0.048±0.033 0.006±0.005 0.042±0.033
E [β, t] 0.120±0.144 0.829±0.540 0.548±1.042 1.082±0.675
MOEA/D-
Kalman
D-metric 0.015±0.015 0.230±0.147 0.009±0.011 0.185±0.143
IGDα 0.042±0.012 0.129±0.063 0.349±0.213 0.376±0.243
E [β, t] 0.094±0.092 1.064±0.573 0.337±0.907 1.170±0.465
The main difference between decomposition-based and domination-based approaches
lie in the selection process. For the decomposition-based approach, additional step is
required to reset the approximated ideal vector after the change is detected. As the
decomposition-based approach relies on the approximated ideal vector, this introduces
certain amount on uncertainty in the selection process when the ideal vector is poorly
approximated . Based on the experiment results, domination-based approach converges
faster when the DMOP is unimodal. Decomposition-based approach has better diversity
performance when the DMOP is complicated.
In the next chapter, an MOEA with inverse modelling approach is proposed to solve
DMOPs. The proposed dynamic multi-objective benchmark presented in this chapter is








Multi-objective optimization in dynamic environment involves simultaneously optimizing
several time-varying constraints or objective functions. This is a challenging optimization
problem as the fitness landscape may change over time. For some real world applications,
the change of fitness landscape may not be known or visible which further complicates
the problem [188–190]. Recently, there is a rising interest of using EAs to solve the
problem [74, 96, 191, 192] partly due to the success of the algorithm in solving static
MOPs [155,193,194] and dynamic optimization problem [195–197]. However, most of the
existing literature consider that the change of fitness landscape is known and happens
in between algorithm’s evolutionary generations. Most of these algorithms take explicit
actions to respond to a change in fitness landscape. Typically, the solution population
of the DMOEAs is diversified to avoid pre-mature convergence after the change in
fitness landscape is detected. For example, random immigrant scheme adding randomly
generated solution into the population to enhance the population solution diversity
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[82, 198], whereas hyper-mutation scheme enhances the solution-space exploration by
increasing the mutation rate [77, 199, 200]. Another popular approach is to learn the
movement of the optimal solution set and to predict the location of the consecutive optimal
solution set after the change is recognized [95–97,201]. Although these algorithms have
successfully solved the DMOPs to certain extents, the effectiveness of these algorithms
under the unknown change environment is still questionable.
Based on the detectability of the change, the optimization environments are cate-
gorized into detectable dynamic environment and undetectable dynamic environment.
To adapt the changes of fitness landscape in unknown change environment, there are
generally two families of approaches that can be used: an active approach and a passive
approach. For the active approach, change detection mechanism is implemented in the
algorithm to detect the change in fitness landscape. Once the change is detected, the
algorithm takes certain action to track the POS. This approach is useful only if the
dynamic environment is detectable. For the passive approach, there is no dedicated
change detection mechanism in the algorithm. Aging scheme [202, 203] is a typical
example of passive approach. Instead of detecting changes in fitness landscape, aging
scheme regularly re-evaluates or discards individual solutions which survive more than
a predefined number of generations without taking account whether there is a change
in fitness landscape or not. In [74], a hierarchical clustering technique is used to track
multiple optima and the algorithm limits the survival of solutions based on the improve-
ment of the solution over evolutionary generations. On one hand, the passive approach
is more robust to different types of changes and it can be used in undetectable dynamic
environments. For example, there are some dynamic problems whose fitness landscape
only changes on some random subareas in the search space [74]. On the other hand, the
active approach could provide additional information of fitness landscape changes to
decision maker which could facilitate the decision making process. This thesis focuses on
the active approach and assumes that the change of fitness landscape is unknown but
detectable.
One of the most commonly used change detection strategies in DMOEAs is to regularly
re-evaluate certain solutions [93,105]. As the purpose of solution re-evalutions is to detect
the change in fitness landscape, these solutions are usually called detectors [80]. Detectors
monitor the change of objective values by comparing the recently evaluated objective
vector with the past evaluated objective vector. When these two objective vectors are
significantly different from each other, it is concluded that there is a change in the fitness
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landscape. Although this approach is simple and easy to implement, additional function
evaluations are required and used solely for detecting purpose. Moreover, an appropriate
number of detectors has to be chosen carefully as an excessive number of detectors wastes
function evaluations whereas an insufficient number of detectors may fail to detect the
changes or incur high false positive detection especially when the fitness landscape is
noisy [204]. Besides, this method is less responsive as the detection mechanism is only
activated during the evaluation of the detectors. Change detection based on solution
decision and objective distribution information is another attractive mechanism as it
does not require additional function evaluations. However, the detection may not be
accurate as there is no dedicated detectors [72,80].
Most of the existing dynamic multi-objective optimization literature assume that
the change of fitness landscape happens in between generation. However, in the real
world scenario, the change may happen within a generation. To the best of the authors’
knowledge, there are relatively few studies in literature focus on this issue.
Convergence of the DMOEAs is another crucial issue in dynamic environment due to
the stringent time constraint of the problem. As the fitness landscape of the DMOPs
is changing over time, diversity of the solution set is important to avoid pre-mature
convergence after the change of fitness landscape happens. Therefore, the balance between
population convergence and diversity is extremely important for the practical use of the
DMOEAs [96]. Inspired by the recently proposed inverse modelling approach [193] which
has empirically shown fast convergence speed, this chapter presents a MOEA/D with
inverse modelling approach, namely IM-MOEA/D, to solve the DMOP with unknown
change. The proposed algorithm continuously monitors the fitness landscape by using
the error signal between target objective value and actual evaluated objective value.
There is no assumption that the change only happens in between generation as compared




To define a change point in dynamic fitness landscape, the definition in [80] is extended
to multi-objective optimization case. A change point tcp is defined as
f(x, tcp) 6= f(x, tcp + 1). (6.1)
where f(x, tcp) and f(x, tcp + 1) are the underlying objective vectors given decision
vector x, at time index tcp and tcp + 1, respectively. The time index is associated with
the run-time of the evolutionary algorithm. During the evolutionary search process,
some change points are more important than others. For a minimization problem,
detecting a change that causes the whole fitness landscape shift upwards (or equivalently,
fi(x, tcp + 1) ≥ fi(x, tcp),∀i ∈ {1, . . . ,m}) is more important than detecting a change
that causes the whole fitness landscape shift downwards (or equivalently, fi(x, tcp + 1) ≤
fi(x, tcp),∀i ∈ {i, . . . ,m}). An upwards change likely causes the evolutionary algorithm
to store the obsolete fitness values and distort the search process. As the inherited
characteristics of an evolutionary algorithm is to guide the population toward fitter
solutions, the evaluated offspring solutions after downwards change are likely to replace
the parent population. Therefore, the negative effects of the downwards change is less
pronounced than the upwards change in fitness landscape. These characteristics have
been utilized for change detection in the literature [80].
A change detection algorithm is expected to detect changes in fitness landscape
when Eq (6.1) is fulfilled. There are two common approaches which are used in the
evolutionary computation community for detecting changes in fitness landscape: a fixed
detector approach and a behavior-based approach [72, 80]. Fixed detector approach
regularly evaluates a number of randomly generated solutions to monitor the change
of the detectors’ objective values. As most of the existing literature assumes that
the change of fitness landscape happens in between generations, these detectors are
usually re-evaluated every generation and this incurs additional computational resources.
Behaviour-based detection approach monitors the evolutionary algorithm’s behaviour
during the optimization process. This approach can be found in the evolutionary single-
objective optimization literature. For example, a change point can be detected by
monitoring the trend of average offspring’ fitness value. If there is a sudden increase
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of average fitness value in minimization problem, it may signal that there is a change
in fitness landscape. Another example can be found in [204], the authors proposed
a change detection mechanism which is based on the number of swaps per iteration.
Behaviour-based detection approach is attractive as there is no need for additional fitness
evaluations due to detection purpose.
Change detection latency is an important issue. For the fixed detector approach, the
detection mechanism is activated only when the detectors are evaluated. To improve the
responsiveness of the detection mechanism, the evaluations of detectors are required to
be distributed uniformly across different time instances. Suppose one generation of the
evolutionary algorithm requires tgeneration time to evaluate all the individual solutions
with the detectors, the algorithm has to evaluate ndetector/tgeneration detectors per unit
time to ensure that the detection is activated every unit time where ndetector is the total
number of detectors used in the algorithm. However, this in turn reduces the coverage of
the detectors in the decision space during the activation of the detection. Therefore, it is
clear that there is a trade-off between the coverage of the detectors and the responsiveness
of the detection mechanism given a fixed number of detectors.
6.2.2 Surrogate & Inverse Modelling
Fitness landscape approximation techniques have been proposed and applied to assist
evolutionary search over two decades ago [205]. These fitness approximation models are
named surrogates or meta-models which are often used to reduce the computational
time in optimization for expensive problems [206]. Recently, inverse modelling based
multi-objective evolutionary algorithm (IM-MOEA) has been proposed to reduce the
computational cost of the evolutionary optimization [193]. The main idea of the algorithm
is to construct an inverse model which maps all found non-dominated solutions from
objective space to decision space. This approach is different from but related to the
fitness landscape approximation approach which models the mapping from decision space
to objective space. In the paper, the authors implement a Gaussian process-based inverse
model on domination-based multi-objective optimization framework [17] to solve the
optimization problem. By using the inverse model, the search process can be improved
as the model helps to direct the search toward the promising areas which are more
probable to contain good solutions. This is a desirable feature for EAs especially when
the problem is expensive, dynamic or the search space is large.
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6.3 The Proposed Algorithm
6.3.1 Basic Idea
IM-MOEA builds a set of probabilistic models to estimate probability distribution of
the decision vector given the desired objective vector. The information of current parent
population is used to build the inverse model. The m-input-n-output probabilistic
inverse model is decomposed into m× n univariate models. As the algorithm makes an
implicit assumption that all decision variables are independent of each others, random
grouping strategy is introduced into the algorithm to alleviate the negative effect of the
assumption violation [193]. Different from IM-MOEA, the proposed IM-MOEA/D is
based on decomposition-based MOEA (MOEA/D [22,23]) rather than domination-based
MOEA (NSGA-II, [17]). By using weight vector of MOEA/D, the task of objective
subspace allocation for different inverse models is simplified.
It is possible that the objective function to be optimized is injective (many-to-one
function mapping) or the inverse function of the objective function may not exist. To
relax the strict assumption that the objective function is bijective (one-to-one function
mapping), it is assumed that the objective function is invertible locally thus the corre-
sponding inverse model can be built to approximate the fitness landscape reasonably.
In the proposed IM-MOEA/D, the inverse model is used for detection purpose and to
direct the search towards promising decision subspace regions. Building a global inverse
model is difficult as training a too complicated model is computationally expensive
whereas choosing a too simple model degrades the modelling performance. To circum-
vent the problem, multiple inverse models are trained to capture the fitness landscape
information in different regions. Furthermore, linear inverse models are employed in the
proposed algorithm due to its relatively low computational cost as compared to other
more complicated non-linear models.
The overall flowchart of the proposed algorithm is presented in Figure 6.1. From the
figure, it is observed that the proposed algorithm follows the paradigms of EAs and the
inverse modelling mechanism is introduced for the offspring population generation as
shown in the shaded box. In each generation, an offspring solution is generated using
either the crossover operator or the inverse model with sampling mechanism. A decision
procedure is designed to allocate offspring solution generation between the former two
methods (as shown in diamond box in Figure 6.1). In the following subsections, the






















Figure 6.1: Flowchart of the proposed algorithm.
After that, the proposed change detection scheme which utilizes the inverse model is
presented.
6.3.2 Objective Subspace Allocation & Decision Procedure
Weight vector is an important component in MOEA/D for scalarizing a given MOP.
The element of a weight vector indicates the relative importance of the corresponding
objective function with respect to other objective functions in a given MOP. In order
to obtain a widespread and uniform POF approximation output, the weight vector set
used in MOEA/D is typically uniformly distributed [22,23]. When the shape of POF is
complicated and asymmetry, uniformly distributed weight vectors usually do not work well.
To circumvent this problem, weight vector adaptation mechanisms which incorporates
the information of the evaluated objective values have been proposed [207,208]. Similar
to weight vector adaptation mechanism, the information of the evaluated objective values
is used in the proposed decision procedure. Tchebycheff approach used in MOEA/D
scalarizes a MOP into a set of sub-problems using following function
g(x|λ, z∗) = max
1≤i≤m
{λji |fi(x)− z∗i } (6.2)
where λj = (λj1, . . . , λ
j
m)
T is the j-th individual’s weight vector, z∗ = (z1, . . . , zm)T is an
approximate ideal vector and fi(x), i = 1, . . . ,m, is the i-th objective for static multi-
objective optimization problem. A weight vector’s element (λji , j = 1, . . . , N) is usually
highly correlated to its corresponding evaluated objective value (fi(xj), j = 1, . . . , N),
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except during the very early phase of the evolutionary search. This also implies that any
two individuals whose weight vectors are adjacent to each other are usually neighbours in
objective space. This property is used in the proposed IM-MOEA/D to allocate different
inverse models to different region in the objective space. Allocating a set of adjacent weight
vectors to an inverse model has the same effect as assigning the corresponding objective
subspace region to the model. Objective subspace allocation for training different inverse
models is an important task as it directly affects the performance of the detection and
optimization of the proposed algorithm. To avoid introducing complicated subspace
allocation mechanism which incurs additional computation resources, the proposed
algorithm utilizes the neighbour mapping relationship of MOEA/D for individual solution
assignment. Each individual solution with its weight vector’s neighbour solutions are
used to train an inverse model. Therefore, the number of inverse models is equal to
the number of individuals in the population. To further illustrate the concept, a simple





















Figure 6.2: Objective subspace allocation for training inverse models. In this example,
s0 to s4 denote 5 individual solutions in the population. Each solution belongs to 2–3
neighbourhoods. Line denotes the data flow from a particular solution to a specific
inverse model whereas line color denotes a specific neighbourhood. Solutions in the same
neighbourhood are used to train the inverse model. For example, solutions s0, s1 and s2
are in the same neighbourhood and their objective and decision vectors are used to train
the inverse model m0.
There is a transition period from the algorithm initialization to the existence of high
correlation between weight vector and objective vector. The length of the transition
period varies between optimization problems and objective subspaces. A simple decision
procedure is devised to decide whether to use the trained inverse model for generating
an offspring solution through the Spearman’s correlation as shown in Algorithm 6.1. An
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inverse model is only used if the Spearman’s correlation of the corresponding weight vector
set and evaluated objective vector set is higher than the pre-defined confidence interval.
If the correlation is lower than the pre-defined confidence interval, it indicates that the
corresponding fitness vectors may not be adjacent to each others and recombination
operator is used for generating a new offspring solution.
Algorithm 6.1 Decision procedure for using inverse model
Require:
m: Number of objective functions
α: Confidence interval of Spearman’s correlation
B(i): Neighbour individual indices of i-th individual
{fk}: Objective vector for k ∈ B(i) where fk denotes k-th individual’s evaluated
objective vector
{wk}: Weight vector set for k ∈ B(i) where wk denotes k-th individual’s weight
vector
Ensure: Boolean output
1: for j = 1 to m do
2: f∗,j := j-th objective values from {fk}
3: w∗,j := j-th weight element from {wk}
4: rj := spearman(f∗,j , w∗,j)
5: end for






Each individual solution with its weight vector neighbourhood solutions are used to form
a linear inverse model. Suppose xi = [x1i, x2i, . . . , xni] ∈ Rn and fi = [f1i, f2i, . . . , fmi] ∈
Rm are the decision and objective vector of the i-th individual in the population,
respectively. The neighbourhood of function of the i-th individual is denoted as B(i) =
{b1i, b2i, . . . , bTi} which contains the indices of the T closest weight vectors to the i-th
individual’s weight vector, λi. The linear regression inverse model of the proposed
algorithm can be written as:
X = BF (6.3)
where X = [xb1i ,xb2i , . . . ,xbTi ] and F = [fb1i , fb2i , . . . , fbTi ] denote the decision and
objective matrices; B is the matrix which is used to capture the relationship of the
inverse model. To obtain the B matrix, it is assumed that the neighbourhood size, T ,
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is greater than number of objectives and the right pseudo-inverse of F exists. After
performing some algebraic operations, B matrix can be obtained as follows:
XFT = BFFT
B = (XFT )(FFT )−1 (6.4)
where {·}T and {·}−1 denote matrix transpose and inverse operations, respectively. B
matrix contains the coefficients of the linear inverse model given in Eq (6.3).
6.3.4 Sampling Method
Availability of an inverse model enables the generation of the offspring decision vector
by specifying the desired objective vector, fdesired. The estimated decision vector is
calculated as follows:
xestimated = Bfdesired (6.5)
where B is computed using Eq (6.4). Sampling input values for an inverse model is an
important step as it directly affects the optimization performance of the algorithm. The
sample point should be within or near to the objective subspace which is used to train
the inverse model. As the sample point moves away from the training data objective
subspace, the modelling error tends to increase thus the accuracy of the estimated
decision vector suffers. Besides, the sampling point should move towards improving
direction to enhance the converging speed of the algorithm. To fulfill these requirements,
the proposed algorithm samples the objective subspace using the Gaussian distribution
and imposes a condition that the sampled point must dominate its parent solution. The
mean and standard deviation of the Gaussian distribution is determined by the parent
solution and the estimated ideal point in MOEA/D. For i-th individual with previously
evaluated objective vector, fi, the Gaussian distribution is
fdesired ∼ N (fi,Σdiff) (6.6)
where Σdiff is a diagonal matrix which contains the absolute difference between fi and
estimated ideal vector, z∗. The pseudocode of the sampling mechanism is shown in
Algorithm 6.2.
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Algorithm 6.2 Sampling mechanism
Require:
fi: i-th individual’s evaluated fitness vector
z∗: estimated ideal vector
B: i-th model’s inverse model matrix
Ensure: Offspring decision variable, xoffspring
1: Σdiff = diag(|fi − z∗|)
2: fdesired ∼ N (fi,Σdiff)
3: while fdesired ⊀ fi do
4: fdesired ∼ N (fi,Σdiff)
5: end while
6: xoffspring = Bfdesired
7: return xoffspring
6.3.5 Two-stage Change Detection Test
In a dynamic environment with unknown change, change detection mechanism is crucial
to avoid algorithm storing obsolete solutions. Empirical studies have shown that fixed
detector approach likely outperforms behaviour-based detection approach especially when
the change detection is difficult [80]. However, fixed detector approach significantly in-
creases the number of function evaluations as it requires additional number of evaluations
for each generation. To have a wide coverage of the change detectable region in the
decision space, high number of detectors are desirable. Therefore, there is a trade-off
between the coverage of the detectable region and the number of additional fitness
evaluations required for detection purpose. To reduce the number of function evaluations
and improve the coverage of the detection region, a two-stage change detection approach
is proposed. In the first stage, a sequential change point detection test is used to monitor
potential changes in fitness landscape. The first-stage detection mechanism has larger
coverage of the detectable region than the fixed detectors’ approach. Each offspring
solution generated by the inverse model acts as a weak detector in the decision space to
sensor the potential changes in the fitness landscape. The second stage of the detection
is to confirm the suspected change by using the fixed detector approach. The proposed
approach reduces the required number of fitness evaluations for the detection purpose as
compared to the fixed detector approach because it is not required to re-evaluate a fixed
number of solutions every generation. In addition, a portion of the whole population
solutions acts as weak detectors during the evolutionary search and this improves the
coverage of the detectable decision space as compared to fixed detector approach. The
flow chart of the proposed two-stage change detection mechanism is shown in Figure 6.3.























Figure 6.3: Flowchart of the two-stage change detection test.
Linear inverse model set captures the objective-to-decision mapping information of the
explored regions. This information is utilized to determine whether there is a change in
the fitness landscape of the explored regions. As the algorithm takes explicit action to
respond to a change in fitness landscape, an online change detection mechanism [209] is
more suitable to the problem. The error of the actual objective vector and the desired
objective vector is used to detect the change in fitness landscape. Mathematically, it is
defined as follows:
e = fdesired − factual (6.7)
where fdesired is the desired objective vector in Eq (6.5) and factual is the evaluated
objective vector given the input xestimated. There are at least two important sources
which contribute to this error. First, the proposed algorithm uses the linear model to
approximate the regional objective-to-decision mapping information. This source of
error is related to the non-linearity of the fitness landscape. Second, the input vector,
xestimated, is estimated using previously evaluated objective vectors. If there is a change
in the fitness landscape, the change will contribute to the error. The amplitude of this
error is related to the change severity of the explored fitness landscape region. To ease
the task of detection, second source of error is assumed to have greater effect than
first source of error if the former exists. With this assumption, detecting change by
monitoring the abnormality of the error signal is possible. By transforming the task of
detecting change in fitness landscape to identifying abnormality in the signal, sequential
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change-point detection tests can be applied to solve the problem [210,211].
In this chapter, a fixed sliding window method [209,212] has been used for detecting
the change in the first stage. nwindow samples (window size) are taken from the end of
sequential signal values and a decision rule is applied on hypothesis:
H0 : f(x, t) = f(x, tlast), f(x, t) ∈ δi
H1 : f(x, t) 6= f(x, tlast), f(x, t) ∈ δi
where tlast is the time index of the previously evaluated objective function and δi is
the objective subspace covered by the i-th individual with its neighbourhood. Any
sequential change detection algorithm can be employed for detecting the change in the
fitness landscape. To accomplish the task, a simple change detector based on the Z-
score [209,213] is used to detect the change in the fitness landscape. The change detector
monitors the absolute value of the error signal and makes a decision about whether there
is a change in the fitness landscape or not. The pseudo-code of the detection algorithm
used in this paper is given in Algorithm 6.3. Notice that the algorithm detects the fitness
landscape changes when the Z-score is higher than the pre-defined detection threshold
(as shown in line 10, Algorithm 6.3).
Algorithm 6.3 Z-score based change detection
Require:
{xk}: input signal values for k = 1, 2, . . . , t where t is the current index value
nwindow: size of the sliding window
td: detection threshold
Ensure: Boolean output
1: Estimated global and window statistic values, which are mean and standard deviation
(µˆglobal, σˆglobal, µˆwindow, σˆwindow), are required to detect the change. To online
compute the estimated global mean, Welford’s method is used [214].
2: µˆglobal, σˆglobal = Welford(xt)
3: if t < nwindow then
4: return False
5: else
6: µˆwindow = mean([xt, xt−1, . . . , xt−nwindow+1])
7: σˆwindow = stdev([xt, xt−1, . . . , xt−nwindow+1])
8: SE = (σˆglobal − σˆwindow)/
√
t
9: z = (µˆwindow − µˆglobal)/ SE






Once the first-stage detection is triggered, second-stage detection is executed to
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confirm the change by randomly re-evaluating a fixed number of individuals in the
population. If the recently evaluated function values are significantly different from
the previously evaluated values, it is confirmed that there is a change in the fitness
landscape. The rest of population will be re-evaluated to update their actual fitness
values. Since the first-stage detection can be triggered any time during the evolutionary
search, there is no assumption that the change in fitness landscape is only happened
in between generations as compared to the existing approach in the literature. The
pseudo-code for the two-stage CDT is shown in Algorithm 6.4. From the pseudocode,
nmin-int denotes the minimum number of fitness evaluations between two fitness landscape
changes. This parameter is used to control number of second-stage CDT which can
be triggered in a generation. Different from stage-stage CDT, the second-stage CDT
spends additional fitness evaluations. By using the information of nmin-int, the number
of triggering second-stage CDTs per generation is limited to dN/nmin-inte where N is
the population size.
Algorithm 6.4 Two-stage change detection test
Require:
{xk}: input signal values for k = 1, 2, . . . , t where t is the current index value
nwindow: size of the sliding window
td: detection threshold
nfixed: number of fixed detectors used
nmin-int: minimum interval between two changes
Ensure: Boolean output
1: ttriggered = 0
2: for each new observation, xt do
3: Feed xt into Algorithm 6.3 for the first-stage change detection test and get the
output.
4: nint = t = ttriggered
5: if nint ≥ nmin-int and output is true then
6: Re-evaluate nfixed randomly selected solutions to confirm the change.
7: if change is confirmed then









The pseudo-code of the overall algorithm is shown in Algorithm 6.5. In each generation,
the proposed algorithm makes a decision on whether to use an inverse model for each
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offspring solution generation. If an inverse model is used for generating an offspring
solution, the generated solution acts as a weak change detector for the first-stage CDT.
Once the first-stage CDT is triggered, second-stage CDT will be performed to confirm
the change. In this thesis, it is assumed that the fitness landscape is not noisy. A
comparison test is designed for the second-stage CDT. If any of the recently evaluated
objective values are different from the stored objective values, it is confirmed that there
is a change in the fitness landscape.
For simplicity, this paper only considers noiseless fitness landscape. For the case
of noisy fitness landscape, modification is needed for the second-stage CDT and the
evolutionary selection to account for the uncertainty in the fitness values [215]. For the
evolutionary selection, one possibility is to modify the sub-problem in the MOEA/D
to account for the uncertainty [216]. For the second-stage CDT, one example is to set
a specific threshold for the acceptable amount of objective function deviation for the
detectors [105]. Once the objective deviation is greater than a pre-defined threshold, the
second-stage CDT confirms there is a change in the fitness landscape.
Although the fitness landscape is desired to be locally invertible, it is not a strict
requirement for the proposed algorithm to work properly. A good local linear inverse
model would guide the search towards promising decision regions and have higher change
detection accuracy. When the fitness landscape is not locally invertible, the inverse
model directs the search direction towards less promising decision regions. Besides, the
error between the desired objective vector and the evaluated objective vector would
be increased and cause a spike of error signal. As the proposed sampling method and
recombination operator introduce randomness in the search process, the inverse model
unlikely causes the solution population trapping into some local optima. The spike
of error signal likely triggers the second-stage CDT and fixed detection approach is
performed. This means poor local linear model leads to an increase number of triggering
second-stage CDT. The proposed detection algorithm takes advantage of the possibility
to reduce fitness evaluations using local linear inverse model. If the inverse model is not
useful, the two-stage CDT still behaves like a fixed detection approach.
6.4 Experiment Results
In this section, comparative studies are performed to investigate the optimization perfor-
mance of the proposed algorithm in static and dynamic static environments, respectively.
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Algorithm 6.5 Dynamic decomposition-based multi-objective evolutionary algorithm
with inverse modelling (IM-MOEA/D)
Require:
A dynamic multi-objective problem
A stopping criterion
N : Population size
T : Number of the weight vectors in the neighbourhood
nr: Maximal number of solutions can be replaced
δ: Probability that neighborhood is used over population
α: Confidence interval for triggering an inverse model
nwindow: Size of the sliding window
td: detection threshold
Ensure:
Current approximated POF at time t, {f1, . . . , fN}
Current approximated POS at time t, {x1, . . . ,xN}
Step 1 â Initialization:
1. Generate evenly spread weight vectors. Find the T closest weight vectors (in
terms of Euclidean distance) for each vector. Set B(i) = i1, . . . , iT , where
λi1 , . . . , λiT are the T closest weight vectors to λi.
2. Generate an initial population, x1, . . . ,xN , by uniformly random sampling the
decision space. Evaluate each solution and set f i = f(xi, t).
3. Initialize z by setting zk = min
j=1,...,N
f jk where k = 1, . . . ,m and f
j
k is the k element
of f j .
Step 2 â Update: Set For i = 1, . . . , N , do
1. Mating selection/update pool: Set P = B(i) if uniformly distributed random
number, rand() < δ. Otherwise, set P = {1 . . . , N}.
2. Decision procedure: Apply Algorithm 6.1 to decide whether an inverse model
is used to generate an offspring solution.
3. Reproduction: Based on the decision from the previous step, generate the
solution either using a heuristic crossover operator or an inverse model. If the
inverse model is used, compute the B matrix (Eq (6.4)) and use Algorithm 6.2 to
generate fdesired and offspring solution with decision vector y. Apply mutation
operator and repair the solution y if it is not in the feasible decision space.
4. Update of z: Evaluate y to get factual = f(y, t). If fj(y) < zj for any
j ∈ {1, . . . ,m}, set zj = fj(y, t).
5. Update of solutions: Apply decomposition-based selection [23]. Set c = 0 and
then do the following:
(a) If c = nr, exist the inner loop. Otherwise, randomly pick an index j ∈ P .
(b) If g(y|λj , z) <= g(x|λj , z), set xj = y, f j = f(y, t) and increment c by
one.
(c) Remove j from P and go to a).
Step 3 â Change detection: If the inverse model is used, compute |fdesired = factual|
and feed the value into Algorithm 6.4. Re-evaluate the rest of the population and go
to Step 1.3 to reset z if the returned value is true.
Step 4 â Stopping criterion: If the stopping criterion is satisfied, stop the process,
output {x1, . . . ,xN} and {f1, . . . , fN}. Otherwise, go to Step 2.
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Furthermore, a subsection is devoted to the study of the fitness landscape change detec-
tion performance. To evaluate the performance of the algorithm, ZDT [107], WFG [109],
CEC-09 [112], FDA [105] and GTA benchmark test suites are used in the experiment
studies. All the simulation results are obtained by performing 30 independent simulation
runs for each test problem under a specific setting. NSGA-II [17] and MOEA/D [23]
serve as benchmark algorithms in the comparative studies. DE mutation operator is
used as genetic operator due to its decent performance as reported in the literature [23].
D-metric [23] and Υ-convergence metric [17] are used as performance metrics in this
experiment. The parameter settings of the algorithms used in the experiment are shown
in Table 6.1.
Table 6.1: Parameter Settings
Parameters Values
Population size (N) 100
Neighbourhood size (T ) & neighbourhood prob. (δ) 20, 0.1
Maximum number of replacement (nr) 2
Scaling factor (F ) & crossover rate (Cr) 0.5, 1.0
Distribution index in mutation (ηm) & mutation rate (pm) 20, 1/n
Confidence interval (α) & detection threshold (td) 0.7, 1.0
No. fixed detectors (nfixed) & no. min. interval (nmin-int) 1, 100
Size of sliding windows (nwindow) 100
6.4.1 Static Multi-objective Optimization
Recent static multi-objective benchmark test instances are generally more difficult than
dynamic multi-objective test instances. Among existing static multi-objective test suites,
ZDT, WFG and CEC-09 are three commonly used test suites in the literature. ZDT
is a classical test suite whereas WFG and CEC-09 are well known for their complex
fitness landscape. As IM-MOEA/D utilizes the inverse model set to direct the search,
the performance of the algorithm is affected especially when the fitness landscape is too
complicated and the inverse model set is not able to capture the nonlinearity of the
objective-to-decision mapping. Since the proposed algorithm is designed for dynamic
multi-objective optimization environment, the generation number is set to 50 which is
smaller than typical static evolutionary multi-objective optimization settings.
The performance comparisons of the three algorithms are shown in Table 6.2, Table 6.3
and Table 6.4. In these tables, the results are presented in “mean±standard deviation”
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Table 6.2: Performance Comparison using Static Multi-objective Optimization Test
Instances (ZDT)




1.7133 ± 0.1376 1.4549 ± 0.1308 1.3322 ± 0.1119
Υ-conv. 2.1672 ± 0.1621 1.8085 ± 0.1602 1.6282 ± 0.1406
MOEA/D
D-metric 1.8611 ± 0.1247 1.4616 ± 0.1380 1.1643 ± 0.1405
Υ-conv. 1.9784 ± 0.0891 1.5378 ± 0.1184 1.2201 ± 0.1230
MOEA/D-MRDL
D-metric 1.7310 ± 0.1917 1.2868 ± 0.1455 1.0956 ± 0.1602
Υ-conv. 2.8023 ± 0.0700 2.0333 ± 0.0701 1.4201 ± 0.0938
IM-MOEA/D
D-metric 0.4137 ± 0.1872 0.0620 ± 0.0267 0.0159 ± 0.0051




3.2007 ± 0.2377 2.7229 ± 0.2114 2.3569 ± 0.2047
Υ-conv. 3.1515 ± 0.1697 2.6129 ± 0.1837 2.2486 ± 0.1664
MOEA/D
D-metric 3.2842 ± 0.2750 2.6062 ± 0.2798 1.9418 ± 0.3187
Υ-conv. 3.1151 ± 0.2244 2.3905 ± 0.2690 1.7853 ± 0.2879
MOEA/D-MRDL
D-metric 3.2235 ± 0.2394 2.6972 ± 0.2607 2.3548 ± 0.3312
Υ-conv. 4.2323 ± 0.0506 3.4850 ± 0.0701 2.8420 ± 0.1279
IM-MOEA/D
D-metric 2.5497 ± 0.7731 1.0053 ± 0.7038 0.1153 ± 0.1077




1.6172 ± 0.1564 1.3969 ± 0.1714 1.2156 ± 0.1673
Υ-conv. 2.0818 ± 0.1344 1.6288 ± 0.1774 1.4339 ± 0.2183
MOEA/D
D-metric 1.6235 ± 0.1949 1.3048 ± 0.1405 1.0567 ± 0.1246
Υ-conv. 1.6342 ± 0.1624 1.2744 ± 0.1520 1.0495 ± 0.1296
MOEA/D-MRDL
D-metric 1.6035 ± 0.2072 1.2343 ± 0.1997 1.0465 ± 0.1431
Υ-conv. 2.7982 ± 0.0709 1.9839 ± 0.0741 1.4276 ± 0.1064
IM-MOEA/D
D-metric 0.4256 ± 0.2110 0.1295 ± 0.0517 0.0884 ± 0.0459




61.7475 ± 10.6395 47.8140 ± 7.4017 40.1205 ± 6.6229
Υ-conv. 102.5993 ± 2.3260 79.3160 ± 2.7974 69.1532 ± 2.7979
MOEA/D
D-metric 57.0095 ± 8.5193 37.7031 ± 6.8095 26.7364 ± 6.3952
Υ-conv. 87.5437 ± 3.8771 59.1136 ± 3.3164 44.7924 ± 5.8538
MOEA/D-MRDL
D-metric 74.6728 ± 7.6932 64.4034 ± 8.3546 60.1513 ± 8.5985
Υ-conv. 150.2146 ± 2.8942 140.3020 ± 2.5282 132.4290 ± 2.3971
IM-MOEA/D
D-metric 52.5045 ± 8.9797 35.6492 ± 6.2473 23.4793 ± 7.2912




5.1865 ± 0.7675 1.7446 ± 1.3347 0.7674 ± 0.7052
Υ-conv. 6.4802 ± 0.1988 4.8348 ± 1.3529 3.0166 ± 1.8805
MOEA/D
D-metric 6.0182 ± 0.4135 4.1828 ± 1.2109 1.7448 ± 1.4347
Υ-conv. 6.3341 ± 0.2388 4.6067 ± 0.8645 2.3365 ± 1.2390
MOEA/D-MRDL
D-metric 6.3520 ± 0.3095 5.6930 ± 0.4799 5.0643 ± 0.6685
Υ-conv. 7.4469 ± 0.0422 7.0548 ± 0.0761 6.6133 ± 0.1189
IM-MOEA/D
D-metric 5.9330 ± 0.4823 2.5040 ± 2.1461 0.6018 ± 1.0715
Υ-conv. 6.2376 ± 0.2654 2.8234 ± 1.9623 0.6869 ± 1.1333
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Table 6.3: Performance Comparison using Static Multi-objective Optimization Test
Instances (WFG)




1.2838 ± 0.0029 1.2672 ± 0.0044 1.2613 ± 0.0041
Υ-conv. 1.2993 ± 0.0040 1.2796 ± 0.0058 1.2711 ± 0.0059
MOEA/D
D-metric 1.2924 ± 0.0055 1.2750 ± 0.0041 1.2698 ± 0.0036
Υ-conv. 1.2892 ± 0.0031 1.2799 ± 0.0027 1.2772 ± 0.0024
MOEA/D-MRDL
D-metric 1.3055 ± 0.0129 1.2833 ± 0.0057 1.2701 ± 0.0042
Υ-conv. 1.3328 ± 0.0043 1.2898 ± 0.0042 1.2807 ± 0.0017
IM-MOEA/D
D-metric 1.2931 ± 0.0065 1.2815 ± 0.0045 1.2770 ± 0.0054




0.5091 ± 0.0260 0.3897 ± 0.0231 0.3180 ± 0.0237
Υ-conv. 0.5657 ± 0.0145 0.4368 ± 0.0215 0.3544 ± 0.0250
MOEA/D
D-metric 0.5192 ± 0.0403 0.3650 ± 0.0419 0.3055 ± 0.0433
Υ-conv. 0.4966 ± 0.0393 0.3128 ± 0.0373 0.2455 ± 0.0357
MOEA/D-MRDL
D-metric 0.5782 ± 0.0220 0.5124 ± 0.0219 0.4485 ± 0.0239
Υ-conv. 0.8539 ± 0.0335 0.6689 ± 0.0218 0.5571 ± 0.0217
IM-MOEA/D
D-metric 0.3653 ± 0.0314 0.3038 ± 0.0383 0.2684 ± 0.0371




0.4934 ± 0.0267 0.3812 ± 0.0217 0.3195 ± 0.0186
Υ-conv. 0.5843 ± 0.0188 0.4399 ± 0.0236 0.3655 ± 0.0221
MOEA/D
D-metric 0.4672 ± 0.0338 0.2897 ± 0.0333 0.2067 ± 0.0302
Υ-conv. 0.5320 ± 0.0417 0.3021 ± 0.0340 0.2094 ± 0.0311
MOEA/D-MRDL
D-metric 0.5644 ± 0.0176 0.4348 ± 0.0259 0.3233 ± 0.0190
Υ-conv. 0.7278 ± 0.0123 0.5513 ± 0.0232 0.3902 ± 0.0192
IM-MOEA/D
D-metric 0.3194 ± 0.0305 0.2342 ± 0.0253 0.2023 ± 0.0212




0.3135 ± 0.0163 0.2315 ± 0.0141 0.1961 ± 0.0121
Υ-conv. 0.3639 ± 0.0121 0.2607 ± 0.0149 0.2137 ± 0.0125
MOEA/D
D-metric 0.3041 ± 0.0227 0.1948 ± 0.0154 0.1667 ± 0.0142
Υ-conv. 0.3717 ± 0.0357 0.2037 ± 0.0210 0.1609 ± 0.0151
MOEA/D-MRDL
D-metric 0.3576 ± 0.0178 0.2732 ± 0.0165 0.2072 ± 0.0119
Υ-conv. 0.5070 ± 0.0166 0.4067 ± 0.0216 0.2792 ± 0.0201
IM-MOEA/D
D-metric 0.2251 ± 0.0189 0.1667 ± 0.0122 0.1432 ± 0.0085




0.2370 ± 0.0214 0.1203 ± 0.0181 0.0859 ± 0.0082
Υ-conv. 0.2839 ± 0.0222 0.1210 ± 0.0245 0.0823 ± 0.0094
MOEA/D
D-metric 0.1831 ± 0.0291 0.0886 ± 0.0073 0.0783 ± 0.0053
Υ-conv. 0.2283 ± 0.0382 0.0953 ± 0.0131 0.0766 ± 0.0079
MOEA/D-MRDL
D-metric 0.3171 ± 0.0252 0.1563 ± 0.0195 0.1008 ± 0.0119
Υ-conv. 0.5040 ± 0.0137 0.2691 ± 0.0207 0.1677 ± 0.0196
IM-MOEA/D
D-metric 0.2160 ± 0.0348 0.1316 ± 0.0269 0.1104 ± 0.0206




0.5849 ± 0.0592 0.1664 ± 0.0326 0.1300 ± 0.0227
Υ-conv. 0.7439 ± 0.0304 0.1846 ± 0.0488 0.1321 ± 0.0232
MOEA/D
D-metric 0.3627 ± 0.0813 0.1486 ± 0.0240 0.1311 ± 0.0153
Υ-conv. 0.3181 ± 0.0624 0.1371 ± 0.0246 0.1226 ± 0.0180
MOEA/D-MRDL
D-metric 0.6369 ± 0.0470 0.2785 ± 0.0527 0.1476 ± 0.0219
Υ-conv. 0.8227 ± 0.0136 0.4804 ± 0.0603 0.1779 ± 0.0317
IM-MOEA/D
D-metric 0.2180 ± 0.0484 0.1239 ± 0.0315 0.1038 ± 0.0290




0.4200 ± 0.0175 0.3264 ± 0.0209 0.2776 ± 0.0173
Υ-conv. 0.4985 ± 0.0125 0.3846 ± 0.0185 0.3218 ± 0.0196
MOEA/D
D-metric 0.3973 ± 0.0260 0.2617 ± 0.0223 0.2067 ± 0.0262
Υ-conv. 0.4493 ± 0.0369 0.2563 ± 0.0221 0.1954 ± 0.0197
MOEA/D-MRDL
D-metric 0.4881 ± 0.0227 0.3984 ± 0.0229 0.3051 ± 0.0201
Υ-conv. 0.6506 ± 0.0143 0.5093 ± 0.0272 0.3547 ± 0.0165
IM-MOEA/D
D-metric 0.2602 ± 0.0322 0.2093 ± 0.0235 0.1865 ± 0.0193




0.5344 ± 0.0210 0.4366 ± 0.0185 0.3905 ± 0.0187
Υ-conv. 0.6231 ± 0.0172 0.4962 ± 0.0189 0.4380 ± 0.0175
MOEA/D
D-metric 0.5359 ± 0.0345 0.3995 ± 0.0234 0.3443 ± 0.0247
Υ-conv. 0.6722 ± 0.0398 0.4602 ± 0.0311 0.3892 ± 0.0260
MOEA/D-MRDL
D-metric 0.6087 ± 0.0246 0.4938 ± 0.0219 0.4020 ± 0.0196
Υ-conv. 0.7875 ± 0.0143 0.6483 ± 0.0267 0.4931 ± 0.0191
IM-MOEA/D
D-metric 0.3475 ± 0.0155 0.2833 ± 0.0181 0.2549 ± 0.0201




0.2229 ± 0.0236 0.1446 ± 0.0061 0.1331 ± 0.0041
Υ-conv. 0.3242 ± 0.0409 0.1516 ± 0.0090 0.1322 ± 0.0053
MOEA/D
D-metric 0.2889 ± 0.0391 0.1475 ± 0.0137 0.1311 ± 0.0056
Υ-conv. 0.4308 ± 0.0374 0.1780 ± 0.0316 0.1297 ± 0.0112
MOEA/D-MRDL
D-metric 0.3168 ± 0.0376 0.1834 ± 0.0163 0.1469 ± 0.0078
Υ-conv. 0.6972 ± 0.0244 0.3533 ± 0.0333 0.2503 ± 0.0226
IM-MOEA/D
D-metric 0.2329 ± 0.0239 0.1698 ± 0.0165 0.1534 ± 0.0135
Υ-conv. 0.3408 ± 0.0432 0.2049 ± 0.0274 0.1728 ± 0.0163
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Table 6.4: Performance Comparison using Static Multi-objective Optimization Test
Instances (CEC-09)




0.8599 ± 0.1277 0.3213 ± 0.0637 0.2005 ± 0.0281
Υ-conv. 1.4119 ± 0.1754 0.5768 ± 0.1522 0.3328 ± 0.1111
MOEA/D
D-metric 0.7905 ± 0.1696 0.2291 ± 0.0492 0.1374 ± 0.0269
Υ-conv. 1.0785 ± 0.1747 0.2549 ± 0.0776 0.1319 ± 0.0263
MOEA/D-MRDL
D-metric 1.1470 ± 0.1078 0.6904 ± 0.1059 0.3983 ± 0.0629
Υ-conv. 2.1268 ± 0.0651 1.3702 ± 0.1228 0.7302 ± 0.0940
IM-MOEA/D
D-metric 0.8063 ± 0.1660 0.3682 ± 0.1137 0.2870 ± 0.0716




0.4728 ± 0.0507 0.2621 ± 0.0317 0.1752 ± 0.0185
Υ-conv. 0.7648 ± 0.0456 0.4492 ± 0.0719 0.2971 ± 0.0515
MOEA/D
D-metric 0.2775 ± 0.0310 0.1485 ± 0.0179 0.1118 ± 0.0154
Υ-conv. 0.4010 ± 0.0567 0.1578 ± 0.0265 0.1203 ± 0.0218
MOEA/D-MRDL
D-metric 0.5490 ± 0.0556 0.3771 ± 0.0317 0.2539 ± 0.0260
Υ-conv. 1.0243 ± 0.0315 0.7161 ± 0.0373 0.4652 ± 0.0328
IM-MOEA/D
D-metric 0.1555 ± 0.0239 0.0966 ± 0.0108 0.0894 ± 0.0101




1.7937 ± 0.2413 0.8624 ± 0.1531 0.5550 ± 0.0995
Υ-conv. 3.6304 ± 1.1737 1.7365 ± 0.9579 0.6042 ± 0.4390
MOEA/D
D-metric 1.0262 ± 0.1205 0.6424 ± 0.0569 0.5665 ± 0.0445
Υ-conv. 1.6007 ± 0.1647 0.6360 ± 0.0567 0.5138 ± 0.0455
MOEA/D-MRDL
D-metric 2.6232 ± 0.2876 1.7401 ± 0.1864 1.1451 ± 0.1286
Υ-conv. 6.2620 ± 0.4133 4.3849 ± 0.3835 2.8236 ± 0.2573
IM-MOEA/D
D-metric 0.8090 ± 0.1289 0.5945 ± 0.0552 0.5421 ± 0.0816




0.1504 ± 0.0042 0.1216 ± 0.0061 0.1034 ± 0.0090
Υ-conv. 0.1697 ± 0.0026 0.1380 ± 0.0056 0.1156 ± 0.0096
MOEA/D
D-metric 0.1302 ± 0.0068 0.1011 ± 0.0055 0.0907 ± 0.0057
Υ-conv. 0.1370 ± 0.0079 0.1037 ± 0.0051 0.0928 ± 0.0059
MOEA/D-MRDL
D-metric 0.1563 ± 0.0041 0.1161 ± 0.0067 0.0952 ± 0.0068
Υ-conv. 0.1885 ± 0.0033 0.1329 ± 0.0068 0.1016 ± 0.0077
IM-MOEA/D
D-metric 0.1438 ± 0.0074 0.1176 ± 0.0092 0.1107 ± 0.0105




3.9423 ± 0.4213 2.6754 ± 0.2560 2.3010 ± 0.2534
Υ-conv. 5.5212 ± 0.3844 3.7107 ± 0.4807 3.1176 ± 0.4322
MOEA/D
D-metric 3.7033 ± 0.4323 2.1293 ± 0.2807 1.4944 ± 0.2504
Υ-conv. 4.9663 ± 0.4941 2.7453 ± 0.3084 1.8300 ± 0.2558
MOEA/D-MRDL
D-metric 4.8287 ± 0.3200 3.7650 ± 0.3072 2.9390 ± 0.2023
Υ-conv. 7.2754 ± 0.1151 5.7833 ± 0.2424 4.5278 ± 0.1950
IM-MOEA/D
D-metric 3.6404 ± 0.5026 2.2957 ± 0.3742 1.8665 ± 0.4382




3.0560 ± 0.5286 1.1084 ± 0.2452 0.6433 ± 0.1329
Υ-conv. 5.9456 ± 0.8749 2.5650 ± 0.7297 1.5490 ± 0.6133
MOEA/D
D-metric 2.5172 ± 0.7503 0.5726 ± 0.1269 0.3295 ± 0.0880
Υ-conv. 4.2493 ± 1.1570 0.6774 ± 0.2305 0.2951 ± 0.1098
MOEA/D-MRDL
D-metric 4.5504 ± 0.4922 2.7397 ± 0.4949 1.4590 ± 0.2481
Υ-conv. 9.2850 ± 0.1752 6.6483 ± 0.4769 3.8341 ± 0.5185
IM-MOEA/D
D-metric 2.3755 ± 0.7593 0.6603 ± 0.1973 0.5202 ± 0.1256




0.8761 ± 0.1497 0.3231 ± 0.0867 0.2001 ± 0.0479
Υ-conv. 1.4120 ± 0.2022 0.5770 ± 0.1860 0.3279 ± 0.1219
MOEA/D
D-metric 0.7793 ± 0.2003 0.2207 ± 0.0958 0.1329 ± 0.0839
Υ-conv. 1.1278 ± 0.2274 0.2300 ± 0.0517 0.1133 ± 0.0312
MOEA/D-MRDL
D-metric 1.2110 ± 0.1294 0.6861 ± 0.1009 0.3780 ± 0.0615
Υ-conv. 2.2073 ± 0.0568 1.4944 ± 0.1188 0.7531 ± 0.1026
IM-MOEA/D
D-metric 0.7360 ± 0.1362 0.3557 ± 0.1034 0.2677 ± 0.0925
Υ-conv. 1.0377 ± 0.2006 0.4221 ± 0.1435 0.2932 ± 0.0900
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format. Similar format is also used for the rest of experiments. The D-metric and
Υ-convergence performances of each algorithm are recorded for generation 10, 30 and
50. The best performance values of each test are shown in bold font. From the table, it
is observed that the proposed algorithm outperforms the others on ZDT test problems.
For WFG and CEC-09 problems, the proposed algorithm’s D-metric and Υ-convergence
performances are comparable with other two algorithms. As the linear inverse models
are used in the proposed algorithm, the optimization performance is affected when
the objective-to-decision mapping is non-linear. This may explain that the proposed
algorithm performs inferior on some WFG and CEC-09 test problems.
Another observation obtained from the table is that the proposed algorithm generally
converges faster at the early generations. This is an useful characteristic as dynamic
multi-objective optimization requires higher convergence speed on optimizer due to
stricter time-constraint as compared to static multi-objective optimization.
6.4.2 Dynamic Multi-objective Optimization
To assess the optimization performance of the proposed algorithm on dynamic multi-
objective optimization problem, FDA and GTA test suites are used in the simulation
experiments. For each test problem, total generation number (ngen) is set to 500. The







where nt is number of distinct step per time unit and τT is the number of generations
where the fitness landscape is fix. In this chapter, nt and τT are set to 5 and 10,
respectively. To summarize the overall performance of an algorithm on optimizing a
specific test problem, average of performance metric values and average of ranks are
used. Averages performance metric values of a given algorithm are computed as follows:










where Di and Υi are the D-metric and Υ-convergence metric values of the algorithm















where rank(·) is an operator which ranks the performance metric of the algorithm among
all algorithms’ performance metric value at a specific generation. The output of the
operator ranges from 0 to total number of algorithms minuses one. Table 6.5, Table 6.6
and Table 6.7 have recorded the above-mentioned performance metrics of the three
algorithms used in the experiment. The values in the row “Ave. rank” are computed
using either Eq (6.11) or Eq (6.12) whereas the values in row “Stat.” are calculated
using either Eq (6.9) or Eq (6.10). The best values of an algorithm’s performance metric
value among other algorithms under a specific test problem are shown in bold font. From
the table, it is observed that the proposed algorithm performs decently for most of the
test problems. This suggests that the inverse model set used in the proposed algorithm
could be useful in improving the algorithm’s convergence speed.
Table 6.5: Performance Comparison using Dynamic Multi-objective Optimization Test
Instances (GTA-additive problems)




D-metric 0.8397 ± 0.4677 0.9860 ± 0.3317 0.8397 ± 0.7897 0.8016 ± 0.7771
Υ-conv. 0.5651 ± 0.5848 0.6733 ± 0.7270 0.5210 ± 0.7709 1.0000 ± 0.9042
Stat.
D-metric 0.0973 ± 0.4677 0.1547 ± 0.3317 0.5332 ± 0.7897 0.7241 ± 0.7771




D-metric 2.1643 ± 0.4995 2.3607 ± 0.5786 1.7214 ± 0.4701 1.7555 ± 0.4699
Υ-conv. 1.8938 ± 0.3619 1.7956 ± 0.4502 1.5351 ± 0.6612 1.3888 ± 0.6738
Stat.
D-metric 0.2104 ± 0.4995 0.4254 ± 0.5786 0.7288 ± 0.4701 0.9302 ± 0.4699





D-metric 2.7776 ± 0.4159 2.5892 ± 0.4920 2.9960 ± 0.0632 2.9900 ± 0.0996
Υ-conv. 3.0000 ± 0.0000 3.0000 ± 0.0000 3.0000 ± 0.0000 3.0000 ± 0.0000
Stat.
D-metric 0.2579 ± 0.4159 0.3941 ± 0.4920 1.2588 ± 0.0632 1.3721 ± 0.0996





D-metric 0.2184 ± 0.4547 0.0641 ± 0.2450 0.4429 ± 0.5576 0.4529 ± 0.5439
Υ-conv. 0.5411 ± 0.5731 0.5311 ± 0.5560 0.9439 ± 0.6706 0.6112 ± 0.6527
Stat.
D-metric 0.0684 ± 0.4547 0.0884 ± 0.2450 0.5702 ± 0.5576 0.7380 ± 0.5439
Υ-conv. 0.1114 ± 0.5731 0.1529 ± 0.5560 0.8270 ± 0.6706 1.0168 ± 0.6527




D-metric 0.9800 ± 0.3344 0.5651 ± 0.7499 1.1463 ± 0.4439 0.9679 ± 0.9059
Υ-conv. 1.2665 ± 0.6542 0.8697 ± 0.8476 1.2906 ± 0.6919 1.2425 ± 0.8128
Stat.
D-metric 0.2133 ± 0.3344 0.9176 ± 0.7499 0.4917 ± 0.4439 1.1900 ± 0.9059




D-metric 2.3427 ± 0.5634 1.7916 ± 0.4255 2.1222 ± 0.7825 1.5631 ± 0.5533
Υ-conv. 1.4489 ± 0.7211 1.4529 ± 0.6513 1.4870 ± 0.6083 1.3427 ± 0.6795
Stat.
D-metric 0.5159 ± 0.5634 1.1560 ± 0.4255 0.7504 ± 0.7825 1.3617 ± 0.5533





D-metric 2.6112 ± 0.4875 2.9980 ± 0.0447 2.6593 ± 0.4739 2.9880 ± 0.1090
Υ-conv. 3.0000 ± 0.0000 3.0000 ± 0.0000 3.0000 ± 0.0000 3.0000 ± 0.0000
Stat.
D-metric 0.4798 ± 0.4875 2.0635 ± 0.0447 0.7478 ± 0.4739 2.3499 ± 0.1090





D-metric 0.0661 ± 0.2485 0.6453 ± 0.5666 0.0721 ± 0.2664 0.4810 ± 0.5673
Υ-conv. 0.2846 ± 0.5174 0.6774 ± 0.7288 0.2224 ± 0.4744 0.4148 ± 0.5991
Stat.
D-metric 0.1486 ± 0.2485 0.9768 ± 0.5666 0.4068 ± 0.2664 1.1768 ± 0.5673
Υ-conv. 0.2480 ± 0.5174 1.3814 ± 0.7288 0.6294 ± 0.4744 1.8418 ± 0.5991
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Table 6.6: Performance Comparison using Dynamic Multi-objective Optimization Test
Instances (GTA-multiplicative problems)




D-metric 0.5691 ± 0.6765 0.5992 ± 0.6485 0.9198 ± 0.6406 1.4950 ± 0.6829
Υ-conv. 0.3768 ± 0.5857 0.3948 ± 0.5754 1.0401 ± 0.7998 1.8958 ± 0.3367
Stat.
D-metric 0.0572 ± 0.6765 0.0809 ± 0.6485 0.3270 ± 0.6406 0.4654 ± 0.6829




D-metric 1.9699 ± 0.6797 1.9078 ± 0.3221 1.7074 ± 0.6320 1.2806 ± 0.7088
Υ-conv. 1.7054 ± 0.6100 1.7896 ± 0.5426 1.1984 ± 0.6780 0.7074 ± 0.5359
Stat.
D-metric 0.0932 ± 0.6797 0.1288 ± 0.3221 0.4071 ± 0.6320 0.5214 ± 0.7088





D-metric 2.8136 ± 0.4143 2.9900 ± 0.0996 2.9739 ± 0.1714 2.9739 ± 0.1934
Υ-conv. 3.0000 ± 0.0000 3.0000 ± 0.0000 3.0000 ± 0.0000 3.0000 ± 0.0000
Stat.
D-metric 0.1193 ± 0.4143 0.2088 ± 0.0996 0.5402 ± 0.1714 0.7174 ± 0.1934





D-metric 0.6473 ± 0.6071 0.5030 ± 0.5235 0.3988 ± 0.6293 0.2505 ± 0.4602
Υ-conv. 0.9178 ± 0.6261 0.8156 ± 0.5923 0.7615 ± 0.8960 0.3968 ± 0.5895
Stat.
D-metric 0.0704 ± 0.6071 0.0844 ± 0.5235 0.2734 ± 0.6293 0.3405 ± 0.4602
Υ-conv. 0.0934 ± 0.6261 0.1233 ± 0.5923 0.5004 ± 0.8960 0.6017 ± 0.5895




D-metric 0.9619 ± 0.5488 1.0762 ± 0.6746 0.6653 ± 0.7009 1.0180 ± 0.8142
Υ-conv. 1.2565 ± 0.5891 1.6754 ± 0.5895 1.0381 ± 0.9001 1.5812 ± 0.7669
Stat.
D-metric 0.1497 ± 0.5488 0.6429 ± 0.6746 0.4000 ± 0.7009 0.7515 ± 0.8142




D-metric 1.8998 ± 0.4317 1.6974 ± 0.6028 1.7956 ± 0.4968 1.5411 ± 0.5801
Υ-conv. 1.4930 ± 0.7003 1.0441 ± 0.6023 1.4649 ± 0.6269 1.0721 ± 0.6029
Stat.
D-metric 0.2147 ± 0.4317 0.7458 ± 0.6028 0.4460 ± 0.4968 0.8171 ± 0.5801





D-metric 2.9599 ± 0.1961 2.9699 ± 0.1928 2.9319 ± 0.3155 2.9339 ± 0.3063
Υ-conv. 3.0000 ± 0.0000 3.0000 ± 0.0000 2.9960 ± 0.0894 2.9980 ± 0.0447
Stat.
D-metric 0.2988 ± 0.1961 0.9321 ± 0.1928 0.5037 ± 0.3155 0.9716 ± 0.3063





D-metric 0.1784 ± 0.3828 0.2565 ± 0.4677 0.6072 ± 0.7288 0.5070 ± 0.7942
Υ-conv. 0.2505 ± 0.5403 0.2806 ± 0.5604 0.5010 ± 0.5815 0.3487 ± 0.5359
Stat.
D-metric 0.1271 ± 0.3828 0.5589 ± 0.4677 0.3985 ± 0.7288 0.6888 ± 0.7942
Υ-conv. 0.2282 ± 0.5403 1.0346 ± 0.5604 0.5807 ± 0.5815 1.2372 ± 0.5359
Table 6.7: Performance Comparison using Dynamic Multi-objective Optimization Test
Instances (FDA)




D-metric 1.3828 ± 0.7829 1.2966 ± 0.7598
Υ-conv. 1.5070 ± 0.7685 1.8637 ± 0.6741
Stat.
D-metric 0.5349 ± 0.7829 1.0051 ± 0.7598




D-metric 1.4248 ± 0.5258 1.5311 ± 0.4990
Υ-conv. 1.3046 ± 0.5693 1.1102 ± 0.3257
Stat.
D-metric 0.4234 ± 0.5258 0.9334 ± 0.4990





D-metric 2.9860 ± 0.1176 2.9940 ± 0.0773
Υ-conv. 2.9800 ± 0.1401 2.9118 ± 0.2836
Stat.
D-metric 1.8179 ± 0.1176 2.7733 ± 0.0773





D-metric 0.2064 ± 0.4426 0.1784 ± 0.3828
Υ-conv. 0.2084 ± 0.4111 0.1142 ± 0.4016
Stat.
D-metric 0.2912 ± 0.4426 0.6820 ± 0.3828
Υ-conv. 0.6288 ± 0.4111 1.2323 ± 0.4016
6.4.3 Change Detection Performance
As the main purpose of the proposed two-stage CDT is to reduce the fitness evaluations
used solely for detection purpose, number of fitness evaluations spent for monitoring
change of fitness landscape is used as one of the performance metrics. Average of
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Root Mean Square Error (RMSE) between the actual objective vectors and the nominal
objective vectors is also used to assess the proposed two-stage CDT’s performance. The














where f iτ is the i-th individual’s nominal objective vector at generation τ ; f(x
i, 1nt b ττT c)
is the evaluated xi decision vector at generation τ . A nominal objective vector could be
an obsolete objective vector if the CDT fails to detect a change in the fitness landscape.
A perfect CDT will result in zero average of RMSE. This implies that the nominal
objective vector of any decision vector is equal to its actual objective vector. Low value
of the average RMSE is desired as this implies that the CDT is able to detect the
change of fitness landscape when the change is significant. High value of average RMSE
implies that the CDT fails to detect the change in fitness landscape even if the change
is significant. A change detection experiment is designed to assess the performance of
the proposed two-stage CDT. Fixed detector approach is a perfect CDT if the objective
evaluation is not noisy. However, fixed detector approach is expensive as the algorithm
is expected to evaluate a fixed number of detectors in order to monitor possible changes
of fitness landscape. Ignoring the change of fitness landscape is another approach which
does not monitor the change of fitness landscape. This approach does not spend any
fitness evaluation for detection purpose but it fails to detect any change in the fitness
landscape. These two extreme approaches are used in the experiment to study the
optimization performance deterioration due to the absent of CDT mechanism. Similar
to previous experiments, test functions from FDA and GTA test suites are employed in
the experiment. The experiment results are shown in Table 6.8.
In the table, D-metric, Υ-convergence metric and average RMSE values of the
ignoring changes approach (denoted as “Ignored”), fixed detector approach (denoted
as “Fixed”) and the proposed two-stage CDT approach (denoted as “Proposed”) are
shown in “mean±standard deviation” format. The number of fitness re-evaluations
after change is detected is also recorded in the table (denoted as “Re-evaluation”). The
fitness evaluations spent for monitoring changes in fitness landscape is denoted as “Check
no.”. The lowest Υ-convergence and D-metric values for each approach (under certain
benchmark problem) are shown in bold font.
For all the test problems, there are 100 changes of fitness landscape. Therefore,
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Table 6.8: Detection Performance
FDA1 FDA3 GTA1a GTA2a GTA3a
Ignored (D-metric) 5.766 ± 4.977 6.071 ± 5.333 0.620 ± 0.389 0.767 ± 0.567 1.659 ± 1.112
Ignored (Υ-conv.) 6.763 ± 5.578 10.708 ± 8.436 1.425 ± 0.704 2.381 ± 1.511 3.150 ± 1.550
Fixed (D-metric) 0.290 ± 0.294 0.680 ± 0.315 0.069 ± 0.081 0.088 ± 0.113 0.585 ± 0.697
Fixed (Υ-conv.) 0.626 ± 0.908 1.233 ± 0.936 0.113 ± 0.167 0.154 ± 0.251 0.850 ± 1.055
Proposed (D-metric) 0.414 ± 1.099 0.725 ± 0.738 0.075 ± 0.091 0.099 ± 0.138 0.570 ± 1.122
Proposed (Υ-conv.) 1.108 ± 2.539 1.631 ± 2.044 0.130 ± 0.180 0.177 ± 0.272 1.200 ± 1.921
Ignored (RMSE) 5.023 ± 0.122 8.076 ± 0.279 1.000 ± 0.104 1.664 ± 0.429 2.213 ± 0.034
Proposed (RMSE) 0.220 ± 0.173 0.470 ± 0.176 0.015 ± 0.008 0.026 ± 0.011 0.546 ± 0.398
Re-eval. no. 7120.0± 329.0 7740.0± 479.3 8103.3± 590.2 7723.3± 610.3 5100.0± 580.2
Check no. 139.63± 7.85 173.83± 11.75 184.07± 18.81 169.90± 21.64 93.53± 11.99
GTA4a GTA5a GTA6a GTA7a GTA8a
Ignored (D-metric) 2.083 ± 1.263 0.861 ± 0.619 2.342 ± 0.939 1.767 ± 2.750 3.589 ± 2.387
Ignored (Υ-conv.) 3.192 ± 1.663 2.379 ± 0.954 4.155 ± 1.232 3.291 ± 2.927 4.813 ± 2.466
Fixed (D-metric) 0.739 ± 0.736 0.149 ± 0.112 1.018 ± 0.759 0.407 ± 0.215 1.197 ± 0.869
Fixed (Υ-conv.) 1.016 ± 1.102 0.244 ± 0.244 1.431 ± 1.178 0.629 ± 0.327 1.873 ± 1.297
Proposed (D-metric) 1.034 ± 1.815 0.180 ± 0.243 1.118 ± 1.500 1.178 ± 2.884 2.767 ± 3.032
Proposed (Υ-conv.) 1.742 ± 2.477 0.298 ± 0.365 2.196 ± 2.192 1.473 ± 3.001 4.146 ± 3.285
Ignored (RMSE) 2.312 ± 0.071 1.620 ± 0.075 2.875 ± 0.076 2.106 ± 0.854 3.264 ± 0.493
Proposed (RMSE) 0.846 ± 0.654 0.045 ± 0.054 0.845 ± 0.363 0.647 ± 1.433 2.411 ± 1.278
Re-eval. no. 3250.0± 832.2 7103.3± 638.5 3440.0± 350.8 5716.7± 2286.9 1450.0± 971.3
Check no. 48.40± 13.58 133.27± 19.81 54.60± 7.53 121.70± 50.17 20.42± 13.15
GTA1m GTA2m GTA3m GTA4m GTA5m
Ignored (D-metric) 0.433 ± 0.280 0.598 ± 0.408 0.834 ± 0.496 0.911 ± 0.530 0.640 ± 0.432
Ignored (Υ-conv.) 0.634 ± 0.307 1.031 ± 0.479 1.457 ± 0.793 1.384 ± 0.717 1.547 ± 0.732
Fixed (D-metric) 0.067 ± 0.056 0.083 ± 0.070 0.267 ± 0.275 0.343 ± 0.351 0.127 ± 0.078
Fixed (Υ-conv.) 0.091 ± 0.098 0.120 ± 0.146 0.490 ± 0.455 0.604 ± 0.569 0.226 ± 0.163
Proposed (D-metric) 0.074 ± 0.061 0.092 ± 0.075 0.227 ± 0.220 0.298 ± 0.278 0.134 ± 0.083
Proposed (Υ-conv.) 0.108 ± 0.108 0.152 ± 0.167 0.548 ± 0.512 0.690 ± 0.635 0.255 ± 0.174
Ignored (RMSE) 0.496 ± 0.040 0.779 ± 0.052 1.096 ± 0.112 1.109 ± 0.021 1.150 ± 0.128
Proposed (RMSE) 0.013 ± 0.010 0.024 ± 0.017 0.136 ± 0.018 0.195 ± 0.030 0.033 ± 0.013
Re-eval. no. 7890.0± 723.1 7573.3± 660.8 6473.3± 469.0 5536.7± 535.7 7300.0± 611.0
Check no. 190.87± 24.01 174.17± 24.54 127.27± 12.77 93.43± 16.81 151.30± 20.68
GTA6m GTA7m GTA8m
Ignored (D-metric) 1.235 ± 0.486 2.055 ± 0.997 2.963 ± 1.117
Ignored (Υ-conv.) 2.553 ± 0.959 3.773 ± 1.708 4.405 ± 1.618
Fixed (D-metric) 0.563 ± 0.387 0.403 ± 0.242 0.680 ± 0.466
Fixed (Υ-conv.) 1.042 ± 0.636 0.586 ± 0.315 1.228 ± 0.745
Proposed (D-metric) 0.498 ± 0.358 2.088 ± 0.985 3.016 ± 1.146
Proposed (Υ-conv.) 1.170 ± 0.715 3.770 ± 1.716 4.423 ± 1.622
Ignored (RMSE) 1.898 ± 0.059 2.665 ± 0.089 3.112 ± 0.039
Proposed (RMSE) 0.266 ± 0.034 2.663 ± 0.080 3.125 ± 0.044
Re-eval. no. 5920.0± 339.0 0.0± 0.0 0.0± 0.0
Check no. 103.17± 9.88 0.00± 0.00 0.00± 0.00
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this results 104 fitness evalutions spent for re-evaluation the individual solutions as the
population number is 100. From the table, it is clear that the proposed algorithm does not
detect all changes in the fitness landscape as the number of the function re-evaluations
is lower than 104. As mentioned in previous experiment, the generation number of all
the algorithms in the experiment studies is set to 500. Suppose there is only one fixed
detector which is used to monitor the fitness landscape changes. For fixed detector
approach, the total number of fitness evaluations which are used to monitor fitness
landscape is equal to 500. By inspecting the “Check no.” row in the table, it is clear
that the proposed algorithm spent significantly lower number of fitness evaluations for
the detection purpose. For most of the test problems, the optimization performance of
the algorithm with proposed two-stage CDT lies between fixed detector approach and
ignoring change approach. Except for GTA7m and GTA8m test problems, the proposed
two-stage CDT has significantly lower RMSE values than ignoring change approach’s
RMSE values. From the experiment results, it is observed that the two-stage CDT is
able to detect changes and reduce the RMSE for most of the problems (except GTA7m
and GTA8m test instances). The proposed method provides a trade-off solution between
detection accuracy and the required number of function evaluation for detection purpose
when the objective function landscape is not too complicated.
6.5 Conclusion
Detection issue in EDMO have received lukewarm interests in the community. This
chapter discusses the detection issue which has a significant impact in the real world
scenario. This chapter has proposed a DMOEA to solve DMOP by using a set of linear
inverse model set. The inverse model set is used to direct the optimization search towards
promising decision space and model objective-to-decision mapping information for fitness
landscape change detection purpose. By using the proposed method, the number of
fitness evalutions for detection is possible to be reduced especially when the objective
function landscape is not complicated.
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Chapter 7
Conclusions & Directions for
Future Research
7.1 Conclusions
The primary aim of this thesis is to identify potential gaps in the EMO and the EDMO
academic research. Online diversity assessment method is proposed in Chapter 3 to
provide a potential solution to assess the solution diversity during the optimization. The
diversity measurement is used to tune the parameters of the genetic operators. The
simulation results have shown that the parameter adaptation techniques improve the
optimization performance of the algorithm on the complex multi-objective benchmark
test instances. In Chapter 4, the diversity measurement technique is implemented on
MOEA/D to solve the VRP-SD. Although the diversity maintenance approach improves
the MOEA’s performance on bi-objective problem, the performance deteriorates as the
number of objective scales up. The diversity maintenance approach improves the solution
diversity at the cost of algorithm’s convergence speed. This limits the usage of the
approach on many-objective optimization problem and DMOP as these two families of
problem require faster convergence.
For EDMO, performance benchmarking and change detection are two issues which
have received relatively less attention in the community. In Chapter 5, a novel dynamic
multi-objective benchmark problem generator is proposed to study the performance of
the optimizer under time-varying fitness landscape modality, trade-off connectedness and
Pareto degeneracy problems. Two benchmark-specific performance metrics are proposed
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to analyze the microscopic optimization performance of the given MOEA. In Chapter 6,
an inverse modelling approach is proposed to capture the objective-to-decision mapping
information. In order to improve the convergence performance in dynamic environment,
the information is utilized to direct the evolutionary search towards promising decision
space regions. Moreover, the inverse model set is used in the two-stage CDT. First
stage of the CDT applies the inverse model set to sensor the potential change in fitness
landscape without using additional fitness evaluations. By using the proposed CDT, the
number of fitness evaluations for detection purpose is reduced.
7.2 Directions for Future Research
Online diversity assessment and change detection are two research directions which
are relatively less explored in the EMO and EDMO contemporary research. Online
diversity assessment in MOP is not a trivial task as it has to measure the distribution of
the individual solutions along the POF which is not available during the evolutionary
search. This thesis attempted to solve the problem by using the geometrical meaning of
convergence to infer the diversity information. However, the estimation of the convergence
information is noisy and it requires significant amount of computation especially when
the objective number scales up. Future studies could focus on utilization of convergence
information to assess solution diversity in a more efficient way. The proposed method
estimates of diversity loss using the ratio between to line segments. When the objective
number is higher than two, the computed line segments’ ratio may not be a good
representative of the diversity loss.
Change detection is an important issue in the real world DMOP. Existing approach
requires a significant number of fitness evaluations for detection purpose only. This
approach is computationally expensive especially when the fitness evaluation is compu-
tationally costly. In the existing literature, there is no much research works related to
change detection in dynamic multi-objective optimization environment.
Linear inverse model is used in this thesis to capture the objective-to-decision mapping
information. Other linear or non-linear models with regularization [217,218] could be
used to improve the generalization performance of the estimation as the linear model is
sensitive to the outliers [219]. Besides, the proposed detection approach is developed
only for the decomposition-based MOEA. It cannot be used in other frameworks as it
requires weight-vector information for the decision procedure. This is a research direction
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that can be explored in future work.
This thesis only considers one possible way to capture objective-to-decision mapping
information. Since the mapping information is useful for directing algorithm search
towards promising decision regions and change detection purpose, other formulations
to capture this type of information can be explored to improve the accuracy of the
estimation.
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