Evidence of Charge Density Wave transverse pinning by x-ray
  micro-diffraction by Bellec, E. et al.
Evidence of Charge Density Wave transverse pinning by x-ray micro-diffraction
E. Bellec,1 I. Gonzalez-Vallejo,1, 2 V.L.R. Jacques,1 A.A. Sinchenko,3
A.P. Orlov,4 P. Monceau,5 S.J. Leake,6 and D. Le Bolloc’h1
1Laboratoire de Physique des Solides, Universite Paris-Sud, CNRS, UMR 8502, F-91405 Orsay, France
2Laboratoire d’Optique Applique´e, ENSTA ParisTech, CNRS,Palaiseau, France
3M.V. Lomonosov Moscow State University, 119991 Moscow, Russia
4Kotel’nikov Institute of Radioengineering and Electronics of RAS, 125009 Moscow, Russia
5CNRS, Institut Neel, F-38042 Grenoble, France
6ESRF-The European Synchrotron, 71 Avenue des Martyrs, 38000 Grenoble, France
(Dated: May 14, 2019)
The collective current appearing in Charge Density Wave (CDW) systems is based on periodic
nucleation of topological defects above an elastic-to-plastic transition threshold. In this letter we
present the first 2D image of the deformation of a Charge Density Wave (CDW) under an applied
electric field at the origin of this periodic nucleation. This map was obtained using X-ray micro-
diffraction of a NbSe3 sample pre-patterned by a focused ion beam (FIB) submitted to several
external currents. The CDW phase has been recovered using an analytical approach based on the
spatial integration of the phase’s gradient. A continuous CDW’s transverse deformation is observed
across a surface of a hundred microns size with micrometer resolution. This study highlights the
prominent role of the shear effect due to pinning from lateral surfaces of the sample and reveals an
impressive collective pinning, spreading over the whole macroscopic sample dimension despite the
presence of strong defects. This 2D quantitative study of the CDW strain induced by electric fields
highlights the need to consider the three dimensional deformation of the CDW phase for a global
understanding of the collective current.
Topological objects have recently received particular
attention because of their exceptional stability. In mag-
netic materials for example, skyrmions are topologically
protected field configurations with particle-like proper-
ties that are promising for the development of applica-
tions in electronic and spintronic devices [1–4]. Those
topological objects carrying a magnetic singularity are
now experimentally observed, created, and manipulated
in many systems, including multiferroic materials[5], fer-
roelectric materials[6], and semiconductors[7].
Topological objects carrying charges also play an im-
portant role in Charge Density Wave (CDW) systems.
Indeed, when a sufficiently large current is applied to a
sample displaying an incommensurate CDW, a collective
charge transport is observed[8, 9]. Those charges are car-
ried by topological objects known as solitons, traveling
through the sample over macroscopic distances, regularly
spaced from each other [10–14] and periodically created
in time [15].
This collective transport of charges is a complex phe-
nomenon that requires a periodic creation of solitons near
one of the current injection electrode and their annihi-
lation at the other. This creation-annihilation process
takes place close to the two electrodes, where the strain
is maximum, and is undoubtedly based on elasticity and
pinning of the CDW at the two edges of the sample. It is
therefore essential to understand the field-induced CDW
deformations to better understand and control this col-
lective current.
This process, involving CDW compression at one edge
and dilation at the other, leads to a phase asymmetry
in the longitudinal direction, between the two electrical
contacts. This longitudinal CDW deformation has been
observed by several indirect methods, like electromod-
ulated IR transmission[16] and local conductivity mea-
surements [17–19]. On the other hand, a clear longitudi-
nal compression-dilation of the qcdw wave vector [20, 21]
was observed by x-ray techniques, which remain the more
direct method to observe CDW phase deformations . Al-
though these two studies propose different models, both
approaches rely on CDW elasticity and pinning at both
ends of the sample. Note that in both studies, the x-ray
beam was larger than the sample width, thus averaging
the transverse CDW deformations without being able to
observe it.
If the longitudinal pinning is well-known to be directly
associated with the electronic properties of CDW sys-
tems, the transverse one, due to the pinning on the lateral
sample surfaces, also plays an important role in the elec-
tronic properties of CDW materials. The first theoreti-
cal study dealing with shear deformations was reported
in[22]. From an experimental point of view, CDW shear
elasticity influences transport properties: the threshold
current increases with decreasing sample width and cross
section [23–25] and the CDW velocity varies in space
and time in response to pulsed applied currents due to
shear[26]. From x-ray techniques, a global deformation
around a step of the sample surface has been observed
by topography in NbSe3[27], a local shear by coherent
diffraction in TbTe3 [28] and in NbSe3 [29]. However,
there was no qualitative and direct study dealing with
both longitudinal and transverse local deformations of a
CDW submitted to an electric field over a large part of
the sample. Revealing the full 3D strain is fundamental
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2FIG. 1: a) Optical image of the NbSe3 sample showing the line
cut made by FIB, the presence of one step on the surface and
the area probed by the focused x-ray beam with 1µm steps.
b) Schematic drawing of the experimental setup. The sample
frame is rotated with respect to the lab frame by an angle ϕ.
The CDW is along the qx direction, which corresponds to the
~b axis of NbSe3.
because the nucleation of solitons, their dynamics and
thus the properties of the collective current depend on
it.
In order to measure simultaneously the 3D strain com-
ponents, x-ray micro-diffraction has been performed in
the incommensurate CDW system Nobium Triselenide
(NbSe3) in presence of an external dc current. This
model system displays a highly anisotropic structure with
a ribbon-like shape made of quasi-1D atomic chains, lead-
ing to anisotropic conductivities along and perpendicular
to the chain direction (σ‖/σ⊥ ∼ 10−20 [30]). NbSe3 dis-
plays two CDW transitions, the first one appears below
Tc1=145K and the low CDW phase below Tc2 = 59K
[31]. Here, we studied the high temperature CDW phase
at T = 120K that corresponds to a periodic modulation
of the atomic lattice along the ~b direction, with an in-
commensurate wave vector qcdw = 0.243 ± 0.001(× 2pib )
with b = 3.463± 0.001 A˚.
To perform in-situ transport measurements, 4 gold
contacts were evaporated on a 39µm × 3µm ×2.25mm
single crystal glued on a sapphire substrate. A L-shaped
cut was made through the sample by a focused ion beam
(FIB) so that the current could only flow in the upper
half of the sample, above the cut, but not below (see
Fig. 1a). This design allows us to simultaneously com-
pare sliding and non-sliding CDW regions from a single
sample.
The sample was cooled down to 120K, below the first
CDW transition. The threshold current above which the
collective current appears being Is=0.5 mA at this tem-
perature (see Supplemental Material Fig. 2). The Fres-
nel Zone Plate (FZP) was mounted on a piezo-stage to
map the sample surface with 1µm step size, for different
ϕ angles for each reflection to get the full 3D intensity
distribution in reciprocal space at each position of the
sample (see the probed area in Fig. 1(a)). We there-
fore obtained a 5D matrix of diffracted intensity indexed
with the three reciprocal coordinates of the ~q wave vector
and the two spatial coordinates of beam position on the
sample surface [32, 33].
The CDW leads to the appearance of additional peaks
located at ±~qcdw from each Bragg reflection of the un-
modulated lattice. The 3D reciprocal space mapping
was performed on the (0,2,0) Bragg peak and on the
Qs = (0, 1, 0) + ~qcdw satellite reflection associated to
the CDW modulation. The Q020 Bragg wavevector gives
information on the average crystal lattice while the Qs
satellite reflection is a sum of the Bragg and the CDW
wave vector, mixing information from both the host crys-
tal lattice and from the CDW modulation. It is therefore
necessary to decorrelate the two because the disturbed
areas of the host lattice, observed on the Bragg reflec-
tion, also affect the CDW.
From the 5D intensity matrix, the integrated intensity
of Q020 and Qs was obtained by summing the rocking
curve over several ϕ angles at each position of the map
(see Fig. 2(a)). Strongly disturbed regions within the
host lattice are clearly noticeable (see Fig. 4 in the Sup-
plemental material), leading to rocking curves extending
beyond our measurement window. Those perturbed ar-
eas, near the line cut and at the lower right corner of
the sample are visible in both the Q020 Bragg peak and
the Qs satellite (see Fig. 2(a) and (b)) ensuring that
the variations are related to crystal distortions and not
to the CDW. The deformed areas of the host lattice re-
main localized close to the line cut and the border of the
sample. The perturbed areas are most probably due to
constraints induced by the FIB at the line cut.
Similarly, the spatial dependence of each component of
Qs was obtained by measuring the peak position in re-
ciprocal space at each position on the sample (see Suppl.
Mat.). The maps of the transverse component qz are dis-
played in Fig. 2 c)-f) for 4 applied currents. The spatial
evolution of qx and qy as a function of current, as well as
the integrated intensity of the Q020 Bragg reflection, are
displayed in the Supplemental Material. The variations
along qy are dominated by deformation effects which are
also seen on the atomic lattice from the Bragg reflection.
The variation along qx couldn’t be precisely resolved be-
cause of the limited probed region (90µm). However, by
averaging over the less perturbed areas of the host lattice,
the compression and the dilation of the CDW period is
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FIG. 2: a) Integrated rocking curve intensity for the (020)
Bragg and b) of the Qs=(010)+~qcdw as function of position
around the pre-patterned line cut at I=-1mA. The absence of
intensity at the line cut position is clearly visible, as well as
one strongly deformed region in the lower right corner of the
map. From c) to f), the qz transverse component of Qs (the
line cut has been removed for clarity). The maps c) to f) are
scaled to the sample width along z.
observed versus currents. In agreement with [20, 21], the
variations of qx changes sign in the sliding area when the
current is reversed and remains in the 10−4 range over
90µm while qcdw remains stable in the no-sliding area
(see Fig. 6 Supp. Mat.).
The relevant information is on the qz transverse com-
ponent, that displays an unambiguous evolution with ap-
plied currents. At I=1mA, above the current threshold
Is, a clear distortion is visible in the upper part of the
sample, i.e. the sliding area. In this region, the sign of
qz changes with inverse currents: at I=-1 mA, the defor-
mation is opposite to the one at I=1mA (compare Fig.
2 d) and f)), showing that the distortion is not due to
sample heating. Going back to 0 mA, the CDW does not
relax to its ground state as in Fig. 2(c)). This hysteresis
effect is well-known in the literature [34]. In contrast,
the non-sliding area located below the line cut remains
constant for all currents.
In the CDW state, the charge density is described
by a periodic lattice modulation of the form ρ(~r) =
A cos(2kfx+φ(~r)) where A is the CDW’s amplitude, x is
the direction parallel to the CDW’s wavevector and cor-
responds to the direction of the current (see Fig. 1), and
φ(~r) is the phase that describes space-dependent CDW
distortions.
To avoid contribution of the crystal lattice distortion
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FIG. 3: Phase reconstruction of φ(z) averaged along the x
direction. The phase φ(z) is almost constant below the line
cut, and displays a strong variation with currents in the other
part. The sign of φ(z) is reversed when the current is reversed,
keeping however the same value at the upper edge (z=39)
of the sliding zone. By this integration method, the error
bars accumulate from left to right. They were only added
on the ±1 mA curves for clarity. Inset : variation of δqz =
qz(I)− qz(I = 0.15mA) averaged along the direction x of Fig.
2 from which we reconstructed the phase.
in the phase reconstruction of Fig. 3 and 4, we sub-
tracted the 5D matrix at a reference current (obtained
at I = 0.15mA, below the threshold current). The phase
is then recovered from the diffracted intensity by us-
ing an analytical approach based on spatial integration,
making the assumption that the phase variation is small
compared to 2pi in the 200 × 300nm2 illuminated vol-
ume. Therefore, for a beam located at ~r = (x, z),
the phase can be locally expanded to the first order
φ(~r+δ~r) ≈ φ(~r)+δx∂φ∂x |~r+δy ∂φ∂y |~r+δz ∂φ∂z |~r leading to vari-
ations of the qcdw equal to the gradient of the phase[35]:
δqi(~r) =
∂φ
∂i
(~r) , i = x, y, z (1)
The phase φ(~r) is then obtained by integration.
Since the transverse variation δqz ∼ 10−3A˚−1 is much
bigger than the longitudinal one δqx ∼ 10−4A˚−1, we can
focus on the phase shear deformation φ(x, z) ≈ φ(z).
The inset of Fig. 3 shows the variation δqz versus cur-
rents averaged over the x direction. The phase φ(z) has
been obtained by a spatial integration of δqz and is dis-
played in Fig. 3. We arbitrary chose 2 reference values
φ(z = 0) = 0 at the lower border and φ(z = 17) = 0
above the line cut. As expected from qz in Fig. 2., the
CDW phase φ(z) remains constant for all currents in the
non-sliding area (z ∈ [0, 17]). In contrast, the sliding
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FIG. 4: 2D reconstruction of the phase and of the CDW modulation around the line cut for two inverse currents. For clarity,
the CDW wavelength λ is considerably increased to separate the wavefronts (in reality, λ = 14A˚) and the phase φ is divided by
an arbitrary constant C=210 in order to visualize the wavefronts. Only the transverse component ∂φ/∂z is considered, varying
much more than ∂φ/∂x. Under the line cut, the CDW stays static as expected. Above the line cut, in order to minimize the
free energy, the CDW tends to have a deformation along x, ∂φ/∂x 6= 0. But, pinning at the upper border and line cut fixes
the phase there φ(z = upper border) = constant. In order to satisfy those 2 conditions, a distortion along z must take place,
∂φ/∂z 6= 0
area (z ∈ [19, 39]) displays continuous and large varia-
tions. Despite the presence of strong defects, the line cut
and the surface step (see Fig. 1(a)), the phase displays re-
markable continuity over 20µm, i.e. 1.4 104 times bigger
than the CDW wavelength (λ = 14A˚). In the central part
of the sliding region, the φ(z) amplitude is large, reaching
20 CDW periods at the maximum. This wavefront cur-
vature seems impressive but remains small at the scale of
the CDW wavelength. Note also that at the upper edge
of the sample (z=39µm), the value of φ(z) converges to
a constant value for all currents, about −10 × 2pi, con-
firming pinning of the CDW at the sample’s edges. Note
that this appears naturally, with no additional assump-
tion, and validates the boundary condition taken at the
line cut.
The map of φ(z) as well as the corresponding CDW
modulation is displayed in Fig. 4 around the line cut for
two opposite currents. The most striking results are the
large shear effect, associated to the strong pinning from
the sample’s edges and the continuity of φ(z) despite the
presence of strong defects, especially the presence of the
surface step. This collective transverse deformation is
also visible at the end of the line cut (x=30µm), where it
displays a continuous deformation from the sliding area
with shear (x≤30µm, z≥17µm) to the non-sliding one
without shear (x≤30µm, z≤17µm). We can see that in
the sliding part far from the line cut (the extreme left
part of the map) the shear tends to spread over the whole
sample width.
In order to explain how the CDW interacts with an
electric field by transverse deformations, we introduce
the phase part of the free energy under applied electric
field [36]
Fφ =
∫
d3~r[
1
2
A2(Kx(
∂φ
∂x
)2 +Ky(
∂φ
∂y
)2 +Kz(
∂φ
∂z
)2)
− eρs
2kf
U
∂φ
∂x
]
(2)
Where A is the CDW’s amplitude, Ki are the anisotropic
elastic constants, ρs is the condensate density and U the
applied potential (E = −~∇U). The last term differs
from the formula used in [36]. Since the CDW in NbSe3
is incommensurate, the free energy should not depend
on the absolute value of φ but only on its derivatives. A
phase deformation along x induces a local charge density
− eρs2kf
∂φ
∂x [37], hence the last term of Eq. (2).
When a positive electric field is applied (negative U in
Eq. (2)), a ∂φ/∂x < 0 is favorable and the phase tends
to negative values corresponding to a compression of the
CDW wavelength as observed by diffraction in [38, 39].
However, shear effects (∂φ/∂z 6= 0) are not energetically
favorable in Eq. (2)), unless one takes surface pinning
into account. The only way to compress or dilate a CDW
(∂φ/∂x 6= 0) while keeping the phase pinned on lateral
surfaces is to add a shear deformation along z.
In contrast to [40], we show that the shear is much
stronger near lateral surfaces than near thickness steps.
The strong shear effect measured here explains why sev-
eral resistivity measurements [23–25] showed that the
threshold electric field strongly depends on the sample
cross section. Finally, the nature of surface pinning re-
5mains unclear. A possible pinning mechanism was pro-
posed by Feinberg and Friedel [22] where small steps on
the sample surface could involve frontal pinning. This
could be seen by STM or by precise Xray nanodiffrac-
tion near a step at the sample surface.
In conclusion, we were able to follow the CDW phase
deformation and observe pinning at the surface and
at macroscopic defects which confirms the assumptions
of Borodin,Gill and McCarten [23–25] thanks to x-ray
diffraction. This method is perfectly suited to explore
the CDW evolution under current and could be used to
confirm that the same pinning mechanism is observed
in the typical CDW material K0.3MoO3 or even in the
quasi-2D Rare-earth Tritellurides family. Finally, this
method could be used near the electrical contacts where
the phase deformation is stronger.
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