Abstract. For any 1-dimensional simplicial complex G defined by a finite simple graph, the hydrogen identity |H| = L−L −1 holds, where |H| = (|d| + |d| * ) 2 is the sign-less Hodge Laplacian defined by the sign-less incidence matrix |d| and where L is the connection Laplacian. Having linked the Laplacian spectral radius ρ of G with the spectral radius of the adjacency matrix its connection graph G allows for every k to estimate ρ ≤ r k − 1/r k , where
Abstract. For any 1-dimensional simplicial complex G defined by a finite simple graph, the hydrogen identity |H| = L−L −1 holds, where |H| = (|d| + |d| * ) 2 is the sign-less Hodge Laplacian defined by the sign-less incidence matrix |d| and where L is the connection Laplacian. Having linked the Laplacian spectral radius ρ of G with the spectral radius of the adjacency matrix its connection graph G allows for every k to estimate ρ ≤ r k − 1/r k , where r k = 1 + (P (k))
1/k and P (k) = max x P (k, x), where P (k, x) is the number of paths of length k starting at a vertex x in G . The limit r k − 1/r k for k → ∞ is the spectral radius ρ of |H| which by Wielandt is an upper bound for the spectral radius ρ of H = (d + d * ) 2 , with equality if G is bipartite. We can relate so the growth rate of the random walks in the line graph G L of G with the one in the connection graph G of G. The hydrogen identity implies that the random walk ψ(n) = L n ψ on the connection graph G with integer n solves the 1-dimensional Jacobi equation ∆ψ = |H| 2 ψ with ∆u(n) = u(n + 2) − 2u(n) + u(n − 2) and assures that every solution is represented by such a reversible path integral. The hydrogen identity also holds over any finite field F . There, the dynamics L n ψ with n ∈ Z is a reversible cellular automaton with alphabet F G . By taking products of simplicial complexes, such processes can be defined over any lattice Z r . Since L 2 and L 1. Introduction 1.1. The largest eigenvalue ρ of the Kirchhoff graph Laplacian H 0 of a graph G depends in an intricate way on the vertex degrees of G. Quite a few estimates for the spectral radius ρ are known [25, 7, 30, 4, 8, 27, 19, 20, 31] . These estimates often use maximal local vertex degree quantities which are random walk related. We look at the problem by relating the Hodge Laplacian H = H 0 ⊕ H 1 with an adjacency matrix A of a connection graph G defined by G. This allows to use estimates for the later, like [2, 28, 29] or random cases [18] to get estimates for the graph Laplacian. The adjacency spectral radius r(G) is accessible through random walk estimates and therefore has monotonicity properties like r(A) ≤ r(B) if A is a subgraph of B.
While the spectrum of the Kirchoff Laplacian H 0 has already been analyzed with the help of the line graph, an idea going back at least to [1] , the hydrogen relation L − L −1 = |H| considered here is an other link.
1.2. Adjacency matrices are more pleasant for estimates than Laplacians because they are 0 − 1 matrices and so non-negative. As the spectral radius of an adjacency matrix A is a Lyapunov exponent which can be estimated as ρ(A) ≤ ρ(A k ) 1/k ≤ (P (k)) 1/k , where P (k) is the number of paths of length k in the corresponding graph, one can get various estimates by picking a fixed k and go about estimating the maximal number of paths of length k starting at some point. Already the simplest estimates for A leads to effective estimate ρ, especially for Barycentric refinements, where ρ = (d + 3) − (d + 3)
−1 where d is the maximal vertex degree. In general, we get in the simplest case ρ ≤ r − 1/r, where r is 1 plus the maximal of the sum of a pair vertex degrees of adjacent vertices. Global estimates like [2, 28] for adjacency matrices lead to other upper bounds. Because the spectrum of L has negative parts, the Schur inequality discussed below can be useful too. It produces insight about the spectrum of L and so about the spectrum of |H|.
1.3. For a finite abstract simplicial complex G -a finite set of nonempty sets closed under the operation of taking non-empty subsetsthe connection Laplacian L is defined by the properties L(x, y) = 1 if x ∩ y intersect and L(x, y) = 0 if x ∩ y = ∅. The matrix L is the Fredholm matrix L = 1 + A for the adjacency matrix A of the connection graph G and has remarkable properties. First of all, it is always unimodular. Then, the sum of the matrix entries of the inverse L −1 is the Euler characteristic χ(G) of G. One can also write χ(G) = p(G) − n(G), where p(G) are the positive and n(G) are the negative eigenvalues of L [14] . Finally, the matrix entries g(x, y) of the inverse g = L −1 can be given explicitly as ω(x)ω(y)χ(St(x) ∩ St(y)), 2
where St(x) = {y ⊃ x | y ∈ G} is the star of x and ω(x) = (−1)
dim(x) [17] .
1. 4 . In the case of a 1-dimensional complex, G enjoys more properties: the spectrum of the square L 2 satisfies the symmetry σ(
. This relation indicates already that L is of symplectic nature. It is equivalent to a functional equation ζ(s) = ζ(−s) for the zeta function associated to L [16] . The hydrogen operator L − L −1 was of interest to us at first as its trace is a Dehn-Sommerville type quantity x χ(S(x)) [13] , where S(x) is the unit sphere of a vertex x in the Barycentric refinement graph. It is zero for nice triangulations of even dimensional manifolds. The main point we make here is that in one dimensions, L − L −1 always is the sign-less Hodge operator |H| = (|d| + |d|) * , where |d| is the sign-less gradient. For bipartite graphs, the sign-less Hodge operator |H| is conjugated to the usual Hodge operator H. In [14] , we have looked at the hydrogen relation only in the case of graphs which were Barycentric refinements and so bipartite which implied |H| to be conjugated to H.
The hydrogen relation
2.1. The Kirchhoff Laplacian H 0 of a graph G with v vertices is the v × v matrix H = B − A, where B is the diagonal vertex degree matrix and A is the adjacency matrix of G. The relation d 0 f ((x, y)) = f (y) − f (x) defines an incidence matrix d which is defined, once an orientation has been chosen on the edge set E. The choice of orientation does not affect H, nor the spectrum of D = d + d * . The matrix d 0 is a e × v matrix, where e is the number of edges of G. It defines naturally a (e+v)×(e+v) matrix d and so D = d+d * with D 2 = H. The matrix H 0 can now be rewritten as H 0 = d * 0 d 0 . It is so the discrete analogue of ∆ = div • grad in calculus. If we look at the sign-less derivative |d 0 |, which is a 0-1 matrix, then still |d 0 | 2 = 0 in one dimensions and |H| = (|d| + |d| * ) 2 = |H 0 | ⊕ |H 1 | is the sign-less Laplacian. Unlike H 0 , which always has an eigenvalue 0, the sign-less Kirchhoff matrix |H 0 | is invertible if the graph G is not bipartite.
2.2
. The Barycentric refinement G 1 of a finite simple graph G = (V, E) is a new graph Γ with vertex set V 1 = V ∪ E and where a pair (a, b) ∈ V × E is in the edge set E 1 if a ⊂ b. If v is the cardinality of V and e is the cardinality of E, then χ(G) = v − e is the Euler characteristic of G. The new graph Γ has n = v + e vertices and m = v deg(v) = 2e edges. The invariance of Euler characteristic 3
under Barycentric refinements is in 1-dimensions just the Euler handshake formula. The Euler characteristic χ(G) of a simplicial complex G is in general (not necessarily 1-dimensional case) an invariant as the f -vector f = (v, e, . . . ) of a complex is explicitly mapped to a new vector Sf for the matrix S which has (1, −1, 1, . . . ) as eigenvalues of A T . The matrix S is upper triangular and given by S ij = i!S(j, i), where S(j, i) are Stirling numbers of the second kind. 
* is a n × n matrix with
If we take the absolute values of all entries, we end up with the sign-less Hodge Laplacian |H| = (|d| + |d| * ) 2 = |d||d| * + |d| * |d|.
The connection matrix of
It has the same size than the Hodge operator H or its sign-less Hodge matrix |H|. But unlike H or |H|, the matrix L is always invertible and its inverse L −1 is always integer-valued. Also, unlike the Hodge matrix H, which is reducible, the matrix L is always irreducible if G is connected. The reason for this ergodicity property is that L is a non-negative matrix and that L n is a positive matrix for large enough n as one can see when looking at a random walk interpretation: the matrix is the adjacency matrix of the graph graph G for which loops have been attached to each vertex x.
Proof. While we have already seen this in [17] , we have looked there only at the situation when H and |H| were similar. The proof of the hydrogen relation is in the 1-dimensional case especially simple, as we can explicitly write down the entries of the inverse
is the vertex degree of the Barycentric refinement. The Euler characteristic χ(S(x)) of the unit sphere S(x) is equal to the vertex degree of an original vertex x and equal to 2 for an edge, because an edge only has two neighbors provided that G is 1-dimensional. If x is vertex and y an 4
edge containing x, then L(x, y) = 1 and L −1 (x, y) = 1. If x, y are vertices, then L(x, y) = 0 and L −1 (x, y) = −1. If x, y are edges, then L(x, y) = 1 and L −1 (x, y) = 0.
2.5. The name "hydrogen" had originally been chosen because the Laplacian L = −∆/(4π) in Euclidean space has an inverse with a kernel 1/|x − y| of the potential of the hydrogen atom. While the Laplacian in R 3 is not invertible, the integral operator L −1 allows formally to see L − L −1 as a quantum mechanical system, where at each point of space, a "charge" is located. We can think of the Laplacian L itself as a kinetic, and the "integral operator" L −1 as a potential theoretic component of H. This is a reason also why for the invertible connection Laplacian L, the inverse entries g(x, y), the Green's functions, has an interpretation as a potential energy between two simplices x, y.
The energy theorem
which holds for an arbitrary simplicial complex, then suggests to see the Euler characteristic as a "total potential energy". The kinetic operator L is unitary conjugated to an operator M for which the sum x y M (x, y) = ω(G) is the Wu characteristic. As it involves pairs of intersecting simplices, the Wu characteristic can be seen as a potential theoretic part and Euler characteristic as kinetic energy. The hydrogen relation combines the kinetic and potential theoretic part. For locally Euclidean complexes, for which Poincaré duality holds, the two energies balance out and the total energy is zero. For structures with boundary, the energy (the curvature of the valuation) is supported on the boundary, similarly as the charge equilibria of Riesz measures are supported on the boundary of regions in potential theory.
2.7. Since for every connected graph, the operator L is irreducible with a unique Perron-Frobenius eigenvalue, this is also inherited by the sign-less Hodge operator |H|. The corresponding eigenvalue has no sign changes. Now, the maximal eigenvalue can only become smaller if |H| is replaced by H.
Corollary 1 (Relating Hodge and Adjacency). The spectral radius ρ of H is bounded above by r − 1/r, where r is the spectral radius of L.
Proof. From the hydrogen relation, we only get the spectral radius ρ(|H|) = r − 1/r. But as |H| is a dominating matrix for H, a result of Wielandt ( [22] 
We can do better by incorporating also neighboring vertex degrees. Still, already here, the estimate in [1] is better, as the maximal row sum in the 1-form Laplacian is then 2 + (d x − 1) + 1 = d x + 2. The Anderson-Morely estimates gives for Barycentric refined graphs
2.9. Examples: 1) For a star graph S(n), where a single vertex has degree n, the spectral radius of H is n + 1. For n = 4, where the S(4) has spectral radius 5, the Barycentric refinement has spectral radius 5.30278. The estimate d + 3 − 1/(d + 3) = 7 − 1/7 = 6.85714 is less effective than the estimate using neighboring vertex degrees.
2) For the circular graph C(2n) the spectral radius is 4 for all n. As 2n is even, they are Barycentric refinements. The above estimate gives 5 − 1/5 = 4.8 independent of n. This is a regular graph for which the estimate in [20] does not apply.
3) For a linear graph L(2n + 1) we always get the estimate 5 − 1/5, the same estimate as for circular graph. The spectral radius is 3 for n = 1 and increases monotonically to 4 for n → ∞. For n = 1, the dual vertex spectral estimate gives 3.75 which is better than the Brualdi-Hoffmann-Stanley estimate 3.4314 or [20] which gives 3.9333. However, for larger n > 1, the estimate [20] is the best. There are estimates 2d − 2/((2l + 1)n) ([27] Theorem 3.5) or 2d − 1/(ln) ( [20] Theorem 2.3) for irregular graphs of diameter l and n vertices. We see that there are cases, where the estimate does not even beat the trivial estimate 2d. 4) For the complete graphs K 2 , K 3 , the global estimates [2, 28] are best. 6 2.10. We also get:
Corollary 2 (Adjacency estimate). For any finite simple graph G = (V, E), the spectral radius estimate ρ ≤ 1 + r − 1/(1 + r) holds, where r is the maximum eigenvalue the adjacency matrix of G .
Proof. This follows immediately from the hydrogen relation.
2.11. The simplest estimate is when r is the maximum of d x + d y over all pairs (x, y) ∈ E. This is a bit higher than the Anderson 
, where m x is the average neighboring degree of x. More estimates are given in [6] . We can improve such bound by looking at paths of length 2. But such estimates are not pretty. The statement allows for any estimate on the maximal eigenvalue of the adjacency matrix A of G gives and a spectral estimate of the Laplacian H 0 . Better is the estimate r ≤ 1 + max i (1/r i ) j A ij r j , where r j is the row sum of the adjacency matrix which is bounded above by d x + d y .
2.12. Global estimates are still often better in highly saturated graphs, where pairs of vertices where the maximal vertex degree exist. The estimates through L are good if the maximum is attained at not-adjacent places. Considerable work was done already to improve the trivial upper bound ρ ≤ 2d which just estimates the row rums of |H| and so gives a bound for ρ(H). In principle, one can get arbitrary close to the spectral radius of |H|. Let P (k, x) denote the number of paths of length k in the connection graph G starting at x. The spectral radius of L can be estimated by r k = 1 + max x P (k, x).
Corollary 3 (Random walk estimate). For any
2.13. One can so estimate the spectral radius of |H| arbitrary well. To make it effective and geometric, one would have to estimate P (k, x) in terms of the local geometry of the graph. In the bipartite case, these estimates become sharp for H even at least in the limit k → ∞. In any case, we see that we can estimate the spectral radius of a graph Laplacian of a graph G dynamically by the growth rate of random walks in a related connection graph G . It would be nice to exploit this for Erdös-Renyi graphs. It is reasonable as the upper bound estimates depend on the clustering of a large number of large vertex degrees, 7
leading to a high number P (k, x) of paths of length k starting from a point x.
2.14. If G is connected, the maximal eigenvalue of the sign-less Kirchhoff matrix |H 0 | is unique. The reason is that |H 0 | is a non-negative matrix which for some power m satisfies is a positive matrix |H 0 | m having a unique maximal eigenvalue by the Perron-Frobenius theorem. The classical Kirchhoff matrix H 0 itself can have multiple maximal eigenvalues. For the complete graph K n for example, the maximal eigenvalue n of H 0 appears with multiplicity n − 1, while |H 0 | has only a single maximal eigenvalue 2n − 2 and a single eigenvalue 0. All other n − 1 eigenvalues are equal to n − 2.
2.15. Here are the matrices written out. 
16. There are more relations if |H| is similar to H [17] . In particular, the eigenvalues 0 of H which belong to the harmonic 1-forms lead to eigenvalues −1 of L and the eigenvalues 0 of H which belong to harmonic 0-forms lead to eigenvalues 1 of L [17].
2.17. The relation could also be useful to analyze the distribution of the Laplacian eigenvalues, especially in the upper part of the spectrum. We can apply the Schur inequality for L to get
for the ordered list of eigenvalues λ i of L. As eigenvalues of L are first negative this is a suboptimal lower bound for small t. But as there is an equality for t = n, there will be a compensation in the upper part. This gives lower bounds on the largest eigenvalues of L. By the way, also the Fiedler inequality giving the lower bound of d ≤ δ(H) ≤ 2d follows directly from Schur. But for L Schur gives have n − 1 ≤ δ(L) ≤ n. 
1/k from the maximal number P (k) of closed paths of length k in G .
2.18.
Here is quadratic relation which illustrates the relation with a random walk: we know ||λ||
to hold for any simplicial complex G. In the 1-dimensional case, the eigenvalues of L 2 are the eigenvalues of L −2 so that the eigenvalues λ of L satisfy ||λ||
where deg (x) is the vertex degree of the connection graph of G and |E | is the number of edges in the connection graph G . As in the 1-dimensional case, the Euler characteristic satisfies χ(G) = χ(G ) as G is homotopic to G (note that G has triangles and is no more 1-dimensional), the energy theorem tells 3. Random walks
We see that the sequence of vectors ψ(n) = L n ψ indexed by n ∈ Z satisfy the in both space and time discrete Laplace recursion relation ∆ψ = |H| 2 ψ , where ∆u(n) = u(n + 2) − 2u(n) + u(n − 2) is a discrete Laplacian.
It is really interesting that we get here a two sided random walk ψ(n). This defines a scattering problem as we can look both at the asymptotic of ψ(n) for n → +∞ and n → −∞. The limit n → ∞ is well understood as L is a non-negative matrix which is irreducible. The vectors ψ(n)/r n converge to the Perron-Frobenius eigenvector, where r is the spectral radius. However ψ(−n)/r n behaves differently as the eigenfunction is different.
3.2.
There is some affinity with a transfer matrix A for 1-dimensional Schrödinger equation u(n + 1) − u(n) + u(n − 1) = V (n)u(n), where V (n) is a m × m matrix. The model is there also known as a discrete Schrödinger operator on the strip and used to capture features of a two-dimensional discrete operator using methods from one dimensions. There, the 2m × 2m matrix A is symplectic (meaning A T JA = J with the standard symplectic matrix J satisfying J 2 = −1 and J T = −J). The matrix L 2 however is not symplectic in general as its size is not necessarily even. While any symplectic matrix S has a block structure Figure 4 . The matrix L 2n /ρ 2n converges to P , the projection of the Perron-Frobenius operator v ⊗v, where v is the eigenvectors of the largest eigenvalue ρ(L) of L. Going backwards, the matrix L −2n /ρ 2n however converges onto the projection w ⊗ w, where w is the eigenvector of 1/ρ of L. Unlike the Perron-Frobenius operator v which is in the positive quadrant, the eigenvector w takes different signs.
the connection Laplacian L in the circular case satisfies
Still, in general, for 1-dimensional complexes, we have the spectral symmetry σ(L 2 ) = σ(L −2 ) [16] which is shared by symplectic matrices. This motivates to investigate whether L 2 is conjugated to a symplectic matrix.
3.3. A symplectic matrix always has an even size and determinant 1. It has enjoys the spectral symmetry λ ↔ 1/λ, we know to happen for L 2 . The connection Laplacian L has determinant −1, 1. If the size of L is even, then L 2 has a chance to be symplectic because L 2 always has determinant 1 and the evenness obstacle is removed. Indeed:
Proposition 1 (Symplectic Kirby connection). If G is a graph with n vertices and m edges and n + m is even, then L 2 is similar to a symplectic matrix.
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Proof. The spectral symmetry implies that the characteristic polynomial of L 2 is reciprocal. A theorem of David Kirby (see Theorem A.1 in [26] ) implies that the square L 2 of L is similar to a symplectic matrix.
3.4. The space of solutions of the 1-dimensional Jacobi equation
with ∆u(n) = u(n + 2) − 2u(n) + u(n − 2) is 4n-dimensional because we have a second order recursion and two independent lattices. Because the sign-less Hodge operator |H| has non-negative spectrum, it is not so much a "discrete wave equation" as a "discrete Laplace equation". It shows the growth for |n| → ∞ as harmonic functions do. As the wave equation needs an initial velocity and initial position and the Laplacian ∆ has a smallest unit translation 2, it is natural to invoke quaternions:
Lemma 1 (Quaternion initial value). The discrete Laplace equation ∆ψ(n, x) = |H| 2 ψ(n, x) has a unique solution which is determined by a quaternion valued initial field x → ψ(0, x) ∈ H.
Proof. Given a quaternion-valued function ψ(x) = ψ 0 (x) + iψ 1 (x) + jψ 2 (x) + kψ 3 (x) on the simplicial complex, we can span the solution space of the (4th order) Jacobi equation with
Both vector spaces are 4n-dimensional if n = e + f is the number of simplices in the 1-dimensional simplicial complex defined by G.
Remarks
4.1. It should be noted that the hydrogen relation L − L −1 = |H| holds also over other fields F rather than the familiar real numbers. We can for example look at the relation over the finite field F = Z p with a prime p. Because the matrices L and L −1 are integer-valued, we just can look at all the numbers modulo p. Now, the random walk L n ψ is a cellular automaton in the sense of Hedlund [9] . The alphabet is the set of F -valued functions from the simplicial complex G to F . As a random walk, the state L n ψ is a path integral, summing over all paths of length n in the graph G in which some self loops are attached to each node.
Proposition 2 (Reversible cellular automaton).
The hydrogen relation |H| = L−L −1 still holds over finite fields F . The corresponding random walk L n ψ is a reversible cellular automaton over a finite alphabet F G . 14 A cellular automaton defines a homeomorphism T on the compact metric space Ω = A Z , where A = F G is the finite alphabet of all F valued functions on G. The dynamics T commutes with the shift. This is the point of view of Hedlund [9] . By the theorem of Curtis-Hedlund and Lyndon, the shift commuting property is equivalent to the existence of a finite rule involving only a finite neighborhood. In the theory of cellular automata, one looks at the attractor T k Ω which defines a subshift of finite type. Of interest is the structure of invariant measures or whether the automaton is prime. (See i.e. [10] which sees cellular auatomata in the eyes of Hedlund.) 4.2. In the Barycentric limit, both the spectral measure of L and the spectral measure of H converge. In one dimension, the limiting operator of H is given by a Jacobi matrix while L is a Jacobi matrix on a strip. It still has the property L − L −1 = |H|. Because already after one Barycentric refinement, we have a bipartite graph, the signless Laplacian |H| is similar to H. The liming density of states of both L and H are known. The limiting spectral function for H is F (x) = 4 sin 2 (πx/2). It satisfies F (2x) = T (F (x)) with T (x) = x(4−x). In the finite dimensional case, the spectral function is defined as F n (x) = λ [nx] , where [nx] is the floor function and the eigenvalues are λ 0 , . . . , λ n−1 . Since the eigenvalues µ k of L satisfy φ(µ k ) = µ k − 1/µ k = λ k , the spectral function of L is the pull-back under φ. We have made use of this already when looking at the limiting Zeta function for L [16] . [23, 24, 3] , given in the form of general Jacobi matrices Hu(n) = a(n)u(n + 1) + a(n − 1)u(n − 1) + b(n)u(n), one has hopping terms a(n) attached to directed edges, and terms b(n) attached to self-loops. Adjacency matrices of weighted graphs or Laplacians (which have row summing up to zero) are also called "discrete elliptic differential operators" [5] and the zero sum case is a "harmonic Laplacian". The circular graph case has also a "covering version" where one looks at the Floquet theory of periodic operators or more generally at almost periodic or random cases like "almost Mathieu" a(n) = 1, b(n) = c cos(θ + nα), where a(n) = f (T n x), b(n) = g(T n x) are defined by translations on a compact topological group. The flat Laplacian Hu(n) = u(n + 1) − 2u(n) + u(n − 1) on Z is a bounded operator on l 2 (Z) has the spectrum on [0, 4]. We 15 usually don't think about this operator as an almost periodic operator, but its nature is almost periodic if we look at it as a Barycentric refinement limit, where the hydrogen relation |H| = L − L −1 still works. In order to see the Jacobi structure in the cyclic case, we have to order the complex as Z = {. . . {−1, 0}, {0}, {0, 1}, {1}, {1, 2} . . . } as seen in Figure (5) . The hydrogen relation |H| = L − L −1 still holds and L is a Jacobi matrix "on the strip". With that ordering we have |H|u(n) = u(n + 2) + 2u(n) + u(n − 2), which is isospectral to Hu(n) = −u(n + 2) + 2u(n) − u(n − 2).
For 1-dimensional Schrödinger operators

4.4.
For any 1-dimensional complex G with n simplices and any discrete Laplacian H close to the standard Hodge Laplacian |H| satisfying
We just need to compute the determinant of the derivative dφ of the map φ :
Here π is the projection onto X. Given an operator H ∈ X. We want to write it as H = L − L −1 . One can construct L near a known solution by apply the Newton step to the equation
, which are rational functions in the unknown entries L ij as g = L −1 has explicit Cramer type rational expressions.
4.5.
An important open question is how to extend the hydrogen relation to higher dimensional complexes. We would like to write the sign-less Hodge operator |H| as a sum L − L −1 where L has the spectral symmetry that L 2 and L −2 have the same spectrum. If such a symmetric extension is not possible, we can still look at the relation L − L −1 = K anyway. It is just that K is not a Hodge Laplacian any more. In higher dimensions, the spectrum of H can have negative parts. Still, we can interpret the solution L n ψ of the reversible random walk as a solution of the Laplace equation ∆ψ = K 2 ψ.
4.6. Next, we look at the question about the robustness of the hydrogen relation. Can it be extended to situations in which the interaction between simplices is not just L(x, y) = 1 but a number 1 + (x, y)? The answer is yes, (in some rare cases like the circular a conservation law has to be obeyed as otherwise, the symmetry produces a zero Jacobean determinant not allowing the implicit function theorem to be applied. It is quite remarkable that |H| = L − L −1 for finite range Laplacians H, L can be perturbed so that in the perturbation, still both L and H are finite range implying that L −1 has finite range. The simplest case 16
is the Jacobi case, where the graph is a linear graph or circular graph. The hydrogen relation might go over to perturbations in the infinite dimensional case as we have a Banach space of bounded operators. A technical difficulty is to verify that the Jacobean operator of the map L → L − L −1 is bounded and invertible.
4.7. For random Jacobi matrices, where a(n), b(n) are defined by a dynamical system T , the relation L−L −1 = H requires that T is renormalized in the sense that it is an integral extension of an other system. (The word "random operator" is here used in the same way than "random variable" in probability theory; there is no independence nor decorrelation assumed.) Let us restrict to Z, so that time is 1-dimensional and where the a(n), b(n) can be given by an integral extension S of an automorphism T of a probability space or an integral extension S of a homeomorphism T of a compact metric space. (An integral extension of S : X → X is T ((x, 1)) = (x, 2) and T ((x, 2)) = (Sx, 1). It satisfies S 2 = T so that S 2 is never ergodic. Not all dynamical systems are integral extensions; mixing systems are never integral extensions.) 4.8. We believe that for any random Jacobi matrix Hu(n) = a(n)u(n+ 2) + a(n − 2)u(n − 2) + b(n)u(n) close enough to a = 0, b = 2, there is a Jacobi matrix Lu(n) = c(n)u(n + 2) + d(n)u(n + 1) + c(n − 2)u(n − 2) + d(n − 1)u(n − 1) + e(n)u(n) of the same type for which the hydrogen relation H = L − L −1 holds. The condition of being a Jacobi matrix of this type can be rephrased as an equation
is a Greens function of the same finite range. A priori, it only is a Toeplitz operator and not a Jacobi matrix. It would of course be nicer to have explicit formulas for L, similarly as we can compute D satisfying L = D 2 + E for E in the resolvent set of L in terms of Titchmarsh-Weyl m-functions. 4.9. Simplicial complexes define a ring. The addition in this "strong ring" is obtained by taking the disjoint union. This monoid can be extended with the Grothendieck construction (in the same way as integers are formed from the additive monoid of natural numbers or fractions are formed from the multiplicative monoid of non-zero integers) to a group in which the empty complex 0 is the zero element. The Cartesian product of two complexes is not a simplicial complex any more. One 17 Figure 5 . The Hodge operator H of the Laplacian H 0 on the circular graph is seen here with the ordering so that H is again a Laplacian, but on a larger scale (this is the trivial renormalization picture) and the connection Laplacian L. We display here periodic matrices but in the limit we have operators on l 2 (Z) the hydrogen relation |H| = L − L −1 still holds. The matrix L can not be diagonalized with Fourier. We needed the hydrogen relation to diagonalize L [16] .
can however look at the ring generated by simplicial complexes. This ring is a unique factorization domain and the simplicial complexes are the primes [15] . We call it the strong ring because the corresponding connection graphs multiply with the strong product in graph theory. One can now define both a connection matrix L(A × B) as well as a Hodge operator H(A × B). If A has n elements and B has m elements, then L(A × B) and H(A × B) are both nm × nm matrices. If λ k are the eigenvalues of L(A) and µ k are the eigenvalues of L(B), then λ k µ l are the eigenvalues of L(A × B). If λ k are the eigenvalues of H(A) and µ k are the eigenvalues of H(B) then λ k + λ l are the eigenvalues of H(A × B). We can now ask whether the product operators L(A × B) and H(A × B) still satisfy the hydrogen relations. This is not true, but also not to be expected. What sill happens in general for all simplicial complexes that g = L(A × B)
−1 satisfies the energy theorem x∈A×B y∈A×B g(x, y) = χ(A × B) = χ(A)χ(B). Also, in the 1-dimensional case, still L 2 (A × B) has the same spectrum than L −2 (A × B). B is still propagating in the same way than the forward random walk, it is not Perron-Frobenius. There is an arrow of time.
What is interesting about the hydrogen formula L − L
−1 = |H| is that the scales are fixed. If we insist L to be integer valued, we can not wiggle any coefficients, nor multiply H with a factor. In comparison, in [12] we have for numerical purposes time discretized a Schrödinger equation ihu = Lu with bounded Hamiltonian L by scaling the constant such that L has a small norm. We then looked at a discrete time dynamics for a deformed operator which interpolates the continuum differential equation. While the deformation does change the spectrum it does not the nature of the spectral measures (like for example whether it is singular continuous, absolutely continuous or pure point), the method is especially useful, using the Wiener criterion, to measure numerically whether some discrete spectrum is present. The analogy is close: we had defined U = L ± i √ 1 − L 2 so that U + 1/U = 2L. If ψ(t) = exp(itL/h) is the quantum evolution, then ψ(n + 1) + ψ(n − 1) = 2Lψ(n) with
which are Tchebychev polynomials of L. This can be done faster than matrix exponentiation and leads to finite propagation speed, a property which exp(itL/h) does not enjoy. For numerical purposes, it allowed to make sure that no boundary effects play a role or that the process can be run using exact rational expressions. We have used the method to measure the spectrum of almost periodic operators like the almost Mathieu operator, where the spectrum is understood or magnetic twodimensional operators, where the spectrum is not understood. In the present hydrogen relation, we can not scale L. In some sense, the Planck constant is fixed. 19 4.12. It could be interesting to look at the frame work in the context of a random geometric model called "Causal Dynamical Triangulations" [11] . This is a situation where a sequence G k of 1-dimensional simplicial complexes is given by some time evolution. For the following it is not relevant how G k are chosen as long as they are given by a dynamical process and the number of simplices is fixed. If L k are the connection Laplacians of G k , we can look at the system L k+1 − L
ψ and the spectral radius ρ becomes a Lyapunov exponent. 4.13 . If the sequence of graphs with the same number of vertices and edges, the orbit closure defines an ergodic random process. By Oseledec's theorem, the Lyapunov exponent exists. Mathematically, the problem u(n + 2) − 2u(n) + u(n − 2) = V n u(n) is now a ergodic Jacobi operator on the strip, in which the graphs G k are the fibers. The condition that the total number of vertices and edges remain constant is a topological condition. We could also insist that G k have all the same topology. The solution space is then described by a quaternionvalued field: the hydrogen relations are already second order and we have an even and odd branch of time Z which evolve independently. So there are four wave function components needed to determine the initial condition.
4.14. The ergodic situation is interesting because in a random setup, there is a chance to get localization and so obtain solutions ψ(n) = L n ψ which go to zero both for n → ∞ as well as n → −∞. A concrete question is to construct a finite set of graphs {G 1 , . . . G k } with corresponding connection Laplacians {L 1 , . . . , L k } so that for almost all two sided sequences ω ∈ {1, 2, . . . , k} Z there exists ψ ω (0) such that the random walk in a random environment
has the property that |ψ ω (n)| → 0 for |n| → ∞. This does not look strange if comparing with the Anderson localization picture, where symplectic transfer matrices lead by Oseledec to almost certain exponential growth in one direction, but where it is possible that for almost all ω in the probability space, one has a complete set of eigenfunctions (which decay both forward and backward in time). In our case now, it is all just random walks ψ(n) on a dynamically changing graphs.
4.15. The dynamical triangulation picture suggests to start with a single abstract simplicial complex G and think of G as a "space time manifold" with the property G is a disjoint union of finite abstract 20 simplicial complexes G = {G k } k∈Z for which each G k has the same cardinality m. We don't really need to assume the "time slices" G k to be 1-dimensional. Each G k has a connection Laplacian L k . Because there are only a finite set A of simplicial complexes with m simplicies, the space-time complex G defines an element in the compact metric space A Z . As usual in symbolic dynamics, the single sequence G defines its orbit closure Ω (the subset of all accumulation points which is a shiftinvariant and closed subset). A natural assumption (avoiding manyworld interpretations), is that the shift is uniquely ergodic; the complex G alone determines a unique natural probability space (Ω, µ).
4.16.
One can now study the properties of the random walk ψ ω (n) given in (1). The unimodularity theorem assures that L k are invertible and in the 1-dimensional case (if m is even) also symplectic. The structure of the inverse g = L −1 assures that the random walk is two sided and that also the inverse is a random walk as the transition steps g(x, y) = L −1 (x, y) are defined by the Green star formula [17] . The Anderson localization picture suggests the existence of examples, where ||ψ ω (n)|| 2 is bounded. The ψ(n) are solutions to a reversible random walk, but they are also localized. 
The various spectral radius estimates can be compared. In the various tables, we first compute ρ = ρ(H), then |ρ| = ρ(|H|), then r − 1/r with r = 1+(max x P (3, x)) 1/3 , then r−1/r with r = 1+max x,y∈E d(x)+d(y), then the edge estimates and vertex degree estimates which involve the diameter of the graph. § ( * E s t i m a t i n g t h e s p e c t r a l r a d i u s , It is better than 2d − Q but it also uses a larger neighborhood of a vertex.
