We present a computational observer model of the human spatial contrast sensitivity (CSF) function based on the Image Systems EngineeringTools for Biology (ISETBio) simulation framework. We demonstrate that ISETBio-derived CSFs agree well with CSFs derived using traditional ideal observer approaches, when the mosaic, optics, and inference engine are matched. Further simulations extend earlier work by considering more realistic cone mosaics, more recent measurements of human physiological optics, and the effect of varying the inference engine used to link visual representations to psychohysical performance. Relative to earlier calculations, our simulations show that the spatial structure of realistic cone mosaics reduces upper bounds on performance at low spatial frequencies, whereas realistic optics derived from modern wavefront measurements lead to increased upper bounds high spatial frequencies. Finally, we demonstrate that the type of inference engine used has a substantial effect on the absolute level of predicted performance. Indeed, the performance gap between an ideal observer with exact knowledge of the relevant signals and human observers is greatly reduced when the inference engine has to learn aspects of the visual task. ISETBio-derived estimates of stimulus representations at different stages along the visual pathway provide a powerful tool for computing the limits of human performance.
Introduction
Newton's work on the nature of light, some four centuries ago, initiated the quantitative understanding of vision. Since that time much has been learned about light, retinal image formation, fixational eye movements, and photon initiated excitations in the cone photoreceptors (Bowmaker, Dartnall, & Mollon, 1980; Wyszecki & Stiles, 1982; Rodieck, 1998; Engbert & Kliegl, 2004; Martinez-Conde, Macknik, & Hubel, 2004; Artal, 2015) . Work continues to clarify how photoreceptor excitations are transformed into photocurrent and then to retinal and cortical signals that mediate visual perception (Baylor, Nunn, & Schnapf, 1984; Meister & Berry, 1999; Wandell, 1995; Pugh & Lamb, 2000; Angueyra & Rieke, 2013; Li et al., 2014) .
All visual stimuli pass through the optics and retina, giving these structures a prominent role in defining the limits of vision. For example, the three-dimensional nature of human color vision can be understood in terms of the three types of cone photopigments that absorb light (Brindley, 1960; Wandell, 1995) . Also, critical aspects of human pattern sensitivity depend on physiological optics (Robson, 1966; Campbell & Robson, 1968; Williams, 1985; Banks, Geisler, & Bennett, 1987) . Quantification of human color and pattern sensitivity are critical for the imaging industry, including the design of cameras, displays, and printers; understanding the biological basis of visual sensitivity gives us confidence in the generality of the results and enables the diagnosis and targeted treatment of blinding disease.
Equally important, many aspects of visual perception are not explained by the initial stages of visual encoding. For example, human judgments of material appearance, the ability to recognize objects, and stereo vision depend on brain circuits that integrate information across space, time, and the two eyes. Attempts to understand these circuits can nonetheless benefit from a quantitative understanding of the initial encoding, as this determines the information available for perceptual inferences made by the brain.
Although our understanding of many properties of visual encoding may in principle be quantified using explicit computational models, putting such models to use in the practice of vision science is currently daunting. The relevant information is spread across a large literature, and integrating this information for a particular project typically requires a large effort. We developed the Image Systems Engineering Toolbox for Biology (ISETBio; http://isetbio.org) to make the relevant computations and data more accessible. ISETBio is an open-source software system that provides an image-computable model of the first stages of visual encoding.
Image-computable means that the calculations begin with a quantitative description of the visual image. An important special case supported by ISETBio is planar images presented on a computer display or the printed page. ISETBio also inference engine. In particular, we consider inferences engines designed for pattern detection, and compare support vector machine (SVM) methods that learn about the stimulus with ideal observer methods where the stimulus and noise are known exactly.
Pattern sensitivity analysis is but one of many potential applications of ISETBio. We hope that making the software open-source and freely available will help others to develop analyses in new application areas.
ISETBio overview
ISETBio computations are organized into a series of extensible methods that model the critical stages of visual encoding, from the visual scene through the optics, cone mosaic and inference engine (Figure 1 ). ISETBio scene methods represent the visual scene and enable calculations based on this representation. Scene methods include quantitative computer graphics calculations. These interoperate with optical image methods to compute retinal spectral irradiance from descriptions of relatively complex three-dimensional scenes. They also include methods for representing visual stimuli consisting of a spatio-temporal pattern specified as the spectral radiance emitted at each location and time on a flat screen.
In this case, which is the one we use in this paper, the scene specification can be in terms of RGB values and is coupled to display calibration data, most importantly the spectral radiance of each of the display primaries ( Figure 1A ). The ability to represent stimuli presented as images on a flat display is important for modeling many psychophysical experiments. We have also implemented methods that support modeling of psychophysical stimuli presented in Maxwellian view (Tuten et al., 2018) .
The spectral irradiance incident at the retina is calculated from the scene representation using ISETBio optical image methods ( Figure 1B ). This computation accounts for critical physiological optics factors, including pupil size, wavelengthdependent blur, and wavelength dependent transmission through the crystalline lens. The optical image calculations used in this paper account for the wavefront aberrations of the eye's optics, measured using a wavefront-sensor (Thibos, Hong, Bradley, & Cheng, 2002) and specified by Zernike polynomial coefficients. These measurements determine a set of wavelength-dependent point spread functions.
The spatial pattern of cone excitations is computed from the retinal irradiance using ISETBio cone mosaic methods.
These methods transform the spectral irradiance at the retina into cone excitations ( Figure 1C ). The cone mosaic methods include parameters which control factors such as (a) the relative number of L, M and S cones, (b) the existence and size of an S-cone free zone in the central fovea, (c) the cone spacing, inner segment aperture size and outer segment length as a function of eccentricity, (d) the macular pigment density, and (e) the cone photopigment density. These parameters all affect the number of cone excitations.
In a contrast sensitivity experiment, the subject discriminates between a spatially-uniform pattern (null stimulus) and a cosinusoidal grating pattern (test stimulus). In ISETBio, we use the term inference engine to describe methods that link the computed visual system responses to psychophysical performance. Inference engine methods make decisions in a simulated visual task, based on the stimulus representation at different processing stages along the visual pathway. Figures   2A and 2B depict the retinal image contrasts seen by the L, M and S cones, for the null stimulus and for a 16 c/deg grating test stimulus with 100% Michelson contrast. Note that, for this stimulus, aberrations reduce L-and M-cone retinal image contrast by a factor of 2 relative to the stimulus image, whereas the retinal S-cone contrast is reduced by a factor of 10.
Aberrations also shift the spatial phase of the S-cone contrast with respect to that of L-and M-cone contrasts ( Figure 2B ). 
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The methods also account for spectral transmission through the lens. Spectral transmission through the macular pigment is handled as part of the computation of cone excitations. C. ISETBio cone mosaic methods compute cone excitation rates, which are indicated by grayscale in the figure. The S cones appear black; they are excited less than the L and M cones because of selective absorption of short wavelength light by the ocular media. In the mosaic shown (lower image), cone density decreases and cone aperture increases with eccentricity, and there is a central S cone free region.
2H also depict the stimulus representation at the cone mosaic, but for a single response instance in which Poisson noise is added to the mean excitations. It would be challenging to discriminate between the two stimuli by looking at single response instances of just a few cones. Spatial integration across the cone mosaic will improve performance, as can be appreciated In this paper, we consider inference engines that model a two-alternative forced choice version of the contrast sensitivity experiment, and we use response instances at the level of cone mosaic excitations to predict the probability of correct discrimination between gratings and a uniform field. Performance is limited according to how well the inference engine is matched to the task (the classifier's calculation efficiency; Barlow, 1964; Pelli, 1990) , as well as the difference between the representations of the stimuli relative to those of noise, i.e., trial-by-trial fluctuations in the representations. As noted above,
Poisson noise is inherent to cone excitations and is a critical limiting factor for performance at this stage of encoding.
Results

Pattern sensitivity validation
Complex software requires explicit testing of (a) the individual components (unit testing), (b) component communication (integration testing), and (c) the overall system (validation). The ISETBio software includes a number of such tests, as well as methods to check that new software methods do not invalidate previously established tests (regression testing). In this section we describe validation testing of a complex computation that utilizes key ISETBio methods. We show that the ISETBio implementation -including stimulus definition, physiological optics, and cone excitations -matches a precise analytical calculation for an ideal observer's contrast sensitivity to known spatial harmonic patterns (signal-known-exactly)
by Banks et al. (1987) . This test is designed to provide confidence in the basic implementation and the validity of the subsequent explorations of how physiological optics, the cone mosaic, and the inference engine influence human pattern sensitivity.
We computed ISETBIO contrast sensitivity functions (CSFs) using parameters that match those used by Banks et al. (1987) . These included a 2 mm pupil diameter, a point spread function (PSF) derived from early line spread function (LSF) measurements (Campbell & Gubisch, 1966; Geisler, 1984) , a regularly-spaced hexagonal cone mosaic comprising an approximation of L and M cones in a 2:1 ratio, cone center-to-center spacing of 3 µm and a cone inner segment aperture of 3 µm. There was one small difference within the cone mosaic. Banks et al. (1987) calculated for a mosaic in which all cones were of the same type, each with a luminance spectral responsivity (2L+M); we modeled a mosaic consisting of distinct L and M cones in a 2:1 ratio.
Performance (probability correct) was estimated for each grating contrast and spatial frequency separately. We simulated a two-alternative forced-choice task, using an ideal observer classifier that selects which of the two alternatives (test−null or null−test) was more likely to generate the observed cone excitations. The test stimulus was a spatial grating of known contrast, frequency, and position; the null stimulus was a spatially uniform field. The simulated duration of the test and null stimulus was 100 msec on each trial, with the stimuli presented in random order. The ideal observer's percent correct was calculated analytically given knowledge of the mean number of excitations (within 5 msec time bins over the 100 msec stimulus duration) of each cone to each stimulus and the assumption of Poisson noise. We fit the psychometric function (percent correct as a function of stimulus contrast) for each spatial pattern with a cumulative Weibull (Kingdom & Prins, 2010 , http://www.palamedestoolbox.org). We took threshold to be the stimulus contrast corresponding to 70.71% correct. Sensitivity is the reciprocal of threshold contrast. Banks et al. (1987) . In particular the optical PSF was held constant across this comparison. The bottom plot shows the ratio of the 3 mm and 2 mm contrast sensitivities.
well with that of Banks et al. (1987) across all spatial frequencies and luminance levels. In addition, the sensitivity ratios between the different mean luminance levels (bottom panel of Figure 3A ) cluster around the ratios ( √ 10 and 1/10) expected from the square-root law for Poisson-limited sensitivity (De Vries, 1943; Rose, 1948) . We take this agreement as an important system validation of the ISETBio implementation.
As a further check, we assessed the impact of increasing pupil diameter on the CSFs computed using ISETBio ( Figure   3B ). A 2 mm pupil is used for the comparison with calculations and psychophysical data reported by Banks et al. (1987) , as their data were collected using a 2 mm artificial pupil. This size is smaller than we expect for natural viewing of the stimuli. When a 30 year old views a 50 deg, 34 cd/m adapting field binocularly the expected pupil diameter is 3.4 mm (Watson & Yellott, 2012) ; when the adapting luminance is 100 cd/m the expected pupil diameter is 3.0 mm. For Poisson signals, sensitivity should increase with the square root of retinal irradiance, and retinal irradiance is proportional to the square of pupil diameter. Thus we expect the sensitivity ratios for the 3-mm vs. the 2-mm CSF to be 1.5 across all spatial frequencies. This is confirmed to good approximation, which further validates the software implementation. Note that we did not change the optical point spread function for this test, although a change would be expected in a simulation aimed at fully understanding the impact of a change in pupil size.
Taken together, these computations ground the ISETBio ideal observer implementation in the analytical literature and validate the use of ISETBio for exploring how changes in visual system parameters impact the estimated upper bound for the spatial CSF.
Cone mosaic
The Banks et al. (1987) psychophysical data were collected using a constant number of grating cycles across changes in spatial frequency. Thus the spatial extent of the stimuli was larger for lower spatial frequencies. Banks et al. (1987) employed a constant-density cone mosaic. For the human retina, however, cone density declines as a function of eccentricity;
this decline is particularly rapid across the central fovea (Curcio, Sloan, Kalina, & Hendrickson, 1990) . To explore how a change in cone density affects the spatial CSF for constant cycle stimuli, we developed new methods to implement realistic cone mosaics (outlined in section Cone mosaics). These cone mosaic methods retain the approximately hexagonal cone packing of central retina while decreasing the cone density with eccentricity.
We compared the ideal observer CSF calculations for the regularly-spaced hexagonal L/M cone mosaic with 3.0 µm inner segment diameter used by Banks et al. (1987) , with three different eccentricity-dependent mosaics. For these calculations, we simulated a mean stimulus luminance of 34 cd/m 2 and a 3 mm pupil. The optical PSF matched the one used by Banks et al. (1987) . The Banks et al. (1987) mosaic is illustrated in Figure 4A . It contains only L and M cones in a 2:1 ratio, with hexagonal packing at 3 µm cone spacing and a 3 µm cone inner segment diameter. The eccentricity-dependent cone mosaics are illustrated in Figure 4C -4D. The first also comprised only L and M cones (2:1 ratio, Figure 4B ). In this mosaic, cone density decreases according to the measurements of (Curcio et al., 1990) , and cone inner segment diameters were modeled at 1.6 µm. Another eccentricity-dependent cone mosaic included L, M and S cones in the ratio 0.62:0.31:0.07, with S-cones starting to appear at eccentricities > 0.1 deg ( Figure 4C ). For the final eccentricity-dependent mosaic we further modeled eccentricity-dependent changes in the cone inner segment diameters and outer segment lengths ( Figure   4D ). Both of these factors affect cone excitation efficiency. Additional details are provided in the Eccentricity-dependent cone efficiency correction section. Figure 4E shows the effect of cone mosaic on the ideal observer CSF. The CSF plotted in gray replots the simulation of the Banks et al. (1987) constant-density mosaic from Figure 3B . The CSFs plotted in red, blue and green show the CSFs obtained with the three eccentricity-dependent mosaics. At low spatial frequencies these deviate systematically from the CSF of the constant-density mosaic. The size of the deviation is quantified in the sensitivity ratio plots in the bottom panel.
The effect of mosaic density is most pronounced for the two mosaics with constant inner segment diameter and outer segment length. For these mosaics, the drop in relative sensitivity occurs because in the constant cycles paradigm, low frequency stimuli extend further into the periphery where cone density is lower. This leads to lower total cone excitations in response to the stimuli compared to the constant-density mosaic, and thus lower ideal observer sensitivity. The addition of S cones has a negligible effect.
The drop in sensitivity for the low spatial frequencies is mitigated for the mosaic that includes a space-varying change in cone inner segment diameter and outer segment length. The net effect of the change in these factors is to increase the number of excitations per cone as eccentricity increases, partially offsetting the reduction in total excitations caused by reduction in cone density. Even for this mosaic, however, there is a notable decrease in low spatial frequency sensitivity compared to the constant density mosaic CSF. For the remaining calculations, we use the eccentricity-dependent mosaic shown in Figure 4D . Banks et al. (1987) has a regular hexagonal cone packing with 3 µm cone spacing, 3 µm cone aperture, and each cone has a luminance spectral sensitivity.
We replicated the Banks et al. (1987) results using a regular mosaic with randomly assigned L and M cones in a 2:1 ratio. B. A mosaic with eccentricity-dependent cone density with only L and M cones in a 2:1 ratio. This mosaic has fixed cone inner segment diameter and outer segment length, e.g., independent of eccentricity. C. A mosaic with eccentricity-dependent cone density and fixed cone inner segment diameter and outer segment length with L, M and S cones. D. A mosaic with eccentricity-dependent cone density and cone inner segment diameter/outer segment length, also with L, M and S cones. In B,C,D, cones in the central region are separated by 2 µm, which corresponds to the 250,000 cones/mm peak cone density reported by Curcio et al. (1990) . The aperture to cone spacing ratio (0.79) is close to the 0.82 value suggested by Miller and Bernard (1983) , and Curcio et al. (1990) . In C,D the L:M:S cone ratios are 0.62:0.31:0.07 with an S-cone free central region. S-cone spacing outside of this central region was constrained to be relatively regular.
E. Contrast sensitivity functions for the four mosaics in A-D, computed for a 3 mm pupil. Calculations were done using a 3 mm pupil diameter and the same PSF employed by Banks et al. (1987) .
Optics
There have been significant improvements in the ability to measure the optical quality of the eye since early measurements of the human line spread function (Westheimer & Campbell, 1962; Campbell & Gubisch, 1966) . In particular, wavefront aberration measurements in individual human eyes (Liang & Williams, 1997 ) enable calculation of the corresponding point spread functions (PSFs); (Thibos, Ye, Zhang, & Bradley, 1992; Goodman, 2005; . We examined how wavefront aberration based PSFs affect the derived CSF and contrasted this to the CSF derived by Banks et al. (1987) based on work from Geisler (1984) . To do so we used the Thibos et al. (1992) data set, which includes a good sample of on-axis wavefront aberration measurements. However, as Thibos et al. (1992) point out direct averaging of the PSFs (or of the Zernike polynomial coefficients) results in a point spread function that differs qualitatively from any of the underlying measurements: the averaging process removes the idiosyncratic PSF structure found in most eyes. In addition, the optical modulation transfer function (MTF; absolute value of the complex OTF) obtained from the average of the individual eye Zernike coefficients is sharper than the average of the optical MTFs obtained from the same set of coefficients. This happens because the mean Zernike coefficient for defocus is near zero; some subjects have positive defocus while others have negative defocus, and the resulting MTF represents optics that are sharper than typical. Given these issues, we decided to derive CSFs based on PSFs from 5 subjects which were selected to cover the range of PSFs reported by Thibos et al. (2002) . The selection process is described in detail in the Selecting representative Thibos subjects section. in A, is identical across all wavelengths, whereas the wavefront-based PSFs, displayed in B-F, vary with wavelength. We take the PSF of Subject 3 (depicted in D) to represent typical human optical quality. G. Contrast sensitivity functions for five individual point spread functions derived from wavefront aberration data reported by Thibos et al. (2002) , compared with the CSF obtained using the PSF employed by Banks et al. (1987) . For these calculations we simulated the eccentricity-dependent density and efficiency LMS cone mosaic. Figure 5A depict the PSF used by Banks et al. (1987) , and Figures 5B-5F depict the PSFs (at 550 nm) of the five subjects selected from the Thibos data set. All the PSFs were computed assuming a 3 mm pupil. Note that the PSF used by Banks et al. (1987) has no dependence on wavelength, whereas the wavefront-derived PSFs account for both higher order aberrations and longitudinal chromatic aberration. Figure 5G compares the ideal observer CSF obtained with the PSF used by Banks et al. (1987) with ideal observer CSFs obtained using optics of the five selected Thibos subjects. All CSFs agree well at low spatial frequencies, but the wavefront-derived functions fall off less rapidly than the Banks et al. (1987) CSF for spatial frequencies above 5 c/deg. This difference is substantial at frequencies above 30 c/deg, approaching a factor of 5 at 60 c/deg. The higher sensitivity arises because the wavefront-derived PSFs ( Figures 5B-5F ) are somewhat narrower than the PSF used by Banks et al. (1987) (Figure 5A ). These results also show that variations in optics may lead to considerable individual variation in the CSF at high spatial frequencies. In summary, CSFs derived based on modern measurements suggest that typical observer optics enable a higher sensitivity at high spatial frequencies than the Banks et al. (1987) estimate. We selected the PSF of Subject 3 as a "typical" human PSF. All calculations from this point on were conducted using that PSF.
Inference engine
The ideal observer calculations reported thus far characterize the information available in the mosaic excitations when the spatiotemporal dynamics of the mean response and the statistics of the noise for the test and null stimuli are known exactly. This analysis provides an upper bound on performance, but the signal-known-exactly assumption is unlikely to match the computations of the neural mechanisms that process the cone mosaic signals. Figure 6 illustrates the idea underlying the SVM-based inference engines in the context of our two-alternative forced choice paradigm. Two scenes, one specifying the test stimulus, S t , and one specifying the null stimulus, S n , are processed through the ISETBio simulation pipeline. N response instances are computed for each of the test and null stimulus,
The samples for each stimulus differ because of Poisson noise. The sample data are divided into two sets, one used for training and another used for evaluation (held out data). Response vectors are formed comprising null and test excitations in the order of the two possible types of trials (test−null or null−test). For computational efficiency, a dimensionality reduction algorithm may be used to extract a low-dimensional representation of these responses; twodimensions are illustrated in Figure 6 (red and blue data points). A linear SVM classifier is trained to derive a separating hyperplane (black line) which maximizes the separation between the two types of trials, and the classifier's accuracy is evaluated on the held out data. The entire procedure is repeated for a range of stimulus contrasts, defining a psychometric function (percent correct as a function of stimulus contrast, gray points). A cumulative Weibull function is fit to the data, and the contrast level at 70.71% correct is considered the threshold.
We analyzed the sensitivity of the ideal observer to that of two different SVM-based computational observer inference engines. The first SVM-based inference engine reduces the dimensionality of the signals in the full cone mosaic to 60 by projecting response vectors to the space of the 60 principal components derived from the entire date set (SVM-PCA engine).
The second SVM-based inference engine reduces the dimensionality of the signals in the full cone mosaic to 20, the number of 5 msec time bins within the 100 msec presentation time, by taking the inner product of the mosaic response at each time bin with a spatial pooling template. The template used for each spatial frequency was derived from the contrast profile of the test stimulus at that spatial frequency as described in section Inference engine (Figure 13 ). These two SVM-based To simulate a two-alternative forced choice paradigm, composite response vectors are formed, with the response component to the test stimulus followed by the response component to the null stimulus, and vice versa. A dimensionality reduction algorithm may be used to extract a low-dimensional feature set from these composite responses; in this illustrative example, a two-dimensional set is shown.
The data are divided into training and evaluation sets. The training set is used to train a linear classifier which learns the parameters of a hyperplane (shown as black line) that optimally separates instances of the two stimulus (null−test and test−null) orders (red and blue data points). The performance of the classifier is then obtained on the evaluation set. This process is repeated for a series of stimulus contrasts, leading to a simulated psychometric function, from which threshold is extracted. The red point in the plotted psychometric function shows performance for the classifier illustrated in the figure. Threshold is taken as the contrast that corresponds to 70.71% correct, based on a fit to the simulated psychometric function.
inference engines differ in how much must be learned from the training set. The SVM-PCA inference engine is provided with no a priori information about the stimuli, while the SVM-Template inference engine, like the ideal observer inference engine, has perfect knowledge of the stimuli. Unlike the ideal observer, however, the SVM-Template inference engine is not provided with knowledge about the structure of the noise, nor of the optimal criterion to apply to the underlying decision variable. Figure 7A illustrates effects of the inference engine. In these simulations we used a 3 mm pupil, the typical human PSF (Subject 3 of Figure 5 ) and the cone mosaic with eccentricity-dependent density and efficiency ( Figure 4D ). We make three observations. First, as expected, the performance of both SVM classifiers is worse than the performance of the ideal observer, with CSF ratios that vary between 0.1 and 0.35 across the spatial frequency range ( Figure 7A, bottom panels) .
Second, the ratio of performances of the SVM-Template classifier to the ideal observer inference engine is roughly constant with spatial frequency, whereas the ratio for the SVM-PCA inference engine varies strongly with spatial frequency. Third, the performance of the SVM-PCA inference engine is worse than that of the SVM-Template inference engine for low spatial frequencies, but better for spatial frequencies above 16 c/deg.
The spatial frequency dependence of SVM-PCA inference engine performance may be due to an interaction between stimulus dimensionality and learning. At low spatial frequencies the activated mosaics are large and the response vectors have a high dimensionality. In this case the SVM-PCA classifier might be inefficient when we use only 1024 response instances to extract the principal components and to train the SVM. On the other hand, 1024 instances of the smaller dimensionality responses to higher spatial frequency stimuli appears sufficient to train a good classifier, resulting in a relative increase in performance with spatial frequency. We suspect that the performance of the SVM-Template inference engine is approximately constant with spatial frequency, relative to the ideal observer inference engine, because the SVM-Template is provided with information about the spatial structure of the stimuli.
To investigate further, we examined performance of the different inference engines as a function of the size of the training set for 2 spatial frequencies, 8 and 32 c/deg. The psychometric curves of the SVM-PCA inference engine depend strongly on the data set size, shifting to the left as the data set size increases ( Figures 7B and 7D ). The SVM-Template inference engine performance is relatively stable, changing only slightly with the size of the training set ( Figures 7C and 7E ). 
Comparison of computational and human observer performance
Figure 9 compares performance of a full simulation to the data and simulations reported by Banks et al. (1987) . All
CSFs depicted here were computed for a 2 mm pupil for direct comparison to the human data measured by Banks et al. (1987) . The computational-observer CSF shown in blue, was derived used a realistic mosaic ( Figure 4D ), the optics of our typical Thibos subject (Subject 3, but with PSF computed from the wavefront aberrations for a 2 mm pupil), and the SVMTemplate inference engine. This pipeline has a 5-10 fold general sensitivity drop as compared to 1-2 fold sensitivity drop obtained using the ideal observer inference engine (red points), showing the large effect of inference engine on absolute sensitivity. There are modest changes in relative sensitivity between our ideal observer CSF and our replication of the Banks et al. (1987) CSF (gray points). These are a reduction at the lowest spatial frequencies due to the eccentricity-varying cone density, and a slight increase at the highest spatial frequencies (50 and 60 c/deg) due to wavefront-based optics. Overall, the SVM-Template computational observer pipeline brings the computed CSF to within a factor of 2-3 of measurements from the two human observers of Banks et al. (1987) . The ideal observer CSF was derived using the parameters of Banks et al. (1987) and is shown in gray disks (replotted from Figure 3A ).
The red disks depict the CSF derived using the eccentricity-dependent mosaic ( Figure 4D ), the typical wavefront-based optics ( Figure   5E ) and the ideal observer inference engine. It exhibits a modest relative sensitivity decrease at the lowest spatial frequencies, but is otherwise close to that computed by Banks et al. (1987) . A 5-fold drop in sensitivity occurs when the inference engine is switched to the data-driven SVM-Template inference engine (blue disks). The CSFs measured in real subjects by Banks et al. (1987) are shown in triangles, and the black line depicts the mean of these subjects' CSF, estimated by fitting the subject data with a double exponential curve. The CSF measured in human subjects is lower than the SVM-Template CSF by a factor of 2-3.
Discussion
The limits of spatial resolution
We applied the ISETBio computational methods to clarify how specific properties of the cone mosaic and the physiological optics limit pattern resolution. First, the spatial structure of the cone mosaic is an important factor in limiting the CSF.
The CSF is commonly measured using gratings that cover different amounts of the mosaic, and the change in the cone density across the mosaic is noticable for typical variation in size with frequency. This variation is partly compensated by the change in cone aperture, but even so there remain differences between computations based on uniform and eccentricitydependent mosaics. Second, modern wavefront measurements indicate better human optics than earlier measurements, and all else equal incorporating the wavefront measurements leads to less attenuation in the ideal observer CSF at high spatial frequencies. Third, the choice of inference engine has a large effect on the absolute level of performance. Certain choices bring the computational observer into much closer agreement with measured performance (SVM linear classifiers).
Other choices show that more information is available in principle (e.g., the signal-known-exactly ideal observer). The idea that behavior can be completely described analysis of performance based on the visual representation at the cone mosaic is, of course, wrong. But the ability to calculate the information available to an ideal or computational observer at specific stages of visual processing continues to provide useful benchmarks that clarify the aspects of performance that require explanation in terms of other factors.
Future directions
We are currently investigating the impact of additional ISETBio computational modules on pattern sensitivity. These include models of fixational eye movements and of the non-linear transformation from cone excitations to photocurrent (Cottaris, Rieke, Wandell, & Brainard, 2018) . ISETBio also includes methods based on computer graphics and ray tracing that quantify the retinal images of three-dimensional scenes (Lian, Farrell, & Wandell, 2018) . This work can extend ISETBio applications into additional vision science areas, such as accommodation and depth perception.
Retinal and cortical visual processing transforms the cone excitations in many ways that impact visual performance.
ISETBio is designed to be extensible, and the current implementation contains placeholders for models of multiple parallel mosaics of retinal bipolar and ganglion cells. For example, understanding the limits of color sensitivity may be accessible through these calculations. Opponent processing of signals from different cone classes is a key step in color coding (Stockman & Brainard, 2010) , and quantifying how this combination is implemented in neural circuits remains elusive.
Implementing image-computable models of bipolar and ganglion cells is clarifying where there are gaps in our current knowledge of how these cells operate.
Applications
The enormous growth of the imaging industry is based on the ability to design and implement new optical and electronic devices; during this process designers inevitably turn to vision science for guidance in setting parameters. Critical information includes the standard color observer (Judd & Wyszecki, 1975; Wyszecki & Stiles, 1982) , knowledge of pattern resolution (Geisler & Banks, 1995; Wandell, 1995; Watson & Ahumada, 2004 and position resolution (Westheimer, 1981; Klein & Levi, 1985; Jiang et al., 2017) . The computational methods in ISETBio integrate quantitative models of scenes and display devices and are useful in supporting the design and evaluation of new imaging devices.
Medicine is a second important application area. As treatments for partial sight restoration become feasible, for example through gene therapy or retinal prostheses, it will be important to understand the degree to which the additional information provided to the nervous system by these technologies support performance. The ability to use simulations to model the information carried by restored representations and understand the upper limits on visual performance available from them should facilitate the design of therapies that can ameliorate partial and full blindness (Cottaris & Elfar, 2005; Jiang, Wandell, & Farrell, 2015; Golden et al., 2018; Beyeler, Boynton, Fine, & Rokem, 2018) .
Machine learning
Inference-engines with linear SVM-based classifiers bring computational observer performance much closer to human performance levels. Such inference-engines implement a decision variable that is a weighted sum of the representational input (here, cone excitations). Spatial pooling by linear weighted sums is an approximate model for the receptive field properties of several neuronal populations (Movshon, Thompson, & Tolhurst, 1978; Andrews & Pollen, 1979; Shapley, Kaplan, & Soodak, 1981; Wandell, 1995) . In addition, the linear classifiers are learned from training data, and do not need to assume that prior knowledge about the stimuli is provided to the visual system. Basing decisions on the weighted sum of cone signals that are learned by linear classifiers may approximate the inference engines used by real observers' neural processing better than the ideal observer calculation.
Work in machine-learning offers another opportunity for collaboration. Several machine-learning successes use convolutional neural networks to analyze images (Kriegeskorte, 2015) . The architecture and parameters of these networks offer inspiration about how to model cortical circuits, and conversely there are opportunities to explore how findings from cortical circuits might be used to implement artificial neural networks (Yamins et al., 2014; Khaligh-Razavi & Kriegeskorte, 2014) . A limitation in the interaction between vision science and machine-learning arises from the stimulus representation.
Convolutional neural networks are typically trained using digital image values (RGB), which have no biological basis. The machine learning work can be more closely integrated with biology by training on inputs comprising realistic visual inputs.
The ISETBio simulations are well-suited for converting RGB images into retinal responses that serve as biologically realistic inputs to train artificial neural networks.
Theory and computation
Theory is how we develop a principled understanding of complex systems. Computational models built on theoretical principles can provide additional insights about the impact of specific system components and deviations from the ideal.
Coordination between theory and computation arises in many fields. Rocket design incorporates Newton's gravity formulation as well as computational models of material properties, friction and heat. Telecommunications systems incorporate Shannon's information theory, as well as information about switching times, conduction delays, and circuit noise.
In vision science ideal observer theory informs us how to conceptualize the inputs and decision variables that define system performance. With the enormous growth of computational power, this formal theory -which inevitably involves many approximations -can be extended to account for specific system characteristics. Modeling the impact of these system components is important for bridging basic discovery and applications, say for display engineering or medicine.
Methods
Stimulus
The simulated scenes were designed to match the stimuli used by Banks et al. (1987) : cosinusoidal patterns windowed using a half-cosine spatial modulation which span 7.5 cycles of the grating. The windowing makes the spatial extent of each stimulus inversely proportional to its spatial frequency, a choice motivated by the observation that (a) contrast sensitivity increases with extent up to a critical size, and (b) the critical size is approximately constant when expressed in terms of stimulus cycles (Howell & Hess, 1978) .
ISETBio scenes are spatially sampled spectral radiances (radiometric). The stimuli employed by Banks et al. (1987) are specified in colorimetric units (e.g., luminance). A spectral representation is necessary to model chromatic aberration, inert pigments, and absorption of light by the three classes of cone photoreceptors. To promote the colorimetric specification to spectral radiance, we simulated the scenes as arising from a typical color CRT from the era when their paper was published.
The critical display information is the R, G and B channel spectral power distributions, the RGB display quantization, and the pixel spatial sampling. Because our interest here is not the effect of display properties per se, we modeled a CRT with 18-bit linear control of the R, G and B primary intensities. We also set the pixel spatial sampling to be inversely proportional to the stimulus spatial frequency: consequently, all stimuli were represented on a 512x512 spatial grid with this grid mapped onto the corresponding retinal region in a manner that took the stimulus size into account. The spectra we model differ somewhat from those in the Banks et al. (1987) experiment, as the experiment was performed using a monochrome CRT with a P4 phosphor.
according to the formula given by Howarth and Bradley (1986) :
where λ f ocus = 550nm.
Selecting representative Thibos subjects
For the CSF simulations we wanted to choose wavefront-based optics for a typical subject . As noted previously, using a wavefront function based on the mean of the Zernike coefficients across all subjects is not satisfactory because the cancelation of positive and negative defocus coefficients in the averaging leads to a higher optical MTF than is observed in most subjects. At the same time, deriving typical optics directly from the mean MTF is not straightforward because the MTF does not completely determine the spatial structure of the PSF, so that additional assumptions are required.
To deal with this issue we computed CSFs using optics from 5 sample eyes from the Thibos data set that we choose to span the range of measured optical quality. The PSFs of these subjects are depicted Figure 5 , where we use the term subject to refer to a specific eye of a particular subject. The subjects are referred to as Subjects 1, 2, 3, 4 and 5, and we selected Subject 3 as typical. The Zernike coefficients for these 5 subjects are provided in Table 1 : Zernike coefficients for the 5 employed Thibos subjects. These are taken from the 3mm pupil data set of .
The numbers within the parentheses next to each subject correspond to the index of the 'OU' field in the data set, which contains left and right eyes for the population of 100 subjects. Data for 4.5mm, 6 mm and 7.5 mm pupils are available for these subjects in the full dataset.
We selected the subjects by ranking the entire population of 200 eyes measured by Thibos et al. (1992) and by chosing the PSFs at each wavelength. We then projected each subject's PSF and the mean Zernike coefficient PSF to the basis set, separately for each wavelength. A PSF matching score was computed for each subject based on the mean (over wavelengths) RMS error between that subject's projection coefficients and the projection coefficients of the mean Zernike coefficient PSF. Then, we computed the mean MTF (absolute value of the OTF) across all subjects. An MTF matching score was computed for each subject as the mean (over wavelengths) RMS error between that subject's MTF and the mean MTF.
The calculations were done for a 3 mm pupil. Subjects were ranked according to their PSF score (Figure 10) , and the 5 representative subjects were selected as follows. Subject 1 was selected because his or her PSF best resembled the PSF obtained from the mean of the Zernike coefficients. Note that this subject's MTF score is very low. Subject 2 also has a high PSF score but a much higher MTF score. Subject 3 has PSF and MTF scores of similar magnitude. This is the subject we take to represent typical human optics. Subjects 4 and 5 have progressively worse PSF scores and low MTF (Figure 10 ). 
Computation of cone excitations (photon isomerizations)
The main factors that determine how the retinal image, RI(x, y, λ), is transformed into a pattern of cone photoisomerization rates are (i) the macular pigment, which differentially absorbs short wavelength photons, (ii) the spectral quantal efficiency, or spectral absorptance, of the cone photopigment, which controls the proportion of incident photons that get absorbed by the photopigment, (iii) the cone aperture diameter, which determines the photon collecting area of a cone and which also acts as a spatial low-pass filter, and (iv) the cone lattice, which controls the spatial sampling of the retinal irradiance image.
The macular pigment transmittance, T macular (λ), is depicted in Figure 11A . Minimum transmittance is 0.45 at 460 nm.
In our calculations, we do not model the variation of T macular (λ) with eccentricity (Bone, Landrum, Fernandez, & Tarsis, 1988) . The spectral quantal efficiencies (absorptances) of different cone classes, q c (λ), with c = {L,M,S}, are depicted in Figure 11B and are computed based on the Stockman-Sharpe normalized absorbance values, SS c (λ), Stockman & Sharpe, 2000) , as:
where q peak is the peak cone quantal efficiency, 0.667 for all cone types, and OD c k is optical density of cone type c k , 0.5 for L-and M-cones and 0.4 for S cones. These values are within the range of optical densities reported, 0.29 − 0.91 for L-cones, 0.36 − 0.97 for M-cones (Renner, Knau, Neitz, Neitz, & Werner, 2004) .
Cones exhibit waveguide properties (Enoch, 1961) , according to which light incident on the cone inner segment is guided to the outer segment, where it gets absorbed. To model this, we employed a spatially uniformly-weighted circular averaging filter, A(x, y), whose diameter corresponds to the inner segment diameter and whose volume is 1. In the Banks et al. (1987) mosaic, the inner segment diameter is 3 µm, whereas in the ISETbio mosaics, it is 1.6 µm in the fovea. The aperture filters and the corresponding modulation transfer functions for these mosaics are depicted in Figure 11C . Note that the modulation transfer function at 60 cycles/deg is 0.63 for the mosaic employed by Banks et al. (1987) mosaic and 0.89 for the eccentricity-varying cone mosaics. Although we varied the size of the inner segment diameter with eccentricity in when we computed cone excitations, we used a constant inner segment diameter, taken as the value at the fovea, when computing blur by the cone apertures. This choice was made for reasons of computational efficiency. To compute the spatial distribution of cone excitation rate, CER c (x, y), for each cone class, c, the retinal image, RI(x, y, λ), was first filtered with the the macular pigment transmittance, T macular (λ). The for each cone class we multiplied by the corresponding spectral quantal efficiency, q c (λ) and integrated over wavelength. The result was then spatially convolved with the cone aperture, A(x, y):
To compute the cone mosaic excitation we estimate the mean count of cone excitation events within the simulation time interval, here τ = 5 msec. Specifically, for a cone k, of class c k located at coordinates (x k , y k ), the mean count of cone excitation events, CE(k), within τ msec is computed by spatially-sampling the continuous function CER c k (x, y) at (x = x k , y = y k ), multiplying by the cone inner segment area, α, and by the time interval, τ :
Finally, an excitation response instance, i, for the k-th cone, CE i (k), is generated by adding a random number of excitation events drawn from a Poisson distribution whose mean is equal to the mean count of excitation events:
Eccentricity-dependent cone efficiency correction
The above computation or isomerization does not take into account the fact that as eccentricity increases, inner segment area increases (Curcio et al., 1990) , whereas outer-segment length decreases (Banks, Sekuler, & Anderson, 1991; Jonnal et al., 2017) . We approximated these effects by defining an eccentricity dependent correction factor, b k , for the k-th cone located at (x k , y k ) defined as:
where
is the correction factor required to account for the change in inner segment area, α(x k , y k ), at location (x k , y k ), relative to its foveal value α(0, 0). The quantity b OS c k (x k , y k ) is the correction factor required to account for the decrease in outer segment length for cone class c k at location (x k , y k ), relative to its foveal value, and is computed as the mean value of b 
with OD e c k (x k , y k ) = OD c k · outer segment length at (x k , y k ) outer segment length at (0, 0)
Ideally, b 
This allows us to compute a cone excitation count which takes into account the eccentricity-dependent changes in cone efficiency due to changes in inner segment aperture and outer segment length. In these computations, we assume that photopigment concentration and extinction coefficients remain constant across eccentricity, and we ignore photopigment bleaching which is small at these light levels (Rushton & Henry, 1968) .
Cone mosaics
We examined two types of hexagonal cone mosaics, (i) the regularly-spaced hexagonal mosaic employed by Banks et al. (1987) , in which cone density is constant across all eccentricities with a spacing of 3 µm and an inner segment diameter of 3 µm, and (ii) eccentricity-dependent mosaics, in which cone density varies with eccentricity as described in Curcio et al. (1990) . In eccentricity-dependent mosaics, the minimum cone spacing at the foveola is 2 µm. This corresponds to a peak cone density of 250,000 cones/mm 2 (Curcio et al., 1990) . The ratio of cone diameter to inner segment aperture ratio is 0.79, close to the 0.82 value suggested by (Miller & Bernard, 1983; Curcio et al., 1990) , across all eccentricities.
The eccentricity-dependent lattices are constructed using a three-step process. First, a regular hexagonal lattice is constructed with the minimum (foveal) cone separation ( Figure 12A ). Next, the regular hexagonal lattice is subsampled using an eccentricity-dependent probability of eliminating cones. The function is chosen so that the expected density at each eccentricity matches a target density. The resulting spatial mosaic approximates the desired eccentricity-dependent cone density but the resulting cone coverage is non-uniform with clumps of cones in some locations separated by regions without any cones ( Figure 12B ). Subsequently, cone positions are adjusted to improve the local uniformity using an iterative initialized with a regular hexagonal lattice of the minimum cone spacing. B. Next, the mosaic is probabilistically subsampled based on cone density data from Curcio et al. (1990) . C.-E. Subsequently, cone positions are iteratively adjusted while trying to maintain proximity of the achieved cone density map (red contours) to the desired cone density map (blue contours). F. Finally, cones are assigned types, L, M, or S, depicted as red, green and blue symbols, according to the specified mosaic properties.
procedure (Persson, 2005; Figures 12C-E) . In this approach, a cone and its neighboring cones are subjected to simulated movement driven by mutually repulsive forces. Finally, cones are assigned a type, L, M, or S, depending on the specified L/M/S cone density property, as well as the desired S-cone mosaic properties, such as a minimum distance between neighboring S-cones and the size of an S-cone free central region ( Figure 12F ).
Inference engine
An ideal inference engine for cone excitations modeled as Poisson processes is constructed from knowledge of the mean isomerization counts to the test and null stimuli. This signal-known-exactly calculation defines an upper bound on the information that can be extracted. For more realistic calculations, say accounting for uncontrolled fixational eye movements, the cone excitations have additional uncertainty and across trials the noise is no longer Poisson. With these additional terms, a simple closed form mathematical expression describing the cone excitation signals across trials may be beyond our reach.
For the general case it is possible to choose an inference-engine that learns a linear classifier from training examples.
In this study we employ Support Vector Machines (SVM) (Scholkopf & Smola, 2002; Manning et al., 2008 ) that learn a linear classifier ( Figure 6 ). A general challenge in the implementation concerns the high dimensionality of the cone excitations.
In this study, for example, the smallest cone mosaic had 5,640 dimensions (20 time bins × 282 cones) and the largest cone mosaic had 1,059,380 dimensions (20 time bins × 52,969 cones). To train inference-engines based on SVM linear classifiers, we start with dimensionality reduction. In the present study, we compared two different techniques. . . T , we begin by computing the mean, over the N instances and T time bins, response of each cone, k, to the null stimulus, R n (k). This mean response to the null stimulus is subtracted from both the test and the null response instance vectors, and the inner product between the mean-subtracted cone excitations and the template is computed to simulate spatial pooling using the V (k) template:
The spatially-pooled response instance vectors R 
