Abstract. We consider a sequence of blow-up solutions to the Liouville-Gel'fand problem with variable coe‰cients, and their linearized eigenvalue problems. We show the precise coincidence of the Morse indices of the solution and the critical point of the Hamiltonian of the singular limit. The results are natural extensions of those for constant coe‰cients.
Introduction
It is now well-known that formation of singular limit of the solution to the Liouville-Gel'fand problem is under the control of an Hamiltonian associated with point vortex system. First, blow-up points of the solution is a critical point of this Hamiltonian, which was found by [9] for constant coe‰cients and later by [8] for variable coe‰cients, see also [13] . Second, linearized nondegeneracy of the solution arises if the above critical point of the Hamiltonian is non-degenerate. This fact is derived by [2] and [11] for constant coe‰cients and for variable coe‰cients, respectively.
Furthermore, for constant coe‰cients, there is an exact correspondence between Morse indices of the solution and those for the critical point of the Hamiltonian, see [4] . In the present paper, we conclude these studies and show the above correspondence of Morse indices for variable coe‰cients.
Let W & R 2 be a bounded domain with smooth boundary qW. We consider the Liouville-Gel'fand problem
where l > 0 is parameter, V ¼ V ðxÞ > 0 is C 2 ðWÞ function. Let v ¼ v k ðxÞ, k ¼ 1; 2; . . . , be a sequence of solutions to (1) for l ¼ l k , and assume l k ! l 0 ¼ 0, kv k k y ! þy. Then there exists a subsequence of fv k g such that
for some l ¼ 1; 2; . . . . Furthermore, the total blow-up of solutions cannot happen. For details, the blow-up set defined by S ¼ fx 0 A W j bfx k g & W such that x k ! x 0 and v k ðx k Þ ! þyg is composed of l-points in W, denoted by x 
which is the Hamiltonian of the system of l-point vortices defined for ðx 1 ; . . . ; x l Þ A W l nD, where R ¼ RðxÞ is the Robin function:
RðxÞ ¼ Kðx; xÞ; Kðx; yÞ ¼ Gðx; yÞ þ 1 2p logjx À yj: ð5Þ
Then it holds that K A C 2 ððW Â WÞ [ ðW Â WÞÞ. These facts are proven by [8] . Now we consider the linearized eigenvalue problem to (1) . . . , is the n-th eigenvalue and w n k is the n-th eigenfunction of (6) corresponding to m 1 a n a l; ð10Þ m n k ¼ 1 À 48ph 2lÀðnÀlÞþ1 l k þ oðl k Þ; l þ 1 a n a 3l; ð11Þ
for k g 1. Here, h n , 1 a n a 2l, is the n-th eigenvalue of D½ðHess H l Þðx [4] , but several technical di‰culties arise when V ¼ V ðxÞ > 0 is not a constant. For example, if V 1 1, the equation (1) and therefore, qv k =qx a is a solution to the linearized equation of (1) for l ¼ l k , v ¼ v k ðxÞ, except for the boundary condition. However, we have
in the general case, and hence we have to apply the Taylor expansion of log V ðxÞ near the critical point of the Hamiltonian as in [11] . Then each term of the Taylor expansion causes serious e¤ects to the estimates of m n k . This paper is organized as follows: Section 2 is concerned with the scaling limit of the linearized problem. This part is basically established by [2] [11] [12] . In section 3, we study the asymptotic behavior of the eigenvalue satisfying m k ! 0; 1. In section 4, we treat the eigenvalues from the first to l-th, and then those from l þ 1-th to 3l-th by using approximate eigenfunctions and MinMax principle. In section 5, we will prove Theorems 1 and 2.
Preliminaries
In this section, we derive several relations on m n k in (6) as k ! y, employing the scaling argument. The results stated in this section are obtained by the same argument in [4] concerning V ðxÞ 1 1 and the proof is omitted.
First, recalling (3), we take 0 < R f 1 satisfying B 2R ðx Ã i Þ && W for 1 a i a l, and B R ðx Ã i Þ \ B R ðx Ã j Þ ¼ q for i 0 j. By [7] and [8] , for each 1 a j a l it holds that
It is obvious that lim k!y d j; k ¼ 0. Furthermore, by [11] , there exists a constant d j > 0 such that
as k ! y for a subsequence. This d j , 1 a j a l, determines the diagonal matrix D in Theorem 1.2. Then (17) and (18) imply (6) , and put
It holds that
ÀDṽ v j; k ¼Ṽ V j; k eṽ v j; k ;ṽ v j; k aṽ v j; k ð0Þ ¼ 0 in B R=d j; k ð0Þ ð21Þ and ÀDw w j; k ¼ m kṼ V j; k eṽ v j; kw w j; k in B R=d j; k ð0Þ; kw w j; k k L y ðB R=d j; k ð0ÞÞ a 1:
It is obvious thatṼ V j; k ðx xÞ ! 1 locally uniformly inx x A R 2 . From [1] and the elliptic regularity it follows that v v j; k ðx xÞ ! Uðx xÞ ¼ log 1
passing to a subsequence, which satisfies
Moreover, by [6] there exists a constant C > 0 such that
for anyx x A B R=d j; k ð0Þ and k g 1.
Furthermore, by the elliptic regularity, we have the following lemma:
we have a subsequence satisfyingw w j; k ! W j in C 2; a loc ðR 2 Þ, 1 a j a l, for 0 < a < 1 where W j is a solution to
The following lemmas hold by the proof of Proposition 2.5 and Remark 2.6 of [4] :
and g
and s 1 j; k ¼ ðs
x a e U þ oð1Þ ¼ oð1Þ
for s 1; a j; k , a ¼ 1; 2, defined by (27), we obtain the following lemma by (18). 
on qB R ðx j; k Þ, where
By (25) and
we have, for a ¼ 1; 2, 
Then, we obtain the following lemma by (25) and (33) as in Corollary 2.9 of [4] .
In fact, if m y 0 0, Lemma 2.5 is applicable to assure Lemma 2.6 by (25). If m y ¼ 0, on the other hand, (32) implies Lemma 2.6. Thus it holds that
where n ¼ nðxÞ is an outward normal unit vector on qB R ðx j; k Þ.
We conclude this section with the following lemma.
Lemma 2.8. There exists j ¼ 1; . . . ; l such that W j 2 0 in Lemma 2.1. In particular, m y is an eigenvalue of (24).
The proof of Lemma 2.8 is similar to that of Proposition 2.11 of [4] . Thus, W j 1 0, 1 a j a l, gives a contradiction as in Theorem 1.5 of [11] .
Remark 2.1. The eigenvalues a to
are classified in [3] . Namely, it holds that a ¼ a m ¼ mðm þ 1Þ=2 for m ¼ 0; 1; 2; . . . , with the multiplicity 2m þ 1.
In particular, first, if m y ¼ a 0 ¼ 0, then W j is identically equal to a constant denoted by c j : W j 1 c j , 1 a j a l. Hence c j 0 0 for some j by Lemma 2.8 and it holds that c ¼ ðc 1 ; . . . ; c l Þ 0 0.
for some 1 a j a l, where U ¼x x Á 'U þ 2 with U defined in (22).
In the next section, we prescribe the asymptotic behavior of g First, Lemmas 3.1 and 3.2 below are proven by the facts stated in the previous section. The proof is the same as in Propositions 2.13 and 2.14 of [4] , and omitted.
recalling (36).
By (18), (25) and (39), the following lemma holds:
The next fundamental lemma, the Rellich-Pohozaev identity of a bilinear form is applicable to refine (33) for the case m y ¼ 1 as in [10] .
In fact, the left and right hand sides on (42) for
have the asymptotics described by the following lemmas, in the case of m y ¼ 1:
Proof of Lemma 3.5. Since
that is,
for the left-hand side on (44), we have ð
Then it holds that
by Lemma A.1 of [4] . From the Taylor expansion around x j; k to ' log V , it follows that
where h k; a ðxÞ A B R ðx j; k Þ. Then we obtain
In (49), we have
ds by Green's formula. Here, relations (5) and (25) imply
Hence (50) implies
by (40) and Green's formula, because h j; k ¼ h j; k ðxÞ is harmonic in B R ðx j; k Þ and n ¼ qðx À x j; k Þ=qn on qB R ðx j; k Þ.
where 0 < s < 1 is a constant, we have
by the dominated convergence theorem.
Then, relations (46)-(53) imply (44). r
Proof of Lemma 3.6. We use (25) to control the left-hand side on (45). In fact, equality (5) implies
is the outer unit normal vector on x A qB R ðx j; k Þ. Therefore, for a ¼ 1; 2 it holds that
Using (25), we end up with
where h j; k ¼ h j; k ðxÞ defined by (51) is harmonic in B R ðx j; k Þ.
By (30) it holds that
Gðx; x
Using (29) and (54), next, we have ð
Then, we obtain (45) by (56) and (57). r Lemmas 3.4, 3.5 and 3.6 imply the following lemma.
Proof. By (42)-(45) we have
which implies (58). r
The next lemma follows from Lemmas 3.2 and 3.7.
Lemma 3.8. Let m y ¼ 1, and assume b j 0 0 for some 1 a j a l. Then it holds that
The following lemma will be applied to the other case.
from (14) and Green's formula. Then it holds that
by (3) and Lemma 2.6.
First, by Proposition 4.1 of [11] , we have,
and hence
Next, we have
by Lemma A.1 of [4] . Therefore, (18) implies
by (61). Since a j; a 0 0 it holds that (59)
where h is an eigenvalue of the matrix D Hess
Proof. First, we recall the following equality proven in [5] .
for a; b ¼ 1; 2 where R > 0 is a constant satisfying B R ðz 1 Þ && W and z i B B R ðz 1 Þ for i ¼ 2; 3 with z i 0 z 1 . Now, equality (65) implies 
By (3) and (67), the left-hand side on (60) divided by l
; ds þ oð1Þ:
Now we recall I 1 in (60) and the proof of Proposition 4.1 of [11] . We note that current a j; a is equal to that in [11] divided by À4. Then we have
In (60), by (61), (63), (69) and (70) it holds that
By (18), relation (71) implies
Regarding Lemma 2.8, (36) and the assumption b j 0 0, 1 a j a l, we choose j and a satisfying a j; a 0 0. In (72), we have
we obtain (64) where h is an eigenvalue of D Hess
The i-th eigenfunction of (6), w i k is assigned to the orthogonality satisfying ð The cases (i) and (ii) in the following lemma is proven as in Proposition 2.20 of [4] . Lemma 3.11. Under the assumption (73), we have the following relations.
Proof. In order to prove (iii), it holds that
by the dominated convergence theorem and Lemma A.1 of [4] . Then, we have (iii) by m i y ¼ 1. The assertion (iv) holds as a consequence of (ii) and (iii). r
Estimates of eigenvalues
The asymptotic behavior of the eigenvalues of (6) is classified by Min-Max principle. We shall see that the approximate eigenfunctions are not a¤ected by the dependence of x of V ¼ V ðxÞ, and hence those functions are taken as in [4] . This property arises because the singular limit of fv k g in (3) does not depend on V ðxÞ, although the location of blow-up points x Ã j , 1 a j a l, does. The calculations, however, become much more complicated. We assume (14) and defined d j; k ,ṽ v j; k ,w w j; k as in (17), (16) & and put
Lemma 4.1. The first eigenvalue of (6) satisfies m 1 k ¼ oð1Þ.
Proof. The variational formula of Rayleigh-Ritz implies 
Then, we have
and the proof is complete. r By Lemma 2.8, Lemma 4.1 and Remark 2.1, there exists c 1 ¼ ðc
The following lemma is proven by an induction. 1 a n a m À 1; 1 a j a l locally uniformly in R 2 for a subsequence. By Lemma 2.6, it holds that
From the Min-Max principle, it follows that
recalling x k in (75). By (73) we have
Here, we note the following lemma.
1 a n a m À 1 ð81Þ as k ! y, where c n ¼ ðc 
which implies
by (74) and (79). r
Proof of Lemma 4.2 (continued ). We shall use
Here we have
recalling (76) for w k ¼ x k v k . It also holds that
by (74) and (81). Then it follows that
from (83) and (84).
Second, by (73) and the following relation
we have
By (38), (74) and (81) it holds that
Then relation (86) implies
by (77) holds by m a l, we can choose j satisfying (89). Let P 1 : R l ! S be the projection, and let P 2 ¼ 1 À P 1 be the orthogonal projection of P 1 . We have
By (85) and (88) it holds that
as k ! y, and then we have m In this section, we consider the Taylor expansion of q log V =qx a again. We start from obtaining an asymptotic behavior of the l þ 1-th eigenvalue m lþ1 k of (6). Proof. Let the cut-o¤ function x k be defined by (75), and let
We have w k ? spanfw Proof of Lemma 4.5. By (6) we have ð
and by Lemma 2.6 and (62) we also obtain
By Lemmas 4.1 and 4.2 it holds that ð
Because Remark 2.1 implies kc i k R l 0 0, by (74) it holds that
and then we have (94). r
Proof of Lemma 4.4 (continued ). By (74) and (94) it holds that
and by (74), (92), (94) and (95) it also follows that
In (96), by Lemma A.1 of [4] we have
In order to estimate I 1 in (96), we consider the Taylor expansion of q log V =qx a around x j; k :
where R k ¼ R k ðxÞ and h j; k; a ðxÞ are functions satisfying
h j; k; a ðxÞ A B R ðx j; k Þ:
Because it holds that jR k ðxÞj a r k ðx; x j; k Þ,
In (98), first, we have
Next, because for some C > 0 it holds that ð
by Lemma A.3 in [4], we have
Finally, by Lemma A.3 in [4] , we obtain
Therefore, by (97) and (102) it holds that 
Proof. We shall show m 
Proof. Let l þ 2 a m a 3l satisfy 0 a m n k a 1 þ Oðl k Þ, l þ 1 a n a m À 1. By Lemma 3.8 it holds that
Then by Lemma 3.10 we have Let fẽ e 11 ;ẽ e 12 ; . . . ;ẽ e l1 ;ẽ e l2 g be the orthogonal normalized basis of R 2l . Now we choose 1 a j a l and a ¼ 1; 2 satisfying e e ja B S 0 ¼ spanfa lþ1 ; . . . ; a mþ1 g: ð116Þ
S
0 is a subspace of R 2l and dim S 0 ¼ m À 1 À l. We can choose j and a satisfying (116) because 2l À ðm À l À 1Þ b 1 holds by m a 3l.
Let P 0 1 : R 2l ! S 0 be the projection, and let P e ja Á a n ka n k R First, we prove Theorem 1.2.
Proof of Theorem 1.2. We have (10) by Lemmas 4.1, 4.2 and (38).
