The number and complexity of industrial wind turbine installations have increased significantly over the last decades. As maintenance costs are high and down-times lead to substantial revenue loss, increasing the reliability and optimizing the maintenance process are crucial tasks from an industrial perspective. However, many of the proposed diagnosis systems merely focus on parts of the turbine or only locate a portion of the faults. Model-based diagnosis has been applied successfully in industrial settings and further provides a solid theoretical background. Therefore, we propose a model-based approach depending on automatically retrieved health variables and on an extensive expert knowledge on specific componentoriented failure modes as well as their effects on measurable signals. As the expert assessment provides causal links between faults and their manifestations, we formally create a Propositional Horn Clause Abduction Problem (PHCAP). In this paper, we present a modeling concept taking advantage of existing expert knowledge and show how it can be used for wind turbine diagnosis employing already existing algorithms and structures. Our models enable us to directly determine root causes from the links between malfunctions to observable turbine signals on a system level with a relatively low effort compared to other approaches.
Introduction
Wind turbine industry has been expanding rapidly during the last 15 years. Today many European nations produce a significant amount of wind energy [1] . This expansion has been accompanied by an ongoing technological evolution, with the power rating, scale, and complexity of individual machines having increased continuously.
However, the wind industry is under increasing pressure to demonstrate profitability and offer energy at competitive costs. In the latter context, Operation and Maintenance (O&M) represents a significant proportion of the life-cycle costs as turbines are located in either remote onshore regions, or offshore, and weather conditions may further restrict access. Many cases are reported, where high failure * Authors are listed in alphabetical order.
rates of major systems such as the gearbox, yaw drive or pitch drive resulted in extremely high repair costs [2] .
The costs and risks of unforeseen failure may be reduced through the introduction of advanced maintenance strategies, such as Condition Based Maintenance (CBM) [2] . The major benefit of CBM is that the repair or replacement of components may be scheduled in consideration of the current or projected failure risks. Unnecessary replacement activities are avoided, and complex tasks requiring specialized human resources, tooling, or spare parts may be planned well in advance. In order to support such diagnostic activities, available information such as Supervisory Control And Data Acquisition (SCADA) operational logs, service documentation, inspection results and historical failure rates may be exploited. SCADA data are of special interest for wind turbine's condition monitoring, as 10-minute values of different signals provide readily available information relating to turbine health.
Different fields such as control engineering have focused on methods to predict and identify failures through the usage of condition monitoring systems and advanced data analysis. However, an accurate and automated diagnosis of failure root causes is complicated because the overall reliability of a wind turbine is affected by a multitude of failure modes concerning all major subsystems [3] . In addition, the effectiveness of such an approach depends strongly on an accurate definition of the specific failure modes that are to be addressed, and the associated physical mechanisms. Therefore, many systems are only able to detect portions of failures from automatically retrieved data streams. Another common restriction in available condition monitoring applications, is to merely focus on specific error prone parts of the turbine, such as the gearbox. Hence, a system-level solution is required that is capable of building on the existing knowledge concerning wind turbine reliability. In addition the approach should combine data and inspection derived state indicators, in order to provide robust diagnosis results.
Model-based diagnosis relies on a formal system description, and allows us to derive root causes from observable malfunctions. A solid theoretical background has been developed during the last decades, based on two approaches: consistency-based and abductive diagnosis. Consistencybased diagnosis relies on a formalization of the correct system response, and identifies anomalies through inconsistency. It has been applied on a variety of domains, such as space probes [4] or the automotive industry [5] . In contrast, the abductive variant utilizes models of faulty behavior in order to reason from symptoms to diagnoses. Abductive diagnosis [6; 7] has been applied, e.g., to the environmental decision support systems domain [8] .
In this paper, we present a modeling concept for industrial wind turbines that is based on expert knowledge already available. The existing information comprises a componentbased expert assessment of conditions promoting damages, as well as the causal links between said damages and the observed SCADA data. As abductive diagnosis depends on a formalization of the relationship between specific failures and their effects, it provides an intuitive approach for fault diagnosis in our case. We show how the available knowledge can be incorporated into the abductive framework proposed by Wotawa, Rodriguez-Roda and Comas [9] . To the best of our knowledge, there is no such case, where abductive diagnosis has been used within this domain before.
The remainder of this paper is structured as follows. In Section 2, we first discuss relevant literature on fault detection and identification of industrial wind turbines, and subsequently give an overview of research in the field of model-based diagnosis. Section 3 introduces the basic definitions of the abductive model-based diagnosis approach and its knowledge representation. Section 4 contains a description and an example of expert knowledge available. In addition, we show how it can be used in conjunction with an abductive reasoning engine. Further, we give an example of the modeling and diagnosis of an essential wind turbine component, that is the converter. In Section 5, we draw our conclusions and discuss possibilities for future research.
Related Research

Wind Turbine Diagnosis
Condition monitoring and diagnosis are challenging tasks; however, they could largely contribute to a minimization of wind turbine down-time. A large, and growing, body of literature has investigated fault prediction, detection and identification in this domain.
Zaher and McArthur [10] present a preliminary multiagent system for wind farms, which comprises fault and degradation detection. Through the employment of supervised learning of the nominal behavior, the framework is able to identify power curve and temperature deviations. Their approach, however, is limited to a wind turbine's gearbox, generator and rotor blades.
Many systems use SCADA data already available, since they provide a cheap source of condition monitoring information [11] . Qiu et al. [12] follow a different notion and focus their main research on SCADA alarms. They attempt to determine where alarms stem from and prioritize them. Based on their results, Chen et al. [13] create a Bayesian network to model the relationship between root causes and symptoms in wind turbines. Their usage of the Bayesian networks allows a clear representation of the cause-effect relationship; however, the complexity of the network increases exponentially with the amount of SCADA alarms considered.
In a recent study Schlechtingen, Santos and Achiche [14] create Adaptive Neuro-Fuzzy Inference System models based on the normal wind turbine behavior. By comparing the models with the actual performance, anomalies can be detected. The fuzzy inference system automatically identifies the faulty components, and further presents possible root causes for malfunctions. In contrast to many other approaches, their system is capable of detecting abnormal behavior in a large variety of components. Hameed et al. [15] and Lu et al. [16] give systematic literature reviews on the topic of condition monitoring and fault diagnosis of wind power plants.
In the context of model-based reasoning, the research by Echavarria et al. [17; 18] is worth mentioning. The authors developed a fault diagnosis, repair and functional design system for offshore wind turbines. Their approach uses a model-based reasoner in conjunction with qualitative turbine models to identify faults. In order to increase wind turbine reliability, a functional redundancy designer is utilized, enabling the identification of substitutes for different components. In case of a fault, the system shall provisionally reconfigure itself in order to compensate for the functionality loss, and allow the turbine to continue its work. Future research on the authors' side will incorporate the reconfiguration as a maintenance strategy. The overall goal is a self-maintaining wind turbine, which is independent from maintenance crews to some extent.
Model-based Reasoning
Model-based reasoning was envisioned by Davis [19] , as a means to determine faults by using structural and behavioral knowledge. Reiter [20] proposed a formal definition of the problem based on a component-oriented system description in first order logic. His approach uses the notion that, in the presence of a fault-a discrepancy between the fault free and the observed behavior-manifests itself as conflicting assumptions of components' health states. Diagnoses, which are sets of faulty components, are obtained by hitting set computation on the derived conflicts. At the same time de Kleer and Williams [21] developed the General Diagnosis Engine (GDE) for detecting and identifying multiple faults, using an assumption-based truth maintenance system (ATMS) to detect conflicts and on that basis compute diagnoses. In addition, a technique for selecting the next best measurement was introduced. Further developments include improvements upon the GDE itself [22] and the introduction of fault modes [23] and physical impossibilities [24] . Since the fault detection is achieved through finding inconsistencies, the methodology is known as consistencybased diagnosis.
In contrast to those methods, Fröhlich and Nejdl [25] do not consider conflicts to derive diagnoses, but directly manipulate the logical model. Nayak and Williams [26] introduced an incremental approach that allows for fast context switching. Their diagnosis and reconfiguration system for space autonomous agents, called Livingston, was used in NASA's Deep Space One [4] . Besides spacecraft systems, model-based reasoning techniques have been applied to onboard diagnosis in the automotive industry [5] , configuration and reconfiguration systems [27] and software debugging [28] .
Another major area of interest within the model-based diagnosis field-besides the consistency-based approachis abductive diagnosis, which derives valid causes for observed symptoms. Console, Dupre and Torasso [6] proved the relationship between abductive and consistency-based diagnosis. There exist several abductive systems such as Theorist [29] and ATMS solvers [30; 31] . Friedrich, Gottlob and Nejdl [7] focus on Horn clauses, as a tractable subproblem. They define the Propositional Horn Clause Abduction Problem (PHCAP), which links causes to effects via propositional Horn clauses. Wotawa, Rodriguez-Roda and Comas [9; 32] have build an abductive diagnosis tool on this definition for environmental decision support systems which employs an ATMS to abductivly reason from effects to causes. Our work is based on their approach, and applies diagnosis to the domain of industrial wind turbines.
Preliminaries
An abductive diagnosis process differs from the traditional consistency-based method, since it requires a stronger relationship between diagnoses and observations, namely entailment. In contrast to the knowledge representation in the consistency-based framework, the notion of entailment demands the availability of a description of the faulty behavior. The abductive approach uses this knowledge to reason from the available symptoms to their causes. Section 4 gives a more detailed view on system modeling in regard to our investigation domain.
Friedrich, Gottlob and Nejdl [7] focus on a tractable variant of abductive diagnosis, formally define the Horn abduction problem and consider a therapeutic approach as an interleaved process of diagnosis and repair. As mentioned earlier, Wotawa, Rodriguez-Roda and Comas [9] describe an abductive methodology. A central part of their diagnosis approach is a knowledge base, which comprises of proposition Horn clauses. Definition 1 (Knowledge base (KB)). A knowledge base (KB) is a tuple (A,Hyp,Th) where A denotes the set of propositional variables, Hyp ⊆ A the set of hypotheses, and Th the set of Horn clause sentences over A.
In this definition, hypotheses are propositional variables equivalent to causes, e.g. fault modes. For every hypothesis, we can assume a certain truth value. Th represents the system description.
Considering observations in addition to the KB leads to the definition of the Propositional Horn Clause Abduction Problem. The inputs of an abductive diagnosis engine within this definition are the theory describing the system, and the observations. A diagnosis is a set of hypotheses explaining those observations. Formulated in a more logical manner, given the diagnoses and the theory, the observations can be derived: ∆ ∪ T h |= Obs. In addition, ∆ ∪ T h have to be consistent, since from inconsistencies anything can be inferred.
Friedrich, Gottlob and Nejdl [7] showed that computing the solution to a Horn clause abduction problem is NPcomplete. The standard therapeutic approach proposed in their work first computes a diagnosis ∆ for the PHCAP and then checks each hypothesis of ∆ whether it applies or not. Depending on the result of the validation, the PHCAP is modified. This approach does not compute all diagnoses before considering treatment, but is an interleaved process between repair and diagnosis. Checking whether a hypothesis applies would imply to check whether a component is faulty or not, hence replacing it. However, due to the component costs and the need for specialized equipment this is not a feasible approach for wind turbines.
The method used by Wotawa [32] differs from this approach by computing all possible diagnoses and then using additional observations to discriminate the diagnoses until-preferably-a single solution is left. The discrimination process uses the same idea as de Kleer and Williams [21] , who take advantage of entropy to select the next observation point. Choosing an observation that is predicted by only one half of the diagnoses, allows us to split the search space. De Kleer and Williams [21] , who use a traditional consistency-based approach, consider all diagnoses candidates, because any superset of a consistency-based diagnosis candidate is a diagnosis itself. Notice that this property only applies to approaches using models of the correct system
According to information theory the observation with the highest entropy H(o) provides the best measurement point. An abductive diagnosis engine would ask the user to select observable propositions and restart the diagnosis process considering the newly added information. Let us define
where
and ∆-Set is the set of diagnoses obtained as a solution to the PHCAP. To compute the abductive explanations for an observed effect, one can check all subsets of hypotheses to see whether they entail the observations or not. However this approach is computationally expensive, and therefore not applicable in an industrial setting. De Kleer and Williams [21] provide an algorithm, which employs an ATMS in order to compute conflicts for consistency-based diagnosis. An ATMS can be used to find solutions to the PHCAP as well, since it is capable of creating abductive explanations. It uses a graph representation where hypotheses, observations, and contradictions are nodes. The rules contained in T h are the connections between those nodes. Every node has a label that determines from which hypotheses the node can be inferred. More specifically, a label is a set of sets of hypotheses called environments. On one hand, the ATMS ensures consistency by updating the labels of the nodes whenever new rules are applied, and on the other hand, it allows us to directly determine a consistent explanation for a given effect. Hence it can be used for abductive reasoning. In case that a single symptom is observed, the label of the symptom already contains the possible causes. In order to handle multiple observations, a single rule is added, comprising a conjunction of the observations on the left hand side and a new proposition, e.g. explain, on the right hand side. Every set contained in the label of explain is a solution to PHCAP. Wotawa, Rodriguez-Roda and Comas [9] propose an algorithm, which takes a PHCAP as an input and computes all the minimal diagnoses by employing an ATMS. Algorithm abductiveExplanations Input: A PHCAP (A,Hyp,Th,Obs) Output: All minimal diagnoses 1. Store Th in an ATMS.
2. Add the rule o∈Obs o → explain to the ATMS where explain is not an element of A.
3. Return the label of explain as result.
As the rule o∈Obs o → explain is applied, the ATMS creates a label for the new proposition, containing a conjunction of hypotheses from which the observations can be propositionally derived. Note that a specific proposition o will only be added to the left hand side of the rule if it can be observed. Further, whenever a complementary observation, i.e. ¬o, is detected, we add o → ⊥ to discriminate impossible diagnoses. Since the ATMS terminates due to a finite number of hypotheses, the algorithm abductiveExplanations is guaranteed to terminate as well.
In order to use the algorithm, we formally have to create a PHCAP. In the abductive model-based diagnosis case, the model of the system being investigated has to be represented in cause-effect relations. Causes can refer to faulty behavior modes, the diagnosis engine attempts to detect, and effects being discoverable manifestations of these faults. There are several representation languages suitable for a model-based diagnosis framework. Logics are formalisms with a precise semantic of entailment and have been used in a large variety of diagnosis applications.
Our current domain model describes the system structure and components in first order logic. We limit ourselves to Horn clauses, as we formally create a PHCAP. This representation is not a restriction in our case, since it is expressive enough to capture the significant nature of our system. In order to apply it to the abductiveExplanations algorithm, some conversions are necessary. The first order Horn clauses have to be transformed accordingly into their propositional correspondents. Hence the formulas are grounded and rules of the form c → e 1 ∧ e 2 ∧ . . . ∧ e k are broken down into several rules: c → e 1 , c → e 2 , . . . c → e k .
Wind Turbine Modeling
Model
Industrial wind turbines are becoming more complex with diverse failure modes affecting components throughout the system. In order to create an appropriate model capable of revealing root causes for general state indicators, a deep knowledge of the internal workings and component interactions is necessary. Hence, our modeling approach relies on the availability of domain expertise on the behavioral changes in case of a fault.
The basis of our model is a structured Failure Mode Assessment of different subsystems within a wind turbine. The knowledge is provided by experts, who continuously adapt and extend their records. Each subsystem's review focuses on its key components and their possible physical and chemical failure modes. The assessment provides a clear causal dependency from specific fault modes to various measurements of the health monitoring system. Due to the fact that industrial wind turbines comprise a large variety of components and therefore an even greater amount of possible failures, the analysis focuses on malfunctions contributing most significantly to turbine down-time. The failure modes can be represented as abnormality assumptions, hypotheses Hyp, within the PHCAP.
On one hand, the observable anomalies refer to SCADA alarms, and on the other hand to deviations in different SCADA data signals from normal values. Alarms are directly sent to the control center without any filtering mechanism implemented. SCADA alarms are activated in response to measured signals deviating from defined limits and hence indicating a change in the turbine status. A specific alarm may often be triggered by several root causes and therefore cannot be used as a means to directly indicate a single failure mode. Hence, the operator receives a vast amount of alarms, which are, however, not directly reducible to a certain fault mode. Possible SCADA alarms are SCADA data signals are obtained as time series in contrast to discrete alarms and therefore have to be preprocessed accordingly. Once discrepancies are detected, they are translated into qualitative values suitable for our diagnosis engine. The signals originate from different sensors placed throughout the turbine, measuring, e.g., temperatures or currents of various components, power output, or wind speed and direction. Table 1 : Exemplary SCADA data types Some fault modes can be confirmed by an inspection task. Additional information gained through visual checks or specific measurements at the wind turbine can be used to discriminate among the possible root causes.
Furthermore, the assessment considers conditions that increase fault likelihood such as damage promoting operation modes, and aggravating environmental conditions. A Physics of Failure approach [2] quantifies the relation between operation modes and damage accumulation. In addition, load scenarios in conjunction with historical data can be used to compute prognostic information on the remaining life expectancy of certain components. These conditions are inserted into the PHCAP as additional assumptions. The The system model is compiled off-line, which reduces the computation time during the diagnosis process. Furthermore, as the model is separated from the problem solving task, updates to the model can be obtained easily.
Example: Converter
A converter is an essential component of modern industrial wind turbines, since it allows operation at variable speed whilst connecting to a constant frequency grid. Therefore faults of the converter result in costly turbine down-time. In addition, converter faults produce a large amount of SCADA alarms in the control center. Hence, being able to correctly diagnose converter faults and optimize maintenance should increase wind turbine availability to a great extent. Table 2 shows parts of the Failure Mode Assessment produced by an expert group during a system analysis for the converter. Let us focus on the first table entry and its underlying principles: As the electrolyte capacitor of the buck boost system degenerates the equivalent series resistance (ESR) rises, which causes the output voltage of the buck boost to drop. The lower voltage is fed into the inverter and consequently contributes to a reduced turbine power output. Figure 1 shows the resulting buck boost output of a simulation with different ESR values at a partial load. In addition, if the controller tries to adjust, the transistor (IGBT) will become more active as it tries to compensate the output voltage, which causes a rise in the power cabinet temperature due to more switching of the IGBT.
Hence the first table entry can be read as: Given the failure, electrical chemical aging of the converter and probably partial loads and a high ambient temperature, the temperature of the power cabinet would be higher than normal and the power of the turbine would be lower than expected, given the wind speeds. Further, when inspecting the buck boost's electrolyte capacitor, a higher equivalent series resistance can be measured.
On the basis of the Failure Mode Assessment, a first order logic model of the identified failure modes was extracted. Due to space restrictions, not the entire model can be displayed, but we show an exemplary transformation for the failure mode from the first table entry.
When transforming this into an appropriate format for a PHCAP, we construct a theory T h comprising of the propositional rules obtained from the Failure Mode Assessment. The fault modes as well as environmental and operational conditions are inserted as hypotheses. Even though we are only interested in the failure modes as the causes to the observed symptoms, we model the conditions as assumptions. Directly representing the conditions as facts within the ATMS does not correctly represent the system and does not produce the desired results.
Once the model has been obtained, it can be used directly in conjunction with an ATMS to derive root causes for symptoms. Let us consider the following observations:
Inserting the T h into the ATMS and appending the rule power(low) ∧ temperatureP owerCabinet(high) → explain allows us to directly determine possible causes. However, since our additional conditions are assumptions, the following two explanations are obtained from explain:
{F aultM ode(c, Electrical_chemical_aging) , M ode(partialLoad), T emperatureAmbient(high)} , {F aultM ode(c, Electrical_chemical_aging), M ode(startU pShutDown), T emperature Ambient(high), W ind(gusty)} By filtering the failure modes from diagnoses, we gain the following probable cause for the observed anomalies:
{F aultM ode(c, Electrical_chemical_aging)} In this particular example, there is no need to distinguish between the two electrical chemical aging fault modes, as the maintenance task requires a replacement of the capacitor as a whole in both cases. However, if we do need to distinguish them, the failures have to be modeled individually e.g. In order to discriminate between these two failures, a service technician could inspect the buck boost capacitor and measure equivalent series resistance. When considering the result of the reading to be high, and adding the rule power(low) ∧ temperatureP owerCabinet(high)∧ equivalentSeriesResistance(high) → explain2 to the ATMS, the solution {F aultM ode(c, Electrical_chemical_aging1)} would be obtained.
Conclusion and Future Work
In this paper, we presented an abductive diagnosis and corresponding modeling approach for industrial wind turbines. Our method aims at improving and automating the diagnosis process, by identifying faults through the usage of expert knowledge on failures and their effects on measurable variables already available. Diagnosis of wind turbines is an active research area, attracting different fields. While a lot of applications consider statistical techniques, there is little research on employing model-based reasoning.
Since an extensive expert assessment of potential component failures exists, we considered a method which takes advantage of available knowledge. Due to its causal nature, abductive diagnosis presents itself. Further, the componentoriented fault modes are well suited for a model-based approach. By creating logical models, mapping the links between faults, their effects, and additional conditions, we are able to directly determine root causes through an ATMS implementation. There is no need for additional sensor installations or complex data analysis and extraction. Hence, the fault localization only requires some relatively minor efforts in extracting the models from the Failure Mode Assessment. The well known computational drawbacks of the ATMS [33] do not impair our diagnosis, as the turbine health information stems from SCADA data and the frequency of diagnosis is relatively low, e.g., once per day. Furthermore, the amount of components to be considered for diagnosis is rather small, since the maintenance task mostly does not consider the smallest replaceable unit, but higher-level components.
Currently, we are investigating the integration of Modelica models. Creating Modelica models of a wind turbine and its components will allow us to easily test our diagnosis engine. Furthermore, we hope to gain additional knowledge of the way the components react to different operation modes and how this affects observable data. Any knowledge gain would be added to our expert knowledge base. In addition, we will refine and further distinguish observations. For instance, identifying different characterizations within the turbine power curve resulting from specific faults would enable us to deliver a more precise diagnosis. Furthermore, we will look into options for a direct integration of Modelica models into our diagnosis approach.
