Lower and upper bounds on the size of a covering of subspaces in the Grassmann graph G q (n, r) by subspaces from the Grassmann graph G q (n, k), k ≥ r, are discussed. The problem is of interest from four points of view: coding theory, combinatorial designs, q-analogs, and projective geometry. In particular we examine coverings based on lifted maximum rank distance codes, combined with spreads and a recursive construction. New constructions are given for q = 2 with r = 2 or r = 3. We discuss the density for some of these coverings. Tables for the best known coverings, for q = 2 and 5 ≤ n ≤ 10, are presented. We present some questions concerning possible constructions of new coverings of smaller size.
Introduction
Let F q be a finite field with q elements. For given integers n ≥ k ≥ 0, let G q (n, k) denote the set of all k-dimensional subspaces of F n q . G q (n, k) is often referred to as Grassmannian. It is well known that |G q (n, k)| = n k q def = (q n − 1)(q n−1 − 1) · · · (q n−k+1 − 1) (q k − 1)(q k−1 − 1) · · · (q − 1) where n k q is the q−ary Gaussian coefficient [32] .
A code C over the Grassmannian is a subset of G q (n, k). In recent years there has been an increasing interest in codes over the Grassmannian as a result of their application to error-correction in random network coding as was demonstrated by Koetter and Kschischang [19] . But, the interest in these codes has been also before this application, since these codes are q-analogs of constant weight codes. The well-known concept of q-analogs replaces subsets by subspaces of a vector space over a finite field and their orders by the dimensions of the subspaces. In particular, the q-analog of a constant weight code in the Johnson space is a constant dimension code in the Grassmannian space. q-analogs of various combinatorial objects are well known [32, pp. 325-332] . Design theory is a well studied area in combinatorics related to coding theory. Related to constant dimension codes are q-analogs of block designs. q-analogs of t-designs were studied in various papers and connections [8, 18, 23, 26, 28, 29, 30, 31] . Only some of these designs had also some interest in coding theory [2, 26] . These designs are known as Steiner structures which are q-analogs of Steiner systems.
A Steiner structure S q (r, k, n) is a collection S of elements from G q (n, k) such that each element from G q (n, r) is contained in exactly one element of S.
The condition that "each element from G q (n, r) is contained in exactly one element of S" can be relaxed. If "each element from G q (n, r) is contained in at most one element of S" then the structure is a q-packing design better known as a constant dimension code or a Grassmannian code. These codes were considered in many papers in the last five years, e.g. [13, 14, 15, 19, 20, 27] .
A q-covering design C q (n, k, r) is a collection S of elements from G q (n, k) such that each element of G q (n, r) is contained in at least one element of S.
Let C q (n, k, r) denote the minimum number of subspaces in a q-covering design C q (n, k, r). Lower and upper bounds on C q (n, k, r) were considered in [16] . Lower bounds are obtained by analytical methods, and upper bounds are obtained by constructions of the related q-covering designs.
Grassmannian codes and q-covering designs are also of interest in the context of projective geometry. A k-spread in PG(n, q) is a q-covering design C q (n + 1, k + 1, 1). Similarly, the values of C q (n, n − 1, r) and C q (n, n − 2, r), as well as some related values, were studied in the context of projective geometry [3, 4, 5, 7, 12, 21, 22] . The related structure in projective geometry is a dual structure to a q-covering design and it is called a blocking set. A set T of t-subspaces in PG(n, q) such that every s-subspace is incident with at least one element of T is called a blocking set. Such a design is a q-analog of the well-known Turán design [9, 10] . The dual subspaces of the blocking set form a q-covering design C q (n + 1, n − t, n − s).
Blocking sets were considered for example in [22] . We note that there is a difference of one in the dimension of subspaces in the Grassmannian and the dimension of the same subspace the projective geometry. In other words, r-subspaces in PG(n, q) are (r + 1)-dimensional subspaces in F n+1 q . In this paper we consider upper bounds on C q (n, k, r) based mainly on lifting of maximum rank distance codes combined with other combinatorial structures. The rest of this paper is organized as follows. In Section 2 we discuss the the known bounds on C q (n, k, r) and their implications on the behavior of the value C q (n, k, r). In Section 3 we introduce the ingredients for our constructions, lifting of maximum rank distance codes, subspace transversal designs, and partitions of G 2 (4, 2) into spreads. In Sections 4 and 5 we present bounds on C 2 (n, k, 2) and C 2 (n, k, 3) and discuss the density of the obtained q-covering designs compared to the well known covering bound. In Section 6 we present tables of the currently known bounds on C 2 (n, k, r) for 5 ≤ n ≤ 10. In Section 7 we present a sequence of problems for further research. The problems suggest various construction methods for q-covering designs. Before we proceed to the results of this paper we want to make a small important remark. Although we will assume throughout that the ambient space is F n q , we point out that our results hold for an arbitrary n-dimensional vector space over F q .
Known Bounds
In this section we present known bounds on C q (n, k, r). Most of these bounds will be used later to obtain specific bounds, mainly because of the recursive nature of the new bounds, or since the known bounds can be used as initial conditions for the recursive equations. Even so, our paper is devoted to new upper bounds on C q (n, k, r), we will consider also the lower bounds as we can use the lower bounds to examine how good are the upper bounds. The first bound is the q-analog Schönheim bound [25] given in [16] . This is the lower bound which will be frequently used in our tables.
The next theorem can be obtained by iterating Theorem 1 or just by noting that each r-dimensional subspace of F n q must be contained in at least one element of a q-covering design C q (n, k, r). This bound is known as the covering bound.
with equality holds if and only if a Steiner structure S q (r, k, n) exists.
Another lower bound given in [16] is a q-analog of a theorem given by de Caen in [9, 10] .
The next theorem given in [16] is used infinitely many times.
Theorem 4 implies a very interesting property on the behavior of optimal q-design coverings. Corollary 1. For any given r > 0 and δ > 0 there exists a constant c q,δ,r and an integer n 0 such that for each n > n 0 , C q (n, n − δ, r) = c q,δ,r . Remark 1. The value of c q,δ,r in Corollary 1 can be derived from the results which follow in this section (see Theorem 8) .
The next two theorems [16] can be viewed as complementary results. They provide two families for which we know the exact value of C(n, k, r).
The next theorem is a consequence of the main recursive construction. It is given in [16] and it is frequently used in our tables. As the q-covering designs obtained by this construction might be the building blocks for other constructions it is presented for completeness and understanding the other constructions. In the sequel we denote by A the subspace of F n q which is spanned by the the set of elements in
, we define a corresponding subspace X × {0} of F n q as follows: 
Normal spreads [21] , also known as geometric spreads [5] , are used to prove the following values of C q (n, k, r) [6] .
Theorem 8 is one of the general results on the minimal size of a q-covering design which was solved in the context of projective geometry [5] . Some of the results stated in this section were proved before in terms of projective geometry. In the notation of projective geometry we have that C q (n, k, r) is the smallest size of a set T which contains (k − 1)-subspaces of PG(n − 1, q) such that every (r − 1)-subspace is contained in at least one element of T. It is also equal the smallest size of a set T ′ which contains (n − k − 1)-subspaces of PG(n − 1, q), such that every (n − r − 1)-subspace contains at least one element of T ′ .
Remark 2. The corresponding q-covering design C q (n, k, r) has k-dimensional subspaces of F n q . The dual (n − k)-dimensional subspaces of F n q are the (n − k − 1)-subspaces of T ′ from the projective geometry PG(n − 1, q). We note again that there is a difference of one in the definition of dimension between the Grassmannian and the projective geometry.
Theorem 6 was proved before in the context of projective geometry by Bose and Burton in [7] . Another lower bound was given in [12] by considering sets of lines in PG(2s, q) contained in s-subspaces.
for every integer s ≥ 2.
Metsch [22] also gave a construction for a set of lines in PG(2s + x − 1, q), for every 1 ≤ x ≤ s, contained in s-subspaces, which yields the following theorem:
Finally, also Theorem 5 was proved in terms of projective geometry. In projective geometry C q (n + 1, k + 1, 1) is the minimal number of k-subspaces in PG(n, q) such that each point of PG(n, q) is contained in at least one of these subspaces. The solution obtained in Theorem 5 was obtained before by Beutelspacher [4] .
The proofs for all these results and related results in projective geometry were also given by Metsch in [22] .
Basic Known Concepts for the Construction
In this section we introduce a few concepts which are used in our constructions: lifting of maximum rank distance (MRD in short) codes, subspace transversal designs, spreads, and partition of the Grassmannian G 2 (4, 2) into disjoint spreads.
MRD codes and subspace transversal designs
For two k × ℓ matrices A and B over F q the rank distance is defined by
A [k × ℓ, ̺, δ] rank-metric code C is a linear code, whose codewords are k × ℓ matrices over F q ; they form a linear subspace with dimension ̺ of F k×ℓ q , and for each two distinct codewords A and B we have that d R (A, B) ≥ δ (clearly, δ ≤ min{k, ℓ}). For a [k × ℓ, ̺, δ] rank-metric code C it was proved in [11, 17, 24] that
This bound is attained for all possible parameters and the codes which attain it are called maximum rank distance codes (or MRD codes in short).
There is a close connection between constant dimension codes and rank-metric codes [13, 27] . Let A be a k × ℓ matrix over F q and let I k be the k × k identity matrix. The matrix [I k A] can be viewed as a generator matrix of a k-dimensional subspace of F A constant dimension code C such that all its codewords are lifted codewords of an MRD code is called a lifted MRD code [27] . This code will be denoted by C MRD .
In the sequel we will assume that q = 2, even so some of the results can be generalized for general q, where q is a power of a prime number.
A subspace transversal design of groupsize 2 n−k , block dimension k, and strength t, denoted by STD(t, k, n − k), is a triple (V (n,k) , G, B), where V (n,k) is a set of points, G is a set of groups, and B is a set of blocks. These three sets must satisfy the following five properties:
is the set of all vectors from F n 2 , which do not start with k zeroes;
3. B is a collection of k-dimensional subspaces of F n 2 which contain nonzero vectors only from V (n,k) (the blocks);
4. each block meets each group in exactly one point;
5. every t-dimensional subspace (with points from V (n,k) ) which meets each group in at most one point is contained in exactly one block.
denote the set of all vectors from F n 2 which start with the binary vector x of length ℓ. Clearly, V (n,ℓ) 0
, with the set of points V (n,k) and the set of groups V
. By Theorem 12 we have that if the code C MRD is part of a q-covering design C 2 (n, k, r), r = k − δ + 1, then each r-dimensional subspace X, for which dim(X ∩ V (n,k) 0 ) = 0, meets each group of the corresponding subspace transversal design in at most one point and thus, is contained in an element of C MRD . Hence, if C MRD is part of the final minimal q-covering
The description in this subsection will be very specific in its parameters, although the known results presented are generalized for other parameters. But, we have restricted ourself only for those parameters which are needed in the sequel.
, for which each one-dimensional subspaces of G q (n, 1) is contained in exactly one element of S. Clearly, S is a Steiner structure S q (1, k, n) and it exists if and only if k divides n.
There are 35 = two-dimensional subspaces in F 4 2 . These subspaces can be partitioned into seven 2-spreads P 0 , P 1 , . . . , P 6 each one of size 5 [3, 33] . This is well known and it relates to the well known fifteen schoolgirls problem [1] , to the disjoint translates of the Preparata code [33] , and it is a 2-parallelism of G 2 (n, 2), n even, which is also generalized for q > 2 [3] . The properties which follow are also well known.
Each subspace of P i , 0 ≤ i ≤ 6, partitions F 4 2 into four additive cosets of itself. Consider the set of all such cosets for P i , namely:
The set P i will be called a spread translate. Since the size of a 2-spread in F Lemma 2. For any given i, 0 ≤ i ≤ 6 and an element {a 1 , a 2 , a 3 , a 4 } ∈ P i , the subspace
contains all the 2-dimensional subspaces of V (ℓ+4,ℓ) 0 (which is isomorphic to F 4
In this section we will consider lower and upper bounds on C 2 (n, k, 2). By Theorem 8,
for all m ≥ 2 and δ ≥ 0. This implies a sequence of exact values of C 2 (n, k, 2). For values of k not covered by this theorem we will present one general construction and one specific one which will be also used as a basis for another recursive construction. We will also use the recursions implied by Theorems 4 and 7.
In the sequel we will represent nonzero elements of the finite field F 2 n in two different ways. The first one is by n-tuples over F 2 (in other words, F 2 n is represented by F n 2 ) and the second one is by powers of a primitive element α in F 2 n . We will not distinguish between these two isomorphic representations. When n-tuple z over F 2 will be multiplied by an element β ∈ F 2 n we will view z as an element in F 2 n and the result will be an element in F 2 n which is also represented by an n-tuple over F 2 (an element in F n 2 ). Also, when we write V
For a set S ⊆ F n 2 and a nonzero element β ∈ F 2 n , we define βS def = {βx : x ∈ S}. We note that we can take the set S to be a subspace. The following lemma is a simple observation.
Lemma 4.
If X is a k-dimensional subspace of F n 2 and β is a nonzero element of F 2 then βX is also a k-dimensional subspace of F n 2 . Another important and simple observation is the following result.
Lemma 5. Let α be a primitive element in F 2 k , X be an r-dimensional subspace of F 
Let α be a primitive element in F 2 k and assume that the elements of B i , 1 ≤ i ≤ 6 are viewed as elements of F 2 k . For each j, 0 ≤ j ≤ 2 k − 2 we define the following set with six subsets of V (2k,k) α j (the elements are from F 2k 2 ),
An immediate consequence of Lemmas 4, 6, and 7 is the following lemma.
, is a subspace of at least one k-dimensional subspace of S j .
Proof. Let C MRD be a (2k, 2 2k , 2(k − 1), k) lifted MRD code, and let T be the set of blocks in the corresponding STD(2, k, k). Define
We claim that C, which contains 2 2k +6·(2 k −1) subspaces, is a q-covering design C 2 (2k, k, 2). By Theorem 12, each 2-dimensional subspace X of F 
, where
is a subspace of some (k − 1)-dimensional subspace of V (2k,k) 0 and since α j Z ∈ C the proof is completed. Theorem 14. C 2 (7, 3, 2) ≤ 396.
Proof. Let C MRD be a (7, 256, 4, 3) lifted MRD code, and let T be the set of blocks in the corresponding STD (2, 3, 4) . Let α be a primitive element in F 8 . Recall the definition of P i , 0 ≤ i ≤ 6, given in subsection 3.2. For each 0 ≤ i ≤ 6, we construct the following set of 3-dimensional subspaces
which are contained in V 
We claim that C is a q-covering design C 2 (7, 3, 2).
By Theorem 12, each 2-dimensional subspace X of F 7 2 , for which dim(X ∩ V ∪ V (7, 3) α i , is contained in at least one subspace of B α i and hence it is covered by C. By Lemma 3, each 2-dimensional subspace X of F 7 2 , for which dim(X ∩ V (7,3) 0 ) = 2 is contained in at least one subspace of 0≤i≤6 B α i and hence it is covered by C.
Thus, C is a q-covering design C 2 (7, 3, 2). C contains 256 + 7 · 20 = 396 subspaces and hence C 2 (7, 3, 2) ≤ 396.
The constructions in the proofs of Theorems 13 and 14, and other q-covering designs C 2 (n, k, 2), can be used in a recursive construction implied by the following theorem.
Theorem 15. Let n ≥ 2k and let S be a q-covering design C 2 (n − k + 1, k, 2) in which there exists an (n − k)-dimensional subspace U ⊂ F n−k+1 2 and a set S 1 = {X : X ∈ S, X ⊂ U},
Proof. Let C MRD be an (n, 2 2(n−k) , 2(k − 1), k) lifted MRD code, and let T be the set of blocks in the corresponding STD(2, k, n − k).
Let C 1 consist of the subspaces of
coincides with U. Let C 2 consist of the subspaces of S 1 on the points of V (n,k) 0
It can be easily verified that C is a C 2 (n, k, 2) covering design of size 2 2(n−k) + (2 k − 1)|S| − (2 k − 2)c, and the theorem follows.
On the density of q-covering designs
The density of a q-covering design C q (n, k, r), C, is defined as the ratio between |C| and the covering bound
as n tends to infinity. Constructions for which this ratio is equal 1 were considered in [6] . We will consider now this ratio for two cases, q-covering designs C 2 (2k, k, 2) and q-covering designs C 2 (2n + 1, 3, 2). By Theorem 13 we have C 2 (2k, k, 2) ≤ 2 2k + 6 · (2 k − 1). The covering bound in this case is equal to
The ratio between the size of the q-covering design and the covering bound is
which approaches 1, when k tends to infinity. Thus, the construction in the proof of Theorem 13 yields a q-covering design which is asymptotically optimal. Now, we consider the value of C 2 (2n + 1, 3, 2) . The covering bound in this case is
As for the upper bound on C 2 (2n + 1, 3, 2) we use Theorem 15 iteratively with the initial condition C 2 (7, 3, 2) ≤ 396 (see Theorem 14) . Without going into all the specific details of the proofs we can verify the following properties concerning this upper bound.
Lemma 9. Let Theorem 15 be applied iteratively to obtain a q-covering design C 2 (2n + 1, 3, 2), S, starting with the q-covering design C 2 (7, 3, 2) of size 396, obtained in the proof of Theo-
Proof. The proof is by induction on n. The basis, n = 3, is the q-covering design C 2 (7, 3, 2) of size 396, obtained in the proof of Theorem 14, and the claim is immediate by Lemma 1. In the induction step we note that V . Now, the claim follows from the induction hypothesis and the fifth property in the definition of subspace transversal design.
Corollary 2. Let Theorem 15 be applied iteratively to obtain a q-covering design C 2 (2n + 1, 3, 2), S, starting with the q-covering design C 2 (7, 3, 2) of size 396, obtained in the proof of Theorem 14. Then the number of 3-dimensional subspaces of S which are contained in V Proof. Again, the proof of this result is by induction on n. The basis is n = 3 and in the construction given in the proof of Theorem 14 the number of such 3-dimensional subspaces is 20. Assume now that the number of 3-dimensional subspaces of S ′ (of a q-covering design . In the induction step the 3-dimensional subspaces of S which are contained in V . Thus, the total number of these subspaces is 2
Lemma 10. Let Theorem 15 be applied iteratively to obtain a q-covering design C 2 (2n + 1, 3, 2), S, starting with the q-covering design C 2 (7, 3, 2) of size 396, obtained in the proof of Theorem 14. Then the number of 3-dimensional subspaces of S which are contained in V
Proof. It follows from the fact that in each iteration of Theorem 15, the 3-dimensional subspaces contained in V
, from the q-covering design C 2 (2n + 1, 3, 2), are exactly those 3-dimensional subspaces contained in V
(where {0, x, y, z} is a 2-dimensional subspace of F 3 2 ), from the q-covering design C 2 (2n − 1, 3, 2) used by the recursion. Now, the number of 3-dimensional subspaces of S contained in V (2n+1,3) 0 follows from Corollary 2 and the fact that no element of C 2 (7, 3, 2) is contained in V (2n+1,3) 0 . Corollary 3.
Now, when n tends to infinity the ratio between the upper bound on C 2 (2n + 1, 3, 2) given in Corollary 3 and the covering bound given in (2) 5 On the Value of C 2 (n, k, 3)
In this section we will present a few new upper bounds on C 2 (n, k, 3). By Theorem 8,
for all m ≥ 2 and δ ≥ 0. This implies a sequence of exact values of C 2 (n, k, 3). For values of k not covered by this theorem we will present two specific constructions which will be also used as a basis for another recursive construction. We will also use the recursion implied by Theorem 7. Proof. Let C MRD be a (8, 4096, 4, 4) lifted MRD code, and let T be the set of blocks in the corresponding STD (3, 4, 4) .
Recall the definitions of P i and P i , 0 ≤ i ≤ 6, given in subsection 3.2. Consider one P i and its spread translate P i . We consider a partition for the 20 elements of P i into its 5 parallel classes denoted byP i,j , 1 ≤ j ≤ 5. For each {0, x, y, z} ∈ P i we form a set of 80 distinct 4-dimensional subspaces of F 
Let C 1 be the union of these 5 · 7 = 35 sets. C 1 has 35 · 80 = 2800 subspaces formed in this way. Let
We claim that C, which contains 4096 + 2800 + 1 = 6897 subspaces, is a q-covering design C 2 (8, 4, 3) .
To complete the proof we have to show that each 3-dimensional subspace of F 
2 is contained in a unique 2-spread P i , for some i, 0 ≤ i ≤ 6. By Lemma 1, each one of the pairs {a 1 , a 2 }, {b 1 , b 2 }, {d 1 , d 2 } appears in exactly one 4-subset A, B, D, respectively, of P i . Since a 1 +a 2 = b 1 +b 2 = c 1 +c 2 = u it follows that these three 4-subsets are cosets of the unique 2-dimensional subspace {0, u, v, w} ∈ P i . Since
,
. By the construction of C 1 each 2-spread P i , 0 ≤ i ≤ 6 is used in the construction and hence by Lemma 3 the 2-dimensional subspace {0, (0, u 1 ), (0, u 2 ), (0, u 3 )} is a subspace of some elements from C 1 . There are 80 subspaces in C 1 which contain 3-dimensional subspaces contained in V Theorem 15 can be modified to obtain bounds on C 2 (n, k, 3).
Theorem 17. Let n ≥ 2k and let S be a q-covering design C 2 (n − k + 2, k, 3) in which there exist an (n − k)-dimensional subspaces U 0 ⊂ F n−k+2 2 , and three
Proof. Let C MRD be an (n, 2 3(n−k) , 2(k − 2), k) lifted MRD code, and let T be the set of blocks in the corresponding STD(3, k, n − k).
, and V (n,k) z are matched with U 1 , U 2 , and U 3 , is made in a way that for each x ∈ F k 2 \ {0}, V (n,k) x coincides at least once with U 1 . Let C 2 consist of the subspaces of S 1 \ S 0 on the points of V
Conclusion and Problems for Future Research
The minimal size, C q (n, k, r), of a q-covering design C q (n, k, r) was considered. A few techniques to obtain bounds on C q (n, k, r) were discussed. Some of the results were given for general q, while other were given only for q = 2, even so some of them can be definitely generalized. Tables with the lower and upper bounds on C 2 (n, k, r), 1 ≤ r ≤ k < 10, were given.
There are many problems for future research and we will mention a few. We will also propose some construction methods for which we are unable to determine, at this point, how much successful they would be. We would like to emphasize that a computer search which will improve some of the specific results seems to be quite difficult at this point of time.
1. We have given only new upper bounds on C q (n, k, r) with related constructions. To reduce the gap between the lower and the upper bounds also lower bounds should be considered. We can suggest two methods to obtain new lower bounds. The first one is to find analog theorems to the ones known for covering designs on sets (as done in Theorem 3 [16] ). A second method is to examine the number of subspaces for each type, when sets of the form V (n,ℓ) x , are considered. Inequalities related to the way that r-dimensional subspaces are covered by k-dimensional subspaces should be developed and solved to minimize the number of k-dimensional subspaces in the q-covering design C q (n, k, r).
2. Theorems 15 and 17 can be further generalized to obtain upper bounds C 2 (n, k, r), r > 3. How the constructions related to these theorems can be applied to obtain the best bounds? How can a general bound for all r ≥ 2 be formulated? Can we obtain better q-covering designs, to be applied for the recursion in the proofs of these theorems?
3. Usually, the upper bound implied by Theorem 4 can be improved by a better construction. In some cases we couldn't produce a better bound or we only obtained a minor improvement. Can a more significant improvement be made in these cases (C 2 (8, 5, 2), C 2 (9, 5, 2), C 2 (10, 6, 2)).
4. The constructions in which a subspace transversal design based on lifting of an MRD code seems to be very powerful in obtaining good bounds on C 2 (n, k, r). Unfortunately, a subspace transversal design exists if and only if k ≤ n − k. Therefore, we ask the following question. Given k > n − k and the related sets V , .
. ., what is the size of the smallest set S of k-dimensional subspaces such that for each X ∈ S, X meets each V (n,k) y , y = 0, in exactly one point; and each r-dimensional subspace of F n q which meets each V (n,k) y in at most one point, is contained in at least one k-dimensional subspace of S?
5. Let {X 1 , X 2 ,...,X t } be a set of k-dimensional subspaces of F n q such that Y = X i ∩ X j for each 1 ≤ i < j ≤ t and for each one-dimensional subspace Z ∈ G q (n, 1) there exists at least one i, 1 ≤ i ≤ t, such that Z ⊂ X i . Let X i = Y ∪ U i , such that Y ∩ U i = ∅. What is the smallest set S of k-dimensional subspaces such that for each X ∈ S, X meets each U i , in at most one point; and each two-dimensional subspace of F n q , disjoint from Y , which meets each U i in at most one point is contained in at least one k-dimensional subspace of S? This is somewhat a generalization of a subspace transversal design. Related question for general r-dimensional subspaces instead of two-dimensional subspaces is also of interest.
6. What is the best upper bound on the density of a q-covering design C q (n, k, r) which can be obtained for any given k and r such that 1 < r < k < n − 1, when n tends to infinity? What is the best bound for a given r and all k > r? What is the best bound for a given k and all r < k?
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