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C*-ALGEBRAIC CHARACTERIZATION OF BOUNDED ORBIT
INJECTION EQUIVALENCE FOR MINIMAL FREE CANTOR
SYSTEMS
FRE´DE´RIC LATRE´MOLIE`RE AND NICHOLAS ORMES
Abstract. Bounded orbit injection equivalence is an equivalence relation de-
fined on minimal free Cantor systems which is a candidate to generalize flip
Kakutani equivalence to actions of the Abelian free groups on more than one
generator. This paper characterizes bounded orbit injection equivalence in
terms of a mild strengthening of Rieffel-Morita equivalence of the associated
C*-crossed-product algebras. Moreover, we construct an ordered group which
is an invariant for bounded orbit injection equivalence, and does not agrees
with the K0 group of the associated C*-crossed-product in general. This new
invariant allows us to find sufficient conditions to strengthen bounded orbit
injection equivalence to orbit equivalence and strong orbit equivalence.
1. Introduction
This paper establishes a characterization of bounded orbit injection equivalence,
as introduced in [7] by S. Lightwood and the second author, in terms of a strength-
ened form of Rieffel-Morita equivalence between C*-crossed-products. For mini-
mal Z-actions of the Cantor set, bounded orbit injection equivalence is equivalent
to flip-Kakutani equivalence, i.e., the equivalence relation generated by Kakutani
equivalence and time reversal. Bounded orbit injection equivalence is a generaliza-
tion of flip-Kakutani equivalence which applies to actions of Zd where time reversal
is not a well-defined concept. While Giordano, Putnam and Skau have shown
in [12, Theorem 2.6] that Kakutani strong orbit equivalence is characterized by
Rieffel-Morita equivalence of the C*-crossed-products, the C*-algebraic picture of
Kakutani equivalence, and more generally bounded orbit injection equivalence, is
the main new result of this article and, informally, can be described as a form of
Rieffel-Morita equivalence where moreover the space on which the action occurs is
remembered. We begin our paper with an introduction of the concepts we will use
and the framework for our characterization. We then establish our characterization
in the next section. In the last section we apply our results to derive a sufficient
condition for bounded orbit injections to give rise to strong orbit equivalence. This
condition involves an ordered group which is a direct Zd analog of the group used in
[12, Theorem 2.6] when d = 1, but in contrast to that case, it is not the K0-group
of the C*-algebra when d > 1. Giordano, Matui, Putnam and Skau have recently
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shown that this group modulo the infinitesmal subgroup characterizes minimal Zd
Cantor systems up to orbit equivalence [14].
A triple
(
X,ϕ,Zd
)
is a dynamical system (on a compact space) when X is a
compact space and ϕ is an action of Zd on X by homeomorphisms. A Cantor
system
(
X,ϕ,Zd
)
is a dynamical system where X is a Cantor set. Moreover, if ϕ
is a free action, then
(
X,ϕ,Zd
)
will be called free as well, and if every point in X
has a dense orbit for the action ϕ then
(
X,ϕ,Zd
)
will be called minimal.
Let
(
X,ϕ,Zd
)
and (Y, ψ,Zd) be two free minimal Cantor systems for some pos-
itive integer d. We wish to investigate when ϕ and ψ are equivalent in some dy-
namically meaningful way. A natural concept of equivalence is given by conjugacy:
ϕ and ψ are conjugate when there exists a homeomorphism h : X → Y such that
h ◦ ϕ = ψ ◦ h. However, classification up to conjugacy is a very complex problem,
and it has proven fruitful to study weaker form of equivalences with more tractable
invariants. A fundamental example of such an equivalence is orbit equivalence [12]:
the actions ϕ and ψ of Z are orbit equivalent when there exists a homeomorphism
h : X → Y and two maps n : X → Z and m : Y → Z such that for all x ∈ X and
y ∈ Y we have h ◦ ϕ(x) = ψn(x) ◦ h(x) and ϕm(y) ◦ h−1(y) = h−1 ◦ ψ(y). In other
words, ϕ and ψ are orbit equivalent if and only if there exists a homeomorphism
h : X → Y which maps orbits to orbits. Following [12], the actions ϕ and ψ are
strongly orbit equivalent when the maps m and n are discontinuous at one point
at most. Giordano, Putnam and Skau proved in [12, Theorem 2.6] that the C*-
crossed-product algebra of the two minimal free actions ϕ and ψ of Z on a Cantor
set are *-isomorphic if and only if ϕ and ψ are strongly orbit equivalent.
The C*-algebra of an action α of Zd on a compact setX is defined as the universal
C*-algebra C(X)⋊αZ
d generated by C(X) and unitary operators Uzα for all z ∈ Z
d
subject to the relations Uzαf (U
z
α)
∗
= f ◦ α−z and UzαU
z′
α = U
z+z′
α for all f ∈ C(X)
and z, z′ ∈ Zd with U0α = 1. C*-crossed-products were introduced in Zeller-Meier
in [17] and have a rich and complex structure as C*-algebras [17][9] [16], whose
connection with the defining action is not always clear. It is thus a remarkable fact
that when α is a minimal and free action of Z on a Cantor setX , the crossed-product
C(X)⋊α Z is a complete invariant for strong orbit equivalence. Moreover, in this
case, the C*-crossed-products are inductive limits of so called circle algebras and
are fully classified up to *-isomorphism by their K groups (including the order on
K0 and some distinguished elements in each groupK0 andK1) , as shown by Elliott
in [3]. Thus, the ordered K0 group and its order unit of the C*-crossed-product for
such actions form a complete invariant of strong orbit equivalence.
Yet, in general, proving that two C*-algebras are *-isomorphic is nontrivial, and
again some weaker but interesting form of equivalence have been introduced to help
with this problem. Two C*-algebras A and B are Rieffel-Morita equivalent when,
informally, their categories of non-degenerate representations on Hilbert spaces are
equivalent. More formally, two C*-algebras A and B are Rieffel-Morita equivalent
when there exists a full B Hilbert module M such that the C*-algebra of compact
adjoinable operators on M is *-isomorphic to A [6, Theorem 4.26 p. 164][15]. In
particular, when the C*-algebrasA and B are simple, if there exists a *-isomorphism
ϕ : A → pBp with p some nonzero projection in B then A and B are Morita
equivalent. In [12, Theorem 2.6], Giordano, Putnam and Skau established that
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C(X) ⋊ϕ Z and C(Y ) ⋊ψ Z are Rieffel-Morita equivalent if and only if ϕ and ψ
are Kakutani strong orbit equivalent. Kakutani strong orbit equivalence is defined
in terms of induced systems: if A is a clopen subset of a Cantor set Z and α is
a minimal free action of Z on Z then αA is the action of Z on A defined by first
return times of α to A, and is called a derived system of α. Now, ϕ and ψ are
strongly orbit Kakutani equivalent if there exists a free minimal action α of Z on
some Cantor set Z such that both ϕ and ψ are conjugated to derived systems of α.
The systems ϕ and ψ are Kakutani strong orbit equivalent when they are strongly
orbit equivalent to derived systems of α. Thus once again, a dynamical concept
such as Kakutani strong orbit equivalence is characterized by a standard concept
of C*-algebra theory — Rieffel-Morita equivalence. It is thus natural to investigate
analogous C*-algebraic descriptions of other forms of equivalence between minimal
free Cantor systems.
Two minimal free systems (X,ϕ,Z) and (Y, ψ,Z) are flip-Kakutani equivalent
if (X,ϕ,Z) is Kakutani equivalent to either (Y, ϕ,Z) or its time reversed system
(Y, ϕ ◦ σ,Z) where σ : z ∈ Z 7→ −z. Now, σ is the only automorphism of Z
besides the identity, but the situation is more complicated for Zd in general. To
generalize the notion of flip-Kakutani equivalence, S. Lightwood and the second
author introduced in [7] the notion of orbit injection equivalence between minimal
free actions of Zd on the Cantor set. In general, for an action α of Zd on a set Z
we denote the image of z ∈ Zd by αz. We recall from [7]:
Definition 1.1. Let
(
X,ϕ,Zd
)
and
(
Y, ψ,Zd
)
be two free dynamical systems. Then
a map θ : X → Y is an orbit injection from
(
X,ϕ,Zd
)
to
(
Y, ψ,Zd
)
when θ is a
continuous open injection such that for all x, y ∈ X we have:
(1.1)
∃w ∈ Zd such that ϕw(x) = y if and only if ∃v ∈ Zd such that ψv ◦ θ(x) = θ(y).
The cocycle for an orbit injection θ is the function η : X × Zd → Zd defined by
ψη(x,w)θ (x) = θ (ϕwx). The orbit injection θ is called bounded if the cocycle η is
continuous.
We observe that, as the actions ϕ and ψ are free, Identity (1.1) uniquely defines
the cocycle η. Moreover, the range of an orbit injection is clopen, since it is assumed
open by definition and it is the continuous image of a compact set so it is closed as
well.
Remark 1.2. In [7], bounded orbit injections are not required to have open range,
and it is shown instead that for d = 2 the range of bounded orbit injections has
nonempty interior. In general, given two minimal free Cantor systems
(
X,ϕ,Zd
)
and
(
Y, ψ,Zd
)
, the range of a bounded orbit injection θ from
(
X,ϕ,Zd
)
to
(
Y, ψ,Zd
)
has nonempty interior if and only if it is open (or equivalently θ is an open map).
Indeed, assume X ′ = θ(X) contains an open subset U . Let y ∈ X ′. By minimality
there exists z ∈ Zd and ω ∈ U such that ψz(ω) = y. Then there exists a unique
x ∈ X and h ∈ Zd such that θ(x) = ω and θ
(
ϕ−h (x)
)
= y since θ is an orbit
injection. Now, since the cocycle η associated to θ is continuous, the subset Ω =
(η (·, z))−1 ({−h}) of X is open. Let V = Ω ∩ θ−1(U) which is open in X as well.
Now, since X is compact and θ is a continuous injection, θ is a homeomorphism
from X onto X ′ for its relative topology in Y . Thus in particular, θ(V ) is relatively
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open in X ′, i.e. there exists an open subset Υ of Y such that θ(V ) = Υ ∩X ′. Yet
θ(V ) ⊆ U ⊆ X ′ and U is open in Y so θ(V ) = Υ ∩ U is open in Y . Moreover, by
construction, ψz (θ (V )) = θ
(
ϕ−h (V )
)
so ψz (θ (V )) is an open subset of Y (since
ψz is a homeomorphism) and is contained in θ(X). Yet y ∈ ψz (θ (V )), so θ(X)
is a neighborhood of each of its points and is thus open in Y . The converse is
immediate.
Definition 1.3. Let
(
X,ϕ,Zd
)
and
(
Y, ψ,Zd
)
be two free minimal Cantor systems.
Then
(
X,ϕ,Zd
)
and
(
Y, ψ,Zd
)
are bounded orbit injection equivalent when there
exists a minimal free Cantor system
(
Z, α,Zd
)
with two bounded orbit injections θϕ
and θψ from, respectively,
(
X,ϕ,Zd
)
and
(
Y, ψ,Zd
)
to
(
Z, α,Zd
)
.
The fact that bounded orbit injection equivalence is reflexive and symmetric is
obvious, and transitivity was proven indirectly in [7] for d = 2 where bounded orbit
injection equivalence is proven to be the same relation as suspension equivalence.
In the last section of this paper, we will give a proof that bounded orbit injection
equivalence is transitive for any d ∈ N \ {0} and thus is indeed an equivalence
relation.
This paper establishes that the systems
(
X,ϕ,Zd
)
and
(
Y, ψ,Zd
)
are bounded
orbit injection equivalent if and only if both C(X) ⋊ϕ Z
d and C(Y )⋊ψ Z
d can be
embedded as corners in C(Z)⋊αZ
d for some minimal free Cantor system
(
Z, α,Zd
)
,
and the images by these embeddings of both C(X) and C(Y ) are subalgebras
of C(Z). We note that this result is new even in the case of actions of Z as a
characterization of flip-Kakutani of minimal free Cantor systems. The proof of this
first result occupies our first section. It partly relies upon techniques inspired by
[12, Theorem 2.6], as well as other tools such as spectral decomposition of C*-
crossed-products.
We show in Theorem 3.12 that for a minimal Cantor system
(
X,ϕ,Zd
)
the
ordered group
(
G (ϕ) , G (ϕ)+
)
where
G (ϕ) = C (X,Z) /〈f − fϕv : v ∈ Zd〉
G (ϕ)+ = {[f ] : f (x) ≥ 0 for all x ∈ X}
is an invariant of bounded orbit injection equivalence. In the case when ϕ is a
Z-action, by the Pimsner-Voiculescu six term exact sequence [1] this is the K0-
group of the C*-algebra C(X) ⋊ϕ Z. We show that
(
G (ϕ) , G (ϕ)+
)
shares many
properties with simple dimension groups. However, as is shown in [8], this group
may contain torsion even when d = 2. The connection between the ordered group(
G (ϕ) , G (ϕ)+
)
and the C*-algebra C(X)⋊ϕZ
d for d > 1 is unclear (see discussion
in [11][10]). Thus while it is not particularly surprising that it is an invariant of
bounded orbit injection equivalence, it is interesting that by the aforementioned
results it is an invariant of this strengthened notion of Reiffel-Morita equivalence
for C(X)⋊ϕ Z
d.
We show that given bounded orbit injections θ1, θ2 from two minimal Cantor
systems
(
X,ϕ,Zd
)
and
(
Y, ψ,Zd
)
into a third
(
Z, α,Zd
)
, the question of whether
the system
(
Z, α,Zd
)
may be omitted turns on the nature of the isomorphisms hθ1
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and hθ2 from
(
G (ϕ) , G (ϕ)+
)
and
(
G (ψ) , G (ψ)+
)
into
(
G (α) , G (α)+
)
induced
by the orbit injections, or if one prefers, the nature of the isomorphism h = h−1θ2 hθ1 :(
G (ϕ) , G (ϕ)+
)
→
(
G (ψ) , G (ψ)+
)
. Specifically, letting [1X ], [1Y ] represent the
equivalence classes of the constant functions 1 on the spaces X,Y , if h [1X ] =
[1Y ] then we show that there is a bounded orbit equivalence from
(
X,ϕ,Zd
)
to(
Y, ψ,Zd
)
. If h [1X ]− [1Y ] is an infinitesimal element then we show that the orbit
injections can be modified to a (not necessarily bounded) orbit equivalence from(
X,ϕ,Zd
)
to
(
Y, ψ,Zd
)
. Finally, if [1Y ]− h [1X ] ∈ G (ψ)+ then there is a bounded
orbit injection from X to Y .
As is the case in [7, 14], partitions associated with tilings are a key tool for
proving results about Zd-dynamics and we use Voronoi tilings for our results about
the group
(
G (ϕ) , G (ϕ)+
)
. In particular, the notion of a Voronoi-Rohlin partition
serves as a Zd version of the tower partitions used in [12, Theorem 2.6].
Acknowledgement. We wish to thank Alvaro Arias, Thierry Giordano, Hiroki Matui,
Ian Putnam, and Christian Skau for helpful discussions.
2. C*-algebraic Characterization of Orbit Injection Equivalence
This section establishes the characterization of bounded orbit injection equiv-
alence in terms of Rieffel-Morita equivalence of C*-algebras. Given a dynamical
system
(
X,ϕ,Zd
)
on a compact space X , the C*-crossed-product C(X) ⋊ϕ Z
d is
the universal C*-algebra generated by a copy of C(X) and a family
(
Uzϕ
)
z∈Zd
of
unitary operators satisfying the relations UzϕfU
−z
ϕ = f ◦ ϕ
−z, UzϕU
z′
ϕ = U
z+z′
ϕ and
U0ϕ = 1 for all z, z
′ ∈ Zd and f ∈ C(X). The construction of this C*-algebra is
detailed in [17],[9] and [16]. Note that in this paper, we shall follow the convention
that ϕz is the homeomorphism given by the action ϕ on X at z ∈ Zd, and the asso-
ciated unitary in the crossed-product C(X)⋊ϕ Z
d, which we will call the canonical
unitary for ϕ at z, is denoted by Uzϕ.
This section generalizes methods developed in [12] to the case of Zd actions. An
important tool in [12] is the description of normalizers of the C*-subalgebra C(X)
in the crossed-product C(X) ⋊ Z. We shall also need such a description, but in
addition we need to make sure that the normalizers we will encounter form a group
isomorphic to Zd — something which is automatic when d = 1 but needs some ef-
forts for the general case we study in this paper. In general, the generalization from
actions of Z to actions of Zd involve various technical points which we emphasize
in the proofs of this section.
As a first step, we shall establish the following proposition, which provides a
mean to embed a crossed-product into another given a bounded orbit injection:
Proposition 2.1. Let X and Z be Cantor sets. Let
(
X,ϕ,Zd
)
and
(
Z,ψ,Zd
)
be
two free dynamical systems and θ : X → Z a bounded orbit injection with unique
cocycle η. Then the projections defined for z, h ∈ Zd and y ∈ Z by:
(2.1) pzh(y) =
{
1 if ∃x, x′ ∈ X y = θ(x) and x = ϕz(x′) and y = ψh (θ (x′)) ,
0 otherwise.
satisfy:
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• For z, h ∈ Zd, the projection pzh is in C(Z), hence in C(Z)⋊ψ Z
d,
• For z ∈ Zd and h 6= h′ ∈ Zd we have pzhp
z
h′ = 0,
• For z ∈ Zd the set
{
h ∈ Zd : pzh 6= 0
}
is finite,
• The set θ(X) is clopen in Z,
• If p is the projection on θ(X) i.e. is the multiplication operator by the
indicator of θ(X) in Z, then for all z ∈ Zd we have:∑
h∈Zd
pzh = p,
• For z, z′, h ∈ Zd we have:
pz+z
′
h =
∑
h′∈Zd
pzh′ · p
z′
h−h′ ◦ ψ
−h′ ,
Consequently, setting for z ∈ Zd:
V z =
∑
h∈Zd
pzhU
h
ψ + (1− p)
then the map z ∈ Zd 7→ V z is a group isomorphism into the unitary group in
C (Z)⋊ψ Z
d. Moreover, V zp = pV z for all z ∈ Zd.
Proof. We denote θ(X) by X ′. By assumption, θ is a continuous bijection from X
onto X ′. Since X is compact, θ is in fact a homeomorphism from X onto X ′ for the
relative topology on X ′. Moreover, as the continuous image of a compact set, X ′
is closed in Z. Since by assumption on θ the set X ′ is also open in Z, we conclude
that θ(X) is clopen in Z.
For all y ∈ Z and z, h ∈ Zd, we define pzh(y) by Identity (2.1) and we note
that the support Xzh of p
z
h is the image by θ of set P
z
h = (η (·, z))
−1
({h}), the
latter being clopen in X since η is continuous. Since X ′ is clopen in Z and θ is a
homeomorphism from X onto X ′ we deduce that Xzh is clopen in Z. Hence p
z
h is a
continuous function on Z. We now establish the properties of the lemma.
Assume Xzh ∩ X
z
h′ 6= ∅ for some z, h, h
′ ∈ Zd. Let y ∈ Xzh ∩ X
z
h′ . Then by
definition, there exists x, x′, x′′, x′′′ ∈ X such that y = θ(x) = θ(x′′), with x =
ϕz(x′) and x′′ = ϕz(x′′′) and y = ψh (θ(x′)) = ψh
′
(θ(x′′′)). Since θ is injective,
x = x′′. Since ϕz is a homeomorphism, we have x′ = x′′′. Since the action by ψ is
free, h = h′. Thus, if h 6= h′ then Xzh ∩X
z
h′ = ∅.
Moreover, let y ∈ X ′. By definition, there exists (a unique) x ∈ X such that
y = θ(x). Set x′ = ϕ−z(x). Since θ is an orbit injection with cocycle η, we have:
ψη(x,z)(θ(x′)) = θ (ϕz(x′)) = θ(x) = y
by Definition (1.1). Hence by definition y ∈ Xz
η(x,z). Conversely, if y ∈ X
z
h then
by definition y ∈ X ′. Thus for any z ∈ Zd the set X ′ is the union of the clopen
sets Xzh for h ∈ Z
d and thus X ′ itself is clopen. Furthermore, as X ′ is closed
in the compact set X we conclude that X ′ is compact. Thus for any z ∈ Zd, if
Pz =
{
h ∈ Zd : Xzh 6= ∅
}
then the family (Xzh)h∈Pz is a partition of the compact
X ′ by open subsets, so it is finite. Hence Pz, which equals
{
h ∈ Zd : pzh 6= 0
}
by
definition, is finite as claimed.
We thus have proven that for a fixed z ∈ Zd, the projections pzh (h ∈ Z
d) are
pairwise orthogonal and that
∑
h∈Zd p
z
h = p where p is the projection on X
′ i.e.
the indicator function of X ′ in C (Z) (note that p ∈ C(Z) since X ′ is clopen in
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Z) – and where only finitely many terms in the sum are nonzero. We now prove a
natural convolution product relates the projections pzh for varying z ∈ Z
d.
Let z, z′, h ∈ Zd. Let y ∈ Z. Then pz+z
′
h (y) = 1 if and only if there exists
x, x′ ∈ X such that:
(2.2) y = θ(x), x = ϕz+z
′
(x′) and y = ψh (θ (x′)) .
Since x = ϕz
(
ϕz
′
(x′)
)
, by assumption on θ, there exists h′ = η
(
ϕz
′
(x′), z
)
∈ Zd
such that y = ψh
′
(
θ
(
ϕz
′
(x′)
))
. In summary, for some h′ ∈ Zd:
(2.3) y = ψh
′
(
θ
(
ϕz
′
(x′)
))
and x = ϕz
(
ϕz
′
(x′)
)
.
Hence by definition, pzh′(y) = 1. Note moreover that h
′ is unique, since pzh′(y) = 1
implies that pzh′′(y) = 0 for all h
′′ 6= h′.
Furthermore, since ψ−h
′
=
(
ψh
′
)−1
we have from the first equality in (2.3):
ψ−h
′
(y) = θ
(
ϕz
′
(x′)
)
and from the last equality in (2.2):
ψ−h
′
(y) = ψh−h
′
(θ (x′))
and therefore by definition:
pz
′
h−h′
(
ψ−h
′
(y)
)
= 1.
Hence we obtain the desired formula:
(2.4) pz+z
′
h (y) =
∑
h′∈Zd
pzh′(y)
(
pz
′
h−h′ ◦ ψ
−h′ (y)
)
,
noting that for any y ∈ X only one term at most in the sum is nonzero.
We can now define for all z ∈ Zd the following operator:
V z =
∑
h∈Zd
pzhU
h
ψ + (1− p) ∈ C (Z)⋊ψ Z
d,
where again the sum is over only finitely many nonzero terms.
Now, let y ∈ Z\X ′ and let z, h ∈ Zd. We compute:(
pzhU
h
ψ (1− p)
)∗ (
pzhU
h
ψ (1− p)
)
= (1− p)
(
pzh ◦ ψ
h
)
(1− p)
= (1− p)
(
pzh ◦ ψ
h
)
.
Yet if pzh ◦ ψ
h(y) = 1 then by definition there exists x, x′ ∈ X ′ such that ψh(y) =
θ(x), x = ϕz(x′) and ψ−h
(
ψh(y)
)
= θ(x′) ∈ X ′. This last equation forces y ∈ X ′
and thus (1− p) (y) = 0. Hence:
(2.5) pzhU
h
ψ (1− p) = 0.
By the convolution formula (2.4), Equality (2.5) and the trivial observation:
((1− p) pzh) (y) = 0
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for all z, h ∈ Zd and y ∈ Z, we conclude:
V zV z
′
=
∑
h∈Zd
∑
h′∈Zd
pzhU
h
ψp
z′
h′U
h′
ψ + (1− p) yet U
h′
ψ = U
−h
ψ U
h+h′
ψ so:
V zV z
′
=
∑
h∈Zd
∑
h′∈Zd
(
pzhp
z′
h′ ◦ ψ
−h
)
Uh+h
′
ψ + (1− p)
=
∑
h′′∈Zd

∑
h∈Zd
pzhp
z′
h′′−h ◦ ψ
−h

Uh′′ψ + (1− p) where h′′ = h+ h′
=
∑
h′′∈Zd
pz+z
′
h′′ U
h′′
ψ + (1− p) = V
z+z′ .
Moreover by construction V 0 = p+ 1 − p = 1. Hence z 7→ V z is a morphism from
Zd into the unitary group of C (Z)⋊ψ Z
d. Last, we note that Identity (2.5) shows
that pzhU
h
ψ = p
z
hU
h
ψp for all z, h ∈ Z
d, which in turn establishes that for all z ∈ Zd
the unitary V z commutes with p. Our proposition is thus proven. 
As a first use of Proposition (2.1), we prove that the existence of a bounded
orbit injection implies Rieffel-Morita equivalence of crossed-products with an addi-
tional property, thus establishing the necessary condition of our characterization of
bounded orbit injection equivalence:
Proposition 2.2. Let
(
X,ϕ,Zd
)
and
(
Z,ψ,Zd
)
be two minimal free Cantor sys-
tems and let θ : X → Z be a bounded orbit injection from
(
X,ϕ,Zd
)
to
(
Z,ψ,Zd
)
.
Then there exists a *-monomorphism α : C(X) ⋊ϕ Z
d −→ C(Z) ⋊ψ Zd such that
α(C(X)) ⊆ C(Z) and whose range is the corner algebra p
(
C(Z)⋊ψ Z
d
)
p where
p = α(1).
Proof. Let f ∈ C(X) and y ∈ Z. We set:
π(f)(y) =
{
f(x) if y = θ(x),
0 otherwise.
First, π(f) is a well-defined map from Z to C since θ is injective. Moreover, it
is straightforward to check that π(f) is continuous over Z since the range of θ is
clopen by Proposition (2.1). Let V, p and pzh (z, h ∈ Z
d) be given by by Lemma
(2.1), which applies since θ is a continuous orbit injection and both ϕ and ψ are free
by assumption. Note that p is the indicator function of θ(X) in Z, so p = π(1). Let
now f ∈ C(X) be given. We wish to check that (π, V ) is a covariant representation
of
(
X,ϕ,Zd
)
so we compute:
V zπ(f)V −z =

∑
h∈Zd
pzhU
h
ψ + (1− p)

 π(f)

 ∑
h′∈Zd
pzh′U
h′
ψ + (1− p)


∗
=
∑
h∈Zd
∑
h′∈Zd
pzhU
h
ψπ(f)U
−h′
ψ p
z
h′ ,
ORBIT INJECTIONS EQUIVALENCE AND C*-ALGEBRAS 9
since (1− p)π(f) = π(f) (1− p) = 0. Now, for h, h′ ∈ Zd we have:
pzhU
h
ψπ(f)U
−h′
ψ p
z
h′ = p
z
h
(
π(f) ◦ ψ−h
)
Uh−h
′
ψ p
z
h′
=
(
π(f) ◦ ψ−h
)(
pzh
(
pzh′ ◦ ψ
h′−h
))
Uh−h
′
ψ
=
{
0 if h 6= h′
π(f) ◦ ψ−h if h = h′.
(2.6)
Indeed, suppose that pzh(y) = 1 for some h ∈ Z
d and y ∈ Z. Then by definition,
there exists x, x′ ∈ X such that y = θ(x) = ψh (θ(x′)) and x = ϕz(x′). Then:
ψh
′−h(y) = ψh
′−h
(
ψh (θ(x′))
)
= ψh
′
(θ(x′)) .
Yet if pzh′(ψ
h′−h (y)) = 1 for some h′ ∈ Zd then there exists w,w′ ∈ X such that
ψh
′−h(y) = θ(w) = ψh
′
(θ(w′)) and w = ϕz(w′). Yet then since ψh
′
◦ θ is injective,
we conclude that w′ = x′ and thus x = w so ψh
′−h(y) = y. Hence as ψ is free we
conclude that h = h′. Thus pzh
(
pzh′ ◦ ψ
h′−h
)
(y) is 1 when h = h′ and 0 otherwise.
Hence by Identity (2.6) we have V zπ(f)V −z ∈ C(Z) and moreover by construc-
tion, if x ∈ X and y = θ(x), since θ is an orbit injection with cocycle η:
V zπ(f)V −z(y) =

∑
h∈Zd
pzhπ(f) ◦ ψ
−h

 (y)
= pzη(x,z)(y)π
(
f ◦ ϕ−z
)
(y)
= π
(
f ◦ ϕ−z
)
(y).
On the other hand, if y 6∈ θ(X) then:
V zπ(f)V −z(y) =

∑
h∈Zd
pzhπ(f) ◦ ψ
−h

 (y)
= 0
= π(f ◦ ϕ−z)(y)
where the last equality follows from π(g)(Z/X ′) = {0} for all g ∈ C(X) by con-
struction.
Hence the pair (π, V ) is covariant for
(
X,ϕ,Zd
)
. It is however degenerate, and
its integrated *-morphism is actually valued in the corner p
(
C(Z)⋊ψ Z
d
)
p. It will
be convenient to work explicitly in this corner. We note that for all f ∈ C(X) we
have π(f) ∈ pC(Z)p = C (θ(X)) and p commutes with V z for all z ∈ Zd. Hence,
setting π′ = pπ (·) p and ωg = pV gp for g ∈ Zd we define a nondegenerate covariant
pair (π′, ω) valued in p
(
C(Z)⋊ψ Z
d
)
p. By [16, Proposition 2.39] there exists a
unique *-morphism α such that for all f ∈ C(X) we have α(f) = π′(f) ∈ pC(Z)p
and for all z ∈ Zd we have α(Uzϕ) = ω
z . Since (X,ϕ,Zd) is minimal, the morphism
α is injective. We now investigate the range of α. First by construction, the
range of α is a C*-subalgebra of p(C(Z) ⋊ψ Z
d)p and π′(1) = α(1) = p. Second,
π′ = α|C(X) is a *-isomorphism onto C (θ(X)) ⊆ C(Z). Now, let h ∈ Z
d. Set
Xh =
{
x ∈ X ′ : ψh(x) ∈ X ′
}
and note that Xh is clopen in X
′. Let qh be the
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indicator function of Xh in C(Z). Now:(
(p− qh)U
h
ψ (p− qh)
)∗ (
(p− qh)U
h
ψ (p− qh)
)
= (p− qh) · (p− qh) ◦ ψ
h.
Note that p − qh is a projection (since qh is a subprojection of p). Now, if
(p− qh) (x) = 1 then x ∈ θ(X) and ψ
h(x) 6∈ θ(X) and thus (p− qh) (ψ
h(x)) = 0.
Hence (p− qh)Uhψ (p− qh) = 0. Similarly:(
qhU
h
ψ (p− qh)
)∗ (
qhU
h
ψ (p− qh)
)
= (p− qh) · qh ◦ ψ
h = 0
and thus qhU
h
ψ (p− qh) = 0. We would prove (p− qh)U
h
ψqh = 0 the same way. We
conclude:
pUhψp = qhU
h
ψqh.
On the other hand, let x ∈ Xh and let w ∈ X be the unique element such that
x = θ(w). Since θ is an orbit injection, we conclude that there exists k ∈ Zd such
that θ(ϕ−k(w)) = ψ−h(x), i.e. pkh(x) = 1. Since θ, ψ and ϕ are free we conclude
that if k′ 6= k then pk
′
h (x) = 0: indeed, assume there exists k
′ ∈ Zd, w′, w′′ ∈ X
such that x = θ(w′), w′ = ϕk
′
(w′′) and x = ψh (θ (w′′)). Then since θ is injective,
w′ = w. Since ψh and θ are injective, w′′ = ϕ−k(w). Hence ϕ−k
′
(w) = ϕ−k(w) and
since ϕ is free we conclude that k = k′. Hence the projections pjh for j ∈ Z
d are
pairwise orthogonal and thus the sets Xkh (k ∈ Z
d) are disjoint.
Since Xh is compact and Xh is the disjoint union of the clopen subsets X
k
h
(k ∈ Zd) of Xh, we also conclude that the set
{
k ∈ Zd : pkh 6= 0
}
is finite. Therefore
we can write:
qh =
∑
k∈Zd
pkh ∈ C(Z).
Now, for all z, z′ ∈ Zd we have by construction: pzhω
zpz
′
h = p
z
hU
h
ψp
z′
h so (noting
all the sums are finite):
pUhψp = qhU
h
ψqh =
∑
z∈Zd
∑
z′∈Zd
pzhU
j
ψp
z′
h
=
∑
z∈Zd
∑
z′∈Zd
pzhω
zpz
′
h ∈ ranα.
Hence the range of α is p(C(Z)⋊ψ Z
d)p as claimed. 
We now proceed to prove the converse of Proposition (2.2) and thus establish
our main theorem for this section. We use the following notations. Let G be an
Abelian discrete group and let ϕ be an action of G on a compact space X . We
denote the Pontryagin dual of G by Ĝ. We define the dual action γ of the compact
group Ĝ on C(X)⋊ϕG as the unique action such that for all f ∈ C(X),χ ∈ Ĝ and
g ∈ G we have γχ(f) = f and γχ(Ug) = χ(g)Ug. In this context, we define, for all
a ∈ C(X)⋊ϕ G:
(2.7) E(a) =
∫
G
γχ(a)dµ(χ)
where µ is the Haar probability measure on the compact group Ĝ. It is standard
that E is a conditional expectation from C(X)⋊ϕG onto the fixed point of γ which
is C(X). We refer to [17], [9] or [16] for the proof of the existence of the strongly
continuous action γ and its fundamental properties.
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We have the following immediate extension of [12, Lemma 5.1] from actions of
Z to actions of Zd:
Lemma 2.3. Let d ∈ N\ {0}. Let X be an infinite compact space and let ϕ be
a minimal free action of Zd on X by homeomorphisms. Let v be a unitary in
C(X)⋊ϕ Z
d such that vC(X)v∗ = C(X). Then there exists orthogonal projections
(pg)g∈Zd in C(X) such that
∑
g∈Zd pg = 1 while
{
g ∈ Zd : pg 6= 0
}
is finite and:
v = f
∑
g∈Zd
pgU
g
ϕ
for some f ∈ C(X).
Proof. Let G = Zd and let the Pontryagin dual of G be denoted by Ĝ (i.e. Ĝ =
Td). For g ∈ G let δg be the Dirac measure at g ∈ G (we identify measures
with their density against the counting measure over the countable space G). Let
x ∈ X . Define the following representation πx of C(X) ⋊ϕ G on ℓ2(G): for f ∈
C(X) we set πx(f)δg = f (ϕ
−g(x)) δg and for h ∈ G we set πx
(
Uhϕ
)
δg = δg+h.
This representation is known as the regular representation induced by the measure
Dirac measure at x on X [9]. It is routine to check that πx(U
h
ϕ)πx(f)πx
(
U−hϕ
)
=
πx
(
f ◦ ϕ−h
)
and thus πx extends uniquely to a *-representation of C(X) ⋊ϕ G.
Moreover, since the action of G is minimal and X is infinite, the crossed-product
C(X) ⋊ϕ G is simple and thus πx is faithful. In addition, πx is irreducible (using
the freedom of the action ϕ). These facts can be found in [9] and are well-known.
Let g ∈ G. Set pg = |E (vU−g)| where E is the conditional expectation on
C(X)⋊ϕ G defined by the dual action γ of Ĝ and Identity (2.7). Let Xg ⊆ X be
the support of pg ∈ C(X). Let χ ∈ Ĝ. We define the unitary uχ on ℓ2 (G) by
uχδh = χ(h)δh for all h ∈ G. For f ∈ C(X) we have:
πx (γ
χ(f)) = πx(f)
= uχπx(f)u
∗
χ
(since uχ is diagonal in the basis (δg)g∈G so commutes with the diagonal operators
πx(f) for all f ∈ C(X)). Let g ∈ G. Then:
uχπx(U
g)u∗χδh = uχπx(U
g)χ(h)δh
= uχπx(U
g)χ(−h)δh
= uχχ(−h+ g)δh+g
= χ(g)δh+g
= χ(g)πx(U
g)δh
= πx (γ
χ(Ug)) δh.
Hence since πx is a continuous *-morphism, πx ◦ γχ = Ad uχ ◦ πx. (Note that
since the action is minimal, πx is actually injective on C(X) and together with the
intertwining of the dual actions, this fact ensures an alternative proof that πx is
faithful).
Since πx(v) stabilizes πx(C(X)), it also stabilizes πx (C (X))
′′. Now:
πx (C (X))
′′ = ℓ∞ (G)
where ℓ∞ (G) is identified with the multiplication operators on ℓ2(G) or, equiva-
lently, with the maximal Abelian Von Neumann algebra of diagonal operators in
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the basis {δg : g ∈ G}. Indeed, the inclusion ℓ∞(G) ⊆ πx (C(X))
′
is easily checked,
and if T ∈ B
(
ℓ2 (G)
)
with 〈Tδg, δg′ 〉 6= 0 for some g 6= g′ then, choosing f ∈ C(X)
so that f(αg(x)) 6= f(αg′(x)) we conclude that:
〈Tπ(f)δg, δg′〉 = f(αg(x)) 〈Tδg, δg′〉 ,
〈π(f)Tδg, δg′〉 = f (αg′(x)) 〈Tδg, δg′〉 ,
and thus π(f)T 6= Tπ(f). Hence, T ∈ π(C(X))′ if and only if ϕ ∈ ℓ∞(G). Hence
ℓ∞(G) = πx (C(X))
′
and thus πx(C(X))
′′ = ℓ∞(G)′ = ℓ∞(G).
Thus there exists (λh)h∈G with λh ∈ T and σ : G→ G a permutation such that
for all h ∈ G:
πx(v)δh = λhδσ(h).
(note: if Qh is the projection onto Cδh then πx(v)Qhπx(v)
∗ ∈ ℓ∞(G) and is a
projection so πx(v)Qhπx(v)
∗ = Qσ(h).)
Then for all g ∈ G and h ∈ G we have:
πx (Eg(v)) δh =
∫
bG
πx
(
γχ(νU−g)
)
δhdµ(χ)
=
∫
bG
uχπx (v)πx
(
U−g
)
u∗χδhdµ(χ)
=
∫
bG
χ (σ (h− g)− h)λh−gδσ(h−g)dµ (χ)
=
{
λg−hδh if σ(h− g) = h
0 if σ(h− g) 6= h
.
Hence:
πx (pg) δh =
{
δh if σ(h− g) = h,
0 if σ(h− g) 6= h.
This proves that pg is a projection and pgph = 0 iff g 6= h ∈ G. In particular, Xg
is clopen since pg continuous.
Let −gx = σ−1(0) (note: σ depends on x as it is defined via πx(v)). Then if
0 ∈ G is the neutral element of G:
pgx(x) = 〈πx (pgx) δ0, δ0〉 = 1.
Since x is arbitrary in X , we conclude that
⋃
g∈G
Xg = X (by above equation: if
x ∈ X then x ∈ Xgx). Since {Xg : g ∈ G} is an open covering of the compact X
there exists a finite subset S ⊆ G such that X =
⋃
g∈S
Xg. Since the sets Xg are
pairwise disjoint (as pgph = 0) we conclude that if g ∈ Sc then Xg = ∅. Hence,
pg = 0 if g ∈ Sc and ⊕g∈Spg = 1.
Last, let v0 =
∑
g∈S pgU
g. By construction, πx (vv
∗
0) = λ. Since πx is faithful
and unital and λ is a unitary, so is vv∗0 and thus v0 is a unitary. In particular,∑
g∈G ϕ
−g(pg) = v
∗
0v0 = 1. Moreover, since λ ∈ πx (C(X))
′′
and C(X) is maximal
Abelian in C(X)⋊ϕ G (as ϕ is free), we conclude that there exists f ∈ C(X) such
that πx(f) = λ. By faithfulness of πx we conclude that v = fv0 as claimed. 
We now prove the main result of this section:
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Theorem 2.4. Let
(
X,ϕ,Zd
)
and
(
Z,ψ,Zd
)
be two free minimal Cantor dynamical
systems. The following are equivalent:
(1) There exists a bounded orbit injection θ : X → Z,
(2) There exists a *-monomorphism C(X)⋊ϕ Z
d into C(Z)⋊ψ Z
d such that:
• α(C(X)) ⊆ C(Z),
• Letting p = α(1), the range of α is p
(
C(Z)⋊ψ Z
d
)
p.
Proof. Proposition (2.2) establishes that (1) implies (2). We are left to show that
(2) implies (1).
Assume henceforth that we are given a *-monomorphim α : C(X) ⋊ϕ Z
d →
C(Z) ⋊ψ Z
d with the properties mentioned in (2). Let p = α(1) ∈ C(Z) (p is
a continuous {0, 1} valued function on Z whose support is a clopen subset of Z
denoted by X ′). Note that we can write any operator in C(Z) ⋊ψ Z
d as a 2 by
2 matrix
[
a b
c d
]
such that a ∈ p
(
C(Z)⋊ψ Z
d
)
p, b ∈ p
(
C(Z)⋊ψ Z
d
)
(1 − p),
c ∈ (1 − p)
(
C(Z)⋊ψ Z
d
)
p and d ∈ (1− p)
(
C(Z)⋊ψ Z
d
)
(1− p). Now, in this
decomposition, for all g ∈ Zd we set ωg = α(Ugϕ) and V
g =
[
ωg 0
0 1− p
]
. Fix
g ∈ Zd. By assumption on α we have:
C(Z) =
{[
α(f) 0
0 f ′
]
: f ∈ C(X), f ′ ∈ C(Z\X ′)
}
.
Fix g ∈ Zd. We also have by our assumptions on α that for all f ∈ C(X):
ωgα(f)ω−g = α(UgϕfU
−g
ϕ ) = α(f ◦ ϕ−g) ∈ pC(Z)p.
Hence V g stabilizes C(Z) in C(Z) ⋊ψ Z
d. By Lemma 2.3, we conclude that for
all h ∈ Zd there exists a projection pgh ∈ C(Z) such that
∑
h∈Zd p
g
h = 1 with{
h ∈ Zd : pgh 6= 0
}
finite and fg ∈ C(X ′) (valued in T) such that:
V g = fg
∑
h∈Zd
pghU
h
ψ .
By assumption on α, the set X ′ is homeomorphic to X . Then let x 6∈ X ′. Let
h ∈ Zd\ {0}. Then if pgh(x) 6= 0 (hence = 1) then p
g
k(x) = 0 for all k 6= h by
orthogonality. Let f ′ ∈ C(Z) supported in Z\X ′ and such that 1 = f ′ (x) 6=
f ′
(
ψ−h(x)
)
. Then V gf ′V −g = f ′ by construction. Yet:

fg ∑
k∈Zd
pgkU
k
ψ

 f ′

fg ∑
k∈Zd
pgkU
k
ψ


∗
= fg

∑
k∈Zd
∑
k′∈Zd
(
pgk
(
f ′ ◦ ψ−k
)(
Uk−k
′
ψ
)
pgk′
) f∗g
= fg

∑
k∈Zd
∑
k′∈Zd
(
f ′ ◦ ψ−k
)(
pgkp
g
k′ ◦ ψ
k′−k
)
Uk−k
′
ψ

 f∗g ,
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and thus, by orthogonality, as in Identity (2.6) in the proof of Proposition (2.2), we
see that: 
fg ∑
k∈Zd
pgkU
k
ψ

 f ′

fg ∑
k∈Zd
pgkU
k
ψ


∗
=
∑
k∈Zd
pgk · f
′ ◦ ψ−k.
Hence: 
∑
k∈Zd
pgkU
k
ψ

 f ′

∑
k∈Zd
pgkU
k
ψ


∗
(x) = pgh(x) · f
′ ◦ ψ−h(x) · pgh(x)
= f ′ ◦ ψ−h(x) 6= f ′(x).
This is a contradiction. Hence pgh(x) = 0 and p
g
h ∈ C(X
′) for all h 6= 0 and
g ∈ G. Clearly 1 − p is a subprojection of pg0 for all g ∈ G. It will be convenient
to change our notation in the sequel, and denote the projection pg0p by p
g
0 for all
g ∈ Zd. With this new notation,
∑
h∈Zd p
g
h = p.
Let θ : X → X ′ be the homeomorphism defined by α(f)(x) = f ◦ θ−1(x) for all
x ∈ X ′ and f ∈ C(X). We claim that θ, identified as an injection X → Z, is a
bounded orbit injection.
Let x ∈ X and g ∈ Zd. Let Xgh be the support of p
g
h for all h ∈ Z
d and note
that Xgh is a clopen subset of X
′. Since
∑
h∈Zd p
g
h = p and these projections are
orthogonal, there exists a unique h = h (x, g) ∈ Zd such that θ(ϕg(x)) ∈ Xgh.
Now, since there are only finitely many nonzero projections
{
pgh : h ∈ Z
d
}
, the map
x 7→ h (x, g) is bounded on X .
Let x, y ∈ X and set z = θ(y). Then ϕg(x) = y implies z ∈ Xg
h(x,g). Let
h = h(x, g). Now by construction, z ∈ Xg
h(x,g) if and only if p
g
k(z) = 0 for all
k ∈ Zd\{h}. Using the same computation technique as before, we have:
α(f) ◦ ψ−h(x,g)(z) = U
h(x,g)
ψ α(f)U
−h(x,g)
ψ (z)
=

∑
k∈Zd
pgkU
k
ψ

 · α(f) ·

∑
k∈Zd
pgkU
k
ψ


∗
(z)
=
(
V gα(f)V −g
)
(z)
= α(UgϕfU
−g
ϕ )(z)
= α
(
f ◦ ϕ−g
)
(z).(2.8)
Hence ϕg(x) = y implies by definition of α and Equality (2.8):
f ◦ ϕ−g(y) = f ◦ θ−1 ◦ ψ−h(x,g) ◦ θ(y)
for all f ∈ C(X), or equivalently as C(X) separates the points of X :
x = ϕ−g(y) = θ−1 ◦ ψh(x,g) ◦ θ(y),
or equivalently: ψ−h(x,g) (θ(x)) = θ(y).
Let us now assume that ψk (x) = y for some x, y ∈ X ′ and k ∈ Zd. We shall use
the following sequence of claims to establish the existence of n(x, g) ∈ Zd such that
ϕn(x,g)(θ−1(x)) = θ−1(y).
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Let A = C(Z) ⋊ψ Z
d. The dual action γ of Td on A defines spectral subspaces
by setting:
∀g ∈ Zd Ag =
{
a ∈ A : ∀ω ∈ Td γω(a) = ωga
}
where, if we write ω = (ω1, . . . , ωd) and g = (g1, . . . , gd) then ω
g = (ωg11 , . . . , ω
gd
d ).
For a, b ∈ A we set:
〈a, b〉 = E (b∗a)
and we thus defined an C(Z)-valued inner product. We check easily that Ak and
Am are orthogonal for k 6= m for this inner product.
We now prove:
Claim 2.5. There exists x ∈ X ′ and k ∈ Zd with ψk(x) ∈ X ′ if and only if
pUkψp 6= 0.
Note that: (
pUkψp
)∗ (
pUkψp
)
= p
(
p ◦ ψk
)
p
= p
(
p ◦ ψk
)
.(2.9)
Hence pUkψp 6= 0 if and only if
(
pUkψp
)(
pUkψp
)∗
6= 0 which is equivalent by (2.9)
to the existence of x ∈ X ′ such that ψk(x) ∈ X ′.
Claim 2.6. For any k ∈ Zd we have pUkψp ∈ Ak.
Let χ ∈ Td. Then, note that p = α(1) ∈ C(Z) by assumption so γχ(p) = p for
all χ ∈ Td hence:
γχ(pUkψp) = γ
χ(p)γχ(Ukψ)γ
χ(p) = pγχ(Ukψ)p = χ
kpUkψp
as claimed.
Claim 2.7. Suppose that there exists k ∈ Zd such that for all g ∈ Zd and x ∈ X ′
we have pgk (x) = 0. Then α(C(X)⋊ϕ Z
d) is orthogonal to Ak for 〈., .〉.
The C*-algebra α(C(X) ⋊ϕ Z
d) is generated by α(C(X)) ⊆ C(Z) and ωg (g ∈
Zd). By Lemma 2.3, for all g ∈ Zd we have ωg = fg
∑
h∈Zd p
g
hU
h
ψ after replacing
pg0 with p
g
0p and with fg ∈ C(X
′). Thus with our assumption, ωg ⊥ Ak. Hence
α(C(X)⋊ϕ Z
d) is orthogonal to Ak.
Claim 2.8. Suppose that there exists x ∈ X ′ and k ∈ Zd such that y := ψk(x) ∈ X ′.
Assume moreover that there is no g ∈ Zd such that θ−1(y) = ϕg(θ−1(x)). Then for
all g ∈ Zd and z ∈ X ′ we have pgk(z) = 0.
Let g, j ∈ Zd. By definition, if pgk
(
θ ◦ ϕj ◦ θ−1(x)
)
6= 0 then
y = θ(ϕg(θ−1(θ ◦ ϕj ◦ θ−1(x)))) = θ
(
ϕg+j
(
θ−1(x)
))
.
So by assumption pgk
(
θ ◦ ϕj ◦ θ−1(x)
)
= 0 for all g, j ∈ Zd. Now:{
ϕj
(
θ−1(x)
)
: j ∈ Zd
}
= X
since ϕ is minimal.
Since θ and pgk are continuous and p
g
k ◦ θ is null on
{
ϕj
(
θ−1(x)
)
: j ∈ Zd
}
, and
since θ(X) = X ′, we conclude that pgk(X
′) = {0} for all g ∈ Zd. Since pgk is
supported on X ′ by construction, we conclude that pgk is null on X
′ for all g ∈ Zd
as claimed.
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Claim 2.9. If there exists x ∈ X ′ such that ψk(x) = y ∈ X ′ then there exists
g ∈ Zd such that ϕg(θ−1(x)) = θ−1(y).
By Claim (2.5), we conclude pUkψp 6= 0. Since α is onto pAp, we conclude
pUkψp ∈ ranα. Yet pU
k
ψp ∈ Ak by Claim (2.6). If we assume that there exists
no g ∈ Zd such that ϕg(x) = y then by Claim (2.8) pgk = 0 for all g ∈ Z
d. By
Claim (2.7), this would imply that ranα is orthogonal to Ak. We have reached a
contradiction. Hence there exists g ∈ Zd such that θ ◦ ϕg ◦ θ−1(x) = y.
Hence we conclude that θ is a bounded orbit injection as desired. 
We note that our result proves, among other things, that the corner p
(
C(Z)⋊ψ Z
d
)
p
with the notation of Theorem (2.4) is in fact a C*-crossed-product itself, a fact
which follows in our proof from the special nature of bounded orbit injections.
The ordered K0 group of C*-algebras is an invariant for Rieffel-Morita equiva-
lence, and Theorem (2.4) implies that two minimal free Cantor systems are bounded
orbit injection equivalence must have Rieffel-Morita equivalent C*-crossed-products.
Hence the orderedK0 group of C*-crossed-products of minimal free Cantor systems
is an invariant of bounded orbit injection equivalence. However the computation of
the K0 group of a C*-crossed-product of a minimal free actions of Z
d on a Cantor
set is a delicate matter for d > 1, as shown for instance in [10] – unless in the case
d = 1 where the Pimsner-Voiculescu six-term exact sequence suffices [1]. As we
shall see in the next section, one can however consider an alternative ordered group
as an invariant for orbit injection equivalence, hence for the equivalence described
in Theorem (2.4) between C*-crossed-products of minimal free Cantor actions.
3. Orbit Equivalence from Orbit Injection Equivalence
If
(
X,ϕ,Zd
)
and
(
Y, ψ,Zd
)
are bounded orbit injection equivalent, there is a
third system
(
Z, α,Zd
)
and bounded orbit injections from both
(
X,ϕ,Zd
)
and(
Y, ψ,Zd
)
into
(
Z, α,Zd
)
. In this section, we focus our attention on the problem
of omitting the system
(
Z, α,Zd
)
. That is, we address the question of when the
existence of a bounded orbit injection equivalence be strengthened to the existence
of a bounded orbit injection and/or an orbit equivalence.
A particularly useful invariant of bounded orbit equivalence for our purpose is
an ordered group defined by:
G (ϕ) = C (X,Z) /〈f − fϕv : v ∈ Zd〉
G (ϕ)+ = {[f ] : f (x) ≥ 0 for all x ∈ X} .
This ordered group has been studied for minimal Zd systems, e.g. in [4, 8], and
is referred to there as the dynamical cohomology group. For d = 1, the triple
formed by this ordered group along with a distinguished order unit forms a complete
invariant for strong orbit equivalence. What, if any, analogous theorem there is for
d > 1 is an open problem.
In [7], Theorem (2.1) proves that if the suspension spaces of two minimal free
Cantor systems
(
X,ϕ,Zd
)
and
(
Y, ψ,Zd
)
are homeomorphic then
(
X,ϕ,Zd
)
and(
Y, ψ,Zd
)
are bounded-orbit injection equivalent. The converse is proven for d ∈
{1, 2} in [7]. Thus, one can apply some results proven in this section if we know
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that two minimal free Cantor systems
(
X,ϕ,Zd
)
and
(
Y, ψ,Zd
)
are suspension
equivalent. We work here with the simpler relation of bounded orbit injection
equivalence.
3.1. Voronoi-Rohlin Partitions. We create Voronoi-Rohlin partitions here, us-
ing techniques similar to those used in [4, 7, 13, 14], and analogous to the way that
Rohlin tower partitions are used in [12, Theorem 2.6] for Z-actions. More sophisti-
cated results are in [14], we include the necessary arguments here for completeness.
We use Voronoi tilings to tile Zd for each point x, thus partitioning the points in
each ϕ-orbit into equivalence classes. The idea is that for two points x, y in the same
equivalence class, we can determine a vector v (x) ∈ Zd such that ϕv(x) (x) = y.
Since we define v (x) in a locally constant way, we are able to define a continuous
cocycle v (x) to serve our purposes.
We begin with some basics of Voronoi tilings associated with an M -regular set
R ⊂ Rd. Below, we denote the Euclidean metric in Rd by d , and the Euclidean
norm by ‖.‖.
Definition 3.1. Let R ⊂ Zd and M > 0. We say that R is M -regular if
(1) R is M -separated, that is, for any v ∈ R, if w ∈ R and w 6= v then
d (v, w) > M .
(2) R is 2M -syndetic, that is, for any v ∈ Rd, there is a w ∈ R such that
d (v, w) < 2M
Specifically, suppose R ⊂ Zd is an M -regular set, and M > 2. For each p ∈ Rd,
let v (p) be the (typically singleton) set of points w ∈ R which achieve min
w∈R
d (p, w) =
d (p, v (p)). Note that min
w∈R
d (p, w) is well-defined and uniformly bounded by 2M
because the set R is 2M -syndetic. For w ∈ R, the tile containing w is the set
T (w) =
{
p ∈ Rd : w ∈ v (p)
}
. The covering of Rd by the tiles {T (w) : w ∈ R} is
what we refer to as the Voronoi tiling τ (R).
We note that with this setup, each tile T (w) is a convex, compact subset of Rd
which is the intersection of a finite number of closed half-spaces. Because R ⊂ Zd
and R is 2M -syndetic, there are only finitely many tiles up to translation. That
is, there are only finitely many different sets P1, P2, . . . , Pk of the form T (w) − w
where w ∈ R, The sets Pi are referred to as the prototiles of the Voronoi tiling
τ (R).
The following will serve as an important preliminary result because it will later
be used to bound the number of vectors that are near the boundary of a tile.
Lemma 3.2. Let d ≥ 1. Then there is a b > 0 (depending only on d) such that
for any M > 2 and any M -regular set R ⊂ Zd if τ (R) is the Voronoi tiling of Rd
associated with R then any tile in τ intersects at most b other tiles.
Proof. Let B (x, r) ⊂ Rd denote the ball in Rd centered at x and with radius r. Let
b be the maximum cardinality of a set {y1, y2, . . . , yn} such that yi ∈ B (0, 2) for
all i, and B (yi, 1/2) ∩B (yj, 1/2) = ∅ for i 6= j.
Now suppose M > 2 and that R ⊂ Zd is an M -regular set. Let T0 be a tile in
τ (R), and let a (T0) = {T1, T2, . . . , Tn} be the set of tiles in τ (R) which intersect,
but are not equal to T0. Let xi ∈ R denote the center of Ti for 0 ≤ i ≤ n. A tile Ti in-
tersects Tj if there is a point p ∈ R
d such that d (p, xi) = d (p, xj) = minv∈R d (p, v).
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Because R is 2M -syndetic, d (x0, xi) < 4M for all 1 ≤ i ≤ n. Because R is M -
separated, d (xi, xj) > M meaning that B (xi,M/2) ∩ B (xj ,M/2) = ∅ for any
1 ≤ i, j ≤ n.
Now let yi =
1
M
(xi − x0). From the above it follows that the points yi are in
B (0, 2) for 0 ≤ i ≤ n and B (yi, 1/2)∩B (yj, 1/2) = ∅ for 0 ≤ i < j ≤ n. Therefore
n ≤ b. 
To construct partitions associated with Voronoi tilings, suppose
(
X,ϕ,Zd
)
is a
minimal Cantor system. Let C ⊂ X be clopen, and for each x ∈ X consider the
set of return times of x to C: RC (x) =
{
v ∈ Zd : ϕv (x) ∈ C
}
⊂ Zd.
Definition 3.3. Let C ⊂ X be clopen. We say that C is M -regular if for all x ∈ X,
the set RC (x) is M -regular.
The following propositions establish the existence of M -regular clopen sets C
with various properties.
Proposition 3.4. Let
(
X,ϕ,Zd
)
be a minimal Cantor system, and let M > 2.
There is an ε > 0 such that if C ⊂ X is clopen with diam(C) < ε then C is
M -separated.
Proof. Suppose not. Then there is an M > 2 such that for every n ≥ 1, there is a
clopen set Cn ⊂ X , a point xn ∈ Cn and a vector vn ∈ Zd such that diam (Cn) <
1
n
,
ϕvn (xn) ∈ Cn and 0 < ‖vn‖ < M . There is a subsequence {xnk} such that all
vectors vnk are equal to a vector v with 0 < ‖v‖ < M , and the sequence {xnk}
converges to a point x0 ∈ X . Since ϕv is continuous, limk→∞ ϕv (xnk) = ϕ
v (x).
Since d (ϕv (xnk) , xnk) <
1
nk
, limk→∞ ϕ
v (xnk) = x, implying that ϕ
v (x) = x,
which is a contradiction to the freeness of the action. 
Proposition 3.5. Let
(
X,ϕ,Zd
)
be a minimal Cantor system. Let C be any clopen
set. There is an r > 0 such that C is r-syndetic.
Proof. Since ϕ is minimal, ∪v∈Zdϕ
vC is an open cover of X . Because X is compact,
there is a finite subcover. The result follows. 
Proposition 3.6. Let
(
X,ϕ,Zd
)
be a minimal Cantor system. Let C ⊂ X be any
nonempty clopen set and x0 ∈ C. Then there is an M0 such that if M > M0 then
there exists a clopen set D ⊂ C such that x0 ∈ D and D is M -regular.
Proof. By the Proposition 3.5, there is an r > 0 such that C is r-syndetic. Let
M0 = r.
Assume that M > M0. By Proposition 3.4, we may partition C into finitely
many clopen sets of the form Ci, 1 ≤ i ≤ I where each Ci isM -separated. Without
loss of generality, assume x0 ∈ C1.
Set D1 = C1 and for 1 < n ≤ I, recursively define:
Dn = Dn−1 ∪
(
Cn \ ∪‖v‖≤Mϕ
vDn−1
)
.
Set D = DI . Now suppose that x, y ∈ D where y = ϕw (x) with w 6= 0.
Case 1: Suppose x, y ∈ Ci for some i. Then ‖w‖ > M since each Ci is M -
separated.
Case 2: Suppose x ∈ Ci, y ∈ Cj for j > i. Then since x ∈ D, we have that x ∈
Di and therefore x ∈ Dj−1. Since y ∈ D and y ∈ Cj we have y 6∈ ∪‖v‖≤Mϕ
vDj−1.
Therefore, ‖w‖ > M and D is M -separated.
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Fix any x ∈ X . To show that D is 2M -syndetic, it suffices to show that there is
a vector w with ‖w‖ < 2M such that ϕw (x) ∈ D.
Because C is M0-syndetic, we know there is a vector w with ‖w‖ < M0 < M
such that ϕw (x) ∈ C. Therefore, ϕw (x) ∈ Ci for some i. If ϕw (x) ∈ Di ⊂ D,
we are done. Otherwise, ϕw (x) 6∈ Di which implies ϕ
w (x) ∈ ∪‖v‖≤Mϕ
vDi−1.
But then there is a v with ‖v‖ ≤ M such that ϕw (x) ∈ ϕvDi−1 which implies
ϕw−v (x) ∈ Di−1 ⊂ D where d (w, v) < M +M0 < 2M . 
Now given M > 2, we can create a tiling for each point x ∈ X in the following
way. Fix an M -regular clopen set C and for x ∈ X let τ (x,C) = τ (RC (x)).
There will only be finitely many different prototile sets P1, P2, . . . , PK of the form
T (w)−w where w ∈ RC (x) even as we vary x over the entire space X . For a ∈ C,
let P (a) be the prototile containing the origin in τ (x,C). Fix a prototile Pk and
set Ck = {a ∈ C : P (a) = Pk}. Then Ck = {a ∈ C : P (a) = Pk} is clopen because
P (a) only depends upon the set B (0, 4M) ∩RC (a).
The above gives us a procedure for producing a certain clopen cover A =
{ϕwCk : w ∈ Pk, 1 ≤ k ≤ K} of X where ∪Kk=1Ck = C. We note that given the
above along with any finite clopen partition P of C, we will frequently take a
partition
Q = {Ck : 1 ≤ k ≤ K} ∨ P
of C, and consider the cover:
B =
{
ϕwDjk : D
j
k ⊂ Ck, D
j
k ∈ Q, w ∈ Pk, 1 ≤ k ≤ K
}
We will refer to this procedure as ”refining {Ck} if necessary”. We note that
after such a refinement, one may have P (x) = P (y) for x, y ∈ C in different
partition elements. Points x, y ∈ C in the same partition element will always have
P (x) = P (y).
What we really need from each tiling τ (x,C) is a partition of Zd. To this end,
note that by refining {Ck} if necessary, we may assume that if x, ϕv (x) ∈ Ck
for some k, then ‖v‖ > 4M , which insures that if x and ϕv (x) are in the same
partition element, the tile centered at the origin in τ (x,C) does not meet the tile
centered at v. Now fix x ∈ C and a tiling τ (x,X). For each w ∈ RC (x), consider
the set Z (w) = T (w) ∩ Zd, the tile centered at w intersected with Zd. The sets
{Z (w) : w ∈ RC (x)} need not be pairwise disjoint. Thus for each w ∈ RC (x), we
let Z ′ (w) be the set of all elements of Z (w) which do not have the property that
v ∈ Z (u) with ϕw (x) ∈ Ck, ϕu (x) ∈ Cl and l < k. As a result for each x ∈ X ,
we obtain a partition Z (x) = {Z ′ (w) : w ∈ RC (x)} of Zd. Again there are only
finitely many different Zd-prototile sets Z1, Z2, . . . , ZK of the form Z
′ (w)−w where
w ∈ RC (x) for x ∈ X , and for fixed k, the set of points x such that Z ′ (0) ∈ Z (x)
is equal to Zk is clopen.
Mostly inherent in the above discussion is the proof of the following theorem.
Below, A △ B denotes the symmetric difference of two sets A and B.
Theorem 3.7. Let
(
X,ϕ,Zd
)
be a minimal Cantor system. Let x0 ∈ C ⊂ X
where C is clopen. Then there are integers L ≥ 1 and M0 > 2, such that given any
M > M0 there is a clopen partition P = {ϕwCk : w ∈ Zk, 1 ≤ k ≤ K} of X with
the following properties.
(1) x0 ∈ ∪Kk=1Ck ⊂ C,
(2) for all k, Zk contains all vectors v ∈ Z
d with ‖v‖ ≤M/2,
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(3) for all k, Zk contains no vectors v ∈ Zd with ‖v‖ ≥ 2M ,
(4) for any v ∈ Zd, |Zk △ (Zk − v)| < L ‖v‖Md−1.
Proof. Given C as in the hypothesis, by Proposition 3.6, there is an M0 such that
for M > M0 there is an M -regular clopen set D containing x0. Let P1, P2, . . . , PK
be the prototiles appearing in τ (RD (x)) for x ∈ X , and Ck = {x ∈ C : P (x) =
Pk}. Via the procedure described after Proposition 3.6, we obtain clopen partition
P = {ϕwCk : w ∈ Zk, 1 ≤ k ≤ K} of X . Note that any difference between Pk ∩ Zd
and Zk takes place only if we have an intersection of two sets ϕ
wCk and ϕ
vCl in
the original cover and in this case ‖w‖ = ‖v‖ > M/2. Thus the intersection of the
original Pk with the ball around the origin of radius M/2 is not affected, and it
follows that Zk satisfy properties 2 and 3. By Lemmas 3.2, the collection of vectors
in Zk △ (Zk − v) is the union of at most b sets, each of which is a collection of
Zd-vectors within distance ‖v‖ of a subset of a (d− 1)-dimensional hyperplane in
Rd. Because these hyperplane subsets are within the tile Pk, they have diameter
less than 4M . The bound in 4 follows. 
We refer to a paritition P = {ϕwCk : w ∈ Zk, 1 ≤ k ≤ K} with the properties
described above as a Voronoi-Rohlin partition centered at C. In the next section
we will use the notation Pk in place of Zk for the integer partitions.
3.2. The Ordered Group
(
G (ϕ) , G (ϕ)+
)
. Given
(
X,ϕ,Zd
)
a minimal free Can-
tor system, consider the group C (X,Z) under addition, generated by indicator
functions 1A of clopen sets A ⊂ X . Let B (ϕ) ⊂ C (X,Z) denote the set of ϕ-
coboundaries, i.e., functions which are sums of functions of the form 1A − 1ϕvA
where A is clopen and v ∈ Zd.
Definition 3.8. We set:
G (ϕ) = C (X,Z) /B (ϕ)
G (ϕ)+ = {[f ] : f (x) ≥ 0 for all x ∈ X}
The pair
(
G (ϕ) , G (ϕ)+
)
is an ordered group, that is, G (ϕ) is a countable abelian
group, and G (ϕ)+ is a subset of G (ϕ) satisfying the following [4].
(1) G (ϕ)+ +G (ϕ)+ ⊂ G (ϕ)+
(2) G (ϕ)+ +
(
−G (ϕ)+
)
= G (ϕ)
(3) G (ϕ)+ ∩
(
−G (ϕ)+
)
= 0
Notation 3.9. For g1 and g2 in an ordered group (G,G+), we will use the notation
• g2 ≥ g1 if g2 − g1 ∈ G+
• g2 > g1 if g2 ≥ g1 and g2 6= g1.
We need to employ Voronoi-Rohlin partitions in order to make use of the ordered
group
(
G (ϕ) , G (ϕ)+
)
as an invariant for bounded orbit injection equivalence. The
next two are the main lemmas along these lines.
Lemma 3.10. Let
(
X,ϕ,Zd
)
be a minimal Cantor system, and let f, g ∈ C (X,Z).
Suppose [f ] < [g] in
(
G (ϕ) , G (ϕ)+
)
. Then there are constants c > 0 and M0 > 2
such that if M > M0, C is M -regular and P = {ϕwCk : w ∈ Pk, 1 ≤ k ≤ K} is a
Voronoi-Rohlin partition centered at C then for 1 ≤ k ≤ K and x ∈ Ck,∑
v∈Pk
gϕv (x)−
∑
v∈Pk
fϕv (x) > cMd
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Proof. We have that g − f = h +
∑I
i=1
(
1Ai − 1ϕv(i)Ai
)
where h (x) ≥ 0 for all
x ∈ X , and the Ai are clopen. Since [f ] < [g] there is a clopen set U upon which
h (x) > 0. If C isM -separated then each Pk contains all integer lattice points which
are withinM/2 of the origin. Because U is r-syndetic for some r > 0, we know that
there is a constant ℓ such that if M is sufficiently large and C is any M -separated
set, then for all x ∈ X , ∑
v∈Pk
hϕv (x) > ℓMd
On the other hand for each i,∣∣∣∣∣
∑
v∈Pk
(
1Ai − 1ϕv(i)Ai
)
(ϕv (x))
∣∣∣∣∣ =
∣∣∣∣∣
∑
v∈Pk
1Ai (ϕ
v (x))− 1Ai
(
ϕv−v(i) (x)
)∣∣∣∣∣
≤ |Pk △ (Pk − v (i))|
By Theorem 3.7, we have
|Pk △ (Pk − v (i))| ≤ LM
d−1 ‖v (i)‖
If M0 is large enough to insure c = ℓ−
1
M
L
∑I
i=1 ‖v (i)‖ > 0, then∑
v∈Pk
gϕv (x)−
∑
v∈Pk
fϕv (x) =
∑
v∈Pk
hϕv (x) +
∑
v∈Pk
(
1Ai − 1ϕv(i)Ai
)
(ϕv (x))
> ℓMd −
I∑
i=1
LMd−1 ‖v (i)‖
= cMd

Lemma 3.11. Let
(
X,ϕ,Zd
)
be a minimal Cantor system, and let f, g ∈ C (X,Z).
Suppose P = {ϕwCk : w ∈ Pk, 1 ≤ k ≤ K} is a Voronoi-Rohlin partition centered
at C such that for all x ∈ Ck,∑
v∈Pk
gϕv (x) ≥
∑
v∈Pk
fϕv (x)
then [g] ≥ [f ]. Moreover, if the above inequality above holds for all x ∈ Ck, and for
some k and x ∈ Ck the inequality is strict then [g] > [f ].
Proof. Suppose P is a Voronoi-Rohlin partition satisfying the above properties. For
any function h ∈ C (X,Z), let ĥ ∈ C (X,Z) be the following function
ĥ (x) =
K∑
k=1
∑
w∈Pk
1Ck (x) · hϕ
w (x)
Now
h− ĥ =
K∑
k=1
∑
w∈Pk
1ϕwCk · h−
K∑
k=1
∑
w∈Pk
1Ck · hϕ
w
=
K∑
k=1
∑
w∈Pk
(
1Ckϕ
−w · h− 1Ck · hϕ
w
)
So h− ĥ ∈ B (ϕ) for any function h ∈ C (X,Z).
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The assumptions assert that ĝ − f̂ is a nonnegative function, which means that
[g] ≥ [f ]. If in addition, ĝ − f̂ evaluates to a positive value at one x ∈ X , then
[g]− [f ] 6= 0, which implies [g] > [f ]. 
In what follows we will use the following properties of
(
G (ϕ) , G (ϕ)+
)
(1)
(
G (ϕ) , G (ϕ)+
)
is weakly unperforated, i.e., if n [f ] > 0 with n ∈ Z and
[f ] ∈ G (ϕ) then [f ] > 0.
(2)
(
G (ϕ) , G (ϕ)+
)
has the strong Reisz property, i.e., if [g1], [g2], [f1], [f2] are
in G (ϕ) with [fj] > [gi] for all i, j ∈ {1, 2} then there exists an [h] ∈ G
such that [fj] > [h] > [gi] for all i, j ∈ {1, 2}.
(3)
(
G (ϕ) , G (ϕ)+
)
is simple, i.e., if for every [f ] ∈ G (ϕ)+\{0} and [g] ∈ G (ϕ),
there is an n ∈ N such that n [f ] > [g].
These properties were proven in [4], along with the claim that G (ϕ) is torsion-
free. The torsion-freeness part of the proof was later shown to be incorrect, leading
to some interesting developments, see [8]. Nevertheless, it is true that the above
properties hold for
(
G (ϕ) , G (ϕ)+
)
; for example, they follow from Lemma 3.11.
3.3. The ordered group as an invariant. In the following, we use Voronoi-
Rohlin partitions to prove that if:
(
X,ϕ,Zd
)
and
(
Y, ψ,Zd
)
are bounded orbit
injection equivalent then:(
G (ϕ) , G (ϕ)+
)
∼=
(
G (ψ) , G (ψ)+
)
.
Theorem 3.12. Let d ≥ 1, and suppose
(
X,ϕ,Zd
)
and
(
Y, ψ,Zd
)
are bounded
orbit injection equivalent. Then
(
G (ϕ) , G (ϕ)+
)
∼=
(
G (ψ) , G (ψ)+
)
.
Proof. It suffices to consider the case where there is a bounded orbit injection
θ : X → Y . Consider the homomorphism hθ : C (X,Z) → G (ψ) defined on
generators by hθ (1A) = [1θA] for any clopen set A ⊂ X .
To show that hθ gives a well-defined homomorphism on G (ϕ), we wish to show
that hθ (1A − 1ϕvA) = [0] for any clopen set A ⊂ X and v ∈ Zd. A clopen set A
partitions into finitely many clopen sets Ai such that for each i, there is a v (i) with
θϕv (x) = ψv(i)θ (x) for all x ∈ Ai. Therefore,
h (1A − 1ϕvA) = [1θA − 1θϕvA]
=
∑
i
[1θAi − 1θϕvAi ]
=
∑
i
[
1θAi − 1ψv(i)θAi
]
= 0
Now we will construct an inverse homomorphism. Apply Proposition 3.6 to
θ (X) to obtain an M -regular subset C of θ (X) with M > 2, and an associated
Voronoi-Rohlin partition centered at C, P = {ψwCk : w ∈ Pk}. We can assume,
after partitioning the clopen sets Ck further if necessary, that each partition element
ψwCk is a subset of θ (X) or θ (X)
c. From this, the set θ (X)c is a disjoint union
of clopen sets of the form ψwCk, i.e.,
θ (X)c = ∪Kk=1 ∪
J(k)
j=1 ψ
w(j,k)Ck
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where w (j, k) ∈ Pk for all (j, k). Let f ∈ C (Y,Z). Then let f̂ ∈ C (Y,Z) be the
following function
f̂ (x) =


0 if x ∈ Y \ θ (X)
f (x) if x ∈ θ (X) \ C
f (x) +
∑K
k=1
∑J(k)
j=1 1Ck (x) · fψ
w(j,k) (x) if x ∈ C
It is not difficult to see that f 7→ f̂ is a homomorphism, and therefore the map
gθ : C (Y,Z) → G (ϕ) defined by gθ : f 7→
[
f̂θ
]
is a homomorphism. We wish to
see that gθ applied to a ψ-coboundary is equal to [0] in G (ϕ). Recall that any
ψ-coboundary is equal to the sum of functions of the form 1Bi − 1ψv(i)Bi where
the sets Bi ⊂ Y are clopen and vectors v (i) ∈ Zd; note that the Bi need not
be distinct nor disjoint. Further, by subdividing the sets if necessary, we may
assume that each set Bi and ψ
v(i)Bi is a subset of an element of the Voronoi-Rohlin
partition P = {ψwCk : w ∈ Pk, 1 ≤ k ≤ K}. Fix i and set B = Bi, v = v (i). Then
B ⊂ ψwCk for some w, k. If B ⊂ θ (X), then 1̂B = 1B since 1B ≡ 0 on Y \ θ (X).
If B ⊂ Y \ θ (X), then 1̂B = 1Ck · 1B ◦ψ
w = 1ψ−wB. In either case there is a vector
u such that 1̂B = 1ψuB and ψ
uB ⊂ θ (X). A similar fact is true of ψvB, there is a
vector t such that 1̂ψvB = 1ψtB with ψ
tB ⊂ θ (X). Setting B̂ = ψuB, and v̂ = t−u
we have 1̂B − 1̂ψvB = 1 bB − 1ψbv bB.
Now let us consider 1 bBθ − 1ψbv bBθ = 1θ−1 bB − 1θ−1ψbv bB . Because B̂ and ψ
bvB̂ are
subsets of θ (X), for each x ∈ θ−1B̂ there is a vector α (x) such that θϕα(x) (x) =
ψbvθ (x). Further the function α is continuous and takes on finitely many values
u (1) , u (2) , . . . , u (I). Therefore, 1
θ−1 bB
−1
θ−1ψbv bB
is a finite sum of the form 1A(i)−
1ϕu(i)A(i) where A (i) is the clopen set A (i) = {x : α (x) = u (i)}. It follows that
gθ applied to a ψ-coboundary is a ϕ-coboundary. In particular this means that
gθ : G (ψ)→ G (ϕ) is well-defined.
Now consider gθhθ applied to a function 1A where A ⊂ X is clopen. Then since
θ (A) ⊂ θ (X), 1̂θA = 1θA. Further since θ is injective, θ
−1θA = A. Thus,
gθhθ [1A] = gθ [1θA]
=
[
1̂θAθ
]
= [1θAθ]
= [1θ−1θA]
= [1A]
Now consider hθgθ applied to a function 1B where B ⊂ Y is clopen and B ⊂
ψwCk for some w, k. Then recall that 1̂B = 1ψuB for some u with ψ
uB ⊂ θ (X)
hθgθ [1B] = hθ
[
1̂Bθ
]
= hθ [1ψuBθ]
= hθ
[
1θ−1ψuB
]
=
[
1θθ−1ψuB
]
= [1ψuB]
= [1B]
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Therefore, gθhθ and hθgθ are both identity maps and G (ϕ), G (ψ) are isomorphic.
To see that the positive cones are preserved, consider f ∈ C (X,Z) with f (x) ≥ 0
for all x ∈ X . Then f =
∑
ci1Ai where ci > 0, Ai are clopen. hθ [f ] = [
∑
ci1θAi ] ∈
G (ψ)+.
Conversely, suppose f ∈ C (Y,Z) and f (y) ≥ 0 for all y ∈ Y . Then f̂ (y) ≥ 0 for
all y ∈ Y , and f̂θ (x) ≥ 0 for all x ∈ X . Thus gθ [f ] ∈ G (ϕ)+. 
Suppose
(
X,ϕ,Zd
)
and
(
Y, ψ,Zd
)
are minimal Cantor systems which are bounded
orbit injection equivalent by virtue of bounded orbit injections into a common sys-
tem
(
Z, α,Zd
)
. Below we give a condition on the isomorphisms created in Theorem
3.12 which guarantees that there is a bounded orbit injection from
(
X,ϕ,Zd
)
into(
Y, ψ,Zd
)
. This in turn, leads to a proof that bounded orbit injection equivalence
is in fact an equivalence relation for d > 2 (the cases where d = 1, 2 are already
covered by [7]).
Theorem 3.13. Suppose there exist bounded orbit injections θ1 and θ2 from sys-
tems
(
X,ϕ,Zd
)
and
(
Y, ψ,Zd
)
into
(
Z, α,Zd
)
, and that hθ1 [1X ] < hθ2 [1Y ]. Then
there is a bounded orbit injection from
(
X,ϕ,Zd
)
into
(
Y, ψ,Zd
)
.
Proof. By Lemma 3.10, there is a Voronoi-Rohlin partition:
P = {αvCk : w ∈ Pk, 1 ≤ k ≤ K}
of Z centered at C = ∪Kk=1Ck such that for x ∈ Ck,∑
v∈Pk
1θ2(Y )α
v (x) >
∑
v∈Pk
1θ1(X)α
v (x)
By further refining if necessary, we may assume P refines both {θ1 (X) , Z \ θ1 (X)}
and {θ2 (Y ) , Z \ θ2 (Y )}. Now for each k, we define an injection
ρk : {v ∈ Pk : α
vCk ⊂ θ1 (X)} → {v ∈ Pk : α
vCk ⊂ θ2 (Y )}
For x ∈ αvCk ∩ θ1 (X) ∈ P set π (x) = αρk(v)−v (x). Then π (θ1 (X)) ⊂ θ2 (Y )
and we have a bounded orbit injection from
(
X,ϕ,Zd
)
into
(
Y, ψ,Zd
)
defined by
θ−12 πθ1. 
Let m > 0. By the tower of height m over
(
X,ϕ,Zd
)
, we mean the system of
the form
(
X (m) , ϕ̂,Zd
)
where X (m) = X × {0, 1, . . . ,m− 1}d and ϕ̂ is defined
by the following. Let x ∈ X , v ∈ Zd and u ∈ {0, 1, . . . ,m− 1}d. Then v + u can
be written in the form mw + r where w ∈ Zd and r ∈ {0, 1, . . . ,m− 1}d. We then
define ϕ̂v (x, u) = (ϕw (x) , r). Note that X×{0, 1, . . . ,m− 1}d is a Cantor set, and
that if ϕ is a minimal free Zd-action of X , then ϕ̂ is a minimal free Zd-action of
X (m). Further note that there is a bounded orbit injection from
(
X,ϕ,Zd
)
into a
tower of height m over
(
X,ϕ,Zd
)
given by θ (x) = (x, 0). In this, the isomorphism
hθ : G (ϕ)→ G (ϕ̂) satisfies mdhθ [1X ] =
[
1X(m)
]
.
Lemma 3.14. Suppose there exist bounded orbit injections θ1 and θ2 from systems(
X,ϕ,Zd
)
and
(
Y, ψ,Zd
)
into
(
Z, α,Zd
)
. Then for some m > 0 there is a bounded
orbit injection from
(
X,ϕ,Zd
)
into a tower of height m over
(
Y, ψ,Zd
)
.
Proof. By the fact that G (α) is simple, there is an n > 0 such that hθ1 [1X ] <
nhθ2 [1Y ]. Fix m > 0 so that m
d > n. Notice that there is a bounded orbit
injection θ̂1 from
(
X,ϕ,Zd
)
into a tower of height m over
(
Z, α,Zd
)
defined by
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θ̂1 (x) = (θ1 (x) , 0). Also notice that there is a bounded orbit injection θ̂2 from the
tower of height m over
(
Y, ψ,Zd
)
into the tower of height m over
(
Z, α,Zd
)
, defined
by θ̂2 (y, u) = (θ2 (y) , u) for u ∈ {0, 1, . . . ,m− 1}
d
. Now
hbθ1 [1X ] < nhbθ2 [1Y ] < m
dhbθ2 [1Y ] = hbθ2
[
1Y (m)
]
Therefore, by Lemma 3.13, there is a bounded orbit injection from
(
X,ϕ,Zd
)
into(
Y (m) , ψ̂,Zd
)
. 
Theorem 3.15. Bounded orbit injection equivalence is an equivalence relation.
Proof. Reflexivity and symmetry are clear, we prove transitivity. Suppose there are
bounded orbit injections from
(
X,ϕ,Zd
)
and
(
Y, ψ,Zd
)
into a common system and
there are bounded orbit injections from
(
Y, ψ,Zd
)
and
(
Z, α,Zd
)
into a common
system. Then by Lemma 3.14, there is an m > 0 such that there exist bounded
orbit injections from both
(
X,ϕ,Zd
)
and
(
Z, α,Zd
)
into a tower of height m over(
Y, ψ,Zd
)
. 
3.4. Orbit equivalences from injections. Now let us suppose that two mini-
mal Cantor systems
(
X,ϕ,Zd
)
and
(
Y, ψ,Zd
)
are bounded orbit injection equiva-
lent, with bounded orbit injections θ1 and θ2 into a common system
(
Z, α,Zd
)
.
Let hθ1 and hθ2 be the isomorphisms as in Theorem 3.12. We show that if
hθ1 [1X ] = hθ2 [1Y ] holds then there is a bounded orbit equivalence θ from
(
X,ϕ,Zd
)
to
(
Y, ψ,Zd
)
, i.e., an orbit equivalence θ in which the function η : X × Zd → Zd
satisfying θ (ϕv (x)) = ψη(x,v)θ (x) is continuous.
Let
(
X,ϕ,Zd
)
be a minimal Cantor system. By the full group of ϕ we mean the
collection of homeomorphisms π : X → X such that for each x, π (x) = ϕζ(x) (x)
for some ζ (x) ∈ Zd. By the topological full group of ϕ we mean the collection
of full group elements that have the property that the associated cocycle function
ζ : X → Zd is continuous.
Theorem 3.16. Let
(
X,ϕ,Zd
)
and
(
Y, ψ,Zd
)
be two minimal Cantor systems
which are bounded orbit injection equivalent, with bounded orbit injections θ1 and θ2
into a common system
(
Z, α,Zd
)
. Let hθ1 :
(
G (ϕ) , G (ϕ)+
)
→
(
G (α) , G (α)+
)
and
hθ2 :
(
G (ψ) , G (ψ)+
)
→
(
G (α) , G (α)+
)
be the isomorphisms as in Theorem 3.12.
Suppose hθ1 [1X ] = hθ2 [1Y ] in G (α). Then there is a bounded orbit equivalence
θ from
(
X,ϕ,Zd
)
to
(
Y, ψ,Zd
)
. Further, hθ = h
−1
θ2
hθ1 is an isomorphism from(
G (ϕ) , G (ϕ)+
)
to
(
G (ψ) , G (ψ)+
)
.
Proof. First consider the case where θ1 (X) = Z. Then θ2 (Y ) = Z as well, for
otherwise Z \ θ2 (Y ) is a nonempty clopen set and hθ1 [1X ] = [1Z ] = hθ2 [1Y ] +[
1Z\θ2(Y )
]
> hθ2 [1Y ]. But if θ1 (X) = Z = θ2 (Y ) then we can simply let θ = θ
−1
2 θ1,
and we are done.
Assume then that [1Z ] >
[
1θ1(X)
]
=
[
1θ2(X)
]
. Then
1θ1(X) − 1θ2(Y ) =
I∑
i=1
(
1Ai − 1αv(i)Ai
)
where Ai ⊂ Z are clopen and v (i) ∈ Zd. Via Lemma 3.10, there is a c > 0 and
M0 > 2 such that if C is M -regular and P = {ϕ
wCk : w ∈ Pk, 1 ≤ k ≤ K} is a
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Voronoi-Rohlin partition centered at C then for 1 ≤ k ≤ K and x ∈ Ck, both the
following hold ∑
v∈Pk
1θ2(Y )α
v (x) > cMd
∑
v∈Pk
1Zα
v (x)−
∑
v∈Pk
1θ2(Y )α
v (x) > cMd
ChooseM such that cM > L
∑I
i=1 ‖v (i)‖ where L is the constant from Theorem
3.7 (item 4).
Let P = {αwCk : w ∈ Pk, 1 ≤ k ≤ K} be a Voronoi-Rohlin partition of Z cen-
tered at an M -regular clopen set C. If necessary, partition the clopen sets Ck so
that P refines {Ai, Z \Ai} and
{
αv(i)Ai, Z \ αv(i)Ai
}
for each i.
Then for each i,
Ai = ∪
K
k=1 ∪
J(k)
j=1 α
w(i,j,k)Ck
where w (i, j, k) ∈ Pk for all (i, j, k). Let Bi ⊂ Ai be the union of sets α
w(i,j,k)Ck
over the indices (i, j, k) where w (i, j, k) + v (i) 6∈ Pk. The number of such indices
(i, j, k) is bounded above by
I∑
i=1
|Pk △ (Pk − v (i))| <
I∑
i=1
L ‖v (i)‖Md−1
< cMd
For each x ∈ Bi, x ∈ αw(x)Ck(x) for some 1 ≤ l (x) ≤ K and w (x) ∈ Pk(x) and
αv(i) (x) is in αu(x)Cl(x) for some 1 ≤ l (x) ≤ K for some u (x) ∈ Pl(x). The map
x 7→ (k (x) , w (x) , l (x) , u (x)) is continuous.
For each pair of indices k and w with αwCk ⊂ Bi, we select a vector r (i, w, k) ∈
Pk so that α
r(i,w,k)Ck ⊂ Z \ θ2 (Y ). We do so in such a way that if (i, w) 6= (i′, w′)
then r (i, w, k) 6= r (i′, w′, k). This is possible because
# {(i, k, w) : αwCk ⊂ Bi for some i} =
I∑
i=1
|Pk △ (Pk − v (i))|
< cMd
<
∑
v∈Pk
1Z\θ2(Y )α
v (x)
By the same reasoning, for each index l and u with αuCl ⊂ αv(i)Bi, we select
a vector s (i, u, l) ∈ Pl so that αs(i,u,l)Cl ⊂ θ2 (Y ), and that if (i, u) 6= (i′, u′) then
s (i, u, l) 6= s (i′, u′, l).
Define π : θ2 (Y ) → Z, an element of the topological full group of α as follows.
Suppose y = αv(i) (x) for some x ∈ Bi where Bi ⊂ αwCk ∈ P , and y ∈ αuCl ∈ P .
Define π
(
αs(i,u,l)−uy
)
= αr(i,w,k)−w (x). We set π ≡ id on the complement of
∪i,u,lαs(i,u,l)−uCl.
Now replace the bounded orbit injection θ2 : Y → Z with the bounded orbit
injection πθ2 : Y → Z.
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Fix k, and let us consider z ∈ Ck and the sum∑
v∈Pk
(
1θ1(X) (α
vz)− 1piθ2(Y ) (α
vz)
)
=
∑
v∈Pk
(
1θ1(X) (α
vz)− 1θ2(Y ) (α
vz)
)
+
∑
v∈Pk
(
1θ2(Y ) (α
vz)− 1piθ2(Y ) (α
vz)
)
We rewrite the first and second terms in the sum as follows.∑
v∈Pk
(
1θ1(X) (α
vz)− 1θ2(Y ) (α
vz)
)
=
∑
v∈Pk
∑
i
(
1Bi (α
vz)− 1αv(i)Bi (α
vz)
)
=
∑
i
# {v ∈ Pk : α
vCk ⊂ Bi}
−
∑
i
#
{
v ∈ Pk : α
v−v(i)Ck ⊂ Bi
}
∑
v∈Pk
(
1θ2(Y ) (α
vz)− 1piθ2(Y ) (α
vz)
)
=
∑
i
# {v ∈ Pk : v = s (i, u, k) for some u ∈ Pk}
−
∑
i
# {v ∈ Pk : r (i, w, k) = v for some w ∈ Pk}
Fixing i, these sums cancel. This means that for each z ∈ Ck, there is a one-to-
one correspondence ζ : {v ∈ Pk : αv (z) ⊂ θ1 (X)} → {v ∈ Pk : αv (z) ⊂ πθ2 (Y )}.
With this, we can set up a bounded orbit equivalence h from X to Y by taking
h (x) = θ−12 π
−1αζ(v)−vθ1 (x) where θ1 (x) ∈ α
vCk. 
Finally we examine the situation where two minimal Cantor systems
(
X,ϕ,Zd
)
and
(
Y, ψ,Zd
)
are bounded orbit injection equivalent, with bounded orbit injections
θ1 and θ2 into a common system
(
Z, α,Zd
)
with the property that hθ1 [1X ]−hθ2 [1Y ]
is an infinitesimal, i.e., an element of the subgroup Inf (G (α)) as defined below.
Definition 3.17. For a simple ordered group (G,G+) we define Inf (G) to be the
following subgroup
Inf (G) = {g ∈ G : ng < h for any n ∈ Z, and any h ∈ G+ \ {0}}
The type of bounded orbit injection equivalence discussed here corresponds to a
kind of topological version of the notion of even Kakutani equivalence in measure
theoretic dynamics (see for example, [2]). It follows from the main results of [14]
that
(
X,ϕ,Zd
)
and
(
Y, ψ,Zd
)
are orbit equivalent. We obtain a stronger form of
orbit equivalence in this setting, not bounded, but where for any v ∈ Zd the cocycle
η (·, v) is continuous except at two points {x0, ϕ−vx0}.
We first show over the next three propositions that if indicator functions of
clopen sets differ by a infinitesimal then there is a full group element mapping one
to the other. The proof is essentially an adaptation of an argument in [5] to the
case of Zd-actions.
Proposition 3.18. Let
(
X,ϕ,Zd
)
be a minimal Cantor system. Let A, B be two
clopen sets in X such that [1A]− [1B] ∈ Inf (ϕ). Then given a proper clopen subset
D ⊂ A and point b ∈ B, there is a clopen subset E ⊂ B \ {b} such that [1D] < [1E ].
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Proof. Let ε = [1A] − [1B] ∈ Inf (ϕ). Since D ⊂ A is a proper subset, A \ D
is a nonempty clopen set and
[
1A\D
]
> 0. Now [1B] + ε − [1D] = [1A] − [1D] =[
1A\D
]
> 0. Because
(
G (ϕ) , G (ϕ)+
)
is simple, there exists an n ∈ N such that
n ([1B] + ε− [1D])− [1] > 0. Because ε is infinitesimal, [1]− nε > 0, adding this to
n ([1B] + ε− [1D])− [1], we obtain n ([1B]− [1D]) > 0. Because the ordered group
is weakly unperforated, [1B]− [1D] > 0.
Now use Lemma 3.10 to find a M0 such that whenever C is M -regular for
M > M0 and P = {ϕwCk : w ∈ Pk, 1 ≤ k ≤ K} is a Voronoi-Rohlin partition of
X centered at C then for all x ∈ Ck,∑
v∈Pk
1Dϕ
v (x)−
∑
v∈Pk
1Bϕ
v (x) > 2
Apply Proposition 3.6 to construct an M -regular clopen set C ⊂ B containing b
with M > M0 and the corresponding Voronoi-Rohlin partition
P = {ϕwCk : w ∈ Pk, 1 ≤ k ≤ K} .
By partitioning Ck if necessary, we may assume that P is a finer partition than
both {D,X \D} and {B,X \B}. One of these partition elements B is a union of
the form ∪Kk=1 ∪
J(k)
j=1 ϕ
w(j,k)Ck and one of these sets, say ϕ
w(1,1)C1, contains the
point b. Let E be the clopen set B \ ϕw(1,1)C1. Then E ⊂ B, b 6∈ E, and∑
v∈Pk
1Dϕ
v (x) <
∑
v∈Pk
1Eϕ
v (x) .
Therefore, [1E ]− [1D] ∈ G (ϕ)+ \ [0] which gives the result. 
Lemma 3.19. Let
(
X,ϕ,Zd
)
be a minimal Cantor system. Let A, B be two clopen
sets in X with [1A] − [1B] ∈ Inf (ϕ). Fix x0 ∈ A, y0 ∈ B and let ǫ > 0 be given.
Then there is an element π of the topological full group of ϕ and a clopen set
A′ ⊂ A \ {x0} such that
(1) A′ ⊃ A \B (x0, ǫ)
(2) π (A′) ⊂ B \ {y0}
(3) π2 = id
(4) π|X\A′ = id
Proof. Without loss of generality, A and B are disjoint, otherwise set π = id on
A ∩B. Let A′ be any clopen set such that A \B (x0, ǫ) ⊂ A′ ⊂ A \ {x0}. Then by
the previous proposition there is a clopen set B′ ⊂ B \ {y0} such that [1B′ ] > [1A′ ].
Now use Lemma 3.10 to find a M0 such that whenever C is M -regular forM > M0
and P = {ϕwCk : w ∈ Pk, 1 ≤ k ≤ K} is a Voronoi-Rohlin partition of X centered
at C then for all x ∈ C, ∑
v∈Pk
1A′ϕ
v (x) <
∑
v∈Pk
1B′ϕ
v (x)
Next apply Proposition 3.6 to construct an M -regular clopen set C ⊂ A con-
taining x0 with M > M0, and the corresponding Voronoi-Rohlin partition P =
{ϕwCk : w ∈ Pk, 1 ≤ k ≤ K}. By partitioning Ck if necessary, we may assume that
P is a finer partition than both {A′, X \A′} and {B′, X \B′}. Then for each
k we can define an injection πk : {v ∈ Pk : ϕvCk ⊂ A′} → {v ∈ Pk : ϕvCk ⊂ B′}.
Then for x ∈ A′ we know x ∈ ϕvCk for some k and some v ∈ Pk; define π (x) =
ϕpik(v)−v (x). Then we see that π (x) ∈ ϕpik(v)−vϕvCk = ϕ
pik(v)Ck ⊂ B
′.
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To extend π to a homeomorphism of X , we set π = π−1 on B′ and π = id
elsewhere. 
Theorem 3.20. Let
(
X,ϕ,Zd
)
be a minimal Cantor system. Let A, B be two
clopen sets in X with [1A]−[1B] ∈ Inf (ϕ). Let x0 ∈ A and y0 = ϕw (x0) ∈ B. Then
there is an element π of the full group of ϕ such that π (A) = B and π (x0) = y0
and the function ζ : X → Zd satisfying π (x) = ϕζ(x) (x) is continuous on A \ {a}.
Proof. Without loss of generality, A and B are disjoint, otherwise set π = id on
A ∩ B. Fix x0 ∈ A and y0 = ϕw (x0) ∈ B. Suppose {ǫn} is a decreasing sequence
of positive numbers which converges to 0. Set A0 = B0 = ∅. Now for each n ≥ 0,
we recursively do the following
Step 2n+ 1: Apply Lemma 3.19 to A2n, B2n, x0, y0 and ǫ2n+1. This gives a
clopen set
(
A \ ∪2ni=0Ai
)
\B (x0, ǫ2n+1) ⊂ A2n+1 ⊂
(
A \ ∪2ni=0Ai
)
\{x0} and element
π2n+1 of the topological full group of ϕ mapping A2n+1 into
(
B \ ∪2ni=0Bi
)
\ {y0}.
Set B2n+1 = π2n+1 (A2n+1).
Step 2n+ 2: Apply Lemma 3.19 to B \ B2n+1, A \ A2n+1, x0, y0 and ǫ2n+2.
This gives a clopen set B2n+2 with
(
B \ ∪2n+1i=0 Bi
)
\ B (y0, ǫ2n+2) ⊂ B2n+2 ⊂(
B \ ∪2n+1i=0 Bi
)
\ {y0} and element π2n+2 of the topological full group of ϕ mapping
B2n+2 into
(
A \ ∪2n+1i=0 Ai
)
\ {x0}. Set A2n+2 = π2n+2 (B2n+2). (Note that since
π22n+2 = id, then π2n+2 (A2n+2) = B2n+2.)
Note that the sets {An} and {Bn} are each pairwise disjoint collections of clopen
sets.
Set π (x0) = y0 and π = id on X \ (A ∪B). For any other x ∈ A, there will be
an n such that ǫ2n+1 such that x ∈ A \B (x0, ǫ2n+1). This means that x ∈ Ai for a
unique i between 0 and 2n+ 1 which means that πi (x) is not the identity map for
exactly one i. Set π (x) = πi (x) ∈ B for this value of i.
Let us check that π is continuous at x0 and y0, it is fairly clear that it is continu-
ous everywhere else. Note that the set A \∪2n+1i=0 Ai is a clopen set containing of x0
and is a subset of B (x0, ǫ2n+1). The image of A \ ∪
2n+1
i=0 Ai under π is B \ ∪
2n+1
i=0 Bi
which is a clopen set containing y0 and
B \ ∪2n+1i=0 Bi ⊂ B \ ∪
2n
i=0Bi ⊂ B (y0, ǫ2n)
This shows that π is continuous at x0 and y0. That π is one-to-one, onto, and is in
the full group is easy to check. Since each πk is in the topological full group, the
only possible discontinuity of the cocycle for π is at a. 
Theorem 3.21. Let
(
X,ϕ,Zd
)
and
(
Y, ψ,Zd
)
be two minimal Cantor systems
which are bounded orbit injection equivalent, with bounded orbit injections θ1 and
θ2 into a common system
(
Z, α,Zd
)
and let x0 ∈ X. Let hθ1 :
(
G (ϕ) , G (ϕ)+
)
→(
G (α) , G (α)+
)
and hθ2 :
(
G (ψ) , G (ψ)+
)
→
(
G (α) , G (α)+
)
be the isomorphisms
as in Theorem 3.12. Suppose hθ1 [1X ] − hθ2 [1Y ] ∈ Inf (α). Then there is an
orbit equivalence θ from
(
X,ϕ,Zd
)
to
(
Y, ψ,Zd
)
such that the cocycle function
η : X × Zd → Zd satisfying
ϕw(x) = y ⇐⇒ ψη(x,w) ◦ θ(x) = θ(y)
has the property that for any w ∈ Zd, η(·, w) is continuous on X \ {x0, ϕ
−wx0}.
Proof. Since hθ1 [1X ] − hθ2 [1Y ] ∈ Inf (α), we have
[
1θ1(X)
]
−
[
1θ2(Y )
]
∈ Inf (α).
Fix x0 ∈ X . By Lemma 3.20, there is an element π of the full group of α which
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maps θ1 (X) to θ2 (Y ) with the property that the associated cocycle ζ satisfying
π (θ1 (x)) = α
ζ(x)θ1 (x) is continuous except at x0. Set θ (x) = θ
−1
2 πθ1 (x). Then θ
is an orbit equivalence.
Let η be the cocycle function satisfying
ϕw(x) = y ⇐⇒ ψη(x,w) ◦ θ(x) = θ(y)
Fix w ∈ Zd. We aim to prove that η(·, w) is continuous except at x0 and ϕ−w (x0).
Suppose x ∈ X\{x0, ϕ−w (x0)}. Then because θ1 is a bounded orbit injection, there
is a v ∈ Zd and a clopen neighborhood U1 of x such that U1 ⊂ X\{x0, ϕ−w (x0)} and
θ1ϕ
w = αvθ1 on U1. Now since x ∈ X\{x0, ϕ−w (x0)}, there is clopen neighborhood
U2 of x such that U2 ⊂ U1 and ζ is constant on both U2 and ϕwU2. Set ζ0 = ζθ1 (x)
and ζ1 = ζθ1ϕ
w (x). Then on the set U2, we have α
ζ1+v−ζ0πθ1 = πθ1ϕ
w. Finally,
because θ2 is a bounded orbit injection and both πθ1 (x) and πθ1ϕ
w (x) are in
θ2 (Y ), there is a clopen neighborhood U3 of x such that U3 ⊂ U2 and a vector u
such that θ−12 α
ζ1+v−ζ0πθ1 = ψ
uθ−12 πθ1. Therefore on U3, θ
−1
2 πθ1ϕ
w = ψuθ−12 πθ1,
which implies η(·, w) is continuous on X \ {x0, ϕ−w (x0)}. 
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