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RESUMO
DETECÇÃO AUTOMÁTICA DE PONTOS CEFALOMÉTRICOS EM IMAGENS
FACIAIS: UMA ABORDAGEM APLICADA NA ESTIMAÇÃO DE IDADE E SEXO
A PARTIR DA NORMA FRONTAL
Autor: Lucas Faria Porto
Orientador: Prof. Dr. Flávio de Barros Vidal, CIC/UnB
Programa de Pós-graduação em Sistemas Mecatrônicos
Brasília, Novembro de 2019
Métodos forenses para estimação das informações de indivíduos são constantemente utiliza-
dos por peritos em cenários reais. O processo forense de estimação de idade e sexo necessita
de um profissional capacitado e abordagens que normalmente exigem a presença física do
indivíduo para a execução dos procedimentos periciais. A pornografia infantil é uma ativi-
dade ilícita que conta com a facilidade da internet para o compartilhamento de imagens e
vídeos tornando fácil a disseminação deste tipo de conteúdo e dificultando a identificação e
perícia do material. Pesquisas sobre técnicas de reconhecimento de padrões e aprendizado
de máquina em visão computacional permitem o desenvolvimento de metodologias baseadas
em fotoantropometria para a identificação de informações antropométricas apenas utilizando
imagens faciais digitais. Com o avanço da tecnologia e com o aumento do volume de dados,
os profissionais necessitam de alternativas para processar as informações antropométricas de
indivíduos apenas analisando arquivos digitais. Este trabalho tem como objetivo desenvol-
vimento de metodologias de identificação automática de pontos cefalométricos em imagens
faciais, gerar medidas fotoantropométricas e propor uma solução computacional para auxi-
liar os profissionais forenses para a estimação da idade e sexo em uma base de dados com
105 mil de imagens faciais. O trabalho proposto para identificação de pontos cefalométricos
obteve precisão similar com as marcações realizadas por especialistas com resultado de erro
médio da distância (em pixels) normalizada de 0.014 contra 0.009 de dispersão média dos
testes entre especialistas. Os resultados obtidos demonstram significância no processo de
estimação de dados antropométricos, utilizando imagens faciais com redes neurais convo-
lucionais e medidas fotoantropométricas faciais. A proposta desenvolvida obteve resultado
de 99, 2% de acerto para estimação de sexo. Para estimação de maior/menor de 18 anos o
resultado F1 score foi de 0, 926 enquanto para maior/menor de 14 anos foi de 0, 957. Por
último, estimação de idade, a proposta obteve um resultado MAE de 1, 42 utilizando uma
amostra de indivíduos com idades entre 2 a 22 anos.
Palavras-Chaves: reconhecimento de padrões, aprendizagem profunda, visão compu-
tacional, pontos cefalométricos, fotoantropometria, ciência forense.

ABSTRACT
Author: Lucas Faria Porto
Supervisor: Prof. Dr. Flávio de Barros Vidal, CIC/UnB
Programa de Pós-graduação em Sistemas Mecatrônicos
Forensic methods of estimating information from individuals are constantly used by experts
in real scenarios. The forensic process of age and sex estimation requires an expert and ap-
proaches that normally need the physical presence of the individual for the execution of the
expert procedures. Child pornography is an illicit activity that relies on the ease of the inter-
net to acess and disseminate this type of content, making it difficult to identify and exploit
the material. Research on pattern recognition techniques and machine learning in computer
vision allow the development of methodologies based on photo-anthropometry for identifi-
cation of anthropometric information using facial images. The advancement of technology
and the increasing process of the data volume, the experts need alternatives to be inferring
the age and of individuals by analyzing digital files only. This work has the goal to develop
methodologies for automatic identification of cephalometric points in facial images, generate
photo-anthropometric measurements and propose a computational solution to assist forensic
professionals to estimate age and sex in a database with thousands of images. The proposed
work to identify cephalometric landmarks obtained similar accuracy with the manual points
made by experts with result of normalized average error (in pixels) of 0.014 versus 0.009
of average dispersion by experts. The results present significance in the estimation process
of anthropometric data using facial images with convolutional neural networks and facial
photo-anthropometric measurements. The developed proposal obtained 99.2% positive re-
sults for sex estimation. For the estimation of over 18 years old the result of F1 was 0.926
while for over 14 years old it was 0.957. Finally, the age estimate, the proposal obtained a
MAE result of 1.42 using a sample of individuals over ages from 2 to 22 years old.
Keywords: pattern recognition, deep learning, computer vision, cephalometric land-
marks, photo-anthropometry, forensic science.
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1 INTRODUÇÃO
O conhecimento antropológico pode ser aplicado para apoiar investigações forenses do
falecido e do vivo (MARQUEZ-GRANT, 2015). No primeiro, os perfis post mortem (PM)
das vítimas são reconstruídos para reduzir o número de comparações entre pessoas desapa-
recidas e corpos desconhecidos, conforme descrito em (SILVA et al., 2013a). O processo de
criação de perfil é realizado pela recuperação de informações sobre sexo, idade, estatura e
ancestralidade do falecido - especialmente a partir de restos de esqueletos - e comparando-os
com dados de ante mortem (AM) da suposta vítima (ADSERIAS-GARRIGA et al., 2018).
A fim de aumentar a confiabilidade científica, as informações coletadas são combinadas com
as evidências de AM e PM obtidas de meios primários de identificação humana, ou seja, as
impressões digitais, dentárias e de DNA (INTERPOL, 2018).
Por outro lado, a antropologia forense aplicada ao “indivíduo vivo” geralmente se ba-
seia em informações morfológicas e biométricas de vítimas e suspeitos de crimes registrados
em imagens de circuito fechado de televisão e fotografias (CATTANEO et al., 2012; RAT-
NAYAKE et al., 2014). Na última década, os pedidos de exame antropológico dos vivos
tornaram-se mais comuns seguindo uma tendência crescente de crimes cibernéticos (CAT-
TANEO et al., 2009). Em caso da identificação de crianças que sofreram exploração sexual,
bem como seus autores, figura entre os procedimentos solicitados pela lei na rotina dos
institutos médico-legais (BORGES et al., 2018). Esses novos panoramas justificam a neces-
sidade de desenvolver ferramentas avançadas para apoiar o trabalho forense (MACHADO et
al., 2017).
A análise forense para identificar pessoas é um processo complexo para o qual podem
ser utilizados vários métodos que são executados por agentes especializados, podendo ci-
tar como exemplo teste de DNA, papiloscopia, análise dental, entre outros (MACHADO et
al., 2017). Entretanto, no que diz respeito à utilização de imagens faciais para os proces-
sos forenses de identificação humana, a maioria utiliza abordagens manuais aplicadas por
especialistas da área, e para alcançar os resultados esperados é necessário experiência, com-
petência e compromisso do perito durante os testes (DAVIS; VALENTINE; DAVIS, 2010;
GIBELLI et al., 2016).
O procedimento fotoantropométrico da face humana surge nesse contexto como uma fer-
ramenta alternativa para busca, coleta e quantificação de características morfológicas e sua
aplicação para fins forenses (FLORES et al., 2019). Trabalhando na interface da antropo-
logia forense e da ciência da computação, essa abordagem não invasiva e de baixo custo
baseia-se no registro de pontos faciais em imagens e no cálculo de proporções entre dis-
tâncias faciais (BORGES et al., 2018; MACHADO et al., 2017; FLORES et al., 2019).
A informação morfológica e métrica recuperada da face humana pode ser usada em uma
base comparativa, entre indivíduos de referência e alvo, ou numa base reconstrutiva, na qual
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o dimorfismo sexual e a estimativa de idade dos vivos são realizados (GONZALES; MA-
CHADO; MICHEL-CROSATO, 2018).
Na utilização de imagens faciais, diversos fatores podem interferir no processo de aná-
lise facial e principalmente no resultado. Fatores como a condição da iluminação do am-
biente, posicionamento da câmera para a pessoa, posição do rosto e a perda da informação
tridimensional ao ser capturado como imagem bidimensional interferem no processo de aná-
lise (FLORES, 2014).
Soluções utilizando processamento de imagens e técnicas de visão computacional são
uma realidade tendo o foco em melhorar e automatizar o processo forense, permitindo au-
mentar a precisão do trabalho realizado por um perito (FLORES, 2014). Vários exemplos
dessas aplicações podem ser encontradas na literatura, tais como o uso de imagens de raios-
X (MONDAL; JAIN; SARDANA, 2011), análises craniofacial usando modelos tridimensi-
onais (XU; XU; MA, 1998; MOSLEH et al., 2008), reconstrução facial (GHAHARI; MOS-
LEH, 2010), estimação do posicionamento facial (MA et al., 2000), entre outros. Desta
maneira, o uso da fotoantropometria pode ser explorado utilizando técnicas automatizadas
para a identificação dos pontos cefalométricos em imagens faciais de norma frontal.
Os pontos cefalométricos faciais, tradicionalmente são identificados utilizando imagens
capturadas por meio de raio-X (EL-BIALY, 2008), para diversos fins, como exemplo o uso
em planejamento ortodôntico (MACHADO, 2015). Geralmente, em análises forenses, o
processo de identificação de indivíduos requer que as definições destes pontos sejam obtidos
com um elevado grau de precisão na sua localização na região da face. A partir da extração
do local correto desses pontos na face é possível identificar o indivíduo, além de extrair infor-
mações únicas relevantes, podendo até caracterizar esse indivíduo em um determinado grupo
em uma população. O uso de pontos faciais tem sido considerado em diversas áreas forenses,
como a identificação de indivíduos vivos (CHEN et al., 2014; LUCAS; KUMARATILAKE;
HENNEBERG, 2016), estimação de idade e sexo (MACHADO et al., 2017; BORGES et
al., 2018; CATTANEO et al., 2009) ou identificação craniofacial (AULSEBROOK et al.,
1995) aplicado em mortos. Todas estas áreas, os pontos faciais são principalmente empre-
gados para medir distâncias, proporções (MARTOS et al., 2018) e para guiar processos de
superposição de imagens (CAMPOMANES-ÁLVAREZ et al., 2014). Assim, o desempenho
e confiabilidade dessas técnicas são fortemente influenciados pela localização dos pontos e
exigem precisão e repetibilidade (FLORES, 2014).
No entanto, na maioria desses cenários, os pontos cefalométricos estão localizados se-
guindo uma abordagem completamente manual que torna todo o processo subjetivo e forte-
mente dependente da combinação de três fatores do especialista: habilidade, conhecimento e
experiência, como descrito em (BORGES et al., 2018). Além disso as seguintes questões in-
terferem na precisão da localização dos pontos cefalométricos: tipo do ponto, postura facial,
resolução da imagem, iluminação da imagem e foco, conforme descrito em (MORETON;
MORLEY, 2011). De fato, como descrito em (CAMPOMANES-ÁLVAREZ et al., 2015;
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CUMMAUDO et al., 2013), há uma significativa dispersão de localização entre especialistas
e também dentro de diferentes processos de localização de um ponto pelo mesmo espe-
cialista. Peritos forenses e autoridades policiais usam frequentemente alguma ferramenta
forense computacional. Muitos desses softwares fornecem recursos que auxiliam (ou orien-
tam) o especialista na identificação da maioria dos pontos cefalométricos. O uso do software
em conjunto com um guia detalhado demonstrou que é possível reduzir a dispersão de lo-
calização, como apresentado em (FLORES; MACHADADO, 2018; FLORES, 2014). Em
qualquer caso, a natureza repetitiva do processo, erros relacionados com a fadiga do analista
também devem ser considerados. Além disso, até mesmo especialistas treinados precisam
de uma quantidade importante de tempo para localizar todos os pontos cefalométricos com
precisão.
1.1 MOTIVAÇÃO
Todas as aplicações e problemas descritos justificam a necessidade da automação do
processo de localização dos pontos cefalométricos. Pesquisas sobre identificação e análi-
ses de características faciais em imagens não são recentes e é possível facilmente encontrar
estudos a partir dos anos 80 (SAVAGE; SHOWFETY; YANCEY, 1987; STABRUN; DANI-
ELSEN, 1982; EL-MANGOURY; SHAHEEN; MOSTAFA, 1987). Entretanto, a localização
automática de pontos cefalométricos em particular tem atraído cada vez mais o interesse de
pesquisadores devido à sua múltipla aplicação em campos como: identificação e reconheci-
mento facial (WISKOTT et al., 1997; SHI; SAMAL; MARX, 2006; BICALHO et al., 2018),
modelagem facial usando imagens 3D (VEZZETTI; MARCOLIN; FRACASTORO, 2014;
NUNES; ZAGHETTO; VIDAL, 2018), rastreamento (CECH; FRANC; MATAS, 2014),
identificação de pontos cefalométricos (LE-TIEN; PHAM-CHI, 2014), estimação de sexo
e idade (DIBEKLIOGLU et al., 2015; PATIL; MODY, 2005) e assim por diante. Diversos
estudos têm sido propostos para identificação automática de pontos faciais (HUBER et al.,
2015; XIONG; TORRE, 2013; KING, 2009). Entre as várias técnicas de imagem, o re-
conhecimento de padrões em visão computacional é a mais popular (BURGOS-ARTIZZU;
PERONA; DOLLáR, 2013). No entanto, estas abordagens existentes para identificação au-
tomática dos pontos faciais apresentam uma limitação para o campo forense, o conjunto de
pontos faciais reconhecidos por esses algoritmos não são os cefalométricos (PORTO et al.,
2019).
A globalização da informação permitiu a quebra de fronteiras e novas possibilidades
de interação entre os povos no mundo, disponibilizando uma democratização da comunica-
ção, facilitando o uso pessoal e até abrindo novos horizontes no mercado econômico (CAS-
TELLS, 2003). Essa mesma facilidade gerada pelo avanço tecnológico permitiu o surgi-
mento de novos meios para atuações ilegais, os quais neste caso, são utilizados para cri-
mes cibernéticos como roubos, extorsões, difamações, entre outros (NETO; GUIMARÃES,
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2003). Nos diversos crimes praticados na rede mundial de computadores, em que há a troca
de imagens pornográficas de crianças e adolescentes, é uma luta diária identificar os crimi-
nosos, seja este crime fisicamente tirando as fotos, seja contra aqueles que disponibilizam
compartilhando esse tipo de conteúdo na rede (MACHADO, 2015).
Com a grande quantidade de material pornográfico digital existente, possibilitar a sepa-
ração do conteúdo de pedofilia de outro, atualmente, é uma tarefa árdua e complexa (CAT-
TANEO et al., 2009). Mesmo peritos treinados necessitam fazer uma análise minuciosa no
material apreendido, a fim de obter provas contra os criminosos (BORGES et al., 2018).
Neste processo de análise, é necessária a averiguação de todos os arquivos digitais (imagens
e vídeos), exigindo muito tempo e recursos para tal tarefa. Por se tratar de um processo
repetitivo, o fator humano pode falhar resultante da exaustão mental (MACHADO, 2015).
A computação forense, como descrito anteriormente, já é utilizada como opção para auto-
matizar algumas tarefas realizadas por peritos e especialistas forenses. Empregar softwares
para a identificação de conteúdo de pornografia infantil é uma área de interesse de pes-
quisas (RATNAYAKE et al., 2014). Estudos estão sendo realizadas para permitir a esti-
mação da idade de um indivíduo utilizando a análise do conteúdo digital de imagens e ví-
deos (HAYASHI et al., 2002; RONDEAU; ALVAREZ, 2018; ANDA et al., 2019). Em (RAT-
NAYAKE et al., 2014) descreve-se um estudo desenvolvido para identificar casos de pedofi-
lia (RATNAYAKE et al., 2014) usando imagens faciais. Entretanto, a falta de padronização
nas base de dados e amostras de imagens faciais dificulta os resultados de representarem
uma amostra em âmbito populacional como apresentado em (RICANEK; TESAFAYE, 2006;
MOSCHOGLOU et al., 2017; FU et al., 2014).
1.2 OBJETIVOS
O objetivo principal deste trabalho é desenvolver técnicas computacionais que imple-
mentem uma solução automática para o processo de estimação de idade e sexo utilizando
imagens faciais e métricas baseadas nos pontos cefalométricos faciais de norma frontal.
1.2.1 Objetivos secundários
Para alcançar este objetivo, o presente trabalho é dividido em três partes, sendo estes
objetivos secundários, a saber: extração automática dos pontos cefalométricos, análises das
razões fotoantropométricas baseadas nos pontos cefalométricos para estimação de idade e
sexo e, por fim, o uso de técnicas de aprendizagem profunda combinada com as razões
fotoantropométricas.
Para a identificação automática dos pontos cefalométricos, este trabalho pretende preen-
cher a lacuna sobre a localização automática dos pontos por meio de uma nova adaptação
4
das abordagens existentes (HUBER et al., 2015; XIONG; TORRE, 2013; KING, 2009) ao
problema em particular da detecção automática de pontos cefalométricos em imagens de
face frontal. Este objetivo específico foi abordado nestas três tarefas seguintes: i) Análise
dos algoritmos automáticos disponíveis para a localização de pontos faciais; ii) Propor uma
nova metodologia especialmente desenhada para identificação de pontos cefalométricos; iii)
Estudo de desempenho das abordagens existentes adaptado seguindo a metodologia proposta
e comparação entre eles e a dispersão de especialistas humanos.
Na segunda parte, análises das razões fotoantropométricas, este estudo foi delineado com
quatro objetivos para o uso de dados antropométricos da face humana: i) Propor uma solução
automática baseada em Rede Neural Artificial para estimar informações antropológicas utili-
zando as razões fotoantropométricas; ii) Testar a acurácia diagnóstica da solução com pontos
de corte limite entre indivíduos do sexo masculino e feminino de limiar para as idades de 14
e 18; iii) Analisar a correlação entre sexo e idade utilizando as razões fotoantropométricas
da face humana.
A terceira parte tem como objetivo analisar técnicas existentes de Redes Neurais profun-
das e combiná-las com a abordagem anterior (razões fotoantropométricas) para solucionar
os mesmos problemas apresentados anteriormente alcançando melhora na acurácia. Esta úl-
tima parte do estudo dispõe de 3 três objetivos: i) Avaliar o desempenho de uma rede neural
profunda utilizando apenas imagens como entrada; ii) Propor um novo modelo que combine
uma rede neural profunda (imagens) com uma rede neural artificial (razões fotoantropomé-
tricas) em canais de entrada separados; iii) Testar acurácia deste novo modelo e atestar se as
razões fotoantropométricas contribuem na acurácia do processo automático de estimação de
idade e sexo.
1.3 ORGANIZAÇÃO DO MANUSCRITO
A presente tese está dividida e organizada em capítulos, como descrito a seguir: O Capí-
tulo 2 aborda os conceitos históricos e características importantes da área de antropologia e
de tecnologia no processo de estimação de idade e sexo em indivíduos. No Capítulo 3, é apre-
sentada a metodologia proposta no desenvolvimento das técnicas elaboradas neste trabalho,
apresentando detalhes e abordagens relevantes para se alcançarem os objetivos propostos.
São apresentados os resultados das metodologias desenvolvidas no Capítulo 4, sendo discu-
tidas questões como os resultados obtidos, acurácia e comparativos com outras abordagens
existentes na literatura. No Capítulo 5 é contemplada uma discussão dos resultados do tema




Neste capítulo é apresentada a revisão bibliográfica do tema proposto em que são discuti-
dos os trabalhos das áreas correlatas. Dentre essas áreas, abordam-se conceitos das áreas da
medicina legal, ciência forense e computação. Os trabalhos aqui mencionados demonstram
a relevância de pesquisas no tema e suas principais características e desafios.
O processo de extração de informações utilizando análises faciais para diversas finali-
dades, nas quais podemos citar: identificação de expressões faciais (SAMAL; IYENGAR,
1992), análise de emoções (MAYER; GEHER, 1996), estudos antropométricos da face (FAR-
KAS; KATIC; FORREST, 2005), análises de modelos tridimensionais crânio-faciais (XU;
XU; MA, 1998; MOSLEH et al., 2008), estimação facial a partir do perfil (MA et al., 2000),
aplicações de inteligência artificial para fins biométricos (JAIN et al., 1999), entre outros.
O autor em (LANITIS, 2002) relata que maioria das pesquisas que utilizam técnicas
de análises faciais estão relacionados a identificar padrões em cores e formas geométricas.
De acordo com o autor em (DEMAYO et al., 2010) estas abordagens permitem o estudo
e a identificação dos padrões de características para inferir determinadas informações por
meio de associações, variações ou heranças em uma determinada amostra. Como exemplo
têm-se os estudos de biometria facial, em que as técnicas utilizam os padrões faciais para a
identificação de um indivíduo em aplicações de segurança (BICALHO et al., 2018; ZHAO et
al., 2003), classificação de gênero para estimação do sexo (MAKINEN; RAISAMO, 2008;
JAIN; HUANG, 2004) e ancestralidade (KLIMENTIDIS; SHRIVER, 2009).
Em um contexto prático, os profissionais dos Institutos Médico-Legais (IMLs) utilizam
vários procedimentos de identificação humana para exames de estimativa de idade (FRAN-
CISCO et al., 2011; IDADE, 2006). Estes profissionais, normalmente, são das áreas de
Antropologia Forense, Odontologia e Medicina, utilizam os métodos de estimação da idade
em processos legais e criminais como base científica em investigações de delitos, acidentes
em larga escala e crimes de várias proporções (SCHMELING et al., 2007).
O autor em (MACHADO, 2015) descreve que o processo de identificação de indivíduos
para fins forenses é uma tarefa recorrente e demanda um conjunto de análises a serem realiza-
das pelo especialista. Dentre as principais técnicas utilizadas atualmente (Biometria, análise
dentária, exame de DNA, etc.), a grande maioria delas faz uso de abordagens manuais em sua
realização, em que o sucesso do resultado esperado depende da experiência, expertise e em-
penho do perito durante o procedimento. Diversos fatores, além da qualidade do material a
ser periciado, influenciam nessa análise, principalmente o desgaste físico do perito, causado
pelos diversos procedimentos levando-o à exaustão, que tende a comprometer a qualidade
das análises realizadas.
Um ponto importante nesse processo de análise citado anteriormente é a necessidade da
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presença física do indivíduo, que pode estar vivo ou morto, uma vez que a análise também
pode ser executada em um corpo ou restos mortais (HENNESSY; STRINGER, 2002). O
autor em (MACHADO, 2015) descreve que a necessidade da análise presencial pode se
tornar um problema quando exigir o transporte da pessoa a ser analisada até o perito ou o
deslocamento do perito até o local no qual será executado o processo pericial, novamente
atrapalhando e/ou influenciando nos resultados das análises.
2.1 PROCEDIMENTOS FORENSES DE ESTIMAÇÃO DE IDADE
O perito pode utilizar diversas técnicas para estimar a idade em um cadáver e em res-
tos mortais. Esses métodos podem ser classificados como uma abordagem invasiva e não
invasiva. Entretanto, ao executar tais procedimentos em pessoas vivas, o perito deve op-
tar, quando possível, técnicas que não afetem a integridade física e psicológica do peri-
ciado (MACHADO, 2015). De acordo com (SCHMELING et al., 2007) recomendações
definidas pelo Grupo de Estudos em Diagnóstico Forense de Idade (AGFAD), um processo
de estimação de idade em procedimentos criminais deve obedecer à execução de três abor-
dagens combinadas, sendo elas:
1. Identificação por maturação sexual: Exame físico que determina a identificação de
características corporais recorrentes ao desenvolvimento corporal;
2. Radiografia carpal: Análise visual do punho utilizando imagens geradas por raio-X;
3. Exame odontológico: Análise visual em imagens geradas em radiografias da estrutura
dentária do indivíduo;
Um procedimento de estimação de idade é a análise dos parâmetros propostos por Tan-
ner (MARSHALL; TANNER, 1969), em que se utiliza um exame visual do resultado do
desenvolvimento corporal durante a puberdade. Nesse processo é possível notar nas mulhe-
res o aparecimento de pelos pubianos e o desenvolvimento das glândulas mamárias, enquanto
nos homens nota-se o crescimento dos pelos pubianos, testículos e pênis.
O outro processo de estimação da idade citado anteriormente é a análise de imagens do
punho capturadas com raio-X. Neste procedimento é possível visualizar o estágio do desen-
volvimento ósseo em seis momentos da vida de um indivíduo. Entretanto, esse procedimento
só é possível de ser utilizado no processo de estimação de idade em pessoas jovens pois du-
rante o procedimento da radiografia carpal, é analisado o desenvolvimento dos ossos longos
e seus núcleos epifisários. Caso contrário, é necessário outro procedimento, uma radiografia
da epífise medial da clavícula, para inferir se o indivíduo possui idade superior a 21 anos,
pois desenvolvimento nos ossos do punho se encontra inerte (SCHMELING et al., 2007;
FRANÇA, 2001).
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O último procedimento recomendado pelo Grupo de Estudos em Diagnóstico Forense de
Idade é o processo de estimação de idade utilizando exames odontológicos não invasivos.
Estes devem ser realizados por profissionais da área utilizando radiografia panorâmica da
arcada dentária, a qual permite identificar sinais de envelhecimento do indivíduo.
Em todos os três casos citados anteriormente, existem pontos negativos no procedimento
de estimação de idade. No primeiro, referente à maturação sexual, é necessária a análise
visual do indivíduo, sendo complexo inferir com exatidão a informação da idade que pode
causar equívocos neste processo. A segunda abordagem de estimação de idade proposta por
Tanner, o indivíduo é exposto a radiação durante o exame de raios-X, isso também ocorre no
terceiro método. Outro ponto importante nos três casos, é a necessidade da presença física
do indivíduo a ser periciado, mas dependendo do contexto, pode não ser possível contar com
a presença física.
2.2 ESTIMAÇÃO DE DADOS ANTROPOMÉTRICOS POR IMAGENS DIGITAIS
Conforme apresentado anteriormente, a face humana permite a extração de várias infor-
mações do indivíduo. Entretanto, os efeitos da idade apresentam 3 características únicas,
como descrito em (GENG; ZHOU; SMITH-MILES, 2007), sendo:
1. Não é possível controlar o processo de envelhecimento. Este processo ocorre lenta-
mente e sem reversão;
2. Não é possível definir um padrão no processo de envelhecimento. O processo varia
para cada indivíduo, em razão de informações genéticas e também dos fatores externos,
como alimentação, estilo de vida, clima, etc.
3. Envelhecimento está ligado diretamente com a informação cronológica, sendo que o
processo de envelhecer obedece à ordem temporal. A aparência física de um rosto em
uma determinada idade avançada contém características que afetam outras pessoas na
mesma situação, sendo assim estas não ocorrem em rostos jovens.
De acordo com Geng, Zhou e Smith-Miles (2007), essas características citadas anterior-
mente, que interferem no processo de estimação automática da idade, e não se ter o controle
do processo de envelhecimento individual são alguns dos grandes desafios nesta área de pes-
quisa. Outra dificuldade apresentada por Geng, Zhou e Smith-Miles (2007) é a falta de base
de dados com variações de idade, sexo e raça suficientes para se representar uma amostra real
da população, que permitisse efetuar treinamentos dos sistemas automatizados e também os
testes dos protótipos. Neste contexto, existem bases de dados de imagens faciais públicas
para pesquisas (JAIN; LEARNED-MILLER, 2010; VALSTAR et al., 2011; PHILLIPS et
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al., 2000; GALLAGHER; CHEN, 2009). Entretanto estas não contêm informações de idade
necessárias para pesquisas sobre o envelhecimento.
Existem bases de dados públicas com imagens faciais que abordam o envelhecimento,
como apresentado em (RICANEK; TESAFAYE, 2006), que infelizmente ainda possuem
problemas significativos, como, por exemplo, falta de indivíduos com idade abaixo dos 16
anos de idade. Já a base de dados ageCFBP (Center for Forensics, Biometrics and Privacy
age database) (GRD; BAČA, 2016) contém 242 imagens de 82 indivíduos não contemplando
todas as faixas etárias. Este assunto é apresentado com mais detalhes a seguir na Seção 2.4.
O autor em (WANG; TAO; YANG, 2016) descreve que nos estudos de estimação de idade
utilizando procedimentos computacionais automatizados são encontradas dificuldades para
se alcançar o objetivo desejado. Wang, Tao e Yang (2016) reforçaram que além do processo
de envelhecimento ter grande variabilidade entre pessoas, esse processo, em pouco tempo,
pode variar drasticamente no mesmo indivíduo analisado, sendo assim o mesmo pode ter
sua aparência apresentando diferenças, podendo ser classificado como mais velho ou mais
novo no mesmo ano. Toda essa variação pode ocorrer dependendo do uso de produtos de
estética/maquiagens, variação de humor e a alterações em sua condição de saúde.
De acordo com Wang, Tao e Yang (2016), já existem intensos esforços nas pesquisas
nesta área nos últimos anos. Em geral, normalmente, estas podem ser classificadas em três
subgrupos na abordagem para a identificação de idade em imagens faciais, sendo elas: re-
gressão, classificação de multiclasses e classificação baseada em ranqueamento. As pesqui-
sas mais recentes, como a apresentada em (BEKHOUCHE et al., 2016), utilizam técnicas
combinadas para auxiliar o processo ao inferir uma determinada idade. Nelas podem ser
combinados treinamentos de classificação com características faciais, e até mesmo proces-
samentos de imagens como rotações a fim de definir a face em uma posição que ajude o
algoritmo na identificação. Em sua pesquisa, Wang, Tao e Yang (2016) utilizou as carac-
terísticas faciais para o treinamento de um classificador baseado em máquina de vetores de
suporte (do inglês Support Vector Machine - SVM), foram definidos como atributos do trei-
namento as seguintes informações: a suavidade da pele, formato do rosto (arredondamento),
tamanho rosto, rugas, olheiras, acne, maquiagem, brilho facial, elasticidade da pele e bigode.
Com o avanço da tecnologia e da ciência, é inevitável o surgimento de novos estudos e
técnicas nas diversas áreas do conhecimento, e na computação não é diferente. O uso das
redes neurais convolucionais (do inglês Convolutional Neural Networks - CNN), apresenta-
ram avanços de classificação usando imagens (SZEGEDY et al., 2017; STADELMANN et
al., 2019). Esta abordagem demonstrou avanços significativos como solução no processo de
identificação e reconhecimento de objetos utilizando imagens (KRIZHEVSKY; SUTSKE-
VER; HINTON, 2012). Com estes avanços surgiram pesquisas usando imagens faciais apli-
cadas em redes neurais convolucionais, onde podemos citar reconhecimento facial (DENG
et al., 2019), reconhecimento de emoções em faces (HOSSAIN; MUHAMMAD, 2019), re-
conhecimento de sorrisos em vídeos (NGUYEN et al., 2019), estimação da pose facial (XU;
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CHEN; GAN, 2019), estimação de idade (RONDEAU; ALVAREZ, 2018) e de sexo (HAN et
al., 2017). Novas abordagens e melhorias nas CNN estão sendo propostas pela comunidade
científica (CIREGAN; MEIER; SCHMIDHUBER, 2012), alternativa como um classificador
CNN em cascata (CHEN et al., 2016) e até mesmo combinando esta com outras metodolo-
gias, tal como SVM para melhorar o processo de classificação (RAZAVIAN et al., 2014).
Entretanto, os autores supracitados evidenciam as dificuldades de se trabalhar com as
CNN’s que são elas: i) Alto custo computacional; ii) O processo de treinamento é lento iii)
Necessita de uma base de dados com tamanho considerável de amostras. O autor em (TAN;
LE, 2019) descreveu uma abordagem para CNN para manter a mesma eficiência em redes
neurais convolucionais fazendo um equilíbrio da profundidade da rede e seus recursos. Atu-
almente, as frameworks como Caffe (JIA et al., 2014), Tensorflow (ABADI et al., 2015),
Theano (Theano Development Team, 2016) e PyTorch (PASZKE et al., 2017) vêm ga-
nhando grande destaque na comunidade científica, por consequência da facilidade para gerar
e modificar classificadores complexos utilizados redes neurais convolucionais. Entretanto,
as redes neurais convolucionais ainda sofrem com os problemas citados anteriormente: a
vasta quantidade de imagens necessárias no processo de generalização do classificador. Por
exemplo, a base VGGFace2 (CAO et al., 2018) utilizada para reconhecimento facial dispõe
mais de 3 milhões de imagens. Essa quantidade de imagens necessita de um grande po-
der de processamento para alcançar os resultados desejados, proveniente de uma arquitetura
computacional não trivial que permita explorar um alto poder de processamento por meio de
computação paralela usando placas de vídeo resultando em um processo complexo, caro e
lento.
Os trabalhos apresentados em (LEVI; HASSNER, 2015; ROTHE; TIMOFTE; GOOL,
2015; LIU et al., 2015a; HAN et al., 2017) já demonstraram o interesse do uso das CNN
como proposta para solucionar os desafios da estimação da idade utilizando imagens faciais.
O autor em (ESCALERA et al., 2015) descreve que essas pesquisas usando imagens faciais
são apresentadas como soluções promissoras em desafios científicos as quais são compara-
dos para testar a precisão das abordagens implementadas no processo de estimação de idade.
Mesmo que a abordagem utilizando redes neurais convolucionais seja promissora, o autor
em (ROTHE; TIMOFTE; GOOL, 2015) reforça a importância da combinação desta com
a técnica detecção dos pontos faciais para melhorar a acurácia dos resultados. Combinar
abordagens distintas para o processo de estimação de idade não é recente. No trabalho apre-
sentado em (KWON; LOBO, 1994), os autores já abordavam esse princípio, eles utilizavam
outras informações combinadas com os pontos faciais para auxiliar o processo de estimação,
sendo elas: a formação de rugosidades na pele, a informação de tamanho e formato do rosto,
distâncias entre regiões da face, todas estas com o propósito de permitir distinguir recém
nascidos de adultos.
O autor em (LEE; RO, 2014) descreveu que, de maneira semelhante ao processo de
estimação de idade usando imagens, a aplicabilidade das características antropométricas
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oriundas de imagens faciais estão sendo estudadas por pesquisadores. Como descrito an-
teriormente pesquisas usando imagens faciais em redes neurais convolucionais estão sendo
realizadas. No trabalho apresentado em (NARANG; BOURLAI, 2016) demonstra a utiliza-
ção de imagens faciais para estimação de sexo enquanto autor em (ČECHOVá et al., 2019)
utilizou imagens da parte frontal do crânio para o mesmo fim. Diferente da CNN, o au-
tor em (NGUYEN; HUONG, 2016) extraiu características faciais aplicadas em treinamento
com SVM para gerar um classificador para estimação sexo. Enquanto o autor em (KLI-
MENTIDIS; SHRIVER, 2009) descreveu uma pesquisa sobre ancestralidade utilizando as
características faciais usando imagens digitais. Com o foco principal na coloração da pele
facial, os pesquisadores conseguiram efetuar uma correlação da tonalidade com a informa-
ção genética relacionada com ancestralidade de grupos classificados em asiáticos, africanos,
americanos, caucasianos e hispânicos.
2.3 FOTOANTROPOMETRIA
O autor em (KLEINBERG; VANEZIS; BURTON, 2007) define a antropometria como o
estudo de medidas do corpo humano para realizar classificações e comparações antropoló-
gicas. De acordo com o trabalho proposto em (FLORES, 2014) pesquisas antropométricas
da população, os padrões faciais permitem estudos com aplicações em diversas áreas, tais
como: avaliação facial do crânio utilizado em estudos da indústria, evolução populacional,
ancestralidade, anomalias, planejamento em processos cirúrgicos, processos estéticos, entre
outros. Enquanto isso o autor em (MACHADO, 2015) descreve que nas pesquisas antropoló-
gicas, odontológicas e da medicina legal, os estudos da análise populacional utilizando faces
normalmente utiliza a identificação de padrões nas marcações craniofaciais. Estes padrões
permitem a identificação do processo de envelhecimento e identificação de características,
como exemplo o sexo.
A fotoantropometria facial permite a análise das características em imagens de faces
humanas por meio de métodos antropométricos (MACHADO, 2015; MACHADO et al.,
2019). A autora em (FLORES, 2014) descreve a fotoantropometria aplicada em imagens fa-
ciais como procedimentos que permitem comparar faces utilizando análises métricas, sendo
elas as medidas e ângulos usando os pontos cefalométricos. Utilizando a fotoantropometria,
como apresentado em (FLORES, 2014), a autora apresentou uma metodologia qualitativa
do procedimento de coleta manual dos pontos cefalométricos em imagens faciais da norma
frontal. Em seu trabalho, Flores (2014) definiu as variabilidades e métricas no processo de
aferição dos pontos cefalométricos aplicada em fotoantropometria, e também como contri-
buição, a definição em sua metodologia, uma análise para cada ponto.
O autor em (MACHADO, 2015) propôs um estudo detalhado sobre a fotoantropometria
facial em norma frontal. Machado (2015) efetuou análises de correlação das medidas da face
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usando os pontos cefalométricos faciais com os dados antropométricos. Neste contexto, foi
definida uma metodologia de coleta manual baseada dos pontos cefalométricos e a análise
dos mesmos (FLORES, 2014). Essa métrica tem como objetivo apresentar uma nova abor-
dagem para testes periciais sendo uma alternativa às outras apresentadas na Seção 2.1, pois
minimiza a quantidade de deslocamentos do indivíduo para um laboratório/consultório para
os exames clínicos, e principalmente, não necessita da presença física do corpo para a exe-
cução de um determinando procedimento. Este último se faz possível, pois a metodologia
desenvolvida pelo autor foi baseada na identificação dos pontos utilizando imagens faciais e
as informações pessoais (antropológicas) dos mesmos. Esta abordagem é detalhada a seguir
na Subseção 2.3.2.
2.3.1 Pontos cefalométricos
O processo de identificação e extração de características faciais não é uma área recente
nos estudos científicos, de acordo com o apresentado em (EL-MANGOURY; SHAHEEN;
MOSTAFA, 1987). Entre os estudos utilizando os pontos faciais (do inglês facial land-
marks) podemos citar: identificação e reconhecimento facial (WISKOTT et al., 1997; SHI;
SAMAL; MARX, 2006), aplicações e reconstrução facial utilizando três dimensões (VEZ-
ZETTI; MARCOLIN; FRACASTORO, 2014), rastreamento em imagem (CECH; FRANC;
MATAS, 2014), detecção de pontos cefalométricos (LE-TIEN; PHAM-CHI, 2014), estima-
ção da idade (DIBEKLIOGLU et al., 2015), entre outros.
Em (MACHADO, 2015) foram mapeados manualmente 28 pontos cefalométricos em
cada imagem facial do total de 1.000 indivíduos utilizando o software SAFF-2D (FLORES;
MACHADADO, 2018). Este é o mesmo software utilizado pelos peritos forenses e pes-
quisadores. Essa ferramenta auxilia o perito na análise da imagem facial e no processo de
marcação, uma vez que permite a inserção de linhas auxiliares, círculos e outras formas
geométricas, ajudando-o a localizar determinados pontos na face (FLORES, 2014). Na Fi-
gura 2.2 é possível visualizar um exemplo para a utilização da ferramenta manual de coleta
dos pontos cefalométricos em imagens faciais de norma frontal. No trabalho apresentado
em (FLORES et al., 2019) descreve que juntamente com o software especializado para mar-
cação manual, foi desenvolvido um guia de melhores práticas para o processo de coleta
manual dos pontos, com o foco de padronizar a localização das marcações com o objetivo
de reduzir a dispersão dos pontos entre os especialistas (Figura 2.1 apresenta a descrição
detalhada da localização correta de dois pontos cefalométricos).
Conforme apresentado em (MACHADO et al., 2017) e (BORGES et al., 2018), um
especialista identificou manualmente 28 pontos cefalométricos em todas as 1.000 imagens
seguindo as etapas de instruções descritas em (FLORES; MACHADADO, 2018). A lista
completa dos pontos cefalométricos selecionados, de acordo com a nomenclatura padrão
de Caple e Stephan (2016), é a seguinte: Endocanthion (en), Exocanthion (ex), Iridion late-
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Figura 2.1: SAFF-2D manual de marcação, guia de uso e boas práticas: exemplo de mar-
cação de dois pontos cefalométricos utilizando o software. A esquerda o procedimento de
localização do Cheilion, enquanto na direita as instruções para a identificação do ponto Gla-
bella.
rale (il), Iridion mediale (im), Pupil (pu), Zygion (zy), Alare (al), Gonion (go) and Cheilion
(ch), Crista philtri (cph) para os pontos bilaterais. O restante pode ser encontrado na linha
média do rosto como: Glabella (g), Nasion (n), Subnasale (sn), Labiale superius (ls), Sto-
mion (sto), Labiale inferius (li), Gnathion (gn), Midnasal (m) (BROWN et al., 2004). Na
Tabela 2.1 são descritos detalhadamente todos os cefalométricos, reiterando que esses pontos
faciais foram coletados usando imagens faciais de norma frontal resultando em diferentes lo-
calizações in vivo, enquanto na Figura 2.3 apresenta todos os estes devidamente localizados
na face.
2.3.2 Razões Fotoantropométricas
A dispersão dos pontos cefalométricos, ao longo da face humana, varia conforme o sexo,
idade e raça, como apresentado em (PRENDERGAST, 2012; FU; GUO; HUANG, 2010;
CUMMAUDO et al., 2014). O diferencial apresentado na metodologia proposta por (MA-
CHADO, 2015), que é a base do estudo utilizada neste trabalho, foi a adoção da projeção
da distância iridiana como parâmetro para calcular as razões fotoantropométricas, diferente-
mente das abordagens propostas em (CATTANEO et al., 2012; CUMMAUDO et al., 2014).
A Equação 2.1 apresenta a definição matemática para o cálculo da projeção da distância
iridiana (Piris), a qual é composta pela média das somas das diferenças utilizando os pon-
tos irídion mediale esquerdo (ime), irídion mediale direito (imd), irídion laterale esquerdo
(ile) e irídion laterale direito (ild).
Piris =
(|ime − ile|) + (|imd − imd|)
2
. (2.1)
Com a informação iridiana em (MACHADO, 2015) foi definida as quinze razões fotoan-




Figura 2.2: SAFF-2D: Ferramenta de captura manual dos pontos cefalométricos em imagens
faciais bidimensionais; utilizada imagem da face da base de imagens FERET (PHILLIPS et
al., 2000). (a) Modelo para auxiliar o marcador a identificar a região dos pontos cefalomé-
tricos. (b) Imagem com linhas auxiliares para auxiliar no processo de marcação.
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Tabela 2.1: Nome e definição dos pontos cefalométricos utilizados para o treinamento do
protótipo. Adaptado de (MACHADO, 2015)
Ponto Cefalométrico Descrição
1. Glabella (g)
Intersecção entre a linha média facial e a linha horizontal que
tangencia o bordo superior da circunferência orbitária.
2. Nasion (n)
Intersecção da linha média facial com a linha horizontal que
passa pelo sulco palpebral superior.
3. Subnasale (sn)
Ponto mais inferior da columela (projeção que se encontra
entre as narinas).
4. Labiale superius (ls)
Ponto médio da linha branca do lábio superior. Quando
presente o arco de cupido, o ponto será marcado em seu ponto
mais inferior.
5. Stomion (sto)
Ponto na região de encontro dos lábios superior e inferior,
posicionado na metade da distância entre os cheilions.
6. Labiale inferius (li) Ponto médio da linha branca do lábio inferior.
7. Gnathion (gn) Ponto mais inferior do mento.
8. Midnasal (mid)
Ponto sobre a linha média da face, tendo por referência a
altura dos exocanthions.
9. Entocanthion (en)
Ponto localizado no ângulo medial dos olhos, marcado no
encontro das pálpebras superior e inferior.
10. Exocanthion (ec)
Ponto localizado no ângulo lateral dos olhos, marcado no
encontro das pálpebras superior e inferior.
11. Iridion laterale (il) Ponto mais lateral da circunferência iridiana.
12. Iridion mediale (im) Ponto mais medial da circunferência iridiana.
13. Pupil (pu) Ponto central da circunferência iridiana.
14. Zygion (zy)
Ponto mais lateral do contorno da face à altura dos ossos
zigomáticos.
15. Alare (al) Ponto mais lateral da asa do nariz.
16. Gonion (go) Ponto sobre a linha de contorno facial, à altura do stomion.
17. Cheilion (ch)
Ponto localizado na comissura labial, em sua região mais
lateral.
18. Crista philtri (cph)
Ponto alto da crista do arco de cupido, no local de chegada
das colunas do filtro labial.
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Figura 2.3: Representação gráfica da localização na face de todos os 28 pontos cefalomé-
tricos adotados neste trabalho: 1. Glabella (g); 2. Nasion (n); 3. Subnasale (sn); 4. Labiale
Superius (ls); 5. Stomion (sto); 6. Labiale Inferius (li); 7. Gnathion (gn); 8. Midnasal (m);
9. Endocanthion (en); 10. Exocanthion (ex); 11. Iridion Laterale (il); 12. Iridion Mediale
(im); 13. Pupil (pu); 14. Zygion (zy); 15. Alare (al); 16. Gonion (go); 17. Cheilion (ch);
18. Crista Philtri (cph), imagem adaptada de (PHILLIPS et al., 2000).
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a análise dos resultados Machado (2015) conseguiu separar matematicamente as dispersões
em informações referentes às idades e o sexo em crianças e adolescentes. A partir dela, o
autor confrontou seus resultados com o trabalho apresentado por Cattaneo et al. (2012). O re-
sultado das correlações dos pontos apresentado em (CATTANEO et al., 2012) não conseguiu
separar determinados grupos de idade e sexo utilizando crianças e adolescentes, diferente da
metodologia proposta em (MACHADO, 2015).
Os resultados demonstraram um avanço para as propostas na identificação do conteúdo
da pornografia infantil (MACHADO et al., 2014). Na Equação 2.2 é apresentada um vetor
(Vi) com as quinze razões fotoantropométricas propostas em (MACHADO, 2015), em que i
permite definir separadamente cada uma delas. Cada razão fotoantropométrica em V é um
vetor definido pela Equação 2.2 utilizando determinados pontos cefalométricos, em que são
utilizados o fator do tamanho da íris Piris definido pela Equação 2.1.
Para cada variável existente na Equação 2.2 o nome e a localização são apresentados na
Figura 2.3 enquanto a descrição detalhada é definida na Tabela 2.1. Os pontos em pares,
estes existentes simetricamente nos dois lados da face, são definidos pelas informações “d”
e “e”, distinguindo o ponto da face direita com o da face esquerda respectivamente, como




















2.4 ESTIMAÇÃO AUTOMÁTICA DE IDADE E SEXO
Como citado no início deste capítulo, é possível a utilização de várias técnicas para a es-
timação de idade e sexo de indivíduos em aplicações forenses, relembrando que abordagens
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utilizando imagens faciais em redes neurais não são pesquisas recentes (GOLOMB; LA-
WRENCE; SEJNOWSKI, 1990). Estudos apresentados em (KRISHAN et al., 2016; CAP-
PELLA et al., 2019) demonstram entre estas, o uso de técnicas forenses para estimação de
idades e análises antropológicas utilizando análises de esqueletos. De forma semelhante
apresentado na Seção 2.1 pesquisas em (LIANG et al., 2019; TONG et al., 2018) demons-
traram utilização de imagens de raio-X do pulso estão sendo aplicadas em treinamento de
redes neurais convolucionais para estimação automática de idade.
De acordo com Han, Otto e Jain (2013) os avaliadores humanos para estimação de idade
utilizando imagens faciais obtiveram resultados do erro absoluto médio (do inglês: Mean
absolute error - MAE), métrica detalhada na Equação 3.2, valores entre 4, 7 e 7, 2, sendo que
a metodologia automática proposta por eles foi superior quando comparada com desempenho
humano. Entretanto, Han, Otto e Jain (2013), descreveram que os avaliadores humanos
obtiveram um resultado de MAE melhor que a abordagem automática para estimação de
idade de indivíduos com idades de 0 a 15 anos. Enquanto no trabalho em (ANDA et al.,
2018) relata-se a habilidade dos seres humanos em estimar a idade de outras pessoas por
meio de uma análise visual. Ainda neste trabalho Anda et al. (2018) apresentaram uma taxa
de erro avaliada entre 2, 07 até 8, 62 anos de idade, dependendo de uma variedade de fatores,
incluindo por exemplo a idade do avaliador.
Pesquisas relatam que a idade dos indivíduos jovens tende a ser consistentemente su-
perestimada (PITTENGER; SHAW, 1975; HENSS, 1991; ROWE PAUL WILLNER, 2001)
e em outros estudos demonstra a existência de assimilar a idade estimada com a própria
idade (VESTLUND et al., 2009; VOELKLE et al., 2012). Neste contexto, no trabalho apre-
sentado em (MOYSE; BRÉDART, 2012), foi constatado que dos 114 participantes obtiveram
uma melhor precisão para estimar idade usando imagens faciais com o grupo pertencente à
sua faixa etária, neste caso sendo 10 − 14, 20 − 30 e 65 − 75 anos de idade. Outros fato-
res influenciam o resultado do procedimento de estimação de idade usando imagens faciais
por humanos, por exemplo expressões faciais (VOELKLE et al., 2012; GANEL, 2015) e o
sexo do indivíduo (VOELKLE et al., 2012). Resumidamente expressões neutras resultam
na maior precisão, enquanto qualquer outra expressão resulta em estimativas menos preci-
sas (VOELKLE et al., 2012).
Um dos grandes problemas para pesquisas em estimação automática de idade e sexo utili-
zando imagens faciais são as bases de dados públicas disponíveis. Nos trabalhos mais recen-
tes do estado da arte comumente são utilizadas as seguintes bases para o desenvolvimento
de metodologias automáticas: MORPH II (RICANEK; TESAFAYE, 2006), FG-NET (FU
et al., 2014) e AgeDB (MOSCHOGLOU et al., 2017). A base de dados faciais MORPH
II dispõe mais de 55 mil imagens capturadas “on-the-wild” de 13.618 indivíduos, além da
informação de idade que varia de 16 até 77 anos, esta também contém dados de sexo e ances-
tralidade. A base FG-NET (The Face and Gesture Recognition Research Network) contém
1.002 imagens coloridas e em escala de cinza de 82 indivíduos diferentes com idades va-
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riando de 0 à 69 anos de idade. AgeDB contém 16.488 imagens faciais “on-the-wild” de
568 indivíduos com suas respectivas informações de idade e sexo. Os autores em (HAN et
al., 2017; WAN et al., 2018; FANG et al., 2019; THOMAZ; GIRALDI, 2010) adotaram
diferentes bases para avaliar as metodologias propostas usando imagens faciais, onde neste
caso temos como exemplo as bases CACD (CHEN; CHEN; HSU, 2015), CalebA (LIU et
al., 2015b), LFW+ (HUANG et al., 2008), FEI (THOMAZ; GIRALDI, 2010), HOIP (FU;
GUO; HUANG, 2010). Esta informação sobre a quantidade existente de bases de dados re-
força o problema explanado anteriormente onde fica evidente a necessidade de padronização
para métodos de avaliação de estudos utilizando imagens faciais.
Mesmo a base MORPH II sendo amplamente utilizada desde 2006 em pesquisas (YIP et
al., 2018), como é possível observar, todas as bases supracitadas são desbalanceadas, tanto
sobre as classes relativas à idade quanto sobre o sexo. Além disso, mesmo com mais de
55 mil imagens, como no caso da MORPH II, sendo de apenas um pouco mais de 13 mil
indivíduos, onde temos 46.645 imagens de 11.459 indivíduos únicos do sexo masculino e
8.489 imagens de 2.159 indivíduos do sexo feminino. A Figura 2.4 (a) apresenta a dis-
tribuição da quantidade de imagens faciais nas três bases de dados por idade, enquanto a
Figura 2.4 (b) apresenta a distribuição por sexo nas bases MORPH II, FG-NET e AgeDB.
Os autores em (ANGULU; TAPAMO; ADEWUMI, 2018) descrevem sobre trabalhos rela-
cionados à estimação de idade baseada em imagens faciais, neste é demonstrado que a base
com mais indivíduos para este fim dispõe de 26.222 (UEKI; HAYASHIDA; KOBAYASHI,
2006) enquanto a base HOIP (FU; GUO; HUANG, 2010) é a que contém mais imagens,
totalizando 306.600.
Em um trabalho recente, o autor em (ANDA et al., 2018) relatou os problemas e as difi-
culdades com as bases existentes para fins forenses propondo uma base de dados de imagens
faciais para estimação de idade e sexo para este fim. Ainda neste trabalho Anda et al. (2018)
descrevem a base de dados VisAGe1 que contém o total de 25.897 indivíduos com idades
entre 0 e 19 anos sendo 11.940 do sexo masculino e 13.957 indivíduos do sexo feminino. A
Figura 2.5 apresenta a distribuição das imagens entre idade e sexo da base de dados VisAGe.
No estudo realizado em (DHIMAR; MISTREE, 2016), foi feita uma análise das meto-
dologias existentes no estado da arte empregadas no desenvolvimento de abordagens para
estimação automática de idade. Com isso Dhimar e Mistree (2016) apresentou como melhor
solução geral a abordagem das CNNs citadas anteriormente, entretanto, o método antropo-
métrico é apresentado como sendo um modelo básico, porém com resultados significativos
em classificações para a estimação da idade em crianças e adolescentes.
Reforçando o que foi apresentado na Subseção 2.3.1, pesquisas apresentadas em (KWON;
LOBO, 1994; BUSCHANG; TANGUAY; DEMIRJIAN, 1987) demonstram que a utilização
dos pontos faciais e das distâncias dos elementos da face não é recente, estas já são utiliza-
das em técnicas de estimação de idade através de informações antropológicas. Entretanto,
1Base de dados VisAGe disponível em: https://www.forensicsandsecurity.com/visage.php
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(a) Representação gráfica da distribuição da quantidade de amostras por idade nas
bases MORPH II, FG-NET e AgeDB.
(b) Representação gráfica da distribuição da quantidade de amostras por sexo nas bases
MORPH II, FG-NET e AgeDB.
Figura 2.4: Distribuição de idade e sexo das bases de dados de imagens utilizadas em estudos






















Figura 2.5: Representação gráfica da distribuição em idades e sexo das imagens da base de
dados VisAGe.
o autor em (MACHADO, 2015) propôs uma nova metodologia, utilizando os pontos cefalo-
métricos baseando-se no trabalho apresentado em (CATTANEO et al., 2012), para estimar
tanto a idade quanto o sexo. Enquanto isso, no estado da arte para estimação automática de
idade e sexo, as pesquisas recentes demonstram resultados promissores no uso das CNNs
para o uso em ambientes reais, como em (XIE; PUN, 2019; TAN et al., 2017; XING et al.,
2017). Nos trabalhos apresentados em (TONG et al., 2018; LIANG et al., 2019) usando
CNN para fins forenses também chamam atenção com resultados MAE próximos a zero
(0, 54 e 0, 51), só que neste caso são adotadas imagens de raio-X do pulso dos indivíduos.
Como descrito anteriormente a existência de diversas bases dados de imagens utilizadas para
estimação de idade e sexo, sendo possível encontrar trabalhos com resultados utilizando ba-
ses privadas (LANITIS; TAYLOR; COOTES, 2002; SUO et al., 2009; GUO et al., 2009).
A Tabela 2.2 apresenta resultados de diversos trabalhos de estimação de idade enquanto a
Tabela 2.3 apresenta os resultados de pesquisas para estimação de sexo utilizando imagens
faciais (ANDA et al., 2019; ZHANG et al., 2019; FANG et al., 2019; TAHERI; TOYGAR,
2019).
No Capítulo 3 é apresentada a metodologia desenvolvida para a identificação dos pontos
cefalométricos em imagens faciais de norma frontal bidimensionais e também, a metodo-
logia desenvolvida para estimação de idade e sexo utilizando medidas fotoantropométricas.
Ainda no Capítulo 3 são explanadas as informações relevantes sobre o funcionamento, a
metodologia empregada no desenvolvimento e suas principais características.
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Tabela 2.2: Resultados (MAE) comparativos entre as metodologias existentes no estado da
arte para estimação automática de idade. (*) Porcentagem adotada como métrica para avaliar
o estudo. (**) Datasets combinados (ANDA et al., 2018).
MÉTODO Base e Resultado (MAE)
(LANITIS; TAYLOR; COOTES, 2002) Base privada: 4,3
(HAYASHI et al., 2002) Base privada: 27%*
(IGA et al., 2003) Base privada: 58,4%*
(GENG; ZHOU; SMITH-MILES, 2007) FG-NET: 6,8
MORPH: 8,8
(FU; HUANG, 2008) Base privada: 5,5
(SUO et al., 2009) Base privada: 4,7
FG-NET: 6,0
(GUO et al., 2009) Base privada: Fem: 3,9 - Mas: 3,5
FG-NET: 4,8




(XING et al., 2017) WebFace: 5,75
MORPH II: 2,96
(LI et al., 2017) WebFace: 6,04
MORPH II: 3,06




(HAN et al., 2017) LFW+: 4,5
MORPH II: 3,00
(WAN et al., 2018) CACD: 5,22
MORPH II: 3,30








(XIE; PUN, 2019) FG-NET: 3.58
MORPH II: 2,81
(TAHERI; TOYGAR, 2019) FG-NET: 3,05
MORPH II: 2,81




(ZHANG et al., 2019) MORPH II: 2,85 - FG-NET: 3,71
(ANDA et al., 2019) Datasets Combinados**: 2,42
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Tabela 2.3: Resultados (%) comparativos entre as metodologias existentes no estado da arte
para estimação automática de sexo.
MÉTODO Base e Resultado (%)




(XING et al., 2017) WebFace: 92,3%
MORPH II: 98,7%
(HAN et al., 2017) LFW+: 96,7%
MORPH II: 99,0%
(WAN et al., 2018) MORPH II: 97,82%
(SHEN et al., 2018) FG-NET: 80,6%
MORPH II: 91,3%
(XIE; PUN, 2019) FG-NET: 92,3%
MORPH II: 99,1%








(VERMA et al., 2019) Base Privada de Faces Indianas: 98,7%
(RANJAN et al., 2017) CelebA: 99%







Neste capítulo é detalhada a metodologia utilizada neste trabalho. O primeiro passo foi o
desenvolvimento de uma abordagem automática de identificação dos pontos cefalométricos
em imagens faciais de norma frontal. Mesmo com a existência de ferramentas para tal propó-
sito, pesquisas na área de fotoantropometria utilizando os pontos faciais necessitam de uma
solução precisa, que a reproduza os resultados automáticos semelhantes a um profissional da
área obtidos manualmente. Tal necessidade permitiu o desenvolvimento de uma abordagem
supervisionada com o objetivo de mensurar a acurácia das soluções automatizadas. Com a
automatização da detecção e identificação dos pontos, permite-se implementar as razões fo-
toantropométricas existentes na literatura, juntamente com técnicas de inteligência artificial,
auxiliando o processo de estimação de idade, sexo em imagens bidimensionais. Desta ma-
neira, são apresentadas as metodologias propostas para a identificação automática dos pontos
cefalométricos seguida da utilização das razões fotoantropométricas para estimação de idade
e sexo. Na Figura 3.1 é apresentada a estrutura geral do trabalho desenvolvido dividida em
três partes. A primeira parte está relacionada com a abordagem de estimação automática dos
pontos cefalométricos. A segunda é o procedimento de estimação de idade e sexo utilizando
uma rede neural artificial (do inglês Artificial Neural Network - ANN) usando como dado
de entrada as razões fotoantropométricas, e por último a abordagem para estimação de idade
e sexo combinando uma rede neural artificial (ANN) com uma rede neural convolucional
(CNN) usando as fotoantropométricas e a imagem facial como dados de entrada das redes.
3.1 BASE DE DADOS DE IMAGENS FACIAIS
Para alcançar os objetivos propostos neste trabalho, tanto para identificar automatica-
mente os pontos cefalométricos em imagens faciais de norma frontal, quanto a serem utiliza-
das posteriormente para análises de fotoantropometria na determinação de idade e sexo é ne-
cessário descrever a base de imagens faciais adotada nesta pesquisa. Conforme apresentado
anteriormente na Seção 2.4, um dos problemas para estudos utilizando imagens faciais são as
bases de dados existentes disponíveis, podendo ser o problema relacionado com a quantidade
imagens, quantidade de indivíduos e problema relacionado com o balanceamento das bases.
Este desbalanceamento na base de dados define a discrepância das classes a serem avaliadas,
sendo a distribuição não homogênea das imagens por idades e também por sexo. De maneira
semelhante as outras bases, a base utilizada neste trabalho é composta por imagens faciais,
entretanto diferente das outras bases o conjunto de imagens empregado para treinar e testar
os métodos automáticos propostos é composto apenas de imagens faciais de norma frontal.















































































































Figura 3.1: Fluxograma da proposta desenvolvida.
cesso de treinamento e teste. Na primeira etapa, foram adotadas imagens faciais de 1.000
indivíduos, a distribuição e as classes utilizadas são apresentadas detalhadamente na Subse-
ção 3.2.2. Na segunda etapa foram definidas 18.000 imagens faciais, os detalhes desta base
são descritos na Subseção 3.3.1, e na última etapa foram 105.000 imagens faciais, os detalhes
desta são descritos na Subseção 3.4.1. Em todos os casos são imagens de faces frontais (uma
imagem por indivíduo) que foram adquiridas cumprindo a normativa ICAO 9303 (Interna-
tional Organization for Standardization, 2005) para documentos internacionais de viagem,
isto é, mesmo padrão adotado em passaportes. Foi usada uma configuração de câmera com
um distância focal de 35mm e sendo o indivíduo posicionado a 1, 5m de distância da câ-
mera. As imagens foram armazenadas em uma resolução espacial de 480 × 640 pixels e 24
bits de profundidade. Todas as imagens capturadas foram obtidas sobre um fundo branco
e uniforme, com expressão facial neutra e sem o uso de óculos. Os critérios de inclusão
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são os mesmos adotados pelos autores em (FLORES, 2014; MACHADO, 2015) sendo eles:
cidadãos brasileiros na faixa etária de 2 a 22 anos, com expressão facial neutra, lábios fe-
chados e face posicionada diretamente em direção à câmera. Os critérios de exclusão foram
indivíduos com evidente rotação da cabeça nos planos sagital, axial ou coronal; bem como
indivíduos com deformidades faciais evidentes, assimetrias, pelos faciais, joias, maquiagem
ou com uma área incompleta do rosto.
3.2 IDENTIFICAÇÃO AUTOMÁTICA DOS PONTOS CEFALOMÉTRICOS EM IMA-
GENS FACIAIS
A metodologia proposta para automatizar a localização dos pontos cefalométricos possui
três componentes principais: pré-processamento da imagem, detecção das regiões da face
e processo de treinamento dos pontos cefalométricos, conforme apresentado na Figura 3.2.
Para cada entrada utilizando uma imagem facial é aplicada uma etapa de pré-processamento
para realçar o contraste na imagem para reforçar características faciais. A partir dessas ca-
racterísticas, a técnica de detecção de rosto proposta por Viola e Jones (2004) é capaz de
identificar regiões de interesse específicas, primeiro toda a face e, a partir dela, com a face
detectada, é dividida nas seguintes regiões: olhos, boca e nariz. Finalmente, um método
supervisionado baseado em regressão (HUBER et al., 2015; XIONG; TORRE, 2015, 2013)
é aplicado para cada uma das quatro regiões individuais detectadas no estágio anterior. Esta
abordagem tem como objetivo criar classificadores especializados para cada região, dimi-
nuindo a área de busca dos pontos, consequentemente erros.
O processo de aprendizagem considera um grupo de imagens faciais rotuladas (veja a
Subseção 3.2.2 para uma descrição detalhada abaixo), ou seja, um conjunto de imagens faci-
ais juntamente com a localização (coordenadas x e y horizontal e vertical, respectivamente)
dos pontos cefalométricos para cada imagem. Este processo de aprendizagem é baseado no
algoritmo apresentado em (HUBER et al., 2015). Esta abordagem proposta em (HUBER et
al., 2015) consiste em auxiliar o treinamento do algoritmo delimitando a área de busca na
imagem, neste caso a região da face, para cada ponto gerando um classificador de pontos
faciais.
Na metodologia proposta neste trabalho, os arquivos dos conjuntos de treinamento, neste
caso os pontos cefalométricos, são agrupados por regiões de interesse. Como resultado, den-
tro da área face, são definidas regiões específicas responsáveis por um determinado grupo de
pontos. Esta abordagem define criar classificadores especializados para cada região na face
permitindo uma busca mais restrita dos seus respectivos pontos cefalométricos. Este sendo
denominado por Huber-Region (HR de agora em diante). Na Figura 3.2 a metodologia HR
é apresentada como o fluxo de execução do processo proposto, sendo possível visualizar a
entrada de um conjunto de imagens para o treinamento, identificação das regiões de inte-
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Figura 3.2: Representação gráfica da abordagem automática proposta do algoritmo. Inclui
também a abordagem metodológica seguida para treinar o modelo de aprendizagem e validá-
lo por meio da validação cruzada em três etapas.
resse na face e quando treinado, a busca dos pontos cefalométricos em cada classificador
especializado a partir de uma imagem de entrada.
No restante desta seção, será apresentada e detalhada outras abordagens para localização
automática de pontos faciais (Subseção 3.2.1), o conjunto de imagens e pontos cefalomé-
tricos usados neste trabalho (na Subseção 3.2.2) e finalmente a estrutura dos testes e as
métricas utilizadas para validar a abordagem proposta. Por fim estudar sua confiabilidade
comparando-a com as outras propostas automáticas e o desempenho de especialistas huma-
nos (Subseção 3.2.3).
3.2.1 Outras abordagens de identificação automática de pontos faciais
Como explicado anteriormente, a localização automática de pontos faciais foi abordada
na comunidade da área de Visão Computacional por mais de vinte anos. No entanto, a des-
vantagem comum que todas essas propostas compartilham é o conjunto de pontos faciais (do
inglês facial landmarks) reconhecidos por esses algoritmos (LANITIS et al., 1995). Eles
não são pontos cefalométricos porque os pontos faciais reconhecidos não foram desenvolvi-
dos para a análise de fotoantropometria, mas para rastreamento de face, estimativa de pose,
reconhecimento de emoção, registro de face e reconhecimento, como descrito em (ÇELIK-
TUTAN; ULUKAYA; SANKUR, 2013).
Entre os métodos de última geração, duas das abordagens mais populares são DLIB (KING,
2009) e Supervised Descent (SD) (HUBER et al., 2015; XIONG; TORRE, 2013). Ambos
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usam a técnica de histograma de gradientes orientados (HOG) (DALAL; TRIGGS, 2005)
para identificar a característica de referência do ponto em uma posição específica na imagem.
O DLIB usa o HOG em combinação com um classificador linear enquanto o SD combina o
HOG com a posição espacial na face para cada ponto. Durante o processo de identificação
em SD, o algoritmo começa a procurar a característica em uma região específica da imagem,
tornando o processo rápido e evitando correspondências falso-positivas em outra região. Foi
feito uso desses dois algoritmos (SD e DLIB), mas neste caso, os treinamentos foram com os
mesmos conjuntos de imagens e pontos cefalométricos (consulte a Subseção 3.2.2) usados
neste trabalho, para que fosse possível medir e comparar o desempenho das três abordagens
automáticas nas mesmas condições.
3.2.2 Base de dados: imagens e pontos cefalométricos
O principal objetivo é identificar automaticamente os pontos cefalométricos em imagens
faciais de norma frontal a serem utilizadas para análise de fotoantropometria. Assim, o
conjunto de imagens empregadas para treinar e testar os métodos automáticos propostos é
composto de imagens faciais frontais, onde 28 pontos cefalométricos, os mesmos descritos
na Subseção 2.3.1, foram localizados manualmente por um perito da área. Em particular:
são imagens de faces frontais de 1.000 indivíduos que foram adquiridas cumprindo a norma-
tiva ICAO 9303 (International Organization for Standardization, 2005) para documentos de
viagem nas mesmas condições apresentadas na Seção 3.1. Das 105.000 imagens descritas no
início deste capítulo, para o procedimento de estimação automática dos pontos foram utiliza-
das 1.000 amostras, onde estas foram distribuídas igualmente entre os sexos masculino (500
imagens) e feminino (500 imagens) para a classe de sexo e cinco classes etárias diferentes
(6, 10, 14, 18 e 22 anos), cada faixa etária com 200 indivíduos, a mesma amostra descrita na
Subseção 2.3.1 e utilizada nos trabalhos em (MACHADO, 2015; MACHADO et al., 2017;
BORGES et al., 2018). Finalmente, também é discutido o processo de medir e avaliar a
precisão em pixels da abordagem automática proposta em comparação com a dispersão da
localização manual por especialistas. Para isso, foi adotado um conjunto de dados diferente,
composto por 20 imagens, em que 12 especialistas forenses localizaram manualmente (es-
tudo de dispersão entre especialistas) o mesmo conjunto de pontos cefalométricos usando o
software descrito anteriormente na Subseção 2.3.1.
3.2.3 Experimento e métricas de avaliação
Conforme descrito na Seção 3.2, foi desenvolvido o processo de treinamento em quatro
regiões específicas: face, olhos, boca e nariz. O conjunto completo de dados fotográficos
possui 1.000 imagens faciais e 1.000 arquivos com os pontos cefalométricos de referência,
cada um contendo as coordenadas x e y de cada um dos 28 pontos faciais.
Para avaliar o desempenho de um modelo baseado em regressão ou de classificador uti-
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lizando um conjunto de dados, os esquemas de validação cruzada (k-fold) são comumente
usados na literatura da área de aprendizagem de máquinas (HASTIE; TIBSHIRANI; FRI-
EDMAN, 2009; KOHAVI et al., 1995). Neste caso, um procedimento de validação cruzada
tripla (k=3) foi adotado, separando aleatoriamente três vezes 700 imagens para treinamento
dos detectores e 300 imagens para teste. A Figura 3.2 anterior também representa a metodo-
logia de validação por meio da validação cruzada.
Como resultado do processo de treinamento, foram gerados quatro detectores automáti-
cos dos pontos cefalométricos: detector de pontos cefalométrico dos olhos (inclui Glabella,
Nasion, Midnasal, Endocanthion, Exocanthion, Iridion Laterale, Iridion Mediale e Pupil),
detector de pontos cefalométricos da boca Labiale Superius, Stomion, Labiale Inferius, Chei-
lion, Gonion, Gnathion e Crista Philtri), detector de pontos cefalométricos da face (inclui
Zygion, Gonion e Gnathion) e detector de pontos cefalométricos do nariz (inclui os pontos
Subnasale e Alare).
Para quantificar a precisão do algoritmo, foi mensurada a distância Euclidiana em pixels
entre a localização do ponto cefalométrico obtida pelos algoritmos automáticos e uma refe-
rência (ou ponto manual), ou seja, os pares de coordenadas (x, y) de cada ponto/imagem de
acordo com procedimento manual seguido pelo especialista. A fim de permitir a comparação
de erros (e agregação) ao longo de todos os casos (e o uso em trabalhos futuros na área), foi
adotado um processo de normalização das distâncias euclidianas. Um procedimento como
este é necessário ao comparar distâncias entre imagens de diferentes resoluções e parâme-
tros da câmera de aquisição (distância focal e sujeito à distância da câmera). Desta forma,
a métrica de erro para um par específico de pontos (referência manual e o automático) é a
distância euclidiana entre eles dividida pela distância euclidiana entre os dois pontos cefalo-
métricos Exocanthion.
3.3 ESTIMAÇÃO AUTOMÁTICA DE IDADE E SEXO USANDO RAZÕES FOTO-
ANTROPOMÉTRICAS
Nesta seção o objetivo principal é propor uma metodologia para estimação automática de
idade e sexo com o uso de dados fotoantropométricos de uma face humana. Com as métricas
faciais, geradas utilizando os pontos cefalométricos identificados automaticamente, espera-
se aplicá-las em um classificador baseado em rede neural artificial para estimação automática
de dados antropológicos. No decorrer do texto é apresentada a metodologia proposta para
criar uma solução automática usando o modelo de Inteligência Artificial e os detalhes das
entradas e dos testes.
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3.3.1 Base de dados: imagens e pontos cefalométricos
De maneira semelhante à base de dados anterior, esta é composta por dados fotográficos
das 18.000 imagens faciais de norma frontal de 18.000 pessoas diferentes do Brasil descritas
na Seção 3.1. Relembrando, as imagens adquiridas são divididas em masculinos (9.000) e
femininos (9.000) e 18 grupos etários (de 5 a 22 anos), totalizando 500 imagens para cada
grupo individual (sexo e idade).
Os pontos cefalométricos adotados neste trabalho, todos usados para criar as razões fo-
toantropométricas, foram descritos em (MACHADO et al., 2017) e (BORGES et al., 2018).
Nestas metodologias, como descrito anteriormente na Subseção 3.2.2, um especialista loca-
lizou manualmente 28 pontos cefalométricos em todas as 1.000 imagens (como as mesmas
características de imagem descritas acima). Utilizando um software SAFF-2D definido como
imagens pré-treinamento, aplicando uma metodologia de identificação proposta em (FLO-
RES et al., 2019; FLORES; MACHADADO, 2018; FLORES, 2014). Todas as 18.000 ima-
gens faciais foram processadas gerando automaticamente os pontos cefalométricos e as ra-
zões fotoantropométricas seguindo a metodologia desenvolvida na seção anterior.
3.3.2 Razões fotoantropométricas
Utilizando os pontos cefalométricos detalhados na Subseção 2.3.1 os autores apresenta-
ram em (MACHADO et al., 2017) e (BORGES et al., 2018) detalhes sobre 10 e 40 razões
fotoantropométricas (RFAs) da face, respectivamente, como medidas faciais que permitiram
descrever as informações antropométricas de pessoas utilizando apenas informações de cres-
cimento facial, especificamente a idade e o sexo. De acordo com o autor em (MACHADO,
2015) a principal característica dessas RFAs é usar a média do diâmetro da íris como um fator
proporcional, definido como razão iridiana, para resolver problemas de escala e calibração
(por exemplo, relações de métricas sobre o tamanho do pixel e parâmetros intrínsecos do
dispositivo de captura usado). Machado (2015) resumidamente, define que a razão iridiana
ou tamanho da íris como a distância euclidiana definida por uma função d(il, im) dos pontos
Iridion laterale (il) e Iridion mediale (im) dos dois olhos (de uma borda a outra da íris), como
descrito anteriormente na Subseção 2.3.2 pela Equação 2.1.
Utilizando a abordagem proposta para extrair automaticamente os pontos cefalométricos
apresentada na Seção 3.2, foi aplicada essa metodologia (razão iridiana), combinando todos
esses 28 pontos cefalométricos criando 208 índices RFAs. Como resultado, foi obtido um
arquivo CSV com valores compostos pelos dados de fotoantropometria, incluindo 208 RFAs
por imagem, rotulados por sexo e idade das 18.000 imagens usadas para construir o conjunto
de dados. A descrição completa de todas as 208 RFAs é descrita no material suplementar da
Apêndice B.
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3.3.3 Experimentos e métricas de avaliação
Para executar todos os testes propostos foi utilizada a arquitetura de processamento on-
line Intel AI DevCloud (APELAND, ), um framework em nuvem para aplicações em In-
teligência Artificial desenvolvido pela Intel, rodando a versão API Keras 2.2.0 (CHOL-
LET et al., 2015) e Tensorflow versão 1.8 (ABADI et al., 2015). No processo de trei-
namento, foi utilizado um modelo de rede neural artificial (ANN) baseado em Multilayer
Perceptron (MLP) (RUMELHART; HINTON; WILLIAMS, 1985), usando uma camada
densa (totalmente conectada) com 128 neurônios com o otimizador Adamax baseado em
Adam (KINGMA; BA, 2014). A Tabela 3.1 apresenta a estrutura detalhada do modelo MLP
utilizada para executar os testes.
Tabela 3.1: A estrutura detalhada da rede neural artificial usada para executar os testes.
# Camada de entrada 209 (208 RFAs + Sexo)
# Camada escondida 1
# Neurônios na camada escondida 128
# Épocas 500
Função de ativação na camada escondida Sigmoid
Função de ativação na camada de saída Softmax
Taxa de aprendizado 0.01
Momento 0.9
Otimizador Adamax
Em um processo de classificação, todos os resultados precisam de uma análise de acu-
rácia do teste e uma medida tradicional a ser usada é a pontuação F1 score. Esta métrica
de precisão é composta, por quatro parâmetros: Verdadeiro Positivo (ntp), Verdadeiro Nega-
tivo (ntn), Falso Positivo (nfp) e Falso Negativo (nfn). Ao final do processo de estimação,
são avaliadas as informações estimadas como verdadeiras positivas (ntp) quando o classi-
ficador atingiu corretamente os dados antropológicos (sexo e grupo etário) em relação aos
dados de validação e como (nfp) (falso positivo) quando o processo de classificação erra
esses dados de validação (idade e grupo etário). É adotado o método de pontuação F1
score mostrado na Equação 3.1, onde as variáveis precision e recall são definidas como
precision = ntp/(ntp + nfp) e recall = ntp/(ntp + nfn), respectivamente. Todos os re-
sultados da métrica F1 score, após o processo de classificação, variam entre 1 (melhor) e
0 (pior). Para avaliar detalhadamente cada teste, é utilizado o método de matriz de confu-
são (PROVOST; KOHAVI, 1998), este modelo de avaliação de acurácia permite comparar
cada “classe estimada” com o “classe verdadeira” resultando em uma tabela apresentando
o resultado do comportamento do processo de classificação, este permite uma melhor visu-
alização do comportamento global do classificador quando comparado com o valor de F1
score.







Para analisar a acurácia do processo de estimação de idade, em estudos com este fim,
comumente adotam a métrica do erro absoluto médio (MAE), que também será adotado
neste trabalho com o propósito de comparação com outras abordagens existentes no estado
da arte. MAE é a medida da diferença absoluta de dois valores contínuos em um mesmo
escopo, neste caso idades. No exemplo em questão, considere x e y como variáveis na
mesma observação, onde xi é a idade estimada automaticamente e yi a idade real para aquele
indivíduo i. Considerando que o experimento dispõe de N indivíduos, a equação de MAE
resulta na diferença absoluta entre xi e yi de todos os indivíduos (N ). Quanto menor o valor
de MAE, onde 0 é o melhor resultado, significa que o valor estimado da idade (xi) está o






|yi − xi|. (3.2)
A fim de avaliar o desempenho esperado do modelo de classificação sobre o conjunto de
dados proposto, uma validação cruzada k-fold foi utilizada para o processo de teste (HAS-
TIE; TIBSHIRANI; FRIEDMAN, 2009; KOHAVI et al., 1995). Para este estudo, um pro-
cedimento de validação cruzada de dez vezes (k=10) foi adotado, separando aleatoriamente
nosso conjunto de dados dez vezes com 90% das imagens para treinamento dos classificado-
res e 10% das imagens para teste.
Para avaliar a metodologia das RFAs sobre a estimativa de dados antropológicos, foram
definidos 3 grupos de testes. O primeiro, o Grupo A com o objetivo de estimar o sexo, o
segundo, o Grupo B, para estimar a idade e o Grupo C para estimar a faixa etária, esses
testes são descritos a seguir:
• Grupo A - Estimação de sexo: O grupo é composto por dois conjuntos de testes. O
primeiro teste foi avaliado o processo de estimação de sexo em cada faixa etária separa-
damente totalizando 17 experimentos. No segundo é realizado um único experimento
para estimar o sexo utilizando todas as amostras independente da idade.
• Grupo B - Estimação de idade: Este grupo é composto por 4 testes para avaliar a
estimativa de idade usando os dados das RFAs. Todos os testes tiveram como objetivo
identificar se a informação do sexo pode melhorar (ou interferir) na estimação de idade
usando os índices faciais.
• Grupo C - Estimação grupo de idade: Neste grupo foram propostos dois classifi-
cadores, para avaliar se as medidas faciais são capazes de identificar se um indivíduo
pertence a uma faixa etária específica. Neste caso, destinada a analisar o limiar de 14
e 18 anos. O primeiro, se for maior de 14 anos (consentimento sexual) e o segundo, se
tiver mais de 18 anos (maior idade no sistema judicial).
Como listado anteriormente, o Grupo A é responsável por analisar a estimativa do sexo.
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A Tabela 3.2 apresenta a estrutura dos testes do Grupo A. No Teste 1, o classificador foi
treinado separadamente para cada faixa etária, totalizando 17 testes individuais de 5 a 22
anos. Este teste foi desenvolvido para avaliar o processo de classificação aplicado em cada
faixa etária usando apenas os dados das RFAs. No Teste 2 foram utilizados todos os dados
(desconsiderando as informações de idade) para avaliar a classificação sexo em todos os
grupos etários de uma maneira geral.
Tabela 3.2: Grupo A: Estrutura dos testes para estimação de sexo.
Teste Alvo Idade como Entrada Qtd. Testes
1 Sexo Sim 17
2 Sexo Não 1
Entretanto, no Grupo B sobre o processo de estimação de idade, a Tabela 3.3 apresenta
a estrutura dos testes do Grupo B. Foram definidos 4 testes para avaliar o processo de classi-
ficação para estimativa de idade usando os dados das RFAs, em cada teste foi observado se a
interferência da informação do sexo sobre o processo de estimação de idade.
Tabela 3.3: Grupo B: Estrutura dos testes para estimação de idade.
Teste Alvo Sexo como entrada
1 6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22 Não/Feminino/Masculino
2 6,8,10,12,14,16,18 ,20,22 Não/Feminino/Masculino
3 6,10,14,18,22 Não/Feminino/Masculino
4 5,10,15,20 Não/Feminino/Masculino
Resumindo, em cada teste proposto, foi treinado um classificador individual dividindo
os dados das RFAs por sexo (feminino e masculino) e outro teste usando todos os dados no
mesmo processo de classificação. Esses 4 testes do Grupo B são descritos a seguir:
• Teste 1: Foram selecionados os dados das RFAs de 6 a 22 anos em intervalos de 1
ano. Este teste teve como objetivo avaliar a precisão do classificador em relação à
estimativa de idade, totalizando 17 classes de idade como saída.
• Teste 2: Foram adotados os dados das RFAs de 6 a 22 anos em intervalos de 2 anos.
Este teste, como no Teste 1, o objetivo foi avaliar a acurácia do classificador em relação
à estimativa de idade, totalizando como saída 9 classes idades: 6, 8, 10, 12, 14, 16, 18,
20 e 22.
• Teste 3: Foram utilizados os dados das RFAs de 6 a 22 anos em intervalos de 4 anos.
Como semelhante ao acima, este avaliou a precisão do classificador em relação à esti-
mativa de idade, totalizando como saída 5 classes de idades: 6, 10, 18 e 22.
• Teste 4: Foram selecionados os dados de RFA de 5 a 20 anos em intervalos de 5 anos
e após todos os testes anteriores, este tem como objetivo em avaliar a precisão do
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classificador em relação à estimativa de idade, totalizando como saída 4 classes: 5, 10,
15 e 20.
Por fim, no Grupo C, a Tabela 3.4 apresenta a estrutura dos testes da classificação por
faixa etária, com limiar de 14 e 18 anos. Neste grupo de teste, foi avaliado se as RFAs podem
ser usadas para estimar se a pessoa pode ser menor/maior de 14 anos ou menor/menor de 18
anos de idade. Foi adotado o mesmo procedimento de teste apresentado no Grupo B. Nesse
caso, avaliando se a informação de sexo sobre o processo de estimativa de grupo etário,
assim, para ambos os casos, foram testados para sexo feminino e masculino, desconsiderando
a informação sobre sexo como entrada do classificador.
Tabela 3.4: Grupo C: Grupo de idade, estrutura dos testes de limiar de idade para 14 e 18
anos.
Teste Alvo Sexo como entrada
1 Menor/Maior de 14 anos Não/Feminino/Masculino
2 Menor/Maior de 18 anos Não/Feminino/Masculino
3.4 ESTIMAÇÃO AUTOMÁTICA DE IDADE E SEXO USANDO IMAGENS FACI-
AIS E RAZÕES FOTOANTROPOMÉTRICAS
Como apresentado na Subseção 2.4 os recentes trabalhos utilizando redes neurais con-
volucionais (CNN) em análises faciais demonstram potencial em aplicações para estimação
de idade e sexo. Nesta seção é proposta uma metodologia para o treinamento de um modelo
de uma rede neural convolucional com as imagens faciais de norma frontal com o intuito de
comparar esta com a abordagem de estimação de sexo e idade utilizando as mesmas abor-
dagens de avaliação aplicadas nas RFAs descritas na Seção 3.3, também apresentar uma
abordagem que combina uma rede neural convolucional (imagens faciais) com uma rede
neural artificial (RFAs).
3.4.1 Base de dados: imagens faciais
Para esta etapa do trabalho, a base de dados é composta por 105.000 imagens faciais
de 105.000 pessoas diferentes e também, todas as imagens foram adquiridas de acordo com
o normativo ICAO 9303 (International Organization for Standardization, 2005) usado em
documentos de passaportes obedecendo todas as características descritas nas outras aborda-
gens. Entretanto, nesta nova abordagem, as imagens utilizadas são divididas em masculinos
(52.500) e femininos (52.500) e 21 grupos etários (de 2 a 22 anos), que abrange mais idades
e, totalizando 2.500 imagens para cada grupo individual (sexo e idade). Por fim foi utilizada
a abordagem de extração automática dos pontos cefalométricos nas imagens para gerar os
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dados com as informações das RFAs para cada imagem como descrito anteriormente na Se-
ção 3.2 e na Seção 3.3. Com estas características esta base de dados de imagens utilizadas
nesta etapa do trabalho, além de ter uma quantidade significativamente maior de imagens e
indivíduos, também dispõe de estar completamente balanceada no que se refere à informação
de sexo e idade diferente das demais apresentadas na Subseção 2.4.
3.4.2 Experimentos e métricas de avaliação
Para estes experimentos foi adotado um modelo de uma rede neural convolucional com
uma arquitetura definida, treinada e seus pesos (via transfer learning) utilizando uma base
de dados para reconhecimento facial chamada de VGGFace (PARKHI et al., 2015). Este
processo permite executar um novo treinamento com uma rede neural convolucional treinada
com outra base. Este procedimento auxilia a generalização da rede (aprendizado) para as
novas imagens além de de agilizar o processo diminuindo o tempo de treinamento. Para os
experimentos foi adotada a versão API Keras 2.2.0 (CHOLLET et al., 2015) e Tensorflow
versão 1.8 (ABADI et al., 2015). No processo de treinamento, foi utilizado um modelo
de rede neural convolucional (CNN) baseado na arquitetura Resnet-50 (HE et al., 2016)
modificada para análises faciais com VGGFace (CAO et al., 2018).
Como trabalhos recentes utilizam apenas as imagens como entrada para o processo de
estimação de idade e sexo, como apresentado anteriormente na Seção 2.4, este trabalho tam-
bém apresenta além da abordagem que utiliza as imagens em uma rede neural convolucional
(CNN), uma abordagem que combina as imagens com as métricas faciais apresentadas ante-
riormente (RFAs) na Seção 3.3. Para avaliar se o modelo combinando imagens faciais e as
RFAs alcançou algum ganho nos resultados, os testes foram divididos em: modelo utilizando
apenas imagens (CNN) e modelo combinado utilizando imagens (CNN) e RFAs (ANN). A
Figura 3.3 apresenta a estrutura do modelo proposto combinando imagem e as razões foto-
antropométricas.
A fim de avaliar o desempenho esperado do modelo de classificação sobre o conjunto de
dados proposto, também foi adotada a metodologia de validação cruzada k-fold (HASTIE;
TIBSHIRANI; FRIEDMAN, 2009; KOHAVI et al., 1995). Para este estudo, um procedi-
mento de validação cruzada de cinco partes (k=5) foi adotado, separando aleatoriamente
nosso conjunto de dados cinco vezes com 80% das imagens para treinamento dos classifi-
cadores e 20% das imagens para teste, onde para cada classe (sexo e idade) 2.000 imagens
foram utilizadas para treinar e 500 para avaliar. Nos dois testes supracitados, é aplicada
a mesma estrutura de avaliação apresentada na Subseção 3.3.3: estimação de idade (neste
caso variando de 2 a 22 anos), sexo e grupo de idade. Ao utilizar os mesmos procedimentos
de avaliação, estes permitem comparação da abordagem de estimação utilizando as RFAs
com o modelo baseado em redes neurais convolucionais (imagens) e também com o modelo



























Figura 3.3: Exemplo da representação gráfica do modelo combinando uma rede neural con-
volucional com uma rede neural artificial para o treinamento utilizando como entrada da rede
imagens faciais e as razões fotoantropométricas.
No próximo capítulo são apresentados os testes e resultados alcançados com as técnicas
de Processamento de Imagens, Visão Computacional e Aprendizagem de máquinas imple-
mentadas nas metodologias apresentadas e propostas neste capítulo.
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4 RESULTADOS
Neste capítulo são apresentados os testes e os resultados das abordagens principais deste
trabalho, a identificação automática dos pontos cefalométricos descrita na Seção 3.2 e a
estimação automática de dados antropológicos baseados em medidas fotoantropométricas
em imagens faciais apresentadas na Seção 3.3 e na Seção 3.4.
4.1 IDENTIFICAÇÃO AUTOMÁTICA DOS PONTOS CEFALOMÉTRICOS EM IMA-
GENS FACIAIS
Os testes e análises realizados no protótipo desenvolvido seguem a metodologia apresen-
tada no Capítulo 3. Vale ressaltar que todos os testes a seguir foram realizados utilizando a
base de dados apresentada na Subseção 3.2.2. Com o desenvolvimento de um protótipo com-
putacional funcional, os testes a seguir apresentam os resultados da aplicação que tem como
objetivo principal, replicar automaticamente e incluindo também, a precisão, das marcações
coletadas manualmente por especialistas da área.
Primeiramente, foi realizada uma análise comparativa entre o algoritmo proposto e ou-
tras duas abordagens automáticas da literatura, DLIB (KING, 2009) e SD (HUBER et al.,
2015; XIONG; TORRE, 2013). De acordo com a Subseção 3.2.3, cada algoritmo foi testado
em 900 imagens (três conjuntos de teste compostos de 300 imagens cada) com 28 pontos
de referência em cada teste. Para conjunto de marcações individual/imagem, foram utiliza-
dos no total 25.200 pontos cefalométricos, onde foi calculada a Distância Euclidiana (em
pixels) entre a localização identificada por cada algoritmo automático e a localização for-
necida pelo especialista (referência correta). Usando o valor resultante (erro de distância)
foi classificado cada algoritmo de melhor desempenho para pior e finalmente foi calculada
a classificação média, apresentada na Tabela 4.1. De acordo com a classificação média, o
algoritmo proposto (HR) claramente supera as outras duas abordagens automáticas: 1 contra
2, 1 (SD) e 2, 9 (DLIB).
Tabela 4.1: Erro médio normalizado da distância em pixels por algoritmo.
Algoritmo Erro médio normalizado
1 HR 1, 0
2 SD 2, 1
3 DLIB 2, 9
Para avaliar o teste de significância estatística do ranking dos algoritmos descritos ante-
riormente na Tabela 4.1, foi realizado o teste não paramétrico Wilcoxon Signed (KIM; KIM,
1996) usando todos os 25.200 valores (de precisão) para cada algoritmo. O resultado foi
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o mesmo P -value de 7.6 × 10−6 para a HR contra SD e HR contra DLIB, o que certifica
estatisticamente o desempenho superior da HR.
Olhando mais de perto para o desempenho do algoritmo, a Tabela 4.2 mostra a distância
média de cada abordagem automática para cada ponto cefalométrico. Como esperado, a HR
se desempenha sempre melhor que SD e DLIB, com grandes diferenças na maioria dos casos.
O erro de distância média da HR encontra-se entre 0, 010 e 0, 019 para todos os pontos de
referência (especialista), entretanto para ambos os Zygion, onde o erro aumenta para 0, 031.
Tabela 4.2: Distância média do erro em pixels: análise das abordagens automáticas por ponto
cefalométrico.
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Em segundo lugar, também é necessário medir a precisão das abordagens automáticas
com foco especial na metodologia proposta (HR), com a abordagem automática de melhor
desempenho, para realizar comparação com a dispersão da localização manual do especia-
lista. Para isso, foi utilizado um conjunto de dados diferente, composto por 20 imagens, em
que 12 especialistas forenses localizaram manualmente os pontos cefalométricos realizando
um estudo de dispersão “entre especialistas” (inter observer), do mesmo conjunto de pontos
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cefalométricos usando o software de marcação manual. A Tabela 4.3 mostra, na primeira
linha, a distância média do erro normalizado dos 12 peritos forenses no conjunto reduzido
de 20 imagens. As linhas seguintes referem-se à distância média do erro normalizado das
três abordagens automáticas.
Tabela 4.3: Resultado geral: Especialistas (inter observer) vs abordagens automáticas. Um
menor valor representa que os pontos cefalométricos estão concentrados próximos uns dos






A distância média do erro normalizado dos 12 peritos forenses é de 0, 009, enquanto o
erro médio da abordagem proposta (HR) é de 0, 014. O desempenho SD (0, 026) e especial-
mente DLIB (0, 101) está longe dos dois anteriores.
Na Figura 4.1 (pontos cefalométricos mediais) e na Figura 4.2 (pontos cefalométricos
laterais), são apresentados os diagramas de caixa (Box-plot) que resumem o desempenho
das três abordagens automáticas, sobre o conjunto de dados de testes com 900 imagens
contra análise da dispersão no conjunto de dados reduzido de 20 imagens dos testes “entre
especialista” (inter observers), neste caso os 12 peritos forenses. Embora a comparação
entre abordagens automáticas e dispersão “entre especialistas” seja baseada em diferentes
conjuntos de dados (900 x 20), ela nos permite ver quão próxima a abordagem automática
proposta está da dispersão entre especialistas forenses.
Finalmente, a Figura 4.3 permite uma comparação visual dos resultados do método pro-
posto (HR) contra a variabilidade entre especialistas. Na imagem, é apresentada a distribui-
ção espacial dos pontos cefalométricos avaliados em todas as fotos do conjunto de dados.
O tamanho e a forma geométrica da área ao redor de cada ponto facial mostram a precisão
do ponto cefalométrico localizado pelo algoritmo proposto (à direita) e a variabilidade entre
as marcações manuais pelos especialistas (à esquerda). Embora a variabilidade entre espe-
cialistas seja menor, a localização automática é visualmente similar e o erro geral é muito
pequeno, se comparado ao tamanho da face.
4.2 ESTIMAÇÃO AUTOMÁTICA DE IDADE E SEXO USANDO RAZÕES FOTO-
ANTROPOMÉTRICAS
Nesta seção são apresentados os testes e análises realizados no protótipo desenvolvido
para a estimação de informações de idade e sexo utilizando as razões fotoantropométricas
faciais (RFA) e também testes com imagens faciais com redes neurais profundas seguindo a
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Figura 4.1: Diagrama de caixa (Box-plots) para cada ponto cefalométrico medial e por cada
abordagem (os três algoritmos automáticos e a dispersão “entre especialistas”).
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Figura 4.2: Diagrama de caixa (Box-plots) para cada ponto cefalométrico lateral e por cada
abordagem (os três algoritmos automáticos e a dispersão “entre especialistas”).
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Figura 4.3: A distribuição espacial normalizada das marcações realizada pelos vinte especi-
alistas (esquerda) e a abordagem automático proposta (direita).
metodologia apresentada no Capítulo 3.
Aqui são apresentados os testes e análises realizados no protótipo desenvolvido para a
estimação de sexo, idade e maior/menor de 14 e 18 anos utilizando as razões fotoantropo-
métricas faciais (RFA), seguindo a metodologia apresentada no Capítulo 3. Vale ressaltar
que todos os testes a seguir foram realizados utilizando a base de dados apresentada na Sub-
seção 3.3.1 e de maneira similar exposta na seção anterior, os testes a seguir apresentam os
resultados da metodologia desenvolvida para estimação automática de sexo e idade usando a
arquitetura da rede neural artificial proposta e detalhada na Subseção 3.3.3, incluindo todos
os valores de acurácia obtidos a partir dos resultados detalhados e das matrizes de confusão
para cada teste proposto.
Para avaliar o teste de significância estatística das RFAs foi realizado um estudo esta-
tístico descritivo do conjunto de dados proposto, que serve como entrada para o modelo de
aprendizagem de máquinas proposto. Como descrito na Subseção 3.3.1, o conjunto com-
pleto de dados contém 500 observações sobre 208 variáveis para cada categoria de Idade (18
níveis) e Sexo (2 níveis), produzindo 18.000 observações no total. Dado o grande número de
variáveis e categorias, não é uma opção viável descrever todas as distribuições de variáveis
em todas as categorias. Portanto, foi realizada uma análise visual e detalhada dos boxplots
das distribuições de todas as variáveis em todas as 36 categorias. Um exemplo para a va-
riável RFA-10 (Asa do nariz - queixo) pode ser encontrado na Figura 4.4. Os indivíduos do
sexo masculino apresentam valores maiores que as do sexo feminino e as diferenças aumen-
tam com a idade. Figuras similares para todas as 208 variáveis podem ser encontradas no
Apêndice B.


























































































































idades de 5 até 22 anos
Distribuições da RFA_10 por Sexo e Idade
Idade
Figura 4.4: Boxplots da RFA-10 (asa do nariz - queixo) para cada sexo e faixa etária.
em cada grupo etário para cada variável. A hipótese nula para este teste é que os dados são
normalmente distribuídos. Onde o P values menores que 0, 01 foram considerados indicati-
vos de desvios significativos da normalidade. Três variáveis não eram normais em todos os
grupos etários: RFA-154 (diâmetro da íris), RFA-160 (íris lateral - pupila) e RFA-171 (íris
medial - pupila, mesmo lado). Para as outras variáveis, aproximadamente 12% dos testes
rejeitaram a normalidade (cerca de dois grupos idade-sexo por variável). No entanto, dado
o grande número de observações em cada categoria e a presença de muitos outliers (ver Fi-
gura 4.4, por exemplo), isso sugere que grande parte dos dados é normalmente distribuída e
que técnicas de análise que dependem da normalidade podem ser usadas, embora com cau-
tela. Análises de variância bidirecional (ANOVA) (KUTNER, 2005) foram realizadas em
cada RFA para avaliar mudanças estatisticamente significativas nos parâmetros faciais em
resposta aos fatores sexo, idade e interação entre sexo e idade. O valor de P values menor
que 0, 01 foi considerado significativo. Para cada um das 208 RFAs, tanto o sexo quanto a
idade foram fatores significativos. A interação entre sexo e idade não foi significativa para
apenas 4 dos 208 RFAs, especificamente RFA-50 (comissura labial - Zygion, mesmo lado),
RFA-154 (diâmetro da íris), RFA-160 (íris lateral - pupila) e RFA-171 (íris medial - pupila
do mesmo lado). Três destas quatro variáveis foram identificadas como não-normais em to-
das as categorias pelos testes de Shapiro-Wilk apresentados acima, apenas o RFA-50 não foi.
Como exemplo, as distribuições do RFA-160 são apresentadas na Figura 4.5. É interessante
observar que a inclusão dessas variáveis no modelo de aprendizagem de máquinas proposto
não apresenta dificuldades, como ocorreria em um modelo de regressão padrão onde gran-
des correlações e/ou a falta de variação causaria instabilidade nas estimativas do modelo. O


















idades de 5 até 22 anos
Distribuições da RFA_160 por Sexo e Idade
Idade
Figura 4.5: Boxplots da RFA-160 (lateral da íris - pupila) para cada sexo e faixa etária.
Para o Grupo A, os testes avaliados descrevem como as razões fotoantropométricas
(RFA) podem classificar as informações sobre sexo. A Figura 4.6 apresenta os resultados
para estimação do sexo dividido por idade e a última coluna (todas) foi obtida usando todas
as idades no processo de classificação, para avaliar a classificação do sexo (desconsiderando
a informação da idade) definida como teste de base ou como teste “global”. Como resultado
é possível comparar a média dos resultados de cada idade com o teste “global”, o resultado









Figura 4.6: Grupo A: Resultados para estimação de sexo separados por idade, resultado da
média das idades e por último, um teste utilizando todas as idades da base de dados.
Os testes do Grupo B foram definidos para utilizar as informações dos índices RFA para
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classificação de idade. A Figura 4.7 apresenta os resultados MAE para estimativa de idade
dividida em quatro grupos: intervalos de 1 ano (verde), intervalos de 2 anos (azul), intervalos
de 4 anos (vermelho) e intervalos de 5 anos (roxo). Cada teste de grupo foi dividido em três
etapas: o primeiro é a estimativa de idade em indivíduos do sexo masculino. O segundo
apenas indivíduos femininos e o último usando os dois desconsiderando a informação do
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Figura 4.7: Grupo B: Resultado do erro absoluto médio (MAE) para estimação de idade para
os quatro cenários teste separados por masculino, feminino e sem o uso da informação de
sexo.
O teste do Grupo C é focado em avaliar se as RFAs podem classificar corretamente as
informações da faixa etária. A Figura 4.8 apresenta o F1 score para estimativa do grupo
etário dividido em dois testes: menores/maiores de 14 anos e menores/maiores de 18 anos.
Para cada grupo, o teste foi dividido em três etapas exatamente como no teste do Grupo
B, o primeiro em indivíduos do sexo masculino, indivíduos do sexo feminino e o último
desconsiderando a informação do sexo.
Para cada teste em grupo, neste caso Grupo A, Grupo B e Grupo C, foi abordada a
métrica de matriz de confusão para apresentar detalhadamente os resultados obtidos para
classificação de idade e sexo. Neste caso, mostrando a precisão dos classificadores para
cada classe de saída que pré-configuram os “classes estimadas” quando comparados com as
informações dos “classes verdadeiras”.
A Figura 4.9 apresenta as matrizes de confusão para os testes do Grupo A. As imagens da
Figura 4.9 (a) até a Figura 4.9 (r) apresentam as matrizes de confusão para cada faixa etária
separadamente, de 5 a 22 anos, respectivamente. A Figura 4.9 (s) apresenta os resultados
médios de todas as faixas etárias, enquanto a Figura 4.9 (t) apresenta os resultados utilizando
todos os dados desconsiderando as informações de idade.
As Figuras 4.10, 4.11 e 4.12 apresentam as matrizes de confusão com resultados deta-
lhados para os testes no Grupo B, utilizando 1 ano para intervalos de idade. A Figura 4.10




















Figura 4.8: Grupo C: Gráfico com os resultados de F1 score para estimação de grupos de
idade em dois cenários: limiar de 14 e 18 anos de idade. Em ambos cenários são compostos
por três etapas: por sexo masculino, feminino e ambos juntos, neste último caso desconside-
rando a informação de sexo no classificador.
sobre sexo. A Figura 4.11 apresenta os resultados detalhados para estimativa de idade em in-
divíduos do sexo feminino. A Figura 4.12 apresenta os resultados detalhados para estimativa
de idade em indivíduos do sexo masculino.
As Figuras 4.13, 4.14 e 4.15 apresentam as matrizes de confusão com os resultados deta-
lhados do Grupo B: intervalos de idade de 2 anos. A Figura 4.13 apresenta os resultados de-
talhados para estimativa de idade, desconsiderando a informação sobre sexo. A Figura 4.14
e a Figura 4.15 apresentam os resultados detalhados para estimativa de idade para indivíduos
do sexo feminino e masculino, respectivamente.
A Figura 4.16 apresenta as matrizes de confusão com os resultados detalhados do Grupo
B: com intervalos de idade de 4 anos. A Figura 4.16 (a) apresenta os resultados detalhados
para estimativa de idade, desconsiderando a informação sobre sexo. A Figura 4.16 (b) apre-
senta os resultados detalhados para estimativa de idade em indivíduos do sexo feminino. A
Figura 4.16 (c) apresenta os resultados detalhados para estimativa de idade em indivíduos do
sexo masculino.
A Figura 4.17 apresenta as matrizes de confusão com os resultados detalhados do Grupo
B: com intervalos de idade de 5 anos. A Figura 4.17 (a) apresenta os resultados detalhados
para estimativa de idade, desconsiderando a informação sobre sexo. A Figura 4.17 (b) apre-
senta os resultados detalhados para estimativa de idade em indivíduos do sexo feminino. A
Figura 4.17 (c) apresenta os resultados detalhados para estimativa de idade em indivíduos do
sexo masculino.
A Figura 4.18 apresenta as matrizes de confusão com os resultados detalhados do Grupo
C: menores/maiores de 14 anos. A Figura 4.18 (a) apresenta os resultados detalhados para
estimativa de grupo etário desconsiderando a informação sobre sexo. A Figura 4.18 (b)
apresenta os resultados detalhados para estimativa de grupos etários em indivíduos do sexo
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5 6 7
F M F M F M
F 78,0% 22,0% F 73,8% 26,2% F 74,6% 25,4%
M 36,6% 63,4% M 26,2% 73,8% M 27,0% 73,0%
9 10 11
F M F M F M
F 75,6% 24,4% F 77,4% 22,6% F 78,8% 21,2%
M 26,8% 73,2% M 26,4% 73,6% M 23,0% 77,0%
13 14 15
F M F M F M
F 79,2% 20,8% F 85,4% 14,6% F 89,8% 10,2%
M 17,0% 83,0% M 11,2% 88,8% M 11,8% 88,2%
17 18 19
F M F M F M
F 91,4% 8,6% F 91,8% 8,2% F 90,0% 10,0%
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(a) Idade: 5 anos
5 6 7
F M F M F M
F 78,0% 22, F 73,8% 26,2 F 74,6% 25,4%
M 36,6% 63,4 M 26,2% 73,8 M 27,0% 3,0%
9 10 11
F M F M F M
F 75,6% 24,4 F 77,4% 22,6 F 78,8% 21,2%
M 26,8% 73,2 M 26,4% 73,6 M 23,0% 77,0%
13 14 15
F M F M F M
F 79,2% 20,8% F 85,4% 14,6% F 89,8% 10,2%
M 17,0% 83,0% M 11,2% 88,8% M 11,8% 88,2%
17 18 19
F M F M F M
F 91,4% 8,6% F 91,8% 8,2% F 90,0% 10,0%
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(b) Idade: 6 anos
5 6 7
F M F M F M
F 78,0% 22,0 F 73,8% 26,2 F 74,6% 25,4
M 36,6% 63,4 M 26,2% 73,8 M 27,0% 73,0
9 10 11
F M F M F M
F 75,6% 24,4 F 77,4% 22,6 F 78,8% 21,2
M 26,8% 73,2 M 26,4% 73 6 M 23,0% 77,
13 14 15
F M F M F M
F 79,2% 20,8 F 85,4% 14 6 F 89,8% 10,2
M 17,0% 83,0 M 11,2% 88,8 M 11,8% 88,2
17 18 19
F M F M F M
F 91,4% 8,6% F 91,8% 8,2% F 90,0% 10,0
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(d) Idade: 8 anos
5 6 7
F M F M F M
F 78,0% 22,0% F 73,8% 26,2% F 74,6% 25,4%
M 36,6% 63,4% M 26,2% 73,8% M 27,0% 73,0%
9 10 11
F M F M F M
F 75,6% 24,4% F 77,4% 22,6% F 78,8% 21,2%
M 26,8% 73,2% M 26,4% 73,6% M 23,0% 77,0%
13 14 15
F M F M F M
F 79,2% 20,8% F 85,4% 14,6% F 89,8% 10,2%
M 17,0% 83,0% M 11,2% 88,8% M 11,8% 88,2%
17 18 19
F M F M F M
F 91,4% 8,6% F 91,8% 8,2% F 90,0% 10,0%
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(e) Idade: 9 anos
5 6 7
F M F M F M
F 78,0% 22, F 73,8% 26,2 F 74,6% 25,4
M 36,6% 63,4 M 26,2% 73,8 M 27,0% 73,
9 10 11
F M F M F M
F 75,6% 24,4 F 77,4% 22,6 F 78,8% 21,2
M 26,8% 73,2 M 26,4% 73,6 M 23,0% 77,
13 14 15
F M F M F M
F 79,2% 20,8 F 85,4% 14,6 F 89,8% 10,2
M 17,0% 83, M 11,2% 88,8 M 11,8% 88,2
17 18 19
F M F M F M
F 91,4% 8,6 F 91,8% 8,2 F 90,0% 1 ,
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(f) Idade: 10 anos
5 6 7
F M F M F M
F 78,0% 22,0 F 73,8% 26,2 F 74,6% 25,4%
M 36,6% 63,4 M 26,2% 73,8 M 27,0% 73,0%
9 10 11
F M F M F M
F 75,6% 24 4 F 77,4% 22,6 F 78,8% 21,2%
M 26,8% 73 2 M 26,4% 73,6 M 23,0% 77,0%
13 14 15
F M F M F M
F 79,2% 20,8 F 85,4% 14,6 F 89,8% 10,2%
M 17,0% 83, M 11,2% 88,8 M 11,8% 88,2%
17 18 19
F M F M F M
F 91,4% 8,6% F 91,8% 8,2% F 90,0% 10,0%
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(h) Idade: 12 anos
5 6 7
F M F M F M
F 78,0% 22,0% F 73,8% 26,2% F 74,6% 25,4%
M 36 6 63,4 M 26,2% 73,8% M 2 ,0% 73,0%
9 10 11
F M F M F M
F 75,6% 24,4% F 77,4% 22,6% F 78,8% 21,2%
M 26,8% 73,2% M 26,4% 73,6% M 23,0% 77,0%
13 14 15
F M F M F M
F 79,2% 20,8% F 85,4% 14,6% F 89,8% 10,2%
M 17,0% 83,0% M 11,2% 88,8% M 11,8% 88,2%
17 18 19
F M F M F M
F 91,4% 8,6% F 91,8% 8,2% F 90,0% 10,0%
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(i) Idade: 9 anos
5 6 7
F M F M F M
F 78,0% 22,0% F 73,8% 26,2% F 74,6% 25,4%
M 36,6% 63,4% M 26,2% 73,8% M 27,0% 73,0%
9 10 11
F M F M F M
F 75,6% 24,4% F 77,4% 22,6% F 78,8% 21,2%
M 26,8% 73,2% M 26,4% 73,6% M 23,0% 77,0%
13 14 15
F M F M F M
F 79,2% 20,8% F 85,4% 14,6% F 89,8% 10,2%
M 17,0% 83,0 M 11,2% 88,8% M 11,8% 88,2%
17 18 19
F M F M F M
F 91,4% 8,6 F 91,8% 8 2 F 90,0% 10,0%
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(j) Idade: 10 anos
5 6 7
F M F M F M
F 78,0% 22,0% F 73,8% 26,2% F 74,6% 25,4%
M 36,6% 63,4% M 26,2% 73,8% M 27,0% 73,0%
9 10 11
F M F M F M
F 75,6% 24,4% F 77,4% 22,6% F 78,8% 21,2%
M 26,8% 73,2% M 26,4% 73,6% M 23,0% 77,0%
13 14 15
F M F M F M
F 79,2% 20,8% F 85,4% 14 6 F 89,8% 10,2%
M 17,0% 83,0% M 11,2% 88,8 M 11,8% 88,2%
17 18 19
F M F M F M
F 91,4% 8,6% F 91,8% 8,2% F 90,0% 10,0%
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(l) Idade: 12 anos
5 6 7
F M F M F M
F 78,0% 22,0% F 73,8% 26,2% F 74,6% 25,4%
M 36,6% 63,4% M 26,2% 73,8% M 27,0% 73,0%
9 10 11
F M F M F M
F 75,6% 24,4% F 77,4% 22,6% F 78,8% 21,2%
M 6,8 73,2 M 26, 73,6% M 23,0% 77,0%
13 14 15
F M F M F M
F 79,2% 20,8% F 85,4% 14,6% F 89,8% 10,2%
M 17,0% 83,0% M 11,2% 88,8% M 11,8% 88,2%
17 18 19
F M F M F M
F 91,4% 8,6% F 91,8% 8,2% F 90,0% 10,0%
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(m) Idade: 17 anos
5 6 7
F M F M F M
F 78,0% 22,0% F 73,8% 26,2% F 74,6% 25,4%
M 36,6% 63,4% M 26,2 73,8 M 27,0% 73,0%
9 10 11
F M F M F M
F 75,6% 24,4% F 77,4% 22,6% F 78,8% 21,2%
M 26,8% 73,2% M 26 73, M 23,0% 77,0%
13 14 15
F M F M F M
F 79,2% 20,8% F 85,4% 14,6% F 89,8% 10,2%
M 17,0% 83,0% M 11,2% 88,8% M 11,8% 88,2%
17 18 19
F M F M F M
F 91,4% 8,6% F 91,8% 8,2 F 90,0% 10,0%
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(n) Idade: 18 anos
5 6 7
F M F M F M
F 78,0% 22,0% F 73,8% 26,2% F 74,6% 25,4%
M 36,6% 63,4% M 26,2% 73,8% M 27,0% 73,0%
9 10 11
F M F M F M
F 75,6% 24,4% F 77,4% 22,6% F 78,8% 21,2%
M 26,8% 73,2% M 26,4% 73,6% M 23,0% 77,0%
13 14 15
F M F M F M
F 79,2% 20,8% F 85,4% 14,6 F 89,8% 10,2
M 17,0% 83,0% M 11,2% 88 8 M 11,8% 88,2
17 18 19
F M F M F M
F 91,4% 8,6 F 91,8% 8,2 F 90,0% 10,0









































classe estimada classe estimada classe estimada




































































































































































































(p) Idade: 20 anos
F M F M F M
F 93,0% 7,0% F 91,8% 8,2% F 83,9% 16,1%










































(q) Idade: 21 anos
F M F M F M
F 93,0% 7,0% F 91,8% 8,2 F 83,9% 16,1%










































(r) Idade: 22 anos
F M F M F M
F 93,0% 7,0% F 91,8% 8,2% F 83,9% 16,1%





























































Figura 4.9: Matrizes de confusão para estimação de sexo para cada idade (a) até (r), média
entre as idades (s) e o teste que engloba todas as idades (t).
NoSex
6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
6 58,00% 23,90% 6,50% 5,90% 2,10% 2,20% 0,90% 0,10% 0,10% 0,10% 0,00% 0,00% 0,10% 0,00% 0,00% 0,00% 0,10%
7 42,50% 27,30% 9,50% 10,50% 4,00% 3,50% 1,80% 0,50% 0,10% 0,10% 0,10% 0,00% 0,00% 0,00% 0,00% 0,10% 0,00%
8 24,40% 21,50% 12,90% 16,50% 8,90% 9,30% 3,30% 1,30% 0,40% 0,30% 0,40% 0,20% 0,20% 0,20% 0,00% 0,10% 0,10%
9 14,70% 15,80% 11,50% 20,00% 10,80% 12,20% 5,60% 3,90% 1,50% 0,50% 0,80% 0,60% 0,80% 0,20% 0,30% 0,10% 0,70%
10 8,10% 7,80% 9,20% 16,10% 13,20% 15,90% 12,00% 5,90% 4,60% 1,30% 2,20% 0,60% 0,50% 0,80% 1,10% 0,10% 0,60%
11 3,70% 5,80% 6,00% 14,00% 13,30% 17,50% 11,90% 9,40% 4,70% 3,50% 2,80% 1,90% 1,10% 0,80% 0,80% 1,40% 1,40%
12 1,70% 3,00% 3,10% 7,60% 9,40% 17,30% 14,20% 13,00% 7,70% 5,10% 3,70% 3,00% 2,20% 2,60% 2,00% 2,30% 2,10%
13 1,20% 1,30% 1,90% 3,80% 5,40% 12,80% 13,70% 12,00% 13,90% 6,80% 7,60% 4,30% 4,40% 2,60% 3,20% 1,30% 3,80%
14 0,20% 0,30% 0,90% 1,50% 3,10% 7,20% 9,40% 11,90% 13,60% 11,00% 10,50% 6,70% 5,50% 4,50% 4,40% 3,70% 5,60%
15 0,20% 0,20% 0,30% 1,20% 1,80% 5,60% 7,20% 8,30% 10,30% 9,90% 11,50% 8,30% 8,30% 6,30% 5,00% 6,80% 8,80%
16 0,10% 0,20% 0,10% 0,80% 1,60% 3,20% 5,40% 7,40% 8,90% 8,80% 10,50% 7,70% 9,80% 7,30% 9,30% 6,90% 12,00%
17 0,00% 0,00% 0,10% 1,00% 1,60% 3,30% 4,30% 6,00% 8,40% 7,90% 10,80% 9,70% 9,50% 7,40% 8,00% 8,80% 13,20%
18 0,00% 0,00% 0,10% 1,10% 1,40% 1,20% 4,30% 4,50% 6,60% 7,30% 9,20% 8,20% 10,00% 10,80% 8,30% 9,80% 17,20%
19 0,00% 0,00% 0,20% 0,70% 1,00% 1,40% 2,90% 3,80% 5,50% 5,70% 7,90% 8,00% 9,90% 10,70% 10,90% 12,10% 19,30%
20 0,00% 0,10% 0,00% 1,30% 0,60% 1,80% 2,00% 3,60% 5,30% 6,50% 7,80% 7,60% 8,90% 11,80% 11,60% 13,60% 17,50%
21 0,00% 0,00% 0,00% 0,50% 0,50% 1,30% 3,20% 2,80% 4,70% 5,50% 7,60% 6,60% 10,10% 10,70% 10,30% 14,80% 21,40%














Figura 4.10: Matriz de confusão: estimação de idade com intervalo de 1 em 1 ano.
47
Female
6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
6 50,80% 24,60% 13,80% 5,20% 3,20% 0,80% 0,60% 0,40% 0,20% 0,00% 0,20% 0,20% 0,00% 0,00% 0,00% 0,00% 0,00%
7 32,40% 28,00% 19,20% 8,80% 6,00% 2,40% 1,60% 0,40% 0,40% 0,20% 0,20% 0,20% 0,20% 0,00% 0,00% 0,00% 0,00%
8 19,00% 21,40% 21,20% 14,00% 12,00% 6,80% 2,40% 1,40% 0,40% 0,40% 0,00% 0,00% 0,20% 0,40% 0,20% 0,00% 0,20%
9 10,00% 13,80% 19,80% 12,60% 17,00% 9,20% 5,00% 2,80% 2,20% 1,80% 1,40% 0,60% 1,40% 0,40% 0,60% 1,00% 0,40%
10 4,20% 6,40% 14,80% 14,60% 17,20% 13,00% 8,60% 5,00% 3,60% 2,60% 2,80% 1,80% 1,80% 1,20% 1,00% 0,20% 1,20%
11 2,00% 4,40% 5,80% 11,60% 13,40% 14,00% 12,80% 11,40% 5,40% 3,20% 4,00% 2,80% 2,40% 0,80% 1,00% 2,60% 2,40%
12 0,80% 2,20% 4,80% 5,00% 9,60% 14,60% 11,00% 12,20% 7,60% 8,60% 4,20% 6,20% 3,60% 3,00% 1,60% 2,20% 2,80%
13 0,00% 0,80% 2,60% 2,00% 8,00% 10,20% 10,80% 11,60% 9,40% 9,80% 4,80% 8,20% 6,00% 4,20% 3,00% 3,80% 4,80%
14 0,00% 0,20% 0,60% 2,20% 4,60% 4,60% 8,00% 11,00% 10,40% 11,20% 8,80% 9,20% 6,80% 7,40% 3,80% 5,80% 5,40%
15 0,20% 0,00% 0,40% 1,00% 3,40% 4,60% 6,60% 8,80% 12,00% 8,60% 5,20% 9,00% 11,60% 7,40% 6,00% 9,40% 5,80%
16 0,20% 0,20% 0,80% 1,00% 2,60% 4,40% 5,40% 6,80% 11,80% 8,20% 5,40% 10,20% 7,80% 10,20% 7,40% 9,80% 7,80%
17 0,20% 0,00% 0,40% 1,00% 2,40% 3,20% 4,40% 7,40% 10,00% 9,60% 7,60% 8,20% 10,20% 9,00% 7,20% 11,80% 7,40%
18 0,00% 0,20% 0,40% 1,80% 1,60% 3,20% 3,80% 4,60% 8,20% 11,20% 3,60% 5,20% 10,00% 13,00% 7,80% 12,60% 12,80%
19 0,00% 0,00% 0,20% 0,60% 1,60% 1,80% 2,00% 5,00% 7,80% 9,20% 5,80% 6,60% 14,00% 10,20% 9,40% 11,60% 14,20%
20 0,00% 0,20% 0,20% 1,00% 1,80% 2,40% 2,00% 4,20% 6,20% 9,40% 5,00% 8,20% 10,00% 10,80% 10,20% 14,80% 13,60%
21 0,00% 0,00% 0,20% 0,60% 1,60% 1,60% 1,00% 3,40% 6,00% 7,40% 6,20% 6,20% 12,00% 10,40% 9,20% 17,80% 16,40%














Figura 4.11: Matriz de confusão: estimação de idade com intervalo de 1 em 1 ano para sexo
feminino.
Male
6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
6 49,00% 20,40% 13,40% 9,60% 4,20% 1,80% 1,20% 0,20% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,20%
7 35,60% 23,40% 14,40% 12,40% 8,00% 2,40% 2,20% 1,20% 0,40% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00%
8 24,00% 17,60% 16,40% 15,40% 9,40% 8,80% 4,40% 2,60% 0,80% 0,60% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,00%
9 13,00% 12,00% 17,80% 18,40% 13,00% 10,80% 8,20% 4,40% 0,80% 0,80% 0,40% 0,40% 0,00% 0,00% 0,00% 0,00% 0,00%
10 6,20% 6,20% 11,20% 11,20% 21,80% 15,40% 12,00% 8,80% 2,60% 1,40% 0,60% 0,80% 0,00% 0,60% 0,40% 0,60% 0,20%
11 4,60% 4,00% 10,40% 12,80% 18,20% 12,80% 11,60% 12,40% 5,40% 3,20% 0,60% 1,00% 0,40% 0,80% 0,80% 0,80% 0,20%
12 1,60% 1,60% 5,40% 8,20% 15,20% 10,20% 15,20% 18,60% 9,00% 4,60% 2,40% 1,60% 1,80% 2,00% 1,00% 0,40% 1,20%
13 0,80% 0,80% 3,60% 5,20% 8,40% 9,00% 12,80% 17,40% 12,40% 8,00% 7,20% 5,00% 3,00% 1,60% 1,80% 1,40% 1,60%
14 0,40% 0,20% 0,20% 2,00% 3,60% 5,80% 9,20% 12,60% 13,20% 12,40% 8,60% 11,00% 6,40% 4,00% 5,20% 3,20% 2,00%
15 0,40% 0,00% 0,20% 0,40% 1,80% 2,00% 6,80% 10,00% 11,80% 10,40% 11,20% 9,80% 9,20% 5,60% 7,60% 7,80% 5,00%
16 0,00% 0,00% 0,00% 0,00% 1,40% 1,60% 2,80% 6,80% 6,60% 10,20% 13,80% 12,00% 10,40% 9,00% 10,60% 8,60% 6,20%
17 0,00% 0,00% 0,00% 0,40% 0,60% 1,00% 3,20% 3,20% 4,80% 10,80% 12,60% 12,80% 11,20% 10,80% 9,20% 10,00% 9,40%
18 0,00% 0,00% 0,20% 0,20% 0,20% 0,40% 1,60% 2,40% 7,20% 7,20% 8,40% 10,80% 12,20% 13,00% 12,40% 12,60% 11,20%
19 0,00% 0,00% 0,00% 0,00% 0,20% 0,60% 1,80% 2,80% 1,60% 6,40% 10,40% 12,80% 10,40% 11,80% 13,60% 13,00% 14,60%
20 0,00% 0,00% 0,20% 0,00% 0,20% 0,60% 0,20% 2,40% 2,80% 6,40% 11,60% 10,40% 9,00% 12,60% 13,80% 12,40% 17,40%
21 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% 0,80% 1,80% 4,40% 6,40% 6,20% 10,60% 9,80% 12,80% 12,60% 17,00% 17,60%










Figura 4.12: Matriz de confusão: estimação de idade com intervalo de 1 em 1 ano para sexo
masculino.
Male
6 8 10 12 14 16 18 20 22
6 69,40% 22,6 5,20% 2,40% 0,20% 0,2 % 0, % ,00% 0,00%
8 30,40% 42,40% 14,60% 10,00% 1,80% 0,40% 0,00% 0,40% 0,00%
1 9, % 25,4 31,20% 24,80% 7,80% 1,0 % 0, % ,40% 0,20%
12 2,20% 11,80% 20,40% 37,60% 15,80% 4,00% 3,20% 3,40% 1,60%
14 0,20% 1,00% 8,60% 20,60% 27,80% 15,00% 9,20% 11,80% 5,80%
16 0,00% 0,20% 1,80% 6,00% 18,20% 20,00% 16,80% 21,60% 15,40%
18 0,00% 0,00% 1,00% 3,40% 12,40% 17,00% 20,80% 22,80% 22,60%
20 0,00% 0,20% 1,20% 2,80% 9,60% 14,60% 19,40% 28,40% 23,80%
22 0,00% 0,00% 0,40% 1,00% 6,60% 11,60% 16,00% 24,40% 40,00%
Female
6 8 10 12 14 16 18 20 22
6 69,80% 20,2 8,40% 0,80% 0,40% 0 40% 0,0 0,00% ,00%
8 29,40% 38,40% 24,00% 4,80% 2,00% 0,40% 0,00% 0,40% 0,60%
1 9 60% 21,8 32,40% 15,80% 5,60% 5,4 2,80% 4,0 % 2,60%
12 1,40% 7,80% 19,60% 23,40% 15,20% 11,60% 9,00% 7,20% 4,80%
14 0 20% 1,4 9,2 % 15,20% 24,80% 12 20% 13,60 14,40% 9,00%
16 0,60% 0,80% 7,20% 10,80% 15,80% 16,80% 15,40% 15,40% 17,20%
18 0 40% 1,2 4,6 % 6,20% 1 ,40% 15,20% 17,40 19,60% 21,00%
20 0,00% 0,20% 3,40% 5,40% 13,40% 14,20% 18,60% 22,20% 22,60%
22 0,20% 0,80% 1,80% 4,40% 10,20% 15,40% 16,00% 23,80% 27,40%
No sex
6 8 10 12 14 16 18 20 22
6 73,20% 17,10% 7,30% 2,00% 0,40% 0,00% 0,00% 0,00% 0,00%
8 33,80% 30,40% 24,30% 7,20% 2,40% 1,00% 0,10% 0,40% 0,40%
10 8,90% 20,60% 32,80% 20,30% 8,30% 3,10% 1,90% 2,60% 1,50%
12 3,20% 8,90% 20,50% 26,40% 19,40% 7,60% 4,50% 4,60% 4,90%
14 0,30% 1,70% 7,00% 15,60% 28,70% 14,80% 9,90% 10,00% 12,00%
16 0,10% 1,00% 4,10% 9,30% 21,30% 15,60% 13,70% 14,20% 20,70%
18 0,10% 0,80% 2,60% 5,40% 14,40% 14,40% 18,90% 16,20% 27,20%
20 0,00% 0,50% 2,30% 4,10% 13,20% 15,10% 14,40% 20,50% 29,90%








































Figura 4.13: Matriz de confusão: estimação de idade com intervalo de 2 em 2 anos.
48
Male
6 8 10 12 14 16 18 20 22
6 69,40% 22,60% 5,20% 2,40% 0,20% 0,20% 0,00% 0,00% 0,00%
8 30,40% 42,40% 14,60% 10,00% 1,80% 0,40% 0,00% 0,40% 0,00%
10 9,00% 25,40% 31,20% 24,80% 7,80% 1,00% 0,20% 0,40% 0,20%
12 2,20% 11,80% 20,40% 37,60% 15,80% 4,00% 3,20% 3,40% 1,60%
14 0,20% 1,00% 8,60% 20,60% 27,80% 15,00% 9,20% 11,80% 5,80%
16 0,00% 0,20% 1,80% 6,00% 18,20% 20,00% 16,80% 21,60% 15,40%
18 0,00% 0,00% 1,00% 3,40% 12,40% 17,00% 20,80% 22,80% 22,60%
20 0,00% 0,20% 1,20% 2,80% 9,60% 14,60% 19,40% 28,40% 23,80%
22 0,00% 0,00% 0,40% 1,00% 6,60% 11,60% 16,00% 24,40% 40,00%
Female
6 8 10 12 14 16 18 20 22
6 69,80% 20,20% 8,40% 0,80% 0,40% 0,40% 0,00% 0,00% 0,00%
8 29,40% 38,40% 24,00% 4,80% 2,00% 0,40% 0,00% 0,40% 0,60%
10 9,60% 21,80% 32,40% 15,80% 5,60% 5,40% 2,80% 4,00% 2,60%
12 1,40% 7,80% 19,60% 23,40% 15,20% 11,60% 9,00% 7,20% 4,80%
14 0,20% 1,40% 9,20% 15,20% 24,80% 12,20% 13,60% 14,40% 9,00%
16 0,60% 0,80% 7,20% 10,80% 15,80% 16,80% 15,40% 15,40% 17,20%
18 0,40% 1,20% 4,60% 6,20% 14,40% 15,20% 17,40% 19,60% 21,00%
20 0,00% 0,20% 3,40% 5,40% 13,40% 14,20% 18,60% 22,20% 22,60%
22 0,20% 0,80% 1,80% 4,40% 10,20% 15,40% 16,00% 23,80% 27,40%
No sex
6 8 10 12 14 16 18 20 22
6 73,20% 17,10% 7,30% 2,00% 0,40% 0,00% 0,00% 0,00% 0,00%
8 33,80% 30,40% 24,30% 7,20% 2,40% 1,00% 0,10% 0,40% 0,40%
10 8,90% 20,60% 32,80% 20,30% 8,30% 3,10% 1,90% 2,60% 1,50%
12 3,20% 8,90% 20,50% 26,40% 19,40% 7,60% 4,50% 4,60% 4,90%
14 0,30% 1,70% 7,00% 15,60% 28,70% 14,80% 9,90% 10,00% 12,00%
16 0,10% 1,00% 4,10% 9,30% 21,30% 15,60% 13,70% 14,20% 20,70%
18 0,10% 0,80% 2,60% 5,40% 14,40% 14,40% 18,90% 16,20% 27,20%
20 0,00% 0,50% 2,30% 4,10% 13,20% 15,10% 14,40% 20,50% 29,90%








































Figura 4.14: Matriz de confusão: estimação de idade com intervalo de 2 anos para sexo
feminino.
Male
6 8 10 12 14 16 8 2 22
6 69,4 2, 5,20% 2,40% 0,2 0,2 0,0 0,0 0,0
8 30,4 42,4 14,6 10,0 1,80% 0,4 0,0 0,4 0,0
0 9,0 25,4 31,2 24,8 7,80% 1,00% 0,2 0,40% 0,20%
2 2,2 1 ,8 20,4 37,60 15,8 4,00% 3,20% 3,40% 1,60%
4 ,2 1,0 8, 20,60 27,8 5,0 9,20% 1,8 5,80%
16 , ,2 1,8 6,0 8, 20,0 6,8 1,6 15,4
18 ,0 ,0 ,0 3,4 2,4 7,0 20,8 2,8 22,6
20 0,00% 0,20% 1,20% 2,80% 9,60% 14,60% 19,40% 28,40% 23,80%
22 0,00% 0,00% 0,40% 1,00% 6,60% 11,60% 16,00% 24,40% 40,00%
Female
6 8 10 12 14 16 18 20 22
6 69,80% 20,20% 8,40% 0,80% 0,40% 0,40% 0,00% 0,00% 0,00%
8 29,40% 38,40% 24,00% 4,80% 2,00% 0,40% 0,00% 0,40% 0,60%
10 9,60% 21,80% 32,40% 15,80% 5,60% 5,40% 2,80% 4,00% 2,60%
12 1,40% 7,80% 19,60% 23,40% 15,20% 11,60% 9,00% 7,20% 4,80%
14 0,20% 1,40% 9,20% 15,20% 24,80% 12,20% 13,60% 14,40% 9,00%
16 0,60% 0,80% 7,20% 10,80% 15,80% 16,80% 15,40% 15,40% 17,20%
18 0,40% 1,20% 4,60% 6,20% 14,40% 15,20% 17,40% 19,60% 21,00%
20 0,00% 0,20% 3,40% 5,40% 13,40% 14,20% 18,60% 22,20% 22,60%
22 0,20% 0,80% 1,80% 4,40% 10,20% 15,40% 16,00% 23,80% 27,40%
No sex
6 8 10 12 14 16 18 20 22
6 73,20% 17,10% 7,30% 2,00% 0,40% 0,00% 0,00% 0,00% 0,00%
8 33,80% 30,40% 24,30% 7,20% 2,40% 1,00% 0,10% 0,40% 0,40%
10 8,90% 20,60% 32,80% 20,30% 8,30% 3,10% 1,90% 2,60% 1,50%
12 3,20% 8,90% 20,50% 26,40% 19,40% 7,60% 4,50% 4,60% 4,90%
14 0,30% 1,70% 7,00% 15,60% 28,70% 14,80% 9,90% 10,00% 12,00%
16 0,10% 1,00% 4,10% 9,30% 21,30% 15,60% 13,70% 14,20% 20,70%
18 0,10% 0,80% 2,60% 5,40% 14,40% 14,40% 18,90% 16,20% 27,20%
20 0,00% 0,50% 2,30% 4,10% 13,20% 15,10% 14,40% 20,50% 29,90%








































Figura 4.15: Matriz de confusão: estimação de idade com intervalo de 2 anos para sexo
masculino.
MALE
6 10 14 18 22
6 89,00% 10,80% 0,00% 0,20% 0 0%
10 14,40% 74,00% 9,40% 1,20% 1,00%
14 0,60% 15,00% 57,00% 16,80% 10,60%
18 0,00% 1,80% 16,80% 45,80% 35,60%
22 0,00% 1,00% 12,60% 30,80% 55,60%
FEMALE
6 10 14 18 22
6 86,20% 12,80% 1,00% 0,00% 0,00%
10 14,80% 63,80% 12,60% 4,60% 4,20%
14 0,80% 14,40% 44,20% 22,40% 18,20%
18 0,40% 7,00% 19,80% 35,60% 37,20%
22 0,20% 5,00% 15,80% 28,20% 50,80%
NO SEX
6 10 14 18 22
6 87,20% 12,40% 0,30% 0,00% 0,10%
10 14,90% 65,90% 14 50% 2,80% 1 90%
14 0,30% 14,90% 49,80% 17,10% 17,90%
18 0,10% 4,80% 22,50% 29,80% 42,80%








































(a) Sem informação de sexo.
MALE
6 10 14 18 22
6 89,00% 10,80% 0,00% 0,20% 0,00%
10 14,40% 74,00% 9,40% 1,20% 1,00%
14 0,60% 15,00% 57,00% 16,80% 10,60%
18 0,00% 1,80% 16,80% 45,80% 35,60%
22 0,00% 1,00% 12,60% 30,80% 55,60%
FEMALE
6 10 14 18 22
6 86,2 % 12,80% 1,0 % 0,00% 0, 0%
10 14,80% 63,80% 12,60% 4,60% 4,20%
14 0,80% 14,40% 44,20% 22,40% 18,20%
18 0,40% 7,00% 19,80% 35,60% 37,20%
22 0,20% 5,00% 15,80% 28,20% 50,80%
NO SEX
6 10 4 18 22
6 87,20% 12,40% 0,30% 0,00% 0,10%
10 14,90% 65,90% 14,50% 2,80% 1,90%
14 0,30% 14,90% 49,80% 17,10% 17,90%
18 0,10% 4,80% 22,50% 29,80% 42,80%










































6 10 14 18 22
6 89,00% 10,80% 0,00% 0,20% 0,00%
10 14,40% 74,00% 9,40% 1,20% 1,00%
14 0,60% 15,00% 57,00% 16,80% 10,60%
18 0,00% 1,80% 16,80% 45,80% 35,60%
22 0,00% 1,00% 12,60% 30,80% 55,60%
FEMALE
6 10 14 18 22
6 86,20% 12,80% 1,00% 0,00% 0,00%
10 14,80% 63,80% 12,60% 4,60% 4,20%
14 0,80% 14,40% 44,20% 22,40% 18,20%
18 0,40% 7,00% 19,80% 35,60% 37,20%
22 0,20% 5,00% 15,80% 28,20% 50,80%
NO SEX
6 10 14 18 22
6 87,20% 12,40% 0,30% 0,00% 0,10%
10 14,90% 65,90% 14,50% 2,80% 1,90%
14 0,30% 14,90% 49,80% 17,10% 17,90%
18 0,10% 4,80% 22,50% 29,80% 42,80%








































(c) Sexo mascul no.
Figura 4.16: Matriz de confusão: estimação de idade com intervalo de 4 anos.
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5 10 15 20 5 10 15 20 5 10 15 20
5 92,00% 8,00% 0,00% 0,00% 5 92,20% 7,80% 0,00% 0,00% 5 94,70% 5,30% 0,00% 0,00%
10 6,40% 84,40% 8,20% 1,00% 10 6,60% 78,00% 10,80% 4,60% 10 8,80% 78,70% 9,90% 2,60%
15 0,00% 10,20% 65,20% 24,60% 15 0,00% 13,40% 56,20% 30,40% 15 0,00% 12,50% 57,30% 30,20%
20 0,00% 1,40% 23,80% 74,80% 20 0,00% 6,40% 29,00% 64,60% 20 0,10% 4,70% 26,90% 68,30%







































(a) Sem informação de sexo.
5 10 15 20 5 10 15 20 5 10 15 20
5 92,00% 8,00% 0,00% 0,00% 5 92,20% 7,80% 0,00% 0,00% 5 94,70% 5,30% 0,00% 0,00%
10 6,40% 84,40% 8,20% 1,00% 10 6,60% 78,00% 10,80% 4,60% 10 8,80% 78,70% 9,90% 2,60%
15 0,00% 10,20% 65,20% 24,60% 15 0,00% 13,40% 56,20% 30,40% 15 0,00% 12,50% 57,30% 30,20%
20 0,00% 1,40% 23,80% 74,80% 20 0,00% 6,40% 29,00% 64,60% 20 0,10% 4,70% 26,90% 68,30%








































5 10 15 20 5 10 15 20 5 10 15 20
5 92,00% 8,00% 0,00% 0,00% 5 92,20% 7,80% 0,00% 0,00% 5 94,70% 5,30% 0,00% 0,00%
10 6,40% 84,40% 8,20% 1,00% 10 6,60% 78,00% 10,80% 4,60% 10 8,80% 78,70% 9,90% 2,60%
15 0,00% 10,20% 65,20% 24,60% 15 0,00% 13,40% 56,20% 30,40% 15 0,00% 12,50% 57,30% 30,20%
20 0,00% 1,40% 23,80% 74,80% 20 0,00% 6,40% 29,00% 64,60% 20 0,10% 4,70% 26,90% 68,30%








































Figura 4.17: Matriz de confusão: estimação de idade com intervalo de 5 anos.
feminino. A Figura 4.18 (c) apresenta os resultados detalhados para estimativa de grupos
etários em indivíduos do sexo masculino.
>= 18 < 18 >= 18 < 18 >= 18 < 18
>= 18 89,50% 10,50% >= 18 83,10% 16,90% >= 18 85,40% 14,60%
< 18 9,33% 90,67% < 18 16,20% 83,80% < 8 13,70% 86,30%
>= 14 < 14 >= 14 < 14 >= 14 < 14
>= 14 95,33% 4,67% >= 14 95,27% 4,73% >= 14 94,90% 5,10%




























MALE FEMALE NO SEX AS INPUT
AGE GROUP: UNDER 18
AGE GROUP: UNDER 14
FEMALE NO SEX AS INPUT
























































(a) Sem informação de
sexo.
>= 18 < 18 >= 18 < 18 >= 18 < 18
>= 18 89,50% 10,50% >= 18 83,10% 16,90% >= 18 85,40% 14,60%
< 18 9,33% 90,67% < 18 16,20% 83,80% < 18 13,70% 86,30%
>= 14 < 14 >= 14 < 14 >= 14 < 14
 5,33 4,67 >= 14 95,27% 4,73% >= 14 94,90% 5,10%
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AGE GROUP: UNDER 18
AGE GROUP: UNDER 14
FEMALE NO SEX AS INPUT

























































>= 18 < 18 >= 18 < 18 >= 18 < 18
>= 18 89,50% 10,50% >= 18 83,10% 16,90% >= 18 85,40% 14,60%
< 18 9,33% 90,67% < 18 16,20% 83,80% < 18 13,70% 86,30%
  >= 14 < 14 >= 14 < 14
 5,33 4,67 >= 14 95,27% 4,73% >= 14 94,90% 5,10%




























M LE FEMALE NO SEX AS INPUT
AGE GROUP: UNDER 18
AGE GROUP: UNDER 14
FEMALE NO SEX AS INPUT
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(c) Sexo masculino.
Figura 4.18: Estimação grupo de idade: limiar de 14 anos.
A Figura 4.19 apresenta as matrizes de confusão com os resultados detalhados do Grupo
C: menores/maiores de 18 anos. A Figura 4.19 (a) apresenta os resultados detalhados para
estimativa de grupo etário desconsiderando a informação sobre sexo. A Figura 4.19 (b)
apresenta os resultados detalhados para estimativa de grupos etários em indivíduos do sexo
feminino. A Figura 4.19 (c) apresenta os resultados detalhados para estimativa de grupos
etários em indivíduos do sexo masculino.
4.3 ESTIMAÇÃO AUTOMÁTICA DE IDADE E SEXO USANDO IMAGENS FACI-
AIS E RAZÕES FOTOANTROPOMÉTRICAS
Nesta seção são apresentados os testes e análises realizados no protótipo estimação de
informações antropométricas utilizando as imagens faciais (IMG) e também a combinação
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>= 18 < 18 >= 18 < 18 >= 18 < 18
>= 18 89,50% 10,50% >= 18 83,10% 16,90% >= 18 85,40% 14,60%
< 18 9,33% 90,67% < 18 16,20% 83,80% < 18 13,70% 86,30%
>= 14 < 14 >= 14 < 14 >= 14 < 14
>= 14 95,33% 4,67% >= 14 95,27% 4,73% >= 14 94,90% 5,10%




























MALE FEMALE NO SEX AS INPUT
AGE GROUP: UNDER 18
AGE GROUP: UNDER 14
FEMALE NO SEX AS INPUT
























































(a) Sem informação de
sexo.
>= 18 < 18 >= 18 < 18 >= 18 < 18
>= 18 89,50% 10,50% >= 18 83,10% 16,90% >= 18 85,40% 14,60%
< 18 9, 3% 90, 7% < 18 16,20% 83,80% < 18 13,70% 86,30%
>= 14 < 14 >= 14 < 14 >= 14 < 14
>= 14 95,33% 4,67% >= 14 95,27% 4,73% >= 14 94,90% 5,10%
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MALE FEMALE NO SEX AS INPUT
AGE GROUP: UNDER 18
AGE GROUP: UNDER 14
FEMALE NO SEX AS INPUT

























































Figura 4.19: Estimação grupo de idade: limiar de 18 anos.
destas com as razões fotoantropométric s faciais (IMG+RFA), seguindo a estrutura de ava-
liação descrit na seção anterior apresentada em três grupos distintos. Com os resultados
disponíveis, e com o intuito de comparar os resultados, estes são expostos a seguir junta-
mente com os valores apresentados anteriormente (RFA). Vale ressaltar que como descrito
no capítulo anterior, os testes IMG e IMG+RFA além de utilizar mais idades (de 2 até 4
anos) também utilizaram de uma base com uma quantidade significativamente maior quando
comparado com os testes realizados apenas com as razões fotoantropométricas (RFA), sendo
105 mil amostras contra 18 mil respectivamente.
Outros trabalhos para estimação automática de idade com imagens faciais utilizando re-
des neurais profundas não apresentam testes com diferentes variações de idades (2 em 2,
4 em 4 e ou 5 em 5 anos) como nos resultados anteriores (RFA). Para os modelos IMG e
IMG+RFA o procedimento relacionado ao Grupo A foi definido e executado apenas para o
teste mais restrito, sendo este com a variação de idade de 1 em 1 ano, onde este nos testes da
seção anterior resultou o pior resultado MAE para a estimação de idade utilizando as RFAs.
Os demais testes como estimação de sexo (Grupo B) e estimação de menor e maior para 14
e 18 anos (Grupo C) foram executados de maneira igual.
Para os testes relacionados ao Grupo A, a Figura 4.20 apresenta os resultados compa-
rando as três abordagens (RFA, IMG e IMG+RFA) para estimação de sexo para cada faixa
etária específica, onde para os testes realizados utilizando as RFAs esta começa a partir de 5
anos de idade enquanto os testes com imagens e imagens com RFAs começam a partir de 2
anos. A Figura 4.21 apresenta o resultado geral dos três modelos em questão, neste caso os
modelos foram gerados para estimar o sexo independente da idade. Por último a Figura 4.22
apresenta os resultados MAE para estimação de idade dos três modelos descritos neste tra-
balho, relembrando que esses resultados são para estimação de idade com variação de idade
de 1 em 1 ano e também sem considerar a informação de sexo dos indivíduos, a Figura 4.23
apresenta a média de idade resultante para cada classe no processo de estimação de idade,
nesta é possível visualizar uma dificuldade para estimação de idade em indivíduos acima de
18 anos. Por fim os resultados do Grupo C, a Tabela 4.4 apresenta os resultados detalhados
de F1 score para os limiares de 14 e 18 anos de idade separados por sexo masculino, feminino
e sem sexo para os modelos utilizando as RFAs, o utilizando apenas imagens e por último, o









2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
RFA IMG IMG+RFA
Figura 4.20: Grupo A: Gráfico dos resultados para estimação de sexo separados por idade e
por modelo, sendo eles: utilizando RFAs, utilizando imagens e por último utilizando imagens















Figura 4.21: Grupo A: Gráfico dos resultados para estimação de sexo geral para cada modelo,
sendo eles: utilizando RFAs, utilizando imagens e por último utilizando imagens combinadas
com as RFAs.
Tabela 4.4: Grupo C: Resultados de F1 score para testes de limiar de idade para menores
e maiores de 14 e 18 anos separado por sexo e pelos modelos usando as RFAs, imagens e
imagens combinadas com as RFAs.
MAIOR/MENOR DE 14 ANOS MAIOR/MENOR DE 18 ANOS
Mas Fem – Mas Fem –
RFA 0,9512 0,9288 0,9308 0,902 0,8352 0,8594
IMG 0,9532 0,9444 0,9531 0,9354 0,9062 0,9259
















Figura 4.22: Grupo B: Gráfico dos resultados MAE para estimação de sexo separados por























2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
Idade Real IMG+RFA
Figura 4.23: Grupo B: Gráfico dos resultados para estimação de sexo separados por idade,
resultado da média das idades e por último, um teste utilizando todas as idades da base de
dados.
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No próximo capítulo são apresentadas as discussões sobre estimação automática de idade,
sexo, limiar de idade e as conclusões do presente trabalho.
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5 DISCUSSÕES
Neste trabalho foram apresentadas metodologias para estimação de idade e sexo usando
imagens faciais. A primeira permitiu a identificação automática de pontos cefalométricos
em imagens faciais de norma frontal. Com a identificação automática destes pontos faciais
foi possível desenvolver uma abordagem para estimação automática utilizando as razões
fotoantropométricas aplicando-as em redes neurais artificiais (ANN). Por fim a abordagem
anterior foi combinada com uma rede neural convolucional (CNN) para estimação de idade e
sexo. A seguir é apresentada uma discussão dos resultados apresentados no capítulo anterior.
5.1 IDENTIFICAÇÃO AUTOMÁTICA DOS PONTOS CEFALOMÉTRICOS
Neste trabalho foi apresentada uma abordagem de localização automática dos pontos ce-
falométricos em imagens faciais. Esta pode ser aplicada em várias tarefas da antropologia
forense. O uso dos pontos automáticos incluem a fotoantropometria de indivíduos vivos para
identificação forense, aplicação para estimativa de sexo e idade. A metodologia dos pontos
cefalométricos pode ser adaptada para a identificação dos pontos em pessoas mortas, apli-
cado à identificação craniofacial (reconstrução e superposição), possibilitando a identificação
dos pontos em crânios de indigentes por meio de correlação com os pontos identificados em
imagens faciais uma base nacional de identificação.
A metodologia proposta é baseada em aprendizagem supervisionada onde um algoritmo
proposto foi treinado e testado em um conjunto de 1000 imagens faciais de norma frontal,
usando 28 pontos cefalométricos como referência previamente localizados por um perito
forense. Além disso, foram adaptadas outras duas abordagens da literatura para detecção au-
tomática dos pontos faciais. Por fim, todas as técnicas foram comparadas entre si, e também
seu desempenho considerando a dispersão de localização por especialistas humanos como
referências (12 especialistas em 20 imagens).
Os resultados mostraram que a metodologia proposta supera claramente as duas outras
abordagens da literatura em diferenças estatisticamente significativas e seu desempenho está
próximo da dispersão da marcação dos especialistas (0, 014 vs 0, 009 pixel de erro médio de
distância).
Como esperado, o Zygion, um marco do Tipo 3 de acordo com (BOOKSTEIN, 1991),
mostra uma grande dispersão. Tanto nos pontos do (Zygion) estimados pelo método proposto
(HR) quanto no caso da análise inter-especialista (inter observers), neste caso uma variabi-
lidade ligeiramente maior quando comparada com as localizações dos pontos obtidos pelos
especialistas (ver Figura 4.1 e Figura 4.2). Ao contrário dos estudos existentes sobre disper-
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são da marcação dos pontos pelos especialistas, descritos em (CAMPOMANES-ÁLVAREZ
et al., 2015; CUMMAUDO et al., 2013), a dispersão da marcação de outros pontos de re-
ferência do Tipo 3 foi baixa, como no caso dos pontos Gnathion, Alare, Gonion e Glabella.
Novamente, essa dispersão foi semelhante nas duas abordagens: automática (metodologia
proposta) e manual (12 especialistas), o que contradiz estudos prévios em que a disper-
são em Gonion (CAMPOMANES-ÁLVAREZ et al., 2015; CUMMAUDO et al., 2013) e
Gnathion (CAMPOMANES-ÁLVAREZ et al., 2015) foi alta, e mesmo no ponto Alare com
uma dispersão intermediária em (CAMPOMANES-ÁLVAREZ et al., 2015). Uma possível
explicação para esse fenômeno é o fato de que o software para coleta manual utilizado pe-
los especialistas facilita a localização dos pontos cefalométricos, fornecendo na ferramenta
formas geométricas na face como círculos, linhas horizontais e verticais como referência
para auxílio na marcação manual dos pontos. Por outro lado o software possuir ferramentas
específicas para facilitar sua localização em imagens faciais frontais. Assim, o fato de usar
o software para localização de pontos resulta em uma menor dispersão dos pontos cefalo-
métricos marcados manualmente por especialistas - embora o desempenho da abordagem
automática proposta neste trabalho seja semelhante.
Afinal, é possível concluir que o método automático proposto é preciso e robusto para
localizar os pontos cefalométricos em imagens faciais de norma frontal. Atualmente, no De-
partamento de Polícia Federal do Brasil, os agentes e peritos forenses utilizam uma aborda-
gem manual (software usado neste trabalho pelos especialistas) para coletar os pontos cefa-
lométricos faciais em imagens faciais. O desenvolvimento da metodologia proposta permite
alcançar avanços significativos em todas as tarefas manuais, reduzindo as falhas na análise
forense, onde o erro humano poderia comprometer todo o procedimento. Mesmo não sendo
utilizado para a coleta definitiva, a abordagem automática dos pontos pode ser implementada
no software manual já existente, permitindo extrair os pontos automáticos como referência
agilizando o processo de marcação. Além disso, caso seja adotada a abordagem automática,
esta permitirá que eles realizem pesquisas futuras aplicando a metodologia desenvolvida em
milhões de imagens faciais que possuem em sua base de dados.
5.2 ESTIMAÇÃO AUTOMÁTICA DE IDADE E SEXO
Estimar a idade das vítimas e suspeitos de crimes é um procedimento essencial na ca-
suística forense da identificação humana (SCHMELING et al., 2001, 2016; SILVA et al.,
2013b; MACHADO et al., 2017). A estimativa da idade torna-se ainda mais importante
quando os limiares de idade legal são os determinados pela justiça (DEITOS et al., 2015;
SANTIAGO et al., 2018). Atualmente, as idades de 14 e 18 anos representam o limiar de
idade legal de consentimento sexual e maior idade no sistema judicial de vários países do
mundo (FRANCO et al., 2013; GRAUPNER, 2000). O desenvolvimento de ferramentas
científicas que permitam a investigação da idade com precisão e padrões baseados em evi-
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dências deve ser continuamente incentivado para promover práticas forenses ideais. A partir
da hipótese de que a análise fotoantropométrica da face humana pode distinguir indivíduos
mais jovens e maiores de 14 e 18 anos. Este contexto justifica a necessidade de melhorar a
estimativa da idade facial por meio de análise fotoantropométrica com o objetivo de propor
e testar solução para distinguir indivíduos (masculinos e femininos) com idade inferior a 14
e 18 anos, utilizando análise fotoantropométrica da face humana.
Estudos populacionais específicos sobre o uso da fotoantropometria da face para esti-
mativa de idade são escassos na literatura científica - especialmente naqueles com amostras
grandes e padronizadas (MACHADO et al., 2017; FLORES et al., 2019; GONZALES; MA-
CHADO; MICHEL-CROSATO, 2018). Neste estudo, uma grande amostra de participantes
brasileiros foi coletada (n=18.000) e organizada em um conjunto de dados padronizado e
detalhado disponível apenas para fins acadêmicos. A padronização da amostra foi reali-
zada por seleção de participantes do sexo masculino (n=500) e feminino (n=500) distribuí-
dos igualmente (n=1000) em intervalos de idade de um ano (de 5 a 22 anos). Além disso,
todas as imagens digitais dos participantes foram tiradas com o mesmo equipamento e se-
guiram protocolos previamente relatados na literatura científica (MACHADO et al., 2017)
e pela Organização Internacional de Aviação Civil (ICAO 9303 (International Organization
for Standardization, 2005)). No escopo da estratégia de amostragem, um ganho adicional
foi obtido pela escolha de participantes brasileiros, conhecidos por sua formação multirra-
cial (SOUZA, 2016) e diversidade fenotípica (EDMONDS, 2007). Essa característica torna
os resultados do estudo novos e, eventualmente, mais reprodutíveis em outras populações.
Em relação aos resultados deste trabalho, as inferências sobre a idade foram primeira-
mente investigadas em associação com o sexo. Mais especificamente, a informação morfo-
lógica recuperada da face humana foi testada com base em seu desempenho para classificar
os indivíduos masculinos e femininos em categorias de idade (5 à 22 anos). Um teste estatís-
tico separado foi avaliado para cada um dos 18 grupos etários. Os resultados endossaram a
literatura científica, revelando dificuldades para o dimorfismo sexual em jovens participantes
(<12 anos). Em particular, a média de F1 score nos grupos etários jovens variou entre 0, 7 e
0, 78. Por outro lado, para participantes de 13 a 22 anos, a média da F1 score aumentou de
0, 81 para 0, 91, explicitando uma melhora evidente na classificação de homens e mulheres.
De acordo com a literatura científica, a diferença entre jovens e idosos é explicada pela falta
de características sexuais secundárias retratadas em imagens faciais de crianças (KLOESS et
al., 2017).
Recentemente, Kloess et al. (2017) investigou os desafios na classificação de imagens de
abuso sexual infantil. Em seu estudo, as inferências sobre a idade (menores ou não) foram
dadas com mais facilidade e precisão em imagens de bebês e crianças pequenas, enquanto as
dificuldades aumentaram quando a idade de interesse se aproximou da adolescência. Curio-
samente, o tamanho maior dos olhos em comparação com as outras características faciais e a
presença de dentes (leite) e lacunas interdentais emergiram como indicadores potenciais da
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juventude, enquanto o uso de maquiagem foi um fator de confusão (KLOESS et al., 2017).
Na metodologia proposta neste trabalho, o diâmetro da íris (razão iridiana) (MACHADO
et al., 2017) foi utilizado como referência fixa para o cálculo das razões morfológicas da
face humana - o que permite quantificar as informações qualitativas fornecidas pelos autores
anteriores. Além disso, as imagens de participantes representando expressões faciais não
naturais (por exemplo, sorrindo) ou usando maquiagem foram parte dos critérios de exclu-
são no presente estudo. Corroborado pela literatura científica (KLOESS et al., 2017), esse
arranjo metodológico, promoveu uma redução do viés de classificação de idade em função
do sexo. Nesse contexto, o dimorfismo sexual independente da idade foi realizado como um
procedimento de controle de qualidade para eliminar a influência da idade sobre o desem-
penho da classificação. A média de F1 score alcançou 0, 81, indicando que a metodologia
de classificação automática foi capaz de distinguir adequadamente a maioria dos homens
e mulheres da amostra se eles forem combinados em um único grupo. Na prática, o uso
de ferramentas de classificação de idade é recomendado (sempre que aplicável) para me-
lhor atender às necessidades de cada caso - especialmente se o caso envolver interesses de
idade entre 13 e 22 anos, como a idade de consentimento sexual (GRAUPNER, 2000) e a
maioridade civil (FRANCO et al., 2013).
Em uma segunda fase, o estudo apresentado desencadeou uma investigação mais apro-
fundada com base na idade. Essa fase foi justificada pela incerteza quanto à idade cronoló-
gica das vítimas e suspeitos de crimes que são comumente observados na rotina dos serviços
forenses. A montagem metodológica nesta fase agrupou não apenas participantes em in-
tervalos de idade de um ano, mas também em intervalos maiores de idade (por exemplo,
dentro de um, dois, quatro e cinco anos). Dentro de cada grupo, o desempenho foi melhor
para classificar a idade do sexo masculino. Entre os grupos, a média de F1 score foi pro-
gressivamente maior com o aumento dos intervalos etários. Consequentemente, as melhores
estimativas de idade foram encontradas no grupo com intervalo de idade de cinco anos (F1
score médio: 0, 74 combinando homens e mulheres). Claramente, este resultado mostra que
o processo de classificação se torna mais difícil refinando a amostra com base na idade.
Uma abordagem semelhante foi usada recentemente por Machado em (MACHADO et al.,
2017). O autor em (MACHADO, 2015) realizou uma análise fotoantropométrica para inves-
tigar o crescimento alométrico da face humana agrupando indivíduos em intervalos de idade
de quatro anos. Apesar das evidentes contribuições para a análise das alterações faciais ao
longo do tempo, a configuração metodológica proposta pelos autores foi limitada em relação
ao presente estudo. As vantagens destacadas no presente conjunto incluem não apenas a
estratificação da amostra em grupos de quatro diferentes intervalos de idade, mas também
a coleta e quantificação maior de informações morfológicas da face humana. Enquanto os
autores em (MACHADO et al., 2017) mapearam o crescimento facial humano com dez me-
didas calculadas a partir de razões baseadas no diâmetro da íris, os resultados do presente
estudo foram baseados em 208 medidas calculadas com o mesmo princípio. Na prática, a
melhor configuração metodológica proposta no presente estudo induz estimativas de idade
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mais confiáveis e precisas.
A terceira e última fase abordada neste estudo concentrou-se em testar o método pro-
posto de classificação para distinguir os participantes que eram mais jovens ou mais velhos
do que os limites de idade legais específicos. Essa configuração foi justificada para atender
especificamente às necessidades da justiça quando se trata de responder a solicitações ju-
diciais referentes aos 14 anos de idade - relacionadas ao consentimento sexual (ZHU; AA,
2017; CARPENTER et al., 2014) e 18 - relacionadas à maioridade civil (CERICATO et al.,
2016; MACHADO et al., 2018). Os testes que foram realizados nesta fase mostraram, no-
vamente, melhor classificação dos indivíduos do sexo masculino, tanto em relação ao limiar
de 14 como 18 anos. Quando homens e mulheres foram combinados, os F1 score médios
atingiram 0, 93 e 0, 854 para as idades de 14 e 18 anos, respectivamente. Resultados satisfató-
rios também foram observados recentemente por Borges et al. (2018) com uma abordagem
semelhante. Os autores obtiveram estimativas de acurácia (área abaixo da curva) a par-
tir das análises da curva Receiver Operating Characteristic (ROC) (DELONG; DELONG;
CLARKE-PEARSON, 1988) que alcançaram 0, 96 e 0, 90 para as idades de 14 e 18 anos,
respectivamente. As diferenças entre os estudos incluem o maior tamanho da amostra na in-
vestigação atual (n=18.000 neste trabalho contra 1.000 utilizados pelos autores (BORGES et
al., 2018)) e, novamente, o maior número de medidas da face humana (n=208 comparado às
40 medidas usado pelos autores (BORGES et al., 2018)). Na prática forense, o desempenho
das abordagens de classificação usadas neste estudo fortalece e apoia seu uso para distinguir
vítimas e suspeitos de crimes com idade abaixo ou acima de 14 e 18 anos.
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6 CONCLUSÕES
A metodologia desenvolvida para classificar indivíduos com base em idade e sexo, uti-
lizando informações morfológicas obtidas a partir de análises fotoantropométricas da face
humana, alcançou resultados promissores. Estimativas de idade mais precisas foram encon-
tradas em indivíduos com idade entre 13 e 22 anos; os desempenhos para estimar a idade dos
indivíduos masculinos foram melhores do que nos femininos; e as classificações baseadas no
limite legal de idade de consentimento sexual e maioridade civil são viáveis e promissoras.
Mesmo com resultados promissores, estes utilizando as razões fotoantropométricas para
o procedimento de estimação de idade e sexo, a nova metodologia proposta, terceira parte
deste trabalho, combinando imagens por meio de uma rede neural convolucional com as ra-
zões fotoantropométricas usando uma rede neural artificial, se demonstrou promissora para
o desenvolvimento de uma aplicação para cenários reais na área forense. A nova meto-
dologia proposta apresentou um avanço significativo quando comparado com a abordagem
utilizando apenas as razões fotoantropométricas (RFA). Em todos os casos, sendo eles esti-
mação de idade, sexo e limiar de idade (maior e menor de 14 e 18 anos) esta obteve melhores
resultados demonstrando que a abordagem combinando imagens faciais com as razões fo-
toantropométricas, criando um classificador de domínio cruzado (cross-domain) (EO et al.,
2018; WANG et al., 2018; CHEN et al., 2019), é uma área promissora de pesquisa. Ou-
tro ponto importante a se destacar é a base utilizada para avaliar esta nova abordagem esta
dispondo de uma amostra com 105.000 indivíduos variando de 2 a 22 anos de idade resul-
tando em 2.500 amostras por classe (idade e sexo). A abordagem utilizando apenas as RFAs,
esta com 18.000 amostras, obteve um valor MAE robusto (2, 44) mesmo quando comparado
com os trabalhos de estimação de idade existentes no estado da arte que utilizam redes neu-
rais convolucionais. A solução proposta utilizando uma rede neural convolucional (apenas
imagens) obteve um ganho significativo no valor do MAE (1, 44) quando comparado com
a solução antropométrica (RFA), este resultado já era previsto, lembrando que nos últimos
anos, esta metodologia (CNN); é o foco principal em pesquisas para estimadores de idade
e sexo usando imagens faciais. A combinação das duas abordagens apresentou melhora,
mesmo que pequena, no resultado MAE quando comparado só com a abordagem com ima-
gens, de 1, 44 para 1, 42 respectivamente para estimação de idade em testes com as idades
variando de 1 em 1 ano. Na parte de estimação de sexo, a abordagem combinada (imagem e
RFA), novamente se sobressai das outras duas, onde as acurácias são de 99, 2%, 99% e 83%
para metodologia combinada (imagem e RFA), abordagem usando apenas imagens e RFAs
respectivamente. Entretanto, para o último grupo de testes, limiar de idades, este não obteve
uma grande vantagem nos resultados de F1 score para a metodologia utilizando as RFAs,
neste caso a abordagem combinada obteve um valor F1 score de 0, 957 contra 0, 930 para
estimação de menor e maior de 14 anos. Já para a estimação de maior e menor de 18 anos
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esses valores foram 0, 926 e 0, 859.
6.1 TRABALHOS FUTUROS
O presente estudo descreve uma abordagem com resultados promissores, entretanto existe
uma limitação importante no método fornecido neste trabalho: foi treinado e testado em
imagens faciais frontais que atendem à norma ICAO 9303 (International Organization for
Standardization, 2005). Trabalhos de pesquisa futuros devem ser focados em abordar e/ou
testar outras técnicas automáticas em imagens que mostrem diferentes poses e condições de
aquisição. Um trabalho futuro interessante diferente seria analisar se a precisão/dispersão
do método atual é suficiente para outros métodos automáticos recentes em antropologia fo-
rense, como o exame facial (MARTOS et al., 2018), correspondência anatômica/morfológica
crânio-facial (CAMPOMANES-ÁLVAREZ et al., 2018) ou sobreposição crânio-face (VAL-
SECCHI; DAMAS; CORDÓN, 2018).
Como descrito no início deste capítulo, com a possibilidade de gerar uma base de dados
dos pontos cefalométricos de milhões de indivíduos utilizando a metodologia proposta neste
trabalho, pesquisas futuras devem focar em efetuar um estudo da média para os pontos ce-
falométricos separando-os por sexo, idade, ancestralidade e região do país. Neste contexto
é possível efetuar estudos da população e também gerar novas aplicações forenses baseadas
nesta amostra, por exemplo, é possível com uma imagem de um indivíduo novo (3 anos de
idade), utilizando técnicas de processamento de imagens, estimar o crescimento facial deste
para uma idade específica posterior, podendo auxiliar em aplicações para identificação de
crianças desaparecidas (YANG et al., 2016; KOUDELOVÁ et al., 2019). Além disso, com
os pontos faciais já mapeados, estes permitirão outros trabalhos com foco em identificação
de características em imagens. Neste caso pesquisas futuras devem focar na identificação
dos pontos faciais em vídeos sendo possível utilizá-los em uma solução para ser aplicada em
faces não padronizadas (NATH et al., 2019; MATHIS et al., 2018; INSAFUTDINOV et al.,
2016).
Uma última linha de pesquisa futura com os pontos cefalométricos, que é possível de
abordar, é a aplicação dos atuais métodos avançados de aprendizagem de máquinas, neste
caso a aprendizagem profunda (LECUN; BENGIO; HINTO, 2015), ao mesmo problema
abordado neste trabalho. As abordagens de aprendizagem profunda, conhecidas como re-
des neurais convolucionais (CNN), ou também na utilização de outros modelos também
profundos, revolucionaram o campo da Visão Computacional. Servindo como exemplo De-
epFace (TAIGMAN et al., 2014), uma CNN desenvolvida por pesquisadores de instituto de
pesquisa de redes sociais que alcançou resultados à nível humano em tarefas de verificação
facial, ou HyperFace (RANJAN; PATEL; CHELLAPPA, 2017) que conseguiu localizar au-
tomaticamente pontos faciais (não cefalométricos), a pose do rosto e o sexo dos indivíduos
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em poses aleatórias, com a base de dados atual.
O conjunto metodológico proposto apresentou múltiplas vantagens em relação à lite-
ratura científica disponível. No entanto, traduzi-lo para a prática requer implementações
cuidadosas e acompanhamento de atualizações em evidências científicas. Estudos futuros
no campo devem testar a reprodutibilidade dessa configuração metodológica e os resultados
inerentes em diferentes populações. Investigações baseadas em outros limites de idade legal
também são encorajadas a melhor se adequar aos sistemas judiciais de diferentes países. A
implementação de um software e uso da metodologia de estimação de idade em casos reais
é indicada como uma ferramenta para auxiliar os profissionais que combatem casos de pe-
dofilia em pornografia. Avanços na configuração metodológica para novas melhorias devem
incluir amostragem longitudinal e imagem tridimensional.
Outra abordagem no campo de Visão Computacional é avaliar o uso de plataformas auto-
máticas para criação da melhor arquitetura para um conjunto de dados, como AutoML (Goo-
gle LLC, 2018) e AutoKeras (JIN; SONG; HU, 2018), podendo ser utilizadas para encontrar
uma nova arquitetura específica para a abordagem combinada (imagens e RFAs) com um
melhor resultado ao contrário de se utilizar uma arquitetura proposta em outros trabalhos.
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Tabela A.1: Descrição das 208 razões fotoantropométricas (RFAs).
RFA Landmarks Descrição
RFA-0 al_r→ al_l | al_l→ al_r Comprimento do nariz
RFA-1 al_r→ ch_r | al_l→ ch_l Asa do nariz - Labial Commissure (Mesmo lado)
RFA-2 al_r→ ch_l | al_l→ ch_r Asa do nariz - Labial Commissure (Lados diferentes)
RFA-3 al_r→ cph_r | al_l→ cph_l Asa do nariz - Crista philtri (Mesmo lado)
RFA-4 al_r→ cph_l | al_l→ cph_r Asa do nariz - Crista philtri (Lados diferentes)
RFA-5 al_r→ ec_r | al_l→ ec_l Asa do nariz - Ectocanthion (Mesmo lado)
RFA-6 al_r→ ec_l | al_l→ ec_r Asa do nariz - Ectocanthion (Lados diferentes)
RFA-7 al_r→ en_r | al_l→ en_l Asa do nariz - Endocanthion (Mesmo lado)
RFA-8 al_r→ en_l | al_l→ en_r Asa do nariz - Endocanthion (Lados diferentes)
RFA-9 al_r→ g | al_l→ g Asa do nariz - Glabella
RFA-10 al_r→ gn | al_l→ gn Asa do nariz - Queixo
RFA-11 al_r→ go_r | al_l→ go_l Asa do nariz - Gonion (Mesmo lado)
RFA-12 al_r→ go_l | al_l→ go_r Asa do nariz - Gonion (Lados diferentes)
RFA-13 al_r→ il_r | al_l→ il_l Asa do nariz - Lateral iris (Mesmo lado)
RFA-14 al_r→ il_l | al_l→ il_r Asa do nariz - Lateral iris (Lados diferentes)
RFA-15 al_r→ im_r | al_l→ im_l Asa do nariz - Medial iris (Mesmo lado)
RFA-16 al_r→ im_l | al_l→ im_r Asa do nariz - Medial iris (Lados diferentes)
RFA-17 al_r→ li | al_l→ li Asa do nariz - Lábio inferior
RFA-18 al_r→ ls | al_l→ ls Asa do nariz - Lábio superior
RFA-19 al_r→ mid | al_l→ mid Asa do nariz - Midnasal
RFA-20 al_r→ n | al_l→ n Asa do nariz - Nasion
RFA-21 al_r→ pu_r | al_l→ pu_l Asa do nariz - Pupil (Mesmo lado)
RFA-22 al_r→ pu_l | al_l→ pu_r Asa do nariz - Pupil (Lados diferentes)
RFA-23 al_r→ sn | al_l→ sn Asa do nariz - Base do nariz
RFA-24 al_r→ sto | al_l→ sto Asa do nariz - Stomion
RFA-25 al_r→ zy_r | al_l→ zy_l Asa do nariz - Zygion (Mesmo lado)
RFA-26 al_r→ zy_l | al_l→ zy_r Asa do nariz - Zygion (Lados diferentes)
RFA-27 ch_r→ ch_l | ch_l→ ch_r Largura da boca
RFA-28 ch_r→ cph_r | ch_l→ cph_l Labial Commissure - Crista philtri (Mesmo lado)
RFA-29 ch_r→ cph_l | ch_l→ cph_r Labial Commissure - Crista philtri (Lados diferentes)
RFA-30 ch_r→ ec_r | ch_l→ ec_l Labial Commissure - Ectocanthion (Mesmo lado)
RFA-31 ch_r→ ec_l | ch_l→ ec_r Labial Commissure - Ectocanthion (Lados diferentes)
RFA-32 ch_r→ en_r | ch_l→ en_l Labial Commissure - Endocanthion (Mesmo lado)
RFA-33 ch_r→ en_l | ch_l→ en_r Labial Commissure - Endocanthion (Lados diferentes)
RFA-34 ch_r→ g | ch_l→ g Labial Commissure - Glabella
RFA-35 ch_r→ gn | ch_l→ gn Labial Commissure - Queixo




RFA-36 ch_r→ go_r | ch_l→ go_l Labial Commissure - Gonion (Mesmo lado)
RFA-37 ch_r→ go_l | ch_l→ go_r Labial Commissure - Gonion (Lados diferentes)
RFA-38 ch_r→ il_r | ch_l→ il_l Labial Commissure - Lateral iris (Mesmo lado)
RFA-39 ch_r→ il_l | ch_l→ il_r Labial Commissure - Lateral iris (Lados diferentes)
RFA-40 ch_r→ im_r | ch_l→ im_l Labial Commissure - Medial iris (Mesmo lado)
RFA-41 ch_r→ im_l | ch_l→ im_r Labial Commissure - Medial iris (Lados diferentes)
RFA-42 ch_r→ li | ch_l→ li Labial Commissure - Lábio inferior
RFA-43 ch_r→ ls | ch_l→ ls Labial Commissure - Lábio superior
RFA-44 ch_r→ mid | ch_l→ mid Labial Commissure - Midnasal
RFA-45 ch_r→ n | ch_l→ n Labial Commissure - Nasion
RFA-46 ch_r→ pu_r | ch_l→ pu_l Labial Commissure - Pupil (Mesmo lado)
RFA-47 ch_r→ pu_l | ch_l→ pu_r Labial Commissure - Pupil (Lados diferentes)
RFA-48 ch_r→ sn | ch_l→ sn Labial Commissure - Base do nariz
RFA-49 ch_r→ sto | ch_l→ sto Labial Commissure - Stomion
RFA-50 ch_r→ zy_r | ch_l→ zy_l Labial Commissure - Zygion (Mesmo lado)
RFA-51 ch_r→ zy_l | ch_l→ zy_r Labial Commissure - Zygion (Lados diferentes)
RFA-52 cph_r→ cph_l | cph_l→ cph_r Largura da crista philtri
RFA-53 cph_r→ ec_r | cph_l→ ec_l Crista philtri - Ectocanthion (Mesmo lado)
RFA-54 cph_r→ ec_l | cph_l→ ec_r Crista philtri - Ectocanthion (Lados diferentes)
RFA-55 cph_r→ en_r | cph_l→ en_l Crista philtri - Endocanthion (Mesmo lado)
RFA-56 cph_r→ en_l | cph_l→ en_r Crista philtri - Endocanthion (Lados diferentes)
RFA-57 cph_r→ g | cph_l→ g Crista philtri - Glabella
RFA-58 cph_r→ gn | cph_l→ gn Crista philtri - Queixo
RFA-59 cph_r→ go_r | cph_l→ go_l Crista philtri - Gonion (Mesmo lado)
RFA-60 cph_r→ go_l | cph_l→ go_r Crista philtri - Gonion (Lados diferentes)
RFA-61 cph_r→ il_r | cph_l→ il_l Crista philtri - Lateral iris (Mesmo lado)
RFA-62 cph_r→ il_l | cph_l→ il_r Crista philtri - Lateral iris (Lados diferentes)
RFA-63 cph_r→ im_r | cph_l→ im_l Crista philtri - Medial iris (Mesmo lado)
RFA-64 cph_r→ im_l | cph_l→ im_r Crista philtri - Medial iris (Lados diferentes)
RFA-65 cph_r→ li | cph_l→ li Crista philtri - Lábio inferior
RFA-66 cph_r→ ls | cph_l→ ls Crista philtri - Lábio superior
RFA-67 cph_r→ mid | cph_l→ mid Crista philtri - Midnasal
RFA-68 cph_r→ n | cph_l→ n Crista philtri - Nasion
RFA-69 cph_r→ pu_r | cph_l→ pu_l Crista philtri - Pupil (Mesmo lado)
RFA-70 cph_r→ pu_l | cph_l→ pu_r Crista philtri - Pupil (Lados diferentes)
RFA-71 cph_r→ sn | cph_l→ sn Crista philtri - Base do nariz
RFA-72 cph_r→ sto | cph_l→ sto Crista philtri - Stomion




RFA-73 cph_r→ zy_r | cph_l→ zy_l Crista philtri - Zygion (Mesmo lado)
RFA-74 cph_r→ zy_l | cph_l→ zy_r Crista philtri - Zygion (Lados diferentes)
RFA-75 ec_r→ ec_l | ec_l→ ec_r Largura da ectocanthion
RFA-76 ec_r→ en_r | ec_l→ en_l Largura do olho
RFA-77 ec_r→ en_l | ec_l→ en_r Ectocanthion - Endocanthion (Lados diferentes)
RFA-78 ec_r→ g | ec_l→ g Ectocanthion - Glabella
RFA-79 ec_r→ gn | ec_l→ gn Ectocanthion - Queixo
RFA-80 ec_r→ go_r | ec_l→ go_l Ectocanthion - Gonion (Mesmo lado)
RFA-81 ec_r→ go_l | ec_l→ go_r Ectocanthion - Gonion (Lados diferentes)
RFA-82 ec_r→ il_r | ec_l→ il_l Ectocanthion - Lateral iris (Mesmo lado)
RFA-83 ec_r→ il_l | ec_l→ il_r Ectocanthion - Lateral iris (Lados diferentes)
RFA-84 ec_r→ im_r | ec_l→ im_l Ectocanthion - Medial iris (Mesmo lado)
RFA-85 ec_r→ im_l | ec_l→ im_r Ectocanthion - Medial iris (Lados diferentes)
RFA-86 ec_r→ li | ec_l→ li Ectocanthion - Lábio inferior
RFA-87 ec_r→ ls | ec_l→ ls Ectocanthion - Lábio superior
RFA-88 ec_r→ mid | ec_l→ mid Ectocanthion - Midnasal
RFA-89 ec_r→ n | ec_l→ n Ectocanthion - Nasion
RFA-90 ec_r→ pu_r | ec_l→ pu_l Ectocanthion - Pupil (Mesmo lado)
RFA-91 ec_r→ pu_l | ec_l→ pu_r Ectocanthion - Pupil (Lados diferentes)
RFA-92 ec_r→ sn | ec_l→ sn Ectocanthion - Base do nariz
RFA-93 ec_r→ sto | ec_l→ sto Ectocanthion - Stomion
RFA-94 ec_r→ zy_r | ec_l→ zy_l Ectocanthion - Zygion (Mesmo lado)
RFA-95 ec_r→ zy_l | ec_l→ zy_r Ectocanthion - Zygion (Lados diferentes)
RFA-96 en_r→ en_l | en_l→ en_r Largura inter-canthion
RFA-97 en_r→ g | en_l→ g Endocanthion - Glabella
RFA-98 en_r→ gn | en_l→ gn Endocanthion - Queixo
RFA-99 en_r→ go_r | en_l→ go_l Endocanthion - Gonion (Mesmo lado)
RFA-100 en_r→ go_l | en_l→ go_r Endocanthion - Gonion (Lados diferentes)
RFA-101 en_r→ il_r | en_l→ il_l Endocanthion - Lateral iris (Mesmo lado)
RFA-102 en_r→ il_l | en_l→ il_r Endocanthion - Lateral iris (Lados diferentes)
RFA-103 en_r→ im_r | en_l→ im_l Endocanthion - Medial iris (Mesmo lado)
RFA-104 en_r→ im_l | en_l→ im_r Endocanthion - Medial iris (Lados diferentes)
RFA-105 en_r→ li | en_l→ li Endocanthion - Lábio inferior
RFA-106 en_r→ ls | en_l→ ls Endocanthion - Lábio superior
RFA-107 en_r→ mid | en_l→ mid Endocanthion - Midnasal
RFA-108 en_r→ n | en_l→ n Endocanthion - Nasion
RFA-109 en_r→ pu_r | en_l→ pu_l Endocanthion - Pupil (Mesmo lado)




RFA-110 en_r→ pu_l | en_l→ pu_r Endocanthion - Pupil (Lados diferentes)
RFA-111 en_r→ sn | en_l→ sn Endocanthion - Base do nariz
RFA-112 en_r→ sto | en_l→ sto Endocanthion - Stomion
RFA-113 en_r→ zy_r | en_l→ zy_l Endocanthion - Zygion (Mesmo lado)
RFA-114 en_r→ zy_l | en_l→ zy_r Endocanthion - Zygion (Lados diferentes)
RFA-115 g→ gn Height of the face
RFA-116 g→ go_r | g→ go_l Glabella - Gonion (Mesmo lado)
RFA-117 g→ il_r | g→ il_l Glabella - Gonion (Lados diferentes)
RFA-118 g→ im_r | g→ im_l Glabella - Medial iris
RFA-119 g→ li Glabella - Lábio superior
RFA-120 g→ ls Glabella - Lábio inferior
RFA-121 g→ mid Glabella Midnasal
RFA-122 g→ n Glabella - Nasion
RFA-123 g→ pu_r | g→ pu_l Glabella - Pupil
RFA-124 g→ sn Glabella - Base do nariz
RFA-125 g→ sto Glabella - Stomion
RFA-126 g→ zy_r | g→ zy_l Glabella - Zygion
RFA-127 gn→ go_r | gn→ go_l Queixo - Gonion
RFA-128 gn→ il_r | gn→ il_l Queixo - Lateral iris
RFA-129 gn→ im_r | gn→ im_l Queixo - Medial iris
RFA-130 gn→ li Queixo - Lábio inferior
RFA-131 gn→ ls Queixo - Lábio superior
RFA-132 gn→ mid Queixo - Midnasal
RFA-133 gn→ n Queixo - Nasion
RFA-134 gn→ pu_r | gn→ pu_l Queixo - Pupil
RFA-135 gn→ sn Queixo - Base do nariz
RFA-136 gn→ sto Queixo - Stomion
RFA-137 gn→ zy_r | gn→ zy_l Queixo - Zygion
RFA-138 go_r→ go_l | go_l→ go_r Largura inter-gonion
RFA-139 go_r→ il_r | go_l→ il_l Gonion - Lateral iris (Mesmo lado)
RFA-140 go_r→ il_l | go_l→ il_r Gonion - Lateral iris (Lados diferentes)
RFA-141 go_r→ im_r | go_l→ im_l Gonion - Medial iris (Mesmo lado)
RFA-142 go_r→ im_l | go_l→ im_r Gonion - Medial iris (Lados diferentes)
RFA-143 go_r→ li | go_l→ li Gonion - Lábio inferior
RFA-144 go_r→ ls | go_l→ ls Gonion - Lábio superior
RFA-145 go_r→ mid | go_l→ mid Gonion - Midnasal
RFA-146 go_r→ n | go_l→ n Gonion - Nasion




RFA-147 go_r→ pu_r | go_l→ pu_l Gonion - Pupil (Mesmo lado)
RFA-148 go_r→ pu_l | go_l→ pu_r Gonion - Pupil (Lados diferentes)
RFA-149 go_r→ sn | go_l→ sn Gonion - Base do nariz
RFA-150 go_r→ sto | go_l→ sto Gonion - Stomion
RFA-151 go_r→ zy_r | go_l→ zy_l Gonion - Zygion (Mesmo lado)
RFA-152 go_r→ zy_l | go_l→ zy_r Gonion - Zygion (Lados diferentes)
RFA-153 il_r→ il_l | il_l→ il_r Largura máxima da íris
RFA-154 il_r→ im_r | il_l→ im_l Diametro da íris
RFA-155 il_r→ im_l | il_l→ im_r Lateral iris - Medial iris (Lados diferentes)
RFA-156 il_r→ li | il_l→ li Lateral iris - Lábio superior
RFA-157 il_r→ ls | il_l→ ls Lateral iris - Lábio superior
RFA-158 il_r→ mid | il_l→ mid Lateral iris - Midnasal
RFA-159 il_r→ n | il_l→ n Lateral iris - Nasion
RFA-160 il_r→ pu_r | il_l→ pu_l Lateral iris - Pupil (Mesmo lado)
RFA-161 il_r→ pu_l | il_l→ pu_r Lateral iris - Pupil (Lados diferentes)
RFA-162 il_r→ sn | il_l→ sn Lateral iris - Base do nariz
RFA-163 il_r→ sto | il_l→ sto Lateral iris - Stomion
RFA-164 il_r→ zy_r | il_l→ zy_l Lateral iris - Zygion (Mesmo lado)
RFA-165 il_r→ zy_l | il_l→ zy_r Lateral iris - Zygion (Lados diferentes)
RFA-166 im_r→ im_l | im_l→ im_r Largura mínima da íris
RFA-167 im_r→ li | im_l→ li Medial iris - Lábio inferior
RFA-168 im_r→ ls | im_l→ ls Medial iris - Lábio superior
RFA-169 im_r→ mid | im_l→ mid Medial iris - Midnasal
RFA-170 im_r→ n | im_l→ n Medial iris - Nasion
RFA-171 im_r→ pu_r | im_l→ pu_l Medial iris - Pupil (Mesmo lado)
RFA-172 im_r→ pu_l | im_l→ pu_r Medial iris - Pupil (Lados diferentes)
RFA-173 im_r→ sn | im_l→ sn Medial iris - Base do nariz
RFA-174 im_r→ sto | im_l→ sto Medial iris - Stomion
RFA-175 im_r→ zy_r | im_l→ zy_l Medial iris - Zygion (Mesmo lado)
RFA-176 im_r→ zy_l | im_l→ zy_r Medial iris - Zygion (Lados diferentes)
RFA-177 li→ ls Comprimento dos lábios
RFA-178 li→ mid Lábio inferior - Midnasal
RFA-179 li→ n Lábio inferior - Nasion
RFA-180 li→ pu_r | li→ pu_l Lábio inferior - Pupil
RFA-181 li→ sn Lábio inferior - Base do nariz
RFA-182 li→ sto Lábio inferior - Stomion
RFA-183 li→ zy_r | li→ zy_l Lábio inferior - Zygion




RFA-184 ls→ mid Lábio superior - Midnasal
RFA-185 ls→ n Lábio superior - Nasion
RFA-186 ls→ pu_r | ls→ pu_l Lábio superior - Pupil
RFA-187 ls→ sn Lábio superior - Base do nariz
RFA-188 ls→ sto Lábio superior - Stomion
RFA-189 ls→ zy_r | ls→ zy_l Lábio superior - Zygion
RFA-190 mid→ n Midnasal - Nasion
RFA-191 mid→ pu_r | mid→ pu_l Midnasal - Pupil
RFA-192 mid→ sn Midnasal - Base do nariz
RFA-193 mid→ sto Midnasal - Stomion
RFA-194 mid→ zy_r | mid→ zy_l Midnasal - Zygion
RFA-195 n→ pu_r | n→ pu_l Nasion - Pupil
RFA-196 n→ sn Comprimento do nariz
RFA-197 n→ sto Nasion - Stomion
RFA-198 n→ zy_r | n→ zy_l Nasion - Zygion
RFA-199 pu_r→ pu_l | pu_l→ pu_r Largura inter-pupil
RFA-200 pu_r→ sn | pu_l→ sn Pupil - Base do nariz
RFA-201 pu_r→ sto | pu_l→ sto Pupil - Stomion
RFA-202 pu_r→ zy_r | pu_l→ zy_l Pupil - Zygion (Mesmo lado)
RFA-203 pu_r→ zy_l | pu_l→ zy_r Pupil - Zygion (Lados diferentes)
RFA-204 sn→ sto Base do nariz - Stomion
RFA-205 sn→ zy_r | sn→ zy_l Base do nariz - Zygion
RFA-206 sto→ zy_r | sto→ zy_l Stomion - Zygion
RFA-207 zy_r→ zy_l | zy_l→ zy_r Largura da face
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