This paper considers a 1 -coefficient regularized regression algorithm with multiscale kernels based on non-independent and identically distributed (non-i.i.d.) samples. The data-dependent hypothesis space with multiscale kernels contains more functions than single-kernel-based data-dependent hypothesis space and therefore has stronger approximation capability. Some concentration inequalities are applied to estimate the sample error and hypothesis error. We establish the bound on the generalization performance of 1 -coefficient regularized regression algorithm with multiscale kernels based on uniformly ergodic Markov chain (u.e.M.c.) samples (i.e., 1 -CRRMM) under some assumptions on the the input space, the marginal distribution, kernels, and the regression function. We also prove that that the learning rate of our proposed 1 -CRRMM algorithm is with the order of O(m −1/3 ) by choosing suitable values of the regularization parameter.
I. INTRODUCTION
The class of reproducing kernel Hilbert spaces (RKHSs) with the 1 norm that generally leads to sparse representation [1] - [3] was recently investigated in many literatures [4] - [7] . The goal of this paper is to illustrate how the multiple-kernel-based RKHSs can be applied to estimate the learning rate of the 1 -coefficient regularized regression with multiscale kernels based on Markov sampling in machine learning.
Let the input space X ⊂ R d be a compact metric space and the output space Y = R. A function f : X → Y makes a prediction of the output y ∈ Y at x ∈ X by f (x). If ρ is a defined (but unknown) probability measure on Z := X × Y , we employ the least squares loss y − f (x) 2 to define the generalization error for f (x) as
The function f ρ (x) which minimizes E(f ) is called regression function [8] and is defined by
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where ρ(y|x) is a conditional probability distribution at x induced by ρ. Let L 2 ρ X be the Hilbert space consisted all square integrable functions on ρ X . Under the assumption that f ρ ∈ L 2 ρ X , it is well-known that, for any f ∈ L 2 ρ X , we can obtain
where ρ X is a marginal distribution of ρ on X .
Since ρ is often unknown, f ρ cannot be obtained directly. The task is to learn a good approximation f z to f ρ from a set of samples z := z i = (x i , y i ) m i=1 ∈ Z m which are drawn from uniformly ergodic Markov chain (u.e.M.c.) samples according to the measure ρ. Now we introduce some necessary definition and properties of the u.e.M.c. samples [9] - [11] . Let (Z, S) be a measurable space. A Markov chain is said to a sequence of random variables {Z t } t≥1 together with a set of transition probability measures P n (A|z i ), A ∈ S, z i ∈ Z, which is defined as
where P n (A|z i ) denotes the probability that the state z n+i will belong to the set A after n time steps, beginning with the initial state z i at time i. The Markov property is the fact that VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ P n (A|z i ) does not depend on the values of z j prior to time i, i.e., P n (A|z i ) = Prob{Z n+i ∈ A|Z i = z i }. For two probabilities ν 1 and ν 2 , the total variation distance between ν 1 and ν 2 is defined as ν 1 − ν 2 TV = sup A∈S |ν 1 (A) − ν 2 (A)|. The definition of u.e.M.c is described as below. Definition 1: A Markov chain {Z t } t≥1 is said to be uniformly ergodic if there exist constants 0 < γ < ∞ and 0 < ϕ < 1 such that
Another equivalent definition of u.e.M.c. is the following Doeblin condition [9] .
Proposition 1: Assume that {Z t } t≥1 is a Markov chain with transition probability measure P n (·|·), and µ is a specific nonnegative measure with nonzero mass µ 0 . If there exists some integer k such that all measurable set A and for all z in Z, P k (A|z) ≤ µ(A). Then, for all z 1 and z 2 in Z and for any integer n, we have
In learning theory, the approximation functions f z are usually chosen from RKHSs H K reproduced by a Mercer kernel K [12] . Here, K : X × X → R is continuous, symmetric, and positive semidefinite. The RKHSs H K is defined by the closure of the linear span of the functions space
A typical regularization scheme for regression associated with u.e.M.c. samples z is given by
where 2 is the empirical error of E(f ) with respect to z and λ = λ(m) is the regularization parameter relying upon the sample size m, i.e., lim m→∞ λ(m) = 0. This kind of regularization scheme has been well studied due to a lot of literatures [13] - [18] .
In this paper, we consider a 1 -coefficient regularized scheme with multiscale kernels in a data-dependent hypothesis space, which can lead to some sparse properties. Let K t l t=1 be a sequence of Mercer kernel functions. In [19] , the multiscale kernels has been incorporated into the RLSRank algorithm to better approximate the nonflat function. Such a data-dependent hypothesis space H ⊕,z depends on the u.e.M.c. sample z and is defined as
For a given sample z, functions belonging to H ⊕,z are entirely determined by its coefficient vector. Thus, we focus on investigating the following 1 -coefficient regularization scheme
where
Throughout this paper, we suppose that there exists some constant M > 0 such that regression function |f ρ (x)| ≤ M . Therefore, we utilize the truncation operator [20] , [21] to restrict the approximation function f z,λ,⊕ in [−M , M ], i.e.,
We mainly study how fastf z,λ,⊕ approximates f ρ as m increases based on u.e.M.c. samples, i.e., the generalization error
The rest of paper is organized as follows. In Section II, we decompose the generalization error and introduce some preliminary results. We give the sample error estimation, hypothesis error estimation and regularization error estimation in Sections III, IV and V, respectively. An explicit learning rate of scheme (3) is obtained eventually in Section VI. Finally, Section VII draws the conclusion of the paper.
II. PRELIMINARIES AND ERROR DECOMPOSITION
A useful approach for getting generalization performance for regularization schemes in sample independent hypothesis spaces is error decomposition [15] which decomposes the generalization error into the sample error, hypothesis error and regularization error. Our setting here is more general than that in [11] because our hypothesis space H z,⊕ is a sum space of multiscale-kernel-based hypothesis spaces. The error decomposition for scheme (2) is the dependence of hypothesis space H z,⊕ on the u.e.M.c. samples z. Thus, we need a larger function space consisting of all possible hypothesis spaces and define it as the Banach space H 0 , that is
with the norm
From the above definition, we know that
To formulate the error decomposition for scheme (2), we define a regularizing function as
Now, we can give the following error decomposition for the generalization error (4).
Proposition 2: Letf z,λ,⊕ be defined in (3) with the u.e.M.c. samples z and
Then, for λ > 0, we have
Proof: By a simple computation, we obtain
Since z (f z,λ,⊕ ) ≥ 0, our desired conclusion follows. The above three quantities are called the sample, hypothesis, and regularization errors, respectively. We will estimate them respectively in the next three sections.
III. SAMPLE ERROR ESTIMATION
In this section, we bound the sample error S(z, λ), which can be represented as
To bound S 2 (z, λ), we introduce the following one-sided Bernstein inequality [10] . Let
, where k and µ 0 are defined as that in Proposition 1.
Lemma 1: Let G be a countable class of bounded measurable functions, and z := {z i } m i=1 be u.e.M.c. samples. For some constant B > 0, there exists 0 ≤ g(z) ≤ B for any g ∈ G and z ∈ Z. Then for any > 0
Proposition 3: For any δ ∈ (0, 1), with confidence at least 1 − δ/4, there holds
Proof: From the definition of f λ,⊕ , we have f λ,⊕ ≤ D(λ)/λ. By (5), we can know that f λ,⊕ ∞ ≤ κD(λ)/λ. By the assumption f ρ (x) ≤ M , we have
By applying Lemma 1 to ξ 2 , for any > 0 there holds
Then, for any 0 < δ < 1, with probability at least 1 − δ/4, we obtain
Thus, we complete the proof. It is more difficult to bound S 1 (z, λ) becausef z,λ,⊕ involves the u.e.M.c. samples z = z i m i=1 and run over a class of functions in H 0 . To estimate S 1 (z, λ), we utilize the following concentration inequality which involves the complexity of H 0 measured by the covering number [4] , [5] , [22] .
Definition 2: For any subset F of continuous function space C(X ) with the norm · ∞ and any > 0, the covering number N (F, ) of the function set F is the minimal n ∈ N such that there exist n disks in F with radius covering F.
To estimate S 1 (z, λ), we introduce some assumptions on the input X and kernel functions K t . We use the covering numbers to describe the complexity of X , and assume that for some η > 0 and C η > 0,
Remark 1: Suppose X ⊂ R n , we can check that condition (7) is valid with η = n. Definition 3: We say the kernel K t (t = 1, . . . , l) satisfies a Lipschitz condition of order α with 0 < α < 1, if there exists some C t α > 0 such that
We introduce the following capacity assumption on H K t . The following estimate for covering number of B ⊕,R is given by [23] . Lemma 2: Suppose X satisfies (7), K t satisfies (8) . Then, for any 0 < ≤ 1, there holds
where C α = max 1≤t≤l C t α . Our concentration estimate for S 1 (z, λ) is based on the following concentration inequality [10] for a class of functions. 2 : f ∈ B ⊕,R , wheref is defined in scheme (3), then applying Lemma 3 to the function set F R , we can obtain the following proposition 3 on S 1 (z, λ). VOLUME 7, 2019 Lemma 3: Under the conditions of Lemma 1, for any > 0, there holds
Proposition 4: Assume that X and K t (1 ≤ t ≤ l) satisfy the conditions in Lemma 2. Then, for any δ ∈ (0, 1), with confidence at least 1 − δ/4, there holds
where C 1 is a constant independent of m, l, λ, and δ. Proof: For any g 1 ,
It follows that for any > 0, an /(64MR)-covering of B ⊕,1 provides an /16-covering of F R , i.e.,
By the definition of g, we can check that
By applying Lemma 3 to F R , for any > 0 there holds
Set the right-hand side of the inequality (9) to the same value δ/4 above, we have
.
Let h : R + → R be the function given by
Since h(r) is strictly decreasing and for any δ ∈ (0, 1), there is a unique minimum r * = * (m, δ/4)/64R 2 satisfying h(r) ≤ log(δ/4). Take By Lemma 2, we can check that
Therefore r * ≤ r. According to the definition of f z,λ,⊕ , we can deduce that f z,λ,⊕ ≤ M 2 /λ. Thus, f z,λ,⊕ ∈ B ⊕,R with R = M 2 /λ. We can obtain * (m, δ/4) = 64R 2 r * . Then for any 0 < δ < 1, with confidence at least 1 − δ/4, we have
Thus, the desired bound holds true with
By Propositions 3 and 4, we can obtain the estimate for the bound of the sample error.
IV. HYPOTHESIS ERROR ESTIMATION
In this section, we focus on bounding the hypothesis error P(z, λ) by using the idea of the local polynomial reproduction in [24] , [25] . To estimate P(z, λ), we introduce some assumptions on the -dense and distribution π (·), where π (·) is the stationary distribution of {Z t } t≥1 .
Definition 5: A probability measure ρ X on X is said to satisfy condition L τ with τ > 0 for some c τ > 0 and any ball B(x, r) := {u ∈ X : d(x, u) < r},
Remark 2: The concept of condition L τ has been introduced in some literature of harmonic analysis for studying function spaces [26] , [27] . Suppose X satisfies an interior cone condition [28] , and ρ is the uniform distribution on X , then we can check that (10) holds with τ = n and and c τ depends on X .
By Proposition 4 in [11] , we can get the following lemma. Lemma 4: If X satisfies (7), stationary distribution π X satisfies (10), and VOLUME 7, 2019 samples. For any δ ∈ (0, 1), with confidence at least 1 −
where C η,τ is a constant depends only on η and τ , m β = m {8m/ ln(1/ϕ)} 1 2 −1 . Remark 3: The quantity m β is the effective number of observations for the u.e.M.c. samples [29] - [31] , which plays the same role as the number m of observations for the case of the i.i.d. samples, and m β = O( √ m). Proposition 5: Suppose X satisfies (7) , K t (t = 1, . . . , l) satisfies (8), stationary distribution π X satisfies (10), and z = z i m i=1 is the u.e.M.c. samples. Then, for any δ ∈ (0, 1), with confidence at least 1 − δ/2, there holds
where C 2 is a constant independent of m, l, λ, and δ. Proof: By the definition of f λ,⊕ , we can get f λ,⊕ ≤ D(λ)/λ. For any υ, f λ,⊕ can be written as Then, for every u i , there exists some
By the definition of f z,λ,⊕ , we obtain
Let υ → 0, we have
Thus, we complete the proof of Proposition 5.
V. REGULARIZATION ERROR ESTIMATION
Let K be a Mercer kernel on X and L K : L 2 ρ X → L 2 ρ X be an integral operator given by
Since X is compact and K is continuous, L K and its dual L T K are compact operators, and L K L T K : L 2 ρ X → L 2 ρ X is a self-adjoint positive operator with decreasing eigenvalues decreasing eigenvalues
forming an orthonormal basis of L 2 ρ X . Define |L K | s = (L K L T K ) s 2 to be the operator on L 2 ρ X as
The estimation for the regularization error D(λ) under the assumption that f ρ lies in the sum space of the range of |L K t | s t (1 ≤ t ≤ l) is given in [23] .
Lemma 5:
Then for any λ > 0 and some 0 < θ ≤ 1, there holds
where s = min 1≤t≤l s t , θ = 2s/(s + 2) and
) is a constant independent of m, l, λ, and δ.
VI. LEARNING RATES
In this section we state our main result. Combining the estimation for the sample error, hypothesis error, and the regularization error in Sections III, IV and V, we can finally derive an explicit learning rate for scheme (3). Theorem 1: Suppose X satisfies N (X , ) ≤ C η 1 η , for η > 0, and for t = 1, 2, . . . , l, K t satisfies a Lipschitz condition of order α with 0 < α < 1, stationary distribution π X satisfies condition L τ with τ > 0, and f ρ lies in the sum space of the range of |L K t | s t (1 ≤ t ≤ l) for 0 < s t ≤ 2. Then, for any δ ∈ (0, 1), with confidence at least 1 − δ, there holds
Proof: By Propositions 3, 4, 5, and Lemma 5, we can obtain the following inequality, for any δ ∈ (0, 1), Then for any δ ∈ (0, 1), with confidence at least 1−δ, we have
where C 0 is a constant independent of m, l, λ, and δ. Proof: Based on Theorem 1, we obtain that for any δ ∈ (0, 1), with confidence at least 1 − δ, the inequality holds
By the choice of m and λ = 1
we can easily check that We can observe that when θ = 1 and as long as η/α → 0, the learning rate obtained in Corollary 1 is arbitrarily close to O(m −1/3 ). Besides, from Corollary 1, we may choose the appropriate kernel number l to tradeoff the sample size m and generalization performance bound E(f z,λ,⊕ ) − E(f ρ ). To the best of our knowledge, such estimation is the first generalization bound on the convergence rate of the u.e.M.c samples in this topic.
VII. CONCLUSION
In this paper, we propose a new 1 -coefficient regularized regression algorithm with multiscale kernels based on u.e.M.c. samples. Firstly, the data-dependent hypothesis space with multiscale kernels contains more functions than single-kernel-based data-dependent hypothesis space and therefore has stronger approximation capability. Secondly, the 1 -regularizer will lead to sparsity of the learning algorithm with multiscale kernels by properly chosen regularization parameter λ. The main contribution of this work is to establish a generalization bound for the excess error of our proposed 1 -CRRMM algorithm based on u.e.M.c. samples under some assumptions. Furthermore, we derive the convergency and learning rate for our proposed 1 -CRRMM algorithm based on u.e.M.c. samples.
