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A Cross-Cohort Changepoint Model for Customer-Base Analysis
Abstract
We introduce a new methodology that can capture and explain differences across a series of cohorts of new
customers in a repeat-transaction setting. More specifically, this new framework, which we call a vector
changepoint model, exploits the underlying regime structure in a sequence of acquired customer cohorts to
make predictive statements about new cohorts for which the firm has little or no longitudinal transaction data.
To accomplish this, we develop our model within a hierarchical Bayesian framework to uncover evidence of
(latent) regime changes for each cohort-level parameter separately, while disentangling cross-cohort changes
from calendar-time changes. Calibrating the model using multicohort donation data from a nonprofit
organization, we find that holdout predictions for new cohorts using this model have greater accuracy—and
greater diagnostic value—compared to a variety of strong benchmarks. Our modeling approach also
highlights the perils of pooling data across cohorts without accounting for cross-cohort shifts, thus enabling
managers to quantify their uncertainty about potential regime changes and avoid “old data” aggregation bias.
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our model within  a Hierarchical Bayesian  framework  to uncover  evidence of  (latent)  regime 
changes  for each cohort‐level parameter separately, while disentangling cross‐cohort changes 
from  calendar‐time  changes. Calibrating  the model  using multi‐cohort  donation  data  from  a 
non‐profit organization, we find that holdout predictions for new cohorts using this model have 
greater accuracy – and greater diagnostic value – compared to a variety of strong benchmarks. 
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within‐cohort  behaviors  of  interest  such  as  customers’  interpurchase  times  and  churn 





develop  forecasts  for new  cohorts  for which data  are  sparse,  and how  to  allow  for  “regime 





2001.  Each  year, Anita  is  tasked with  acquiring  new  customers  and managing  existing  ones. 
Anita has come to view the set of customers acquired in a given year as a cohort that she can 
track over time, and she uses sophisticated models to understand and forecast the behavioral 
patterns of each  cohort. However,  she has  little  to no data on brand‐new  customers  and  is 
therefore unable to forecast their behavior so she turns to several colleagues for advice.  Bob, 
the data analyst, suggests pooling data from all cohorts to make an educated guess about the 
behavioral  patterns  of  the  newest  cohort.  In  contrast,  Colleen,  the  business  intelligence 
manager,  has  the  intuition  that  a  competitor  who  entered  the  market  in  2006  has  been 
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“skimming  the best new customer prospects” such  that  the quality of newer cohorts may be 
significantly different  from pre‐2006 ones. Colleen  thinks  it  is  important  to understand what 
changes may have occurred and when. Bob is unsure whether and how to incorporate Colleen’s 
insights  to address Anita’s needs. His  conundrum  is accentuated by  the declining number of 






behavior  drive  these  shifts  and  can multiple  potential  drivers  of  aggregate‐level  changes  be 





provide  guidance  to  these  important  managerial  questions  and  address  the  limitations  of 
existing customer‐base models which  implicitly assume  that  individuals across all cohorts can 






models  to  a number of  strong benchmarks:  (1)  a  single  fully pooled model  that  assumes  all 
cohorts  share  a  base  set  of  common  parameters  but  allowing  for  heterogeneity  using  
parametric cross‐cohort effects, (2) a Hierarchical Bayesian model without changepoints (HB‐0) 




as  discussed  below)  on  regime  change  patterns  across  all  parameters  (HB‐CC).  The  results 
indicate  that  our  proposed  VC  models  outperform  the  benchmarks,  with  improved  out‐of‐
sample prediction  for  new  cohort donations  (the problem  that Anita, our hypothetical  sales 






We  introduce  two  “flavors”  of  VC  models  in  this  paper.  The  first  assumes  cohort 
parameters are shared across cohorts but only within parameter‐specific regimes that break up 
the  sequence  of  cohorts  using  changepoints  (“B‐VC”  model).  The  second  VC  model  jointly 
estimates  parameter‐specific  changepoints  and  cohort‐specific  parameters  using  an  HB 
framework  (“HB‐VC”  model).  The  key  difference  between  the  models  is  within‐regime 
heterogeneity  (which exists  in the HB‐VC and not within the B‐VC) and we discuss what each 




distribution and  the number of  regimes  to possibly differ across parameters.  In contrast,  the 
classical  changepoint paradigm  requires  all  cohort parameters  to  shift  simultaneously  across 




and  is compatible with any setting  in which a sequence of customer cohorts exists,  individual‐
level data is available, and a parametric cohort‐level likelihood function can be defined. At the 
cohort level, we use a general discrete‐time model of donor attrition and transaction behavior 
that  allows  for  correlation  between  attrition  and  transaction  propensities  and  time‐varying 
4 
 
covariates  that nests  the Beta‐Geometric Beta‐Bernoulli  (BG/BB) model developed by  Fader, 
Hardie and Shang  (2010). A different cohort‐level model can easily be accommodated  in our 





  Our  work  is  related  to  four  strands  of  literature.  First,  our  Bayesian  approach  to 
detecting  changepoints  when  the  number  of  cohort  regimes  is  unknown  builds  upon  the 
Reversible‐Jump  MCMC  (R‐J)  method  introduced  by  Green  (1995),  which  (i)  allows  for 
considerable  flexibility  in  defining  prior  distributions  for  the  number  and  location  of 
changepoints; (ii) enables the researcher to specify a broad range of allowed moves from one 
model  to  the  next;  and  (iii)  uses  a  generalization  of  the  Metropolis‐Hastings  algorithm  to 
estimate  the  posterior  densities. We  note  that  other  approaches  to  changepoint  detection, 










Leone  and  Jen  1999)  and  semi‐parametric  approaches  (Ansari  and  Iyengar  2006)  to  model 











  A  third  stream of  literature  accounts  for behavioral  changes  across  cohorts by either 
explicitly  specifying  covariates  that  capture  systematic differences across  cohorts  (Schweidel, 
Fader and Bradlow 2008; Yang and Allenby 2003; Zhang 2008) or by  introducing hierarchical 
priors that enable “information sharing” across spatially segmented cohorts (Hofstede, Wedel 
and Steenkamp 2002; Hui and Bradlow 2012). Our approach  is most closely  related  to  these 
hierarchical prior approaches – however, while spatial segments are on a “level playing field” in 
terms  of  observations,  the  temporal  structure  of  a  sequence  of  cohorts  ordered  by  time  of 
acquisition results in successive cohorts having fewer time observations, which is an additional 
challenge  in our setting.   The main  issues with parametric cross‐cohort effects are over‐fitting 
due  to  noisy  data  within‐sample  to  the  detriment  of  out‐of‐sample  fit,  and  the  inability  to 
capture  potentially  multiple  sharp  transitions  in  cohort  parameters  parsimoniously.  Our  VC 
model  flexibly  allows  for  arbitrary  cross‐cohort  patterns  without  imposing  high‐degree 
polynomial  effects  (as  per  one  of  our  benchmarks  above)  that  may  predict  implausible 
parameters for future cohorts.   
 
  Finally,  we  use  a  general  discrete‐time  model  of  donor  attrition  and  transaction 
behavior  that nests  the BG/BB model  (Fader, Hardie and Shang 2010)  to characterize cohort‐
level donation behavior, linking our work to the literature on “Buy ‘til you die” (BTYD) models in 
non‐contractual settings. Our approach provides a natural extension to such models by avoiding 
the  extreme  options  of  either  estimating  one  model  by  fully  pooling  multi‐cohort  data  (as 
Fader, Hardie, and Shang 2010 did) or estimating cohort‐specific models  in  isolation  (which  is 


















time  model  of  donor  attrition  and  transaction  behavior  in  Section  1.1,  followed  by  the 
changepoint model that drives the assignment of cohorts to regimes in Section 1.2. Since the R‐
J  method  is  less  well‐known  compared  to  the  Metropolis‐Hastings  and  Gibbs  samplers,  we 






may  provide  relevant  information  regarding  donation  behavior  (e.g.,  distance  from  the 
organization’s headquarters, median household  income  and household  size of  zip  code)  and 
demonstrate  how  our  cohort‐level  model  (described  below)  can  allow  for  time‐invariant 
covariates.  In the absence of covariates, the panel data of donation incidence across donors in 
the same cohort (started giving in the same year) can be described by a standard BTYD model 




The BG/BB model, however, has  the  following  three  limitations  that make  it  less  than 
fully appropriate for our problem: it (1) does not allow for correlation between transaction and 
attrition propensities;  (2) does not allow  for time‐invariant covariates; and  (3) does not allow 
for  time‐varying covariates. A hierarchical Bayesian BTYD model akin  to Abe  (2009) or Singh, 
Borle and Jain (2009) defined for a discrete‐time setting would relax the first two limitations but 
not the third. We therefore propose a more general discrete‐time BTYD model that allows for 
the probability of  transaction and attrition  to  vary by  individual and  time  (cf.  Schweidel and 
Knox 2013).  
  For customer i in cohort c observed over   ௖ܶ repeat transaction opportunities (the initial 
transaction which  identifies  the  cohort  an  individual  belongs  to  is  excluded), we  define  the 
attrition  and  transaction  probabilities  as  follows,  where  ݕ௜௖௧  is  the  observed  transaction 
incidence, and  ݖ௜௖௧ is a latent indicator of attrition (ݖ௜௖௧ ൌ 0 connotes being alive, and ݖ௜௖௧ ൌ 1 
leads to the donor entering an absorbing state of no transactions).  
Pr൫ݖ௜௖௧ ൌ 1|ݖ௜௖,௧ିଵ ൌ 0, ௜ܺ௖௧, ߙ௜௖௭, ߚ௭൯ ൌ Φሺߙ௜௖௭ ൅ ௜ܺ௖௧ߚ௭ሻ 
Pr൫ݖ௜௖௧ ൌ 1|ݖ௜௖,௧ିଵ ൌ 1൯ ൌ 1 
Pr	ሺݕ௜௖௧ ൌ 1|ݖ௜௖௧ ൌ 0, ௜ܺ௖௧, ߙ௜௖௬, ߚ௬ሻ ൌ Φሺߙ௜௖௬ ൅ ௜ܺ௖௧ߚ௬ሻ 
Prሺݕ௜௖௧ ൌ 1|ݖ௜௖௧ ൌ 1ሻ ൌ 0 
  The  individual‐specific  random  intercepts  ߙ௜௖௭  and  ߙ௜௖௬  are  distributed  multivariate 
normal with mean ߤ௖ and covariance matrix Σ௖ while the slopes ߚ௭ and ߚ௬ are common across 
individuals. We  call  this  the mixed  Correlated  Probit‐Normal/Probit‐Normal  (CPN/PN) model 
given  that  the  intercepts  are  heterogeneous  and  the  slopes  are  common  (hence  a  mixed 
model), which allows for the attrition and transaction intercepts to be correlated. Further,  ௜ܺ௖௧ 
can contain a combination of individual‐specific time‐invariant covariates (e.g., demographics), 
cohort‐specific  time‐invariant  covariates  (i.e.,  to  model  cross‐cohort  effects),  calendar‐time 





For an  individual with observed  incidences  ௜ܻ௖ ൌ ሼݕ௜௖௧ሽ	∀	ݐ and  recency  (time of most 




indicates  that  the  individual  dropped  out  even  before  facing  a  single  repeat  transaction 
opportunity.  For  a  given  lifetime  ܮ௜௖,  the  joint  likelihood  is  composed  of  three  terms:  the 
probability of attrition  (not  included  if we observe  survival),  the probability of observing  the 
transactional history over this  lifetime, and the probability of not having dropped out prior to 
the duration of this lifetime.  
݌൫ ௜ܻ௖หߙ௜௖௭, ߙ௜௖௬, ߚ௭, ߚ௬, ሼ ௜ܺ௖௧ሽ൯ 
ൌ ∑ Φ൫ߙ௜௖௭ ൅ ௜ܺ௖,௅೔ାଵߚ௭൯
ூሺ௅೔೎ழ ೎்ሻ ∙ ሾ∏ ൫Φሺߙ௜௖௬ ൅ ௜ܺ௖௧ߚ௬൯௅೔೎௧ୀ୫୧୬	ሺଵ,௅೔೎ሻ
௬೔೎೟ ∙ ቀ1 െ Φ൫ߙ௜௖௬ ൅೎்௅೔೎ୀ௥௘௖೔೎
௜ܺ௖௧ߚ௬൯ቁ
ଵି௬೔೎೟ ∙ ൫1 െ Φሺߙ௜௖௭ ൅ ௜ܺ௖௧ߚ௭ሻ൯ሿூሺ௅೔೎வ଴ሻ                 (1)    
By  setting  all  the  elements  of  β୸  and  β୷  to  zero,  and  constraining  the  attrition  and 
transaction  intercepts to be uncorrelated, the  likelihood  is analogous to the BG/BB model re‐
parameterized with a Probit‐link function in place of Bernoulli probabilities. The benefits of the 
mixed  CPN/PN model  are  three‐fold.  First, ߙ௜௖௭  and ߙ௜௖௬  can  be  correlated  through  the  full 
covariance matrix Σ௖ in the cohort‐level prior, which provides the model with greater flexibility 
to  fit data patterns where such relationships may exist. Second, time‐invariant covariates can 
be  incorporated  in  X୧ୡ୲, which would  then  apply  across  each  time  period  for  an  individual. 
Finally, X୧ୡ୲ can  include time‐varying covariates such as common temporal shocks affecting all 
cohorts  over  calendar  time.  These  covariate  effects  can  differentially  impact  attrition  and 




The  likelihood  function  for  all  the  individuals  in  the  cohort  (total  of  ܫ௖)  as  shown  in 
equation (2), is simply the product of individual‐level likelihoods.  
݌൫ ௖ܻหሼߙ௜௖௭ሽ, ሼߙ௜௖௬ሽ, ߚ௭, ߚ௬, ሼ ௜ܺ௖௧ሽ൯ ൌ 	∏ ݌൫ ௜ܻ௖หߙ௜௖௭, ߙ௜௖௬, ߚ௭, ߚ௬, ሼ ௜ܺ௖௧ሽ൯ூ೎௜ୀଵ               (2)  
  The  prior  for  the  individual‐level  intercepts  is  the  multivariate  normal  cohort‐level 
distribution. The prior for the cohort‐level distribution is obtained from the vector changepoint 
model  (whose parameters we denote as ܯ௏஼) that we define  in Section 1.2, which allows  for 
parameter and regime‐specific shrinkage based on imputed cross‐cohort effects. The conjugate 
prior  for  the  covariate  slopes  (ߚ௭, ߚ௬)  is  also  multivariate  normal  and  we  use  standard 
hyperparameters  that  enable  a  diffuse  prior.  We  can  now  write  down  the  joint  posterior 
distribution of the mixed CPN/PN model parameters conditional on ܯ௏஼,  ௖ܻ and ܺ௖.  
݌൫ሼߙ௜௖௭ሽ, ൛ߙ௜௖௬ൟ, ߚ௭, ߚ௬, ߤܿ, Σܿหܯܸܥ, ௖ܻ, ܺ௖൯ 
∝ 	݌൫ ௖ܻหሼߙ௜௖௭ሽ, ሼߙ௜௖௬ሽ, ߚ௭, ߚ௬, ሼ ௜ܺ௖௧ሽ൯ ∙ ݌ሺሼߙ௜௖௭ሽ, ሼߙ௜௖௬ሽ|ߤܿ, Σܿሻ ∙ ݌ሺߤܿ, Σܿ|ܯܸܥሻ ∙ ݌ሺߚ௭ሻ ∙ ݌ሺߚ௬ሻ 
  For  our  setting,  the  main  cohort‐level  parameters  of  interest  are  mean  ߤ௖  and 
covariance matrix Σ௖. To assign a multivariate normal prior to these parameters (that allows for 
greater  flexibility  than  the  commonly  used  Normal‐Inverse  Wishart  prior),  we  take  the  log 
transform of the two variance terms in Σ௖, and a logit transformation of ଵଶ ሺߩ௭௬ ൅ 1ሻ, where ߩ௭௬ 
is the correlation coefficient.  











Let  ߟ௖  have  a  degenerate  probability  distribution  with  all  its  mass  at  ߤ௚.  This 
corresponds to a special case of the fully pooled B‐PE model with cross‐cohort effects absent, 
where   M୆୔୉ ൌ ሼߤ௚ሽ.  This  constrains  all  cohorts  to  be  represented  by  an  identical  CPN/PN 
model.  In  the  HB‐0  model,  ߟ௖~ܯܸܰሺߤ௚, Σ௚ሻ,  where  Σ௚  is  the  covariance  matrix  capturing 
cross‐cohort  heterogeneity while  assuming  that  all  cohort‐specific  parameter  vectors  ߟ௖  are 
draws  from  the  same  distribution.  This  is  the  standard  HB  model  that  would  be  fit  using 
“Bayesian shrinkage 101”. 
The  intent of the VC models  is to allow each parameter d in ߟ௖ to have  its own regime 
structure and therefore pool with “relevant peers” – i.e., parameter d’s prior will depend on the 
number of changepoints ܭௗ ∈ ሼ0, … , ܰ െ 1ሽ  in a sequence of N cohorts, the starting locations 
of any  changepoints ܳௗ and  the  set of parameters ߗௗ associated with each of  the  ሺܭௗ ൅ 1ሻ 
regimes  (hereafter  interchangeably  referred  to as a block). The  set  ሼܭௗ, ܳௗ, ߗௗሽ  then defines 
the  changepoint model  for  the ݀୲୦ parameter of  the  cohort  sequence. When ߗௗ  is  a  set of 
univariate  normal  distribution  parameters  (i.e.,  cohort  parameters  are  i.i.d  draws  from  the 




VC  model  that  may  perform  well  under  sparse‐data  situations  where  the  identification  of 
regime changes are possible, but the exact identification of heterogeneous parameters within a 
block is less so. 









and  transaction  intercepts  within  a  cohort  described  in  Section  1.1.  The  HB‐VC model  may 
therefore  be  relatively  parsimonious  compared  to  the  classical  changepoint  model  as 
estimating  a  large  set of  correlation  coefficients  reliably by  regime  is  challenging  even  for  a 
moderate‐sized cohort sequence.  
It is straightforward to see that ܭௗ ൌ 0	∀	݀, ߗௗ ൌ ሼߤ௚ௗ, Σ௚ௗሽ collapses the HB‐VC to the 









ۑې , ܵ௖ܴܵ௖ሻ, where ܵ௖  is a diagonal matrix whose 
diagonal elements are the standard deviations of normal distributions that serve as priors  for 
cohort  c’s  parameters  and  ߤ௚೏,௕೎೏  is  the mean  of  the  ܾ௖ௗ‐th  block  for  parameter  d. M୚େ ≡
ሼ	ሼܭௗ, ܳௗ, ߗௗሽ∀݀, ܴሽ comprises the vector of changepoint models and the correlation matrix  ܴ. 
We illustrate with an example of a data generating process with differing regime structures by 
parameter  in Figure 1. As can be observed, no  two cohorts need have  the same multivariate 




cohorts  6  through  10).  Inference  for  all  cohorts  pre‐  and  post‐changepoint  are  affected  by 
multiple  regimes  since newer  cohorts  do  not  share  information with  older  cohorts  and  vice 







prior over ܭௗ’s  support  (from 0  to N‐1) and  locations of changepoints ܳௗ   are also assumed 
non‐informative conditional on ܭௗ.  In this manner, we let the data “speak” as to the locations 
and number of  changepoints; however,  in  situations where  informative priors exist  they  are 
easily incorporated.   Ωୢ consists of ܭௗ ൅ 1 normal distributions with corresponding means and 
variances.  Each  mean‐variance  pair  is  assumed  to  be  Normal‐Inverse‐Chisquared  (NIX) 
distributed  for  conjugacy,  with  relatively  non‐informative  yet  proper  hyperpriors  (Gelman 
2006). The prior on correlation matrix ܴ is defined such that the marginal distribution for each 
of the correlation coefficients is uniform (Barnard et al 2000). It follows that 
݌ሺM୚େሻ ∝ ݌ሺܴሻ∏ ݌ሺΩୢ|ܭௗ, ܳௗሻ݌ሺܳௗ|஽ௗୀଵ ܭௗሻ݌ሺܭௗሻ,  
where  ݌ሺܴሻ  is  the  Barnard  marginally  uniform  prior  on  the  correlation  coefficients, 
݌ሺΩୢ|ܭௗ, ܳௗሻ  is  the  product  of NIX  distributions  depending  on  the  number  and  location  of 
changepoints, ݌ሺܳௗ|ܭௗሻ ൌ ൬ܰ െ 1ܭௗ ൰
ିଵ
, and ݌ሺܭௗሻ ൌ ଵே. For our empirical setting, we focus on a 















݌ሺሼሼߙ݅ܿݖሽ, ൛ߙ݅ܿݕൟ, ߟ௖ሽ	∀ܿ, ߚݖ, ߚݕ,M୚େ|ሼ ௖ܻ, ܺ௖ሽ	∀ܿሻ 
∝ෑ݌ቀܻܿቚሼߙ݅ܿݖሽ, ሼߙ݅ܿݕሽ, ߚݖ, ߚݕ, ሼܺ݅ܿݐሽቁ ∙ ݌ሺሼߙ݅ܿݖሽ, ሼߙ݅ܿݕሽ|ߟ௖ሻ ∙ ݌ሺߟ௖|ܯ௏஼ሻ
ே
௖ୀଵ
∙ ݌ሺM୚େሻ ∙ ݌ሺߚݖሻ ∙ ݌ሺߚݕሻ 
                                       (3) 
There  are  four  layers  for  estimation  inherent  in  the  above  specification:  (i)  the 
hierarchical  changepoint  model  and  its  parameters,  which  we  draw  using  Reversible‐Jump 
MCMC methods, (ii) the cohort‐specific parameter vector ߟ௖, which we draw using a random‐




computational  details  of  how  to  implement our HB‐VC model  (including  the  full model  that 
entails an additional layer to estimate the correlation matrix R).  
1.3 Summary of Models 
A summary of the models we feature  in our empirical analysis  is given  in Table 1. The HB‐VCT 
and B‐VCT models allow for regime changes in cohort time as well as calendar‐time effects. The 
HB‐VC model  is equivalent  to HB‐VCT with calendar‐time effects  turned off. B‐VC  is a  special 
case of HB‐VC with  cohort parameters  constant within  regimes. HB‐0  is equivalent  to HB‐VC 






All  models  include  demographic  covariates  affecting  attrition  and  transaction 
propensities. While we  estimate  our models  using  common  slopes  for  the  covariates  across 
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cohorts,  cohort‐specific  slopes  could  be  identified,  if  for  instance,  individual‐level marketing 
variables were available that provided variation within a cohort above and beyond that driven 
by  parameter  heterogeneity.  In  this  case,  cohort‐specific  slopes  could  be  straightforwardly 
incorporated  into  ߟ௖  and  the  changepoint model  framework,  and  can  be  explored  in  future 
research with data sets including such covariates.  
[INSERT TABLE 1 HERE] 
  It  is  important to note that the HB‐VCT and B‐VCT models are able to separate regime 
changes  in cohort time from calendar‐time effects, which capture an alternate source of non‐
stationarity  that  affects  customers  in  all  cohorts  over  time. When  all  or  a  subset  of  newer 
cohorts’ parameters are drawn from a different distribution than older cohorts, the VC models 




effects  (which  we  capture  using  linear,  quadratic  and  log‐time  terms  similar  to  Khan  et  al. 
2009).  An  interesting  avenue  for  future  research  is  to  also  allow  for  changepoints  within 
cohorts over time (e.g., Fader et al. 2004), but  in most cases would require much  longer time 
series data.  
  What  types  of  data  characteristics  would  indicate  the  need  for  the  VC  models? 
Observed  aggregate  cohort  behaviors  over  time  (e.g.,  number  of  transactions,  recency‐
frequency  table)  can be  compared across  cohorts after appropriate normalization  for  cohort 
size. Should  there be  considerable variation  in  these patterns across  cohorts,  the VC models 
would be  the  ideal approach  to parse out what underlying  regime  changes may account  for 
these differences. Other models such as HB‐0 do not allow  for sufficient  flexibility  to capture 
richer cross‐cohort changes, and models such as B‐PE suffer from out‐of‐sample generalization 
issues due  to  the parametric  form of  cross‐cohort effects. Even  if aggregate patterns do not 
indicate cross‐cohort changes, there may be underlying regime changes due to heterogeneity 




are  not  fit  if  there  is  insufficient  signal  in  the  data.  If  no  changepoints  are  found  across  all 










We  separate  the  identification  into  two parts –  first  the  identification of  the CPN/PN model 
without  covariates,  for which  the  recency‐frequency  (RF)  table  serves  as  sufficient  statistics 
(Fader, Hardie,  and  Shang 2010). We  then discuss  the  identification of  covariate  coefficients 
(which then relies upon the relationship between individual‐level parameters and covariates).  
For  a  given  cohort  observed  over  ௖ܶ  repeat  observations,  ܬ௖ ൌ ೎்ሺ ೎்ାଵሻଶ ൅ 1  unique 
recency‐frequency combinations exist.  Identification  is established  if model parameters ߤ௖, Σ௖ 
have a one‐to‐one mapping with  the probability distribution over  these ܬ௖  recency‐frequency 
patterns;  in  other  words,  Δ୨ሺߤଵ, Σଵሻ ൌ Δ୨ሺߤଶ, Σଶሻ → ߤଵ ൌ ߤଶ, Σଵ ൌ Σଶ,  where  Δ୨  is  the 
transformation mapping ߤ௖, Σ௖ to ݌൫ܴܨ௝หߤ௖, Σ௖൯ and is defined as  
Δ୨ሺߤ௖, Σ௖ሻ ൌ න݌ ቀܴܨ݆ቚߙ݅ܿݖ, ߙ݅ܿݕ, ߚݖ ൌ 0, ߚݕ ൌ 0, ሼܺ݅ܿݐሽቁ ∙ ݌ሺߙ݅ܿݖ, ߙ݅ܿݖ|ߤ௖, Σ௖ሻ ∙ ݀ߙ݅ܿݖ ∙ ݀ߙ݅ܿݖ 
  We  first  note  that  identification  requires  that  ܬ௖ ൒ 5,  since we have  to  estimate  five 
parameters for the CPN/PN model without covariates, which implies that  ௖ܶ ൒ 3 is required. As 
an illustration take   ௖ܶ ൌ 1 which implies that there is only a single transaction period and thus 
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Suppose Δ୨ሺߤଵ, Σଵሻ ൌ Δ୨ሺߤଶ, Σଶሻ	∀	݆  for two sets of model parameters and ܬ௖ ൒ 5. This 
would  then  imply  that  the  multivariate  normal  mixing  distributions  ݌ሺߙ௜௖௭, ߙ௜௖௭|ߤ1, Σ1ሻ  and 
݌ሺߙ௜௖௭, ߙ௜௖௭|ߤ2, Σ2ሻ are identical, which is only possible if  ߤଵ ൌ ߤଶ and Σଵ ൌ Σଶ. Thus, each set of 




changes  to  an  individual’s  propensities  and  are  identified  through  the  covariation  between 
observed  covariates  and  imputed  behavior.  For  instance,  if  customers  with  higher  incomes 
were  less  likely  to  drop  out,  the  data  should  reflect  such  patterns.  Because  we  allow  for 
differential effects on  transaction and attrition propensities,  it  is possible  that controlling  for 
these  covariates  may  reduce  variances  and  correlation  of  the  unobserved  heterogeneity  in 
intercepts. 
Identification of slopes of time‐varying covariates  is considerably more nuanced  in the 
case where these covariates do not vary across  individuals  in a cohort. For  instance, suppose 
we wish to add (as we do  in HB‐VCT and B‐VCT) a parametric calendar time effect to capture 
“common shocks” over time to all customers’ propensities in that cohort. The absence of cross‐
sectional  variation  within  a  cohort  makes  it  challenging  (but  not  impossible)  to  pin  down 
calendar  time  effects  compared  to  the  (already  latent)  attrition  propensity.  The  inclusion  of 





  We discuss empirical  recovery of  the CPN/PN model with common  slopes  (essentially 




Our VC  algorithm  searches  (in our  case probabilistically  samples) over  the  space of possible 
models  (ሼܭௗ, ܳௗ, ߗௗሽ∀݀)  to  identify  the  ones  which  best  fit  the  data.  The  factors  driving 
identification are conceptually similar to those that can distinguish models in a likelihood ratio 
test  for model  selection  (Vuong 1989). For example, consider  the null hypothesis as K = 0  (a 
single  regime) and what  in  the data would drive  the  selection of models where K > 0.  If we 
postulate  two  regimes, a  large difference between  the means of  the  two  regimes  combined 
with  low within‐regime “noise” or variance would  increase the odds of correctly rejecting the 
null hypothesis, akin  to classical signal‐to‐noise ratio  (SNR) research  (e.g., Box 1988; Pelli and 
Farell  1999).  In  addition,  the  length  of  the  second  regime  and  within‐regime  variance  can 
influence whether the cohort parameter values in the new regime are interpreted as a one‐off 
statistical blip or a discrete shift.  
  We  demonstrate  empirical  parameter  recovery  by  simulating  10‐cohort  data  sets  in 
which we manipulate  the number of  regimes by parameter  (either 1 or 2),  length of  second 
regime, within‐regime variance  (same  in both regimes  for convenience) and size of the mean 




versus possibly  spurious  changepoints. We  then  compute  the average posterior probabilities 
across 25 runs based on the true model parameters.  
  From Figures 2a and 2e, we find that the SNR (defined here as the ratio of across‐regime 





indicating  that  SNR  is  the  primary  driver  for  empirical  recovery.  For  SNRs  below  3,  the 
probability of a true changepoint is attenuated and therefore downwardly biased. Importantly, 
this conservatism helps avoid  false positives when there  is no changepoint.  In Figures 2d and 
2h, we show  that  for a parameter with no changepoints,  the probability of a single regime  is 




These  results  indicate  that  the model  is  able  to  pick  up  changes  even  for  short  new 






Section 2.1 establishes  the  conditions  to  identify  cohort‐level parameters  and discusses  that 
cohort‐  and  calendar‐time effects  can be  teased  apart  in a  sequence of  cohorts.  Section 2.2 
demonstrates  that  regime  changes  underlying  a  sequence  of  cohorts  can  be  accurately 
recovered as long as SNR is high enough, by holding the cohort‐level parameters as knowns in 
the  analysis.  In  this  section,  our  focus  is  to  demonstrate  empirical  recovery  of  the  HB‐VCT 
model using simulated data.   
  We simulate an eleven‐cohort sequence with a changepoint for one of the parameters 









the  posterior  distribution  for  the  held‐out  cohort  is  identical  to  the  hierarchical  prior 
distribution since its data are not used in model estimation. 





In  this  section,  we  describe  our  data  set  (Section  3.1),  discuss  the  criteria  used  for  model 
convergence and fit assessment (Section 3.2) and present the results (Section 3.3).  
3.1 Dataset 
The  dataset  consists  of  donation  records  of  individual  donors  from  a U.S.  non‐profit  public 
television broadcaster. This organization regularly runs television campaigns in which a special 
show is broadcast (e.g., Andrea Bocelli’s Love in Portofino), which contains many breaks for the 
station  to  request  donations  that  can  yield  a  souvenir  item  related  to  the  show.  These 
campaigns support a significant portion of the operating budget, in contrast to competing cable 
channels that do not solicit for funds to operate the channel in the same way.  
In addition, we were able  to obtain donor  zip code data  that we were able  to match 
with  1990  and  2000  census  data  to  define  distance  from  the  organization’s  headquarters, 
median household  income and household size as potentially relevant covariates. We track the 
longitudinal giving history of donors who made  their  first donation between  Jan 1, 1990 and 
Dec 31, 2000, where the history is available from the time of acquisition through Dec 31, 2006. 
Due to the annual cycle of fundraising programs, we divide donors into a sequence of 11 yearly 
cohorts  from  1990  through  2000.  Each  individual within  a  cohort  is  then  observed  for  ௖ܶ ൌ 
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(2006  –  YearAcquired)  repeat  observations,  where  each  observation  is  annual  donation 
incidence. We define a donor  to have given  if  they made at  least one donation  in a calendar 
year. Since this is a non‐contractual setting, we do not observe a donor’s decision to churn, and 




For  the  remainder of  this analysis, we  focus on  the observed data at  the end of year 
2002, at which point the  final  (year 2000) cohort would have had  just two repeat transaction 
opportunities.  This  presents  identification  challenges  as  discussed  in  Section  2  and  severe 
forecasting challenges for Anita, the hypothetical sales manager described in the Introduction. 
In Figure 3, we show the percentage of active donors (those who gave in a given year) by cohort 
(normalized  by  cohort  size  for  ease  of  comparison)  up  through  2002  which  indicates  the 





In  Figure 4, we provide  a different  view of  the  same  information,  comparing  cohorts 
since  their year of acquisition, which more  clearly highlights  cross‐cohort differences. Newer 
cohorts appear to have a steeper fall‐off  in donation  incidence as compared to older cohorts. 
Using  the  classification  tree approach of Schwartz et al.  (2014),  the BG/BB model  (which we 
extend to include covariates in the CPN/PN model) best fits the characteristics of each cohort’s 
data  as  compared  to  other  options  such  as  Hidden  Markov  Models  suggesting  forward 
transitions to a non‐giving (“death”) state without periods of returning activity. One aspect of 






decrease over  time. We point  this  feature out because of  the  implications  if an analyst used 









was passed, which  increased access  to a  larger number of  television channels  for consumers, 
thereby potentially affecting donation behavior to the public television broadcaster. In addition, 
prime  time household ratings  for public  television  (percentage of US households viewing)  fell 







changepoint  locations  (Q)  from  two over‐dispersed MCMC chains. The null hypothesis  is  that 











be  problematic  for  complicated  hierarchical  models  and  we  therefore  compare  the 
performance of the five models described in Table 1 using in‐sample and out‐of‐sample MAPE. 
We compute MAPE by  first drawing  individual‐level binary  transaction patterns over  time  for 
each  iteration. These are then aggregated to the cohort  level to obtain the number of cohort 
transactions over time  for a given  iteration. MAPE  is then calculated  iteration by  iteration  for 
each  cohort4  and  we  report  the  average  MAPE  across  iterations  in  accordance  with  prior 
literature (e.g., Netzer et al. 2008; Ascarza and Hardie 2013). For each cohort, we use in‐sample 
MAPE as a “sanity check”  for model  fit but  rely on holdout MAPE  (for years 2003 – 2006)  to 
gauge  each  model’s  predictive  validity.  In  particular,  we  hold  out  the  2000  cohort  from 
estimation and use years 2003 – 2006 to compare the forecasts arising from the VC models and 
benchmarks.  Should  there  be  evidence  for  changepoints,  we  expect  the  VC  models  to 
outperform the benchmarks in terms of increased accuracy for the held‐out 2000 cohort. 
In  addition,  we  also  conduct  a  “rolling  time  window”  analysis,  which  is  especially 
relevant for a multi‐cohort data set. This analysis starts with the minimum number of cohorts 
and  time observations  to  identify  all models, and holds out  the next  cohort  at  that point  in 
time. For example,  let us assume we have data up  till year 1995. The 1992  cohort will have 
three  repeat  observations,  which  makes  it  the  latest  cohort  that  can  be  used  in  model 
estimation (see Section 2.1 for why this is necessary for identification). We then compute MAPE 
using a  four‐period‐ahead  forecast  for  the 1993 cohort as a holdout  cohort. The  rolling  time 
window  arises  from  repeating  this  analysis  by  adding  one  more  cohort  and  time  period 
incrementally. This analysis allows the researcher to examine model performance under limited 
















fit better  than  the non‐HB models  in‐sample since  they allow  for a more  flexible cohort‐level 
model.  In other words,  the B‐PE model allows cohorts  to be different based on a parametric 
functional  form while  the HB models balance the cohort‐level  likelihood with  the hierarchical 





In  Table  4,  we  compare  out‐of‐sample  MAPEs  to  understand  how  well  each  model 
generalizes  for the 1990 through 1999 cohorts, and  importantly  for the held out 2000 cohort 




CC and HB‐0 have similar performance as HB‐CC  finds  little evidence  for a changepoint  (thus 
more  or  less  collapsing  to  HB‐0).  As  the  specification  of  hierarchical  priors  (and 




all  deliver  high  error.  Under  the  B‐PE,  the  2000  cohort’s  parameters  are  obtained  by 
extrapolating  the  flexible  cross‐cohort  parametric  form. Under  HB‐0/HB‐CC,  the  hierarchical 
prior  reflects  a  common  distribution  all  cohorts  are  assumed  to  be  drawn  from.  Both 
assumptions lead to poor predictions for the 2000 cohort. 
  The HB‐VC model  improves  upon  the  prediction  of  the  2000  cohort  (MAPE  of  22.6% 
versus 38 to 40% for the B‐PE, HB‐0 and HB‐CC models), as it finds evidence for a changepoint 
at the 1996 cohort, thus changing the hierarchical prior that the 2000 cohort is assumed to be 
drawn  from.  In other words,  this model suggests  that cohorts acquired  in 1996 and  later are 
behaviorally different from pre‐1996 cohorts, and thus the 2000 cohort  is better estimated by 
reducing  the  influence  of  those  older  cohorts  on  its  hierarchical  prior.  It  should  not  be 
surprising,  however,  that  the  1990  through  1999  cohorts’  predictions  are  similar  in  error 
magnitude  to  the  HB‐0  model  since  cohort‐level  parameter  estimates  are  much  more 
influenced  by  the  likelihood  function  for  these  cohorts  (due  to  increased  number  of  time 










the  attrition  and  transaction  mean  propensities,  and  therefore  misses  potential  changes  in 
other CPN/PN parameters. 
Overall,  the  HB‐VCT  model  provides  the  most  general  description  of  cohorts  of 




to run a non‐HB model,  the B‐VCT model offers a reasonable alternative  to  the HB‐VCT. As a 













data set  (which simply returns us to the analysis  in Section 3.3.1).  In Table 5, we present the 





































has  a  low  probability  of  “death”  also  has  a  high  probability  of  transacting  while  “alive”. 
Conversely, this also  indicates the double whammy of attrition‐prone customers who are also 
less  likely  to  transact.  The  post‐changepoint  cohorts  essentially  have  negligible  correlation 
(regime  prior  mean  of  0.01)  between  attrition  and  transaction  propensities  and  contain 
relatively  “less polarized”  customers within  the  cohort. The other parameters do not exhibit 
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strong  evidence  for  a  changepoint  in  the  cohort  sequence.  Figure  5c  shows  the  prior  and 
posterior means  for each  cohort parameter. The prior mean  (dotted  line)  for  the  correlation 






(see  Table  6).  Attrition  propensity  decreases  with  income  –  indicating  that  wealthier 
households  are  less  likely  to  end  their  relationship  with  the  organization.  Transaction 
propensity decreases with household size and  increases with  income –  indicating that smaller 
and wealthier households are also more  likely  to donate. Attrition propensity  increases with 
distance  (which  is  directionally  intuitive)  as  does  transaction  propensity  (which  is  slightly 

















(both positively affecting CLV) or  short  lifetime  infrequent donors.  In newer cohorts,  there  is 
less  evidence  for  such donors, with  attrition  and  transaction  behaviors  largely  uncorrelated. 
Second, attrition propensity  increases over  time  for all  cohorts. These  findings highlight  that 













approach  yields  new  insights  about  the  regime  structure  across  cohorts  that  were  not 
previously accessible. In addition, the regime structure plays a significant role in enhancing the 
predictive accuracy of  the new 2000  cohort’s behavior  in holdout data and our model helps 
tease apart data patterns driven by a cross‐cohort changepoint versus a common calendar‐time 
effect.  Our  findings  suggest  that  simply  using  older  cohorts  as  a  proxy  for  predicting  new 
cohorts  without  understanding  any  potential  regime  changes  may  lead  to  inaccurate 
predictions. 









Further,  Bob  is  able  to  use  the  VC  models  to  yield  robust  predictions  of  cohorts’  future 
behaviors and tease apart calendar time effects as well.  
  Anita  has  also  learned  that  she  can  examine  the  parameters  that  have  shifted  at 
changepoint  locations  to  better  understand  the  intuition  of  what  cohort‐level  behavior  is 
responsible  for  the  shift.  She may  be  able  to  confirm  Colleen’s  intuition  by  analyzing what 
aspect of newer  cohorts may have undergone  a  significant  shift  since  the new  competitor’s 
entry, which she was previously unable  to quantify. The bulk of holdout  transactions  (2003 – 
2006)  for  each  cohort  are  contributed  by  donors  with  high  in‐sample  recency.  While  this 
validates the attrition process inherent in a BTYD model, there may not be much Anita can do 
to bring back the customers who have already ended their relationship with the firm. Instead, 
she  should  focus  her  retention  efforts  on  customers  in  newer  cohorts,  who  may  still  be 
persuaded  to  remain  active  for  a  longer  period  of  time  through  judicious  use  of  targeted 






lead management  to  forecast  less accurate donation  figures as well. Management of  startup 
companies whose valuations  rely upon customer acquisition may portray a distorted view of 
future growth if they project new cohorts to behave like the “average” of all previous cohorts. 
This  can  have  ramifications  for  allocating marketing  budgets  and  in  reporting  projections  to 
stakeholders.  Supposing  that Anita’s  firm  (from our  example) uses projected  transactions  to 
30 
 
provide  guidance  to  investors,  large  inaccuracies  can  hurt  credibility  and  valuation  in  the 
longer‐run. 
Further, managers may discover  signs of  saturation  in  the market  they  are  targeting, 
perhaps due to “over‐fishing;” successive new cohorts may be less attractive than older ones in 
which  the  better  prospects may  already  be  captured.  Such  cross‐cohort  shifts  can  be  easily 
missed when conducting analysis at the aggregate level, such as tracking overall revenue across 
the entire customer base and our approach  is a means  to avoiding aggregation bias  in multi‐
cohort settings.  
  For researchers, these findings suggest that investigating cross‐cohort patterns can be a 






cohort  datasets  given  its  ability  to  tease  apart  cross‐cohort  regime  changes,  cohort 
heterogeneity, and global calendar‐time effects. In addition, the “family tree” of simpler models 
that  can be obtained by  turning off  features of our most general model  is also available  for 
researchers looking only for a subset of modeling features. For example, a researcher who has 






errors  than may be expected.  It  is difficult  to provide general guidance on detection of  such 
data outliers as much of the  issue can be dependent on what the cohort‐level behavior being 





of Van den Bulte  and  Lilien  (1997) who  show  that  the Bass model  is highly  sensitive  to  the 
observed diffusion in the last (few) data points of a time series. 
  More  broadly,  our  approach  provides  a  general  framework  for  the  model  selection 
problem, which frequently arises in marketing. Instead of running thousands of possible models 
to  determine  the  “best  fitting  one,”  our  approach  leverages  Bayesian  methods  to  deliver 
inferences that  incorporate uncertainty  in the model  in a single framework. Other contexts  in 
which there exist multiple models with varying number of parameters which could describe the 
data,  could  benefit  from  the  broad  steps we  have  presented  in  defining  a  Reversible‐Jump 
MCMC algorithm  that can  traverse  the model space efficiently and avoid  the Davies problem 
(Davies 1987; Hansen 1996) that arises in classical hypothesis testing.  
4.2 Future Work 
We discuss fruitful directions in which this work can be enhanced.  First,  it  is  possible  that 
cohorts are not necessarily related to each other  in contiguous temporal blocks. Returning to 
the  idea  of  a more  general model  of  relationships  amongst  cohorts  (e.g.,  Hui  and  Bradlow 
2012), the model could allow for cohorts exhibiting similar behaviors to be grouped together, 
akin  to  a  latent  class  model,  even  if  this  breaks  the  temporal  sequencing.  This  may  be 
interesting if new cohorts follow a cyclical pattern of resembling earlier cohorts (perhaps due to 
economic cycles), or if the segmentation is not based on period of acquisition. A more general 











in  exploring  alternative  specifications  lying  in  the  spectrum  between  vector  and  classical 
changepoint models can help uncover when each type of model is best suited for analysis.  
Third, a  limitation of our modeling approach  is the assumption that a changepoint at a 




Fourth, marketing covariates could be  incorporated at the  individual  level,  if available, 
to better understand the effect of targeted marketing on attrition and transaction behaviors. In 
particular, our model presents statistical evidence for regime changes that can enable this non‐
profit  organization  to  optimize  their  cohort‐management  strategies.  An  interesting  area  for 
future research would be to introduce time‐varying marketing covariates (our model is general 
enough  to  accommodate  these,  but  the  data  do  not  contain  them)  to  help  organizations 
understand the effectiveness of their implemented cohort‐management strategies.  
Cohort‐specific  slopes  capturing  response  propensity  can be  added  to  the  parameter 




  Fifth,  it  is  possible  that  cross‐cohort  changepoints  may  occur  at  future  cohorts  not 
currently  in  the  data  set.  Our  model  estimates  changepoints  based  on  patterns  in  cohorts 
included  for  estimation.  Future  work  can  investigate  predicting  the  timing  of  future 
changepoints by incorporating an additional hierarchical layer above the changepoint model. 
  Sixth, a study of the mechanisms by which consumers of public television broadcasters 





there may be regression discontinuities  in the rates of change of  local television markets  (c.f. 
Hartmann et al. 2011),  there  is potential  for causal  inferences  to be drawn about changes  in 
consumer behavior. 
  The  perils  of  pooling  data  without  accounting  for  cross‐cohort  shifts  have  been 










































































































































































Cohort  1990  1991  1992  1993  1994  1995  1996  1997  1998  1999  2000 
Donors  5,085  6,467  5,851  7,494  5,223  5,379  5,989  4,364  2,876  4,357  3,338 
 
Table 3: In‐sample MAPE by cohort for each model 
Model  1990  1991  1992  1993  1994  1995  1996  1997  1998  1999 
B‐PE  4.3%  4.1%  4.7%  7.3%  3.3%  7.0%  6.4%  6.7%  6.8%  4.6% 
HB‐0  4.5%  3.3%  4.2%  3.5%  3.8%  4.7%  5.6%  5.6%  6.3%  4.4% 
HB‐CC  4.5%  3.4%  4.2%  3.4%  3.8%  4.7%  5.7%  5.5%  6.4%  4.4% 
B‐VC   7.6%  9.3%  7.8%  6.9%  13.2%  12.1%  6.8%  18.0%  24.9%  33.9% 
HB‐VC  4.5%  3.4%  4.3%  3.5%  3.7%  4.7%  5.7%  5.6%  6.5%  4.5% 
B‐PET  4.5%  4.5%  4.8%  7.3%  3.4%  7.0%  6.4%  6.5%  6.6%  4.4% 
B‐VCT  7.4%  3.6%  4.9%  5.4%  4.3%  7.7%  6.3%  5.4%  6.6%  14.9% 





Model  1990  1991  1992  1993  1994  1995  1996  1997  1998  1999  2000 
(Heldout) 
B‐PE  7.0%  11.0%  9.8%  5.1%  10.4%  14.5%  9.8%  10.2%  23.5%  21.2%  39.8% 
HB‐0  9.2%  9.5%  7.5%  6.8%  10.4%  11.6%  8.7%  12.2%  19.1%  15.4%  38.1% 
HB‐CC  9.2%  9.5%  7.6%  6.8%  10.5%  11.5%  9.1%  11.9%  18.1%  14.5%  39.2% 
B‐VC   11.6%  15.6%  10.4%  9.9%  20.5%  15.9%  6.8%  16.7%  15.0%  22.5%  25.4% 
HB‐VC  8.7%  9.1%  7.6%  7.0%  10.6%  12.2%  9.0%  12.7%  19.7%  15.4%  22.6% 
B‐PET  11.0%  14.4%  11.5%  4.6%  11.4%  15.6%  10.4%  10.5%  23.3%  20.5%  39.2% 
B‐VCT   8.5%  17.3%  15.6%  5.4%  12.8%  13.7%  17.7%  11.7%  17.0%  7.1%  17.2% 
































periods 90 91 92 93 94 95 96 97 98 99 00
2002 1999 2003‐2006 9.3% 9.3% 8.2% 7.3% 10.2% 12.4% 8.8% 11.3% 16.5% 12.9% 15.2%
2001 1998 2002‐2005 33.6% 34.7% 35.0% 34.9% 32.5% 35.6% 37.3% 39.5% 42.3% 31.1%
2000 1997 2001‐2004 17.8% 18.8% 16.6% 19.1% 17.7% 22.0% 23.8% 24.4% 26.2%
1999 1996 2000‐2003 10.3% 10.2% 10.4% 10.3% 8.9% 10.6% 12.2% 24.7%
1998 1995 1999‐2002 12.6% 12.3% 13.9% 16.8% 15.4% 13.4% 21.8%
1997 1994 1998‐2001 13.6% 11.2% 11.6% 12.1% 13.6% 22.3%
1996 1993 1997‐2000 13.2% 14.1% 17.4% 18.2% 22.5%







Coh. 1  Coh. 2  Coh. 3  Coh. 4  Coh. 5  Coh. 6  Coh. 7  Coh. 8  Coh. 9  Coh. 10 
Par 1: Regime 1 ‐ ܰሺߤ௚ଵଵ, ߪ௚ଵଵଶ ሻ  Par 1: Regime 2 ‐ ܰሺߤ௚ଵଶ, ߪ௚ଵଶଶ ሻ 






ܭଵ ൌ 1, ܳଵ ൌ 6;ܭଶ ൌ 1, ܳଶ ൌ 9, ܭଷ ൌ 0, ܭସ ൌ 0, ܭହ ൌ 0. Let ܴ be a valid correlation matrix.  
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We  use  a  partially  collapsed  Gibbs  sampler  to  efficiently  obtain  draws  of  cohort‐specific 
parameters. As an  illustration,  suppose we  look  to  sample  from  the  following  joint posterior 
distribution  for a single cohort   ݌ሺߟ௖, ሼߙ௜௖௭ሽ, ൛ߙ௜௖௬ൟ, ሼܮ௜௖ሽ, ሼ ௜ܻ௖∗ ሽ, ሼܼ௜௖∗ ሽ| ௖ܻ, ܺ௖, ߚ௭, ߚ௬,ܯ௏஼ሻ, where 
௜ܻ௖∗   is a vector of augmented random variables ሼ ௜ܻ௖௧∗ ሽ such  that ݕ௜௖௧ ൌ ܫሺ ௜ܻ௖௧∗ ൒ 0ሻ and ܼ௜௖∗   is a 
vector of augmented random variables ሼܼ௜௖௧∗ ሽ such  that ݖ௜௖௧ ൌ ܫሺܼ௜௖௧∗ ൒ 0ሻ.  ௜ܻ௖∗  and ܼ௜௖∗  enable 
Gibbs  sampling  by  simplifying  the  full  conditional  distributions.  ௖ܻ  is  a matrix  of  transaction 
incidences  for  customers  in  cohort  c over  ௖ܶ periods and ܺ௖  contains  (possibly)  time‐varying 
covariates for each customer and time period.  Our sampler is partially collapsed (Park and van 
Dyk  2009)  in  that  we  marginalize  and  trim  step  1  to  speed  up  convergence  and  reduce 
computation.  
1. Draw ܮ௜௖~݌ሺܮ௜௖|ߙ௜௖௭, ߙ௜௖௬, ߚ௭, ߚ௬, ௜ܻ , ௜ܺ௖ሻ, from a multinomial distribution with support 
{ݎ݁ܿ௜௖, … . ௖ܶሽ whose probabilities are computed for each latent lifetime included in the 
support – note the importance of conditioning on recency which acts as a lower bound 
on lifetime.  
2. Draw each ܼ௜௖௧∗ ~݌ሺܼ௜௖௧∗ |ܮ௜௖, ߙ௜௖௭, ߚ௭, ௜ܺ௖௧ሻ ∝ exp ቀെ ଵଶ ሺܼ௜௖௧∗ െ ߙ௜௖௭ െ ௜ܺ௖௧ߚ௭ሻଶቁ ሾܫሺܼ௜௖௧∗ ൑
0, ݐ ൑ ܮ௜௖ሻ ൅ ܫሺܼ௜௖௧∗ ൒ 0, ݐ ൐ ܮ௜௖ሻሿ ∀	ݐ	 ∈ ሼ1,… ܮ௜௖ ൅ 1ሽ 
3. Draw each  ௜ܻ௖௧∗ ~݌൫ ௜ܻ௖௧∗ หܮ௜௖, ߙ௜௖௬, ௜ܻ , ߚ௬, ௜ܺ௖௧൯ ∝ exp	ሺെ ଵଶ ൫ ௜ܻ௖௧∗ െ ߙ௜௖௬ െ ௜ܺ௖௧ߚ௬൯
ଶሻሾܫሺ ௜ܻ௖௧∗ ൑
0, ௜ܻ௖௧ ൌ 0ሻ ൅ ܫሺ ௜ܻ௖௧∗ ൒ 0, ௜ܻ௖௧ ൌ 1ሻሿ ∀	ݐ	 ∈ ሼ1,… ܮ௜௖ሽ 
4. Draw each ߙ௜௖௭~݌ሺߙ௜௖௭|ܼ௜௖∗ , ܮ௜௖, ߙ௜௖௬, ߚ௭, ௜ܺ௖, ߟ௖ሻ ∝ ∏ exp ቀെ ଵଶ ሺܼ௜௖௧∗ െ ߙ௜௖௭ െ
୫୧୬ሺ௅೔೎ାଵ, ೎்ሻ௧ୀଵ
௜ܺ௖௧ߚ௭ሻଶቁ ∙ ܰሺߙ௜௖௭|ߙ௜௖௬, ߟ௖ሻ 
5. Draw each ߙ௜௖௬~݌ሺߙ௜௖௬| ௜ܻ௖∗ , ܮ௜௖, ߙ௜௖௭, ߚ௬, ௜ܺ௖, ߟ௖ሻሻ ∝ ሾ∏ exp ቀെ ଵଶ ൫ ௜ܻ௖௧∗ െ
୐౟ౙ
௧ୀ୫୧୬ሺଵ,௅೔೎ሻ







we used Amazon Web  Services  (AWS)  elastic  cloud  computing  resources.  Steps  2  and  3  are 
especially  computationally  intensive  and  benefit  from  a  10‐fold  speed  increase  due  to 
parallelization. We  implemented  this using  the R  library “parallel”, which allows  the dynamic 
creation and allocation of tasks to worker processes spawned as new threads. In this case, the 
task is to compute steps 1 through 6 for any given iteration. When all cohorts’ parameters are 






7. Draw ߚ௭~݌ሺߚ௭|ሼߙ௜௖௭ሽ, ሼܮ௜௖ሽ, ሼܼ௜௖∗ ሽ, ܺ௖ሻ, which is a Bayesian regression update step.  
8. Draw ߚ௬~݌ሺߚ௬|൛ߙ௜௖௬ൟ, ሼܮ௜௖ሽ, ሼ ௜ܻ௖∗ ሽ, ܺ௖ሻ, which is a Bayesian regression update step.  
Sampling hierarchical changepoint model parameters 
We use a Reversible‐Jump sampler for each parameter dimension (see Technical Appendix B for 
a brief overview). ߬଴ ൌ 0.5, ߬ଵ ൌ 0.5 are set to allow for reasonably efficient R‐J proposals.  
9. For each parameter dimension d,  
Draw new model (K’,Q’,Ω′) based on current model (K, Q, Ω)  and ሼߟ௖ௗ∀ܿሽ 
a. If 0 ൏ ܭ ൏ ܰ െ 1, K’ = K with prob	߬଴ and K’ = K+1, or K’ = K‐1 with prob	ଵିఛబଶ  each 
Else if ܭ ൌ 0, K’ = K with prob	߬଴ and K’ = K+1 with prob	1 െ ߬଴ 
Else K’ = K with prob	߬଴ and K’ = K‐1 with prob	1 െ ߬଴ 










a Metropolis‐Hastings step with a Barnard prior ݌௞ሺܴሻ ∝ |ܴ|ିሺ௞ାଵሻ൫∏ ݎ௜௜௜ ൯ି	
ሺೖశభሻ





Budden  et  al  2008;  Hürlimann  2012),  we  implement  a  random‐walk  Metropolis‐Hastings 
version  of  Budden  et  al  (2008)  which  exactly  draws  from  the  space  of  allowed  correlation 
matrices. The M‐H approach uses  the  current draw of  correlation  coefficients and  iteratively 
proposes a new set of coefficients, while handling the scenarios where the coefficients  in the 
previous iteration are infeasible given some of the coefficients in the new iteration.   


















No  closed‐form  density  exists  for  the  joint  posterior  distribution  in  equation  (3)  so  we  are 




  However,  the  issue of changing parameter dimensionality arises  in devising a  sampler 
for ݌ሺܭௗ, ܳௗ, Ωୢ|ሼߟ௖ௗ∀ܿሽ, ܴሻ. Suppose that ܭଵ = 0 in the current MCMC iteration so that there 
is  only  one  block  and  associated  normal  distribution.  This  corresponds  to  the  standard  HB 
model  without  changepoints  where  pooling  across  all  cohorts  is  enabled.  However,  in  our 
model, ܭଵ  can  take on  any  value between 0  and N‐1.  Suppose  that  the  sampler proposes  a 
move  to ܭଵ ൌ 1.  This would  then  generate  two  blocks,  and  therefore  an  additional  normal 
distribution  (whose mean  and  variance  parameters were  previously  non‐existent).  Standard 
MCMC  algorithms  such  as M‐H  assume  that  the  number  of  parameters  do  not  vary  across 
proposals. We therefore utilize the Reversible‐Jump (R‐J) sampler  introduced by Green (1995) 
that generalizes the M‐H sampler to allow for proposals that change the dimensionality of the 
parameter space. We  then use D such R‐J steps  to update  the vector changepoint model  for 
each  of  the  D  cohort‐level  parameters  (which  collapses  to  just  one  step  for  the  classical 
changepoint model). 
  Since  the  R‐J  sampler  is  not  as  commonly  used  as  the M‐H  and Gibbs  samplers, we 
provide a brief description of how we apply it in this context. Readers can refer to Green (1995) 
and Hastie (2005) for additional details. For notational ease,  let ሼK, Q, Ωሽ be the current draw 
and ሼK′, Q′, Ω′ሽ be the proposal, which is obtained according to the researcher’s specification of 
allowed  moves.  To  respect  the  detailed  balancing  condition  required  for  convergence,  we 
assume that a vector of random variables u and u’ are obtained such that ሾΩᇱ, ݑᇱሿ ൌ ܶሺሾΩ, ݑሿሻ, 




ᇱ, ܳᇱ, Ωᇱቚሼߟ௖ௗ∀ܿሽ, ܴቁ௣ቀܭ, ܳቚܭᇱ, ܳᇱቁ௙ᇲሺ௨ᇲሻ
௣ቀܭ, ܳ, Ωቚሼߟ௖ௗ∀ܿሽ, ܴቁ௣ቀܭᇱ, ܳᇱቚܭ, ܳቁ௙ሺ௨ሻ |ܬ|,  where  J  is  the  Jacobian  of  the 
transformation T with respect to ሺΩ, ݑሻ. The acceptance probability for the proposal is given by 
min	ሺ1, ܣሻ. 






penalized  if  the  reverse  direction  is  not  as  probable.  The  expression  ௙ᇲ൫௨ᇲ൯௙ሺ௨ሻ   accounts  for  the 
asymmetry  in drawing  the  random variables  for  the detailed balancing condition. Finally,  the 
determinant of  the  Jacobian matrix,  surprisingly does not arise  from changing dimensionality 
(Hastie 2005) but from the indirect transformation T.  
We allow for three types of K moves: split, combine and keep. A split move increments K 
by one  (K’ = K+1), a combine move decrements K by one  (K’ = K‐1), and a keep move  (as the 
name implies) leaves K’=K at the same value. K changes with probability ߬଴, and so long as both 
an increase and decrease are possible, will shift up or down with equal probability. If K happens 





























Ω′  is drawn  from  the posterior NIX distributions  for each block since a closed  form exists  for 
݌ሺΩᇱ|ܭᇱ, ܳᇱ, ሼߟ௖ௗ∀ܿሽሻ. For a keep move, the acceptance probability reduces to an M‐H step. For 
a  split  or  combine move,  only  the  blocks  affected  by  the  change will  have  new  parameters 
drawn  from  the  posterior  NIX  distributions  for  those  blocks.  Essentially,  ݂ሺݑሻ ൌ
݌ሺΩ௖ᇱ |ܭᇱ, ܳᇱ, ሼߟ௖ௗ∀ܿሽሻ, where Ω௖ᇱ  is the set of parameters from blocks that require updating. For 
detailed  balancing,  we  set  ݑᇱ ൌ Ω௖  so  that  ݂ᇱሺݑᇱሻ ൌ ݌ሺΩ௖|ܭ, ܳ, ሼߟ௖ௗ∀ܿሽሻ.  The  remaining 
parameters are then identical across Ω and Ω′. The transformation described above results in T 
being the  identity matrix so that the determinant of the Jacobian  is 1, which disappears from 
the  acceptance  probability  expression.  The  NIX  hyperparameters  ሼߤ଴ ൌ 0, ߢ଴ ൌ 0.01, ߥ଴ ൌ
0.01, Σ଴ ൌ 0.01ሽ are Bayesian updated using as data the parameters from cohorts assigned to a 
block.  
Split/combine  locations  are  equally  likely  to  be  selected  from  the  feasible  set  of 
locations. Thus, log ቆ௣ቀܭ, ܳቚܭ
ᇱ, ܳᇱቁ








ᇱ, ܳᇱ, Ωᇱቚߙቁ௣ቀܭ, ܳቚܭᇱ, ܳᇱቁ௙ᇲሺ௨ᇲሻ



















as  long as  the number of  repeat observations  is  sufficiently  large. As an extreme example of 
sparsity,  imagine  a  cohort  c with  parameters ߤ௖௭ ൌ െ5, ߤ௖௬ ൌ െ5, ߪ௖௭ଶ ൌ 0.25, ߪ௖௬ଶ ൌ 0.25	. A 
dataset simulated with these parameters will consist of almost all individuals having zero repeat 
transactions,  because  the  transaction  probability  is  extremely  low  for  any  given  individual. 
However,  the  algorithm will  find  it  difficult  to  pin  down whether  the  zeros  are  due  to  high 
attrition  propensity  or  low  transaction  propensity.  A  cohort  with  moderate  attrition  and 




a  cohort  sequence. Can  these be  recovered empirically  for  relevant parameter values  in our 
empirical setting? We use the B‐PE model to highlight that even  in a sequence of 10 cohorts, 
recovery  is  robust. The difference between B‐PE and  the HB models  is  that  the  cross‐cohort 
effect,  instead of being defined as a  function of parametric curves,  is  introduced  through  the 
structure  in  the hierarchical prior.  In  the  simulations below, we  turn on and off  linear cross‐
cohort  and  calendar‐time  effects  on  both  the  attrition  and  transaction  processes,  run  the 
algorithm and obtain the posterior means of all parameters to compare against the true ones. 
The number of individuals in each cohort matches Table 2 to mirror the amount of data in each 
actual  cohort. The  covariates  are  coded  as  follows:  ௜ܺ௖௧,௖௢௛௢௥௧ ൌ ௖ିଵଵ଴ ,      ௜ܺ௖௧,௖௔௟௧௜௠௘ ൌ
௖ିଵା௧ିଵ
ଵ଴ . 
Note that ݐ ∈ ሼ1,… ௖ܶሽ and indexes cohort repeat purchase opportunities whereas  ௜ܺ௖௧,௖௔௟௧௜௠௘ is 
a  scaled  version of  calendar  time. The  cross‐cohort  slopes  shift  the attrition  and  transaction 





Simul #  ߤ௖௭  ߤ௖௬  ߪ௖௭ଶ   ߪ௖௬ଶ   ߪ௖௭௬  ߚ௭,௖௢௛௢௥௧  ߚ௭,௖௔௟௧௜௠௘  ߚ௬,௖௢௛௢௥௧  ߚ௬,௖௔௟௧௜௠௘ 
1: True  ‐0.89  ‐0.38  0.31  1.46  ‐0.18  0.00  0.00  0.00  0.00 
1: Estim  ‐0.87  ‐0.40  0.23  1.43  ‐0.18  0.17   ‐0.14  0.02  0.02 
2: True  ‐1.35  ‐0.36  0.93  1.26  ‐0.31  0.00  1.14  0.00  0.17 
2: Estim  ‐1.40  ‐0.37  0.97  1.30  ‐0.29  ‐0.06  1.23*  ‐0.04  0.16* 
3: True  ‐1.26  ‐0.37  0.55  1.29  ‐0.30  0.31  0.70  0.00  0.17 
4: Estim  ‐1.28  ‐0.38  0.55  1.29  ‐0.28  0.32*  0.72*  ‐0.04  0.21* 
4: True  ‐1.26  ‐0.37  0.55  1.29  ‐0.30  ‐0.31  0.70  0.10  ‐0.20 
4: Estim  ‐1.26  ‐0.36  0.66  1.32  ‐0.30  ‐0.36*  0.70*  0.15*  ‐0.26* 
Table C‐1: True and estimated parameters (for slope parameters, * indicates that 95% 
posterior interval excludes zero) 
Model  1  is  the  null  model  in  which  all  cross‐cohort  and  calendar‐time  effects  are 
switched off, and none of the slope estimates are significantly different from zero. We observe 
that  the  estimated  CPN/PN  parameters  are  close  to  the  true  ones.  In Model  2, we  turn  on 
calendar time effects and find they are robustly recovered. In Models 3 and 4, we enable both 
cross‐cohort and calendar‐time effects and find that these are both recovered for the attrition 









































Parameter/Cohort  1  2  3  4  5  6  7  8  9  10 
Attrition mean  ‐1.82  ‐1.82  ‐1.78  ‐1.80  ‐1.82  ‐1.80  ‐1.76  ‐1.75  ‐1.83  ‐1.77 
Transaction mean  ‐0.51  ‐0.51  ‐0.51  ‐0.53  ‐0.50  ‐0.50  ‐0.51  ‐0.50  ‐0.51  ‐0.52 
Attrition variance  0.71  0.72  0.71  0.72  0.71  0.72  0.72  0.70  0.71  0.72 
Transaction 
variance 

























3.3%  2.8%  3.2%  3.1%  4.7%  3.1%  3.5%  3.5%  4.6%  4.0%  n/a 
Out‐of‐sample 
MAPE 
5.1%  4.9%  5.1%  4.6%  5.5%  5.1%  7.3%  6.4%  6.6%  7.0%  9.0% 
Table D‐3: In‐sample and out‐of‐sample MAPEs for first ten cohorts used for model estimation,  
and heldout eleventh cohort 
