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stata49 Interrater agreement
William Gould, Stata Corporation, wgould@stata.com
k
a
p has been updated in three ways:
1. In the two-identiﬁed rater case, when one rater or the other does not use certain ratings, the output now looks better. This is
a purely cosmetic improvement; statistics were always correct but the previous output might have led you to think otherwise.








e option makes producing













) options and, if you



















a assume the data are organized differently.
k
a






a assumes variables record the frequencies with which each rating occurred. Converting a
k
a














































































































t deﬁnes weights for use by
k
a
p in measuring the importance of disagreements.
k
a





a calculate the kappa-statistic measure in the case of two or more (nonunique) raters and









a produce the same results; they merely assume the data are organized differently.
k
a
p assumes each observation is a subject. varname
1 contains the ratings by the ﬁrst rater, varname
2 the ratings by the





a also assumes each observation is a subject. The variables, however, record the frequencies with which ratings were
assigned. The ﬁrst variable in varlist records the number of times the ﬁrst rating was assigned, the second variable the number















































g. There are 4 ratings;
k
= 4a n d
i and
j are still 1, 2, 3, and 4 in the formulas below. Index 3, for instance,
corresponds to rating
= 1.5. This is convenient but can, with some data, lead to difﬁculties.
t
a





















































































),w h e r e
i and
j index the rows and columns of the ratings by the two raters
and








































expect a user-deﬁned weighting matrix to be 3
￿3 and, were it not,
k
a
p would issue an error message. In the formula-based



















e would make it clear that the ratings are 1, 2, 3, and 4; it just so happens that rating
= 3 was never
assigned. Were a user-deﬁned weighting matrix also speciﬁed,
k
a
p would expect it to be 4
￿ 4 or larger (larger because
one can think of the ratings being 1, 2, 3, 4, 5,
:
:
:and it just so happens that rating 5, 6,
:
:
:, were never observed just as
rating























g. Not all values
need be used; integer values that do not occur are simply assumed to be unobserved.








e is speciﬁed makes no difference. For instance,



















































g, or coded any other way.




















































































































































Example 2: Two raters, data from a table







































































































































































































































































































Example 3: Two raters, weighted kappa
























































































































































































































































to produce the weighted kappa.
Example 4: Two raters, some ratings unobserved
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the weighting matrix would be required to be 3
￿ 3 in the ﬁrst case and 4
￿ 4 or larger in the second.
Example 5: More than two raters, more than two ratings, ﬁxed number of raters













3 the number assessing category 3. Note the very different structure of this data from that in the previous

































































































































0: More than two raters, more than two ratings, ﬁxed number of raters











































































































4 and three ratings because the









































The results will be the same as in Example 5. Again, the information of which rater is which is not exploited when there are
more than two raters.
Example 6: More than two raters, two ratings
































































s records the number of positive ratings,
n
e






















g is the number of








= 2, and 0
+ 2
= 2. Thus, the number of raters vary.
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Example 6
0: More than two raters, two ratings




















































































3 the ratings by rater 3.












3 sometimes each contain missing















g.T oo b t a i nt h e

















The results will be the same as in Example 6. Again, the information of which rater is which is not exploited when there are
more than two raters.
Example 7: More than two raters, more than two ratings, varying number of raters




















































































3 the number assessing
category 3.














































Kappa will be calculated, but there is no statistic for testing kappa
> 0 in this case and so none will be reported.
Example 7
0: More than two raters, more than two ratings, varying number of raters












































































































2 the second’s, and so on.















6 variables sometimes contain missing

























































The results will be the same as in Example 7. Kappa will be calculated, but there is no statistic for testing kappa
> 0i n
this case and so none is reported.Stata Technical Bulletin 7
Example 8: The absolute option
Two raters evaluate the same set of x-rays which they rate as normal, benign, suspect, or cancerous and which are coded

































































































































































































so ﬁrst we deﬁne our weighting matrix and then use
k
a







































































































































































































































































































































































































































































































Note that rater 2 never used rating
= 3. That, however, does not matter since rater 1 did use that rating. We would obtain the



































































































































































































































In this subgroup of the x-rays, rater 1 also never used rating
= 3. Thus, the table is 3
￿ 3 and our weighting matrix is 4
￿ 4.





















































































































































































































































































































































































































Note that the table is still presented as being 3
￿ 3 but, if you look carefully, you will also note that the appropriate 3
￿ 3
submatrix has been extracted to be used as the weighting matrix.
stata50 Changes to ttest and sdtest
William M. Sribney, Stata Corporation, FAX 409-696-4601, tech support@stata.com











t commands has been changed to display standard deviations. The output for a
two-sample
























































































































































































































































































































































































































































































































































































































































































































































































































































The display of the standard deviations allows one to informally assess how close to equality they are. Of course, a formal



































































































































































































































































































































































































































































































































































































































































































































































































t also ﬁxes a bug that appeared in Stata 5.0 when the output was reformatted. The degrees of freedom
for the
F statistic were interchanged, causing the one-sided
p values to be incorrect. Because of the symmetry of the test, the
two-sided
p values were, however, correct.Stata Technical Bulletin 9













i. More results are also saved
in the
S # macros, including the






see [U] 20.6 Accessing results from Stata commands in the Stata User’s Guide for more information.
dm50 Deﬁning variables and recording their deﬁnitions
John R. Gleason, Syracuse University, loesljrg@ican.net
It is a common experience to ﬁnd that the exact deﬁnition of some useful variable is uncertain; the experience is
especially unpleasant if the variable was the result of a long series of attempts and missteps. Stata’s characteristics (see
[U] 19.8 Characteristics) provide a way to record a variable’s deﬁnition so that it is saved as part of the dataset in which






























































































































v records the command issued in a characteristic associated with the variable
x. At any later point,































































































































e commands. In the case of a new













































































e at just one point: a
b




















e.( S e e[ R] generate for details of the remainder


































































































e command, so that the deﬁnitions it stores appear to




e.( s e e[ R] notes.) An advantage of this style is that variable deﬁnitions will be treated in the same












































On the other hand, some users may prefer to keep variable deﬁnitions separate from other notes they record about a variable.
But it is unwise to provide this ability through an option because it is too easy to neglect to supply the option. For this reason,




v. To switch from the default characteristic











































e. This seems somewhat of a shift away from Stata’s traditional style of “prove to me that you mean
it” toward one of “don’t say it unless you mean it.” I confess that this shift troubles me, a little, but I ﬁnd the result to be
convenient.
Acknowledgment
This project was supported by a grant R01-MH54929 from the National Institute on Mental Health to Michael P. Carey.
Reference
Weesie, J. 1997. dm43: Automatic recording of deﬁnitions. Stata Technical Bulletin 35: 6–7.
dm51 Deﬁning and recording variable orderings










e commands make it possible to order the variables in a dataset to suit one’s purposes. But it may be
desirable to enforce a speciﬁc ordering of variables in one situation (say, during data entry or editing with the spreadsheet-style









2 refers to a
particular set of variables). Similarly, if several users need to work with the same dataset at various times, an ordering that suits
one user’s purposes may be inconvenient for another user.
Stata’s characteristics (see [U] 19.8 Characteristics) provide a way to save arbitrary orderings of variables along with a














four modes, selected by its ﬁrst argument; its syntax has four variations.














which saves the list of variables referenced by varlist under the name ordername. Note that this command merely records a list
of variable names in a particular order; it does not rearrange the current variable order. ordername is any sequence of characters
permitted in a Stata name; only the ﬁrst 6 characters are signiﬁcant. varlist is any list of variables in the current dataset; if













e ordername records the current ordering of all
variables (see [U] 18.1.1 varlist;[ U] 18.4 varlists).






































































































Imagine that you wish to re-arrange the order of these 12 variables, but that you also want to be able to return (quickly) to the





































]. That is, an order name actually consists of the letters
V
O f o l l o w e db yu pt o6a d d i t i o n a l






r strips away the letters
V
O if you supply them, so that you can refer to a namedStata Technical Bulletin 11
ordering as either
V






























e have exactly the same
effect.




































































































moves the four named variables into the ﬁrst four positions, and pushes the remaining variables downward in the ordering. To



































where ordername is the name of a previously deﬁned ordering, speciﬁed with or without the initial letters
V
O.



















g to the top of the ordering













































































































































































































































where ordername is the name of any deﬁned ordering, speciﬁed with or without the initial characters
V
O.I fordername is absent,
its place is ﬁlled with
a
l




































































































































where ordername is either the name of a deﬁned ordering, speciﬁed with or without the initial characters
V
O, or the keyword
a
l













erases the ordering named
V
O
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2; this may differ
























This project was supported by a grant R01-MH54929 from the National Institute on Mental Health to Michael P. Carey.
dm52 Executing a command on a subset of the data































h temporarily drops all but a subset of the data and carries out the stata cmd on the kept data. Any new variables or





















h is useful when one has a very large dataset and the stata cmd creates many temporary variables. It can also be used











e does not attempt to save any variables or changes to the data that might be made by stata cmd.T h e
































































































gr24.1 Easier bar charts: correction





r (Cox 1997) has been corrected to improve treatment of missing values, so that missing values are now
automatically ignored, and to allow sorting the bars in the order deﬁned by a string variable.
References
Cox, N. J. 1997. gr24: Easier bar charts. Stata Technical Bulletin 36: 4–8. Reprinted in Stata Technical Bulletin Reprints, vol. 6, pp. 44–50.
gr25.1 Spike plots for histograms, rootograms, and time series plots: update
Nicholas J. Cox, University of Durham, UK, FAX (011)-44-91-374 2456, n.j.cox@durham.ac.uk









t command (Cox and Brady 1997) has been revised so that graphs plot more quickly and store more compactly.
In the previous version, each spike was plotted for each observation in each bin, and not just once for each distinct spike. The




h ﬁles for large datasets. This has now been ﬁxed.
References
Cox, N. J. and A. R. Brady. 1997. gr25: Spike plots for histograms, rootograms, and time series plots. Stata Technical Bulletin 36: 8–11. Reprinted
in Stata Technical Bulletin Reprints, vol. 6, pp. 50–54.Stata Technical Bulletin 13
ip20 Checking for sufﬁcient memory to add variables













e. It is designed to be used by programmers at the beginning of a program
that creates many temporary variables. The programmer states how many new variables of various types (e.g., integers, ﬂoats,

























k is most useful when one has a large dataset and a computer intensive program that generates several temporary




































































ip21 Storing commands in the keyboard buffer (Windows and Macintosh only)
Jeroen Weesie, Utrecht University, Netherlands, weesie@weesie.fsw.ruu.nl
In my working style for doing statistical analysis, I am used to writing and adding to increasingly elaborate .do ﬁles. At
the end of such .do ﬁles, I frequently want to probe around with variations of the last commands that were issued in the .do
ﬁle. Stata sensibly does not store all commands from .do ﬁles in its keyboard-buffer for review or replay. So how can we avoid






r comes in handy here. It uses





































b stores a command in the keyboard buffer and executes it as well.




























g command. This command can be edited with the normal edit keys and re-executed.
ip22 Parsing options with embedded parentheses
Jeroen Weesie, Utrecht University, Netherlands, weesie@weesie.fsw.ruu.nl
This insert describes a utility that may be of interest to those users of Stata who are involved in more advanced Stata
programming. This utility provides a work-around for an unfortunate property of Stata’s high-level parsing command: It does























































d”. The reason is that Stata’s parser terminates an argument of an option at the ﬁrst





















the ﬁrst closing parenthesis after
4





e, leaving one more closing parenthesis for










































The place to solve this problem is of course in the Stata-code of the parser. I hope that in the next Stata release it will
indeed have been remedied. [Editors note: StataCorp has informed me that this is going to be ﬁxed in the next release.]F o r
the time being I needed a work around, especially for commands in which I want to have options that allow expressions and


















p (PARSing OPTions with Parentheses) should be called with some option name optname as its








p will scan the command line
searching for a string optname(string), taking care to match parentheses. We also check that the string occurs in the options part
of input, i.e., the part after a comma that does not belong to an expression. To decide whether we are dealing with options or







t is also aware of brackets; in fact it matches on brackets
as well, and ensures that they are properly closed and properly nested with parentheses. Also, we have to be careful to remember








p obeys these rules. Parentheses (and









p also has another feature not supported by the standard Stata high-level parser: options that may be speciﬁed








p will trigger on optname even if it is not followed by an opening parenthesis,








p returns its results via 5 global variables:
S
1 optname or nothing
S
2 argument for optname, or nothing
S






4 non-options part of input
S
5 rest of options-part of input













e that produces two-way





































































































































































































































































































































































































































































































































































































































p only if users have installed it—Stata currently doesn’t provide an elegant
mechanism by which a command can specify the non-Stata commands that are invoked. The following code fragment illustrates





















































































































































































































































































































































3. In the examples below, we give



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































I appreciate suggestions by James Hardin (Stata Corporation) in a discussion on options with embedded parentheses.16 Stata Technical Bulletin STB-40
sbe13.3 Correction to age-speciﬁc reference intervals (“normal ranges”)
Eileen Wright, Royal Postgraduate Medical School, UK, ewright@rpms.ac.uk










o distributed on the STB-36 diskette contained no carriage return after the ﬁnal line of the ﬁle. This




















[Editors note: Our apologies to Professors Wright and Royston for this oversight on our part.]
sbe18 Sample size calculations for clinical trials with repeated measures data








i command calculates sample sizes and power for trials comparing single measurements of an outcome
between two treatment groups. Various options allow for different levels of alpha and beta, for continuous or binary outcomes,



























































































o is the ratio of subjects
per group.







































































































































































































































































This shows that to detect a difference of 5 units (132
￿ 127), with a standard deviation of 15, 190 subjects are needed in each
group. The various settings: power, signiﬁcance level, assumed mean and sd, are all given.
Power calculations are always based on beliefs about what the study might ﬁnd. Even where there is good data available
from past studies, they can only be approximate. As a study can actually have only one sample size, power calculations usually
focus on a single endpoint, and a single hoped-for difference between the groups.






i is for planning randomized controlled trials (RCTs) comparing a






i is very useful.
However, many study designs allow for repeated measurements, typically once or more at baseline (immediately before
randomization); and at regular intervals during follow-up (after the start of the study). Depending on the analysis method used,
and the correlations between measurements at different time points, there can be a great increase in efﬁciency from such designs
over a simple study with one measurement.
Extensions
Frison & Pocock (1992) discuss three such methods for use in RCTs to compare two treatments using a continuous outcome
measured at different times on each patient. Each uses the average of baseline measurements
￿
x







1 where the analysis is by simple



















￿ is estimated by analysis of covariance, correcting for the average at baseline.
They give formulas for the decrease in variance of the estimate of treatment effect, depending on the number of measurements
p at baseline, and
r during follow-up; and on the correlations between measurements at different times. Power calculations are
based on estimates of a single variance at all time points,
￿

















X. Each is taken as the average of all correlations
in the appropriate submatrix.

















X was nearer 0.5. This is consistent with the common ﬁnding that measurements
closer in time are more strongly related.























































































ANCOVA will always be the most efﬁcient of the three approaches.














X is more than 0.5.
POST ignores all baseline measurements, which tends to make it unpopular. CHANGE is the method most commonly used.
It has obvious advantages over POST, and is easier to understand than ANCOVA. With more than one baseline measurement,
there is little to chose between CHANGE and ANCOVA.
Figure 1 shows the numbers of patients required for different numbers of follow-up measurements in a study where the
possible treatment effect is 40% of the standard deviation, and all correlations are taken as 0.7. The ﬁve strategies are POST
(
p
= 0), CHANGE and ANCOVA with
p
= 1, and CHANGE and ANCOVA with
p
= 3.
Figure 1: Power calculations for a repeated measures design
sampsi2














i, but with additional arguments to set the method of analysis, the numbers of repeated measurements,
and the correlations. These are given in Table 1.18 Stata Technical Bulletin STB-40
Table 1: additional options for sampsi2






















































) correlation between baseline and follow-up r1












2 includes the settings (including
those set by default), the sample sizes and power, the relative efﬁciency of the design, and the adjustment to the standard






























































































































































































































































































































































































































































































































































































































2 contain the sample sizes for the two groups,
S
3 the power of the study. In addition,
S
4

































Frison L. and S. Pocock. 1992. Repeated measures in clinical trials: analysis using mean summary statistics and its implications for design.
Statistics in Medicine 11: 1685–1704.
sg73 Table making programs
John H. Tyler, Harvard Graduate School of Education, tylerjo@hugse1.harvard.edu
The set of (three) “table-maker” programs described in this article produce ﬂexible, user-deﬁned tables of estimation output.
Each table can display, in columnar form, the results of up to six (6) different models. When tables produced by these programs
are saved in a log ﬁle, they can either serve as stand-alone products (e.g., for use in research meetings or for distribution for
discussion and comments) or they can be reformatted very easily to generate publishable-quality tables (e.g., for inclusion inStata Technical Bulletin 19
papers). However, while these programs at least partially address a long-standing concern of Stata users regarding the ability to
generate estimation output tables, perhaps their greatest value lies in their use as an analytic tool. The programs described in
this article allow the data analyst to quickly and easily compare estimates associated with key variables across different models.
The programs are ﬂexible along many dimensions, but a particular strength is that while the default is to display the
estimates from all independent variables in the table, the user can easily specify that only a subset of estimates be displayed
in the table. Thus, in models where there are some key variables of analytic interest and many control variables, the user can
display the results associated with the key analytic variables, suppress the estimates associated with the control variables, and
provide wording in the table to indicate that the control variables were included in the just-estimated model. Further options
allow the user to choose standard errors or
t statistics for display, the number of decimals to be displayed, and whether or not




















s, includes the results of tests of linear constraints that have been conducted following estimation.
While detailed syntax and descriptions for each of the commands will follow the examples below, the reader should note that





















































































the log of earnings, and the independent variables consisting of various education, work experience, family background, and
region of the country. In the baseline model, log wages are regressed on highest grade completed and mother’s education. The
second model includes dummy variables for race/ethnicity. In this example,








y is used in the example, but is not required with the table-maker commands. The table, which would be
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In the example above, there is little advantage, from an analytic standpoint, to using the table-maker commands. The results
from both models will likely ﬁt on one screen, and so, comparisons between the models can be easily made from the standard
Stata output. Often, however, the analyst will want to compare several models of increasing complexity or models that have
many control variables in addition to the variables of analytic interest. With standard Stata output there are no convenient ways
to quickly compare results across models in such cases. The value of the table-maker commands in the face of these situations
is evident in the next example.
Example 2























c. The ﬁrst model in the sequence is the baseline model and contains only the variables of analytic




l statement will result in display of the estimates








The second model uses global macros to add 27 family background control variables to the baseline model for the estimation.
However, in the output table the user wants only the results from the key analytic variables to be displayed. These key variables







s command. The user also wants it noted in the table that family background





g is chosen to denote this. The desired output for the second






















































l line speciﬁes that
t statistics (instead of standard errors) are to be displayed, results are to be displayed to







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Note that most commercial spreadsheet programs can easily change the text-based table above into a tab-delimited table,
which can be exported into virtually all word processing programs for publishable-quality formatting. The rest of this article




















































































s model label test number
￿
, text describing the null hypothesis
￿




l command and test number is a user
























l to display the estimated coefﬁcients and




l saves coefﬁcient estimates, standard
errors, and
t statistics for either all of the independent variables (the default) or for selected variables speciﬁed by the arguments














l will compare the estimates on selected variables for up to 6 models. You may, however, have the results from



















generates a table of the coefﬁcient estimates and
t statistics (or standard errors) for each of the models requested in the command
line. Also displayed are a title for the table (optional), the speciﬁcation of each model (optional), the number of observations
used in the estimate, the dependent variable, the
R-squared, and the


















































l commands to display in output tables
the results (
p values) of tests of linear restrictions from estimated models.





l command is the second of three required steps in producing a table which will display the estimates of selected

















l. These restrictions are








:,a ,b ,c ,
:
:
:,o rA ,B ,C ,
:
:





l must immediately follow the estimation command for the model you specify.




l must not be longer than 6 characters. If a variable with a 7 or 8 character name is




















e option. See the example below under the varlist option.











l is the ability to limit output in the table to the estimates on user-selected coefﬁcients,
while suppressing the output associated with the remaining “control” variables. Indication in the table of the presence of
sets of controls can be accomplished through the Capital-control varlist option. The restriction is that any Capital-control
indicator must begin with a capital letter and be no longer than 6 characters. See the example below under the varlist option.












l. However, this may cause confusion if you label a model as
1 at one point in the session and then sometime
later you estimate another model and also label it as model

















l. Beware, however, that this command will also drop any






n indicates that either (1) the model was ﬁt without a constant or (2) the model may have been ﬁt with a constant, but the









1. a blank space. This is the default setting, and in this case the estimates associated with all of the independent variables in











l. This is a second way to capture the estimates of all of the independent variables for display in a table.
3. identiﬁcation of estimates to be included by number. For example, in a model (say model #1) with many independent
variables, the estimates from the 1st–6th, the 8th, and the 10th–12th independent variables could be included in the table
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would present the estimates associated with the variables age, gender, and black for model #1 in the table. Note that






























e option. For example, if a




























































































Note that use of this option does not change the actual name of the variable, but simply uses newvarname in place of
oldvarname in the table.
6. Capital-control variable sets. In this case the user does not want to display the estimates associated with all of the indepen-
dent variables included in the just estimated model. The user would, however, like to indicate that a set or sets of controls
were included in the model. To do this, append a Capital-control indicator at the end of the varlist. The restrictions are that
the indicator must begin with a capital letter and that as with other variable names, the indicator must be no longer than 6
characters. For example, to indicate that a (potentially long) list of family background and work experience variables were





















speciﬁcation allows for the display of a text description of the speciﬁcation of the model. The text will appear at the top of the
output table.
Remarks and restrictions for modltbl
model label1 model label2
:
:


















l command, and that the models need







































l statements, each of which must immediately follow a Stata estimation
command.


















#decimals is either 2, 3, or 4 and indicates the number of decimal places to display with the coefﬁcient estimates and standard
errors. The default is 3, and




2 suppresses display of the
R-squared statistic in the output. This might be desired, for example, in two-stage least squares
regressions.
model label2 model label3
:
:
:model label6 are the labels attached to each of the additional models the user wishes to display.





title is a text description of the table which can be up to 80 characters in length, including spaces.
sg74 Symmetry and marginal homogeneity test / Transmission-Disequilibrium Test (TDT)










































































































































where there is a 1-to-1 matching of cases and controls (non-independence). This test is used to analyze matched-pair case-control
data with multiple discrete levels of the outcome variable. In genetics, the test is known as the Transmission/Disequilibrium test
(TDT) and is used to test the association between transmitted and non-transmitted parental marker alleles to an affected child
(Spieldman and Ewens 1993). In the case of 2
￿ 2 tables the asymptotic test statistics reduce to the McNemar test statistic and








y expects the data to be in the wide format, that is, each observation contains the two matched case and control





i performs the symmetry and marginal homogeneity tests using the values speciﬁed on the command line; rows are
separated by ‘








y command are available for the immediate form. See [U] 25 Immediate




















t performs an exact test of table symmetry. This option is recommended for sparse tables. CAUTION: the exact test requires
substantial amounts of time and computer memory for large tables.
m
h performs two marginal homogeneity tests that do not require the inversion of the variance–covariance matrix. See Asymptotic
tests below for a description of these tests.
Asymptotic tests
Consider a square table with





j be the count corresponding
to row
i and column




























j the marginal totals for row
i and
column
j respectively. Asymptotic tests for symmetry and marginal homogeneity for this
K
￿
K table are calculated as follows.











































R degrees of freedom, where

















i, is tested by calculating the Stuart–Maxwell test statistic












































































) degrees of freedom.
The Stuart–Maxwell test statistic properly accounts for the dependence between the table’s rows and columns, however,
it requires the inversion of the non-diagonal matrix,
V. When the table is sparse the matrix may not be of full rank and, in





1. An optional marginal homogeneity statistic that does not
require the inversion of the variance–covariance matrix was suggested by Bickenb¨ oller and Clerget-Darpoux (1995) This test is
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This test statistic is reported when option
m








the diagonal elements do not enter into the calculation of the marginal totals. Unlike the previous test statistic, this one reduces
to a McNemar for 2



















freedom (Cleves et al. 1997, Spieldman and Ewens 1996).
Exact symmetry test
An exact test of symmetry is provided for use on sparse tables. This test is computationally intensive and thus should not



















i, can be written










































































































































Consider a survey of 344 individuals (BMDP 1990, 267–270). Each person was asked in October 1986 whether they agreed
or disagreed with then President Reagan’s handling of foreign affairs. In January 1987, after the “Iran-Contra” affair became
public these same individuals were surveyed again and asked the same question. We would like to know if public opinion
changed over this time period.


















































































































































































































































































































































































Each observation corresponds to one of the 344 individuals. The data is in wide form thus each observation has a before





























































































































































































































































































































































































































































































The test ﬁrst tabulates the data in a
K
￿
K table and then performs Bowker’s test for table symmetry, and Stuart–







e was speciﬁed, however
the cross-tabulation table would not be produced.
Both the symmetry test and marginal homogeneity test are highly signiﬁcant indicating a shift in the responders’ perception.
















































































































































































































































































































































































































































































































































































































































































































































The largest contribution to the symmetry
￿






1. These correspond to changes between the agree
and disagree categories. Of the 344 individuals 58 (16.3%) changed from the agree to the disagree response while only 28 (8.1%)
changed in the opposite direction.









y saves results in
S # macros.Stata Technical Bulletin 27
S
























9 MH (Bickenb¨ oller) df
S
1









2 MH (no diagonals) df
S
1
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ssa10 Analysis of follow–up studies with Stata 5.0
David Clayton, MRC Biostatistical Research Unit, Cambridge, david.clayton@mrc-bsu.cam.ac.uk
Michael Hills, London School of Hygiene and Tropical Medicine (retired), mhills@regress.demon.co.uk
In epidemiology and demography, survival analysis methods are important for the analysis of event history data. However,
these disciplines have special requirements which differ from those of clinical trial analysts, whose needs have dominated the
design of software over the last 25 years. Principal amongst these are
￿ long follow-up times with time-varying covariates,
￿ late entry, or left truncation,
￿ possible involvement of more than one time scale (for example age and calendar time), and
￿ interest in more than one type of “failure” event.
In rationalizing its approach to survival time (
s
t) data, Stata 5.0 went a long way to addressing some of these needs. This
submission adds some further tools and suggestions.
In STB-27 we introduced three commands for analyzing follow-up studies using the simple tabulation and stratiﬁcation


















e. We have converted
our commands into the
s

























s expands a set of records for subjects in a follow-up study into a larger number of records. Each new record concerns






e tabulates rates by one or more categorical variables. The summary dataset, including event counts and rate denominators,













e implements all the











n plots the cumulative rate (integrated hazard) against time. It can also be used after Cox regression to plot the cumulative




c calculates rate ratios stratiﬁed ﬁnely by time, using the Mantel–Cox method. The corresponding signiﬁcance test (the








































In a follow-up study the date of entry and the date of exit are usually recorded as calendar dates, which are converted to
days since 1/1/1960 in Stata. When several time scales are relevant during the course of an analysis, it is natural to keep this as











e options (see below). This often leads to negative times.
Negative times are also involved when time is measured from some important event such as heart transplantation; follow-up





t does not allow negative times, so if you
have dates before 1/1/1960 one easy solution is to add 36525 days to all your dates, and carry out the analysis in the 21st
Century. Stata Corporation is aware of this problem and plans to change all
s
t commands to accept negative times in the next
release.
Many of our new
s

















t (which we shall call the basic scale) onto the time scale on which the analysis is to be performed (the





t to redeﬁne the date on a different scale. Time scales
differ only in their origin; to switch to age as the time scale the origin must be set at the date of birth for each subject; to






n option declares a variable





e option makes it possible to specify new units for time;
if the basic units are days declaring the scale to be 365.25 will specify the analytical units to be years. The origin and units of











t requires a failure variable which indicates the outcome at the end of follow-up. This must be 0
for follow-up which is censored, but if the follow-up ends with an event, then the failure variable can be coded to indicate the
type of event. The convention in Stata 5.0 is to treat all non-zero codes as failures, which means that when analyzing a number





t for each. We have avoided the need for this
in our
s






s (failure codes) option which speciﬁes those codes which are to be regarded as
failures, all others to be treated as censored. The default is to include all non-zero codes as failures. Again our motivation has

























t commands as appropriate.
Each individual record in
s
t data refers to a period of follow-up (its start and end) and the failure code indicating the nature
of the terminating event. Other commands, also useful in the analysis of event history data, allow for records describing the
occurrence of more than one event and expect the data in a somewhat different form, each record containing an event count and


















s. We call such data
d
y data,










y data. Similar data arises in the person-years method of analysis of epidemiological cohort
studies in which counts of incident events and corresponding person-years observations are counted in cells of a multiway table






e the facility to save













s expands a set of records for subjects in a follow-up study into a larger number of records. Each
record in the new dataset concerns the follow-up of one subject through one band of a time scale. Expansion by several time














t in order to relate the new
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The varlist speciﬁes which variables (in addition to the
s
t data) should be kept in the expanded dataset. If it is absent,
all variables are kept. The
s
t data deﬁnition remains in force after the expansion and the
s
t variables are correctly recoded to





















) is not optional. It supplies the breaks for the bands, in ascending order, in the units of (time
￿origin)/scale





t. The list of break points may be simply a list of numbers separated by commas,


















































































) supplies the name of a new variable to hold the time band indicators, coded using the left-hand
















l controls the coding and labeling of the generated time band variable. By default the variable is coded to the lower break





l is set, bands are coded 0, 1, 2
:
:






t reverses the roles of the basic and analysis scales in deﬁning the mapping by origin and scale.
Comments
The ﬁrst and last break points deﬁne the span of the study, according to the following rules. Records for which the time of
exit from the study is less than the ﬁrst break point, and records for which the time of entry is greater than the last break point,
are dropped. Otherwise, the time of entry is redeﬁned as the larger of time at entry and the ﬁrst break point, and the time of
exit is redeﬁned as the smaller of time at exit and the largest break. For records in which the time of exit is greater than the
largest break point the failure indicator is set to zero (censored), no matter what its original value was.
The command may be repeated with different time scales, thus partitioning observations between cells in the Lexis diagram.






e can be a variable, allowing different units for different records. This is useful for computations
based on cumulative dose of environmental exposure.







s w i t ht h es a m ed a t aa si nSTB-27 but the time variables are now given as dates, and
the outcome variable has been left fully coded, with codes 1, 3, and 13 referring to different types of coronary heart disease
(CHD) event. Other events, such as cancer incidence, are coded with different positive integers and censored follow-up (no event























































































































































































































































































g is coded 1 if the total energy consumption is
> 2.75 Mcals and 0 otherwise.
Example 1: Age-speciﬁc rates
We shall ﬁrst expand the data using age as the time scale with 10-year age bands. Note that the origin is set to date of











































































































































































































































































































































































































































































































































































This shows how the single record for subject with
i
d
= 1 has expanded to three records. The ﬁrst refers to the age band
40–49, coded 40, and the subject spends from 16Aug2064 to 03Jan2065 in this band. The second refers to the age band 50–59,
coded 50, and the subject spends from 03Jan2065 to 04Jan2075 in this band, and so on. The follow-up in each of the three









4 is expanded to two age bands; the follow-up for











The values for variables which do not change with time, such as height, are simply repeated in the new records. This can
lead to much larger datasets after expansion, and it may be necessary to specify which variables are to be kept after expansion,
















s to expand the records on two time scales, such as age and time-in-study, ﬁrst expand on the age scale and





















































































































































































































































































































































































































































































Example 3: Explanatory variables which change with time
In the previous examples time itself, in the shape of age or time in study, is the explanatory variable which is to be studied








sometimes be used to expand the records so that in each new record such an explanatory variable is constant over time. For








n which takes the value 0 before
transplantation and 1 after. The follow-up must therefore be divided into time before transplantation and time after. This can be




















































































s contains the date of transplant, set equal to (say) 1/1/2000 for subjects still waiting for a transplant. The command
breaks the follow-up into the interval from





l option is in force, the bands








n. These bands correspond to time before and after the transplant. The actual labels
for the codes 0, 1 are not very helpful here, and have been dropped.
Example 4: Breaking down follow-up by cumulative exposure
Cumulative exposure to environmental pollutants can behave in very much the same way as another time scale. Here,
however, the rate of passage of “time” varies from one record to another as a result of different levels of exposure. For example,
in radiation studies in which measurements of cumulative exposure to ionizing radiation are available, the rates are worked out
using follow-up time during which the cumulative exposure is
[0
;100
), follow-up time during which the cumulative exposure
[100
;200







s by deﬁning cumulative exposure as the analysis “time” scale and specifying the































































The three records all refer to subject 1, the basic time scale is time since entry to the study (years), and
x refers to cumulative
exposure. Thus the subject enters at time 0 with zero exposure; after 5 years this has gone up to 40; after 10 years to 180, and
after 15 years to 220 at which time the subject fails. The idea is to break the follow-up time into parts which correspond to the
cumulative exposure groups deﬁned by the cut points (0, 100, 200, 300).
The rate at which exposure is accumulated is























































The ﬁrst 5 years of follow-up belong entirely to the exposure group
[0
;100
). Assuming a linear increase in exposure
between readings it would take 2.143 years at a rate of 28/year to get the exposure from 40 to 100, and a further 2.857 years
would bring the exposure to 180, so the second record should be broken into a piece lasting 2.143 years which belongs to
[0
;100
), and a piece lasting 2.857 years which belongs to
[100
;200
). In the ﬁnal record it would take 2.5 years at 8/year to
bring the exposure to 200, and a further 2.5 years brings it to 220 so the ﬁnal record should be split into a piece lasting 2.5
years which belongs to
[100
;200
















e to be a variable equal to the reciprocals
of the values shown in the last column of the above table—that is, as years per unit of exposure. Unfortunately this does not






t option which reverses the roles of











e sets the number of units of






n declares the point on the analysis time















































































































































































































































































































































































































































































































































































































































































































































e and tabulates the rate, formed from the number of failures divided by the person-time, by different levels
of one or more categorical explanatory variables declared in the varlist of the command. Conﬁdence intervals for the rate are also
given. By default, conﬁdence intervals for rates are calculated using the quadratic approximation to the Poisson log-likelihood for
the log rate parameter. However, for situations in which the Poisson assumption is questionable, jackknife conﬁdence intervals
can also be calculated. The jackknife option also allows for the case where there are multiple records for the same cluster (usually
subject).
The command also implements computation of SMR’s, after merging the data with a suitable ﬁle of reference rates.





g clause), thus enabling further analysis or more
elaborate graphical display.






















) speciﬁes the codes for the failure indicator to be treated as failures in the analysis. All other codes are treated


































) deﬁnes a categorical variable which indicates clusters of data to be used by the jackknife. If the jackknife
option is selected and this variable is not declared, it is taken as the
i







) speciﬁes a variable which holds, for each record, an appropriate reference rate. The program then calculates







s to split the follow-up records by age bands

















s restricts analysis to records with no missing values in any of the explanatory variables. Otherwise missing values are

































h produces a graph of the rate against the numerical code used for the categories of varname. Graph options are allowed.
Example 5: Tabulating the age-speciﬁc CHD rates
After expanding on the age scale using breaks 40[10]70 (Example 1), the dataset consists of 729 records. The CHD rate per


















































































































































A note on standardized mortality ratios (SMRs)
The SMR for a cohort is the ratio of the total number of observed deaths to the number expected from age-speciﬁc reference







s, and then multiplying the person years in













the reference rates to the dataset and, using the
s
m












e must still be set—if reference rates are per 100,000 then







s must be called twice to
expand on both time scales before merging the data with the reference rate ﬁle.
Plotting cumulative rates
We have seen above how the variation of rates along a time scale can be studied by ﬁrst breaking up each subject’s
follow-up into parts and then calculating time-band-speciﬁc rates. A disadvantage of this in practice is that the break points may
be arbitrary and dividing into too narrow bands results in unstable estimates of rates. An alternative procedure is to divide time
into very short bands (referred to as “clicks” in Clayton and Hills), and plotting the cumulative rate against time. In survival
analysis the cumulative rate is often referred to as the integrated hazard. Since several such plots can be superimposed, this












































































The cumulative rate is obtained by cumulating 1
=
N,w h e r e
N is the number at risk just before each event. This estimate
is usually known as the Aalen–Nelson estimate of cumulative rate. A plot of the cumulative rate against time has a positive
















contains the rate multipliers for each record, predicted by a Poisson or Cox regression, the estimate becomes the Breslow–Aalen
estimate of the cumulative baseline rate in the proportional hazards model.




























































































o options provide the ability to








k causes the cumulative risk rather than the cumulative rate to be estimated
graph options are allowed. Default labeling is supplied when graph options are absent, but the x-axis may be relabeled using
the
b
2 graphics option and the y-axis may be relabeled using the
l
1 option.
Example 6: Plotting the cumulative rate































































































The graphs are shown in Figure 1. In both groups the rate is roughly constant with age after about 45 (the plots are linear)

































) to the command.
Figure 1



































































h, and in its simplest use, estimates the ratio of the rates of failure for two categories of the
explanatory variable (the ﬁrst argument). Categories to be compared may be deﬁned by specifying the codes of the levels to











9). Alternatively the command may be used to carry out trend tests for a metric
explanatory variable. In this latter case a one-step Newton approximation to the log-linear Poisson regression coefﬁcient is also
computed.
The remaining variables before the comma are categorical variables which are to be controlled for using stratiﬁcation.
Strata are deﬁned by cross-classiﬁcation by all of these variables and the rate ratio estimate is combined over strata using
the Mantel–Haenszel method. Using the
b
y option, the variation of the rate ratio with further categorical variables may be
explored. By default, missing values of these variables deﬁne new strata, but there are arguments against this and an alternative







On completion, the macro
S
1 contains the overall Mantel–Haenszel estimate of the rate ratio, thus enabling bootstrap















e rule for the failure indicator in the
s
t data. All codes matching the rule are treated as failures
















e rules which deﬁne the categories of the exposure variable to be compared. The







e is absent and there
are only two categories, the larger is compared to the smaller; when there are more than two categories an analysis for




) speciﬁes categorical variables by which the rate ratio is to be tabulated. A separate rate ratio produced for each
category or combination of categories, and a test for unequal rate ratios (effect modiﬁcation) is given. In an analysis for














s speciﬁes that only cases that have no missing values for any stratifying variables should be included. By default missing
values will deﬁne new strata.
Example 7: Stratiﬁed rate ratios












g, level 1 compared to level 0, controlled





























































































































































































































































































































































































Note that since the RR estimates are approximate, the test for unequal rate ratios is also approximate.


























































































































































































































































































































































































































Example 9: Metric explanatory variables
This example illustrates what happens when varname refers to a metric variable, in this case height. The ﬁrst command
tests for a trend of heart disease rates with height within age bands, and also provides a rough estimate of the rate ratio for
a 1 cm increase in height—this estimate is a one-step Newton approximation to the maximum-likelihood estimate, and is not



























































































































































































































There is clear evidence for a decreasing rate with increasing height (about 9% decrease in rate per cm of height).












s to break the follow-up
into parts corresponding to different bands of time. Our next command combines these steps, breaking up time into very short
intervals, or clicks. Usually this approach is only used to calculate signiﬁcance tests and the resultant test has been christened
the Mantel–Cox or log-rank test. However, the rate ratio estimates remain just as useful as in the coarsely stratiﬁed analysis











































































), separately for the different levels of



























1 contains the overall estimate of the rate ratio.
Example 10: Controlling for age with ﬁne strata

































































































































































































































































































































































































































Converting from st data to count data
In all
s
t commands the failure variable indicates which periods of follow-up end in failure and which are censored, but
each record can only refer to a period of follow-up and a single terminating event. Event histories with multiple events must be
represented by multiple records sharing the same
i
d—one record for each event, including the ﬁnal end of follow-up.



















s), each record must describe an event count, together with an appropriate rate denominator. In our terminology,
they require
d













e and we provide updatedStata Technical Bulletin 37










h which implement all the new features of the corresponding
s
t commands.
They are not documented separately; the
d variable is passed as an additional (ﬁrst) argument and the











) option. Further options are as for the equivalent
s


























































The arguments are new variables to contain, respectively, the event count,
d, and the rate denominator,
y. If there is no
b
y option, one record is created for each unique value of the
i





t. Thus, when there are multiple
records with the same
i
d, the size of the dataset is reduced. Any time-varying variables will take on their ﬁrst recorded value in
the reduced dataset. The
b
y option limits this collapsing down of multiple records into groups speciﬁed by a list of categorical
variables. Thus, for example, all records for the same subject and which refer to the same age band could be grouped together

















y to prepare recurrent
















) speciﬁes the units for the analysis time scale, that is, units for













) speciﬁes the variables by which the data will be disaggregated within subject
i
d.
Example 11: Using poisson regression with st data




h to ﬁnd the effect of high energy controlled for age. An
alternative is to use Poisson regression. This is useful with metric variables and for controlling for a number of different variables.
















































































































































































can now be used to obtain the effect of high energy.
Nested case-control studies
Any cohort study can be used to generate a case-control study by sampling the cohort for controls. The resultant case-control
study is then said to be nested in the cohort study. For each case the controls are chosen from those members of the cohort who
are at risk at the failure time of the case, that is from the risk set corresponding to the case. The case-control study so formed
is matched with respect to the time scale used to compute risk sets, and when analyzing as a matched case-control study, odds
ratios in the case-control study will estimate corresponding rate ratio parameters in the proportional hazards model for the cohort
study.
Nested case-control studies are an attractive alternative to full Cox regression analysis, particularly when time-varying
explanatory variables are involved. They are also attractive when some explanatory variables involve laborious coding; we create
a ﬁle with a subset of variables for all subjects in the cohort, generate a nested case-control study, and go on to code the
remaining data only for those subjects selected for the nested study.
In the same way as for Cox regression, the results of the analysis are critically dependent on the choice of time scale. The
choice of time scale may be calendar time, so that controls would be chosen from subjects still being followed on the date that
the case fails but other time scales, such as age or time-in-study, may be more appropriate in some studies. Remember that the
scale used in selecting controls is implicitly included in the model in subsequent analysis. When drawing controls, they may also
be matched to the case in respect to additional (categorical) variables such as sex. This produces an analysis closely mirroring







s so as to create, for38 Stata Technical Bulletin STB-40
example, a case-control study by sampling from risk sets created in calendar time but also matched by 5- or 10-year age bands.
Analysis as a matched case-control study estimates rate ratios in the underlying cohort which are controlled for calendar time




















c (survival time to case-control) can be used to generate a case-control study from the data from a





























































varlist deﬁnes variables which, in addition to those used in the creation of the case-control study, will be carried over. The


















































) speciﬁes variable names for three generated variables. These are (with their default names) (i) a case-control




e), (ii) a case-control set identiﬁer (
s
e
t), and (iii) the time, on the





Remark: treatment of ties




































Tied failure times are broken at random.
Example 12: Creating a nested case-control study










t data, choosing age as the time scale, so that controls are chosen from
























































































create a new dataset in which there are 5 controls per case, matched on job, with the age of the subjects when the case failed








e and the matched set number in
s
e
t. All variables are
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demonstrate that controls did indeed belong to the appropriate risk set. Note that the controls in each set enter at an age which
is less than that of the case at failure, and exit at an age which is greater than the age of the case at failure. To estimate the
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svy6 Versions of mlogit, ologit, and oprobit for survey data
John L. Eltinge, Texas A&M University, FAX 409-845-3144, jeltinge@stat.tamu.edu
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, maximize options svy options
￿









































































These commands share the features of all estimation commands. The commands typed without arguments redisplay previous












































n restrictions will not produce correct variance estimates for subpopulations in many cases. To compute









[Editor’s note: The ado-ﬁles for these commands can be found in the stata directory.]
Description










































b estimates an ordered


























The commands allow any or all of the following: probability sampling weights, stratiﬁcation, and clustering. Associated
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option will give estimates for a single subpopulation deﬁned by an expression; see [R] svymean and [R] svyreg in the Stata
Reference Manual for a discussion of its properties.








ts assumed to be proportional to the inverses of selection probabilities. Hence, these commands produce

















































b is one that is appropriate for the survey design.
When these commands are used with nonsurvey data (i.e., no sampling weights, stratiﬁcation, or clustering), they produce
“robust” variance estimates—what nonsurvey statisticians term the Huber/White/sandwich estimator and what other commands






t option is speciﬁed.
Options






g command; see [R] svyreg in








































g only) speciﬁes the value of depvar that is to be treated as the base category. The default is to

















g only) estimates a model without the constant term (intercept).
maximize options control the maximization process; see [R] maximize in the reference manual. You may want to specify the
l
o
g option when estimating models on large datasets to view the progress of the maximum likelihood estimation steps.
You should never have to specify the other maximize options.
Examples

































































































































t with nonsurvey data.






h containing self-reported health status, which takes on the values 1–5, with 1
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According to our model, females give self-reports of poorer health status than males, blacks report much poorer health
status than nonblacks, and older people report worse health than younger.









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































We see an interesting pattern here. It suggests that females are less likely to report the extremes of health than males:
females are less likely to report poor health and less likely to report excellent health. The results for blacks, on the other hand,







































































Estimating linear combinations of coefﬁcients with the svylc command





c command, which estimates linear








































one might want to estimate the relative risk ratio for nonblack males to black females for the “excellent” category relative to


















































































































































































































































































































































































































































































b were purposefully hidden so that their




































t will then be immediately apparent.































t command. The obvious workaround is not to use value labels with blanks. Note that blanks in value































b commands use “linearization”-based variance estimators that are natural extensions








l. The point estimates are those given by the “pseudo-maximum-likelihood” estimator;


























ts are speciﬁed. See [R] svyreg







































t (see [R] svyreg).



















e the value of the base category.
Reference
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STB categories and insert codes
Inserts in the STB are presently categorized as follows:
General Categories:
an announcements ip instruction on programming
cc communications & letters os operating system, hardware, &
dm data management interprogram communication
dt datasets qs questions and suggestions
gr graphics tt teaching
in instruction zz not elsewhere classiﬁed
Statistical Categories:
sbe biostatistics & epidemiology ssa survival analysis
sed exploratory data analysis ssi simulation & random numbers
sg general statistics sss social science & psychometrics
smv multivariate analysis sts time-series, econometrics
snp nonparametric methods svy survey sampling
sqc quality control sxd experimental design
sqv analysis of qualitative variables szz not elsewhere classiﬁed
srd robust methods & statistical diagnostics
In addition, we have granted one other preﬁx, stata, to the manufacturers of Stata for their exclusive use.
Guidelines for authors
The Stata Technical Bulletin (STB) is a journal that is intended to provide a forum for Stata users of all disciplines and
levels of sophistication. The STB contains articles written by StataCorp, Stata users, and others.
Articles include new Stata commands (ado-ﬁles), programming tutorials, illustrations of data analysis techniques, discus-
sions on teaching statistics, debates on appropriate statistical techniques, reports on other programs, and interesting datasets,
announcements, questions, and suggestions.
A submission to the STB consists of
1. An insert (article) describing the purpose of the submission. The STB is produced using plain TEX so submissions using
TEX (or L ATEX) are the easiest for the editor to handle, but any word processor is appropriate. If you are not using TEXa n d
your insert contains a signiﬁcant amount of mathematics, please FAX (409–845–3144) a copy of the insert so we can see





e ﬁles, or other software that accompanies the submission.
3. A help ﬁle for each ado-ﬁle included in the submission. See any recent STB diskette for the structure a help ﬁle. If you
have questions, ﬁll in as much of the information as possible and we will take care of the details.
4. A do-ﬁle that replicates the examples in your text. Also include the datasets used in the example. This allows us to verify
that the software works as described and allows users to replicate the examples as a way of learning how to use the software.
5. Files containing the graphs to be included in the insert. If you have used STAGE to edit the graphs in your submission, be




h ﬁles. Do not add titles (e.g., “Figure 1: ...”) to your graphs as we will have to strip them off.






























e if you are working on a Unix platform or by attaching it to an email message if your mailer allows
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