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The technical progress of electronic devices is accompanied by or even based upon the minia-
turization of electrical circuits. As characteristic lengths reach the nanoscale regime, quantum
mechanical effects play an increasing role and may impede technical advances. For example, in
metal-oxide semiconductor field-effect transistors (MOSFETs) larger gate capacitances reduce
the power dissipation as they render smaller gate voltages possible. The capacitance can be
increased by either reducing the plate distance d or by increasing the dielectric constant ε of the
insulator between the gates. But d possesses a lower boundary below which the gate currents
induced by quantum mechanical tunnel processes exceed reasonable values. Even for arbitrarily
large ε, a finite screening length inside the gate electrodes limits the effective gate distance and
hence the capacitance [1].
On the other hand, quantum mechanical phenomena may also open up new possibilities for the
realization of electronic devices with enhanced or unique properties. A class of materials that is
promising in this respect are heterostructures with transition-metal oxides [2], for which already
today interfaces and surfaces can be fabricated with properties sufficient for functionality [3]. The
paradigm example of a representative of oxide heterostructures is LaAlO3/SrTiO3 (LAO/STO),
as the two-dimensional electron system at the interface between the two bulk insulators LaAlO3
and SrTiO3 features electronic correlations. These give rise to a plethora of physical phenomena,
as, e.g., superconductivity [4], magnetism [5] and even the coexistence of superconductivity and
magnetism [6, 7]. A seizable spin-orbit coupling is also present at the LAO/STO interface [8].
As the electron density n at the interface can be varied by at least one order of magnitude by
application of a backgate voltage, the LAO/STO system offers an excellent aptitude for the
utilization in electronic devices.
Measurements of the capacitance of a LAO/STO heterostructure by Lu Li et al. revealed an
increase of more than 40% above the geometric capacitance at low electron densities [9]. The
observed enhancement is much larger than in any other system so far. It can be traced back to
the negative compressibility κ < 0 of the dilute electronic subsystem in one electrode [10, 11, 12]:
In a homogeneous electron system at low densities the negative contribution of the exchange
and correlation term to the compressibility dominates over the positive kinetic contribution.
These findings and previous theoretical work [10, 11, 12] point to a new way to enhance the
capacitance: As the modification of the material between the electrodes, i.e., the search for high
dielectrics1, has reached its limits, the turn towards the electrode material promises substantial
progress.
This theoretical work examines how the properties of two-dimensional quantum mechanical
electronic systems on the electrodes affect the capacitance and electronic stability of a two-plate
capacitor. We investigate different models for the electronic systems and identify conditions
under which the capacitance is enhanced beyond the geometric value.
The layout we analyze consists of two static two-dimensional electron systems with Helmholtz
free energy Fi, i = 1, 2, at a fixed distance d that are coupled to each other. The total electron
1The denotation is actually “high-κ”, where κ refers to the real part of the dielectric constant ε. In this work,
however, κ is exclusively the compressibility.
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density is nt = n1 + n2, where ni is the electron density in subsystem i. Then the Helmholtz
free energy of the total system is given by (for details see Section 2.2):
Ft(n1, nt) = F1(n1) + F2(nt − n1) + Fes(n1, nt)− eVextn1A
Here Vext = Vs, where Vs is the voltage from an external voltage source, e is the elementary
charge and A is the area of one electrode. Fes is the energy of the direct Coulomb interactions
between all charges. The differential capacitance is given by the differential change of charge
on one electrode divided by the differential voltage that induced the change in charge. As n1
has to minimize Ft, one can extract Vs from the first derivative of the equation above. Thus the
inverse differential capacitance C−1diff of this layout is proportional to the second derivative of Ft

































This relation, read from left to right, demonstrates that the differential capacitance is a series
connection of the geometric capacitance, as derived from the electrostatic term Fes, with two
capacitances that originate from the quantum mechanical energies of the electronic systems. For
effective distances d/ε in the nanometer regime, these two “quantum capacitances” can be of the
same order of magnitude as the inverse geometrical capacitance, C−1geo = 4πd/εA. If the sum of
the “quantum capacitances” is negative, then the differential capacitance exceeds the geometric
value, Cdiff > Cgeo.
The second partial derivatives appearing in the capacitance are closely connected to the inverse
compressibility κ−1. The sign of the compressibility determines the stability of a system; for
κ < 0 the system is instable (see Section 2.1). For constant temperature and volume of the










where µ is the chemical potential. The total derivatives are taken with respect to the thermo-
dynamic variable of the system, which is the total electron density nt. The electron densities on
the plates, n1 and n2, are functions of nt and adjust in such a way that Ft is minimized.
If the electronic systems of the electrodes were isolated, then the second partial derivatives
appearing in Eq. (1.1) could be replaced by total derivatives and the quantum capacitances
would be proportional to the respective compressibilities. Then, the condition for Cdiff > Cgeo
corresponds to a negative compressibility in the isolated electron systems. This highlights the
road map for capacitance enhancement beyond the geometrical value: Identify electronic systems
that possess negative compressibility if they are considered as isolated and then incorporate
them into the electrodes of a capacitor. Despite the instable electronic subsystems, the total
combined system may possess a positive compressibility as (i) the electrostatic energy yields
a positive contribution and (ii) the compressibility has to be evaluated according to Eq. (1.2).
The latter yields, due to the total derivatives with respect to nt, a different result than the
single partial derivatives with respect to ni, which occur in the negative compressibilities of the
isolated subsystems.
The relation between capacitance and compressibility is discussed in Section 2.3 in more detail.
We introduce a rather general distribution of positive background charge, which can be varied
by parameters to account for different physical situations as, e.g., the layout of a polar het-
erostructure or a standard two-plate capacitor. Within this model we analyze the impact of the
different configurations of positive background charge on the stability of the system. Chapter 2
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is concluded by a short overview of some physical systems that displayed enhanced capacitance
or negative compressibility experimentally and a short list of other theoretical approaches.
The remaining chapters are dedicated to different mechanism that are able to enhance the
capacitance. According to Eq. (1.2), the compressibility is negative if an increase of the total
charge nt reduces the chemical potential. Hence we look for systems in which the band structure
depends on the density.
At low electron densities the contribution of the exchange and correlation energy to the com-
pressibility dominates over the kinetic term and thus induces κ < 0. This is well established both
in theory (e.g., in Monte Carlo simulations [13, 14]) and experiment [10, 11]. The Hartree-Fock
evaluation of the free electron gas is discussed in Chapter 3 to examine the role of the exchange
contribution to the compressibility. We provide an overview of results for the correlation terms
derived by Monte Carlo studies and their second derivative. The main work of Chapter 3 is
the introduction of finite temperature into the Hartree-Fock theory on the level of first order
perturbation theory. This alters the low density behavior quite drastically: At T = 0, the second
derivative of the exchange term with respect to the density, and thus the inverse compressibility
of the system, diverges to −∞. At T > 0 this divergence of the exchange term vanishes and the
inverse compressibility diverges to +∞ for n→ 0 due to the entropic contribution.
Chapter 4 deals with the impact of spin-orbit coupling (SOC) at the LAO/STO interface on
capacitance and compressibility. The strength of the SOC α increases with the magnitude of the
symmetry breaking electrical field at the interface. We introduce a density dependence of this
parameter by coupling to a second electron system: A transfer of charges from the second system
to the interface leaves an electrically uncompensated positive background charges behind, which
in turn create a symmetry breaking field at the interface that increases α. The SOC introduces
a splitting of priorly spin-degenerate bands. The resulting band structure depends strongly on
α: An increase of α shifts the minimum of the lower band to lower values. Thus the density
dependence of α may cause the decrease of the chemical potential of the interface system with
increased electron density. We start our analysis with the two-band Rashba model [15, 16, 17]
and then turn our focus to a six-band model that accounts for the Ti t2g orbitals that the
electrons at the LAO/STO interface reside in [18].
The interplay between Rashba SOC and exchange interaction are explored in Chapter 5.
We employ the Hartree-Fock approximation and then perform a diagonalization of the two-
band model both analytically and numerically. The latter method, which—in contrast to the
analytical approach—does not impose a symmetry a priori onto the solution, yields an intriguing
groundstate at low densities which is characterized by a finite center of wave vectors in the
Brillouin zone.
The starting point of Chapter 6 is the extended Hubbard model with nearest and next-nearest
neighbor hopping. An attractive nearest-neighbor interaction V may render the compressibility
negative for electron densities away from half filling, i.e., away from the correlation peak, which
originates from the on-site repulsion U . We compare results from Hartree and Hartree-Fock cal-
culations with data that was obtained with the Kotliar-Ruckenstein [19] slave-boson technique.




2. Introduction to Capacitance and
Compressibility
2.1. Compressibility of a Thermodynamic System
The Helmholtz free energy F (T,V, N) of a general thermodynamic system is a function of the
temperature T , the volume V and the number of particles N . It is connected to the internal
energy E via a Legendre transformation:
F (T,V, N) = E(S(T,V, N),V, N)− S(T,V, N)T (2.1)
The total differential of the Helmholtz free energy is given by
dF (T,V, N) = −SdT − pdV + µdN, (2.2)














The isothermal compressibility κ is the change of volume with pressure at constant temperature
















The inverse compressibility is also called the bulk modulus. With the introduction of the particle


































The equation above also holds true if instead of the particle number N the volume V is kept
constant when taking the partial derivative (c.f. App. A.1). The chemical potential can also be








For the rest of this work it is assumed that all derivatives are taken at constant temperature
T and constant volume V, so that the indices can be omitted. This restriction represents the
experimental situation where the setup is cooled to constant temperature and stable against
structural deformation.
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n>n' Figure 2.1.: Energy bands εn for agiven density n as function of wave-
vector k. (a) Chemical potential µ for
given density (orange dashed line). (b)
An increase to density n′ > n lowers
the energy band εn′ (blue) compared
to εn (grey). The chemical potential of
the higher density is lower than µ(n)
(grey dashed). In this case, the elec-
tric compressibility is negative.
The stability of a system is determined by the sign of its compressibility. This can easily be
seen with definition Eq. (2.4): At constant particle number the pressure p should decrease with
increasing volume V of the system; otherwise the system would expand even without applied




> 0 ⇔ ∂µ
∂n
> 0 (2.8)
The meaning of the chemical potential µ depends on the system which is considered [20]: For
a chemical reaction it characterizes the rate of change, for a concentration gradient the tendency
to diffuse and for a system with constant entropy (and volume) the change in energy when one
particle is added to the system. The last instance is of biggest relevance in solid-state physics,
where electrons play the central role: If a system of electrons has free energy F and particle
density n, then the chemical potential µ obtained by Eq. (2.7) is the energy of the highest filled
energy level (at zero temperature).1 The electron system is instable if an increase of electron
density lowers the chemical potential, i.e., ∂µ/∂n < 0. This is only feasible for energy levels
that depend on the electron density and are shifted down with increasing n. (Fig. 2.1)
If the calculation of the compressibility shows it to be negative, there are three possibilities
that have to be considered:
First, κ < 0 could be an indicator that another phase, for which the system is stable, exists. It
might be necessary to extend the model which produced the negative compressibility to capture
this phase.
Second, the system with negative compressibility could be coupled to another system, which
stabilizes the total system. For example, many properties in solid-state theory are understood by
taking only the valence band electrons into account. But these electrons are coupled to a lattice
of positive ions, which constitute the positively charged background, by Coulomb interaction.
A possible instability in the valence electron system could be compensated by the positive
compressibility of the background.
Third, the system could phase separate, i.e., two spatially separated phases with positive
respective compressibilities exist. A well-known textbook example is the coexistence of the
liquid and gaseous phase for a certain range of volume and pressure. The spatial separation of
phases is often accompanied by a spatially non-uniform particle density. For charged particles,
like electrons in a solid, this induces an electrostatic energy cost, which has to be incorporated
into the free energy.
1The chemical potential for a given number N of electrons may be identified at temperature T through µ(T ) =
F (T,N + 1)− F (T,N).
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Figure 2.2.: Schematic plot of (a) the Helmholtz free energy F , (b) the corresponding chemical potential µ
and (c) the inverse compressibility κ−1 (solid lines). In the range of the green solid line the compressibility
is negative. In the Maxwell construction µ12 encloses two areas of equal size ((b), blue). The red dashed
lines are the reconstructed curves for F , µ and κ−1.
All of the three alternatives above have to be carefully examined and compared; the ground-
state of the system has the lowest free energy.
The case of phase separation at the liquid-gas transition has been extensively analyzed by
means of the van der Waals equation of state for a gas [21]. For a certain range of parameters
the liquid and gaseous phase coexist. In this range the temperature, pressure and chemical
potential of both phases have to be identical for the system being in equilibrium. The Maxwell
construction can be used to determine the chemical potential of such a phase separated system.
Therefore an isothermal curve in the pressure over volume diagram is plotted and one has to
identify the constant pressure which intersects three times with the isothermal and encloses
two areas of equal size with it. In the next paragraphs this concept is extended to analyze the
behavior of the Helmholtz free energy and chemical potential in the case of phase separation.
We investigate a system where the compressibility is negative for an interval of particle num-
bers. The compressibility left and right of this interval is positive, so that the system can phase
separate. Both phases shall be in thermal equilibrium, i.e., the temperature T is constant and
can therefore be omitted. If one starts at low particle number, far left of the interval of nega-
tive compressibility, all particles of the system are in phase ph1. As the number of particles is
increased beyond a certain particle number N1, a new phase ph2 will emerge. Up to the particle
number N2 phase ph1 and ph2 coexist spatially separated. Above N2 all particles are in phase
ph2. So, for a given Helmholtz free energy, between which values N1 and N2 do the phases ph1
and ph2 coexist and what is the chemical potential for the phase separated state? Figure 2.2
shows a schematic plot of a Helmholtz free energy F and the corresponding chemical potential
µ and the inverse compressibility κ−1 as function of the particle number N before phase separa-
tion (solid lines). After phase separation takes place, both phases are at the same pressure and
chemical potential for N1 ≤ N ≤ N2:















, N1 ≤ N ≤ N2 (2.9)
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According to Eq. (2.3) the chemical potential is the first derivative of the Helmholtz free energy
F with respect to the particle number. Hence, since the chemical potential is constant in the
phase separated state for N1 ≤ N ≤ N2, F is linear in N for this particle number range:








(N −N1), N1 ≤ N ≤ N2 (2.10)
Eq. (2.10) combined with Eq. (2.9), yields the Legendre transform of F ,
[F (V, N)−Nµ(N)]|N=N1 = F (V, N)−Nµ(N), N1 ≤ N ≤ N2 (2.11)
Ω(V, µ(N1)) = Ω(V, µ(N)), N1 ≤ N ≤ N2, (2.12)
which is the grand potential. It follows from ∂Ω/∂V = −p that the pressure p is equal for all
N1 ≤ N ≤ N2. At N = N2, Eq. (2.10) becomes





























The last relation gives a graphical construction rule for µ12 if µ(N) is known: The two areas
enclosed between µ12 and µ(N) have to be of equal size (c.f. Fig. 2.2b). This is analogous
to the Maxwell construction. We would like to note that in the Maxwell construction usually
the pressure p12 of equilibrium, which also ensures the condition of equal chemical potential, is
determined. Here we determined the chemical potential µ12, which guarantees the equality of
pressure in the phase separated state.
Alternatively to the graphical construction the two equations (2.9) and (2.10) can be taken
at N = N2 and solved for N1 and N2.
The particle range of phase coexistence is larger than (and includes) the particle range of
negative compressibility. Since for the latter the chemical potential decreases with increasing
particle number, the condition of equal chemical potential cannot be fulfilled at the limits of
the κ < 0 range. This leads to phase separation in a range of particle number where the
compressibility is positive.
The Helmholtz free energy of the phase separated state is always smaller than that of the
system before separation (c.f. Fig. 2.2a) for particles without electrical charge. But if the
particles are charged, e.g., like electrons in a solid body, a charge distribution, which deviates
from the neutralizing background charge distribution, introduces an additional electrostatic
energy cost.
Note that in the phase separated state the chemical potential is independent of the particle
number, which introduces difficulties for computational methods which rely on scanning through
all values of chemical potential for the determination of the occupation number of energy bands.
A small change in chemical potential around µ12 generates a jump in particle number from
around N1 to around N2. This characterizes a first order phase transition. If one is interested in
F (n) for the instable phase, which could be stabilized by coupling to other degrees of freedom,
other methods, which do not rely on the chemical potential, have to be used.
2.2. Coupled Electron Systems
The classical capacitance of two parallel metallic plates with distance d and area A can be easily
calculated with Gauss’s theorem and is a function of the geometric dimensions Cgeo = A/4πd.
8











Figure 2.3.: The top electrode L1 with
thickness t
(3D)
1 and area A is connected
by a voltage source/voltmeter V with the
bottom electrode L2 with thickness t
(3D)
2 .
The distance between the electrodes is d
and the enclosed isolator has the dielec-
tric constant ε.
But how is the capacitance affected by the properties of the metallic electron system on the
electrodes when quantum mechanical effects play a role? To answer this question we investigate
the following model: Two parallel electrodes with area A and distance d are connected by
a voltage source, which applies the voltage Vs between the electrodes (Fig. 2.3). The space
between the electrodes is filled with an insulating layer with dielectric constant ε. The thickness
of a three-dimensional electrode i is given by t
(3D)
i .
We model each electrode as electron system with a background charge that neutralizes the
negative charge of the electrons. We first calculate the grand canonical energy for each electron
system seperately without coupling to each other, i.e., we treat the two systems as independent.
After that a Legendre transformation is performed to obtain the Helmholtz free energies of the
isolated electron systems.2 F1(n1) denotes the Helmholtz free energy of the lower layer (L1)
and F2(n2) the Helmholtz free energy of the upper layer (L2). The electron number density
ni = Ni/V is the number of electrons on the respective layer divided by the volume of the





A ∗ t(3D), 3D (2.15)
The next step is to connect the two electron systems by a voltage source. The total electron
number density in the system after this is nt = n1 + n2, which is equal in size to the total
background charge carrier density, so that the total system is electrically neutral. The Helmholtz
free energy of the total system is
Ftot(n1, nt) = F1(n1) + F2(nt − n1) + Fes(n1, nt)− eVextn1V (2.16)
Here we used n2 = nt−n1. e is the charge of an electron. The third term, Fes, is the electrostatic
energy. It includes the static Coulomb interaction (classical term) of the background charge with
itself and the electrons and the direct Coulomb interaction of the electrons. It depends on the
spatial distribution of the positive background charge and is analyzed later in more detail. The
last term consists of potential differences between the two layers: the external voltage from the
voltage source Vs and a possible offset in chemical potentials between the two electrodes µoffset:
Vext = Vs + µoffset (2.17)
The Helmholtz free energies Fi(ni) of layer i can be decomposed into their contributions [12]:
Fi = Fkin,i + Fex,i + Fc,i + Fext,i (2.18)
2As a requirement for this approach the grand canonical energy has to be convex. If it is not, e.g., because
ranges of it display negative compressibility and a Maxwell construction was used to obtain a stable system,
the Helmholtz free energy is calculated directly by predefining the electron density instead of the chemical
potential.
9
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The first three terms are of pure electronic origin: The kinetic energy Fkin, the exchange energy
Fex and the correlation energy Fc of the electrons of the respective layer. The electron-electron
interaction is split into three parts: The direct q = 0 interaction, called Hartree term in the
Hartree-Fock approximation, and the static direct Coulomb interaction energy with the back-
ground charge are included in the electrostatic energy Fes. The exchange contribution is a
consequence of the indistinguishability of electrons; it corresponds to the Fock energy. The dif-
ference between the exact groundstate energy and the Hartree-Fock energy is called correlation
energy. The distinction between Fex and Fc is useful in the free electron gas, where Fex is easily
calculated, but may be unnecessary in more complex models. The term Fext arises from the
interaction between the electrons and external potentials. It includes, e.g., surface potentials
and potential wells (like confining potentials in semiconductor heterojunctions). All interactions
with “non charge-carrier degrees of freedom” (ncc), like for example phonons, are represented
by this term.
We assume that the distance between the electrodes is so small that quantum mechanical
energies are of the same order as the electrostatic energy, but not so small that the wave functions
of the electrons on different electrodes overlap substantially. Thus we do not include phenomena
like tunneling or spontaneous interlayer coherence (SILC) [22]. The latter is a groundstate with
interlayer-coherence; its impact on the capacitance of a two-layer capacitor was analyzed in an
earlier work [23]. The inclusion of such interlayer phenomena would add a term F12(n1, nt−n1)
to the Helmholtz free energy Eq. (2.16).
The thermodynamic variables of the combined system are the temperature T , the volume V
and the total electron number density nt. The number density is a suitable replacement for the
electron number as V is kept fixed through this work. The electron number density n1 is not a








The first relation equals the condition that the electrochemical potentials of both electrodes are
the same.
If two metals are connected in such a way that electrons are allowed to flow freely between
them, they are on the same electrochemical potential. Typically two metals differ in their work
function W , which is the minimum energy required to move an electron from inside the bulk
just outside of the surface. It is the sum of the highest occupied energy εF and a term Ws,
which is the work that has to be spent to move the electron through the dipole layer on the
surface. The difference in work functions leads to a charge transfer between the connected,
former electrically neutral metals. The transfer of charges generates an electric field, which
induces a potential difference between the two metals that shifts the bulk energy levels. The
potential difference, which is based on charge transfer, is called the electrical voltage Ve.
3 The
system is in equilibrium when the potential difference generated is equal to the difference in
work functions of the two metals.












Fes(n1, nt − n1, nt)
!
= 0 (2.20)
3In contrast, a difference in electrochemical potentials is the voltage as measured by standard voltmeters. Note
that Ashcroft and Mermin [24] swapped the chemical potential and electrochemical potentials (as discussed
in Reference [25]).
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The last term Fes reduces to the electrostatic energy of the electric field between the two layers;
its derivative yields the electrical voltage Ve. The derivatives of both square brackets produce the
work functions of the respective electrodes: The work against the dipole layer Ws is included in
the derivate of the energy Fext,i within Fi, and the derivative of the rest of Fi yields the chemical
potential. Hence, the difference in work functions equals the (electrical) potential difference
induced by the transferred charge, which implies the equality of electrochemical potentials on
both electrodes (for Vs = 0).
For three-dimensional electrodes the bulk chemical potential µ remains unaltered for realisti-
cally large charge transfers. The transferred charge resides on the surface of the electrodes and
alters there the local charge distribution. However, in two-dimensional systems µ is perceptibly
affected by the transfer of charge.





where Q is the charge induced by the (electrochemical) potential difference between the elec-





is the ratio between an infinitesimal small change in charge dQ and the corresponding infinites-
imal potential difference dVs. The classic textbook example in electrostatics consists of two
infinite parallel metallic plates at distance d. The space between the plates is filled by an iso-
lator with dielectric constant ε. According to Gauss’s law, the electric field generated by the
charge per area ±Q/A at one infinitely expanded plate is ±2πε Q/A. The voltage between the
two conductors is obtained by integrating the (spatially constant) electric field over the distance:
Vs =
4π








depends only on the spatial dimensions of area A and the effective dielectric thickness d/ε; thus
it is called the geometric capacitance.
Below, several schemes to go beyond the geometric capacitance are briefly discussed:
• Lindhard function to include screening (Büttiker) [27]
The derivation above is only correct under the premise that the charge Q of a classical
system resides on the two-dimensional surface of the electrodes. If we investigate two-
dimensional electron systems this is true by definition; but for a realistic three-dimensional
electrode screening becomes important. Mead concluded by the analysis of a tunnel cur-
rent through a thin dielectric [28] between two electrodes, that the electric field penetrates
into the electrodes. This increases the effective distance between the plates of the capacitor
beyond the geometric value. To calculate the distribution of charge under the influence
of an external field one has to take electron-electron interactions into account. Büttiker
derived a general expression for the capacitance [27], whereby he used the Lindhard func-
tion to incorporate screening. For two three-dimensional electrodes he found the effective
distance of the capacitance,
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to be enhanced by the Thomas-Fermi screening length λi in layer i. This length can be
expressed by the density of states (DOS) N (3D)i of the bulk material. For two-dimensional
electrodes one has to remove the λi in the right-hand side of the above relation and replace
N (3D)i by N
(2D)
i .
The quantum mechanical contributions, which are encoded in the DOS N in the r.h.s.
of Eq. (2.24), become relevant for the capacitance if they are of the same order as the
classical electrostatic contribution 4πd, i.e., for small plate distances.
• Charge distribution profile (Ku and Ullman) [29]
The discrepancy between measured and geometric capacitance for small effective dielectric
thicknesses can be explained on the basis of the spatial charge distribution induced by finite
screening: Ku and Ullman pointed out [29] that the applied voltage Vs differs from the
voltage difference V1 − V2 of the surface of the electrodes. This is because the variation of
the charge density inside the electrodes in the range of screening induces a space dependent
potential. If the contact potentials of the electrodes are equal, the charge Q transferred
due to the applied voltage Vs generates the constant electric field E between the electrodes
and the voltage difference V1 − V2 = Ve:
Ve = V1 − V2 =
∫ d/2
−d/2
dx|E| = |E|d = 4πQ/A
ε
(2.25)















The second term in the parentheses of the inverse capacitance is the correction due to the
finite screening length (c.f. Eq. (2.24)). For electrodes with unequal contact potential, a
voltmeter, which does not allow charge to flow, measures the difference in the electrochem-
ical potential. When the electrodes are connected, charge will flow between the layers and
the arising electrostatic field generates a shift of the (bulk) chemical potential by Ve, so
that both electrodes are on the same electrochemical potential.
• Center of charge approach (Lang and Kohn) [30]
For the derivation of Ku and Ullman the surfaces of the electrodes have to be unambigu-
ously definable. This challenge is skirted by the approach of Lang and Kohn [30]: They ap-
plied density-functional theory to calculate the electron distribution on three-dimensional
electrodes with a homogeneous positive background self-consistently. The resulting spatial










The denominator of both xi equals the charge on both electrodes; its absolute value is equal
for both layers. The electrical potential difference Ve(∞)−Ve(−∞) ≡ V∞e is connected to


























2.2. Coupled Electron Systems
for the capacitance, where the distance between the centers of charge plays the role of the
effective plate distance, a quantity which depends on the charge Q on the electrodes.
The numerical results of Lang and Kohn showed the center of charge being outside of
the positive background, i.e., the effective plate distance was smaller than the geometric
distance. This has to be contrasted to the increased effective plate distance for finite
screening [29, 31]. The center of charge approach uses the classical Poisson equation to
derive a potential difference from the given distribution of charge in Eq. (2.28). This
captures only the electrostatic part, which originates from a possible dipole layer, of the
work functions and neglects the contributions from the chemical potentials. On the other
hand, the capacitance derived in Eq. (2.26) by the charge distribution profile approach of
Ku and Ullman depends on the applied voltage Vs, which includes the full difference in
work functions between the electrodes. Only if the chemical potentials of both electrodes
are equal, both approaches yield the same result for the capacitance. Then the surfaces of
the electrodes in the finite screening approach have to be defined accordingly (App. A.2).
• Decomposition into a sum of inverse capacitances
In this work we do not include self-consistent corrections arising from the inhomoge-
neous distribution of electrons in three-dimensional electrodes. Instead we calculate the
Helmholtz free energy for a spatially homogeneous bulk system, including quantum me-
chanical interactions. We assume that the additional charge on the electrodes is distributed
spatially constant in the region from the surface of the electrode up to the screening length
λ [12]. The volume of our system considered is then Vi = Aλi. The simplification over
the fully self-consistent evaluation makes this an effective model that can help to ana-
lyze the qualitative effects of the quantum mechanical contributions on capacitance and
compressibility.
The capacitance of a two-electrode layout as described at the beginning of this section can
also be derived from its Helmholtz free energy Eq. (2.16) [32]: n1 has to minimize the total















When the contact potentials of the electrodes are unequal, electrons will be transferred
between the layers and the electrodes are charged even without the application of voltage
Vs. With Vext = Vs + µoffset, the equation above can be resolved for Vs, which is then a
function of electron number density n1 on the lower layer. The inverse of the differential
























is the change of voltage between the electrodes with charge on one of the electrodes. The
differential capacitance is only a well-defined quantity if n1, which has to minimize the
total free energy, is not at one boundary of its definition range. n1 = 0 or n1 = nt
imply the possibility that both electrodes are not at the same electrochemical potential.
For example, imagine the situation that the offset in chemical potentials between the two
layers is so large that even after the transfer of the total charge to the layer with lower
potential, which is realistically feasible for two-dimensional systems, a discontinuity in
the electrochemical potential persists. The application of a (infinitesimal) voltage, which
is smaller than the discontinuity, by an external voltage source would not transfer any
charges between the electrodes, so that the capacitance is zero.
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1/Ckin,1+1/Ckin,2 1/Cgeo1/Cex,1+1/Cex,2 1/Cc,1+1/Cc,2 1/Cext,1+1/Cext,2
Figure 2.4.: The total capacitance Eq. (2.33) can be represented as a series connection of quantum
capacitances with the geometric capacitance Cgeo. The color indicates the sign: green contributions are
positive, purple negative and the sign of Cext,i depends on the model. Adapted from Ref. [12].
The relation above was derived by Kopp and Mannhart in an alternative way [12]: The
Helmholtz free energy is expanded in the charge of the lower electrode up to second order.
If this expansion is around the charge which minimizes the free energy, eVn1, the first
derivative vanishes. The coefficient of the second order term is identified with the inverse





The inverse capacitance is proportional to the second derivate of the free energy with



















































shows that the inverse differential capacitance of the system splits up in purely quantum
mechanical contributions and the inverse geometric capacitance. The latter arises from
Fes, which consists of the long-ranged Coulomb interactions.
The differential capacitance of the system can be expressed as a series connection of “ki-
netic capacitance” Ckin, “exchange capacitance” Cex, “correlation capacitance” Cc and
capacitance from electron-ncc interactions Cext with the geometric capacitance Cgeom (c.f.
Fig. 2.4, [12]). The individual quantum mechanical capacitances can be positive or nega-
tive:
The kinetic capacitance is always positive. The exchange energy originates from the q 6= 0
electron-electron interaction in first order perturbation theory.4 Due to the anticommuta-
tion relation, the sign of Fex is always negative, which is passed on to Cex. The correlation
energy Fc is the difference between the exact electron-electron interaction energy with-
out Hartree contribution and the exchange energy. As shown in the next chapter, the
correlation capacitance is negative for a free electron gas with uniform and rigid back-
ground. Cext depends strongly on the microscopic model, so that it can be both positive
and negative [12].
The inverse capacitance can exceed the geometric value if the sum of the other terms in
Eq. (2.33) is negative. The sign of the sum of quantum mechanical contributions from
one layer i to Eq. (2.33) equals the sign of the compressibility of this layer (without direct
4The direct (q = 0) interaction is included in the Hartree term.
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Coulomb interactions) if this layer is considered as isolated. Normally ∂2Fi/∂n
2
i < 0 would
induce an instability for an isolated system, but here layer i is only a part of a larger system.
The compressibility—and with it the stability—of the total system is determined by the
second derivate of the Helmholtz free energy with respect to the total charge nt.
2.3. Compressibility and its Dependence on the Distribution of the
Positive Background Charge
The central idea of this work is to find systems, which display negative compressibility ∂2Fi/∂n
2
i <






This arrangement then has a capacitance that is larger than the classical geometric capacitance.
The total system may be stabilized by other contributions, most prominently the term arising
from the Coulomb energy. We will show below that the capacitance of the system can be kept
constant whilst the stability can be tuned by altering the distribution of the positive background
charge for two-dimensional layers. This section is based on Ref. [32] for the most part.
The compressibility of the total system is given by Eq. (2.6), where the partial derivate implies
that the temperature T and the particle number N (or the volume V) are kept fixed. Here it
may be replaced by the total derivate with respect to the total number density of electrons nt







The electron number density n1 on electrode 1 has to minimize Ft ≡ Ftot by Eq. (2.19). Thus,
n1 is a function of nt and the applied voltage Vs:
n1 = n1(nt, Vs)















The Helmholtz free energy Ft depends indirectly over n1 on nt and also directly on nt. Hence




















































The term with the factor ∂n1Ft in Eq. (2.36) vanishes due to Eq. (2.19). With Eq. (2.35) the
inverse compressibility in lines (2.37) and (2.38) can be expressed either without mixed partial
derivative or without ∂ntn1, respectively.
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In the Helmholtz free energy Eq. (2.16) of the system, all terms but the electrostatic term
depend either on n1 or on nt − n1:5
Ft(n1, nt) = F1(n1) + F2(nt − n1) + Fes(n1, nt)− eVextn1V
This functional dependence allows to rewrite the second derivates [32]:
∂2Ft
∂n1∂nt






























































for the inverse compressibility. Here we used the definition (2.31) of the differential capac-
itance and introduced the differential operator D ≡ (∂2nt + ∂n1∂nt). The result relates the
compressibility with capacitance, charge transfer function ∂ntn1 and DFes. The latter is zero
for Fes = Fes(n1, nt−n1), that is, DFes = 0 for a typical two-electrode capacitance. In this case
Eq. (2.42) produces a simple criterion for positive compressibility by evaluation of ∂ntn1




The charge transfer function ∂ntn1 exposes how the electron density on the lower electrode is
modified with a change of the total electron density. In an instable system with DFes = 0,
the introduction of additional electrons into the system would either decrease the number of
electrons on the lower layer (∂ntn1 < 0) or transfer more electrons than were added onto the
lower layer (∂ntn1 > 1).
6 This means that the introduction of electrons into the system will
trigger a charge transfer between the electrodes that is larger than the amount of inserted charge.
The electrostatic energy Fes(n1, nt) arises from the direct Coulomb interaction between all
charges in the system, including the positive background charge. A mathematically simple model
with yet a wide range of applicability is introduced to analyze the impact of the distribution of
the positive background charge on compressibility and capacitance [32]: The electrons reside in
two two-dimensional electrodes separated by the distance d. The fraction γnt of the positive
background charge density is located at αd from the lower electrode; and the rest of positive
charge (1 − γ)nt at βd, where 0 ≤ α ≤ β ≤ 1. The positive charge is distributed spatially
uniform in the two-dimensional layers. The space between all four planes of charge is filled by
an isolator with dielectric constant ε (c.f. Fig. 2.5a).
This model captures a multitude of physical layouts: For α = 0 and β = 1 the layers of positive
background charge coincide with the electrodes. This is the common case realized in a physical
setup where two electrodes are separated by an insulating, uniform dielectric. The parameter γ
5Interlayer correlations, like tunneling or interlayer coherence, could also possess a functional dependence beyond
n1 and nt−n1. One could define F ′es(n1, nt) = Fes(n1, nt) +Finterlayer(n1, nt) to retain the form of Eq. (2.16),
if interlayer terms were included.
6Both statements are equivalent in a sense that one statement guarantees that the other statement is true for
the other electrode.
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Figure 2.5.: (a) General electrostatic layout, characterized by the locations αd and βd as well as the
charge densities ntγ and nt(1− γ) at these positions of the positive background charge. (b)–(d) Special
instances of (a), with all three parameters α, β and γ fixed. (e) Polar heterostructure with charge density
±ent on the polar layers. For the right choice of parameters as detailed in Eq. (2.44) the electrostatic
energy is equal to layout (f). (f)–(h) Instances of (a) that can be described by one parameter. For details
on (b)–(d) and (f)–(h) see main text.
identifies the fraction of the total positive charge on the lower electrode. It allows to account
for specific densities of mobile electrons, which are equal to the densities of the neutralizing
positive background ions, of different electrode materials. For γ = 0 all positive charge resides
on the lower layer, so that the upper electrode consists of empty bands in a charge-neutral
layer. In another instance of the model, namely for α = β, the positive charge is also located
completely in one layer. The position of the plane of positve charge is parameterized by α. This
setup corresponds to a polar heterostructure (c.f. Fig. 2.5e and [33, 32]), which possesses the
same electrostatic energy. The position of the positively charged (effective) layer depends on the
properties of the polar material, the single layers of which are characterized by specific atomic
thicknesses dla and d
l
b with effective dielectric constants εa and εb, respectively: For l layers of















One could also deposit a thin insulating film and a contacted terminating electrode on top of
the polar heterostructure to modify α experimentally.
We introduce three configurations that represent special cases of the physical setups above [32]:
• the symmetric polar heterostructure (SPH) with α = β = 12 , where the positive charge is
in the layer in the middle between the electrodes (Fig. 2.5b);
• the symmetric standard capacitor (SSC) with α = 0, β = 1 and γ = 12 , where half of the
positive charge is on each electrode (Fig. 2.5c);
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• the asymmetric standard capacitor (ASC) with α = 0, β = 1 and γ = 0, where the positive
charge is on the upper electrode (Fig. 2.5d).
Also three more general setups, which depend on one parameter each, are defined:
• the asymmetric case a with βa = αa, where the positive charge is concentrated in one
layer (Fig. 2.5f);
• the symmetric distribution s with βs = 1 − αs, γs = 12 , where half of the positive charge
is located at the same distance αsd from each electrode (Fig. 2.5g);
• the standard configuration t with αt = 0, βt = 1, 0 ≤ γt ≤ 1, where the positive charge is
in the layer of the electrodes (Fig. 2.5h).
The latter three configurations reproduce the special cases for certain values of the character-
izing parameter. For example, the symmetric and standard configuration reduce to the SSC for
αs = 0 and for γt = 12 , respectively.
The electrostatic energy of the general model can be easily calculated over the energy of the
electric fields:
F ges = 2D
[
αn21 + (β − α)(γnt − n1)2 + (1− β)(nt − n1)2
]
, (2.45)











which depends solely on the effective distance between the electrodes. Hence the differential
capacitance Cdiff is independent of the arrangement of the positive background charge. The
compressibility, on the other hand, is a function of the distribution of positive background
charge, as both ∂ntn1 and DF
g
es appear directly in Eq. (2.42). This allows to tune the stability
of the system while leaving its capacitance unchanged. The term with the differential operator,
DF ges = 4D(β − α)γ(γ − 1), (2.47)
vanishes if α = β, γ = 0 or γ = 1. For these parameters all positive charge is located in one
layer and the electrostatic energy is a function of n1 and nt − n1. Due to the restriction α < β,

















(β − α)γ(1− γ) (2.48)
The system is stable for κ > 0:
κ > 0 ⇐⇒ Cdiff
Cgeo







This inequality yields an upper bound for the enhancement of the differential capacitance over
the geometric capacitance: The right-hand side of the inequality above is positive for 0 <
∂ntn1 < 1 and smaller than
1
4 . For DFes = 0, i.e., when all positive charge is in one layer,
the left-hand side of the inequality is zero. This means there is no limitation to capacitance
enhancement from the stability criterion for the asymmetric case a, the SPH and the ASC. For















es DF ies Ai
a −4D(1− αa) 4D(1− αa) 0 4 [(4Dαa + F ′′1 )(1− αa) + F ′′2 αa]
s −2D D(1 + 2αs) D(2αs − 1) F ′′1 + F ′′2 + 2(F ′′1 + F ′′2 + 4D)αs
t −4Dγt 4D(γt)2 4Dγt(γt − 1) 4[(F ′′1 + F ′′2 )(γt)2 + F ′′2 (1− 2γt)]
Table 2.1.: Derivatives of the electrostatic energy and constant Ai of Eq. (2.54) for the asymmetric a,
symmetric s and standard t configuration of the positive background charge.
Again, for γ = 0 or γ = 1, there is no limitation for capacitance enhancement. For γ = 12 ,
i.e., when there is an equal amount of positive background charge on each electrode, the system
becomes instable if C
t,γ=1/2
diff > Cgeo. Consequently, the SSC configuration allows no capacitance
enhancement. A more asymmetric positive charge distribution between the plates allows a larger







permits Csdiff > Cgeo for α
s 6= 0. As ∂n1F ses = 4D(n1−nt/2) is independent of αs, so is ns1(nt, Vs),
which is determined by the minimization of the free energy Eq. (2.30). This induces that also
∂ntn1 is independent of αs, so that the inverse compressibilities differ only by
n2t
A




according to Eq. (2.42) for different values of αs. The inverse compressibility is smaller for
smaller distance between the layer of positive charge and the electrodes. The symmetric layout
s turns into the SPH layout for αs = 12 and into the SSC layout for α
s = 0. Thus the inverse
compressibility of the SPH is exactly n2ntD/A larger than that of the SSC, i.e., the SPH is more
stable than the SSC.
Eq. (2.38) expresses the compressibility without charge transfer function ∂ntn1; the insertion



































Ai denotes the special setups of the general electrostatic energy F ges of Eq. (2.45): i = {a, s, t}.
The values for i = a, s, t are given in Table 2.1; they reduce to
ASPH = 2(F ′′1 + F
′′
2 + 2D), A
SSC = F ′′1 + F
′′
2 , A
ASC = 4F ′′2 , (2.55)
for the parameterless, special cases. The denominator of Eq. (2.54) is proportional to the
differential capacitance, which has to be positive due to the minimization criterion Eq. (2.19).
This denominator is also the prefactor of αs in As in the symmetric layout s. This means that the
stability of the system increases with αs and has its maximum at αs = 12 , which corresponds to
the SPH. As lined out above, the SSC allows no capacitance enhancement without destabilizing
the total system.
For an enhancement of the differential capacitance beyond the geometric value, one needs
F ′′1 + F
′′
2 < 0, but also κ > 0. The former induces that A
t of the standard layout has the






2 ) with a value of
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2 ). It is 0 < γ
t
m < 1 only true for F
′′
1 < 0 &F
′′
2 < 0, i.e., if this condition
is fulfilled, then the system is most stable for γtm. It is γ
t
m < 0 for F
′′
2 > 0; the system is then
most stable for γt = 0 and At = 4F ′′2 . On the other hand, γ
t
m > 1 is true for F
′′
1 > 0 and then
the system is most stable for γt = 1 and it is At = 4F ′′1 . Summing these inequalities up for
capacitance enhancement in the standard layout t, where the layers of positive charge coincide
with the electrodes and γt characterizes the fraction of charge on the lower electrode: If the
second derivative of the free energy of one of the electrodes is positive, then the stability of the
system increases with the fraction of the positive charge in this layer.
In the asymmetric layout a, where the positive charge is concentrated in one layer, which
is located αad from the lower electrode, Aa depends quadratically on αa. The function has its
maximum value of 4D+(F ′′1 −F ′′2 )2/4D+2(F ′′1 +F ′′2 ) at αam = (4D−F ′′1 +F ′′2 )/8D. If αam /∈ [0, 1],
then the system is most stable for Ai(α = 0/1):
F ′′1 > 4D + F
′′
2 ⇒ αam < 0, Ai(α = 0) = 4F ′′1 (2.56)
F ′′2 > 4D + F
′′
1 ⇒ αam > 1, Ai(α = 1) = 4F ′′2 . (2.57)
If the second derivative of the free energy of one of the electrodes is more than 4D larger than
that of the other electrode, the inverse compressibility is larger (the system is more stable) if
the layer of positive charge is located nearer to this electrode.
The antecedent analysis illustrates the importance of the distribution of the positive back-
ground charge: The model chosen for the electrostatic layout allows to tune the compressibility
of the system without impact on the differential capacitance. The latter is increased by negative
second derivatives of F1 and F2, which in turn tend to destabilize the total system. This effect
can be countered by an appropriate choice of the electrostatic layout: For example, contrary to
the SSC, which allows no capacitance enhancement, the SPH is much more stable. If F ′′i > 0 for
electrode i, it is best for the stability of the system to place the majority of the positive charge
near this electrode.
In Section 4.3.2 we investigate the effect of the symmetric and asymmetric layouts on the
inverse compressibility for different values of αs and αa, respectively. There the lower electrode
comprises a two-dimensional electron system with spin-orbit coupling, while a two-dimensional
free electrons gas resides at the upper electrode (see Fig. 4.11).
Two identical electron systems, which are characterized by the extended Hubbard model with
attractive nearest-neighbor interaction V , are coupled in Section 6.4.2. The inverse compress-
ibility of the combined system is compared for the SPH, SSC and ASC configuration of the
positive background charge for different values of V (see Fig. 6.4).
2.4. Experimental Findings of Negative Capacitance and
Compressibility of Subsystems
In this section we provide a short overview of some of the physical systems in which enhanced
capacitance or negative compressibility have been observed experimentally:
• Oxide heterostructures: LaAlO3/SrTiO3
A two-dimensional electron gas may form at the interface between the bulk insulators
LaAlO3 (LAO) and SrTiO3 (STO) [34]. This is the case if the electrically neutral (TiO2)
0
(001) oriented surface of SrTiO3 is in contact with the layer (LaO)
+ [34] and the thickness
of LAO amounts to at least four unit cells [35]. As the LAO consists of alternating positive
(LaO)+ and negative (AlO2)
− layers, this layout (see Fig. 2.5e for a schematic plot of a
polar heterostructure) stimulated a theory for the emergence of the interface electronic
system called the polar catastrophe hypothesis [34]. The electrons occupy Ti 3d t2g states
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of the interface TiO2 layer [18] and their distribution in z direction can be characterized
as two-dimensional [36, 37]. The electron density at the LAO/STO interface is typically
in the range of several 1013 cm−2 ≈ 3 × 10−4 a−2B and can be tuned by the application of
a backgate bias by at least one order of magnitude. The electron system at the interface
features electronic correlations, which entails a wide range of physical phenomena, ranging
from superconductivity [4] over magnetism [5] to the coexistence of superconductivity and
magnetism [6, 7]. Additionally, seizable spin-orbit coupling was measured at the LAO/STO
interface due to the presence of a symmetry-breaking electrical field [8].
The capacitance of LAO/STO heterostructures was determined by Lu Li et al. for several
samples [9]. They used top gates on LAO of varying thickness of 10–12 unit cells and
applied back gate voltages to tune the electron density n at the interface. For low n an
enhancement of the capacitance of more than 40% at T = 4.2K and of about 10% at
room temperature over the high-density value—that was identified with the geometrical
capacitance—was observed, which are values that are unmatched in magnitude by other
systems, like, e.g., semiconductors. This was traced back to a negative contribution of
electronic correlations to the capacitance by electric-field penetration measurements. The
increase of the capacitance for densities near depletion of the interface was found by later
measurements at room temperature as well [38].
In a setup with top gate the minimum number of LAO layers is limited by the appearance
of tunneling between the top gate and interface. This can be circumvented by the use of
Kelvin probe microscopy, which determines the difference in contact potentials between
the interface and microscope tip and thus the difference in chemical potentials. Tinkl et
al. deployed Kelvin probe microscopy on a 4 unit cells thick layer of LAO on top of
STO for different interface densities, which were tuned by application of a back gate bias.
Their results for the interface electron system showed that the derivative of the chemical
potential, which is proportional to the inverse compressibility, is negative at small n.
Although the occurrence of negative compressibility could be qualitatively related to elec-
tronic exchange and correlation effects, a good quantitative agreement of the experimental
results of the LAO/STO interface with a theoretical model is not known to date. In this
regard, and because the LAO/STO system can be considered as a representative for a mul-
titude of perovskite oxide heterostructures, we use in this work mostly parameters that
correspond to the LAO/STO system.
• Ferroelectrics
The class of ferroelectrics is of interest regarding high capacitance for two reasons: On the
one hand, they feature typically quite large dielectric constants ε. For example ε of lead
zirconate titanate Pb(ZrxTi1−x)O3 (PZT) is in the range of several 1000 [39]. On the other
hand, it was proposed that a capacitor with a ferroelectric as insulator between the metallic
plates may display a negative second derivative of its free energy with respect to the density
on the plates [40]. The energy over electric polarization curve of a ferroelectric exhibits two
minima with a maximum between them for zero applied field. The system adopts one of
the states with minimal energy, where the second derivative is positive and consequently
its capacitance. This induces a finite electric polarization, which in turn generates an
electric field at the metal electrodes and a transfer of charge Q between the electrodes—
even without external voltage. The ferroelectric capacitor is now connected in series with
a second, standard capacitor, which has its minimum in energy at Q = 0, i.e., at the
charge where the maximum of the ferroelectric capacitor lies. Under the assumption that
the energy of the standard capacitor is large enough in comparison with the ferroelectric
capacitor, the combined system will have its minimum at Q = 0, so that the inverse
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differential capacitance is obtained by the second derivate of the total energy with respect
to Q at this point. As the ferroelectric capacitor is at a local maximum for Q = 0, its
contribution is negative, which corresponds to a negative capacitance as pointed out by
the authors of Ref. [40]. The total capacitance of this layout is hence larger than the value
of the standard capacitor. For the stability one has to consider the coupled system of both
capacitors, so that although the ferroelectric capacitor alone would be instable [41], the
total system features a positive compressibility. The enhancement of the capacitance by
this mechanism was shortly after the proposal confirmed experimentally for ferroelectric
capacitors comprising PZT [42, 43] and Ba0.8Sr0.2TiO3 [44].
The described mechanism by ferroelectrics and this work are based on the same concept
for capacitance enhancement, i.e., the coupling of an instable system with a stabilizing
system, but they use a different realization. The ferroelectrics modify the material be-
tween the electrodes, while the approach of this work is to tune the electrode material.
Both strategies are in principal combinable for a maximum of capacitance enhancement
under the condition that the minimum of the total energy lies at a density for which the
ferroelectric contribution is maximal.
• Semiconductors
Another class of materials for which negative compressibility has been experimentally
observed are two-dimensional semiconductor electron systems in presence of a strong per-
pendicular magnetic field. Those systems feature low carrier densities of n ≈ 10−5 a−2B
for Si [45] and n ≈ 5× 10−6 a−2B for GaAs/AlGaAs heterostructures [10] so that electron-
electron interactions become more important. The perpendicular magnetic field induces
the quantization of electronic states into Landau levels, which suppresses the kinetic en-
ergy and thus enhances the relevance of the electron-electron interactions. Kravchenko et
al. identified the compressibility of the quantum contributions in Si-MOSFETs for differ-
ent magnetic fields by measurement of the deviation of the capacitance to its zero field
value [45]. They found a negative compressibility for high fields, which they traced back
to the exchange interaction. Eisenstein, Pfeiffer and West developed the so-called penetra-
tion field method, which measures the inverse compressibility without the Coulomb terms
directly [10]. They applied this method to GaAs/AlGaAs heterostructures and found a
negative κ−1 of the quantum contributions at low densities for zero and finite magnetic
field [10, 11]. This result was also confirmed within the scope of later measurements [46].
• Graphene
In conventional graphene both the kinetic and the exchange energy per particle feature the
same density dependence n1/2, so that a negative compressibility is not anticipated [47]. In
case of a strong perpendicular magnetic field the quenching of the kinetic energy enables
the possibility that the exchange interaction induces κ−1 < 0. This was demonstrated
experimentally by Yu et al. by observing capacitances with values larger than the geometric
capacitance in presence of a strong magnetic field [47].
• Mechanical systems
As a mechanical quantity, the compressibility expresses the resistance of a system to vol-
ume change. A mechanical system with negative compressibility would expand at the
application of pressure and thus be instable. The inverse compressibility translates to
the stiffness for a given mechanical body. Analogous to quantum mechanical systems, a
system with negative stiffness can be stabilized by combination with a system of positive
stiffness. Then the total system is stable and features a stiffness that is larger than the
largest stiffness of the constituents. This was demonstrated by experiments combining the
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ferroelastic materials VO2 [48] or BaTiO3 [49], which undergo a temperature controlled
phase transition with an attendant volume change, with a tin matrix.
2.5. Further Theoretical Approaches to Capacitance Analysis
This section mentions shortly other methods for the analysis of the capacitance of multicompo-
nent electron systems:
• Hale and Freericks evaluated the capacitance of a multilayered nanostructure with strong
electronic correlations [50]. They coupled two semi-infinite metallic leads to a dielectric
barrier region described by the Falicov-Kimball model [51] at half filling. Then the problem
was solved by inhomogeneous dynamical mean field theory using the so-called quantum
zipper algorithm [52]. The resulting lateral distribution of electronic charge was related to
the capacitance. Through variation in the large parameter space (i.a., chemical potential,
thickness of the correlated dielectric, temperature) they discovered that the most substan-
tial enhancement of the capacitance was generated by an increase in interaction strength
in the correlated dielectric barrier.
• Skinner and Shklovskii argued that at very low electron densities in one electrode the
electrons therein form a Wigner crystal-like state [53]. They proposed to treat this state
purely classical as a system of localized electrons, which induce image charges in the
second electrode. The image charge and its generating electron are separated by the
distance between the electrodes and constitute dipoles. If the electron density is so low
that the interparticle spacing is much larger than the electrode distance, the electron-
electron interaction can be replaced by the dipole-dipole interaction. As the latter is much
weaker than the former, this induces an enhancement of the capacitance over the classical
electrostatic value.
• Berktold and Mannhart developed a new measurement method and a corresponding model
that allows the experimental determination of the capacitance even in presence of strong
leakage currents and does not depend on the measurement at several frequencies [54].
• Although the paper of Liebsch [55] does not deal with capacitance, an interesting con-
cept appeared in this work. Liebsch studied Sr doped LaAlO3 close to a Mott transition
in a multiband model within dynamical mean field theory. He discovered that near this
phase transition a small change in density could cause a large interorbital charge transfer
with negative compressibility for one subband. This situation is analogous to a capacitor,




3. Exchange and Correlation Contributions at
Finite Temperature
3.1. Hartree-Fock Approximation
For the remaining chapters we assume the positive background charge to be uniformly dis-
tributed. In this model, also known as “Jellium model”, the positive charge carrier density
equals the electron number density n. The link to “real world systems”, where the many-body
electrons of interest often coexist in presence of ionic lattices, is made by effective parameters.
In this model the material properties of the considered metals and interfaces are encoded in the
effective band mass of the conduction electrons m∗ = m/me and effective dielectric constant εeff .
The latter incorporates the effective screening by all charges except the conduction electrons:
It consists of the polarizability of the underlying lattice, i.e., the static response of the core
electrons to electric fields and potentially ionic displacements.
The goal of Hartree-Fock theory is to find an approximation to the Hamiltonian Ĥ exact to
lowest order in the interaction. In second quantization this effective Hamiltonian ĤHF can be
written as sum of products of only two creation and destruction operators and is therefore easy















The objective is to find the effective potential V HFα,β , which is usually non-local. This is achieved
by the condition that 〈ψHF |Ĥ|ψHF 〉 has to be extremal, whereas |ψHF 〉 denotes the groundstate
of ĤHF . This ensures that the first variation is zero; the second variation determines if the
solution is a minimum or saddle point. The groundstate wave function of ĤHF is a single Slater
determinant of orthonormal one-electron wave functions.
Another method to derive ĤHF uses Wick’s theorem, which allows to extract the “one-
body part” of the two-body interaction [56]. The “one-body part” constitutes the last term
of Eq. (3.1) and the true two-body portion Ĥ(2)e−e plays only a role in second and higher varia-
tion: 〈ψHF |Ĥ(2)e−e|ψHF 〉 = 0 since a state with two electron-hole pairs is orthogonal to |ψHF 〉 and
〈δψHF |Ĥ(2)e−e|ψHF 〉 = 0 since at most one electron hole-pair is excited by the variation. If the
derived ĤHF is stationary in |ψHF 〉, i.e., its first variation vanishes, then also Ĥ is stationary
in |ψHF 〉, which is defined self-consistently as groundstate, closing the loop [56].
Wick’s theorem [57] allows to express a product of creation and destruction operators as sum
of normal ordered products. Normal order is denoted by : : and with respect to a vacuum state,
for which the expectation value of normal ordered operators vanishes. The contraction is the
difference between two operators and its normal order,
â†αâβ = â
†
αâβ− : â†αâβ : = 〈â†αâβ〉, (3.2)




β to the last term of
Eq. (3.1).
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which is either 0 (: â†αâβ := â
†
αâβ) or 1 (: â
†
αâβ := −âβ â†α) due to the anticommutation relation.
Thus it can be written as expectation value in an arbitrary normalized state. For two creation
and destruction operators each, Wick’s theorem reduces to:
â†αâ
†













+ 〈â†αâδ〉 : â
†
β âγ : +〈â
†
β âγ〉 : â
†
αâδ : −〈â†αâγ〉 : â
†
β âδ : −〈â
†
β âδ〉 : â
†
αâγ :
The expectation value 〈..〉 is taken in the groundstate |ψHF 〉, which defines the so-called Fermi-
vacuum. In the Fermi vacuum âβ is either a destruction operator (if the state β is unoccupied in
the Fermi sea of the groundstate) or a creation operator. In the latter case a hole is created in the
Fermi sea. In Hartree-Fock theory the first term : â†αâ
†
β âγ âδ : in Eq. (3.3), which corresponds to
the two-particle interaction part, is neglected, so that the product of four operators reduces to an
effective one-particle expression. This omits quantum fluctuations from the Hamiltonian. If one













































β âγ âδ, (3.5)
where the second term contains the many-body interactions. Tα,β and V
ext
α,β are the matrix
elements of the kinetic operator and external potential, respectively:






β(ri, σ1)[Âi]σ1,σ2φα(ri, σ2) (3.6)
Here φα(ri, σ) is the wave function of the i-th electron with spin σ in the one-particle state α.
V extα,β includes all external fields and the potential from the positive ions. The matrix element of
the two-particle part is
















φγ(rj , σ3)φδ(ri, σ4)






































The first three terms together in the sum over vαβγδ are called the Hartree term, while the
following three summands constitute the Fock term. The negative sign of the Fock term is a
consequence of the anticommutation relations between fermions and thus of the Pauli principle.
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In the jellium model the potential from the positive background charge is spatially constant.
Hence plane waves are a solution to the Hartree-Fock Hamiltonian, since they induce a spatially
uniform electron density. For plane waves the Hartree term cancels the contribution from the
underlying positive background to the external potential V extα,β : Due to the long range order
of the Coulomb interaction, the energy from the electrostatic interaction diverges with size of
the system. There are three different contributions to the electrostatic energy: the electron-
background interaction, which is included in V extα,β , the direct electron-electron interaction in the
Hartree term and the background-background interaction. The sign of the latter two is opposite
to the first contribution. While each term diverges with the system size, the sum of them is
zero for an electrically neutral system. If the Hartree-Fock system is coupled to another layer
or the positive background charge is shifted against the layer of electrons, then an additional
electrostatic term arises in the Helmholtz free energy as described in the previous chapter. This
energy Fes is then treated formally separately from the single layer energies. We can thus ignore
the Hartree term and V extα,β—under the additional assumption of absence of external fields—in
the following considerations.
Plane waves are characterized by their wave vectors k, so that the well known [23, 56, 58]


















Here δα,β ∈ {0, 1} is the Kronecker delta and d in the superscript the dimension. The next
step is to combine these matrix elements with the Hartree-Fock Hamiltonian Eq. (3.8), convert
the sums over wave-vectors into integrals and exploit the Kronecker deltas. The Hartree-Fock





























The electrons in the Fock term interact only with the effective potential of electrons with the same
spin, contrary to the Hartree term, where the interaction takes place with both spin directions.
This is reflected in the pair correlation function gσ1σ2(r1, r2), which is the probability that an












The expectation value in the nominator is taken in the groundstate and Ψ̂†σ(r) is the field
operator that destroys an electron with spin σ at position r. In the uniform electron gas the
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Figure 3.1.: Pair correlation func-
tion g↑↑(kF r) for a uniform electron
gas in two (blue) and three (red,
dashed) dimensions. For small dis-
tances electrons of the same spin re-
pell each other.
pair correlation function depends on the distance between r1 and r2, gσ1σ2(|r1−r2)|. Analytical







∣∣∣∣3sin (kF,σr)− kF,σr cos (kF,σr)(kF,σr)3
∣∣∣∣2 , 3D
(3.13)
kF,σ is the Fermi wave vector for spin σ and J1(x) the Bessel function of the first kind. gσ,σ
vanishes at r = 0 (Fig. 3.1): The probability to find two electrons of the same spin at the same
point in space is zero, which is a consequence of the Pauli principle. On the other hand, the pair
correlation function between electrons of different spins is spatially constant g↑↓ = g↓↑ = 1. The
positions of electrons with different spins are not correlated by the Pauli principle, as they differ
already in the quantum number spin. The probability to find another electron of equal spin at
large distance is 1, is like in the uncorrelated case and a consequence of the uniformity of the
electron gas. But in the vicinity of an electron with spin up (down), the probability is low that
another spin up (down) electron is present; this creates a region of absence of electrons with the
same spin around the electron, the so-called “exchange hole”. The total charge missing in this
hole is equal to the charge of the electron at the center of the exchange hole. For this electron the
density of electrons in closest proximity is smaller than the uniform positive background charge
density, which is then no longer electrostatically compensated. This leads to an interaction of
the electron with the uncompensated positive background charge of the exchange hole, which
induces the negative sign of the exchange energy.
In the groundstate all states with wave vectors smaller than the Fermi wave vector kF,σ are
occupied, i.e., the groundstate is a Fermi circle in 2D and a Fermi sphere in 3D in k-space. The















The evaluation of the expectation value of the Fock Hamiltonian Eq. (3.11) yields the Helmholtz


































































































Figure 3.2.: Total free energy (black), kinetic energy (orange) and exchange energy (blue) per area of a
two (a) and three (d) dimensional electron system according to Eq. (3.16) and Eq. (3.17) for εeff = 1 = m
∗.
Solid lines correspond to ξ = 0 and dashed lines to ξ = 1. (b-c) and (e-f) represent the first and second
derivatives with respect to the density of the free energies. The unit of the densities correspond to
1/aB2 = 3.57× 1016 cm−2 and 1/aB3 = 6.75× 1024 cm−2.





; with n = n↑ + n↓, (3.15)































(1 + ξ)4/3 + (1− ξ)4/3
]
n4/3 (3.17)
For the uniform electron gas the Hartree-Fock theory provides the same groundstate energy
as first order perturbation theory. Figures 3.2a and 3.2d plot the kinetic, exchange and total
free energy per area for two and three dimensions. A finite polarization ξ increases the kinetic
energy while the exchange energy is reduced. For large densities the kinetic energy dominates
29






Figure 3.3.: The kinetic energy is modified by a
factor of 1/
√
Y (red) and the exchange energy
by a factor of 2π (Y
1/4K[1 − Y]) (blue) for an
anisotropy of Y ≡ my/mx between the band
masses.
the exchange contribution. The second derivative of the exchange energy is negative, which is a


































(1 + ξ)4/3 + (1− ξ)4/3
]
n−2/3 (3.19)
For two as well as for three dimensions and n→ 0 the second derivative of the exchange energy
diverges to −∞. The second derivative of the kinetic energy is positive and either constant
(2D) or diverges to +∞ for n→ 0 (3D), but weaker than the second derivative of the exchange
energy does. Consequently the second derivative of the free energy diverges to −∞ for very
small densities, as can be seen in Fig. 3.2c and 3.2f. Hence the uniform electron gas displays
negative compressibility for small n: This is a feature which is able to increase the capacitance
beyond the geometrical value of a confined electron system.
So one is interested to enlarge the weight of the exchange energy compared to the kinetic
energy to either increase the absolute value of the negative inverse compressibility or to shift the
density at which the compressibility becomes negative to larger values. In systems with large
effective mass m∗ the kinetic energy is diminished and in systems with small effective dielectric
constant εeff the exchange energy more negative. In two-dimensional systems for which the
effective mass depends on the direction, the occupied states do not form a Fermi circle but
an ellipse in k-space, which affects also the exchange energy. For an electron mass of mi in

























Here K[k] is the complete elliptic integral of the first kind; it is zero at k = −∞ and increases
monotonically to +∞ at k = 1. For k = 0, i.e., when the mass is isotropic mx = my, K[k = 0] =
π/2 and the equation above reduces to Eq. (3.16). With an “anisotropy ratio” Y ≡ my/mx,
the kinetic energy is modified by a factor 1/
√
Y—if m∗ = mx/me is the isotropic mass—and
the exchange energy by 2π (Y
1/4K[1 − Y]). Both factors are plotted in Fig. 3.3: At Y = 1 both
factors are 1. The kinetic energy decreases monotonically with increasing Y. The factor of the
exchange energy, on the other hand, increases steeply from 0 at Y = 0 to its maximum value of
1 at Y = 1 and then decreases monotonically. For Y > 1 the factor of the exchange energy is
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larger than that of the kinetic energy. Consequently, if the mass in one direction is held constant
and the mass of the other direction increased, the weight of the exchange energy is enlarged.
A widely used variable, that replaces the electron density, is the dimensionless interparticle




is also called Wigner-Seitz radius. me is the electron mass and ~ the reduced Planck constant















































The Rydberg energy e2/2aB = ~2/2mea2B ' 13.6 eV≡ 1Ry was placed in front of the parenthesis.
The representation above illustrates that the kinetic energy and the exchange energy are of
comparable order, since rs/aB ranges typically from 2 to 6 in metals. For large rs, which
corresponds to small density, the importance of the exchange term rises, so that for very small
densities the exchange even dominates the kinetic term.
3.2. Groundstate of the Free Electron Gas
As found in the previous section, the free electron gas within HFA can be characterized by its
spin polarization ξ. While the kinetic energy increases with polarization, the exchange energy—
due to its negative sign—decreases with ξ. On the other hand, for very low densities the absolute
value of the exchange energy is much larger than the kinetic energy. This implies that at low
densities the state with the lowest energy, i.e., the groundstate, will be polarized with ξ = 1. So
the question arises at wich density does the so-called Bloch transition [61], i.e., the transition
between a fully polarized/ferromagnetic state and a fully unpolarized state, take place? The












Unfortunately, these predictions of HFA are far from reality: More accurate calculations (see
next section) based on Monte Carlo studies, predict for two dimensions the Bloch transition to
be at rs,BT ' 26 [62]. In three dimensions the transition is either continuous over the range
20±5 ≤ rs ≤ 40±5, with ξ = 1 beyond rs,BT = 40 [63] or of second order to a partially polarized
phase at rs = 50± 2 with ξ = 1 at rs,BT = 100 [64] [12]. While the prediction of the transition
density is qualitatively incorrect, Hartree-Fock theory accomplishes to capture the existence of
the Bloch transition.
The plane waves-solution of the HFA wave function faces another problem within its own
theory: Another solution to the Hartree-Fock equations in three dimensions was found by Over-
hauser [65, 66], the so-called charge density waves (CDW) and spin density waves (SDW). These
are spatially inhomogeneous solutions and their spin dependent electron density can typically




















3. Exchange and Correlation Contributions at Finite Temperature
A pure CDW is at hand for φ = 0, whereas the spin density is spatially uniform, and a pure
SDW for φ = π, whereas the charge density is spatially uniform. In the SDW the spins are
locally parallel, which reduces the exchange energy. The kinetic energy cost is small compared
to the gain in exchange energy since the most pertubed states are mixed with states of almost
equal kinetic energy [66]. Later Overhauser [67] and Fedders and Martin [68] prooved that the
paramagnetic solution of the HFA has always a higher energy than the SDW solution at zero
temperature. The Hartree-Fock solution of the uniform electron gas represents merely a saddle
point in energy at zero temperature. However, there exists a critical temperature above which
the paramagnetic phase is lower in energy than the SDW solution [67, 68].
Eq. (3.22) indicates that for very low densities the kinetic energy, which is proportional to
1/r2s , can be neglected in comparison to the Coulomb energy, which goes as 1/rs. Wigner
proposed in 1934 [69] that a “crystal” of electrons is formed at very high rs. In this lattice
the potential energy of the electrons dominates and the one-electron wave functions in HFA are
δ-functions centered at the positions of a Bravais lattice. Wigner called this an “inverted alkali
metal” [70], because the positive charge is uniformly distributed and the electrons are localized.
For an approximate calculation of the energy of the Wigner lattice one assumes it to be formed
of electrically neutral unit cells with a dipole moment, the interaction of which decreases rapidly
with distance. In three dimensions the body-centered cubic and in two dimensions the hexagonal
lattice structure has the lowest energy. The Monte Carlo results mentioned above found that the
transition from the ferromagnetic phase to the Wigner crystal occurs at very low density. Early
results for the two-dimensional electron gas from Tanatar and Ceperley [14] suggested that there
is a direct phase transition from a paramagnetic phase to the Wigner crystal at rs = 37±5, while
at rs = 40 the energy of paramagnetic, ferromagnetic and Wigner phase were approximately
equal. More recently, Attaccalite et al. [62] identified the phase transition from ferromagnetic to
Wigner phase to be at rs ∼ 35. In three dimensions Ortiz et al. [63] suggested that the electrons
crystallize at rs = 65 ± 10 into the Wigner lattice from the polarized phase, while Zong et al.
proposed rs = 100± 20 as the interparticle spacing of this phase transition.
All these data above suggest that the uniform solution of the HFA is inadequate to describe
the free electron gas correctly. Nevertheless, the employment of plane waves can be justified as
technique to catch first insights on the properties of the electron system. While the HFA fails to
predict the correct density of the phase transition between unpolarized and polarized phase, it is
yet a tool to qualitatively describe these phases. Furthermore, above a certain temperature the
energy of the uniform electron gas is lower than that of the CDW/SDW states. And finally, we
assume in this work that the electron density is above the transition point to the Wigner crystal.
As we will see in the next section, the difference between HFA and the exact groundstate energy
is often negligible for the density range we are interested in.
3.3. Correlation Energy and Second Derivatives with Respect to
Density
The correlation energy is the difference between the exact groundstate energy and the Hartree-
Fock energy; i.e., it includes the electron-electron interactions that go beyond the interaction
with an effective mean field, which are labeled as quantum fluctuations. The exact groundstate
energy of the free electron gas is calculated by quantum Monte Carlo simulations. There are
several quantum Monte Carlo (MC) methods, like, e.g., the variational MC, diffusion MC and
path integral MC [56]. The first two require an initial guess of a trial wave function, the
symmetry of which determines the symmetry of the solution received by both methods.
The correlation energies have been evaluated for three-dimensional [13] and two-dimensional [14,
71] electron gases with homogeneous background charge (jellium model) by the variational Monte
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2 is the second derivative of the exchange (i = x) or correlation
(i = c) energy per area with respect to the density n. (a) Second derivative of the correlation energy
per particle as given in Eq. (3.25) for ξ = 0 (green), ξ = 0.5 (red) and ξ = 1 (blue). The solid lines
refer to the fit from Perdew and Wang [73] and the dashed curves to the older fit of Ceperley [13]. (b)
Ratio between exchange energy and correlation energy per particle. (c) Ratio between inverse exchange
capacitance and inverse correlation capacitance.
Carlo method. The energies depend on the spin polarization ξ. An interpolation formula for
the correlation energy per electron for general ξ, which is based on numerical data from Monte
Carlo calculations that is either for the unpolarized state (ξ = 0) or fully polarized state (ξ = 1),
was suggested by Vosko, Wilk and Nusair [72] in the three-dimensional case:
ε(3D)c (rs, ξ) = ε
(3D)







ε(3D)c (rs, 1)− ε(3D)c (rs, 0)
]
f(ξ)ξ4 (3.25)
They based their proposal on the study of the ξ-dependence of the correlation energy in Random
Phase Approximation (RPA). The interpolation function f(ξ) is defined as
f(ξ) =
(1 + ξ)4/3 + (1− ξ)4/3 − 2
24/3 − 2
. (3.26)





c (rs, 1) and −α(3D)c (rs) can be expressed by a general form G(rs,p) that depends on several
parameters p. These parameters have to reproduce the exactly known high-density expansion
and the low-density expansion for the correlation energy and fit εc(rs, ξ) to the Monte Carlo
data. Perdew and Wang [73] proposed an analytical form for G(rs,p) that improved on earlier
suggestions [72, 74]:













The result of the fit of the parameters to the Green’s-function Monte Carlo data of Ceperley
and Alder [75] is displayed in Table I of reference [73]. We used these parameters in combination
with Eq. (3.25) to calculate the inverse correlation capacitance e2V/Cc = ∂2(Fc/V)/∂n2. Note
that the correlation energy per volume of the system Fc/V is obtained by multiplication of
Eq. (3.25) with the electron number density. We compared these results with the older fit for
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the energy of Ceperley (Eq. (30) in reference [13])2 in Fig. 3.4a. The correlation capacitance is
negative in the three-dimensional case for all densities and polarizations. The capacitance from







)1/3 (1 + ξ)4/3 + (1− ξ)4/3
2rs
, (3.28)
is also negative (c.f. Fig. 3.2f). A comparison between inverse correlation capacitance and ex-
change capacitance (Fig. 3.4c) shows that the absolute value of the inverse exchange contribution
is larger than the absolute value of the correlation contribution. At the interparticle spacing
rs = 6, which is the lower bound for the density of typical metals, the ratio between the inverse
capacitances is ' 12 for ξ = 0 and ' 30 for ξ = 1. This ratio increases stronger than linearly
with density to ' 30 and ' 75, respectively, at rs = 1.8. The minimum value of the ratio can

















)1/3 (1 + ξ)4/3 + (1− ξ)4/3
|d0(ξ)|
as ' 2.11 and ' 3.51 for the unpolarized and the polarized state, where the values for d0(ξ)
were taken from Table I of reference [73]. This provides evidence that the contribution to the
capacitance from the correlation term can approximatively be neglected compared to the ex-
change contribution, especially at densities of normal metals. Note that including the correlation
contribution would enhance the capacitance above the exchange contribution.
Attaccalite et al. performed diffusion Monte Carlo simulations for a two-dimensional electron
gas at several polarizations [62]. They introduced the functional form





















for the correlation energy per electron. ε
(2D)
x (rs, ξ) is the exchange term











i (i = 1, 2, 3) are a generalization of the Perdew and Wang [73] form:
α
(2D)



















The fitted parameters are given in Table I of reference [62]. We employed these results to
calculate the inverse correlation capacitance (Fig. 3.5a) per area for three polarizations ξ = 0,
ξ = 0.5 and ξ = 1. This plot includes also ∂2(ε
(2D)
c n)/∂n2 = e2A/Cc obtained from the
correlation energy approximation of Tanatar and Ceperley (reference [14], Eq. (14)) for the
polarized and unpolarized state (dashed lines). The correlation capacitance is negative in all
cases for the two-dimensional electron gas. The ratio between the inverse exchange capacitance
(Fig. 3.2c) and inverse correlation capacitance is increasing with density (Fig. 3.5c). For n =
2The correlation energy is obtained by subtracting the kinetic contribution h0/r
2
s and the exchange contribution
h1/rs from Eq. (30). Note that in Table IV one has to read α4h0 as α4/h0, as was pointed out by Kopp ([12],
reference 50)
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2 is the second derivative of the exchange (i = x) or correlation
(i = c) energy per area with respect to the density n and proportional to the inverse capacitance. (a)
Second derivative of the correlation energy per particle as given in Eq. (3.29) for ξ = 0 (green), ξ = 0.5
(red) and ξ = 1 (blue). The solid lines refer to the fit from Attaccalite [62] and the dashed curves to the
older fit of Tanatar and Ceperley [14]. (b) Ratio between exchange energy and correlation energy per
particle. (c) Ratio between inverse exchange capacitance and inverse correlation capacitance.
0.01/a2B ≈ 3.6∗1014cm−2 this ratio is ' 8.5 for the unpolarized and ' 63 for the polarized state.
In the high-rs limit from Ceperley [13], we get as miminum value of the ratio between inverse
















(1 + ξ)3/2 + (1− ξ)3/2
|f0|
,
which is ' 0.54 for f0 = −2.2122 from [13] in the unpolarized case. Hence, the correlation
capacitance can be neglected at larger densities.
3.4. Uniform Electron Gas and its Compressibility at Finite
Temperature
This section addresses the effect of finite temperature on the energy and its derivatives of a
uniform free electron gas. For finite temperature the grand potential Ω is evaluated by several
approximate methods and hence a useful quantity. It is connected to the Helmholtz free energy
F and the internal energy E by Legendre transformation:
Ω(T,V, µ) = F (T,V, N)− µN = E(S,V, N)− ST − µN (3.32)
Ω is a function of the temperature T , the volume V and the chemical potential µ, so that













the entropy S and the particle number N can be derived from Ω. One can infer the grand
potential from the relation
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Here 1/β = kBT , where kB ' 8.617 × 10−5eV/K is the Boltzmann constant, and Tr[.] is the
trace [60]. K̂ is defined over the Hamiltonian Ĥ by
K̂ = K̂0 + V̂ = Ĥ − µN̂, with Ĥ = Ĥ0 + V̂ and K̂0 = Ĥ0 − µN̂, (3.35)
where one assumes that Ĥ0 is exactly solvable and V̂ a perturbation of the Hamiltonian. The
grand potential Ω0 is the grand potential with vanishing V̂ = 0. For example, an exactly solvable







with εKσ (k) = εσ(k) − µ, where εσ(k) are the eigenvalues of Ĥ0. If the eigenstates of Ĥ0 are
used to perform the trace in Eq. (3.34), then the matrix elements of K̂0 are diagonal and
exp (−βΩ0) = Πk,σ
(
1 + exp (−βεKσ (k))
)
(3.37)





1 + exp (−βεKσ (k))
]
(3.38)





















1 + exp (β(εσ(k)− µ))
(3.39)
This defines the Fermi function fσ(k)
nkσ ≡ 〈â†kσâkσ〉 =
1
1 + exp (β(εσ(k)− µ))
≡ fσ(k), (3.40)
which converts into the Heaviside step function at zero temperature. The combination of













(nkσ ln [nkσ] + (1− nkσ) ln [1− nkσ]) (3.41)
The Helmholtz free energy of the exactly solvable system is given by the Legendre transform,
so that Eq. (3.38) becomes (c.f. App. A.4)
F0 = Ω0 + µN =
∑
k,σ
εKσ (k)nkσ − TS0 + µN =
∑
k,σ
εσ(k)nkσ − TS0 (3.42)
While at zero temperature the entropy S0 vanishes, this quantity becomes relevant for finite
temperature.
We calculated the free energy of a uniform gas of non-interacting electrons in App. A.4. The
energy is spin independent and given by the kinetic energy of free electrons:




The groundstate energy of the unpolarized electron gas is then


































































3.4. Uniform Electron Gas and its Compressibility at Finite Temperature
Here Lin[x] is the polylogarithm function (or in case of the subscript 2 the dilogarithm). It
increases monotonically from x = −∞ to 0 at x = 0 and is defined up to x = 1, where
Li2 [1] = π
2/6. In the last line ζ = 2πanβ was introduced: As for T = 0 the Fermi wave vector is
given by kF =
√
2πn, the quantity ζ = EF/kBT is the ratio between Fermi energy and thermal
energy, or—with the former energy defining a temperature EF = kBTF—the ratio between Fermi
temperature and temperature: ζ = TF/T . The chemical potential is connected to ζ by





We assumed that the exchange interaction is a perturbation of the free electrons, so that the
kinetic energy Eq. (3.43) remains unaltered by exchange. This is the lowest level of Hartree-Fock
approximation, where only the single “oyster” diagram is considered [76] for the Fock term. This
approximation does not fulfill self-consistency relations, which are necessary to guarantee conser-
vation laws [77]. In general one has to proceed with caution when a zero-temperature formalism
is expanded to finite temperature: For example, in the Brueckner-Goldstone formula [78], which
corresponds to the standard perturbation theory approach, one could replace the Heaviside step
functions by Fermi functions at finite temperature. Unfortunately, an expansion beyond the
original domain of definition of this theory would ignore the contributions of so-called “anoma-
lous diagrams” [79], which should appear already in second order of perturbation theory. It
was shown by Luttinger and Ward [80] that these “anomalous diagrams” vanish in case of an
isotropic perturbation. If the electron-electron interaction is anisotropic, then their inclusion in
a self-consistent manner alters the shape of the Fermi surface, while perturbation theory assumes
a spherical Fermi surface originating most often from the kinetic energy.
For our level of approximation we are on the safe side, as we do not go beyond first order
perturbation theory and the effective exchange potential is isotropic. The same approach as used
here was applied by Gupta and Rajagopal [81] for the calculation of the exchange contribution
of a three-dimensional electron gas. According to the minimum principle of Feynman [82], the
free energy F of the system is F ≤ F0 + 〈V̂ 〉0, where the expectation value 〈.〉0 is taken in the
eigenstates of the unperturbed Hamiltonian Ĥ0, so that our approximation provides an upper
bound for F .
A more accurate calculation of the groundstate free energy could be performed under the
framework of the linked cluster method [60, 83]: The l-th order of the self-energy Σl(p) is obtained
by summing over all linked l-th order diagrams, thereby omitting all unlinked diagrams. With









In self-consistent Hartree-Fock approximation all one-bubble diagrams as depicted in Fig. 4 of
Ref. [76] are included and the self-energy Σl(p) appears in the Fermi function.
In our approximation, the exchange energy can be split into a product (c.f. App. A.4 for more
details): the first factor is the exchange energy at zero temperature F 0x and the second factor
includes all temperature dependence as function of ζ:
Fx = F
0
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eζ − 1 + ek2+2kq cos θ+q2
(3.49)
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Figure 3.6.: The ratio between finite and zero-
temperature values of the exchange energy is Ix
(green), the ratio between its first derivatives
with respect to density n is Jx (red) and the
ratio of its second derivative is Kx (blue). The
second derivative of the kinetic energy is modi-
fied by Kk−TS in comparison to the T = 0 value
(black). Between 1/ζ2 ≈ 0.14 and 1/ζ ≈ 2.8
the second derivative of the exchange energy at
finite temperature is larger than the zero tem-
perature value.
The integral I has to be evaluated numerically. As we are interested in the inverse compress-





















































are the second derivatives of the T = 0 energies and the functions Kk−TS(ζ) and Kx(ζ) encode
the temperature dependence of the second derivatives. A first insight into the behavior of the
contributions can be gained by taking the limits ζ → 0 and ζ → ∞. The former corresponds
to T → ∞ at constant density or n → 0 at constant temperature and the latter to T → 0 at












































Assume the temperature to be fixed; then ζ →∞ corresponds to n→∞. As the contributions
to the inverse compressibility from the entropy and exchange vanish in this limit, only the kinetic
contribution is relevant: its value is equal to the T = 0 kinetic compressibility. For n → 0 or
ζ → 0 on the other hand, the kinetic contribution is reduced to half of its T = 0 value, while
the entropic contribution is positive and diverges as 1/n. The exchange contributes a finite
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Figure 3.7.: Second derivatives of the kinetic/internal energy (red), the entropic energy (orange), the
absolute value of the exchange energy (blue) and the total Helmholtz free energy (black) at T = 4.2 K (a),
T = 300 K (b) and T = 1000 K (c) for m∗ = 1 and εeff = 10. The dashed lines depict the corresponding
values for T = 0 K.
negative value, which is proportional to 1/
√
T , which recovers the divergence of T = 0. As
the second derivatives of the kinetic, entropic and exchange energy are numerically found to be
each monotonic, the compressibility is always positive for n small enough at finite temperature,
which contrasts the T = 0 divergence to negative values due to the dominance of the exchange
contribution.













for the inverse compressibility. Figure 3.6 shows Kk−TS and Kx(ζ) plotted over t ≡ 1/ζ. For ζ
between ζ2 ≈ 1/0.65 and ζ1 ≈ 1/0.14, Kx(ζ) is larger than Kk−TS(ζ). That means, for a given
temperature T and mass m∗, ζ1 and ζ2 determine an interval of density JT,m∗ in which the
negative exchange contribution is more enhanced than the positive contributions from kinetic
and entropic energy. One can denote the density, at which for T = 0 the inverse compressibility
is zero, i.e., at which the kinetic and exchange contribution cancel each other, as n0c . If n
0
c is
an element of JT,m∗ for fixed mass m∗, the compressibility is already negative above n0c for
finite temperature. In case of n0c lying far enough left of JT,m∗ , i.e., for T large enough, the
compressibility is positive for every density.
The functions Kk−TS(ζ) and Kx(ζ) approach 1 for large ζ and differ less than 1% from this




B > kBT/ERydberg the
finite temperature values of the second derivative can be approximated by the zero temperature
values for most purposes.
The second derivatives of the free energies are given in Fig. 3.7(a-c) for T = 4.2 K, T = 300 K
and T = 1000 K, respectively: An interval of density for which the exchange contribution (blue
curves) at finite temperature (solid lines) is more negative than its corresponding T = 0 value
(dashed curves) always exists. In contrast to T = 0, the exchange contribution is finite at n→ 0
for T > 0. As demonstrated above, the internal energy contribution (red) drops to half of its
T = 0 value for n → 0, while the contribution from the entropy diverges to a positive value
in this limit. The simple monotonic behavior of the second derivative of the total free energy
(black) at T = 0—namely an increase from −∞ to the kinetic contribution 2πaA with n going
from 0 to ∞—is thus replaced by a more complicated dependence on n at T > 0. For n → 0
the second derivative of free energy is always positive due to the entropic contribution, while for
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Figure 3.8.: Differential capacitance Cdiff for two
two-dimensional electron systems normalized to the
geometric capacitance Cgeo = Aε/4πd for T = 4.2 K
(green), T = 300 K (blue) and T = 1000 K (red,
dashed) and d/ε = 4aB. The T = 4.2 K value differs
from the T = 0 value (black, dashed) only for very
small densities (inset). n denotes the density on the
lower electrode, where the electrons have effective
mass m∗ = 1 and the intralayer Coulomb interac-
tion is modified by εeff = 10. We assume that the
density on the upper electrode, where the electrons
are characterized by m∗ = 10, is so large that the
exchange contribution to the free energy of this sub-
system can be neglected and the second derivative of
the subsystem-free energy is approximately given by
the T = 0 value.
very large densities the kinetic contribution 2πaA dominates. The behavior in between these
limits depends strongly on the temperature: For low temperatures there exists a minimum of
the second derivative with a negative value. An increase in temperature shifts this minimum to
higher densities and increases its value, up to the point where it is place above the abscissa, i.e.,
the compressibility of the system is then positive for every density.
The temperature dependence of the Helmholtz free energy is reflected directly in the capaci-
tance of a two-layer arrangement made up of two-dimensional electron gases as introduced in the
previous chapter. The inverse differential capacitance of such a setup, given by Eq. (2.33), is the
sum of the second derivatives of the free energies of the subsystems and the inverse geometric
capacitance. As the second derivative of the free energy differs from the T = 0 value appreciably
only for small densities and we assume that the total density in the system is sufficiently large,
finite temperature effects are relevant for one electrode at most. The meaning of “(sufficiently)
small/large” densities depends on the temperature; as pointed out above, for ζ > 6 the second
derivatives of the free energy for zero and finite temperature differ less than 1%. The corre-
sponding density at T = 4.2 K and m∗ = 1 would be n ≈ 2.5× 10−5/a2B ≈ 9.1× 1011/cm2. This
density can also be identified in the inset of Fig. 3.8. There the differential capacitance Cdiff
normalized to the geometric capacitance Cgeo is displayed as function of the density at T = 0,
T = 4.2 K, T = 300 K and T = 1000 K. For large densities Cdiff is smaller than the geometric
capacitance, as the exchange contribution is negligible against the positive kinetic contribution.
For n→ 0 the diverging entropic contribution overcompensates the negative exchange contribu-
tion, so that the differential capacitance drops to zero for all finite temperatures, as against the
T = 0 case, where the unimpeded negative exchange contribution drives Cdiff →∞ (c.f. inset of
Fig. 3.8). For T = 1000 K the second derivative of the free energy is positive (c.f. Fig. 3.7c), and
Cdiff < Cgeo for all densities. For smaller temperatures the entropic contribution is only relevant
over a narrow density range and the exchange contribution can drive the compressibility of the
subsystem negative. If the second derivative of the free energy of one subsystem is more negative
than the second derivative of the other subsystem is positive, the differential capacitance can
exceed the geometric value (c.f. T = 300 K and T = 4.2 K in Fig. 3.8).
While the approximation made to obtain the temperature dependence corresponds only to first
order perturbation theory, we draw two qualitatively valid results for the second derivative of the
free energy with respect to the density: Firstly, the corrections to T = 0 are only relevant below
a certain electron density for a given temperature. For example, at T = 4.2 K and m∗ = 1 this
critical density is of the order of the density in semiconductor heterostructures, but below the
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Figure 3.9.: Capacitance as function of backgate voltage Vg as measured in Ref. [9] for the LAO/STO
interface and a top gate for different thicknesses of the LAO layer. The density on the interface increases
with Vg. In the high density limit, when quantum corrections are negligible, the capacitance is given by
the geometric value Cgeo = Chd. Below a certain gate voltage the interface system becomes depleted and
the capacitance drops to zero. Adapted from Ref. [9].
characteristic n of LaAlO3/SrTiO3 interfaces. And secondly, we found that the n→ 0 behavior
is completely opposite to the zero temperature behavior: Due to the entropic contribution the
second derivative diverges to +∞ instead to the exchange induced −∞ of T = 0. We would like
to point out the latter is in better accordance with the low density limits of the experiments
of Lu Li et al. [9] (see Fig. 3.9): They found that the capacitance drops down to zero and the
second derivative of the interface free energy, obtained by penetration field measurements, is
positive for small densities.
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4. Density Dependent Spin-Orbit Coupling
This chapter is for the most part based on Reference [33].
4.1. Spin-Orbit Coupling
An electron with momentum p that moves perpendicular to an electric field E experiences a
magnetic field B ∝ E × p/me in its rest frame. This momentum-dependent magnetic field
couples to the spin of the electron via the Zeeman effect and introduces a spin-orbit coupling
(SOC). In case of a free atom, for example, the electric field is generated by the atomic nucleus





which represents the non-relativistic approximation to the Dirac equation. Here µB is the Bohr
magneton and S = ~/2σ the spin, with σ = (σx, σy, σz) being the Pauli spin matrices. For the
free atom the spin degeneracy is lifted by the Pauli SOC [85].
In a crystal, on the other hand, spin degeneracy arises from the combination of inversion
symmetry in both space and time [84, 85]: Kramers theorem [86], which is a consequence of
time inversion symmetry, states that the energy of a state is degenerate with the energy of the
state with opposite spin and wave vector, E+(k) = E−(−k). For a spatial inversion-symmetric
system, E(k) = E(−k), Kramers theorem induces spin degeneracy for each wave vector k 1,
which is lifted for inversion asymmetric (IA) fields.
The symmetry of the electric field in a crystal can be broken by bulk inversion asymmetry
(BIA), by structure inversion asymmetry (SIA) or by the low symmetry of atoms at an inter-
face [84]. BIA occurs in crystals that lack a center of inversion, like, for example, the zinc-blende
structure, as pointed out by Dresselhaus [87]. The zinc-blende structure is, e.g., realized in III-
V semiconductor compounds like InSb, GaAs and CdTe. The Dresselhaus spin-orbit splitting
occurs for bands with symmetry Γ6 and is cubic in the wave vector [88]. Rashba [15] and
Rashba and Sheka [16, 17] showed in 1959 for the wurtzite structure, which features IA, that
the (now known as Rashba-) spin splitting is linear in the wave vector k and isotropic near the
Γ-point. [88] Examples for the wurtzite structure are III-V and II-VI semiconductors like GaN,
CdS, and ZnO.
In quasi two-dimensional electron systems, which form, e.g., in semiconductor heterojunctions
as AlAs-AlxGa1−xAs, at interfaces of oxide heterostructures or at metallic surfaces, SIA occurs
if the confining potential is asymmetric. Motivated by experimental observations of k-linear spin
splitting in semiconductor heterojunctions [89], Vas’ko [90] and Bychkov and Rashba [91, 92]
introduced a SOC interaction term to the Hamiltonian of the free electron gas of the form
HR = αR(σ × k)z. (4.2)
1Kramers theorem is also valid for free atoms, where the electronic states with total angular momentum ±J are
degenerate. As J = L + S, where L is the angular momentum and S the spin quantum number, states with
the same L > 0 but different spin S are not degenerate.
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The Rashba parameter αR defines the strength of the Rashba interaction, the origin of which
is the symmetry breaking electric field in z-direction, perpendicular to the plane of the two-
dimensional electron gas. This model is analyzed in detail in the next section.
The Rashba parameter αR is proportional to external applied fields [84]. The proportionality
factor depends on properties of the valence and conduction bands and is complicated to evaluate.
Thus—and because Eq. (4.2) is not exact as the plane-wave approximation fails in the vicinity of
the nuclei [89]—αR is often treated as a phenomenological parameter, which has to be extracted
from experiments. The naive approach of directly identifying αR by comparison of Eq. (4.1)
and Eq. (4.2) fails for two closely related reasons: Firstly, the experimentally measured spin
splitting induced by external electric fields is several orders of magnitude larger than expected
from this simple estimation [84, 93]. Secondly, the theorem of Ehrenfest [94], which states that
on average no force is acting on a nondegenerate bound state, induces that the expectation
value of the electric fields acting in z-direction is exactly or nearly zero. The latter argument,
proposed by Darr, Kotthaus and Ando [95], entailed an extensive discussion [96], which was
resolved by Lassnig [97]: He demonstrated that the Rashba SOC (RSOC) for the conduction
electrons arises from the electric field which acts on the valence band [84], the expectation value
of which is non-zero for the conduction electrons. This is because the potential discontinuities at
the confining interfaces are different for the conduction and valence band. Thus spin splitting in
two-dimensional electron systems arises due to the combination of atomic SOC and the coupling
of a symmetry breaking electric field (SBEF) in the valence band.
4.2. Density Dependent Rashba Spin-Orbit Coupling
The Hamiltonian of a two-dimensional free electron gas confined in the x-y-plane with RSOC


























where m0 is the effective mass of an electron. This Hamiltonian can be diagonalized analytically,
which is a reason for the popularity of this model. The resulting dispersion and a set of new

















| ↑ 〉+ ieiΘk | ↓ 〉
)
, ψ−(r) = e
ikr
(
ie−iΘk | ↑ 〉+ | ↓ 〉
)
,
Θk is the angle of k with respect to the x-axis, | ↑ 〉, | ↓ 〉 correspond to spin-up and spin-down
with respect to the z direction and N0 = m0/π~2 is the density of states in the absence of RSOC.
The Dresselhaus spin splitting under strain in z-direction has the same dispersion in leading
order of k as described by Eq. (4.4), when αR is replaced by a constant αD, but different
eigenfunctions [84, 89]. These determine the orientation of the spin for a given wave vector,
which is depicted for RSOC in Fig. 4.1b and 4.1c by arrows. For the same wave vector k, the
spins of the lower and upper band point in opposite directions. If one moves on a circle around
k = 0 in clockwise orientation in the lower band, the orientation of the spins also turns clockwise
for RSOC.
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Figure 4.1.: (a) Dispersion of
a two-dimensional electron sys-
tem with RSOC (red and blue)
and for the case αR = 0 (green,
dashed). For µ2 > 0 two bands
are (for µ1 < 0 one band is)
populated. The corresponding
occupation in k-space is illus-
trated in (b) and (c), respec-
tively. The white arrows indi-
cate the spin components of the
states in the x-y plane of real
space. Adapted from Ref. [33].
For αR = 0 the dispersion Eq. (4.4) reduces to the kinetic energy of free electrons, which is
doubly degenerate for spin up and down. For finite αR this degeneracy is lifted (c.f. Fig. 4.1a) by
RSOC; the difference in energy between the lower and upper band is linear in the wave vector:
ε+(k) − ε−(k) = 2αRk. Fig. 4.1b and 4.1c display the occupation in k-space for µ < 0 and
µ > 0. In the former case only the lower band is occupied and the Fermi surface has the form
of an annulus. As can be read directly from Eq. (4.4), the lower band has a circular minimum
at |k| = πN0αR with a value of εmin = −πN0α2R/2. The radius of the circle of minima increases
with αR, while the value of εmin decreases quadratically with αR. Since the Rashba parameter
αR is proportional to the SBEF, an increase of the electric field lowers the chemical potential.
This behavior of the dispersion enables a setup, where negative compressibility is possible:
The two-dimensional electron system S1 with RSOC is coupled to a second electron system S2,
so that the total system is charge neutral, i.e., the negative charge of the electrons is neutralized
by an equal amount of (immovable) positive background charge. If electrons are transferred
from S2 to the system with RSOC, then the now uncompensated positive background charge
creates an additional symmetry breaking electric field in S1, which in turn increases αR.
2 Then
two effects compete regarding the chemical potential µ: the transferred electrons increase µ,
while the increase of αR has the opposite impact. If the latter mechanism dominates the first
mechanism, S1 would feature negative compressibility if S1 is considered as isolated. But S1 is
not isolated, as it has to be coupled to S2 to allow for electron transfer for the increase of the
SBEF and αR. In this case, as established in chapter 2.3, one has to consider the total system
for the determination of the compressibility and hence stability of the system.
The mechanism of uncompensated positive charge increasing the SBEF and hence αR, so
that µ of S1 decreases with electron density, was suggested by Caprara, Grilli et al. [99, 100].
They proposed that negative compressibility and thus phase separation could be found at the
LaAlO3/SrTiO3 interface because of this effect. But they did not include the system that
generated the SBEF into their considerations, i.e., they considered the electron system with
the RSOC as isolated. We would like to remark that in this case the SBEF is an external
variable. When calculating the compressibility by taking the second derivative of the Helmholtz
free energy with respect to the electron density of the system, all external variables are kept
fixed. This implies that αR has to be taken as density independent for the derivation of the
stability of the system.
2Neither the spatial distribution of the positive charge outside of S1 nor of the electrons of S2 are affecting this
argument. The only assumptions are (i) that there are positive and negative charges outside of S1 and that
(ii) these are homogeneously distributed perpendicular to the z-direction at one side of the half space created
by the two-dimensional S1.
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Only through the coupling to a second system of electrons, the SBEF and thus αR can be
made to depend on the internal variable density and affect the sign of the compressibility. Thus
the examination of the total system is essential for the exploitation of the mechanism described
above. Due to the coupling the Helmholtz free energy of the total system is composed of the
terms
Ftot(n1, nt) = F1(n1) + F2(nt − n1) + Fes(n1, nt)− eVextn1V. (4.5)
Here the total electron density nt = n1 +n2 is the sum of the electron densities ni of subsystem
si, i = 1, 2, where the index i = 1 refers to the system with RSOC. Fi is the Helmholtz free
energy of si, Fes the electrostatic energy, and the last term includes the potential differences
between the two subsystems: the external voltage from the voltage source Vs and a possible
offset in chemical potentials.
The last three terms of Eq. (4.5) depend on the physical system to be analyzed. Here we
want to concentrate on polar heterostructures, of which the LaAlO3/SrTiO3 (LAO/STO) het-
erostructure is a prominent example. The electrons at the LAO/STO interface are exposed to a
confining SBEF and the arising RSOC is in focus of experiment [8, 101, 102] and theory [93, 103].
The electrostatic energy can be treated in the framework of the general electrostatic layout
introduced in Chapter 2.3 by Eq. (2.45). The physical situation of a polar heterostructure is
depicted in Fig. 2.5e and the electrostatically equivalent layout in Fig. 2.5f (asymmetric case).
The electronic system s1 at the interface constitutes the lower electrode of the setup which is
connected with the topmost polar layer (AlO2 in case of LAO/STO) by a voltage source. The
topmost layer and a top gate form together the second electrode and thus s2. Between the two
electrodes polar layers with fixed charge carrier density ±nt alternate at distances db from the
bottom and da from the top (Fig. 2.5e). The total system is charge neutral and for n1 = 0, i.e.,
before electronic reconstruction, no electric field is generated by the charges at the interface.
As the electrodes become connected, electronic reconstruction takes place and electrons from
s2 transfer to the interface; in LAO/STO they occupy the Ti3d states [34, 35]. The electrons,
which relocated to s1, leave uncompensated positive background charge behind that creates a
SBEF at the interface. Only charge outside of s1 induces a SBEF, as the charge within the
two-dimensional plane of s1 creates an electric field that is symmetric in z-direction. While in
LAO the distances between the polar layers dla and d
l
b are approximately of the same size, the
exact relation connecting the dielectric constants εa and εb between the polar layers is unknown.
To reduce the number of parameters, we assume for the most part that dla/εa = d
l
b/εb, i.e.,
α = β = 1/2 in the definition of the general electrostatic layout. Then Eq. (2.45) reduces to the
energy of the symmetric polar heterostructure (SPH):
Fes(n1, nt) = D
[
n21 + (nt − n1)2
]
(4.6)
Here D = πe2Ad/ε, where d is the distance between the two electrodes, ε a layer-independent
dielectric constant between s1 and s2 and A the area of the system in the x-y-plane. The effects
of different electrostatic layouts are investigated in Subsection 4.3.2.
This section focuses on two-dimensional electron systems s2 at the top electrode; a closer
examination of three-dimensional electrodes is given in Subsection 4.2.3. In experiments the
topmost LaO2 layer of the LAO/STO heterostructure is usually gated by a YBa2Cu3O7 (YBCO)
or Au electrode. These introduce three-dimensional electron systems for s2, but most of the
difference of the capacitance to a two-dimensional electron system can be traced back to a finite
screening length that increases the effective plate distance (c.f. Eq. (2.24)). Here we focus the
considerations to a non-interacting free electron gas with Helmholtz free energy:
F2(nt − n1) =
A
2N2
(nt − n1)2 (4.7)
46
4.2. Density Dependent Rashba Spin-Orbit Coupling
The density of states N2 = m2/π~2 is a parameter that controls the importance of the surface
system for the total system, as for very large effective electron masses m2 the term F2 becomes
small.
The density n1 on the interface depends on the voltage Vs appearing in the last term−eVextn1V
of Eq. (4.5). But neither the capacitance nor the compressibility of the system depend directly on
this term, as its second partial derivatives with respect to n1 and nt vanish and the capacitance
Eq. (2.31) and inverse compressibility Eq. (2.38) are proportional to these derivatives.
The dispersion Eq. (4.4) describing subsystem s1 leads to a free energy (c.f. App. A.5)


















R , µ1 > 0
(4.8)
The chemical potential of the isolated subsystem s1, denoted by µ1, discriminates how many
bands are occupied: According to dispersion Eq. (4.4), all states of the upper band are empty
for µ1 < 0, while for µ1 ≥ 0 electrons occupy both bands. At µ1 = 0 the density in the lower





As pointed out at the end of the previous section, the Rashba parameter αR is proportional
to the SBEF [84]. Two contributions constitute the SBEF at s1: An internal field Eint = E0,
which exists at the interface even in the absence of external charges, like the fields that arise,
e.g., from confining potentials or from dipolar distortions of neighboring layers, and an external
field Eext, which is generated by external charges outside of the interface. The latter can
therefore, as the uncompensated positive background charges create Eext, be expanded in the
density n1: Eext(n1) = E1 · n1 + O(n21).3 The expansion of the Rashba parameter, for which
αR ∝ Eint + Eext(n1) holds, in the density n1 at the interface yields
αR(n1) = α0 + α1n1 +O(n
2
1). (4.9)
4.2.1. Comparison of Parameters to Experiment
This approximate relation can be used to fit the parameters α0 and α1 to experimental results.
Caviglia et al. [8] performed magnetotransport measurements on the electron system at the
LAO/STO interface, tuning the electron density by a gate. The diffusion constant obtained
through experiment is related to αR and the spin relaxation time τso, which characterizes the
spin relaxation processes induced by the D’yakonov-Perel’ mechanism and Elliot-Yafet mecha-
nism [104]. After identifying the dominant mechanism, Caviglia et al. deduced a plot relating
αR to the gate voltage (Fig. 3c in Ref. [8]). For gate voltages that induce densities where the
superconducting dome is present, they found αexpR ≈ (1, . . . , 5) × 10−12 eVm. In this range αR
increases approximately linearly with the gate voltage. An estimation of the density differ-
ence between the top and foot of the superconducting dome can be extracted from Ref. [105]:
∆n ≈ 0.015e−/uc = 9.9× 1012/cm2. This corresponds to
α1 ≈
4 · 10−12 eVm
9.9 · 1012 cm−2
≈ 4.0 · 10−23 eV · cm3 ≈ 270 eVa3B (4.10)
The Rashba parameter αR was found to be nearly constant for smaller electron densities,
where the interface becomes depleted, with a value of α0 ≈ 10−10 eVcm ≈ 1.9× 10−2 eVaB. As
the densities of the measurement are rough estimates, the obtained values for α0 and α1 possess
3We assumed that no positive charge resides in the plane of s1. If this is not the case, a negative coefficient
E0,ext has to be added to the expansion.
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a large uncertainty. Although these parameters may be smaller than evaluated, the deviation
should be less than an order of magnitude.
“uc” above denotes the STO unit cell with a side length of a ≈ 3.901 Å ≈ 7.372 aB [106]
(or a ≈ 3.87 Å according to Ref. [107]). This induces a charge density of n ≈ 0.01840 a−2B ≈
6.677 × 1014 cm−2 for one electron per unit cell. A more refined model than employed in this
section, uses the six dxy, dxz and dyz bands to describe the electrons at the LAO/STO interface
and is examined in the next section in more detail. Angle-resolved photoemission spectroscopy
(ARPES) determined a light mass ml = 0.7me and a heavy mass mh = 15me for the electrons in
these six bands [108]. The diagonalization of the six-band model shows that the electrons in the
lowest band exhibit an effective mass of m1 = 0.7me in the vicinity of the band minimum [102],
so that we use this value in this section for the effective two-band model.
For the estimation of the range of effective plate distances one has to take into account that
the LAO/STO interface becomes only conducting with at least four layers of LAO [35] deposited
on STO. LAO has a (pseudo-) cubic lattice parameter of a ≈ 3.791 Å ≈ 7.164 aB [106]. The
dielectric constant of bulk LAO is in the range of εLAO ≈ 24 − 25 [109] from T = 0K to room
temperature (or εLAO ≈ 24 − 25 [110] for thin films). This implies that the magnitude of the
minimal effective thickness d/εLAO ≈ 4× 7.164/25 aB ≈ 1.15 aB between the two electrodes can
become of the order of one Bohr radius.
4.2.2. Compressibility and Capacitance
In the beginning of this section we neglect the term arising from the external potential Vext in
Eq. (4.5) and use the expansion of αR, as given in Eq. (4.9), up to linear order in the density
n1.






R both bands in the lower electrode are occupied, i.e.,
n01 indicates the density the lower band can hold before electrons are allocated to states in the
upper band. For αR = α0 + α1n1 this capacity increases quadratically with n1, so that for very
large n1 only the lower band is populated. This is illustrated by Fig. 4.1a, as the radius of the
circle of minima increases with αR. Solving n
0










For n− ≤ n1 ≤ n+ both bands are occupied, while else the upper band stays empty. Only if
1 > 4πN21α0α1 both solutions n± exist and only then the upper band can be populated at all. For
the parameters extracted from experiment in the previous subsection, it is 4πN21α0α1 ≈ 0.017,
i.e., the two-band solution exists. If α0 = 0, then n− = 0 and two bands are occupied for n1 up
to n1 ≤ 1/π(N1α1)2 ≡ 1/η and for larger interface densities only one band is populated.
The Helmholtz free energy of the total system is the sum of the terms of Eq. (4.6), Eq. (4.7)
and Eq. (4.8). This energy depends on the density n1 and the total density nt. As only the
latter is a thermodynamic variable, the former adjusts in such a way that it minimizes the total
Helmholtz free energy (c.f. Eq. (2.19)): ∂n1Ftot = 0. If the local minimum obtained by this
relation lies outside of the interval of definition of n1 ∈ [0, nt] or no minimizing solution exists,
one of the boundary values n1 = 0 or n1 = nt minimizes Ftot. The resulting interface density
is a function of the total density, n1 = n1(nt). The problem can be solved analytically, but as
the solution is quite complex (as, i.a., a distinction of cases regarding n1 ≶ n± and n1 ∈ (0, nt)
is necessary) and not illustrative, a numerical treatment is applied for the most part. On the
other hand, for α0 = 0 the problem was solved analytically.
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Figure 4.2.: Scheme of the phases: The number following the “P” denotes the number of occupied bands
in the lower electrode s1 and a subindex 0 indicates that no electrons reside in the upper electrode s2.
The possible densities in the surface electrode s2 are depicted in the upper part, while the lower part
displays the possible densities in the interface system. The red dot in the upper part corresponds to P0,
where all electrons reside in s2.
After identifying n1(nt), the Helmholtz free energy depends directly and indirectly on the








The inverse differential capacitance, as derived in Eq. (2.31), is defined as second derivative of


















A premise for this relation is that n1 takes no boundary value, as then the differential capacitance
is not well defined or zero (see remark after Eq. (2.31) in Chapter 2.2). The contribution of the
interface system can be easily calculated by taking the second derivative of F≶1 (n1), which is








−3ηn1 , µ < 0⇔ n1 > 1η
1− 6ηn1 + 2η2n21 , µ > 0⇔ n1 < 1η
(4.14)
Here η = π(N1α1)
2 defines the inverse of the density at which the transition between one
(µ < 0) and two occupied bands (µ > 0) takes place. Note that the second derivative with
respect to n1 would be proportional to the compressibility, if one would (wrongly) consider the
interface as isolated. The contribution to the differential capacitance for one occupied band
is always negative: As the density n1, which is proportional to the strength of the RSOC
αR = α1n1, increases, the minimum of the lower band shifts to smaller values, so that the
chemical potential drops. For two occupied bands (µ > 0) the contribution from F>1 to Cdiff is
positive for n1 < (3−
√
7)/2η ≈ 0.177/η and negative for larger n1.
Six different solutions were found for the groundstate by searching for the minimizing interface
density n1: They are denoted in the format Pi
±
j and are characterized by the number of occupied
bands in the RSOC system (number i = 0, 1, 2), the occupation of the upper electrode (subindex
j = 0 for empty s2) and the position of the minimizing n1 relative to n± (c.f. Fig. 4.2 for a
schematic plot):
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Figure 4.3.: Inverse compressibility (a) and phases (b) for m1 = 0.7me, m2 = me, nt = 1e−/uc =
6.7 × 1014 cm−2, Vext = 0 and α0 = 0 as function of the effective plate distance d/ε and α1, as defined
in Eq. (4.9). The red dashed line indicates κ−1 = 0. The phases in (b) are P2 (green), P1+ (blue), P10
(cyan) and P20 (yellow). The two purple lines in (b) correspond to the two values d/ε = 2 aB (dashed)
and d/ε = 5 aB (continuous). The differential capacitance normalized to the geometric capacitance is
plotted in (c) for the two purple lines. The colors in (c) correspond to the color of the phases in (b).
Adapted from Ref. [33].
• n1 = 0 (P0): All electrons reside in the surface system and the compressibility is indepen-












• 0 < n1 < n− (P1−): The existence of this phase requires α0 6= 0, as else n− = 0. The
upper band of the interface electron system is empty and states at the surface electrode

























2 + (nt − n1(nt))2
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(4.16)
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• n− < n1 < min(nt, n+) (P2): Here both bands of s1 are occupied and the inverse com-










− πN1(α0 + α1n1)2n1 +
π2
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4.2. Density Dependent Rashba Spin-Orbit Coupling
• n1 = nt < n+ (P20): The surface electrode is empty and both bands of the interface are










• n+ < n1 < nt (P1+): As in P1−, the electrons in s1 populate only the lower band;
accordingly the compressibility is given by Eq. (4.16) and the capacitance by Eq. (4.17).
• n+ < n1 = nt (P10): All electrons reside in the lower electrode and there only the lower
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The phase boundary between P1+ and P10 for α0 = 0 can be expressed analytically by












App. A.5 demonstrates analytically that—using this relation—the compressibility of P10 as
given in Eq. (4.20), is always negative and the compressibility of P20 of Eq. (4.18) is negative at
the phase border to P10. For these two phases all electrons reside in the lower electrode, which
corresponds to a “phase separation between the layers”. If the total system is not stabilized
by non-electronic effects, phase separation in the interface electron system will occur, i.e., the
described phases are instable. The phase boundary between P10 and P20 follows directly from
nt ≶ n+ = 1/π(N1α1)2 and is independent of d/ε: For large total densities nt > n+ the radius
of the circle of minima of the dispersion in the lower electrode is so large that the lower band
houses all electrons.
The strength of the RSOC α1 and the effective plate distance d/ε control the stability of
the system (c.f. Fig. 4.3a) and its phase (c.f. Fig. 4.3b). Here α0 = 0 and the parameters of
LAO/STO as described in the previous subsection were used in the plot. An increase of α1
moves the occupation of the lower electrode from two bands to one band at higher α1, as the
capacity of the lower band increases with α1. It depends on the effective plate distance d/ε
if electrons populate the upper electrode: For large d/ε the electrostatic energy dominates and
impedes the occupation of just one electrode. In Fig. 4.3a negative compressibility was found for
sufficiently large α1 and sufficiently small d/ε; the boundary of the κ < 0 region is indicated by
the red dashed line. All phases except P0 exhibit negative compressibility in certain parameter
regimes. Phase P2 was found to be unstable only for very small d/ε (less than ≈ 0.2 aB) and
large α1 & 300 eV/a2B.
While—or because—α1 drives the system unstable, it also increases the capacitance of the
system (Fig. 4.3c). For α1 large enough the differential capacitance exceeds the geometric
capacitance Cgeo = Aε/4πd, but for too large values of α1, the compressibility becomes negative.
At small α1, the differential capacitance is smaller than the geometric capacitance as the DOS
of the surface system and contributions from the interface are positive. In relation to C−1geo
these effects become more important for small d/ε, which is why the dashed d/ε = 2 aB curve
has a smaller value than the solid d/ε = 5 aB curve for small α1. For large α1 the sign of the
contribution from the system with RSOC is negative and the same reason, i.e., that quantum
effects are more important at small effective plate distances, causes the d/ε = 2 aB relative
capacitance to overtake the d/ε = 5 aB relative capacitance.
51
4. Density Dependent Spin-Orbit Coupling
0 20 40 60
Vs (V)






































Figure 4.4.: The parameters m1 = 0.7me, m2 = me, d/ε = 10 aB, nt = 1e−/uc, α0 = 0 and α1 =
540 eVa3B were used. (a) Density on the interface electron system as function of external voltage Vs (left
scale, dashed curve). An offset in chemical potentials between the two electrodes induces the density
n1 = 2× 1013 cm−2 = 5.6× 10−4 a−2B at Vs = 0. The inverse compressibility, found as analytical solution
(right scale, solid curve), has discontinuities between different phases, which are indicated by the color
code introduced in Fig. 4.2 and the dashed horizontal lines. With increase of Vs the system switches
from P0 (left) over P2 and P1+ to P10 (right). (b) Geometric capacitance per area (black, dashed),
capacitance per area for a system without RSOC (brown, dashed), capacitance per area e∆n1/∆Vs
(solid) and differential capacitance per area (dashed). Adapted from Ref. [33].
The density n1 on the interface is controlled by, i.a., the fourth term of the Helmholtz free
energy, Eq. (4.5), which depends on the external voltage Vext. The “built-in” offset in chemical
potentials between the electrodes determines the density n1 in absence of a voltage Vs from
a voltage source. A negative gate voltage can deplete the interface system (Fig. 4.4a) and
induce phase P0, while a positive voltage increases n1 up to nt (dashed curve in the figure).
Passing through increasing voltages Vs, the system undergoes phase transitions from P0 over P2
(note that P1− does not exist for the used value of α0 = 0) and P1
+ to P10. The latter two
phases appear only for nt > 1/π(N1α1)
2, as only then the RSOC is strong enough to render the
capacity of the lower band large enough to hold all electrons of the system. The compressibility
of the system (solid curve in Fig. 4.4a) is positive for all occurring phases and exhibits two
discontinuities at the transitions P0 → P2 and P1+ → P10. In phase P0 the compressibility
κP0 is independent of the parameters of the interface system, which is empty in this phase (c.f.
Eq. (4.15)). On the other hand, in phase P10 all electrons reside on the interface, so that the
compressibility does not depend on the surface system. Additionally, the electrostatic energy
Fes induces a jump in the inverse compressibility: Its contribution is the same for n1 = 0 and

































For ∂n1/∂nt → 0 or ∂n1/∂nt → 1 at n1 → 0 or n1 → nt, respectively, the contribution from
the electrostatic energy to the inverse compressibility would be continuous. But, according to
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Eq. (2.35), which is valid if n1 minimizes the total free energy, i.e., also in the case of n1 → 0










which is clearly not 0 or 1 at n1 → 0 and n1 → nt in general, due to the electrostatic energy
(and F1(n1)): While the contribution F2(nt − n1) alone would lead to ∂n1/∂nt = 1, it is
∂2Fes
∂n21




This proves, irrespective of special cases where the contribution of F1(n1) is zero or −2D, that
at n1 → 0 and n1 → nt the electrostatic contribution induces a jump in the compressibility.
The capacitance depends strongly on the density on the interface, which is tuned by the gate
voltage (see Fig. 4.4b). The contribution from the interface electron system to the differential
capacitance is given in Eq. (4.14): The second derivative is negative for n1 & 0.177/π(N1α1)2 =
0.177/η and hence increases the capacitance. An increase of n1 has a similar effect as increasing
α1 (see Fig. 4.3c), as both enhance the strength of the RSOC. For n1 → 0 the differential
capacitance is equal to a system without RSOC (α1 = 0, brown dashed curve in Fig. 4.4b),
Cα=0 = 1/4D + A/e
2N1 + A/e
2N2) and Cdiff is smaller than the geometric capacitance, as the
quantum contributions from both electrodes are positive. With increasing n1, the contribution
from the RSOC system becomes negative and then even overcompensates the contribution from
s2. Beyond this point, Cdiff > Cgeo is valid. The differential capacitance increases more steeply
than the “finite capacitance” C = e∆n1/∆Vs, which is also defined for n1 = 0 and n1 = nt.
4.2.3. Capacitance of a System with Three-Dimensional Top Electrode
Up to now we considered the top electrode to be composed of a two-dimensional electron system.
But in most experiments the top gate has a finite thickness, which has to be characterized as
three dimensional. When the capacitance of such a setup, i.e., a two-dimensional interface
coupled to a three-dimensional top gate, is analyzed, the real situation is complex:
The application of an external voltage Vs shifts the chemical potentials with respect to each
other, which induces a charge transfer between the electrodes. This in turn creates an electric
field in the space between the two electron systems, the electrostatic potential of which causes
both electrodes to be on the same electrochemical potential. Due to screening, in the three-
dimensional electrode the voltage induced charge will be confined to a small volume adjacent to
the surface that is exposed to the electric field, so that the density in the bulk n3DV is unaltered.
The charge density in this volume is arranged inhomogeneously and the distribution has to be
determined self-consistently.
Here we take a simpler approach: We focus our examination of the three-dimensional electrode
to the volume element V = A·λ, where λ is the screening length. The electron density n3D2 differs
in V from the bulk density n3DV due to charge transfer. In Thomas-Fermi theory of screening
the effect of the underlying lattice and ionic cores can be incorporated by an effective dielectric
constant εc, so that λ =
√

















where N2 is the DOS at the Fermi energy of the bulk and ε0 the vacuum permittivity. The
number of electrons in the three-dimensional top electrode is much larger than in the interface
system if the top layer is sufficiently thick. Thus we assume that the volume density n3DV of
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Figure 4.5.: Differential capacitances Cdiff (solid) and capacitances e∆n1/∆s (dashed) normalized to the
geometric capacitance Cgeo = Aε/4πd for three-dimensional electrodes on top of a LAO/STO heterostruc-
ture. In (a) and (b) the material of the top electrode is gold, while in (c) it is YBCO. The parameters
of these materials are specified in the main text. The different colors refer to different strength of RSOC
α1, as labeled in (a). (b) and (c) describe the contribution from the top electrode as given in Eq. (4.28),
while (a) uses an effective plate distance (Eq. (4.29)).
the bulk is effectively unaffected by the transfer of charge to the interface. This carries over to
the screening length and thus the volume V, as well. We further assume that the distribution
of charge within this volume is spatially homogeneous on the ground that this does not alter
the qualitative aspects of the problem. The three-dimensional density n3D2 , which describes the
electrons of the top electrode in the volume V, can be projected on a two-dimensional density
by n2 = λ · n3D2 . For an unpolarized, free and non-interacting electron gas in the volume V the
























The contribution to the inverse capacitance is obtained by taking the second derivative as defined























Under the assumption that the density in V is approximately the bulk density n3DV , this result









This expression is independent of the charge, as λTF is a function of the constant bulk density
n3DV . Consequently, this contribution can be treated as a correction to the term arising from
the electrostatic energy, which is proportional to the effective plate distance and also density
independent, i.e., this treatment of the three-dimensional electrode has the same effect as an
increased effective plate distance of d/ε+ λ/εc.
This has to be contrasted to Eq. (4.28), where the density dependence is taken into account.
The differences between these two approaches are clearly visible by comparing Fig. 4.5a (con-
tribution to differential capacitance ∝ λ) with Fig. 4.5b. Both plots depict the differential ca-
pacitance normalized to the geometric capacitance Cgeo = Aε/4πd for a three-dimensional gold
electrode on top. Gold has a bulk density of n3D,AuV = 59.0×1021 cm−3 = 8.74×10−3 a
−3
B [24, 111]
and its conduction electrons have an effective mass of 1.1me [24]. With ε
Au
c = 6.9 [112], this leads
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to screening lengths of λAuTF = 1.06 aB and λ
Au = 2.8 aB, respectively. This is approximately one
order of magnitude smaller than the used effective plate distance of d/ε = 10 aB.
For a constant contribution from the top electrode to the capacitance (c.f. Fig. 4.5a), with
A/Cdiff,2 = 4πλ
Au/εAuc , the only density dependence arises from the interface system with RSOC.
As described in the previous subsection, the contribution of s1 is positive for small n1 and
negative for n1 large enough, which induces the increase of the capacitance with external voltage
Vs. We chose an offset in chemical potentials that ensures n1 = 2× 1013 cm−2 = 5.6× 10−4 a−2B
at Vs = 0. n1 increases with Vs up to the total density nt + λn
3D,Au
V , where nt = 0.0184 a
−2
B
denotes the charge carrier density originating from the topmost AlO2 layer of LAO, which is
reached at Vs ≈ 60V . Above this voltage the electron density on the gold electrode is smaller
than the bulk density. The differential capacitance is smaller than the geometric capacitance,
as for small n1 the former is dominated by the positive geometric length d/ε and the length
λAu/εAuc arising from the top electrode contribution. The latter effective length, which amounts
to around 0.4 aB, is about one order of magnitude smaller than the chosen d/ε, but, as established
in Subsection 4.2.1, in the LAO/STO heterostructure the effective plate distance can be as small
as ≈ 1.15 aB.
On the other hand, if Eq. (4.28) is employed to calculate Cdiff , it displays a qualitative different
behavior (c.f. Fig. 4.5b): The differential capacitance decreases for large Vs down to zero. This
is easy to understand on the basis of Eq. (4.28): as A/Cdiff,2 ∝ 1/n
1/3
2 , this positive contribution
diverges for n2 → 0, which is equivalent to n1 → nt + λn3D,AuV . This behavior is a consequence
of the neglect of the inhomogeneity of the charge distribution in the model. In a real three-
dimensional electrode a depletion of charge carriers from the volume neighboring the surface
would shift the surface towards the bulk and thus increase the effective plate distance. This
decreases the differential capacitance, but the divergence in A/Cdiff,2 present in our model does
not appear. The latter limits the increase in capacitance compared to the case of Fig. 4.5a: The
interface contribution becomes more negative for large n1 and this is the same regime in which
the positive divergence of the surface electrode contribution gains influence.
Figure 4.5c displays the differential capacitance for YBCO: We used a screening length
λYBCO = 10 aB, which is close to the experimental values of ∝ 4.7 Å [113, 114], an effective
mass of m2 = 2me [115] and a volume density n
3D,YBCO
V = 3×1021 cm−2 = 4.4×10−4 a
−2
B [116].
Although the screening length is considerably larger than in the case of gold, the differen-
tial capacitance at Vs = 0 of YBCO is slightly larger, due to the large dielectric constant
εYBCOc ≈ 25 [117] of YBCO.
4.3. Six-Band Model of a Layer with Spin-Orbit Coupling
4.3.1. Introduction to the Model
In the previous section the comparably simple Rashba Hamiltonian Eq. (4.3), which describes
a free electron gas with k-linear RSOC, was used to characterize the effects of SOC on the
capacitance and compressibility in a first approach. The results were related to electrons in the
LAO/STO interface layer by employing corresponding parameters. A more adapted approach
to examine the electron system at the LAO/STO interface utilizes a six-band model, as the
electrons reside in the Ti3d orbitals of SrTiO3. The latter has a perovskite structure, where the
Ti atom is surrounded by six oxygen atoms in an octahedral configuration. The degeneracy of
the d-orbitals is partially lifted by the metal-oxygen bonding, so that the two eg orbitals possess
higher energy than the three t2g orbitals [118], which is known as crystal field splitting, and only
the latter need to be considered. A Rashba-like SOC arises then due to the combination of atomic
SOC and the effects of the symmetry breaking electric field (SBEF). Note that the perovskite
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structure with the conduction electrons in t2g orbitals differs significantly from conventional
semiconductors, where Rashba and Dresselhaus SOC were first described [118].
The Hamiltonian of the interface electron system consists of three terms [93, 102, 118]:
H = Hk +HSO +Hz. (4.30)























in the dyz, dzx, dxy basis. The DOS Ni = mi/π~2 depends on the mass of light (ml) or heavy
(mh) electrons. As the bonding network of the t2g orbitals is decoupled, the hopping takes places
over the p orbitals of neighboring oxygen atoms. For example, an electron in a dxy orbital is
only allowed to hop along the y or x direction through an intermediate px or py oxygen orbital
to a dxy orbital on a neighboring site [118]. The energy of the dxy orbitals is lowered by ∆E with
respect to the other two orbitals due to the confinement of the electron system in z direction.
As Hk is degenerate in spin, it is multiplied by the 2×2 identity matrix σ0.
The Hamiltonian arising from the atomic-like SOC HSO is given by
HSO = ∆SO ·
∑
i=x,y,z
Li ⊗ σi, (4.32)
where σi are the 2×2 Pauli-matrices. The representation of the angular momentum operator L
in the basis of the t2g orbitals is derived in App. A.6,
L =
0 0 00 0 i
0 −i 0
 ,
0 0 −i0 0 0
i 0 0
 ,
 0 i 0−i 0 0
0 0 0
 (4.33)
∆SO is the strength of the atomic SOC and proportional to the effective nuclear charge Z, which
is Z ≈ 8.1 for the d orbitals in neutral Ti atoms [103].
The last contribution to the Hamiltonian, Hz arises due to the absence of inversion symmetry.
The electric field that is responsible for the asymmetry has two effects: it polarizes the atomic
orbitals and creates a polar lattice displacement between the Ti cations and oxygen anions [118].
Without SBEF the hopping from the Ti dxz orbital to the oxygen px orbital along the y direction
and from dyz to py along the x direction does not occur due to parity of the involved orbitals.
The orbital polarization and the change of the Ti-oxygen bonding angle due to lattice distortion
render those previously absent hopping processes possible, so that [93, 118]
Hz = ∆z
 0 0 −ikx0 0 −iky
ikx iky 0
⊗ σ0. (4.34)
Hopping from dxy to dxz appears only in the y direction and from dxy to dyz only in the x
direction. For the other directions the hopping matrix element is zero, as it is an integral of an
odd function in x (or y) [103]. Khalsa, Lee and McDonald [118] compared the spin splitting
induced by orbital polarization with the spin splitting induced by lattice polarization and found
the latter more than one order of magnitude larger in a perovskite structure. They concluded
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that the Rashba-like SOC is stronger in materials that are more easily polarized, like SrTiO3,
which possesses a large dielectric constant due to this reason. The parameter ∆z is characterized
by the magnitude of the broken symmetry and depends on the SBEF, which is a function of
the charge density n1 on the interface: A transfer of electrons from the surface to the interface
generates uncompensated positive charges, which in turn induce an electric field at the interface.
Hence ∆z can be expanded in n1 and is given in linear approximation by
∆z = ∆z,0 + ∆z,1n1, (4.35)
where ∆z,0 is generated by, e.g., dipolar distortions in the LAO layer next to the interface.













































The transformation to a new basis diagonalizes this Hamiltonian and yields three spin-split
doublets. The eigenenergies are known only for two special cases analytically: At k = 0 the
contribution from Hz vanishes and the doubly degenerate energies are











ε2(kx = 0, ky = 0) = −∆SO, (4.36b)











and for a symmetric interface system, i.e., ∆z = 0, and isotropic dispersion, i.e., Nh = Nl, three



































If one starts with Hkin and adds HSO and Hz successively, the band structure evolves as follows:
First, for only Hkin there exists a crossing point of the lowest doubly generated band with one
of the other two doublets in each direction (kx, ky), where the direction determines the band.
Adding HSO avoids these crossings [93, 103], but the three bands are still doubly degenerate.
Only the asymmetry induced term Hz lifts the spin degeneracy and induces a splitting between
the doublets.
This splitting and the whole band structure depend on ∆z, which in turn is a function of the
density n1 at the interface, as determined by Eq. (4.35). The band structure for two different
densities is depicted in Fig. 4.6a and 4.6b. Here the light and heavy electron masses ml =
0.7me and mh = 15me were used, extracted from ARPES measurements of SrTiO3 surfaces
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Figure 4.6.: Band structure ((a) and (b)) for n1 = 2×1013 cm−1 = 5.6×10−4 a−2B and n1 = 5.6×10−3 a
−2
B ,
respectively. The parameters are ml = 0.7me, mh = 15me, ∆SO = 10 meV, ∆E = 50 meV, ∆z,0 =
1.66 × 10−2 eVaB and ∆z,1 = 225 eVa3B. The continuous curves correspond to a path from the Γ point
to the X point and the dashed curves from the Γ point to the M point. The purple curve indicates the
highest occupied energy level for the densities n1 = 5.6 × 10−4 a−2B (a) and n1 = 5.6 × 10−3 a
−2
B (b).
Plot (c) displays the energy splitting of the bands pictured in (b), where the color corresponds to the
according doublets. Adapted from Ref. [33].
in Ref. [108]. X-ray measurements [119] identified the crystal field splitting ∆E = 50 meV,
while the results of ab initio calculations [93] suggest ∆E = 250 meV. We mostly focus on the
first finding, but also consider the latter for the calculation of the capacitance in Fig. 4.7b.
The value ∆SO = 10 meV was used here, as transport experiments [8, 101, 102] and ab initio
calculations [120] indicate that the atomic SOC lies in the range ∆SO = 10− 25 meV.
The interorbital hopping coefficients ∆z,0 and ∆z,1 were determined by comparison to the
experimental results of Caviglia et al. [8]. In Subsection 4.2.1 we identified the coefficients
α0 ≈ 1.9 × 102 eVaB and α1 ≈ 270 eVa3B from the experiment of Ref. [8], with the RSOC
parameter αR ≈ α0 + α1n1. The spin splitting ∆ε in the two-band model with RSOC, which
was examined in the previous section, is linear in the wave vector, ∆ε = 2αRk. In the six-band
model, the spin splitting of the lowest (and highest) doublet, induced by ∆z, displays likewise
a splitting linear in k for small wave vectors (c.f. Fig.4.6c). This identifies the proportionality
factor α(∆z) in ∆ε = 2α(∆z)k by extraction of the slope of ∆ε in k for a number of ∆z. With
α(n1) = α(∆z(n1)) = b(∆z,0 + ∆z,1n1), (4.38)
a comparison to the coefficients of αR yields b∆z,0 ≡ α0 and b∆z,1 ≡ α1. Then, with b ≈ 3.3
for ∆E = 50 meV and ∆SO = 10meV, it follows that ∆z,0 ≈ 66 meVaB and ∆z,1 ≈ 892 eVa3B.
This fit for ∆z,0 and ∆z,1 is only a rough approximation to determine their orders of magnitude.
In its derivation it was assumed that the spin splitting is isotropic, which is only true for very
small wave vectors. Also, for larger k the spin splitting displays a non-linear behavior, which is
not observed in the density range studied in Ref. [8].
For small k, the spin splitting as function of the wave vector (Fig. 4.6c) increases linearly for
the lowest and highest doublets and cubic for the middle doublet. The spin splitting is maximal
at the avoided crossings, due to the reduced gap between the doublets at this point [103], and
decreases monotonically for larger k.
The density dependence of ∆z has strong implications on the band structure: For small
n1 = 2× 1013 cm−1 = 5.6× 10−4 a−2B and consequently small ∆z (Fig. 4.6a) the avoided crossing
point between the lowest band, which has always dxy-like character for k small enough [102], and
the middle band is clearly visible in the plot. If the density is increased to n1 = 5.6× 10−3 a−2B
(Fig. 4.6b), the avoided crossing is not recognizable anymore and the energy of the lowest doublet
decreases, forming a minimum at finite k. The latter implicates only a small increase in chemical
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potential and that almost all additional electrons of the density increase go into the lower band.
On these grounds the influence of the lowest doublet on the capacitance and compressibility of
the system dominates over the contributions from the other bands: For small densities n1 the
upper bands are empty. When the upper bands are occupied, the DOS of the lowest doublet is
considerably larger than the DOS of the upper bands at the Fermi energy. A variation of n1 by
an external voltage Vs or change in nt will then transfer most of the electrons into the lowest
band—the available area in k-space at the Fermi energy is also clearly larger for the lowest
doublet, due to the larger radius of kF. The minimum in the lowest doublets, which emerges for
large ∆z, gives rise to the same phenomenom as in the case of strictly k-linear RSOC: As this
minimum moves to lower energies and larger wave vectors with an increase of ∆z, this may give
rise to a decrease of chemical potential in the interface system with increased n1. Furthermore,
for ∆z large enough, the states around k = 0 are unoccupied, i.e., there is a “hole” in the plane
of occupied states in wave-vector space. In this regime the considerations made to extract a
numerical value for ∆z,0 and ∆z,1 from experiment become invalid.
4.3.2. Capacitance and Compressibility for Different Electrostatic Layouts
We now consider the total Helmholtz free energy, consisting of the contributions of the interface
system, the surface system, which here is taken to be a two-dimensional free electron gas, the
electrostatic energy and a potential term. The latter terms are defined in Eq. (4.7), Eq. (4.6)
and Eq. (4.5). First we investigate the symmetric polar heterostructure (SPH) (c.f. Fig. 2.5b),
where the positive charge density +ent is concentrated in the plane in the middle between the
two electrodes, which have an effective distance of d/ε. This effective model is equivalent to a
polar heterostructure with equal distance between its polar layers.
The density on the interface system can be tuned by a voltage source Vs (Fig. 4.7a, left scale),
where we assume that an offset in chemical potentials µoffset ≡ µoff fixes the interface density
to n1 = 2 × 1013 cm−2 = 5.6 × 10−4 a−2B at Vs = 0. The number of occupied bands in s1
increases with n1 from two to five, but then decreases back down to two. An increase of the
interface density also increases ∆z, so that the lowest band becomes flatter and its minimum
shifts to larger k, which increases the overall “capacity” of the lower doublet to accept electrons.
Meanwhile, the compressibility of the total system is positive for all applied voltages (Fig. 4.7a,
right scale) and displays two discontinuities at the transitions n1 = 0, where the compressibility
is independent of the interface system and n1 = nt, where the compressibility is independent
of the surface system. Another contribution to this discontinuity stems from the electrostatic
energy. The differential capacitance per area Cdiff/A is depicted in Fig. 4.7b for different sets of
∆E and ∆z. The band structure of s1 does not depend on the density for ∆z,1 = 0 (cyan curve).
In this case Cdiff/A increases until the Fermi energy is at a value where the band structure is
almost parabolic, i.e., has a constant second derivative with respect to the density. Due to the
positive contributions from the kinetic energies of the surface and interface this capacitance is
smaller than the geometric capacitance (black curve). For finite ∆z,1 the contribution from s1
to the inverse capacitance can become negative on account of the mechanism of shifting the
minimum of the lower doublet, which was explained above. This renders an enhancement of the
differential capacitance beyond the geometric capacitance possible; the larger ∆z,1, the larger
Cdiff/A is. For the blue curve the differential capacitance exceeds the geometric capacitance for
a density at which the wave vectors around k = 0 of the lowest doublet are unoccupied (dashed
part of blue curve).
While the density dependence of the band structure mediated by ∆z may lead to an enhanced
capacitance, this also carries the inherent potential of destabilizing the total system. The influ-
ence of the magnitude of the electrostatic term on the inverse compressibility by means of the
effective plate distance d/ε is analyzed in Fig. 4.8 for a range of ∆z,1. Two offsets in chemical
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Figure 4.7.: A voltage source Vs tunes the density on the interface n1, inverse compressibility κ−1 (a) and
the capacitance per area C/A (b) of a system consisting of an interface described by Eq. (4.36a), coupled
to a free electron gas at effective distance d/ε = 10 aB. The parameters are ml = 0.7me, mh = 15me,
m2 = me, ∆SO = 10 meV and nt = 1e
−/uc = 0.0184 a−2B . (a) Density on the interface (left scale, dashed
curve) and inverse compressibility (right scale, continuous curve) for ∆E = 50 meV, ∆z,0 = 16.6 meVaB
and ∆z,1 = 225 eVa
3
B. An offset in chemical potentials µoff = −31.25 V ensures that at Vs = 0 the
density on the interface is n1 = 2 × 1013 cm−2 = 5.6 × 10−4 a−2B . The colors of the curves, vertical red
dashed lines and red numbers in circles denote the number of occupied bands for a given Vs: two (blue),
four (green) and five (purple). The band structures of Fig. 4.6a and 4.6b, respectively, correspond to
the densities indicated by the two purple circles. (b) Differential capacitance per area for three different
sets of parameters as labeled on the right side, geometric capacitance per area (black) and differential
capacitance per area for ∆z,0 = 8.3 meVaB and ∆z,1 = 0 (cyan). Here µoff = −31.25 V for the blue and
green curve, µoff = −31.42 V for the red curve and µoff = −21.24 V for the black and cyan curve. The
energy splitting in the linear-in-k-regime of the blue and red curve corresponds to α1 = 68 eVa
3
B and for
the green curve to α1 = 136 eVa
3
B. For large density on the interface the k = 0 wave vector is unoccupied,
as indicated by the dashed part of the blue and green curves. Adapted from Ref. [33].
potentials µoff were considered; on the one hand µoff = 0 (Fig. 4.8a) and on the other hand
µoff = −31 V (Fig. 4.8b), which adjusted n1 = 5.6× 10−4 a−2B at Vs = 0, and d/ε = 10 aB.
For µoff = 0 all electronic charge resides at the interface for small effective plate distances
d/ε, which has two reasons: Firstly, the cost in electrostatic energy for this is low. Secondly,
the band edge of the lowest doublet at the interface system is shifted with respect to the band
edge of the surface electrode. This shift is ∆E = 50 meV in the absence of SOC, and with
finite ∆SO even larger. The presence of the total charge on the interface induces a negative
compressibility of the total system for sufficiently large ∆z,1 and small d/ε, as the negative
contribution from s1 dominates over the small positive terms derived from the surface and the
electrostatic energy. As the electric field between the electrodes is fixed for n1 = nt, an increase of
the plate distance increases the accompanying electrostatic potential difference between the two
plates (or, equivalently, the electrostatic cost of storing all electrons in one electrode). Finally,
for d/ε large enough, electrons are transferred to s2 (Fig. 4.8c); the critical distance where this
happens increases with ∆z,1. The inverse compressibility exhibits a discontinuity at this point,
which can be attributed to two contributions: For n1 < nt the surface system contributes a
constant positive term to the inverse compressibility and the contribution of the electrostatic
energy drops to a lower value (c.f. the explanation at Eq. (4.22)–(4.25)), which is why κ−1
becomes smaller. For n1 = nt the inverse compressibility increases linearly with d/ε, as the
only dependence on the effective distance arises directly from the electrostatic energy. For large
d/ε the energy is dominated by the electrostatic term, so that n1 ≈ nt/2 minimizes the total
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Figure 4.8.: The left-hand side shows the inverse compressibility (a) and the corresponding density on
the interface (c) for an offset of µoff = 0 in chemical potentials as function of the effective electrode
distance d/ε. The offset µoff = −31 V used in the plots on the right-hand side fixes the interface density
(d) to n1 = 5.6 × 10−4 a−2B at d/ε = 10 aB. Plot (c) displays the resulting inverse compressibility. Here
ml = 0.7me, mh = 15me, m2 = me, nt = 1e
−/uc = 0.0184 a−2B , ∆SO = 10 meV, ∆E = 50 meV, Vs = 0
and ∆z,0 = 27.2 meVaB. Adapted from Ref. [33].
free energy. The insertion of this value into Fes (Eq. (4.6)) and the application of the second
derivative with respect to nt yields half of the gradient of the n1 = nt case.
There are no electrons at the interface for µoff = −31 V (Fig. 4.8d) at small d/ε. The inverse
compressibility increases linearly in d/ε with the same slope as in the n1 = nt case (see Eq. (4.22))
for n1 = 0 and displays a discontinuity at the transition to finite n1. For large plate distances
the inverse compressibility increases linearly with half the slope of n1 = 0. The comparison
with the case of vanishing chemical offset reveals remarkable differences: The density on the
interface starts at n1 = 0 instead of n1 = nt for small d/ε, which can be traced back to the
offset µoff = −31 V; in both cases the density on the interface for large d/ε is n1 ≈ nt/2 due to
the domination of Fes in this regime. The large density at s1 for µoff = 0 V induces a negative
compressibility for small plate distances, which is not present at small n1 as in the latter regime
∆z is too weak to induce κ
−1 < 0.
The results above suggest that for the experimentally identified density of about n1 = 5.6 ×
10−4 a−2B at the LAO/STO interface in the absence of external voltage, the total system is stable
even in the presence of large ∆z,1. Actually, a larger charge density at the interface, induced by
a finite Vs, does not render the compressibility negative in the range of reasonable parameters.
In Fig. 4.9 the dependence of the inverse compressibility (a), electron density on the interface
(b) and differential capacitance (c) are investigated for different total charge densities nt. This
may provide a first insight into the properties of other polar heterostructures with strong SOC.
For each of the three plotted sets of different ∆z,1 the lowest used offset in chemical potentials
µoff ≈ −31 V ascertains for Vs = 0 that n1 = 5.6× 10−4 a−2B , which corresponds to n1/nt ' 0.03
at nt = 0.0184 a
−2
B of LAO/STO. If the surface and interface bands are not shifted against each
other, i.e., for µoff = 0, and if ∆z,1 is not too large, approximately half of the total density
will reside at the interface. The lowest dxy-like band at the interface is, due to the crystal field
splitting, shifted down by ≈ −∆E against the surface bands. For very small nt the lowest doublet
at the interface is able to hold the total charge of the system, which explains the increase of
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Figure 4.9.: The compressibility (a), interface electron density (b) and differential capacitance (c) depend
on the total charge nt of the system. The interface density is tuned by µoff ; for µoff ≈ −31 V, which
is nearly identical of all three sets of ∆z,1, the density at the interface is n1 = 5.6 × 10−4 a−2B at nt =
0.0184 a−2B , which corresponds to 1e
−/uc in LAO/STO and is marked in orange. Here ml = 0.7me,
mh = 15me, m2 = me, d/ε = 10 aB, ∆SO = 10 meV, ∆E = 50 meV, Vs = 0 and ∆z,0 = 27.2 meVaB.
Adapted from Ref. [33].
Cdiff in Fig. 4.9c for µoff = 0 at nt → 0. For n1 = 0 the interface system does not contribute to
the inverse compressibility, which increases then quadratically with nt, as the second derivatives
of F2 and Fes with respect to nt are constant. At the transition to finite 0 < n1, κ
−1 displays
a jump, which was in the text above traced back to a change in the contribution of Fes. Only
for the largest value of ∆z,1 = 892 eVa
3
B, which is compatibly with experiments, the inverse
compressibility may turn negative in the considered range. This is solely feasible if the density
at the interface is large even in the absence of external voltage. The differential capacitance,
which is only defined for 0 < n1 < nt, (Fig. 4.9c) increases with nt, as n1 increases with nt
and this leads to a larger ∆z. While the LAO/STO heterostructure is stable, it is possible that
systems with a larger charge nt in the polar layers may turn instable for sizable ∆z,1.
Up to now the compressibility was determined by taking the total second derivative of the
Helmholtz free energy Ft with respect to the total charge density nt, after identifying the interface
density n1 which minimizes the energy of the system. This n1 depends on the total charge of
the system: n1 = n1(nt). If 0 < n1 < nt, i.e., the density on the interface was obtained by
∂Ft/∂n1 = 0 and ∂
2Ft/∂n
2
1 > 0 and is therefore no boundary value, then the compressibility

































As for the symmetric polar heterostructure the last term vanishes, DFes = 0, the condition of a
stable system can directly be related to the charge transfer function:
κ > 0 ⇐⇒ 0 < ∂n1
∂nt
< 1 (4.41)
In a stable system the increase of the total charge by δnt will distribute a positive fraction of
δnt on each electrode, i.e., increase the electron density of both subsystems. If the total system
is instable, then an increase of the total charge by δnt will trigger a charge transfer between the
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Figure 4.10.: The differential charge
transfer ∂n1/∂nt (a) as function of
∆z,1 for different values of µoff ,
which controls together with ∆z the
density n1 at the interface (b). The
differential capacitance exceeds the
geometric capacitance for ∂n1/∂nt >
41/80. At the transition n1 = nt the
charge transfer function of (a) jumps
to ∂n1/∂nt = 1. Here ml = 0.7me,
mh = 15me, m2 = me, d/ε = 10 aB,
nt = 1e
−/uc = 0.0184 a−2B , ∆SO =
10 meV, ∆E = 50 meV, Vs = 0 and
∆z,0 = 27.2 meVaB. Adapted from
Ref. [33].
electrodes, i.e., the electron density of one subsystem is decreased. Note although, that without
a change δnt the system is stable against charge transfer between the electrodes, as this relation
was derived under the premise that n1 minimizes the energy; the phase separation of an instable
system with 0 < n1 < nt occurs in the plane of the subsystems.
The stability of the system depends strongly of the strength of the SOC interaction, which is
a function of ∆z,1. Figure 4.10a and 4.10b display the charge transfer function and the density
on the interface n1, respectively, over ∆z,1. The density at ∆z,1 = 0 depends on the offset in
chemical potentials between the interface and surface. An increase of ∆z,1 lowers the energy of
the lower bands of the interface and thus induces a transfer of electrons from the surface, which
in turn increases ∆z. The total system becomes instable for large ∆z (see Fig. 4.10a), when a
value of ∂n1/∂nt = 1 is reached. When n1 = nt the charge transfer function is no longer defined
(n1 is at a boundary value) and assumes the value 1 (see Fig. 4.10b).
If n1 is not a boundary value, then Eq. (2.35) can be used to express the charge transfer
















For the last relation the special dependency on nt was used, i.e., that ∂
2Ft/∂n1∂nt = −∂2Ft/∂n2t ,
which is not valid for all electrostatic configurations. The denominator on the right-hand side
is positive due to the condition that n1 is a local minimum and the numerator is positive as the
second derivates act effectively only on F2 = A(nt − n1)2/2N2 and Fes = D(n1 + (nt − n1)2), so
that the charge transfer function is positive. Condition Eq. (4.41) thus can be rewritten to





















+ 2D > 0 (4.44)
This important result states that the sign of the compressibility is independent of F2 as long
as F2 = F2(nt − n1) and is determined by the interface system and a contribution from the
electrostatic energy. Eq. (4.43) is valid for 0 < n1 < nt and electrostatic energies that fulfill
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Figure 4.11.: Inverse compressibilities for different configurations of the positive background charge over
n1, which is controlled by the voltage Vs. (a) and (b) correspond to the symmetric distribution (c), where
half of the total positive charge resides at distance of α · d/ε from each electrode. (d) and (e) correspond
to the asymmetric case (f), where the total positive charge is concentrated in a layer at distance α · d/ε
from the lower electrode. In (a) and (d) it is ∆z,0 = 16.6 meVaB and ∆z,1 = 225 eVa
3
B, while (b) and (e)
use double of these values. This corresponds to the red and green curves of Fig. 4.7b. Here ml = 0.7me,
mh = 15me, m2 = me, nt = 1e
−/uc = 0.0184 a−2B , ∆SO = 10 meV, ∆E = 50 meV, and individually for
each curve, µoff ≈ −31 V so that n1 = 5.6× 10−4 a−2B at Vs = 0. Adapted from Ref. [32].
∂2Fes/∂n1∂nt = −∂2Fes/∂n2t . The surface system is, of course, relevant for the determination
of the density n1 on the interface and the exact value of the compressibility. The condition for
the sign of the compressibility can alternatively be deduced directly from the combination of

















(F ′′1 + 2D)(F
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2 + 2D)




The compressibility depends strongly on the distribution of the positive background charge.
In Chapter 2.3 a general electrostatic layout was established that allows to analyze its correlation
with κ by means of two parameters, whereas the differential capacitance is unaffected by these
parameters. Three special cases were introduced in Section 2.3, which depend only on one
parameter. The effect of two of these models on the inverse compressibility is visualized in
Fig. 4.11: In the symmetric distribution s half of the total positive background charge, +ent/2,
is located in two planes at distance αsd from each electrode (c.f. Fig. 4.11c). On the other hand,
the asymmetric distribution a describes the case where the total positive charge is concentrated
in one plane at distance αad from the lower electrode (c.f. Fig. 4.11f).
The charge transfer function ∂n1/∂nt does not depend on the parameter α
s in the symmetric
distribution, so that the shift of the inverse compressibility by the value −n2tD(1− 2αs)/A does
not depend on the interface density n1 (see paragraph at Eq. (2.52)). The positive charge is closer
to the layer of electrons for smaller αs, so that the electrostatic energy decreases with smaller
αs,4 which also determines the contribution to the inverse compressibility. That a system with
4The energy stored in the electric field is proportional to the product of the square of the field strength with
the volume. The former is proportional to the difference in charge densities and the latter proportional to the
distance between volume limiting charged planes. Here the volume between the electrodes is divided by the
two planes of positive charge into three parts. The electric field in the volume next to s1 is proportional to
n1 and the field next to s2 to nt − n1, while the field between the two positive planes is the average of these
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smaller αs is less stable, is demonstrated in Fig. 4.11a and 4.11b. Here αs = 1/2 corresponds to
the symmetric polar heterostructure (SPH), which was considered so far in this chapter for the
distribution of the positive charge. The system parameters used in Fig. 4.11a are the same as
in Fig. 4.7a, and Fig. 4.11b uses a ∆z of twice the strength. It is evident that the shift of the
positive charged planes in direction of the electrodes decreases the inverse compressibility; in
fact, for αs = 0 the compressibility becomes even negative for interface densities n1 large enough.
At larger interorbital hopping, i.e., at ∆z,0 = 33.2 meVaB and ∆z,1 = 451 eVa
3
B (Fig. 4.11b), the
system becomes already for αs = 0.1 and large n1 instable.
If the positive background charge is distributed according to the asymmetric case a (Fig. 4.11f)
the position of the plane of positive charge for which the system is most stable is determined by
αam = (4D−F ′′1 +F ′′2 )/8D and if this value is αam /∈ [0, 1], then either αam = 0 or αam = 1 yield the
largest inverse compressibility (c.f. Eq. (2.56)). Here αa = 1/2, which corresponds to the SPH,
results in the most stable system in Fig. 4.11d and 4.11e in the range of analyzed values of αa.
As for the asymmetric distribution a, the relation DF aes = 0 holds and the stability of the system
is determined by the charge transfer function ∂n1/∂nt, i.e., if the charge transfer function is < 0
or > 1, then κ−1 < 0. Moving the plane of positive charge closer to the lower electrode decreases
the electrostatic cost of electron density transfer to s1, so that ∂n1/∂nt becomes larger. This
implies that inverse compressibility becomes negative for small αa, as illustrated by Fig. 4.11d
and 4.11e. A comparison with the symmetric layout s shows that the system is less stable for
the asymmetric distribution a.
4.4. Summary of the Section
In this chapter the compressibility and capacitance of a system, which features one two-dimensional
electrode with strong atomic SOC and a SBEF, that resulted in Rashba-like SOC, were ana-
lyzed. The sizable magnitude of the Rashba-like SOC (RSOC) at the conducting LAO/STO
interface system is a consequence of the strong lattice polarization in the presence of electric
fields [118]. The second electrode was characterized as “standard” metal and described as free
electron gas. RSOC in this second electron system was neglected due to the absence of lattice
polarization. The coupling of the RSOC parameter in the interface system to the electric field
of uncompensated positive background charge outside of the interface introduces a mechanism
that renders the band structure density dependent. This is true only under the premise that the
total system, including the surface system and the positive background charge that generates
the SBEF, is considered.
This mechanism establishes, besides the known exchange and correlation terms, the possibility
for negative compressibility and a differential capacitance larger than the geometric capacitance.
While exchange and correlation contributions to the compressibility and capacitance become
dominant at low densities, the RSOC mechanism is more relevant at large electron densities, i.e.,
when the electric field at the interface is strong. The RSOC induced capacitance enhancement
does therefore take place at larger densities, which is in contrast to the experimentally found
increase at small densities by Lu Li et. al. [9].
The RSOC at the interface electron system was described by a six-band model arising from
the three t2g orbitals of Ti atoms in TiO2. This model resulted in a linear spin splitting of the
lowest doublet for small wave vectors k, which allowed the comparison to the effective two-band
model introduced by Eq. (4.3), where the spin splitting is linear for all k. In the linear regime
of spin splitting the parameters for the strength of interorbital hopping could be extracted from
two values. This implies that the square of the field between the planes of positive charge is smaller than the
average of the squares of the fields next to the electrodes, so that the electrostatic energy is minimized by
maximizing the volume between the positive planes, i.e., αs = 0.
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experiment [8]. The LAO/STO interface system was shown to be stable in the range of these
physically realistic parameters, contradicting the results of Grilli et. al. [99], who neglected to
include the surface electron system and the electrostatic contributions into their analysis. It
was also demonstrated that the spatial distribution of the the positive background charge has a
large impact on the stability of the total system and that the symmetric polar heterostructure
was the most stable configuration among the considered layouts.
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Coupling and Exchange Interaction
The two-dimensional free electron gas at zero temperature and low electron density displays
a negative compressibility, which is induced by the exchange contribution (see Chapter 3).
Depending on the polarization of the groundstate the electrons occupy either one circular disc
(polarized) or two circular discs of equal radius (unpolarized) in k-space. On the other hand,
the simple model with Rashba spin-orbit coupling (RSOC), which was analyzed in the previous
chapter (see, e.g., Eq. (4.3)), neglected the electron-electron interactions beyond the Hartree
term. We found three qualitatively different distributions of occupation in k-space in this model:
If the strength of the RSOC was taken as density independent, an increase of electron density
changed the shape of populated states in k-space from an annulus over a circle to two circles with
different radii. But is the nature of the groundstate if both RSOC and exchange interaction act
jointly and how is the compressibility affected by this combination? As this chapter developed
chronologically at the end of this work, some of the results are of preliminary character, but
nevertheless allow a first insight into the interaction between RSOC and exchange coupling.
5.1. Introduction of the Hamiltonian and its Diagonalization
To concentrate on these questions we analyze a single two-dimensional layer comprising an
electron system that displays RSOC, which is, due to the absence of coupling to a second
system, taken at fixed electron density. The Hamiltonian is split into three parts,
Ĥ = Ĥkin + Ĥs + Ĥx. (5.1)
Ĥkin denotes the kinetic energy of free electrons with effective mass m0 and the DOS N0 =







Here ĉ†kσ and ĉkσ are the creation and destruction operator, respectively, of one electron with
spin σ = | ↑ 〉, | ↓ 〉 and wave vector k in a plane wave state. The spin part of the Hamiltonian
includes in addition to the RSOC, which was given in Eq. (4.3), the Zeeman coupling of an









































5. Electron System with Rashba Spin-Orbit Coupling and Exchange Interaction
σ = (σx, σy, σz) is the vector of the Pauli spin matrices, µB the Bohr magneton and gs the spin
g-factor, which was set in the last step to 2. The general Hamiltonian of the full electron-electron






β ĉγ ĉδ. The matrix element vαβγδ for plane wave















The application of the Hartree-Fock approximation, which was introduced in Section 3.1, on
Eq. (5.4) yields two relevant terms: The Hartree term, which originates from the q = 0 con-
tributions, is—for a neutral system—compensated by the positive background charge (for a
homogeneous state), so that it can be neglected. The Fock term has a negative sign due to






















































































The prefactor 1/2 of the Fock term in Eq. (5.5) is reduced by the double summation over spin
and a renaming of the variables of summation. ϕk is the angle between vector k and the kx-axis,
while ϑ denotes the angle between the in-plane magnetic field H and the x-axis. The matrix
Mk can be diagonalized by a transformation to the new basis âk+ and âk−.
ĉk↑ = uke
iφk âk+ −vkâk−




âk− = −vkĉk↑ +ukeiφk ĉk↓
(5.8)
Here uk and vk are real numbers with uk = wk(s = +1) and vk = wk(s = −1) with u2k +v2k = 1.



















q vx(k− q)Bq∣∣∣He−iϑ + iαRke−iϕk +∑q vx(k− q)Bq∣∣∣ (5.9)
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The eigenvalues ε±(k) of the matrix M correspond to the energy of the state connected to â
†
k±,








































The transformation coefficients uk, vk and φk for the wave vector k are coupled to each other
and depend on the transformation coefficients of other wave vectors q, as mediated by Eq. (5.9)–
(5.11). Note that Aq and Bq depend on the difference in occupation numbers between the new
bands. This implies that the transformation coefficients have only to be determined for the set
of wave vectors for which the lower band is occupied and the upper band is empty.
With the abbreviation 〈â†k±âk±〉 ≡ nk± the constant CF from the Fock term is then in the













q − 2 cos (φk − φq)ukvkuqvq + v2ku2q
)
(nk− − nk+) (nq− − nq+)
]
The spin orientation of the electron states can be evaluated by taking the expectation value
of the Pauli vector σ = (σx, σy, σz) in the eigenvectors of the matrix Mk, which were used for








 2ukvk cosφk−2ukvk sinφk
u2k − v2k
 = −〈ψk−|σ|ψk−〉 (5.16)
Here only the spin part of the wave function was considered. The spin of the lower band is
always antiparallel to the spin of the upper band.
5.2. Analytical Solutions to the Diagonalization
The subject of this chapter is the analysis of the interplay between RSOC and exchange coupling.
Nevertheless, we start by recovering the cases, where only one of those couplings is present, so
that later results can be compared to these instances.
A system without RSOC is on hand for αR = 0 and H = 0. Then a set of solutions to
the transformation coefficients is obtained by setting them independent of the wave vector, i.e.,
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uk = u, vk = v and φk = φ. After this choice, every set of constant transformation coefficients
that fulfills u2 + v2 = 1 solves Eqs. (5.9): The summations over q in the denominator of wk(s)
can be merged, so that the dependence on u and v vanishes, as (u2 − v2)2 + 4u2v2 = 1. The
denominator of wk(s) appears also in the dispersion Eq. (5.13), so that using a set of wave-vector







































for the energy dispersion of both bands, which is the same result as derived in Section 3.1.
There the Helmholtz free energy was evaluated in Eq. (3.16) as function of the electron density
n. While the kinetic term is proportional to n2, the exchange contribution has a negative sign
and is proportional to n3/2. The direction of the spin according to Eq. (5.16) depends on the
choice of u, v and φ. For u = 1, v = 0 and arbitrary φ, the spin is oriented along the z direction.
The exchange interaction can be eliminated by setting vx(k) = 0, so that only the kinetic and
RSOC term remain. Then it follows straight away from Eqs. (5.9) that uk = vk = 1/
√
2 and
φk = π/2−ϕk for H = 0 are the only solutions. Inserting these transformation coefficients into




± αRk, 〈ψk+|σ|ψk+〉 =
 cos (π2 − ϕk)− sin (π2 − ϕk)
0
 . (5.19)
The Helmholtz free energy arising from this dispersion was calculated in Eq. (4.8), while the
distribution of the spin direction is displayed in Fig. 4.1. The spin points in the x-y plane and
is perpendicular to the coordinate axes. As one moves in the lower band on a circle in k space
clockwise around 0, the spin rotates counterclockwise.
We now return to the full problem with both RSOC and exchange coupling. For the exam-
ination of this system one has to identify the transformation coefficients and the distribution
of occupied states 〈â†k±âk±〉 ≡ nk±, which are connected to each other by Eqs. (5.9). The




εs(k)〈â†ksâks〉+ CF , (5.20)
is minimized for a given electron density n. This gives rise to a self-consistent evaluation of the
transformation coefficients and occupation numbers nk±, which has to be performed numerically
for the general case. Only two partial solutions, which are independent of each other, are known
analytically: Firstly, one self-consistent solution for uk and vk is given by uk = vk = 1/
√
2, which
is wave-vector independent. And secondly, if the difference in occupation numbers between the
two bands, ∆nk+− ≡ nk−−nk+ exhibits rotation symmetry around k = 0, then φk = π/2−ϕk
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vx(k− q) [(1− cos (ϕk − ϕq))nq− + (1 + cos (ϕk − ϕq))nq+]












(cos (ϕk − ϕq)− 1) (nk− − nk+) (nq− − nq+)
]
. (5.22)
According to Eq. (5.16), the spin is constrained to the x-y plane and has RSOC-like character,
i.e., the spin shows the same orientation as in the pure Rashba model without exchange inter-
action, which was examined in Section 4.2. The cosine terms in the second line of Eq. (5.22)
originate from the inclusion of off-diagonal exchange terms, which are not considered in a pure
exchange model without RSOC. The dispersions in Eq. (5.21a) and (5.21b) have the form of
a direct sum of the dispersion of the pure Rashba model and a term from electronic exchange
interaction. In App. A.8 the cosine terms in the dispersion are set to 1: This preliminary ap-
proach decouples the dependence of the bands on the occupation number of the respective other
band.
The Helmholtz free energy is obtained by integrating the dispersion over all occupied states
in k space and by adding CF . Therefore the wave-vector dependent occupation numbers nk±
have to be known. The dispersion of the lower band, ε−(k), displays a linear decrease in k for
small wave vectors due to the RSOC. In the pure Rashba model this results in a minimum in
the dispersion at finite wave vectors and hence a circular disc of unoccupied states around k = 0
at low densities (see Fig. 4.1). The upper band is then unoccupied. Combining this with the
rotational symmetry of the problem, we assume that the shape of occupied states in wave-vector
space in the lower band is that of an annulus, which is parameterized by two radii, r1− and r2−.
Electronic states with |k| < r1− are empty and states with r1− ≤ |k| ≤ r2− are occupied. The
contribution of the exchange interaction to the dispersion depends on the radius of unoccupied
1If ∆nk+− is rotationally symmetric, then there exist solutions uk and vk that own the same symmetry, as all




























which verifies the self-consistency. The last line follows from the fact that the term in the parantheses is real:
With ei(ϕk−ϕq) = cos (ϕk − ϕq) + i sin (ϕk − ϕq), it follows that, after a rotation of −ϕk, the summation over
the sinus vanishes, as the sinus is antisymmetric, while the remaining terms are symmetric.
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states, r1−: For r1− = 0 it is most negative for k = 0 and increases with k, as the potential
vx(k − q) ∝ 1/|k − q| decreases with distance between k and q. On the other hand, for finite
r1−, the exchange contribution decreases for small k and has a minimum between r1− and r2−.
Consequently, the contribution of the exchange interaction to the dispersion is consistent with
the occupation. This carries over to ε+(k), where the RSOC part increases linearly with k, which
alone would render the states around k = 0 occupied if electrons reside in the upper band. If
these states are occupied, then the exchange interaction increases with k. The radius of occupied
electronic states in the upper band is labeled as r+. For the preliminary results presented in
App. A.8 we found that the exchange interaction opens a gap at k = 0: This induces a range of
electron densities for which all electrons reside in the lower band, while the states around k = 0
are occupied. We refer to this phase as P1. However, in the full treatment with non-constant
cosine, this phase does not appear, as the gap at k = 0 is absent:





vx(q) (nq− + nq+) (5.23)
The integration of the cosine terms in the equation above vanishes due to the rotational sym-
metry around k = 0 of the occupied states. The three radii r2−, r1− and r+ are determined by
the electron density n and the evaluation of Eq. (5.21a) and/or Eq. (5.21b) at the Fermi wave
vector. We distinguish between two different phases, which depend on the occupation of the
bands:
• 0 < r1− < r2−, r+ = 0 (P0): The upper band is empty and the electron density is given by
the difference 4πn = r22− − r21−. The band energy is equal at the inner and outer radius,
so that ε−(r1−) = ε−(r2−). These relations identify r2− and r1−.
• r1− = 0 < r+ < r− (P2): Electrons reside in the upper band and the density is the sum
4πn = r2−+r
2
+. The equality of the dispersions of the two bands at the Fermi wave vectors,
ε−(r−) = ε+(r+), determines r− and r+.
The dispersions can be rewritten as function of the three parameters r2−, r1− and r+. If two
bands are occupied, then the Fermi wave vector of the respective other band enters into the










Ir2−(k)− Ir1−(k) + Jr2−(k)− Jr1−(k) , r+ = 0











Ir−(k)− Jr−(k) + Ir+(k) + Jr+(k)
}
(5.24b)
The function Ir(k) depends on the complete elliptic integral of the second kind E[x] and the















Θ [k − r]
)
, (5.25)






k2 − 2kr cosϕ+ r2 + k cosϕ log
[
r − k cosϕ+
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5.2. Analytical Solutions to the Diagonalization
We were unable to solve Jr(k) analytically. The thereby necessary numerical integration did not
allow for the determination of the Fermi vectors with sufficient accuracy. These challenges have
to be addressed in a later work.
However, the density n1, which defines the phase transition between P0 and P2, can be
identified even without knowledge of all Fermi wave vectors. At n1 the upper band is not just
yet occupied and the radius of unoccupied states in the lower band vanishes, r1− = 0. The
Fermi wave vectors are then given by r1− = 0 and r2− = r−. The functions Ir(k) and Jr(k) in
the dispersions simplify to analytical expressions at k = r: Ir(r) = 4r and Jr(r) =
3
2c11r, where
c11 ≈ 1.10924158 is the numerical value of the integral defined in Eq. (A.137). As the dispersion
is equal for all Fermi wave vectors, and the density is given by 4πn1 = r
2




































R (see Eq. (4.8) at the beginning of Section 4.2). The exchange interaction
increases the capacity of the lower band to hold electrons and shifts the phase boundary between
P0 and P2 to larger densities.



















[(nq− + nq+)(nk− + nk+) + cos (ϕk − ϕq)(nq− − nq+)(nk− − nk+)]
If only the lower band is occupied, i.e., the system is in phase P0 and nk+ = 0, the Helmholtz


































































Ibr2−r1− is an integral over trigonometric functions (see Eq. (A.134) in App. A.7 for details) and
has to be evaluated numerically. K[x] is the complete elliptic integral of the first kind. If both


















































The Rashba induced part of the energy depends on the same power in occupation radius as
the exchange term, which is already recognizable in the dispersions Eq. (5.21a) and (5.21b):
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The exchange potential is proportional to ∝ 1/k and the sum over k adds the dimension of k2,
so that the exchange contribution has the same power in k as ±αRk. This carries over to the
dependence on the electron density n. The negative sign of the exchange term arises from the
fermionic anticommutation relation between operators, while the RSOC contribution is negative
as the lower band is considered. In the large density limit, i.e., for n n1, the splitting between
the two bands is negligible (see App. A.7), so that approximately the same number of electrons
reside in both bands. In this limit r+ ≈ r− and 2πn ≈ r2− are valid and the Helmholtz energy










The result is independent of the RSOC and the energy of a free, unpolarized electron gas
with exchange coupling and exactly the same expression as given by Eq. (3.16). The RSOC
contribution is insignificant compared to the kinetic and exchange energy for large densities, as
the RSOC terms of the lower and upper band cancel each other out, due to their different signs.
Consequently, the second derivative of the Helmholtz free energy with respect to the electron
density, which is of special interest due to its importance for the stability and appearance in the
inverse capacitance, is independent of the RSOC for large n.
5.3. Numerical Solution of the Hamiltonian
The results of the previous section were derived by the use of two special, analytically known
solutions for the transformation coefficients. The gained advantage of the feasibility of an ana-
lytical treatment of the problem has to be contrasted to the imposed restrictions on the possible
distributions of occupation numbers 〈â†k±âk±〉, in particular regarding symmetry, due to the em-
ployment of the wave vector independent uk = 1/
√
2 and rotational symmetric φk = π/2− ϕk.
In this section we allow for all solutions of the transformation coefficients that are in accordance
with the self-consistent relations of Eqs. (5.9), which also depend on the occupation numbers
〈â†k±âk±〉. The distribution of occupied states has to minimize the Helmholtz free energy, which
is given by the expectation value of the Hamiltonian (5.12). This leads to the three sets uk,
φk and 〈â†k±âk±〉 of entangled quantities that have to be evaluated successively and each self-
consistently by numerical computations. One set of variables was calculated self-consistently
while the other two sets were held fixed. After its convergence the next set was fed to a self-
consistent loop, while holding the other two sets constant. This procedure was iterated until the
control variable, in this case the Helmholtz free energy, converged.
The numerical computations were performed for different sets of parameters. We took m0 =
2me and εeff = 5 . . . 50 for the most part and varied αR in the range from 0.01 eVaB to 0.5 eVaB.
For comparison, experimental values of αR for the electron system at the LAO/STO interface
are in the range 0.02 eVaB to 0.1 eVaB, as described in Section 4.3.1. Since the kinetic term
dominates for high electron densities, the most interesting interplay between RSOC and exchange
coupling takes place at low n, which was in the range n < 40×10−4a−2B for the used parameters.
The numerical analysis revealed the existence of more groundstate configurations, which occur
besides the phases P0, P1 and P2 (see Fig. 5.1a–c) that were characterized in the previous section:
• Px1: In this configuration only the lower band is occupied and the transformation
coefficients are uk ≈ 1. The projections of the spins on the x-y plane are approximately
parallel for all occupied states and their direction, which is described by φk ≈ φ, varies
randomly between different calculations. Figure 5.1d displays a scheme of this phase in
wave vector space; the directions of the spins in the x-y plane were chosen to point in the
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Figure 5.1.: (a)–(e) Schematic plot of the occupation of the lower (blue) and upper band (red) in wave
vector space for 5 different symmetric phases found by numerical evaluation. The arrows indicate the
projection of the direction of the spin onto the x-y plane; in (d) and (e), which correspond to phases
Px1 and Px2, respectively, the spins are nearly completely aligned regarding each other, but the general
direction is random. (f) Phase diagram for m0 = 2me and εeff = 20 for different strengths of the RSOC
αR and electron densities n. Here blue refers to P2, purple to Px1, yellow to Px2 and cyan to Pα, as
indicated by the colored bar attached to the right side of (a)–(e). The white areas assign a range of
transition between the phases, where, e.g., the spin rotates significantly more than zero but less than π
when considered along the full diameter.
−y-direction. For uk ≈ 1 the character of the new basis state |k,−〉 is for the most part
identical to the character of the old basis state |k, ↓〉. This applies especially to the spin
components, which are described by Eq. (5.16): An increase of uk from 1/
√
2, for which
the spin lies completely in the x-y plane, tilts the spin out of this plane until for uk = 1
the spin points in z direction.
• Px2: This phase possesses the same values uk ≈ 1 and φk ≈ φ for the transformation
coefficients as Px1, but both bands are occupied (Fig. 5.1e). The spin in the upper band
is antiparallel to the spin in the lower band.
• Besides the two phases above, which exhibit similiar characteristics regarding the spin
as a system without RSOC, we found also intermediate phases with 1/
√
2 < uk < 1.
The transitions between the two phases above and P0, P1 and P2 are for the most part
continuous, so that these interjacent groundstate configurations appear in between. They
are indicated by the white region in the phase diagram in Fig. 5.1f.2 The spin of these
intermediate phases is neither completely parallel nor rotationally symmetric around 0 as
for the analytic phases. If one goes along the diameter of the occupied k-space states in
2The white areas also indicate parameter regions for which the self-consistent loops did not converge on a
reasonable timescale.
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one band, the spin projection in the x-y plane will flip its sign for P0, P1 and P2 and retain
its direction for Px1 and Px2. In the intermediate phases the direction of the spin will
change by an angle larger than 0 but smaller than π. Electron systems in these transition
phases, Px1 or Px2, exhibit a net spin polarization if both bands are unequal populated.
This has to be contrasted to P0, P1 and P2, where the combined effect of the rotational
symmetry of both the spin direction and the occupation distribution in k space prevents
any spin polarization.
• Pα: The rotation symmetry of the occupied states around 0 in k space, which all the
previously described phases feature, is broken in this state (Fig. 5.2). This results in a finite
center of wave vectors (COW) c = 1/A
∑
k,s=± k ·nk,s. The transformation coefficients uk
are wave vector independent, uk = 1/
√
2. The spin part in the x-y plane is perpendicular
to c for the wave vectors which lie on the straight line through 0 defined by the direction
of c.
The self-consistent relations for the transformation coefficients uk, as given in Eq. (5.9), sum
only over the difference in occupation between the two bands. For high densities both bands
are occupied and nq−− nq+ is non-zero only on an annulus in k space. The inner radius of this
annulus, which corresponds to the radius of occupied states in the upper band, increases with n.
This induces that the terms in Eq. (5.9) that depend on the exchange potential, which decreases
with distance between two wave vectors as vx(k − q) ∝ 1/|k − q|, become less important as
compared to the term αRk. Consequently, the denominator in the definition of uk is much
larger than the corresponding nominator for large densities, so that in this limit uk = 1/
√
2 is
the only solution. The same arguments, i.e., the domination of the RSOC contribution over the
exchange term in the self-consistent equations for φk, lead to φk =
π
2 − ϕk, so that for large n
the system is always in P2.






















(nq− − nq+) , Bq = uqvqeiφq (nq− − nq+)
The term including Bq is small compared to the term on the left-hand side of condition (5.33)
for uk ≈ 1, as then vq ≈ 0. Hence the condition is satified if 4α2Rk2 is much smaller than the
left-hand side, which can be fulfilled for small εeff compared to αR and small densities. As only
wave vectors of singly occupied states are relevant for the transformation coefficients, for smaller
densities the summation over 1/|k− q| becomes larger compared to |k|. This concurs with the
phase diagram of Fig. 5.1f, where Px1 and Px2 were found only for αR . 0.05 eVaB at εeff = 20.
The coefficients φk are given by the direction of the complex number in the absolute value of
condition (5.33). If the exchange term in the absolute value is larger than the RSOC term due
to a sufficiently small αR · εeff , then φk ≈ const. is a solution, which yields in combination with
uk ≈ 1 the phases Px1 and Px2.
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Figure 5.2.: Occupation of k-space vectors for the different values of αR = 0.2 eVaB (a), αR = 0.5 eVaB
(b) and αR = 1.0 eVaB (c), where n = 3× 10−4 a−2B , m0 = 2me and εeff = 20 was used for all plots. The
arrowheads mark the direction of the spin in the x-y plane. The average of k vectors of the system, which
is in phase Pα for these parameters, is moved further away from the zero point in a random direction for
larger values of αR. The spin at the center of k vectors is perpendicular to this direction.
The phase Pα breaks the rotational symmetry of occupied wave vectors and is found for the
value uk = 1/
√
2 of the transformation coefficients. The Helmholtz free energy for this uk and
























(cos (φk − φq)− 1)nk−nq− (5.34)
The term in the second line is negative except for φk = φq, and its absolute value is smaller than
the absolute value of the exchange term in the first line. Due to the negative sign in the first line
in front of the absolute value, the Helmholtz free energy is minimized for a configuration that
maximizes the exchange contribution. As the potential of this term falls of as 1/|k − q|, it is
maximized for a distribution of occupied states nk− in form of a circular disc, where the center
of the disc does not affect the energy. The latter is in contrast to the kinetic contribution, which
is also minimized for a circular disc of occupied wave vector states, but only if it is centered
around k = 0. On the other hand, the contribution from the RSOC term is minimal for occupied
states as far away from k = 0 as possible. If only the kinetic and RSOC term are present, their
combination leads to an annulus configuration of nk− = 1 at low density, while for a system
with only kinetic and exchange term a circular disc centered at k = 0 minimizes the energy. So
imagine we start in a system with low density without exchange interaction and then increase
its magnitude. Without or with weak exchange interaction the groundstate configuration is an
annulus, as the kinetic cost of placing the electrons in states away from k = 0 is overcome by the
gain from the RSOC term. If the contributions of the exchange interaction and the RSOC to
the energy are of similar order, then both energies are minimized by a configuration that both
occupies states away from k = 0 (due to RSOC) and lumps them together (due to exchange
coupling) in k space. In a picture, this corresponds to cutting the annulus open at a random
position and pushing the two new ends towards the opposite of the cut, while the movement
occurs on the ring of the old annulus. The shape of occupied wave vector states approaches a
circular disc with its center offset from k = 0 for very large exchange interactions.
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Figure 5.3.: (a) Free energy for m0 = 2me, εeff = 20 and αR = 0.01 eVaB for the numerical evaluation.
(b) Second derivative of the free energy for the numerical solution and the parameters of (a). The
system is in Px1 for n < 5 × 10−4 a−2B , in Px2 for 7 × 10−4 a
−2
B < n < 9 × 10−4 a
−2
B and in P2 for
n > 10× 10−4 a−2B , as indicated by the colored bars on top. (c) Second derivative of the Helmholtz free
energy for m0 = 2me, εeff = 20 and αR = 0.5 eVaB. The phase of the system is Pα for n < 8× 10−4 a−2B
and P2 for n > 9 × 10−4 a−2B . The color of the bars on top of the plots refers to the color of the phases
as introduced in Fig. 5.1.
For a given and constant electron density the radii of the annulus in a system without exchange
interaction increase with αR
3. This carries over to phase Pα, as depicted in Fig. 5.2, where αR
is increased from αR = 0.2 eVaB (a) to αR = 1.0 eVaB (c). It is clearly visible how the COW
moves away from the zero point. The deformation of the occupied states increases with αR. For
small RSOC the comparatively strong exchange contribution dominates and the Fermi surface
is more circle like, while at large RSOC the exchange contribution is roughly of the same order,
so that the occupied states assume the form of a “kidney”.
We found the phase Pα to be present for all strengths of RSOC examined if the exchange
interaction exceeded a threshold. Yet, the density at which the groundstate is an annulus without
exchange, i.e., for which the kinetic energy does not dominate over the RSOC energy, becomes
very small for small αR. For example, at m0 = 2me and αR = 10
−3eVaB, the density below
which an annulus exists is given, according to µ1 = 0 in Eq. (4.8), by n . 1.7× 10−9a−2B .
The direction of the spin in the x-y plane in phase Pα can be identified by examining Eq. (5.34).
If the RSOC and exchange contribution are roughly of the same order, then the energy is
minimized by maximizing the sum in the absolute value. There both summands are complex
numbers, so that the absolute value is largest if both complex numbers have the same polar
angle, i.e., if the exchange term points in the same direction as ie−iϕk . For a given wave vector
k, the exchange sum over q is maximal for the state k that is at the center of the distribution of
occupied wave vectors, as the exchange potential decreases with 1/|k− q|. This is the case for
the COW kc = c, so that for this kc the complex numbers in the absolute value of Eq. (5.34)
possess the same polar angle, i.e., φkc =
π
2 − ϕkc . This justifies why the direction of the spin
in Fig. 5.2 is always perpendicular to the COW c. If now the exchange coupling is increased as
compared to the RSOC, the term ie−iϕk looses influence in the self-consistency relations for φk,
which are given by the direction of the absolute value in Eq. (5.34). Then the φk align to one
value, which is in this case given by the largest contribution, i.e., ϕkc . The comparison between
Fig. 5.2c and Fig. 5.2a confirms the increased alignment of the spin direction with larger relative
value of the exchange coupling.
Note that the direction of the COW c and hence the spin orientation are completely random
due to the rotationally symmetry of the wave vector space. An infinitesimal small in-plane
3In Section 4.2 it was derived for the Rashba model that the minimum in energy is given at k = πN0αR for a
system with kinetic and RSOC term only.
78
5.3. Numerical Solution of the Hamiltonian
magnetic field breaks this symmetry and couples to the spin direction. As the spin direction is
connected to the COW, a finite magnetic field aligns the center of wave vectors c.
Figures 5.3b and 5.3c compare the second derivatives of the Helmholtz free energy F (see
Fig. 5.3a) for αR = 0.01 eVaB and αR = 0.5 eVaB, respectively. Both systems are in P2 for
n & 10×10−4 a−2B . The system with stronger RSOC is in phase Pα below this density, while the
other system is at Px1 and Px2. For sufficiently small densities n the compressibilities of both
systems are negative, but for αR = 0.5 eVaB the density range of κ
−1 < 0 is larger than for the
weaker RSOC.
We investigated the interplay between exchange and Rashba spin-orbit coupling for a free two-
dimensional electron gas. We found the two analytical solutions with predetermined symmetry
P0 and P2 that are Rashba-like regarding the spin. P0 and P2 are reminiscent of the pure
Rashba model. The full numerical treatment of the problem revealed, besides Px1 and Px2 and
intermediate phases, a phase that breaks spontaneously the rotation symmetry of the problem.
Pα occurs at densities for which the kinetic and RSOC energy are comparable in size and the
exchange energy is not smaller than the RSOC energy. This phase features a finite center of
wave vectors (COW) c with a random direction, which can be aligned by an infinitesimal in-
plane magnetic field. As a finite COW corresponds to an electric current in the system, the
phase Pα needs further examination. To do this, one could map the system on the surface of
a tube by use of periodic boundary conditions and check for the presence of a current. There
are also possibilities to avoid the finite current by modifying the Fermi surface: For example,
one could construct a distribution of occupied states by two deformed circular discs opposing
each other at a finite distance from k = 0, so that their combined COW is c = 0. The
groundstate is then determined by comparison of the Helmholtz free energy of different phases.
It has to be emphasized that the Hartree term of a phase lacking the rotational symmetry does
not necessarily compensate the energy of the positive background charge completely. A future
analysis should incorporate this additional energy term for phase Pα. However, for very large
exchange interactions the groundstate features rotational symmetry around the COW even in
Pα, so that the deviation of the Hartree energy from the background energy decreases with the
strength of the electron-electron interaction.
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6. The Two-Dimensional Extended Hubbard
Model
This chapter is based on Ref. [32] and Ref. [121].
6.1. The Extended Hubbard Model with Attractive
Nearest-Neighbor Interaction
John Hubbard was the eponym for a model he introduced to describe electrons in 3d transition
metals [122]. It was also proposed at the same time independently by Gutzwiller for the char-
acterization of the metal-insulator transition [123] and by Kanamori for the characterization
of itinerant ferromagnetism [124]. The model was able to explain the (Mott-Hubbard) metal-
insulator transition [125, 126], antiferromagnetism [127, 128] and recently attracted attention as
model for high-Tc superconductors [129, 130, 131].
The Hubbard model is based on a tight-binding description. The positions of the ions that
provide the electronic states of the conduction electrons form a lattice. The small spatial extent
of the electronic wave functions around the ions forces two electrons that reside at the same
lattice site to be close together on average, which entails a large Coulomb energy. This particle-
particle interaction is implemented in the Hubbard model by an on-site repulsion U . The
single-particle part, characterized by the amplitudes tij , describes the hopping between two
sites i and j. It is remarkable that this simple model is able to describe such a wide range of
phenomena. An important role plays the occurrence of a “extended” (kinetic) part and a “local”
(interaction) part and their interplay. This dichotomy appears also in many other important
theoretical models, as, e.g., the ϕ4 quantum field theory and the Kondo problem [132].
The Hubbard model represents the minimal model for the treatment of electronic correla-
tions. It includes only the Coulomb interaction between electrons on the same lattice site.
Already Hubbard noted [122] that in transition metals the unscreened Coulomb interactions
between different sites are not small compared to the on-site contributions. The inclusion of the
electrostatic interactions between electrons on different sites constitutes the so-called extended
Hubbard model (eHm). It features an even richer phase diagram than the Hubbard model,
including charge- and spin-density waves and phase separation [133, 134]. [135] In this work we













Here ĉ†iσ creates an electron with spin σ at site i, n̂iσ = ĉ
†
iσ ĉiσ is the occupation number operator
and n̂i = n̂i↑ + n̂i↓ is valid. Vij is the matrix element of the Coulomb interaction between
electrons at the (different) sites i and j and tij the matrix element for the hopping of electrons
between site i and j. Both matrix elements decay fast with increasing distance between lattice
sites. Hence we set all tij to zero, except for the hopping between nearest-neighbor (nn) sites,
where tnnij ≡ t, and the hopping between next-nearest neighbor (nnn) sites, where tnnnij ≡ t′.
Also, the matrix elements Vij are restricted to be only non-vanishing for the interaction between
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nn sites and for this case V nnij ≡ V can be written. All our evaluations are taken on a square
lattice.
Typically, the Coulomb interaction between electrons on nearest-neighbor sites on a lattice
is repulsive. However, under certain conditions the nn interaction can be attractive, as has
been demonstrated for iron pnictides [136, 137]: The Fe atoms form a square lattice, which is
sandwiched between two layers of As atoms. The hybridization of the electronic bands based on
the iron 3d states, which host the conduction electrons, with the As states is small. As the arsenic
ions possess a large radius, their polarizability is huge, so that the electrons on the Fe sites are
surrounded by polarized As ions, which induces electronic polarons [136, 137]. The interaction
of such polarons—in combination with a Fe-As-Fe bond angle smaller than 90◦—results in an
attractive nn Coulomb interaction [136]. This mechanism does not render the on-site interaction
U negative, although the dressing of the electrons screens their interaction and thus reduces U :
For the inter-site interaction term the electrons reside on different lattice sites and only the
two As ions between them are “shared”. On the other hand, for the on-site interaction term
both electrons are surrounded by the same As ions. It is possible that other degrees of freedom,
e.g., strong electron-lattice coupling, may induce polaronic effects that enhance an attractive
nn interaction [138]. Soft-X-ray angle-resolved photoelectron spectroscopy identified polaronic
effects in the LAO/STO heterostructure [139], so that V < 0 is conceivable in this material.
The formation of polarons in LAO/STO was also investigated theoretically by a new “second
principle” method based on density-functional theory [140].
In this chapter we analyze the case of negative V for the most part. An attractive electron-
electron interaction may render the compressibility of the system negative: If the density in
the system increases, the energy originating from the inter-site interaction decreases due to the
negative sign of V , which may induce a decrease of the chemical potential.
6.2. The Slave-Boson Approach
As the Hamiltonian (6.1) contains four-operator terms due to the electron-electron interaction,
approximate theories have to be applied for its solution. One of them is the so-called slave-boson
(SB) approach, which is briefly sketched out in this section. More technical details can be found
in Ref. [121] or [141]. Note that all the SB calculations were performed by an expert in this
field, Raymond Frésard1.
The slave-boson (SB) approach was introduced by Barnes [142, 143] to treat the single impurity
Anderson model. Shortly afterwards this method was modified by Kotliar and Ruckenstein for
the application to the Hubbard model [19] and then generalized to spin rotationally invariant
(SRI) form by Wölfle et al. [144, 145]. The agreement between the SB Kotliar-Ruckenstein SRI
approach and other numerical methods, is very good: For example, the deviations from the
results produced by Monte Carlo simulations are quite small for groundstate energies [146] and
for charge and spin structure factors [147]. It has also been demonstrated that the paramagnetic
mean-field solution of the KR SB approach is identical to the Gutzwiller approximation [19].
Due to the on-site interaction U in the Hubbard model, the state of an electron at a given
lattice site depends on the possible presence of a second electron at the same lattice site. Elec-
trons on doubly occupied lattice sites possess a higher energy and for strong U their contribution
to the low energy physics is quite small (of order t/U), which leads effectively to a projection
of the Hilbert space onto a subspace devoid of doubly occupied states [148]. The slave-boson
approach incorporates such a projection inherently by introduction of auxiliary bose fields: In
the Hubbard model, a lattice site i is either empty, singly occupied or doubly occupied, so that
the four possible states are |0, i 〉, | ↓, i 〉, | ↑, i 〉 and | ↑↓, i 〉. Kotliar and Ruckenstein (KR) [19]
1Normandie Université, ENSICAEN, UNICAEN, CNRS, CRISMAT, Caen, France
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related four bosonic fields ei, pi↓, pi↑ and di to these states. The bosonic fields satisfy the Bose
commutation relations. By applying these fields and the fermionic creation operators f †iσ, which
creates an electron with spin σ at site i, on the vacuum | 〉











one recovers the local electronic states at site i. The introduction of additional fields increases
the number of degrees of freedom, which is compensated by local constraints that the number
operators of the bosonic fields have to fulfill.2 Note that due to the fields pi↓ and pi↑, which
assume a spin quantization axis, the spin-rotation invariance in boson space is broken, which
may lead to qualitatively wrong results in approximate treatments of the problem [144]. In
the KR approach the physical Hilbert space of fermion states is embedded in a much larger
Hilbert space of auxiliary bosons, which do not possess spin-rotation invariance. Approximate
treatments have therefore carefully to project on the SRI subspace [144]. To solve this problem,
Wölfle et al. suggested in their SRI formulation [144] of the KR SB approach the replacement of
piσ by the 2× 2 spin matrix operator piσσ′ , which induces the spin-rotation invariance from the
outset. Then the state |σ, i 〉 can be constructed by a scalar pi,0 and a vector pi = (pi,x, pi,y, pi,z):















where τµ are the Pauli matrices for µ = x, y, z and the unity matrix for µ = 0. In the new Hilbert
space with the bosonic fields, the Hamiltonian of the problem becomes bi-linear in the fermionic
fields: For example, the operators for the on-site interaction, n̂i↑n̂i↓, which are four-fermion
terms, are replaced by products of two fields d+i di.
In the KR SB formulation, the fermionic fields can easily be integrated out in the partition
function Z, which incorporates the constraints by time-independent Lagrange multipliers, so
that the result depends only on the bosonic fields. However, the resulting partition function
permits an exact calculation only for special models, like, e.g., the Ising chain [149]. Further
analyses are therefore conducted within the framework of the saddle-point approximation.
The extended Hubbard model we are interested in, i.e., which is characterized by Hamilto-
nian (6.1) with only nn and nnn hopping and nn Coulomb interaction V , was evaluated in the
slave-boson Kotliar-Ruckenstein spin rotationally invariant approach [121, 141]. Then, in the
translational invariant paramagnetic phase, all the local bosonic fields become independent of
the site. It is also interesting to note that only the k = 0 component of the Fourier-transformed
inter-site Coulomb interaction Vk is relevant for the saddle-point equations. Hence, the results
of the SB evaluation in this work depend only on the zero-momentum Fourier component and
not on the exact structure of the screened inter-site interaction Vk and are thus applicable to
more general situations.
The one-loop approximation allows the calculation of the charge and density fluctuations
around the saddle point. In the KR SB formulations the spin and charge degrees of freedom
are decoupled. This carries over to the charge susceptibility χc(k), which depends only on the
bosonic fields ek and dk. Here k = (k, ω) denotes both the wave vector and the frequency. In
the long wavelength and low frequency limit, one can recover the symmetric Landau parameter
F s0 from the charge susceptibility. The other two quantities utilized in this chapter, the effective
mass m∗ and the Helmholtz free energy F , are derived directly from the saddle-point evaluation.
2The bosonic fields are “enslaved” by these conditions.
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6.3. Hartree-Fock Evaluation and Comparison to Slave-Boson
Results
For the restriction to nn and nnn hopping and only nn Coulomb interaction, the Hamilto-












n̂i n̂j . (6.4)
Here 〈i, j〉 denotes the summation over nearest and next-nearest neighbors in the kinetic term
and over nearest neighbors in the V term, whereby each pair of (i, j) is counted only once. The
Hamiltonian can be decomposed into a sum of kinetic contribution Ĥt, on-site contribution ĤU





2t [cos (akx) + cos(aky)] + 4t



















− [cos a(qx − kx) + cos a(qy − ky)] ĉ†qσ ĉqσ′ ĉ
†







where A is the area of the system and a the lattice spacing. The mean-field approximation



























[cos a(qx − kx) + cos a(qy − ky)]nqσnkσ − 2V A(n↑ + n↓)2. (6.7)
Here nσ = 1/A
∑




qσ ĉqσ〉 is the density of electrons with spin σ. The Hartree
term is composed of ĤMFAU and the first and the last summands of ĤMFAV in Eq. (6.7), while the
remaining summands of Eq. (6.7) form the Fock term.
The dispersion εσ(k) is given by the terms that are multiplied with ĉ
†
kσ ĉkσ in Eq. (6.5a),
(6.6) and (6.7). The on-site interaction (6.6) increases the energy of band σ with the filling
of band −σ. The dispersion εσ(k) displays two3 van Hove singularities (vHs) at k = (0, 0)
and k = (0, π)/k = (π, 0). The vHs at k = (0, 0) appears at zero filling, independent of the
parameters, while the position of the second vHs at k = (0, π) depends on the magnitude of
the nnn hopping t′/t: For t′ = 0 the vHs occurs always at half filling. For negative values of t′
the position of the vHs is moved to lower fillings and depends on the inter-site interaction if the
Fock term is included.
The mean field Hamiltonian ĤMFA was evaluated numerically for the Helmholtz free energy
both with and without the inclusion of the Fock term. A comparison of the results with the
SRI KR slave-boson data (see Fig. 6.1) for U = t, t′ = −0.45 t and for both V = −0.1 t and
3There is also a third van Hove singularity that exists only for comparatively large nnn hopping |2t′| > t, which
is out of the scope of this work.
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(a) (b) (c) (d)
Figure 6.1.: Comparison of the results from the slave-boson evaluation (blue) with Hartree (green dashed)
and Hartree-Fock (red) calculations for U = t and t′ = −0.45 t. (a) and (b) display the Helmholtz free
energy F as function of the electron density n0 for V = −0.1 t and V = −0.4 t, respectively. The second
derivative of F with respect to n0 is plotted in (c) for V = −0.1 t and in (d) for V = −0.4 t. The insets
show the difference ∆ between the SB results and the Hartree (green) or Hartree-Fock (red) evaluations.
Adapted from Ref. [32].
V = −0.4 t shows good agreement. Commonly, the slave-boson approach is best suited for
strong coupling and high band fillings. However, the projection factors for the kinetic energy
and inter-site interaction employed in the SRI KR formulation ensure that its weak-coupling
limit is exact for U = 0 and even in first order of U . On the other hand, the KR SB approach
does not take the exchange interaction for the inter-site Coulomb repulsion V into account. The
contribution of the Fock term, which is proportional to V , to the energy is largest around half
filling due to its dependence on the integration over cos a(qi − ki). Hence, the deviation between
the results of the SB and Hartree-Fock evaluations is largest for n0 ≈ 1 and increases with |V |
(see insets of Fig. 6.1a and 6.1b, red curve). The agreement between the SB and the Hartree
evaluations on the other hand is hardly affected by the strength of the inter-site interaction V
used in our calculations: this can be seen by comparison between (a) and (b) and between (c)
and (d) of the green curves in the insets of Fig. 6.1. Around the minimum of the free energy
the relative difference between the SB and Hartree results is of the order of 1%.
The second derivatives of the free energy with respect to the electron density n0 =
∑
σ nσ are
proportional to the inverse compressibility of the system. They display a cusp at the position
of the vHs (see Fig. 6.1c and 6.1d), which is shifted to n0 ≈ 0.5 due to the finite t′ < 0.
The agreement between the curves of the SB and Hartree data is as good as between their
free energies and independent of V . On the other hand, the SB and Hartree-Fock evaluation
differ notably not only around half filling, where their respective free energies have the largest
deviation, but also for small and large fillings and around the vHs. For the free electron gas
the contribution of the Fock term is most relevant at low electron densities, which clarifies the
difference at low and high fillings in the Hubbard model. As the position of the vHs depends on
the inter-site interaction V in case of the presence of the Fock term, the cusp is shifted to lower
fillings with larger |V |, so that the SB and Hartree-Fock evaluations deviate around the vHs.
We would like to remark that the contribution of the Fock term to the inverse compressibility
is positive for small densities (for attractive nn interaction V ), as can be seen in Fig. 6.1d. Due
to the anticommutation relation the Hartree and the Fock term have opposite signs. While the
Fock term in Eq. (6.7) has a negative sign, this is compensated by V < 0. The differences
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appearing in the terms cos a(qi − ki) are small for low fillings, so that the total contribution of
the Fock term to the energy is positive. So—in contrast to the free electron gas—it is not the
Fock term that drives the compressibility negative at low electron densities, but the Hartree
term, due to the negative sign of V .
The SB approach, which displays its strengths at strong coupling, recovers the Hartree results
sufficiently accurately in the weak-coupling regime. The deviation introduced by the neglection
of the Fock contribution is limited, provided that the electron density is not too close to zero
filling or n0 = 2. In the following analysis for the capacitance and compressibility we use the
results from the KR SB SRI evaluations for the most part, except for Fig. 6.6, which compares
SB and Hartree-Fock calculations for κ−1 and C.
6.4. Compressibility and Capacitance of a System with Symmetric
Electrodes
6.4.1. Polar Heterostructure
In this section we couple two two-dimensional electron systems that are characterized by the
extended Hubbard model and possess the same parameters, i.e., are identical, and then analyze
the capacitance and compressibility of the total system for weak coupling (U = t) and strong
coupling (U = 9 t). However, we start with the compressibility of an isolated system, which is
the foundation for understanding the properties of the composite configuration.
For weak coupling (U = t) and t′ = 0 the inverse compressibility displays a dip at half
filling (see Fig. 6.2a). The vHs is located at this point. Increasing the strength of the inter-site
interaction V from V = 0 (black curve) to V = −0.4 t shifts the inverse compressibility to lower
values. According to the Hartree Hamiltonian given by Eq. (6.7), the energy contribution of
the inter-site coupling to the Hartree term is FHartree = 2AV n
2
0, so that the second derivative of
this energy with respect to n0 is proportional to 4V . Hence, the Hartree evaluation results in a
density independent shift of the second derivative due to V . This consideration is independent
of the values of t, t′ and U . As we limit |V | with respect to the on-site repulsion U , the
compressibility is positive for t′ = 0. For t′ = −0.15 t the vHs and the corresponding dip in
the inverse compressibility is moved to lower densities and the system looses its particle-hole
symmetry (Fig. 6.2b). At even more negative t′ = −0.45 t the compressibility becomes negative
for small electron densities (Fig. 6.2c). This is induced by the combined effect of the vHs and
the inter-site coupling V : Normally, the negative contribution derived from the V term to the
inverse compressibility is compensated by positive contributions from the kinetic and on-site
interaction terms. Though, at the vHs the kinetic contribution is reduced and for large |t′| the
vHs occurs at small fillings, which renders the contribution from the on-site repulsion small.
Now the isolated system with eHm is connected to an identical system at distance d, where
the insulator between the electrodes is characterized by the dielectric constant ε. The positive
background charge is distributed according to the symmetric polar heterostructure (SPH) con-
figuration, which we introduced in Section 2.3: In this effective layout the complete positive
background charge is concentrated in a two-dimensional plane exactly in the middle between
the electrodes. This distribution of positive charge yields the same electrostatic energy as a
polar heterostructure with equal distance between the polar layers (see Fig. 2.5b for the SPH
and Fig. 2.5e for the corresponding physical situation). The total density is nt = n1 +n2, where
ni is the density in subsystem i = 1, 2 which are referred to as s1 for the interface system and s2
for the surface system. The density on the interface (and simultaneously on the surface) can be
adjusted by the application of an external voltage between s1 and s2. In the following analysis
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Figure 6.2.: Weak-coupling (U = t) results for the inverse compressibility κ−10 of an isolated system (first
row, (a)–(c)) and inverse compressibility κ−1 (second row, (d)–(f)) and differential capacitance (third
row, (g)–(i)) of a system consisting of two identical electronic subsystems, which are modeled by the
eHm. The different colors refer to the values of inter-site coupling V as labeled in the legend of (f)
and (i). The next-nearest neighbor hopping t′ is varied between the columns, which shifts the electron
densities at which the vHs appear. For the composite systems the total density nt chosen guarantees that
both electronic systems are at the vHs if half of nt resides on each electrode. This is attained by nt = 2
for t′ = 0, by nt = 1.75 for t
′ = −0.15 t and by nt = 0.93 for t′ = −0.45 t. The differential capacitances in
the last row are normalized to the capacitance of an interaction-free system with U = 0 and V = 0 and
the dashed yellow curve corresponds to the normalized geometric capacitance Cgeo/CU=0,V=0, where this
quantity depends on n1 through C
−1
U=0,V=0. We used d/ε = 4 aB for the effective plate distance, t = 0.5 eV
for the nearest-neighbor hopping and a = 10 aB for the lattice constant. Adapted from Ref. [32].
the total density nt is adjusted so—depending on different values of t
′—that each system is at
the vHs if half of the total electron density resides on each plate, i.e., for n1 = nt/2 = n2.
We would like to note at this point that we use the terms electron “density” and electron
“filling” in a broader sense in this chapter. Normally, electron density nd is defined as electrons
per area (in the two-dimensional case) while electron filling nf is the average number of electrons
per unit cell. Both quantities are connected by nd = nf/a
2, where a is the lattice constant. The
Hamiltonian of an isolated Hubbard system scales with t and the resulting energy is an energy
per unit cell. Thus the qualitative results for an isolated system are in principle independent of
a, and therefore nd and nf are often used synonymously. However, the lattice constant becomes
relevant if the energies are compared with other systems, as in this section. Nevertheless, we
continue to use both terms, electron density and filling, as equivalent and are thereby referring
to nf . If needed, the “real” electron density can easily be recovered over the lattice constant
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a. Derivatives with respect to nf and nd differ by a factor of a
2, which was always, even if not
noted explicitly, considered.
The inverse compressibility of the total system for t′ = 0 inherits the symmetry of the isolated
system (Fig. 6.2d), so that both inverse compressibilities can be rescaled into each other, after
the constant shift originating from the electrostatic energy is taken into account. We find that
even in the case of negative compressibility of the isolated system, κ0 < 0, which was observed
for t′ = −0.45 t and V < −0.3 t in Fig. 6.2c, the total system is stable (see Fig. 6.2f). This
follows from the positive contribution of the electrostatic energy to κ−1 and the fact that if one
of the subsystems is at a density with κ−10 < 0, then the other subsystem has to be at a density
with κ−10 > 0. The particular adjustment of nt entails this property.
The capacitance of the total system, as displayed in Fig. 6.2g–6.2i, increases with smaller, more
negative values of the inter-site attraction V , which is directly correlated to the decrease of the
inverse compressibility in the isolated system. The comparison of the differential capacitance
Cdiff with the differential capacitance of a system without electronic interactions (U = 0, V = 0)
reveals that the finite U = t renders Cdiff < CU=0,V=0 and only for V < −0.1 t the capacitance
is enhanced beyond this benchmark. For t′ = 0 and t′ = −0.15 t the differential capacitance is
smaller than the geometric capacitance Cgeo (yellow dashed curve), as the compressibilities of
the isolated electron systems are positive. For t′ = −0.45 t it is κ0 < 0 for electron fillings at
and below the vHs for V < −0.3 t, so that for this values the capacitance is enhanced beyond
the geometric value (see Fig. 6.2i).
The results for the strong-coupling regime U = 9 t (see Fig. 6.3) differ significantly from the
findings above. The inverse compressibility of the isolated system κ−10 exhibits a broad peak
instead of a dip for densities around half filling. The strong on-site repulsion U dominates in
this regime over the kinetic term and generates the large positive contribution to the inverse
compressibility, the so-called “correlation peak” centered at n0 = 1. The vHs is concealed by
the correlation peak at t′ = 0 (Fig. 6.3a) and becomes observable again as it is moved away from
half filling due to finite t′ (Fig. 6.3b and 6.3c). As we used the same ratio between the inter-site
interaction V and U as for the weak-coupling case, |V | is much larger than in the U = 1 analysis.
This induces the occurrence of negative compressibility in the considered regime. Nevertheless,
the compressibility of the combined system κ stays positive for all used values of V . For t′ = 0
the inverse compressibility is symmetric around n1 = 1 and the correlation peak is clearly
visible (Fig. 6.3d). The positive contribution of the peak translates to a dip in the differential
capacitance (Fig. 6.3g), so that Cdiff < Cgeo for n1 ≈ 1. But for electron densities away from
half filling the on-site repulsion term is small compared to the contribution of the inter-site
attraction, so that the capacitance may exceed the interaction free capacitance CU=0,V=0 and
even the geometric capacitance Cdiff for sufficiently strong V .
For the finite nnn hopping t′ = −0.15 t the inverse compressibility displays a “w-like” structure
centered at n1 = nt/2 (see Fig. 6.3e). The choice of nt entails that both s1 and s2 are at the vHs
if half of the total electron density resides on each electrode. If now charge is transferred from
the interface to the surface electrode, s1 is at a lower filling with smaller inverse compressibility
κ−10 , while s2 enters the regime of the correlation peak. As the positive contribution of the peak
dominates, the total inverse compressibility increases. For even higher electron densities in the
surface electrode, s2 is beyond the correlation peak, so that κ−1 declines again. This behavior
is also apparent in the capacitance (Fig. 6.3h), which possesses correlation-induced minima for
the densities at which one of the electron systems is close to half filling. If the electron densities
of both electron systems are away from the correlation peak, the capacitance is enhanced by the
attractive interaction V .
For t′ = −0.45 t the total electron density of the system is nt = 0.93, which is smaller than half
filling where the correlation peak occurs. Consequently, the on-site repulsion is of less relevance
than in the previous cases, as none of the electron systems can be at ni = 1. The inverse
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Figure 6.3.: Same setup as in Fig. 6.2 but for the strong-coupling regime U = 9 t. The large on-site
repulsion produces a smooth peak at half filling in the inverse compressibilities. As the same ratios
between the on-site and inter-site coupling as in Fig. 6.2 were used, the absolute values of V are larger
in the plot above. This reduces the inverse compressibility of the isolated systems (first row) and thus
enhances the differential capacitances (last row). The dashed yellow curve corresponds to the normalized




compressibility κ−1 (Fig. 6.3f) and capacitance Cdiff (Fig. 6.3i) are dominated by the inter-site
interaction V , which translates into a considerable enhancement of the capacitance that is most
pronounced at n1 = nt/2, i.e., when both systems are at the vHs. For small electron densities on
one of the electrodes, the other electronic subsystem is near the correlation peak, which reduces
the capacitance enhancement.
6.4.2. Symmetric and Asymmetric Standard Capacitor
In Section 2.3 we established a general electrostatic layout to investigate the effect of the spatial
distribution of the positive background charge on the compressibility of the system. The relation















is valid if the density n1, which adjusts in such a way that the Helmholtz free energy of the
system is minimized, is not a boundary value, i.e., n1 6= 0 and n1 6= nt. The equation above
depends on the electrostatic layout directly by DFes = (∂2nt + ∂nt∂n1)Fes and indirectly over the
charge-transfer function ∂ntn1. We found in the framework of the general electrostatic layout
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Figure 6.4.: Two identical electron systems with t = 0.5 eV, t′ = −0.45 t, a = 10 aB and U = 9 t residing
in two-dimensional electrodes with an effective distance of d/ε = 4 aB are coupled to each other so that
nt = 0.9. The distribution of the positive background charge affects the inverse compressibility of the
system ((a)–(c)): (a) refers to the SPH layout (d), while (b) corresponds to the SSC layout (e), and
(c) refers to the ASC layout (f). The SPH and SSC layout produce the same symmetric charge-transfer
function (g). The zeros in the charge-transfer functions of the ASC layout (h) correspond to the densities
at which the compressibility has a change of sign. For the SPH layout the setup corresponds to Fig. 6.3f.
The capacitance is equal for all three configurations and given by Fig. 6.3i. Adapted from Ref. [32].
that DFes = 0 only if the total positive background charge is concentrated in one layer. If the
derivative DFes vanishes, then a descriptive criterion for positive compressibility is provided by
the charge-transfer function: κ > 0⇔ 0 < ∂ntn1 < 1. The system is instable if a positive change
of the total charge density decreases the charge density on one of the electrodes.
Up to now the symmetric polar heterostructure (SPH) was used as configuration for the
distribution of the positive background charge. Figure 6.4 compares the inverse compressibilities
of the SPH with two other layouts: The symmetric standard capacitor (SSC) and the asymmetric
standard capacitor (ASC). In the SSC half of the total positive background charge is located in
the plane of each electrode (see Fig. 6.4b), while the ASC places the total positive charge in the
layer of the top electrode (see Fig. 6.4c). As we assume the same effective plate distance d/ε
for all three configurations, the differential capacitance Cdiff is unaffected by the electrostatic
layout. Only the SSC yields a non-vanishing derivative DF SSCes = −D, where D = πe2Ad/ε.
As the first derivatives of the electrostatic energy of the SPH and SSC layout with respect to




es = 2D(2n1 − nt), and n1 is determined from the condition
∂n1Ft = 0, both layouts possess the same charge-transfer function (Fig. 6.4g). However, 0 <
∂ntn1 < 1 is only for the SPH a condition for stability, as DF SSCes is finite. This is reflected in
the inverse compressibilities of the SPH (Fig. 6.4d) and SSC (Fig. 6.4e) layouts: κ−1 of the SPH
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Figure 6.5.: Inverse compressibility (a) and differential capacitance (b) for two coupled electron systems
at distance d/ε = 4 aB in the SPH layout and a total electron density of nt = 2.0. The lower system
is characterized by the eHm with parameters t = 0.5 eV, t′ = −0.15 t, a = 10 aB and U = 9 t, and the
different colors refer to values of the inter-site interaction V as labeled in the legend. The surface system
is a 2DEG with m2 = 5me. In (b) all capacitances are normalized to the capacitance CU=0,V=0 of a
non-interacting interface system with U = 0 and V = 0. The yellow curve corresponds to the geometric
capacitance. Adapted from Ref. [32].
is always positive for the examined parameters, in accordance with the charge-transfer function,
which is positive and smaller than 1. On the other hand, the SSC displays negative inverse
compressibility for inter-site interactions V < −0.9 t. As derived in Eq. (2.52), the inverse
compressibilities between symmetric configurations differ by n2tDFes/A, so that all values in
Fig. 6.4e for the SSC are shifted down by −n2tD/A in comparison with the SPH in Fig. 6.4d.
Out of the layouts with symmetric4 distribution of the positive background charge, the SPH is
the most stable.
In symmetric configurations of the positive background charge the system exhibits a symmetry
of the Helmholtz free energy in respect of the density n1 around n1 = nt/2, as the electronic
systems are identical. This carries over to the charge-transfer function, which is ∂ntn1 = 1/2 at
n1 (see Fig. 6.4g) and the inverse compressibilities. This symmetry is absent in the ASC layout,
for which the inverse compressibility (Fig. 6.4f) is smaller than that of the SPH configuration
and reaches negative values for V ≤ 0.9 t. The stability criterion arising from the charge-transfer
function is confirmed in Fig. 6.4h: The inverse compressibility κ−1 and ∂ntn1 are exactly zero at
the same densities n1. We also confirm that, as derived in Section 2.3, the inverse compressibility
is larger if the positive background charge is in the same layer as the electronic subsystem that
has the larger second derivative of its free energy with respect to its density: At n1 = 0 the
inverse compressibility is larger than at n1 = nt in Fig. 6.4f. This is in accordance with the
observation that for n1 = 0 the inverse compressibility of the isolated electron system is smaller
than for n1 = nt = 0.93 (see Fig 6.3c) and that the subsystem s2, where the positive background
charge is located, is at n2 = nt for n1 = 0.
6.5. Compressibility and Capacitance of a System with Unequal
Electrodes
In this section we expand our considerations to the case where one correlated electron system s1,
characterized by the eHm, is coupled to a two-dimensional free electron gas (2DEG) s2. This
corresponds, e.g., to the experimental setup found in the LAO/STO heterostructure, where
the correlated interface electron system is coupled to a metallic surface system with negligible
4We define symmetry with respect to reflections at the plane located parallel at distance d/2 from each electrode.
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Figure 6.6.: Inverse compressibility (a) and differential capacitance (b) for the same layout as in Fig. 6.5
but for weak coupling U = t and a next-nearest neighbor hopping of t′ = −0.45 t. Results from Slave-
Boson (blue, cyan), Hartree (green and black dots) and Hartree-Fock (red, purple) evaluations for two
different attractive Coulomb interactions V = −0.4 t and V = −0.1 t are compared. The insets of both
plots depict the difference ∆ between the SB and Hartree (green) and Hartree-Fock (red) results for
V = −0.4 t in units of the embedding plot. The capacitances in (b) are normalized to the geometric
capacitance Cgeo = A/(4πd/ε). Adapted from Ref. [32].
correlations. The Helmholtz free energy of an unpolarized 2DEG was calculated in Section 2.1
and its kinetic energy is given by F2 = π~2An22/2m2, where n2 is the number of electrons per
area in s2 and m2 the effective mass. The second derivative of this energy, F
′′
2 , with respect to
n2 is independent of the density. The differential capacitance and the inverse compressibility for

















depend only over the second derivative of the correlated electron system, F ′′1 , on the density.
Consequently, the overall shape of κ−1 and Cdiff as function of n1 is determined by the Hubbard
electron system at the interface.
In the strong-coupling regime, i.e., for U = 9 t, the correlation peak in the inverse compress-
ibility is clearly visible in Fig. 6.5a. The parameters of the system at the interface correspond
to that of the isolated system analyzed in Fig. 6.3b and one would recover Fig. 6.3e if the un-
correlated metal at the surface were replaced by a copy of the interface system. The 2DEG
reduces the symmetry of the system with respect to the density and hence removes the “w-like”
structure present in Fig. 6.3e. The inverse compressibility of a system with a 2DEG at the top
electrode is reduced compared to the case with two identical Hubbard systems, but still positive.
The correlation peak translates to a dip in the capacitance in Fig. 6.5b. As the contribution
from the 2DEG to the inverse capacitance is constant and always positive, the enhancement of
the capacitance is smaller than in the case of two identical Hubbard electron systems (compare
Fig. 6.5b with Fig. 6.3h), where the second system may possess a negative isolated compressibility
for sufficiently negative values of V .
The density dependence of s1 determines also for weak coupling U = t the form of κ−1
in Fig. 6.6a, where we used t′ = −0.45 t, which corresponds to the single layer inverse com-
pressibility of Fig. 6.2c. For small U , the attractive interaction V that powers the capacitance
enhancement is also weaker, which affects the capacitance (Fig. 6.6b). An enhancement of a few
percent beyond the geometric value is only found for V = −0.4 t and observable around a density
at which s1 is at the vHs. For large fillings on the interface system, the positive contribution of
the kinetic term in the Hubbard system to the inverse compressibility reduces the capacitance
considerably below the geometric value.
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Figure 6.7.: Capacitance for two identical electron systems with t = 0.5 eV and a = 10 aB at effective
distance d/ε = 4 aB as function of the correlation strength U for three different inter-site interactions
V . The total density in the system is nt = 2.0 and the density on the lower electrode n1 (see top right
corner) is fixed by an external voltage for each of the four plots. The solid curves correspond to t′ = 0
and the dots to t′ = −0.45 t. The latter nnn hopping shifts the vHs from half filling to n = 0.47. Adapted
from Ref. [32].
The calculations of Fig. 6.6 were also performed with the Hartree and Hartree-Fock approach
for the eHm electron system on the interface. Again, as in Section 6.3, we find excellent agree-
ment between the SB and Hartree results. The Fock term induces deviations most prominently
at low and high interface fillings and around the vHs, which exhibits a shift of its position.
6.6. Capacitance as Function of the On-Site Interaction U
The strength of the on-site Coulomb repulsion has great impact on the capacitance. The com-
parison between the weak and strong-coupling regime in the previous sections revealed the
appearance of a dip at half filling in the capacitance for U = 9 t, which is induced by the cor-
relation peak. For small U , on the other hand, the vHs is not concealed by strong interactions
and the kinetic term dictates the shape of Cdiff . To obtain a clearer picture of the dependence
of the capacitance on the magnitude of the on-site Coulomb interaction, we couple two identical
electron systems, which are modeled by the eHm, and fix the total electron density in the system
to nt = 2.0. The density n1 on the interface system—and consequently the density n2 = nt−n1
on the surface electrode—is held constant by application of a voltage between the electrodes
while U is varied.
In the Hartree evaluation the contribution of the on-site repulsion to the free energy is given
by UAn↓n↑. As the second derivative of this term with respect to n = n↑+n↓ is proportional to
U , one expects a decrease of the capacitance with increasing U . This is confirmed by Fig. 6.7a
for the density n1 = 0.1 and V = 0 (black curve). A positive inter-site repulsion V reduces the
capacitance (red curve), while a negative V enhances it (blue curve). The capacitance decreases
monotonically with U for all used values of V , whereby the slope is more pronounced for smaller
V .
At n1 = 1, i.e., when both electrodes are at half filling, the diminishment of the capacitance
with U is even stronger (Fig. 6.7d) than for n1 = 0.1. If U exceeds a critical value Uc ≈ 13 t,
which is independent of V , the differential capacitance drops down to zero, as for U > Uc
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Figure 6.8.: (a) Inverse compressibility, calculated from the second derivative of the free energy with
respect to n0, of an isolated system with t
′ = 0 and V = 0 for different on-site repulsions U . The Landau
parameter F s0 (b) and inverse effective mass ratio me/m
∗ can be extracted directly from SB evaluation
and are related to (a) by Eq. (6.10). (d) Landau parameter F s0 and (e) inverse effective mass ratio me/m
∗
as function of U for n0 = 0.1 (cyan), n0 = 0.3 (red), n0 = 0.5 (blue) and n0 = 0.9 (purple). The Landau
parameter F s0 saturates for n0 = 0.5 and n0 = 0.9 beyond U ' 12 t. Adapted from Ref. [32].
the system undergoes a phase transition to the incompressible Mott insulating state (see, e.g.,
Ref. [126]).
For interface electron densities in the range of 0.6 . n1 < 1.0 the capacitance displays an
unanticipated behavior: After an initial decrease for small U the capacitance assumes a minimum
and then increases again for larger values of U (see Fig. 6.7b and 6.7c). The position of the
minimum is shifted from U0 ' 10 t for n1 ' 0.6 to larger values with increasing density at
the interface and approaches Uc for n1 ' 1. For n1 = 0.8 and n1 = 0.98 of Fig. 6.7b and
6.7c, respectively, the minimum is at U0 ' 12 t. The closer the electron density n1 is to half
filling, the more pronounced is the increase of the capacitance for U0 < U < Uc. The minimum
occurs for both negative and positive inter-site Coulomb interaction V , but is more noticeable
for attractive interactions.
The inverse quantum capacitance, which induces this non-monotonic behavior of C(U), is
determined by the inverse compressibilities of the subsystems. We calculated κ−10 for an isolated
system by taking the second derivative of its Helmholtz free energy with respect to the density
n0 for different values of U (see Fig. 6.8a). The results of Section 6.4 are retrieved: for weak
coupling (U = 4 t, red curve in Fig. 6.8a) the inverse compressibility exhibits a dip originating
from the vHs at half filling, while for strong coupling U > 8 t the correlation peak emerges at
n0 = 1. For a small n0 (and likewise for large n0, as for t
′ = 0 the energy and its derivatives
are symmetric around half filling), the inverse compressibility increases with U . However, for
intermediate n0 and U in the strong-coupling regime, the curves for different U cross each other;
for example, the U = 8 t (cyan) curve intersects two times with the U = 16 t (yellow) curve.
This implies that for a given density the inverse compressibility does not increase monotonically
with U . The crossings can be traced back to a narrowing of the correlation peak with increasing
on-site repulsion U .
In Landau-Fermi-liquid theory the inverse compressibility is related to the effective mass ratio
m∗/me and the Landau parameter F
s
0 by (see, for example, Ref. [56]):
κ0(U = 0)
κ0(U)





6.6. Capacitance as Function of the On-Site Interaction U
where κ0(U = 0) is the compressibility of the non-interacting system. These two quantities
can be derived from the one-loop approximation in the slave-boson evaluation. The effective
mass ratio corresponds to the quasiparticle residue z20 = m
∗/me. At half filling the analytical
relations F s0 (U) = (1 − U/Uc)−2 − 1 and me/m∗ = 1 − (U/Uc)2 are valid [150]. This implies
that for U → Uc the Landau parameter diverges and the effective mass ratio vanishes, while the
inverse susceptibility diverges [121, 141].
Figures 6.8b and 6.8c depict the symmetric Landau parameter F s0 and the inverse effective
mass ratio me/m
∗ as function of the density n0. While F
s
0 increases with U , the inverse effective
mass decreases with U . For small (and due to the symmetry also for large) fillings the effect
of the Landau parameter dominates in Eq. (6.10), so that the inverse compressibility increases
with U . In the weak-coupling regime the deviation of the effective mass from the electron mass
is quite small, so that F s0 determines for all densities n0 the shape of the inverse compressibility
(see red curves). If U is in the strong-coupling regime, me/m
∗ becomes small at intermediate
fillings, which counteracts and overcompensates the increase of F s0 with U : The increase of F
s
0
with U at densities close to half filling saturates beyond U ' U0 ' Uc (see purple curve, which
corresponds to n0 = 0.9 in Fig. 6.8d). The inverse effective mass, on the other hand, continues
to decrease with U , although with reduced slope (see Fig. 6.8e).
A finite next-nearest neighbor hopping t′ introduces a shift of the vHs away from half filling,
but does not alter the considerations above qualitatively. The occurrence of minima in the C(U)
curve is also observable in Fig. 6.7, where the dots correspond to t′ = −0.45 t. Consequently, the
increase of C(U) beyond a given on-site repulsion U0 for intermediate fillings can be attributed
completely to strong-coupling effects.
We examined the effect of an attractive inter-site interaction V in the extended Hubbard model
on the compressibility and capacitance. The eHm was evaluated with the Kotliar-Ruckenstein
slave-boson approach in the spin rotationally invariant representation. The results are in good
agreement with Hartree evaluations in the weak-coupling regime and at small densities. The
deviations from Hartree-Fock calculations in the weak-coupling regime are only relevant for small
and large fillings or at the van Hove singularity if V is sufficiently large.
We found that a negative V can generate an enhancement of the differential capacitance
Cdiff over the capacitance of a non-interacting system for weak coupling U = t and even an
enhancement over the geometric capacitance for strong coupling U = 9 t. In the strong-coupling
regime, a correlation peak in the inverse compressibility emerges at half filling n0 = 1, which
suppresses the capacitance. A finite next-nearest neighbor hopping t′ moves the vHs, which
decreases the inverse compressibility, away from n0 = 1, so that large enhancements of the
capacitance are possible (see Fig. 6.3i).
A setup that corresponds to a symmetric polar heterostructure was used and the impact of
other distributions of the positive background charge on the stability of the system was inves-
tigated. We found that for the SPH the compressibility is positive in the considered parameter
range and that this configuration was the most stable of the compared alternatives.
A striking result is that a non-monotonic behavior of the capacitance as function on the on-
site repulsion U at fixed density for intermediate fillings could be identified. It is traced back to






The functionality of many electronic devices is controlled by capacitive effects. As the minia-
turization of electronic circuits proceeds, quantum mechanical phenomena grow in importance
for the occurrent capacitances. For small effective distances between the plates of a capacitor,
the properties of the electron systems on the electrodes determine the capacitance, jointly with
the classical electrostatic contribution. This corresponds to a series connection of “quantum
capacitances”, which are in principal given by the compressibilities of the isolated electron sub-
systems, with the geometric capacitance. If the sum of the quantum capacitances is negative,
then the resulting capacitance is enhanced beyond the classical geometric value.
While the inverse capacitance can be decomposed into a simple sum of contributions from the
isolated subsystems and from the electrostatic energy, the compressibility of the total system
is a more intricate quantity. The compressibility of the total system has to be positive in
order to guarantee thermodynamic stability. For the capacitance to be enhanced beyond the
geometric value, at least one of the constituting electronic subsystems has to be instable if it
were considered as isolated. Then the (static) distribution of the positive background charge
is a decisive factor that determines the stability of the overall system. For example, a layout
where half of the positive background charge is homogeneously distributed on each electrode
renders the total system always instable in the case of an enhanced capacitance, independent
of the exact details of the electronic subsystems. We analyzed different configurations of the
positive charge by means of a model that accounts for various physical setups and found the
so-called symmetric polar heterostructure (SPH) to be most stable in a wide range of situations.
The SPH describes a polar heterostructure with equal distances between its polar layers.
This work identified and examined three possible mechanisms for the enhancement of the
capacitance: exchange and correlation effects in a free electron gas, spin-orbit coupling and
an attractive nearest-neighbor interaction in the extended Hubbard model. The range of elec-
tron densities at which these mechanisms are capable to induce a capacitance enhancement
varies considerably: While exchange and correlation contributions in a free electron gas drive
an isolated system instable at low densities, the attractive interaction in the extended Hubbard
model is effective at intermediate fillings. The spin-orbit coupling on the other hand provides
an enhancement of the capacitance at large electron densities.
The second derivative of the free energy with respect to the density n is proportional to the
inverse compressibility. In a two-dimensional free electron gas at zero temperature this quantity
diverges to −∞ for n → 0 in Hartree-Fock approximation because of the Fock term. Finite
temperature alters this behavior drastically: In first-order perturbation theory the divergence
is lifted and the exchange contribution is finite (and negative) at n = 0. The emerging entropic
contribution, which is absent for T = 0, to the inverse compressibility diverges to +∞ for
small densities. However, a range of densities for which the compressibility is negative due to
the exchange term remains even at room temperature. These results are in better qualitative
agreement with the experimental observation of enhanced capacitances in the LaAlO3/SrTiO3
heterostructure [9]: The capacitance displayed a peak at low electron densities but declined to
zero for n→ 0. Further analysis for this low density case is needed: specifically, low temperature
data would allow to identify the entropic contribution to the capacitance.
We investigated an electronic system with spin-orbit coupling (SOC) at an interface that
is connected to a second electron system. If electrons are transferred to the interface from
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the second system, uncompensated positive background charges create a symmetry breaking
electrical field at the interface. This field enhances the strength of the SOC and thus increases
the splitting between the bands. This mechanism may enhance the capacitance if the strength
of the SOC is large enough, which is the case for large electron densities at the interface.
The strength of the SOC in the LaAlO3/SrTiO3 interface electron system was extracted from
experiment and used in the two-band Rashba model and a six-band model that accounts for
the three t2g orbitals of the Ti atoms at the interface in which the conduction electrons reside.
The total system is stable in the range of parameters that are realistic for the LaAlO3/SrTiO3
heterostructure and for the SPH layout of the positive background charge. An enhancement of
the capacitance over the geometric value in the six-band model occurs at high electron densities
n1 at the interface. For n1 larger than a critical value, the spin-splitting between the two lowest
bands is so strong, that electrons reside only in the lowest band, whereby the electronic states
around the wave vector k = 0 are unoccupied. Although the capacitance is enhanced further
beyond this point, the limit of validity for the extraction of the parameters from experiment is
then exceeded.
An isolated two-dimensional free electron gas was used as a toy model to examine the in-
terplay between exchange coupling and Rashba SOC. The two-band Hamiltonian was treated
in mean-field theory and analytical results for the diagonalization were presented. A numeri-
cal diagonalization revealed an intriguing groundstate that breaks the rotational symmetry: It
emerges at low electron densities when the exchange and SOC contribution are of the same
order of magnitude. For low densities in a pure Rashba model, only the lower band is populated
and the occupied states form an annulus with an unoccupied circular disc around k = 0. On
the other hand, the contribution of the exchange interaction to the energy is minimal if the
occupied states form a circular disc, whereby the position of its center in k space does not affect
the energy. The combination of both couplings leads at low densities, when they dominate over
the kinetic term, to a “kidney-like” Fermi surface with a finite center of wave vector. This phase
needs further analysis, because in its derivation the electrostatic cost of the inhomogeneity was
neglected.
In the extended Hubbard model with repulsive on-site interaction U the Coulomb interaction
between electrons on neighboring lattice sites V can be rendered attractive. This attractive
interaction may originate from the polarizability of background ions. This interaction V may
induce an enhancement of the capacitance, whereby it competes with the kinetic contribution
and the term from the on-site repulsion U . A van Hove singularity appears at half filling and
can be shifted by a negative next-nearest neighbor hopping t′ to lower densities. The Kotliar-
Ruckenstein slave-boson spin rotationally invariant representation yields results that are nearly
identical to the findings of the Hartree approximation for U . t. At weak coupling (U = t) the
capacitance can be enhanced beyond the capacitance of an interaction free system for sufficiently
negative V and even beyond the geometric capacitance for t′ = −0.45 t.
For strong coupling (U = 9 t) the on-site repulsion induces a “correlation peak” in the inverse
compressibility around half filling, which reduces the capacitance for these fillings. As the ratio
between U and V was kept fixed, the attractive nearest-neighbor interaction V in the strong-
coupling regime was also larger, so that away from half filling the capacitance was enhanced
significantly beyond the geometric value. The enhancement was boosted by a shift of the van
Hove singularity away from half filling by finite t′. The correlation peak in the inverse compress-
ibility sharpens with increasing U . This creates a non-monotonic behavior of the capacitance
as function of U for fillings 0.6 . n1 . 1.4 for symmetric electrodes with a total electron filling
close to nt = 2. However, as U cannot be tuned readily in an experimental setup, it would
be necessary to identify the non-monotonic behavior from a measurement series with electrodes
from distinct materials comprising strongly correlated electron systems.
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This theoretical work focused on perfectly two-dimensional electron systems. However, in
most heterostructures the electrons are not necessarily restricted to one interface or surface
layer only. For example, the electrons at the LaAlO3/SrTiO3 interface occupy not exclusively
the Ti 3d states of the TiO2 layer at the interface, but a fraction also resides in the adjacent TiO2
layer. This can be modeled effectively by two two-dimensional electron systems with tunneling




A.1. Compressibility for Constant Volume
The derivation of the compressibility at constant volume in this section is based on [151].







































































































































































Figure A.1.: (a) Distribution of positive
background charge ρb and electron den-
sity ρelec perpendicular to the surface of
three-dimensional electrodes. (b) Charge
distribution without (ρ0) and with (ρs)
applied voltage Vs. (c) ρ∆ = ρs − ρ0
is induced by Vs and creates the poten-
tial V∆ in (d). At −x1 and x2 ρ∆ is
zero and x1 +x2 defines the effective dis-
tance. In this illustrative example the
electrons are spilled out of electrode 1
and pushed back from the surface of elec-
trode 2. Under the assumption that the
chemical potentials of both electrodes are
equal, V∞e = Vs is valid.
A.2. Calculation of the Capacitance from a Charge Distribution
Assume two parallel three-dimensional electrodes with different work functions, the uniform pos-
itive background charge of which is at distance d. In this section we assume that the chemical
potentials of both electrodes are equal, so that the work functions depend solely on the distri-
bution of charge in the electrode, as, e.g., given by a surface dipole barrier. These electrostatic
contributions to the work functions can be captured by the Poisson equation. There will be
a finite charge distribution ρ0(x) on the electrodes. Here we assume that the distribution is
uniform in the y-z plane, which is parallel to the surface of the electrodes, so that the problem

















This charge generates an extra electric field E∆ that is superpositioned on the field generated
by Q0. It is constant between the electrodes, in the space where ρ∆(x) ≡ ρs(x)−ρ0(x) ≡ 0. The
point of origin of the x-coordinate is placed in the middle between the surfaces of the positive
background charges. If the condition ρ∆(x) = 0 is true for x ∈ [−x1, x2] and there exist no
x′1 > x1 and x
′
2 > x2, then −x1 and x2 define the position of the surfaces of the electrodes. Note
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that −x1 and x2 depend on the voltage Vs. The potential difference between the surfaces of the
electrodes due to Q is proportional to the electric field E∆ = 4πQ/Aε:









This reproduces the inverse capacitance Eq. (2.26) of Ku and Ullman [29] with d = x1 + x2.
Here we assume that the background is described by the dielectric constant ε both for the region
where the positive background charge resides and for the space in between.










The one-dimensional Poisson equation for the voltage induced charge distribution ∇2xV∆(x) =






















































[V∆(∞)− V∆(x2)− x2E∆] (A.15)
The potential V∆(x) is constant outside the capacitor (consequently also for x→ ±∞) and the
electrical field E∆ = −∇xV∆(x) is constant between x = −x1 and x = x2. The summation of
xc1 and −xc2,
xc1 − xc2 =
Aε
4πQ/A





is proportional to the applied voltage Vs = V∆(∞) − V∆(−∞) if both electrodes are on the
same chemical potential. In the last line Eq. (A.12) was used. The equation above yields the
capacitance of Eq. (2.29) of Lang and Kohn [30].
Both capacitances Eq. (2.26) and Eq. (A.12) are equal, when the plate distance d = x1 + x2
is used for the result of Ullman under the restriction that both electrodes possess the same
chemical potential.
A.3. Anisotropic Mass in the Two-Dimensional Free Electron Gas
In this section we calculate the Hartree-Fock energy of an uniform electron gas with anisotropic








≡ ak2x + bk2y (A.17)
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The Helmholtz free energy of the system is given by the expectation value of the Hamiltonian
Eq. (3.11):





















Going from isotrop to anisotropic mass the solutions to the Schrödinger equation, whose eigen-
value are Eq. (A.17), are still plane waves, so that the matrix elements vk1σ1,k2σ2,k3σ3,k4σ4 stay
the same. In the groundstate, all states with energy smaller than the chemical potential µ (or
equivalently at T = 0 the Fermi energy εF) are occupied, so that we can replace the expectation
of the number operator value by the Heaviside step function
〈â†kσâkσ〉 = Θ [εF,σ − ε(k)] . (A.19)
























Θ [εF,σ − ε(k + q)] Θ [εF,σ − ε(k)] (A.22)
In the following evaluation we will oppress the spin index of Ii,σ and reintroduce it at the end.
For this kind of problem, the use of elliptic coordinates is most appropriate:
kx = τ cosh % cos ν (A.23)
ky = τ sinh % sin ν (A.24)
Here τ and ν are the new variables. % is a parameter, which is adjusted to bring ε(k) in a simple
form:









cos2 ν + sin2 ν
)
= τ2 (A.25)
In the second line we chose
a cosh2 % = 1 = b sinh2 % ⇔ cosh % = 1√
a
















 dτdν = Det(cosh % cos ν −τ cosh % sin νsinh % sin ν τ sinh % cos ν
)
dτdν (A.27)





A.3. Anisotropic Mass in the Two-Dimensional Free Electron Gas
Here we employed the special choice of % in Eq. (A.26). The electron density for one spin






















































































ε(k + q) = a(kx + qx)


















2 ν1 + sin
2 ν1) + 2τ1τ2(cos ν1 cos ν2 sin ν1 sin ν2) + τ
2
2 (cos
2 ν2 + sin
2 ν2)
= τ21 + 2τ1τ2 cos (ν1 − ν2) + τ22 . (A.31)
The latter relation is used to assess one of the Heaviside step functions of I2 as function of τ2:
Θ[µ− ε(k + q)] = Θ[µ− τ21 − 2τ1τ2 cos (ν1 − ν2)− τ22 ] (A.32)











− cos (ν1 − ν2)
]
. (A.33)
Note that the term in the parentheses under the square root is positive due to the second
Heaviside step function of I2. Thus the square root is larger than | cos (ν1 − ν2)|, so that τ−2 ≤





































































µ− τ21 sin2 (ν1 − ν2)− τ
2






3 sin2 (ν1 − ν2)
(
µ− τ21 sin2 (ν1 − ν2)
)3/2 − τ31
3







3 sin2 (ν1 − ν2)
[(
cos2 (ν1 − ν2)
)3/2 − 1]− µ3/2
3
cos (ν1 − ν2) (A.35)
The last term is proportional to cos (ν1 − ν2) and gives zero when integrated over ν1 in I2. One












1− | cos (ν1 − ν2)|3
sin2 (ν1 − ν2)
√















b cos2 ν2 + a sin
2 ν2
This function is symmetric with respect to axes of reflection at cs = ν2 ± sπ/2 in ν1, where s is
an integer number, as can be proven as follows: cos (x± π) = − cosx and sin (x± π) = − sinx
ensure that f(ν1 ± π, ν2) = f(ν1, ν2) (a), while cos−x = cosx and sin−x = − sinx induce
f(−ν1,−ν2) = f(ν1, ν2) (b). A function is symmetric with respect to cs, if g(2cs − x) = g(x)
holds true. As f(ν1, ν2) = f(ν1 − ν2), we can write:
f(2cs − ν1, ν2) = f(2cs − ν1 − ν2) = f(2ν2 ± nπ − ν1 − ν2)
(a)
= f(ν2 − ν1)
(b)
= f(ν1, ν2), (A.37)
so that the symmetry has been profen. Hence it is sufficient to integrate over ν1 only between












= − sinx− 1
sinx
(A.38)
We integrate over ν1 from ν2 to ν2 + π/2, where the cosine is positive and hence the absolute












































b cos2 ν2 + a sin
2 ν2
(A.39)










One can show—with the same arguments as above—that the integrand of I2 is symmetric with


























A.4. Perturbation Theory at Finite Temperature
K[k] is the complete elliptic integral of the first kind, which increases monotonically from






























































(1 + ξ)3/2 + (1− ξ)3/2
]
n3/2








For mx = my Eq. (A.43) reduces to the energy of a two-dimensional electron gas with isotrop
mass as given in Eq. (3.16).
A.4. Perturbation Theory at Finite Temperature








1 + exp (−βεKσ (k))
]
, (A.45)
where εKσ (k) = εσ(k)− µ and εσ(k) are the eigenvalues of Ĥ0. Eq. (3.39) and Eq. (3.40) define
































⇐⇒ βεKσ (k) = ln [1− nkσ]− ln [nkσ] (A.48)
The first expression can be used to rewrite Ω0:











ln [1− nkσ] (A.49)





σ (k) exp (βε
K
σ (k))












(ln [1− nkσ]− ln [nkσ]) (1− nkσ)nkσ (A.50)
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The entropy S is the derivative of Ω0 with respect to temperature T (c.f. Eq. (3.33)); it can
































(nkσ ln [nkσ] + (1− nkσ) ln [1− nkσ]) (A.53)
We can solve the right-hand side of Eq. (A.51) after the term with ln [1− nkσ] and thus phrase

























εKσ (k)nkσ − TS =
∑
k,σ
(εσ(k)− µ)nkσ − TS (A.54)
As N =
∑
kσ nkσ, we can identify the first term as the internal energy E by comparison to
Eq. (3.32). We are interested in the Helmholtz free energy F and obtain it by performing the
Legendre transformation given in Eq. (3.32) on Ω0:
F (T,V, N) = Ω0(T,V, µ) + µN =
∑
k,σ
εσ(k)nkσ − TS (A.55)
The entropy S, which is given in Eq. (A.53), and the occupation number nkσ depend on µ,
which can be expressed as function of n via Eq. (A.46). The form of the free energy Eq. (A.55)
is useful in the respect that it allows a comparison to the T = 0 case: Then the Fermi function
reduces to the Heaviside step function, which equals 1 if εσ(k) < µ and 0 otherwise, and the
entropy vanishes.
In the following we calculate the temperature dependent free energy for a two-dimensional
uniform electron gas without external potential, where the band energies are spin independent
and ε(k) is given by the kinetic energy dispersion




This band energy entails analytic results for the free energy and its derivatives. We start by







































Under the assumption of a spin unpolarized electron gas, i.e., n↑ = n↓ = n/2, we get












A.4. Perturbation Theory at Finite Temperature














































































In the first line the substitution p = β(ak2−µ) was made and Lin [x] is the polylogarithm function
(or in case of the subscript 2 the dilogarithm). It increases monotonically from x = −∞ to 0 at
x = 0 and is defined up to x = 1, where Li2 [1] = π
2/6. The entropy S of Eq. (A.53) can also









































































































The free energy is obtained by the combination of Eq. (A.59) with Eq. (A.60):




















































Here the dependency on µ was replaced by ζ with Eq. (A.58). The definition in the last line
























The derivatives of Ekin and S with respect to the density n are simple analytic functions. The
easiest way to compute them is to bring Ekin and S into a form where the only dependence on















{f [g(x)] + f [−g(x)]} . (A.62)
109
A. Appendix











By using the relation Eq. (A.58) between ζ and µ, we can rewrite the kinetic energy in the third















































































Here the first and second derivatives of the kinetic energy at zero temperature were split of from


































































































We now investigate the effect of the electron exchange interaction on the free energy. We
perform a low level Hartree-Fock approximation, where only the single “oyster” diagram is con-
sidered [76]. This is analogous to the work of Gupta and Rajagopal [81], but in two dimensions
110
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In our approximation we use the band energy of free electrons, i.e., εσ(k) = ak
2, as given in
Eq. (A.56), so that the exchange does not enter the Fermi function. Inserting the latter into Fx
in polar coordinates and then executing the substitutions k′ =
√











































1 + ek2+2kq cosϑ+q2−βµ
≡ F 0x Ix(ζ) (A.73)
Here we split off the exchange energy at zero temperature F 0x from a temperature dependent
factor Ix(ζ):



















eζ − 1 + ek2
eζ − 1




For the derivatives with respect to n, we use as above the relation dζ/dn = ζ/n. As F 0x ∼ n3/2,
it is dF 0x /dn = 3F
0







































































For the analysis of the exchange term the integral I(ζ) of Eq. (A.75) and its derivatives have
to be calculated numerically. For small ζ ≤ 25 commercial programs as Mathematica or Maple
provide reasonable results, but for larger ζ the derivatives of the exchange integral I are not
smooth. The use of the Gnu Scientific Library in C++ provided smooth solutions after some
transformations up to ζ ' 800. For very low temperatures ζ is even larger than this value, so
that we developed and used the following method to calculate the derivative of I: First, we
expressed the integrands of Eq. (A.75) as tangens hyperbolicus and wrote this expression as
sum of Heaviside step functions:
g(x) ≡ 1






















The values of the function g(x) are ∈ [0, 1]; we chose the subset of points ai = (i − 1/2)/N ,
which are evenly spaced, of this interval. The xi are the values at which g(x) matches the ai, so
that xi = g
−1(ai). We use the inverse tangens hyperbolicus to identify xi, so that the factor 1/2
arises in the argument of the step function. In the second step we take the derivative of I with
respect to µβ after both fractions were replaced by sum of Heaviside step functions as pointed
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out. µβ appears only inside the Heaviside step function, so that the derivative yields the Dirac
delta function δ[x] (multiplied by the second step function, according to the product rule). The





















































1− 22j − 1
N
]






F [ϑ0|x] is the elliptic integral of the first kind, E[ϑ0|x] the elliptic integral of the second kind,
K[x] the complete elliptic integral of the first kind and E[x] the complete elliptic integral. The
expression for the derivative of I can be summed up quite easily by, e.g., Mathematica. As the
resulting derivative of I with respect to ζ obtained by this method is only smooth for ζ > 10,
one has to fall back on the direct numerical approach for ζ < 10.
We now determine the limits ζ → 0 and ζ → ∞, which correspond to the high temperature

































1− e−ζ − ζe−ζ
(1− e−ζ)2
= 2πaA (A.83)











ζ(1 + ζ +O[ζ2])




















nβe−4πnaβ = 0, (A.85)
the contribution to the inverse compressibility arising from F0 diverges for n→ 0 at finite T . This
is in contrast to the exchange contribution, whose limit is more complicated to determine due
to the unevaluated integral I. The abbreviations b ≡ exp (k2 + 2kq cos θ + q2) and c ≡ exp (k2)



















eζ − 1 + c
eζ − 1













(eζ − 1 + c)3 (eζ − 1 + b)3
[
2c2b2 + 4c2b2(eζ − 1)
+ 3cb(c+ b− 2)(eζ − 1)2 +
(
(c− b)2 − 2(c+ b)
)


















































For ζ → 0, which is equal to T →∞ at finite density n or to n→ 0 at finite temperature T , the

















while the contribution from the exchange interaction stays finite. This means that at finite
temperature the compressibility stays positive even for n → 0, in contrast to the T = 0 case:
There the diverging negative exchange contribution dominates the constant kinetic contribution
at small densities.
A.5. System with Rashba Spin-Orbit Coupling
Here we derive (c.f. Ref [33], App. A for the original version) the Helmholtz free energy F1(n1)








As outlined in Chapter 2.2, we treat the electron system with Rashba spin-orbit coupling (RSOC)
as isolated, independent system. For that reason, the indices are dropped on the density and
free energy and we label the DOS with index 0. The strength of the RSOC αR of an isolated
system depends on external fields only, so that αR is not a function of the density n in that
layer.
The number of electrons N in the system is received by integration over all states with energy























It can be postulated that µ + πN0α
2
R/2 ≥ 0, as else the Heaviside functions and hence the
integrals are zero. The argument of the Heaviside step function is zero at




R = λζ ±
√
2ζν + ζ2, (A.91)
where ζ ≡ πN0αR and ν ≡ µαR . For k
− < k < k+ the step function simplifies to 1, i.e., one has
to integrate k from k− to k+. A distinction of cases is necessary to determine the signs of k±, as
k > 0 due to the introduction of polar coordinates. For µ < 0, the square root
√
2ζν + x2 < x,







dk · 2k = 4ζ
√
2ζν + ζ2 (A.92)








For positive µ > 0, the square root
√
2ζν + x2 > x, which implies that for both λ = ±1 the
lower boundary of integration k− < 0 and the upper boundary k+ > 0. Hence the integration
starts at zero,




dk · 2k +
∫ ζ+√2ζν+ζ2
0
dk · 2k = 4ζν + 4ζ2 (A.94)
⇒ ν = πn
ζ
− ζ (A.95)


































































































The isolated layer with RSOC is then combined with a surface electrode, so that the Helmholtz
free energy of the total system is given by F1(n1), which was calculated above, F2(nt − n1) (c.f.
Eq. (4.7)) and Fes(n1, nt) (c.f. Eq. (4.6)). The phase boundary between phase P1
+ and P10
is obtained by setting n1 = nt in the total free energy, equalizing this to Ftot(n1(nt)) (where
n1 is the solution that minimizes the free energy) and then solving for D. This can be done












For smaller D than given by this equation, the system is in phase P10 as the electrostatic cost
of transferring all electrons to one layer is proportional to D. This can be inserted into the




























At α = 0 the compressibility of phase P20 of Eq. (4.19) simplifies to














A.6. Atomic SOC in Basis of t2g Orbitals




1, for larger densities
the transition to phase P10 takes place. The point at which the three phases P1
+, P10 and P20




1 and yields the condition N1D/A = 2/3. P20 at this
boundary exhibits negative compressibility, as can directly calculated. The compressibility of
P20 stays negative in the range
















A.6. Atomic SOC in Basis of t2g Orbitals
The atomic SOC, as given in Eq. (4.32), depends on the angular momentum operator L. Its
representation in the basis of the xy, xz and yz orbitals is derived in this section. For an
orbital quantum number l = 2, the matrix elements of the angular momentum operator and its
components are given by:
〈lm′|L2|lm〉 = ~2l(l + 1)δm,m′
〈lm′|Lz|lm〉 = ~mδm,m′ (A.104)
〈lm′|L+|lm〉 = ~
√










Hence the matrices with respect to the magnetic quantum number m (with the left index (m′)












0 0 0 0
√
4
0 0 0 0 0
 ; L− = ~

0 0 0 0 0√
4 0 0 0 0
0
√







 ; Lz = ~

2 0 0 0 0
0 1 0 0 0
0 0 0 0 0
0 0 0 −1 0


























































According to, e.g., Ref. [154], the spherical harmonics are:









sin (θ) cos (θ)e±iϕ (A.106)

























sin (θ)2 sin (2ϕ)
dzx =
√
6 sin (θ) cos (θ) cos (ϕ), dyz =
√
6 sin (θ) cos (θ) sin (ϕ) (A.107)
By combining this, the t2g and eg orbitals can be expressed in spherical harmonics:































































































while the d3z2−r2 orbital is given by Y
0






0 0 −i 1 0
i −1 0 0 0
0 0 0 0
√
2
i 1 0 0 0
0 0 i 1 0
 ; Z = (S∗)T = 1√2

0 −i 0 −i 0
0 −1 0 1 0
i 0 0 0 −i





The matrix Li, expressed in the basis of eigenvectors of the Lz operator, is transformed by
L̂i = Z · Li · S (A.111)





0 2i 0 0 0
−2i 0 0 0 0
0 0 0 4i 0
0 0 −4i 0 0
0 0 0 0 0
 ; L̂x = ~4

0 0 0 −4i −4
√
3i
0 0 4i 0 0
0 −4i 0 0 0
4i 0 0 0 0
4
√






0 0 4 0 0
0 0 0 4 −4
√
3
−4 0 0 0 0
0 −4 0 0 0
0 4
√
3 0 0 0
 (A.112)
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The projection of the angular momentum operator on the dyz, dzx and dxy orbitals can be read
out directly by taking the corresponding rows and columns:
L =
0 0 00 0 i
0 −i 0
 ,
0 0 −i0 0 0
i 0 0
 ,
 0 i 0−i 0 0
0 0 0
 ~ (A.113)
A.7. Semi-Analytical Solution of a System with RSOC and Exchange
Coupling
A free electron gas with kinetic energy, RSOC and exchange coupling, which was introduced in
Chapter 5, can be diagonalized by means of wave-vector dependent transformation coefficients
uk, vk and φk. One set of solutions for the coupled coefficients is given by the constant uk =
vk = 1/
√
2 and φk = π/2 − ϕk, where ϕk is the angle between k and the x direction in wave
vector space. For the solution of the last set of transformation coefficients φk to be valid, the
states that are only singly occupied in k-space must possess rotation symmetry around 0. Then
it follows from the rotation symmetry of the energy dispersion (see Eq. (A.151a) and (A.151b))




1, r1± ≤ |k| ≤ r2±
0, else
(A.114)
Finite r1± indicates that a circular disc with this radius around 0 of states in k space is unoc-
cupied. For simplicity, we assume r1± = 0 in the following calculations, as the circular hole in
occupied states can be recovered later by the subtraction of a circular disc of occupied states.
As a consequence, as only one radius appears in the definition for nkσ,we also drop the index,


















cos (ϕk − ϕq)
|k− q|
nk1nq2 (A.116)
originate from the electron-electron interaction. The second integral is a part the constant CF ,
which is defined in Eq. (5.22). A substitution of variables q′ = k− q and the representation in




























































k2 − 2kq cosϕ+ q2
)]
(A.118)
In the last line the substitution ϕ = ϕk−ϕq was made and the integration over ϕk was executed.
The argument of the second Heaviside step function is positive for q− < q < q+, with
q± = k cosϕ±
√
k2 (cos2 ϕ− 1) + r22 (A.119)
The roots q± exist only if the discriminant r
2
2−k2 sin2 ϕ is positive. q− is negative for ϕ ∈ (π2 ,
3π
2 )





else also for k2 < r22. The splitting of the integration over dϕ and a case-by-case analysis results









































































r22 − k2 sin2 ϕ
]}


























dkΘ [r1 − r2] Θ
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dkΘ [r2 − r1] +
∫ r2
0











dkΘ [r1 − r2] Θ
[











dkΘ [r2 − r1] +
∫ r1
0
dkΘ [r1 − r2] Θ
[




r22 − k2 sin2 ϕ
≡ Ia12;1 + Ia12;2 (A.124)
In the third line it was used that the integration over one period of the cosϕ is zero and the
fourth line utilized a substitution ϕ′ = ϕ − π. The upper limit of the integration over k of the
second part of the integral, i.e., of Ia12;2, is defined by the conditions k

































































































(r1/r2)2 − 1 (A.127)
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F [ϕ|x] is the elliptic integral of the first kind and E[ϕ|x] the elliptic integral of the second kind.





















For the remaining term Ia12;1 the integration is similiar to the last term above, but without the




dϕΘ [r2 − r1]

√










































Here K[x] is the complete elliptic integral of the first kind and E[x] the complete elliptic integral.
For the determination of the second kind of integral Ib12 one has to start at Eq. (A.116), where
it is most appropriate not to remove the denominator by a substitution of the variable q′ = q−k,
as the cosine in the nominator depends on the angle ϕq, which would also be transformed. Hence
it is best to keep k and q unaltered and introduce polar coordinates, as then the integration












k2 − 2kq cosϕ+ q2










r2 − r1 cosϕ+
√
r21 − 2r1r2 cosϕ+ r22













r1 − r2 cosϕ+
√
r21 − 2r1r2 cosϕ+ r22
r2 − r2 cosϕ
]}
No analytical solution to the integration was found, so that this expression has to be evaluated























Here c11 ≈ 1.10924158 is the numerical value of the integral. For the integral Ia11, we use the



































The Helmholtz free energy of the system depends on the integrals Ia12 and I
b
12, which are a
function of the radii r1 and r2 of the circular discs of occupied states. These radii are determined
by two relations: The area of occupied states in k-space is proportional to the electron density n
and if two bands are occupied the dispersion at the Fermi-wave vector of both bands yields the
same energy, i.e., ε−(r−) = ε+(r+). For a system with only kinetic energy and RSOC, which
was examined in Chapter 4.2, the energy of the lower band decreases linear in k for small wave
vectors. If the electron density is sufficiently small and the strength of the RSOC sufficiently
large, this induces empty states around k = 0. This linear decrease is also present in the
dispersion Eq. (A.151a) for the problem with RSOC and exchange coupling, so that we include
the possibility of a disc of unoccupied states in the lower band. Formally this is introduced by
a second radius, so that
nk− = Θ [r2− − |k|]−Θ [r1− − |k|] = nkr2− − nkr1− , (A.140)
with r2− > r1−. The occupied states of the upper band are assumed to form a full circular disc

























r22− − r21− + r2+
)
(A.143)







vx(q)nk−q± ± αRk (A.144)







































r21 − k2 sin2 ϕ
]
have to be calculated. The second line corresponds to Eq. (A.121) without the summation over













r21 − k2 sin2 ϕΘ [k − r1] (A.146)
= 4r1
(






























A.8. Preliminary Results for the Semi-Analytical Solution of a System with RSOC and Exchange Coupling
where η ≡ k/r1. For the determination of ri one has to evaluate I1(k) at k = r1, where it is not
a well defined quantity due to the Heaviside step functions. Therefore one must insert k = r1





















dϕ cosϕ = 4r1 (A.150)
A.8. Preliminary Results for the Semi-Analytical Solution of a
System with RSOC and Exchange Coupling
In this section we assume cos (ϕk − ϕq) = 1 for the energy dispersions Eq. (5.21a) and (5.21b),














vx(k− q)〈â†q+âq+〉+ αRk, (A.151b)
The resulting dispersion relations have the form of a direct sum of the dispersions between
a pure Rashba model and a system comprising electronic exchange interaction. At the Fermi











































































where the lowest order in k is quadratic. This implies that for small wave vectors the band
energy of the lower band is decreasing with k, due to the RSOC. For finite r1−, i.e., when there
are unoccupied states around k = 0, the exchange contribution to the band energy decreases
quadratically in k, since r1− < r2−. On the other hand, in the upper band the RSOC results in
an increase of the band energy linear with k, so that the states around k = 0 are occupied even
for small densities in the upper band.
For low electron densities only the lower band is occupied. Then r+ = 0 and the parameters
r1− and r2− are determined by their relation to the density Eq. (A.143), which yields 4πn = r
2
2−−
r21−, and by using that at the Fermi wave vectors the energy is constant, i.e., ε−(r1−) = ε−(r2−)
as given in Eq. (A.152a) and (A.152b), respectively. Unfortunately, the latter equation involves
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elliptic integrals, so that it is not possible to solve it analytically for r1− or r2− and numerical
methods have to be employed.
The exchange contribution induces a gap at k = 0 between the two bands (see Eq. (A.152d)).
If the chemical potential lies in this gap, then the electron states around k = 0 in the lower
band are populated, so that r1− = 0. This is ensured by a sufficiently large electron density
n > n1, where n1 is the density below which the k = 0 state is unoccupied. The absence of
r1− is emphasized by relabeling r− ≡ r2−. The radius r− is connected by Eq. (A.143) with the
electron density to be r− =
√
4πn. At the electron density n1 the energy of the k = 0 state






























This solution exists only for εeffαR/e
2 > 1− 2π ≈ 0.36338; for smaller εeffαR all densities render
the states around k = 0 occupied. The energy of the lower band decreases linearly for small k
and thus features a minimum, which induces the existence of a point r0 > 0 in k space with
ε−(0) = ε−(r0), but this point does not necessarily coincide with r−, which is determined by
the density. The exchange induced part contributes to the dispersion by a term proportional
to −π2 r− at k = 0 and proportional to −r− at k = r−, i.e., the exchange contribution to the
dispersion, which grows as −E[(k/r−)2], is a monotonically increasing function in k. For the
equality of energies at k = 0 and k = r− the RSOC induced term must compensate the positive
increase between k = 0 and k = r−, which is only possible for αR large enough.
In case of two occupied bands we obtain the relation 4πn = r2− + r
2
+ from Eq. (A.143).
The energy in both bands is equal at the Fermi wave vector, so that ε+(r+) = ε−(r−), which

























While this equation can in principle be solved analytically for r− and r+, the result is a long and
unwieldy expression with little informative value, which is the reason why it is not stated here.
Nevertheless, even without knowledge of the full analytical solution, two important conductions
can be made. One simple solution is instantly recognizable by looking at the equation: For




















This defines the density n2 above which the states of the upper band are populated by electrons,
as r+ > 0 for n > n2. The comparison with Eq. (A.154) confirms n1 < n2, i.e., a range of
densities exists for which only the lower band is occupied and where the states around k = 0 are
filled. Analyzing Eq. (A.155) also reveals a condition for a second solution at n = n2: If r+ > 0,
then the right-hand side of this equation is negative, as then r− <
√











so that only for c+ > 0 the second solution is present. The sign of the constant c+, which
depends on the difference in strength of the RSOC and exchange coupling, determines which
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r+ solves the problem: If c+ < 0 then r+ = 0 and else r+ > 0 at n = n2. That r+ = 0 is no
solution at n = n2 for c+ > 0 can be justified by reductio ad absurdum: Assume that r
0
+ = 0
(and consequently r02 =
√
4πn2) is a solution for n = n2. Then increase the electron density by
an infinitesimal amount of δn, so that n = n2 + δn. The solutions for the new density n, r−(n)
and r+(n) are functions of the density n, so that they can be expanded in δn to first order:





δn = r′+δn, (A.158)










where r′± defines the partial derivative at n = n2. The condition for the density,


















determines r′− = 2π/
√
4πn2 by equating coefficients. The expansions for r− and r+ can be



















The right-hand side of this equation is positive and the sign of the square brackets on the
left-hand side is given by −signum(c+), so that the left-hand side of the equation is positive
for signum(r′+) = −signum(c+). For c+ > 0 this implies that r0+ = 0 is decreasing with n to
unphysical (and even unmathematical) values r+ < 0.
Assume now that c+ < 0 and r+ = 0 is a solution at n = n2 and then take the limit c+ ↑ 0
on Eq. (A.161), after division by δn. The right-hand side of this equation is unaffected by this
limit and proportional to a finite positive constant. If −2πN0c+ is of the order of r′+δn, then
the term in the square brackets on the left-hand side is infinitesimal small, so that the factor r′+
in front of the brackets has to be large for the equation being fulfilled. Thus, the coefficient r′+
increases as c+ approaches zero.
If c+ > 0, then a finite r+ > 0 solves ε−(r−) = ε+(r+) at n2. This solution exists in a density
range n3 < n < n2, where at n3 the radius r+ jumps from a finite value to zero. If c+ > 0, this
term defines a lower boundary for
√
4πn3. We designate the names P0, P1 and P2 to the phases
above:
• 0 < r1− < r2−, r+ = 0 (P0): The upper band is empty and a circular disc of wave vectors
with radius r1− is unoccupied.
• r1− = r+ = 0, r2− ≡ r− (P1): The electron states around k = 0 are occupied.
• r1− = 0 < r+ < r− (P2): Electrons reside in the upper band.
Figure A.2 illustrates the dispersions for the three phases P0, P1 and P2 and displays the
radii as function of the density n. For small n a minimum forms in the dispersion at finite wave
vector (Fig. A.2a), so that the states around k = 0 are unoccupied. An increase of n reduces the
inner radius r1− (yellow curve in Fig. A.2d) down to zero. At this point the system undergoes
a phase transition to P2. The minimum at finite wave vector is present for αR = 0.5 eVaB, but
vanishes for αR = 0.2 eVaB (Fig. A.2b), as for the latter value n1 = 0, so that the phase P0 does
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−100
Figure A.2.: Band dispersions for phase (a) P0, (b) P1 and (c) P2 and (d) radii r2−/r− (upper curves)
r1−/r+ (lower curves) for m0 = 2me, εeff = 20, and αR = 0.5 eVaB (solid curves) or αR = 0.2 eVaB
(dashed curves). The grey vertical dashed lines in (d) correspond to n1 and n2 for αR = 0.5 eVaB and
the red vertical dashed line to n2 for αR = 0.2 eVaB. For the solid (dashed) curves the it is c+ < 0
(c+ > 0) valid. The electron density in (a) is n = 0.7 × 10−4 a−2B , in (b) n = 10 × 10−4 a
−2
B and in (c)
n = 20×10−4 a−2B . The electronic states below the horizontal purple lines are occupied for these densities.
A comparison with the band structure of the pure Rashba model shows significant differences,
which are induced by the exchange interaction. In the pure Rashba model, the splitting of the








The exchange coupling opens a gap at k = 0, which increases with the difference in population
of the two bands. The difference in occupation between the two bands is, inter alia, controlled
by the strength of the RSOC due to the term ±αRk, which appears in ε±(k). This is illustrated
in Fig. A.2c and A.2d: For larger αR (solid curve) more electrons are in the lower band and
hence the gap is larger. The band gap is a prerequisite for the existence of phase P1, which
cannot be found in the pure Rashba model. A large αR shifts the phase boundary between P1
and P2 (right vertical dashed line in Fig. A.2d) to larger values of n, which is emphasized by
Eq. (A.156). Only for αR large enough, i.e., when c+ < 0, we are able to specify the density of
the phase boundary analytically; therefore in Fig. A.2d for αR = 0.2 eVaB, where c+ > 0, the
vertical red dashed line indicates n2, but not the phase boundary.
We now have all the tools available to calculate the Helmholtz free energy F by integrating















(cos (ϕk − ϕq)− 1) (nk− − nk+) (nq− − nq+)
]
(A.163)






















(cos (ϕk − ϕq) + 1)nk−nq− (A.165)
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One has to distinguish between r1− = 0 and r1− > 0. In the latter case the kinetic and RSOC











































































































For the last equality the results for Ia11 as in Eq. (A.139), for I
b
11 as in Eq. (A.137), for as in I
a
12
in Eq. (A.121) and for Ib12 as in Eq. (A.134) were used. If the electron density is large enough,



























































(c11 − 8) r3− (A.170)
Thus, considering r=
√


















For two occupied bands it is nk+ 6= 0 in Eq. (A.163), so that the kinetic and RSOC contributions




























cos (ϕk − ϕq)− 3
|k− q|
(nk−nq− + nk+nq+)−














cos (ϕk − ϕq)− 3
|k− q|
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+ in case of two
occupied bands. Thus the kinetic contribution to the Helmholtz energy can be expressed by






















Under the condition that c+ < 0, it is r+(n2) = 0, so that an evaluation of the second derivative


















































According to the last three equations the magnitude of the first derivative r′+(n2) determines the
signs of the contributions to the second derivative of the Helmholtz free energy with respect to
n at n2. For small r
′
+ the kinetic contribution is positive while the RSOC contribution and the
polynomial part of the exchange contribution are negative. For large r′+ the signs are switched.
Note that, according to the analysis following Eq. (A.161), the derivative r′+(n2) diverges in the
limit c+ ↑ 0, which induces the divergence of the kinetic contribution to negative values and of
the two other contributions to positive values.
In the high density limit of two occupied bands the radii r+ and r− are large, so that the terms
r+ − 2πN0c+ and r− −
√
4πn2 in Eq. (A.155) can be approximated by r+ and r−, respectively.
The resulting solution r− = r+ =
√










This recovers the result Eq. (3.16) of a free, unpolarized electron gas without RSOC but with
exchange interaction, which was examined in Section 3.1.
The Rashba induced part of the energy depends on the same power in occupation radius as
the exchange term, which is already recognizable in the dispersions Eq. (A.151a) and (A.151b):
While the exchange potential there is ∝ 1/k, the sum over k adds the dimension of k2, so that the
exchange contribution has the same power in k as ±αRk. This carries over to the dependence on
the electron density n, which is visible in the energy of P1, as given in Eq. (A.171), where both
the exchange and the RSOC term are ∝ −n3/2. The negative sign of the exchange term arises
from the anticommutation relation between operators and the RSOC contribution is negative
as the lower band is considered.
Consequently, also the second derivative of the Helmholtz free energy with respect to the
electron density, which is of special interest due to its importance for the stability and appearance
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Figure A.3.: Second derivatives of the constituting parts of the Helmholtz free energy with respect to
the density for (a) P0 and (b) P1 and P2, where red corresponds to the derivative of the kinetic term,
green to the RSOC term and blue to the exchange term. It is m0 = 2me for all plots and εeff = 20,
and αR = 0.5 eVaB for the solid curves in (a)-(c). The dashed curves in (a) correspond to εeff = 50 and
αR = 0.5 eVaB, while the dashed curves in (b) and (c) refer to εeff = 20 and αR = 0.01 eVaB. (c) Inverse
compressibility, where red corresponds to P0, green to P1 and blue to P2.
in the inverse capacitance, is independent of the RSOC for large n. Hence one has to concentrate
on densities around and smaller than n2, which marks the phase transition between P1 and P2
for c+ < 0, for the study of the interplay between RSOC and exchange coupling. A weaker
exchange coupling shifts the boundary of P0 to larger densities, but also reduces the absolute
value of the second derivative of the kinetic, RSOC and exchange energy (Fig. A.3a). The RSOC
parameter αR determines both n1 and n2; only for sufficiently large αR the phase P0 does exist
and the density range of P1 increases with αR. As the RSOC and exchange energy have the
same negative sign and dependence on n in phase P1, their contribution to the second derivative
is additive and ∝ −1/
√
n, which renders the compressibility negative for small densities. Thus a
larger αR decreases the second derivative of the energy (Fig. A.3b). In P1 the second derivative
of the kinetic energy is twice as large as in the large density limit of P2, which is analogous
to the difference between a polarized and unpolarized free electron gas. For αR large enough,
c+ becomes negative and r+ = 0 at the phase boundary between P1 and P2. Then the sign
of the RSOC and exchange contribution to the inverse compressibility is the same at n = n2
in P2 (see App. A.7) and negative for sufficiently large |c+|. The contribution from these two
energies to κ−1 switches sign as |c+| approaches zero and increases its absolute value (App. A.7).
The same statement is true for the kinetic contribution with the opposite sign and a slightly
different value of |c+| for the sign switch (App. A.7). In Fig. A.3b the blue continuous curve
refers to the exchange energy and assumes a large positive value approaching the right, vertical
dashed line, which corresponds to the phase boundary between P1 and P2. Unfortunately, this
region is not depicted in the plot for the exchange energy due to numerical difficulties. In P2
the inverse compressibility is smaller for larger αR (Fig. A.3c). For αR = 0.5 eVaB the system
is in P1 left of the right, vertical dashed line, but it is in phase P2 for αR = 0.01 eVaB. So
an increase of αR can induce a phase transition at a given density from P1 to P2. This has
two opposite effects on the inverse compressibility: While the second derivative of the exchange
energy stays approximately unchanged, the kinetic contribution is larger in P1 than in P2 due
to the difference of one versus two occupied bands. On the other hand, in P1 the RSOC adds a
negative value proportional to αR, while the second derivative of the RSOC term in P2 is small
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Barisić, V. A. Rogalev, T. Schmitt, N. Nagaosa and V. N. Strocov. Polaronic
metal state at the LaAlO3/SrTiO3 interface. Nature Communications 7, 10386 (2016).
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