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Abstract
Denote Mk the set of complex k by k matrices. We will analyze here
quantum channels φL of the following kind: given a measurable function
L : Mk → Mk and the measure µ on Mk we define the linear operator
φL :Mk → Mk, via the expression ρ → φL(ρ) =
∫
Mk
L(v)ρL(v)† dµ(v).
A recent paper by T. Benoist, M. Fraas, Y. Pautrat, and C. Pellegrini is
our starting point. They considered the case where L was the identity.
Under some mild assumptions on the quantum channel φL we analyze the
eigenvalue property for φL and we define entropy for such channel. For a fixed
µ (the a priori measure) and for a given an Hamiltonian H : Mk → Mk we
present a variational principle of pressure (associated to such H) and relate
it to the eigenvalue problem. We introduce the concept of Gibbs channel.
We also show that for a fixed µ (with more than one point in the support)
the set of L such that it is Φ-Erg (also irreducible) for µ is a generic set.
We describe a related process Xn, n ∈ N, taking values on the projective
space P (Ck) and analyze the question of existence of invariant probabilities.
We also consider an associated process ρn, n ∈ N, with values on Dk (Dk
is the set of density operators). Via the barycenter we associate the invariant
probabilities mentioned above with the density operator fixed for φL.
1 Introduction
There are many different definitions and meanings for the concept quantum
dynamical entropy. We mention first the more well known concepts due to
Connes-Narnhofer-Thirring (see[12]), Alicki-Fannes (see [3]), Accardi-Ohya-
Watanabe (see [1]) and Kossakowski-Ohya-Watanabe (see [16]). In this case
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the entropy can be exactly computed for several examples of quantum dy-
namical systems.
A different approach appears in [26] and [27] where the authors present
their own definition of quantum dynamical entropy (see also [4]).
Classical texts on quantum entropy are [2], [9], [10] and [21].
Denote Mk the set of complex k by k matrices. We will analyze here
quantum channels φL of the following kind: given a measurable function
L : Mk → Mk and the measure µ on Mk we define the linear operator
φL :Mk → Mk, via the expression ρ → φL(ρ) =
∫
Mk
L(v)ρL(v)† dµ(v).
In [11] the authors present interesting results for the case L = I. This
paper is our starting point and we follow its notation as much as possible.
Given L (as above) one can consider in the setting of [11] a new probability
µL = µ ◦ L−1 and part of the results presented here can be recovered from
there (using µL instead of µ).
We will present all the proofs here using and L and µ as above (and
not via µL) because this will be more natural for our future reasoning (for
instance when analyzing generic properties).
This paper is self contained. In a forthcoming paper we will analyze
questions related to the Lyapunov exponents.
For a fixed µ and a general L we present a natural concept of entropy
for a channel in order to develop a version of Gibbs formalism which seems
natural to us. Example 8.5 in section 8 (related to Markov Chains) will
show that our definition is a natural extension of the classical concept of
entropy. We point out that the definition of entropy we will consider here is
a generalization of the concept described on the papers [6], [8] and [7]. This
particular way of defining entropy is inspired by results of [25] which consider
iterated function systems.
We say that E ⊂ Cnk is (L, µ)-invariant if L(v)(E) ⊂ E, for all v in the
support of µ. Given L : Mk → Mk and µ on Mk, we say that L is Φ-Erg
for µ, if there exists an unique minimal non-trivial space E, such that, E is
(L, µ)-invariant. We will show in section 7 that for a fixed µ (with more than
one point in the support) the set of L such that it is Φ-Erg for µ is generic.
In fact the set of L which are irreducible is dense according to Theorem 7.5)
The introduction of this variable L allows us to consider questions of a
generic nature in this type of problem.
We do not address on the present paper several nice and precise estimates
of convergence which are described on [11].
We point out that here we explore the point of view that the (discrete
time dynamical) classical Kolmogorov-Shannon entropy of an invariant prob-
ability is in some way attached to an a priori probability (even if this is not
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transparent on the classical definition). This point of view becomes more
clear when someone tries to analyze the generalized XY model where each
point has an uncountable number of preimages (see [19] for discussion). In
the dynamical setting of [19] in order to define entropy it is necessary first
to introduce the transfer (Ruelle) operator (which we claim that - in some
sense - is a more fundamental concept than entropy) which requires an a
priori probability (not a measure).
The point of view of defining entropy via limit of dynamical partitions
is not suitable for the X Y model. We are just saying that in any case the
concept of entropy can be recovered via the Ruelle operator.
We point out, as a curiosity, that for the computation of the classical
Kolmogorov-Shannon entropy of a shift invariant probability on {1, 2..., d}N
one should take as the a priori measure (not a probability) the counting
measure on {1, 2..., d} (see discussion in [19]). In the case we take as a priori
probability µ the uniform normalized probability on {1, 2..., d} the entropy
will be negative (it will be Kolmogorov-Shannon entropy - log d). In this case
the independent 1/d probability on {1, 2..., d}N will have maximal entropy
equal 0.
The setting here is different, of course, but our inspiration comes from the
above point of view. Here the µ will play the role of the a priori probability
and the different (normalized) L (which play the role of the different invariant
probabilities) will provide a large class of possible chanells where entropy can
be computed.
A general reference for Thermodynamic Formalism is [22].
We denote by Mk the set of complex k by k matrices.
We will analyze here quantum channels φL of the following kind: given a
measurable function L : Mk → Mk and the measure µ on Mk we define the
linear operator φL :Mk → Mk via the expression
ρ → φL(ρ) =
∫
Mk
L(v)ρL(v)† dµ(v).
We point out that we consider here Quantum Channels but the associ-
ated discrete time process is associated to a Classical Stochastic Process (a
probability on the infinite product of an uncountable state space) and not to
a quantum spin lattice (where it is required the use of the tensor product).
After some initial sections describing basic properties which will be re-
quired later we analyze in section 3 the eigenvalue property for φL.
Under some mild assumptions on φL we define entropy of the channel φL
in section 4. For a fixed µ (the a priori measure) and for given Hamiltonian
H :Mk →Mk we present a variational principle of pressure and we associate
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with all this an the eigenvalue problem on section 3. In definition 4.4 we
introduce the concept of Gibbs channel for the Hamiltonian H (or, for the
channel φH).
In section 5 we describe (adapting [11] to the present setting) a process
Xn, n ∈ N, taking values on the projective space P (Ck). We also analyze
the existence of an initial invariant probability for this process (see Theorem
5.2).
In section 6 we consider a process ρn, n ∈ N (called quantum trajec-
tory by T. Benoist, M. Fraas, Y. Pautrat, and C. Pellegrini) taking values
on Dk, where Dk is the set of density operators on Mk. Using the defini-
tion of barycenter taken from [25] we relate in proposition 6.2 the invariant
probabilities of section 5 with the fixed point of section 3.
In section 7, for a fixed measure µ, we show that φ-Erg ( and also irre-
ducible) is a generic property for L (see corollary 7.10).
In section 8 we present several examples that will help the reader in
understanding the theory. Example 8.5 shows that the definition of entropy
for Quantum Channels described here is the natural generalization of the
classical concept of entropy. In another example in this section we consider
the case where µ is a probability with support on a linear space of M2 (see
example 8.6) and among other things we estimate the entropy of the channel.
Nice references on quantum channels are [15], [17], and [29].
We present now some basic definitions.
We denote byMk, k ∈ N, the set of complex k by k matrices. We consider
the standard Borel sigma-algebra over Mk. We consider on C
k the canonical
Euclidean inner product.
We denote by Idk the identity matrix on Mk.
According to our notation † denotes the operation of taking the dual of
a matrix with respect to the canonical inner product on Ck.
Here tr denotes the trace of a matrix.
Given two matrices A and B we define the Hilbert-Schmidt product
〈A , B 〉 = tr (AB†).
This induces a norm ‖A‖ = √〈A , A 〉 on the Hilbert space Mk which
will be called the Hilbert-Schmidt norm.
Given a linear operator Φ on Mk we denote by Φ
∗ : Mk → Mk the dual
linear operator in the sense of Hilbert-Schmidt, that is, if for all X, Y we get
〈Φ(X) , Y 〉 = 〈X , Φ∗(Y ) 〉.
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2 General properties
Consider a measure µ on the Borel sigma-algebra over Mk.
For an integrable transformation F :Mk →Mk:∫
Mk
F (v) dµ(v) =
(∫
Mk
F (v)i,j dµ(v)
)
i,j
,
where F (v)i,j is the entry (i, j) of the matrix F (v).
We will list a sequence of trivial results (without proof) which will be
used next.
Lemma 2.1 For an integrable transformation F :Mk →Mk
tr
∫
Mk
F (v) dµ(v) =
∫
Mk
trF (v) dµ(v).
Lemma 2.2 Given a matrix B ∈ Mk and an integrable transformation F :
Mk →Mk, then,
B
∫
Mk
F (v) dµ(v) =
∫
Mk
BF (v) dµ(v).
Proposition 2.3 If l : Mk → C is a linear functional and F : Mk → Mk is
integrable, then,
l
(∫
Mk
F (v) dµ(v)
)
=
∫
Mk
l(F (v)) dµ(v).
Definition 2.4 Given a measure µ on Mk and a measurable funtion L :
Mk →Mk, we say that µ is L-square integrable, if∫
Mk
‖L(v)‖2 dµ(v) <∞.
For a fixed L we denote byM(L) the set of L-square integrable measures.
We also denote P(L) the set of L-square integrable probabilities.
Definition 2.5 Given a measurable function L :Mk →Mk and the measure
µ we define the linear operator φL :Mk →Mk via the expression
ρ → φL(ρ) =
∫
Mk
L(v)ρL(v)† dµ(v).
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Remember that if A,B ∈ Mk with A,B ≥ 0, then tr (AB) ≤ tr (A)tr (B).
Therefore, if ρ ≥ 0, we have
‖φL(ρ)‖2 = tr (φL(ρ)φL(ρ)†) =
∫
Mk
∫
Mk
tr (L(v)ρL(v)†L(w)†ρL(w)) dµ(v)dµ(w)
=
∫
Mk
∫
Mk
tr (ρL(v)†L(w)†ρL(w)L(v)) dµ(v)dµ(w)
≤ tr (ρ)
∫
Mk
∫
Mk
tr (ρL(w)L(v)L(v)†L(w)†) dµ(v)dµ(w)
≤ tr (ρ)2
∫
Mk
∫
Mk
tr (L(w)L(v)L(v)†L(w)†) dµ(v)dµ(w)
≤ tr (ρ)2
∫
Mk
‖L(v)‖2 dµ(v)
∫
Mk
‖L(w)‖2 dµ(w) <∞.
For a general ρ ∈Mk, we write ρ = ρ+−ρ− where ρ+ = |ρ| and ρ− = |ρ|−ρ
are both positive semidefinite matrices. By linearity of φL, we have
φL(ρ) = φL(ρ+)− φL(ρ−),
hence, φL is well defined.
Proposition 2.6 Given a measurable function L : Mk → Mk and a square
integrable measure µ, then, the dual transformation φ∗L is given by
φ∗L(ρ) =
∫
Mk
L(v)†ρL(v) dµ(v).
Definition 2.7 Given a measure µ over Mk and a square integrable trans-
formation L : Mk → Mk we say that L is a stochastic square integrable
transformation if
φ∗L(Idk) =
∫
Mk
L(v)†L(v) dµ(v) = Idk.
Definition 2.8 A linear map φ : Mk → Mk is called positive if takes
positive matrices to positive matrices.
Definition 2.9 A positive linear map φ : Mk → Mk is called completely
positive, if for any m, the linear map φm = φ⊗ Im :Mk⊗Mm →Mk⊗Mm
is positive, where Im is the identity operator acting on the matrices in Mm.
Definition 2.10 If φ :Mk →Mk is square integrable and satisfies
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1. φ is completely positive;
2. φ preserves trace,
then, we say that φ is a quantum channel.
Theorem 2.11 Given µ and L square integrable then the associated trans-
formation φL is completely positive. Moreover, if φL is stochastic then pre-
serves trace.
Proof:
1. φL is completely positive: suppose A⊗B ∈Mn⊗Mk satisfies A⊗B ≥ 0
and ψ ∈ Cn ⊗ Ck . Then, if ψL(v) = (Idn ⊗ L(v)†)ψ we get
〈ψ |A⊗ φL(B)|ψ 〉 = 〈ψ |A⊗
∫
Mk
L(v)BL(v)† dµ(v)|ψ 〉
=
∫
Mk
〈ψ |A⊗ (L(v)BL(v)†)|ψ 〉 dµ(v)
=
∫
Mk
〈ψ |(Idn ⊗ L(v))(A⊗B)(Idn ⊗ L(v)†)|ψ 〉 dµ(v)
=
∫
Mk
〈 (Idn ⊗ L(v)†)ψ |(A⊗ B)| (Idn ⊗ L(v)†)ψ 〉 dµ(v)
=
∫
Mk
〈ψL(v) |(A⊗B)|ψL(v) 〉 dµ(v) ≥ 0.
Above we use the positivity of A ⊗ B in order to get 〈ψL(v) |(A ⊗
B)|ψL(v) 〉 ≥ 0. We also used in some of the equalities the fact that
l(X) := 〈ψ |A ⊗ X|ψ 〉 is a linear functional and therefore we can apply
proposition 2.3.
2. Under our assumption φL preserves trace: given B ∈Mk
trφL(B) = tr
∫
Mk
L(v)BL(v)† dµ(v)
=
∫
Mk
tr
(
L(v)BL(v)†
)
dµ(v)
=
∫
Mk
tr
(
BL(v)†L(v)
)
dµ(v)
= trB
∫
Mk
L(v)†L(v) dµ(v)
= tr (B).
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Remark 2.12 (φ∗L is completely positive) When L is measurable, then,
using the same reasoning as above one can show that φ∗L is completely positive.
We say that φL preserves unity if φL(Idk) = Idk. In this case, φ
∗
L preserves
trace. When φ∗L preserves the identity then φL preserves trace.
3 The eigenvalue property for φL
Definition 3.1 (Irreducibility) We say that φ : Mk → Mk is irreducible
if one of the equivalent properties is true
• Does not exists λ > 0 and a projection p in a proper subspace of Ck,
such that, φ(p) ≤ λp;
• For all non null A ≥ 0, (1+ φ)k−1(A) > 0;
• For all non null A ≥ 0 there exists tA > 0, such that, (etAφ)(A) > 0;
• For all pair of non null positive matrices A,B ∈ Mk there exists a
natural number n ∈ {1, ..., k − 1}, such that, tr [Bφn(A)] > 0.
The proof of the equivalence of the two first items appear in [14].
The equivalence of the two middle ones appear in [24] where also one can
find the proof of the improved positivity (to be defined below) which implies
irreducibility. For the proof that the last item is equivalent to the other ones
we refer [29].
Definition 3.2 (Irreducibility) Given µ we will say (by abuse of language)
that L is irreducible if the associated φL is irreducible.
Definition 3.3 (Improving positivity) We say that φL is positivity im-
proving, if φL(A) > 0, for any non null A ≥ 0.
For any µ and square integrable L the Theorem 2.11 assures that φL is
completely positive. In the case φL is irreducible we can use the Theorem
2.3 and 2.4 of [14] in order to get λ and ρ > 0, such that, φL(ρ) = λρ (ρ
is unique up to multiplication by scalar). We choose ρ, such that, tr ρ = 1.
Moreover, in the same work the authors show that φL is irreducible, if an
only if, φ∗L also is completely positive, and therefore we get:
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Theorem 3.4 (Spectral radius of φL and φ
∗
L) Given a square integrable
L :Mk →Mk assume that the associated φL is irreducible. Then, the spectral
radius λL > 0 of φL and φ
∗
L is the same and the eigenvalue is simple. We
denote, respectively, by ρL > 0 and σL > 0, the eigenmatrices, such that,
φL(ρL) = λLρL and φ
∗
L(σL) = λLσL, where ρL and σL are the unique non
null eigenmatrices (up to multiplication by scalar).
The above theorem is the natural version of the Perron-Frobenius Theo-
rem for the present setting.
It is natural to think that φL acts on density states and φ
∗
L acts in self-
adjoint matrices.
Remark 3.5 We choose ρL in such way that tr ρL = 1 (therefore a density
state) and after that take σL, such that, tr (σLρL ) = 1. We point out that in
this moment it is natural to make an analogy with Thermodynamic Formal-
ism: φ∗L corresponds to the Ruelle operator (acting on functions) and φL to
the dual of the Ruelle operator (acting on probabilities). We refer the reader
to [22] for details. In this sense, the density operator σLρL plays the role of
an equilibrium probability. The paper [28] by (by Spitzer) describes this for-
malism in a simple way in the case the potential depends on two coordinates.
3.1 Normalization
We consider in this section a fixed measure µ over Mk which plays the role
of the a priori probability.
Given a continuous L (variable) we assume that φL is irreducible (we
do not assume that preserves trace).
We will associate to this square integrable transformation L : Mk → Mk
(and the associated φL) another transformation Lˆ : Mk → Mk which will
correspond to a normalization of L. This will define another quantum channel
φLˆ :Mk → Mk.
Results of this section have a large intersection with some material in
[29]. For completness we describe here what we will need later.
Consider σL e λL as described above. As σL is positive we consider
σ
1/2
L > 0 and σ
−1/2
L > 0 .
In this way we define Lˆ(v) = 1√
λL
σ
1/2
L L(v)σ
−1/2
L .
Using the measure µ we can define the associated φLˆ.
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Therefore,
φ∗
Lˆ
(Idk) =
1
λL
∫
Mk
σ
−1/2
L L(v)
†σ1/2L σ
1/2
L L(v)σ
−1/2
L dµ
=
1
λL
σ
−1/2
L
∫
Mk
L(v)†σLL(v)dµ σ
−1/2
L
=
1
λL
σ
−1/2
L φ
∗
L(σL) σ
−1/2
L
=
1
λL
σ
−1/2
L λLσL σ
−1/2
L
= σ
−1/2
L σLσ
−1/2
L
= Idk.
Note that Lˆ(v)† = 1√
λL
σ
−1/2
L L(v)
†σ1/2L . From this we get easily that φLˆ is
completely positive and preserves trace (is stochastic).
We will show that φLˆ is irreducible. Given A ∈Mk we have
φLˆ(A) =
1
λL
σ
1/2
L φL(σ
−1/2
L Aσ
−1/2
L )σ
1/2
L .
Then,
φ2
Lˆ
(A) =
1
λL
σ
1/2
L φL(σ
−1/2
L
1
λL
σ
1/2
L φL(σ
−1/2
L Aσ
−1/2
L )σ
1/2
L σ
−1/2
L )σ
1/2
L
=
1
λ2L
σ
1/2
L φ
2
L(σ
−1/2
L Aσ
−1/2
L )σ
1/2
L .
By induction we get
φn
Lˆ
(A) =
1
λnL
σ
1/2
L φ
n
L(σ
−1/2
L Aσ
−1/2
L )σ
1/2
L .
Given A,B ≥ 0, note that σ−1/2L Aσ−1/2L ≥ 0 and σ1/2L Bσ1/2L ≥ 0. There-
fore, using irreducibility of φL, there exists an integer n ∈ {1, ..., k− 1}, such
that,
0 < λ−nL tr [σ
1/2
L Bσ
1/2
L φ
n
L(σ
−1/2
L Aσ
−1/2
L )]
= λ−nL tr [Bσ
1/2
L φ
n
L(σ
−1/2
L Aσ
−1/2
L )σ
1/2
L ]
= tr [Bφn
Lˆ
(A)].
Therefore, φLˆ is irreducible and completely positive and preserves trace.
In this way, to the given L we can associate Lˆ which will be called the
normalization of L. The transformation φLˆ is a quantum channel.
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Definition 3.6 Given the measure µ over Mk we denote by L(µ) the set of
all integrable L such that the associated φL is irreducible.
Definition 3.7 Suppose L is in L(µ). We say that L is normalized if φL
has spectral radius 1 and preserves trace. We denote by N(µ) the set of all
normalized L.
If L ∈ N(µ), then, we get from Theorem 3.4 and the fact that φ∗L(Idk) =
Idk, that λL = 1. That is, there exists ρL such that φL(ρL) = ρL and ρL
is the only fixed point. Moreover, the spectral radius is equal to 1. These
properties will be important for what will come next.
Theorem 3.8 (Ergodicity and temporal means) Suppose L ∈ N(µ). Then,
for all density matrix ρ ∈Mk it is true that
lim
N→∞
1
N
N∑
n=1
φnL(ρ) = ρL,
where ρL is the density matrix associated to L.
Proof: The proof follows from Theorem 3.4 and corollary 6.3 in [29].

The above result connects irreducibility and ergodicity (the temporal
means have a unique limit).
4 Entropy
In this section we will define entropy for φL (under some assumptions for
L) and we will give a meaning for a certain variational principle of pressure
(similar to the setting in Thermodynamic Formalism which is described in
[22], for instance).
Remember the classical entropy is defined just for invariant (stationary)
probabilities. Something of this sort will be required for defining entropy of
a quantum channel.
We will explore some ideas which were already present on the paper [6]
(which explores some previous nice results on [20] and [25]) which considers
a certain a priori probability.
We consider fixed forever a measure µ over Mk which plays the role
of the a priori probability. In this way given L ∈ L(µ) we will associate in a
natural way the transformation φL :Mk →Mk.
11
Definition 4.1 We denote by Φ = Φµ the set of all L such that the associated
φL :Mk → Mk is irreducible and stochastic.
We will describe a discrete time process which take values on Mk.
Suppose L is irreducible and stochastic. We will associate to such L a
kind of “transition probability kernel” PL (to be defined soon) acting on
matrices. Given the matrices v and w the value PL(v, w) will describe the
probability of going in the next step to v if the process is on w.
Given L, suppose that the discrete time process is given in such way that
the initial state is described by the density matrix ρL which is invariant for
φL (see Theorem 3.4).
The reasoning here is that such process should be in “some sense station-
ary” because ρL is invariant by φL. As we said before in ergodic theory the
concept of Shanon-Kolmogorov entropy has meaning just for invariant (for a
discrete time dynamical system) probabilities. Therefore, something of this
order needs to be required.
In our reasoning given that the state is described by ρ, then, in the next
step of the process we get L(v)ρL(v)
†
tr (L(v)ρL(v)† )
with probability tr (L(v)ρL(v)†) dµ(v).
This discrete time process take values on density operators in Mk.
Definition 4.2 We define entropy for L (or, for φL) by the expression (when
finite) :
h(L) = hµ(L) := −
∫
Mk×Mk
tr (L(v)ρLL(v)
†)PL(v, w) logPL(v, w) dµ(v)dµ(w),
where
PL(v, w) :=
tr (L(w)L(v)ρLL(v)
†L(w)†)
tr (L(v)ρLL(v)†)
.
This definition is a generalization of the analogous concept presented on
the papers [6], [8] and [7].
Note that tr (L(v)ρLL(v)
†) is the probability of being in state L(v)ρLL(v)
†
tr (L(v)ρLL(v)†)
.
Moreover, PL(v, w) describes the probability of going from v to w: PL(v, w) =
L(w)L(v)ρLL(v)
†L(w)†
tr (L(w)L(v)ρLL(v)†L(w)†)
. In this way hµ(L) in some way resembles the analogous
expression of entropy for the case of Markov chains.
We will show in example 8.5 that the above definition of entropy is indeed
a natural generalization of the classical one in Ergodic Theory.
Suppose H : Mk → Mk is square integrable, irreducible and H(v) 6= 0,
for µ-a.e. v. For such H , consider the corresponding ρH , σH and λH which
are given by theorem 3.4, where tr ρH = 1 and tr σHρH = 1.
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This H describes the action of an external potential.
Then, we define
UH(v) := log
(
tr (σHH(v)ρHH(v)
†)
)
.
Definition 4.3 We define the pressure of H by
Pµ(H) = P (H) := sup
L∈Φ
{
hµ(L) +
∫
UH(v) tr (L(v)ρLL(v)
†) dµ(v)
}
.
Remember that Φµ is the set of all L : Mk → Mk which are square
integrable, irreducible and stochastic.
Definition 4.4 Given µ and H as above we say that φL, for some L ∈ Φµ,
is a Gibbs channel, if
Pµ(H) = hµ(L) +
∫
UH(v) tr (L(v)ρLL(v)
†) dµ(v).
We will need soon the following well known result (see [22]).
Proposition 4.5 Suppose p, q : Mk → R+ are such that p, q > 0, µ-almost
everywhere,
∫
Mk
p dµ = 1 and
∫
Mk
q dµ = 1. Then,
−
∫
p log p dµ+
∫
p log q dµ ≤ 0.
Moreover, the above inequality is an equality just when p = q, µ-almost
everywhere.
Theorem 4.6 Assume that H : Mk → Mk is continuous, irreducible and
H(v) 6= 0 for µ-a.e., then,
P (H) := sup
L∈Φ
{
hµ(L) +
∫
UH(v) tr (L(v)ρLL(v)
†) dµ(v)
}
≤ log(λH),
The supremum is attained only if
tr (L(w)L(v)ρLL(v)
†L(w)†)
tr (L(v)ρLL(v)†)
=
1
λH
tr (σHH(w)ρHH(w)
†).
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We define q(w) := 1
λH
tr (σHH(w)ρHH(w)
†). Note that∫
q dµ =
1
λH
∫
tr (σHH(w)ρHH(w)
†) dµ(w)
=
1
λH
tr
(
σH
∫
H(w)ρHH(v)
† dµ(w)
)
=
1
λH
tr (σHλHρH)
= tr (σHρH) = 1.
For fixed v and irreducible and stochastic L take
pv(w) = PL(v, w) =
tr (L(w)L(v)ρLL(v)
†L(w)†)
tr (L(v)ρLL(v)†)
.
It follows that
∫
pv(w) dµ(w) =
∫
tr (L(w)L(v)ρLL(v)
†L(w)†)
tr (L(v)ρLL(v)†)
dµ(w)
=
tr (L(v)ρLL(v)
† ∫ L(w)†L(w)) dµ(w)
tr (L(v)ρLL(v)†)
= 1.
From proposition (4.5) we get that for each v
−
∫
pv(w) log(pv(w)) dµ(w) +
∫
pv(w) log(q(w)) dµ(w) ≤ 0. (1)
The equality will happen when
tr (L(w)L(v)ρLL(v)
†L(w)†)
tr (L(v)ρLL(v)†)
=
1
λH
tr (σHH(w)ρHH(w)
†),
for µ-almost everywhere w.
Note that from (1) it follows that
−
∫
PL(v, w) logPL(v, w) dµ(w) +
∫
PL(v, w) log
(
tr (σHH(w)ρHH(w)
†)
)
dµ(w)
≤
∫
PL(v, w) log(λH) dµ(w) = log(λH).
Now we multiply both sides of the above inequality by tr (L(v)ρLL(v)
†),
integrate with respect to v (remember that
∫
tr (L(v))ρLL(v)
†) = 1) and we
get
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hµ(L)+
∫
tr (L(w)L(v)ρLL(v)
†L(w)†) log
(
tr (σHH(w)ρHH(w)
†)
)
dµ(w)dµ(v)
= hµ(L) +
∫
tr (L(w)φL(ρL)L(w)
†) log
(
tr (σHH(w)ρHH(w)
†)
)
dµ(w)
= hµ(L) +
∫
log
(
tr (σHH(v)ρHH(v)
†)
)
tr (L(v)ρLL(v)
†) dµ(v)
≤ log(λH).
As this is true for any L ∈ Φ, we take the sup over all such L to finally
get:
P (H) ≤ log(λH).

A natural question: is there a L ∈ Φ such that the supremum is attained?
Before trying to address this question we point out that given H as
above one can get the associated normalized Hˆ by the expression Hˆ =
1√
λH
σ
1/2
H Hσ
−1/2
H .
Note that σHˆ = Idk, ρHˆ = σ
1/2
H ρHσ
1/2
H e λHˆ = 1. Therefore,∫
log
(
tr (σHˆHˆ(v)ρHˆHˆ(v)
†)
)
tr (L(v)ρLL(v)
†) dµ(v)
=
∫
log
(
tr (
1
λH
σ
1/2
H H(v)σ
−1/2
H σ
1/2
H ρHσ
1/2
H σ
−1/2
H H(v)
†σ1/2H )
)
tr (L(v)ρLL(v)
†) dµ(v)
=
∫
log
(
tr (
1
λH
σHH(v)ρHH(v)
†)
)
tr (L(v)ρLL(v)
†) dµ(v)
=
∫
log
(
tr (σHH(v)ρHH(v)
†)
)
tr (L(v)ρLL(v)
†) dµ(v)− log(λH).
From the above reasoning we get:
Theorem 4.7 Assume that H : Mk → Mk is irreducible, square integrable
and H(v) 6= 0, for µ-a.e.. If Hˆ denotes the associated normalization, then,
P (Hˆ) = P (H)− log(λH).
Note that Hˆ ∈ Φµ.
Theorem 4.8 If H is irreducible, square integrable and H(v) 6= 0, for µ-
a.e., then,
P (H) = log λH .
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Proof: We already know that P (H) ≤ log λH . We will show that there
exists an irreducible and stochastic L which attains the supremum. In order
to do that we take an orthonormal basis {| i 〉}i=1,2,..,k of CK . Then, we define
an operator P such that P | i+ 1 〉 = | i 〉 (for instance, P =∑ki=1| i 〉〈 i+ 1 |
and by convention | 1 〉 = | k + 1 〉).
Note that the dual of P is P † =
∑
i| i+ 1 〉〈 i |. This is so because given
u, v ∈ Ck, we get that
〈 u , Pv 〉 =
∑
i
〈 u , | i 〉〈 i+ 1 |v 〉 =
∑
i
〈 | i+ 1 〉〈 i |u , v 〉 = 〈P †u , v 〉.
Moreover, P †P = Idk. Indeed,∑
i,j
| j + 1 〉〈 j || i 〉〈 i+ 1 | =
∑
i
| i 〉〈 i | = Idk.
Now, take Q = (qij) the matrix with qkk = −1, qii = 1, for i = 1, ..., k−1,
and qij = 0 otherwise. Note that Q
†Q = Idk.
Consider ρH , σH , λH given by theorem 3.4, where tr (ρH) = 1 and tr (σHρH) =
1 and ϕ(v) =
√
1
λH
tr (σHH(v)ρHH(v)†).
Note that if #supp µ = 1,H can’t be irreducible because any eingenvector
of H(v) for v ∈ suppµ generates an invariant subspace.
There exist v1, v2 ∈ supp µ with ϕ(vi) 6= 0 by hypothesis. Take O an open
set with v1 ∈ O and d(O, v2) > 0. Now we can define L by L(v) = ϕ(v)P ,
for v /∈ O, and L(v) = ϕ(v)Q, for v ∈ O.
Observe that L(v)†L(v) = |ϕ(v)|2 Idk, for all v, and
∫ |ϕ(v)|2 dµ(v) = 1.
This implies that Φ∗L(Idk) = Idk.
Suppose that E is an invariant subspace of Ck for all L(v) with v ∈ suppµ.
Of course, as ϕ(vi) 6= 0, E is invariant for P and Q. In this sense, taking
x = (x1, ..., xk) ∈ E, we get Qx = (x1, ...,−xk) ∈ E. As E is a linear sub-
space this implies that (x1, ..., xk−1, 0) ∈ E, and (0, ..., 0, xk) ∈ E. Taking
P n(0, ..., 0, xk), for n = 0, ..., k − 1, if xk 6= 0, we get a base of Ck in E.
Therefore, if xk 6= 0, we have E = Ck. On the other hand, if initially xk = 0,
we take P nx, where (P nx)k 6= 0, and we use the previous argument. If there
is no x ∈ E and n such that (P nx)k 6= 0, then E = {0}. Therefore, ΦL is
irreducible.
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To show that L satisfy the supremum for pressure, from inequality (4.5),
it is enough to show that
tr (L(w)L(v)ρLL(v)
†L(w)†)
tr (L(v)ρLL(v)†)
=
1
λH
tr (σHH(w)ρHH(w)
†).
In order to get this, observe that
tr (L(w)L(v)ρLL(v)
†L(w)†)
= tr (L(v)ρLL(v)
†L(w)†L(w))
= tr (L(v)ρLL(v)
†) |ϕ(w)|2
Therefore,
tr (L(w)L(v)ρLL(v)
†L(w)†)
tr (L(v)ρLL(v)†)
=
1
λH
tr (σHH(w)ρHH(w)
†),
and this is the end of the proof.

5 Process Xn, n ∈ N, taking values on P (Ck)
Consider a fixed measure µ on Mk and a fixed L : Mk → Mk, such that,∫
Mk
‖L(v)‖2 dµ(v) <∞, and, also that φL is irreducible and stochastic.
Note that if, for example, µ is a probability and the the function v →
‖L(v)‖ is bounded we get that ∫
Mk
‖L(v)‖2 dµ(v) <∞.
Denote by P (Ck) the projective space on Ck with the metric d(xˆ, yˆ) =
(1 − |〈 x , y 〉|2)1/2, where x, y are representatives with norm 1 and 〈 · , · 〉 is
the canonical inner product.
We make a choice of representatives and from now on for generic xˆ, yˆ
the associated ones are denoted by x, y. We assume ”continuity” on these
choices.
Take xˆ ∈ P (Ck) and S ⊂ P (Ck). For a stochastic φL we consider the
kernel
ΠL(xˆ, S) =
∫
Mk
1S(L(v) · xˆ) ‖L(v)x‖2 dµ(v), (2)
where the norm above is the Hilbert-Schmidt one.
Above L(v) · xˆ denotes the projectivized element in P (Ck).
As φL is stochastic we get that ΠL(xˆ, P (C
k)) = 1. ΠL(xˆ, S) describes the
probability of getting in the next step a state in S, if the system is presently
17
at the state xˆ.
Remember that tr (L(v)pixˆL(v)
†) = ‖L(v)x‖2, where pixˆ = | x 〉〈 x | and x
are representatives of norm 1 in the class of xˆ.
This discrete time process (described by the kernel) taking values on
P (Ck) is determined by µ and L. If ν is a probability on the Borel σ-algebra
B of P (Ck) define
νΠL(S) =
∫
P (Ck)
ΠL(xˆ, S) dν(xˆ)
=
∫
P (Ck)×Mk
1S(L(v) · xˆ) ‖L(v)x‖2 dν(xˆ)dµ(v).
νΠL is a new probability on P (C
k) and ΠL is a Markov operator. The
above definition of ν → νΠL is a simple generalization of the one in [11],
where the authors take the L consider here as the identity transformation.
The map ν → ν ΠL (acting on probabilities ν) is called the Markov op-
erator obtained from φL in the paper [20] . There the a priori measure µ is
a sum of Dirac probabilities. Here we consider a more general setting.
Definition 5.1 We say that the probability ν over P (Ck) is invariant for
ΠL, if νΠL = ν.
The natural question is: does exist such invariant probability for ΠL ?
About the question of existence, we are going to prove that the kernel de-
fined above is a continuous Markov operator (in the weak-star topology). So,
leaving the compact set of probabilities over P (Ck) invariant, by the Markov-
Kakutani theorem there exists a fixed point, which means that there exists an
invariant probability. We would like to use proposition 2.10 in [25]. In order
to do that we only need to find a linear operator U : B(P (Ck))→ B(P (Ck))
such that 〈Uf, ν〉 = 〈f, νΠL〉. Here, B(P (Ck)) stands for continuous and
bounded functions from P (Ck) to C with the C0 norm. When such U exists
we say that the Markov operator ΠL is Feller.
According to proposition 2.10 in [25] if such U exists, then, there is a
fixed point probability in P (Ck).
In example 8.5 we calculate the explict expression of the invariant prob-
ability ν.
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Theorem 5.2 Suppose that L is such that
∫
Mk
‖L(v)‖2 dµ(v) < ∞. Then,
there exists at least one invariant probability ν for the Markov operator ΠL.
Proof: Define U : B(P (Ck))→ B(P (Ck)) by
Uf(xˆ) =
∫
Mk
f(L(v) · xˆ) ‖L(v)x‖2 dµ(v).
Notice that
〈Uf, ν〉 =
∫
P (Ck)
Uf(xˆ) dν(xˆ)
=
∫
P (Ck)×Mk
f(L(v) · xˆ) ‖L(v)x‖2 dµ(v)dν(xˆ)
=
∫
P (Ck)
f(xˆ) d(νΠL)(xˆ) = 〈f, νΠL〉.
Therefore, 〈Uf, ν〉 = 〈f, νΠL〉.
Then, we only need to prove that Uf is a continuous and bounded func-
tion of P (Ck).
Consider a sequence (xˆn) ∈ P (Ck), such that, xˆn −→ xˆ ∈ P (Ck). We are
going to show that Uf(xˆn) −→ Uf(xˆ). Define F, Fn :Mk → C by
Fn(v) = f(L(v) · xˆn) ‖L(v)xn‖2
and
F (v) = f(L(v) · xˆ) ‖L(v)x‖2
This way, Uf(xˆn) =
∫
Fn(v)dµ(v) and Uf(xˆ) =
∫
F (v)dµ(v). Since the
function f and the norm are continuous, we have Fn(v) −→ F (v), for all
v ∈Mk.
Also,
‖Fn(v)‖ = ‖f(L(v) · xˆn)‖ · ‖L(v)xn‖2 ≤ ‖f‖∞ tr (L(v)| xn 〉〈 xn |L(v)†)
= ‖f‖∞ tr (| xn 〉〈 xn |L(v)L(v)†) ≤ ‖f‖∞ tr (L(v)L(v)†) = ‖f‖∞ ‖L(v)‖2 .
As
∫ ‖L(v)‖2 dµ(v) <∞, we can apply Lebesgue Dominated Convergence
Theorem to conclude that
Uf(xˆn) =
∫
Fn(v)dµ(v) −→
∫
F (v)dµ(v) = Uf(xˆ).
So we have that Uf is continuous. It’s clear that Uf is bounded since is
defined in a compact set. This is the end of the proof. 
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6 Process ρn, n ∈ N, taking values on Dk
For a fixed µ over Mk and L such φL is irreducible and stochastic, one can
naturally define a process (ρn) on Dk = {ρ ∈Mk : tr ρ = 1 and ρ ≥ 0} which
is called quantum trajectory by T. Benoist, M. Fraas, Y. Pautrat, and C.
Pellegrini. Given a ρ0 initial state, we get
ρn =
L(v)ρn−1L(v)∗
tr (L(v)ρn−1L(v)∗)
with probability
tr (L(v)ρn−1L(v)∗)dµ(v), n ∈ N.
This process has similarities with previous one in P (Ck) and we explore
some relations between them. In this section we follow closely the notation
of [11].
We want to relate the invariant probabilities of last section with the fixed
point ρinv = ρ
L
inv of φL.
First, denote Ω := MNk , and for ω = (ωi)i∈N, take φn(ω) = (ω1, ..., ωn).
We also denote by M the Borel sigma algebra Mk. For all, n ∈ N, consider
On the sigma algebra on Ω generated by the cylinder sets of size n, that
is, On := pi−1n (Mn). We equip Ω with the smaller sigma algebra O which
contains all On, n ∈ N.
Denote Jn := B ⊗ On and J := B ⊗ O. In this way, (P (Ck) × Ω,J )
is an integrable space. By abuse of language we consider Vi : Ω → Mk as
a random variable Vi(ω) = ωi. We also introduce another random variable
Wn := L(Vn)...L(V1), where Wn(ω) = L(ωn)...L(ω1).
We point out that here (we follow the notation of [11]) the symbol ⊗ does
not represents tensor product.
For a given a probability ν on P (Ck), we define for S ∈ B and On ∈ On
another probability
Pν(S × On) :=
∫
S×On
‖Wn(ω)x‖2 dν(xˆ)dµ⊗n(ω).
Remark 6.1 We can extend the above probability Pν over B⊗O. We claim
that Pν,n, n ∈ N, is a consistent family over the cylinders of size n (then, we
can use the Caratheodory-Kolmogorov extension theorem).
20
Indeed,
Pν,n+1(S × On ×Mk) =
∫
S×On×Mk
wwWLn+1(ω)xww2 dν(xˆ)dµ⊗n+1(ω)
=
∫
S×On×Mk
tr
(
L(ωn+1)L(ωn)...L(ω1)pixˆL(ω1)
†...L(ωn)†L(ωn+1)†
)
dν(xˆ)dµ⊗n+1(ω)
=
∫
S×On
tr
(
L(ωn)...L(ω1)pixˆL(ω1)
†...L(ωn)†
∫
Mk
L(ωn+1)
†L(ωn+1)dµ(ωn+1)
)
dν(xˆ)dµ⊗n(ω)
=
∫
S×On
‖Wn(ω)x‖2 dν(xˆ)dµ⊗n(ω)
= Pν,n(S × On).
Note that Pν(Wnx = 0) = 0, therefore, we define the expression for each n
and then extend it. In this way Wn(ω)x 6= 0. Remember that Wn(ω) · xˆ is
the representative of the class Wn(ω)x, when Wn(ω)x 6= 0.
Denote Eν the expected value with respect to Pν . Now observe that
for a ν probability on P (Ck), if piX0 is a orthogonal projection on subspace
generated by X0 on C
k, we have
ρν := Eν(piX0) =
∫
P (Ck)
pix0 dν(x0).
We call ρν barycenter of ν, and it’s easy to see that ρν ∈ Dk.
Note that for each ρ ∈ Dk, exists (vn) an orthonormal basis of eigenvec-
tors with eigenvalues ai such that ρ =
∑
i aipivi . Therefore, exists ν =
∑
aiδvi
such that ρν = ρ.
We collect the above results in the next proposition (which was previously
stated as Proposition 2.1 in [11] for the case L = I).
Proposition 6.2 If ν is invariant for ΠL, then
ρν = Eν(piXˆ0) = Eν(piXˆ1) = φL(ρν).
Therefore, for an irreducible L, every invariant measure ν for ΠL has the
same barycenter.
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We point out that in this way we can recover ρinv, the fixed point of φL,
by taking the barycenter of any invariant probability (the quantum channel
φL admits only one fixed point). That is, for any invariant probability ν for
ΠL, we get that ρν = ρinv.
Note that the previous process can be seen as ρn : Ω → Dk, such that,
ρ0(xˆ, ω) = ρν and, and n ∈ N
ρn(ω) =
Wn(ω)ρ0Wn(ω)
∗
tr (Wn(ω)ρ0Wn(ω)∗)
.
Using an invariant ρ we can define an Stationary Stochastic Process taking
values on Mk. That is, we will define a probability P over Ω = (Mk)
N.
Take On ∈ On and define
P
ρ(On) =
∫
On
tr (Wn(ω)ρWn(ω)
∗) dµ⊗n(ω).
The probability P on Ω defines a Stationary Stochastic Process.
7 Φ-Erg and irreducible is Generic
Definition 7.1 Given L : Mk → Mk, µ on Mk and E subspace of Ck, we
say that E is (L, µ)-invariant, if L(v)E ⊂ E, for all v ∈ suppµ.
Definition 7.2 Given L : Mk → Mk, µ on Mk, we say that L is Φ-Erg
for µ, if there exists an unique minimal non-trivial space E, such that, E is
(L, µ)-invariant.
In [24] it is shown that (when considering the above definition) in the
case the space E is equal to Ck, then L is irreducible for µ (or, µ-irreducible)
in the sense of Definition 3.2.
Consider B(Mk) = {L : Mk → Mk |L is continuous and bounded} where
‖L‖ = supv∈Mk ‖L(v)‖.
Proposition 7.3 Given L ∈ B(Mk), µ over Mk and ε > 0, there is v1 ∈
suppµ and Lε ∈ B(Mk), such that, ‖L− Lε‖ < ε2 and Lε(v1) has k distinct
eigenvalues.
Proof: Take v1 ∈ suppµ. Denote by J the Jordan canonical form for
the complex matrix L(v1) and take B such that L(v1) = B
−1JB. Define
Dn = (di,j)i,j ∈Mk, where
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di,j =
{
1 if i = n and j = n
0 otherwise.
Now, we look for each diagonal element of J . If the first, i.e., the element
(1, 1) is zero, we sum δ
4
D1. If the second element is not different from the
first or is not different of zero, then, we sum δ
2i
D2, where i > 2 is chosen to
satisfy both. We repeat this process until all the elements of diagonal are
considered. After that, we get that all diagonal elements of J +
∑
j
δ
2ij
Dj are
different and none is zero. Moreover,
wwwww
∑
j
δ
2ij
Dj
wwwww ≤
∑
j
ε
2ij
≤ δ
2
.
We define Dδ =
∑
j
δ
2ij
Dj and Lε = L+B
−1DδB. Therefore, ‖Lε − L‖ =
wwB−1DδBww ≤ δ
2
wwB−1ww ‖B‖. Choosing δ < ε‖B−1‖‖B‖ we get
‖Lε − L‖ < ε
2
.
Therefore, as J +Dδ has the same eigenvalues of Lε(v1), we finished the
proof.

Lemma 7.4 Consider eigenvectors vi ∈ Ck, 1 ≤ i ≤ n of a linear trans-
formation A with respective eigenvalues λi, where λi 6= λj, for i 6= j. If a
subspace F ⊆ Ck is invariant for A and satisfies for some non-null constants
α1, ..., αn ∈ C
α1v1 + ...+ αnvn ∈ F,
then, vi ∈ F for all 1 ≤ i ≤ n.
Proof. We proceed by induction. Suppose n = 2. Since A(α1v1+α2v2) ∈
F and λ1(α1v1 + α2v2) ∈ F , we have
λ1(α1v1 + α2v2)− A(α1v1 + α2v2)
= λ1(α1v1 + α2v2)− (λ1α1v1 + λ2α2v2)
= (λ1 − λ2)α2v2 ∈ F.
Therefore, v1, v2 ∈ F . Now, assuming that the claim is true for every
n ≤ k, we get
λk+1(α1v1 + ... + αk+1vk+1)−A(α1v1 + ... + αk+1vk+1) ∈ F.
Which means (λk+1 − λ1)α1v1 + ... + (λk+1 − λk)αkvk ∈ F. From the
hypothesis, this implies v1, ..., vk ∈ F . It follows that vk+1 ∈ F .
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Theorem 7.5 Given L ∈ B(Mk), µ over Mk with #suppµ > 1 and ε > 0,
there exists Mδ ∈ B(Mk), such that, ‖L−Mδ‖ < ε and Mδ is irreducible for
µ.
Proof. Given an ε > 0, take v1 ∈ supp µ, the respective Lε from Proposi-
tion 7.3 and moreover {x1, ..., xk} such that they are a base of eigenvectors
of Lε(v1), with corresponding eigenvalues λi. If Lε is irreducible for µ, we
are done. Otherwise, there exists a decomposition in E1, ..., En minimal
non-trivial subspaces that are invariant for all Lε(v), with v in supp µ and
k > dimE1 ≥ dimEi, for all i.
Remember that Ei ∩ Ej = {0} and since all Ei are invariant for Lε(v1),
they are generated by some of its eigenvectors.
Relabel x1, ..., xk in such way that we get:
E1 = 〈x1, ..., xd1〉, E2 = 〈xd1+1, ..., xd2〉, ..., En = 〈xdn−1+1, ..., xdn〉 and
K = 〈xdn+1, ..., xk〉, with Ck = E1 ⊕ ... ⊕ En ⊕K, where K is either {0} or
is not invariant for all Lε(v).
Now, define the linear transformation A : Ck → Ck by A(xj) = xj+1,
if j 6= k and A(xk) = x1. Consider, for a δ > 0, the operator Mδ(v) =
Lε(v) +
δϕ(v)
2‖A‖A, where ϕ(v) =
‖v−v1‖
‖v‖+‖v1‖ ≤ 1. Denote c(v) =
δϕ(v)
2‖A‖ ≥ 0. Note
that c(v) > 0, for all v 6= v1. Notice that Mδ(v1) = Lε(v1). The idea here is
to make an element xi move to all of the others subspaces, making impossible
to have an invariant and proper subspace for all Mδ(v). This combined with
the proximity of the original L will gives us the result.
Claim: There exists a δ > 0, such that the only non-trivial (and therefore
minimal) subspace invariant for all Mδ(v), with v ∈ supp µ, is Ck.
Suppose F ⊆ Ck is such a subspace. There exists a non-trivial element
α1x1 + ...αkxk ∈ F ∩ Ei, for some constants al ∈ Ck and some i. This is so
because if K is {0} or not invariant for Mδ(v1) = Lε(v1), then F 6⊂ K. Since
not all ai can be zero, we have by the above lemma that some xj ∈ F .
We take a matrix v2 ∈ supp µ, v2 6= v1. Now,
Mδ(v2)xj = Lε(v2)xj + c(v2)Axj = Lε(v2)xj + c(v2)xj+1 ∈ F.
As Ei is invariant for Lε(v2), we get that
Lε(v2)xj =
di∑
m=di−1+1
αmxm.
Now, again, F is invariant for Mδ(v1) = Lε(v1), and then
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Lε(v1)Mδ(v2)(xj) = Lε(v1)

 di∑
m=di−1+1
αmxm + c(v2)xj+1


=
di∑
m=di−1+1
λmαmxm + c(v2)λj+1 xj+1 ∈ F.
Moving on, Lε(v1)Mδ(v2)xj − λj+1 ·Mδ(v2)xj ∈ F . This means
di∑
m=di−1+1
(λm − λj+1)αmxm ∈ F.
By the lemma, xm ∈ F , for allm which are not j+1 and the corresponding
αm is not zero. Now, suppose that xj+1 /∈ Ei (this excludes the possibility of
m = j+1 above). In this way, αmxm ∈ F , for all m ∈ {di−1+1, ..., di}, with
no exceptions. It follows that
∑
m αmxm ∈ F and
Mδ(v2)xj −
di∑
m=di−1+1
αmxm ∈ F
=
di∑
m=di−1+1
αmxm + c(v2)xj+1 −
di∑
m=di−1+1
αmxm
= c(v2)xj+1 ∈ F.
As c(v2) 6= 0, we get xj+1 ∈ F. We can repeat the argument to get that
xi ∈ F , for all i. This implies that F = Ck.
If the above if we have that xj+1 ∈ Ei, then
Mδ(v2)xj −
di∑
m=di−1+1
m6=j+1
αmxm ∈ F.
This means c(v2)xj+1+αj+1xj+1 ∈ F. If c(v2)+αj+1 = 0 we get a problem.
In order to fix this, we need that δϕ(v2)
2‖A‖ 6= −αj+1 ⇐⇒ δ 6= −2αj+1‖A‖ϕ(v2) .
But, note that αj+1 does not depend on δ. In fact, it appears only in the
decomposition
Lε(v2)xj =
di∑
m=di−1+1
αmxm.
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Since we can do this decomposition for all j, we only have to check that
δ /∈
{−2αj+1 ‖A‖
ϕ(v2)
; 1 ≤ j ≤ dn
}
.
Taking δ small enough, we accomplish this and also we get δ < ε. Now,
we get the claim in the same way: xj+1 ∈ F and F = Ck. So, for this δ we
get that Mδ is irreducible. Finally,
‖L−Mδ‖ ≤ ‖L− Lε‖+ ‖Lε −Mδ‖ < ε/2 +
wwwwδϕ(v)A2 ‖A‖
wwww < ε.

Definition 7.6 For a fixed a measure µ over Mk, define
Bµ(Mk) = {L ∈ B |L is µ-irreducible},
and
BΦµ (Mk) = {L ∈ B |L is Φ-Erg for µ}.
Corollary 7.7 Given µ over Mk with #suppµ > 1, Bµ(Mk) is dense on
B(Mk).
Proof: It follows form the above.

Proposition 7.8 Bµ(Mk) is open for a fixed µ on Mk.
Proof: Consider En a non-trivial (Ln, µ)-invariant subspace and Pn the
projection on the En subspace.
The (Ln, µ)-invariance is equivalent to say that Ln(v)Pn = PnLn(v)Pn,
for all v ∈ suppµ. Therefore, there is a subsequence such that Pni → P ,
where P is a projection. Rename Pn → P . Furthermore, Ln → L, thus
PnLn(v)Pn = Ln(v)Pn → PL(v)P = L(v)P , for all, v ∈ suppµ. This implies
that E := ℑ(P ) is (L, µ)-invariant for L. Of course, E is not the trivial
space because ‖P‖ = 1. Moreover, we know that ker(Pn) is non-trivial for
all n, once Ln is not µ-irreducible. So, take xn ∈ ker(Pn) with ‖xn‖ = 1,
and rename it in order to get a subsequence such that xn → x. Observe
that Pnxn = 0, for all n and Pnxn → Px. This implies that Px = 0 and, of
course, ker(P ) is non-trivial. Hence, E 6= Ck and L is not µ-irreducible.

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Proposition 7.9 BΦµ (Mk) is open for a fixed µ on Mk.
Proof: Take Ln → L such that Ln is not Φ-Erg. Therfore, there exists
E1,n ⊕ E2,n ⊕ E0,n = Ck, with Ei,n minimal (Ln, µ)-invariant for Ln, where
i = 1, 2 and E0,n is not necessarily (Ln, µ)-invariant. Take Pi,n the projection
in Ei,n. Rename them in order to get a subsequence such that Pi,n → Pi, for
all i = 1, 2, 0. Consider Mi,n(v) = Li,n(v)Pi,n. Then, Mi,n → Mi(·) = L(·)Pi.
Observe that Ei,n is (Ln, µ)- invariant for Mi,n, when i = 1, 2, and if Ei :=
ℑPi, Ei is invariant for Mi, when i = 1, 2, using the same argument as the
one used in Proposition 7.8.
(M1,n+M2,n+M0,n)(v) = Ln(v)(P1,n+P2,n+P0,n) = Ln(v) which implies
that L = M1 + M2 + M0. Therefore, Ei is (L, µ)-invariant, for i = 1, 2.
If x ∈ E1 we know that limn ‖P1,nx− x‖ = ‖P1x− x‖ = 0, so defining
xn := P1,nx ∈ E1,n, we get xn → x. As 0 = P2,nxn → P2x, we know
x ∈ kerP2 and therefore x /∈ E2. This argument shows that E1 ∩ E2 = {0},
hence L is not Φ-Erg because it admits two (L, µ)-invariant subspaces.

Corollary 7.10 Given µ over Mk with #suppµ > 1, BΦµ (Mk) is open, dense
and, therefore, generic.
8 Some examples
Example 8.1 Let V2n = c ·
(
1
2n
0
0 0
)
and V2n−1 = d ·
(
0 1
2n−1
0 0
)
, for all
n ≥ 1 (with constants c and d to be defined). Then,
V †2nV2n =
c2
(2n)2
·
(
1 0
0 0
)
and V †2n−1V2n−1 =
d2
(2n− 1)2 ·
(
0 0
0 1
)
.
Setting L = I and µ =
∑∞
n=1 δVn, we have∫
Mk
L(v)†L(v)dµ(v) =
∞∑
n=1
V †nVn
= c2
(
1 0
0 0
) ∞∑
n=1
1
(2n)2
+ d2
(
0 0
0 1
) ∞∑
n=1
1
(2n− 1)2 .
Choosing
c =
( ∞∑
n=1
1
(2n)2
)−1/2
and d =
( ∞∑
n=1
1
(2n− 1)2
)−1/2
,
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we get
∫
L(v)†L(v)dµ(v) = Id. Now, notice that
∫
‖L(v)‖ dµ(v) = c ·
∞∑
n=1
1
2n
+ d ·
∞∑
n=1
1
2n− 1 =∞,
whereas ‖L(v)‖0 ≤ max{c, d} < ∞, for all v ∈ supp(µ). Even when the
last integral is not finite, the limitation on the norm above should produce
an invariant probability for the kernel, accordingly to theorem 5.2. To show
this will be our goal. Before that, we will compute the action of the quantum
channel (in order to clear out what is the fixed density).
For a general density ρ =
(
ρ1 ρ2
ρ3 ρ4
)
, we have
V2nρV
†
2n =
c2
(2n)2
(
1 0
0 0
)(
ρ1 ρ2
ρ3 ρ4
)(
1 0
0 0
)
=
c2
(2n)2
(
ρ1 0
0 0
)
,
and
V2n−1ρV
†
2n =
d2
(2n− 1)2
(
0 1
0 0
)(
ρ1 ρ2
ρ3 ρ4
)(
0 0
1 0
)
=
d2
(2n− 1)2
(
ρ4 0
0 0
)
.
That is,
φL(ρ) =
∞∑
n=1
(
c2
(2n)2
ρ1 +
d2
(2n− 1)2ρ4
)(
1 0
0 0
)
= (ρ1 + ρ4)
(
1 0
0 0
)
= tr (ρ) · | e1 〉〈 e1 | = | e1 〉〈 e1 |.
This φL is not irreducible but it is an interesting example. It is a case
where the invariant probability is unique as we will see soon.
Clearly, the only fixed point for φL is ρinv = | e1 〉〈 e1 |. What we should
expect for invariant probabilities over P (Ck)? As the fixed point is itself a
projection and the proposition 6.2 says it is an average of projections around
any invariant probabilty, the only option is a probability concentrated in eˆ1,
which is ν = δeˆ1. Let’s check that it is really the case.
For a general probability ν over P (Ck) and a Borel set B ⊂ P (Ck), we
have
νΠL(B) =
∫
Mk
∫
P (Ck)
1B(L(v)xˆ) ‖L(v)x‖2HS dµ(v)dν(xˆ)
=
∫
P (Ck)
∞∑
n=1
[
1B(V2nxˆ) ‖V2nx‖2HS + 1B(V2n−1xˆ) ‖V2n−1x‖2HS
]
dν(xˆ).
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Notice that V2n · xˆ = eˆ1 for x 6= e2 and V2n−1 · xˆ = eˆ1 for x 6= e1, whereas
V2ne1 = V2n−1e2 = 0. Also, for a representative x = (x1, x2) of norm 1, we
got (| x 〉〈 x |)ij = xixj. So,
tr (V2n | x 〉〈 x | V †2n) =
c2
(2n)2
· (| x 〉〈 x |)11 = c
2
(2n)2
|x1|2,
and
tr (V2n−1 | x 〉〈 x | V †2n−1) =
d2
(2n− 1)2 · (| x 〉〈 x |)22 =
d2
(2n− 1)2 |x2|
2.
Then,
νΠL(B) =
∫
P (Ck)
∞∑
n=1
1B(eˆ1)
[
c2
(2n)2
|x1|2 + d
2
(2n− 1)2 |x2|
2
]
dν(xˆ)
=
∫
P (Ck)
1B(eˆ1)(|x1|2 + |x2|2)dν(xˆ)
=
∫
P (Ck)
1B(eˆ1)dν(xˆ)
= 1B(eˆ1).
We conclude that if νΠL = ν, then ν = δeˆ1. We also get a bonus: the
invariant probability is unique.
In order to illustrate proposition 6.2 (under the irreducible condition) we
write down the following example.
Example 8.2 The next example is somehow related to example 8.5. Let’s
define
V1 =
(
1 0
0 0
)
and V2 =
(
0 1
0 0
)
.
These two matrices generate the same elements which we will consider in
example 8.5, since for µ = δV1 + δV2,
φI(ρ) = V1ρV
†
1 + V2ρV
†
2 = | e1 〉〈 e1 |.
Also, we get that φI is not irreducible and the objects we compute later
(like invariant probability ν = δeˆ1) does not make any sense. To fix this
problem, we introduce
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V3 =
(
0 0
1 0
)
and V4 =
(
0 0
0 1
)
.
Notice that these two matrices generates another channel ψ that maps
every density ρ into | e2 〉〈 e2 |. So, it is also not irreducible. Now, redefining
µ = 1
2
∑4
i=1 δVi, we get that
φI(ρ) =
1
2
4∑
i=1
ViρV
†
i =
1
2
(| e1 〉〈 e1 |+ | e2 〉〈 e2 |) = 1
2
Id.
In this case µ is a measure and not a probability.
We compute the products
V †1 V1 = V1, V
†
2 V2 = V4,
and
V †3 V3 = V1 and V
†
4 V4 = V4.
In this way, the dual φ∗I is
φ∗I(Id) =
1
2
4∑
i=1
V †i Vi = V1 + V4 = Id,
and, φI is stochastic. As Id > 0, we get that (I+φ)(ρ) = ρ+φ(ρ) = ρ+Id >
0, and so φ is irreducible. Clearly, ρinv =
1
2
Id.
Now, for a general ν over P (Ck) and a Borel set B ⊂ P (Ck), we get
νΠI(B) =
∫
P (Ck)
∫
Mk
1B(L(v)xˆ) ‖L(v)x‖2HS dµ(v)dν(xˆ)
=
∫
P (Ck)
4∑
i=1
1
2
1B(Vixˆ) ‖Vix‖2HS dν(xˆ).
Remember that
V1 | x 〉〈 x | V †1 =
( |x1|2 0
0 0
)
, V2 | x 〉〈 x | V †2 =
( |x2|2 0
0 0
)
,
V3 | x 〉〈 x | V †3 =
(
0 0
0 |x1|2
)
and V4 | x 〉〈 x | V †4 =
(
0 0
0 |x2|2
)
.
So,
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νΠI(B) =
1
2
∫
P (Ck)
[1B(V1xˆ)+1B(V3xˆ)]|x1|2+[1B(V2xˆ)+1B(V4xˆ)]|x2|2 dν(xˆ)
=
1
2
∫
P (Ck)
[1B eˆ1) + 1B(eˆ2)]|x1|2 + [1B(eˆ1) + 1B(eˆ2)]|x2|2 dν(xˆ)
=
1
2
∫
P (Ck)
1B(eˆ1) + 1B(eˆ2) dν(xˆ)
=
1
2
1B(eˆ1) + 1B(eˆ2)
=
1
2
δeˆ1(B) +
1
2
δeˆ2(B).
We conclude that if ν = νΠI , then ν =
1
2
δeˆ1 +
1
2
δeˆ2. Note that (see the
concept of barycenter in section 6)∫
P (Ck)
pix dν(xˆ) =
1
2
pie1 +
1
2
pie2 =
1
2
Id = ρinv.
Example 8.3 (L is a C∗-automorphism) Suppose that µ over Mk satis-
fies the conditions mentioned on the introduction, that is,
•
∫
Mk
v†v dµ(v) = Idk; and
•
∫
Mk
‖v‖2 dµ(v) <∞, where ‖·‖ is the Hilbert-Schmidt norm.
Take an unitary matrix U ∈ Mk and define L(v) = UvU †. Note thatwwUvU †ww2 = tr (UvU †) = tr (v) = ‖v‖2. Moreover,
∫
Mk
L(v)†L(v) dµ(v) =
∫
Mk
Uv†U †UvU † dµ(v)
= U
∫
Mk
v†v dµ(v)U †
= Idk.
Remark 8.4 The operators of the form L(v) = UvU †, for an unitary U , are
the C∗-automorphisms of Mk (see section 1.4 in [5]).
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In the next example we adapt the reasoning of an example 4 in [6] to the
present setting.
We will show that for a certain µ and L (and, quantum channel) the value
we get here for the entropy is equal to the classical entropy of a Markov Chain
(when the state space is finite).
Example 8.5 (Entropy of Markov chains) Suppose that P =
(
p00 p01
p10 p11
)
is a irreducible (in the classical sense for a Markov chain) column stochastic
matrix. Define µ over M2 by
µ =
4∑
i=1
δVi,
where the matrices Vi are
V1 =
( √
p00 0
0 0
)
, V2 =
(
0
√
p01
0 0
)
,
V3 =
(
0 0√
p10 0
)
and V4 =
(
0 0
0
√
p11
)
.
We take L = Idk and ΦI = ΦL, in order to get the quantum channel
Φ(ρ) =
4∑
1
ViρV
†
i ,
whose dual is
Φ∗(ρ) =
4∑
1
V †i ρVi.
Note that
V †1 V1 =
(
p00 0
0 0
)
, V †2 V2 =
(
0 0
0 p01
)
V †3 V3 =
(
p10 0
0 0
)
and V †4 V4 =
(
0 0
0 p11
)
, (3)
that is,
Φ∗(I) =
(
p00 + p10 0
0 p01 + p11
)
= I
The channel Φ is stochastic. We claim that the channel is irreducible
(later we will exhibit the associated invariant density operator ρ). Consider
first the positive operator
ρ =
(
ρ1 ρ2
ρ3 ρ4
)
where ρ1, ρ2 ∈ R and ρ3 = ρ2 (in order to get that ρ ≥ 0)
The several ViρV
†
i are given by:
ρ1 := V1ρV
†
1 =
(
p00ρ1 0
0 0
)
, ρ2 := V2ρV
†
2 =
(
p01ρ4 0
0 0
)
ρ3 := V3ρV
†
3 =
(
0 0
0 p10ρ1
)
and ρ4 := V4ρV
†
4 =
(
0 0
0 p11ρ4
)
(4)
It follows that
Φ(ρ) =
(
p00ρ1 + p01ρ4 0
0 p10ρ1 + p11ρ4
)
.
In the diagonal one can find the classical action on vectors of the Markov
Chain described by P .
In the same way for v = (v1, v2) ∈ C2, we get
〈 v |Φ(ρ)v 〉 = (p00ρ1 + p01ρ4)|v1|2 + (p10ρ1 + p11ρ4)|v2|2 ≥ 0.
Moreover, the equality just happen when
p00ρ1 + p01ρ4 = p10ρ1 + p11ρ4 = 0.
From this we get ρ1 = ρ4 = 0, because pij ≥ 0.
In this case, we get ρ = 0.
This means that , ρ 6= 0, ρ ≥ 0⇒ Φ(ρ) > 0, and, finally, we get that Φ is
positive improving. From this it follows that Φ is irreducible.
Now, we will look for the invariant density matrix. Assuming ρ1+ρ4 = 1,
we observe that Φ(ρ) = ρ⇒ ρ2 = ρ3 = 0, and{
ρ1 = p00ρ1 + p01ρ4
ρ2 = p10ρ1 + p11ρ4.
(5)
We get
(1− p00)ρ1 = p01ρ4 = p01(1− ρ1) = p01 − p01ρ1
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⇒ (1− p00 + p01)ρ1 = p01.
As P is irreducible, it follows that 0 < pij < 1 e 1 − p00 + p01 > 0. That
is,
ρ1 =
p01
1− p00 + p01 and ρ4 =
1− p00
1− p00 + p01 .
An invariant density matrix is
ρ =


p01
1− p00 + p01 0
0
1− p00
1− p00 + p01

 .
Note that pi = (ρ1, ρ4) ∈ R2 is the vector of probability which is invariant
for the stochastic matrix P (see (5)).
Now, we will estimate the entropy of the quantum channel Φ. Using (4)
in the expression tr (VjViρV
†
i V
†
j ) we get

tr (V1ρ
iV †1 ) = p00(ρ
i)1
tr (V2ρ
iV †2 ) = p01(ρ
i)4
tr (V3ρ
iV †3 ) = p10(ρ
i)1
tr (V4ρ
iV †4 ) = p11(ρ
i)4
For example,
tr (V3V1ρV
†
1 V
†
3 ) = tr (V3ρ
1V †3 ) = p10(ρ
1)1 = p10p00ρ1.
From this we get the table.
tr (VjViρV
†
i V
†
j ) i 1 2 3 4
j
1 p200ρ1 p00p01ρ4 0 0
2 0 0 p01p10ρ1 p01p11ρ4
3 p00p10ρ1 p10p01ρ4 0 0
4 0 0 p11p10ρ1 p
2
11ρ4
tr (ViρV
†
i ) p00ρ1 p01ρ4 p10ρ1 p11ρ4
The entropy we define on the text is given by
hµ(L) = −
∫
Mk×Mk
tr (L(v)ρL(v)†)P (v, w) log(P (v, w))dµ(v)dµ(w),
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where P (v, w) = tr (L(w)L(v)ρL(v)
†L(w)†)
tr (L(v)ρL(v)† )
.
We assumed before that L = I and µ =
∑
i δVi. Then, we finally get,
hµ(I) = −
4∑
i=1
4∑
j=1
tr (VjViρV
†
i V
†
j ) · log
(
tr (VjViρV
†
i V
†
j )
tr (ViρV
†
i )
)
= −[p200ρ1log(p00) + p00p10ρ1 log(p10) + p00p01ρ4 log(p00) + p10p01ρ4 log(p10)
+p01p10ρ1 log(p01) + p11p10ρ1 log(p11) + p01p11ρ4 log(p01) + p
2
11ρ4 log(p11)
]
= −[p00 log(p00)(p00ρ1 + p01ρ4) + p10 log(p10)(p00ρ1 + p01ρ4)
+p01 log(p01)(p10ρ1 + p11ρ4) + p11 log(p11)(p10ρ1 + p11ρ4)
]
= −p00 log(p00)ρ1 − p10 log(p10)ρ1 − p01 log(p01)ρ4 − p11 log(p11)ρ4
= −p00 log(p00)pi0 − p10 log(p10)pi0 − p01 log(p01)pi1 − p11 log(p11)pi1
= −
1∑
i,j=0
pijpij log(pij).
The last expression is the value of the classical Shannon-Kolmogorov en-
tropy of the stationary Markov Process associated to the line stochastic matrix
P = (pij)i,j=0,1 (see [28] and [23]).
The entropy is positive because the a priori µ is a measure (of mass equal
to 4) and not a probability.
Now, let’s look at the kernel ΠL and find an invariant probability. For a
given probability ν in P (Ck) and a Borel set B ⊂ P (Ck), we have
νΠL(B) =
∫
P (Ck)
∫
Mk
1B(L(v) · xˆ) ‖L(v)x‖2HS dµ(v)dν(xˆ),
which means
νΠL(B) =
∫
P (Ck)
4∑
i=1
1B(Vi · xˆ) ‖Vi x‖2HS dν(xˆ).
Note that
V1(xˆ) = eˆ1, if xˆ 6= eˆ2; V2(xˆ) = eˆ1, if xˆ 6= eˆ1;
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V3(xˆ) = eˆ2, if xˆ 6= eˆ2; V4(xˆ) = eˆ2, if xˆ 6= eˆ1
and V1(e2) = V2(e1) = V3(e2) = V4(e1) = 0.
It follows that
νΠL(B) =
∫
P (Ck)
1B(eˆ1) [‖V1xˆ‖+ ‖V2xˆ‖] + 1B(eˆ2) [‖V3xˆ‖+ ‖V4xˆ‖] dν(xˆ).
Now, we compute
tr (V1 | x 〉〈 x | V †1 ) = p00 |x1|2,
tr (V2 | x 〉〈 x | V †2 ) = p01 |x2|2,
tr (V3 | x 〉〈 x | V †3 ) = p10 |x1|2
and tr (V4 | x 〉〈 x | V †4 ) = p11 |x2|2.
In this way, we get
νΠL(B) =
∫
P (Ck)
1B(eˆ1) (p00 |x1|2+p01 |x2|2)+1B(eˆ2) (p10 |x1|2+p11 |x2|2) dν(xˆ).
From the last expression, we conclude that νΠL has support in the set
{eˆ1, eˆ2}.
In this way, if ν = νΠL, then it has to be equal to α · δeˆ1 + β · δeˆ2, with
constants α, β ≥ 0, such that, α+β = 1. As we know the expression for ρinv,
we can go further:
ρinv =
∫
P (Ck)
pix dν(xˆ) = α · pie1 + β · pie2.
As
ρinv =


p01
1− p00 + p01 0
0
1− p00
1− p00 + p01

 ,
we get that α =
p01
1− p00 + p01 and β =
1− p00
1− p00 + p01 .
In order to finish our example, we write down the invariant probability
ν =
p01
1− p00 + p01 · δeˆ1 +
1− p00
1− p00 + p01 · δeˆ2 = pi1 δeˆ1 + pi2 δeˆ2 ,
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and we point out that the two constants are no more no less then the entries
of the invariant probability vector pi = (pi1, pi2) for the Markov chain with
transitions P = (pij)i,j=1,2.
In this way the concept of entropy we considered before in section 4 is a
natural generalization of the classical Kolomogorov-Shannon entropy and the
process Xn, n ∈ N, of section 5 is a natural generalization of the classical
Markov Chain process.
Example 8.6 Consider a probability measure µ with support on the set
{
(
x −y
y x
)
| x, y ∈ R} ⊂M2,
such that has density f(x, y) = 1
4pi
e−
(x2 + y2)
2 (see also (9) in [13])
Taking L = I we get that ρ0 =
(
1/2 0
0 1/2
)
satisfies φI(ρ0) = ρ0.
Indeed the channel is given by
ρ =
(
a b
c d
)
→ φI(ρ) =
∫ ∫ (
x −y
y x
)(
a b
c d
)(
x y
−y x
)
1
4pi
e−
(x2 + y2)
2 dx dy =
(
1/2 b−c
2
c−b
2
1/2
)
.
Given a probability ν on P (Ck) the expression for the kernel is
νΠL(S) =
∫
P (Ck)
ΠL(wˆ, S) dν(wˆ) =
∫
P (Ck)×Mk
1S(L(v) · wˆ) ‖L(v)w‖2 dν(wˆ)dµ(v) =
∫
P (Ck)×Mk
1S
(
v1w1 − v2w2
v2w1 + v1 w2
)
(v21 + v
2
2)
1
4pi
e−
(v21 + v
2
2)
2 dv1 dv2 dν(wˆ).
Now, we will estimate the entropy (which will be negative).
Using the fixed density operator ρ0 =
(
1
2
0
0 1
2
)
we get (according to
section 4)
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P (v, w) =
tr (wvρ0v
†w†)
tr (vρ0v†)
.
We denote
w =
(
w1 −w2
w2 w1
)
and v =
(
v1 −v2
v2 v1
)
,
and we get
tr (vρ0v
†) =
1
2
tr
((
v1 −v2
v2 v1
)(
v1 v2
−v2 v1
))
=
1
2
(
v21 + v
2
2 0
0 v21 + v
2
2
)
= v21 + v
2
2
and
tr (wvρ0v
†w†) =
1
2
tr
(
w
(
v1 −v2
v2 v1
)(
v1 v2
−v2 v1
)
w†
)
= (v21 + v
2
2)tr (ww
†) = 2(v21 + v
2
2)(w
2
1 + w
2
2).
Thus, we get the following expression for the entropy (remember that∫∞
0
x3e−
x2
2 dx = 2):
hµ(L) = − 1
16pi2
∫
2(v21 + v
2
2)(w
2
1 + w
2
2) log(2(w
2
1 + w
2
2))e
− v
2
1+v
2
2
2 e−
w21+w
2
2
2 dv1dv2dw1dw2
= −1
2
∫ ∞
0
∫ ∞
0
r3vr
3
w log(2r
2
w)e
− r
2
v
2 e−
r2w
2 drvdrw
= −1
2
∫ ∞
0
[∫ ∞
0
r3ve
− r
2
v
2 drv
]
r3w log(2r
2
w)e
− r
2
w
2 drw
= − log(2)
∫ ∞
0
r3we
− r
2
w
2 drw − 2
∫ ∞
0
r3w log(rw)e
− r
2
w
2 drw
= −2 log(2)− 2
∫ ∞
0
r3w log(rw)e
− r
2
w
2 drw
≈ −3.61816
We use polar coordinates above.
The entropy is negative because the a priori µ is a probability.
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