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1 Introduction
This paper is concernedwith the existence of solutions of second-order impulsive dynamic
equations on time scales. More precisely, we consider the following boundary value prob-
lem:
(P)
⎧⎪⎪⎨⎪⎪⎩
–u(t) + λuσ (t) = f (t,uσ (t)); -a.e. t ∈ [,T]κ
T
,
u() =  = u(T),
u(t+j ) – u(t–j ) = Ij(u(t–j )), j = , , . . . ,p,
where the impulsive points tj ∈ J are right-dense points in an arbitrary time scale T, with
t =  < t < t < · · · < tp < tp+ = T . Here f : [,T]T ×R→R and Ij :R→R, j = , . . . ,p, are
continuous functions.
It is well known that the theory of impulsive dynamic equations provides a natural
framework for mathematical modeling of many real world phenomena. The impulsive ef-
fects exist widely in many evolution processes in which their states are changed abruptly
at certain moments of time.
Applications of impulsive dynamic equations arise in biology (biological phenomena
involving thresholds), medicine (bursting rhythmmodels), pharmacokinetics, mechanics,
engineering, chaos theory, etc.As a consequence, there has been a signiﬁcant development
in impulse theory in recent years.We can see some general and recent works on the theory
of impulsive diﬀerential equations; see [–] and the references therein.
For a second-order dynamic equation, we usually consider impulses in the position and
velocity. However, in the motion of spacecraft, one has to consider instantaneous im-
pulses depending on the position that result in jumpdiscontinuities in velocity, butwith no
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change in position. The impulses only on the velocity occur also in impulsive mechanics.
An impulsive problem with impulses in the derivative is considered in [].
Moreover, we are interested in the solutions of the impulsive nonlinear problem in time
scale with derivative dependence satisfying an impulsive condition.We can see, for exam-
ple, recent works on the theory of impulsive diﬀerential equations in [, , , , ].
There have been several approaches to studying the solutions of impulsive dynamic
equations on time scales, such as the method of lower and upper solutions, ﬁxed-point
theory [–]. Sobolev spaces of functions on time scales, which were ﬁrst introduced
in [], opened a very fruitful new approach in the study of dynamic equations on time
scales: the use of variational methods in the context of boundary value problems on time
scales (see [, ]) or in second-order Hamiltonian systems []. Moreover, the study of
the existence andmultiplicity of solutions for impulsive dynamic equations on time scales
has also been done by means of the variational method (see, for example, [, ]).
The aim of this paper is to use variational techniques and critical point theory to derive
the existence of multiple solutions to (P); we refer the reader to [–] for a broad intro-
duction to dynamic equations on time scales and to [, ] for variational methods and
critical point theory.
The paper is organized as follows. In Section  we gather together essential properties
about Sobolev spaces on time scales proved in [, , ] which one needs to read this
paper.
The goal of Section  is to exhibit the variational formulation for the impulsive Dirichlet
problem. As we will see, all these problems can be understood and solved in terms of
the minimization of a functional, usually related to the energy, in an appropriate space of
functions. The results presented in the part where we address the linear problem are basic
but crucial to revealing that a problem can be solved by ﬁnding the critical points of a
functional. Moreover, we prove some suﬃcient conditions for the existence of at least one
positive solution to (P).
To ﬁnish, in Section , we present an impulsive nonlinear problemwith linear derivative
dependence. We transform the problem into an equivalent one that has no dependence
on the derivative, and then we prove that the problem has at least one solution. Also, with
additional conditions in nonlinearities and impulse functions, we can show the existence
of at least two solutions by using the mountain pass theorem.
2 Preliminaries
Let T be an arbitrary time scale. We assume that T has the topology that it inherits from
the standard topology on R. Assume that a < b are points in T and deﬁne the time scale
interval [a,b]T = {t ∈ T : a≤ t ≤ b}. We denote J = [a,b)T.
Below we set out some results proved in [, ] about Sobolev spaces on time scales.
Deﬁnition. Let p ∈ R¯ be such that p≥  and u : J → R¯.We say that u belongs toW ,p (J)
if and only if u ∈ Lp(J), and there exists g : Jκ → R¯ such that g ∈ Lp(J) and∫
J
(
u · ϕ)(s)s = –∫
J
(
g · ϕσ )(s)s ∀ϕ ∈ C,rd(Jk)
with
C,rd
(
Jk
)
=
{
u : J →R : u ∈ Crd
(
Jk
)
,u(a) = u(b) = 
}
,
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and Crd(Jκ ) is the set of all continuous functions on J such that they are -diﬀerentiable
on Jκ and their -derivatives are rd-continuous on Jκ .
Theorem . Assume that p ∈ R¯ and p ≥ . The set W ,p (J) is a Banach space with the
norm deﬁned for every x ∈W ,p (J) as
‖x‖W ,p := ‖x‖Lp +
∥∥x∥∥Lp . (.)
Moreover, the set H(J) :=W , (J) is a Hilbert space with the inner product given for every
(x, y) ∈H(J)×H(J) by
(x, y)H := (x, y)L +
(
x, y
)
L
. (.)
Proposition . Assume that p ∈ R¯ with p ≥ , then there exists a constant K > , only
dependent on b – a, such that the inequality
‖x‖C(J) ≤ K · ‖x‖W ,p
holds for all x ∈W ,p (J), and hence the immersion W ,p (J) ↪→ C(J) is continuous.
Deﬁnition . Let p ∈ R be such that p ≥ , deﬁne the set W ,p,(J) as the closure of the
set C,rd(Jκ ) inW ,p (J). We deﬁne H,(J) :=W ,,(J).
The spacesW ,p,(J) andH,(J) are endowed with the norm induced by ‖ · ‖W ,p , deﬁned
in (.), and the inner product induced by (·, ·)H , deﬁned in (.). These spaces satisfy the
following properties.
Proposition . (Poincare’s inequality) Let p ∈ R be such that p ≥ . Then there exists a
constant L > , only dependent on b – a, such that
‖u‖W ,p ≤ L ·
∥∥u∥∥Lp ∀u ∈W ,p,(J).
Proposition . (Corollary . in []) If u ∈H,(J), then
∫ b
a
(
uσ
)(t)t ≤ 
λ
∫ b
a
(
u
)(t)t
holds, where λ is the smallest positive eigenvalue of problem –u(t) = λuσ (t); t ∈ Jκ and
u(a) =  = u(b).
In the Sobolev space H,(J) with a =  and b = T , consider the inner product
(u, v) =
∫ T

u(t)v(t)t
inducing the norm ‖ · ‖.
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It is the consequence of Poincare’s inequality that
‖u‖H,(J) ≤ ‖u‖W , (J) ≤ c
∥∥u∥∥L(J) ≡ c‖u‖ (.)
and
‖u‖ ≤ ‖u‖W , (J) ≤ ‖u‖H,(J). (.)
3 Variational formulation of (P) and existence results
Firstly, to show the variational structure underlying an impulsive dynamic equation, we
consider the lineal problem
(LP)
⎧⎪⎪⎨⎪⎪⎩
–u(t) + λuσ (t) = h(t), -a.e. t ∈ Jκ ,
u(t+j ) – u(t–j ) = dj, j = , , . . . ,p,
u() = u(T) = ,
where we consider J with a =  and b = T and dj, j = , . . . ,p, are ﬁxed constants.
Suppose that u ∈ Crd(J) is such that u() =  = u(T). Moreover, assume that for every
j = , , . . . ,p, uj := u|(tj ,tj+) is such that uj ∈H(tj, tj+).
Deﬁnition . We say that u is a classical solution of (LP) if the limits u(t+j ) and u(t–j )
exist for every j = , , . . . ,p and it satisﬁes the equation on (LP) for -almost everywhere
(-a.e.) t ∈ Jκ .
Take v ∈H,(J), multiply the equation by vσ and integrate between  and T :
–
∫ T

uvσ + λ
∫ T

uσ vσ =
∫ T

hvσ .
Taking into account that v() =  = v(T) and integrating by parts, we get
–
∫ T

uvσ = –
p∑
j=
∫ tj+
tj
uvσ =
p∑
j=
[
–
(
uv
)∣∣t–j+
t+j
+
∫ tj+
tj
uv
]
=
p∑
j=
djv(tj) +
∫ T

uv.
Hence,
∫ T

uv + λ
∫ T

uσ vσ =
∫ T

hvσ –
p∑
j=
djv(tj).
We deﬁne the bilinear form a :H,(J)×H,(J)→R by
a(u, v) =
∫ T

uv + λ
∫ T

uσ vσ , (.)
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and the linear operator l :H,(J)→R by
l(v) =
∫ T

hvσ –
p∑
j=
djv(tj). (.)
Thus, the concept of weak solution for the impulsive problem (LP) is a function u ∈
H,(J) such that a(u, v) = l(v) is valid for any v ∈H,(J).
We can prove that a deﬁned by (.) and l deﬁned by (.) are continuous, and, from
Proposition ., that a is coercive if λ > –λ.
Consider ϕ :H,(J)→R deﬁned by
ϕ(v) = a(v, v) – l(v) =


∫ T

(
v
) + λ
∫ T

(
vσ
) – ∫ T

hvσ +
p∑
j=
djv(tj). (.)
We can deduce the following regularity properties which allow us to assert that the so-
lutions to (LP) are precisely the critical points of ϕ.
Lemma . The following statements are valid.
. ϕ is diﬀerentiable at any u ∈H,(J) and
(
ϕ′(u), v
)
=
∫ T

uv + λ
∫ T

uσ vσ –
∫ T

hvσ +
p∑
j=
djv(tj) = a(u, v) – l(v).
. If u ∈H,(J) is a critical point of ϕ deﬁned by (.), then u is a weak solution of the
impulsive problem (LP).
Wewill use the following result in linear functional analysis, which ensures the existence
of a critical point of ϕ.
Theorem . (Lax-Milgram theorem) Let H be a Hilbert space and let a :H ×H →R be
a bounded bilinear form. If a is coercive, i.e., there exists α >  such that a(u,u) ≥ α‖u‖
for every u ∈H , then for any σ ∈H ′ (the conjugate space of H) there exists a unique u ∈H
such that
a(u, v) = 〈ϕ, v〉, v ∈H .
Moreover, if a is also symmetric, then the functional J :H →R deﬁned by
J(v) = a(u, v) – 〈ϕ, v〉,
attains its minimum at u.
By the Lax-Milgram theorem, we obtain the following result.
Theorem . If λ > –λ then the problem (LP) has a weak solution u ∈ H,(J) for any
h ∈ L(J).Moreover, u ∈H(J) and u is a classical solution and uminimizes the functional
(.), and hence it is a critical point of ϕ.
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3.1 Impulsive nonlinear problem
We consider the nonlinear Dirichlet problem
(P)
⎧⎪⎪⎨⎪⎪⎩
–u(t) + λuσ (t) = f (t,uσ (t)); -a.e. t ∈ Jκ ,
u(t+j ) – u(t–j ) = Ij(u(t–j )), j = , , . . . ,p,
u() =  = u(T).
We assume that λ > –λ.
A weak solution of (P) is a function u ∈H,(J) such that
∫ T

uv + λ
∫ T

uσ vσ = –
p∑
j=
Ij
(
u
(
t–j
))
v(tj) +
∫ T

f
(
t,uσ (t)
)
vσ (t)t
for every v ∈H,(J).
We now consider the functional
ϕ(u) = a(u,u) – l(u)
= 
∫ T

(
u
) + λ
∫ T

(
uσ
) + p∑
j=
∫ u(tj)

Ij(t)dt –
∫ T

F
(
t,uσ (t)
)
t, (.)
where F(t,u) :=
∫ u
 f (t,x)dx.
One can deduce, from the properties of H , f and Ij, the following regularity properties
of ϕ.
Proposition. The functional ϕ deﬁned by (.) is continuous,diﬀerentiable, andweakly
lower semi-continuous.Moreover, the critical points of ϕ are weak solutions of (P).
Theorem . Suppose that f is bounded and that the impulsive functions Ij are bounded.
Then there is a critical point of ϕ, and (P) has at least one solution.
Proof TakeM >  andMj > , j = , , . . . ,p, such that
∣∣f (t,u)∣∣≤M ∀(t,u) ∈ [,T]T ×R
and
∣∣Ij(u)∣∣≤Mj ∀u ∈R, j = , , . . . ,p.
Using that λ > –λ, there exists α >  such that for any u ∈H,(J)
ϕ(u) ≥ α ‖u‖
 +
p∑
j=
∫ u(tj)

Ij(t)dt –
∫ T

F
(
t,uσ (t)
)
t
≥ α ‖u‖
 –
p∑
j=
Mj
∣∣u(tj)∣∣ –M ∫ T

∣∣uσ (t)∣∣t.
Otero-Espinar and Pernas-Castaño Boundary Value Problems 2013, 2013:119 Page 7 of 15
http://www.boundaryvalueproblems.com/content/2013/1/119
Thus, using Proposition ., (.) andm = maxj=,...,p{M,Mj}, we have
ϕ(u) ≥ α ‖u‖
 –m
( p∑
j=
∣∣u(tj)∣∣ – ∫ T

∣∣uσ (t)∣∣t)
≥ α ‖u‖
 –m
(
p‖u‖C(J) + T‖u‖C(J)
)≡ α ‖u‖ –mρ‖u‖C(J)
≥ α ‖u‖
 –mρK‖u‖H, ≥
α
 ‖u‖
 –mρKc‖u‖,
where ρ = p + T .
This implies that lim‖u‖→∞ ϕ(u) = +∞, and ϕ is coercive. Hence (Th. . of []), ϕ has
a minimum, which is a critical point of ϕ. 
Theorem . Suppose that f is sublinear and the impulsive functions Ij have sublinear
growth. Then there is a critical point of ϕ and (P) has at least one solution.
Proof Let a,b,aj,bj > , and γ ,γj ∈ [, ), j = , , . . . ,p, such that∣∣f (t,u)∣∣≤ a + b|u|γ and ∣∣Ij(u)∣∣≤ aj + bj|u|γj ∀t ∈ [,T]T,u ∈R.
Again, using that λ > –λ, Proposition ., (.) andm = maxj=,...,p{a,aj}, m˜ = maxj=,...,p{b,
bj}, we have
ϕ(u)≥ α ‖u‖
 – β‖u‖ – δ‖u‖γ+,
where β =mρKc and δ = m˜ρKγ+cγ+.
Since γ +  < , then lim‖u‖→∞ ϕ(u) = +∞ for every u ∈H,(J). 
4 Impulsive nonlinear problemwith linear derivative dependence
Consider the following problem:
(NP)
⎧⎪⎪⎨⎪⎪⎩
–u(t) + g(t)u(σ (t)) + λuσ (t) = f (t,uσ (t)); -a.e. t ∈ Jκ ,
–(u(t+j ) – u(t–j )) = Ij(u(tj)), j = , , . . . ,p,
u() =  = u(T),
where f and Ij, j = , . . . ,p are continuous and g is continuous and regressive.
We assume that λ > –mλ/M. Here,m = mint∈J eg(t, ),M = maxt∈J eg(t, ), where eg(t, )
is an exponential function. Note that, as g is regressive, eg(·, ) is the solution of the prob-
lem
y = g(t)y, y() = .
We transform the problem (NP) into the following equivalent form:
(NPE)
⎧⎪⎪⎨⎪⎪⎩
–(eg(t, )u(t)) + λeg(t, )uσ (t) = eg(t, )f (t,uσ (t)); -a.e. t ∈ Jκ ,
–(u(t+j ) – u(t–j )) = Ij(u(tj)), j = , , . . . ,p,
u() = u(T) = .
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Obviously, the solutions of (NPE) are solutions of (NP). Consider the Hilbert space
H,(J) with the inner product:
(u, v) =
∫ T

eg(t, )u(t)v(t)t
and the norm induced
‖u‖ =
(∫ T

eg(t, )
∣∣u(t)∣∣t)  .
A weak solution of (NPE) is a function u ∈H,(J) such that
∫ T

eg(t, )u(t)v(t)t + λ
∫ T

eg(t, )uσ (t)vσ (t)t
=
p∑
j=
eg(tj, )Ij
(
u(tj)
)
v(tj) +
∫ T

eg(t, )f
(
t,uσ (t)
)
vσ (t)t.
Hence, a weak solution of (NP) is a critical point of the following functional:
ψ(u) = A(u,u) –
p∑
j=
eg(tj, )
∫ u(tj)

Ij(t)dt –
∫ T

eg(t, )F
(
t,uσ (t)
)
t, (.)
where
F(t,u) =
∫ u

f (t, ξ )dξ
and
A(u,u) =
∫ T

eg(t, )u(t)v(t)t + λ
∫ T

eg(t, )uσ (t)vσ (t)t.
It is evident that A is bilinear, continuous and symmetric.
Lemma . (Theorem .A of []) For the functional F :M ⊂ X →R with M not empty,
minu∈M F(u) = a has solutions in case the following hold:
(i) X is a reﬂexive Banach space.
(ii) M is bounded and weak sequentially closed.
(iii) ϕ is sequentially lower semi-continuous onM.
Lemma . (Analogous to Lemma . of []) There exist constants β > α >  such that
α‖u‖ ≤ A(u,u)≤ β‖u‖, u ∈H,(J).
Proof In fact, by Poincare’s inequality, if λ≥ , we can take α = , β = + λM
λm ; if
–mλ
M < λ <
, then we can take α =  + λM
λm and β = . 
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Lemma . If u ∈H,(J), then there exists a constant δ >  such that ‖u‖ ≤ δ‖u‖, where
‖u‖ = max
t∈[,T]T
∣∣u(t)∣∣.
Proof The result is followed by the following inequalities:
∣∣u(t)∣∣ ≤ ∫ T

∣∣u(s)∣∣s≤ (∫ T


eg(t, )
) 

(∫ T

eg(t, )
∣∣u(s)∣∣s) 
≤
√
T
m‖u‖ = δ‖u‖. 
Lemma . The functional ψ deﬁned by (.) is continuous, continuously diﬀerentiable
and weakly lower semi-continuous.
Theorem . Suppose that λ > –mλM , f and Ij are bounded, j = , , . . . ,p, then (NP) has at
least one solution.
Proof Take B >  and Bj > , j = , . . . ,p, such that∣∣f (t,u)∣∣≤ B ∀(t,u) ∈ [,T]T ×R,∣∣Ij(u)∣∣≤ Bj ∀u ∈R, j = , , . . . ,p.
For any u ∈H,(J), using Lemma . and Proposition ., we have
ψ(u)≥ α ‖u‖
 –
(
Mδ
p∑
j=
Bj + BM
√
T
mλ
)
‖u‖.
This implies that lim‖u‖→∞ψ(u) = +∞, andψ is coercive.Hence,ψ has aminimum,which
is a critical point of ψ . 
We will apply the mountain pass theorem in order to obtain at least two critical points
of ψ .
Suppose that X is a Banach space (in particular, a Hilbert space) and φ : X → R is dif-
ferentiable and c ∈R. We say that φ satisﬁes the Palais-Smale condition if every bounded
sequence {uk} in the space X such that limk→∞ φ′(uk) =  contains a convergent subse-
quence.
Theorem . (Mountain pass theorem) Let φ ∈ C be such that it satisﬁes the Palais-
Smale condition. Assume that there exist u,u ∈ X and a bounded neighborhood  of u
such that u /∈ and
inf
{
φ(u) : u ∈ ∂} > max{φ(u),φ(u)}.
Then there exists a critical point u∗ of φ.
Theorem . Suppose that λ > –mλM , then the problem (NP) has at least two solutions if
the following conditions hold:
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(H) There exist constants η >  and γ >  such that for all (t,u) ∈ [,T]T ×R, |u| ≥ γ
 < ηF(t,u)≤ uf (t,u),  < η
∫ u

Ij(ξ )dξ ≤ uIj(u),
where j = , , . . . ,p.
(H) There exists a positive s≥ η such that f (t,u) = o(|u|s) and Ij(u) = o(|u|s) uniformly for
t ∈ [,T]T as |u| → ∞, j = , , . . . ,p.
(H) f (t,u) = o(|u|) and Ij(u) = o(|u|) uniformly for t ∈ [,T]T as |u| → , j = , , . . . ,p.
Proof From (H), (H) and the continuities of f and Ij, it is easy to see that for any ε > 
and (t,u) ∈ [,T]T ×R, there exist C(ε) >  and Cj >  such that∣∣f (t,u)∣∣≤ ε|u| +C(ε)|u|s,∣∣Ij(u)∣∣≤ ε|u| +Cj(ε)|u|s.
Hence, for any ε >  and (t,u) ∈ [,T]T ×R, we have
F(t,u)≤
∫ |u|

[
εξ +C(ε)ξ s
]
dξ ≤ ε |u|
 +C(ε)|u|s+, (.)∫ u

Ij(ξ )dξ ≤
∫ |u|

[
εξ +Cj(ε)ξ s
]
dξ ≤ ε |u|
 +Cj(ε)|u|s+, (.)
where C(ε) = C(ε)s+ and Cj(ε) =
Cj(ε)
s+ .
From the condition (H), the following hold:
η
u ≤
f (t,u)
F(t,u) ∀u≥ γ ,
η
u ≥
f (t,u)
F(t,u) ∀u≤ –γ .
Integrating the above two inequalities with respect to u on [γ ,u] and [u, –γ ], respec-
tively (in this case, these are integrals on R), we have
η ln
u
γ
≤ ln F(t,u)F(t,γ ) ∀u≥ γ , η ln
γ
–u ≥ ln
F(t, –γ )
F(t,u) ∀u≤ –γ .
That is,
F(t,u)≥ F(t,γ )
( u
γ
)η
∀u≥ γ , F(t,u)≥ F(t, –γ )
(–u
γ
)η
∀u≥ –γ .
Thus there exists a constant a >  such that F(t,u)≥ a|u|η for all |u| ≥ γ .
From the continuity of F(t,u), there exists a constant k >  such that
F(t,u)≥ –k ≥ a|u|η – aγ η – k ∀|u| ≤ γ .
Hence, we have
F(t,u)≥ a|u|η – a ∀(t,u) ∈ [,T]T ×R, (.)
where a = aγ η + k.
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Similarly, there exist aj,aj >  such that∫ u

Ij(ξ )dξ ≥ aj|u|η – aj ∀u ∈R. (.)
Firstly, we apply Lemma . to show that there exists ρ such thatψ has a local minimum
u ∈ Bρ = {u ∈H,(J) : ‖u‖ < ρ}.
Since H,(J) is a Hilbert space, it is easy to deduce that B¯ρ is bounded and weak se-
quentially closed. Lemma . has shown that ψ is weak lower semi-continuous on B¯ρ
and, besides, H,(J) is a reﬂexive Banach space. So, by Lemma . we can have this u
such that ψ(u) = min{ψ(u) : u ∈ B¯ρ}.
Now we will show that ψ(u) = min{ψ(u) : u ∈ ∂Bρ} for some ρ = ρ.
In fact, from (.) and (.), we obtain
ψ(u) ≥ α ‖u‖
 –
p∑
j=
eg(t, )
∫ u(tj)

Ij(t)dt –
∫ T

eg(t, )F
(
t,uσ (t)
)
t
≥ α ‖u‖
 –
p∑
j=
eg(t, )
(
ε
 |u|
 +Cj(ε)|u|s+
)
–
∫ T

eg(t, )
(
ε
 |u|
 +C(ε)
∣∣uσ ∣∣s+)
≥ α ‖u‖
 –M εpδ
‖u‖ – δs+M
p∑
j=
Cj(ε)‖u‖s+
– Mε
∫ T

∣∣uσ (t)∣∣t –MC(ε)∫ T

∣∣uσ (t)∣∣s+t
≥ α ‖u‖
 –M εpδ
‖u‖ – δs+M
p∑
j=
Cj(ε)‖u‖s+
– Mε

mλ
‖u‖ –MC(ε)Tk
s+cs+
(√m)s+ ‖u‖
s+.
Hence,
ψ(u)≥ α –Mε(

mλ + δ
p)
 ‖u‖
 –M
(
δs+
p∑
j=
Cj(ε) +
C(ε)Tks+cs+
(√m)s+
)
‖u‖s+.
We can choose
ε = α
M( mλ + δ
p)
,
ρ =
(
α
M(Tks+cs+(√m)s+ C(ε) + δs+
∑p
j=Cj(ε))
) 
s–
.
For any u ∈ ∂Bρ , ‖u‖ = ρ, we have ψ(u) ≥ αρ > . Besides, ψ(u) ≤ ψ() = . Then
ψ(u) > αρ > ψ() ≥ ψ(u) for any u ∈ ∂Bρ . So, ψ(u) < inf{ψ(u) : u ∈ ∂Bρ}. Hence, ψ
has a local minimum u ∈ Bρ = {u ∈H,(J) : ‖u‖ < ρ}.
Otero-Espinar and Pernas-Castaño Boundary Value Problems 2013, 2013:119 Page 12 of 15
http://www.boundaryvalueproblems.com/content/2013/1/119
Next, we will show that there exists u with ‖u‖ > ρ such that ψ(u) < inf{ψ(u) : u ∈
∂Bρ}.
From (.) and (.), we have
ψ(u) ≤ β ‖u‖
 –
p∑
j=
eg(t, )
∫ u(tj)

Ij(t)dt –
∫ T

eg(t, )F
(
t,uσ (t)
)
t
≤ β ‖u‖
 –
p∑
j=
eg(t, )
(
aj
∣∣u(tj)∣∣η – aj) – ∫ T

eg(t, )
(
a
∣∣uσ (t)∣∣η – a)
≤ β ‖u‖
 –m
p∑
j=
aj
∣∣u(tj)∣∣η +M p∑
j=
aj –ma
∫ T

∣∣uσ (t)∣∣ηt +MaT .
Thus,
ψ(u)≤ β ‖u‖
 –m
p∑
j=
aj
∣∣u(tj)∣∣η +M p∑
j=
aj –ma
∥∥uσ∥∥ηLη +MaT .
For any u ∈H,(J) with ‖u‖ = , we have
ψ(Nu)≤ βN
 –m
p∑
j=
ajNη
∣∣u(tj)∣∣η +M p∑
j=
aj –maNη
∥∥uσ∥∥Lη +MaT .
So, limN→∞ψ(Nu) = –∞ since η > . Then there exists N > ρ such that ψ(Nu)≤ .
Hence, for the above ρ, there exists u such that ‖u‖ =N and ψ(u) < .
Then, we have max{ψ(u),ψ(u)} < inf{ψ(u) : u ∈ ∂BT}.
The next step is to show that ψ satisﬁes the Palais-Smale condition.
Let {ψ(uk)} be a bounded sequence such that limk→∞ψ ′(uk) = . Now we show that
‖uk‖ is bounded. By (.) we have
(
ψ ′(uk),uk
)
= A(uk ,uk) –
∫ T

eg(t, )f
(
t,uσk (t)
)
uσk (t)t
–
p∑
j=
eg(t, )Ij
(
uk(tj)
)
uk(tj). (.)
Thus,
ψ(uk) –

η
(
ψ ′(uk),uk
)
=
( 
 –

η
)
A(uk ,uk) +  + 
≥
( 
 –

η
)
α‖uk‖ +  + ,
where
 =

η
∫ T

eg(t, )f
(
t,uσk (t)
)
uσk (t)t –
∫ T

eg(t, )F
(
t,uσk (t)
)
t,
 =

η
p∑
j=
eg(t, )Ij
(
uk(tj)
)
uk(tj) –
p∑
j=
eg(t, )
∫ uk (tj)

Ij(t)dt.
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Note that J =ϒk ∪ϒk , where ϒk = {t ∈ J : |uk(t)| < γ },ϒk = {t ∈ J : |uk(t)| ≥ γ }, and that
there exists a constant c such that∣∣F(t,uσ (t))∣∣≤ c, ∣∣f (t,uσ (t)uσ (t))∣∣≤ c, if |u| < γ , (.)∣∣∣∣∫ u(tj)

Ij(t)dt
∣∣∣∣≤ c, ∣∣Ij(u(tj))u(tj)∣∣≤ c, if |u| < γ . (.)
So, by (H) and (.), we have
 =

η
∫
ϒk
eg(t, )f
(
t,uσk (t)
)
uσk (t)t +

η
∫
ϒk
eg(t, )f
(
t,uσk (t)
)
uσk (t)t
–
∫
ϒk
eg(t, )F
(
t,uσk (t)
)
t –
∫
ϒk
eg(t, )F
(
t,uσk (t)
)
t
≥ – 
η
∫
ϒk
eg(t, )
∣∣f (t,uσk (t))uσk (t)∣∣t – ∫
ϒk
eg(t, )
∣∣F(t,uσk (t))∣∣t
+ 
η
∫
ϒk
eg(t, )f
(
t,uσk (t)
)
uσk (t)t –
∫
ϒk
eg(t, )F
(
t,uσk (t)
)
t
≥ c′ + c′′ = c,
where c′, c′′ and c are constants (independent of k).
Analogously, there exists a constant c (independent of k) such that ϒk ≥ c.
Hence,
ψ(uk) ≥
( 
 –

η
)
α‖uk‖ + 
η
(
ψ ′(uk),uk
)
+  + 
≥
( 
 –

η
)
α‖uk‖ – 
η
∥∥ψ ′(uk)∥∥‖uk‖ + c + c.
Since ψ(uk) is bounded, we have {‖uk‖}∞k= is a bounded sequence.
Hence, there exists a subsequence {uk} (for simplicity denoted again by {uk}) such that
{uk} weakly converges to some u in H,(J). Then the sequence {uk} converges uniformly
to u in C(J).
By (.), we have
‖uk‖ =
∫ T

eg(t, )
(
f
(
t,uσk
)
uσk – λuk
)
t +
(
ψ ′(uk),uk
)
+
p∑
j=
eg(t, )Ij
(
uk(tj)
)
uk(tj).
So, we have
lim
k→∞
‖uk‖ =
∫ T

eg(t, )
(
f
(
t,uσ
)
uσ – λu
)
t +
p∑
j=
eg(t, )Ij
(
u(tj)
)
u(tj).
Then ‖uk‖ converges inH,(J). SinceH,(J) is a Hilbert space, and the sequence {uk} ∈
H,(J) satisﬁes uk ⇀ u, then {uk} converges to u, i.e., uk → u. ψ satisﬁes the Palais-Smale
condition.
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Now, by Theorem ., there exists a critical point u∗. Therefore, u and u∗ are two crit-
ical points of ψ , and they are classical solutions of (NPE). Hence, u and u∗ are classical
solutions of (NP). 
Example . Let T = hZ for  < h < T , T ∈ hZ and t ∈ (,T). Thus, J = [,T] ∩ hZ and
Jκ = [,T – h]∩ hZ. Consider the following boundary value problem:
⎧⎪⎪⎨⎪⎪⎩
–u(t) + αu(t + h) + λu(t + h) = tu(t + h); -a.e. t ∈ Jκ ,
–(u(t+ ) – u(t– )) = u(t),
u() =  = u(T),
(.)
where α >  is a constant.
We can see that g(t) = α is regressive and continuous. If we take η = s =  and λ > –λ
(+αh)
T
h
,
by Theorem ., Eq. (.) has at least two solutions.
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