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Abstract
Consider an n×n matrix polynomial P (λ). A spectral norm distance from P (λ) to
the set of n×n matrix polynomials that have a given scalar µ ∈ C as a multiple eigen-
value was introduced and obtained by Papathanasiou and Psarrakos. They computed
lower and upper bounds for this distance, constructing an associated perturbation of
P (λ). In this paper, we extend this result to the case of two given distinct complex
numbers µ1 and µ2. First, we compute a lower bound for the spectral norm distance
from P (λ) to the set of matrix polynomials that have µ1, µ2 as two eigenvalues. Then
we construct an associated perturbation of P (λ), such that the perturbed matrix poly-
nomial has two given scalars µ1 and µ2 in its spectrum. Finally, we derive an upper
bound for the distance by the constructed perturbation of P (λ). Numerical examples
are provided to illustrate the validity of the method.
Keywords: Matrix polynomial, Eigenvalue, Perturbation, Singular value.
AMS Classification: 5A18, 65F35.
1 Introduction and preliminaries
Let A be an n × n complex matrix and let L be the set of complex n × n matri-
ces with a multiple zero eigenvalue. In 1999, Malyshev [8] obtained a formula for the
spectral norm distance from A to L which can be considered as a theoretical solution to
Wilkinson’s problem, that is, the calculation of the distance from a matrix A ∈ Cn×n that
has all its eigenvalues simple to the n × n matrices with multiple eigenvalues. Wilkinson
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introduced this distance in [13], and some bounds for it were computed by Ruhe [12],
Wilkinson [14–17] and Demmel [2]. Also, Malyshev’s results were extended by Lippert [7]
and Gracia [6]; they obtained a spectral norm distance from A to the set of matrices
that have two prescribed eigenvalues and studied a nearest matrix with the two desired
eigenvalues. In 2008, Papathanasiou and Psarrakos [11] introduced and studied a spectral
norm distance from a n×n matrix polynomial P (λ) to the set of n×n matrix polynomials
that have a scalar µ ∈ C as a multiple eigenvalue. In particular, generalizing Malyshev’s
methodology, they computed lower and upper bounds for this distance, constructing an
associated perturbation of P (λ) for the upper bound.
In this paper, motivated by the above, extending some of the results obtained in [11]
for the case of two distinct eigenvalues is considered. This note concerns the bounds for a
spectral norm distance from an n× n matrix polynomial P (λ) to the set Pµ1,µ2 of n × n
matrix polynomials that have two given distinct scalars µ1, µ2 ∈ C in their spectrum. In
addition, construction of an associated perturbation of P (λ) is also considered. Replacing
the divided differences by derivative of P (λ) in [11, Definition 5], extending all of necessary
definitions and lemmas in [6–8, 11], and also constructing an appropriate perturbation of
P (λ) are some of the main ideas used in this article. This paper can be considered as
generalization of the results obtained in [6, 7] for the case of matrix polynomials. In the
next section, some definitions for a matrix polynomial presented and also a spectral norm
distance from P (λ) to Pµ1,µ2 is introduced. In Section 3, we prove some lemmas which
will be applied in the Section 4 where we derive lower and upper bounds of P (λ) for the
distance from P (λ) to Pµ1,µ2 and construct an associated perturbation of P (λ). In Section
5, connection between the previous result and ours is discussed. Finally, in last section, a
numerical example is given to illustrate the validation and application of our method.
Consider an n× n matrix polynomial
P (λ) = Amλ
m +Am−1λ
m−1 + ...+A1λ+A0, (1)
where Aj ∈ C
n×n(j = 0, 1, ...,m) with det(Am) 6= 0 and λ is a complex variable. The study
of matrix polynomials, especially with regard to their spectral analysis, has received a great
deal of attention and has been used in many applications [3–5,9]. Standard references for
the theory of matrix polynomials are [3, 9]. Here, some definitions of matrix polynomials
are briefly reviewed.
If for a scalar λ0 ∈ C and some nonzero vector x0 ∈ C
n, it holds that P (λ0)x0 = 0,
then the scalar λ0 is called an eigenvalue of P (λ) and the vector x0 is known as a (right)
eigenvector of P (λ) corresponding to λ0. The spectrum of P (λ), denoted by σ(P ), is
the set of all eigenvalues of P (λ). Since the leading matrix-coefficient Am is nonsingular,
the spectrum σ(P ) contains at most mn distinct finite elements. The multiplicity of an
eigenvalue λ0 ∈ σ(P ) as a root of the scalar polynomial detP (λ) is said to be the algebraic
multiplicity of λ0, and the dimension of the null space of the (constant) matrix P (λ0) is
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known as the geometric multiplicity of λ0. Algebraic multiplicity of an eigenvalue is always
greater than or equal to its geometric multiplicity. An eigenvalue is called semisimple if
its algebraic and geometric multiplicities are equal, otherwise it is known as defective.
Definition 1.1. Let P (λ) be a matrix polynomial as in (1) and let ∆j ∈ C
n×n, (j =
0, 1, ...,m) be the arbitrary matrices. We consider perturbations of the matrix polynomial
P (λ) as following
Q(λ) = P (λ) + ∆(λ) =
m∑
j=0
(Aj +∆j)λ
j . (2)
Moreover, consider the positive quantity ε > 0 and set of given weights w = {ω0, ω1, ..., ωm},
such that w is a set of nonnegative coefficients with ω0 > 0. Define the associated set of
perturbations of P (λ) by
B(P, ε, w) = {Q(λ) as in (2) : ‖∆j‖ ≤ εωj , j = 0, 1, ...,m},
and consider the scalar polynomial w(λ) corresponding to the weights as following
w(λ) = ω0 + ω1λ+ . . .+ ωm−1λ
m−1 + ωmλ
m.
Definition 1.2. Let the matrix polynomial P (λ) as in (1) and two distinct complex
numbers µ1 and µ2 are given. Define the distance from P (λ) to Pµ1,µ2 by
D(P, µ1, µ2) = min{ε ≥ 0 : ∃Q(λ) ∈ B(P, ε, w) with µ1 and µ2 as two eigenvalues}.
Definition 1.3. Let P (λ) be a matrix polynomial as in (1) and µ1 and µ2 be two given
distinct complex numbers. Define the 2n × 2n matrix
F [P (µ1, µ2); γ] =
([
P (µ1) 0
γ
P (µ1)−P (µ2)
µ1−µ2
P (µ2)
])
; γ ∈ C.
Henceforth for simplicity we denote P (µ1)−P (µ2)
µ1−µ2
by P [µ1, µ2] and so on.
2 Properties of s2n−1(F [P (µ1, µ2); γ]) and its corresponding
singular vectors
In this section we study some properties of s2n−1(F [P (µ1, µ2); γ]) and its corresponding
singular vectors. These properties are needed in the next section in order to obtain bounds
for D(P, µ1, µ2) and construct a perturbation of P (λ). In this section some definitions and
lemmas of [4-6] are reconstructed for the case of two distinct eigenvalues. Proving of some
lemmas is mostly similar to the proof of related lemmas in its references. Therefore, for
convince, this proofs can be omitted.
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Lemma 2.1. For µ1, µ2 ∈ C and for all γ 6= 0, we have either s2n−1(F [P (µ1, µ2); γ]) 6= 0
or s2n−1(F [P (µ1, µ2); γ]) ≡ 0 .
Proof. Similar to Lemma 3.4 of [7] can be verified easily. 
Lemma 2.2. If µ1 and µ2 are two eigenvalues of the matrix polynomial Q(λ) = P (λ) +
∆(λ), then for any γ 6= 0
s2n−1(F [P (µ1, µ2); γ]) ≤ ‖F [∆(µ1, µ2); γ])‖ .
Proof. Let µ1 and µ2 be two eigenvalues of Q(λ) = P (λ) +∆(λ), then for any γ 6= 0
s2n−1(F [Q(µ1, µ2); γ]) = s2n(F [Q(µ1, µ2); γ]) = 0,
applying the Weyl inequalities for singular values (for example, see Corollary 5.1 of [1])
for the above relation yields
|s2n−1(F [Q(µ1, µ2); γ]) − s2n−1(F [P (µ1, µ2); γ])| ≤ ‖F [∆(µ1, µ2); γ]‖ ,
combining two recent relation concludes
s2n−1(F [P (µ1, µ2); γ]) ≤ ‖F [∆(µ1, µ2); γ]‖ . 
The two above lemmas will be used to obtain a lower bound for D(P, µ1, µ2). In re-
mainder of this section, some properties of singular vectors of s2n−1(F [P (µ1, µ2); γ]) are
studied which will be necessary for computation an upper bound for D(P, µ1, µ2) and a
perturbation of P (λ) in next section.
Definition 2.3. Let
[
u1(γ)
u2(γ)
]
,
[
v1(γ)
v2(γ)
]
∈ C2n(uk(γ), vk(γ) ∈ C
n, k = 1, 2) be a pair
of left and right singular vectors of s2n−1(F [P (µ1, µ2); γ]) respectively. Define the n × 2
matrices U(γ) = [u1(γ) u2(γ)], and V (γ) = [v1(γ) v2(γ)].
Now set uˆ(γ) = u2(γ) − θu1(γ), vˆ(γ) = v2(γ) − θv1(γ) where θ =
γ
µ1−µ2
and define
Uˆ(γ) = [u1(γ) uˆ(γ)], and Vˆ (γ) = [v1(γ) vˆ(γ)].
To construct a perturbation of P (λ) that has µ1 and µ2 as two eigenvalues and obtain
a upper bound, we need have rank(Vˆ (γ)) = 2. Now we derive a sufficient condition that
implies it. It is easy to verify that s2n−1(F [P (µ1, µ2); γ]) is an even function of γ, therefore,
without loss of generality, hereafter we can assume that the parameter γ is a nonnegative
real number. Note that the following lemma which can be verified easily by considering
Lemma 3 of [6] and Lemma 13 of [11] provides a condition that assures that the function
s2n−1(F [P (µ1, µ2); γ]) attains its maximum value at a finite point.
4
Lemma 2.4. If rank(P [µ1, µ2]) ≥ 2, Then lim
γ→∞
s2n−1(F [P (µ1, µ2); γ]) = 0.
This corollary concludes that if rank(P [µ1, µ2]) ≥ 2, then there is a finite point γ∗ ≥ 0
where the singular value s2n−1(F [P (µ1, µ2); γ]) attains its maximum. Henceforth, for the
sake of simplicity, s∗ denotes this maximum value of s2n−1(F [P (µ1, µ2); γ]), i.e.,
s∗ = max
γ≥0
s2n−1(F [P (µ1, µ2); γ]) = s2n−1(F [P (µ1, µ2); γ∗]),
and θ∗ =
γ∗
µ1−µ2
. It is obvious that if s∗ = 0, then µ1 and µ2 are two eigenvalues of P (λ).
Therefore, in what follows we assume that s∗ > 0.
By applying the lemma 5 of [8] for F [P (µ1, µ2); γ] we have the next result.
Lemma 2.5. Let µ1 and µ2 be two complex numbers and let γ∗ > 0. Then there exist a
pair
[
u1(γ∗)
u2(γ∗)
]
,
[
v1(γ∗)
v2(γ∗)
]
∈ C2n (uk(γ∗), vk(γ∗) ∈ C
n, k = 1, 2) of left and right singular
vectors of s∗ respectively, such that
1. u2(γ∗)
∗P [µ1, µ2]v1(γ∗) = 0,
2. u2(γ∗)
∗u1(γ∗) = v2(γ∗)
∗v1(γ∗), and
3. for the n × 2 matrices U(γ∗) = [u1(γ∗) u2(γ∗)]n×2 and V (γ∗) = [v1(γ∗) v2(γ∗)]n×2
we have U(γ∗)
∗U(γ∗) = V (γ∗)
∗V (γ∗).
Proof. The first part of proof is similar to the first part of the proof of [11, Lemma
17]. For the second part, we know that the vectors
[
u1(γ∗)
u2(γ∗)
]
,
[
v1(γ∗)
v2(γ∗)
]
satisfy the
following relations
F [P (µ1, µ2); γ∗]
[
v1(γ∗)
v2(γ∗)
]
= s∗
[
u1(γ∗)
u2(γ∗)
]
, (3)
[
u1(γ∗)
∗
u2(γ∗)
∗
]
F [P (µ1, µ2); γ∗] = s∗
[
v1(γ∗)
∗
v2(γ∗)
∗
]
, (4)
now from equations (3), (4) and u∗2(γ∗)P [µ1, µ2]v1(γ∗) = 0, we have
u2(γ∗)
∗ (P (µ1)− P (µ2)) v1(γ∗) = 0,⇔
u2(γ∗)
∗ (P (µ1)v1(γ∗))− (u2(γ∗)
∗P (µ2)) v1(γ∗) = 0,⇔
u2(γ∗)
∗ (s∗u1(γ∗))− (s∗v2(γ∗)
∗) v1(γ∗) = 0,⇔
s∗ (u2(γ∗)
∗u1(γ∗)− v2(γ∗)
∗v1(γ∗)) = 0.
Since s∗ > 0, thus u2(γ∗)
∗u1(γ∗) = v2(γ∗)
∗v1(γ∗). Third part of proof can be verified be
considering the two previous parts of proof and following the procedure described for the
second part of proof of [11, Lemma 17].
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Note that third part of the above lemma deduces that if there exist a linear combi-
nation of u1(γ∗) and u2(γ∗), then simultaneously we have the same linear combination of
v1(γ∗) and v2(γ∗).
Corollary 2.6. Two matrices Uˆ(γ∗) and Vˆ (γ∗), satisfy Uˆ(γ∗)
∗Uˆ(γ∗) = Vˆ (γ∗)
∗Vˆ (γ∗).
The following lemma provides a sufficient condition implying rank(Vˆ (γ∗)) = 2.
Lemma 2.7. Suppose that γ∗ > 0 and P [µ1, µ2] is a nonsingular matrix. Then the two
matrices U(γ∗) and V (γ∗) are full rank.
Proof. First it is shown that the four vectors u1(γ∗), u2(γ∗), v1(γ∗) and v2(γ∗) are
nonzero vectors. Assume the contrary, for example, that u2(γ∗) = 0. Then the third part
of Lemma 2.5 implies v2(γ∗) = 0, and also the equation (3) yields γ∗P [µ1, µ2]v1(γ∗) = 0.
Since γ∗ > 0 and P [µ1, µ2] is an invertible matrix, we derive v1(γ∗) = 0 which is a
contradiction because v1(γ∗), v2(γ∗) form the right singular vector of s∗. By following the
same reasoning that is used for u2(γ∗), we can derive that remainder of vectors are also
nonzero.
Now, we will prove that Uˆ(γ∗) is a full rank matrix. Clearly, this concludes that uˆ(γ)
is a nonzero vector. Since P [µ1, µ2] is nonsingular, then M = ρ (P (µ1)− P (µ2)) for any
ρ 6= 0, is also a nonsingular matrix. Suppose from the contrary that for a nonzero ξ ∈ C
we have u2(γ∗) = ξu1(γ∗). Two cases are considered.
Case 1. Consider the case for which ξ 6= θ∗. Then from (3) we obtain
P (µ1)v1(γ∗) = s∗u1(γ∗), (5)
and
θ∗P (µ1)v1(γ∗) + (ξ − θ∗)P (µ2)v1(γ∗) = s∗ξu1(γ∗). (6)
Multiplying (5) by ξ, subtracting it from (6) yields (θ∗−ξ) (P (µ1)− P (µ2)) v1(γ∗) = 0.
This is in contradiction because v1(γ∗) is a nonzero vector.
Case 2. Suppose ξ = θ∗. Note that θ∗ 6= 0. In this case from (4) we have
u1(γ∗)
∗P (µ1) + |θ∗|
2 u1(γ∗)
∗ (P (µ1)− P (µ2)) = s∗v1(γ∗), (7)
and
θ¯∗u1(γ∗)
∗P (µ2) = s∗θ¯∗v1(γ∗), (8)
Dividing (2) by θ¯∗, subtracting it from (8) leads to
(
1 + |θ∗|
2
)
u1(γ∗)
∗ (P (µ1)− P (µ2)) =
0. This contradicts the fact that u1(γ∗) is a nonzero vector. ✷
The next corollary follows immediately.
Corollary 2.8. If γ∗ > 0 and P [µ1, µ2] is a nonsingular matrix, then rank(Vˆ (γ∗)) = 2.
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3 Computation bounds for D(P, µ1, µ2) and construction a
perturbation of P (λ)
In this section, at first a lower bound of D(P, µ1, µ2) is computed. Then an upper bound
of D(P, µ1, µ2) will be obtained by constructing an associated perturbation of P (λ).
Lemma 3.1. Let µ1 and µ2 be two eigenvalues of the perturbation matrix polynomial
Q(λ) = P (λ) + ∆(λ) ∈ B(P, ε, w). Then for any γ 6= 0
ε ≥
‖F [∆(µ1, µ2); γ]‖∥∥∥∥
[
w(|µ1|) 0
γ |w[µ1, µ2]| w(|µ2|)
]∥∥∥∥
≥
s2n−1(F [P (µ1, µ2); γ])
‖F [|w(µ1, µ2)| ; γ])‖
. (9)
Proof. At first we have
‖∆[µ1, µ2]‖ ≤
n∑
j=1
‖∆j‖
∥∥∥∥∥∥
(
µ
j
1 − µ
j
2
)
µ1 − µ2
∥∥∥∥∥∥ ≤
n∑
j=1
εwj
∥∥∥∥∥∥
(
µ
j
1 − µ
j
2
)
µ1 − µ2
∥∥∥∥∥∥ = ε |w[µ1, µ2]| ,
and
‖∆(µi)‖ =
∥∥∥∥∥∥
n∑
j=1
∆jµ
j
i
∥∥∥∥∥∥ ≤
n∑
j=1
‖∆j‖
∣∣∣µji ∣∣∣ ≤
n∑
j=1
εwj
∣∣∣µji ∣∣∣ =εw(|µi|); i = 1, 2.
We can assume a unit vector
[
x
y
]
∈ C2n(x, y ∈ Cn) such that for any γ 6= 0,
‖F [∆(µ1, µ2); γ]‖
2 =
∥∥∥∥
[
∆(µ1) 0
γ∆[µ1, µ2] ∆(µ2)
]∥∥∥∥
2
=
∥∥∥∥
[
∆(µ1) 0
γ∆[µ1, µ2] ∆(µ2)
] [
x
y
]∥∥∥∥
2
≤
∥∥∥∥
[
εw(|µ1|) ‖x‖
|γ| ε |w[µ1, µ2]| ‖x‖+ εw(|µ2|) ‖y‖
]∥∥∥∥
2
≤ ε2
∥∥∥∥
[
w(|µ1|) 0
|γ| |w[µ1, µ2]| w(|µ2|)
]∥∥∥∥
2
= ε2 ‖F [|w(µ1, µ2)| ; γ])‖ .
Lemma 2.2 completes this proof . 
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Considering Definition 1.2 and Lemma 3.1, a lower bound for D(P, µ1, µ2) can be
obtained by minimizing the both sides of (9) as follows
D(P, µ1, µ2) ≥
s2n−1(F [P (µ1, µ2); γ])
‖F [|w(µ1, µ2)| ; γ])‖
. (10)
Let us now construct a perturbation of P (λ). First assume that γ∗ > 0 and P [µ1, µ2] is
a nonsingular matrix. Therefore, Lemma 2.7 implies that rank
(
Vˆ (γ∗)
)
= 2. In this case,
a matrix polynomial ∆γ∗(λ) is constructed such that µ1 and µ2 are the eigenvalues of the
perturbation matrix polynomial Qγ∗(λ) = P (λ) + ∆γ∗(λ).
For this, define the matrix
∆γ∗ = −s∗Uˆ(γ∗)
[ 2
1+α1
0
0 21+α2
]
Vˆ (γ∗)
†, (11)
where Vˆ (γ∗)
† is the Moore-Penrose pseudoinverse of Vˆ (γ∗) and
α1 =
1
w(|µ2|)
m∑
j=0
(
(
µ¯2
|µ2|
)jµj1ωj
)
, and α2 =
1
w(|µ1|)
m∑
j=0
(
(
µ¯1
|µ1|
)jµj2ωj
)
.
Finally the n× n matrix polynomial ∆γ∗(λ) =
m∑
j=0
∆γ∗,jλ
j , is defined as follows
∆γ∗,j =
1
2
(
1
w(|µ1|)
(
µ¯1
|µ1|
)j +
1
w(|µ2|)
(
µ¯2
|µ2|
)j
)
ωj∆γ∗ , (12)
such that satisfies ∆γ∗(µi) =
(
1+αi
2
)
∆γ∗ , (i = 1, 2). Keeping in mind that u1(γ∗), v1(γ∗), uˆ(γ∗)
and vˆ(γ∗) were defined in Definition 2.3, and satisfied Lemma 2.7. For matrix polynomial
Qγ∗(λ) = P (λ) + ∆γ∗(λ) =
m∑
j=0
(Aj +∆γ∗,j)λ
j, (13)
we can obtain the following relations
Qγ∗(µ1)v1(γ∗) = P (µ1)v1(γ∗) + ∆γ∗(µ1)v1(γ∗)
= s∗u1(γ∗) +
(
1 + α1
2
)
∆γ∗v1(γ∗)
= s∗u1(γ∗) +
(
1 + α1
2
)(
2
1 + α1
)
(−s∗u1(γ∗))
= 0,
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and
Qγ∗(µ2)vˆ(γ∗) = P (µ2)vˆ(γ∗) + ∆γ∗(µ2)vˆ(γ∗)
= s∗uˆ(γ∗) +
(
1 + α2
2
)
∆γ∗ vˆ(γ∗)
= s∗uˆ(γ∗) +
(
1 + α2
2
)(
2
1 + α2
)
(−s∗uˆ(γ∗))
= 0.
Consequently µ1 and µ2 are two eigenvalues of Qγ∗(λ) corresponding to v1(γ∗) and vˆ(γ∗)
as two eigenvectors, respectively. On the other hand, it follows from (12) that
‖∆γ∗,j‖ ≤
ωj
2
(
1
w(|µ1|)
+
1
w(|µ2|)
) ‖∆γ∗‖ , j = 0, 1, . . . ,m.
Consequently, an upper bound of D(P, µ1, µ2) is obtained the by following relation for any
γ∗ > 0
D(P, µ1, µ2) ≤
1
2
(
1
w(|µ1|)
+
1
w(|µ2|)
)
‖∆γ∗‖ . (14)
It will be convenient to represent the lower bound provided in (10) by βlow(P, µ1, µ2, γ)
and the upper bound provided in (14) by βup(P, µ1, µ2, γ), i.e.,
βlow(P, µ1, µ2, γ) =
s2n−1(F [P (µ1, µ2); γ])
‖F [|w(µ1, µ2)| ; γ])‖
, (15)
and
βup(P, µ1, µ2, γ∗) =
1
2
(
1
w(|µ1|)
+
1
w(|µ2|)
)
‖∆γ∗‖ . (16)
The results obtained so far from the beginning of this section are summarized in the next
theorem.
Theorem 3.2. Let P (λ) be the matrix polynomial as in (1) and let µ1 and µ2 be two
given distinct complex numbers. Then for any γ > 0,
βlow(P, µ1, µ2, γ) ≤ D(P, µ1, µ2),
where βlow(P, µ1, µ2, γ) is introduced in (15). In addition, if γ∗ > 0, then the matrix poly-
nomial Qγ∗(λ) in (13) has µ1 and µ2 as two its eigenvalues corresponding to v1(γ∗) and
vˆ(γ∗) as two its eigenvectors, respectively. Furthermore, Qγ∗(λ) ∈ ∂B(P, βup(P, µ1, µ2, γ∗), w)
and D(P, µ1, µ2) ≤ βup(P, µ1, µ2, γ∗), where βup(P, µ1, µ2, γ∗) is introduced in (16).
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It should be pointed out that the bounds obtained are not necessarily optimal, how-
ever, it is assured that D(P, µ1, µ2) belongs to [βlow(P, µ1, µ2, γ∗), βup(P, µ1, µ2, γ∗)]. Any-
how, the following remark can be used to obtain some close bounds.
Remark 3.3. It is important to note that, Theorem 3.2 holds for any γ0 > 0 that assures
the matrix Vˆ (γ0) = is full (column) rank. Therefore, it can be an obvious expectation to
find a value of γ > 0 that obtains the closest upper and lower bounds. For doing this, we
can define the following nonnegative function
f(γ) = βup(P, µ1, µ2, γ)− βlow(P, , µ1, µ2, γ),
and try to minimize this function by implementation of unconstrained optimization meth-
ods (for example, see [10]). On the other hand, best lower bound and finest upper bound
can be obtained by maximizing and minimizing βlow(P, µ1, µ2, γ) and βup(P, µ1, µ2, γ), re-
spectively. It is clear that values of γ which yield the smallest upper bound and the biggest
lower bound may be different.
Now suppose that the singular value s2n−1(F [P (µ1, µ2); γ]) attains its maximum
value at γ = 0, i.e., γ∗ = 0. Next we compute an upper bound for D(P, µ1, µ2) ≤
βup(P, µ1, µ2, γ∗), constructing associated perturbations of P (λ).
Let ui, vi ∈ C
n, (i = 1, 2) be a pair of left and right singular vectors of P (µi) cor-
responding to σi = sn(P (µi)), (i = 1, 2), respectively, such that v1 and v2 are linearly
independent. We define the matrix polynomial ∆0(λ) as
∆0(λ) = ∆0 = −
[
u1 u2
] [ σ1 0
0 σ2
] [
v1 v2
]†
, (17)
where
[
v1 v2
]†
is the Moore-Penrose pseudoinverse of
[
v1 v2
]
. Then,
Q0(λ) = P (λ) + ∆0(λ) = Amλ
m +Am−1λ
m−1 + ...+A1λ+ (A0 +∆0) , (18)
lies on ∂B(P, ‖∆0‖
ω0
, ε) and satisfies
Q0(µi)vi = P (µi)vi +∆0(µi)vi = σiui − σiui = 0; i = 1, 2.
Hence µ1 and µ2 are two eigenvalues of the matrix polynomial Q0(λ) with corresponding
eigenvectors v1 and v2, respectively.
Theorem 3.4. Let γ∗ = 0, and let ui, vi ∈ C
n, (i = 1, 2) be a pair of left and right singular
vectors of P (µi) corresponding to σi = sn(P (µi)), (i = 1, 2), respectively. If v1 and v2 are
linearly independent, then the matrix polynomial Q0(λ) in (18) lies on ∂B(P,
‖∆0‖
ω0
, ε) and
has µ1 and µ2 as its eigenvalues associated with v1, v2 as two its eigenvectors, respectively.
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Two special cases of the matter of our discussion, are considered in two following
remarks.
Remark 3.5. Suppose that we have ω0 > 0 and ω1 = ω2 = · · · = ωm = 0 as a given set
of nonnegative weights. Then α1 = α2 = 1, ω(|µ1|) = ω(|µ2|) = ω0 and thus ωˆ[µ1, µ2] = 0.
Consequently, in this case the lower and upper bounds of D(P, µ1, µ2) given by (15) and
(16) respectively, are equal to s∗
ω0
and thus D(P, µ1, µ2) is determined exactly.
Remark 3.6. Assume that P (λ) = Iλ−A, where A ∈ Cn×n and w = {ω0, ω1} = {1, 0}.
Then F [P (µ1, µ2); γ] will be coincides with the matrix in the results [6], i.e.,
F [P (µ1, µ2); γ] =
[
P (µ1) 0
γP [µ1, µ2] P (µ2)
]
=
[
Iµ1 −A 0
γI Iµ2 −A
]
,
Also, one can find that w(λ) = 1 and w′(λ) = 0, which yield α1 = α2 = 1. Thus if γ∗ > 0,
then the matrix ∆γ∗ in (11) becomes ∆γ∗ = −s∗Uˆ(γ∗)Vˆ (γ∗)
†. By Corollary 2.6, the two
matrices Uˆ(γ∗) and Vˆ (γ∗) have the same nonzero singular values. Therefore, there exists
a unitary matrix W ∈ Cn×n such that Uˆ(γ∗) = WVˆ (γ∗). In addition, the fact that Vˆ (γ∗)
is a full rank matrix concludes Vˆ (γ∗)
†Vˆ (γ∗) = Ik. Therefore, it follows
D(P, µ1, µ2) = ‖∆γ∗‖2 =
∥∥∥−s∗Uˆ(γ∗)Vˆ (γ∗)†∥∥∥
2
= s∗
∥∥∥WVˆ (γ∗)Vˆ (γ∗)†∥∥∥
2
= s∗.
Furthermore, the perturbation matrix polynomial Qγ∗(λ) in (13) turns into
Qγ∗(λ) = Iλ−
(
A+ s∗Uˆ(γ∗)Vˆ (γ∗)
)
.
Consequently, the results obtained in this article can be construed as a generalization of
the results obtained in [6, 7] for the case of matrix polynomials.
4 Numerical experiments
Review the topic of this paper and let us concentrate on the subject of finding a matrix
polynomial that has two eigenvalues located at desired positions. This viewpoint can
by useful in some problems such as reconstructing a matrix polynomial from prescribed
spectral data which can be assumed as inverse eigenvalue problem for the case of matrix
polynomials. Assume now, we are asked to find a matrix polynomial having to given
scalars µ1, µ2 ∈ C as its eigenvalues. For doing this, one can consider an arbitrary matrix
polynomial, namely, P (λ) in the craved size. Next, by following procedure the described
in Section 4, the desired matrix polynomial (which µ1 and µ2 are some of its eigenvalues)
is computable. All computations were performed in Matlab with 16 significant figures,
however, for simplicity all numerical results are shown with 4 decimal places.
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Fig 1: The graph of the s3(F [P (1, 2 + i); γ]).
Example 4.1. Let two scalars µ1 = 1 and µ2 = 2 + i are given and let we are asked to
find a 2 × 2 matrix polynomial such that µ1 and µ2 are some of its eigenvalues. To do
this, consider
P (λ) =
[
−5 10
−4 5
]
λ2 +
[
−2 −4
1 −1
]
λ+
[
−1 −3
0 0
]
,
which its coefficient matrices are randomly generated by MATLAB. Let the set of weights
w = {3.1623, 4.4966, 12.8310} be the norms of the coefficient matrices. Employing the
MATLAB function fminsearch we find that γ∗ = 1.8914 and s∗ = s3(F [P (1, 2+ i); γ∗ ]) =
4.1132. The graph of the s3(F [P (1, 2 + i); γ]) for γ ∈ [0, 10] is plotted in Fig 1 and (γ∗, s∗)
is marked with ”o”. Now, applying the procedures described in Section 3, we can compute
the matrix polynomial Q1.8914(λ) = P (λ) + ∆1.8914(λ) as a perturbation of P (λ) that lies
on ∂B(P, βup(P, 1, 2 + i, 1.8914), w) and has µ1 = 1 and µ2 = 2 + i as two eigenvalues.
Where
∆1.8914(λ) =
[
0.4834 − 0.6940i −1.2959 + 0.5336i
1.8038 + 0.2529i −2.4162 + 0.0769i
]
λ2
+
[
0.1999 − 0.2403i −0.4941 + 0.1557i
0.6563 + 0.1500i −0.8922 − 0.0478i
]
λ
+
[
0.1588 − 0.1576i −0.3627 + 0.0772i
0.4575 + 0.1517i −0.6326 − 0.0949i
]
.
In addition, we can calculate lower and upper bounds for D(P, 1, 2 + i) as follows
βlow(P, 1, 2 + i, 1.8914) = 0.0376 and βup(P, 1, 2 + i, 1.8914) = 0.2847. The
graphs of bounds βup(P, 1, 2+i, γ) and βlow(P, 1, 2+i, γ) are plotted in Fig 2, for γ ∈ [0, 10]
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Fig 2: The graphs of the bounds βup(P, 1, 2 + i, γ) and βlow(P, 1, 2 + i, γ).
and the bounds βup(P, 1, 2 + i, 1.8914) and βlow(P, 1, 2 + i, 1.8914) are marked with ”o”.
Furthermore, next results verify Lemma 2.5 and Corollary 2.6, respectively,
|u∗2(γ∗)P [µ1, µ2]v1(γ∗)| = 1.5612 × 10
−5,∥∥∥Uˆ(γ∗)∗Uˆ(γ∗)− Vˆ (γ∗)∗Vˆ (γ∗)∥∥∥ = 2.9886 × 10−5.
We also consider an example for the case of γ∗ = 0.
Example 4.2. Let
P (λ) =

 3 0 18 −1 0
4 2 3

λ2 +

 6 −4 01 −5 5
1 −1 10

λ+

 9 7 62 7 −4
−2 6 5

 ,
and let w = {1, 1, 1}. Now consider two complex numbers µ1 = 5 and µ2 = −1. It is
easy to find that s5(F [P (5,−1); γ]) attains its maximum at γ∗ = 0 and s∗ = 4.0378. The
graph of the s5(F [P (5,−1); γ]) for γ ∈ [0, 10] is plotted in Fig 3. According to discussion
for the case γ∗ = 0, we obtain the matrix polynomial Q0(λ) = P (λ) + ∆0 belonging to
∂B(P, 4.1545, w) having µ1 = 5 and µ2 = −1 as its two eigenvalues. Where
∆0(λ) = ∆0 =

 −0.6257 0.8167 −0.3709−1.5026 0.0959 0.1659
3.6390 −1.0783 0.0774

 .
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5 Conclusions
In this paper, for a matrix polynomial P (λ) and two given distinct complex numbers µ1
and µ2, a spectral norm distance from P (λ) to the set of matrix polynomials that have µ1
and µ2 as two eigenvalues, was introduced. The upper and lower bounds for this distance
were computed and associated perturbation of P (λ) was constructed. The cases of γ∗ > 0
and γ∗ = 0 were studied in detail separately. Finally, it was pointed out that the bounds
obtained are not necessarily optimal, however, it is assured that D(P, µ1, µ2) belongs to
[βlow(P, µ1, µ2, γ∗), βup(P, µ1, µ2, γ∗)]. The conditions to obtain the optimal bounds is the
subject of our future research.
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