Abstract-Simultaneous modification and navigation of massive 3D models are difficult because repeated data edits affect the data layout and coherency on a secondary storage, which in turn affect the interactive out-of-core rendering performance. In this paper, we propose a novel approach for distributed data management for simultaneous interactive navigation and modification of massive 3D data using the readily available infrastructure of a tiled display. Tiled multi-displays, projection or LCD panel based, driven by a PC cluster, can be viewed as a cluster of storage-compute-display (SCD) nodes. Given a cluster of SCD node infrastructure, we first propose a distributed memory hierarchy for interactive rendering applications. Second, in order to further reduce the latency in such applications, we propose a new data partitioning approach for distributed storage among the SCD nodes that reduces the variance in the data load across the SCD nodes. Our data distribution method takes in a data set of any size, and reorganizes it into smaller partitions, and stores it across the multiple SCD nodes. These nodes store, manage, and coordinate data with other SCD nodes to simultaneously achieve interactive navigation and modification. Specifically, the data is not duplicated across these distributed secondary storage devices. In addition, coherency in data access, due to screen-space adjacency of adjacent displays in the tile, as well as object space adjacency of the data sets, is well leveraged in the design of the data management technique. Empirical evaluation on two large data sets, with different data density distribution, demonstrates that the proposed data management approach achieves superior performance over alternative state-of-the-art methods.
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INTRODUCTION
I NTERACTIVE modeling capabilities are critical in designing virtual environments for several applications like urban planning and modeling, complex machinery modeling, or modeling of complex scenes and animated characters. Interactive navigation and modification of massive virtual reality (VR) models and environments are challenging due to two reasons. First, the size of the data required for rendering may be too large to fit in the memory. Second, interactive modifications cannot be done to gigantic 3D data sets stored on the hard disk, primarily because they mangle the data layout on the hard disk, which would affect the performance of later interactive navigation [24] .
Hence, a non-redundant distributed data paradigm holds promise to mitigate the problems in interactive modification of large data sets, and the subsequent outof-core interactive navigation, without focusing on load balancing in rendering. A cluster of storagecompute-display (SCD) nodes-where each node is selfsufficient, having its own storage, computation, and display capability-lends itself for an efficient integrated approach to both non-redundant distributed data management and interactive rendering.
Interestingly, an infrastructure of such a cluster of SCD nodes already exists in the display domain. Tiled multi-displays, either projection-based or LCD-panel based, already use an infrastructure consisting of multiple PCs, in which each PC drives a part of the display. Since today's commodity PCs come with powerful CPUs and GPUs, this same cluster of PCs can be considered as a cluster of compute-display nodes for computation and communication. Further, each PC is also configured with a very large secondary storage and main memory, which can turn each PC into the storage-compute-display node required for distributed interactive 3D modeling and rendering of the data set.
Main Contributions
In this paper, we design a new distributed data management system for interactive navigation and modification of massive 3D models on tiled displays. Our architecture enables multiple machines (including storage and computational machines) to behave like a single machine for the building and modifying a data set (which typically is a virtual reality scene), and multiple displays to behave like a single display for interactive navigation through the model. Our proposed distributed data management techniques are complementary to, and can be used along with, any stateof-the-art parallel and distributed rendering techniques proposed in the literature.
Specifically, we propose a distributed memory hierarchy for rendering applications on tiled displays. Further, we propose a data distribution technique for distributed secondary storage among all these participating nodes, in order to balance their data-servicing load for a walkthrough rendering.
Centralized control in distributed architecture is usually the bottleneck for the scalability of the system and also an impediment to interactivity.
Our single level, loosely coupled distributed architecture, with no central master, allows multiple storage-compute-display nodes to coordinate among themselves and evolve into a virtually unified single compute and display node. Thus, navigation and modification of the VR model is considered as a unified process, rather than a separate and disjoint one. While such a perspective is common when using single desktop PCs with small data sets, it has not been previously adopted when using clusters of SCD nodes, primarily because of the complexity of simultaneously handling nonredundant data partitioning and rendering across multiple machines and displays. Our single level architecture makes our system extremely scalable and flexible in massive model navigation and modification of virtual environments.
RELATED WORK
Parallel rendering architecture. Although our work is related to data management and can be used along with any distributed rendering system, we will only discuss some of the literature in this paper. There exists a plethora of work in distributed rendering paradigms like SAGE, Equalizer, Chromium and Gigawalk [1] , [7] , [14] , [20] , where the rendering is distributed among machines, each of which is connected to a display node-essentially on a cluster of compute-display nodes. Prior sort-first or sort-middle systems [1] , [14] , [19] follow a pseudo-centralized data management architecture in which the entire data is duplicated at each node to reduce network load and avoid the movement of data. The data can be managed in the traditional triangle-soup format [1] , [14] or can be pre-organized using any particular data structure, such as a graph [19] , a space filling curve [4] , [30] , or an octree [3] . When there is a request from the application, this data structure can then be traversed to locate the requested data [13] , [22] . The data management handled by such data structures, is very similar to a centralized system, where one central node would have the data, and would send it to multiple rendering nodes to render their part of the scene. The resulting frame would be stored on the rendering node until the central node tells the rendering node to display the frame.
Some prior work [7] , [20] follows a sort-last architecture, although [7] can also operate in sort-first mode. In any sortlast architecture, setup of the display region and the rasterized frame dominates the rendering time. Further, for the same size of the data, the scalability of the system is dictated by the size of the frame buffer since the communication between the nodes depends on the frame buffer size. Hence, performance decreases if the size of the display is increased. In addition, an editing application needs back-indexing of the screen coordinate to geometric primitive, which is also prohibitive in sort-last architecture. Finally, the shipment of pixels to different display nodes for final sorting requires that if there is a minor change in the viewpoint, and hence a change in the image, the network will be used to sort and recompose the entire frame in all of the display nodes, even if the data did not change. To avoid all these limitations, [7] , [20] are only used for navigation and not for editing. Further, the data is often duplicated across different rendering nodes, while a central node oversees the entire system and delegates the appropriate work to each render node. Note that [7] leaves the data distribution approach open to the application.
Recent work like the ones proposed by Erol et al. [8] , and Moloney et al. [17] present different methodologies for load balancing of the rendering process which, often requires that the data be rendered on one node and displayed on another node. Our system differs from this because it primarily focuses on the efficient distribution of data, and each rendering node is coupled to its own display.
It is evident that a sort-first architecture [16] is most conducive for editing purposes, since it allows easy back-indexing. Therefore, along with our distributed data management system, we use a simple sort-first parallel rendering system in our experiment. The aim is to distribute 3D primitives, early in the rendering pipeline, to processors that can do the remaining rendering calculation. This leverages the low communication cost advantages of the sort-first architecture, because 3D primitives are only sent once to the rendering node, and is used by that node in rendering successive frames. Although some of the disadvantages of a sort-first architecture, related to complex data handling strategies, are adequately remedied by our novel data layout and management technique; others, including render-load imbalance, are not eliminated. Our work uses a form of distributed shared memory management that is similar to the ones proposed by Nieplocha et al. [18] , Chapman and Heiser [5] , and Fitzpatrick et al. [10] . Unlike the aforementioned work, the shared memory management is integrated into a memory hierarchy to improve the rendering performance of the system. In summary, we present a new distributed data management method, which is loosely integrated with the rendering system. A simple parallel rendering method is also presented that takes advantage of the tiled display architecture and the underlying data distribution. It should be noted that our data management system is complementary to the rendering system; hence, any system that does not assume a specific data layout can use our data management system. Data layouts. There is little prior work on interactive editing of large models and scenes, primarily due to the conflicting need for a good data layout for interactive rendering and imperative shuffling of data during the editing process. In order to achieve interactive rendering of large 3D walkthrough scenes, various acceleration techniques, like model simplification and cache coherent data layouts on hard disk, have to be used. When the scene is modified, however, it is difficult to rearrange the layout to maintain a consistent out of core data format or cache coherent data layout. Hence, the data organization on the disk degenerates quickly after modifications and edits of the data, which significantly affects the performance for interactive navigation. Sajadi et al. [24] have proposed solutions for interactive edits while maintaining interactive rendering speeds for Solid State Drives, however, only for single display system. Finally, extensive work have been done in data partitioning for interactive rendering on a single computer such as Far Voxels [11] , Quick-VDR [31] , and other cache-oblivious data layouts [3] , [9] , [15] , [29] . Our work is complementary to all of the above work, since we do not propose a data layout method on a single computer, but propose a data distribution method on multiple computers. On individual machines in our cluster, any of the aforementioned data layout methods can be used to store the data allocated to that particular node by our data distribution algorithm.
Generating an optimized memory layout of the data is a computationally intensive process; therefore, it is only worthwhile to do for relatively stable data sets. If the data are truly dynamic and change every frame, then the cost of computing a layout outweighs the benefits since the layout is suitable only for one or a small number of frames. For such data sets, the layouts are computed only after the positions of the models are stabilized. We assume that the virtual environment data set undergoes changes that are found in a typical editing scenario. These models reside in the main memory during the editing operation, and the layouts are computed after the changes are committed.
Unlike existing distributed rendering schemes that duplicate the data, our scheme partitions the data. Such data partitioning has many advantages, out of which two are very relevant. (a) This leads to data scalability where the data size in each SCD node is small enough for interactive rendering and modification, even for very large 3D virtual environment models. (b) Since the data size in each node is small, it makes the data layout schemes less relevant for interactive navigation. Therefore, efficient model modifications can be done without the concern of expensive data layout recomputation or its impact on interactive navigation. Hence, our distributed data management approach, tied closely with the tiled display architecture, seamlessly addresses the various requirements of massive VR environments. It allows not only interactive visualization, but also interactive model editing during navigation, in an effective manner. Fig. 2 shows the proposed distributed infrastructure and memory architecture for navigation and modeling, using a tiled cluster of SCD nodes. Each display node is powered by a compute node. Each compute node is equipped with a CPU, GPU, a secondary storage, and main memory. All compute nodes are connected via a network; in most cases, this will be a local area network (LAN). All physical connections between the computer, display, and network are depicted by the solid black lines in the figure. We assume that the displays of the SCD nodes are arranged in a grid. We assume that an adjacency graph defines the topology of the display grid and is stored at each SCD node. We consider an SCD node to be adjacent to another if their displays are spatially adjacent or partially overlapping. The adjacency graph can be automatically generated in this case at each SCD during camera based calibration and registration process using several prior techniques such as those proposed by Bhasker et al. [2] , and Sajadi et al. [25] , [26] , [27] . Fig. 3 shows such an adjacency graph for a 3 Â 3 array of nine projectors, the prototype system we use in this paper.
DISTRIBUTED MEMORY ARCHITECTURE
Memory Hierarchy
We denote the secondary storage of each SCD node as external memory (EM) and the local main memory as LC (local cache). For each SCD node, the collection of LC of adjacent SCD nodes, as given by the adjacency graph is termed adjacency cache (AC). The dashed red line in Fig. 2 represents a prioritized route (via the communication network) to get data between one compute node's LC and its neighboring's LCðsÞ. For each SCD node, its virtual external memory (VEM) is the combination of all the other SCD nodes' EM, not just those of the adjacent SCD nodes. The dashed black line in Fig. 2 represents the route that connects the EM of all the SCDs together (via the communication network).
Note that the GPU memory is not included in our memory hierarchy design. Usually, slower levels of memory hierarchy have larger capacity: for example, hard disk drives (HDDs) are slower than main memory, but have larger capacity. Since network data are fetched from the main memory, and data in the GPU, if required, has to be transferred via the main memory, fetching data from the AC is faster than fetching data from the GPU. In other words, transferring from the GPU memory to another machine is both slower, and has smaller capacity, than using the main memory. Thus, including the GPU in the memory hierarchy does not provide any advantage to our conceptual design. Further, the data that is held in the GPU is rendered by that machine. In all likelihood, that the data are not rendered at the same time by another machine. It may have been required in earlier, or may be required in subsequent frames, however, during those times, that data will not be in the GPU memory to be taken advantage of. Thus, including the GPU in the memory hierarchy does not provide any application-dependent advantages either.
Memory Performance
In this section, we analyze the performance of these memory structures: LC, AC, EM, and VEM, in order to establish a suitable memory hierarchy to determine the order in which data has to be requested from these memory structures. For each SCD, as expected, fetching data from its LC is the fastest, while fetching data from the VEM (EM of other SCD nodes) is the slowest. The data fetch speed comparison between the AC and the EM requires more discussion. Fig. 4 shows the graph of time taken to transfer data of different sizes from the AC and the EM to the LC. The time to transfer data from the AC includes the network latency (a constant time overhead when getting the first byte, independent of the amount of data transferred), and the sustained transmission rate (typically, this is a linear function of the amount of data transferred). The y-intercept of the blue-line in Fig. 4 represents the network latency, and it is approximately 250 ms. The latency time can be isolated by measuring the time to send just one byte of data (including the packet header overhead) across the LAN. Similarly, the data transfer time from EM to LC includes disk seek time, and other operating system specific variables including disk-cache. This is again determined by the y-intercept of the red-line in Fig. 4 , which is around 7 ms. For HDD, it is very difficult to isolate and measure this latency because at any given instance, the HDD is servicing multiple requests thus contaminating the measurement for a particular data request. Furthermore, there is also the scenario of read ahead where the HDD reads from surrounding blocks and caches the data. In summary, from Fig. 4 we see that the AC is faster than the EM, and hence the experiments and the empirical data show that the memory hierarchy from fastest to the slowest is LC, AC, EM, and finally, VEM.
HDD versus SSD. In the context of using HDDs as EM, we can also use SSDs as EM. Given that SSDs do not suffer from rotational latency and seek time, their number of Input/output operations per second (IOPS) is significantly higher that of their HDDs counterpart, but still orders of magnitude slower than main memory (LC). Therefore, it can be integrated into the memory hierarchy between main memory and hard disk. Hybrid drive is an example of such integration, where SSDs and HDDs are combined. A SSD could potentially replace a HDD as an EM, in which case the memory hierarchy, specifically the EM and the AC, will have to be restructured based on their relative performance. Currently, the latency for fetching data from the SSD-based-EM may almost be the same as the network latency of fetching data from the AC. From current technology trend, however, network bandwidth is faster than HDDs, and even SSDs (e.g. InfiniBand, 10 GigE). Therefore, if improvements in network bandwidth were considered, fetching large amount of data from the AC may be more efficient than fetching from SSD-based-EM, and the currently proposed memory hierarchy still holds. Nevertheless, replacing HDDs with SDDs will drastically improve the worst case scenario, where data has to be fetched from the VEM, which will be discussed in Section 4.
Although the proposed memory hierarchy may differ based on system configuration, as discussed above, once the hierarchy is fixed, our data distribution and management methodologies, which are detailed in the next section, will guarantee that any requested data will be efficiently delivered to the requesting node.
Our distributed shared memory architecture is independent of the application and the application data. Therefore, it can be integrated into any parallel rendering system. Currently, we use a grid topology to take advantage of the natural tiling of the displays. For a different topology, the optimal data distribution among the machines will change, but the overall concept of LC, AC, EM, and VEM will remain the same.
Data Retrieval
In an interactive model exploration and editing application, we expect users to continually interact with the data set. We expect them to navigate through it with different zoom levels, interspersed with interactive edit, delete, or create operations, on the scene's objects. In order to facilitate such applications, we must manage the flow of data to ensure that our system operates at an interactive rate.
We assume that the VEM, which is the union of all participating EMs, stores the entire scene. Since data editing is one of our primary objectives, we want to allow efficient updates during data modification. Unlike earlier work, which duplicates the data, we distribute the data to different VEMs, without duplication. Hence, we propose schemes for partitioning the complete data set in the object space and store the partitions in participating EMs on different machines. With such an object space partitioning, given a spatial region of interest, the EM, in which the data of that region resides, can be easily calculated.
During navigation, the entire display (or a smaller user-defined region) is considered as a single view frustum. This view frustum is divided among different SCDs based on the portion of the view frustum that the SCD's display occupies, with respect to the entire display. Only the data that is inside an SCD's view frustum is rendered by that SCD. Therefore, the data required by each SCD for its rendering will be brought from different EMs, including the SCD's own EM, and stored on the SCD's LC. In other words, the data stored on the LC is determined by the image space (view frustum based) partitioning, while the data stored on the EM is determined by the object space partitioning. Note that the partial view frustums will be slightly different depending on whether the tiled display is a multi-LCD or a multi-projector display. For LCDs, the view frustums will be partitioned across the different machines (Fig. 5) , however, in a multi-projector display, although the data partitioning will be same, the partial view frustums will have overlaps with adjacent partial view frustums.
Whenever the global view frustum moves, each SCD node will recalculate its own view frustum. The SCD node will request the necessary data to render the scene from the data management system, based on the predefined memory hierarchy. The SCD node will first request the data from its LC. If the data are not available there, it will then try the AC (spatially adjacent SCDs' LC), which will most likely have the requested data in their individual LC, due to temporal coherence in the global view frustum during navigation. If still not successful, the SCD node will calculate the location of the required data in the VEM, which is unique since the data are partitioned and not duplicated. The SCD node will then fetch the required data from the appropriate SCD node's EM. In this sense, our proposed system is very similar to a single computer's memory hierarchy.
DATA PARTITIONING AND DISTRIBUTION
Our distributed architecture eliminates the need for a central server, enabling each SCD node to operate independently from the other nodes. Hence, in the proposed approach, individual SCD's rendering load (how much data the node has to render on its display) no longer affects other SCD nodes, however, if any SCD node is under heavy load from servicing data (how much data the node has to send to other nodes), the slowdown will propagate to the other nodes. Hence, the challenge is to distribute the data set in a manner that will prevent any single SCD node from having all the data, for any particular view frustum. On the other hand, if the data are scattered across many SCD nodes, it cannot be efficiently retrieved. We seek a data partitioning method that would balance the data load of individual SCD nodes, while maintaining data coherency for efficient retrieval. This will minimize the network latency for fetching data, which in turn minimizes the delay between frames. In the following sections, we propose a data partitioning and distribution method that satisfies these competing constraints.
The data for the following sections is collected and measured on our prototype system of a 3 Â 3 array of 9-projector display ( Fig. 1) , which is described in detail in Section 6. We use two different data sets for all of our results and analyses. To simulate scenarios where the data set is larger than the memory available, we restrict the main memory size to a fraction of the data set size. The first is a 4 GB City Model from University of California, Irvine, which has a relatively uniform spatial distribution. We restrict the main memory size to 500 MB for this model. The second is a 20 GB Boeing model, with a highly non-uniform spatial data distribution. We use a main memory size of 2 GB for this model.
Interleaved Data Partitioning
In this section we describe the modulo interleaving method, an interleaved data partitioning scheme for the 3D data, on 5. An example of data partitioning and retrieval for a system composed of four SCD nodes: The 3D data volume is partitioned and stored on the EM of the four machines (colored differently in the figure). The content that an SCD node displays is dependent on the view point and view frustum, rather than what is stored on its local EM. The figure shows the view frustum rendered by each SCD. The data required to be rendered by an SCD has to be fetched from the EM and VEM, and stored on its LC for rendering. In the example shown, all the data to be rendered has to be fetched from EM2, and relevant portions are stored on individual LCs for rendering.
a 2D grid, such as those commonly used in walkthrough environments. With minimal effort, this technique can also be extended to apply to a 3D grid as well. Let us consider the bounding box of the data, and let us designate one of the planes as the ground plane. This is relatively easy for massive walkthrough models, where the notion of the ground plane naturally exists. Let us consider that we have an array of m Â n ¼ N SCD nodes. The ground plane is divided into a cm Â cn grid, where c ! 1 is an integer that signifies the granularity of interleaving. As the value of c increases, it indicates a transition from a coarser, to a finer, interleaving. The data above each of the cm Â cn grid constitutes a cell, the smallest chunk of data to be given to an SCD node. Each SCD node ði; jÞ, 1 i m and 1 j n, is assigned to a cell ði 0 ; j 0 Þ, based on modulo functions i 0 ¼ km þ i and j 0 ¼ kn þ j, where 0 k c À 1. Fig. 5 shows an example for m ¼ n ¼ 2 and c ¼ 1. Fig. 9 shows data distribution for m ¼ n ¼ c ¼ 3. Data interleaving based on space filling curves [4] , [30] , which are used to characterize locality, leverages spatial coherence in only one dimension, whereas our proposed interleaving leverages spatial coherency in two dimensions.
The modulo interleaving has two main advantages: uniform data distribution and uniform network load distribution.
Uniform data load. A finer granularity of interleaving (c > 1) allows for a more uniform distribution of data among EMs, even if the data are non-uniformly distributed in space. Let the amount of data at the EM of the SCD node ði; jÞ be Aði; jÞ. This is considered to be the load at the SCD node ði; jÞ. Fig. 10 shows the Aði; jÞ for different SCDs as a grayscale image for different values of c. The variance in Aði; jÞ across all of the machines will measure how well-balanced the data distribution is, at the time of the calculation. Let us consider the Boeing model, a highly non-uniformly distributed data set. Fig. 6a shows that the variance decreases with increasing value of c, and stagnates beyond a certain c. Note that due to the varying local density of the data in the model, outliers can sometimes be seen, where their variance do not steadily decrease with increasing c, as shown in Fig. 6a . With such a high non-uniformity in the data distribution, other data balancing methods may be utilized, such as the scene adaptive data balancing method, as detailed in Section 4.2.
Uniform network load. When an SCD needs spatially coherent data that are within its view frustum to be rendered, finer interleaving indicates that the data need to be fetched from multiple SCDs, thereby alleviating the network service load from any single SCD. Therefore, the total time to fetch the data and render the frame is reduced by increasing the value of c. Beyond a certain value of c, however, the granularity of the data is so fine that too many units of data are requested from each EM, which would require multiple disk seeks to each EM to fetch all of the required data. This overhead offsets the benefits of reduced network bottleneck. Fig. 6b illustrates this. The maximum latency to fetch the data across multiple navigation paths, when navigating through two very large models (Boeing and City), with the network bandwidth set to 1;000 Megabits/sec, is shown in the figure. The value of c, at which the maximum latency is lowest, indicates the optimal granularity, and is denoted with c T .
To demonstrate the scalability of this data partitioning scheme, as the network bandwidth, the size of the data, and the disk access time are decreased in the same proportion, the maximum latency is plotted against increasing value of c (Fig. 7) . For example, when the network bandwidth, data size, and disk transfer bandwidth are reduced by 50 percent, the maximum latency is similar to when they were not throttled. The similarity of these curves indicates that our scheme scales linearly, in terms of data complexity and hardware, such that no single one SCD becomes a bottleneck. Note that c T also remains relatively constant during these proportional changes. From Fig. 6b , which studies the data distribution for two models that vary greatly in size and spatial distribution, it is evident that c T is more dependent on system parameters (like network bandwidth and HDD performance), than the data characteristics. Therefore, after a limited number of trial and error, an optimal c T can be easily identified for any particular system.
Comparison to a Close-to-Optimal Greedy Approach
Optimal data load balancing across all SCD nodes is an NP-complete problem, as presented by Cormen et al. [6] . Variance stagnates beyond a certain c, indicating that no further improvement in load balancing can be achieved by increasing c. The single outlier to this trend is the lower variance for c ¼ 10, for the Boeing data, whose highly non-uniform distribution is shown in Fig. 9. (b) This plot shows the maximum delay between frames, with changing value of c. We denote the optimal c, having the minimal maximum delay, as c T . Fig. 7 . Scalability of the proposed data distribution method. The performance of the system remains the same as the size of the data, the disk transfer time, and the network bandwidth are reduced by the same percentage. As the data size increases and the hardware improves, our data distribution scheme scales with the new platform by efficiently utilizing all the SCDs to avoid bottlenecks and to scale linearly.
It has been shown by Graham [12] , however, that an approximate greedy approach exists, which is very close to optimal. In this method, the cells are first sorted from largest to smallest (in terms of the amount of data it contains). The largest cell is then iteratively assigned to the least loaded SCD node, as illustrated in Fig. 9 . This approach is better than other existing approximate methods, however, it does not consider the spatial coherence of the data and can encounter network bottlenecks for some of the view frustums. Fig. 8 shows the difference in the variance of data across the machines for the greedy approach and for our data distribution approach. It shows that our method achieves a load balancing close to that of the greedy approach, however, our data distribution performs better in rendering performance, due to better preservation of spatial data coherence. Fig. 8 shows the maximum delay between consecutive frames for our approach and the greedy approach. For a small c, the greedy approach can still maintain some semblance of spatial coherence (Fig. 9) and hence, performs similar to interleaved partitioning. As c increases, however, especially near optimal c T , the interleaved partitioning starts to exhibit significantly better performance.
Effect of Memory Hierarchy on Performance
The memory hierarchy has a significant effect on the performance of the system. It is unconventional, but we propose that the memory hierarchy should prefer the adjacency cache over the secondary storage, for many common system configurations. In the experiments that study the effect of the AC, we compare the maximum latency between two consecutive frames, for different values of c, under three different conditions: (a) the proposed memory hierarchy is used-LC, AC, and then EM or VEM (Fig. 11a) , (b) if the data are not found in the LC, the data are directly fetched from the EM or the VEM, without checking the AC, and (c) the memory size of the AC is changed (Fig. 11c) . The results of these experiments are shown in Fig. 11 . The first two experiments [(a) and (b)] were performed with different network bandwidths, ranging between 500-1,000 Mbps. In contrast, the third experiment (c) was performed with different AC size, but the network bandwidth, data set size, and disk transfer rate, was kept constant. Overall, Fig. 11a 's maximum delay between frames is less than that in Fig. 11b 's. This is because Fig. 11b depicts a scenario where there is a cache miss, and data need to be fetched, in worst-case, from the VEM, without checking the AC. In this scenario, each level of the memory hierarchy will need to be checked, except for the AC. In addition, the VEM is based on network bandwidth, and since this bandwidth is throttled for this experiment, its performance is suboptimal. These two conditions combined cause the total time spent requesting data on a slow network to be greatly extended. Therefore, because this problem is not observed in Fig. 11a , it can be concluded that the use of the AC, before the VEM, greatly reduces the maximum latency, thus, validating our proposed memory hierarchy. For c greater than c T , the increase in delay between frames is more pronounced in Fig. 11b than in Fig. 11a . This substantiates our contention that the increase in latency is due to additional disk seeks in the EM, since when all data are accessed solely from the EM/VEM and not from the AC (Fig. 11b) , this delay is more pronounced than in the scenario where the AC is used (Fig. 11a) . Fig. 11b shows that when the AC is not used, the performance stagnates, even when the network bandwidth is increased. This is due to the fact that, for these scenarios, disk access time is the performance bottleneck. Therefore, increasing the network bandwidth will not improve the performance because the bandwidth will not be completely utilized. This also leads us to conclude that, if the network speed increases, the role of the AC will become even more critical since it will enable us to utilize the bandwidth to its full extent, as shown in Fig. 11a . Fig. 11c shows that the performance of the system does improve with larger AC, since it will result in fewer cache misses.
Effect of Data Load Variance on Performance
Our previously proposed interleaved data distribution scheme has a characteristic that impacts system performance: variance. This will be further discussed in the following sections.
To understand how load variance affects performance, we first need to understand why SSDs were chosen for the experiment. The increase in maximum delay between frames, when c > c T , as shown in Fig. 6 , was due to large number of disk seeks because of data fragmentation at high values of c. This was further indirectly verified by the pronounced increase in delay between the frames due to more disk access (seen in Fig. 11b when compared to Fig. 11a) . A direct verification of this hypothesis is also needed. Therefore, an experiment is conducted using a device that has negligible (or constant) data seek time as the EM, instead of using HDDs. We chose SSDs for this purpose.
The result of replacing HDDs with SSDs is shown in Fig. 12 and this explains how SSDs performs differently than HDDs. The parameters for the experiment are the same as the ones used to generate Fig. 11c. Fig. 12 shows that the maximum delay monotonically decreases when SSDs were utilized, compared to the high delay shown in Fig. 11c , where HDDs were used. This suggests that the increase in maximum delay, for c > c T , is primarily due to the data seek time in HDDs. Let us discuss the case when the size of the AC is zero. In this case, all data have to be accessed from EM/VEM since nothing can be cached locally in the LC, or in the AC, since its size is zero. The curve in Fig. 11c shows the behavior of HDDs for this scenario. Notice the difference between this and the curve in Fig. 12 . The reason for this is because SSDs do not suffer from rotational latency and seek time, thus, the performance of the system is dependent on the maximum time taken to transfer the required data from VEM. This maximum transfer time is proportional to the maximum data serviced by an SCD node.
Referring back to Fig. 6a , which shows the variance of data (for the Boeing model) and the maximum data handled by any SCD node. Notice the uncanny similarity of this curve with the one shown in Fig. 12 for AC size equals zero. The reason for this is because when an SCD node requests data, it will fetch the data directly from the VEM. This process is dependent on how well-balanced the data are. Wellbalanced data imply that more SCD nodes are available to service data to the requesting SCD node, resulting in a more uniformly distributed transfer load across multiple nodes, thus, improving performance. This clearly indicates that when the AC is zero, variance directly affects the system performance. Fig. 12 also shows that when the AC is small, it cannot hold all the data that are rendered in the local SCD; therefore, even if the view frustum did not change, there will be cache misses, resulting in data transfer on the network. The maximum delay between frames for this scenario is inversely proportional with the AC size. After the size of the AC grows beyond the size required to hold the locally rendered data, however, only a view frustum change can trigger cache misses. This requires the SCD nodes to fetch the same amount of data across the network, irrespective of the size of the AC. Therefore, the maximum delay between frames is identical to each other. This is obviously shown in Fig. 12 , where the curves form a cluster, when the AC size is greater than 2,000 MB. This indicates that when the AC is large, relative to the model size, variance has little impact on the system performance.
In conclusion, when the AC size is zero, the variance in data load distribution is an important parameter that dictates the system performance. While the variance is important, spatial coherency of the data assigned to the same SSD node is also important, as shown by Fig. 8. A modification of the interleaved data distribution algorithm, which will allow for further reduction of the variance, while maintaining spatial coherency, exists. Such algorithm will further improve the system performance, and is presented in the next section.
Variance Reducing Scene Adaptive Data Partitioning
For any given model, the proposed interleaved partitioning scheme does not take into account the spatial nonuniformity of model. The proposed scheme uses a fixed cell size and a cyclic interleaved assignment of cells to machines, resulting in a load balance that still deviates from the optimal solution, as shown in Fig. 8 . In this section, we present a method to further balance the load by relaxing the size constraint of the cells by allowing them to overlap across the boundaries of the adjacent cells, as illustrated in Fig. 13 . This allows the cells to grow and shrink, based on the density of the data in each cell, to achieve a better load distribution. We also constrain the extent of cell shrinkage and growth, to maintain a high spatial coherence and still have cyclic interleaved assignment. Further, although we allow cell boundaries to change, we do not allow for data duplication, to maintain a strict data partition. Fig. 13 , left, illustrates the initial bounding boxes. The data contained in these four bounding boxes can be mapped to a 2 Â 2 cell of SCD nodes. The amount of data contained in these boxes need not be the same. After performing our proposed method, the bounding box of each cell would either grow or shrink to reflect the distributed data. The new bounding boxes, as shown in Fig. 13 (right) , will either contain more or fewer primitives than before, and when these data are mapped to 2 Â 2 SCD nodes, we achieve better data balancing across nodes. Fig. 14 , illustrates the entire algorithm that has four iterations of the above processing shown in Fig. 13 , but on a 3 Â 3 array of SCD nodes.
Let the interleaved-partitioning data, that was generated from the method shown in Section 4.1, be the input into the this proposed data partitioning scheme. Our iterative data balancing procedure processes as many non-overlapping Fig. 12 . This plot shows the maximum frame delay when an SSD is used, in place of a HDD, for different AC size. The network bandwidth, data set size, and disk transfer rate remain the same. Fig. 13 . In scene adaptive load balancing, cells are allowed to grow or shrink in a constrained manner (to retain most of the spatial coherence), while overlapping with their adjacent neighbors to achieve better data load balancing. The left shows four different colored cells (containing primitives of the same color), each assigned to a different machine. Note that the red one is the most loaded machine, while the blue one is the least loaded. The right figure shows the bounding boxes, and the triangle in each machine, after applying the scene adaptive balancing scheme. The bounding boxes have grown or shrunk and now are overlapping one another. Data are still partitioned across the machines without any duplication, but they are more uniformly distributed across machines than before.
3 Â 3 grids of cells (called metacells) in parallel, as possible. These non-overlapping metacells are spaced to be at least one row and one column apart, as shown in Fig. 14 . Each iteration of our load balancing procedure has four steps. The metacells chosen in each step will overlap with two metacells processed in the previous step. This constraint ensures that all of the metacells will be covered in the four steps of each iteration. The processing that is done in each step is described below.
Let each cell in a metacell be denoted by p i , 1 i 9, and the amount of data be Aðp i Þ. The goal is to reduce the variance for the load (the Aðp i Þ) of the cells in each metacell, in order to make the load distribution more uniform. We define a scale factor f, which is a factor up to which an underloaded cell can expand its bounding box to include more primitives. Let M denote the average load of all cells in the metacell. Let p m be the cell with the maximum load among the cells in the L c . The amount of extra load p m has can be calculated using the formula E m ¼ jAðp m Þ À Mj. Our greedy approach to load balancing allows the bounding box of the primitives in each cell to grow or shrink, to include or exclude primitives from and to its neighboring cells, within the scale factor. The process starts with each cell having a list of cells, L c , which are the cells currently involved in the load balancing process. Initially, this list includes all nine cells. A cell will take itself out of the process when there is no neighbor capable of sharing its load, or when the cell has grown or shrunk by f. The process ends when this list is empty.
Firstly, every cell communicates its load to all of the other cells in the metacell. If p m does not have any neighbor whose load is less than M, then it does not have a neighbor capable of sharing its load. In that case, p m broadcasts a message to all of the other cells and removes itself from the L c . If p m has a non-zero number of neighbors with load less than M, it starts sharing its load with its neighbors. Starting with the least loaded neighbor p l , it shares the load by expanding and shrinking the bounding boxes of p l and p m , respectively, along their boundary. It can only expand or shrink its bounding box up to a factor of f, or when the amount of data transferred is at most E l ¼ jM À Aðp l Þj, or E m , whichever happens first. Following this, the new load of p m and p l are communicated to all the other cells in L c . Next, p m recalculates the E m to find the remaining load to be shared. The process then moves to the next underloaded neighbor of p m for further load sharing. This process continues until either A m ¼ M, until the process runs out of neighbors to share the load with, or until all of p m 's neighbors' bounding box have grown to the maximum possible extent. When this process stops for p m , it communicates to all of the other nodes and takes itself out of the L c . The process then moves to the cell with the next highest A in the L c . This continues until L c is empty. Note that since the data only travel from more loaded cells to less loaded cells, and the process converges as the load of each cell reaches M, no cell can ever shrink to zero. The pseudocode of this scene adaptive data distribution scheme is detailed in Algorithm 1. Figs. 15, 16, and 17 presents the results for this scene adaptive data distribution scheme. Fig. 15 shows the variance of the data distribution, after each iteration, for different values of c. Each iteration progressively reduces the variance, and it converges in just two iterations. Note that as the spatial coherence constraint is reduced with a higher f, the data load variance is reduced even further. Fig. 16 shows that data balancing using the scene adaptive data management is always better than the one achieved by interleaved data distribution. For any given f, note that as the cell size decreases (c increases), the bounding box gets smaller, and the amount of data change allowed in the bounding box also reduces. For models with non-uniform distribution of data, such as the Boeing model, this small change in the bounding box is not enough to balance the data load. Therefore, as the value of c increases, the variance in the data load also increases, especially for models with non-uniform spatial distribution of data.
Algorithm 1. Scene Adaptive Data Balancing
In terms of actual system performance of the walkthrough rendering application, Fig. 17 shows that the scene adaptive data balancing scheme's maximum delay between frames is lower than that of the fixed interleaved partitioning scheme, for different values of f. First, note that the maximum delay between frames after scene adaptive balancing is always lower than that from the interleaved data distribution, irrespective of the value of f. Next, similar to the preferred value for c for lowest delay between frames, this graph shows a preferred value for f. For example, for Boeing model, the maximum delay is minimal for f ¼ 1. For f ¼ 0:5, the data load is not well-balanced. For f ¼ 2:0, the spatial coherence of the data is not adequately maintained. f ¼ 1 provides the preferred combination of a balanced load and spatial coherence, yielding the best performance.
The effect of f is much more dramatic for the Boeing model (with non-uniform data distribution) than for the City model (with almost uniform data distribution). For the City model, the initial data distribution is almost uniform, hence the effect of the scene adaptive data balancing 20 . From this we find that there exist a sweet spot in f, which balances spatial coherence with similarity in load, to achieve optimal performance. Finally, as expected, the effect of changing f on the system performance is much more dramatic for a non-uniformly distributed model (the Boeing model) than for a uniformly distributed model (the City model), due to the much lower variance in the data distribution with a larger f. Fig. 18 shows the gray scale visualization of the amount of data in each cell, for different iteration count, when the scene adaptive data balancing scheme is applied on the Boeing model. It is evident from the decreasing contrast of the visualization that the load is iteratively more well-balanced. This is shown for two different values of f. With a higher f, the load is better balanced, but has less spatial coherence. Since there is no data duplication, f affects the spatial coherency of the data by controlling the spatial range in which the data can be moved from its original interleave partition. For example, in Fig. 17 , a value of f ¼ 2:0 would allow the data block to move up to a maximum of two unit blocks away from its original interleave partition.
NAVIGATION AND MODIFICATION
Based on the results of the scene adaptive data load balancing scheme, data are distributed to individual SCD nodes and stored in their EM. During the virtual navigation through the scene, the view frustum is changed based on the user's input and this view frustum is broadcast to all SCD nodes. Each SCD node would compute the part of the view frustum it is responsible for, as shown in Fig. 5 , and fetch the required data for this partial view frustum from the fastest level of the memory hierarchy, where the data are present.
After the initial data distribution is finished, a meta file is used to locate the required data. A look-up table is generated that consists of the object ID, the object's bounding box, all of the page IDs that contain the object data, and the SCD node's ID, for which the pages reside in (for the VEM). In addition to the look-up table, the meta file also contains the geometry of the interleaved grid that was used to distribute the data. At run time, if an SCD node's view frustum intersects a grid cell (bucket), the SCD node will fetch all Note that as f increases, relaxing the spatial coherence constraint, the variance in the load is further reduced. Fig. 16 . The variance of the data load, resulting from the scene adaptive data balancing scheme (in bolded green lines), is much smaller than the interleaved approach (in bolded blue line), both for the City (left) and the Boeing (right) model. Note that, by design, the variance for the scene adaptive balancing scheme cannot be worse than the interleaved approach. data pages associated with that grid cell and store it in its LC for rendering. If the amount of data that needs to be fetched exceeds the LC, out-of-core algorithms are used, which will negatively impact the rendering performance. Information about the object's bounding box may be used to compute the image-space projection-error, in order to choose the appropriate object level of detail (LOD) that has to be rendered.
Interactive editing applications expect users to continuously modify and interact with the model. In addition to operations such as addition and deletion of objects, our proposed system supports many edit operations such as scaling, translation, rotation, and shearing. Such modifications are assumed to occur at the object level, which are well supported by a page-based data layout [23] . When the user performs a delete operation on the selected data, data are removed from all the nodes that have this data. Similarly, during an insert operation, new data are inserted, in an interleaved manner, based on their object space location, to all of the relevant nodes. Note that only the objects that are displayed can be edited. So by design, if an object is selected for editing, all page blocks associated with that object would be in the memory (LC) of SCD nodes that are displaying the object, or being streamed using out-of-core techniques. Any edit operation done will be updated across all SCDs. Once the object has been deselected, the SCD node that currently renders the edited object (and the one with smallest id, if there are multiple nodes rendering the object), would commit the change to the VEM, and a message is sent to all SCD to invalidate the object in their LC. The updated object must then be fetched from the VEM. Transformation parameters are sent to all SCD nodes rendering the object. With every insertion or deletion, the data can change considerably-both in terms of their size and their spatial organization. Therefore, through interleaved distribution, data are inserted to, or deleted from, the data management system first, followed by the scene adaptive data balancing. The distribution achieved by using this approach is almost identical to the one achieved for modified data detected during system startup.
As a system design principle, the scene adaptive data balancing step is performed during the idle cycles, to minimize the impact on the users' interaction. To make the process more efficient, the re-balancing step is run only on the cells which belong to the metacells included in, or adjacent to, the metacells in the view frustum (Fig. 19) . Since the constraints of the growth and shrinkage of the bounding box keep the data local, and since it is reasonable to assume that data edits primarily occur within the view frustum, having this restriction results in a fast re-balancing. Note that for the former, the shrinking and growth in the bounding boxes are much less than the latter. The zoomed-in views show the data partition in the same small region of the scene, at the junction of the two red lines, and illustrate the growth and shrinkage of the bounding boxes, which are allowed to overlap, to achieve this load balancing. Fig. 19 . The cells affected by the scene adaptive balancing scheme, following a data modification for two differently sized view frusta.
Our proposed system treats any data modification (e.g. translation, scaling) as a deletion of the existing object, followed by an insertion of the modified object; however, these edit operations may take multiple frames to balance. For example, for scaling, the user has to select the object and scale it to the desired size, over multiple frames. Similarly, for translation, the user has to select the object and move it to a different location, over multiple frames. Instead of committing multiple deletions and insertions for each frame, upon the object selection, the pages in each EM are marked. When the user is performing the operation, each SCD node will render the modified data using the transformation parameters. Once the user is done with the modification, indicated by releasing the object, the marked pages are deleted, followed by an insertion of the modified object. This strategy has two advantages. First, the user continues to get interactive feedback of his modifications while he is performing the edit. Second, the network and EMs are not taxed with excessive data movements, only those necessary for the modification to be committed.
IMPLEMENTATION AND RESULTS
Firstly, we want to stress that our work is a distributed data load balancing and management technique. Although our implemented system includes parallel rendering aspects, the proposed method is not a rendering load balancing technique.
System infrastructure. Our distributed interactive navigation and modification paradigm has been implemented on a 3 Â 3 grid of SCD nodes, projected from a 3 Â 3 multi-projector display, in our lab (Fig. 1) . Each SCD node consists of a 1;024 Â 768 Epson and Canon presentation projector, of 3,500 lumens brightness, and an Intel i5 3.3 GHz PC. Together, they form a 8 0 Â 6 0 display. All of these PCs are connected over a gigabit LAN. Each PC is equipped with an nVidia GeForce 560 GPU (1 GB), and 8 GB RAM. In order to test our architecture and associated methodologies, and in order to simulate the effects of having significantly smaller main memory than the size of the model, the main memory was limited, based on the size of the model. For example, the PCs were limited to 500 MB RAM per PC for the 4 GB City model, and 2 GB RAM per PC for the 20 GB Boeing model. In the prototype, textures were not considered; however, our architecture does not have any inherent limitation that would prevent it from being extended to textured models. For the registration of geometry and color, existing techniques, presented by Bhasker et al. and Sajadi et al. [2] , [25] , were used.
The application is written in C++ using OpenGL graphics library. All prioritized communication route were implemented in software. Out-of-core rendering for the GPU was utilized to stream the updated data to the GPU. All the data primitives are triangles. For editing tasks, all objects that can be edited are identified by an ID, and edit operations are performed on the object, using the object's ID.
Data layout on EM. The secondary storage uses the pagebased data structure data layout proposed by Sajadi et al. [23] to store the data in a cache-coherent manner, on the disk. In this approach, the geometric data stored in a diskpage (of size determined by the operating system) is selfcontained. For example, for each triangle stored in a page, all of its vertex information are also stored in the same page.
The group of triangles stored in a page are all related: for example, they may belong to the same LOD of the same object, or they may be spatially close and hence may belong to the same cluster. A disk-page hierarchy is built by clustering the primitives of the scene in terms of their spatial proximity, and laying them linearly on the disk in multiple pages. A K-d tree is generated for the bounding boxes of the primitives for each disk page. The leaf nodes of the K-d tree have pointers to the disk-pages, and not individual triangles. This K-d tree is stored as a metadata in each SCD node, and is used by the data-access sub-system middleware in order to easily locate, and fetch, the required object data in the VEM. The rendering system, when it has to fetch data from the VEM, will interface with the data access subsystem by requesting specific pages of data. A page-based data layout utilizes the properties of the physical disk to efficiently read and write data between main memory and secondary storage. The page size used is equal to that of the hard disk's block size, based on how the hard disk is formatted. Thus, each page can be read in its entirety from a single hard disk block. If the page size is not aligned with the hard disk's block size, a page may reside in multiple blocks, thus, introducing more I/O overhead.
Performance analysis. Using the optimal value of c(20) along with the bounding box scale constraint f(1), we performed a series of test to determine how the system parameters affect the overall system performance. The system parameters are: LC, network bandwidth, and hard disk speed. Fig. 20 shows how the LC size and the network bandwidth can affect the maximum delay between frames. Graph ðaÞ shows the effect of the LC size on the system performance. Graph ðbÞ overlays the average LC load with the average network utilization and average hard disk utilization. Note how the average LC load remains constant through out all LC size. This is due to the fact that he LC size is less than the data set size, therefore, the SCD node would try to cache as much data as its LC can hold. Graph ðcÞ measures the impact of the network bandwidth on the system. When the network bandwidth is limited to 50 MB per second, the delay between frame is almost double the typical value in the previous graph for each LC size. Therefore, the network bandwidth is crucial to the overall system performance. The hard disk transfer speed graph also shows a similar behavior.
Frame synchronization. We use a simple distributed algorithm to achieve frame synchronization across multiple SCD nodes. One SCD node acts as the main controller and broadcasts a series of timed messages to all other nodes. The other nodes will measure and compensate their delay from the main controller upon receipt of these messages. This achieves a synchronization up to at most one frame (i.e. 32 milliseconds) difference, considering standard projector refresh rate. According to Shneiderman [28] , a system response, to any user interaction, within 80 milliseconds is perceived to be instantaneous by humans. Our system can respond to any user input within 32 milliseconds. It may take up to an additional 32 milliseconds for the frames to be synchronized. Therefore, the maximum response time for the system is 64 milliseconds, which is well within Shneiderman's tolerance level; hence, it is imperceivable. The rendering system can operate in two synchronization modes: blocking and non-blocking. In blocking mode, all SCD nodes will announce when they are ready to swap the framebuffer. Once all SCD nodes have acknowledged that they are ready to swap their framebuffer, they will all perform the operation at the next synchronized time. In nonblocking mode, each SCD node will swap its framebuffer, independent of the other SCD nodes. After this action, it will wait for the next synchronized time. If a better synchronization method is desired, one can use an expensive hardware based solution, like the Genlock (as in ATI FirePro S400) or G-Sync (Nvidia). G-Sync makes it possible for the display refresh to be synchronized with the GPU render rate, thereby solving the problem of synchronizing the system display output with the display's screen refresh rate.
Model processing. Our method is specifically geared towards massive models. Therefore, it holds significant benefits for very large environments. Using our nine SCD nodes system, the Boeing model can be navigated, and objects can be interactively modified, at an average frame rate of 45 fps, even when each SCD's RAM is limited to 2 GB. On any given SCD node that has 4 GB of usable RAM, the entire City model can be loaded into that machine's RAM, however, the best frame rate achieved is 5 fps. This indicates that the main bottleneck is due to the rendering of the model. When using the model on our nine SCD nodes, since the model is much smaller than that of the Boeing's, the RAM is limited to 500 MB, but it can be navigated and modified at an average frame rate of 57 fps. This clearly demonstrates the advantages of our distributed techniques. The one-time pre-processing, including the page based data layout (using the technique proposed by Sajadi et al. [23] ), the interleaved data partitioning, the pre-edit model adaptive data balancing, and the movement of the data to different SCD nodes, takes around 150 minutes for the Boeing model, and 45 minutes for City model. A 4K page size was used for the page based layout. Interactive rendering rates are still maintained, even after dynamic balancing is performed following any edits. Our implementation does not use levelsof-detail (LODs), however, the distributed data management technique does not depend on the use of LODs. Each LOD of the entire scene can be distributed independently to all SCD nodes using the same method described in the paper. It is important to note that our method distributes the data spatially; therefore, all the LODs of an object that occupies the same space, will be stored within the same cell. The rendering node can decide on the appropriate LOD to render, and fetch the required data from the nearest storage location in our memory hierarchy. Consistency of the choice of the appropriate LOD, for the same model, for any given viewpoint, across different SCD nodes, is guaranteed because the same code that is running on each SCD node is the same code that is running in our distributed data management and rendering platform.
Rendering versus data management. Most existing systems focus more on the parallel rendering, leaving the data management to the application developer. Our distributed data layout and management system is complementary to all prior parallel rendering method. In other words, any parallel rendering system can use our distributed data layout and management system. Fig. 17 shows the results of one simple parallel rendering system, in which our system achieved an average frame rate of 30 fps for 350 million triangles. In comparison, Equalizer gets around 2.5 fps for a 225 million triangle model (refer to [7, Fig. 24 ], although it should be noted that the machines and GPUs used in that work is older and slower). We believe that the performance of parallel rendering systems, such as Equalizer, can be improved, by using our data management system.
Compression. It may be argued that data compression can be used to reduce the storage requirements, which will reduce the need for distributed storage, network data transfer time, and even out-of-core processing and rendering. While compression does reduce storage requirement, decompression of data for each page, however, will increase the latency and becomes a bottleneck for real-time rendering and interaction. As illustrated in Table 1 , the decompression time for a small block of data-even when using a bitstream Huffman encoding, best known for its fast decompression-is so large that it prohibits real time rendering. If a transfer volume of 3 MB were fetched from the VEM for a particular frame, using 4 K page size, it would take approximately 352 milliseconds to decompress. On a gigabit LAN, 3 MB take approximately 30 milliseconds to transmit. If the data were compressed by a factor of 2, it would take approximately 15 milliseconds to transmit the data over the LAN, and an additional 352 milliseconds to decompress the data. Therefore, the gain in reduced data transfer time is overshadowed by the overwhelming cost to decompress the data page. 
CONCLUSIONS AND FUTURE WORK
In summary, we have presented a distributed architecture for data management, for interactive navigation and modeling of large environments. The first main contribution of our work is the proposed distributed memory hierarchy that includes the local main memory (local cache-LC), the main memory of the adjacent nodes in the tiled display (adjacency cache), the local external memory and the external memory of all the other nodes in the distributed system (virtual external memory). The second contribution is the interleaved data partitioning and distribution method that reduces variance in the data load, while maintaining the spatial coherency scene data, stored in the same storage node. We are in an age of data explosion. Soon, our virtual environments will be much bigger than the Boeing model (20 GB) used in this paper. Our system represents a versatile framework which, in the future, can be extended in many ways. A previous work by Roman et al. [21] presents a distributed interaction paradigm to interact with 2D data on a cluster of compute-display-interact (CDI) nodes. We are exploring the extension of this work to 3D models by modifying the front end of the user interface. This can lead to a system that offers extremely lucid and natural gestures for implementing the navigation and edits of data models. Since our architecture inherently can scale to multiple users, it facilitates co-located collaborative navigation and edits of large VR environment. Further, although our storage load balancing is complementary to rendering load balancing, we want to explore merging earlier work on rendering load balancing with our architecture. Future work includes extending our 2D data partitioning scheme into a 3D scheme and handling of dynamic data. We will have to address challenges such as how a 3D scheme would introduce additional data load imbalance since each SCD would now have many more neighboring SCDs. In general, highly dynamic data sets that change continuously with time (e.g. particle system or flow visualization) is a challenge for distributed data system. Unlike modeling applications, however, simulation systems come with analytical and predictive data movements. It will be interesting to explore how this can be leveraged in the context of our distributed data management scheme.
