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In 1936, Weisskopf showed [1] that for vanishing electric or magnetic fields the strong-field be-
havior of the one loop Euler-Heisenberg effective Lagrangian of quantum electro dynamics (QED)
is logarithmic. Here we generalize this result for different limits of the Lorentz invariants ~E2 − ~B2
and ~B · ~E. The logarithmic dependence can be interpreted as a lowest-order manifestation of an
anomalous power behavior of the effective Lagrangian of QED, with critical exponents δ = e2/(12π)
for spinor QED, and δS = δ/4 for scalar QED.
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Introduction
In 1931 Sauter [2] and four years later Heisenberg and Euler [3] provided a first description of the vacuum properties
of QED. They identified a characteristic scale of strong field Ec = m
2
ec
3/e~, at which the field energy is sufficient to
create electron positron pairs from the vacuum, and calculated an effective Lagrangian that will replace the Maxwell
Lagrangian at strong fields. In 1951, Schwinger [4–6] gave an elegant quantum-field theoretic reformulation of their
result in the spinor and scalar QED framework (see also [7, 8]). The description was further extended to space-time
dependent electromagnetic fields in Refs. [9–15]. The monographs [16–20] and the recent review articles [21–23]
can be consulted for more detailed calculations, discussions and bibliographies. Since then, the properties of QED in
strong electromagnetic fields have become a vast arena of theoretical research, awaiting experimental verification as
well as further theoretical understanding.
An interesting aspect of effective field theories in the strong-field limit has recently been emphasized in a completely
different class of quantum field theories. These have the property of developing an anomalous power behavior in the
strong-field limit. It is experimentally observable at the critical point in second-order phase transitions, and for this
reason such a power behavior is also called critical behavior. It arises if the so-called beta function (also called the
Stueckelberg–Petermann function or the Gell-Mann–Low function)[24, 25], which governs the logarithmic growth of
the coupling strength for varying energy scale, has a fixed point in the infrared. In such theories, it is possible to take
the theory to the limit of infinite coupling strength. The effective action can usually be calculated in perturbation
theory as a power series in the fields. The coefficients are the one-particle irreducible n-point vertex functions of the
theory. In the limit of large field strength, this power series can be shown to develop an anomalous power behavior
with irrational exponents [26, 27]. Also the gradient terms in this effective action show anomalous powers [28].
In the past many authors have argued that in QED such a fixed point may exist [29–33] and could ultimately
explain the numerical value of the fine structure constant. However it is presently believed to be absent. Lattice
simulations as well as functional renormalization group methods show that chiral symmetry breaking prevents QED
from reaching a fixed point [34, 35]. This is supported by studies of the Gell-Mann–Low function [36]. However a
fixed point might exist if one adds gravity to the theory [37]. In this article we shall not assume the existence of
such a fixed point, but point out that at strong fields, the effective action in the weak-coupling expansion, namely the
Euler-Heisenberg effective action, exhibits a power behavior that is typical for critical phenomena.
This anomalous power behavior in the weak-coupling expansion can be seen as a first step in the direction of
a strong-coupling QED theory, by analogy with the above mentioned behavior for strong-coupling quantum field
theories. This could be reached by using a technique to go from diverging weak-coupling series to a converging strong-
coupling series which was developed in the context of φ4-theories [26, 27, 38]. However these calculations are left for
future work.
In QED, the nonperturbative, one-loop effective action takes the form
∆Leff[A] = −i tr log
[
i/∂ − e /A(x)−me
i/∂ −me
]
, (1)
with the classical external gauge potential Aµ and Feynman’s slashed notation /v := γ
µvµ. Heisenberg and Euler [3]
2and Weisskopf [1] showed that for a constant classical external field this can be brought to the form
∆Leff = − 1
2(2π)2
∫ ∞
0
ds
s
[
e2ǫβ coth(seǫ) cot(seβ)− 1
s2
− e
2
3
(
ǫ2 − β2)] e−is(m2e−iη), (2)
where ǫ and β are Lorentz invariant variables defined by
ǫ2 − β2 := ~E2 − ~B2 := −1
2
FµνF
µν =: 2S, ǫβ := ~E · ~B := −Fµν F˜µν =: P (3)
where ~E and ~B are the electric and magnetic field strength, Fµν = ∂µAν − ∂νAµ is the field strength tensor and
S and P are scalar and pseudo-scalar combinations thereof. Explicitly, the quantities ǫ and β are given by
ǫ =
√√
S2 + P 2 + S,
β =
√√
S2 + P 2 − S.
(4)
For scalar QED, the corresponding quantity reads
∆Leff[A] = i
2
tr log
{
[i∂µ − eAµ(x)]2 −m2e
−∂2µ −m2e
}
, (5)
which for constant classical external fields can be brought in the form [1]
δLeff = 1
4(2π)2
∫ ∞
0
ds
s
[
e2ǫβcsch(seǫ) csc(seβ)− 1
s2
+
e2
6
(
ǫ2 − β2)] e−is(m2e−iη), (6)
where csc(x) = 1/ sin(x) and csch(x) = 1/ sinh(x). There are several analytic reformulations and studies of the
Euler-Heisenberg Lagrangians (2) and (6) in Refs. [39–44].
In Ref. [1], Weisskopf showed that the leading behavior of the effective Lagrangian (6) for strong magnetic and
electric fields is logarithmic for vanishing electric and magnetic fields respectively. In this article we generalize this
for several special cases of the variables P, S and ǫ, β, and express the results compactly as a fractional generalization
of the Lagrangians (2) and (6)
Leff = 1
2
E−2δc (
~E2 − ~B2)
(
| ~E2 − ~B2|| ~E · ~B|
)δ/2
+ . . . , (7)
which is valid in the limit of strong electromagnetic fields, with the anomalous power δ = e2/(12π) for spinor QED
and δS = δ/4 for scalar QED.
In Section I, we briefly review the series representation of the Euler-Heisenberg-Lagrangian (2) and (6), which has
been derived in various places over the years [40–43]. In Section II, we derive the fractional expression (7) by using
this series representation and performing a strong-field expansion up to the leading logarithmic order. In order to
make the text and ideas most transparent, we relegate detailed technical calculations to the Appendices.
I. REFORMULATION OF THE EULER-HEISENBERG LAGRANGIAN
In this Section we use an identity to bring the Euler-Heisenberg Lagrangian (2) to a form that will be used in
section II to go to strong fields. This reformulation has been done similarly in the past [23, 40–42] for spinor QED.
We shortly review this in Section IA. For scalar QED the procedure is presented in Section IB.
A. Reformulation of the spinor Euler-Heisenberg Lagrangian
A useful expansion, to be derived in Appendix A1, is [45]:
e2ǫβ coth(seǫ) cot(seβ)− 1
s2
− e
2
3
(ǫ2 − β2) =2s2
∞∑
m=1
eǫ
sm
coth(eǫsm)
s2 − s2m
− 2s2
∞∑
n=1
eβ
sn
coth(eβsn)
s2 + s2n
(8)
3with sn = nπ/(eǫ) and sm = mπ/(eβ). Inserting that into (2), it becomes
∆Leff = − 1
(2π)2
∫ ∞
0
ds s
[
∞∑
m=1
eǫ
sm
coth(eǫsm)
s2 − s2m
−
∞∑
n=1
eβ
sn
coth(eβsn)
s2 + s2n
]
e−is(m
2
e
−iη). (9)
We now rotate the integration contour to s = iτ/(m2e − iη) where τ runs along the real axis from zero to infinity, and
the mass carries the usual negative infinitesimal part −iη to ensure that the electron wave function goes to zero at
infinite time, and we obtain
∆Leff = − m
2
e
(2π)2
∫ ∞
0
dτ τ
[
∞∑
m=1
eǫ
σm
coth(eǫτm)
τ2 − (iσm)2 −
∞∑
n=1
eβ
σn
coth(eβτn)
τ2 − σ2n
]
e−τ , (10)
with σk = sk(m
2
e − iη) for k = m,n. Performing the integrals over τ , we arrive at the effective Lagrangian of QED.
It has an imaginary part from the poles at iσm and σn in the integral, leading to the so-called Schwinger decay rate
of the vacuum [4–6]
∆Lℑeff =
im2e
4π
∞∑
n=1
eβ
σn
coth
(
eβ
m2e
τn
)
e−σn . (11)
The real part ∆Lℜeff can be derived with the help of the principal value integral (see [46], Eq. 3.354)
P
∫ ∞
0
ds
se−s
s2 − z2 = −
1
2
J(z) := −1
2
(
e−zEi(z) + ezEi(−z)) , (12)
where Ei(x) denotes the Exponential integral (see [46], Eq. 8.211)
Ei(x) = −
∫ ∞
−x
e−t
t
dt. (13)
The result is
∆Lℜeff =
m2e
2(2π)2
[
∞∑
m=1
eǫ
σm
coth
(
eǫ
m2e
σm
)
J(iσm)−
∞∑
n=1
eβ
τn
coth
(
eβ
m2e
σn
)
J(σn)
]
. (14)
Equation (14) was first presented in Ref. [40], later in different versions in [41, 42]. The above version does not quite
conform with standard mathematical notation, since the Exponential integral is usually defined for real values only
(for details see [47]). Nevertheless, since it is easily extended to purely imaginary values, using the sine and cosine
integral (see Appendix B for details) we proceed with the slightly improper notation for convenience.
Combining (11) and (14) and re-substituting σn and σm we find the total one-loop effective Lagrangian of QED for
constant fields
∆Leff = e
2
(2π)3
∞∑
n=1
βǫ
n
[
coth
(
π
ǫ
β
n
)
J
(
inπEc
β
)
− coth
(
π
β
ǫ
n
)[
J
(
nπEc
ǫ
)
− 2πi exp
(
−nπEc
ǫ
)]]
. (15)
Observe that this is not invariant under the duality transformation ǫ → iβ, β → −iǫ. This is due do the fact that
for the extraction of the imaginary part we assumed ǫ and β to be real. There exists however the possibility to
incorporate the imaginary part into a formulation via analytic continuation using incomplete Gamma functions. This
and its significance for the duality has been studied at length in the literature [47, 48]. We are however only interested
in the real part, which also in the above formulation is invariant under the duality transformation.
B. Reformulation of the scalar Euler-Heisenberg Lagrangian
We now reformulate the scalar Euler-Heisenberg Lagrangian in the same way. Here (8) becomes (see Appendix
A2)[45]
e2ǫβcsch(seǫ) csc(seβ)− 1
s2
+
e2
6
(ǫ2 − β2) =2s2
∞∑
m=1
(−1)m eǫ
sm
csch(eǫsm)
s2 − s2m
− 2s2
∞∑
n=1
(−1)n eβ
sn
csch(eβsn)
s2 + s2n
, (16)
4and (11) changes slightly to
∆Lℑeff = −
im2e
8π
∞∑
n=1
(−1)n eβ
τn
csch
(
eβ
m2e
σn
)
e−σn , (17)
a form first found by Popov [10, 22]. Using the principal value integral (12), the real part of the scalar effective
Lagrangian becomes
∆Lℜeff =
m2e
4(2π)2
[
∞∑
n=1
(−1)n eβ
σn
csch
(
eβ
m2e
σn
)
J(σn)−
∞∑
m=1
(−1)m eǫ
σm
csch
(
eǫ
m2e
σm
)
J(iσmm
2
e)
]
, (18)
and the full scalar Lagrangian reads, by analogy with (15)
∆Leff = e
2
2(2π)3
∞∑
n=1
(−1)nβǫ
n
[
csch
(
π
β
ǫ
n
)[
J
(
nπEc
ǫ
)
− 2πi exp
(
−nπEc
ǫ
)]
− csch
(
π
ǫ
β
n
)
J
(
inπEc
β
)]
. (19)
As in the spinor case, the duality transformation ǫ → iβ, β → −iǫ does not hold for the whole Lagrangian, for the
same reasons as in the spinor case, with the same cure.
II. STRONG FIELD APPROXIMATION
We now use the formulations of Sections IA and IB to find the leading terms in the approximation of the strong
field limit (| ~E|, | ~B| ≫ Ec). Since Eqs. (15) and (19) are expressed in terms of the Lorentz invariant terms S = ~E2− ~B2
and P = ~E · ~B, we must ensure that this limit is properly reflected in these variables. There is no direct way to
translate the above limit to the variables ǫ, β. Thus we shall look at some special cases:
1. |S/P | ≫ 1 ,
2. ǫ, β ≫ Ec and ǫ/β ∼ O(1) ,
3. |P/S| ≫ 1.
The first case, where the component of the magnetic field in the direction of the electric field is small, is discussed in
detail in [39] for the spinor case. We briefly revisit this case in Section IIA 1, and discuss the scalar case in Section
II B 1. In Sections IIA 2 and II B 2, we study the second case for spinor and scalar QED, respectively, which is a
generalization of the third case to be studied in Sections IIA 3 and II B 3. In six cases we find that the leading order
correction is logarithmic, giving the possibility to rewrite the result as a power with an anomalous exponent. We
additionally find that the only difference between scalar and spinor QED lies in a factor of 4 for this exponent.
A. Strong field approximation for spinor QED
1. Small-P expansion
As described in Reference [39] for the case that the component of the magnetic field in direction of the electric field
is small we can expand the corrections to the Lagrangian in the following way
∆L(S, P ) = ∆L(S, 0) + P ∂∆L(S, P )
∂P
∣∣∣∣
P=0
+ . . . . (20)
Here we concentrate on the lowest order which means P = 0. Looking at (4), we see that this corresponds to
ǫ =
√
2S, β = 0 for S > 0 and ǫ = 0, β =
√−2S, for S < 0. These cases have been studied in [23, 44]. Using
limz→∞ J(iz) = 0, as well as limz→0 z coth(az) = 1/a we find the real part of the Lagrangian for β = 0
∆Lℜβ=0 = −
e2ǫ2
8π4
∞∑
n=1
1
n2
J
(
nπEc
ǫ
)
. (21)
5We can now look at what happens in the limit of strong fields
√
2|S| ≫ Ec. Then we can expand the exponential
and exponential integral of J(x) defined in (12) for small x.
It is important that we first perform the summation over n and then sort the orders of the strong field ǫ. The
summation formulas needed for that can be found in Appendix B. Using (B7) for real or purely imaginary ǫ we find
∆Lℜβ=0 = −
e2ǫ2
24π2
log
(
πEc
|ǫ|
)
− e
2ǫ2
8π4
(
−2ζ′(2) + γ π
2
3
)
+ . . . , (22)
whereas for ǫ = 0, the result is
∆Lℜǫ=0 =
e2β2
24π2
log
(
πEc
|β|
)
+
e2ǫ2
8π4
(
−2ζ′(2) + γ π
2
3
)
+ . . . . (23)
The first terms are those derived by Weisskopf [1] for vanishing magnetic (ǫ = E , β = 0) or electric (ǫ = 0 , β = B)
fields respectively (see also [44], Eq. (13.435) and [23], Eq. (199)). Here ζ′(z) is the derivative of the Riemann zeta
function.
Using ǫ =
√
2S or β =
√−2S we can now write
Lℜ =1
2
( ~E2 − ~B2) + e
2
24π2
( ~E2 − ~B2) log
(
| ~E2 − ~B2|
E2c
)
+O
(
S
E2c
,
P
S
)
. (24)
This can be brought into the form
Lℜ =1
2
E−δc (
~E2 − ~B2)| ~E2 − ~B2|δ/2 + . . . , (25)
where we define the anomalous power
δ :=
e2
12π
. (26)
This is the same result as proposed in [44], Eq. (13.436).
2. General strong field case (β, ǫ≫ Ec)
If we want to know more about the case β 6= 0, ǫ 6= 0 in strong fields, we start from (15) and split the real part of
the action into two parts
∆Lℜ = ∆Lǫ +∆Lβ , (27)
where
∆Lǫ = −e
2βǫ
8π3
∞∑
n=1
1
n
coth (πnz)J (nx) , ∆Lβ = e
2βǫ
8π3
∞∑
n=1
1
n
coth (πn/z)J (inx/z) , (28)
with z = β/ǫ and x = πEc/ǫ. We expand this for ǫ≫ 1, which means around x = 0. For this we must first perform
the sum over n . Note that z is not necessary small. We shall treat it as a quantity of order 1 in our expansion, which
implies that ǫ and β are of the same order of magnitude.
The calculations necessary for the sums are summarized in Appendix B. Using (B23) we find the logarithmic
corrections to the Lagrangian for real or purely imaginary ǫ and β to be
∆Lǫlog =
e2βǫ
8π3
log(|x|)
[
sgn(z) (4 log (η(i|z|)) + log(|x|)) + 1
3
πz
]
, (29)
where η(z) is the Dedekind Eta function [49]. We can now use its property
η
(
− 1
τ
)
= η(τ)
√−iτ , (30)
6rewritten as
log(η(iz)) =
1
2
log
(
η
(
i
z
)
η(iz)
)
− 1
4
log(z). (31)
after which (29) becomes
∆Lǫlog =
e2ǫβ
8π3
log
(
πEc
|ǫ|
)
sgn
(
β
ǫ
)[
2 log
(
η
(
i
∣∣∣∣βǫ
∣∣∣∣
)
η
(
i
∣∣∣∣ ǫβ
∣∣∣∣
))
+ log
(
πEc
|β|
)
+
∣∣∣∣βǫ
∣∣∣∣ π3
]
, (32)
By analogy we find for the second part (observe that we can get this result directly from the above via the duality
transformation ǫ→ iβ, β → −iǫ)
∆Lβlog = −
e2ǫβ
8π3
log
(
πEc
|β|
)
sgn
(
ǫ
β
)[
2 log
(
η
(
i
∣∣∣∣βǫ
∣∣∣∣
)
η
(
i
∣∣∣∣ ǫβ
∣∣∣∣
))
+ log
(
πEc
|ǫ|
)
+
∣∣∣∣ ǫβ
∣∣∣∣ π3
]
. (33)
So that in the end we have
∆Lℜlog =−
e2
24π2
[
ǫ2 log
(
πEc
|β|
)
− β2 log
(
πEc
|ǫ|
)]
+ sgn
(
ǫ
β
)
e2βǫ
4π3
log
( |β|
|ǫ|
)
log
(
η
(
i
∣∣∣∣βǫ
∣∣∣∣
)
η
(
i
∣∣∣∣ ǫβ
∣∣∣∣
))
, (34)
where the last term is only a function of the ratio of ǫ and β, and thus not of logarithmic order. Thus the result reads
∆Lℜlog =
e2
24π2
[
ǫ2 log
( |β|
πEc
)
− β2 log
( |ǫ|
πEc
)]
. (35)
For the total effective Lagrangian we find
Lℜ = 1
2
(ǫ2 − β2) + e
2
24π2
[
ǫ2 log
( |β|
Ec
)
− β2 log
( |ǫ|
Ec
)]
+O
(
ǫ2
E2c
,
β2
E2c
)
. (36)
This is formulated with an anomalous power as
Lℜ = 1
2
E−δc
(
ǫ2|β|δ − β2|ǫ|δ)+ . . . , (37)
where the coefficient δ = e2/12π is the same as in the small-P case.
3. Small-S expansion
In the above section we studied the case of ǫ, β ≫ Ec while ǫ/β ∼ O(1). While the first restriction means that
|P | ≫ E2c the second does not necessarily mean that S is small. To study the |P/S| ≫ 1 case we expand
ǫ =
√
|P |
(
1 +
1
2
S
|P |
)
+O
(
S2
P 2
)
,
β =
√
|P |
(
1− 1
2
S
|P |
)
+O
(
S2
P 2
)
.
(38)
If we insert this in the logarithmic order for the ǫ, β ≫ Ec case (34) we find
∆Lℜlog =−
e2
12π2
S log
(
πEc√
|P |
)
− e
2
24π2
S − e
2
4π3
S log (η(i)) +O
(
S2
P 2
)
. (39)
The last two terms are not of logarithmic growth so that we by discarding them find
∆Lℜlog =
e2
24π2
S log
( |P |
E2c
)
+O
(
S2
P 2
)
. (40)
7For the Lagrangian we find
Lℜ = 1
2
( ~E2 − ~B2) + e
2
48π2
( ~E2 − ~B2) log
(
| ~E · ~B|
E2c
)
+O
(
S
E2c
,
S2
P 2
)
, (41)
which can be brought in the form
Lℜ = 1
2
E−δc (
~E2 − ~B2)| ~E · ~B|δ/2 + . . . (42)
with the anomalous power δ = e2/12π.
B. Strong field approximation for scalar QED
1. Small-P expansion
As in section IIA 1 we concentrate on the first order of the expansion of the Lagrangian in P (20) which is related
to P = 0 or ǫ =
√
2S, β = 0 for S > 0 and ǫ = 0, β =
√−2S, for S < 0. Using limz→∞ J(iz) = 0 as well as
limz→0 z csch(az) = 1/a we find the real part of the scalar Lagrangian for β = 0
∆Lℜβ=0 =
e2ǫ2
16π4
∞∑
n=1
(−1)n
n2
J
(
nπEc
ǫ
)
. (43)
Using (B28) for real or purely imaginary ǫ we find
∆Lℜβ=0 = −
e2ǫ2
96π2
log
(
πEc
|ǫ|
)
+
e2ǫ2
16π4
(
ζ′(2) + [log(2)− γ]π
2
6
)
+ . . . . (44)
Analogously we obtain for ǫ = 0
∆Lℜǫ=0 =
e2β2
96π2
log
(
πEc
|β|
)
− e
2β2
16π4
(
ζ′(2) + [log(2)− γ]π
2
6
)
+ . . . . (45)
Using ǫ =
√
2S or β =
√−2S we can now write
Lℜ =1
2
( ~E2 − ~B2) + e
2
96π2
( ~E2 − ~B2) log
(
| ~E2 − ~B2|
E2c
)
+O
(
S
E2C
,
P
S
)
, (46)
which can be brought into the form
Lℜ =1
2
E−δ
′
c ( ~E
2 − ~B2)| ~E2 − ~B2|δ
′/2
+ . . . , (47)
where we defined the anomalous power
δ′ :=
e2
48π
. (48)
2. General strong field case (β, ǫ≫ Ec)
To study the case ǫ, β ≫ Ec and ǫ/β ∼ O(1) we split up the real part of the action (19)
∆Lℜ = ∆Lǫ +∆Lβ , (49)
where
∆Lǫ = e
2βǫ
16π3
∞∑
n=1
(−1)n
n
csch (πnz)J (nx) , ∆Lβ = − e
2βǫ
16π3
∞∑
n=1
(−1)n
n
csch (πn/z)J (inx/z) , (50)
8with z = β/ǫ and x = πEc/ǫ. Now using (B36) we find
∆Lǫlog =
e2βǫ
16π3
log(|x|)
[
1
3
πz − 4 sgn(z) log (κ(i|z|))
]
. (51)
Where the function κ(x), defined in equation (B31), unlike the Dedekind Eta function used in the spinor case in
section IIA 2 is not a function which can be found in the literature. As shown in Appendix D in Eq. (D6) it is
however possible to find a property for this function which is analog to (30) for the Dedekind Eta function. This
identity reads
κ
(
− 1
τ
)
= κ(τ) (52)
and can be brought into the form
log(κ(iz)) =
1
2
log
(
κ
(
i
z
)
κ(iz)
)
. (53)
We thus by re-substituting x and z find
∆Lǫlog =
e2ǫβ
16π3
log
(
πEc
|ǫ|
)
sgn
(
β
ǫ
)[∣∣∣∣βǫ
∣∣∣∣ π6 − 2 log
(
κ
(
i
∣∣∣∣βǫ
∣∣∣∣
)
κ
(
i
∣∣∣∣ ǫβ
∣∣∣∣
))]
(54)
and analogously
∆Lβlog = −
e2ǫβ
16π3
log
(
πEc
|ǫ|
)
sgn
(
ǫ
β
)[∣∣∣∣ ǫβ
∣∣∣∣ π6 − 2 log
(
κ
(
i
∣∣∣∣βǫ
∣∣∣∣
)
κ
(
i
∣∣∣∣ ǫβ
∣∣∣∣
))]
. (55)
Adding these two equations we find
∆Lℜlog = −
e2
96π2
[
ǫ2 log
(
πEc
|β|
)
− β2 log
(
πEc
|ǫ|
)]
− sgn
(
ǫ
β
)
e2βǫ
8π3
log
( |β|
|ǫ|
)
log
(
κ
(
i
∣∣∣∣βǫ
∣∣∣∣
)
κ
(
i
∣∣∣∣ ǫβ
∣∣∣∣
))
. (56)
In analogy to (34) the last term is not logarithmic since it only depends on the fraction of ǫ and β. This means the
logarithmic part takes the form
∆Lℜlog =−
e2
96π2
[
ǫ2 log
(
πEc
|β|
)
− β2 log
(
πEc
|ǫ|
)]
, (57)
which leads to the Lagrangian
Lℜ = 1
2
(ǫ2 − β2) + e
2
96π2
[
ǫ2 log
( |β|
Ec
)
− β2 log
( |ǫ|
Ec
)]
+O
(
ǫ2
E2c
,
β2
E2c
)
. (58)
Or formulated with an anomalous power
Lℜ = 1
2
E−δ
′
c
(
ǫ2|β|δ′ − β2|ǫ|δ′
)
+ . . . , (59)
where the coefficient δ′ = e2/48π is the same as in the small P case.
3. Small-S expansion
We find the |P/S| ≫ 1 expansion from (56) by expanding with the help of (38) and find
∆Lℜlog =−
e2
48π2
S log
(
πEc√
|P |
)
− e
2
96π2
S +
e2
16π3
S log (κ(i)) +O
(
S2
P 2
)
. (60)
By discarding the non logarithmic powers we find in analogy to (40)
∆Lℜlog =
e2
96π2
S log
( |P |
E2c
)
+O
(
S2
P 2
)
. (61)
9For the whole Lagrangian we find
Lℜ = 1
2
( ~E2 − ~B2) + e
2
192π2
( ~E2 − ~B2) log
(
| ~E · ~B|
E2c
)
+O
(
S
E2c
,
S2
P 2
)
(62)
and thus we find
Lℜ = 1
2
E−δ
′
c ( ~E
2 − ~B2)| ~E · ~B|δ
′/2
+ . . . , (63)
with the anomalous power δ′ = e2/48π.
III. CONCLUSIONS
We conclude that in the strong-field expansion, the leading order behavior of the Euler-Heisenberg effective La-
grangian is logarithmic, and can be formulated as a power law for three different cases:
1. |S/P | ≫ 1,
2. ǫ, β ≫ Ec and ǫ/β ∼ O(1),
3. |P/S| ≫ 1.
The general form is the same for scalar and spinor QED. The only difference is a factor of four in the anomalous
power δ.
Let us mention here that the anomalous powers δ and δS are closely connected to the lowest Taylor coefficient of
the expansion of the β-function
β(e) = β1e
3 +O(e5), (64)
where (see e.g. [22])
βspinor1 =
1
12π2
, βscalar1 =
1
48π2
, (65)
for spinor and scalar QED, respectively. This can be explained straightforwardly since there exists a well-known
relation between the strong-field limit of the effective Lagrangian and the perturbative beta function which was first
established in Ref. [50] and reads (see e.g. [22])
∆Leff ∼ 1
4
(β1e
2 + . . .)( ~E2 − ~B2) log(| ~E2 − ~B2|). (66)
By comparing with (46) one sees that the anomalous powers are related to β1 by
δ = β1e
2. (67)
We have not been able to derive a result for S, P ≫ E2c . This case is equivalent to | ~E| ≫ | ~B| ≫ Ec or | ~B| ≫ | ~E| ≫ Ec
while the fields are almost parallel. If we combine the results (25) and (42) for the cases 1. and 3. we can conjecture
the more general result Eq. (7). This correctly reduces to the cases 1. and 3. in the respective limits and thus is more
general. As a result, Eq. (7) defines a fractional formulation for QED in the regime of strong fields. Thus our finding
exhibits an interesting similarity to the fractional quantum field theory discussed in Ref. [51].
As mentioned in the introduction this analogy might allow us to use the methods developed in [26, 27, 38] to get
a converging strong-coupling expansion starting from the diverging weak-coupling series of QED. Thus the present
paper presents a first step towards a strong-coupling theory for QED.
The Euler-Heisenberg Lagrangian is obtained in the configuration of constant electromagnetic fields. Nevertheless,
for the case of smooth and slow variations of electromagnetic fields in space and time, it can be approximately used to
study interesting effects like light-by-light scattering, photon splitting or electron-positron pair production (for reviews
see [22, 23]). This implies that the fractional QED obtained in this article could find some applications in the regime
of strong electromagnetic fields, due to its elegant mathematical formulation. This is particularly important for the
recent rapid developments of experimental facilities using novel strong laser sources to reach the field strength and
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intensity of theoretical interest. Such facilities include the Extreme Light Infrastructure (ELI)1, the Exawatt Center
for Extreme Light studies (XCELS)2, or the High Power laser Energy Research (HiPER)3 facility, which are planned
to exceed powers of 100PW. Both theoretical and experimental studies of the QED of strong electromagnetical fields
at the Sauter-Euler-Heisenberg scale Ec promise to become increasingly fascinating in the coming years.
Acknowledgements
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Appendix A: Elementary identities
1. Identity used for spinor QED
Here we derive the formula (8) used in Section IA to simplify the Euler-Heisenberg Lagrangian. We start from the
well-known series representations for the cotangent and the hyperbolic cotangent function (see [46], Eq. 1.421)
cot(πx) =
1
πx
+
2x
π
∞∑
k=1
1
x2 − k2 , (A1)
coth(πx) =
1
πx
+
2x
π
∞∑
k=1
1
x2 + k2
, (A2)
to find
e2ǫβ coth(seǫ) cot(seβ)− 1
s2
= 4s2
∞∑
m,n=1
1
s2 − s2m
1
s2 + s2n
+ 2
∞∑
m=1
1
s2 − s2m
+ 2
∞∑
n=1
1
s2 + s2n
, (A3)
where we have introduced sn = nπ/(eǫ) and sm = mπ/(eβ). The first sum can be decomposed as
∞∑
m,n=1
1
s2 − s2m
1
s2 + s2n
=
∞∑
m,n=1
1
s2m + s
2
n
(
1
s2 − s2m
− 1
s2 + s2n
)
. (A4)
The individual sums in (A3) can be expressed in terms of the digamma function ψ(z) = Γ′(z)/Γ(z) as follows
∞∑
m=1
1(
πm
eβ
)2
+ s2n
=
e2β2
π2
∞∑
m=1
1
m2 +
(
eβ
π sn
)2
=
eβ
2πsn
i
[
∞∑
m=1
1
m+ i eβπ sn
−
∞∑
m=1
1
m− i eβπ sn
]
=
eβ
2πsn
i
[
−ψ
(
1 + i
eβ
π
sn
)
+ ψ
(
1− ieβ
π
sn
)]
(A5)
where we have used the series representation (see [46], Eq. 8.363)
ψ(x) − ψ(y) =
∞∑
k=0
(
1
k + y
− 1
k + x
)
. (A6)
1 see http://www.extreme-light-infrastructure.eu/
2 see http://www.xcels.iapras.ru/
3 see http://www.hiper-laser.org/
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The result is simplified with the identity
ψ(1 − ix)− ψ(1 + ix) = −i
(
π coth(πx) − 1
x
)
, (A7)
that can be derived from the reflection formula (see [46], Eq. 8.334) of the Gamma function
Γ(1− z)Γ(1 + z) = Γ(1 − z)Γ(z)z = zπ
sin(πz)
. (A8)
The logarithmic derivative of this
ψ(z + 1)− ψ(1− z) = 1
z
− π cot(πz) (A9)
and cot(iz) = −i coth(z) lead directly to (A7). This allows us to simplify the double sum in (A4). First we have from
(A5)
∞∑
m=1
1
s2m + s
2
n
=
1
2
(
eβ
sn
coth(eβsn)− 1
s2n
)
, (A10)
and
∞∑
n=1
1
s2m + s
2
n
=
1
2
(
eǫ
sm
coth(eǫsm)− 1
s2m
)
. (A11)
Now we sum the first sum in equation (A4) over m and the second over n, and insert everything in (A3) to get
e2ǫβ coth(seǫ) cot(seβ)− 1
s2
=2s2
∞∑
m=1
eǫ
sm
coth(eǫsm)
1
s2 − s2m
− 2s2
∞∑
n=1
eβ
sn
coth(eβsn)
1
s2 + s2n
+ 2
∞∑
m=1
1− s2s2
m
s2 − s2m
+ 2
∞∑
n=1
1 + s
2
s2
n
s2 + s2n
.
(A12)
The last two sums simplify to
−2
∞∑
m=1
s−2m + 2
∞∑
n=1
s−2n =
2e2
π2
(ǫ2 − β2)
∞∑
k=1
k−2 =
e2
3
(ǫ2 − β2), (A13)
so that we arrive at (8)
e2ǫβ coth(seǫ) cot(seβ)− 1
s2
− e
2
3
(ǫ2 − β2) =2s2
∞∑
m=1
eǫ
sm
coth(eǫsm)
s2 − s2m
− 2s2
∞∑
n=1
eβ
sn
coth(eβsn)
s2 + s2n
. (A14)
2. Identity used for scalar QED
Here we derive the analog of (A14) for the bosonic case. We start from series representations of the co-secant and
hyperbolic co-secant function (see [46], Eq. 1.422)4
csc(πx) =
1
πx
+
2x
π
∞∑
k=1
(−1)k
x2 − k2 , (A15)
csch(πx) =
1
πx
+
2x
π
∞∑
k=1
(−1)k
x2 + k2
. (A16)
4 The second one is straightforwardly obtained from the first one via csch(x) = i csc(ix).
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Combining these two yields
e2ǫβcsch(seǫ) csc(seβ)− 1
s2
=4s2
∞∑
m,n=1
(−1)m
s2 − s2m
(−1)n
s2 + s2n
+ 2
∞∑
m=1
(−1)m
s2 − s2m
+ 2
∞∑
n=1
(−1)n
s2 + s2n
,
(A17)
where we introduced sn = nπ/(eǫ) and sm = mπ/(eβ). The first sum can now be split as
∞∑
m,n=1
(−1)m
s2 − s2m
(−1)n
s2 + s2n
=
∞∑
m,n=1
(−1)n+m
s2m + s
2
n
(
1
s2 − s2m
− 1
s2 + s2n
)
. (A18)
By analogy with (A5) we find
∞∑
m=1
(−1)m(
πm
eβ
)2
+ s2n
=
e2β2
π2
∞∑
m=1
(−1)m
m2 +
(
eβ
π sn
)2
=
eβ
2πsn
i
[
∞∑
m=1
(−1)m
m+ i eβπ sn
−
∞∑
m=1
(−1)m
m− i eβπ sn
]
=
eβ
4πsn
i
[
−ψ
(
1 + i
eβ
2π
sn
)
+ ψ
(
1− ieβ
2π
sn
)
+ψ
(
1
2
+ i
eβ
2π
sn
)
− ψ
(
1
2
− ieβ
2π
sn
)]
(A19)
where we again used (A6). Now we use (A9) as well as (see [46], Eq. 8.366.9)
ψ
(
1
2
+ z
)
= ψ
(
1
2
− z
)
+ π tan(πz) (A20)
and tan(iz) = i tanh(z) to find
∞∑
m=1
(−1)m
s2m + s
2
n
=
1
2
(
eβ
2sn
[
coth
(
eβsn
2
)
− tanh
(
eβsn
2
)]
− 1
s2n
)
(A21)
=
1
2
(
eβ
sn
csch(eβsn)− 1
s2n
)
(A22)
Summing the first sum in equation (A18) over m and the second over n, we get
e2ǫβcsch(seǫ) csc(seβ)− 1
s2
=2s2
∞∑
m=1
eǫ
sm
csch(eǫsm)
(−1)m
s2 − s2m
− 2s2
∞∑
n=1
eβ
sn
csch(eβsn)
(−1)n
s2 + s2n
+2
∞∑
m=1
(−1)m
1− s2s2
m
s2 − s2m
+ 2
∞∑
n=1
(−1)n
1 + s
2
s2
n
s2 + s2n
.
(A23)
The two last sums are now combined to
−2
∞∑
m=1
(−1)ms−2m + 2
∞∑
n=1
(−1)ns−2n =
2e2
π2
(ǫ2 − β2)
∞∑
k=1
(−1)kk−2 = −e
2
6
(ǫ2 − β2), (A24)
and lead to
e2ǫβcsch(seǫ) csc(seβ)− 1
s2
+
e2
6
(ǫ2 − β2) =2s2
∞∑
m=1
(−1)m eǫ
sm
csch(eǫsm)
s2 − s2m
− 2s2
∞∑
n=1
(−1)n eβ
sn
csch(eβsn)
s2 + s2n
. (A25)
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Appendix B: Summation formulas
For the calculations in the main part we use the series expansion of the exponential integral function for real and
purely imaginary arguments5
Ei(z) = γ + log∗(z) +
∞∑
k=1
zk
kk!
, (B1)
where we defined
log∗(z) =
{
log(|z|) for z ∈ R
log(|z|)∓ iπ2 for z ∈ iR±,
(B2)
and iR± denote the positive and negative imaginary axis respectively. We now insert this expansion into J(x), and
calculate the required sums separately. Subsequently we sort the powers of x in
∞∑
n=1
J(nx)
n2
=
∞∑
n=1
1
n2
[
γ
(
exn + e−xn
)
+ exn log∗(−xn) + e−xn log∗(xn) +e−xn
∞∑
k=1
(xn)
k
kk!
+ exn
∞∑
k=1
(−xn)k
kk!
]
. (B3)
In the expansion, the Polylogarithm function Lis(y) plays an essential role. In Appendix C the series used for the
expansion of this function are derived, with the help of the results presented there we find
∞∑
n=1
e−xn
n2
=Li2
(
e−x
)
=
π2
6
+O(x), (B4)
∞∑
n=1
e−xn
n2
log(n) =− ∂yLiy
(
e−x
)∣∣
y=2
= −ζ′(2) +O(x), (B5)
∞∑
n=1
e−xn
n2
∞∑
k=1
(xn)
k
kk!
=
∞∑
k=1
Li2−k (e
x)
xk
kk!
= O(x), (B6)
We thus find to logarithmic order in x
∞∑
n=1
J(nx)
n2
= −2ζ′(2) + γ π
2
3
+
π2
6
[log∗(x) + log∗(−x)] +O(x). (B7)
We are now interested in the sum
∞∑
n=1
J(nx)
n
coth(zn). (B8)
to calculate it we write coth(πzn) as
coth(πzn) = 1 +
2
e2πnz − 1 = sgn(z)

1 + 2 ∞∑
j=1
e−2πjn|z|

 , (B9)
where the absolute value and the sign have to be introduced to ensure convergence of the sum for negative values
of z. To find the result for (B8) we calculate the following sums using again the expansions of Appendix C for the
5 For real values see [46], Eq. 8.214. The series for purely imaginary values can be derived via Ei(±ix) = ci(x) ± si(x) and the respective
series for the sine and cosine integral (see [46], Eqs. 8.232 and 8.233).
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Polylogarithm
∞∑
n=1
e−xn
n
=Li1
(
e−x
)
= − log(x) +O(x), (B10)
∞∑
n=1
e−xn
n
log(n) =− ∂sLis
(
e−x
)∣∣
s=1
,
=
π2
12
+
γ2
2
+ γ1 +
1
2
log(x)2 + γ log(x) +O(x),
(B11)
∞∑
n=1
e−xn
n
∞∑
k=1
(xn)
k
kk!
=
∞∑
k=1
Li1−k (e
x)
xk
kk!
∞∑
k=1
(
1
k2
+O(x)
)
=
π2
6
+O(x). (B12)
So that we arrive at
∞∑
n=1
J(nx)
n
=γ2 + 2γ1 + log(x) log(−x)− log∗(x) log(x) − log∗(−x) log(−x) +O(x). (B13)
For the second part of coth(x) in (B9) we need
∞∑
n=1
e−xn
n
∞∑
j=1
e−2πjnz =−
∞∑
j=1
log(1− e−x−2πjz)
=− log

 ∞∏
j=1
[
1− e−2πjz]

+O(x)
=− π
12
z − log (η(iz)) +O(x),
(B14)
where we used the fact that Li1(z) = − log(1− z) (see [52], Eq. II.5) and introduced the Dedekind Eta function
η(x) = e
pi
12
ix
∞∏
j=1
(
1− e2πijx) . (B15)
This function and the identity (30) proved in [49] play a crucial role in the formulation of a fractional QED for the
case studied in Section IIA 2. We also need
∞∑
n=1
e−xn
n
log(n)
∞∑
j=1
e−2πjnz =−
∞∑
j=1
∂yLiy
(
e−x−2πjz
)∣∣
y=1
=−
∞∑
j=1
∂yLiy
(
e−2πjz
)∣∣
y=1
+O(x).
(B16)
Unfortunately we have not been able to perform this sum over j but, since we are primarily interested in the logarithmic
growth we will ignore that sum for the time being. Furthermore we find
∞∑
n=1
e−xn
n
∞∑
k=1
(xn)
k
kk!
∞∑
j=1
e−2πjnz =
∞∑
k=1
∞∑
j=1
Li1−k
(
ex−2πjz
) xk
kk!
=
∞∑
k=1
∞∑
j=1
(
Li1−k
(
e−2πjz
) xk
kk!
+O(xk+1)
)
=O(x).
(B17)
So that we find
∞∑
n=1
J(nx)
n
∞∑
j=1
e−2πjnz =− π
6
γz − 2γ log (η(iz))− 2
∞∑
j=1
∂yLiy
(
e−2πjz
)∣∣
y=1
−
[ π
12
z + log (η(iz))
]
[log∗(−x) + log∗(x)] +O(x).
(B18)
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We can now use the fact that ǫ and β are either real or purely imaginary to simplify the above results. We are just
interested in J(x) and J(ix) for real x, in this case the following holds
log∗(x) + log∗(−x) = log∗(ix) + log∗(−ix) = 2 log(|x|), (B19)
log(x) log(−x)− log∗(x) log(x) − log∗(−x) log(−x) = − log2(|x|), (B20)
log(ix) log(−ix)− log∗(ix) log(ix)− log∗(−ix) log(−ix) = − log2(|x|) + 3
4
π2. (B21)
Now we use (B7) as well as (B13) and (B18) and put them into (B9) to find the logarithmic growth of the sums
coming from the main part for real or purely imaginary x and real z{
∞∑
n=1
J(nx)
n2
}
log
=
π2
3
log(|x|), (B22)
{
∞∑
n=1
J(nx)
n
coth(πzn)
}
log
=
(
−π
3
z − sgn(z)4 log (η(i |z|))
)
log(|x|)
− sgn(z) log(|x|)2.
(B23)
For the scalar case we need the following two sums
∞∑
n=1
J(nx)
n2
(−1)n and
∞∑
n=1
J(nx)
n2
(−1)ncsch(πzn). (B24)
These can be found, up to order x, by using the series representation of Ei(x) analogous to (B3) together with the
following sums
∞∑
n=1
e−xn
n2
(−1)n =Li2
(−e−x) = −π2
12
+O(x), (B25)
∞∑
n=1
e−xn
n2
log(n)(−1)n =− ∂yLiy
(−e−x)∣∣
y=2
=
1
2
ζ′(2) +
π2
12
log(2) +O(x), (B26)
∞∑
n=1
e−xn
n2
(−1)n
∞∑
k=1
(xn)
k
kk!
=
∞∑
k=1
Li2−k (e
x)
xk
kk!
= O(x), (B27)
where the series used for the Polylogarithm are derived in Appendix C. So that we find
∞∑
n=1
J(nx)
n2
(−1)n = ζ′(2) + π
2
6
(log(2)− γ)− π
2
12
[log∗(x) + log∗(−x)] +O(x). (B28)
By analogy with (B9), we write csch(πzn) as
csch(πzn) =
2ez
e2πnz − 1 = 2 sgn(z)
∞∑
j=0
e−2π(j+
1
2 )n|z|. (B29)
We now need the sums
∞∑
n=1
e−xn
n
(−1)n
∞∑
j=0
e−2π(j+
1
2 )nz =−
∞∑
j=0
log
(
1 + e−x−2π(j+
1
2 )z
)
=− log

 ∞∏
j=0
[
1 + e−2π(j+
1
2 )z
]+O(x)
=
π
24
z − log (κ(iz)) +O(x),
(B30)
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where we again used Li1(z) = − log(1− z) (see [52], Eq. II.5). We also introduced the function
κ(x) := e−
pi
24
ix
∞∏
j=1
(
1 + e2πi(j+
1
2 )x
)
. (B31)
Observe that unlike the Dedekind Eta function (B15) used for the spinor case the function κ(x) is not defined in the
literature, but constructed for our purposes. However it is possible to derive the property (D6) which is analogous to
the identity (30) for the Dedekind Eta function used in section IIA 2. Additionally we find
∞∑
n=1
e−xn
n
log(n)(−1)n
∞∑
j=0
e−2π(j+
1
2 )nz =−
∞∑
j=0
∂yLiy
(
−e−x−2π(j+ 12 )z
)∣∣∣
y=1
=−
∞∑
j=0
∂yLiy
(
−e−2π(j+ 12 )z
)∣∣∣
y=1
+O(x),
(B32)
where we again have not been able to perform the sum over j but can see that there is no logarithmic contribution
coming from this sum. The last sum we need is
∞∑
n=1
e−xn
n
(−1)n
∞∑
k=1
(xn)
k
kk!
∞∑
j=0
e−2π(j+
1
2 )nz =
∞∑
k=1
∞∑
j=0
Li1−k
(
−ex−2π(j+ 12 )z
) xk
kk!
=
∞∑
k=1
∞∑
j=0
(
Li1−k
(
−e−2π(j+ 12 )z
) xk
kk!
+O(xk+1)
)
=O(x).
(B33)
Combining these three sums we find
∞∑
n=1
J(nx)
n2
(−1)ncsch(πzn) =π
6
γz − 4 sgn(z)γ

log (κ(i|z|)) + ∞∑
j=0
∂yLiy
(
−e−2π(j+ 12 )z
)∣∣∣
y=1


+
( π
12
z − sgn(z)2 log (κ(i|z|))
)
[log∗(x) + log∗(−x)] +O(x).
(B34)
So that in the end using the restrictions on ǫ and β and (B19) we find the logarithmic growth of the sums for real or
purely imaginary x and real z {
∞∑
n=1
(−1)n J(nx)
n2
}
log
=− π
2
6
log(|x|), (B35)
{
∞∑
n=1
(−1)n J(nx)
n
csch(πzn)
}
log
=
(π
6
z − 4 sgn(z) log (κ(i|z|))
)
log(|x|). (B36)
Appendix C: Polylogarithms
Polylogarithms are defined by (see e.g. [53])
Lis(z) :=
∞∑
j=1
xj
js
=
1
Γ(s)
∫ ∞
0
ts−1
et
z − 1
dt. (C1)
for all complex z, s except z real and z > 1, where Γ(s) is the Gamma function. The integral representation only
holds for Re(s) > 0 but can be extended to negative values with the method of contour integration [54]
Lis (e
x) =
Γ(1− s)
2πi
∫
H
(−t)s−1
et−µ − 1dt, (C2)
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where H is the Hankel contour which starts at t =∞ in the upper half of the complex plane goes to t = 0 encircles the
origin in a counterclockwise sense and then runs to t =∞ in the lower half of the complex plane. It is now possible
to modify the contour to enclose the poles and to evaluate the integral as the sum of residues
Lis (e
x) = Γ(1− s)
∞∑
k=−∞
(2kiπ − µ)p−1. (C3)
By expanding in µ and summing over s we find the series representation (see [53], Eq. (9.3))
Lis(e
x) = Γ(1− s)(−x)s−1 +
∞∑
j=0
ζ(s− j)
j!
xj , (C4)
where ζ(z) is the Riemann-Zeta function.
For positive integer values s = n = 1, 2, 3 both Γ(1 − n) and ζ(1) in the sum (for j = n+ 1) diverge. If we however
look at the expansion around the poles for the respective functions (see [52], Eq. II.3. and [55], p. 118)
Γ(1 − n− δ) = (−1)
n
(n− 1)!
[
1
δ
− ψ(n) + δ
2
(
ψ(n)2 − ψ′(n) + π
2
3
)]
+O(δ2), (C5)
ζ(1 + δ) =
1
δ
+ γ − δγ1 +O(δ2), (C6)
where γ1 is the first Stieltjes constant defined by
γ1 = lim
n→∞
(
n∑
k=1
log(k)
k
− log(n)
2
2
)
≈ 0.577, (C7)
and the expansion
(−x)n+δ−1 = (−x)n−1
(
1 + log(−x)δ + 1
2
log(−x)2δ2 +O(δ3)
)
, (C8)
we find
lim
δ→0
[
Γ(1− n− δ) + ζ(1 + δ)x
n−1
(n− 1)!
]
=
xn−1
(n− 1)! [ψ(n) + γ − log(−x)] . (C9)
So that for positive integers we find the summation formula (see also [53], Eq. (9.5))
Lin(e
x) =
xn−1
(n− 1)! [ψ(n) + γ − log(−x)] +
∞∑
j=0,j 6=n−1
ζ(n− j)
j!
xj . (C10)
We also need series for the derivatives of Lis(e
x) with respect to s for s = n = 1, 2. We could not find those in the
literature but it is possible to derive them using the definition of the derivative and the formulas above
∂sLis(e
x)|s=n = limδ→0
Lin+δ(e
x)− Lin(ex)
δ
, (C11)
where for the first Polylogarithm we have to use (C4) and for the second (C10)
∂sLis(e
x)|s=n = limδ→0
1
δ
{
Γ(1− n− δ)(−x)s+δ−1 + x
n−1
(n− 1)!ζ(1 + δ)−
xn−1
(n− 1)! [ψ(n) + γ − log(−x)]
}
+
∞∑
j=0,j 6=n−1
ζ′(s− j)
j!
xj ,
(C12)
we can now again use the expansion of Gamma and Zeta function around the poles (C5) and (C6) respectively to find
∂sLis(e
x)|s=n =
xn−1
(n− 1)!
[
−1
2
log(−x)2 + ψ(n) log(−x)− 1
2
(
ψ(n)2 − ψ′(n))− π2
6
− γ1
]
+
∞∑
j=0,j 6=n−1
ζ′(n− j)
j!
xj .
(C13)
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The Polylogarithms we need in Appendix B have the following expansions up to order 1 in x for k > 1
Li1(e
−x) =− log(x) +O(x), (C14)
Li2(e
−x) =
π2
6
+O(x), (C15)
(x)kLi1−k(e
−x) =Γ[k] +O(x), (C16)
(x)kLi2−k(e
−x) =O(x), (C17)
∂s Lis(e
−x)
∣∣
s=1
=− π
2
12
− γ
2
2
− γ1 − log(x)2 − γ log(x) +O(x) (C18)
∂s Lis(e
−x)
∣∣
s=2
=ζ′(2) +O(x), (C19)
where we have used the known values ψ(1) = −γ and ζ(2) = ψ′(1) = π2/6 (see [46], Eqs. 8.366 and 9.542).
For the calculations for scalar QED we are interested in Lis (−ex). By analogy with (C3) we find
Lis (−ex) = Γ(1− s)
∞∑
k=−∞
((2k − 1)iπ − µ)p−1. (C20)
which by again expanding in µ and summing over k can be brought in the form
Lis(−ex) = −
∞∑
j=0
ζ(s− j)
j!
xj(1− 2j+1−s), (C21)
for positive integer values s = n = 1, 2, 3, . . . and j = n− 1. The sum contains the divergent ζ(1), however it is finite
since
lim
j→n−1
(1− 2j+1−s)ζ(s− j) = − log(2). (C22)
Such that we find
Lin(−ex) = − log(2) x
n−1
(n− 1)! −
∞∑
j=0,j 6=n−1
ζ(n− j)
j!
xj(1− 2j+1−n). (C23)
We also need the derivative of the Polylogarithm with respect to s for positive integer values which can be derived
analogously to (C13) and takes the form
∂sLis(−ex)|s=n =
(
1
2
log(2)2 − γ log(2)
)
xn−1
(n− 1)!
−
∞∑
j=0,j 6=n−1
xj
j!
(
ζ′(n− j)(1− 2j+1−n) + log(2)2j+1−nζ(n− j)) . (C24)
So that the Polylogarithms needed in Appendix B take the form
Li2(−e−x) =− π
2
12
+O(x), (C25)
(x)kLi2−k(−e−x) =O(x), (C26)
∂s Lis(−e−x)
∣∣
s=2
=− 1
2
ζ′(2)− π
2
12
log(2) +O(x), (C27)
where we have used ζ(2) = π2/6 (see [46], Eq. 9.542).
Appendix D: Identity for the function κ(x)
In this appendix we prove an identity for the function κ(x) which is useful for our calculations. The proof is inspired
by a proof for an identity for the Dedekind Eta function [49]. We will use
f(z) = csc(z) csc
(z
τ
)
, ν =
(
n+
1
2
)
π n ∈ N, iτ ∈ R. (D1)
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The function F (z) = z−1f(νz) has poles of order one at
z = ±πk
ν
with residue
(−1)k
πk
cot
(
πk
τ
)
and
z = ±πkτ
ν
with residue
(−1)k
πk
cot (πkτ)
for k ∈ N as well as one pole of order three at
z = 0 with residue
1
6
(
τ +
1
τ
)
.
If we now choose the contour C♦ to be the rhombus with endpoints at 1, τ,−1, τ in the z-plane we can use the residue
theorem to find ∫
C♦
f(νz)g(νaz)
dz
z
= 4i
n∑
k=1
(−1)k
k
[
csc
(
πk
τ
)
+ csc (πkτ)
]
+
πi
3
(
τ +
1
τ
)
. (D2)
Now we can write the co-secant function as
csc(x) = 2i
e−2ix
1− e−2ix = −2i
e2ix
1− e2ix , (D3)
which shows that the limit of f(νz) for n→∞ everywhere in the complex plane except the axes is 0. We thus find
n∑
k=1
(−1)k
k
[
csc
(
πk
τ
)
+ csc (πkτ)
]
= − π
12
(
τ +
1
τ
)
(D4)
Observe that for τ = iǫ/β this is proportional to the constant order of (18). We are however mainly interested in the
logarithmic order. One could now try to set F (z) = z−1f(νz) ln(νzEc/ǫ), which would in fact give the logarithmic
order of the sum in the residues. However things get more complicated due to the branch cut of the logarithm. More
importantly the integral on the contour C♦ diverges.
Finally it is possible to start from F (z) = z−1f(νz)J(νzEc/ǫ). By doing so, the sum of the residues gives exactly
(19) and the integral along the contour C♦ vanishes again. One however has to alter the integration contour to avoid
the branch cuts. Integrating along the branch cuts gives exactly the integral (6). This is not surprising since this is
the integral we started from to derive (19).
We can use (D4) to find an identity for the function κ(x) which we defined in analogy to the Dedekind Eta function
in Appendix B. To do so we use the definition of κ(x) (B31) and (B29) to find
∞∑
k=1
(−1)k
k
csc(iπkz) =− i
∞∑
k=1
(−1)k
k
2 sgn(z)
∞∑
j=0
e−2π(j+
1
2 )n|z|k.
=− 2i sgn(z)
∞∑
j=0
log
[
1 + e−2π(j+
1
2 )n|z|k
]
=− 2i sgn(z) log[κ(i|z|)]− π
12
iz
(D5)
This again is not surprising since the need to define κ(x) arose from the summation over the hyperbolic co-secant
function in equation (B30). Now using this and (D4) we arrive at the identity
κ
(
− 1
τ
)
= κ(τ) (D6)
for τ purely imaginary. Observe that although the definition of κ(x) may seem artificial it was defined for convenience
and to show parallels to the spinor case. It would of course be possible to do the whole calculations without defining
the function and use directly (D4) instead of the identity.
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