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CANONICAL BASES AND AFFINE
HECKE ALGEBRAS OF TYPE B
M. Varagnolo, E. Vasserot
Abstract. We prove a series of conjectures of Enomoto and Kashiwara on canonical
bases and branching rules of affine Hecke algebras of type B. The main ingredient of
the proof is a new graded Ext-algebra associated with quiver with involutions that
we compute explicitly.
Introduction
A new family of graded algebras, called KLR algebras, has been recently intro-
duced in [KL], [R]. These algebras yield a categorification of f , the negative part of
the quantized enveloping algebra of any type. In particular, one can obtain a new
interpretation of the canonical bases, see [VV]. In type A or A(1) the KLR algebras
are Morita equivalent to the affine Hecke algebras and their cyclotomic quotients.
Hence they give a new way to understand the categorification of the simple highest
weight modules and the categorification of f via some Hecke algebras of type A or
A(1). See [BK] for instance. One of the advantages of KLR algebras is that they
are graded, while the affine Hecke algebras are not. This explain why KLR algebras
are better adapted than affine Hecke algebras to describe canonical bases. Indeed
one could view KLR algebras as an intermediate object between the representation
theory of affine Hecke algebras and its Kazhdan-Lusztig geometric counterpart in
term of perverse sheaves. This is central in [VV], where KLR algebras are proved
to be isomorphic to the Ext-algebras of some complex of constructible sheaves.
In the other hand, the (branching rules for) affine Hecke algebras of type B have
been investigated quite recently, see [E], [EK1,2,3], [Ka], [M]. Lusztig’s description
of the canonical basis of f in type A(1) in [L1] implies that this basis can be naturally
identified with the set of isomorphism classes of simple objects of a category of
modules of the affine Hecke algebras of type A. This identification was mentioned
in [G], and was used in [A]. More precisely, there is a linear isomorphism between
f and the Grothendieck group of finite dimensional modules of the affine Hecke
algebras of type A, and it is proved in [A] that the induction/restriction functors for
affine Hecke algebras are given by the action of the Chevalley generators and their
transposed operators with respect to some symmetric bilinear form on f . In [E],
[EK1,2,3] a similar behavior is conjectured and studied for affine Hecke algebras of
type B. Here f is replaced by an explicit module θV(λ) over an explicit algebra θB.
First, it is conjectured that θV(λ) admits a canonical basis. Next, it is conjectured
that this basis is naturally identified with the set of isomorphism classes of simple
objects of a category of modules of the affine Hecke algebras of type B. Further,
in this identification the branching rules of the affine Hecke algebras of type B are
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given by the θB-action on θV(λ). The first conjecture has been proved in [E] under
the restrictive assumption that λ = 0. Here we prove the whole set of conjectures.
Indeed, our construction is slightly more general, see the appendix.
Roughtly speaking our argument is as follows. In [E] a geometric description
of the canonical basis of θV(0) was given. This description is similar to Lusztig’s
description of the canonical basis of f via perverse sheaves on the moduli stack of
representations of some quiver. It is given in terms of perverse sheaves on the mod-
uli stack of representations of a quiver with involution. First we give a analogue
of this for θV(λ) for any λ. This yields the existence of a canonical basis θGlow(λ)
for θV(λ) for arbitrary λ. Then we compute explicitely the Ext-algebras between
complexes of constructible sheaves naturally attached to quivers with involutions.
These complexes enter in a natural way in the definition of θGlow(λ). This com-
putation yields a new family of graded algebras θRm where m is a nonnegative
integer. We prove that the algebras θRm are Morita equivalent to the affine Hecke
algebras of type B. Finally we describe θV(λ) and the basis θGlow(λ) in terms of
the Grothendieck group of θRm.
The plan of the paper is the following. Section 1 contains some basic notation
for Lusztig’s theory of perverse sheaves on the moduli stack of representations of
quivers. Section 2 yields similar notation for the case of quivers with involutions.
Our setting is more general than in [E], where only the case λ = 0 is considered.
In Section 3 we introduce the convolution algebra associated with a quiver with
involution. The main result of Section 4 is Theorem 4.17 where the polynomial
representation of the Ext-algebra ZδΛ,V associated with a quiver with involution is
computed. Here Λ is a I-graded C-vector space of dimension vector λ ∈ NI, while
V is a I-graded C-vector space with a non-degenerate symmetric bilinear form of
dimension vector ν ∈ NI. The polynomial representation of ZδΛ,V is faithful. In
Section 5 we give the main properties of the graded algebra θR(Γ)λ,ν . In Section
6 we introduce the affine Hecke algebra of type B and we prove that it is Morita
equivalent to θRm, a specialization of
θR(Γ)λ,ν . Section 7 is a reminder on KLR al-
gebras and on the main result of [VV]. In Section 8 we categorify the module θV(λ)
from [EK1] using the graded algebra θRm. In Section 9 we prove the isomorphism
θR(Γ)λ,ν = Z
δ
Λ,V. This is essential to compare the construction from Section 8 with
that in Section 10. In Section 10 we give a categorification of θV(λ) “a` la Lusztig”
in terms of perverse sheaves on the moduli stack of representations of quivers with
involution. This is essentially the same construction as in [E]. However, since we
need a more general setting than in loc. cit. we have briefly reproduced the main
steps of the construction. One of our initial motivations was to give a completely
algebraic proof of the conjectures, without any perverse sheaves at all. We still do
not know how to do this. The main result of the paper is Theorem 10.19.
The same technic yields similar results for affine Hecke algebras of any classical
type. The case of type D is done in [SVV], the case of type C is done in the
appendix. Note that the idea to use canonical bases technics to study affine Hecke
algebras in non A type is not new, see [L3], [L4]. At the moment we do not know
the precise relation between loc. cit. and our approach.
Acknowledgment. We are grateful to M. Kashiwara and G. Lusztig for some
remark on the material of this paper.
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Index of notation
0. Notation
0.1. Combinatorics. Given a positive integerm and a tuplem = (m1,m2, . . .mr)
of positive integers we write Sm for the symmetric group and Sm for the group∏r
l=1 Sml . Set
|m| =
r∑
l=1
ml, ℓm =
r∑
l=1
ℓml , ℓm = m(m− 1)/2.
We use the following notation for v-numbers
〈m〉 =
m∑
l=1
vm+1−2l, 〈m〉! =
m∏
l=1
〈l〉,
〈
m+ n
n
〉
=
〈m+ n〉!
〈m〉!〈n〉!
, 〈m〉! =
r∏
l=1
〈ml〉!.
Given two tuples m = (m1,m2, . . .mr), m
′ = (m′1,m
′
2, . . .m
′
r′) we define the tuple
mm′ = (m1,m2, . . .mr,m
′
1,m
′
2, . . .m
′
r′).
0.2. Graded modules over graded algebras. Let k be an algebraically closed
field of caracteristic 0. Let R =
⊕
dRd be a graded k-algebra. Unless specified
otherwise the word graded we’ll always mean Z-graded. Let R-mod be the cate-
gory of finitely generated graded R-modules, R-fmod be the full subcategory of
finite-dimensional graded modules and R-proj be the full subcategory of projec-
tive objects. Unless specified otherwise a module is always a left module. We’ll
abbreviate
K(R) = [R-proj], G(R) = [R-fmod].
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Here [C ] denotes the Grothendieck group of an exact category C . Assume that
the k-vector spaces Rd are finite dimensional for each d. Then K(R) is a free
Abelian group with a basis formed by the isomorphism classes of the indecompos-
able objects in R-proj, and G(R) is a free Abelian group with a basis formed by
the isomorphism classes of the simple objects in R-fmod. Given an object M of
R-proj or R-fmod let [M ] denote its class in K(R), G(R) respectively. When
there is no risk of confusion we abbreviate M = [M ]. We’ll write [M : N ] for the
composition multiplicity of the R-module N in the R-moduleM . Consider the ring
A = Z[v, v−1]. If the grading of R is bounded below then the A-modules K(R),
G(R) are free. Here A acts on G(R), K(R) as follows
vM =M [1], v−1M =M [−1].
For any M,N in R-mod let
homR(M,N) =
⊕
d
HomR(M,N [d])
be the graded k-vector space of all R-module homomorphisms. If R = k we’ll
omit the subscript R in hom’s and in tensor products. As much as possible we’ll
use the following convention : graded objects are denoted by minuscules and non-
graded ones by majuscules. In particularR-Mod will denote the category of finitely
generated (non-graded) R-modules. We ’ll abbreviate
Hom = Homk, ⊗ = ⊗k, etc.
For a graded k-vector space M =
⊕
dMd we’ll write
gdim(M) =
∑
d
vddim(Md),
where dim is the dimension over k.
0.3. Constructible sheaves. Given an action of a complex linear algebraic group
G on a quasiprojective algebraic variety X over C we writeDG(X) for the bounded
derived category of complexes of G-equivariant sheaves of k-vector spaces on X .
Objects of DG(X) are referred to as complexes. If G = {e}, the trivial group, we
abbreviate D(X) = DG(X). For each complexes L, L′ we’ll abbreviate
Ext∗G(L,L
′) = Ext∗DG(X)(L,L
′), Ext∗(L,L′) = Ext∗D(X)(L,L
′)
if no confusion is possible. The constant sheaf on X with stalk k will be denoted k.
For any object L ofDG(X) let H∗G(X,L) be the space of G-equivariant cohomology
with coefficients in L. Let D ∈ DG(X) be the G-equivariant dualizing complex, see
[BL, def. 3.5.1]. For each L let
L∨ = Hom(L,D)
be its Verdier dual, where Hom is the internal Hom. Recall that
(L∨)∨ = L, Ext∗G(L,D) = H
∗
G(X,L
∨), Ext∗G(k,L) = H
∗
G(X,L).
5We define the space of G-equivariant homology by
HG∗ (X,k) = H
∗
G(X,D).
Note that D = k[2d] if X is a smooth G-variety of pure dimension d. Consider the
following graded k-algebra
SG = H
∗
G(•,k).
The graded k-vector spaceHG∗ (X,k) has a natural structure of a graded SG-module.
We have
HG∗ (•,k) = SG
as graded SG-module. There is a canonical graded k-algebra isomorphism
SG ≃ k[g]
G.
Here the symbol g denotes the Lie algebra of G and a G-invariant homogeneous
polynomial over g of degree d is given the degree 2d in SG.
Fix a morphism of quasi-projective algebraic G-varieties f : X → Y . If f is a
proper map there is a direct image homomorphism
f∗ : H
G
∗ (X,k)→ H
G
∗ (Y,k).
If f is a smooth map of relative dimension d there is an inverse image homomor-
phism
f∗ : HGi (Y,k)→ H
G
i−2d(X,k), ∀i.
If X has pure dimension d there is a natural homomorphism
HiG(X,k)→ H
G
i−2d(X,k).
It is invertible if X is smooth. The image of the unit is called the fundamental
class of X in HG∗ (X,k). We denote it by [X ]. If f : X → Y is the embedding of a
G-stable closed subset and X ′ ⊂ X is the union of the irreducible components of
maximal dimension then the image of [X ′] by the map f∗ is the fundamental class
of X in HG∗ (Y,k). It is again denoted by [X ].
1. Reminder on quivers and extensions
1.1. Representations of quivers. We assume given a nonempty quiver Γ such
that no arrow may join a vertex to itself. Recall that Γ is a tuple (I,H, h 7→ h′, h 7→
h′′) where I is the set of vertices, H is the set of arrows, and for h ∈ H the vertices
h′, h′′ ∈ I are the origin and the goal of h respectively. Note that the set I may be
infinite. For i, j ∈ I we write
Hi,j = {h ∈ H ;h
′ = i, h′′ = j}.
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We’ll abbreviate i→ j for Hi,j 6= ∅, i 6→ j for Hi,j = ∅, and h : i→ j for h ∈ Hi,j .
Let hi,j be the number of elements in Hi,j and set
i · j = −hi,j − hj,i, i · i = 2, i 6= j.
LetV be the category of finite-dimensional I-gradedC-vector spacesV =
⊕
i∈I Vi
with morphisms being linear maps respecting the grading. For ν =
∑
i νii in NI let
V ν be the full subcategory of V whose objects are those V such that dim(Vi) = νi
for all i. We call ν the dimension vector of V. Given an object V of V let
EV =
⊕
h∈H
Hom(Vh′ ,Vh′′).
The algebraic group GV =
∏
iGL(Vi) acts on EV by (g, x) 7→ gx = y where
yh = gh′′xhg
−1
h′ , g = (gi), x = (xh), and y = (yh).
Fix a nonzero element ν of NI. Let Y ν be the set of all pairs y = (i, a) where
i = (i1, i2, . . . ik) is a sequence of elements of I and a = (a1, a2, . . . ak) is a sequence
of positive integers such that
∑
l al il = ν. Note that the assignment
(1.1) y 7→ (a1i1, a2i2, . . . akik)
identifies Y ν with a set of sequences
(1.2) ν1, ν2, . . . , νk ∈ NI with ν =
k∑
l=1
νl.
For each pair y = (i, a) as above we’ll call a the multiplicity of y. Let Iν ⊂ Y ν
be the set of all pairs y with multiplicity (1, 1, . . . , 1). We’ll abbreviate i for a pair
y = (i, a) which lies in Iν . Given a positive integer m we have
⊔
ν I
ν = Im, where
ν runs over the set of elements ν of NI with |ν| = m. Here, we write ν =
∑
i∈I νii
and |ν| =
∑
i νi. In a similar way, we define Y
m =
⊔
ν Y
ν .
1.2. Flags. Let ν ∈ NI, ν 6= 0, and assume that V lies in V ν . For each sequence
y = (ν1, ν2, . . . νk) as in (1.1), (1.2), a flag of type y in V is a sequence
φ = (V = V0 ⊃ V1 ⊃ · · · ⊃ Vk = 0)
of I-graded subspace of V such that for any l the I-graded subspace Vl−1/Vl
belongs to V νl . Let FV,y be the variety of all flags of type y in V. The group
GV acts transitively on FV,y in the obvious way, yielding a smooth projective
GV-variety structure on FV,y.
If x ∈ EV we say that the flag φ is x-stable if xh(Vlh′) ⊂ V
l
h′′ for all h, l. Let
F˜V,y be the variety of all pairs (x, φ) such that φ is x-stable. Set dy = dim(F˜V,y).
The group GV acts on F˜V,y by g : (x, φ) 7→ (gx, gφ). The first projection gives a
GV-equivariant proper morphism
πy : F˜V,y → EV.
71.3. Ext-algebras. Let ν ∈ NI, ν 6= 0, and assume that V ∈ V ν . We abbreviate
SV = SGV . For each sequence y ∈ Y
ν we have the following semisimple complexes
in DGV(EV)
Ly = (πy)!(k), L
∨
y = Ly[2dy], L
δ
y = Ly[dy].
For y,y′ in Y ν we consider the graded SV-module
ZV,y,y′ = Ext
∗
GV(L
∨
y ,L
∨
y′).
For y,y′,y′′ in Y ν the Yoneda composition is a homogeneous SV-bilinear map of
degree zero
⋆ : ZV,y,y′ × ZV,y′,y′′ → ZV,y,y′′ .
The map ⋆ equips the graded k-vector space
ZV =
⊕
i,i′∈Iν
ZV,i,i′
with the structure of an associative graded SV-algebra with 1. If there is no ambi-
guity we’ll omit the symbol ⋆. We set
FV,y = Ext
∗
GV(L
∨
y ,D), FV =
⊕
i∈Iν
FV,i.
For y,y′ in Y ν the Yoneda product gives a graded SV-bilinear map ZV,y,y′ ×
FV,y′ → FV,y. This yields a left graded representation of ZV on FV. For each
i ∈ Iν let 1V,i ∈ ZV,i,i denote the identity of Li. The elements 1V,i form a
complete set of orthogonal idempotents of ZV such that
ZV,i,i′ = 1V,i ⋆ ZV ⋆ 1V,i′ , FV,i = 1V,i ⋆ FV.
We’ll change the grading of ZV in the following way. Put
ZδV,i,i′ = Ext
∗
GV(L
δ
i ,L
δ
i′), Z
δ
V =
⊕
i,i′∈Iν
ZδV,i,i′ .
The graded k-algebra ZδV depends only on the dimension vector of V. We’ll write
R(Γ)ν = Z
δ
V.
This graded k-algebra has been computed explicitely in [VV]. The same result has
also been anounced by R. Rouquier. See Section 7 for more details. We set also
I0 = {∅}, Lδ∅ = k (the constant sheaf over {0})
R(Γ)0 = Z
δ
{0} = k.
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2. Quivers with involutions
In this section we introduce an analogue of the Ext-algebra R(Γ)ν . It is associ-
ated with a quiver with an involution.
2.1. Representations of quivers with involution. Fix a nonempty quiver Γ
such that no arrow may join a vertex to itself. An involution θ on Γ is a pair of
involutions on I and H , both denoted by θ, such that the following properties hold
for h ∈ H
• θ(h)′ = θ(h′′) and θ(h)′′ = θ(h′),
• θ(h′) = h′′ iff θ(h) = h.
We’ll always assume that θ has no fixed points in I, i.e., there is no i ∈ I such that
θ(i) = i. To simplify we’ll say that θ has no fixed points.
Let θV be the category of finite-dimensional I-graded C-vector spaces V with a
non-degenerate symmetric bilinear form ̟ such that
(Vi)
⊥ =
⊕
j 6=θ(i)
Vj .
To simplify we’ll say that V belongs to θV if there is a bilinear form ̟ such that
the pair (V, ̟) lies in θV . The morphisms in θV are the linear maps which respect
the grading and the bilinear form. Let
θNI = {ν =
∑
i νi i ∈ NI; νθ(i) = νi, ∀i}.
For ν ∈ θNI let θV ν be the full subcategory of θV consisting of the pairs (V, ̟) such
that V lies in V ν . Note that |ν| is an even integer. We’ll usually write |ν| = 2m
with m ∈ N. Given V in θV and Λ in V we let
θEV = {x = (xh) ∈ EV;xθ(h) = −
txh, ∀h ∈ H},
θGV = {g ∈ GV; gθ(i) =
tg−1i , ∀i ∈ I},
θEΛ,V =
θEV × LΛ,V, LΛ,V = HomV (Λ,V).
The algebraic groups θGV, GΛ act on
θEV, LΛ,V in the obvious way.
2.2. Generalities on isotropic flags. Given a finite dimensional C-vector space
W with a non-degenerate symmetric bilinear form ̟, an isotropic flag in W is a
sequence of subspaces
φ = (W =W−k ⊃W1−k ⊃ · · · ⊃Wk = 0)
such that (Wl)⊥ = W−l for any l = −k, 1 − k, . . . , k − 1, k. Here the symbol ⊥
means the orthogonal relative to ̟. In particular W0 is a Lagrangian subspace
of W. Let F (W) be the variety of all complete flags in W, and F (W, ̟) be
the subvariety of all complete isotropic flags, i.e., we require that φ = (Wl) is an
isotropic flag such thatWl has the dimensionm−l and k = m. IfW has dimension
2m then F (W, ̟) has dimension 2ℓm = m(m− 1).
92.3. Sequences. Fix a nonzero dimension vector ν in θNI. Let θY ν be the set of
all pairs y = (i, a) in Y ν such that
i = (i1−k, . . . , ik−1, ik), a = (a1−k, . . . , ak−1, ak), θ(il) = i1−l, al = a1−l.
As in (1.1) we can identify a pair y as above with a sequence
ν1−k, . . . , νk−1, νk ∈ NI, θ(νl) = ν1−l,
∑
l
νl = ν.
Let θIν ⊂ θY ν be the set of all pairs y of multiplicity (1, 1, . . . , 1). We’ll abbreviate
i = (i, a) for each pair in θIν . Note that a sequence in θIν contains |ν| = 2m terms.
Unless specified otherwise the entries of a sequence i in θIν will always denoted by
i = (i1−m, . . . , im−1, im).
Finally, we set
θIm =
⋃
ν
θIν , ν ∈ θNI, |ν| = 2m,
and we define θY m in the same way.
2.4. Definition of the map θπΛ,y. Fix ν ∈
θNI, ν 6= 0, and λ ∈ NI. Fix an
object V in θV ν and an object Λ in Vλ. For y in θY ν an isotropic flag of type y in
V is an isotropic flag
φ = (V = V−k ⊃ V1−k ⊃ · · · ⊃ Vk = 0)
such that Vl−1/Vl lies in V νl for each l. We define
θFV,y to be the variety of all
isotropic flags of type y in V. Next, we define θF˜Λ,V,y to be the variety of all tuples
(x, y, φ) satisfying the following conditions :
• x ∈ θEV and φ ∈ θFV,y is stable by x, i.e., x(Vl) ⊂ Vl for each l,
• y ∈ LΛ,V and y(Λ) ⊂ V
0.
We set
dλ,y = dim(
θF˜Λ,V,y).
We have the following formulas.
2.5. Proposition. For i ∈ θIν we have
(a) dim(θFV,i) = ℓν/2,
(b) dλ,i = ℓν/2 +
∑
k<l; k+l 6=1 hik,il/2 +
∑
16l λil .
Proof : Fix a subset J ⊂ I such that I = J ⊔ θ(J). Set VJ =
⊕
j∈J Vj . The
assignment (Vk) 7→ (Vk ∩VJ) takes θFV,i isomorphically onto∏
j∈J
F (Vj).
Thus we have
dim(θFV,i) =
∑
j∈J
ℓνj =
∑
i∈I
ℓνi/2.
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Next, fix a sequence i as above and fix a flag φ = (Vk) in θFV,i. Then we have
dλ,i = ℓν/2 + dim{x ∈
θEV; x(V
k) ⊂ Vk, ∀k}+ dim{y ∈ LΛ,V; y(Λ) ⊂ V
0}.
Finally we have (see the discussion in Section 4.9)
dim{x ∈ θEV; x(V
k) ⊂ Vk, ∀k} =
∑
k<l; k+l 6=1
hik,il/2,
dim{y ∈ LΛ,V; y(Λ) ⊂ V
0} =
∑
16l6m
λil .
⊓⊔
The group θGV acts transitively on
θFV,y. It acts also on
θF˜Λ,V,y. The first
projection gives a θGV-equivariant proper morphism
θπΛ,y :
θF˜Λ,V,y →
θEΛ,V.
For a future use we introduce also the obvious projection
p : θF˜Λ,V →
θFV,
θF˜Λ,V =
∐
i∈θIν
θF˜Λ,V,i,
θFV =
∐
i∈θIν
θFV,i.
2.6. Ext-algebras. Let λ, ν, Λ, V be as above. We abbreviate θSV = SθGV . For
y ∈ θY ν we define the following semisimple complexes in DθGV(
θEΛ,V)
θLy = (
θπΛ,y)!(k),
θL∨y =
θLy[2dλ,y],
θLδy =
θLy[dλ,y].
For i, i′ in θIν we consider the graded θSV-module
θZΛ,V,i,i′ = Ext
∗
θGV
(θL∨i ,
θL∨i′ ).
The Yoneda composition is a homogeneous θSV-bilinear map of degree zero
θZΛ,V,i,i′ ×
θZΛ,V,i′,i′′ →
θZΛ,V,i,i′′ , i, i
′, i′′ ∈ θIν .
It equips the k-vector space
θZΛ,V =
⊕
i,i′∈θIν
θZΛ,V,i,i′
with the structure of a unital associative graded θSV-algebra. For i ∈ θIν we have
the graded θSV-modules
θFΛ,V,i = Ext
∗
θGV
(θL∨V,i,D),
θFΛ,V =
⊕
i∈θIν
θFΛ,V,i.
For each i, i′ in θIν the Yoneda product gives a graded θSV-bilinear map
θZΛ,V,i,i′×
θFΛ,V,i′ →
θFΛ,V,i. This yields a left graded representation of
θZΛ,V on
θFΛ,V. Our
first goal is to compute the graded algebra θZΛ,V and the graded representation
θFΛ,V. For i ∈
θIν let 1Λ,V,i be the identity of
θLi, regarded as an element of
θZΛ,V,i,i. The elements 1Λ,V,i form a complete set of orthogonal idempotents of
θZΛ,V such that
θZΛ,V,i,i′ = 1Λ,V,i
θZΛ,V 1Λ,V,i′ ,
θFΛ,V,i = 1Λ,V,i
θFΛ,V.
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2.7. Remark. Fix a pair y in θY ν . Let i be the sequence of θIν obtained by
expanding y. We have an isomorphism of complexes in the derived category
θLδi =
⊕
w∈Sb
θLδy[ℓb − 2ℓ(w)].
Here b = (b1, . . . , bm) is a sequence such that the multiplicity of y is
θ(b)b := (bm, . . . , b2, b1, b1, b2, . . . bm).
We’ll abbreviate θLδi = 〈b〉!
θLδy.
2.8. Shift of the grading. Let λ, ν, Λ, V be as above. We define a new grading
on θZΛ,V and
θFΛ,V by
θZδΛ,V,i,i′ = Ext
∗
θGV
(θLδi ,
θLδi′) =
θZΛ,V,i,i′ [dλ,i − dλ,i′ ],
θZδΛ,V =
⊕
i,i′∈θIν
θZδΛ,V,i,i′ ,
θLV =
⊕
i∈θIν
θLi,
θLδV =
⊕
i∈θIν
θLδi .
We set also θI0 = {∅}, θLδ∅ = k, and
θZδΛ,{0} = k as a graded k-algebra. Here k is
regarded as the constant sheaf over {0}.
3. The convolution algebra
Fix a quiver Γ with set of vertices I and set of arrows H . Fix an involution θ on
Γ. Assume that Γ has no 1-loops and that θ has no fixed points. Fix a dimension
vector ν 6= 0 in θNI and a dimension vector λ in NI. Fix an object (V, ̟) in θV ν
and an object Λ in Vλ. For each sequences i, i′ in θIν we set
θZΛ,V,i,i′ =
θF˜Λ,V,i ×θEΛ,V
θF˜Λ,V,i′ ,
θZΛ,V =
∐
i,i′∈θIν
θZΛ,V,i,i′ .
the reduced fiber product relative to the maps θπΛ,i,
θπΛ,i′ . Next we set
θZΛ,V =
⊕
i,i′∈θIν
θZΛ,V,i,i′ ,
θFΛ,V =
⊕
i∈θIν
θFΛ,V,i,
where
θZΛ,V,i,i′ = H
θGV
∗ (
θZΛ,V,i,i′ ,k),
θFΛ,V,i = H
θGV
∗ (
θF˜Λ,V,i,k).
We have
θFΛ,V,i = Ext
∗
θGV
(k, θLi) = H
∗
θGV
(θEV,
θLi) = H
∗
θGV
(θF˜Λ,V,i,k).
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We have also
(3.1) H∗θGV(
θF˜Λ,V,i,k) = H
∗
θGV
(θF˜Λ,V,i,D)[−2dλ,i] =
θFΛ,V,i[−2dλ,i].
This yields a graded θSV-module isomorphism
(3.2) θFΛ,V,i =
θFΛ,V,i[−2dλ,i].
We equip the θSV-module
θZΛ,V with the convolution product relative to the closed
embedding of θZΛ,V into
θF˜Λ,V×
θF˜Λ,V. See [CG, sec. 8.6] for details. We obtain an
associative graded θSV-algebra
θZΛ,V with 1 which acts on the graded
θSV-module
θFΛ,V. The unit is the fundamental class of the closed subvariety
θZeΛ,V of
θZΛ,V.
See Section 4.6 below for the notation.
3.1. Proposition. (a) The left θZΛ,V-module
θFΛ,V is faithful.
(b) There is a canonical θSV-algebra isomorphism
θZΛ,V =
θZΛ,V such that (3.2)
identifies the θZΛ,V-action on
θFΛ,V and the
θZΛ,V-action on
θFΛ,V.
Proof : This is standard material, see e.g., [VV]. Let us give one proof of (a). It
is a consequence of the following general fact. Let G be a linear algebraic group
over C and let M be a smooth quasi-projective G-variety over C. Let T ⊂ G be a
maximal torus. Let Q be the fraction field of S = ST . Let Z ⊂M ×M be a closed
G-stable subset (for the diagonal action on M ×M) such that p1,3 restricts to a
proper map
p−11,2(Z) ∩ p
−1
2,3(Z)→ Z,
where pi,j : M×M×M →M×M is the projection along the factor not named. The
convolution product equips HG∗ (Z,k) with a SG-algebra structure and H
G
∗ (M,k)
with a HG∗ (Z,k)-module structure, see e.g., [CG]. Assume now that the T -spaces
M , Z are equivariantly formal, see e.g., [GKM, Sec. 1.2], and assume that we have
the following equality of T -fixed points subsets
(3.3) ZT =MT ×MT .
Consider the following commutative diagram of algebra homomorphisms
HT∗ (Z,k)⊗S Q
c // EndS(HT∗ (M,k))⊗S Q
HT∗ (Z,k)
b
OO
// EndS(HT∗ (M,k))
OO
HG∗ (Z,k)
a
OO
// EndSG(H
G
∗ (M,k)).
OO
The map c is invertible by (3.3) and the localization theorem in equivariant ho-
mology. The map b is injective because Z is equivariantly formal. The map a is
injective, compare Section 4.10 below. Thus the lower map is injective, i.e., the
HG∗ (Z,k)-module H
G
∗ (M,k) is faithful.
⊓⊔
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4. The polynomial representation of the graded algebra θZδΛ,V
Fix a quiver Γ with set of vertices I and set of arrows H . Fix an involution θ on
Γ. Assume that Γ has no 1-loops and that θ has no fixed points. Fix a dimension
vector ν 6= 0 in θNI and a dimension vector λ in NI. Set |ν| = 2m. Fix an object
(V, ̟) in θV ν and an object Λ in Vλ. The main result of this section is Theorem
4.17 which yields an explicit faithful representation of the graded k-algebra θZδΛ,V.
4.1. Notations. Let G = O(V, ̟) be the orthogonal group, and F = F (V, ̟) be
the isotropic flag manifold. We can regard F as the (non connected) flag manifold
of the (non connected) group G. Next, the group θGV is canonically identified
with a Le´vi subgroup of G, i.e., with the subgroup of elements which preserve the
decomposition V =
⊕
iVi. Then
θFV is canonically identified with the closed
subvariety of F consisting of all flags which are fixed under the action of the center
of θGV. Fix once for all a maximal torus T of
θGV. Let WV and W be the Weyl
groups of the pairs (θGV, T ) and (G, T ). The canonical inclusion
θGV ⊂ G yields a
canonical inclusion WV ⊂W .
4.2. The root systems. Fix once for all a T -fixed flag φV in
θFV. We fix once
for all one-dimensional T -submodules D1−m, . . . ,Dm−1,Dm of V such that
φV = (V
l), Vl = Dl+1 ⊕ · · · ⊕Dm−1 ⊕Dm.
Let χl ∈ t
∗ be the weight of Dl. Note that Dl ≃ V
l−1/Vl and that the bilinear
form ̟ yields a non-degenerate pairing (Vl−1/Vl) × (V−l/V1−l) → C, because
(Vl)⊥ = V−l. Thus we have
χ1−l = −χl.
Let B be the stabilizer of the flag φV in G. Let ∆ be the set of roots of (G, T )
and let ∆+ be the subset of positive roots relative to the Borel subgroup B. We
abbreviate ∆− = −∆+. Let Π be the set of simple roots in ∆+. We have
∆+ = {χk ± χl; 1 6 l < k 6 m},
Π = {χl+1 − χl, χ2 + χ1; l = 1, 2, . . . ,m− 1}.
Let 6 and ℓ denote the Bruhat order and the length function on W . Note that W
is an extended Weyl group of type Dm. In particular we have
ℓ(w) = 0 ⇐⇒ w = e, ε1,
where ε1is as below, and the set S of simple reflections is given by
S = {s0, s1, . . . , sm−1},
with sk, k = 0, 1, . . . ,m− 1 the reflection with respect to
α0 = χ2 + χ1, α1 = χ2 − χ1, . . . αm−1 = χm − χm−1.
Note that u(∆+) = ∆+ if ℓ(u) = 0. Next, let θ∆V ⊂ ∆ be the set of roots of
(θGV, T ). Note that
θGV is a product of general linear groups (this is due to the
fact that θ has no fixed points). Indeed, we can (and we will) assume that
θ∆V ⊂ {χl − χk; l 6= k, l, k = 1, 2, . . . ,m}.
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More precisely, given a subset J ⊂ I such that I = J ⊔ θ(J) it is enough to choose
the flag φV such that V
0 =
⊕
j∈J Vj . Finally, let
θ∆+V be the subset of positive
roots relative to the Borel subgroup θBV = B ∩ θGV. We have
θ∆+V = ∆
+ ∩ θ∆V.
4.3. The wreath product. Let Sm be the symmetric group, and Z2 = {−1, 1}.
Consider the wreath product Wm = Sm ≀ Z2. For l = 1, 2, . . .m let εl ∈ (Z2)m be
−1 placed at the l-th position. We’ll regard εl as in element of Wm in the obvious
way. There is a unique action of Wm on the set {1 −m, . . . ,m − 1,m} such that
Sm permutes 1, 2, . . .m and such that εl fixes k if k 6= l, 1 − l and switches l and
1− l. The group Wm acts also on
θIν . Indeed, view a sequence i as the map
{1−m, . . . ,m− 1,m} → I, l 7→ il.
Then we set w(i) = i ◦ w−1 for w ∈ Wm.
4.4. The W -action on the set of T -fixed flags. The sets FT and (θFV)
T
consisting of the flags which are fixed by the T -action are equal. The groupW acts
freely transitively on both. We’ll write e for the unit in W . Put
φV,w = w(φV), ∀w ∈W.
Thus we have FT = {φV,w;w ∈ W}. There is a unique group isomorphism W =
Wm such that
φV,w = (V
l
w), V
l
w = Dw(l+1) ⊕ · · · ⊕Dw(m−1) ⊕Dw(m).
We’ll use this identification whenever it is convenient without recalling it explicitly.
We set also
w(χl) = χw(l), ∀w, l.
Let θBV,w be the stabilizer of the flag φV,w under the
θGV-action. It is the Borel
subgroup of θGV containing T associated with the set of positive roots
w(∆+) ∩ θ∆V.
Let θNV,w be the unipotent radical of
θBV,w. Finally, let iw be the unique sequence
in θIν such that φV,w lies in
θFV,iw . Write
(4.1) ie = (i1−m, . . . , im−1, im).
Since φV is a flag of type ie, we have
Dl ⊂ Vil , w
−1(ie) = iw = (iw(1−m), . . . , iw(m−1), iw(m)).
Let Wν be the image of the group WV by the isomorphism W → Wm. It is the
parabolic subgroup given by
Wν = {w ∈ Wm;w(ie) = ie}.
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Note that the choices made in Section 4.2 imply that
(4.2) Wν ⊂ Sm.
There is a bijection
Wν \Wm →
θIν , Wνw 7→ iw.
For each i in θIν we have
(θF˜V,i)
T ≃ (θFV,i)
T = {φV,w;w ∈ Wi}, Wi = {w ∈ W ; iw = i}.
We’ll abbreviate
θFV,w =
θFV,iw , Ww =Wiw ,
θπΛ,w =
θπΛ,iw .
We’ll also omit the symbol w if w = e. For instance we write θBV =
θBV,e and
θNV =
θNV,e. Note that Ww = WV w and that we have an isomorphism of
θGV-
varieties
θGV/
θBV,w →
θFV,w, g 7→ gφV,w.
4.5. The stratification of θFV ×
θFV. The group G acts diagonally on F × F .
The action of the subgroup θGV preserves the subset
θFV × θFV. For w ∈ W let
θOwV be the set of all pairs of flags in
θFV × θFV which are in relative position w.
More precisely, we write
θOwV = (
θFV ×
θFV) ∩ (GφV,e,w), φV,x,y = (φV,x, φV,y), ∀x, y ∈ W.
Let θO¯wV be the Zariski closure of
θOwV. For any w, x, y in W we write also
θOwV,x,y =
θOwV ∩ (
θFV,x ×
θFV,y),
θO¯wV,x,y =
θO¯wV ∩ (
θFV,x ×
θFV,y).
We define θPV,w,ws, s ∈ S, as the smallest parabolic subgroup of θGV containing
θBV,w and
θBV,ws.
4.6. Lemma. Let w, x, y, s, u ∈ W .
(a) The set of T -fixed elements in θOxV is {φV,w,wx; w ∈ W}.
(b) Assume that ℓ(u) = 0. We have θO¯uV =
θOuV. It is a smooth
θGV-variety
isomorphic to θFV. We have
θOuV,x,y = ∅ unless y = xu.
(c) Assume that ℓ(s) = 1. Set s = s′u with s′ ∈ S and ℓ(u) = 0. We have
θO¯sV =
θOsV ∪
θOuV. It is a smooth variety. We have
θO¯sV,x,y = ∅ if y 6= xs, xu.
• If xs /∈Wxu then
θFV,xs 6=
θFV,xu,
θBV,xs =
θBV,x,
θOuV,x,xs =
θOsV,x,xu = ∅.
• If xs ∈Wxu then
θFV,xs =
θFV,xu,
θBV,xs 6=
θBV,x,
θGV ×θBV,x (
θPV,x,xs/
θBV,x)
∼
→θO¯sV,x,xu =
θO¯sV,x,xs, (g, h) 7→ (gφV,x, ghφV,xu).
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Proof : The proof is standard and is left to the reader. Note that θBV,x =
θBV,xu
and θBV,xs =
θBV,xs′ because ℓ(u) = 0. Note also that
θBV,x =
θBV,xs ⇐⇒ x(α) /∈
θ∆V ⇐⇒ xs
′ ∈Wx ⇐⇒ xs ∈ Wxu,
where α is the simple root associated with s′.
⊓⊔
For a future use let us introduce the following notation. Let q be the obvious
projection θZΛ,V →
θFV×
θFV, and, for each x ∈W , let
θZxΛ,V be the Zariski closure
in θZΛ,V of the locally closed subset q
−1(θOxV).
4.7. Euler classes in S. Consider the graded k-algebra S = ST . The weights
χ1, χ2, . . . χm are algebraically independent generators of S and they are homoge-
neous of degree 2. The reflection representation on t yields aW -action on S. Recall
that we have
w(χl) = χw(l), ∀l, w.
Now, let M be a finite dimensional representation of t and fix a linear form λ ∈ t∗.
Let M [λ] ⊂ M be the weight subspace associated with λ. The character of M is
the linear form ch(M) =
∑
λ dim(M [λ])λ. Let eu(M) be the determinant of M ,
viewed as an element of degree 2dim(M) of S. We’ll call eu(M) the Euler class of
M . If M is a finite dimensional representation of T let eu(M) be the Euler class of
the differential ofM , a module over t. Now, assume that X is a quasi-projective T -
variety and that x ∈ XT is a smooth point of X . The cotangent space T ∗xX at x is
equipped with a natural representation of T . We’ll abbreviate eu(X, x) = eu(T ∗xX).
We’ll be particularly interested in the following elements
Λw = eu(
θF˜Λ,V, φV,w), Λ
x
w,w′ = eu(
θZxΛ,V, φV,w,w′)
−1
where ℓ(x) = 0, 1. Note that Λw lies in S and has the degree 2dλ,w.
4.8. Description of the θGV-varieties
θF˜Λ,V,w. Let
θgV, t,
θnV,w, w ∈ W , be
the Lie algebras of θGV, T ,
θNV,w respectively. Consider the flag
φV,w = (V = V
−m
w ⊃ · · · ⊃ V
m−1
w ⊃ V
m
w = 0).
The θGV-action on
θEΛ,V yields a representation of
θBV,w on the space
θeΛ,V,w = {(x, y) ∈
θEΛ,V; x(V
l
w) ⊂ V
l
w, y(Λ) ⊂ V
m
w }.
There is an isomorphism of θGV-varieties
θGV ×θBV,w
θeΛ,V,w →
θF˜Λ,V,w, (g, x, y) 7→ (gφV,w, gx, gy).
Under this isomorphism the map θπΛ,w is identified with the map
θGV ×θBV,w
θeΛ,V,w →
θEΛ,V, (g, x, y) 7→ (gx, gy).
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4.9. Character formulas. In this section we gather some character formula for
a later use. For w,w′ ∈ W we write
θeΛ,V,w,w′ =
θeΛ,V,w ∩
θeΛ,V,w′ ,
θdΛ,V,w,w′ =
θeΛ,V,w/
θeΛ,V,w,w′,
θnV,w,w′ =
θnV,w ∩
θnV,w′ ,
θmV,w,w′ =
θnV,w/
θnV,w,w′.
We have the following T -module isomorphisms
θnV,w =
θnV,w,w′ ⊕
θmV,w,w′,
θeΛ,V,w =
θeΛ,V,w,w′ ⊕
θdΛ,V,w,w′,
θmV,w,w′ = (
θmV,w′,w)
∗.
Write θeV,w =
θe{0},V,w. As T -modules we have
(4.3)
θnV,w =
⊕
α
g[α], α ∈ w(∆+) ∩ θ∆V,
θeV,w =
⊕
α
θEV[α], α ∈ w(∆
+).
Recall thatV =
⊕
lDl as I-graded T -modules, where l = 1−m, . . . ,m−1,m. We’ll
use the notation in (4.1). Thus il, χl are the dimension vector and the character of
Dl. Note that
hik,il = hi1−l,i1−k , χl = −χ1−l,
νθ(i) = νi, ν =
∑
i
νi i =
m∑
l=1
(il + i1−l).
Set H0 = {h ∈ H ; h′ = θ(h′′)}, H1 = H \ H0, and λ =
∑
i λi i. Note that
H0 = {h ∈ H ; h = θ(h)}. Decomposing a tuple x ∈ θEV as the sum of (xh)h∈H1
and (xh)h∈H0 we get the following formula
dim(θEV) =
∑
h∈H1
νh′νh′′/2 +
∑
h∈H0
νh′(νh′ − 1)/2.
Next, the decomposition (4.3) yields the following formula
ch(θeV,w) =
∑
χl−χk∈w(∆+)
hik,il(χl − χk).
Here the sum runs over α ∈ w(∆+), and for each α we choose one pair (l, k) such
that α = χl − χk. In a similar way we have also
ch(θEV) =
∑
χl−χk∈∆
hik,il(χl − χk),
ch(LΛ,V) =
∑
l
λilχl.
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Here the first sum runs over ∆. Since V0 =
⊕
l>1Dl we have also
(4.4) ch(θeΛ,V,w) =
∑
χl−χk
hik,il(χl − χk) +
∑
l
λilχl,
where the first sum runs over all roots in w(∆+) and the second one over all l in
{w(1), w(2), . . . , w(m)}. Note that (4.4) can be rewriten in the following way
ch(θeΛ,V,w) =
∑
χl−χk∈∆+
hiw(k),iw(l)w(χl − χk) +
∑
16l6m
λiw(l)w(χl).
By (4.3) the Euler class eu(θnV,w) is the product of all roots in
θ∆V ∩ w(∆+).
Therefore, for s ∈ S the following formulas hold
• either ws /∈ Ww and we have
eu(θnV,ws) = eu(
θnV,w),
eu(θmV,w,ws) = eu(
θmV,ws,w) = 0,
• or ws ∈Ww and we have
eu(θnV,ws) = −eu(
θnV,w),
eu(θmV,w,ws) = −eu(
θmV,ws,w) = w(α),
where α is the simple root associated with s.
Finally, let s = sl with l = 0, 1, . . . ,m− 1. Formula (4.4) yields the following.
• We have
eu(θdΛ,V,w,wε1) = w(χ1)
λiw(1) .
• If l 6= 0 we have
eu(θdΛ,V,w,wsl) = w(αl)
hiw(l),iw(l+1) .
• We have
eu(θdΛ,V,w,ws0) = w(χ1)
λiw(1)w(χ2)
λiw(2)w(α0)
hiw(0),iw(2) .
4.10. Reduction to the torus. The restriction of functions from θgV to t gives
an isomorphism of graded k-algebras
θSV = k[χ1, χ2, . . . , χm]
Wν .
The group θGV is a product of several copies of the general linear group. Hence it
is connected with a simply connected derived subgroup. It is a general fact that if
X is a θGV-variety then the S-module H
T
∗ (X,k) is equipped with a S-skewlinear
representation of the group WV such that the forgetful map gives a
θSV-module
isomorphism
H
θGV
∗ (X,k)→ H
T
∗ (X,k)
WV ,
see e.g., [HS, thm. 2.10]. We’ll call this action on HT∗ (X,k) the canonical WV-
action.
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4.11. The W -action and the θSV-action on
θFΛ,V. Fix a tuple i in
θIν and an
integer l = 1, 2, . . . ,m. We define OΛ,V,i(l) to be the
θGV-equivariant line bundle
over θF˜Λ,V,i whose fiber at the triple (x, y, φ) with
φ = (V = V−m ⊃ V1−m ⊃ · · · ⊃ Vm = 0)
is equal to Vl−1/Vl. Assigning to a formal variable xi(l) of degree 2 the first
equivariant Chern class of OΛ,V,i(l)
−1 we get a graded k-algebra isomorphism
k[xi(1), xi(2), . . . xi(m)] = H
∗
θGV
(θF˜Λ,V,i,k).
So (3.1), (3.2) yield canonical isomorphisms of graded k-vector spaces
(4.5) k[xi(1), xi(2), . . . xi(m)] =
θFΛ,V,i[−2dλ,i] =
θFΛ,V,i.
For a future use we set also
xi(l) = −xi(1− l), l = 1−m, 2−m, . . . , 0.
For w ∈Wm we set
wf(xi(1), . . . , xi(m)) = f(xw(i)(w(1)), . . . , xw(i)(w(m))).
This yields a Wm-action on
θFΛ,V such that w(
θFΛ,V,i) =
θFΛ,V,w(i).
The multiplication of polynomials equip both θFΛ,V,i and
θFΛ,V with an obvious
structure of graded k-algebras. For w ∈ Wi the pull-back by the inclusion {φV,w} ⊂
θF˜Λ,V,i yields a graded k-algebra isomorphism
(4.6) θFΛ,V,i → S, f(−xi(1), . . . ,−xi(m)) 7→ f(χw(1), . . . χw(m)).
We’ll abbreviate
w(f) = f(χw(1), . . . χw(m)).
The isomorphism (4.6) is not canonical, because it depends on the choice of w.
Now, consider the canonical θSV-action on
θFΛ,V coming from the
θGV-equivariant
cohomology. It can be regarded as a θSV-action on
⊕
i k[xi(1), xi(2), . . . xi(m)]
which is described in the following way. The composition of the obvious projec-
tion θFΛ,V →
θFΛ,V,i with the map (4.6) identifies the graded k-algebra of the
Wm-invariant polynomials in the xi(l)’s, with
θSV = S
Wν = k[χ1, χ2, . . . , χm]
Wν .
This isomorphism does not depend on the choice of i, w. The θSV-action on
θFΛ,V
is the composition of this isomorphism and of the multiplication by Wm-invariant
polynomials.
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4.12. Localization and the convolution product. Let Q be the fraction field
of S. Write
θF ′Λ,V = H
T
∗ (
θF˜Λ,V,k),
θF ′′Λ,V =
θF ′Λ,V ⊗S Q,
θZ ′Λ,V = H
T
∗ (
θZΛ,V,k),
θZ ′′Λ,V =
θZ ′Λ,V ⊗S Q.
Let ψw be the fundamental class of the singleton {φV,w} in θF ′Λ,V, and let ψw,w′
be the fundamental class of {φV,w,w′} in θZ ′Λ,V. Let ψw, ψw,w′ denote also the
corresponding elements in the Q-vector spaces θF ′′Λ,V,
θZ ′′Λ,V. Now, we consider the
convolution products
θZ ′Λ,V ×
θZ ′Λ,V →
θZ ′Λ,V,
θZ ′Λ,V ×
θF ′Λ,V →
θF ′Λ,V
relative to the inclusion of θZΛ,V in the smooth scheme
θF˜Λ,V ×
θF˜Λ,V. Both may
be denoted by the symbol ⋆. We’ll use the notation in (4.1).
4.13. Proposition. (a) The S-modules θF ′Λ,V and
θZ ′Λ,V are free. The canonical
WV-action on the T -equivariant homology spaces
θF ′Λ,V and
θZ ′Λ,V is given by
w(ψx) = ψwx and w(ψx,y) = ψwx,wy. The inclusions
θZΛ,V ⊂
θZ ′Λ,V and
θFΛ,V ⊂
θF ′Λ,V commute with the convolution products.
(b) The elements ψw, ψw,w′ yield Q-bases of
θF ′′Λ,V,
θZ ′′Λ,V respectively. For each
i the map (4.5) yields an inclusion of k[xi(1), . . . , xi(m)] into
θF ′′Λ,V,i such that
f(−xi(1), . . . ,−xi(m)) 7→
∑
w∈Wi
w(f)Λ−1w ψw.
(c) We have ψw′,w ⋆ ψw = Λw ψw′ and ψw′′,w′ ⋆ ψw′,w = Λw′ ψw′′,w.
(d) If ℓ(s) = 0, 1 then [θZsΛ,V] =
∑
w,w′ Λ
s
w,w′ ψw,w′ in
θZ ′′Λ,V.
(e) We have Λw = eu(
θe∗Λ,V,w ⊕
θnV,w).
(f) If ℓ(u) = 0 then Λuw,w′ = 0 if w
′ 6= wu, and
Λew,w = Λ
−1
w , Λ
ε1
w,wε1 = (χw(0))
λiw(1)Λ−1w = (χw(1))
λiw(0)Λ−1wε1 .
(g) If l = 0, 1, . . . ,m− 1 then
• either wsl /∈ Ww and
Λslw,wsl = Λ
sl
w,w = eu(
θe∗Λ,V,w,wsl ⊕
θnV,w)
−1,
• or wsl ∈Ww and
Λslw,w = eu(
θe∗Λ,V,w,wsl ⊕
θnV,w ⊕
θmV,w,wsl)
−1,
Λslw,wsl = eu(
θe∗Λ,V,w,wsl ⊕
θnV,w ⊕
θmV,wsl,w)
−1.
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Proof : Parts (a) to (d) are left to the reader. The fiber at φV,w of the vector
bundle
p : θF˜Λ,V →
θFV
is isomorphic to θeΛ,V,w as a T -module. Thus the cotangent space to
θF˜Λ,V at the
point φV,w is isomorphic to
θe∗Λ,V,w ⊕
θnV,w as a T -module. This yields (e). Next,
observe that the variety θZsΛ,V is smooth if ℓ(s) 6 1. First, assume that ℓ(u) = 0.
The fiber at φV,w,w′ of the vector bundle
q : θZuΛ,V →
θFV ×
θFV
is isomorphic to θeΛ,V,w,wu as a T -module if w
′ = wu and it is zero else. Thus we
have
Λuw,wu = eu(
θd∗Λ,V,w,wu)eu(
θe∗Λ,V,w)
−1eu(θFV, φV,w)
−1,
= eu(θd∗Λ,V,w,wu)Λ
−1
w .
Therefore, Section 4.9 yields
Λuw,wu =
{
Λ−1w if u = e,
(−χw(1))
λiw(1)Λ−1w if u = ε1.
Note that
χw(1−l) = −χw(l), ∀w, l.
This yields (f). Finally, let us concentrate on part (g). The fiber at φV,w,w′ of the
vector bundle
q : θZslΛ,V →
θFV ×
θFV
is isomorphic to θeΛ,V,w,wsl as a T -module if w
′ = w,wsl and it is zero else. There-
fore, we have
Λslw,w′ =
{
eu(θe∗Λ,V,w,wsl)
−1eu(θO¯slV, φV,w,w′)
−1 if w′ = w,wsl
0 else.
Next, by Lemma 4.6(c), if wsl /∈ Ww the cotangent spaces to the variety θO¯
sl
V at
the points φV,w,wsl and φV,w,w are given by
T ∗w,wsl
θO¯slV = T
∗
w,wsl
θOslV =
θnV,w,wsl =
θnV,w,
T ∗w,w
θO¯slV = T
∗
w,w
θOeV =
θnV,w,w =
θnV,w.
Thus they are both isomorphic to θnV,w as T -modules. Similarly, if wsl ∈ Ww the
cotangent spaces to the variety θO¯slV at the points φV,w,wsl , φV,w,w are given by
T ∗w,wsl
θO¯slV =
θnV,w ⊕
θmV,wsl,w,
T ∗w,w
θO¯slV =
θnV,w ⊕
θmV,w,wsl ,
because Lie(θPV,w,wsl)/Lie(
θBV,w) is dual to
θmV,w,wsl =
θnV,w/
θnV,w,wsl as a T -
module.
⊓⊔
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4.14. Description of the θZΛ,V-action on
θFΛ,V. Using the computations in
the previous proposition we can now describe explicitly the representation of θZΛ,V
in θFΛ,V. For k = 0, 1, . . . ,m− 1 let σΛ,V(k) be the fundamental class of
θZskΛ,V in
θZ6skΛ,V . Next, let πΛ,V(1) be the fundamental class of
θZε1Λ,V in
θZε1Λ,V. Finally, for
l = 1, 2, . . . ,m the pull-back of the first equivariant Chern class of the line bundle⊕
iOΛ,V,i(l)
−1 by the obvious map
θZeΛ,V →
θF˜Λ,V
belongs to H∗θGV (
θZeΛ,V,k). So it yields an element κΛ,V(l) in
θZeΛ,V. Now, re-
call that θZ6wΛ,V embeds into
θZΛ,V. Thus the classes σΛ,V,i′,i(k), πΛ,V,i′,i(1) and
κΛ,V,i′,i(l) can all be regarded as elements of
θZΛ,V. We write
σΛ,V,i′,i(k) = 1Λ,V,i′ ⋆ σΛ,V(k) ⋆ 1Λ,V,i,
πΛ,V,i′,i(1) = 1Λ,V,i′ ⋆ πΛ,V(1) ⋆ 1Λ,V,i,
κΛ,V,i′,i(l) = 1Λ,V,i′ ⋆ κΛ,V(l) ⋆ 1Λ,V,i.
For a sequence i = (i1−m, . . . , im−1, im) and integers l = 1 −m, . . . ,m − 1,m and
k = 1, . . . ,m− 1,m, we set
λi(l) = λil , hi(k) =

−1 if ski = i,
hik,ik+1 if ski 6= i, k 6= 0,
hi0,i2 if s0i 6= i, k = 0.
Finally, recall that θZΛ,V acts on
θFΛ,V =
⊕
i
θFΛ,V,i and that we identify
θFΛ,V,i
with
k[xi(1), xi(2), . . . xi(m)] =
θFΛ,V,i
via (4.5). The later is given the obvious k-algebra structure.
4.15. Proposition. For i, i′, i′′ in θIν and f in θFΛ,V,i the following hold :
(a) 1Λ,V,i′ ⋆ f = f if i = i
′ and 1Λ,V,i′ ⋆ f = 0 else.
(b) κΛ,V,i′′,i′(l) ⋆ f = 0 unless i
′′ = i′ = i and κΛ,V(l) ⋆ f = xi(l)f .
(c) πΛ,V,i′′,i′(1) ⋆ f = 0 unless i
′ = i, i′′ = ε1i and
πΛ,V(1) ⋆ f = xε1i(0)
λε1i(0)ε1(f).
(d) σV,i′′,i′(k) ⋆ f = 0 unless i
′ = i and i′′ = ski or i, and we have
• if ski = i and k 6= 0 then
σV(k) ⋆ f = (xi(k + 1)− xi(k))
hi(k)(sk(f)− f),
• if s0i = i then
σV(0) ⋆ f = (xi(2)− xi(0))
hi(0)xi(1)
λi(1)xi(2)
λi(2)(s0(f)− f),
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• if ski 6= i and k 6= 0 then
σV,ski,i(k) ⋆ f = (xski(k + 1)− xski(k))
hski(k)sk(f),
σV,i,i(k) ⋆ f = (xi(k + 1)− xi(k))
hi(k)f
• if s0i 6= i then
σV,s0i,i(0) ⋆ f = (xs0i(2)− xs0i(0))
hs0i(0)xs0i(1)
λs0i(1)xs0i(2)
λs0i(2)s0(f),
σV,i,i(0) ⋆ f = (xi(2)− xi(0))
hi(0)xi(1)
λi(1)xi(2)
λi(2)f.
Proof : Parts (a), (b) are left to the reader. Let w ∈ Wi. Recall that θFΛ,V,i ⊂
θF ′Λ,V,i and that ψw lies in
θF ′Λ,V,i. Under the map (4.6) the multiplication in
θFΛ,V,i and the S-action on
θF ′Λ,V,i are related by the following formula
f(−xi(1), . . . ,−xi(m))ψw = w(f)ψw.
Further we have ε1(iw) = iwε1 . Therefore, part (c) follows from the following
computation, see Proposition 4.13(c), (d), (f),
[θZε1Λ,V] ⋆ ψw = Λ
ε1
wε1,wΛwψwε1 = (χwε1(1))
λiwε1(0)ψwε1 = (−χwε1(0))
λiwε1(0)ψwε1 ,
where iwε1(l) is the l-th component of the sequence iwε1 . Let us concentrate on (d).
The first claim is obvious because θZskw,w′ = ∅ unless w
′ = w,wsk by Lemma 4.6,
and iwsk = skiw. Now, given i
′ = i or ski we must compute the linear operator
(4.7) θFV,i →
θFV,i′ , f 7→ σV,i′,i(k) ⋆ f.
Proposition 4.13(b) yields an embedding
θFV,i →
⊕
w∈Wi
Qψw, f(−xi(1), . . . ,−xi(m)) 7→
∑
w∈Wi
w(f)Λ−1w ψw.
Under this inclusion the map (4.7) is of the following form∑
w∈Wi
w(f)Λ−1w ψw 7→
∑
w′∈W
i′
gw′ψw′ , gw′ =
∑
w∈Wi
w(f)Λskw′,w
by Proposition 4.13(c), (d). We claim that the right hand side is the image of a
polynomial g in θFV,i′ that we’ll compute explicitly. The polynomial g is completely
determined by the following relations
(4.8) gw′ = w
′(g)Λ−1w′ , ∀w
′ ∈ Wi′ .
In the rest of the proof we’ll fix w,w′ in the following way
w ∈Wi, w
′ ∈Wi′ , w
′ = w or wsk.
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In particular we have i = iw, i
′ = iw′ , and i
′ = i or ski.
(i) First, assume that ski = i. Then i
′ = i, w′sk ∈Ww′ , and we have
gw′ = w
′(f)Λskw′,w′ + w
′sk(f)Λ
sk
w′,w′sk
.
Section 4.9 and Proposition 4.13 yield
Λw′ = eu(
θe∗Λ,V,w′ ⊕
θnV,w′),
Λskw′,w′ = eu(
θe∗Λ,V,w′,w′sk ⊕
θnV,w′ ⊕
θmV,w′,w′sk)
−1,
Λskw′,w′sk = eu(
θe∗Λ,V,w′,w′sk ⊕
θnV,w′ ⊕
θmV,w′sk,w′)
−1,
eu(θmV,w′,w′sk) = −eu(
θmV,w′sk,w′) = w
′(αk).
So we have
Λskw′,w′ = eu(
θd∗Λ,V,w′,w′sk)w
′(αk)
−1Λ−1w′ = −Λ
sk
w′,w′sk
.
Therefore we obtain
gw′ = w
′(f − sk(f)) eu(
θd∗Λ,V,w′,w′sk)w
′(αk)
−1Λ−1w′ .
Now, assume that k 6= 0. There is no arrow joining iw′(k) and iw′(k+1), because
iw′(k) = iw′(k+1). Thus Section 4.9 yields
eu(θd∗Λ,V,w′,w′sk) = 1.
Hence
gw′ = w
′(f − sk(f))w
′(αk)
−1Λ−1w′
= w′(g)Λ−1w′ ,
g = (f − sk(f))α
−1
k .
Next, assume that k = 0. There is no arrow joining iw′(0) and iw′(2). Thus Section
4.9 yields
eu(θd∗Λ,V,w′,w′s0) = (−χw′(1))
λi
w′(1) (−χw′(2))
λi
w′(2) .
Therefore we have
gw′ = w
′(f − s0(f))(−χw′(1))
λi
w′(1) (−χw′(2))
λi
w′(2)w′(α0)
−1Λ−1w′
= w′(g)Λ−1w′ ,
g = (f − s0(f))(−χ1)
λi
w′(1) (−χ2)
λi
w′(2)α−10 .
(ii) Finally, assume that ski 6= i, i.e., that wsk /∈ Ww . Section 4.9 and Proposi-
tion 4.13 yield
eu(θnV,wsk) = eu(
θnV,w),
Λw = eu(
θe∗Λ,V,w ⊕
θnV,w),
Λwsk = eu(
θe∗Λ,V,wsk ⊕
θnV,w),
Λskw,w = eu(
θe∗Λ,V,w,wsk ⊕
θnV,w)
−1 = Λskwsk,w.
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So we have
Λskwsk,wΛwsk = eu(
θd∗Λ,V,wsk,w),
Λskw,wΛw = eu(
θd∗Λ,V,w,wsk).
Next, one of the two following alternatives holds :
• either i′ = ski, w′ = wsk and
gw′ = w
′sk(f)Λ
sk
w′,w′sk
= w′sk(f)(Λ
sk
wsk,w
Λwsk)Λ
−1
w′
= w′sk(f) eu(
θd∗Λ,V,w′,w′sk) Λ
−1
w′ .
• or i′ = i, w′ = w and
gw′ = w
′(f)Λskw′,w′
= w′(f)(Λskw,wΛw)Λ
−1
w′
= w′(f) eu(θd∗Λ,V,w′,w′sk) Λ
−1
w′ .
Now we consider the cases k 6= 0 and k = 0. First, assume that k 6= 0. By Section
4.9 we have
eu(θdΛ,V,w′,w′sk) = w
′(αk)
hi
w′(k)
,i
w′(k+1) .
Thus (4.8) holds with
g = sk(f)(−αk)
hi
w′(k)
,i
w′(k+1)
in the first case and with
g = f(−αk)
hi
w′(k)
,i
w′(k+1)
in the second one. Next, assume that k = 0. By Section 4.9 we have
eu(θdΛ,V,w′,w′s0) = w
′(χ1)
λi
w′(1)w′(χ2)
λi
w′(2)w′(α0)
hi
w′(0)
,i
w′(2) .
Thus (4.8) holds with
g = s0(f)(−χ1)
λi
w′(1) (−χ2)
λi
w′(2) (−α0)
hi
w′(0)
,i
w′(2)
in the first case and with
g = f(−χ1)
λi
w′(1) (−χ2)
λi
w′(2) (−α0)
hi
w′(0)
,i
w′(2)
in the second one.
⊓⊔
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4.16. Description of the graded k-algebra θZΛ,V. We can use the previous
computations concerning θZΛ,V to get informations on
θZΛ,V. The action of
1Λ,V,i, κΛ,V(l), σΛ,V(k), πΛ,V(1),
yields linear operators in End(θFΛ,V). Recall that
θFΛ,V is a faithful left
θZΛ,V-
module and that there are canonical isomorphisms
θZΛ,V =
θZΛ,V,
θFΛ,V =
θFΛ,V.
Thus the graded left θZΛ,V-module
θFΛ,V is also faithful. Recall also that
θFΛ,V =
⊕
i∈θIν
θFΛ,V,i,
θFΛ,V,i = k[xi(1), xi(2), . . . , xi(m)].
We obtain the following.
4.17. Theorem. The graded k-algebra θZΛ,V is isomorphic to a graded k-subalgebra
of End(θFΛ,V) which contains the linear operators
1Λ,V,i, κΛ,V,i(l), σΛ,V,i(k), πΛ,V,i(1),
i ∈ θIν , k = 0, 1, . . . ,m− 1, l = 1, 2, . . . ,m,
defined as follows :
(a) 1Λ,V,i is the projection to
θFΛ,V,i relatively to
⊕
i′ 6=i
θFΛ,V,i′ ,
(b) κΛ,V,i(l) = 0 on
θFΛ,V,i′ if i
′ 6= i, and it acts by multiplication by xi(l) on
θFΛ,V,i,
(c) σΛ,V,i(k) = 0 on
θFΛ,V,i′ if i
′ 6= i, and it takes a polynomial f in θFΛ,V,i to
(xi(k + 1)− xi(k))hi(k)(sk(f)− f) if ski = i , k 6= 0,
(xi(2)− xi(0))hi(0)xi(1)λi(1)xi(2)λi(2)(s0(f)− f) if ski = i , k = 0,
(xski(k + 1)− xsk i(k))
hski(k)sk(f) if ski 6= i , k 6= 0,
(xs0i(2)− xs0i(0))
hs0i(0)xs0i(1)
λs0i(1)xs0i(2)
λs0i(2)s0(f) if ski 6= i, k = 0,
(d) πΛ,V,i(1) = 0 on
θFΛ,V,i′ if i
′ 6= i, and it takes a polynomial f in θFΛ,V,i to
xε1i(0)
λε1i(0)ε1(f).
The degrees of these operators are given by the following formulas
deg(1Λ,V,i) = 0,
deg(κΛ,V,i(l)) = 2,
deg(πΛ,V,i(1)) = 2λε1i(0),
deg(σΛ,V,i(0)) = 2hs0i(0) + 2λs0i(1) + 2λs0i(2),
deg(σΛ,V,i(k)) = 2hski(k) if k 6= 0.
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4.18. Shift of the grading. We are mostly interested by the graded k-algebra
θZδΛ,V, whose grading differs from the grading of
θZδΛ,V. Let us compute the degree
of the generators of θZδΛ,V. We have
θZδΛ,V,ski,i =
θZΛ,V,ski,i[dλ,i − dλ,ski].
Recall that hθ(i),j = hθ(j),i for each i, j. Hence, an easy computation using Propo-
sition 2.5 yields
dλ,i − dλ,ski =
{
hi(k)− hski(k) if k 6= 0,
hi(0)− hs0i(0) + λi(2) + λi(1)− λs0i(2)− λs0i(1) if k = 0,
dλ,i − dλ,ε1i = λε1i(0)− λi(0).
Therefore the grading of θZδΛ,V is given by the following rules :
deg(1Λ,V,i) = 0,
deg(κΛ,V,i(l)) = 2,
deg(πΛ,V,i(1)) = λi(0) + λi(1),
deg(σΛ,V,i(0)) = −i0 · i2 + λi(−1) + λi(0) + λi(1) + λi(2),
deg(σΛ,V,i(k)) = −ik · ik+1 if k 6= 0.
5. The graded k-algebra θR(Γ)λ,ν
Fix a quiver Γ with set of vertices I and set of arrows H . Fix an involution θ on
Γ. Assume that Γ has no 1-loops and that θ has no fixed points. Fix a dimension
vector ν 6= 0 in θNI and a dimension vector λ in NI. Set |ν| = 2m.
5.1. Definition of the graded k-algebra θR(Γ)λ,ν . Assume that m > 0. We
define a graded k-algebra θR(Γ)λ,ν with 1 generated by 1i, κl, σk, π1 with i =
(i1−m, . . . , im) in
θIν , k = 1, . . . ,m − 1, l = 1, 2, . . . ,m, modulo the following
defining relations†
(a) 1i 1i′ = δi,i′1i, σk1i = 1skiσk, κl1i = 1iκl, π11i = 1ε1iπ1,
(b) κlκl′ = κl′κl, π1κl = κε1(l)π1,
(c) σ2k1i = Qik,ik+1(κk+1,κk)1i, π
2
11i = κ
λi0
0 κ
λi1
1 1i,
(d) σkσk′ = σk′σk if k 6= k′ ± 1, π1σk = σkπ1 if k 6= 1,
(e) (σ1π1)
21i = (π1σ1)
21i + δi0,i2(−1)
λi2
κ
λi1+λi2
0 − κ
λi1+λi2
2
κ0 − κ2
σ11i,
†We thank M. Kashiwara who indicate us an error in a previous version of the relations
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(f) (σk+1σkσk+1 − σkσk+1σk)1i =
= δik,ik+2
Qik,ik+1(κk+1,κk)−Qik,ik+1(κk+1,κk+2)
κk − κk+2
1i,
(g) (σkκl − κsk(l)σk)1i =

−1i if l = k, ik = ik+1,
1i if l = k + 1, ik = ik+1,
0 else.
Here δi,j is the Kronecker symbol, κ1−l = −κl, and
(5.1) Qi,j(u, v) =
{
(−1)hi,j (u − v)−i·j if i 6= j,
0 else.
We’ll abbreviate σi,k = σk1i, κi,l = κl1i, and πi,1 = π11i. The grading on
θR(Γ)λ,ν
is given by the following rules :
deg(1i) = 0,
deg(κi,l) = 2,
deg(πi,1) = λi0 + λi1 ,
deg(σi,k) = −ik · ik+1.
If ν = 0 we set θR(Γ)λ,ν = k as a graded k-algebra. Let ω be the unique anti-
involution of the graded k-algebra θR(Γ)λ,ν which fixes 1i, κl, σk, π1.
5.2. Remarks. (a) We may set σ0 = π1σ1π1. We have
deg(σ01i) = −i0 · i2 + λi−1 + λi0 + λi1 + λi2 .
(b) We may also set πl = σl−1 . . . σ2σ1π1σ1σ2 . . . σl−1. We have
deg(πl1i) = −(i1 + i2 + · · ·+ il−1) · (il + i1−l) + λil + λi1−l .
5.3. The polynomial representation and the PBW theorem. Given any
objects V in θV ν and Λ in Vλ we abbreviate
θFν =
θFΛ,V,
θFi =
θFΛ,V,i,
θSν =
θSV.
5.4. Proposition. There is an unique graded k-algebra morphism θR(Γ)λ,ν →
End(θFν) such that, for each i ∈ θIν , k = 0, 1, . . . ,m− 1, l = 1, 2, . . . ,m, we have
1i 7→ 1Λ,V,i, κi,l 7→ κΛ,V,i(l), σi,k 7→ σΛ,V,i(k), πi,1 7→ πΛ,V,i(1).
Proof : The defining relations of θR(Γ)λ,ν are checked by a direct computation.
Let us (only) give a few indications concerning the relation 5.1(e). We have
σ11i = (κ1 − κ2)
hs1i(1)(s1 − δi1,i2)1i, π11i = κ
λi1
0 ε11i.
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This yields
σ1π11i = (κ1 − κ2)
hs0i(0)(s1 − δi0,i2)κ
λi1
0 ε11i,
π1σ11i = κ
λi2
0 ε1(κ1 − κ2)
hs1i(1)(s1 − δi1,i2)1i.
Therefore we have
(σ1π1)
21i = (κ1 − κ2)
hs1i(1)(s1 − δi1,i2)κ
λi2
0 ε1(κ1 − κ2)
hs0i(0)(s1 − δi0,i2)κ
λi1
0 ε11i,
(π1σ1)
21i = κ
λi1
0 ε1(κ1 − κ2)
hs0i(0)(s1 − δi0,i2)κ
λi2
0 ε1(κ1 − κ2)
hs1i(1)(s1 − δi1,i2)1i.
Hence we have
(σ1π1)
21i = (κ1 − κ2)
hs1i(1)(κ0 − κ2)
hs0i(0)A,
(π1σ1)
21i = (κ1 − κ2)
hs1i(1)(κ0 − κ2)
hs0i(0)B,
where
A = (s1 − δi1,i2)κ
λi2
0 ε1(s1 − δi0,i2)κ
λi1
0 ε11i,
B = κ
λi1
0 ε1(s1 − δi0,i2)κ
λi2
0 ε1(s1 − δi1,i2)1i.
If i0 6= i2 it is easy to see that A = B. If i0 = i2 a direct computation yields
B −A =
(
κ
λi1
2 (−κ2)
λi2 − κ
λi2
1 (−κ1)
λi1
)
s1.
The rest of the computation is left to the reader.
⊓⊔
The k-algebra θR(Γ)λ,ν is a left graded
θFν-module such that xi(l) acts by the
left multiplication with the element κi,l for each l = 1, 2, . . . ,m. To unburden the
notation we may write κi,l = xi(l). The following convention is important.
From now on we’ll regard Wm as a Weyl group of type Bm, with the set of simple
reflections {s1, s2, . . . , sm} where sm = ε1, rather than an extended Weyl group
of type Dm as in Section 4.2.
For w ∈ Wm we choose a reduced decomposition w˙ of w. By the observation above
w˙ is a minimal decomposition of the following form
w = sk1sk2 · · · skr , 0 < k1, k2, . . . , kr 6 m, sm = ε1.
We define an element σw˙ in
θR(Γ)λ,ν by the following formula
(5.2) σw˙ =
∑
i
1iσw˙, 1iσw˙ =
{
1i if r = 0
1iσk1σk2 · · ·σkr else,
where we have set σm = π1. Observe that σw˙ may depend on the choice of the
reduced decomposition w˙.
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5.5. Proposition. The k-algebra θR(Γ)λ,ν is a free (left or right)
θFν-module with
basis {σw˙; w ∈Wm}. Its rank is 2mm!. The operator 1iσw˙ is homogeneous and its
degree is independent of the choice of the reduced decomposition w˙.
Proof : The k-space θR(Γ)λ,ν is filtered with 1i, κi,l in degree 0 and σi,k, πi,1 in
degree 1. This filtration is a nonnegative increasing k-algebra filtration. Each term
of the filtration is a graded subspace of θR(Γ)λ,ν . Therefore the associated graded
k-algebra gr θR(Γ)λ,ν is bigraded and the symbol map preserves the grading.
Now, the Nil Hecke algebra of type Bm is the k-algebra
θNHm generated by the
elements π¯1, σ¯1, σ¯2, . . . , σ¯m−1 with the relations
σ¯kσ¯k′ = σ¯k′ σ¯k if |k − k
′| > 1, π¯1σ¯k = σ¯kπ¯1 if k 6= 1, (π¯1σ¯1)
2 = (σ¯1π¯1)
2,
σ¯k+1σ¯kσ¯k+1 = σ¯kσ¯k+1σ¯k, π¯
2
1 = σ¯
2
k = 0.
We can form the semidirect product θFν ⋊
θNHm, which is generated by 1i, κ¯l,
π¯1, σ¯k with the relations above and
σ¯kκ¯l = κ¯sk(l)σ¯k, π¯1κ¯l = κ¯ε1(l)π¯1 , κ¯lκ¯l′ = κ¯l′ κ¯l′ .
We have a surjective k-algebra morphism
(5.3) θFν ⋊
θNHm → gr
θR(Γ)λ,ν , 1i 7→ 1i, κ¯l 7→ κl, π¯1 7→ π1, σ¯k 7→ σk.
Thus the elements σw˙ with w ∈ Wm generate θR(Γ)λ,ν as a θFν-module. We
must prove that they yield indeed a basis of θR(Γ)λ,ν . This is rather clear, since
the images of these elements in End(θFν) under the polynomial representation are
independent over θFν (by Galois theory). Therefore the map (5.3) is invertible.
The last claim is now clear, because the element σw˙ has the same degree as its
symbol and if w˙, w¨ are two reduced decomposition of w then σw˙ and σw¨ have the
same symbol.
⊓⊔
Let θF′ν =
⊕
i
θF′i, where
θF′i is the localization of the ring
θFi with respect to
the multiplicative system generated by
{κi,l ± κi,l′ ; 1 6 l 6= l
′ 6 m} ∪ {κi,l; l = 1, 2, . . . ,m}.
5.6. Corollary. The polynomial representation of θR(Γ)λ,ν on
θFν is faithful.
The inclusion of θR(Γ)λ,ν into End(
θFν) yields an isomorphism of
θF′ν-algebras
from θF′ν⊗θFν
θR(Γ)λ,ν to
θF′ν⋊Wm, such that for each i and each l = 1, 2, . . . ,m,
k = 1, 2, . . . ,m− 1 we have
(5.4)
1i 7→ 1i,
κi,l 7→ κl1i,
πi,1 7→ κ
λi1
0 ε11i,
σi,k 7→
{
(κk − κk+1)
−1(sk − 1)1i if ik = ik+1,
(κk − κk+1)
hik+1,ik sk1i if ik 6= ik+1.
Restricting the θFν -action on
θR(Γ)λ,ν to the subalgebra
θSν of
θFν we get a
structure of graded θSν-algebra on
θR(Γ)λ,ν .
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5.7. Proposition. (a) θSν is isomorphic to the center of
θR(Γ)λ,ν .
(b) θR(Γ)λ,ν is a free graded module over
θSν of rank (2
mm!)2.
Proof : First we prove (a). Recall that
θSν = k[χ1, χ2, . . . , χm]
Wν =
(⊕
i
k[κ1,κ2, . . . ,κm]1i
)Wm
.
Given a sequence i in θIν the assignment x 7→ x1i embeds θSν as a central subalge-
bra of θR(Γ)λ,ν . We must check that this map surjects onto the center of
θR(Γ)λ,ν .
This follows from Corollary 5.6. Part (b) follows from (a) and Proposition 5.5.
⊓⊔
In Section 9 we’ll prove the following theorem.
5.8. Theorem. For any ν ∈ θNI, λ ∈ NI there is an unique graded θSV-algebra
isomorphism
Ψ : θR(Γ)λ,ν →
θZδΛ,V
which intertwines the representations of θR(Γ)λ,ν and
θZδΛ,V on
θFν .
5.9. Examples. (a) If m = 0 then θR(Γ)λ,ν = k by definition.
(b) Assume that m = 1. Fix a vertex i in I and set ν = i + θ(i). We have
θIν = {i, θ(i)} with i = iθ(i) and θ(i) = θ(i)i. We have
θR(Γ)λ,ν = (k[κ1]⊕ π1k[κ1])1i ⊕ (k[κ1]⊕ π1k[κ1])1θ(i),
π1κ11i = −κ1π11i, π1κ11θ(i) = −κ1π11θ(i),
π211θ(i) = (−1)
λθ(i)κ
λi+λθ(i)
1 1θ(i), π
2
11i = (−1)
λiκ
λi+λθ(i)
1 1i.
The inclusion θSν ⊂ θR(Γ)λ,ν is given by
k[χ]→ θR(Γ)λ,ν , χ 7→ (κ11i, 0,−κ11θ(i), 0).
6. Affine Hecke algebras of type B
6.1. Affine Hecke algebras of type B. Given a connected reductive group G
we call affine Hecke algebra of G the Hecke algebra of the extended affine Weyl
group W ⋉ P where W is the Weyl group of (G, T ), P is the group of characters
of T , and T is a maximal torus of G. Fix p, q in k×. For any integer m > 0 we
define the affine Hecke algebra Hm of type Bm to be the affine Hecke algebra of
SO(2m + 1). It admits the following presentation, see e.g., [Mc]. If m > 0 then
Hm is the k-algebra generated by
Tk, X
±1
l , k = 0, 1, . . . ,m− 1, l = 1, 2, . . . ,m
32 M. VARAGNOLO, E. VASSEROT
satisfying the following defining relations :
(a) XlXl′ = Xl′Xl,
(b) (T0T1)
2 = (T1T0)
2, TkTk−1Tk = Tk−1TkTk−1 if k 6= 0, 1, and TkTk′ = Tk′Tk if
|k − k′| 6= 1,
(c) T0X
−1
1 T0 = X1, TkXkTk = Xk+1 if k 6= 0, and TkXl = XlTk if l 6= k, k + 1,
(d) (Tk − p)(Tk + p−1) = 0 if k 6= 0, and (T0 − q)(T0 + q−1) = 0.
If m = 0 then H0 = k, the trivial k-algebra. Note that H1 is the k-algebra
generated by T0, X
±1
1 with the defining relations
T0X
−1
1 T0 = X1, (T0 − q)(T0 + q
−1) = 0.
6.2. Intertwiners and blocks of Hm. We define
A = k[X±11 , X
±1
2 , . . . , X
±1
m ], A
′ = A[Σ−1], H′m = A
′ ⊗A Hm,
where Σ is the multiplicative set generated by
1−XlX
±1
l′ , 1− p
2XlX
±1
l′ , 1−X
2
l , 1− q
2X±2l , l 6= l
′.
For k = 0, . . . ,m− 1 the intertwiner ϕk in H′m is given by the following formulas
(6.1)
ϕk − 1 =
Xk −Xk+1
pXk − p−1Xk+1
(Tk − p) if k 6= 0,
ϕ0 − 1 =
X−21 − 1
qX−21 − q
−1
(T0 − q).
The group Wm acts on A
′ as follows
(ska)(X1, . . . , Xm) = a(X1, . . . , Xk+1, Xk, . . . , Xm),
(ε1a)(X1, . . . , Xm) = a(X
−1
1 , X2, . . . , Xm).
There is an isomorphism of A′-algebras
A′ ⋊Wm → H
′
m, sk 7→ ϕk, ε1 7→ ϕ0, k 6= 0.
The semi-direct product group Z⋊Z2 = Z⋊{−1, 1} acts on k× by (n, ε) : z 7→ zεp2n.
Given a Z ⋊ Z2-invariant subset I of k
× we denote by Hm-ModI the category of
all finitely generated Hm-modules such that the action of X1, X2, . . . , Xm is locally
finite and all the eigenvalues belong to I. We associate to the set I the quiver Γ
with set of vertices I and with one arrow p2i → i whenever i lies in I. We equip
Γ with an involution θ such that θ(i) = i−1 for each vertex i and such that θ takes
the arrow p2i → i to the arrow i−1 → p−2i−1. We’ll assume that the set I does
not contain 1 nor −1 and that p 6= 1,−1. Thus the involution θ has no fixed points
and no arrow may join a vertex of Γ to itself.
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6.3. Remark. We may assume that either I is a Z-orbit or I contains at least one
of ±q, see the discussion in [EK1]. Thus, we can assume that one of the following
two cases holds :
(a) I is a Z-orbit which does not contain 1, −1, q, −q. So either I = {pn; n ∈
Zodd} or I = {−p
n; n ∈ Zodd}. Then Γ is of type A∞ if p has infinite order
and Γ is of type A
(1)
r if p2 is a primitive r-th root of unity.
(b) q ∈ I (the case −q ∈ I is similar) and −1, 1 /∈ I. Then we have I = {qp2n; n ∈
Z} ∪ {q−1p2n; n ∈ Z} with q2 6= p4n for all n ∈ Z. Thus Γ is of type A∞,
A∞ ×A∞, A
(1)
r , or A
(1)
r ×A
(1)
r .
6.4. Hm-modules versus
θRm-modules. Given an element λ of NI we define
the graded k-algebra
θRI,λ,m =
⊕
ν
θRI,λ,ν ,
θRI,λ,ν =
θR(Γ)λ,ν ,
θIm =
∐
ν
θIν ,
where ν runs over the set of all dimension vectors in θNI such that |ν| = 2m. When
there is no risk of confusion we abbreviate θRm =
θRI,λ,m and
θRν =
θRI,λ,ν . Note
that the k-algebra θRm may not have 1, because the set I may be infinite, and
that θR0 = k as a graded k-algebra. From now on, unless specified otherwise we’ll
set
(6.2) λ =
∑
i
i, i ∈ I ∩ {q,−q}.
Given sequences
i = (i1−m, . . . , im−1, im), i
′ = (i′1, . . . , i
′
m′−1, i
′
m′),
we define a sequence θ(i′)ii′ as follows
θ(i′)ii′ = (θ(i′m′), . . . , θ(i
′
1), i1−m, . . . , im, i
′
1, . . . , i
′
m′).
Let ν, ν′ be dimension vectors in θNI and NI respectively such that |ν| = 2m,
|ν′| = m′, and m+m′ = m′′. We define an idempotent in θRm′′ by
1ν,ν′ =
∑
i,i′
1θ(i′)ii′ , i ∈
θIν , i′ ∈ Iν
′
.
For ν′1, ν
′
2, . . . , ν
′
r in NI we define 1ν,ν′1,...,ν′r in the same way. Finally, for any graded
θRm′′ -module M we set
(6.3) 1m,ν′M =
⊕
i,i′
1θ(i′)ii′M, i ∈
θIm, i′ ∈ Iν
′
.
If M is a right graded θRm′′-module we define M1m,ν′ in the same way.
Next, let θRm-Mod0 be the category of all finitely generated (non-graded)
θRm-
modules such that the elements κ1,κ2, . . . ,κm act locally nilpotently. Let
θRm-fMod0 ⊂
θRm-Mod0, Hm-fModI ⊂ Hm-ModI
be the full subcategories of finite dimensional modules.
Fix a formal series f(κ) in k[[κ]] such that f(κ) = 1 + κ modulo (κ2).
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6.5. Theorem. We have an equivalence of categories
θRm-Mod0 → Hm-ModI , M 7→M
which is given by
(a) Xl acts on 1iM by i
−1
l f(κl) for l = 1, 2, . . . ,m,
(b) Tk acts on 1iM as follows for k = 1, 2, . . . ,m− 1,
(pf(κk)− p−1f(κk+1))(κk − κk+1)
f(κk)− f(κk+1)
σk + p if ik+1 = ik,
f(κk)− f(κk+1)
(p−1f(κk)− pf(κk+1))(κk − κk+1)
σk +
(p−2 − 1)f(κk+1)
pf(κk)− p−1f(κk+1)
if ik+1 = p
2ik,
pikf(κk)− p−1ik+1f(κk+1)
ikf(κk)− ik+1f(κk+1)
σk +
(p−1 − p)ikf(κk+1)
ik+1f(κk)− ikf(κk+1)
if ik+1 6= ik, p
2ik,
(c) T0 acts on 1iM as follows
f(κ1)
2 − 1
(q−1 − qf(κ1)2)κ1
π1 +
(q−2 − 1)f(κ1)2
q − q−1f(κ1)2
if i1 = ±q,
q − q−1i21f(κ1)
2
1− i21f(κ1)
2
π1 +
q − q−1
1− i21f(κ1)
−2
if i1 6= ±q.
6.6. Remark. The first case in (c) does not occur if q = q−1 because θ has no
fixed points in I. In the second case we have i21 6= 1 for the same reason. Note also
that (f(κ) − 1)/κ is a formal series in k[[κ]], and that (f(κ1)− f(κ2))/(κ1 − κ2)
is an invertible formal series in k[[κ1 − κ2]]. Finally, recall that p2 6= 1.
Proof : First, recall that ±1 /∈ I and that p 6= ±1. Observe also that (6.2) yields
i1 = ±q ⇐⇒ λi1 = 1,
i1 6= ±q ⇐⇒ λi1 = 0.
The functor above is well defined by formulas (5.4) and (6.1). Let g be the inverse
of f , i.e., g(X) is the unique formal series in k[[X − 1]] such that gf(κ) = κ. For
instance, we may choose
f(κ) = 1 + κ, g(X) = X − 1.
A quasi-inverse functor Hm-ModI → θRm-Mod0 such that M 7→ M is given by
the following rules
(a) 1iM = {m ∈M ; (ilXl − 1)rm = 0, r ≫ 0},
(b) κl acts on 1iM by g(ilXl) for l = 1, 2, . . . ,m,
(c) σk acts on 1iM as follows for k = 1, 2, . . . ,m− 1,
Xk −Xk+1
(pXk − p−1Xk+1)(g(ikXk)− g(ikXk+1))
(Tk − p) if ik+1 = ik,
g(ik+1Xk)− g(ikXk+1)
pXk − p−1Xk+1
(
(Xk −Xk+1)Tk + (p− p
−1)Xk+1
)
if ik+1 = p
2ik,
Tk
Xk −Xk+1
p−1Xk − pXk+1
+ (p− p−1)
Xk+1
p−1Xk − pXk+1
if ik+1 6= ik, p2ik,
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(d) π1 acts on 1iM as follows
g(i0X1)
q−1 − qX−21
(
(X−21 − 1)T0 + q − q
−1
)
if i1 = ±q,
T0
X−21 − 1
q−1X−21 − q
+
q − q−1
q−1X−21 − q
if i1 6= ±q.
Note that g(X)/(X−1) is a formal series in k[[X−1]], and that (X1−X2)/(g(X1)−
g(X2)) is an invertible formal series in k[[X1 −X2]].
⊓⊔
6.7. Corollary. There is an equivalence of categories
Ψ : θRm-fMod0 → Hm-fModI , M 7→M.
6.8. Example. Let m = 1. Using Example 5.9(b) it is easy to check that the
1-dimensional θRm-modules are labelled by {i ∈ I ; λi + λθ(i) 6= 0}, and that the
irreducible 2-dimensional θRm-modules are labelled by {i ∈ I ; λi + λθ(i) = 0}/θ.
Further we have λi + λθ(i) 6= 0 iff i = ±q
−1 or ±q. On the other hand the 1-
dimensional objects in Hm-ModI are given by
(a) X1 = i
−1, T0 = q, i ∈ I ∩ {±q−1},
(b) X1 = i
−1, T0 = −q−1, i ∈ I ∩ {±q},
and the irreducible 2-dimensional objects in Hm-ModI are given by
(c) X1 =
(
i 0
0 i−1
)
, T0 =
(
−i2a/b a2 − b2/i2
−i2/b2 a/b
)
with a = q − q−1, b = 1− i2,
and i 6= ±q−1,±q.
Therefore Theorem 6.5 is obvious in this case.
6.9. Induction and restriction of Hm-modules. For i ∈ I we define functors
(6.4)
Ei : Hm-fModI → Hm−1-fModI ,
Fi : Hm-fModI → Hm+1-fModI ,
where EiM ⊂M is the generalized i
−1-eigenspace of the Xm-action, and where
FiM = Ind
Hm+1
Hm⊗k[X
±1
m+1]
(M ⊗ ki).
Here ki is the 1-dimensional representation of k[X
±1
m+1] defined by Xm+1 7→ i
−1.
6.10. Remark. The results in Section 6 hold true if k is any field of characteristic
6= 2. Indeed, set f(κ) = 1 + κ and g(X) = X − 1. Then we must check that
the formulas for Tk, T0 and that the formulas for σk, π1 still make sense. This is
straightforward for all cases, except for the first formula for π1. Here one needs
that i1X1 + 1 is invertible, which holds true if the characteristic is not 2.
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7. Global bases of f and projective
graded modules of KLR algebras
This section is a reminder on KLR algebras. Most of the results here are due to
[KL]. Although we are essentially concerned by KLR algebras of type A, everything
here holds true in any type.
7.1. Definition of the graded k-algebra Rm. Fix a Z ⋊ Z2-invariant subset
I ⊂ k× as in Section 6.2. Let Γ be the corresponding quiver. For each integer
m > 0 we put
R(I)m =
⊕
ν
R(I)ν , R(I)ν = R(Γ)ν ,
where ν runs over the set of all dimension vectors in NI such that |ν| = m. Here
R(Γ)ν is the graded k-algebra introduced in Section 1.3. When there is no risk of
confusion we’ll abbreviate Rm = R(I)m. Let Qi,j(u, v) be as in (5.1). If m > 0
the graded k-algebra Rm is generated by elements 1i, κi,l, σi,k with i ∈ Im, l =
1, 2, . . . ,m and k = 1, 2, . . . ,m− 1 satisfying the following defining relations
(a) 1i 1i′ = δi,i′1i, σi,k = 1skiσi,k1i, κi,l = 1iκi,l1i,
(b) κlκl′ = κl′κl,
(c) σ2k1i = Qik,ik+1(κk+1,κk)1i,
(d) σkσk′ = σk′σk if |k − k′| > 1,
(e) (σk+1σkσk+1 − σkσk+1σk)1i =
=

Qik,ik+1(κk+1,κk)−Qik,ik+1(κk+1,κk+2)
κk − κk+2
1i if ik = ik+2,
0 else,
(f) (σkκk′ − κsk(k′)σk)1i =

−1i if k′ = k, ik = ik+1,
1i if k
′ = k + 1, ik = ik+1,
0 else.
The grading on Rm is given by the following rules : 1i has the degree 0, κi,l has
the degree 2, and σi,k has the degree −ik · ik+1. Given any element a in 1iRm1i′ we
write κka = κi,ka, aκk = aκi′,k, etc. Note that the k-algebra Rm may not have 1,
because the set I may be infinite. If m = 0 we have Rm = k as a graded k-algebra.
Let ω be the unique anti-involution of the graded k-algebra Rm given by
ω : 1i, κl, σk 7→ 1i, κl, σk.
Note that Qi,j(u, v) = Qj,i(v, u). Hence there is an unique involution τ of the
graded k-algebra Rm such that
τ : 1i, κl, σk 7→ 1wm(i), κm+1−l, −σm−k,
where wm is the longest element inSm. Finally, we haveQi,j(u, v) = Qθ(i),θ(j)(−u,−v).
Hence there is an unique involution
ι : 1i, κl, σk 7→ 1θ(i), −κl, −σk.
We define
(7.1) κ = ι ◦ τ = τ ◦ ι.
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7.2. The Grothendieck groups of Rm. The graded k-algebra Rm is finite
dimensional over its center, a commutative graded k-subalgebra. Therefore any
simple object of Rm-mod is finite-dimensional and there is a finite number of
simple modules in Rm-mod. The Abelian group G(Rm) is free with a basis formed
by the classes of the simple objects of Rm-mod, see Section 0.2 for the notation.
The Abelian group K(Rm) is also free, with a basis formed by the classes of the
indecomposable projective objects. Both Abelian groups are free A-modules where
v shifts the grading by 1. We define
KI =
⊕
m>0
KI,m, KI,m = K(Rm),
GI =
⊕
m>0
GI,m, GI,m = G(Rm).
Now, fix integers m,m′,m′′ > 0 with m′′ = m +m′. Given sequences i ∈ Im and
i′ ∈ Im
′
we write i′′ = ii′. We’ll abbreviate
Rm,m′ = Rm ⊗Rm′ .
There is an unique inclusion of graded k-algebras
(7.2)
φ : Rm,m′ → Rm′′ ,
1i ⊗ 1i′ 7→ 1i′′ ,
κi,l ⊗ 1i′ 7→ κi′′,l,
1i ⊗ κi′,l 7→ κi′′,m+l,
σi,k ⊗ 1i′ 7→ σi′′,k,
1i ⊗ σi′,k 7→ σi′′,m+k.
This yields a triple of adjoint functors (φ!, φ
∗, φ∗) where
φ∗ : Rm′′-mod→ Rm-mod×Rm′-mod
is the restriction and φ!, φ∗ are given by
φ! :
{
Rm-mod×Rm′-mod→ Rm′′ -mod,
(M,M ′) 7→ Rm′′ ⊗Rm,m′ (M ⊗M
′),
φ∗ :
{
Rm-mod×Rm′-mod→ Rm′′ -mod,
(M,M ′) 7→ homRm,m′ (Rm′′ ,M ⊗M
′).
First, note that the functors φ!, φ
∗, φ∗ commute with the shift of the grading.
Next, the functor φ∗ is exact and it takes finite dimensional graded modules to finite
dimensional ones. By [KL, prop. 2.16] the right gradedRm,m′-moduleRm′′ is free of
finite rank. Thus φ! is exact and it takes finite dimensional graded modules to finite
dimensional ones. For the same reason the left gradedRm,m′-module Rm′′ is free of
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finite rank. Thus φ∗ is exact and it takes finite dimensional graded modules to finite
dimensional ones. Further φ! and φ
∗ take projective graded modules to projective
ones, because they are left adjoint to the exact functors φ∗, φ∗ respectively. To
summarize, the functors φ!, φ
∗, φ∗ are exact and take finite dimensional graded
modules to finite dimensional ones, and the functors φ!, φ
∗ take projective graded
modules to projective ones. Taking the sum over all m, m′ we get an A-bilinear
map
φ! : KI ×KI → KI .
In the same way we define also an A-linear map
φ∗ : KI → KI ⊗A KI .
From now on, to unburden the notation we may abbreviate R = Rm, hoping it
will not create any confusion. Recall the anti-automorphism ω from the previous
section. Consider the duality
R-proj→ R-proj, P 7→ P ♯ = homR(P,R),
with the action and the grading given by
(xf)(p) = f(p)ω(x), (P ♯)d = HomR(P [−d],R).
We’ll say that P is ♯-selfdual if P ♯ = P . The duality on R-proj yields an A-
antilinear map
KI → KI , P 7→ P
♯.
Set B = Z((v)). The A-module KI is equipped with a symmetric A-bilinear form
KI ×KI → B, (P : Q) = gdim(P
ω ⊗R Q).
Here Pω is the right gradedR-module associated with P and the anti-automorphism
ω. Finally, we equip KI ⊗AKI with the algebra structure such that
(P ⊗Q,P ′ ⊗Q′) 7→ v−µ·ν
′
φ!(P, P
′)⊗ φ!(Q,Q
′),
and with the A-antilinear map such that
P ⊗Q 7→ (P ⊗Q)♯ = P ♯ ⊗Q♯.
The following is proved in [KL].
7.3. Proposition. The map φ! turns KI into an associative A-algebra with 1, and
it commutes with the duality ♯. The map φ∗ is an algebra homomorphism which
turns KI into a coassociative A-coalgebra.
The Cartan pairing is the perfect A-bilinear form
KI ×GI → A, 〈P : M〉 = gdimhomR(P,M).
Consider the duality
R-fmod→ R-fmod, M 7→M ♭ = hom(M,k),
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where k is considered as a graded k-space homogeneous of degree 0. The action
and the grading are given by
(xf)(m) = f(ω(x)m), (M ♭)d = Hom(M−d,k).
We’ll say that M is ♭-selfdual if M ♭ =M .
Finally, let BIm be the free B-module with basis Im. The character of a finitely
generated graded Rm-module M is given by
ch(M) =
∑
i
gdim(1iM) i ∈ BI
m.
7.4. The projective graded Rm-module Ry. Fix ν ∈ NI with |ν| = m. For
y = (i, a) in Y ν we define an object Ry in Rm-proj as follows.
• If i = im, i ∈ I, and a = m then we set Ry = Fν [ℓm]. As a left graded
Rν-modules we have a canonical isomorphism Rν =
⊕
w∈Sm
Ry[2ℓ(w)− ℓm].
We choose once for all an idempotent 1y in Rm such that Ry = (Rm1y)[ℓm].
• If i = (i1, . . . , ik) and a = (a1, . . . ak) we define the idempotent 1y as the
image of the element
⊗k
l=1 1(il)al ,al by the inclusion of graded k-algebras⊗k
l=1Ralil⊂ Rν in (7.2). Then we set Ry = (Rν1y)[ℓa].
The graded module Ry satisfies the following properties.
• Let i′ ∈ Iν be the sequence obtained by expanding the pair y = (i, a). We
have the following formula in Rm-proj
Ri′ = R1i′ =
⊕
w∈Sa
Ry[2ℓ(w)− ℓa] =: 〈a〉!Ry.
As a consequence, since the graded module Ri′ is ♯-selfdual we get
Ry[d]
♯ = Ry[−d], ∀d ∈ Z.
• Given y = (i, a) ∈ Yν and y
′ = (i′, a′) ∈ Yν′ we set yy
′ = (ii′, aa′). We have
an isomorphism of graded Rν′′ -modules φ!(Ry ⊗Ry′) = Ry′′ .
7.5. Examples. For i ∈ Iν , |ν| = m and y ∈ Y ν , we define Li = top(Ri) and
Ly = top(Ry). Observe that Li is not a simple graded Rm-module in general.
(a) The graded k-algebra R1 is generated by elements 1i, κi, i ∈ I, satisfying
the defining relations 1i 1i′ = δi,i′1i and κi = 1iκi1i. Note that Ri = 1iR1 = R11i
is a graded subalgebra of R1, and that Li = Ri/(κi) = k. Further, we have
ch(Ri) ∈ (1 − v2)−1i and ch(Li) = i, where the symbol (1 − v2)−1 denotes the
infinite sum
∑
r>0 v
2r.
(b) Set ν = mi and y = (i,m). We’ll abbreviate Lmi = Li,m = Ly. It is a simple
graded Rm-module. We have
ch(Rmi) ∈ v
−ℓmZ[[v2]] im, ch(Lmi) = 〈m〉! i
m.
The graded Rm−1 ⊗R1-module Lmi has a filtration by graded submodules whose
associated graded is isomorphic to [m]L(m−1)i⊗Li. The socle of the gradedRm−n⊗
Rn-module Lmi is equal to L(m−n)i ⊗ Lni for each m > n > 0. See [KL, ex. 2.2,
prop. 3.11] for details.
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7.6. Categorification of the global bases of f. Set K = Q(v). Let f be the
K-algebra generated by elements θi, i ∈ I, with the defining relations
(7.3)
∑
a+b=1−i·j
(−1)aθ
(a)
i θjθ
(b)
i = 0, i 6= j, θ
(a)
i = θ
a
i /〈a〉!, a > 0.
We have a weight decomposition f =
⊕
ν∈NI fν . Let Af be the A-submodule of f
generated by all products of the elements θ
(a)
i with a ∈ Z>0 and i ∈ I. We set
Afν = Af ∩ fν .
The element θi lies in Afi for each i ∈ I. For each pair y = (i, a) in Y ν with
i = (i1, . . . , ik), a = (a1, . . . ak) we write
θy = θ
(a1)
i1
θ
(a2)
i2
· · · θ
(ak)
ik
.
We equip Af with the unique A-antilinear involution such that θ¯i = θi for each
i ∈ I. We equip the tensor square of f with the K-algebra structure such that
(x⊗ y)(x′ ⊗ y′) = v−µ·ν
′
xx′ ⊗ yy′, x ∈ fν , x
′ ∈ fν′ , y ∈ fµ, y
′ ∈ fµ′ .
Consider the K-algebra homomorphism such that
r : f → f ⊗ f , θi 7→ θi ⊗ 1 + 1⊗ θi.
The K-algebra f comes equipped with a bilinear form (• : •) which is uniquely
determined by the following conditions
• (1 : 1) = 1,
• (θi : θj) = δi,j(1 − v2)−1 for all i, j ∈ I,
• (x : yy′) = (r(x) : y ⊗ y′) for all x, y, y′,
• (xx′ : y) = (x⊗ x′ : r(y)) for all x, x′, y.
This bilinear form is symmetric and non-degenerate. Let θi ∈ Af∗i be the element
dual to θi. We may regard
Af
∗ =
⊕
ν
Af
∗
ν , Af
∗
ν = HomA(Afν ,A),
as an A-submodule of f via the bilinear form (• : •). LetGlow be the canonical basis
(=the lower global basis) of f . It is indeed a A-basis of Af . The upper global basis of
f is the K-basisGup which is dual to Glow with respect to the inner product (• : •).
We may regardGup as a K-basis of f∗. Let B(∞) be the set of isomorphism classes
of irreducible (non graded) R-modules such that the elements κ1,κ2, . . . ,κm act
nilpotently.
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7.7. Theorem. (a) There is an unique A-algebra isomorphism γ : Af → KI which
intertwines r and φ∗, and such that γ(θy) = Ry for each y.
(b) We have Glow = {Glow(b); b ∈ B(∞)}, where γ(Glow(b)) is the unique ♯-
selfdual indecomposable projective graded module whose top is isomorphic to b. The
map γ takes the bilinear form (• : •) and the involution •¯ on Af to the bilinear
form (• : •) and the involution •♯ on KI.
(c) The transpose map GI → Af∗ takes the A-basis of GI of the ♭-selfdual simple
objects to Gup. We have tγ(Li) = θ
i for all i ∈ I, and Gup = {Gup(b); b ∈ B(∞)}
with Gup(b) = tγ top γ Glow(b).
Proof : Claim (a), and the second part of (b) are due to [KL, prop. 3.4]. The first
part of (b) is due to [VV] (the same result has also been anounced by R. Rouquier).
Part (c) follows form (b). For instance, the last claim in (c) is as proved as follows.
Let 〈• : •〉 denote both the Cartan pairing and the canonical pairing
Af × Af
∗ → A.
Then we have
〈b′ : tγ top γ(b)〉 = 〈γ(b′) : top γ(b)〉 = δb,b′.
⊓⊔
8. Global bases of θV(λ) and projective graded θR-modules
Given an integer m > 0 we consider the graded k-algebra θRm introduced in
Sections 5.1, 6.4.
8.1. The Grothendieck groups of θRm. The graded k-algebra
θRm is free of
finite type over its center by Proposition 5.7(b). Therefore any simple object of
θRm-mod is finite-dimensional and there is a finite number of isomorphism classes
of simple modules in θRm-mod. Further, the Abelian group G(
θRm) is free with
a basis formed by the classes of the simple objects of θRm-mod. For each ν the
graded k-algebra θRν has a graded dimension which lies in v
dN[[v]] for some integer
d. Therefore the Abelian groupK(θRm) is free with a basis formed by the classes of
the indecomposable projective objects. Both G(θR) andK(θR) are free A-modules
where v shifts the grading by 1. We consider the following A-modules
θKI =
⊕
m>0
θKI,m,
θKI,m = K(
θRm),
θGI =
⊕
m>0
θGI,m,
θGI,m = G(
θRm).
From now on, to unburden the notation we may abbreviate θR = θRm, hoping it
will not create any confusion. For any M,N in θR-mod we set
(8.1) (M : N) = gdim(Mω ⊗θR N), 〈M : N〉 = gdimhomθR(M,N).
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HereMω is the right graded θR-module associated withM and the anti-automorphism
ω introduced in Section 5.1. The Cartan pairing is the perfect A-bilinear form
θKI ×
θGI → A, (P,M) 7→ 〈P :M〉,
see (8.1). First, we concentrate on the A-module θGI . Consider the duality
θR-fmod→ θR-fmod, M 7→M ♭ = hom(M,k),
with the action and the grading given by
(xf)(m) = f(ω(x)m), (M ♭)d = Hom(M−d,k).
We’ll say that M is ♭-selfdual ifM ♭ =M . The functor ♭ yields an A-antilinear map
θGI →
θGI , M 7→M
♭.
We can now define the upper global basis of θGI as follows. The proof is given in
Section 8.26.
8.2. Proposition/Definition. Let θB(λ) be the set of isomorphism classes of
simple objects in θR-fMod0. For each b in
θB(λ) there is a unique ♭-selfdual
irreducible graded θR-module θGup(b) which is isomorphic to b as a (non graded)
θR-module. We define a A-basis θGup(λ) of θGI by setting
θGup(λ) = {θGup(b); b ∈ θB(λ)}, θGup(0) = 0.
Now, we concentrate on the A-module θKI . We equip θKI with the symmetric
A-bilinear form
(8.2) θKI ×
θKI → B, (P,Q) 7→ (P : Q),
see (8.1). Consider the duality
θR-proj→ θR-proj, P 7→ P ♯ = homθR(P,
θR),
with the action and the grading given by
(xf)(p) = f(p)ω(x), (P ♯)d = HomθR(P [−d],
θR).
This duality functor yields an A-antilinear map
θKI →
θKI , P 7→ P
♯.
Let K → K, f 7→ f¯ be the unique involution such that v¯ = v−1.
8.3. Definition. For each b in θB(λ) let θGlow(b) be the unique indecomposable
graded module in θR-proj whose top is isomorphic to θGup(b). We set θGlow(0) = 0
and θGlow(λ) = {θGlow(b); b ∈ θB(λ)}, a A-basis of θKI .
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8.4. Proposition. (a) We have 〈θGlow(b) : θGup(b′)〉 = δb,b′ for each b, b′ in θB(λ).
(b) We have 〈P ♯ : M〉 = 〈P :M ♭〉 for each P , M .
(c) The graded θR-module θGlow(b) is ♯-selfdual for each b in θB(λ).
Proof : Part (a) is obvious because we have
〈θGlow(b) : θGup(b′)〉 = gdimhomθR(
θGlow(b), top θGlow(b′)) = δb,b′ .
Part (c) is a consequence of (b). Finally (b) is proved as follows
〈P ♯ :M〉 = gdimhomθR(homθR(P,
θR),M),
= gdim (Pω ⊗θR M),
= gdimhom(Pω ⊗θR M,k),
= gdimhomθR(P,M ♭),
= 〈P :M ♭〉.
Here, the second equality holds because P is a projective graded module and the
fourth one is adjointness of ⊗ and Hom, see e.g., [CuR,(2.19)].
⊓⊔
8.5. Example. Set ν = i+θ(i) and i = iθ(i). Set θRi =
θR1i and
θLi = top(
θRi).
Recall the description of θR1 given in Example 5.9. Recall also that
θR0 = k. The
global bases are given by the following. First, the weight zero parts are given by
θGlow0 (λ) =
θGup0 (λ) = {k}. Next, let us consider the weight ν parts.
• If λi + λθ(i) 6= 0 then
θGlowν (λ) = {
θRi,
θRθ(i)} and
θGupν (λ) = {
θLi,
θLθ(i)}.
• If λi + λθ(i) = 0 then
θGlowν (λ) = {
θRi},
θGupν (λ) = {
θLi},
θRi =
θRθ(i), and
θLi =
θLθ(i).
8.6. Definition of the operators ei and fi. First, let us introduce the following
notation for a future use. Given integers m,m′, n, n′ > 0 such that
m+m′ = n+ n′ = m′′,
let Dm,m′ be the set of minimal representative in Wm′′ of the cosets in
Wm,m′ \Wm′′ , Wm,m′ =Wm ×Sm′ .
Recall that Wm′′ is regarded as a Weyl group of type Bm′′ , see Section 5.4. Write
Dm,m′;n,n′ = Dm,m′ ∩ (Dn,n′)
−1.
For each element w of Dm,m′;n,n′ we set
W (w) =Wm,m′ ∩ w(Wn,n′ )w
−1.
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We abbreviate
θRm,m′ =
θRm ⊗Rm′ .
For any integers m′1,m
′
2, . . . ,m
′
r > 0 we define the graded k-algebra
θRm,m′1,m′2,...,m′r
in the same way. There is an unique inclusion of graded k-algebras
(8.3)
ψ : θRm,m′ →
θRm′′ ,
1i ⊗ 1i′ 7→ 1i′′ ,
1i ⊗ κi′,l 7→ κi′′,m+l,
1i ⊗ σi′,k 7→ σi′′,m+k,
κi,l ⊗ 1i′ 7→ κi′′,l,
πi,1 ⊗ 1i′ 7→ πi′′,1,
σi,k ⊗ 1i′ 7→ σi′′,k,
where i ∈ θIm, i′ ∈ Im
′
, and i′′ = θ(i′)ii′ is a sequence in θIm
′′
.
8.7. Lemma. The graded θRm,m′-module
θRm′′ is free of rank 2
m′
(
m′′
m
)
.
Proof : Set ν′′ = θ(ν′) + ν + ν′, where ν, ν′ are vector dimensions in θNI, NI
respectively, such that |ν| = 2m and |ν′| = m′. For each w in Dm,m′ we have the
element σw˙ in
θRm′′ defined in (5.2). Using filtered/graded arguments it is easy to
see that
θRm′′ =
⊕
w∈Dm,m′
θRm,m′σw˙.
⊓⊔
Now, we consider the triple of adjoint functors (ψ!, ψ
∗, ψ∗) where
ψ∗ : θRm′′ -mod→
θRm-mod×Rm′-mod
is the restriction and ψ!, ψ∗ are given by
ψ! :
{ θRm-mod×Rm′ -mod→ θRm′′-mod,
(M,M ′) 7→ θRm′′ ⊗θRm,m′ (M ⊗M
′),
ψ∗ :
{ θRm-mod×Rm′-mod→ θRm′′ -mod,
(M,M ′) 7→ homθRm,m′ (
θRm′′ ,M ⊗M ′).
The same discussion as for the triple (φ!, φ
∗, φ∗) implies that ψ!, ψ
∗, ψ∗ are exact,
they commute with the shift of the grading, and they take finite dimensional mod-
ules to finite dimensional ones, while the functors ψ!, ψ
∗ take projective modules
to projective ones. Thus the functor ψ! yields A-bilinear maps
KθI ×KI →
θKI ,
θGI ×GI →
θGI ,
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while ψ∗ yields maps in the inverse way. For a graded θRm-module M we write
(8.4)
fi(M) =
θRm+11m,i ⊗θRm M,
ei(M) =
θRm−1 ⊗θRm−1,1 1m−1,iM.
Let us explain these formulas. The symbols 1m,i and 1m−1,i are as in (6.3). Note
that fi(M) is a graded
θRm+1-module, while ei(M) is a graded
θRm−1-module.
The tensor product in the definition of ei(M) is relative to the graded k-algebra
homomorphism
θRm−1,1 =
θRm−1 ⊗R1 →
θRm−1 ⊗Ri →
θRm−1 ⊗ (Ri/(κi)) =
θRm−1.
In other words, let e′i(M) is the graded
θRm−1-module obtained by taking the
direct summand 1m−1,iM and restricting it to
θRm−1. Observe that ifM is finitely
generated then e′i(M) may not lie in
θRm−1-mod. To remedy this, since e
′
i(M)
affords a θRm−1 ⊗Ri-action we consider the graded θRm−1-module
ei(M) = e
′
i(M)/κie
′
i(M).
8.8. Definition. The functors ei, fi preserve the category
θR-proj, yielding A-
linear operators on θKI . Let ei, fi denote also the A-linear operators on θGI which
are the transpose of fi, ei with respect to the Cartan pairing.
Note that the symbols ei(M), fi(M) have different meaning if M is viewed as
an element of θKI or if M is viewed as an element of
θGI . In the first case they
are given by (8.4), in the second one by the formulas in Lemma 8.9(a) below. We
hope this will not create any confusion.
8.9. Lemma. (a) The operators ei, fi on
θGI are given by
ei(M) = 1m−1,iM, fi(M) = homθRm,1(
θRm+1,M ⊗ Li), M ∈
θRm-fmod.
(b) For M,M ′′ ∈ θR-mod and M ′ ∈ R-mod we have
(ψ!(M,M
′) : M ′′) = (M ⊗M ′ : ψ∗(M ′′)).
The bilinear form (• : •) on θKI is such that
(ei(P ) : P
′) = (1− v2)(P : fi(P
′)), P, P ′ ∈ θR-proj.
(c) We have fi(P )
♯ = fi(P
♯) for each P ∈ θR-proj.
(d) We have ei(M)
♭ = ei(M
♭) for each M ∈ θR-fmod.
(e) The operators ei, fi on
θKI ,
θGI satisfy the relation (7.3).
Proof : Let M ∈ θR-fmod and P ∈ θR-proj. We have fi(P ) = ψ!(P,Ri). Thus
homθR(fi(P ),M) = homθR(ψ!(P,Ri),M)
= homθR⊗Ri(P ⊗Ri, ψ
∗(M))
= homθR(P, 1m−1,iM).
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Next, we must prove that fi(M) = ψ∗(M,Li). We have
homθR(ei(P ),M) = homθR⊗Ri(1m−1,iP,M ⊗ (Ri/κiRi))
= homθR⊗Ri(ψ
∗(P ),M ⊗ (Ri/κiRi))
= homθR(P, ψ∗(M,Li)).
This proves part (a). The first claim of (b) follows from the following identity
(ψ!(M,M
′) :M ′′) = gdim
(
(Mω ⊗M ′
ω
)⊗θRm,m′ ψ
∗(M ′′)
)
,
= (M ⊗M ′ : ψ∗(M ′′)).
The second one is proved as follows
(1− v2)(fi(P ) : P
′) = (1− v2)(ψ!(P,Ri) : P
′)
= (P ⊗ Li : 1m−1,iP
′)
= (P : ei(P
′)).
Part (c) follows from the following identities
fi(P )
♯ = homθRm
(
θRm ⊗θRm−1,1 (P ⊗Ri),
θRm
)
,
= homθRm−1,1
(
P ⊗Ri,
θRm
)
,
= θRm ⊗θRm−1,1 homθRm−1,1
(
P ⊗Ri,
θRm−1,1
)
,
= θRm ⊗θRm−1,1
(
homθRm−1(P,
θRm−1)⊗Ri
)
,
= fi(P
♯).
Here the second equality is Frobenius reciprocity and the third one follows from
Lemma 8.7, see e.g., [CuR, (2.29)]. Part (d) follows from (c) and Proposition 8.4(b).
To prove (e) it is enough to check that the operators ei, fi on
θKI satisfy the relation
(7.3). For fi it is enough to observe that
fi(P ) = ψ!(P,Ri), ∀P ∈
θR-proj.
Then the claim follows from Theorem 7.7 and the associativity of induction. For
ei it is enough to observe that the transposed operator is given by
fi(M) = ψ∗(M,Li), M ∈
θR-fmod
and to use the associativity of coinduction.
⊓⊔
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8.10. Shuffles, projectives, and characters. For each sequence i in θIm we
define a projective graded module in θRm-proj by setting
θRi =
θRm1i. More
generally, for y ∈ θY m we define an object θRy of θRm-proj as follows. Write
y = (θ(j)j, θ(b)b), j ∈ Im, b ∈ Zm.
We may abbreviate y = θ(z)z where z = (j,b). Define the idempotent 1y as the
image of the idempotent 1z by the inclusion ψ : Rm → θRm given by setting
m,m′,m′′ equal to 0,m,m in (8.3). Then set
θRy = (
θRm1y)[ℓb].
The graded module θRy satisfies the same properties as the projective graded Rm-
module Rz introduced in Section 7.4. In particular
θRy is ♯-selfdual, and if the
sequence i in θIm is the expansion of the pair y then we have
(8.5) θRi = 〈b〉!
θRy.
For y = (i, a) in θY m and y′ = (i′, a′) in Y m
′
we have
ψ!(
θRy,Ry′) =
θRy′′ , y
′′ = θ(y′)yy′ = (θ(i′)ii′, θ(a′)aa′).
Write i′ = (i′1, . . . , i
′
k), a
′ = (a′1, . . . a
′
k), and
fy′ = f
(a′1)
i′1
f
(a′2)
i′2
· · · f
(a′k)
i′
k
.
Lemma 8.9(a) yields
fy′(P ) = ψ!(P,Ry′), P ∈
θRm-proj.
In particular, we have
fy′(k) =
θRθ(y′)y′ .
8.11. Definition. A shuffle of a pair of sequences (i, i′) in θIm× Im
′
is a sequence
i′′ in θIm
′′
together with a subsequence of i′′ isomorphic to i and such that the
complementary subsequence is equal to θ(i′)i′ modulo θ.
Let Sh(i, i′) be the set of shuffles of i, i′. The assignment w 7→ w−1(θ(i′)ii′) gives
a bijection from Dm,m′ to Sh(i, i
′). To a shuffle i′′ in Sh(i, i′) associated with an
element w of Dm,m′ we assign the following degree
deg(i, i′; i′′) = deg(σw˙1i′′).
This degree does not depend of the choice of the reduced decomposition w˙ of w.
Let θBIm be the free B-module with basis θIm. For any f in θBIm we write
f =
∑
i
f(i) i.
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8.12. Definitions. (a) For any finitely generated graded θRm-module M we define
the character of M as the element of θBIm given by
ch(M) =
∑
i
gdim(1iM) i.
(b) For any elements f ∈ θBIm, g ∈ BIm
′
we define their product f ⊛ g ∈ θBIm
′′
by
(f ⊛ g)(i′′) =
∑
i,i′
vdeg(i,i
′;i′′)f(i)g(i′).
Here the sum is over all ways to represent i′′ as a shuffle of i and i′.
8.13. Proposition. For any M ∈ θRm-mod and any M ′ ∈ Rm′-mod we have
ch(ψ!(M,M
′)) = ch(M)⊛ ch(M ′).
Proof : We have ch(M) =
∑
i(
θRi :M) i. Thus Lemma 8.9(b) yields
ch(ψ!(M,M
′)) =
∑
i′′
(ψ∗(θRi′′) :M ⊗M
′) i′′.
Next, we have the following formula
ψ∗(θRi′′) =
⊕
i,i′
θRi ⊗Ri′ [deg(i, i
′; i′′)],
where the sum runs over all sequences i, i′ such that i′′ lies in Sh(i, i′). This formula
is a consequence of the Mackey’s induction-restriction theorem. The details are left
to the reader. See e.g., the proof of Theorem 8.31 below. Therefore we get
ch(ψ!(M,M
′)) =
∑
i,i′
∑
i′′∈Sh(i,i′)
(θRi :M) (Ri′ :M
′) vdeg(i,i
′;i′′) i′′
= ch(M)⊛ ch(M ′).
⊓⊔
8.14. Proposition. We have
fi(
θRi) =
θRθ(i)ii, ei(
θRi) =
⊕
i′
θRi′ [deg(i
′, i; i)].
Here the sum runs over all sequences in θIm−1 such that i lies in Sh(i′, i).
Proof : Left to the reader.
⊓⊔
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8.15. Example. Set ν = i+ θ(i) and i = iθ(i). Using the description of θR0,
θR1
given in Example 5.9 we can compute ej, fj and ch. Let us regard k as an object
of θR0-proj. We have
fi(k) =
θRθ(i), ej(
θRi) =

vλi+λθ(i) k if j = i,
k if j = θ(i),
0 else.
Next, observe that θR0,1 = R1 and that the inclusion in (8.3) yields following
formula θR1 = R1 ⊕R1π1. Thus we get
ψ∗(k,Ri) = homR1(
θR1,Ri) =
θRi[λi + λθ(i)],
ψ!(k,Ri) =
θR1 ⊗R1 Ri =
θRθ(i).
In particular, we have the following.
• If λi + λθ(i) 6= 0 then ej(
θLθ(i)) = k if j = i and 0 else, and fi(k) =
vλi+λθ(i) θLi +
θLθ(i). Further ch(
θLθ(i)) = θ(i) and ch(
θLi) = i.
• If λi + λθ(i) = 0 then ej(
θLθ(i)) = k if j = i, θ(i) and 0 else, and fi(k) =
θLi.
Further ch(θLi) = i+ θ(i).
8.16. Induction of Hm-modules versus induction of
θRm-modules. Recall
the functors Ei, Fi on H-fModI defined in (6.4). We have also the functors
Ψ : θRm-fMod0 → Hm-fModI , for :
θRm-fmod→
θRm-fMod0,
where for is the forgetting of the grading. Finally we define functors
(8.6)
Ei :
θRm-fMod0 →
θRm−1-fMod0, EiM = 1m−1,iM,
Fi :
θRm-fMod0 →
θRm+1-fMod0, FiM = ψ!(M,Li).
8.17. Proposition. There are canonical isomorphisms of functors
Ei ◦Ψ = Ψ ◦ Ei, Fi ◦Ψ = Ψ ◦ Fi, Ei ◦ for = for ◦ ei, Fi ◦ for = for ◦ fθ(i).
Proof : Recall that ki is the 1-dimensional k[X
±1
m+1]-module such that Xm+1 7→ i
−1,
that Li is the 1-dimensional R1-module such that 1i 7→ 1 and κ1 7→ 0, and that
Ψ identifies Xm+1 and the element 1 ⊗ i−1f(κm+1) in θRm,1, where the function
f is as in Theorem 6.5. The first two isomorphisms are obvious consequences of
(6.4), (8.6), because EiM is the generalized i
−1-eigenspace of M with respect to
the action of Xm+1, and FiM is induced from the Hm ⊗ k[X
±1
m+1]-module M ⊗ ki.
The third isomorphism follows from (8.6) and Lemma 8.9(a). Now, we concentrate
on the last isomorphism. Lemma 8.9(a) yields
fθ(i)(M) = ψ∗(M,Lθ(i)), M ∈
θR-fmod.
For any graded R-module N let Nκ be equal to N , with the R-action twisted by
the involution κ in (7.1). Note that Lκi = Lθ(i). Therefore the proposition follows
from the following lemma.
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8.18. Lemma. For each M ∈ θRm-fmod and N ∈ Rm′-fmod there is an iso-
morphism of (non-graded) θRm′′-modules ψ!(M,N) = ψ∗(M,N
κ).
Proof : Recall that θRm,m′ =
θRm⊗Rm′ . The involution κ : Rm′ → Rm′ in (7.1)
yields an involution of θRm,m′ . Let us denote it by κ again. Let
θRκm,m′ be the
(θRm,m′ ,
θRm,m′)-bimodule which is equal to
θRm,m′ as a right
θRm,m′-module,
and such that the left θRm,m′-action is twisted by κ. It is enough to prove that
there is an isomorphism of (non-graded) (θRm′′ ,
θRm,m′)-bimodules
θRm′′ → homθRm,m′ (
θRm′′ ,
θRκm,m′).
The bimodule structure on the right hand side is given by
(xfy)(z) = f(zx)y, x, z ∈ θRm′′ , y ∈
θRm,m′ .
Lemma 8.7 yields an isomorphism
θRm′′ =
⊕
w∈Dm,m′
θRm,m′σw˙
of graded θRm,m′-modules. The longest double coset representative in Dm,m′;m,m′
is the coset of the involution u ∈ Wm′′ given by
u = wm′ εm+1 . . . εm′′ ,
with wm′ the longest element ofSm′ . There is an unique morphism of (
θRm,m′,
θRm,m′)-
bimodules
h : θRm,m′ → homθRm,m′ (
θRm′′ ,
θRκm,m′),
taking 1 to the map
y σw˙ 7→ κ(y) δw,u, y ∈
θRm,m′, w ∈ Dm,m′;m,m′ .
Since the right hand side is a left θRm′′ -module, by Frobenius reciprocity h yields
a morphism of (θRm′′ ,
θRm,m′)-bimodules
θRm′′ → homθRm,m′ (
θRm′′ ,
θRκm,m′).
This map is invertible. The proof is the same as in [M, sec. 3], [LV, thm. 2.2].
⊓⊔
8.19. Proposition. (a) The functor Ψ yields an isomorphism of Abelian groups⊕
m>0
[θRm-fMod0] =
⊕
m>0
[Hm-fModI ].
The functors Ei, Fi yield endomorphisms of both sides which are intertwined by Ψ.
(b) The forgetful functor for factors to a group isomorphism
θGI/(v − 1) =
⊕
m>0
[θRm-fMod0].
Proof : Claim (a) follows from Corollary 6.7 and Proposition 8.17. Claim (b) follows
from Proposition 8.2.
⊓⊔
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8.20. The crystal operators on θGI and
θB(λ). Fix a vertex i in I. For each
irreducible graded module M ∈ θR-fmod we define
e˜i(M) = soc (ei(M)), f˜i(M) = topψ!(M,Li),
εi(M) = max{n > 0; e
n
i (M) 6= 0}, εi(M) ∈ N ∪ {∞}.
For each positive integers m > n we consider the functor
∆ni :
θRm-fmod→
θRm−n-fmod×Rni-fmod, M 7→ 1m−n,niM.
Given an irreducible graded module M ∈ θRm-fmod we have, see Lemma 8.9(a),
εi(M) = max{n > 0;∆ni(M) 6= 0}, ei(M) = ∆i(M).
8.21. Proposition. Let M be an irreducible graded θRm-module and n be an
integer > 0. Set ε = εi(M), M
+ = ψ!(M,Lni) and M
− = ∆ni(M).
(a) If ε = 0 then ∆ni(M
+) =M⊗Lni, top(M+) is irreducible, εi(top(M+)) = n,
all other composition factors L of M+ have εi(L) < n.
(b) If ε > n then any irreducible submodule of M− is of the form N ⊗ Lni
with εi(N) = ε − n. If ε = n then M− is irreducible. If ε > n then soc(M−) is
irreducible. In particular e˜i(M) is irreducible if ε 6= 0 and 0 else. Finally we have
soc(M−) = e˜ni (M)⊗ Lni.
(c) top(M+) is irreducible, εi(top(M
+)) = ε + n, and all other composition
factors L of M+ have εi(L) < ε+n. In particular f˜i(M) is irreducible. Finally we
have top(M+) = f˜ni (M).
Proof : Part (a) is the analogue of [K, lem. 5.1.3], [KL, lem. 3.7]. More precisely,
note first that we have
(8.7) ch(∆ni(M
+)) =
∑
i
gdim(1θ(in)iinM
+) θ(in)iin.
Hence, since ε = 0 Proposition 8.13 implies that
dim(∆ni(M
+)) = dim(M ⊗ Lni).
Since ∆ni(M
+) contains a copy of M ⊗ Lni, we get the first claim of (a). By
Frobenius reciprocity, a copy of M ⊗Lni, possibly with a grading shift, appears as
a submodule of ∆ni(M
′) for any nonzero quotient M+ →M ′. Since
∆ni(M
+) =M ⊗ Lni,
this implies that top(M+) is irreducible with εi(top(M
+)) > n, that
∆ni(M
+) = ∆ni(top(M
+)),
and that ∆ni(L) = 0 for all other composition factors L of M
+. Finally we have
εi(top(M
+)) = n, because ε = 0.
Now we prove (b). The first claim is the analogue of [K, lem. 5.1.2]. Indeed, any
irreducible submodule of M− is of the form N ⊗ Lni with N irreducible. We have
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εi(N) 6 ε− n by definition of εi. For the reverse inequality, Frobenius reciprocity
and the irreducibility ofM imply thatM is a quotient of ψ!(N,Lni). So applying the
exact functor ∆εi we see that ∆εi(M) is a quotient of ∆εiψ!(N,Lni). In particular
∆εiψ!(N,Lni) 6= 0.
By Proposition 8.13 and (8.7) we have also ∆(ε−n)i(N) 6= 0. Thus εi(N) = ε− n.
The second claim of (b) is the analogue of [K, lem. 5.1.4]. Indeed, if ε = n then any
irreducible submodule of M− is of the form N ⊗ Lni with εi(N) = 0. Once again
Frobenius reciprocity and the irreducibility of M imply that M is a quotient of
ψ!(N,Lni). Hence M
− is a quotient of ∆niψ!(N,Lni). But the later is isomorphic
to N ⊗ Lni by (a). Next, the third claim of (b) is the analogue of [K, lem. 5.1.6],
[KL, prop. 3.10]. Indeed, suppose that N ⊗ Lni ⊂ soc(M−). Then εi(N) = ε − n
by the first part of (b). Thus N contributes a non-trivial submodule to ∆εi(M).
But ∆εi(M) is an irreducible graded
θRm−ε,ε-module by the second part of (b).
Thus the socle of ∆εi(M) as a graded
θRm−ε,ε−n,n-module is N ⊗L(ε−n)i⊗Lni by
Example 7.5. Hence soc(M−) must equal N ⊗ Lni. Finally, the last claim of (b) is
the analogue of [K, lem. 5.2.1(i)], [KL, lem. 3.13]. Indeed, note first that if n > ε
then
soc(M−) = e˜ni (M) = 0.
Assume now that ε > n. Observe that
e˜i(M) = soc(∆i(M))
is irreducible or zero by the third part of (b). Hence e˜i(M) ⊗ Li is a submodule
of ∆i(M). Applying this n times we deduce that e˜
n
i (M) ⊗ (Li)
⊗n is a submodule
of ∆ni(M) as a graded
θRm−n,1n-module. Hence e˜
n
i (M) ⊗ Lni is a submodule of
∆ni(M) by Frobenius reciprocity.
Finally, we prove (c). It is the analogue of [K, lem. 5.2.1(ii)], [KL, lem. 3.13].
Indeed, by (b) the graded module ∆εi(M) is of the formN⊗Lni, with N irreducible
such that εi(N) = 0. Thus, by Frobenius reciprocity M is a quotient of ψ!(N,Lεi).
So the transitivity of induction implies that M+ is a quotient of ψ!(N,L(ε+n)i).
Hence all claims except the last one follow from (a). Finally, by exactness of the
induction f˜ni (M) is a quotient of M
+, hence they are equal by simplicity of the
top.
⊓⊔
For each irreducible module b in θB(λ) we define
(8.8) E˜i(b) = soc(Eib), F˜i(b) = top(Fib), εi(b) = max{n > 0;E
n
i b 6= 0}.
Hence, we have
for ◦ e˜i = E˜i ◦ for, for ◦ f˜i = F˜i ◦ for, εi = εi ◦ for.
8.22. Proposition. For each b, b′ in θB(λ) we have
(a) F˜i(b) ∈ θB(λ),
(b) E˜i(b) ∈ θB(λ) ∪ {0},
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(c) F˜i(b) = b
′ ⇐⇒ E˜i(b′) = b,
(d) εi(b) = max{n > 0; E˜ni (b) 6= 0},
(e) εi(F˜i(b)) = εi(b) + 1,
(f) if E˜i(b) = 0 for all i then b = k.
Proof : Parts (a), (b), (d), (e) and (f) are immediate consequences of Proposition
8.21. Part (c) is proved as in [K, lem. 5.2.3]. More precisely, letM,N be irreducible
graded modules. By Proposition 8.21(c) we have
f˜i(M) = N ⇐⇒ HomθR(ψ!(M,Li), N) 6= 0
⇐⇒ HomθR(M ⊗ Li, ei(N)) 6= 0
⇐⇒ HomθR(M ⊗ Li, soc(eiN)) 6= 0
⇐⇒ M = e˜i(N).
Note that the proposition can also be deduced from [M, Section 4] and Proposition
8.17. ⊓⊔
8.23. Proposition. The following identity holds in θKI
fi
θGlow(b) = 〈εi(b) + 1〉
θGlow(F˜ib) +
∑
b′
fb,b′
θGlow(b′), ∀b ∈ θB(λ),
where b′ runs over the elements of θB(λ) such that εi(b
′) > εi(b)+ 1, and fb,b′ ∈ A.
Proof : We claim that there are elements fb′,b in A such that
(8.9) ei
θGup(b) = 〈εi(b)〉
θGup(E˜ib) +
∑
b′
fb′,b
θGup(b′),
where b′ runs over the elements of θB(λ) with εi(b
′) < εi(b) − 1. Taking the
transpose with respect to the Cartan pairing, Proposition 8.4(a), Definition 8.8,
and Proposition 8.22 yield
fi
θGlow(b) = 〈εi(F˜ib)〉
θGlow(F˜ib) +
∑
b′
fb,b′
θGlow(b′),
= 〈εi(b) + 1〉
θGlow(F˜ib) +
∑
b′
fb,b′
θGlow(b′),
where b′ ∈ θB(λ) with εi(b) + 1 < εi(b′). Now, let us prove (8.9). This is the
analogue of [K, lem. 5.5.1(i)]. Fix an irreducible θRm-module b. Set
ε = εi(b), M =
θGup(b), N = θGup(E˜εi b).
We can assume that ε > 0, because else (8.9) is obvious. Note that εi(N) = 0 by
Proposition 8.22. By Frobenius reciprocity and Proposition 8.21(b) there is a short
exact sequence of graded modules
0→ R→ ψ!(N,Lεi)→M → 0.
54 M. VARAGNOLO, E. VASSEROT
Applying the functor ei we obtain the following exact sequence of graded modules
0→ eiR→ eiψ!(N,Lεi)→ eiM → 0.
Note that
eiψ!(N,Lεi) = 1m−1,i
θRm1m−ε,εi ⊗θRm−ε,ε (N ⊗ Lεi).
Note also that
Dm−1,1;m−ε,ε = {e, x, y},
x = sm−1 . . . sm−ε+1sm−ε, y = sm−1 . . . sm−ε+1εm−ε+1,
W (e) =Wm−ε,ε−1,1, W (x) =Wm−ε−1,1,ε, W (y) =Wm−ε,ε−1,1.
By Proposition 5.5 we can filter the graded (θRm−1,1,
θRm−ε,ε)-bimodule
1m−1,i
θRm1m−ε,εi.
This filtration is the same as in the Mackey induction-restriction theorem. Compare
Lemma 8.32 below and the references there. The associated graded is a direct sum
of graded (θRm−1,1,
θRm−ε,ε)-bimodules labelled by elements of {e, x, y}
gr(1m−1,i
θRm1m−ε,εi) = Pe ⊕ Px ⊕ Py.
We have
Px1m−ε−1,εi+i = Px.
Thus, since ei(N) = 1m−ε−1,iN = 0, we have also
Px ⊗θRm−ε,ε (N ⊗ Lεi) = 0.
Next, we have
Py1m−ε,θ(i),εi−i = Py .
Since 1νLεi = 0 if ν 6= εi we have also
Py ⊗θRm−ε,ε (N ⊗ Lεi) = 0.
Finally, we have
Pe = 1m−1,i
θRm−1,1 ⊗R′
θRm−ε,ε1m−ε,εi, R
′ = θRm−ε,ε−1,1.
Therefore, we obtain
eiψ!(N,Lεi) =
θRm−1,1 ⊗R′ (N ⊗ Lεi).
By Example 7.5 the graded Rε−1,1-module Lεi has a filtration by graded submod-
ules whose associated graded is isomorphic to
〈ε〉L(ε−1)i ⊗ Li.
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Therefore, up to some filtration, we have
eiψ!(N,Lεi) = 〈ε〉ψ!(N,L(ε−1)i)⊗ Li.
Now, by Proposition 8.21(a), (c) we have
topψ!(N,L(ε−1)i) = f˜
ε−1
i (N) = e˜i(M)
and all other composition factors L of ψ!(N,L(ε−1)i) have εi(L) < ε− 1. Moreover,
by Proposition 8.21(a) all composition factors L of R have εi(L) < ε. Thus, by
Proposition 8.21(b) all composition factors of ei(R) are of the form L ⊗ Li with
εi(L) < ε− 1. Therefore, we obtain
ei(M) = 〈ε〉 e˜i(M) +
∑
r
frNr, fr ∈ A,
where Nr is an irreducible graded module with εi(Nr) < ε− 1.
⊓⊔
8.24. Example. Set ν = i+ θ(i) and i = iθ(i). Let us compute e˜j and εj .
• If λi + λθ(i) 6= 0 then e˜j(
θLi) = k if j = θ(i) and 0 else. We have εj(
θLi) = 1
if j = θ(i) and 0 else.
• If λi+λθ(i) = 0 then e˜j(
θLi) = k if j = i, θ(i) and 0 else. We have εj(
θLi) = 1
if j = i, θ(i) and 0 else.
8.25. Remark. If M is an irreducible graded θRm-module such that εi(M) = m
then Proposition 8.21(b) implies that e˜mi (M) = k and ∆mi(M) = k⊗Lmi. Further,
by Proposition 8.22(c) there is a unique M as above, up to isomorphism, such that
e˜mi (M) = k. We claim that M ≃
θLmi, the top of
θRmi. By Proposition 8.21(a)
we have M = top(ψ!(k,Lmi)). First, recall that
θRmi = ψ!(k,Rmi). Thus, since
ψ! is exact, there is a surjective map
θLmi → M . So it is enough to check that
θLmi is irreducible (left to the reader). We’ll not need this.
8.26. Proof of Proposition 8.2. First, we prove the following.
8.27. Proposition. The character map ch : θGI,m → θBIm is injective.
Proof : The proof is similar to that of [K, thm. 5.3.1]. We must prove that the
characters of the irreducible graded modules in θRm-fmod are linearly independent.
We proceed by induction on m, the case m = 0 being trivial. Suppose m > 0 and
there is a non-trivial A-linear dependence
(8.10)
∑
M
cM ch(M) = 0.
We’ll show by downward induction on εi(M) that cM = 0 for each graded
θRm-
module M which enter in (8.10). Fix M as above. We have εi(M) 6 m. First,
assume that εi(M) = m. Note thatM is the unique irreducible graded
θRm-module
such that ∆mi(M) = 0. Indeed we have M =
θLmi, see Remark 8.25. Applying
∆mi to the
θRm-modules which enter in (8.10) and using the formula
ch(∆mi(M)) =
∑
i
gdim(1θ(im)iimM) θ(i
m)iim,
56 M. VARAGNOLO, E. VASSEROT
we deduce that the coefficient cM is zero. Now, assume that εi(M) = k < m and
that we have shown that cN = 0 for all N with εi(N) > k. Applying ∆ki to the
θRm-modules which enter in (8.10) we get∑
N
cN ch(∆kiN) = 0,
where N runs over all irreducible graded θRm-modules with εi(N) = k. For such a
graded module N we have ∆ki(N) = e˜
k
i (N)⊗ Lki by Proposition 8.21(b). Further
e˜ki (N) 6= e˜
k
i (N
′) if N 6= N ′ by Proposition 8.22(c). So we conclude by the induction
hypothesis.
⊓⊔
Now, we can prove Proposition 8.2. Forgetting the grading takes irreducible
graded θR-modules to irreducible modules, and any irreducible module in θR-
fMod0 comes from an irreducible graded module in
θR-fmod which is unique up
to isomorphism and up to grading shift, see e.g., [NV, thm. 4.4.4(v), thm. 9.6.8].
Thus it is enough to prove that for any irreducible graded module M there is an
integer d such that M [d] is ♭-selfdual. This is proved as in [KL, p. 342]. More
precisely, by definition of the duality functor ♭, for any graded module M in θR-
fmod we have
ch(M ♭) = ch(M) mod (v − 1), gdim(1iM
♭) = gdim(1iM).
Thus if M is irreducible then we have M ♭ = M [d] for some integer d. We must
prove that d is even. It is enough to prove the following.
8.28. Lemma. If M ∈ θR-fmod is irreducible then for each i we have
gdim(1iM) ∈ vZ[v
2, v−2] ∪ Z[v2, v−2].
Proof : Indeed, we’ll prove that this identity holds for the projective module
M = θRj where j is any sequence in
θIm. This implies our claim. Set j =
(j1−m, . . . , jm−1, jm). Proposition 8.13 yields
ch(θRj) = ch(
θRj0j1)⊛ ch(Rj2)⊛ · · ·⊛ ch(Rjm).
Examples 5.9(b), 7.5(a) yield
ch(θRj0j1) = (1− v
2)−1
(
j0j1 + v
λj0+λj1 j1j0
)
, ch(Rjk) = (1− v
2)−1 jk.
So, by Definition 8.12(b), it is enough to check that for each reflection w of Wm
which fixes the sequence j the degree of σw˙1j is even. This reduces to the following
computation (left to the reader). Fix k 6= l such that jk = jl. If one of the following
holds
1 6 k < l, w˙ = sk . . . sl−2sl−1sl−2 . . . sk,
1 6 1− k < l, w˙ = s−k · · · s1ε1s1 . . . sl−1 . . . s1ε1s1 . . . s−k,
then deg(σw˙1j) is even.
⊓⊔
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8.29. The algebra θB and its representation in θV(λ). Following [EK1,2,3]
we define a K-algebra θB as follows.
8.30. Definition. Let θB be the K-algebra generated by ei, fi and invertible ele-
ments ti, i ∈ I, satisfying the following defining relations
(a) titj = tjti and tθ(i) = ti for all i, j,
(b) tiejt
−1
i = v
i·j+θ(i)·jej and tifjt
−1
i = v
−i·j−θ(i)·jfj for all i, j,
(c) eifj = v
−i·jfjei + δi,j + δθ(i),jti for all i, j,
(d) formula (7.3) holds with θi = ei, or with θi = fi.
We define a representation of θB as follows. The K-vector space
θV(λ) = K ⊗A
θKI
is equipped with K-linear operators ei, e′i, fi and with a K-bilinear form in the
obvious way. Let φλ be the class of k in
θKI , where k is regarded as the trivial
module over the k-algebra θR0. Let λ be as in (6.2). We can now prove the
following theorem, which is the main result of Section 8.
8.31. Theorem. (a) The operators ei, fi define a representation of
θB on θV(λ).
The θB-module θV(λ) is irreducible and for i ∈ I we have
eiφλ = 0, tiφλ = v
λi+λθ(i)φλ, {x ∈
θV(λ); ejx = 0, ∀j} = K φλ.
(b) There is a unique symmetric K-bilinear form (• : •) on θV(λ) such that
(φλ : φλ) = 1 and (e
′
ix : y) = (x : fiy) for all i ∈ I, x, y ∈
θV(λ), and it is
non-degenerate.
(c) There is a unique K-antilinear map θV(λ) → θV(λ) such that P 7→ P ♯ for
all graded projective module P . It is the unique K-antilinear map such that φ♯λ = φλ
and (fix)
♯ = fi(x
♯) for all x ∈ θV(λ).
Proof : For each i in I we define the A-linear operator ti on θKI by setting
tiP = v
λi+λθ(i)−ν·(i+θ(i))P, ∀P ∈ θRν-proj.
We must prove that the operators ei, fi, and ti satisfy the relations in Definition
8.30. Relation (c) is the only non trivial one, see Lemma 8.9(e). To check it we
need a version of the Mackey’s induction-restriction theorem. Note that we have
Dm,1;m,1 = {e, sm, εm+1},
W (e) =Wm,1, W (sm) =Wm−1,1,1, W (εm+1) =Wm,1.
8.32. Lemma. Fix i, j in I. Let µ, ν in θNI be such that ν+i+θ(i) = µ+j+θ(j).
Put m = |ν|/2 = |µ|/2. The graded (θRm,1,
θRm,1)-bimodule 1ν,i
θRm+11µ,j has a
filtration by graded bimodules whose associated graded is isomorphic to :
(a)
(
θRν ⊗Ri
)
⊕
(
(θRm1ν′,i ⊗Ri)⊗R′ (1ν′,iθRm ⊗Ri)
)
[d] if j = i,
(b)
(
θRν ⊗Rθ(i)
)
[d′]⊕
(
(θRm1ν′,θ(i)⊗Ri)⊗R′ (1ν′,i
θRm⊗Rθ(i))
)
[d] if j = θ(i),
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(c)
(
(θRm1ν′,j ⊗Ri)⊗R′ (1ν′,iθRm ⊗Rj)
)
[d] if j 6= i, θ(i).
Here we have set ν′ = ν − j − θ(j), R′ = θRm−1,1,1, d = deg(σm1ν′,i,j), and
d′ = deg(πm+11ν,θ(i))
The proof is similar to the proof of [M, thm. 1], [KL, prop. 2.18]. It is left to the
reader. Note that we have the following formulas, see Remark 5.2,
deg(πm+11ν,θ(i)) = λi + λθ(i) − ν · (i+ θ(i))/2, deg(σm1ν′,i,j) = −i · j.
Now, recall that P lie in θRν-proj and that
fj(P ) =
θRm+11m,j ⊗θRm,1 (P ⊗R1), e
′
i(P ) = 1m−1,iP,
where 1m−1,iP is regarded as a
θRm−1-module. Therefore we have
e′ifj(P ) = 1m,i
θRm+11m,j ⊗θRm,1 (P ⊗R1),
fje
′
i(P ) =
θRm1m−1,j ⊗θRm−1,1 (1m−1,iP ⊗R1).
Therefore we have the following identities
• e′ifi(P ) = P ⊗Ri + fie
′
i(P )[−2],
• e′ifθ(i)(P ) = P ⊗Rθ(i)[λi + λθ(i) − ν · (i+ θ(i))/2] + fθ(i)e
′
i(P )[−i · θ(i)],
• e′ifj(P ) = fje
′
i(P )[−i · j] if i 6= j, θ(j).
Note that Lemma 8.32 implies these relations up to some filtration. Hence, since
the associated graded is projective, they hold in full generality. This proves the
first claim of part (a) of the theorem. Next, recall the following fact, see [EK1,
prop. 2.5], [EK3, prop. 2.11].
8.33. Claim. There is a θB-module generated by a non-zero vector φλ such that
eiφλ = 0, tiφλ = v
λi+λθ(i)φλ, {x; ejx = 0, ∀j} = K φλ, i ∈ I.
This θB-module is irreducible and it is unique up to an isomorphism.
So we must check that the θB-module θV(λ) satisfies the axioms above. It is
generated by φλ by Lemma 8.34 below. The other axioms are obvious.
Part (b) of the theorem follows from [EK2, prop. 4.2(ii)] and Lemma 8.9(b). The
bilinear form (• : •) is the same as the bilinear form obtained from (8.2) by base
change from B to K.
Finally, for part (c) of the theorem it is enough to check that (fiP )
♯ = fi(P
♯)
for any graded module P in θR-proj. By Lemma 8.34 below we may assume that
P = θRy for some y. By (8.5) we can also assume that y = i with i ∈ θIν . Then
the claim follows from the formulas in Proposition 8.14, because θRi is ♯-selfdual
for any i, see Section 8.10.
⊓⊔
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8.34. Lemma. Any object of θRm-proj is of the form
θRm ⊗Rm P for some P
in Rm-proj. The A-module θKI,m is spanned by the θRy’s with y in θY m.
Proof : Let b be a simple object in θRν-fMod0 with |ν| = m. We’ll view it as an
element of θB(λ). An easy induction using Proposition 8.23 implies that for each
integer a > 1 we have
f
(a)
i
θGlow(b) =
〈
εi(b) + a
a
〉
θGlow(F˜ ai b) +
∑
b′
fb,b′
θGlow(b′),
where b′ runs over the set of elements of θB(λ) such that εi(b
′) > εi(b)+ a and fb,b′
lies in A. Therefore, for any i such that εi(b) > 1, we have
f
(εi(b))
i
θGlow(E˜
(εi(b))
i b) =
θGlow(b) +
∑
b′
fb,b′
θGlow(b′)
by Proposition 8.22(c), (e). Here b′ runs over the set of elements of θB(λ) such that
εi(b
′) > εi(b). Thus a simultaneous induction on ν and descending induction on
εi(b) implies that
θGlow(b) lies in the A-span of the elements fy(k) with y ∈ Y m.
We are done, because fy(k) =
θRθ(y)y, see Section 8.10.
⊓⊔
8.35. Remark. The θB-module θV(λ) is the same as the θB-module Vθ(λ+θ(λ))
in [EK1, prop. 2.5]. Let (• : •)
KE
be the bilinear form on θV(λ) considered in
loc. cit. We have
(P : Q) = (1 − v2)−m(P : Q)
KE
, ∀P,Q ∈ θRm-proj.
Note that (• : •)
KE
is a symmetric A-bilinear form θKI × θKI → A, and that
Theorem 8.31(b) yields
(eix : y)KE = (x : fiy)KE , i ∈ I, x, y ∈
θV(λ).
8.36. Results over an arbitrary field k. Recall that p, q ∈ k× and that I is a
Z⋊Z2-invariant subset of k
×. We associate to I a quiver with an involution (Γ, θ)
as in Section 6.2. Fix λ ∈ NI as in (6.2), i.e., we set
λ =
∑
i
i, i ∈ I ∩ {q,−q}.
The graded k-algebra θRm, defined in Sections 5.1, 6.4, and the operators ei, fi
on θKI , defined in (8.4), make sense over any field k (not necessarily algebraically
closed nor of characteristic zero). For any k there is again a θB-module isomorphism
θV(λ) = K ⊗A
θKI ,
where θV(λ) is the Enomoto-Kashiwara’s θB-module. To prove this it is enough
to check the axioms in Claim 8.33. The proof is the same as in characteristic
zero. Note that the K-algebra θB and the θB-module θV(λ) depend only on (Γ, θ)
(i.e., on I and p), and on λ (i.e., on q). Therefore, for each m, the number of
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simple graded θRm-modules is the same for any field k as long as Γ, θ, λ remain
unchanged. In particular all simple graded θRm-modules are absolutely irreducible.
Recall that the simple graded θRm-modules are finite dimensional, because
θRm is
finitely generated over its center. Therefore all simple graded θRm-modules are split
simple, i.e., with a one dimensional endomorphism k-algebra, see e.g, [L,thm. 7.5].
Note that, for k is algebraically closed, we already use this when claiming that the
Cartan pairing is perfect.
The discussion above, Theorem 6.5, and Remark 6.10 imply that the number of
simple graded Hm-modules in ModI is the same for any field k of characteristic
6= 2 as long as Γ, θ, λ remain unchanged.
9. Presentation of the graded k-algebra θZδΛ,V
Fix a quiver Γ with set of vertices I and set of arrows H . Fix an involution θ on
Γ. Assume that Γ has no 1-loops and that θ has no fixed points. Fix a dimension
vector ν in θNI and a dimension vector λ in NI. Set |ν| = 2m. Fix an object
(V, ̟) in θV ν and an object Λ in Vλ. In this section we give a proof of Theorem
5.8. By Theorem 4.17 and Corollary 5.6 there is a unique injective graded k-algebra
homomorphism
Φ : θR(Γ)λ,ν →
θZδΛ,V,
1i 7→ 1Λ,V,i, κi,l 7→ κΛ,V,i(l), σi,k 7→ σΛ,V,i(k), πi,1 7→ πΛ,V,i(1),
i ∈ θIν , k = 1, . . . ,m− 1, l = 1, 2, . . . ,m.
We must prove that Φ is a surjective map. Note that both algebras have 1, because
the set θIν is finite. Since the grading does not matter, we can replace θZδΛ,V by
θZΛ,V. To unburden the notation we abbreviate
θRν =
θR(Γ)λ,ν ,
θFν =
θFΛ,V,
θZν =
θZΛ,V,
κν,i(l) = κΛ,V,i(l), σν,i(k) = σΛ,V,i(k), πν,i(1) = πΛ,V,i(1),
θZν =
θZΛ,V,
θZν =
θZΛ,V, etc.
9.1. The filtration of θZν . Recall that Wm is regarded as a Coxeter group of
type Bm with the set of simple reflections {s1, s2, . . . , sm}. From now on let 6 and
ℓ be the corresponding Bruhat order and length function. For a future use we set
also
∆+ = ∆+s ⊔∆
+
l , ∆
+
s = {χk ± χl; 1 6 l < k 6 m}, ∆
+
l = {χ1, χ2, . . . , χm}.
Note that 6, ℓ, and ∆+ differ from the order, the length function, and the set of
positive roots introduced in Section 4.2. We hope this will not create any confusion.
We can now introduce a filtration of θZν by closed subsets. We define
θO6xν =
⋃
w6x
θOwν ,
θZ6xν = q
−1(θO6xν ),
θZ6xν = H
θGν
∗ (
θZ6xν ,k).
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9.2. Lemma. (a) The set θZ6xν is closed. The variety
θZxν is smooth if ℓ(x) = 1.
(b) The direct image by the inclusion θZ6xν ⊂
θZν is an injection
θZ6xν ⊂
θZν .
(c) The convolution product maps θZ6xν ×
θZ6yν into
θZ6xyν for each x, y such
that ℓ(xy) = ℓ(x) + ℓ(y).
(d) The unit of θZν lies in θZeν .
Proof : To avoid confusions, let 6D and ℓD be the Bruhat order and length function
introduced in Section 4.2. The claims in the lemma are well-known if we replace 6,
ℓ by 6D, ℓD respectively. Therefore, it is enough to prove the following : assume
that θOvν,x,y and
θOwν,x,y are non empty. Then
θOvν,x,y ⊂
θO¯wν,x,y iff v 6 w. Up to
the action of a well-chosen diagonal element we may assume that x = e. We can
also assume that y is minimal in the coset Wνy. Since
θOvν,e,y and
θOwν,e,y are non
empty, we have v, w ∈ Wνy. Finally, on the coset Wνy the orders 6, 6D are the
same because Wν ⊂ Sm, see (4.2) and the last remark in Section 4.2.
⊓⊔
Let θZ6xν be the image of
θZ6xν by the isomorphism
θZν =
θZν in Proposition
3.1(b).
9.3. PBW theorem for θZν. Recall that
θFν =
⊕
i∈θIν
k[xi(1), xi(2), . . . , xi(m)],
see Section 4.11. The graded k-algebra θZν has a natural structure of graded
θFν-module such that xi(l) acts as κν,i(l) under the inclusion
θZν ⊂ End(
θFν) in
Theorem 4.17. Recall that θZν =
θZν . The following is immediate, see e.g., [CG,
sec. 5.5].
9.4. Lemma. We have θZ6xν =
⊕
w6x
θFν [
θZwν ] for each x. In particular
θZν is
a free graded θFν-module of rank 2
mm!.
The map Φ is a graded θFν-module homomorphism. For each x we set
θR6xν =
∑
w6x
θFν 1νσw˙ ,
where σw˙ is defined as in (5.2). It is a graded
θFν -submodule of
θRν . We abbreviate
θReν =
θR6eν . The proof of the surjectivity of Φ consists of two steps. First we
prove that Φ(θR6xν ) ⊂
θZ6xν . Then we prove that this inclusion is an equality.
9.5. Step 1. Since Φ is a θFν -module homomorphism it is enough to prove that
the element Φ(σx˙) lies in
θZ6xν . By an easy induction on the length of x it is enough
to observe that we have
Φ(1) ∈ θZeν , Φ(σk) ⊂
θZ6skν , k = 1, 2, . . . ,m.
This follows from the definition of the elements σν(k), πν(1) of
θZν in Section 4.14.
Recall that sm = ε1 and σm = π1, see (5.2) for details.
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9.6. Step 2. Note that θZeν is the free
θFν-module of rank one generated by [
θZeν ].
Therefore we have
Φ(θReν) =
θFν [
θZeν ] =
θZeν .
To complete the proof of Step 2 we are reduced to prove the following.
9.7. Lemma. If ℓ(skw) = ℓ(w) + 1 and k = 1, 2, . . .m, then we have the following
formula in θZ6skwν /
θZ<skwν :
[θZskν ] ⋆ [
θZwν ] = [
θZskwν ].
Proof : By Lemmas 9.2(c) and 9.4 there is an unique element c in θFν such that
[θZskν ] ⋆ [
θZwν ] = c ⋆ [
θZskwν ] in
θZ6skwν /
θZ<skwν .
Let us prove that c = 1. For each x, y, z there is a unique element Λxy,z in Q such
that
[θZxν ] =
∑
y,z
Λxy,zψy,z,
see Section 4.12. Since φν,y,yx is a smooth point of
θZxν we have also
Λxy,yx = eu(
θZxν , φν,y,yx)
−1.
Hence, in the expansion of the element [θZskwν ] in the Q-basis (ψy,z) the coordinate
along the vector ψx,xskw is equal to
Λskwx,xskw = eu(
θZskwν , φν,x,xskw)
−1.
On the other hand, since Λwx,xskw = 0 and
[θZskν ] =
∑
x
(Λskx,xψx,x + Λ
sk
x,xskψx,xsk),
the coordinate of [θZskν ] ⋆ [
θZwν ] along ψx,xskw is equal to
Λskx,xskΛ
w
xsk,xskwΛxsk = eu(
θZskν , φν,x,xsk)
−1eu(θZwν , φν,xsk,xskw)
−1Λxsk .
Thus we must check that
eu(θZskν , φν,x,xsk) eu(
θZwν , φν,xsk,xskw) = eu(
θZskwν , φν,x,xskw) Λxsk .
This follows from the lemma below.
9.8. Lemma. (a) For x, y ∈ W we have
eu(θOyν , φν,x,xy) = eu(
θnν,x ⊕
θmν,xy,x),
eu(θZyν , φν,x,xy) = eu(
θOyν , φν,x,xy) eu(
θe∗ν,x,xy),
Λx = eu(
θZeν , φν,x,x) = eu(
θFν , φν,x) eu(
θe∗ν,x).
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(b) For w, x, y ∈W such that ℓ(xy) = ℓ(x) + ℓ(y) we have
eu(θOxyν , φν,w,wxy) eu(
θFν , φν,wx) = eu(
θOxν , φν,w,wx) eu(
θOyν , φν,wx,wxy),
eu(θe∗ν,w,wxy ⊕
θe∗ν,wx) = eu(
θe∗ν,w,wx ⊕
θe∗ν,wx,wxy).
Proof : Part (a) is left to the reader. Compare Proposition 4.13 where similar
formulas are given. Let us prove (b). Clearly we can assume w = e. Set
∆(y)− = y(∆+) ∩∆−, ∆(y)+ = y(∆−) ∩∆+.
Let the symbol ⊔ denote a disjoint union. Recall that
(9.1) ℓ(xy) = ℓ(x) + ℓ(y)⇒
{
∆(xy)− = ∆(x)− ⊔ x(∆(y)−),
∆(xy)+ = ∆(x)+ ⊔ x(∆(y)+).
For x, y ∈ W the T -module θmν,xy,x is the sum of the root subspaces whose weight
belong to the set x(∆(y)−) ∩ θ∆ν , and the T -module θnν,x is the sum of the root
subspaces whose weight belong to the set x(∆+) ∩ θ∆ν , see Sections 4.8, 4.9 for
details. Thus, by (a), the first claim follows from the following equality
∆+ ⊔∆(xy)− ⊔ x(∆+) = ∆+ ⊔∆(x)− ⊔ x(∆+) ⊔ x(∆(y)−).
This equality is a consequence of the first identity in (9.1). Now, let us concentrate
on the second claim. Set
Sx,xy = x(∆
+
s ∩ y(∆
+
s )), Lx,xy = x(∆
+
l ∩ y(∆
+
l )).
There are integers hα > 0 such that the character of the T -modules
θEV,
θeν,x and
θeν,x,xy are of the following form
ch(θEV) =
∑
α
hα α, α ∈ ∆,
ch(θeν,x) =
∑
α
hαα+
∑
l
λilχl, α ∈ x(∆
+
s ), χl ∈ x(∆
+
l ),
ch(θeν,x,xy) =
∑
α
hαα+
∑
l
λilχl, α ∈ Sx,xy, χl ∈ Lx,xy.
See Section 4.9 for details. Let
S = Se,xy ⊔ x(∆
+
s ), S
′ = Se,x ⊔ Sx,xy,
L = Le,xy ⊔ x(∆
+
l ), L
′ = Le,x ⊔ Lx,xy.
We obtain
ch(θeν,e,xy ⊕
θeν,x) =
∑
α
hαα+
∑
l
λilχl, α ∈ S, χl ∈ L,
ch(θeν,e,x ⊕
θeν,x,xy) =
∑
α
hαα+
∑
l
λilχl, α ∈ S
′, χl ∈ L
′.
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Now, a short computation yields
S = S′ ⇐⇒ ∆+s ∩∆(xy)
+ = ∆+s ∩
(
∆(x)+ ⊔ x(∆(y)+)
)
,
L = L′ ⇐⇒ ∆+l ∩∆(xy)
+ = ∆+l ∩
(
∆(x)+ ⊔ x(∆(y)+)
)
.
Thus the claim follows from (9.1). ⊓⊔
10. Perverse sheaves on θEΛ,V and the global bases of
θV(λ)
Fix a quiver Γ with set of vertices I and set of arrows H . Fix an involution θ on
Γ. Assume that Γ has no 1-loops and that θ has no fixed points. Fix a dimension
vector ν in θNI and a dimension vector λ in NI. Set |ν| = 2m. Fix an object
(V, ̟) in θV ν and an object Λ in Vλ. To unburden the notation we’ll abbreviate
θGν =
θGV,
θRν =
θR(Γ)λ,ν .
10.1. Perverse sheaves on θEν . First, we generalize the setting in Section 2. We
define an orientation Ω of I to be a partition I = Ω⊔ Ω¯. Fix an orientation Ω. For
each I-graded C-vector space W we write WΩ =
⊕
i∈ΩWi. Now, we define
LΛ,V,Ω = HomV (ΛΩ,VΩ)⊕HomV (VΩ¯,ΛΩ¯),
θEΛ,V,Ω =
θEV × LΛ,V,Ω.
An element of θEΛ,V,Ω is a triplet (x, y, z) with
x ∈ θEV, y ∈ HomV (ΛΩ,VΩ), z ∈ HomV (VΩ¯,ΛΩ¯).
For each y in θY ν we define also
θF˜Λ,V,y,Ω = {(x, y, z, φ) ∈
θEΛ,V,Ω ×
θFV,y ; φ = (V
l), x(Vl) ⊂ Vl,
y(Λ) ⊂ V0, z(V0) = 0}.
To unburden the notation we’ll abbreviate
θEν,Ω =
θEΛ,V,Ω,
θFy =
θFV,y,
θF˜y,Ω =
θF˜Λ,V,y,Ω.
We define the semisimple complex θLy,Ω over θEν,Ω as the direct image of the
constant sheaf over θF˜y,Ω by the obvious projection. We define
θP ν,Ω as the set of
isomorphism classes of simple perverse sheaves over θEν,Ω which appear as a direct
factor of θLy,Ω[d] for some y ∈ θY ν and d ∈ Z. Next, we define θQν,Ω as the full
subcategory of DθGV(
θEν,Ω) consisting of the objects which are isomorphic to finite
direct sums of L[d] with L ∈ θP ν,Ω and d ∈ Z. When there is no risk of confusion
we abbreviate
θP = θP ν,Ω,
θQ = θQν,Ω,
θLy =
θLy,Ω.
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10.2. Example. Let Γ, θ, and λ be as in Sections 6.2, 6.4. Set Ω¯ = ∅, and
ν = i + θ(i) for some i ∈ I. We have θEν,Ω = Li × Lθ(i) with Lj = Hom(Λj ,Vj),
θIν = {i, θ(i)} with i = iθ(i), and
θF˜i,Ω = {(V ⊃ Vθ(i) ⊃ 0)} × Lθ(i),
θF˜θ(i),Ω = {(V ⊃ Vi ⊃ 0)} × Li.
Therefore the following holds
• if λi + λθ(i) 6= 0 then
θP ν,Ω = {kLi[λi], kLθ(i) [λθ(i)]},
θLδθ(i) = kLi [λi], and
θLδi = kLθ(i) [λθ(i)],
• if λi + λθ(i) = 0 then
θP ν,Ω = {k{0}} and
θLδθ(i) =
θLδi = k{0}.
10.3. Multiplication of complexes. Set ν′′ = ν + ν′ + θ(ν′) with ν′ ∈ NI. Fix
V′ ∈ V ν′ and V′′ ∈ θV ν′′ . Let T be the set of triples (V, γ, γ′) where
• V is an I-graded subspace of V′′ such that V′′/V ∈ V ν′ and V ⊥ ⊂ V,
• γ : V→ V/V ⊥ is an isomorphism in θV ν ,
• γ′ : V′ → V′′/V is an isomorphism in V ν′ .
We consider the following diagram
θEν,Ω × Eν′
θE1,Ω
p1oo p2 // θE2,Ω
p3 // θEν′′,Ω.
Here θE2,Ω is the variety of tuples (x, y, z, V ) where
• V is an I-graded subspace of V′′ such that V′′/V ∈ V ν′ and V ⊥ ⊂ V,
• (x, y, z) ∈ θEν′′,Ω, y(Λ) ⊂ V , x(V ) ⊂ V , and z(V ⊥) = 0,
and θE1,Ω is the variety of tuples (x, y, z, V, γ, γ
′) where
• (V, γ, γ′) ∈ T ,
• (x, y, z, V ) ∈ θE2,Ω.
Finally the maps are given by
• p1(x, y, z, V, γ, γ′) = (xγ , yγ , zγ , xγ′),
• p2(x, y, z, V, γ, γ′) = (x, y, z, V ),
• p3(x, y, z, V ) = (x, y, z),
where
• xγ = γ−1 ◦ (x|V/V ⊥) ◦ γ,
• xγ′ = (γ′)−1 ◦ (x|V′′/V ) ◦ γ
′,
• yγ = γ−1 ◦ y.
• zγ = z ◦ γ.
The group θGν′′ acts on
θE1,Ω,
θE2,Ω and the maps p2, p3 are
θGν′′ -equivariant. Note
that p1 is a smooth map with connected fibers, that p2 is a principal bundle, and
that p3 is proper. Therefore, for any complexes E ∈ DθGν (
θEν,Ω) and E ′ ∈ DGν′ (Eν′ )
there is a unique complex E2 ∈ DθGν′′ (
θE2,Ω) such that
p∗1(E ⊠ E
′) = p∗2(E2).
Then, we define a complex E ′′ = ϕ!(E , E ′) in DθGν′′ (
θEν′′,Ω) by
E ′′ = (p3)!(E2).
Now, let ν′ = i. Hence Eν′ = 0. Let Li = kEν′ , the trivial complex over Eν′ .
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10.4. Definition. Set ν′ = i. For E in DθGν (
θEν,Ω) we define the complex
fi(E) = ϕ!(E ,Li)[bν,i], bν,i = νi +
∑
j
νj hi,j + λΩ,θ(i) + λΩ¯,i.
10.5. Proposition. (a) fi yields a functor
θQ → θQ.
(b) fi(
θLδi ) =
θLδiiθ(i) for each i in
θIν .
Proof : A standard computation yields
ϕ!(
θLy,Li) =
θLiyθ(i), y ∈
θY ν .
See [E, prop. 4.11], [L2, sec. 9.2.6-7]. This implies (a). The same computation as
in Proposition 2.5 yields
(10.1) di = ℓν/2 +
∑
k<l; k+l 6=1
hik,il/2 +
∑
16l
(λΩ,il + λΩ¯,θ(il)),
where λΩ,i = λi if i ∈ Ω and 0 else. Thus we have
dλ,iiθ(i) − dλ,i = bν,i.
Part (b) follows from this equality.
⊓⊔
10.6. Restriction of complexes. Set ν′′ = ν + ν′ + θ(ν′) with ν′ ∈ NI. Fix
V′ ∈ V ν′ , V′′ ∈ θV ν′′ , and fix a triple (V, γ, γ′) ∈ T . Consider the diagram
θEν,Ω × Eν′ θE3,Ω
κoo ι // θEν′′,Ω.
Here we have set
• θE3,Ω = {(x, y, z) ∈
θEν′′,Ω ; x(V ) ⊂ V, y(Λ) ⊂ V, z(V
⊥) = 0},
• κ(x, y, z) = (xγ , yγ , zγ , xγ′),
• ι(x, y, z) = (x, y, z).
For any E ′′ in DθGν′′ (
θEν′′,Ω) we define a complex in DθGν×Gν′ (
θEν,Ω × Eν′) by
ϕ∗(E ′′) = κ!ι
∗(E ′′).
10.7. Definition. Set ν′ = i. For any E ′′ in DθGν′′ (
θEν′′,Ω) we define
ei(E
′′) = ϕ∗(E ′′)[aν,i], aν,i = −νi +
∑
j
νj hi,j + λΩ,θ(i) + λΩ¯,i.
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10.8. Proposition. (a) ei yields a functor from
θQ → θQ.
(b) ei(
θLy) =
⊕
k
θLyk [−2dk] for some integer dk. The sum runs over all k such
that ik = i, and
yk = (i, a
(k)), a(k) = (a
(k)
l ), a
(k)
l = al − δl,k − δl,1−k.
(c) ei(
θLδi ) =
⊕
i′
θLδi′ [deg(i
′, θ(i); i)], where i′ runs over all sequences such that
i lies in Sh(i′, θ(i)).
Proof : Part (a) follows from (b). Parts (b) and (c) are analogues of [E, prop. 4.11(ii)]
(which itself is an analogue of [L2, sec. 9.2.6]), where the case λ = 0 is considered.
Our proof is similar. Assume that ν′ = i. Hence we have Eν′ = {0}. We define
θF˜3,Ω = {(x, y, z, φ) ∈
θF˜y,Ω ; (x, y, z) ∈
θE3,Ω},
θF
(k)
3 = {φ = (V
l) ∈ θFy ; V
k ⊂ V, Vk−1 6⊂ V },
θF˜
(k)
3,Ω = {(x, y, z, φ) ∈
θF˜3,Ω; φ ∈
θF
(k)
3 }.
Note that θF˜3,Ω =
⋃
k
θF˜
(k)
3,Ω is a partition into locally closed subsets. Let yk be as
above. Consider the map
fk :
θF˜
(k)
3,Ω →
θF˜yk,Ω, (x, y, z, φ) 7→ (xγ , yγ , zγ , φγ),
where φγ is the flag whose l-th term is equal to
γ−1
(
(V ∩Vl + V ⊥)/V ⊥
)
.
We get the following diagram, whose right square is Cartesian
θF˜yk,Ω

θF˜
(k)
3,Ω
//fkoo θF˜3,Ω

// θF˜y,Ω

θEν,Ω
θE3,Ω
κoo ι // θEν′′,Ω.
It is easy to prove that fk is an affine bundle. Let dk = dfk be its relative dimension.
A standard argument using the diagram above yields
ϕ∗(θLy) = κ!ι
∗(θLy) =
⊕
ik=i
θLyk [−2dk].
This proves (b). Now, we concentrate on (c). Assume that y = i lies in θIν
′′
.
Therefore we have
i = (i−m, i1−m, . . . , im+1), k = −m, 1−m, . . . ,m+ 1.
First, we compute explicitly the integer dk. The map
θF
(k)
3 →
θFyk , φ 7→ φγ is an
affine bundle of relative dimension
♯{l ; −m 6 l < k, il = i}.
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Further, for each tuple (x, y, z, φ) in θF˜ik,Ω and for each φ
′ ∈ θF
(k)
3 such that φ
′
γ = φ,
the space of tuples (x′, y′, z′) in θE3,Ω such that (x
′, y′, z′, φ′) lies in θF˜3,Ω and
κ(x′, y′, z′) = (x, y, z) has the dimension∑
k<l6m+1
hi,il + δk60 (λΩ,θ(i) + λΩ¯,i − hi,θ(i)).
See [E, prop. 4.11(ii)] for details. Therefore we have
dk =
∑
k<l6m+1
hi,il + δk60 (λΩ,θ(i) + λΩ¯,i − hi,θ(i)) + ♯{l ; −m 6 l < k, il = i}.
Next, (10.1) yields
dλ,i − dλ,ik = νi +
∑
−m6l<k
hil,i +
∑
k<l6m+1
hi,il + δk>1(λΩ,i + λΩ¯,θ(i) − hθ(i),i)+
+δk60(λΩ¯,i + λΩ,θ(i) − hi,θ(i)).
Finally we have
aν,i = −νi +
∑
−m6l6m+1
hi,il − hi,θ(i) + λΩ,θ(i) + λΩ¯,i.
Therefore we get
aν,i + dλ,i − dλ,ik − 2dk = −
∑
−m6l<k
i · il + δk>1(i · θ(i) + λi + λθ(i)).
On the other hand deg(ik, θ(i) ; i) is the degree of the homogeneous element σw˙1i,
where w˙ is a reduced decomposition of an element w of Wm+1 such that w(i) =
i ikθ(i). If k 6 0 then we can choose w˙ = smsm−1 . . . s1−k and we get
deg(ik, θ(i) ; i) = −
∑
−m6l<k
i · il.
If k > 1 then we can choose w˙ = smsm−1 . . . s1ε1s1 . . . sk−1 and we get
deg(ik, θ(i) ; i) = −
∑
−m6l60
i · il + i · θ(i) + λi + λθ(i) −
∑
16l<k
i · il,
= −
∑
−m6l<k
i · il + i · θ(i) + λi + λθ(i).
The proposition is proved.
⊓⊔
10.9. Example. Let Γ, θ, λ, ν, and Ω be as in Example 10.2. Let k denote the
unique element of θP 0,Ω. We have
{0} Lθ(i)
κoo ι // Li × Lθ(i) .
We obtain
aν,i = λθ(i), ei(kLi [λi]) = k[λi + λθ(i)], ei(kLθ(i) [λθ(i)]) = k,
bν,i = λθ(i), fi(k) = kLθ(i) [λθ(i)].
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10.10. A key estimate. First, let us introduce the following notation. For any
complex of constructible sheaves L and any integer d we’ll write vdL for the shifted
complex L[d].
10.11. Proposition. For each i ∈ I there are maps
εi :
θP ∪ {0} → Z>0, E˜i :
θP → θP ∪ {0}, F˜ i :
θP → θP
such that εi(0) = 0, and for each L in
θP the following hold
(a) we have εi(E˜i(L)) = εi(L)− 1 and
ei(L) = v
1−εi(L) E˜i(L) +
∑
L′
eL,L′L
′,
L′ ∈ θP , εi(L
′) > εi(L), eL,L′ ∈ v
1−ε
i
(L′)Z[v],
(b) we have εi(F˜ i(L)) = εi(L) + 1 and
fi(L) = 〈εi(L) + 1〉 F˜ i(L) +
∑
L′
fL,L′L
′,
L′ ∈ θP , εi(L
′) > εi(L) + 1, fL,L′ ∈ v
2−εi(L
′)Z[v],
(c) we have
εi(0) = 0, E˜i(L) 6= 0 if εi(L) > 0,
E˜iF˜ i(L) = L, F˜ iE˜i(L) = L if E˜i(L) 6= 0,
(d) if L ∈ θP is such that εi(L) = 0 for all i, then L ∈
θP 0,Ω,
(e) the elements of θP are selfdual.
Proof : We’ll prove the proposition for any quiver Γ = (I,H) with an involution θ
such that Γ has no 1-loops and θ has no fixed points. The estimates in (a), (b) are
analogue of [E, thm. 5.3], where they are proved under the assumption λ = 0. Our
proof is essentially the same. Fix a vertex i. First, we can assume that
• i is a sink of Γ,
• i ∈ Ω,
• θ(i) ∈ Ω¯.
More precisely we have the following lemma. Its proof is left to the reader. It is
proved as in [E, thm. 4.19], [L2], using Fourier transforms.
10.12. Lemma. Let (Γ(1), θ(1)), (Γ(2), θ(2)) be two quivers with involutions without
fixed points. Assume that Γ(1), Γ(2) have the set of vertices I and that they have
the same set of unoriented arrows. Let Ω(1), Ω(2) be two orientations of I. There is
an equivalence of categories θQν,Ω(1) →
θQν,Ω(2) which commutes with the functors
fi, ei and with the Verdier duality. The categories
θQν,Ω(1) and
θQν,Ω(2) are relative
to the quivers Γ(1), Γ(2) respectively. This equivalence yields a bijection θP ν,Ω(1) →
θP ν,Ω(2) .
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Then, for each integer r > 0 let θEν,Ω,>r be the closed subset of
θEν,Ω consisting
of the triples (x, y, z) such that there is a I-graded subspaceW ⊂ V of codimension
vector ri such that
x(W ) ⊂W, y(Λ) ⊂W, z(W⊥) = 0.
Then, we set
θEν,Ω,r =
θEν,Ω,>r \
θEν,Ω,>r+1,
θEν,Ω,6r =
θEν,Ω \
θEν,Ω,>r+1.
Finally we set εi(0) = 0 and for L ∈
θP we define
εi(L) = max{r ; sup(L) ⊂
θEν,Ω,>r}.
Set ν′ = i and consider the diagram
θEν,Ω
θE1,Ω
p1oo p2 // θE2,Ω
p3 // θEν′′,Ω.
Under restriction it yields the diagram
θEν,Ω,r
θE1,Ω,r //oo θE2,Ω,r+1 // θEν′′,Ω,r+1,
where
θE1,Ω,r = p
−1
1 (
θEν,Ω,r),
θE2,Ω,r+1 = p
−1
3 (
θEν′′,Ω,r+1).
Note that we have θE1,r = p
−1
2 (
θE2,r+1) and that the map
θE2,r+1 → θEν′′,r+1 is
a Pr-bundle. Finally, we set p = p3p2 and we define
θE2,Ω,6r and
θE1,Ω,6r in the
obvious way.
Now, we concentrate on (b). Fix a simple perverse sheaf L ∈ θP ν,Ω. Set ε = εi(L).
The maps p1, p2 are smooth with connected fibers of dimension dp1 , dp2 such that
(10.2) bν,i = dp1 − dp2 .
Thus, there is a unique simple θGν′′ -equivariant perverse sheaf L2 on
θE2,Ω with
p∗1(L)[bν,i] = p
∗
2(L2).
We have
fi(L) = (p3)!(L2).
The complex fi(L) is supported on θEν′′,Ω,ε+1. Further, the restriction of L2 to
θE2,Ω,6ε+1 is supported on
θE2,Ω,ε+1, and it is constant along the fibers of p3 by
θGν′′ -equivariance. Thus
L2|θE2,Ω,6ε+1 = p
∗
3(L
′′)[ε]
for some simple perverse sheaf L′′ on θEν′′,Ω,≤ε+1. Let L0 be the minimal perverse
extension of L′′ to θEν′′,Ω. Since fi(L) is semi-simple, we get
fi(L) = 〈ε+ 1〉 L0 +
∑
L′
fL,L′L
′,
L0,L
′ ∈ θP ν′′,Ω, εi(L0) = ε+ 1, εi(L
′) > ε+ 1.
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Let us that fL,L′ lies in v
2−εi(L
′)Z[v]. Write
fi(L) =
⊕
L′
L′ ⊗ML′ ,
where ML′ is a complex of k-vector spaces. Set ε
′ = εi(L
′). We have
RHom(L′,L′)|θEν′′,6ε′ ⊗M
∗
L′ ⊂ RHom((p3)!(L2),L
′)|θEν′′,6ε′ .
On the other hand, since p3 restricts to a P
ε′−1-bundle θE2,Ω,ε′ → θEν′′,Ω,ε′ , we
have
RHom((p3)!(L2),L
′)|θEν′′,6ε′ = (p3)∗RHom(L2,L
′[ε′ − 1])|θE2,6ε′ [ε
′ − 1].
Since L′[ε′ − 1]|θE2,6ε′ is a perverse sheaf the complex
RHom(L2,L
′[ε′ − 1])|θE2,6ε′
is concentrated in degrees > 0. Its 0-th cohomology group is zero because L2 and
L′[ε′ − 1] are simple and non isomorphic. Thus the complex
RHom((p3)!(L2),L
′)|θEν′′,6ε′
is concentrated in degrees > 1− ε′. This implies the estimate we want.
Next, we prove (a). Fix a triple (V, γ, γ′) in T . Observe that the hypothesis on Γ,
Ω, i implies that for each (x, y, z,W, ρ, ρ′) in θE1,Ω we have x(W
⊥) = z(W⊥) = 0,
x(V), y(Λ) ⊂ W , z is completely determined by its restriction to W , and y is
completely determined by its composition with the projection V→ V/W⊥. Hence
x, y, z are completely determined by xρ, yρ, zρ. Therefore κ is an isomorphism.
Consider the diagram
(10.3) θEν,Ω
θE3,Ω
κ ι //
s

θEν′′,Ω
θE1,Ω,
p
;;vvvvvvvvv
p1
ccGGGGGGGG
where
κ(x, y, z) = (xγ , yγ , zγ), s(x, y, z) = (x, y, z, V, γ, γ
′),
p1(x, y, z,W, ρ, ρ
′) = (xρ, yρ, zρ), p(x, y, z,W, ρ, ρ
′) = (x, y, z).
The left square is Cartesian. Fix a simple perverse sheaf L in θP ν′′,Ω. Set ε = εi(L).
We’ll assume that ε > 0 (the case ε = 0 is left to the reader). We have
ei(L) = κ!s
∗p∗(L)[aν,i].
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The restriction L|θEν′′,Ω,6ε is a simple
θGν′′ -equivariant perverse sheaf supported on
θEν′′,Ω,ε. Let dp, ds be the relative dimension of the maps p, s. Since p restricts to
a smooth map θE1,Ω,ε−1 → θEν′′,Ω,ε, the complex
L1 = p
∗(L)[dp]|θE1,Ω,6ε−1
is again a simple θGν′′ -equivariant perverse sheaf. It is constant along the fibers of
p1 by
θGν′′ -equivariance. Thus
L′′ = κ!s
∗p∗(L)[dp + ds]|θEν,Ω,6ε−1
= ei(L)[dp + ds − aν,i]|θEν,Ω,6ε−1
is a simple perverse sheaf over θEν,Ω,6ε−1. Using (10.2) we get
dp + ds = dp2 + ε− 1− dp1 , dp1 − dp2 = bν,i, bν,i = νi, aν,i = −νi.
Therefore, we have
dp + ds − aν,i = ε− 1.
Let L0 be the minimal perverse extension of L′′ to θEν,Ω,. Since ei(L) is semi-simple
we get
(10.4)
ei(L) = v
1−ε L0 +
∑
L′
eL,L′L
′
L0,L
′ ∈ θP ν,Ω, εi(L0) = ε− 1, εi(L
′) > ε.
Now, one proves that eL,L′ lies in v
1−ε
i
(L′)Z[v] as in [E, thm. 5.3]. More precisely,
since p∗1ei(L) and p
∗(L)[aν,i] are constant along the fibers of p1 and since
ei(L) = κ!s
∗p∗(L)[aν,i],
we have
(10.5) p∗1ei(L) = p
∗(L)[−bν,i].
On the other hand, we have
p∗1ei(L) =
⊕
L′′
p∗1(L
′′)⊗ML′′ ,
where the graded k-vector spaceML′′ is the multiplicity space of the simple perverse
sheaf L′′ ∈ θP ν,Ω in ei(L). Let L′′2 be the perverse sheaf over
θE2,Ω such that
p∗1(L
′′)[bν,i] = p
∗
2(L
′′
2 ).
We obtain ⊕
L′′
L′′2 ⊗ML′′ = p
∗
3(L).
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Now, let L′ be as in (10.4). Set ε′ = εi(L′). We have⊕
L′′
RHom(L′′2 |θE2,Ω,6ε′+1 ,L
′
2|θE2,Ω,6ε′+1)⊗M
∗
L′′ =
= RHom(p∗3(L)|θE2,Ω,6ε′+1 ,L
′
2|θE2,Ω,6ε′+1)
= RHom(L|θEν′′,Ω,6ε′+1 , (p3)!(L
′
2)|θEν′′,Ω,6ε′+1)
= RHom(L|θEν′′,Ω,6ε′+1 , fi(L
′)|θEν′′,Ω,6ε′+1)
= 〈ε′ + 1〉RHom(L|θEν′′,Ω,6ε′+1 , F˜ i(L
′)|θEν′′,Ω,6ε′+1),
where the last equality follows from part (b). The complex
RHom(L|θEν′′,Ω,6ε′+1 , F˜ i(L
′)|θEν′′,Ω,6ε′+1),
is concentrated in degrees > 1, because the perverse sheaves L′ and F˜ i(L
′) are
simple and distincts. Thus the complex
RHom(L|θEν′′,Ω,6ε′+1 , fi(L
′)|θEν′′,Ω,6ε′+1)
is concentrated in degrees > 1 − ε′. Choosing L′ = L′′ we get that M∗L′ is also
concentrated in degrees > 1− ε′. Therefore
e′i(L) =
⊕
L′′
L′′ ⊗ML′′ =
⊕
L′′
⊕
d∈Z
v−dL′′ ⊗ML′′,d,
with ML′′,d = 0 unless −d > 1− ε′. We are done.
Now, we concentrate on (c). The second claim in (c) is obvious. Now, we prove
that E˜iF˜ i(L) = L for L in
θP ν,Ω. Recall the diagram (10.3). Set ε = εi(L) and
take a simple perverse sheaf L2 on θE2,Ω such that
p∗1(L)[bν,i] = p
∗
2(L2), (p3)!(L2) = fi(L).
We have
(p3)!(L2)|θEν′′,Ω,6ε+1 = 〈ε+ 1〉 F˜ i(L)|θEν′′,Ω,6ε+1 .
On the other hand, since
L2|θE2,Ω,6ε+1 = p
∗
3(F˜ iL)[ε]|θE2,Ω,6ε+1 ,
we have
p∗(F˜ iL)|θE1,Ω,6ε+1 = p
∗
2(L2)[−ε]|θE1,Ω,6ε+1 = p
∗
1(L)[bν,i − ε]|θE1,Ω,6ε+1 .
Therefore we have also
ei(F˜ iL)|θEν,Ω,6ε+1 = κ!s
∗p∗(F˜ iL)[aν,i]|θEν,Ω,6ε+1
= L[−ε]|θEν,Ω,6ε+1.
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Therefore E˜iF˜ i(L) = L. Finally, fix L ∈
θP ν′′,Ω such that εi(L) > 0 and let us
prove that F˜ iE˜i(L) = L. Write ε = εi(L). By (10.5) we have
p∗1ei(L) = p
∗(L)[aν,i].
Hence we have also
p∗1(E˜iL)[−aν,i]|θE1,Ω,6ε−1 = p
∗(L)[ε− 1]|θE1,Ω,6ε−1 .
Since p∗3(L)[ε− 1]|θE2,Ω,ε is a simple perverse sheaf, we have
fi(E˜iL)|θEν′′,Ω,6ε = (p3)!p
∗
3(L)[ε− 1]|θEν′′,Ω,6ε = 〈ε〉 L|θEν′′,Ω,6ε .
This implies that F˜ iE˜i(L) = L.
Next, (d) is obvious. If ν 6= 0 we choose y, d such that L[d] is a direct summand
of θLy. We may assume that y = (i, a) with a1 > 0. Then εi1(L) > 0 by (b) and
Proposition 10.5(b).
Finally, we prove (e) by descending induction on ν. Any element in θP 0,Ω is
selfdual. Assume that ν > 0. By part (d) there is i such that εi(L) > 0. Set
ε = εi(L). We prove that L is selfdual by descending induction on ε. By parts (b),
(c) we have
fi(E˜iL) = 〈ε〉 L+
∑
L′
fL,L′L
′, εi(L
′) > ε.
The perverse sheaf E˜iL is selfdual by the induction hypothesis on ν. It is easy to
see that fi commutes with the Verdier duality. Hence the laft hand side is also
selfdual. We have
fi(E˜iL)|θEν,Ω,6ε = 〈ε〉 L|θEν,Ω,6ε .
Since L is the minimal extension of its restriction to θEν,Ω,6ε, it is selfdual.
⊓⊔
Let K(θQν,Ω) be the Abelian group with one generator [L] for each isomorphism
class of objects of θQν,Ω and with relations [L]+ [L′] = [L′′] whenever L′′ is isomor-
phic to L ⊕ L′. To unburden the notation we’ll abbreviate
K(θQ) =
⊕
ν
K(θQν,Ω), L = [L].
Note that K(θQ) is a free A-module such that vL = L[1] and v−1L = L[−1].
Further the Verdier duality yields an A-antilinear map K(θQ)→ K(θQ).
10.13. Corollary. The A-module K(θQν,Ω) is spanned by {θLδy; y ∈
θY ν}.
Proof : The corollary is proved as in Lemma 8.34, using Proposition 10.11 instead
of Propositions 8.22, 8.23.
⊓⊔
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10.14. Example. Let Γ, θ, λ, ν be as in Example 10.2, and set Ω = {i}. We have
θEν,Ω = Li × L∗θ(i),
θEν,Ω,0 =
θEν,Ω \ {0}, and θEν,Ω,1 = {0}. We have also
• if λi + λθ(i) 6= 0 then
θP ν,Ω = {kθEν,Ω [λi + λθ(i)], k{0}}, and
εi(kθEν,Ω [λi + λθ(i)]) = 0, εi(k{0}) = 1, F˜ i(k) = k{0},
• if λi + λθ(i) = 0 then
θP ν,Ω = {k{0}}, and
εi(k{0}) = 1, F˜ i(k) = k{0}.
10.15. Comparison of the crystals. We choose Γ, θ and λ as in Sections 6.2,
6.4, and we set Ω = I. We define a functor
Y : θQν,Ω →
θRν-mod, Y(L) =
⊕
i∈θIν
Ext∗θGν (
θLδi ,L).
The functor Y is additive and it commutes with the shift (the shift of complexes
in the left hand side and the shift of the grading in the right hand side).
10.16. Proposition. (a) Y takes θQ to θR-proj, and θLδy to
θRy. It maps
θP
bijectively to the set of ♯-selfdual indecomposable projective graded modules.
(b) Y yields an A-module isomorphism K(θQ)→ θKI which maps θP bijectively
onto θGlow(λ). It commutes with the duality. We have
ei ◦Y = Y ◦ eθ(i), fi ◦Y = Y ◦ fθ(i).
Proof : Theorem 5.8, proved in Section 9, yields a graded k-algebra isomorphism
θRν =
θZδν .
Recall that the right hans side is the graded k-algebra
θZδν =
⊕
i,i′∈θIν
Ext∗θGν (
θLδi ,
θLδi′),
equipped with the Yoneda composition, see Sections 2.6, 2.8. Therefore the first
claim of (a) is obvious. If the sequence i of θIν is the expansion of the pair y in
θY ν then we have
θRi = 〈b〉!
θRy,
θLδi = 〈b〉!
θLδy,
where b is a sequence such that the multiplicity of y is θ(b)b. See Remark 2.7
and (8.5). Therefore to prove the second claim of (a) it is enough to observe that
we have Y(θLδi ) =
θRδi . Next, the same proof as in [VV, sec. 4.7] implies that Y
takes any element in θP to an indecomposable projective graded module. Indeed,
since Y(θLδy) =
θRδy and both sides are selfdual, the functor Y takes the elements
of θP to ♯-selfdual indecomposable projective graded modules, see Sections 2.6 and
8.10. Further, any ♯-selfdual indecomposable projective graded module is a direct
summand of Y(θLδy) =
θRδy for some y, hence is the image by Y of an element
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of θP . Part (a) is proved. Next, the first claim of (b) follows from Definition 8.3,
Proposition 8.4(c) and Corollary 10.13. Finally the last claim of (b) follows from
Propositions 10.5(b), 10.8(c) and Proposition 8.14.
⊓⊔
Recall the set θGlow(λ) introduced in Definition 8.3. For b ∈ θB(λ) let θL(b)
denote the unique element in θP such that
(10.6) Y(θL(b)) = θGlow(b).
Hence we have θP = {θL(b); b ∈ θB(λ)}. We’ll set also θL(0) = 0. Combining
Propositions 8.23 and 10.11 we can now compare the crystal (θB(λ), E˜i, F˜i, εi) from
Proposition 8.22 with the crystal (θP , E˜i, F˜ i, εi) from Proposition 10.11.
10.17. Proposition. For i ∈ I and b ∈ θB(λ) we have
E˜i(
θL(b)) = θL(E˜θ(i)b), F˜ i(
θL(b)) = θL(F˜θ(i)b), εi(
θL(b)) = εθ(i)(b).
Proof : We can regard εi, E˜i, and F˜ i as maps
εi :
θB(λ) ∪ {0} → Z>0, E˜i :
θB(λ)→ θB(λ) ∪ {0}, F˜ i :
θB(λ)→ θB(λ).
Propositions 10.11(b), 10.16(b) yield
fθ(i)
θGlow(b) = 〈εi(b) + 1〉
θGlow(F˜ ib) +
∑
b′
fb,b′
θGlow(b′), εi(b
′) > εi(b) + 1.
Taking the transpose, Definition 8.8 and Proposition 8.4(a) yield
eθ(i)
θGup(b) = 〈εi(b)〉
θGup(E˜ib) +
∑
b′
fb′,b
θGup(b′), εi(b
′) < εi(b)− 1.
Now, recall that
εθ(i)(b) = max{n > 0; e
n
θ(i)
θGup(b) 6= 0}, εi(E˜ib) = εi(b)− 1.
Thus, using Proposition 8.17 and (8.8) we get εi = εθ(i). Then, comparing the
formulas above with Proposition 8.23 we get F˜ i = F˜θ(i). Finally, Proposition
8.22(c) and 10.11(c) yield E˜i = E˜θ(i).
⊓⊔
10.18. The global bases of θV(λ). Since the operators ei, fi on
θV(λ) satisfy
the relations eifi = v
−2fiei+1, we can define the modified root operators e˜i, f˜i on
the θB-module θV(λ) as follows. For u ∈ θV(λ) we write
u =
∑
n>0
f
(n)
i un with eiun = 0,
e˜i(u) =
∑
n>1
f
(n−1)
i un, f˜i(u) =
∑
n>0
f
(n+1)
i un.
Let R ⊂ K be the set of functions which are regular at v = 0. Let θL(λ) be the R-
submodule of θV(λ) spanned by the elements f˜i1 . . . f˜il(φλ) with l > 0, i1, . . . , il ∈ I.
We can now apply the results in [EK3]. Together with Propositions 10.16 and 10.17
this yields the following, which is the main result of the paper.
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10.19. Theorem. (a) We have
θL(λ) =
⊕
b∈θB(λ)
R θGlow(b), e˜i(
θL(λ)) ⊂ θL(λ), f˜i(
θL(λ)) ⊂ θL(λ),
e˜i
θGlow(b) = θGlow(E˜ib) mod v
θL(λ), f˜i
θGlow(b) = θGlow(F˜ib) mod v
θL(λ).
(b) The assignment b 7→ θGlow(b) mod v θL(λ) yields a bijection from θB(λ) to
the subset of θL(λ)/vθL(λ) consisting of the f˜i1 . . . f˜il(φλ)’s. Further
θGlow(b) is the
unique element x of θV(λ) satisfying the following conditions
x♯ = x, x = θGlow(b) mod v θL(λ).
(c) For b, b′ ∈ θB(λ) let Ei,b,b′ , Fi,b,b′ ∈ A be the coefficients of θGlow(b′) in
eθ(i)
θGlow(b), fi
θGlow(b) respectively. Then we have
Ei,b,b′ |v=1 = [FiΨfor(
θGup(b′)) : Ψfor(θGup(b))],
Fi,b,b′ |v=1 = [EiΨfor(
θGup(b′)) : Ψfor(θGup(b))].
Proof : Proposition 10.17 implies that Y intertwines the crystal operators E˜θ(i),
F˜θ(i) on
θB(λ) and the crystal operators E˜i, F˜ i on
θP . Proposition 10.16 implies
that Y intertwines the operators eθ(i), fθ(i) and ei, f i. Therefore, formula (10.6)
and Proposition 10.11 yield estimate for the action of ei, fi on
θGlow(λ) which
were not available in Proposition 8.23. Using these estimates, part (a) follows
from [EK3, thm. 4.1, cor. 4.4], [E, Section 2.3]. The first claim in (b) follows
from (a) and Proposition 8.22. The second one is obvious. Part (c) follows from
Proposition 8.17. More precisely, by Cartan duality we can regard the elements
Ei,b,b′ , Fi,b,b′ of A as the coefficients of θGup(b) in the expansion of fθ(i)
θGup(b′),
ei
θGup(b′) with respect to the basis θGup(λ). Therefore, by Proposition 8.17 we
can regard the integers Ei,b,b′ |v=1, Fi,b,b′ |v=1 as the coefficients of Ψfor(θGup(b)) in
FiΨfor(
θGup(b′)), EiΨfor(
θGup(b′)) respectively.
⊓⊔
A. Appendix
The statements above generalizes to affine Hecke algebras of type C.
A.1. Affine Hecke algebras of type C. Fix p, q0, q1 in k
×. For any integer
m > 0 we define the affine Hecke algebra Hm of type Cm to be the affine Hecke
algebra of Sp(2m). It admits the following presentation. If m > 0 then Hm is the
k-algebra generated by
Tk, X
±1
l , k = 0, 1, . . . ,m− 1, l = 1, 2, . . . ,m
satisfying the following defining relations :
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(a) XlXl′ = Xl′Xl,
(b) (T0T1)
2 = (T1T0)
2, TkTk−1Tk = Tk−1TkTk−1 if k 6= 0, 1, and TkTk′ = Tk′Tk if
|k − k′| 6= 1,
(c) T0X
−1
1 −X1T0 = (q
−1
1 − q0)X1 + (q0q
−1
1 − 1), TkXkTk = Xk+1 if k 6= 0, and
TkXl = XlTk if l 6= k, k + 1,
(d) (Tk − p)(Tk + p−1) = 0 if k 6= 0, and (T0 − q0)(T0 + q
−1
1 ) = 0.
If m = 0 then H0 = k, the trivial k-algebra.
A.2. Remark. The affine Hecke algebra of type Bm is equal toHm/(q0−q, q1−q).
A.3. Intertwiners and blocks of Hm. We define
A′ = A[Σ−1], H′m = A
′ ⊗A Hm,
where Σ is the multiplicative system generated by
X±1l′ −Xl, X
±1
l′ − p
2Xl, 1−X
2
l , 1 + q0X
±1
l , 1− q1X
±1
l , l 6= l
′.
For k = 0, . . . ,m− 1 the intertwiner ϕk in H′m is given by the following formulas
(A.1)
ϕk − 1 =
Xk −Xk+1
pXk − p−1Xk+1
(Tk − p) if k 6= 0,
ϕ0 − 1 = q1
X21 − 1
(X1 + q0)(X1 − q1)
(T0 − q0).
There is an isomorphism of A′-algebras
A′ ⋊Wm → H
′
m, sk 7→ ϕk, ε1 7→ ϕ0, k 6= 0.
The semi-direct product group Z⋊Z2 acts on k
× as in Section 6.2. Given a Z⋊Z2-
invariant subset I of k× we denote by Hm-ModI the category of all Hm-modules
such that the action ofX1, X2, . . . , Xm is locally finite and all the eigenvalues belong
to I. We associate to the set I a quiver Γ with an involution θ as in loc. cit. Finally,
we assume that
1,−1 /∈ I, p, q0, q1 6= 1,−1.
Next, we define the element λ of NI as
(A.2) λ =
{ ∑
i i, i ∈ I ∩ {−q0, q1}, if − q0 6= q1,
2
∑
i i, i ∈ I ∩ {q1}, if − q0 = q1.
Finally we define θRm and
θRm-Mod0 as in Section 6.4. Note that if q0 = q1 = q
then λ is the same as in (6.2). Fix any formal series f(κ) in k[[κ]] such that
f(κ) = 1 + κ modulo (κ2).
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A.4. Theorem. There is an equivalence of categories
θRm-Mod0 → Hm-ModI , M 7→M
which is given by
(a) Xl acts on 1iM by i
−1
l f(κl) for l = 1, 2, . . . ,m,
(b) Tk acts on 1iM as follows for k = 1, 2, . . . ,m− 1,
(pf(κk)− p−1f(κk+1))(κk − κk+1)
f(κk)− f(κk+1)
σk + p if ik+1 = ik,
f(κk)− f(κk+1)
(p−1f(κk)− pf(κk+1))(κk − κk+1)
σk +
(p−2 − 1)f(κk+1)
pf(κk)− p−1f(κk+1)
if ik+1 = p
2ik,
pikf(κk)− p−1ik+1f(κk+1)
ikf(κk)− ik+1f(κk+1)
σk +
(p−1 − p)ikf(κk+1)
ik+1f(κk)− ikf(κk+1)
if ik+1 6= ik, p2ik,
(c) T0 acts on 1iM as follows
(f(κ1)− 1)2
(q1f(κ1)2 − q
−1
1 )κ
2
1
π1 +
(q−10 q
−1
1 − 1)f(κ1)
2 + 2f(κ1)
q−11 f(κ1)
2 − q1
if i1 = −q0 = q1,
(q1f(κ1) + q0)(f(κ1)− 1)
(1− q21f(κ1)
2)κ1
π1 +
(q0 − q
−1
1 )f(κ1)
2 + (q1 − q0)f(κ1)
f(κ1)2 − q21
if i1 = q1 6= −q0,
(q0f(κ1) + q1)(1 − f(κ1))
q1(q0f(κ1)2 − q
−1
0 )κ1
π1 +
(q1 − q
−1
0 )f(κ1)
2 − (q1 − q0)f(κ1)
q1(q
−1
0 f(κ1)
2 − q0)
if i1 = −q0 6= q1,
(i1f(κ1) + q0)(i1f(κ1)− q1)
q1(i21f(κ1)
2 − 1)
π1 +
(q1q0 − 1)f(κ1)2 + (q1 − q0)i1f(κ1)
q1(f(κ1)2 − i21)
if i1 6= −q0, q1.
Proof : Formula (A.2) yields
λi1 = 2 if i1 = −q0 = q1,
λi1 = 0 if i1 6= −q0, q1,
λi1 = 1 else.
The proof is the same as the proof Theorem 6.5, using (5.4) and (A.1).
⊓⊔
Now, all the statements in Section 8 generalizes. The proof is straightforward
and is left to the reader. In particular, if θKI denotes the Grothendieck group of
the category θR-proj, then we have a canonical isomorphism
θV(λ) = K ⊗A
θKI ,
where θV(λ) the same θB-module as in Theorem 8.31, with λ given by (A.2) instead
of (6.2). Theorem 10.19 generalizes as well.
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Index of notation
0.1 : m, Sm, Sm, ℓm, ℓm, 〈m〉,
0.2 : K(R), G(R), homR, HomR, A, gdim, k,
0.3 : SG,
1.1 : Γ, Hi,j , hi,j , i→ j, i 6→ j, i · j, EV, GV, V , Y
ν , Iν , Y m,
1.2 : FV,y, F˜V,y, πy, dy,
1.3 : SV, Ly, Lδy, ZV, Z
δ
V, FV, R(Γ)ν ,
2.1 : θ, ̟, θNI, θEV,
θEΛ,V, LΛ,V,
θGV,
θV ,
2.2 : F (W), F (W, ̟),
2.3 : θIν , θY ν , θY m,
2.4 : θFV,y,
θF˜Λ,V,y,
θπΛ,y, dλ,y,
2.6 : θLy, θLδy,
θSV,
θZΛ,V,
θFΛ,V, 1Λ,V,i,
2.7 : θ(b)b,
2.8 : θZδΛ,V,
3 : θFΛ,V,
θZΛ,V,
4.1 : G = O(V, ̟), F = F (V, ̟), T , W , WV,
4.2 : φV, Dl, ∆, ∆
+, Π, θBV,
θ∆V,
4.3 : Sm, Wm, w(i),
4.4 : φV,w, iw, Wν ,
θBV,w,
θNV,w,
4.5 : θOwV,
θOwV,x,y,
θPV,x,y,
θZxΛ,V,
4.7 : S, χl, M [λ], eu(M), Λw, Λ
x
w,w′,
4.8 : θeΛ,V,w,
θnΛ,V,w,
4.9 : θeΛ,V,w,w′,
θdΛ,V,w,w′,
θnΛ,V,w,w′,
θmΛ,V,w,w′,
4.11 : xi(l),
4.12 : Q, ψw, ψw,w′ ,
4.14 : λi(l), hi(k), σΛ,V(k), κΛ,V(l), πΛ,V(1), σΛ,V,i,i′(k), κΛ,V,i,i′(l), πΛ,V,i,i′(1),
4.16 : σΛ,V,i(k), κΛ,V,i(l), πΛ,V,i(1),
5.1 : θR(Γ)λ,ν , 1i, σk, κl, π1, Qi,j(u, v), ω,
5.3 : w˙, σw˙,
6.1 : Hm, Tk, Xl,
6.2 : ϕk, Hm-ModI ,
6.4 : θRm,
θRν , 1ν,ν′ , 1m,ν′ ,
θRm-Mod0,
θRm-fMod0, Hm-fModI , Ψ,
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6.9 : Ei, Fi, ki,
7.1 : Rm, ω, τ , ι, κ, wm,
7.2 : Rm,m′ , φ!, φ
∗, φ∗, P
♯, Pω, B, (• : •), KI , GI , 〈• : •〉, M ♭, BIm, ch(M),
7.4 : Ry,
7.5 : Li, Ly, Lmi,
7.6 : K, θi, θ
(a)
i , θy, r, f , Af , fν , G
up, Glow, B(∞), (• : •),
8.1 : θKI ,
θGI , P
♯, M ♭, f¯ , θGlow(λ), θGup(λ), θB(λ), 〈• : •〉, (• : •),
8.5 : θLi,
8.6 : Dm,m′ , Wm,m′ , Dm,m′;n,n′ , W (w),
θRm,m′ , ψ!, ψ
∗, ψ∗, ei, e
′
i, fi,
8.10 : θRi,
θRy,
θBIm, ch(M), deg(i, i′; i′′), Sh(i, i′),
8.16 : Nκ, for, Ei, Fi,
8.20 : e˜i, f˜i, εi, ∆ni, E˜i, F˜i,
8.29 : θB, θV(λ),
9.1 : ∆+s , ∆
+
l , ∆
+,
9.3 : θR6xν ,
10.1 : Ω, LΛ,V,Ω,
θEΛ,V,Ω,
θEν,Ω,
θFy,
θF˜y,Ω,
θP , θQ, θLy,
10.3 : θE1,Ω,
θE2,Ω, p1, p2, p3, fi,
10.6 : θE3,Ω, κ, ι, ei,
10.10 : E˜i, F˜i, εi,
10.15 : Y,
10.18 : e˜i, f˜i,
θL(λ), R,
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