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Main Idea
▶We surveyed the a small sample of the American population
on their assessment of ethical behavior & pressure.
▶We used ML to determine feature relevance on the survey.
▶We find that pressure is predictive of ethical behavior.
Summary of Survey and Dataset
▶ Survey. Our study examined the role of gender, income, and
religiosity in shaping ethical conduct, and the degree to
which perceptions of pressure might affect these variables.
▶ Dataset. In our previous study we administered a
questionnaire to 336 subjects in the northeastern United
States. The sample group included undergraduate students
about to enter the workforce and graduate students who are
currently employed. The table shows descriptive statistics
about the features in the dataset.
Feature N Average Std. Dev. max min
Ethicality 334 3.936 0.61 1.7 5
Pressure 334 2.700 0.78 1 5
Age: 18-29 334 0.994 0.08 0 1
Age: 30-49 334 0.003 0.06 0 1
Age: 65+ 334 0.003 0.06 0 1
Sex 334 0.554 0.50 0 1
Marital Status: never married 334 0.976 0.15 0 1
Marital Status: now married 334 0.018 0.13 0 1
Marital Status: separated 334 0.006 0.08 0 1
Level of Education 334 2.919 0.73 2 6
Employment: employed 334 0.069 0.25 0 1
Employment: out of work 334 0.006 0.08 0 1
Employment: self employed 334 0.018 0.13 0 1
Employment: student 334 0.907 0.29 0 1
Religiosity 334 2.054 0.92 1 5
Income 334 5.180 1.26 1 6
ML-Based Feature Importance
▶ Support Vector Machines for Regression (SVRs). If we
define a positive constant C > 0 describing the trade off
between the training error and define a penalizing term on
the parameters of an SVR as ||w||22 promoting sparser
solutions on w. And if we further, let variables ξi and ξ∗i be
two sets of non-negative slack variables that describe an
ϵ−insensitive loss function; then we can define an SVR as a
predictor over input data, x, with the objective
min
w,b,ξ,ξ∗
1
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||w||22 + C
N∑
i=1
(
ξi + ξ
∗
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)
subject to: yi − wTxi − b ≤ϵ+ ξi
wTxi + b− yi ≤ϵ+ ξ∗i
with ξ, ξ∗ ≥ 0, for all i = 1, 2, . . . , N , and where
D = {xi, yi}Ni=1 defines our data set. With this we trained
an SVR to model f(x) by successively selecting a single
feature from the feature set to record the cross-validatedR2
coefficient using each, whereR2 = 1−
∑
(y−f(x))2∑
(y−y¯)2 . Values
ofR2 close to 1 would indicate high feature importance,
while values close to 0 have low predictive value.
R2 feature importance of isolated features on SVRs. Analysis of∆R∗k on SVRs.
RFs feature ranking. 3D partial dependence plot of Pressure and Income.
▶ Then systematically removing the k-th feature we can
quantify its level of contribution by observing the change
with respect to the baseline,∆R∗. The contribution of the
k-th feature can be determined as∆R∗k = |R∗| − |R2k|.
▶ Random Forests for Regression (RFs). We also used RFs
since the algorithm naturally determines feature importance.
Arguably, features that are frequently and consistently closer
to the root, i.e., that are more pure, are considered important.
▶ Partial Dependence Analysis. We used PD plots to visually
describe the co-dependent relationship between important
features. We considered Ethicality and the best features
found with SVRs,∆R∗, and RFs; as our baseline regressor
we used Gradient Boosting.
Results and Findings
▶ SVR analysis suggests that Pressure is a good predictor.
▶ The∆R∗k analysis suggests that the removal of the variables
Employment, Education, and Pressure cause a a positive
∆R∗k, i.e., a drop in the regressor’s predictive ability.
▶ RFs analysis suggests that Pressure is highly predictive.
Also, Income, Education, and Religiosity seem to provide an
arguably moderate predictive ability.
▶ Partial dependence plots suggest a linear relationship
between Pressure and our independent variable; while
Income shows a quasi-concave relationship.
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