Theorem 1. For any n=1,2,… the following equality in distribution is valid: {Z(1),Z(2),…,Z(n)}
(1)
It follows from (1) that the inter-record values Z(1), Z(2)-Z(1),…, Z(n)-Z(n-1),… are independent and each of these differences has the standard exponential E(1)-distribution.
Hence the following characterization of the exponential distribution ( see statement 1 and its proof in [7 ] ) is not surprising. We propose below that the independent E(1)-distributed random shifts ξ 1 , ξ 2 and r.v.'s X 1 ,X 2 ,… are independent.
Theorem 2. Relation X(n-1)+ ξ
holds for some arbitrary n=2, 3 
,…, if and only if F(x)=max{0,1-exp(-(x-C))}, where C is any constant.
It is naturally now to suppose that the analogous to (2) equality
also must be valid for the exponentially distributed X's. Hence the next characterization (see [7] , statement 2) is surprising in some sense.
Theorem 3.
Relation
holds for some arbitrary n=2,3,…, if and only if
where C is any constant.
One can see that instead of the exponential distribution characterized by equality (2) relation (3), which is close to (2), characterizes the limiting for minimal order statistics type of distributions.
In [7] it was done the attempt to find in the simplest situation (for n=2 ) the general family of distributions which includes as the partial cases both the types of d.f.'s characterized by equalities (2) and (3). The following result was presented there. Note that the distributions characterized below in Theorem 4 are expressed via their inverse (quantile) functions Q(x)=inf{y:F(y) ≥x}, 0<x<1.
Theorem 4. Relation
holds for any arbitrary a and b, such that a≥0, b≥0 and a+b>0, if and only if
where C is any constant. 
Corollary 2. If a=0, b=1 in (5), then
and hence
F(x)=1-exp(-exp(x-C)), -∞<x<∞.
It confirms that the equality X(1) =X(2)-ξ 2 characterizes the limiting for minimal order statistics type of distributions.
3.
It is interesting to solve the problem presented above for any n=2,3,… (not only for n=2 ). We prove here a more general result than the statement given in Theorem 4.
Consider now for arbitrary n=2,3,… relation
where, as above, exponentially E(1)-distributed r.v.'s ξ 1, ξ 2 and X's having some d.f. F(x) and pdf f(x) are independent. It appears that the following generalization of Theorem 4 is valid.
holds for some n=2,3,…, and for any arbitrary a and b, such that a≥0, b≥0, a+b>0, if and only if
Remark 1.
It is not difficult to see that the result of Theorem 4 presents the partial (under n=2) case of the more general Theorem 5.
Corollary 3. If a=1, b=0 in (7), then (8) takes the form Q(x)=C-log(1-x), 0<x<1, and hence F(x)=1-exp(-(x-C)), if x≥C, and F(x)=0, if x<C.
Thus the equality X(n-1)+ξ 1 d = X(n) characterizes the exponential distribution with d.f.
Corollary 4. If a=0, b=1, then
We can present separately one more partial case of Theorem 5.
Corollary 5. If a=1, b=1, then relation
holds if and only if
Note that equality (10) can be rewritten in the following form:
Proof of Theorem 5.
Let F n (x) and f n (x), n=1,2,…, denote correspondingly d.f.'s and pdf's of record values X(1),X(2),…. It is known (see, for example, [2] , [5] or [8] ) that
and f n (x)=f(x)(-log(1-F(x))) n-1 /(n-1)!, n=1,2,….
Note also that
It is not difficult to notice that if a≠0 and b≠0 then 
Thus we get from (15) and (16) that relation (7) holds if
(17)
After differentiating the both parts of (17) one obtains easily that
One more differentiating allows us to find that
Recalling relations (13) (for n and n-1) and (14), after some evident transformations one gets from equality (18) that
Indeed, it was proved that (19) is valid if a>0 and b>0. It is not difficult to check that if a=0 and b>0, then, considering relation
we also easily get equality (19) with a=0. If a>0 and b=0 then we deal with equality
and also can get that in this case equality (19) is also valid with b=0.
Thus relation (19) holds in all situations when a≥0, b≥0 and a+b>0. It follows immediately from (19) that
Recalling that (-f(x)) is the derivative of (1-F(x)), it is possible to consider (21) as the corresponding differential equation and to get the solution of it in the following form:
where C is any constant. Substituting to (22) 
Two partial cases of Theorem 6 can be mentioned here. The next results are analogous to statements presented above in Corollaries 3 and 4. (-exp(-(x-C)/(n-1)) ), -∞<x<∞, where C is any constant.
Thus equality (23) characterizes the family of the extreme value distributions, which are also named sometimes as log-Weibull or doubly exponential distributions.
