ABSTRACT The strong consistency of least squares estimates in multiple regression models with indepen errors is obtained under minimal assumptions on the design and weak moment conditions on the errors. 
THEOREM 1 . Suppose that in [1] the random variables E1,C2, * *. are independent, Etj = Ofor all i, and supiEet < co. If [3] holds, then bn f 13 with probability 1.
Let b. = (b I,... , bnp)'. Thus, bn1 is the least squares estimate of (3, and its variance is orc|}) (assuming Ee2 = a2 for all i), where Cn = (cf)1 < , < p = (X nXn) [6] Theorem 2 below deals with the strong consistency of bnj and implies Theorem 1 as an immediate corollary. As the proof of Theorem 2 shows, the assumption of independence for the random variables et in Theorem I can be replaced by the weaker condition that the es form a martingale difference sequence; i.e., bn = (X'nXn)-'X'nyn [2] provided that X'IX,, is nonsingular. Assuming X',,X,, to be nonsingular, b. is an unbiased estimate of (3, with Cov(b,,) = a2(X',,X,, )-1. Hence, for b,, to converge as n oo Xto (3 in quadratic mean and hence in probability, it is sufficient that (X'nXn), 1O as n -*o. [3] ( [3] is also necessary for bn to converge to (3 in probability; see ref. 1 .)
The question whether [3] implies that bn converges to ( almost surely, however, is much harder. When the errors es are normal, Anderson-and Taylor (ref. 2) have shown that [3] implies the almost sure convergence of bn to (3. Without the assumption of normality, they have also shown that b,, converges to e almost surely under the assumption that the errors es are identically distributed, generalized Gaussian random variables and that [4] (see ref. 3). The latter assumption on the design is much stronger than [3] . Earlier, Drygas (ref. 1) obtained the strong consistency of bn under the alternative assumption that there exist positive constants kn -X and a positive definite matrix 2 such that 1 (X',,Xn) ; as n cO. [5] Although this condition reduces to [3] when p = 1, it is much stronger than [3] and defining Cn as in [6] , we have
Moreover, if the random variables Es are uncorrelated and have zero mean and the same variance o2 (O < or < oo), then for I > n > m, E(wi wn) =0.
[15]
The proof of Lemma 1 is omitted; some of the details can be found in ref. 2 [20]
[21]
The proof of Theorem 3 will be given elsewhere. In the next section, we shall give a simpler proof of the strong consistency of bn1 under stronger assumptions on the errors es. This alternative approach can also handle the case where X'. X. is singular. Generalized inverse and double arrays Suppose that in [1] ables. We now use this dual structure of un to obtain a very simple proof of Theorem 2 when the random variables Et satisfy certain fourth-order product moment assumptions. In fact, we shall prove the following more general. THEOREM 4. Let IEfi, i > 1, be a sequence ofrandom variables such that Eq = 0, EEd < o for all i, and E(EiE) =E(e-ej) = E(fEjEk) = E(EifEEkEQ) [22] = 0for any distinct i, j, k, 1.
Assume that there exists a positive constant K such that for all i, j, E(Ef2) < K(EE?)(E).
[ For fixed N and n with N > n, let O9 = aNi for N 2 i 2 n + 1 correlated and have a common variance a2> 0. Then the variance of a'X + Yn is a2a'X + (X +)'a. Moreover, for a E L, a'X+Yn is an unbiased estimate of a'(3 for all large n, and a necessary and sufficient condition for a'X +YYn to converge to a'fl in probability is that a'X + (X +)'a -asn -cX [34] (see ref. 
