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Zusammenfassung
Zu Beginn des 20. Jahrhunderts führte die Entwicklung der Quantenmechanik revolutionäre neue
Konzepte ein, die bisher in der klassischen Physik kein Pendant fanden. Eine faszinierende Neuerung
ist das Phänomen der Verschränkung. Es beschreibt einen nicht-separablen Zustand zwischen zwei
oder mehr Quantensystemen, welcher eine spezielle Verbindungsart aufweist, die nicht-lokale Korre-
lationen zwischen den Teilchen unabhängig von ihrer Entfernung ermöglicht. Diese kontraintuitiven
Konsequenzen stehen einigen etablierten klassischen Vorstellungen einer lokal-realistischen Weltan-
schauung entgegen, woraus sich grundlegende Diskussionen über die Interpretation der Quanten-
mechanik ergaben. Mit der Etablierung der Quantenmechanik, führten ihre einzigartigen Merkmale
zu einem völlig neuen Forschungsfeld der Quanteninformationswissenschaft, welche eine Vielzahl
möglicher Quantentechnologien mit Verschränkung als Schlüsselressource hervorbrachte. Darüber
hinaus ist die Verschränkung getrennter stationärer Quantenspeicher das zentrale Element zur Real-
isierung eines Quantennetzwerks.
Diese Arbeit berichtet über signifikante Verbesserungen einer Quantennetzwerkverbindung, die auf
der Verschränkung zwischen zwei Rubidium-87 Atomen basiert, welche in getrennten Laboren in
einem Abstand von 398 m gefangen werden. Die Verschränkung der Atome wird unter Verwendung
des ’entanglement swapping’ Protokolls erzeugt. Zunächst wird der Spin jedes der Atome mit der Po-
larisation eines Photons verschränkt, welches bei einem spontanen Zerfall des Atoms emittiert wurde.
Anschließend werden die emittierten Photonen in Einzelmoden-Fasern eingekoppelt, die zu einem
Bellzustandsanalysator führen. Durch die Projektion der Photonen auf einem Bell-Zustand werden
dann die Atome miteinander verschränkt. In diesem Schema ist die Atom-Atom-Verschränkungsrate
durch die Effizienz begrenzt, mit der Licht aus Quantenspeichern aufgesammelt und in Einzelmoden-
Fasern eingekoppelt wird. Die Qualität der verwendeten Optik ist also von großer Bedeutung.
Um eine signifikante Verbesserung zu erreichen, wurden neue Objektiv-Aufbauten mit hoch-NA Lin-
sensystemen entworfen und implementiert. Es wurde dazu ein detailliertes Modell entwickelt, das den
Aufsammel- und Kopplungsprozess einzelner emittierter Photonen beschreibt, wodurch die Auswahl
geeigneter Optiken für die neuen Objektiv-Aufbauten ermöglicht wurde. Ferner wurden die Objektive
vollständig charakterisiert und Justage-Kriterien für einen beugungsbegrenzten Betrieb spezifiziert.
Zudem wurden verschiedene Justage-Methoden und -Werkzeuge für die Implementierung entwick-
elt, um eine optimale Leistung zu gewährleisten. Die lokalen Kopplungseffizienzen konnten dadurch
um den Faktor ~ 2,5 und ~ 3,5 für das System in Labor 1 bzw. Labor 2 gesteigert werden, was
zur Verbesserung der Atom-Atom-Verschränkungseffizienz um einen Faktor von ~ 6,5 im Vergleich
zu früheren Messungen führt. Die damit verbundene gesteigerte Atom-Atom-Verschränkungsrate er-
möglicht es die Messdauer deutlich zu verkürzen, wodurch die Präzision der Experimente gesteigert
werden kann.
Die Verbesserung der Aufsammeloptik ermöglichte zudem die Realisierung einer ersten Quantenkom-
munikationsanwendung, nämlich der Verteilung von Atom-Photon-Verschränkung über eine Länge
von 20 km optischer Glasfaser mit einer Quantenzustandstreue von 78.5 ± 0.9 %. Um die Trans-
missionsverluste des Einzelphotons in der Glasfaser bei seiner Emissionwellenlänge von 780 nm zu
überwinden, wurde die Wellenlänge des Photons mit Hilfe von Quantenfrequenzkonversion in den
Telekom-Wellenlängenbereich zu 1522 nm umgewandelt. Dies stellt einen wichtigen Schritt für den
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nächsten Meilenstein des Experiments dar, welcher die Vergrößerung der Distanz der Quantennetzw-
erkverbindung umfasst.
Des Weiteren wird in dieser Arbeit ein Test der Bell’schen Ungleichung vorgestellt, der mit der
Quantennetzwerkverbindung durchgeführt wurde, bevor diese mit den besseren Aufsammlungsop-
tiken aufgerüstet war. Daher kann diese Messung als Referenz für die Systemleistung in Bezug auf
Verschränkungsrate und Quantenzustandstreue dienen. Durch die Sicherstellung raumartig getrennter
Messungen und der Verwendung eines ’Ereignis-bereiten’ (’event-ready’) Verschränkungsschemas
wurden das Lokalitäts- und Detektionsschlupfloch gleichzeitig geschlossen. Eine Messung von 10000
verschränkten Atom-Atom-Paaren ergab einen CHSH S-Parameter von S = 2.221 ± 0.033, was mit
einer statistischen Signifikanz (P-Wert) von 1.739 · 10−10 zu einer starken Ablehnung des lokalen
Realismus führt.
Abstract
In the early 20th century, the development of quantum mechanics introduced revolutionary new con-
cepts that have no counterpart in classical physics. One fascinating new feature is the phenomenon
of entanglement. It describes a non-separable state between two or more quantum systems with a
particular type of connection, which allows for non-local correlations between the particles indepen-
dent of their separation. These counter-intuitive consequences oppose some well-established classical
ideas of a local-realistic world view, which led to fundamental discussions about the interpretation
of quantum mechanics. However, once quantum mechanics was established, its unique features gave
rise to an entirely new research field of quantum information science that brought up a wide variety of
possible quantum technologies with entanglement as an essential resource. Moreover, entanglement
between distant stationary quantum memories is the central element for realizing a quantum network.
This work reports on significant improvements of a quantum network link, which is based on the
entanglement between two Rubidium-87 atoms trapped in separated laboratories 398 m apart. The
entanglement of the atoms is generated by utilizing the entanglement swapping protocol. First, the
spin of each atom is entangled with the polarization of a photon emitted in a spontaneous decay of the
atom. Afterwards, the emitted photons are coupled into single-mode fibers that guide them to a Bell
state measurement setup, where a joint measurement of the photons projects the atoms onto an entan-
gled state. In this scheme, the atom-atom entanglement rate is limited by the efficiency of collecting
light from the quantum memories and coupling it into single-mode fibers. Hence, the quality of the
employed optics is of great importance.
In order to achieve a significantly improved performance, new objective setups with high-NA lens
systems were designed and implemented. For this purpose, a detailed model was developed that de-
scribes the collection and coupling process of single emitted photons, which allowed selecting suitable
optics for the new objective setups. Further, the objectives were fully characterized, and alignment
criteria for a diffraction-limited operation were specified. In addition, several alignment methods and
tools were developed that guarantee an implementation yielding an optimal performance. As a result,
the local coupling efficiencies could be increased by a factor of ~ 2.5 and ~ 3.5 for the system in
Lab 1 and Lab 2, respectively. This improved the atom-atom entanglement efficiency by a factor of
~ 6.5 compared to previous measurements. The associated increase in the atom-atom entanglement
rate makes it possible to shorten the measurement time significantly and thus allows for enhanced
precision of the experiments.
The improved collection optics enabled the realization of a first quantum communication application,
namely the distribution of atom-photon entanglement over 20 km of optical fiber with a fidelity of
78.5 ± 0.9 %. For the implementation, it was essential to overcome the photon transmission losses
in optical fibers for the emission wavelength of the single photon at 780 nm by employing quantum
frequency conversion to the telecom wavelength at 1522 nm. This represents a crucial step towards
the next milestone of the experiment, i.e. increasing the range of the quantum network link.
Furthermore, this thesis presents a test of Bell’s inequality performed on the quantum network link
before it was upgraded with better collection optics. Hence, this measurement can serve as a reference
for the system performance in terms of entanglement rate and fidelity. The locality and the detection
loophole were closed simultaneously by ensuring space-like separated measurements and using an
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event-ready entanglement scheme. A measurement with 10000 entangled atom-atom pairs yielded a
CHSH S-parameter of S = 2.221 ± 0.033, allowing for a strong rejection of local realism with a
statistical significance (P-value) of 1.739 · 10−10.
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At the turn of the 20th century, technological progress enabled observations like the black-body radi-
ation, the stability of atoms, and discrete atomic energy spectra, which could not be explained within
the framework of classical physics. Hence, a more extensive theory was required to resolve these
mysteries. In 1900, Max Planck formulated the law of black-body radiation by assuming a quanti-
zation of light-matter interaction in discrete energy packets of hν [1], with the light frequency ν and
a newly introduced fundamental constant h. This marked the starting point for the development of
quantum mechanics, which in the following decades was developed further by Niels Bohr [2], Werner
Heisenberg [3, 4], Erwin Schrödinger [5], and many others, enabling a consistent description of the
problems mentioned above.
Quantum mechanics not only provided a more accurate description of nature but also introduced new
concepts, which led to surprising and counter-intuitive consequences. For example, Heisenberg’s un-
certainty principle prohibits the simultaneous measurement of two non-commuting observables (e.g.
position and momentum) with absolute precision. Moreover, before measuring a quantum system,
quantum mechanics generally describes it as a coherent superposition of different states, which at the
moment of measurement is projected onto an eigenstate of the measured observable. An especially
fascinating new property is the concept of entanglement. Entangled particles are in a common quan-
tum state, which cannot be described independently of one another. The particles show a particular
type of connection, which immediately correlates the measurement result of one particle to the result
of the other, independent of the distance between the particles. As their consequences oppose certain
well-established classical ideas of a local-realistic world view, these controversial new concepts led to
discussions about the interpretation of quantum mechanics, as can be seen in the historical debate be-
tween Niels Bohr and Albert Einstein [6]. Following this discussion, Albert Einstein, Boris Podolsky,
and Nathan Rosen questioned the completeness of quantum mechanics in their famous EPR-paradox
paper in 1935 [7], where they postulated the existence of so-called local hidden variables (LHV),
which would extend quantum mechanics to a complete theory while maintaining the concept of local
realism.
The controversy about the existence of LHV and the completeness of quantum mechanics continued
for the coming years [8–10], however, merely on a theoretical level. In 1964 the situation changed
when John Bell showed the possibility of testing the validity of LHV concepts experimentally [11].
He formulated his findings in the form of an inequality, which for all theories governed by local real-
ism gives a strict bound on the result of correlation measurements performed on an entangled pair of
particles. In contrast, the quantum mechanical prediction exceeds this bound for certain measurement
settings. However, necessitating perfect correlations, Bell’s inequality in its original formulation is
experimentally impracticable. Clauser, Horne, Shimony, and Holt reformulated the inequality a few
years later, making it more applicable for experiments [12]. In subsequent decades, many experiments
violating the CHSH inequality were performed, e.g. [13–16], and by this contradicting a local-realistic
description. However, all of these measurements were dependent on further assumptions that open up
so-called loopholes [17] to the LHV theories allowing them at least in principle to explain the ex-
perimental outcomes. Only recently, experiments free from the most important loopholes could be
conducted [18–21], which provide strong evidence against local realism.
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Apart from this fundamental controversy, it was realized that the unique properties of quantum me-
chanics carry great potential for possible quantum technologies. This gave rise to the completely new
research field of quantum information science, which over the years, brought up a wide variety of
different quantum information protocols with entanglement as an essential resource. Some examples
are, dense coding [22], quantum metrology [23], quantum computing [24, 25], quantum teleportation
[26], entanglement swapping [27], and quantum key distribution [28]. Besides, there is a new type of
so-called device-independent protocols, e.g. for quantum key distribution [29] and random number
generation [30], which rely on the violation of Bell’s inequality to obtain trusted results, albeit the
measurement devices are faulty and possibly not trustworthy.
To utilize the full capacity of quantum information science, several of these protocols must be brought
together within a future, large-scale quantum network [31], as it enables applications like distributed
quantum computing and secure communication over long distances. The general structure of such a
network consists of numerous stationary quantum bits (qubits), serving as quantum memories, which
are connected via photonic quantum channels allowing for the exchange of quantum information. A
central resource for quantum networks is the ability to share and distribute entanglement between sep-
arated quantum memories. Evidently, for this an efficient light-matter interface is mandatory. Here,
the properties of the applied photon collection optics determine the rate at which quantum information
can be exchanged and hence are of great importance. Possible candidates for quantum memories are,
e.g., trapped neutral atoms [32, 33], trapped ions [34, 35], atomic ensembles [36–38], color centers in
diamond [39, 40], quantum dots [41, 42] or rare-earth ions in solids [43, 44]. However, the range of
the quantum connection is limited by photon loss in optical fibers. Even with recently developed tools
of quantum frequency conversion [45, 46], which allow converting photons to the low loss telecom
bands of optical fibers, the achievable range is still limited to distances of < 100 km. The develop-
ment of a quantum repeater will therefore be essential for the scalability of a quantum network, as it
allows to overcome this exponential photon loss [47]. Additionally, quantum repeater schemes utilize
error correction protocols like entanglement distillation or state purification to counteract imperfec-
tions and state decoherence of the entanglement distribution.
This work presents the clear improvement of a quantum network link by designing and implement-
ing high-NA photon collection optics. The enhanced performance of this link, which is based on
the entanglement between two neutral Rubidium-87 atoms, enables the realization of a first quantum
communication application, i.e. long-distance distribution of atom-photon entanglement over several
kilometers using the tool of quantum frequency conversion.
This work’s basic quantum network link uses single atoms as quantum memories trapped [48] in two
separate laboratories 398 m apart. Entanglement between the atoms is generated in two steps. First,
the spin of each atom is entangled with the polarization of a single photon emitted in the spontaneous
decay of the atom [32, 49], which combines the storage and transmission capability of quantum in-
formation. Second, the entanglement of the atom-photon pairs is transferred to the atoms using the
entanglement swapping protocol [27]. Therefore, both photons are coupled into single-mode fibers
that guide the photons to a Bell state measurement setup, where a two-photon coincidence detection
heralds a successful generation of atom-atom entanglement [50, 51]. Combined with a high fidelity
and fast atomic state measurement [52], the quantum network link enables space-like separated mea-
surements on the distant atoms [53], which is an essential requirement for a conclusive Bell test.
There are three main parts of the thesis. The first covers a Bell experiment performed using atom-
atom entanglement distributed via the quantum network link described above. Here, the event-ready
measurement scheme together with the ability of space-like separated measurements and the usage
of quantum random number generators [54] for an independent setting choice allow violating Bell’s
inequality with both the locality and the detection loophole closed. Further, this enables refuting
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local realism up to the so-called free will loophole, which would require the space-like separated
generation of random numbers. The second part describes an upgrade of the system with improved
high-NA collection optics relative to the ones used for the Bell test. Thematically, this contains a
detailed model describing the collection and coupling process of the single photon into a single-mode
fiber. With that, it is possible to find suitable optics to design the objective setups and estimate the
expected performance. In addition, a complete characterization of the lens system is provided, which
analyzes its optical quality in terms of wave aberrations and specifies alignment criteria for optimal
performance. Also, details of the objectives’ design, construction, and implementations are discussed,
and their measured performance is compared to the previous system. Finally, a quantum communica-
tion application is presented in the third part, which is enabled by the improved collection optics, i.e.
the distribution of atom-photon entanglement over up to 20 km of optical fiber. Quantum frequency
conversion of the single photon wavelength to the telecom regime is realized in one of the laborato-
ries to overcome the photon transmission losses. This manifests the first step towards a significantly
increased distance between the entangled atoms, which requires another conversion system for the
second laboratory and a Bell state measurement at telecom wavelength.
The thesis is structured as follows: Chapter 2 describes the experimental setup and methods employed
to trap single atoms, generate atom-photon and atom-atom entanglement, and measure the atomic
states. In Chapter 3, the experimental realization and the results of the Bell test are shown, which al-
low for a significant violation of Bell’s inequality and providing strong evidence against local realism.
Moreover, a detailed statistical analysis of all bits generated by the quantum random number generator
during the Bell test is performed, which allows identifying potential artifacts or malfunctioning of the
generators. The following three chapters focus on the improved collection optics. While Chapter 4
covers the model of the photon collection and coupling process, Chapter 5 contains a complete char-
acterization of a high-NA objective in terms of wave aberrations, which would limit the achievable
coupling efficiency. Chapter 6 concludes this discourse by providing details about the new objec-
tive setups, their design and implementation, and an analysis of the increased performance. Finally,
enabled by the upgraded system, Chapter 7 reports on realizing long-distance atom-photon entangle-
ment distribution over up to 20 km of optical fiber by employing quantum frequency conversion of
the spontaneously emitted single photon to the telecom wavelength regime.
3

2. Long-Distance Entanglement of Two
Rubidium-87 Atoms
The generation of long-distance entanglement of quantum memories is one of the major requirements
for future scalable quantum networks. In this thesis, the entanglement swapping protocol is utilized
to generate heralded entanglement between two atomic qubits located in two laboratories separated
by a distance of 398 m (Fig.2.1). This process involves several experimental steps and a high level of
control over the quantum systems.
In this chapter, the experimental methods and theoretical concepts relevant for understanding the
experiment are discussed. It starts by introducing the physical properties of 87Rb-atoms, which will
be used as quantum memories. After that, the experimental setup and the techniques needed for
trapping single atoms and controlling and measuring their atomic spin states are explained. Finally,
the chapter concludes with a description of the entanglement process of the two remote atoms.
2.1. Quantum Memory on 87Rb
A single neutral Rubidium-87 atom constitutes a suitable candidate for a quantum memory, as it
offers a stable ground state, in which a qubit can be encoded and relatively long coherence times
can be achieved. Furthermore, the atom provides a light-matter interface, which allows distributing
entanglement over long distances. Here, the spontaneous decay of an excited atom is used to generate
entanglement between its Zeeman spin state and the polarization state of the emitted photon (Subsec.
2.3.2), which can be distributed over long distances via optical fibers. By these means, it is possible
to interconnect two remote quantum memories in an event-ready scheme (Sec. 2.6). In such schemes,
the atomic state readout will only be initiated after a so-called ’heralding’ signal indicates a successful
atom-atom entanglement generation. Coherence times of the quantum memories longer than the signal
transmission time are therefore desirable, which can be provided by the stable and well-controlled
ground state. Finally, the rubidium atom provides the possibility to implement a high fidelity atomic
state readout (Sec. 2.4.2), which is useful in any case but especially for a test of Bell’s inequality, it is
also required to be very fast to ensure space-like separation.
Rubidium-87 is an alkaline atom with only one valence electron. As such, it has a relatively simple
and well understood hydrogen-like level structure, which offers all necessary optical transitions for
cooling, trapping and coherent control of the quantum system (e.g. state preparation and analysis).
All relevant energy levels are shown in Fig. 2.2. The ground state is denoted as 52S1/2 and the first
excited state as 52P , which splits up due to fine-structure splitting into two levels 52P1/2 and 52P3/2.
Transitions from the ground state to these two excited states are named D1- and D2-line, respectively.
The nuclear spin I = 3/2 leads to further splittings into hyperfine levels, which are for the 52S1/2
ground state the two levels F = 1, 2 and for the excited states 52P1/2 and 52P3/2 the levels F ′ = 1, 2
and F ′ = 0, 1, 2, 3, respectively. Each hyperfine level is divided into Zeeman states with the quantum
number mF , which in the following will be written for the ground state F as |F,mF 〉 and for the








Figure 2.1.: The laboratories (Lab 1 and Lab 2) are located in different buildings at the main campus
of the Ludwig-Maximilians-Universität in Munich. They have a separation of 398 m
and are connected with a 700 m long fiber channel [21, 53, 55]. This channel contains
several optical fibers to establish communication and synchronization between the trap
setups and guide the fluorescence emitted by the atoms. The map data is provided by the
’Bayerisches Landesamt für Digitalisierung, Breitband und Vermessung’.
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1 1,- 1 1,+
ionization threshold
Figure 2.2.: Energy level structure of 87Rb [56]. The ground state 52S1/2 splits into the hyperfine-
levels F = 1 and F = 2. The first excited state 52P splits due to fine structure and hyper-
fine structure splitting into the levels 52P1/2, F ′ = 1, 2 and 52P3/2, F ′ = 0, 1, 2, 3. Each of
the hyperfine levels is subdivided into Zeeman sublevels with the quantum number mF .
The wavelength of the transition from 52S1/2 to 52P1/2 (D1) is 794.98 nm and of the tran-
sition from 52S1/2 to 52P3/2 (D2) is 780.24 nm. The ionization threshold for the 52P1/2
level is 473.67 nm. The atomic qubit is encoded in the Zeeman sublevelsmF = ±1 of the
ground state 52S 1
2
, F = 1. Here mF = −1 is labeled with |1,−1〉 = |↓〉z and mF = +1
with |1,+1〉 = |↑〉z (blue).
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The atomic qubit is encoded in the Zeeman states |↓〉z = |F = 1,mF = −1〉 and
|↑〉z = |F = 1,mF = +1〉 of the 52S1/2 ground state. The two qubit states together with the state
|F ′ = 0,mF ′ = 0〉 of the 52P3/2 excited state form a so-called Λ-System used to generate an en-
tangled atom-photon state. Here, the entanglement arises from the spontaneous decay of the state
|F ′ = 0,mF ′ = 0〉 to the ground state through the emission of a single photon, the polarization of
which is entangled with the Zeeman substates of the F = 1 ground state (Subsec. 2.3.2). Thus, a fast
and efficient atomic state readout scheme can be implemented by exploiting dipole selection rules and
using polarized light to address individual Zeeman substates (Sec. 2.4.2). Furthermore, the closed
transition 52S1/2, F = 2→ 52P3/2, F ′ = 3 offers a convenient way for efficient laser cooling.
2.2. Trapping Single Atoms
In order to perform experiments on single 87Rb atoms a trapping method is required, which keeps
an atom at a stable and fixed position. Additionally, shielding the atom from external influences
is necessary to achieve precise control over the quantum system and obtain long coherence times.
However, trapping single atoms is only possible in an ultra-high vacuum (UHV) environment, which
significantly reduces the probability of collisions with other atoms or molecules.
The actual trapping is done in two steps: First, a cloud of cold atoms is formed from the background
gas using a magneto-optical trap (MOT) [57]. This reduces the velocity of the atoms enough for the
second stage where a single atom can be loaded from the MOT into an optical dipole trap (ODT) [58].
2.2.1. Laser and Vacuum System
One technical advantage of using 87Rb as the quantum system of choice is the great variety of stan-
dard optical components and laser systems, which are commercially available for the desired atomic
transition wavelengths. For the most important optical transitions, the D1 line at 795 nm and the D2
line at 780 nm, grating-stabilized diode lasers are used. The laser diodes are frequency stabilized
with an external resonator formed by an actively controlled diffraction grating using the signal of
Doppler-free saturation spectroscopy. Acousto-optic modulators (AOMs) are further used to fine-tune
the light frequency for addressing different hyperfine levels of the atom and to generate the required
pulse sequences.
The lifetime of the atoms in an ODT is mainly limited by collisions with the background gas.
Thus the atoms are trapped inside a UHV setup composed of a glass cell, steel parts with pumps,
and metal vapor dispensers as the source of the Rb atoms. After evacuating the vacuum system it
allows for pressures below 10−9 mbar, which can be maintained with an ion getter pump. The glass
cell provides good optical access for all needed laser beams while having enough space inside for
two particle detectors used for the fast and efficient atomic state readout. For more details about the
vacuum system see [52].
2.2.2. Magneto-Optical Trap
For trapping atoms in an optical dipole trap, their kinetic energy should be lower than∼ 1 mK. More-
over, for efficient loading, it is necessary to have a high density of cold atoms at the focus position of
the dipole trap. Both can be achieved with a magneto-optical trap as it combines cooling and confining
the atoms.
The MOT is formed by pairs of counter-propagating laser beams, one for each spatial direction.
The beams overlap in a common intersection point, which coincides with the center of a magnetic
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quadrupole field generated by a pair of coils in an anti-Helmholtz configuration. The optical wave-
lengths used for the beams are the cooling light (CL) red-detuned to the cycle transition 52S1/2, F =
2→ 52P3/2, F ′ = 3 and the repump light (RP) resonant to the transition 52S1/2, F = 1→ 52P3/2, F ′ =
2. The latter is needed since there is the probability that the atoms leave the cooling cycle by decaying
into the 52S1/2, F = 1 ground state due to off-resonant excitation. Applying repump light transfers the
atoms back to the 52S1/2, F = 2 ground state and closes the cooling cycle. Due to the Doppler effect,
light from the red-detuned cooling beams will preferentially be scattered from atoms moving opposite
to the beam propagation direction. This leads to a directed momentum transfer which slows down,
i.e. cools the atoms in all three spatial degrees of freedom. This dissipative friction force only cools
the atoms but does not trap them. Therefore, the magnetic quadrupole field is needed, which induces
a spatially dependent shift of the atomic Zeeman states. When this shift is combined with a proper
choice of circularly polarized light in the six beams, it leads to spatial confinement of the atoms. By
these means, a cold atom cloud containing > 104 atoms confined in a space < 1 mm in diameter can
be created. Due to the effect of polarization gradient cooling [59], the temperatures achieved in the
experiment are in the order of 30µK − 50µK, well below the so-called Doppler limit of 146µK for
87Rb [56].
2.2.3. Optical Dipole Trap
The principle of an optical dipole trap is based on the AC-stark effect. Here the interaction of the
atom with light, which is far detuned from all atomic transitions, causes a shift of the energy levels
depending on the light intensity. Due to this large detuning, unwanted processes like off-resonant
excitation and photon scattering can be neglected. In the case of 87Rb, a red-detuned light field causes
a lowering of the ground-state hyperfine levels resulting in an attractive trapping potential, whereas
blue-detuned light results in a repulsive potential. In this experiment, a tightly focused Gaussian laser
beam is used to create an attractive trapping potential. As the potential depth depends on the local
intensity of the beam, the atoms will be trapped in the focus position.
For large detunings, the complex level structure of 87Rb can be well approximated by an effective
three-level system consisting of the ground state 52S1/2 and the two excited states 52P1/2 and 52P3/2.
The resulting trap potential Udip(r, z) for an atom in a given hyperfine level F and intensity distribu-










) · I(r, z), (2.1)
with the spontaneous decay rate of the excited states Γ and the central transition frequency of the D-
line ω0. gF is the Landé-factor of the particular ground state 52S1/2, F with the corresponding Zeeman
statemF . The detunings ∆2,F and ∆1,F refer to the central transition frequency of the hyperfine level
F to the excited states 52P3/2 and 52P1/2, respectively. The parameter P describes the polarization
of the dipole trap and can take the values Pε [−1,+1]. For linear polarized light P = 0, while for
circular σ± polarized light P = ±1.
Equation 2.1 reveals that the degeneracy for different Zeeman states (mF ) gets lifted for not linear
polarized light, which leads to an unwanted state evolution (Sec. 2.5). In the setup, the dipole trap is
linearly polarized to eliminate the splitting of different mF states.
The spatial shape of the trapping potential is given by the intensity distribution of the TEM00 mode
of a Gaussian beam propagating along the z-direction:

















(a) Schematic surface plot of the TEM00 mode of a Gaus-
sian beam and the corresponding trapping potential
Udip.












(b) Contour plot of the thermal density distribution of an
atom inside the optical dipole trap.
Figure 2.3.: Schematic plot of a TEM00 Gaussian beam with the corresponding trapping potential
Udip. The overlayed color plot resembles the thermal density distribution of an atom inside
the potential of the ODT. Here red colors indicate high probability densities, while blue
colors show low probability densities.







the waist of the Gaussian beam at position z, wD the waist at the
focus (z = 0), zR =
πw2D
λ the Rayleigh length, and λ the wavelength of the laser. The maximal
intensity at the center of the focus is I0.
Since the thermal energy of the atom is much smaller than the trap depth (kBT  U0), the trap















Here ωr and ωz denote the transverse and the longitudinal trap frequency, respectively,U0 = Udip(0, 0)
is the potential trap depth at the focus position, and mRb is the mass of 87Rb.
In this low-energy approximation, one can write the thermal density distribution Pth(r, z, T ) of an
atom inside a harmonic trapping potential as [60]:
















the Gaussian spatial standard distribution (for i = r along the transverse direction
and i = z along the longitudinal direction). A graphical representation of the transverse and longitu-
dinal shape of the trapping potential together with the corresponding thermal probability distribution
of the atom are shown in Fig. 2.3.
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By focusing the dipole trap into the cold cloud of 87Rb atoms created by the MOT, atoms can be
loaded in the ODT 2.2.4. With a proper choice of trap parameters such as depth and size together
with the cooling light, the collision blockade effect [61] guarantees that only a single atom is trapped.
The experimental realization of the dipole trap in Lab 11 uses a wavelength of λD = 849.5 nm with
a beam waist of wD = 2.05µm and operates with an optical power of P0 = 60 mW resulting in a
trap depth of U0 = kB · 2.78 mK. The corresponding trap frequencies are ωr = 2π · 80.7 kHz and
ωz = 2π · 7.6 kHz.
2.2.4. Confocal Microscope Objective - Observing Single Atoms
Collecting and analyzing the light emitted by a single atom is crucial for all main steps in the ex-
perimental sequence: the loading of the atom, the generation of atom-photon entanglement, and sub-
sequently atom-atom entanglement, as well as the atomic state readout. For all of this, the central
optical component used in the experiment is a custom made microscope objective2. Considering that
the objective is placed outside the UHV glass cell and thus needs a long working distance of 14 mm,
it still has a high numerical aperture (NA) of 0.5. Fluorescence light can be efficiently collected
with this NA, which is discussed in detail in Chapter 4. Besides collecting light from the atom, it is
also used to focus down the ODT trapping beam and a pulsed laser beam to ionize the atom for the
atomic state readout (Subsec. 2.4.2). Since these applications operate at three different wavelengths
(λflou = 780 nm, λODT = 849 nm/857 nm and λion = 450 nm / 473 nm), the microscope objective
is specially designed for this purpose. The design is corrected for the 3.5 mm thick wall of the glass
cell, which allows nicely focusing laser beams from the outside and collecting light emitted from the
inside in a confocal arrangement. Two dichroic mirrors are used to superimpose the different wave-
lengths so that the three foci coincide at one point inside the glass cell. An overview of the microscope
objective setup is shown in Fig. 2.4. Details about the used components and the techniques to align
the objective will be elaborated in Chapter 6.
The quantization axis for the atom is experimentally defined by the microscope objective setup
and coincides with the direction of fluorescence collection (the optical axis of the objective). In the
experiment, this axis is defined as the z-axis of the coordinate system. For more details about the
definition, see Appendix B.
Sequence to Trap a Singe Atom
Loading a pre-cooled atom from the MOT into the ODT requires the scattering of additional cooling
photons to lose the gained potential energy. Fluorescence light can efficiently be collected by the ob-
jective once the atom is trapped in the ODT and its position coincides with the focus of the collection
optics. The collected light is coupled into a single-mode fiber and guided to single-photon counting
modules (SPCMs). A sudden increase of the detected photon count rate above a certain threshold
indicates successful loading of an atom into the ODT. Directly afterwards the electrical current of the
MOT coils is shut off and the cold cloud of atoms immediately starts to expand, thus leaving the single
atom undisturbed for further experiments. At the moment the atom is lost from the trap the count rate
drops under another threshold and the MOT coils are turned on again, switching the experiment to the
loading procedure to load the next atom. The process of reloading an atom is completely automatized
by continuously monitoring the photon count rate with a computer.
1The trap parameters for Lab 2 are slightly different and for completeness are given here: λD = 857 nm, wD = 2.42µm,
P0 = 52 mW, U0 = kB · 2.15 mK, ωr = 2π · 59.7 kHz, ωz = 2π · 4.8 kHz.




























Figure 2.4.: Overview of the confocal microscope objective setup. The objective creates the trapping
potential for a single atom by focusing the laser beam of the ODT (magenta) into the
cold cloud of 87Rb atoms formed by the MOT at the intersection point of the cooling
beams (dashed red arrows). The single atom is trapped in the focus position of the ODT
beam (black dot). In a confocal arrangement, the objective collects fluorescence light
emitted by the atom (red) and couples it into a single-mode fiber leading to a single photon
detection and polarization analysis setup. Two dichroic mirrors superimpose the different
wavelengths such that the three foci coincide inside the UHV glass cell. The quantization
axis (z) for the atom is defined by the optical axis of the microscope objective.
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2.3. Atom-Photon Entanglement
As a first step towards atom-atom entanglement over a long distance, the generation of atom-photon
entanglement in two independent laboratories is needed. The spontaneous emission process of a well-
defined excited state in principle leads to an entanglement of the emitted photon state with the final
state of the atom. In this experiment, the atom is initially prepared in the |F = 1,mF = 0〉 state by
optical pumping, from where it is excited to the state |F ′ = 0,mF = 0〉. The subsequent spontaneous
decay into the 52S1/2, F = 1 manifold of the ground state generates an entangled atom-photon state.
2.3.1. Initial State Preparation
After successfully cooling and trapping a single atom, it will be found in one of the two ground-state
levels 52S1/2, F = 1, 2 and, after the cooling cycle, with a high probability in F = 2. Preparing
the atom in the |F = 1,mF = 0〉 state is done by optical pumping with two simultaneously applied
lasers that excite all other states of the ground levels. The first laser is resonant to the transition
52S1/2, F = 2→ 52P3/2, F ′ = 1 (’pump2→1’) and excites the atom to 52P3/2, F ′ = 1, from where it
can decay either back to F = 2 or F = 1 (Fig. 2.5a). Irradiating the atom continuously with this laser
will eventually empty the F = 2 level, and the atom population will end up in F = 1. Alternately
pumping from different directions and by that with different polarizations will address all Zeeman
substates of the F = 2 level, leaving no dark state for this transition. This is crucial as the population
in a potential dark state will stay in F = 2 and thus decrease the achievable pump efficiency. A second
laser, π-polarized and resonant to the transition 52S1/2, F = 1 → 52P3/2, F ′ = 1 (’pump1→1’), is
needed to empty the two states |F = 1,mF = ±1〉 (Fig. 2.5b). The transition |F = 1,mF = 0〉 →
|F ′ = 1,mF = 0〉 is forbidden due to dipole selection rules, leaving |F = 1,mF = 0〉 as the only
dark state. The atom will ultimately decay into the dark state by continuously scattering photons
from those two lasers, which completes the optical pumping. With this scheme, a state preparation
efficiency of ηpump = 0.8 is achieved in less than 4µs. For more details, see [53].
2.3.2. Generation of Atom-Photon Entanglement
The optical pumping process prepares the atom in the state |F = 1,mF = 0〉 from where it is excited
with a short π-polarized laser pulse to the excited state |F ′ = 0,mF = 0〉. This state spontaneously
decays with a lifetime of 26.24 ns to the 52S1/2, F = 1 manifold via three possible decay channels by
emitting a single photon (Fig. 2.5c and 2.5d). The photon polarization is directly related to the final
Zeeman substate of the atom due to the conservation of angular momentum. In more detail: A decay
into |F = 1,mF = −1〉 leads to an emission of a σ+-polarized photon, a decay into |F = 1,mF = 0〉
leads to an emission of a π-polarized photon, and a decay into |F = 1,mF = +1〉 leads to an emis-
sion of a σ−-polarized photon. All polarizations and atomic spin states are defined according to the
quantization axis of the system, i.e. the optical axis of the collection optics. The Clebsch-Gordan
coefficients [56] for all three decay channels are equal and hence have the same probability of 1/3 to
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Depending on the polarization of the emitted single photon, its spatial mode differs for a σ±- or π-
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(a) The pump2→1 laser transfers the population from the
F = 2 level to the F = 1 ground state. Applying
it from different directions and with different polariza-
tions enables addressing all Zeeman substates of the
F = 2 manifold without leaving any dark state. The
subdivision into Zeeman states for the F = 2 level is
therefore omitted, and the F ′ = 1 level as a whole is
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(b) The pump1→1 laser transfers the population from the
mF = ±1 states to the mF = 0 state of the F = 0
ground state. The black dot symbolizes the state popu-
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(c) The Excitation pulse excites the atom from the prepared
F = 1,mF = 0 state to the F ′ = 0,mF ′ = 0 state.
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(d) The excited state F ′ = 0,mF ′ = 0 decays with
equal probability to the three Zeeman substates of the
F=1 manifold. Only σ±-polarized photons (red) emit-
ted from decays into mF = ±1 Zeeman substates can
be coupled into a single-mode fiber and hence be de-
tected. The coupling efficiency for the π-polarized pho-
ton (grey) originating from the decay into the mF = 0
Zeeman substate is highly suppressed and hence will
not be observed. The resulting entangled atom-photon






The blue dots symbolize the final state population in the
qubit subspace.
Figure 2.5.: Optical pumping and excitation process: Initial state preparation via optical pumping into
52S1/2, F = 1,mF = 0 state (a), (b) and generation of the atom-photon entangled state
(c), (d).
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to couple a π-polarized photon into a single-mode fiber vanishes for an atom located at the quanti-
zation axis. Therefore, even if all of the three decay channels occur with the same probability, only
photons originating from a σ±-decay are observed in the experiment and the resulting atom-photon











∣∣σ+〉+ |↑〉z ∣∣σ−〉) . (2.8)
Here |↓〉z and |↑〉z define the qubit notation of the atomic spin states |1,−1〉 and |1,+1〉, respectively.
A representation of the entangled state for all three orthogonal atomic basis states of the Pauli opera-
tors σ̂x, σ̂y and σ̂z can be found in Appendix B. More details about the calculations of the collection
efficiencies for different polarizations, taking the emission characteristics into account, are presented
in Chapter 4.
2.4. Photonic and Atomic State Readout
For reading out information encoded on the physical qubits, high fidelity projection measurements
are necessary. For the photon, this implies an analysis of its polarization, while for the atom, a state-
selective readout of individual Zeeman substates of the 52S1/2, F = 1 ground level is needed. Such
readout schemes enable a characterization of the entangled atom-photon state as well as the entangled
atom-atom state. Furthermore, the entanglement can also be verified by performing correlation mea-
surements in several bases. Therefore, the flexibility to freely choose the measurement direction in
both readout schemes is required.
2.4.1. Photonic Polarization Analysis
The single photon emitted during the atom-photon entanglement process is coupled into a single-mode
fiber by the collection optics. The fiber guides the photon to a polarization analysis setup3 consisting
of a λ/2-waveplate, a λ/4-waveplate and a polarizing beam splitter (PBS) with an avalanche photodiode
(APD) in each output port (Fig. 2.6). Considering only the PBS and the single-photon detectors, this
acts as a projection measurement in the H/V-basis. Applying additional phase shifts with the two wave
plates in front of the PBS allows for projections along arbitrary measurement directions.
Unwanted rotations of the photon’s polarization due to birefringence in the single-mode fiber or other
optical components in between the emission point of the photon (i.e. the atom position inside the
vacuum glass cell) and the measurement setup lead to potential errors in the desired measurement
direction. Therefore, a fiber polarization controller is used to counteract these rotations and cancel
all unwanted additional phase shifts. Furthermore, to ensure that the polarization is preserved for
all incoming polarizations, it is enough to compensate the system for two well-defined conjugate
polarizations, e.g. V and +45◦.
The photonic polarization analysis also plays an important role in experiments involving two atom-
trap setups, as it is employed in the entanglement generation of the atom-atom state (Subsec. 2.6).
3This configuration is used in Lab 2. In Lab 1, the bell-state measurement (BSM) setup is used for the photonic projection








single photons APDs HV
Figure 2.6.: Single photon polarization analysis setup: Projection measurements on single photons
in the H/V-basis are implemented with a PBS, which splits the polarization into an H-
and a V-path. The photons are then detected with single-photon detectors (APDs). Other
measurement directions can be chosen by appropriately setting the waveplates (λ/2 and
λ/4) in front of the PBS.
2.4.2. Atomic State Readout
The atomic readout scheme is composed of two steps: It starts with a state-selective ionization of the
atom by first exciting a specific superposition of Zeeman states from the 52S1/2 ground state to the
52P1/2 excited state from where the atom is subsequently ionized. Since trapping atoms with the ODT
is based on lowering the ground state energy of the valance electron, the ionized atom can no longer
be trapped and is immediately lost from the trap. The second step of the readout scheme verifies
whether or not the atom has been ionized by using cooling light and counting the number of collected
fluorescence photons.
For the loophole-free Bell experiment [21, 53, 55], also presented in this thesis (Chapter 3), a very
fast atomic state readout with high fidelity is indispensable to ensure space-like separation (Sec. 3.3).
However, while the state-selective ionization is very fast and can be done with high fidelity, the fluores-
cence detection in this setup needs a long integration time of several tens of milliseconds to distinguish
between ’atom in’ and ’atom out’ precisely. Even if there are more advanced possibilities to shorten
the integration time to a few tens of microseconds, e.g. by using cavities or better collection optics
[18, 63, 64], it would still require larger separations of the two atoms to enable space-like separation
and thereby close the so-called ’locality loophole’. Therefore, particle detectors are used to directly
observe the ionization fragments [52, 65] to circumvent these limitations.
Zeeman State-Selective Ionization
The state-selective excitation of the atom is realized by applying a laser resonant to the transition
52S1/2, F = 1 → 52P1/2, F ′ = 1 with a wavelength of 794.98 nm (’readout-laser’) along the quan-
tization axis (Fig. 2.7). Due to dipole selection rules, a specific superposition of Zeeman substates
of the 52S1/2, F = 1 level can be selectively excited by choosing the polarization χro of the readout-
laser accordingly. Simultaneously irradiating with a second laser (’ionization laser’) with a wave-
length shorter than the ionization threshold of the first excited state4 of 473.67 nm but longer than
4Different wavelengths for the ionization laser are used in the two labs, in Lab 1 λion = 450nm and in Lab 2 λion =














































(a) Top view: The readout laser (brown) propagates along the optical axis in the positive z-direction and is focused onto the
atom (black dot) with a focusing lens. Counterpropagating to it is the ionization laser (blue) focused by the microscope
objective. The cycling laser is indicated as a green dot and propagates along the negative y-direction. A linear polarizer
(P) and two waveplates (λ/2 and λ/4) define the readout polarization χro, and any measurement polarization can be
selected. For detecting the 87Rb+-ion and the electron, two channel electron multipliers (CEMs) are placed inside the
vacuum symmetrically around the trapped atom position. Two sidewalls of the glass cell are coated with a transparent,










































(b) Side view: A high voltage Uacc is applied between the
front caps of the CEMs to separate and accelerate the
ionization fragments towards the particle detectors. The
electric field inside the vacuum chamber is fine-tuned
with additional electrodes (light brown) and the con-
ductive sidewalls of the glass cell to achieve a high de-
tection efficiency. By this, the ionization fragments are
guided to the active areas of the detectors with the high-
est detection efficiency. One particle detector registers












































(c) Front view: The three laser beams involved in the
atomic state readout are shown. The readout and ioniza-
tion laser are counterpropagati g along the quantization
axis, while the cycling laser propagates perpendicular to
it from the top. Thus, all three beams intersect at the po-
sition of the atom surrounded by the particle detectors.
Figure 2.7.: Schematic of the atomic state readout setup [55].
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the ionization threshold of the ground state of 296.82 nm [56] leads to the ionization of only the ex-
cited atoms. Figure 2.8 depicts all for this process relevant atomic states and optical transitions. The
scheme can easily be understood for the example of σ+-polarized readout light (Fig 2.8a). Here, only
the qubit state |1,−1〉 will be excited to |F ′ = 1,mF ′ = 0〉, while the other qubit state |1,+1〉 cannot
be excited since the corresponding target state |F ′ = 1,mF ′ = +2〉 does not exist. In general, this
argument holds for any superposition of σ+- and σ−-polarized readout light. For a given polarization
χro, the transferred superposition state |B〉χro is denoted as ’bright state’ and the superposition which
is not transferred |D〉χro as ’dark state’:
χro = cos (α) · V − e−iφsin (α) ·H, (2.9)
|B〉χro = cos (α) |↓〉x + e
−iφsin (α) |↑〉x , (2.10)
|D〉χro = sin (α) |↓〉x − e
−iφcos (α) |↑〉x . (2.11)
Here the atomic states are given in the σx basis (the atomic and photonic definitions, as well as their
transformations, can be found in Appendix B). Any readout polarization can be set by adjusting the
two parameters α and φ using a combination of a λ/2-waveplate and a λ/4-waveplate, and conse-
quently, the measurement direction can be freely chosen (Fig. 2.7).
Note that for any readout polarization χro not only the bright state |B〉χro but also the state
|F = 1,mF = 0〉 will get ionized. Consequently, only for the measurement outcome ’atom not ion-
ized’, the atom is projected onto a specific state, the dark state |D〉χro , whereas the result ’atom
ionized’ solely indicates the projection onto any other state of the 52S1/2 ground state. Therefore, to
interpret the result ’atom ionized’ as a projection onto the bright state |B〉χro , the atom needs to be
well prepared and kept in the qubit subspace.
The achievable readout fidelity is limited by imperfections of the state-selective ionization scheme
arising from the lifetime of the excited state and off-resonant excitation of the dark state. The atom
is not ionized instantaneously, but it takes a finite time depending on the applicable intensity of the
ionization laser. Thus the excited atom can spontaneously decay back into the ground state before
it gets ionized. The timescale for this process is given by the decay rate of the D1-transition of
Γ1 = 36.10 MHz, which corresponds to a lifetime of τ1 = 1/Γ1 = 27.70 ns [56]. Not all of the pos-
sible decays back to the ground state will reduce the readout fidelity, as it depends on the final state
the atom decays into. The Clebsch-Gordan coefficients give the splitting ratio of the different decay
channels, whereby a decay to the 52S1/2, F = 2 manifold is most probable with a relative probability
of 10/12. Here the photon energy of the ionization laser is not enough to directly ionize the atom from
the F = 2 level without any additional laser. Therefore, a laser resonant to the cycling transition
52S1/2, F = 2 → 52P3/2, F ′ = 3 (’cycling laser’) is irradiated onto the atom, efficiently transferring
all the population to the F ′ = 3 excited state, which also gets ionized. Further, the atom decays
back to the bright state with a probability of 1/12, from where it is re-excited by the readout laser and
subsequently ionized. As these two decay channels lead to a correct ionization, they do not reduce the
readout fidelity. However, with a probability of 1/12, the atom will decay into the dark state, limiting
the fidelity as the atom cannot be re-excited and thus will not be ionized. The two hyperfine states
52P1/2, F
′ = 1 and 52P1/2, F ′ = 2 have an energy difference of 816.7 MHz with a natural line width
of 5.746 MHz. Off-resonant excitation of the dark state is therefore highly suppressed. Nevertheless,
the high intensity of the ionization laser leads to a reduction of the lifetime for the excited states due
to a possible fast ionization of the excited atom. Effectively, this leads to a broadening of the line
width, which favors off-resonant excitation of the dark state and thus limits the atomic readout fidelity
[52, 66]. Moreover, a high-intensity blue-detuned light field leads to a repulsive potential, which acts




































































(a) Simplified atomic readout scheme: σ+-polarized
readout light (brown) can only excite the state
|1,−1〉 to |F ′ = 1,mF ′ = 0〉, while for the other
qubit state |1,+1〉 the corresponding target state
|F ′ = 1,mF ′ = +2〉 is missing. The excited atoms
will subsequently be ionized with an ionization laser
(blue), generating ionization fragments. It is instructive
to note that the F = 1,mF = 0 state will always get




































































(b) Complete atomic readout scheme: Due to the limited
lifetime of the excited state, possible decay channels
back to the ground states open up. With the highest rel-
ative probability of 10/12, the atom decays to the F = 2
manifold from where it is exited with an additional cy-
cling laser (green) to the 52P 3
2
, F ′ = 3 level and hence
be ionized. With the probability of 1/12 it decays back
to the |1,−1〉 state from where it can be re-excited and
get ionized, but it also decays with equal probability to
the |1,+1〉 state from where it will not be re-excited and






































































(c) General atomic readout scheme: Depending on the read-
out polarization χro, a specific superposition of the
qubit subspace (bright state |B〉χro ) will get excited to
the 52P 1
2
, F ′ = 1 level and ionized from there, while
the orthogonal superposition (dark state |D〉χro ) will
not get excited and thus not ionized. Therefore, to re-
ceive a measurement outcome, one needs to verify if an
ionization event occurred. This can be done by simply
checking for fluorescence photons or directly detecting
the generated ionization fragments with two particle de-
tectors inside the vacuum.
Figure 2.8.: Scheme of the Zeeman state selective ionization process. A specific example with σ+-
polarized readout light is depicted in (a) and (b). The general case for an arbitrary readout
polarization χro is shown in (c).
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increased atom loss probability independent of the actual atomic state.
Aside from these fundamental limitations, errors in the readout polarization and its alignment can
further reduce the readout fidelity. One reason is the residual birefringence of all the optical com-
ponents in the readout beam path, which could not be compensated for with additional phase plates.
Consequently, the atom is irradiated with a slightly different polarization as intended, which causes
an error in the measurement outcome. Furthermore, if the readout beam is not perfectly aligned along
the quantization axis, polarization components parallel to the quantization axis will emerge. These
π-polarized components lead to unwanted ionization of the dark state.
Detection of the Ionization Fragments
An ionized atom splits up into a 87Rb+-ion and an electron e−. The fragments are no longer trapped
in the ODT potential and a simple test, if the atom is still there by collecting fluorescence light, reveals
the measurement outcome. An alternative and much faster possibility to verify the occurrence of an
ionization event is by directly detecting the ionization fragments with two particle detectors placed
on opposing sides of the trapping position inside the UVH glass cell (Fig. 2.7). By applying a high
voltage between the two channel electron multipliers (CEMs), the 87Rb+ and the e− are separated and
accelerated towards the CEMs. Typical acceleration voltages Uacc are in the range of 3.6 kV ... 4.6 kV
[52]. With the help of additional electrodes and electrical-conductive coated sidewalls of the UHV
glass cell5, electric fields can be applied to efficiently guide the ionization fragments to the active
areas of the CEMs, where an electron avalanche is triggered. This electrical pulse gets amplified in
the CEM and converted into a logic TTL-signal using a comparator. The appearance of this signal
indicates the projection onto the bright state, while its absence announces the projection onto the dark
state.
With this setup, detection efficiencies of ηion = 0.9...0.94 for the ion and ηe− = 0.75...0.9 for the
electron can be achieved. The dark count rates of these detectors are pretty low, with < 10 Hz for
the ion and < 10 kHz for the electron [52, 65] and therefore are negligible considering the short
acceptance time windows of 240 ns for detecting the ionization fragments. Thus, detecting only one
of the fragments is sufficient to get a result and the detection efficiency to verify an ionization event is
≥ 0.98. The overall duration of this scheme from the start of the ionization process till the end of the
acceptance time window for detecting ionization fragments is shorter than 725 ns [21, 53].
Performance of the Readout Scheme
The contrast C is used as a figure of merit to quantify the quality of the atomic readout scheme. It is
defined as the difference in ionization probability Prionized of atoms prepared in the bright state |B〉
and atoms prepared in the dark state |D〉:
C = Prionized (|B〉)− Prionized (|D〉) , (2.12)
assuming the atom stays in the qubit subspace. The contrast is optimized by finding the optimal
combination of the optical pulse lengths and powers of the involved laser pulses. This leads to a
readout pulse length of 140 ns and an optical power of 1.24 µW, resulting in a contrast of C=0.938
[52].
5The transparent conductive antireflection coating is made out of Indium Tin Oxide (ITO).
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2.5. Atomic State Coherence
For the experiments presented in this thesis, not only a high fidelity atomic state readout but also a
long coherence time of the atomic spin state is required, especially for two atom-trap experiments in
which the atom-atom entanglement is generated in an event-ready scheme (Subsec. 2.6). In these
measurements, the atomic state readout is only performed after a successfully generated atom-atom
state is heralded by the photonic Bell state measurement (BSM). Therefore, the atomic readout is
delayed by additional waiting times consisting of the photon travel times to the BSM, the time needed
for the electronics to evaluate the photonic measurement and the time to send the heralding signal
back to the trap setups. In the current configuration, a 700 m long fiber is used to connect both
labs, corresponding to a minimum readout delay of about 7µs. For future experiments, good atomic
coherence becomes more and more critical, as there are plans to increase the distance of the two setups
to several tens of kilometers. The first results in this direction are presented in Chapter 7. During this
time span, the atomic spin state is susceptible to external decoherence effects like magnetic fields
(Zeeman effect) and the light of the dipole trap (AC-Stark effect). Therefore, the atomic coherence
must be preserved for these timescales to perform experiments successfully.
2.5.1. Atomic State Evolution in Magnetic Fields
In the presence of a magnetic field, the atomic spin states obtain different energy shifts due to the
Zeeman effect, resulting in different time evolutions of these states. The derivation of the formulas to






with the spin-1 system of the atomic ground level 52S1/2, F = 1 given by the basis vectors |1,−1〉z ,








(bx − iby) 0
1√
2






(bx + iby) −bz
 . (2.14)







z = 1, gF denotes the Landé-factor of the hyperfine state, µB the





 the angular momentum




 0 1 01 0 1
0 1 0
 , F̂y = ~√
2
 0 −i 0i 0 −i
0 i 0
 , and F̂x = ~√
2
 1 0 00 0 0
0 0 −1
 . (2.15)


















2 (bz ∓ 1) e
iφ











Thus, the time evolution of an arbitrary state in a constant magnetic field can be calculated as
|Ψ (t)〉 = c−1 |Φ−〉 eiωLt + c0 |Φ0〉+ c+1 |Φ+〉 e−iωLt (2.17)
with c±, c0εC and
√
‖c−1‖2 + ‖c0‖2 + ‖c+1‖2 = 1.
Magnetic Field Control
The state evolution of an atom in a constant magnetic field of known strength is a coherent process,
which does not lead to decoherence. Therefore, the initial state of the time evolution can be measured
by delaying the atomic state readout for a multiple of a full Larmor oscillation period. However, the
situation is more complicated in the actual experiment since there are several sources for magnetic
fields with varying strength acting on different time scales. The origin of these sources can be inside
the laboratory, e.g. a strong magnet of the ion getter pump for the vacuum setup, various power
supplies, and other electronics but they also can be outside the laboratory like the Munich subway line
at a distance of about 60 m or the earth magnetic field.
The magnetic fields are actively stabilized to control the atomic state evolution and suppress magnetic
field fluctuations. The magnetic field is controlled by applying electrical currents on three pairs of
compensation coils located symmetrically around the trap (Fig. 2.9). A magneto-resistive sensor6 is
mounted as close as possible to the atom position while not blocking the optical access for the laser
beams to stabilize the magnetic field at the atom position. For that, the measured fields are put into
a PID controller giving a feedback signal to the current supply of the compensation coils. Each pair
generates a magnetic field along one of the spatial directions such that the sensor measures a constant
field defined by the set point of the active stabilization system.
With this system, magnetic fields in any direction can be generated with field strengths in the range
of ±5000 mG. Furthermore, the feedback loop can stabilize field fluctuations up to a bandwidth
of ∼ 200 Hz with a residual noise level at the atom position of ∼ 0.5 mG (RMS) [53, 67]. Thus,
there are now two possibilities to minimize the decoherence caused by magnetic fields. The first is to
stabilize the magnetic field to an effective zero field at the atom position, leaving the atom only in the
residual noise level of the stabilization system. The other option is to apply a magnetic guiding field
in one direction. The advantage of this approach is that field fluctuations along directions orthogonal
to the guiding field will be strongly suppressed [67], and the atomic spin state undergoes a controlled
Larmor precession.
2.5.2. Circular Polarization Components of the Optical Dipole Trap - AC Stark
Shift
Besides the effect of magnetic fields, the interaction with laser light also needs to be taken into account
when considering the coherence of the atomic state. In the time between the entanglement generation
process and the atomic state readout, only the optical dipole trap light is applied to the atom. As al-


































Figure 2.9.: Schematic of the magnetic field control setup. The atom (black dot) is trapped inside the
vacuum glass cell (grey), which is surrounded by the compensation coils (light brown)
formed from three rectangular pairs of Helmholtz coils. The magneto-resistive sensor
is mounted as close as possible to the atom position at a distance of ∼ 2 cm while not
blocking the optical access for the laser beams.
by the AC-stark effect, while other mechanisms like off-resonant excitation and photon scattering are
minimized. Note, the energy shift caused by linearly polarized light is independent of the Zeeman
substates (Eqn. 2.1) and will not lead to any time evolution of the qubit and hence not to any deco-
herence. On the other hand, this changes for circularly polarized light as it introduces different light










) · gFmFP · I(~r). (2.18)
The parameter P describes the circularity of the polarization and is defined according to [55, 69] as




with δ the relative phase shift between the components of an electric field and A, B the semi-axes of






) and rewriting Equation 2.18 gives
∆EmF (~r) = µBgFmF · PV I(~r), which has an equivalent form of the energy shift produced by a
magnetic field oriented along the propagation direction of the dipole trap beam (z-direction) given by
7Following [55, 69], the polarization ellipse’s major and minor half axes are given for an electric field Ex (~r) cos (ωt) ·














∆EZeeman = µBgFmF ·Bz . It can hence be described in terms of an effective magnetic field, which
can be written for a circularity of the dipole trap polarization PODT as
~Bcirc(~r) = PODTV I(~r) · êz. (2.20)
It is important to note that the intensity of the trapping beam I(~r) depends on the actual position of
the atom. Since the atom oscillates in the ODT, it spreads out over the trapping volume according to
the thermal density distribution (Eqn. 2.5 and Fig. 2.3). Therefore over time, it will sense varying ef-
fective magnetic fields from which only the mean effect can be canceled by applying a homogeneous
actual magnetic field. Moreover, the state evolution of the Zeeman states depends on the atomic tra-
jectory. The start position and velocity of each atom differs according to the thermal distribution in the
trapping potential, and hence these paths are different from one experimental trial to the next. Thus, to
get a meaningful result one needs to average over several trials and, by this, over several trajectories,
which ultimately leads to a reduced fidelity of the atomic state [67].
For minimizing the circularity PODT of the ODT beam in the experiment, a linear polarizer8 is used
to define its polarization. Still, a tiny fraction of circular components will be present due to residual
birefringence of the optics between the polarizer and the atom. By aligning the polarizer to the polar-
ization eigenaxis of the system, it is possible to reduce the aforementioned effective field strength to
values PODTV I(~r = 0) < 0.5 mG. It has, therefore, only a minor contribution to the decoherence of
the atomic state.
Circular Polarization due to Strong Focusing of the ODT
When considering strongly focused laser beams with spot sizes of only a few micrometers, the parax-
ial approximation fails because of the large beam divergence. A mathematical framework capable of
handling also larger divergence angles is introduced in [70, 71], where the electric field of a linearly
polarized plane wave in the image region of a lens with focal length f is calculated by deriving exact
diffraction integrals. In [67], this formalism was adapted for the use case of our experiment of the
strongly focused linearly polarized optical dipole trap. Here, the shape and the polarization of the
beam close to the focus position will deviate from a Gaussian beam. As a consequence of this effect,
longitudinal polarization components will emerge in the vicinity of the focal position. The ampli-
tudes of the electric field (Ex, Ey, Ez) for a beam polarized along the x-axis can be approximated in
cylindrical coordinates as [67]
 Ex (~r)Ey (~r)
Ez (~r)



























where r is the radius in the x-y plane, φ the angle to the x-axis and z the direction of the beam
propagation. The beam parameters wD, w(z) and zR are defined as in Subsec. 2.2.3, E0 is a scaling






−‖Ey (~r)‖2 sin (2δ)
‖Ex (~r)‖2 + ‖Ey (~r)‖2 cos (2δ)
)
.
8CODIXX AG colorPol® IR 1100 BC4 CW02 with an extinction ratio of ∼ 1/5.000.000 and a transmission of > 90% at
850 nm.
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(a) Intensity of the x-component






















(b) Intensity of the y-component






















(c) Intensity of the z-component
Figure 2.10.: Intensity distribution of the electric field components of the strongly focused ODT beam
in the x-y plane (z = 0). The black ellipses indicate the area to find an atom with a
probability of 99.7% in the region ±3σr from the center of the trap (σr corresponds to
the transverse standard deviation of the thermal density distribution).
constant describing the electrical field strength and the value F0 (0, 0) is determined by









cos(θ) (1 + cos (θ)) sin (θ) .
Here w is the waist of the ODT beam before the objective with a focal length f , and α is the max-
imum opening angle. From Eqn. 2.21, one can already see that the longitudinal field component
Ez has a phase-shift δ 6= 0 with respect to the transverse components Ex and Ey, resulting in an
elliptical polarization. Note that the rotation of the elliptical polarization changes its direction when
crossing the y-z plane, which is caused by a sign flip of Ez at φ = π2 , φ =
3π
2 . A more accurate





+ π2 for x > 0 and





− π2 for x < 0. Here the
π
2 -term corresponds to the factor i in the Ez compo-
nent of Eqn. 2.21. Figure 2.10 depicts the intensity distribution of the three field components (Ex, Ey,
Ez) in the x-y plane. It is important to mention that the color plots are of quite different scales (factor
of 10−5 for Ey compared to Ex). These vast differences in the intensity justify the approximation to
neglect theEy component for further analysis, and the resulting elliptical polarization can therefore be
treated as it is composed only of the Ex and the Ez components. As already elaborated before, these
elliptical polarization components lead to an atomic state evolution. In analogy to Subsec. 2.5.2,
this corresponds to a circularly polarized beam propagating along the y-direction with a circularity
Plong (~r) causing an effective magnetic field ~Blong of form
~Blong(~r) = Plong (~r)V I(~r) · êy (2.22)
with Plong (~r) defined according to Eqn. 2.19. Note that Plong (~r) is position-dependent contrary to
PODT . The field distribution of Blong(~r) in the x-y plane and the x-z plane is shown in Fig. 2.11. As
already discussed before, the atomic state evolution depends on the specific trajectory of each atom in
the trapping potential and averaging over several of those will lead to dephasing of the atomic state.
The effective magnetic field is anti-symmetric with respect to the z-axis due to the sign flip of Plong(~r)
for positive and negative x values. Fortunately, after a complete transverse oscillation of the atom, the
phases accumulated on both sides of the y-z plane will cancel out, restoring the initial atomic state.
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(a) Blong(~r) in the x-y plane (z=0)




















(b) Blong(~r) in the x-z plane (y=0)
Figure 2.11.: Effective magnetic field distribution Blong(~r) in the x-y plane at z=0 (a) and in the x-z
plane at y=0 (b). The black ellipses indicate the area to find an atom with a probability
of 99.7% corresponding to a three-sigma interval from the trap center according to the
thermal density distribution (Eqn. 2.5).
This ’rephasing’ of the atomic state is limited mainly by two facts: First, the atom oscillates not only
transversely but also along the optical axis. The effective field each atom sees is hence not perfectly
anti-symmetric, which reduces the fidelity. Secondly, the trapping potential is not harmonic, and the
trap frequencies for each atom slightly differ depending on its energy. Thus, each atom rephases at a
slightly different time, leading on average to dephasing of the atomic spin-state, especially for later
times. More information about this effect together with simulation can be found in [53].
2.5.3. Time-Resolved Evolution of the Atomic Spin State
Preparing the atom in a defined initial state is the first step to observe its temporal evolution. This can
be realized by using the entangled atom-photon state (Subsec. 2.3.2) and projecting the photon onto
a certain polarization. For most of the measurements presented in this thesis, the photon is analyzed
in the H/V basis, preparing the atom in one of the two states |ΨH〉 = −i√2 (|1,−1〉 − |1,+1〉) and
|ΨV 〉 = 1√2 (|1,−1〉+ |1,+1〉). These states together with |Ψ0〉 = |1, 0〉 form a set of orthogonal
states representing a basis for the 52S 1
2
, F = 1 ground state. Time-resolved measurements are per-
formed by delaying the atomic state readout for a variable time t. When averaging over sufficiently
many measurement events, the state population of the atom can be evaluated. Recall that for the state
selective ionization scheme, the state |Ψ0〉 always gets ionized and needs to be considered when in-
terpreting the measurement outcomes.
All previously described decoherence effects are originating from magnetic fields or effective mag-
netic fields. By following their description in Subsec. 2.5.1, the state evolution for a given field can
be calculated.
In the case of a field along the x-direction ~B = ±B0 · êx (bz = 0, φ = 0), the state evolution is
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given by
|ΨH (t)〉 = |ΨH〉 ,
|ΨV (t)〉 = |ΨV 〉 cos(ωLt)± i |Ψ0〉 sin(ωLt). (2.23)
Here |ΨH〉 is an eigenstate to the field, and hence no time evolution is expected.
The evolution for a field along the y-direction ~B = ±B0 · êy (bz = 0, φ = π2 ) is described by
|ΨH (t)〉 = |ΨH〉 cos(ωLt)∓ |Ψ0〉 sin(ωLt),
|ΨV (t)〉 = |ΨV 〉 , (2.24)
with |ΨV 〉 being an eigenstate to this field.
For a field along the z-direction ~B = ±B0 · êz (bz = 1, bx = by = 0) the evolution is
|ΨH (t)〉 = |ΨH〉 cos(ωLt)± |ΨV 〉 sin(ωLt),
|ΨV (t)〉 = |ΨV 〉 cos(ωLt)∓ |ΨH〉 sin(ωLt). (2.25)
Here both states will undergo a time evolution since none of them is an eigenstate to the field.
For every readout polarization χro, a dark state |D〉χro and a bright state |B〉χro are defined accord-
ing to Eqns. 2.9-2.11, which lead to different measurement outcomes (’atom not ionized’ or ’atom
ionized’). Thus, setting the readout polarization to V defines the dark state |D〉V = |ΨV 〉 and the
bright state |B〉V = |ΨH〉, making it possible to distinguish between them. Under the influence of a
field along the x-direction an atom initially prepared in the dark state |ΨV 〉 will rotate into the state
|Ψ0〉 and hence gets ionized. Therefore, the projection onto the dark state will show oscillations in
the time-resolved measurement, while nothing changes for an atom prepared in the bright state (Eqn.
2.23). On the other side, the effect of a field along the y-direction cannot be observed with this readout
polarization. An atom initially prepared in the bright state |ΨH〉 will rotate into the state |Ψ0〉 and get
ionized either way, and for an atom prepared in the dark state |ΨV 〉, no temporal evolution is expected
(Eqn. 2.24). However, oscillations caused by a y-field can be observed using an H-polarized readout
with the associated dark state |D〉H = |ΨH〉 and bright state |B〉H = |ΨV 〉. Now, oscillations caused
by an x-field cannot be observed. The influence of a z-field, however, is visible in both cases since the
temporal evolution (Eqn. 2.25) is between the dark state and the bright state for a V - as well as for an
H-polarized readout.
Figure 2.12 shows time-resolved measurements of the two states |ΨH〉 and |ΨV 〉 for both readout
polarizations V and H . In these measurements, the magnetic fields and the circularity PODT of
the dipole trap beam have been minimized. Thus, the only sources of decoherence influencing the
measurement are the residual magnetic field noise and the effective fields along the y-direction caused
by the strongly focused trapping beam. Measurements, performed with a V -polarized readout, are
depicted in Fig. 2.12a, showing the coherence properties of the atomic qubit. After an atomic readout
delay of 200µs, atoms initially prepared in the state |ΨV 〉 can be found in the dark state |D〉V with a
probability of ∼ 80%, such as atoms initially prepared in the state |ΨH〉 with a probability of ∼ 12%.
These results are consistent with an atomic state evolution with only the residual magnetic field noise
present. Figure 2.12b shows the time-resolved measurements performed with an H-polarized readout.
Here the influence of the longitudinal polarization components of the ODT beam on the temporal
evolution of the atom state |ΨH〉 is clearly visible as a periodic dephasing and rephasing with the
transverse trap oscillation period of 12.5µs. Simulating this temporal evolution and matching it with
the measured one allows for determining precise numbers for the trap frequencies and extracting
the atom temperature [53]. The time of a rephasing can be tuned by changing the optical power of
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(a) V-polarized readout: The dark state for this readout po-
larization is given by the state |ΨV 〉. The time evolution
of the initially prepared states is visualized as the projec-
tion onto this dark state and shows decoherence caused
by the residual magnetic field noise.
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(b) H-polarized readout: The dark state for this readout po-
larization is given by the state |ΨH〉. The time evolution
of the |ΨH (t)〉 state shows the expected dephasing and
rephasing behavior originating from the longitudinal field
components ~Blong(~r) (Eqn. 2.22) of the strongly focused
ODT beam with a period of 12.5µs corresponding to one
transverse trap oscillation.
Figure 2.12.: Time-resolved measurements of the initially prepared atomic states |ΨH〉 (blue) and
|ΨV 〉 (red) with minimized magnetic fields. The measurements are performed with a
V-polarized readout (a) and an H-polarized readout (b). On the y-axis, the probability is
shown to find the atom in the dark state of the corresponding readout polarization.
the trapping beam, which is vital for time-critical measurements as the loophole-free test of Bell’s
inequality presented in Chapter 3. Furthermore, in Chapter 4 the atom temperature and trap frequency
are needed to estimate the collection-and-coupling efficiency of the microscope objectives.
2.6. Atom-Atom Entanglement
The entanglement of two single atoms trapped in independent laboratories 398 m apart from each
other is generated by using the process of entanglement swapping [27, 72]. In this process, the entan-
glement of two entangled atom-photon pairs is swapped onto the atoms by performing a projection
measurement of the photons onto an entangled two-photon Bell-state [50, 51]. An advantage of this
scheme is that no direct interaction of the two particles is needed, and entanglement over large dis-
tances can be obtained.
2.6.1. Entanglement Swapping
The starting point of the entanglement swapping protocol is to provide two pairs of entangled particles,
for which, in our case, the entangled atom-photon states generated in the remote laboratories are used.





|↑〉Ai |↓〉Pi + |↓〉Ai |↑〉Pi
)
(2.26)
with (|↑〉Ai , |↓〉Ai) and (|↑〉Pi , |↓〉Pi) representing pairs of orthogonal states for the atom and photon,
respectively, and the index i ∈ {1, 2} labels the trap. The tensor product of these two states form a
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joint four-particle state |ψ〉 that can be written as
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Expanding and rearranging Eqn. 2.27 in terms of the four maximally entangled Bell-states |Φ±〉 =
1√
2
(|↑〉 |↑〉 ± |↓〉 |↓〉) and |Ψ±〉 1√
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As can be seen from Eqn. 2.28, projecting the photons on a Bell-state results in the entanglement
of the atoms in a Bell-state of the same type. Therefore, the projection measurement ’heralds’ a
successful generation of an entangled atom-atom state, indicating that the system is ready for further
experimental steps. In particular, this heralded entanglement generation enables us only to read out
the atomic state after the entanglement was successfully established. These so-called ’event-ready’
schemes are especially interesting for Bell-tests [27].
2.6.2. Photonic Bell-state Measurement
A special apparatus enabling projective measurements on maximally entangled two-photon Bell-states
is required to perform joint measurements on the photons. The Bell-state measurement (BSM) appa-
ratus consists of a fiber beam splitter (BS) with a polarization analysis setup in each output port (Fig.
2.13). The single photons emitted during the atom-photon entanglement processes are coupled into
optical fibers and guided to the BSM. Here, two-photon interference at the fiber BS and subsequent
polarization analysis is employed to project the photons onto an entangled state. This interference
process can be understood by the Hong-Ou-Mandel effect[73], in which two indistinguishable pho-
tons that enter a BS on different inputs interfere and, as a result, leave the BS always in the same
output port and never on different ones (’photon bunching’). Two-photon interference at a BS for the
four Bell-states as input states was calculated, e.g. in [51]. The findings are that for the three sym-
metric9 Bell-states |Φ+〉, |Φ−〉, and |Ψ+〉, the interference leads to photon bunching and the photons
leave the BS in the same output port, whereas anti-bunching occurs for the anti-symmetric Bell-state
|Ψ−〉 and the photons leave the BS in different outputs. A successful projection onto a Bell-state
is indicated by the coincidence detection of the two photons for specific detector combinations. In
our case, the photons are detected in the H/V -basis as it is the natural basis of a PBS without the
need for additional wave plates (Sec. 2.4.1), and the corresponding photonic and atomic states are
|↑〉P = |H〉 , |↓〉P = |V 〉 and |↑〉A = |↑〉x , |↓〉A = |↓〉x. Coincidence detection in the detector combi-
nations 1V ∧ 1H or 2V ∧ 2H signals the projection onto the |Ψ+〉 state, and the detector combinations
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Figure 2.13.: Schematic of the Bell-State measurement apparatus. The photons from the trap setups
are guided to the BSM via single-mode optical fibers and overlapped on a fiber beam
splitter (BS). Two-photon interference at the BS and subsequent polarization analysis
with polarizing beam splitters (PBSs) and avalanche photodiodes (APDs) project the
photons onto a Bell-state. The different APDs are labeled with the number of the BS
output port and the polarization of the PBS output port. Coincidence detection in the
detector combinations 1V ∧ 1H or 2V ∧ 2H indicate the projection onto the |Ψ+〉 state,
and detector combinations 1V ∧ 2H or 2V ∧ 1H indicate the projection onto the |Ψ−〉
state.
1V ∧ 2H or 2V ∧ 1H signal the projection onto the |Ψ−〉 state. Photons in the states |Φ+〉 or |Φ−〉
cannot be detected with the system presented here since both photons have the same polarization and
will impinge on the same detector. Thus, this interferometric BSM setup allows identifying two out of
four Bell-states, and a projection of the photons on |Ψ+〉PP =
1√
2
(|H〉 |V 〉+ |V 〉 |H〉) heralds the






(|↓〉x |↑〉x + |↑〉x |↓〉x) , (2.29)
while the projection of the photons on |Ψ−〉PP =
1√
2
(|H〉 |V 〉 − |V 〉 |H〉) heralds the generation of





(|↓〉x |↑〉x − |↑〉x |↓〉x) . (2.30)
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Two-photon Interference
In order to generate a high fidelity atom-atom state, the two-photon interference contrast needs to
be maximized, requiring the interfering photons to be indistinguishable in all degrees of freedom.
More specifically, the mode overlap of the photons needs to be maximized regarding their spectral
mode, temporal mode and spatial mode. A detailed analysis of different influences on the interference
contrast can be found in [51, 74].
In short, an excellent spectral mode overlap is achieved since both photons are emitted via the same
optical decay channel of a single 87Rb atom well isolated from its environment. By this, possible light
shifts introduced by the Zeeman effect or the AC-stark effect are minimized, leaving the Doppler shift
caused by the motion of the atoms as the largest contribution. However, the influence on the spectral
mode overlap has been found to be negligible [74]. Moreover, to completely cancel the contribution
of the AC-stark shift all laser lights, especially the light of the ODT beam, are turned off during the
time of excitation in the atom-photon entanglement process.
An optimal temporal overlap is achieved by creating two identical temporal photonic wave packets
so that their arrival times at the BS match perfectly. The shape of these wave packets depends on the
excitation pulses’ optical properties and the atom’s spontaneous decay. Therefore, identical shapes are
created by carefully setting the intensities and pulse shapes of the two excitation pulses. Furthermore,
the arrival times of the wave packets are matched by synchronizing the experimental sequences in the
two laboratories (Subsec. 2.6.3).
A perfect spatial overlap is achieved by using a single-mode fiber BS in which the two photons share
the same spatial mode. However, even though these three criteria are well satisfied, the achievable
fidelity of the entangled atom-atom state is still limited by the detector dark counts and by two-photon
emissions from one atom during one excitation attempt [51, 55].
2.6.3. Operation of the Two Atom-Trap Experiment
The two independent single atom traps are separated by 398 m and connected to the BSM with single-
mode optical fibers. Since the BSM is located in the same laboratory as one of the traps (Lab 1),
these fibers differ quite a lot in length. While the trap in Lab 1 is connected with a 5 m fiber in an air-
conditioned environment, the trap in Lab 2 is connected with a 700 m long fiber laid via cable ducts
of the university buildings (Fig. 2.1). Hence, the long fiber is more susceptible to external influences
such as, e.g. temperature, leading to drifts of its birefringence. Since the qubit of the photon is encoded
in the polarization degree of freedom, a regularly automatized polarization compensation is necessary
[75]. For the trapping procedure of a single atom, the number of fluorescence photons is monitored,
and successful loading is recognized as a step-like increase of the detected count rate (Subsec. 2.2.4).
Since the BSM is used for photon detection from both traps, the loading scheme needs to be adapted
to load two atoms with the same detectors. Furthermore, the independent excitation processes in both
labs need to be synchronized to achieve a high interference contrast at the BSM. Therefore additional
communication and synchronization between both trap setups are required.
Control and Synchronization
Figure 2.14 depicts a schematic of the two atom-trap setup showing all relevant devices and signals
needed for the experimental control. A 700 m long fiber channel10 is used to establish communication
10The fiber channel (Leoni AT-VQ(ZN)H(ZN)B2Y 4SM780+4G50+12E9 2,5) consists of 20 fibers: 4 × SM780 single-
mode fiber, 12 × E9/125 single-mode fiber, and 4 × G50/125 multi mode fiber.
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and synchronization between the two separated labs. Electrical-optical converters (E→O, O→E)
transmit electrical signals needed to control and operate the experiment via the optical fiber channel.
Depending on the specific requirements of the signal to be sent, different communication modules are
used, allowing for analog, digital and network communication.
Two local PCs control the individual traps, which set most of the experimental parameters like laser
powers and frequencies and perform automatized calibrations (e.g. magnetic field sensor calibration
(Subsec. 2.5.1)). The PC in Lab 1 serves as a master taking over the experimental control of loading
two atoms and storing measurement data registered in a time-to-digital converter (TDC) located in
the same lab. The PC in Lab 2 acts as a slave receiving control signals from the master PC via the
dedicated optical Ethernet connection. After the master PC registers the successful loading of two
atoms, it commands the slave PC to trigger the start control in Lab 2. The start control is a device
sending out synchronized signals to switch each side’s local control unit (CU) into the mode to run the
experimental sequence (Subsec. 2.6.3). The CUs will continue to execute this sequence until an atom
is lost and the PCs initiate the next loading procedure. While the PCs can perform comparatively slow
tasks on the ms timescale, the CUs can also control the time-critical experimental steps. They are
custom-built pattern generators with an output resolution of 20 ns, which can react on external inputs
to switch between the different steps of the experimental sequence. For each part of the sequence,
they control the timings of all the lasers, setting acceptance time windows and sending out marker
signals to the TDC for identifying the different parts of the sequence during the data analysis.
Synchronization of the two labs is achieved by sharing and distributing a common clock signal among
all time-critical devices. This includes the start control in Lab 2, the control unit of each lab, an FPGA
that registers two-photon coincidence detections of the BSM during the entanglement swapping, and
the TDC in Lab 1 to record the measurement data. The 100 MHz clock signal is generated in Lab 2
and sent via an analog communication channel to Lab 1. In both labs, the signal is distributed to all
critical devices with a clock distribution board11. With this, the two CUs and all other components are
synchronized with a time jitter of 150 ps (RMS) [53].
Experimental Sequence
The experimental sequence (Fig. 2.15) for the two atom-trap experiment comprises several steps:
the loading of two atoms, the synchronized generation of atom-photon entanglement in both labs,
the generation of atom-atom entanglement via entanglement swapping with two-photon coincidence
detection at the BSM, and the atomic state readout.
Loading of the Atom Traps The procedure to individually load an atom in one of the traps is
already explained in Subsec. 2.2.4. Here, a step-like increase of the detected fluorescence count rate
above a certain threshold indicates the loading of a single atom. This changes in the two atom-trap
experiment since the collected photons from both atoms are guided to the same detection setup (BSM).
However, it is still possible to distinguish between the atoms by successively turning off and on the
cooling light on both sides. Once a trap is loaded, the respective MOT current is turned off while the
other side continues loading an atom. Loading of two atoms is indicated if the measured count rate
exceeds a second threshold. This second threshold is higher than the individual count rates and thus
cannot be reached by fluorescence light of only one atom. A decrease in the count rate indicates the
loss of one or both atoms, and the PCs initiate re-loading.


























































Figure 2.14.: Overview of the two atom-trap experimental setup: The two labs, each accommodating
a fully independent single atom trap, are separated by a distance of 398 m and are con-
nected via a 700 m long fiber channel based on several optical fibers. While most of
these fibers are used for establishing communication and synchronization between the
labs, a single-mode fiber for 780 nm (orange) is used to transmit the 780 nm fluores-
cence light emitted by the atom in Lab 2 to the BSM located in Lab 1. The atom trap
in Lab 1 is connected to the BSM with a 5 m long single-mode fiber. All time-critical
devices are synchronized with a common clock signal and marked with a clock symbol
(~ ). The 100 MHz clock signal is generated in Lab 2 and transmitted via an analog
communication channel to Lab 1. The procedure to load atoms in both traps is initiated
and controlled by the master PC, which sends signals to command the slave PC over the
dedicated optical Ethernet connection (grey). After loading of two atoms, the start con-
trol (green) is triggered, sending out a start signal (green arrow) to the control unit (CU)
on each side, which initializes the synchronized excitation sequences in both labs. The
emitted single photons are guided with the single-mode fibers to the BSM, where two-
photon coincidence events are registered by the FPGA (blue). Whenever a two-photon
coincidence is registered in a correct detector combination (Subsec. 2.6.2), the FPGA
sends out a heralding signal (blue arrow), which switches the CUs (light blue) to initiate
the atomic state readout. A time-to-digital converter (TDC) records all necessary events
(e.g. detector clicks of the single-photon detectors and the CEMs, marker signals, etc.)
to reconstruct the experimental sequence and analyze the measurement data.
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Entanglement Generation Sequence After successfully loading two atoms, the CUs are trig-
gered by the start signal to run the excitation sequence. This sequence aims to generate atom-photon
entanglement in both labs in a synchronized way such that the wave packets of the emitted single pho-
tons overlap perfectly at the BSM, enabling the generation of a high-fidelity atom-atom state (Subsec.
2.6.2). The sequence starts with the initial state preparation via optical pumping (Subsec. 2.3.1),
followed by the excitation pulse to generate an entangled atom-photon pair (Subsec. 2.3.2). This
cycle of state preparation and excitation is repeated until an entangled atom-atom state is successfully
generated. The success probability PSi (i = 1, 2 for trap 1, respectively trap 2) of detecting a single
photon after an excitation attempt is only on the order of a few per mille12. Moreover, to generate an
entangled atom-atom state, both photons need to be detected simultaneously, and the probability for a
two-photon coincidence detection is given by PS = 12PS1 ·PS2 , whereby the factor
1
2 accounts for the
fact that the BSM can only identify two out of four Bell-states. An FPGA monitors the single-photon
clicks of the BSM. Whenever a correct coincidence detection occurs during a photon acceptance time
window of 208 ns, a heralding signal is sent out to the CUs, interrupting the excitation sequence and
switching to the atomic state readout (Fig. 2.14). Besides the photon transmission time from Lab 2
to the BSM of about 3.6µs, an additional delay time after each excitation try is introduced in both
labs to send a possible heralding signal via an asynchronous communication channel to Lab 2. This
delay time of 3.7µs also includes the electrical signals inside the laboratories. Adding the photon and
signal transmission times and the time needed for the initial state preparation before every excitation
attempt results in 10.36µs per excitation attempt.
The atom gets heated during the repeated preparation and excitation cycles due to photon scattering
with the pumping and excitation beams. An increased atom temperature not only leads to a reduced
lifetime of the atom in the trap but also enhances the decoherence effects due to the more extensive mo-
tion of the atom (Subsec. 2.5.2). In [53], a scheme was developed in which 40 preparation-excitation
cycles are followed by a 350µs cooling period leading to an effective repetition rate of 52.2 · 103 1s .
Atomic State Readout The atomic state readout is initiated after receiving a heralding signal
indicating a successful generation of an entangled atom-atom state. In this so-called ’event-ready’
scheme, the earliest time to read out the atomic state of the atom in Lab 2 is 7.3µs after the emission
of the respective photon. A high-fidelity atomic state readout in the measurement basis affected by
the dephasing mechanism caused by the strongly focused ODT beam (Subsec. 2.5.2) is only possible
after a complete transverse oscillation period of the atom in the trapping potential. For typical trap
parameters in these experiments, this period is > 10µs, and an additional delay of the state readout
is required. For time-critical measurements like the loophole-free test of Bell’s inequality, a simul-
taneous readout of both atoms is possible by tuning the transverse trap periods with adjusting the
individual trap intensities (Subsec. 2.2.3).
2.7. Challenges of Long-Distance Entanglement
Entanglement between separated quantum memories will be indispensable for future, scalable quan-
tum networks [31] facilitated by quantum repeater protocols [47, 76]. These networks allow for new
applications like distributed quantum computation and secure quantum communication over large dis-
tances. With the system introduced in this chapter, long-distance entanglement between two atoms
separated by 398 m is achieved [21]. Nevertheless, for practical use of the applications mentioned
12Values reported in [53] are PS1 = 1.65h and PS2 = 0.85h. With the new objectives build and implemented in the




































Figure 2.15.: Experimental sequence of the two atom-trap experiment: After loading an atom in each
of the traps (light red), the CUs are triggered by the start signal to repeatedly run cycles of
state preparation (dark blue) and excitation (orange). These cycles are synchronized such
that the single photons arrive simultaneously at the BSM, taking into account additional
waiting times (green) and photon transmission times (grey). An FPGA registers two-
photon coincidences during a photon acceptance time window of 208 ns, and a potential
heralding signal is sent with a transmission time of 3.7µs to the distant trap in Lab 2.
When receiving a heralding signal, the atomic state readout (red) is initiated; otherwise,
the preparation-excitation cycles are repeated. After 40 excitation attempts, recooling
the atoms with a 350µs cooling period (light red) is necessary.
above, the distance between the entangled atoms should be drastically extended to the range of
∼ 100 km. Already the development of our experiment going from a separation of the atoms from
20 m in [50, 51] to the current distance of 398 m showed that substantial challenges arise when ex-
tending the distance, namely the achievable atom-atom entanglement rate and the requirement for
longer coherence times of the atomic qubits. In the next step, when going to even larger distances,
these challenges need to be overcome once more and shall briefly be discussed in this section.
2.7.1. Coherence
In the employed event-ready scheme, the atomic state readout can only be applied after receiving the
heralding signal (Subsec. 2.6.3). Increasing the distance between the labs from 398 m to several tens
of km thus requires coherence times on the order of 100−200µs. The primary sources of decoherence
and currently used methods to prolong the coherence time are described in Section 2.5. Still, further
optimizations are needed to reach the required coherence by reducing the influence of the two main
contributions. These are the residual magnetic field noise and effective magnetic fields of the strongly
focused ODT beam (Subsec. 2.5.2).
Regarding the first one, a magnetic guiding field can help reduce the effect of field fluctuations along
transverse directions but not along the direction of the guiding field [67]. Therefore, preparations are
already started to implement a possible scheme, based on a state transfer of the qubit states to the
hyperfine states, which reduces the sensitivity to magnetic fields along this direction by several orders
of magnitudes [77]. In the tightly focused trapping beam, effective magnetic fields emerge near the
focus, leading to a periodic, non-perfect ’rephasing’ of the atomic state. These fields depend, among
others, on the atomic temperature and the beam geometry [53]. That opens the possibility to reduce
this decoherence effect by cooling the atoms further and providing a more symmetric trap geometry.
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The latter one was one of the design criteria for the new microscope objectives built and implemented
in the scope of this thesis (Chapter 6). Moreover, using two perfectly overlapped, counter-propagating
trapping beams will cancel the longitudinal field components and potentially cancel the effect alto-
gether [69].
2.7.2. Atom-Atom Entanglement Rate
In the remote entanglement scheme used in our experiment, the generation of an entangled pair of
atoms is heralded by a two-photon coincidence detection at the BSM. However, the success probability
of such an event is relatively low and depends on the probabilities PSi to detect the single photon
emitted by the atom after an excitation attempt (i = 1, 2 for Trap 1 and Trap 2, respectively). By
multiplying these probabilities with the achievable repetition rate fE of the excitation sequence (Sec.




· fE · PS1 · PS2 · Pduty. (2.31)
Here the factor 12 accounts for the fact that the BSM can distinguish only 2 out of the 4 Bell states,
and Pduty represents the probability of having simultaneously an atom loaded in both traps to run the
synchronized excitation sequence.
The repetition rate is determined by the time needed to prepare the atomic state before each excitation
(3µs), the transmission times of the photons to the BSM, the time to send the heralding signal back to
the trap setups, and the time to cool the atoms after a certain amount of excitation tries (350µs after
40 excitations). Let d1 and d2 be the fiber lengths from Trap 1 and Trap 2 to the BSM, respectively,










with the speed of light in an optical fiber cnf ∼
2
3c (nf : refractive index of the fiber core) and
max (d1, d2) being equal to the larger length of d1 or d2. In the current configuration the BSM is
located in the same laboratory as Trap 1 (d1 << d2 = d) and max (d1, d2) = d.
The probabilities PSi are influenced by many factors and can be written as
PSi = ηpump · ηexc · ηcci · ηdet · ηlossi · τfiber (di) , (2.33)
with ηpump the efficiency of the state preparation, ηexc the efficiency of the excitation process, ηcci the
efficiency of collecting and coupling an emitted photon into a single-mode optical fiber and ηdet the
efficiency of the single photon detectors. The transmission loss in the optical fiber of length di with an
attenuation α is accounted for by the factor τfiber (di) = 10−α·di and residual losses, e.g. unavoidable
reflections at optical surfaces, are combined in the factor ηlossi . Due to the short fiber length d1 in the
current configuration, the transmission loss for this fiber can be neglected. Even though some of these
contributions (e.g. ηcci , ηdet and ηlossi) are not known precisely and can only be estimated, the total
value of PSi can be measured accurately. Note, typically an excitation efficiency of ηexc = 0.8 is used
to reduce two-photon emission events originating from one atom during one excitation attempt. It has
been shown that these events have a limiting influence on the fidelity of the entangled atom-atom state
[51].












· ηcc1 · ηcc2 · η2pump · η2exc · η2det · ηloss1 · ηloss2 · 10−α·d. (2.34)
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Entanglement Rate for Longer Distances
For the experimental setup from 2016 used to perform the loophole-free Bell test [21], an event rate
of ∼ 2 events/min at a fiber length of 700 m was obtained. However, according to Eqn. 2.34, this event
rate will almost drop to zero for distances of several 10 km (Figure 2.16), e.g. one event every 100
years at a distance of 20 km. Reasons for this and possible solutions to increase the entanglement rate
are stated here.
Decreased Repetition Rate The repetition rate of the experiment will drop due to longer photon
and signal transmission times depending on the length of the fiber connection d. This reduction in
repetition rate is unavoidable in schemes based on entanglement swapping. Therefore, besides opti-
mizing the excitation sequence to minimize the times needed for the state preparation and the cooling
[53], the only option to increase the repetition rate is by changing the experimental configuration from
an asymmetric to a symmetric one with the BSM located in the middle of both trap setups. In this
case, max (d1, d2) = d/2 and the combined photon and signal transmission time reduces by a factor
of 2.
Loss in Optical Fibers The limiting factor for the entanglement rate for larger distances is the
wavelength-dependent attenuation loss in optical fibers. For example, for the emitted photon at a
wavelength of 780 nm, the attenuation in the fiber is 4.0 dBkm . To overcome these losses frequency
conversion of the single photon into the low attenuation regime of telecom-wavelengths is neces-
sary. Furthermore, the conversion process is required to preserve the quantum information encoded
in the photon, e.g. the single photon polarization state, which is entangled to the spin-state of the
atom. Quantum frequency conversion (QFC) [78] provides this opportunity and is implemented in
our experiment converting the single photon to the telecom S-band at 1522 nm (fiber attenuation of
∼ 0.18 dBkm ) with an external device conversion efficiency of 57% [79]. This allowed verifying entan-
glement between an atom and a telecom photon with a fidelity of≥ (78.5± 0.9) % after transmission
through 20 km of optical fiber (Chapter 7). Moreover, highly efficient superconducting nanowire
single-photon detectors (SNSPDs) are available for telecom wavelengths with detection efficiencies
> 85%. Thus, combining higher detection efficiency and the lower attenuation in the optical fiber,
QFC becomes beneficial, resulting in higher entanglement rates for fiber lengths longer than 678 m
(Figure 2.16).
High NA Microscope Objective Setups From the remaining contributions in Eqn. 2.34, the
collection and coupling efficiencies ηcci have the biggest potential for improving the entanglement
rate. These efficiencies can be increased by the use of better collection optics. Therefore, new custom-
designed high NA microscope objectives were built and implemented in both traps (Chapter 6), lead-
ing to a gain in collection-and-coupling efficiency by a factor of ∼ 2.5 for the setup in Lab 1 and by
a factor of ∼ 3.5 in Lab 2. With these numbers, a gain in the remote entanglement rate by a factor
of ∼ 8.75 is expected (Fig. 2.16). These improvements can compensate for the additional conversion
losses when applying the QFC, and an entanglement rate over 20 km fiber of 0.78 events/min becomes
feasible. In a symmetric configuration, this number can further be increased to 1.48 events/min.
The fidelity of the entangled atom-atom state is directly related to the generation quality of the en-
tangled atom-photon states via the entanglement swapping. A thorough analysis of the atom-photon
entanglement generation process revealed the possibility of increasing the state fidelity by finding an
optimal trade-off between excitation probability, background and dark counts, and a photon accep-
tance time window for the BSM [51, 55]. Hence, an improved entanglement fidelity can be achieved
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Figure 2.16.: Estimated remote entanglement rates as a function of the total fiber length connecting
both traps. The event rate of ∼ 2 events/min at a fiber length of 700 m obtained in the
Bell test [21] performed in 2016 (blue) is taken as a reference for the other graphs. The
entanglement rate for the QFC (orange) compared to the reference is reduced for short
distances due to the external device efficiency of the converters and becomes beneficial,
resulting in higher rates for fiber lengths larger than 678 m. The enhanced collection-
and-coupling efficiencies reached by implementing the new objectives lead to an esti-
mated increase of the entanglement rate by a factor of ∼ 8.75 (green). By combining
all possible improvements (QFC, new optics and a symmetric setup), reasonable event
rates in the order of ∼ 1 event/min at a distance of 20 km can be expected (red).
at the cost of a reduced entanglement rate. Here, the enhanced collection and coupling efficiencies
reached with the new collection optics allow for these optimizations without reducing the event rate
to an unpractical level.
In order to optimize the collection-and-coupling efficiency, a detailed understanding of the involved
processes is indispensable. Therefore, a model describing these processes is developed in Chapter 4.
Following this model, a theoretical upper limit for the efficiency is calculated, and suitable optics for
an optimized performance could be selected. A characterization of the involved optics can be found
in Chapter 5.
The results of the loophole-free tests of Bell’s inequality performed in 2016 [21] are presented in
the next chapter. The data for these measurements were obtained with the old collection optics and,
by this, resembles the status of the experiment before the new objectives were implemented. It can
therefore be used as a reference regarding improvements in entanglement rate and achievable state
fidelity.
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3. Test of Bell’s Inequality with Entangled
Atoms
In 1964 John Bell published his famous paper “On the Einstein Podolsky and Rosen paradox” [11],
where he showed that certain predictions of quantum mechanics cannot be reproduced by any classi-
cal theory that follows a local-realistic description of nature. He formulated his results in the form of
an inequality, which for all theories governed by local realism gives a strict bound on the outcome of
correlation measurements performed on two distant particles. Quantum mechanics, on the other hand,
can exceed this bound for certain measurement settings and by that violates Bell’s inequality. For the
first time, this showed a way towards experiments able to answer the long and still ongoing discussion
on the completeness of quantum mechanics started with the historic paper “Can Quantum-Mechanical
Description of Physical Reality Be Considered Complete?” published in 1935 by Einstein, Podolsky,
and Rosen (EPR) [7]. According to EPR, two fundamental principles need to be fulfilled by a physical
theory to be considered complete, namely realism and locality. Realism implies that a physical quan-
tity assigned to a system is an inherent property of this system, regardless of a potential measurement.
For locality, it is required that measurements performed outside of each other’s light cones cannot
have any causal influence on each other. Quantum mechanics cannot fulfill these two principles at
once, and hence it was considered incomplete. Therefore, the possible existence of nowadays called
local hidden variables (LHV) was introduced to extend quantum mechanics to a complete theory ful-
filling both principles. The LHV cannot be experimentally observed themselves but still determine
the outcome of any possible measurement. The stringent bound for any local-realistic descriptions
given by Bell’s inequality allows now for an experimental test of all LHV theories.
Following the quantum mechanical prediction, Bell’s inequality can be violated by performing mea-
surements on an entangled pair of particles for suitable measurement settings. The inequality proposed
by Bell in 1964 required perfect correlations between both particles and thus was experimentally not
feasible. A reformulation not requiring perfect correlations was published in 1969 by Clauser, Horne,
Shimony and Holt (CHSH) [12], making an experimental test of Bell’s inequality applicable. Soon
after, many experiments were performed (e.g. [13, 15, 16]) with (almost all) results in favor of the
quantum mechanical prediction. However, most of the experiments conducted so far relied on addi-
tional assumptions on the observer or the observed system, opening potential loopholes to the LHV
theories [14, 17]. Only recently, experiments free from the most important loopholes could be con-
ducted [18–20].
Here, the results of two experimental Bell tests (started on 15th April 2016 and 14th June 2016) per-
formed on pairs of entangled 87Rb atoms are presented. Combining heralded entanglement of the
atoms separated by a distance of 398 m with the fast and efficient readout of their spin states made
it possible to close the two major loopholes - the locality and the detection loophole - in the same
experiment [21, 53, 55].
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setting readout polarization χro angles α and φ in (2.9)
A = 0 χA=0 = V α = 0 and φ = 0










H α = π4 and φ = 0








H α = −π8 and φ = 0










H α = π8 and φ = 0
Table 3.1.: Readout polarizations χro used for the different settings of the Bell test. Settings A corre-
spond to the inputs of Lab 1 and B to the inputs of Lab 2.
3.1. CHSH Inequality
A test of Bell’s inequality is based on correlation measurements on two spin-1/2 particles. As already
mentioned above, the inequality proposed by Bell in its original form is unpractical for actual exper-
iments since it requires perfectly (anti-)correlated pairs of particles. Therefore, the CHSH inequality
is used in the experiment presented here, as it puts Bell’s inequality in a more experimentally friendly
form. In this scenario, pairs of particles are provided by a source and sent to two separated measure-
ment devices (Alice and Bob). Each device receives a binary input (0 or 1) labeled for Alice with
A and for Bob with B that determines the measurement direction. The results X and Y (for Alice
and Bob, respectively) can take one of the two output values −1 or +1. The complete experiment
is separated into distinct rounds. In every round, one pair of particles is sent to the devices. Each of
those receives exactly one input and answers with exactly one output. The results from both sides are
combined every round, forming either a correlated (X = Y ) event or an anti-correlated (X 6= Y )
event. The respective total number of events for the four input combinations (A,B) are counted and
given by NX,YA,B . From these numbers, the following correlators are calculated for the inputs A = a,









Bell’s inequality in the form of CHSH is then given by [12]
S := |E1,1 + E1,0|+ |E0,1 − E0,0| ≤ 2, (3.2)
with the bound for local-realistic theories of 2. On the other hand, the quantum mechanical prediction
for certain measurement directions yields a value of S = 2
√
2, violating the inequality. In [80], this
value has also been shown to be the greatest possible one for any quantum state and observable.
The heralded entanglement generation (Sec. 2.6) is used as the source of particles for the experi-




(|↓〉x |↑〉x ± |↑〉x |↓〉x) (Eqns. 2.29-2.30) is prepared. In order to perform correlation
measurements, different analysis angles for the atomic state readout and thus the dark and bright states
for the projection are set by the polarization χro of the readout lasers (Sec. 2.4.2). The maximum vi-
olation is achieved for the measurement directions summarized in Table 3.1. The applied readout
scheme has two possible measurement outcomes: the atom gets ionized, or the atom does not get
ionized. In the latter case, no ionization fragments can be detected, and the measurement results X




Bell inequalities are derived with certain assumptions on the local realist theories under test, and the
respective bound only holds when all of these assumptions are true. In an experimental realization,
these assumptions transform into requirements, which need to be fulfilled. Each requirement not
accounted for in the experiment opens the possibility for local realism to give a measurement result
exceeding the bound of the inequality. Therefore, the number of so-called loopholes must be reduced
to a minimum to perform a meaningful Bell test. In the following, the main loopholes are described.
3.2.1. Detection Loophole
While deriving the inequality, it is implicitly assumed that all provided pairs of particles are measured,
producing an output X and Y for each experimental round. Experiments suffering from detector
inefficiencies do not satisfy this requirement, and thus, the fair sampling assumption is required. This
means that the measured events are considered a representative fraction of all events leading to the
same outcome of the Bell test. For the CHSH inequality and an otherwise perfect system, a lower
bound for the detector efficiencies of ∼ 83% can be given, up to that the fair sampling assumption
is not needed [81, 82]. The detection loophole was first closed in an experiment with entangled ions
trapped only a few µm apart from each other [83], leaving the locality loophole open.
In the experiment presented here, every round of the Bell test is heralded by the BSM, and only
then the state readout is triggered. In such an event-ready scheme, a measurement result is obtained
for every readout attempt, making the fair sampling assumption unnecessary and thereby closes the
detection loophole. Any insufficiency of the atomic state readout, e.g. the inefficiency of the particle
detectors (Sec. 2.4.2), will only lead to wrong measurement results reducing the readout fidelity and
thus lowering the achievable S value.
3.2.2. Locality Loophole
The locality loophole addresses the requirement for local and independent measurements. Here it is
assumed that the input choice and measurement on one side is independent of the input choice and
measurement on the other side. To account for this in the experiment, any communication between
the two sides during this time must be prevented. By enforcing space-like separation of the measure-
ments, any causal dependence between them can be excluded since they are outside of each other’s
past light cones. The locality loophole was first closed in an experiment with entangled photons cre-
ated in a down-conversion source and measured at a distance of 400 m [84]. However, due to low
detector efficiencies, the detection loophole was not closed.
In the Bell tests presented in this chapter, space-like separated measurements are realized by com-
bining the large separation of the entangled atoms of 398 m with the fast atomic state readout, which
takes less than 1.1µs, including the basis choice based on a fresh random number. By this also the
locality loophole is closed.
3.2.3. Other Loopholes
Two further loopholes that are often referred to are the memory loophole [85] and the free-will (or
freedom of choice) loophole [86]. The first one allows LHV theories for a potential memory of the
previous rounds of the experiment. Local realism can exploit this knowledge due to finite statistics of
the experiment, thus enabling a systematic violation of Bell’s inequality, especially for a small number
of events. Moreover, in statistical analysis methods, a common assumption is that the experimental
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rounds are performed identically and independent from each other (i.i.d. assumption). This assump-
tion is no longer be justified when allowing for a memory of the LHV, and methods not requiring the
i.i.d. assumption to analyze the experimental results must be applied. By this, the memory loophole
can be closed. Therefore, two suitable methods, [87] and [88, 89], are used in this experiment.
The freedom of choice loophole considers the independence of the input choices from the LHV and
vice versa. Random number generators on both sides are used as a source for a random input selection
to address this loophole. Still, a possible influence of the LHV on the generation of the random num-
bers cannot be excluded, which makes space-like separation of the creation of the LHV and the inputs
necessary. Since it is impossible to define a specific time at which the creation of the LHV took place,
this loophole can never fully be closed. A possible point in time the LHV might come into existence
in an experiment based on entanglement swapping is the creation of the remote entanglement via the
Bell state measurement. Assuming this for the presented Bell test, the LHV are clearly not influenced
by the input selections, taking place 10.7µs after the BSM. Contrary to that, the generation of the
random numbers for the basis choices are inside the light cone of the BSM since the used quantum
random number generators (QRNGs) are located in the same laboratories as the trap setups. Hence,
the freedom of choice loophole is not closed in this experiment.
For a more detailed discussion of the previously described loopholes and for reviewing other not
mentioned loopholes, see [17].
3.3. Space-like Separated Measurements
As discussed in the previous section closing the locality loophole requires space-like separation of the
measurements performed on the two distant sites. Here, the input creation defines the beginning of
the measurement process, which is completed after the measurement outcome is received and stored
in a local storage unit. Space-like separation can now be guaranteed if the outcome on one side is
obtained outside the light cone of the input creation of the other side.
In our case, the experimental scheme to perform space-like separated measurements is the following:
After a successful coincidence detection at the BSM (Sec. 2.6), the heralding signal is sent to the
two local control units initiating the measurement procedure. In both labs, a QRNG (Subsec. 3.3.1)
is used, providing random inputs on request. Depending on the input, the corresponding readout
polarization is selected, and the state-selective ionization is applied. Ionization fragments possibly
created in the ionization process are detected by the CEMs, and a comparator converts their electrical
output pulses into logical TTL signals [52]. Together with the random inputs, these classical signals
are recorded in the local storage unit of the respective lab. This completes one round of the Bell test,
and the experimental sequence repeats until the Bell test data are accumulated. An overview of the
crucial devices and signals for the measurement process are depicted representatively for Lab 1 in Fig.
3.1.
3.3.1. Random Input Choice
For deriving the CHSH inequality, the local measurements are assumed to depend only on the respec-
tive local input and be independent of the other side’s input. However, when choosing the inputs in
a deterministic way, a possible connection to the measurement of the other side cannot be excluded.
Independence must therefore be assumed unless the inputs are chosen in a well-defined and unpre-
dictable way. In our case, this is experimentally realized by using quantum random number generators












































Figure 3.1.: Schematic of the measurement scheme in the Bell tests: After the FPGA registers a suc-
cessful photon coincidence detection at the BSM, it sends out the heralding signal to the
control units in both labs. In Lab 1 via a 0.5 m long coaxial cable and towards Lab 2 via
an asynchronous communication over the 700 m long fiber channel. In each lab, the con-
trol unit requests a random bit from the QRNG, which is used as local input (A ∈ {0, 1})
to select the desired readout polarization χA according to Table 3.1 by triggering one of
the two AOMs. The possible creation of ionization fragments during the state-selective
ionization is detected by the CEMs and converted into logic TTL signals by a comparator.
These signals are recorded together with the random inputs in a local storage to evaluate
the results. The scheme for Lab 2 is designed analogously with the difference that the
heralding signal is received from the optical communication and is not stored in the local
storage of Lab 2. For an overview of the communication and synchronization of the two
atom-trap experiment, see Fig. 2.14.
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model of the QRNGs was developed within which bounds for the residual predictability for gener-
ating a particular input are given ([55] and Supplementary material of [21]). The knowledge of the
predictability can be exploited by the LHVs and, therefore, has to be accounted for in the analysis of
the experiment. In the following, the function of the QRNG is briefly described. A statistical analysis
of the random numbers (RNs) generated during the Bell test can be found in Sec. 3.4.
Working Principle of the QRNG
The employed QRNGs rest on counting the number of photons emitted by a light-emitting diode
(LED) during a certain time interval. The emitted light is first attenuated before it is detected with a
photo-multiplier tube (PMT). Then, a comparator converts the generated electrical pulses into digital
signals counted by an FPGA within time bins of 20 ns. Finally, the parity of the registered photon
number determines the value of the random bit output.
The source of randomness in the underlying physical model is based on photo-detection theory [90,
91]. Here the detection events from a light source of constant intensity are assumed to be fully un-
correlated on time scales of the counting interval. Thus, the generated output bit is independent of
previous events as well as of the LHVs. The detected photon number follows a Poissonian distribu-
tion, which is modified by the extendable dead time of the detector, enabling the generation of output
bits close to zero bias without the need for further post-processing [54]. The QRNGs can be oper-
ated at 50 Mbps and provide a random bit with no measurable correlations older than 80 ns [21, 53]
(Subsec. 3.4.2).
3.3.2. Atomic State Analysis
After receiving the heralding signal, the atomic state readout starts by requesting a binary input from
the QRNG, which determines the setting of the Bell test (Table 3.1). However, in the time budget for
space-like separation, the time needed for selecting the measurement direction already needs to be
considered. Hence, a method for fast switching to the desired measurement basis is required.
Fast Selection of the Measurement Direction
In the employed analysis scheme, the measurement direction is defined by the polarization of the read-
out laser. In our case, a fast selection of the correct polarization is realized using two separate optical
beam paths, each for one of the polarizations, which can be independently turned on by AOMs1. The
AOMs are operated at an acoustic frequency of 408 MHz, and the beams are focused close to their
transducers, which allows for fast switching times[52]. That enables the creation of an optical readout
pulse, which reaches the atom < 220 ns after the QRNG provided the RN. Furthermore, by turning
on only one of the AOMs at a time, the desired polarization can be selected.
State Detection
Atoms in the bright state of the applied readout polarization will get ionized, and the created ion-
ization fragments are accelerated towards the CEMs. Their impact on the sensitive area inside the
detectors generates an electron avalanche, which is converted by a comparator into a logical signal.
The duration of the readout process can be evaluated by analyzing the arrival times of the fragments,
which primarily depend on the acceleration voltage Uacc between the CEMs. For Lab 1, this results
12x AA Opto-Electronic MT350-A0, 12-800 (Lab 1), 2x Gooch & Housego AOMO 3350-199 (Lab 2)
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in a duration of 570 ± 3 ns with Uacc = 4250 V and for Lab 2 in a duration of 725 ± 3 ns with
Uacc = 2400 V
2 [53]. Thus, the time for the electrical pulse to be converted into the logical TTL
signal is 80 ns for Lab 1 and 84 ns for Lab 2 [53].
3.3.3. Timing of the Measurement Process
In order to determine the time budget for space-like separated measurements, it is essential to have
a precise knowledge of the distances between the atom trap of one lab and the QRNG of the other.
These distances were determined by linking measurements within the laboratories with precise map
data provided by the ’Bayerisches Landesamt für Digitalisierung, Breitband und Vermessung’. As a
result, the obtained distance between the atom trap in Lab 1 and the QRNG in Lab 2 is 398.0 m and
the distance between the atom trap in Lab 2 and the QRNG in Lab 1 is 402.7 m resulting in minimal
luminal signal transmission times of (398.0 m−1 m)/c = 1324.2 ns and (402.7 m−1 m)/c = 1339.9 ns
[21, 53].
The total duration for the measurement process can now be calculated by adding all individual
contributions, e.g. the maximum ’age’ of the random number, the switching of the measurement
basis, the time for the state-selective ionization and the generation of the classical output signal. For
Lab 1, a duration of 947±1 ns, and for Lab 2, a duration of 1093±1 ns is obtained (Fig. 3.2) [21, 53].
Besides the short duration of the local measurements, they also need to be performed simultaneously,
requiring a precise synchronization of both traps (Sec. 2.6.3). As the heralding signal initiates the
measurements, its transmission times to the respective labs are critical and need to be considered in
the time budget. In Lab 1, the signal is transmitted via a 0.5 m coaxial cable in 2.5± 0.2 ns whereas,
for Lab 2, it is transmitted via an asynchronous communication module over the 700 m long fiber with
a transmission time of 3717 ± 7 ns3. Furthermore, for a high fidelity state readout, the time of the
measurement needs to be matched with the rephasing of the atomic state caused by the longitudinal
field components of the ODT (Sec. 2.5.2). This can be achieved by appending additional waiting times
to delay the start of the measurements in both labs. These waiting times depend on the individual trap
frequencies and can be tuned by changing the intensity of the respective trapping beam (Sec. 2.2.3).
With this, an almost simultaneous readout of both atoms is realized, by starting the measurement in
Lab 2 28.5 ns earlier than in Lab 1. Altogether, this results for Lab 1 in a time margin for space-like
separation of 340 ns and for Lab 2 in a margin of 267 ns (Fig. 3.2) [21, 53].
3.4. Statistical Analysis of the Generated Inputs
All bits generated by the QRNGs during the Bell tests are continuously recorded for analysis purposes.
The data for both experimental runs are organized in 115420 files of 1 Gb size (115 Tb in total) and
evaluated for bias, serial correlations and general statistical tests. Although these tests can never
certify genuine randomness, they still give some information about the quality of the randomness of
the bits and can reveal potential artifacts or malfunctioning of the QRNGs.
2The acceleration voltages are limited in their amplitudes to avoid high-voltage breakdowns of the particle detectors.
However, the thresholds were found to be different for the two labs and hence the applied voltages differ as well.
3The error is determined by the uncertainty of the cable length and not by a jitter of the signal.
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Figure 3.2.: Space-time diagram of the experimental sequence of the Bell tests [21, 53, 55]: Atom-
atom entanglement is generated with a BSM on photons emitted by single atoms in Trap
1 and Trap 2 after a synchronized excitation (orange), taking the different photon trans-
mission times (light grey) into account (Sec. 2.6.3). The heralding signal (blue) initiates
the atomic state measurement and is transmitted to both setups. For a high fidelity state
readout, additional waiting times (dark grey) are introduced such that the time of the
measurement matches the rephasing of the atomic state (Sec. 2.5.2). The measurement
process (red, see enlarged diagrams) starts by requesting a random input determining the
measurement basis. Then, the atomic state is read out with the state-selective ionization
scheme introduced in Section 2.4.2, and the corresponding readout polarization is set via
AOMs. The end of the measurement is reached after a classical output signal is obtained.
Summing up the timings for the individual steps of the measurement shows that a space-
like operation is realized with time margins of > 340 ns for Trap 1 and > 267 ns for Trap
2.
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run #bits mean (|BA|) mean (|BB |) max (|BA|) max (|BB |) σ
15th April 2016 2× 16.0 Tb 1.30 · 10−6 1.67 · 10−7 4.33 · 10−6 3.22 · 10−6 8.33 · 10−7
14th June 2016 2× 46.6 Tb 4.97 · 10−6 2.67 · 10−6 8.74 · 10−6 7.15 · 10−6 8.33 · 10−7
Table 3.2.: The mean and maximum value of the observed bias for both experimental runs. Values
observed in Lab 1 are labeled with a subscript A (Alice) and for Lab 2 with B (Bob). σ
corresponds to the standard deviation of a 360 Gb data point.
3.4.1. Bias







with n0 being the number of ’0’ and n−n0 the number of ’1’. It can be measured by simply counting
the number of ’0’ or ’1’ in a bit sequence. In Fig. 3.3, an example of the bias observed in Lab 1 for
the run from 14th June 2016 is shown as a function of time; more data can be found in Appendix
C.1. Each data point contains 360 Gb of data and corresponds to a measurement time of 2 h. The
chosen data size is a trade-off between reducing the statistical noise to be smaller than the observed
value and the observability of potential long term drifts. Analyzing the bias allows for estimating a








Taking the maximum value for the bias observed in both runs of 8.74 · 10−6 (Tab. 3.2) and adding
a 2σ margin to it yields a conservative estimate for the predictability of τ1 = 1.04 · 10−5 ([55] and
Supplementary material of [21]). This value agrees well with the predictions of the physical model
when allowing the LHVs to have information about all from the outside-accessible parameters of the
QRNG, e.g. the photon count rate and the temperature inside the QRNG (both actively stabilized
values). Granting the LHVs also full knowledge of all internal parameters, e.g. electrical noise, an
even more conservative estimate of τ2 < 6.3 · 10−4 can be given ([55] and Supplementary material of
[21]). This value is used in the analysis methods to evaluate the presented Bell tests (Subsec. 3.5.1).
3.4.2. Correlations
Another interesting property concerning the predictability of a bit in a bit sequence are serial correla-













with the bits qi ∈ {0, 1}, n the length of the bit sequence and l the lag of the correlation. It is
important to note that this formula is only correct in the presence of zero bias. However, for the very
small bias present in our case, it is still a good approximation with an error of less than 2 · 10−9. The
complete data set is analyzed for serial correlations up to a lag of 56, finding correlation values with
l > 1 consistent with zero. The average values of all correlations for the data generated during the
measurement run from June 14, 2016 in Lab 1 can be found in Table 3.3. More data are presented in
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Figure 3.3.: The time evolution of the bias observed in Lab 1 for the experimental run from 14th June
2016 (blue line). Each data point contains 360 Gb of data and represents a measurement
time of 2 h. The area shaded in red indicates the ±σ interval, and the green line shows
the average bias value.
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Figure 3.4.: The time evolution of SCC1 observed in Lab 1 for the experimental run from 14th June
2016 (blue line). Each data point contains 360 Gb of data and represents a measurement
time of 2 h. The area shaded in red indicates the ±σ interval, and the green line shows
the average correlation value.
Appendix C.2. The time evolution of the next neighbor correlations from this data set is shown in Fig.
3.4. Here only a slight drift over the total measurement time of ∼ 230 h is visible.
In order to ensure space-like separation in a Bell test, the precise start time of the measurements needs
to be known. In our case, we define the start of the measurement as the earliest time the information
about the input for the basis selection might already be available. The next neighbor correlation
SCC1 for both QRNGs show moderate values > 10−5, and therefore, they need to be considered
in the timings of the measurements. After a request for a random number was sent to the QRNG,
it takes about 60 ns until the latest generated RN is available [53]. Furthermore, to account for a
possible influence of the previous RN, 20 ns for its generation is added, thus setting the start time of
the measurement 80 ns before the RN for the input is available (Subsec. 3.3.3).
3.4.3. Standardized Statistical Tests
Finding suitable statistical tests to analyze a random bit sequence can be, in general, a difficult task.
Therefore, the standardized test suit “TestU01 Alphabit battery” [92], which contains 17 different
tests, is applied to all data files of the QRNGs generated during the time of the two Bell tests. For
each of the files and each of the tests, a P-value for the null hypothesis ’the bit sequence being tested is
random’ (i.i.d. bits with Pr (qi = 0) = Pr (qi = 1) = 12 ) is calculated
4. In case of true randomness,
the P-values are expected to be uniformly distributed [92], which can be tested with a Pearson’s χ2-test
4The significance level for all the tests was chosen to be 0.001. However, the exact value is only of minor interest since
the actual test for randomness is performed by checking if the P-value distribution is uniform.
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l SCCl l SCCl l SCCl l SCCl
1 1.32 · 10−5 17 5.42 · 10−8 33 8.53 · 10−8 49 −2.90 · 10−7
2 1.47 · 10−7 18 6.01 · 10−8 34 2.52 · 10−8 50 1.65 · 10−8
3 −9.79 · 10−8 19 1.49 · 10−7 35 −1.22 · 10−7 51 1.57 · 10−7
4 3.41 · 10−8 20 −7.91 · 10−8 36 6.94 · 10−8 52 −3.43 · 10−7
5 5.87 · 10−9 21 −2.46 · 10−7 37 1.19 · 10−7 53 −5.15 · 10−8
6 −8.19 · 10−8 22 −1.60 · 10−7 38 −1.99 · 10−8 54 1.49 · 10−7
7 −4.74 · 10−8 23 1.94 · 10−7 39 9.53 · 10−8 55 2.20 · 10−7
8 1.38 · 10−7 24 4.48 · 10−8 40 −2.39 · 10−7 56 9.64 · 10−9
9 1.62 · 10−7 25 1.42 · 10−7 41 −3.33 · 10−7
10 2.19 · 10−7 26 −1.22 · 10−7 42 2.74 · 10−7
11 −2.13 · 10−7 27 −1.79 · 10−7 43 5.56 · 10−10
12 −2.40 · 10−7 28 −3.26 · 10−7 44 1.04 · 10−7
13 −1.52 · 10−7 29 −4.92 · 10−8 45 2.13 · 10−8
14 −1.75 · 10−8 30 1.56 · 10−8 46 −2.45 · 10−7
15 −3.31 · 10−8 31 −2.97 · 10−7 47 −2.83 · 10−8
16 −1.60 · 10−8 32 8.58 · 10−8 48 −2.43 · 10−7
Table 3.3.: The average correlation values SCCl in Lab 1 for the measurement run from 14th June








where Oj is the number of observations in the j-th bin, Ej are the expected counts of the test distribu-
tion in the j-th bin (in case of a uniform distribution 1k · n), and k is the number of bins. Hence, these
values should follow a χ2-distribution with k−1 degrees of freedom. The test results are summarized
in Table 3.4 for both measurement runs and both QRNGs. Uniform distributions can be observed
for almost all the tests of the battery except the test row “smultin_MultinomialBitsOver”5 (test on
uniformity of appearance of successive output values forming bit chains of length L, evaluated in an
overlapping serial approach). For these tests, P-values are more likely to be found close to 0, and
the corresponding test for uniformity fails (Eqn. 3.5). Thus, to check if this points to some malfunc-
tioning of the QRNGs, a similar test row “smultin_MultinomialBits” (same test but evaluated in a
non-overlapping serial approach) is applied to the data set. Here, the expected behavior can easier
be modeled by using a non-central χ2-distribution. The model calculates the relative probabilities for
the expected appearance of bit chains of length L, taking only the observed bias and next neighbor
correlation as input parameters. The distribution defined by the model M , in general, differs from a





6= 0. When analyzing bit se-
quences, described by this model, an offset for the corresponding χ2-values is expected, which can be
accounted for by using a non-central χ2-distribution with a non-centrality parameter λ = χ2 (M). For







associated. The relative frequencies for the bins of the P-value distribution can now be calculated by
5These tests are also based on a check of uniformity, and the same test statistic given by Eqn. 3.5 can be used to calculate
the corresponding P-values.
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15th April 2016 14th June 2016
Test P-value Lab 1 P-value Lab 2 P-value Lab 1 P-value Lab 2
smultin_MultinomialBitsOver with L = 2 3.83 · 10−20 1.66 · 10−5 6.06 · 10−123 4.11 · 10−44
smultin_MultinomialBitsOver with L = 4 7.65 · 10−9 1.86 · 10−4 2.95 · 10−58 6.92 · 10−26
smultin_MultinomialBitsOver with L = 8 0.298 0.542 8.14 · 10−3 0.061
smultin_MultinomialBitsOver with L = 16 0.347 0.086 0.842 0.815
sstring_HammingIndep with L = 16 0.663 0.824 0.065 0.822
sstring_HammingIndep with L = 32 0.499 0.838 0.997 0.043
sstring_HammingCorr with L = 32 0.275 0.674 0.435 0.008
swalk_RandomWalk1 with L = 64 (Statistic H) 0.413 0.942 0.045 0.208
swalk_RandomWalk1 with L = 64 (Statistic M) 0.166 0.646 0.376 0.892
swalk_RandomWalk1 with L = 64 (Statistic J) 0.496 0.684 0.506 0.899
swalk_RandomWalk1 with L = 64 (Statistic R) 0.092 0.287 0.801 0.544
swalk_RandomWalk1 with L = 64 (Statistic C) 0.676 0.594 0.712 0.240
swalk_RandomWalk1 with L = 320 (Statistic H) 0.963 0.761 0.334 0.663
swalk_RandomWalk1 with L = 320 (Statistic M) 0.534 0.138 0.575 0.241
swalk_RandomWalk1 with L = 320 (Statistic J) 0.487 0.196 0.253 0.881
swalk_RandomWalk1 with L = 320 (Statistic R) 0.032 0.471 0.291 0.715
swalk_RandomWalk1 with L = 320 (Statistic C) 0.941 0.608 0.930 0.173
Table 3.4.: Results of the test suite ”TestU01 Alphabit battery“ for both experimental runs. All tests
are applied to the complete data set consisting of 2×16072 files of 1 Gb for the 15th April
2016 measurement and 2 × 41638 files for the 14th June 2016 measurement resulting in
a distribution of P-values for each test. The hypothesis for randomness can be tested by
checking these distributions for uniformity with a χ2-test. The corresponding P-values of
this test are listed here.
integrating the probability density function of the non-central χ2-distribution over this interval, which
leads to the expected P-value distribution described by the model. Figure 3.5 exemplary shows the ob-
served distribution for the data set of Lab 1 in the run from 15th April 2016 together with the expected
distribution of the model. More data can be found in Appendix C.3. The model fits the data well,
showing that the observed results can be described solely with the bias and next neighbor correlation
of the respective data set and hence the failure of the tests does not reveal any malfunctioning of the
QRNGs. On the contrary, these subtle effects become only visible because of the enormous amount
of data and would have been stayed completely unnoticed otherwise. In conclusion, all applied tests
support the hypothesis that the generated output bits are random and well suited for our experiment.
3.5. Measurement Results
In general, to obtain meaningful results in a scientific experiment it should be based on objective cri-
teria only to avoid any influence of the experimenter’s expectation on its outcome. If this is not taken
into account when conducting an experiment, the experimenter, consciously or unconsciously, can
alter the outcome of the measurement towards his expectation. An overview of this problem can be
found in [93]. Therefore, to avoid expectation bias in the presented Bell tests, a list of rules on how
to conduct and analyze the experiment was defined before the start of the measurement (see [55] and
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Figure 3.5.: Histogram of the P-value distribution for the test ”smultin_MultinomialBits“ (sequences
of 4 bits (L=16)) applied to the data of Lab 1 in the measurement run of 15th April 2016.
The blue dots represent the expected behavior of the model based on the observed bias
and next neighbor correlation of this data set. The mean value and the ±σ interval for the
histogram bins are shown as red and brown lines, respectively.
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Supplementary material of [21]). It covers, e.g. the number of events to be collected, the methods to
analyze the results, and a scheduled maintenance routine. Moreover, it defines specific cases when
measured events are allowed to be excluded.
The target number N± of events to be collected was predefined to 5000 events for each of the two
atom-atom states |Ψ±〉 (in total 10000 events). Based on the achievable event rate6 of ∼ 2 eventsmin and
the expected violation from previous measurements of S ≈ 2.2 [50], N± was chosen such that the
statistics of the accumulated data allow for a significant violation of Bell’s inequality in a reasonable
measurement time of a few days. For both Bell tests presented in this chapter, 10000 events were
accumulated, and the requirements to avoid expectation bias were fulfilled. The run started on 15th
April 2016 was conducted in 4 days, including daily maintenance breaks of ∼ 3 h, showing a clear
violation of Bell’s inequality. The other run started on 14th June 2016 took a total measurement time
of 10 days and was performed ’live’, meaning that all data were publicly available online during the
measurement.
For conclusive interpretation of a Bell experiment, the statistical method of hypothesis testing is em-
ployed to decide whether or not an experiment governed by LHVs can explain the measured data.
A detailed description of the used hypothesis tests can be found in [55] and in the Supplementary
material of [21], and shall only shortly be mentioned in the following.
3.5.1. Hypothesis Tests
In our case, two different methods are used to estimate a probability - the P-value - to test the null
hypothesis for LHVs: A specific violation or a more extreme one can be produced by an experiment
governed by LHVs.
The first method models the experimental Bell test as a supermartingale whose step size can be
bounded using concentration inequalities7, allowing to calculate a probability pm for a local-realistic
theory to result in a specific violation S > 2 or higher (see [55] and in the Supplementary material of
[21]). In the second method, the CHSH experiment is formulated as a game [89] where Alice and Bob
receive random inputs based on those they need to produce correlation events. The goal of the game
is to maximize the number of win-events. A given correlation is considered a ’win’ if the obtained
S-value increases for a particular input combination; for the four input combinations in our case: three
anticorrelations and one correlation. During one round of the game, only the local input is known to
each party, making it challenging to generate correct events. The null hypothesis can now be tested
by calculating the probability pg of winning the game at least W out of N times.
Both methods do not require the i.i.d.-assumption that the experimental tries are considered indepen-
dent and identically distributed and hence do not open the memory loophole (Sec. 3.2). Furthermore,
the methods are also capable of handling possible residual predictability of the input choice (Sec. 3.4),
which the LHV can exploit to reach a violation of Bell’s inequality systematically. In the hypothesis
tests, certain predictability will result in an increase of the calculated P-value.
3.5.2. Results
The data of the experimental runs started on 15th April 2016 and on 14th June 2016 were obtained
while simultaneously closing the two most essential loopholes (the detection loophole and the locality
loophole). The results of both runs are presented in the following and summarized in tables containing
6In the framework of this thesis, the event rate was significantly improved by a factor of ∼ 5.6 by implementing new
custom-designed collection optics in both trap setups (Chapter 6).
7Here the McDiarmid inequality [94] is used.
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Input ++ +− −+ −− NX=Y NX 6=Y Ntotal Ea,b
A = 1, B = 1 172 439 483 130 302 922 1224 −0.507± 0.025
A = 1, B = 0 535 115 128 461 996 243 1239 0.608± 0.023
A = 0, B = 1 122 492 510 117 239 1002 1241 −0.615± 0.022
A = 0, B = 0 168 443 536 149 317 979 1296 −0.511± 0.024
S− total 5000 2.240 ± 0.047
pm ≤ 8.444 · 10−6
pg 3899 wins ≤ 7.397 · 10−7
(a) Data for
∣∣Ψ−〉 state
Input ++ +− −+ −− NX=Y NX 6=Y Ntotal Ea,b
A = 1, B = 1 489 160 182 443 932 342 1274 0.463± 0.025
A = 1, B = 0 134 499 513 117 251 1012 1263 −0.603± 0.022
A = 0, B = 1 135 471 507 107 242 978 1220 −0.603± 0.023
A = 0, B = 0 154 483 471 135 289 954 1243 −0.535± 0.024
S+ total 5000 2.204 ± 0.047
pm ≤ 2.611 · 10−4
pg 3876 wins ≤ 2.643 · 10−5
(b) Data for
∣∣Ψ+〉 state
S pm wins pg
2.221± 0.033 2.569 · 10−9 7775 1.739 · 10−10
(c) Combined S- and P-values
Table 3.5.: Experimental data from the run started on 15th April 2016.
the number of collected events for each setting, the corresponding correlators, the S-value and the
calculated P-values. Further runs not shown here can be found in [55] and in the Supplementary
material of [21].
Measurement Run from 15th April 2016
Due to a stable system and a constant event rate, it was possible to accumulate the 10000 events during
a total measurement time of 90 h leading to a clear violation of the CHSH inequality. Evaluating the
data (Table 3.5) using Eqns. 3.1 and 3.2 results in S-parameters for the |Ψ−〉 and |Ψ+〉 states of
S− = 2.240± 0.047 and S+ = 2.204± 0.047, respectively. By combining the events of both states,
an S-value of S = 2.221± 0.033 is reached. Using the game-formalism for the hypothesis tests leads
to P-values of p− ≤ 7.397 · 10−7 for |Ψ−〉, p+ ≤ 2.643 · 10−5 for |Ψ+〉 and p ≤ 1.739 · 10−10 for
both states combined. With this, the hypothesis that the measurement outcome can be explained with
an experiment governed by LHVs can be rejected with high confidence.
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Input ++ +− −+ −− NX=Y NX 6=Y Ntotal Ea,b
A = 1, B = 1 104 523 484 132 236 1007 1243 −0.620± 0.022
A = 1, B = 0 431 159 160 454 885 319 1204 0.470± 0.026
A = 0, B = 1 162 466 410 207 369 876 1245 −0.407± 0.026
A = 0, B = 0 133 533 537 105 238 1070 1308 −0.636± 0.021
S− total 5000 2.134 ± 0.048
pm ≤ 0.02
pg 3838 wins ≤ 2.752 · 10−3
(a) Data for
∣∣Ψ−〉 state
Input ++ +− −+ −− NX=Y NX 6=Y Ntotal Ea,b
A = 1, B = 1 506 158 127 489 995 285 1280 0.555± 0.025
A = 1, B = 0 161 441 427 173 334 868 1202 −0.478± 0.022
A = 0, B = 1 144 482 450 185 329 932 1261 −0.444± 0.023
A = 0, B = 0 118 483 510 146 264 993 1257 −0.555± 0.024
S+ total 5000 2.057 ± 0.048
pm ≤ 0.52
pg 3788 wins ≤ 0.13
(b) Data for
∣∣Ψ+〉 state
S pm wins pg
2.096± 0.034 ≤ 0.0287 7626 ≤ 2.818 · 10−3
(c) Combined S- and P-values
Table 3.6.: Experimental data from the run started on 14th June 2016.
Measurement Run from 14th June 2016
For the live measurement, the system suffered from more instabilities than the run from 15th April
2016, leading to a smaller violation of Bell’s inequality and a lower event rate that prolonged the
total measurement time to 10 days. The obtained data for this run (Table 3.6) yield S-parameters of
S− = 2.134 ± 0.048 for |Ψ−〉, S+ = 2.057 ± 0.048 for |Ψ+〉, and S = 2.096 ± 0.034 for both
states combined. The corresponding hypothesis test using the game-formalism results in P-values of
p− ≤ 2.752 · 10−3 for |Ψ−〉, p+ ≤ 0.13 for |Ψ+〉 and p ≤ 2.818 · 10−3 for both combined.
Applications
Measurements violating Bell’s inequality form the basis for several so-called ’device-independent’
(DI) protocols, which can be utilized in real-world quantum applications. Device-independent in the
context of quantum technology means that one can trust the measurement results even in the case
of imperfect or untrusted devices. Examples for such applications are, e.g. generation of random
numbers, certification of entanglement via ’self-testing’ [95] and secure communication schemes like
device-independent quantum key distribution (DIQKD). For example, the number of extractable ran-
dom bits, certified by a violation of Bell’s inequality, was calculated for our Bell data in [55] by
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applying the protocol of device-independently generating RN [30]. Furthermore, self-testing was also
applied to the Bell data to certify the entanglement shared by the two atoms in a DI way [55, 96].
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4. Photon Collection and Coupling
Efficiency
For future quantum technology applications based on the entanglement between separated quantum
memories, e.g. distributed quantum computation or quantum communication, the entanglement rate
limits the (secure) data transfer. In our experiment, the entanglement between the distant atoms is
generated via the entanglement swapping protocol (Subsec. 2.6). Here, one of the decisive numbers
defining the achievable rate is the efficiency to couple a single photon emitted by the atom during the
entanglement generation process into a single-mode fiber (Eqn. 2.34). By using optics better suited
for this task, an improved coupling efficiency can be achieved. Therefore, in this work, a custom-
designed microscope objective setup is implemented in both laboratories (Chapter 6). For the design
of these setups, it is indispensable to have a good understanding of the collection and coupling process.
In this chapter, a model describing the coupling process is presented to estimate the coupling ef-
ficiency. The overall process can be split into two nearly independent parts: the collection of the
photon and the coupling into the single-mode fiber. In both cases, efficiencies are calculated for atoms
located in the focus of the ODT as well as for atoms displaced from this optimal position. First, the
emission process of the single photon is described in a semi-classical approach considering an oscil-
lating atomic dipole generating the mode of the emitted photon. Depending on this emission profile,
the probability to collect the photon with the objective is calculated. In the next step, the coupling
efficiency is determined by calculating the mode-overlap of the emitted photon mode with the fiber
mode. More realistic estimates for the collection and coupling efficiency are obtained by including
the thermal distribution of the atoms (Subsec. 2.2.3) in the calculations. Analyzing the results led to
developing a homemade fiber collimator optimized to increase the coupling efficiency (Subsec. 6.1.4).
The model is an extension to the simplified model given in [32]. Further details about the development
of the model are found in [97, 98].
4.1. Atomic Dipole Emission Characteristics
In this section, analytic expressions of the emitted photon modes are derived considering an oscillating
atomic dipole in a semi-classical approach. While this description allows deriving the correct emission
profiles, the spontaneous decay process cannot be explained. Within this semi-classical description,
the excited state of an atom corresponds to a pure quantum state with no dipole moment associated
with it; hence, the atom does not start to radiate. This problem is solved in quantum electrodynamics
(QED) by the quantization of the electromagnetic field. Here the interaction of the excited atom with
the different radiation field modes of the vacuum state (the state with no photons) induces a dipole
moment, which leads to the spontaneous emission of a photon into one of the vacuum modes [99].
In our case, the single photon is emitted by the spontaneous decay of the 52P3/2, F ′ = 0 excited
state to the 52S1/2, F = 1 ground state manifold. The expectation value of the associated transition
dipole moment p̂e,g is given by
Me,g = 〈p̂e,g〉 = e
〈
52P3/2, F
′ = 0,mF ′ = 0
∣∣ r̂ ∣∣52S1/2, F = 1,mF = 0,±1〉 , (4.1)
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with e the elementary charge and r̂ the spatial position operator. As long as at least one of the compo-
nents of Me,g is unequal to zero, the transition is allowed, and the spontaneous decay into the corre-
sponding state can happen. For all three ground states
∣∣52S1/2, F = 1,mF = 0,±1〉 this is the case,
and hence the emission of a single photon with σ± or π polarization is possible. The semi-classical
approach is used for the following derivations of the emission profiles, considering the atomic dipole
as the source of radiation with the emitted electric field described classically. This step is justified
since both classical and quantum mechanical descriptions lead to the same emission profiles [100].
The electric field of the emitted single photon generated by an oscillating dipole in the far-field ap-






[(er × ep)× er] , (4.2)
with the radial unit vector
er =
 sin (θ) cos (φ)sin (θ) sin (φ)
cos (θ)
 . (4.3)
ep is the unit vector of the dipole oscillation direction, k = 2π/λ represents the wavenumber, ε0 and
εr are the vacuum and relative permittivity, respectively, and r denotes the radial distance. In the
following, E0 = k2/4πε0εr is used. The angular momentum degree of freedom for the atomic and
the photonic state is decomposed into eigenstates of the system with respect to its quantization axis
(Appendix B), which in our case is defined by the optical axis of the collection optics pointing along
the z-direction. For the photon, this leads to decomposition into three polarization states σ± and π
with the electric field modes being calculated by using the respective oscillation direction of the atomic
dipole: ep = eσ± = 1/
√
2 (∓iex + ey) for the emission of σ± polarized light and ep = eπ = ez for
π polarized light (general expressions for arbitrary oscillation directions can be found in Appendix
D). Here ex, ey and ez are the unit vectors of the Cartesian coordinate system (see Figure 4.1 and
Appendix B). With this, the modes can be written as
E(σ





2 (∓iex + ey))× er] , (4.4)
E(π) (r) = E0
eikr
r
[(er × ez)× er] . (4.5)
The probability that a photon of polarization p (e.g. p = σ±, π) is emitted into a differential
solid angle dΩ is obtained by normalizing the time-averaged power dP(p) = S̄(p) (r) · df , with
S̄(p) (r) ∝








∥∥∥E(p) (r)∥∥∥2 , (4.6)





∥∥∥E(p) (r)∥∥∥2 = 8π
3
E20 . (4.7)























(a) σ±-polarized light emitted from a dipole
circularly oscillating around the z-axis.
This polarization can be emitted in all di-
rections with the maximal probability for























(b) π-polarized light emitted
from a dipole linearly os-
cillating along the z-axis.
The emission probability
for this polarization is van-

























(c) Differential solid angle dΩ in rela-
tion to the area element df . ex, ey
and ez are the unit vectors of the
Cartesian coordinate system.
Figure 4.1.: Dipole emission characteristic of polarized light. The emission probability of an atom




















sin2 (θ) . (4.9)
In our experiment, the polarization state of the emitted photons is naturally analyzed in the H/V -
basis with a PBS (Subsec. 2.4.1). Therefore, in the following calculations of this chapter, the electric
field modes of the three orthogonal linear dipoles oscillating along the unit vectors of the Cartesian
coordinate system ex, ey and ez are considered (Fig. 4.1). The emission of a H/V -polarized photon
can hence be described as a superposition of the σ±-eigenstates with ep = eH = i/
√
2 (eσ+ − eσ−) =
ex and ep = eV = 1/
√
2 (eσ+ + eσ−) = ey (see Appendix B), and the corresponding fields using
Eqn. 4.2 are given by
E(H) (r) = E0
eikr
r
[(er × ex)× er] , (4.10)
E(V ) (r) = E0
eikr
r
[(er × ey)× er] , (4.11)
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1− sin2 (θ) sin2 (φ)
)
. (4.13)
In this chapter, all formulas so far are written in spherical coordinates (r, θ, φ) to exploit rotational
symmetries of the system. For an atom located exactly in the focus position of the objective, these
symmetries lead to a vanishing coupling efficiency into the optical fiber of emitted π-light (Subsec.
4.3.2). The situation changes when allowing for displacements of the atom from this center position,
and in general, no symmetries can be used for arbitrary atom locations. Therefore, a Cartesian coor-
















The change of the coordinate system from spherical to Cartesian coordinates also implies mapping
the surface element of a sphere df onto a plane. For each differential solid angle dΩ, the emitted
spherical wavefront is therefore locally projected onto a plane leading to a stretched wavefront (Fig.
4.2). Accounting for this in the calculations requires introducing a projection factor of cos (θ) between





dA · cos (θ)
r2
. (4.17)
This projection or apodization factor guarantees the correct transformation while fulfilling the de-
mands of energy conservation [103]. In [98], the cosine factor was falsely omitted, leading to slightly
different results for the currently used NA of 0.5. However, when considering systems with higher
NAs the differences become significant.
Furthermore, for an arbitrary position of the atomic dipole, the source of the electric fields is shifted
by the vector r′ = (x′, y′, z′) from the origin of the coordinate system. Mathematically this can be
described by a transformation of the electric field coordinates (Fig. 4.3):
r→ r− r′ =
(
x− x′, y − y′, z − z′
)
. (4.18)
By applying all above-derived transformations rules (Eqns. 4.14-4.18), the following electric fields





only leads to the correct transformation for x > 0. Therefore, in the
calculations the two-argument function arctan2 (y, x) is used as it ensures the correct transformation between spherical














Figure 4.2.: Local projection of the surface element of a sphere df onto a plane (left). The projection
plane (x-y plane) is defined by the optical axis of the microscope objective (z-axis). The
relation between the two differential surface elements is visualized on the right and the
projection factor cos (θ) can easily be derived.









(x− x′)2 + (y − y′)2 + (z − z′)2
)7/4
 (y − y′)2 + (z − z′)2− (x− x′) (y − y′)










(x− x′)2 + (y − y′)2 + (z − z′)2
)7/4
 − (x− x′) (y − y′)(x− x′)2 + (z − z′)2










(x− x′)2 + (y − y′)2 + (z − z′)2
)7/4
 − (x− x′) (z − z′)− (y − y′) (z − z′)
(x− x′)2 + (y − y′)2
 , (4.21)
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(x− x′)2 + (y − y′)2 + (z − z′)2
)5/2 ((x− x′)2 + (y − y′)2) . (4.25)








































































































































(a) Definition of the spherical coordinate system in the non-displaced case r′ = 0. The angle























































































































(b) Definition of the Cartesian coordinate system for displaced atom positions. Here, r′ de-
scribes the shift of the atom from the origin, and the emitted electric fields E(p) (r− r′) are
given by the relative coordinates r− r′.
Figure 4.3.: Definition of the coordinate systems for atoms in the center of the ODT (a) and atoms
displaced from this position by a vector r´ (b). In both cases, the origin of the coordinate
system coincides with the focus position of the ODT. The entrance aperture of the objec-
tive with radiusReff is centered around the z-axis at location r = (0, 0, f), where f is the
focal length of the objective. The emission characteristic dP/dΩ in (a), respectively dP/dA
in (b), is exemplarily shown for a dipole circularly oscillating around the ez-direction.
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4.2. Collection Efficiency
The ability of an optical system to collect light is given by its numerical aperture, defined as NA =
n · sin (θmax), where n is the refractive index of the medium between the emitter and the objective.
It allows to bound the angular acceptance of a system with a maximal polar angle θmax. Depending
on this angle, an effective entrance aperture with radius Reff can be defined for a point source well
localized in the focus region:







The collection efficiency is now given as the probability of a photon being emitted into the objective’s
entrance aperture Aap and can be calculated by a surface integral of the dipole emission characteristic















4.2.1. Collection Efficiency of Non-displaced Atoms
This subsection considers the collection efficiency for the idealized case of an atom centered in the fo-
cus of the ODT at position r′ = 0. For this consideration, it is advantageous to perform the integration
with spherical coordinates, which simplifies the calculations by exploiting the system’s symmetries.



























∥∥∥E(p) (r)∥∥∥2 . (4.29)
Note, r2
∥∥E(p) (r)∥∥2 is a function independent of the radial distance r. Calculations show that for
any polarization purely composed of σ±-components (e.g. H and V ) equal collection efficiencies
are obtained, whereas, for π-polarized photons, the specific emission characteristic (Fig. 4.1) reduces
the collection probability, especially for low NA values. Figure 4.4 depicts the collection efficiency
for photons emitted via a σ- or π-decay as a function of the NA. As expected, higher collection
efficiencies are obtained for larger NA values due to the increase of the maximum collection angle
θmax. The new microscope objectives2 with a NA of 0.5 are placed outside the vacuum glass cell (in
air n = 1), resulting in θmax = 30
◦



























2The objectives used before (Mitutoyo, G Plan Apo 50) are also specified for a NA of 0.5, leading to the same expected
collection efficiency. However, they are not designed for the single photon’s wavelength of 780 nm, causing aberrations,
which reduce the coupling efficiency and thus limit the effective usable NA to 0.267 [52].
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Figure 4.4.: Collection efficiency as a function of NA (left axis) for photons emitted via a σ-decay
(light red) or π-decay (blue). Possible improvement factors relative to the current NA of
0.5 for σ photons (right axis).
An obvious improvement would hence be to use collection optics with a larger NA. However, this
is technically challenging in our experiment since the same optics collecting the fluorescence light
also focuses beams for the trapping and the atomic state readout (Subsec. 2.2.4). Moreover, the
objective is located outside the vacuum due to the experimental geometry, requiring a long working
distance of> 11 mm. Altogether, this required the custom-design of the objectives mentioned before.
For the theoretical case of NA = 1 in air (n = 1) with θmax = π/2, the collection efficiency of
50% resembles the situation of collecting one-half of the total 4π emission. The largest practically
achievable NA with a dry lens is 0.95 [104], resulting in an efficiency of 37.91%. That leads to an
estimated improvement by a factor of 4.03 compared to a NA of 0.5 and correspondingly to an increase
of the remote entanglement rate by a factor of 16.24. This potential increase reflects the theoretical
optimum, assuming a coupling efficiency (discussed in Sec. 4.3) equal to the currently achieved.
4.2.2. Collection Efficiency of Displaced Atoms
The atom’s thermal energy allows it to move inside the trapping potential, and hence its position will
vary from the ideal situation (r′ = 0) discussed previously. More precisely, the probability of finding
an atom at a specific location is described by the thermal density distribution introduced in Subsection
2.2.3. In this general case, no symmetries can be exploited anymore by using a spherical coordinate
system. As mentioned before, the polarization analysis of the photon in our experiment is normally
performed in the H/V-basis. Therefore, it is natural to use a Cartesian coordinate system to calculate
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the efficiencies for displaced atoms since its unit vectors (ex, ey, ez) coincide with the oscillation
directions of the three atomic dipoles leading to the emission of H/V- or π-polarized photons. The
collection efficiency η(p)col (r− r
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(x− x′)2 + (f − z′)2
)
(
(x− x′)2 + (y − y′)2 + (f − z′)2
)5/2 . (4.34)
Here the surface integral is performed over the entrance aperture of the objective with radius Reff
(Eqn. 4.26) centered around r = (0, 0, f) (Fig. 4.3b).
Figure 4.5 depicts the collection efficiency for atoms displaced in all three spatial directions. The
displacement r´ = (x´, y´, z´) is given in units of the transverse σr, respectively longitudinal σl stan-
dard deviation of the thermal density distribution (Subsec. 2.2.3), which depends on the specific trap
parameters, e.g. its geometry and depth, as well as on the atom temperature. Here parameters resem-
bling the current situation of the trap in Lab 1 are used exemplarily: f = 10 mm, Reff = 5.77 mm,
σr = 115 nm and σz = 1.23µm. The calculated collection efficiency shows only negligible varia-
tions for different atom positions distributed over the complete trap volume. For an atom well local-
ized in the focus region of the collection optics, this behavior is expected as long as the displacements
are much smaller than the focal length f and the effective aperture radius Reff of the objective.
Therefore, only the difference to the collection efficiency of an atom in the central position (previous
subsection) is shown to visualize these small changes. Since the atom is less confined along the prop-
agation direction of the ODT beam, changes originating from longitudinal displacements are much
larger than those from transverse shifts. Furthermore, higher collection efficiencies are obtained for
photons emitted closer to the objective since they are more likely to impinge the objective’s entrance
aperture. The influence of the different emission characteristics for the three polarizations can also be
seen in the collection efficiency plots, e.g. the emission of H-polarized light is wider in the y- than in
the x-direction leading to an oval shape of the efficiency distribution in the x-y plane. For V polariza-
tion, the role of the x- and y-axis are exchanged, and hence the oval shape is rotated by 90°, whereas
for π-polarization, the calculated distribution is symmetric. For typical parameters in our experiment,
similar results are obtained. More substantial deviations of the collection efficiency only occur when
having a less confined atom or using a smaller NA.
4.3. Coupling Efficiency
In the experimental realization, the collected photons are coupled into a single-mode fiber that guides
them to the polarization analysis setup (Subsec. 2.4.1). The quality of this coupling process is cru-
cial as it influences the experiment in various ways. First, it determines the fraction of collected
photons that can subsequently be used and by this also determines the achievable entanglement rate.
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Figure 4.5.: Collection efficiency for displaced atom positions for photon polarizations H (left), V
(middle) and π (right). The behavior for atoms in the x-y plane at z = 0 is shown in the
top row and for atoms in the x-z plane at y = 0 in the bottom row. Generally, only negli-
gible changes in the collection efficiency over the complete volume of the thermal density
distribution defined by a ±4σ interval are observable. However, longitudinal atom dis-
placements along the z-axis have a much larger influence than transverse displacements
due to less confinement of the atoms along the ODT beam propagation direction. Fur-
thermore, photons emitted closer to the objective are more likely to impinge the entrance
aperture, leading to higher collection efficiencies. The specific symmetries of the emis-
sion characteristics for the different polarizations are visible in the collection efficiency
plots in the x-y plane, e.g. the oval shapes for H and V photons.
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Secondly, π-polarized photons that couple into the optical fiber will reduce the fidelity of the maxi-
mally entangled qubit state (Eqn. 2.8) (Subsec. 4.4.2). From the collection efficiencies stated in the
previous section, one can estimate that approximately 6.4 %3 of the collected photons (for a NA of
0.5) originate from a π-decay. For the particular case of an atom located directly on the optical axis,
the coupling probability for π-photons vanishes due to symmetry reasons [49]. Nevertheless, in the
general case of arbitrary atom positions, this probability is suppressed but unequal to zero and must
therefore be considered. Likewise, a non-vanishing probability to couple an H-polarized photon into
the V-polarization mode of the fiber or vice versa will lead to the same consequences.
4.3.1. Definition of the Coupling Efficiency
The coupling efficiency is defined as the probability of coupling a previously collected photon into
the single-mode fiber. It is calculated by an overlap integral of the photon mode E(p)photon (r− r
′) with
























where p indicates the polarization of the photon and q the polarization of the fiber mode, whereby the
parameter wcoll defines the size of the fiber mode. The symbol (·)∗ denotes the complex conjugate of
















∥∥∥E(q)fiber (r, wcoll)∥∥∥2. (4.37)
The objective is approximated as a thin lens having the same optical properties regarding focal length,
NA, and possible aberrations to simplify the calculations (Fig. 4.6). Note that the vacuum glass cell
is already included in the objective’s design and hence is not considered separately. The objective
changes the emitted photon modes (Eqns. 4.19-4.21) in two ways. On the one hand, only the part of
the photon mode emitted into the aperture of the objective can contribute to the coupling efficiency.
Therefore, the mode is truncated such that the electric field vanishes outside of the aperture Aap. On
the other hand, the mode gets collimated by the objective as it imprints a position-dependent phase
factor, which corresponds to the phase shift needed to transform a spherical wavefront into a plane




(Fig. 4.7). Moreover, the impact of possible aberrationsW (x, y)
induced by optical components can now easily be incorporated in the calculations by an additional
phase factor eikW (x,y). However, as shown in the next chapter, the expected wave aberrations in the
current system are pretty small with typical values of W ' λ/10 and therefore are neglected in the















·Θ (Aap) , (4.38)
3The emission of a σ+-, σ−- or π-polarized photon occurs with an equal relative probability of 1/3 (Subsec. 2.3.2). Hence,
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Figure 4.6.: Schematic of the coupling efficiency setup. The coupling efficiency ηcp is determined
by the overlap integral of the photon mode Ephoton (light red) and the fiber mode Efiber
(green) evaluated at the principal plane of the objective. The objective is approximated by
a thin lens of the same NA and focal length f , simplifying the calculations. The photon
mode is emitted by the atom (black dot) and gets collected within the entrance aperture
of the objective of radius Reff , where a phase shift of e−ik∆ (Fig. 4.7) is imprinted on it.
The fiber mode gets imaged onto the principal plane of the objective by a fiber collimator
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Figure 4.7.: Phase factor caused by the objective: A spherical wavefront emitted from the focal
point of the objective gets transformed into a plane wavefront by imprinting a position-
dependent phase shift e−ik∆ on it. Here ∆ =
(√
x2 + y2 + f2 − f
)
is the difference in
propagation length of the central point (x = 0, y = 0, f ) to an off-axis point at (x, y, f).
The objective’s aperture additionally truncates the resulting wavefront.
with the Heaviside step function
Θ (Aap) =
{
1, forx, y ∈ Aap
0, forx, y /∈ Aap
.
The fiber mode E(q)fiber is described by the lowest order of the linearly polarized propagation eigen-
mode of optical fibers LP01 [106], which involves a first kind Bessel function of zeroth order. For
simplicity, this mode can be approximated by a TEM00 Gaussian mode given by
E
(q)












where qx and qy are two parameters that define the polarization q of the fiber mode with |qx|2+|qy|2 =
1. The H-polarized fiber mode (q = H) is obtained with qx = 1 and qy = 0 and the V-polarized mode
(q = V ) with qx = 0 and qy = 1. The fiber cannot guide polarization components along the fiber
axis (e.g. π-polarization), and hence the z-component of the polarization vector is always zero (Eqn.
4.39). The waist of the collimated Gaussian mode wcoll is defined by the numerical aperture of the






In order to achieve an optimal value of the coupling efficiency the waist wcoll of the Gaussian mode
must be adapted. Experimentally this is realized by selecting a fiber collimator with a suitable focal
length.
4.3.2. Evaluation of the Coupling Efficiency
The mode overlap between the emitted single-photon mode and the fiber mode determines the cou-
pling efficiency η(p,q)cp . Whereas the photon mode depends on the optical properties of the objective
(e.g. NA, focal length f ) and the position of the atom r′, the fiber mode is described by the focal
length of the fiber collimator fcoll and the fiber numerical aperture NAfiber. In general, there are
six possible combinations (p, q) to calculate the coupling efficiency depending on the photon polar-
ization p ∈ {H,V, π} and the polarization of the fiber mode q ∈ {H,V }. However, some of these
combinations give the same results, leading to three independent categories:
(i) Equal photon and fiber mode polarization: (p, q) = (H,H) ∨ (V, V )
(ii) Orthogonal photon and fiber mode polarization: (p, q) = (V,H) ∨ (H,V )
(iii) Coupling of π-polarized photons: (p, q) = (π,H) ∨ (π, V )
Intuitively, this symmetry can be seen by looking at the first two entries of the photon electric field
vector (Eqns. 4.19-4.21), where the first entry contributes to the coupling into the H fiber mode and the
second entry contributes to the V fiber mode. Interchanging the x (x′) and y (y′) coordinates reveals
the implied symmetry. Therefore, it is enough to present the results for only one of the fiber modes,







additional statements can be made. In the special case of non-displaced atoms (r′ = (0, 0, 0)), only
the coupling efficiency of category (i) is unequal to zero. In this case, the product for categories (ii)
and (iii) are odd function with respect to x and/or y, resulting in an integral of zero. Following the
same line of argumentation, the efficiency of category (ii) is non-vanishing only if both x′ and y′
coordinates are non-zero, and the efficiency of category (iii) is non-vanishing only if the x′ coordinate
is non-zero. Moreover, the coupling efficiency η(p,q)cp possesses mirror symmetries with regard to
the x′z′- and y′z′-planes. The results of the calculations will be presented separately for the three
categories.
(i) Equal Polarization (H,H):
One of the parameters influencing the coupling efficiency is the size of the fiber mode given by the
Gaussian waist wcoll. The behavior of the coupling efficiency depending on the mode size is de-
picted in Fig. 4.8 for different atom positions r′. The waist wcoll is given in relative values of the
effective aperture radius Reff , and the displacements are stated in units of standard deviations of the
thermal density distribution σr and σz . Analog to the representations of the collection efficiency (see
Sec. 4.2) parameters resembling the current situation of the trap in Lab 1 are used: f = 10 mm,
Reff = 5.77 mm, σr = 115 nm and σz = 1.23µm. The calculations show that an optimal wcoll can
be found for every displacement, which maximizes the coupling efficiency. However, these optimal
mode sizes shift to smaller values for larger displacements, which will be important in the next section
when an overall coupling efficiency is calculated by integrating over the thermal distribution of the
atom. For non-displaced atoms, the optimal waist is wcoll = 0.85Reff with a coupling efficiency of
η
(H,H)
cp = 81.4%. All deviations from this central position will lead to a decrease in efficiency, of
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which longitudinal shifts have the most significant influence. The dependency on the atom displace-
ments is shown in Fig. 4.9 for different spatial positions.


















r´ = (0 r, 0 r, 0 z)
r´ = (2 r, 0 r, 0 z)
r´ = (0 r, 2 r, 0 z)
r´ = (0 r, 0 r, 2 z)
r´ = (2 r, 2 r, 2 z)
Figure 4.8.: The coupling efficiency η(H,H)cp in dependence of the Gaussian waist wcoll for different
atom positions r′. The maximal efficiency of 81.4% is reached for a non-displaced atom
with a waist wcoll = 0.85Reff . For all other sets of parameters, the efficiency is reduced.
















































Figure 4.9.: The coupling efficiency η(H,H)cp in dependence of the atom position. Longitudinal dis-
placements along the z-axis have a larger influence than transverse displacements due
to less confinement of the atoms (σr < σz). For all plots, a Gaussian waist of
wcoll = 0.85Reff is used.
(ii) Orthogonal Polarization (V,H):
The probability to couple a V-polarized photon into the H-mode of the fiber is approximately four or-
ders of magnitude lower compared to category (i). As discussed before, the efficiency is non-vanishing
only if the displacements x′ and y′ are non-zero. Therefore, only plots with x′ 6= 0 ∧ y′ 6= 0 are cho-
sen for Fig. 4.10, where the behavior of η(V,H)cp is shown as a function of the Gaussian waist wcoll. The
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coupling efficiency increases for larger diagonal shifts, whereas longitudinal shifts lead to a decrease.
Besides the low coupling efficiency, it is advantageous that the waist for the maximum coupling does
not correspond to the value from category (i). The dependence for different displacements is shown
in Fig. 4.11.



















r´ = (1 r, 1 r, 0 z)
r´ = (2 r, 2 r, 0 z)
r´ = (2 r, 2 r, 1 z)
r´ = (2 r, 2 r, 2 z)
Figure 4.10.: The coupling efficiency η(V,H)cp in dependence of the Gaussian waist wcoll for different
atom positions r′. Non-vanishing efficiencies are only possible if x′ 6= 0 ∧ y′ 6= 0.




















































Figure 4.11.: Coupling efficiency η(V,H)cp for displaced atom positions. For larger diagonal displace-
ments, the efficiency increases. It vanishes if one of the two parameters x′ or y′ is zero.
For a better comparison, the Gaussian waist is set to wcoll = 0.85Reff .
(iii) Coupling of π photons (π,H):
In order to couple a π-polarized photon into the H-polarized fiber mode, the atom must be displaced
in the x-direction (x′ 6= 0). The behavior of η(π,H)cp depending on the Gaussian waist wcoll is shown in
Fig. 4.12. For larger displacements along the x-directions, the coupling efficiency increases, whereas
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it decreases for all other shifts. The values of the coupling efficiency compared to those of category
(i) are typically one order of magnitude lower. The dependence on different displacements is shown
in Fig. 4.13.




















r´ = (1 r, 0 r, 0 z)
r´ = (2 r, 0 r, 0 z)
r´ = (2 r, 2 r, 0 z)
r´ = (2 r, 2 r, 2 z)
Figure 4.12.: The coupling efficiency η(π,H)cp in dependence of the Gaussian waist wcoll for different
atom positions r′. Non-vanishing efficiencies are only possible if x′ 6= 0.

















































Figure 4.13.: The coupling efficiency η(π,H)cp for displaced atom positions. A π-polarized photon can-
not be coupled in case of x′ = 0. For a better comparison, the Gaussian waist is set to
wcoll = 0.85Reff .
4.4. Combined Collection-and-Coupling Efficiency
In the previous sections of this chapter, the processes of collecting and coupling the photon into
a single-mode fiber are presented separately. Here, these results are combined in order to esti-





′) · η(p,q)cp (r′, wcoll) describes the probability of a photon emitted at position r′ with polariza-
tion p coupled in the optical fiber with polarization q. Moreover, during an excitation attempt, the
atom is at an arbitrary position described by the thermal density distribution Pth(r′, T ) (Eqn. 2.5),
yielding different efficiencies for each excitation. Consequently, an averaged value is observed in the
















Here Pth is used as a weight factor, and the factor of 1/3 accounts for the relative decay probabilities
leading to one of the three photon polarizations p ∈ {H,V, π}. The individual efficiencies for H- and
V-polarized photons will be merged to one as both polarizations contribute equally to the generation
of the entangled atom-photon state (Eqn. B.1). Note that Pth depends on the actual trap geometry
as well as on the atom temperature T and by this differs for the respective setups. Calculations of
the combined collection-and-coupling efficiency averaged for the thermal distributions of the current
setups of Lab 1 and Lab 2, and the setup of 2016 (with the old objective), are shown in Figure 4.14
for the three categories of Subsec. 4.3.2. The corresponding trap parameters are summarized in Table
4.1 together with the atom temperatures T . The latter one is determined by measuring the periodic
rephasing of the atomic state caused by the longitudinal field components of the ODT (Sec. 2.5.2) and
fitting a model [53] on it, which describes the observed time evolution.
In general, coupling a photon via a category (i) process (equal photon and fiber mode polarization)
has by far the highest probability, leading to the desired entangled atom-photon state (Eqn. B.1).
On the other hand, the coupling via the processes of category (ii) (orthogonal photon and fiber mode
polarization) as well as for category (iii) (coupling of π-polarized photons) lead to an unwanted re-
duction in the entanglement fidelity (see Subsec. 4.4.2). Fortunately, the efficiencies for those two
categories are suppressed by several orders of magnitude (factor of∼ 10−3−10−5) and can therefore
be neglected. The differences in the calculated data for the respective traps can be explained entirely
by their difference in thermal density distributions Pth. Hence, similar results are obtained for the
setup of Lab 1 and the setup of 2016 due to similar atom distributions (Table 4.1). Contrary to that,
a reduced collection-and-coupling efficiency of category (i) is expected for the setup of Lab 2 as the
atom is less tightly bound by the ODT, resulting in a higher probability of finding the atom further
away from the center of the collection optics. These larger atom displacements also imply higher
efficiencies to couple photons via the unwanted processes of the categories (ii) and (iii). Despite this
unfavorable trend, a less tightly focused ODT beam possesses smaller longitudinal field components,
which reduce the decoherence caused by the non-perfect rephasing of the atomic state (Subsec. 2.5.2).
The efficiency values for the different setups are summarized in Table 4.2.
4.4.1. Fiber Collimator for Optimal Coupling Efficiency
In order to maximize the coupling efficiency, it is vital to choose a fiber collimator, which generates a
fiber mode of optimal size. The determining parameters for this are the collimator’s focal length and
the fiber’s effective NA (Eqn. 4.40).
For the 2016 setup a Gaussian beam waist of wcoll = 0.54Reff (Table 4.2) was found to be the best
trade-off between the maximal usable collection NA (eff. NA: 0.264) and an operation that minimizes
the influence of wavefront aberration introduced by the objective [52]. The full NA of 0.5 could not
be used with this objective since it is designed for the visible wavelength range and therefore does not
allow for a diffraction-limited operation in the NIR. Without considering the effect of aberrations, this
collimator choice results in an expected coupling efficiency, which is reduced by a factor of ∼ 0.78
74
U0 λD wD T σr σz
current setup Lab 1 kB · 2.78 mK 849.5 nm 2.05µm 35µK 115 nm 1.23µm
current setup Lab 2 kB · 2.15 mK 857.0 nm 2.42µm 31µK 145 nm 1.82µm
setup of 2016 [53] kB · 3.21 mK 852.0 nm 1.92µm 45µK 114 nm 1.14µm
Table 4.1.: Trap parameters and atom temperature for different experimental setups. In both currently
used setups, the new objectives are implemented, while in 2016, the old objective was still
in use. Here U0 is the trap depth, λD is the wavelength and wD is the waist of the ODT,
and T is the measured atom temperature. The resulting standard deviations of the thermal
density distributions are denoted with σr and σz .
(i) (ii) (iii)
optimal (wcoll/Reff = 0.82) 4.15 % 1.26 · 10−5 % 4.40 · 10−3 %
implemented (wcoll/Reff = 0.72) 4.05 % 0.93 · 10−5 % 3.62 · 10−3 %
(a) Current setup of Lab 1.
(i) (ii) (iii)
optimal (wcoll/Reff = 0.81) 3.54 % 2.60 · 10−5 % 5.71 · 10−3 %
implemented (wcoll/Reff = 0.84) 3.53 % 2.90 · 10−5 % 6.11 · 10−3 %
(b) Current setup of Lab 2.
(i) (ii) (iii)
optimal (wcoll/Reff = 0.83) 4.23 % 1.25 · 10−5 % 4.43 · 10−3 %
implemented (wcoll/Reff = 0.54) 3.27 % 0.27 · 10−5 % 1.59 · 10−3 %
(c) Setup of 2016 (Lab 1).
Table 4.2.: Efficiencies calculated for the different setups. The results are presented for the optimal
fiber mode sizes (highest efficiency of category (i)) and for the actual used fiber mode size
yielding the expected efficiency.
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current setup lab 1
current setup lab 2
old setup lab 1 (2016)
(a) Efficiency of category (i), (p, q) = (H,H) ∨ (V, V ).




















) current setup lab 1
current setup lab 2
old setup lab 1 (2016)
(b) Efficiency of category (ii), (p, q) = (V,H) ∨ (H,V ).




















) current setup lab 1
current setup lab 2
old setup lab 1 (2016)
(c) Efficiency of category (iii), (p, q) = (π,H) ∨ (π, V ).
Figure 4.14.: Collection-and-coupling efficiencies for all three categories introduced in Subsec. 4.3.2.
The efficiency to couple photons into the single-mode fiber with the same polarization
as emitted (category (i)) is by far the largest. In contrast, the efficiency in all other
cases (category (ii) and (iii)) is several orders of magnitude smaller and can therefore be
neglected. The dashed lines mark the actually used fiber mode sizes of the respective se-
tups, which is in the current configuration of Lab 1wcoll = 0.72Reff , respectively Lab 2
wcoll = 0.84Reff , and for the setup of 2016 wcoll = 0.54Reff . The corresponding effi-
ciency values are summarized in Table 4.2. The underlying thermal density distributions
solely determine the different behavior of the efficiency plots. (Table 4.1).
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compared to the optimum.
Due to the custom design of the new objectives, perfectly suited for the application of our experiment,
a diffraction-limited operation free of aberrations is expected over the full NA of 0.5. This is vali-
dated by an optical characterization of the objective presented in the next chapter. The use of fiber
collimators with focal lengths close to the optimal value is hence possible. However, finding a com-
mercially available suitable collimator with the correct focal length, which itself does not introduce
aberrations, was not possible. For the microscope objective setup, first built [97] and implemented
in Lab 1, the fiber collimator with the largest available focal length4 generates a Gaussian waist of
wcoll = 0.72Reff , which is closer to but not at the optimal value (Table 4.2).
This leaves room for a further potential improvement by factor of ∼ 1.025 (ratio of efficiencies of
category (i) of Table 4.2a). In order to achieve the highest event rate, especially for atom-atom en-
tanglement experiments, a fiber collimator leading to an optimal coupling efficiency was designed
for the second microscope objective setup implemented in Lab 2 (Subsec. 6.1.4). At the time the
collimator was designed, the model describing the collection and coupling process presented in this
chapter was not fully developed. The best estimate of the optimum fiber mode size back then was
wcoll = 0.854Reff [97]. Knowing that averaging over the thermal distribution of the atom would lead
to a slightly reduced value, the desired fiber mode size was set to wdesign = 0.84Reff . The expected
coupling efficiency for this mode size is practically equal to the optimal case (Table 4.2). The residual
mismatch in mode size is caused by the fact that the actual thermal density distribution can only be
known after implementing the objective. Since the atom in Lab 2 is less tightly bound, it turned out
that a slightly smaller mode size would have been preferable.
4.4.2. Fidelity Estimation
For estimating the influence of the unwanted photon couplings from category (ii) and (iii) on the
atom-photon entanglement fidelity, the following state is considered:
|Ψcc〉 =
1√









Here P(i), P(ii) and P(iii) are the probabilities that a photon is coupled via category (i), (ii) or (iii)












(|H〉 |1, 0〉+ |V 〉 |1, 0〉) . (4.45)
The fidelityFcc of the obtained state (Eqn. 4.42) with respect to the maximally entangled atom-photon
state |ΨAP 〉 = 1/
√
2 (|H〉 |↓〉x + |V 〉 |↑〉x) (Eqn. B.1) can now be calculated as
Fcc = |〈ΨAP | Ψcc〉|2 =
P(i)
P(i) + P(ii) + P(iii)
. (4.46)
Inserting the expected efficiencies from Table 4.2 yields the fidelities listed in Table 4.3.
4Thorlabs C40FC-B, f = 40 mm
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Figure 4.15.: Estimated theoretical atom-photon state fidelity (blue) and collection efficiency of emit-
ted photons (red) in dependence of the numerical aperture. In the free-space case (dashed
lines), considering only the collection of the photons but not the fiber coupling, the fi-
delity decreases with increasing NA due to an enhanced probability to collect π-photons.
In contrast, the fidelity stays unity in the fiber-coupled case (solid lines) at the cost of
reduced in-fiber collection efficiency. For these calculations, the thermal distribution of
the atom is not taken into account due to computational limitations. It is therefore as-
sumed that the atom is at rest in the center of the trap. A similar result can be found in
[107].
current setup Lab 1 current setup Lab 2 setup of 2016
fidelity Fcc 0.9991 0.9983 0.9995
Table 4.3.: Estimated atom-photon entanglement fidelities for the different setups. Only for non-
displaced atoms the fidelity can reach a value of one. In the general case, the unwanted
photon couplings from categories (ii) and (iii) lead to a reduction in fidelity.
In Figure 4.15 a comparison to the free-space case is shown, i.e. without fiber coupling. In this
case, a NA of 0.5 reduces the atom-photon entanglement fidelity by 6%, compared to 0.09% with fiber
coupling. Here, the fiber acts as a mode filter that suppresses unwanted couplings and thus enables
a high fidelity entangled atom-photon state. Note that the data for Fig. 4.15 are only calculated for
non-displaced atoms since finding the optimal waist for best coupling together with averaging over
the thermal density distribution would cost an immense amount of computational power and time.
Nevertheless, the resulting data for the interesting case of the currently available NA are presented in
Table 4.3.
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4.4.3. Entanglement Rate Estimation
To estimate the performance of the new microscope objectives in the actual experiment, one needs to
compare measured data with the theoretical expectations. The entanglement rate is estimated from the
local success probability to detect a photon emitted by the atom after an excitation attempt. While this
probability can be measured with high accuracy by simply counting the number of detected photons
against the number of excitation tries, some of the parameters influencing this probability (Eqn. 2.33)
are not known precisely. For instance, residual losses originating from, e.g. unavoidable reflections
at more than 30 anti-reflection (AR) coated optical surfaces (transmission 90 %), reflection at the
air-glass boundary layer of the fiber (trans. 96 %), direct fiber-to-fiber connections (trans. 95 %),
and transmission through optical components (e.g. PBSs and interference filter in front of the APDs
(trans. 90%)) lead to an estimated loss factor ηloss. These numbers are calculated based on typical
specifications given by the manufactures and hence should only be seen as a reasonable estimate.
Besides that, the parameter with the biggest uncertainty is the absolute detector efficiency of the
APDs, which spans over the range of ηdet ' 0.45 ... 0.65 depending on the individual APD and its
alignment. Measurements with the current setups of Lab 1 and Lab 2 show a slightly higher detector
efficiency of the APDs implemented in Lab 2 relative to Lab 1: ηdet2 ' 1.15ηdet1 . For further
considerations, the efficiency in Lab 1 (Lab 2) is assumed to be ηdet1 ' 0.5 (ηdet2 ' 0.575), while
for the setup of 2016, the mean observed value of 0.55 is used5. The remaining dependencies of Eqn.
2.33, the state preparation efficiency ηpump and the excitation efficiency ηexc are either measured or set
to have a value of 0.8. Multiplying these factors on the calculated theoretical values for the combined
collection-and-coupling efficiency ηcc (Table 4.2) results in the expected local success probabilities
Ps (Table 4.4).
PS current setup Lab 1 current setup Lab 2 setup of 2016
expected 0.92 % 0.96 % 0.82 %
measured 0.67 % 0.86 % 0.20 % ... 0.38 %
rel. factor 0.73 0.90 0.24 ... 0.47
Table 4.4.: Success probabilities of detecting a single photon after an excitation attempt. For the
theoretical values the combined collection-and-coupling efficiencies with the actually used
waist ratios are taken from Table 4.2. Different multiplication factors must be considered
(Lab 1: 0.23, Lab 2: 0.27, 2016: 0.25) due to variations in the experimental realization,
e.g. different single-photon detectors. A range of measured values is presented for the
setup of 2016 since different detector combinations were in use. The performance of the
respective objectives is indicated by the relative factors between the expected and measured
probabilities. Note, the old objective used in the setup of 2016 introduces wave aberrations
limiting the coupling efficiency. However, the calculations do not account for this effect,
which explains the comparatively small relative factor.
The values observed with the new objectives are slightly lower than the theoretical expected ones.
Relative to each other a, higher probability is measured in Lab 2. Reasons for this are the use of an
AR-coated fiber (relative gain of 1.04) and the use of index matching gel to suppress reflections at the
fiber-to-fiber connections in Lab 2, and an additional fiber splice in Lab 1 between fibers of different
5Over the years, the APDs were frequently exchanged due to malfunctioning, every time yielding different efficiencies.
An accurate quantitative comparison is therefore not possible.
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types6. The probabilities measured with the setup of 2016 are clearly smaller since the old objective
is not designed to operate in the NIR wavelength range and by this possesses a lower transmission and
introduces wavefront aberrations, which reduce the coupling efficiency. The effect of aberrations is
not included in the current calculations and thus is also not considered in the theoretical values, which
explains the larger discrepancy between the theoretical and measured values for the setup of 2016.
Moreover, all calculated theoretical values resemble upper limits for the respective configurations




5. Optical Characterization of high-NA
Optics
The performance of an optical system is determined by many factors, such as its optical design that
need to match the requirements of a specific application, the quality of the involved lenses that de-
pends on the manufacturing tolerances, and the correct usage of the optical system. For any physical
realization of an optical system, deviations from the theoretical optimal situation introduce wavefront
aberrations, which will lead to reduced optical performance. Moreover, even in the ideal case of a
well fabricated and assembled system, wavefront aberrations inherent to the optical design itself are
present. As elaborated in the previous chapter, the achievable entanglement rate in the experiment
depends on the coupling efficiency of an emitted single photon into an optical fiber. Maximizing this
coupling requires an optimized overlap of the fiber mode with the photon mode. Aberrations, possibly
introduced by the microscope objective optics, would deform the transmitted wavefront of the photon
mode and thus reduce the coupling efficiency.
In order to estimate the influence of wavefront aberrations and verify the specifications given by the
manufacturer, an optical characterization of the objective and the homemade fiber collimator is pre-
sented in this chapter. It starts with a short introduction to the theory of wave aberrations with all
relevant parameters needed for a theoretical description of the problem. After that, the experimen-
tal setup which allows for a characterization of high NA optics is described. The chapter ends by
evaluating the measured wave aberrations. The data presented in this chapter were collected during
the Master thesis of Matthias Seubert [98]. However, the analysis presented there lacks the correct
treatment of so-called apodization effects (Subsec. 5.2.2), which for example led to an overestimation
of the extracted objective’s NA of about 4%.
5.1. Wave Aberration Theory
According to [108], wave aberrations are defined as deviations of the wavefront of an optical system
relative to the wavefront of an ideal reference system. In this context, wavefronts are given by surfaces
of constant phase or constant optical path lengths lOPL measured from the object point (OP). It can be









In the case of ideal image formation, all rays converge to a single point and are consequently perpen-
dicular to a sphere centered in the image point (IP). This sphere forms the reference wavefront of an
ideal system since the optical path lengths of all rays should be constant for perfect imaging [108]. If
the object point coincides with the focal point of the optical system, the sphere’s radius goes to infin-
ity, and the reference wavefront in the exit pupil is given by a plane wave truncated by the aperture of
the optics. The wave aberrations W (xp, yp) in the exit pupil can now be calculated by the difference
of the optical path lengths lOPD (OPD: optical path difference) as





























































Figure 5.1.: Definition of wave aberrations [108]. Light emitted from a point in the object plane (OP)
is imaged by the optical system into the image point (IP). Wavefronts are surfaces of
constant optical path length (constant phase) measured along rays originating from the
OP. In isotropic media, all rays are perpendicular to the wavefront. Wave aberrations
are defined as deviations of the actual wavefront (red) to a reference wavefront (green)
measured at the exit pupil. For an ideal system, the reference wavefront is described by a
sphere.
where xp and yp are the coordinates in the exit pupil, and lOPL (0, 0) is the optical path length of
the reference sphere given by the chief ray [108] (Fig. 5.1). An optical path difference equal to the
wavelength of the light λ corresponds to a phase shift of 2π. By scaling W (xp, yp) in units of λ, the
aberrated electric field with amplitude E0 can be written in the exit pupil as




According to the definition of wave aberrations, they are only defined up to a global phase (or global
displacement), which depends on the radius of the reference sphere and therefore their absolute val-
ues are subject to some arbitrariness. However, since a global phase does not influence the image
formation, this radius can be set freely. Therefore, a reasonable choice, which makes later calcula-
tions easier (Eqn. 5.7), is to set the global offset in a way that the mean value of the wave aberrations
Wmean vanishes (Fig. 5.3):











dyp being the area of the exit pupil.
In Figure 5.2, two simple examples are given to illustrate how certain wavefront aberrations influ-
ence the image. The first example shows a spherical wavefront of the same radius Rref as the refer-
ence, which is tilted with respect to the reference sphere by a small angle θ. This tilt results in a trans-









































W(x ,y )p p
xp



























W(x ,y )p p
xp
(b) Defocus of the wavefront relative to the reference sphere.
Figure 5.2.: Illustration of wavefront aberrations and their influence on the image [108].
The second example shows a spherical wavefront which is stronger convergent than the reference,







5.1.1. Wavefront Aberration Criteria
For the characterization of an optical system, certain measures need to be introduced in order to
perform a quantitative analysis. The simplest possibility would be to calculate the peak-to-valley
(PV) value of the wave aberrations Wpv defined in the exit pupil as
Wpv = max
xp,yp∈Aep
(W (xp, yp))− min
xp,yp∈Aep
(W (xp, yp)) . (5.5)
A graphical illustration of this definition can be found in Figure 5.3. One of the first image-quality
criteria was given by Lord Rayleigh, which considers an optical system as diffraction-limited if the
peak-to-valley value of the wave aberrations does not exceed λ/4. The idea behind this assumption is
the following: In the absence of aberrations, all secondary waves are in phase, and their superposition





























































Figure 5.3.: Definition of the peak-to-valley value of the wave aberration in the exit pupil of an optical
system [110]. The radius of the reference sphere is chosen such that the mean value
vanishes.
of this central image point is only marginally affected by destructive interference as long as the phase
deviations over the exit pupil are not too large [109]:




However, the peak-to-valley value is a rather conservative estimate since it does not contain any in-
formation about the wavefront’s functionality (e.g. smoothness) over the pupil and can therefore be
misleading. This inadequacy has been exploited in [109] by constructing a wave aberration function
that fulfills the Rayleigh criterion but would still yield a poor system performance. Therefore, in gen-
eral, a more meaningful measure, the root-mean-square (RMS) measure, is used to take also the area
information of the wavefront into account. It is defined as
Wrms =
√







dyp [W (xp, yp)−Wmean]2. (5.7)
A definition including a non uniformly illuminated pupil and apodization effects can be found in
[110]. A generalized form of the Rayleigh criterion, the Marechal criterion, can be derived for the
RMS value of wave aberrations1[110]:




5.1.2. Expansion into Zernike Polynomials
For a quantitative analysis and classification of surface deformations, the wavefront is usually ex-
panded into elementary functions of discrete shape and definite size. Depending on the system’s
1Even though the Marechal criterion is derived for a system that only contains defocus, it can be generalized for other
aberration types.
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n m Functional representation Interpretation
0 0 1 Piston
1 1 2ρsin (φ) Tilt in x










6ρ2sin (2φ) Astigmatism 45°
2 −2
√
























8ρ3sin (3φ) Trefoil 30°
3 −3
√
8ρ3cos (3φ) Trefoil 0°
Table 5.1.: Zernike polynomials in the standard formulation used in this work to describe the wave
aberrations.
geometry, different sets of basis functions are preferable. In the case of a circular exit pupil these are
Zernike polynomials. They form an orthonormal set of functions defined in polar coordinates on the
unit circle of the exit pupil (xp = ρ · sin (φ), yp = ρ · cos (φ) with ρ ∈ {0, 1} and φ ∈ {0, 2π}) and
consist of a radial term R (ρ) and a term depending on the azimuthal angle φ [111]





2 (n+ 1) · sin (mφ) , for m > 0√
2 (n+ 1) · cos (mφ) , for m < 0√




















The integer values n and m satisfy the two conditions |m| ≤ n, n −m = even and denote the radial
and azimuthal order of the Zernike polynomial Zmn (ρ, φ), respectively. The expansion of the wave
aberrations can now be written as
W (ρ, φ) =
∑
n,m
cnm · Zmn (ρ, φ) , (5.11)
where the expansion coefficients are denoted with cnm. Table 5.1 shows a list of all in this thesis con-
sidered Zernike polynomials. The first four lowest-order wave aberrations2 (piston, tilt and defocus)
determine the image location and can easily be compensated by accurately positioning the image plane
and scale. The next terms are five fourth-order aberrations, which can be identified as the well-known
primary third-order Seidel aberrations (astigmatism, coma and spherical aberration) [110]. Finally,
the highest-order terms taken into account are two sixth-order aberrations denoted as trefoil, which
correspond to secondary fifth-order elliptical coma [110].
2The wave aberration order is obtained by the absolute sum of radial and azimuthal order n+ |m|.
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dρρ · Zmn (ρ, φ) · Zm
′
n′ (ρ, φ) = δn,n′ · δm,m′ , (5.12)





Combined with the Marechal criterion (Eqn. 5.8), upper limits for the individual expansion coef-
ficients can be given up to that diffraction-limited performance of the optical system is expected:
cnm ≤ 0.072λ. However, if several aberrations are simultaneously present, the RMS value must still
comply with Eqn. 5.8 and the expansion coefficients can not max out their individual limits.
5.2. Point Spread Function as Characterization Method
Characterizing and measuring wave aberrations of an optical system with high accuracy is a demand-
ing task requiring carefully performed measurements. While there are various different methods, all
of them depend on the quality of the light source or the calibration of the measurement device. For ex-
ample, interferometric methods rely on the quality of the reference wavefront as well as on the device
optics. In these methods, the optical system is illuminated with the reference that afterwards is over-
lapped with the aberrated transmitted wavefront resulting in an interference pattern, which can be an-
alyzed to extract the aberrations [112]. Another option would be to use a Hartmann–Shack wavefront
sensor to measure the transmitted wavefront directly. Here, the device’s calibration to compensate
for residual aberrations introduced by the beam-shaping optics is crucial [108]. A point-like emitter
in the focal point of an optical system produces a well-defined wavefront, which gets collimated by
the optics and can further be analyzed with a shear plate interferometer [113] or a Hartmann–Shack
sensor. The difficulty in this approach is to find an ideal point source, which was investigated, e.g. in
[98, 114].
The method used in this thesis is based on imaging a point-like emitter and analyzing the observed
intensity distribution - the point spread function (PSF) - in the image plane [115, 116]. The basic
idea of this method is linked to the definition of the PSF, given in Fraunhofer diffraction theory as
the modulus square of the Fourier transform of the electric field (wavefront) at the pupil. Since the
information about the aberrations of the optical system is imprinted onto the emerging wavefront, the
observed intensity distribution will be modified by these aberrations. Moreover, the individual contri-
butions (individual Zernike polynomials) have a distinct response in the PSF, thus making this method
an ideal tool for identifying different types of aberration.
5.2.1. Image of an Ideal Point Emitter
When considering a single radiant point in the object plane of an optical system emitting a spherical
wave, only a blurred image of the ideal point source (the PSF) can be observed. This blurring is caused
by the aperture of the imaging optics, which truncates the spherical wave at its boundaries, leading to
diffraction effects accompanied by constructive interference of only a subset of the initial partial waves
in the image plane (Fig. 5.4). The effects of the imaging system (e.g. the wave aberrations W ) will



















Figure 5.4.: Schematic of the point spread function formation. A point in the object plane emits a
spherical wave, which the optical system focuses onto the image plane. However, the
finite aperture truncates the spherical wave at its boundaries leading to constructive inter-
ference of only a subset of the initial Huygens wavelets and thus also to non-vanishing
intensity aside from the central image point. This interference effect causes the intensity
distribution to spread over the image plane, forming the point spread function with its
minima and secondary maxima.
be used for optical characterization of the system. By applying diffraction integrals in the Fraunhofer
approximation, the point spread function in the image plane can be calculated [110]
IPSF (xi, yi) =
1
(λ |z|)2
∣∣∣∣∫ dxp ∫ dypE0 (xp, yp) ei 2πλ W (xp,yp)ei 2πλz (xixp+yiyp)∣∣∣∣2 , (5.14)
where the integration is performed over the exit pupil Aep. This equation can be identified with the
absolute square of the 2D Fourier transform of the electric field (Eqn. 5.3) by a simple substitution
of the Cartesian pupil coordinates with their corresponding spatial frequencies xp = νxpλz and yp =
νypλz:
IPSF (xi, yi) =






















taking the value 1 inside the exit pupil aperture (νxp , νyp ∈
Aep) and 0 outside the aperture (νxp , νyp /∈ Aep). The formulation of the diffraction integral as a
Fourier transform constitutes an important technical detail, reducing the required computation time to
analyze the measured data by using optimized Fast Fourier transform algorithms.
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(a) Radial profile of the PSF.




















(b) Colormap of the PSF.
Figure 5.5.: Point spread function of an aberration-free idealized system under homogeneous illumi-
nation. The radial intensity profile is shown in (a), with ri denoting the radial distance
from the central position on the image plane. The width between the first two zeros de-
fines the Airy diameter DAiry. A 2D colormap of the PSF is shown in (b). A log scale is
used to visualize the subtle features of the low-intensity side maxima. In both figures, the
maximum intensity is normalized to one.
Idealized System For a start, it is instructive to consider a point spread function of a homogeneous
illuminated circular aperture (constant E0) in the absence of any aberrations as an example of an ideal
system. Then, the corresponding diffraction pattern can be calculated by solving Eqn. 5.15 for a
circular aperture yielding the well known Airy distribution in the image plane [108]:














i is the radial distance in the image plane. The observed pattern reveals a rotationally
symmetric, oscillatory behavior with zeros of non-equidistant spacing (Fig. 5.5). The height of the
intensity side maxima decreases with increasing diffraction order. The width between the first two





For an ideal system, a measurement of the Airy diameter can be used to extract its numerical aperture.
Considering Wave Aberrations In the more general case, when also wave aberrations are con-
sidered in the complex pupil function, the expected diffraction pattern in the image plane changes.
An overview of PSFs for different types of low order aberrations decomposed in Zernike polynomi-
als (spherical, astigmatism, coma, and trefoil) is shown in Figure 5.6 in a checkerboard-like fashion.







c = 0.05 c = 0.1 c = 0.15 c = 0.2 c = 0.25
Figure 5.6.: Overview of point spread functions for different wave aberrations. Depending on the
strength denoted by the coefficient c (different columns) and type of aberration (different
rows), the resulting intensity distribution deviates from the ideal case. The characteristic
symmetries of the individual aberrations are clearly visible in the PSFs, and the central
intensity maxima decrease with increasing strength c. The same log scale is used for all
figures with the intensity maximum in the aberration-free case is normalized to one.
patterns are more and more deformed. A common feature for all aberrations is the reduced height of
the central peak intensity caused by progressively worsened conditions for constructive interference at
the image point [108]. Moreover, it is quite interesting how different aberrations distinctively manifest
their characteristic symmetries in the intensity distributions. For example, spherical aberrations lead
to a ring system, astigmatism to an x-y symmetric diamond-shaped structure, coma to a comet-like
distribution and trefoil to a three-fold symmetric figure. This clear correspondence lies in the orthogo-
nality of the Zernike polynomials which is utilized to characterize the wave aberrations in the system.
Despite these distinctive changes, a quantitative analysis requires a computer-based fit algorithm to
precisely deduce the involved aberrations, especially for minor aberrations where the deformation is
small. The algorithm determines the individual contributions to the wave aberration using Eqn. 5.15
and a linear least-squares fit to match simulated PSFs to the measured one.
5.2.2. Apodization Effects
The assumption made in Subsection 5.2.1 of a homogeneously illuminated exit pupil is, in general,
not fulfilled when considering real systems. As the integration in Eqn. 5.15 is performed over the





changes the relative weight of different pupil regions and by this influences
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the obtained PSF. The effects caused by this commonly called apodization can become extensive
depending on its magnitude. There are various reasons causing an inhomogeneous illumination. For
instance, the light source itself, local absorptions, and the system’s optical design.
Abbe Sine Condition Even for systems designed to be free from aberrations, it is known that
light collected from an ideal point emitter, in general, does not form a collimated beam with a homo-
geneous intensity profile [117, 118]. Especially for high numerical apertures, this is important and
must be included in the calculations. When designing an optical system, it is only possible to make
it insensitive against some aberrations by satisfying certain conditions. One example is the so-called
Abbe sine condition, which guarantees a constant magnification over all aperture angles and predicts
that linear coma vanishes whenever spherical aberrations are compensated [110]. Such systems can
be described by ideal lenses with spherical principal planes, from which the apodization function for





with θ denoting the aperture angle in the object space. The apodization function modifies the elec-
tric field strength (Eqn. 5.20), which influences the calculated PSF as discussed in the introductory
paragraph of this subsection. For the Abbe sine apodization, pupil regions are weighted more the
more they are off the pupil center. The new custom build objectives fulfill the sine condition, and
hence the apodization of Eqn. 5.19 must be considered. There also exist other conditions that, when
satisfied, guarantee perfect axial imaging in case of the Herschel condition or no distortion (constant
magnification over the field of view) for the Helmholtz condition [120].
Realization of a Point Emitter As mentioned before, finding a suitable point emitter that pro-
vides a sufficiently smooth emission profile is the main difficulty of the characterization method real-
ized in this work. Therefore, Matthias Seubert built and investigated different sources in his Master
thesis [98], including commercially available fibers with an aluminum coated tip of small aperture3,
pinholes manufactured via electron-beam lithography and pinholes produced with a focused ion beam
(FIB). In our case, the approach using a tapered fiber tip [116, 123] could not be implemented since
all intensity distributions measured for several tips turned out to be severely irregular such that they
were unusable for optical characterization. This behavior was not expected following the findings
in [124]. Hence, an alternative was needed, which can be provided by a sub-half-wavelength pinhole
illuminated by a focused laser beam from the back. By considering plasmonic effects for the transmis-
sion of light through a sub-wavelength aperture [125], it has been shown that the expected emission
profiles are nearly homogeneous [126]. From the pinholes produced in [98], the one which suits best
for our application has a diameter of 362 nm and was manufactured by focusing an ion beam at a con-
tinuous 400 nm thick gold layer. The emission profile was measured with a camera at a distance of
(7.1± 0.1) mm and could be approximated well by a 2D Gaussian distribution with the fitted RMS
widths σx = 5.613 mm and σy = 5.940 mm. For an optical system with spherical principle planes
fulfilling the sine condition, it is demanded to transform the measured emission profile into its radial
distribution to incorporate both apodization effects simultaneously. Under the assumption of a point
emitter, it is easy to derive the radial emission profile [103], which is further used as apodization func-
tion Agauss. A Gaussian-like apodization, with higher illumination in the center than at the pupil’s
3These fibers are normally used for scanning near field optical microscopy (SNOM) [121, 122]. Batches from two com-
panies were investigated: Lovalite E50-MONO780-AL-200 (200 nm) and TipsNano MF004 (185 nm).
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(a) Expected apodization of our system. Only minor devi-
ations from the ideal case are visible, a slightly broader
central peak and a marginally reduced height of the sec-
ondary intensity maxima.
















(b) Apodization with three times smaller Gaussian stan-
dard deviations. In this case, the pupil is fully de-
scribed by a Gaussian distribution, and the side max-
ima disappear entirely.
Figure 5.7.: Point spread function including apodization effects. Simulated radial intensity distribu-
tions of PSFs with (red) and without (blue) apodization are shown. Further, intensity
distributions multiplied by a factor of 10 are plotted (dashed lines) to enhance the subtle
effects of low apodization. In (a), the expected apodization for our system is applied, and
in (b), an apodization with three times smaller Gaussian standard deviations relative to
the expected ones of our system are used. The intensity scales for all plots are normalized
to one.
edges, leads to two effects in the resulting PSF. Firstly, the central intensity maximum and the Airy
diameter get broader and more energy is concentrated in the central peak. Secondly, the side maxima
get less prominent and even completely disappear for a pupil fully described by a Gaussian function.
Both apodization effects, the apodization caused by the lens design, and the apodization of the
actual emission profile can be included in the calculations by modifying the electric field strength in
Eqn. 5.15:
E (xp, yp) = E0 ·
√
AAbbe (xp, yp) ·Agauss (xp, σx, ypσy). (5.20)
Here the apodizations are expressed in Cartesian coordinates of the exit pupil. A visualization of the
apodization effect is depicted in Fig. 5.7, comparing PSFs simulated including apodization with the
ideal one of homogeneous illumination.
5.2.3. Strehl Ratio
In Subsection 5.2.1, it has been shown that the intensity distribution of the PSF generally takes a com-
plicated form depending on the individual contributions to the wave aberration (Fig. 5.6). However,
the common effect of all aberration types is the reduced height of the central intensity peak. Therefore,
a general estimate of the amount of aberrations in a system without considering the detailed structure
of the PSF is possible by defining a single number, the so-called Strehl ratio. It is typically defined
as the reduced height of the peak intensity in the centroid of the energy of an aberrated system with
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∣∣∣∫ dxp ∫ dypE (xp, yp) ei 2πλ W (xp,yp)∣∣∣2∣∣∫ dxp ∫ dypE (xp, yp)∣∣2 . (5.21)
Note that apodization effects discussed in the previous subsection are included in this formulation. In
Eqn. 5.21, it is assumed that the position of the peak intensity and the centroid of the energy coincide,
which is, in general, not the case. Especially for coma aberrations, a transverse shift of the peak
intensity is expected (Fig. 5.8). Nevertheless, the deviations are negligible for most systems as long
as the aberrations are not too strong. Hence, the Strehl ratio is a meaningful quality criterion as long as
its value is approximately above 0.6 [110]. While the definition of the Strehl ratio is relatively simple,
its calculation, in general, can only be performed numerically. However, in the limit of low aberration,
i.e. for systems close to being diffraction-limited, it is possible to find analytic approximations under
the assumption of homogeneous illumination. With these considerations, the exponential phase term
in Eqn. 5.21 can be expanded as a series. The most common form is the Marechal approximation,
















where for the second approximation of the right side, all terms in Wrms with power larger than 2 are







This formulation is often be used in calculations for the propagation of aberrated waveforms through
atmospheric turbulence and as a general rule of thumb when addressing phase aberrations [127].
Studies investigating the validity of these approximations can be found in [110, 128, 129] with the
finding that Eqn. 5.23 approximates the Strehl ratio best with a relative error of less than 10 % as long
as DS ? 0.3. A simple and practical formula to estimate the Strehl ratio can be obtained by inserting









Furthermore, the wave aberration criteria for diffraction-limited operation (Subsec. 5.1.1) can easily
be translated into a criterion for the Strehl ratio by applying the Marechal criterion stated in Eqn. 5.8
(|Wrms| ≤ λ/14) to Eqn. 5.23: DS ? 0.8. For comparison, the exact values of the Strehl ratio for the
individual aberration are summarized in Table 5.2.
5.3. Characterization of Optical Components
The previous subsections introduced the theoretical framework to describe and quantitatively char-
acterize optical systems. Applying certain criteria makes it possible to determine the boundaries of
diffraction-limited operation for various alignment parameters such as transverse and axial displace-
ment. This subsection will present the experimental realization of characterization measurements for
the new high-NA objective and the homemade fiber collimator. First, however, let us quickly recapitu-
late the idea of how to determine the aberrations introduced by an optical system: Light emitted from
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(a) Radial intensity distribution in case of spherical aberra-
tion.













(b) Radial intensity distribution in case of astigmatism.













(c) Radial intensity distribution in case of coma. Note,
the central peak shifts in the transverse direction
with increasing aberration strength.













(d) Radial intensity distribution in case of trefoil.
Figure 5.8.: Point spread functions for different types of aberration. The Strehl ratio can be calculated
by comparing the central peak height of the aberrated system with c = 1 · 0.072 (green)
and c = 2 · 0.072 (red) to the aberration-free system (blue). In all cases, the expected
apodization of our system is included.
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Aberration type n m Coefficient Marechal approximation Exact Strehl
Defocus 2 0 c20 = 0.072 0.8141 0.8106
Astigmatism 2 ±2 c2±2 = 0.072 0.8141 0.8133
Coma 3 ±1 c3±1 = 0.072 0.8141 0.8127
Spherical 4 0 c40 = 0.072 0.8141 0.8117
Trefoil 3 ±3 c3±3 = 0.072 0.8141 0.8155
Table 5.2.: Approximated and exact Strehl ratios for different aberration types. The strengths of the
aberrations are chosen such that the Marechal criterion for a diffraction-limited operation
is barely satisfied.
a source, approximated well by a point-like emitter, is collected and imaged by the optical system
forming a PSF in the image plane. Aberrations of the system are imprinted as a phase term on the
electric field leading to a deformation of the observable intensity distribution. The aberrated image
is recorded by placing a CMOS (complementary metal-oxide-semiconductor) camera4 at the image
plane. The analysis to determine the individual contributions is performed afterwards by applying a
computer-based linear least-squares fit algorithm, which compares simulated PSFs with the recorded
picture. Finally, the parameters used for the optimization are the expansion coefficients of the Zernike
polynomials (Table 5.1), the NA of the system and the peak intensity. The parameters yielding the
best correspondence of simulated and recorded pictures are assigned to the system’s aberrations.
5.3.1. Experimental Realization of the Measurement
The point-like emitter utilized in this work is a sub-half-wavelength pinhole (Subsec. 5.2.2) through
a gold layer coated on a glass substrate, which is illuminated from the back via a focused laser beam.
The laser is locked to the wavelength of the fluorescence light at 780 nm, and hence chromatic aber-
rations can be excluded. A schematic of the experimental setup is depicted in Figure 5.9. The pinhole
is placed in the focal point of the optical system, leading to the collimation of the collected light. An
additional lens is introduced in the beam path to image the point source and directly record the PSF
with the CMOS camera. The Airy diameter for the new objectives with a NA of 0.5 has a size of
∼ 1.9µm, which is smaller than the single-pixel size of the CMOS camera of 5.5µm. In order to
still be able to resolve the PSF, the focal length of the focusing lens needs to be chosen large enough
to provide a sufficient magnification in the image plane. Therefore, a lens with flens = 2500 mm is
used, yielding a magnification of flens/fobj. = 250, which allows projecting the Airy diameter over 86
pixels and effects caused by the finite pixel size are negligible [115].
The measurement setup is equipped with various alignment stages, allowing for a precise setting of
the individual optical components. One example of a motorized three-axis translation stage, which
allows for the positioning of the optical system with a precision of 20 nm, is indicated by the green
area in Fig. 5.9. The pre-alignment of the optical system with respect to the pinhole is a tedious
task since the characterization method requires a point-like emitter, which consequently cannot be
resolved optically by the system under test. Therefore, larger marker structures, which uniquely de-
fine the pinhole position, are used as guidance for precise transverse positioning. For the axial and
angular pre-alignment, the method of auto-collimation is used. To obtain an optimal alignment, the
recorded PSFs are visually inspected to minimize the residual aberrations. Further information on the













Figure 5.9.: Experimental setup to characterize optical systems. A sub-half-wavelength pinhole is
illuminated by a focused laser beam from the back, serving as the point source for the
characterization. It is placed in the focal point of the optical system under test (marked by
the brown area), which together with an additional focusing lens generates a magnified
image at the CMOS camera placed in the image plane of the combined system. The
measurement setup enables precise alignment of every individual optical element through
various alignment stages, e.g. a three-axis motorized translation stage for the positioning
of the optical system (marked by the green area).
alignment procedure can be found in [98].
In order to resolve also subtle deviations of the PSF, especially for small aberrations, the exposure time
of the CMOS camera is minimized to keep the noise level low, and the optical power of the illumina-
tion light is set such that the 16-bit resolution of the camera is fully used. Performing the measurement
in the dark and shielding the entrance of the CMOS camera with tube optics were enough to reduce
the remaining stray light to an unnoticeable level. In addition, the cover glass of the camera and the
protection glass of the CMOS chip were removed to avoid unwanted interference effects of light re-
flected at the glass surfaces, which further improves the image quality. Additional post-processing
of the recorded data allows for reliable fit results by applying standardized average filters, which re-
duce the influence of the residual noise. Since fit algorithms tend to underestimate the uncertainty of
the fit results, the reliability of the fits was tested separately. Therefore, data sets with known aber-
rations were simulated with noise comparable to those recorded and subsequently evaluated via the
automatized fit algorithm. Comparing the input and output values results for every fit parameter in a
distribution of the differences of which the standard deviation is further used as the corresponding fit
uncertainty (Table 5.3).
5.3.2. Results for Photon Gear Objective
The microscope objective is the central element of the entire experiment, and its performance in-
fluences many steps of the experimental sequence (Subsec. 2.6.3) from which the collection and
coupling of the single photon have the highest demands on its optical properties. For this applica-
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Orders (n,m) Zernike coefficients (λ units)
Defocus (2, 0) 0.0042± 0.0043
Astigmatism 45° (2, 2) −0.0007± 0.0025
Astigmatism 0° (2,−2) −0.0038± 0.0033
Coma x (3, 1) 0.0004± 0.0017
Coma y (3,−1) 0.0009± 0.0015
Spherical (4, 0) 0.0020± 0.0058
Trefoil 30° (3, 3) 0.0004± 0.0011
Trefoil 0° (3,−3) 0.0001± 0.0010
Strehl ratio 0.9985± 0.0021
Table 5.3.: Fitted wave aberrations in the case of optimal alignment expressed in terms of Zernike
polynomials. All aberrations are well below the threshold given by the Marechal criterion
(Eqn. 5.8) for diffraction-limited performance and are compatible with zero. The resulting
Strehl ratio yields a value of 0.9985± 0.0021, close to the theoretical optimum of 1.
tion, the full NA of 0.5 is needed to maximize the achievable event rate, and the alignment of the
microscope objective setup must be well in the specifications given by the manufacturer to guarantee
a diffraction-limited operation. The two most important specifications are the angular field of view of
±1.37◦, which translates with the focal length of 10 mm into a transverse displacement in the image
plane of ±239µm, and the relative angle between the objective and the vacuum glass cell of < 0.1◦.
Note, the 3.5 mm thick wall of the vacuum glass cell is included in the design of the objective and
must therefore be considered in all characterization measurements of the objective. This is realized
by inserting a suitable glass plate of correct thickness and material into the setup (Fig. 5.9). Separate
measurements were performed to target the effects of specific misalignment on the induced aberra-
tions, i.e. axial and transverse displacements as well as tilts of the glass plate. As a reference, the case
of optimal alignment is presented first.
Optimal Alignment
An optimal alignment can be achieved by first adjusting the relative angle of the glass plate and the
objective, using an interferometric method developed during the Master thesis of Timon Hummel [97],
which is described in Subsec. 6.2.2. After that, the combined system consisting of the glass plate and
the objective is precisely positioned relative to the pinhole until no noticeable deformations of the PSF
are observable anymore. Within the uncertainty of the fit, all aberrations are clearly below λ/14 and
are compatible with zero. The corresponding Zernike coefficients are summarized in Table 5.3. The
numerical aperture of the system extracted from the measurement yields a value of 0.5023± 0.0026,
which is in good agreement with the specified NA of 0.5, and the estimated Strehl ratio takes a value of
0.9985± 0.0021, indicating a close to optimal optical performance. Figure 5.10 depicts the measured
PSF and its radial intensity distribution in comparison to the intensity distribution of the fitted PSF.
The fit represents the measured data well with only minor deviations in the low-intensity regions,
mainly caused by the residual statistical noise.
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(b) Radial intensity distribution of measured PSF
(blue) and fitted PSF (red).
Figure 5.10.: Point spread function in the case of optimal alignment. (a) 2D intensity distribution of
the PSF measured with the CMOS camera represented in log scale. (b) Radial intensity
distributions of the azimuthally integrated PSFs for the measured data and the fitted
model based on a wavefront expansion in Zernike polynomials.
Spatial Misalignment
The objective is moved away from the optimal position presented in the previous paragraph to inves-
tigate the effect of spatial misalignment on the induced wave aberrations. In actual experiments, this
situation can occur due to a non-perfect alignment of the microscope objective setup, which causes
a mismatch of the focal positions of the collection optics (zero position) and the optical dipole trap
(mean atom position). Even when both foci perfectly overlap, the thermal distribution of the atom
inside the ODT generally will lead to a displaced configuration.
Axial Displacement Figure 5.11 depicts wave aberrations expressed in Zernike polynomials,
which are induced by the objective depending on the axial misalignment ∆z, as well as the corre-
sponding Strehl ratios extracted directly from the recorded data. As expected, defocus is the primary
contributor to the wavefront deformation leading to W < 0 for smaller separations between the pin-
hole and the objective (∆z < 0) and to W > 0 for larger separations (∆z > 0). Furthermore,
within axial displacements of ∆z = ±1.7µm, the Strehl ratios yield values DS > 0.81, indicat-
ing a diffraction-limited operation of the system according to the Marechal criterion (Subsec. 5.2.3).
Example images recorded for different displacements are shown in Figure 5.12. Note, the defocus
contribution is already included in the calculations of collection-and-coupling efficiency presented in
the previous chapter by the phase term introduced in Eqn. 4.38.
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Figure 5.11.: Wave aberrations (a) and Strehl ratio (b) in dependence of axial displacements. The
defocus term is the main contribution to the wavefront expansion in Zernike polynomials
for axial displacements. The Strehl ratios are extracted directly from the images recorded
by the CMOS camera yielding an expected diffraction-limited performance within the
boundaries of ∆z = ±1.7µm (dashed lines).
















(a) ∆z = 0.25µm, c20 = 0.0025.
















(b) ∆z = 2.5µm, c20 = 0.0601.























(c) ∆z = 3.4µm, c20 = 0.1076.
Figure 5.12.: Example images for different axial displacements. The strength of the defocus aberra-
tion increases with increasing misalignment ∆z, which is indicated by the expansion
coefficient c20 in units of λ.
Transverse Displacement A transverse displacement of the objective relative to the pinhole
introduces a tilt of the collimated collected light with respect to the quantization axis. This tilt changes
the beam path after the focusing lens, which causes the observed intensity distribution to be shifted
away from the center of the camera. Therefore, for each transverse displacement, the beam path is re-
aligned by two additional mirrors leading to a change in the total optical path length, which effectively
results in a shift of the image plane accompanied by an increase of the defocus contribution. Hence,
to compensate for this, the image plane is also re-adjusted for every setting minimizing the unwanted
defocus term.
Figure 5.13 shows the obtained wave aberrations as a function of the transverse displacement. Up to
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Figure 5.13.: Wave aberrations (a) and Strehl ratio (b) in dependence of transverse displacements.
Astigmatism represents the main contribution to the wavefront expansion in Zernike
polynomials for transverse displacements. The Strehl ratios are extracted directly from
the images recorded by the CMOS camera yielding an expected diffraction-limited per-
formance for misalignments smaller than ∆x = 0.355 mm (dashed line).
a misalignment of 180µm no noticeable aberrations are introduced, while for larger displacements
astigmatism increases. The boundary for diffraction-limited operation stated by the manufacturer is
around∼ 240µm, whereas a significantly larger value of around∼ 355µm was measured (see dashed
line in Fig. 5.13b). Around this position, other terms also increase, e.g. spherical aberration and
trefoil, from which particularly the latter one did not contribute to all other performed measurements.
Moreover, for these last two settings (with increased spherical and trefoil terms), larger adjustments
of the image plane were necessary to compensate for the defocus. Since the re-alignment of the beam
onto the camera is done manually, it cannot be excluded that some errors are introduced by this,
causing the aforementioned changes in the fitted wave aberrations. Nevertheless, the measurement
clearly shows that a transverse misalignment leads to astigmatic aberrations. Example images of the
recorded data are shown in Figure 5.14, which can be identified with the theoretical expectations
visualized in Fig. 5.6. For estimating the maximal displacement expected to occur in the actual
experiment, the accuracy of the methods to build and implement the microscope objective setups can
be used (Chapter 6). For the transverse displacement, the relative angle of the ODT beam with respect
to the objective’s optical axis is essential. This angle can be set with a precision of < 0.1◦, which
translates into a maximal misalignment of > 20µm. Therefore, it can be expected that no aberrations
will be induced by the objective caused by a transverse shift. Furthermore, the additional displacement
caused by the thermal distribution of the atom is only in the order of a few hundred nm (Subsec. 2.2.3)
and can hence be neglected.
Tilt of Glass Plate
As mentioned before, the glass window of the vacuum chamber is included in the design of the ob-
jective in which the window’s surface normal is assumed to be colinear with the optical axis. The
manufacturer guarantees a diffraction-limited operation as long as the objective is well aligned to the
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(a) ∆x = 0.0 mm, c22 =
−0.0004.
















(b) ∆x = 0.3 mm, c22 =
−0.0511.























(c) ∆x = 0.36 mm, c22 = −0.0771.
Figure 5.14.: Example images for different transverse displacements. The strength of the astigmatic
aberration increases with increasing misalignment ∆x, which is indicated by the expan-
sion coefficient c22 (astigmatism 45°) in units of λ.
vacuum window within the range of only ±0.1◦, making this alignment critical for the achievable
optical performance. Its influence on the wave aberrations is tested by tilting the glass plate, which
represents the vacuum window (Fig. 5.9), and subsequently analyzing the recorded PSFs. The re-
sulting dependencies of the individual aberration types on the tilt angle φ are shown in Figure 5.15
with the main contribution given by the coma term. Up to an angle of ∼ 0.45◦, the measured Strehl
ratio stays above the threshold for diffraction-limited performance. Surprisingly the design allows for
much larger misalignments than stated by the manufacturer. For larger tilts, also other aberrations
slightly increase, reaching moderate values always smaller than∼ λ/30 within the test range. Example
images are depicted in Figure 5.16, which again are in good correspondence to the theoretical expec-
tations (Fig. 5.6). The alignment precision of the microscope objective relative to the surface normal
of the vacuum glass window is better than 0.02◦ (Subsec. 6.2.2). For such small misalignments, the
amount of induced aberrations will not influence the expected optical performance of the microscope
objective.
5.3.3. Results for Self Made Fiber Collimator
The apodization effects described in Subsec. 5.2.2 lead to an inhomogeneous illuminated pupil, which
influences the results of the characterization measurements. However, the level at which these effects
disturb the reconstruction process depends on the numerical aperture of the optical system under
test. Therefore, it is necessary to correctly include the pupil apodizations for the characterization of
the objective with a NA of 0.5, whereas for the homemade fiber collimator, only minor deviations
compared to the results presented in [98] are expected. For completeness, the most important findings
are restated in the following.
In the case of optimal alignment, the fitted Strehl ratio reaches a value of 0.9921+0.0079−0.0100, indicating a
nearly perfect system, which introduces only minor aberrations. The numerical aperture was found
to be 0.1873± 0.0004, which is in excellent agreement with the expected value, considering the hard
physical aperture of the mechanical mount on the one side, and the predictions of the optical design
software Zemax5 used to design the lens system (Subsec. 6.1.4) on the other side. One of the leading
requirements on the fiber collimator design is large tolerances against misalignments, on the one hand,
5Zemax OpticStudio 15.5.
100
















































Figure 5.15.: Wave aberrations (a) and Strehl ratio (b) in dependence of different tilt angles. The
coma term represents the main contribution to the wavefront expansion in Zernike poly-
nomials for a relative tilt of the glass plate and the objective. The Strehl ratios are
extracted directly from the images recorded by the CMOS camera yielding an expected
diffraction-limited performance for misalignments smaller than φ = 0.45◦ (dashed line).
















(a) φ = 0.0◦, c3−1 = −0.0069.
















(b) φ = 0.315◦, c3−1 =
−0.0508.























(c) φ = 0.63◦, c3−1 = −0.0991.
Figure 5.16.: Example images for different tilt angles. The strength of the coma term increases with
increasing misalignment φ, which is indicated by the expansion coefficient c3−1 (coma
y) in units of λ. For better comparison to the theoretical expectations of Fig. 5.6, the
axes are adjusted accordingly.
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of the complete system with respect to the fiber tip and, on the other hand, of the individual elements
relative to each other. This robustness reflects itself in the characterization measurements yielding a
diffraction-limited operation up to a transverse displacement of the lens system of∼ 0.71 mm with the
main contribution to wave aberrations given by the astigmatism term, in analogy to the measurements
performed at the objective. Moreover, for axial displacements as for tilts of the collimator relative
to the optical axis, the system was found to be diffraction-limited over the entire measurement range
∆z ∈ [0µm, 8.2µm], respectively φ ∈ [0◦, 1.2◦]. The obtained Strehl ratios, Ds,axial > 0.92,
respectively Ds,tilt > 0.98, are well above the critical value of Ds ? 0.81. These measurements
show that the physical realization of the homemade fiber collimator is well suited to be used in the
microscope objective setup without reducing the quality of the collected light mode.
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6. High-NA Objective for Efficient Single
Photon Coupling
This chapter will discuss details about the new high-NA microscope objectives, which were built,
aligned and implemented in both traps during the scope of this work. The importance of the micro-
scope objective for the experiment was mentioned several times before as it is involved in all major
parts of the experimental sequence. For instance, the trapping of a single atom is enabled by focus-
ing the optical dipole trap beam and analyzing the collected fluorescence photons (Subsec. 2.2), the
achievable entanglement rate highly depends on the efficient single photon coupling into a single-
mode fiber (Chapter 4), and the fast atomic state readout relies on the tight focusing of the ionization
laser (Subsec. 2.4.2). For all of these tasks, precise alignment of the microscope objective setup,
which matches the requirements for a diffraction-limited operation, and the usage of suitable high-
quality optical components are needed to guarantee optimal performance. Furthermore, the increased
collection-and-coupling efficiency of the new objectives constitutes a substantial improvement of the
experiment, which allowed for the realization of long-distance atom-photon entanglement over a dis-
tance of 20 km [79] presented in the next chapter.
In the following, the individual elements used in the microscope objective setups are described, and
experimental techniques and tools for an accurate alignment and implementation are introduced. In
particular, this includes the design and assembly of the homemade fiber collimator for the collection
optics of Lab 2. At the end of this chapter, an overview of the improvements compared to the old
objectives [52] is given.
6.1. Optical Setup
Both microscope objective setups are conceptual of identical structure and only differ in some of
the individual components used. Therefore, for the following parts of this chapter, it is sufficient to
present one of the setups and only, when necessary, mention the differences. The setups are built
on separate breadboards such that they can be aligned and optimized completely independent of the
experiment. Once implemented, the setups are planned to be used for several years without the need
for substantial realignments, which would require their removal. Therefore, to achieve this long-term
stability, (opto)mechanical components (including the separate breadboard, optical mounts, spacers,
screws, etc.) made out of non-magnetic stainless steel are used whenever possible, providing low
thermal expansion hysteresis for moderate temperature fluctuations. At the same time, this reduces
the possible disturbing influence of magnetic fields on the atomic state (Subsec. 2.5.1).
Figure 6.1 depicts a schematic overview of the system. The new high-NA objective provides a
diffraction-limited photon collection up to a NA of 0.5 at a wavelength of 780 nm. With a focal
length of 10 mm and a working distance of 14 mm, it is designed to be placed outside the vacuum
chamber by incorporating the 3.5 mm thick window of the glass cell into its design. All other optical
elements, e.g. fiber collimators, mirrors and dichroic mirrors, are needed to shape, guide, combine,
and split the optical beam paths of different wavelengths in order to allow the objective to fulfill its



































































Figure 6.1.: Overview of a microscope objective setup mounted on a separate breadboard. The beam
paths of the collection optics (red), the optical dipole trap (magenta) and the ionization
(blue) are superimposed by two dichroic mirrors. Once aligned to the optical axis, the
beam of the collection optics is used as a reference for the others. The necessary degrees
of freedom for the alignment are provided by ptomechanical precision mounts and the
adjustable collimator lenses of the ODT and ionization. The mounts used for the align-
ment are marked with a dot in the color of the respective beam. During the alignment of
the setup, the window of the vacuum glass cell is accounted for by placing a suitable glass
plate of correct thickness and material after the objective.
emitted by the atom at a wavelength of 780 nm into a single-mode fiber, the optics to provide the
trapping potential for the ODT at a wavelength of 849.5 nm for Lab 1 (857 nm for Lab 2) and the
optics to focus the ionization pulse for the fast atomic state readout at a wavelength of 450 nm for Lab
1 (473 nm for Lab 2). For all of these applications, it is crucial that the foci of the collection optics
and the ionization laser coincide with the atom position given by the focus of the ODT beam. This
is one of the main alignment requirements to achieve optimal performance, e.g. an efficient photon
coupling (Chapter 4).
Two dichroic mirrors superimpose the different beam paths. The first1, 1′′ in diameter, reflects the flu-
orescence collection and transmits the ionization laser. The second2, 2′′ in diameter, reflects the dipole
trap and transmits the ionization laser and the fluorescence collection. The coatings of the dichroic
mirrors should preserve the polarization of the transmitted and reflected light to a high degree for two
reasons. First, the fidelity of the entangled atom-photon state depends on the indistinguishability of s-
and p-polarized light in the sense that the probability of detecting either of them must be equal. This
1Laseroptik B-14776: HT450-473nm HR780nm/45° phase optimized
2Laseroptik B-14777: HT450-473nm+780nm HR845-865nm/45° phase optimized
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indistinguishability cannot be ensured in the case of polarization-dependent dichroic mirrors. There-
fore, the coatings are specially designed and optimized to be independent of the polarization under the
incident angle of 45°. In [97], this was verified by measuring the reflectivities and transmissivities to
be equal better than 99.9%. Second, circular polarization components in the optical dipole trap light
lead to decoherence of the atomic state, as discussed in Subsec. 2.5.2. To avoid this, a polarizer in
the beam path of the ODT defines the polarization to be perfectly linear before the reflection at the
dichroic mirror. Hence, in order to preserve the linear polarization, the relative phase of s- and p-
polarized components must be vanishingly small, in addition to the aforementioned equal reflectivity
and transmissivity, which was also verified in [97].
In the following, the separate beam paths, their optical components, and the key properties influencing
the performance of the objective will be discussed in more detail.
6.1.1. Collection Optics Beam Path
For the alignment of the objective setup, laser light at 780 nm is sent backwards through the collection
optics, and the corresponding focal point indicates the position of optimal photon collection. Accord-
ing to the objective’s design, the best performance with a minimum amount of induced aberrations is
expected in the case of a collimated incident beam. Consequently, the fiber collimator is set such that
the light emitted from the fiber is collimated, and the respective Gaussian waist defines the fiber mode
size according to Eqn. 4.40. This mode size is a central parameter in the calculations of Chapter 4,
determining the photon coupling efficiency and is therefore of great importance. However, finding a
suitable collimator off-the-shelf with a focal length producing a Gaussian beam of the correct size is
a non-trivial task.
For the microscope objective setup built for the trap of Lab 1, two commercially available fiber cou-
plers were tested. The first one3 is based on a monochromatic lens design with a focal length of
50 mm, resulting in a collimated waist of 4.35 mm, close to the theoretical optimum listed in Table
4.2. However, a qualitative characterization of the beam revealed severe aberrations induced by this
collimator, which would significantly reduce the expected coupling efficiency [97]. The second one4
is based on an air-spaced spherical lens design with a focal length of 40 mm, resulting in a mode size
of 3.6 mm, which is further away from the theoretical optimum, yielding an estimated reduction in
coupling efficiency of about 3% (Subsec. 4.4.1). A qualitative characterization of this collimator did
not show any signs of induced aberrations [97]. Note, the quantitative method to characterize optics
introduced in Chapter 5 was not developed at that time. The idea of the qualitative characterization
used instead is as follows: Aberrations of the system are imprinted as a phase term onto the electric
field of the collimated beam. With increasing distance to the optical system, these aberrations will
manifest themselves as a deformation of the intensity distribution, which can be measured via optical
beam profiling. Furthermore, theoretical predictions of the expected distributions can be calculated
by solving diffraction integrals that include the aberrated phase term. Finally, comparing measured
and predicted intensity profiles allows for a qualitative estimation of the induced aberrations. A math-
ematical formulation of this method can be found in [97, 98].
Due to the lack of commercially available alternatives, a fiber collimator that matches the require-
ments of an optimal mode size without introducing considerable aberrations (Subsec. 5.3.3) has been
designed and built for the microscope objective setup of Lab 2 (Subsec. 6.1.4). The homemade fiber
collimator is based on an air-spaced spherical lens design with a focal length of 49 mm, which results




to the theoretical optimum (Table 4.2).
The microscope objective can be connected with the photonic detection setup via a standard single-
mode optical patch cable attached to the fiber collimator. For the system in Lab 2, an AR-coated fiber
minimizes the reflection losses at the air-glass boundary. The same fiber is used to apply the alignment
light in reversed direction. For the optimization itself, the necessary degrees of freedom to align the
incident beam to the optical axis are provided by the optomechanical precision mounts of the mirror
and the dichroic mirror. Note, the same kind of mounts are also used for the optics of the other beam
paths. For the setup of Lab 1, the accurate overlap of the three beams turned out to be a difficult task
due to the lack of precision of the alignment screws5 (100 turns per inch (TPI)). Hence, mounts with
much finer threads6 (254 TPI) were used for the setup of Lab 2.
6.1.2. Optical Dipole Trap Beam Path
The dipole trap beam is guided to the objective setup via a polarization-maintaining optical patch ca-
ble. The Gaussian beam of the ODT is generated by a commercially available fiber collimator, which
for the setup of Lab 1 contains a bi-aspheric lens7 with a focal length of 18.4 mm, resulting in an
incoming beam waist of 1.28 mm. For the setup of Lab 2 the fiber collimator contains an achromat8
with a focal length of 15 mm, yielding a beam waist of 1.15 mm. The polarization of the ODT has a
substantial influence on the coherence of the atomic state (Subsec. 2.5), and hence special measures
are taken to define and preserve the polarization to be perfectly linear. First, a linear polarizer9 de-
fines the polarization of the incoming beam, yielding a measured extinction ratio better than 1/1300000
[97]. Second, the custom-designed coating of the dichroic mirror introduces a vanishing relative phase
between s- and p- components and by this does not alter the polarization. Moreover, the order to su-
perimposed the different beam paths on the optical axis is chosen such that the ODT light is only
reflected once after passing the polarizer. Since polarization is better preserved in reflection than in
transmission, this reduces the possibility of deviations. As the last point, the polarizer is aligned to
the polarization eigenaxis of the system using a fine-adjustable rotation mount10 with a resolution of
< 0.003◦ to minimize the effect of residual birefringence.
Furthermore, the decoherence effect caused by the strongly focused optical dipole trap (Subsec. 2.5.2)
depends on the intensity distribution in the focal region. It has been shown that an asymmetry in the
beam profile will lead to a non-perfect rephasing of the atomic state, which in turn causes stronger
decoherence of the atomic state [53]. Therefore, the fiber collimator and the other optical components
must yield a symmetric beam profile. For the setup of Lab 1, the incoming beam is measured to be
slightly asymmetric. Fortunately, this asymmetry was not observed in the focal region, and thus one
expects no negative influence on the coherence of the atomic state. In order to reduce the strength
of the decoherence effect, a fiber collimator leading to a less tight trapping potential for the atom is
chosen for the setup of Lab 2.
To optimize the photon coupling efficiency (Chapter 4), the beam paths of the ODT and the collection
optics must overlap. Since the fluorescence collection has the highest demands on the optical perfor-
mance of the objective, the beam path of the collection optics is used as a reference. Hence, the ODT
beam is aligned to the reference using the optomechanical precision mounts of the fiber collimator
5Radiant Dyes MDI-HSS-2-3025-M6 with 100TPI
6Newport SU100TW-F2K with 254TPI screws (AJS254-0.5K-NL)
7Schäfter-Kirchhoff 60-FC-4-A18-02
8Schäfter-Kirchhoff 60FC-4-M15-37
9CODIXX colorPol® IR 1100 BC4 CW02
10Radiant Dyes RD-RMP-1´´
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and the mirror, and the adjustable collimator lens, which together provide the necessary degrees of
freedom. Contrary to the collection optics for which a collimated beam is required by the objective’s
design, the ODT needs a convergent beam instead. More details about the alignment are presented in
Section 6.2.
A constant intensity of the ODT is necessary for the experiment for several reasons. For example, a
varying ODT intensity would lead to a change in the induced light shift and thus influences, e.g. the
optical cooling of the atom or the atomic state preparation (see Subsec. 2.2). Also, the rephasing of
the atomic state due to the strongly focused ODT beam depends on the trap intensity, and hence a
high-fidelity state readout is only possible after a multiple of a full transverse trap frequency (Subsec
2.5.3). In order to keep the trap depth constant, the ODT intensity is continuously monitored by fo-
cusing the small fraction of light (T ∼ 10−4) transmitted by the highly reflective dichroic mirror onto
an amplified fast photodiode, which is part of a feedback loop that stabilizes the intensity.
6.1.3. Ionization Beam Path
The fiber collimator used in the ionization beam path for the setup of Lab 1 contains a bi-aspheric
lens11 with a focal length of 18.4 mm, resulting in a waist of 1.85 mm. For the setup of Lab 2, a
monochromatic collimator12 with a smaller focal length of 12 mm is used, yielding a beam waist of
1.14 mm. A smaller focal length of the collimator translates into a larger focus size at the position
of the atom, which loosens the demands on the beam alignment. Analog to the ODT, the beam can
be aligned to the reference by adjusting the collimator lens and the optomechanical precision mounts.
The design of the objective requires a divergent incoming beam to achieve a longitudinal overlap of the
foci. As long as the intensity of the ionization beam at the atom position is sufficiently high to ensure
a fast atomic state readout, no special actions regarding the beam quality, polarization preservation
and transmission losses are necessary.
6.1.4. Homemade Fiber Collimator
As discussed in Chapter 4, the coupling efficiency of light emitted by the atom into a single-mode
fiber is determined by the mode overlap of the fiber mode and the emitted photon mode, whereby the
latter gets modified by the collection optics. Therefore, using a suitable fiber collimator, for which
both modes match best, is crucial for optimal coupling. The essential parameter determining the fiber
mode size in the calculations of Chapter 4 is the waist of a corresponding collimated Gaussian beam
wcoll, which is related to the focal length of the collimator fcoll and the fiber’s numerical aperture
NAfiber according to Eqn. 4.40. This parameterization of the fiber mode size allows for an experi-
mentally easily accessible value specifying the potential of a fiber collimator for the photon coupling
process. Furthermore, calculations of this coupling process allow identifying an optimal mode size
under certain assumptions, e.g. the geometry of the optical dipole trap and the thermal density dis-
tribution of the atom. However, it was not possible to find a commercially available fiber collimator
fulfilling the requirements for optimal coupling, leading to the development of a homemade collima-
tor. At the time the homemade collimator was designed, the best estimate for the desired Gaussian
waist was wdesign = 4.2 mm (Subsec. 4.4.1). However, this value turned out to be slightly larger than
the optimum of Table 4.2 due to a difference in actual and assumed trap geometry and thermal density





Design Considerations Some general requirements on the collimator have to be specified, which
will afterwards be elaborated in more detail:
• a collimated beam waist of wdesign = 4.2 mm should be generated
• an aberration-free diffraction limited-operation at a wavelength of 780 nm has to be guaranteed
• the design must be tolerant against misalignment
• only standard high-quality lenses are used
• the system can be assembled in a compact mount.
The optical design software Zemax was used to design and optimize the collimator. The system
contains four air-spaced spherical lenses, which allow for a nearly perfect compensation of wave
aberrations while ensuring a high tolerance against misalignment of the complete system with respect
to the fiber, as well as of the individual elements relative to each other (Subsec. 5.3.3). Especially
the latter one enables an easy assembly of the lens system into a compact mount (see below). An-
other advantage of a spherical lens design is the availability of optical components13 with excellent
surface quality (scratch-dig 10-5) and small wavefront distortion (< λ/10) for a relatively low price.
In general, the performance of an optical system can be improved by using aspheric surfaces since
additional degrees of freedom are introduced to the system, which can be used to correct for aber-
rations. Moreover, allowing for aspheric surfaces in the design can also help to reduce the number
of lenses needed without diminishing the achievable performance. However, despite these potential
improvements, aspheric lenses of comparable optical quality are more difficult to fabricate and con-
sequently more expensive and, in addition, harder to assemble [110]. Hence, to keep the costs low
and the design simple, a conventional solely spherical solution was chosen. Furthermore, all lenses
have an anti-reflection coating which reduces the residual reflectivity to < 0.3% per surface within
the wavelength range of 700− 900 nm.
Optimization For the optimization the design software considers light emitted from a point source,
which the lens system should collimate. In the optimal case, the optical path difference for all rays
originating from the point emitter vanishes, resulting in a flat wavefront in the image plane. However,
this idealized situation cannot be achieved for any actual lens design, and hence the root mean square
value of the optical path difference is considered the primary contributor to the merit function. Note,
this is the same criterion used to characterize the optical systems in Chapter 5. In order to obtain a sys-
tem, which generates the desired mode size, its focal length has to match with the numerical aperture
of the fiber. Therefore, the NA of several fibers were measured, all yielding similar results with an
average value of NAfiber ≈ 0.085 and the respective focal length of the collimator is fcoll ≈ 49 mm.
The system is designed for a numerical aperture of 0.17, conservatively chosen twice as large as the
measured fiber NA. By this, in the actual experiment, it can be assumed that also the low-intensity
outer regions of the photon mode will be imaged-diffraction limited onto the fiber core with an effec-
tively used NA of the fiber collimator of 0.1014. The parameters varied by the optimization algorithm
are the radii of curvature of the lenses, their thicknesses and the distance between the individual ele-
ments. In addition, two different glass types are used, SCHOTT N-BK7® (n = 1.51) and SCHOTT
N-SF6 (n = 1.79) [130], which enable the optimization software to find a better solution. They are
13The lenses are manufactured by Lens-Optics.
14The photon mode is truncated by the exit pupil of the objective with a radius of 5 mm.
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Surface No. Radius of curvature Distance to next surface Material
fiber 0 infinity 10.000 mm air
lens 1
1 infinity 2.000 mm N-BK7
2 225.183 mm 17.630 mm air
lens 2
3 −30.760 mm 10.000 mm N-SF6
4 −25.350 mm 10.660 mm air
lens 3
5 −102.090 mm 6.280 mm N-SF6
6 −57.540 mm 0.530 mm air
lens 4
7 635.000 mm 2.900 mm N-BK7
8 −122.460 mm - air
Table 6.1.: Surface parameters of the homemade fiber collimator lens design.
chosen such that the difference of their refractive indices is large but still provide an excellent trans-
mittance at the design wavelength.
Without any constraints or boundary conditions, the optimization algorithm will use the full param-
eter range, which typically leads to unpractical (e.g. extremely large systems) or even unphysical
solutions (e.g. overlapping lens surfaces). Therefore, it is necessary to limit the accessible parameter
range. For instance, the system is restricted to a total length of ≤ 60 mm to keep it compact, the edge
and center thickness of the lenses must be ≥ 2 mm to prevent them from becoming too fragile, the
radii of curvature are bounded such that the manufacturer can still produce them and the focal length
is fixed to 49 mm to generate the desired mode size. While all of these and more are needed to end up
with a suitable system eventually, they also limit the achievable result.
As mentioned above, the design should also incorporate an insensitivity against misalignment and ro-
bustness against manufacturing tolerances. Therefore, a set of tolerances is defined, which conserva-
tively considers the uncertainties given by the lens producer and the in-house workshop that fabricates
the mechanical lens mount. Tolerances accounting for a transverse displacement or tilt of a lens are
specified to ±0.2 mm and ±1◦, tolerances for the decenter and the tilt of an individual surface are
±0.2 mm and ±0.2◦, and tolerances of the thickness of a lens or the distance between two lenses are
±0.2 mm. Generally, tolerancing leads to deviations from the unperturbed design and thus degrades
the optical performance. Nevertheless, tolerancing is indispensable for a physical realization of the
designed system to guarantee the required specifications. In an iterative process, all radii of curvature
of the optimized system were exchanged for those offered by the manufacturer as standard to reduce
the costs of the lens system. For each step of this process, the radius least sensitive to a variation is
replaced by the one fitting best. Finally, the iteration step is completed by a re-optimization of the
design with the remaining free parameters. The resulting lens design is depicted in Figure 6.2a, and
the corresponding surface parameters are listed in Table 6.1.
Mechanical Mount and Adjustment The four lenses have a diameter of 21.4 mm and are
mounted in an aluminum tube of 21.4 mm inner and 30.5 mm outer diameter, which is fully compati-
ble with standard tube optics. A schematic drawing of the mechanical mount is shown in Figure 6.2b.
Thin aluminum spacer rings maintain the correct distance between the lenses. They are fabricated
such that they have exactly the same radius of curvature as the respective lens surface to minimize
the induced stress. Furthermore, the curvature of the spacers supports the lenses to center themselves
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lens 1 lens 2 lens 3 lens 4
60 mm
0 1 2 3 4 5 6 7 8Sufrace No.:
lens 1 lens 2 lens 3 lens 4
60 mm
0 1 2 3 4 5 6 7 8Sufrace No.:
lens 1 lens 2 lens 3 lens 4
60 mm
0 1 2 3 4 5 6 7 8Sufrace No.:
(a) Layout of the lens system. The individual surfaces of the four spherical lenses are labeled from 1 to 8, and the fiber end
with 0. The total length of the design is 60 mm.
(b) Mechanical mount of the lens system. The four lenses (green) are mounted in a custom made aluminum lens tube,
in which spacer rings determine the distances between the lenses. The stacked system is held together by a threaded
retainer ring, which presses against a plastic O-ring (white). A fine transverse adjustment of the lenses is possible by
sets of alignment screws. The outer dimensions and threads of the aluminum barrel are chosen to be fully compatible
with standard tube optics.
Figure 6.2.: Schematic of the homemade fiber collimator with (a) the layout of the lens system and
(b) the mechanical lens mount.
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once pressure is applied. The stacked system is held in place by a threaded retainer ring, which presses
against a plastic O-ring to compensate for some unevenness of the mounts and thus further reduce the
induced stress. This is important since mechanical stress induced in the lens material will lead to
changes of the refractive index inside the glass that in turn causes wavefront aberrations, which limit
the possible performance15. The mechanical hard aperture of the system is given by the inner diameter
of the last spacer ring (after lens 4) of 18.4 mm and with that defines the maximal possible numerical
aperture of 0.1877, which is in excellent agreement with the value obtained from the characterization
measurement (Subsec. 5.3.3). In case the auto-centering of the spherical lenses, favored by the spacer
rings, is not good enough, a fine adjustment can be applied by shifting three out of the four lenses with
a set of alignment screws. However, due to the successful tolerancing of the lens design, a plug and
play assembly of the lens system is possible without the need for any fine adjustment. Once mounted,
the complete lens system needs to be aligned relative to the optical fiber. This alignment is realized by
a commercially available beam guiding system16, which provides a complete set of degrees of free-
dom (x,y,z-translation and θx,θy tip and tilt) needed for an optimal adjustment. The alignment itself is
performed by analyzing beam profiling pictures and iteratively adjusting the lens system to minimize
the amount of aberration induced deformations of the intensity profile [98]. Several fixing screws can
ultimately lock an optimized position.
6.2. Alignment and Implementation of the Optical Setup
The microscope objective setup is aligned and optimized in a different laboratory independently of
the main experiment. This is inevitable for a precise overlap of the three beam paths, especially in the
focal region, which would require measurements inside the vacuum. On the other hand, it also has
the advantage that the main experiment can still be used while the new objective setup is assembled.
Therefore, the new systems are built in a modular form on separate breadboards, which requires
planning for the design and dimensions of the components, their positioning and orientation on the
breadboard, and the correct beam height to enable an easy implementation into the main experiment.
Optimal performance of the objective can only be achieved when all alignment requirements are
fulfilled. These involve the alignment of the incident beams and the vacuum glass cell with regard to
the optical axis, as well as the precise overlap of the three focused beams both in position and angle.
This section describes the methods for the alignment of the optical setup and presents the obtained
overlap of the beams.
6.2.1. Incident Beam Alignment
The design of the objective is tolerant against small angular misalignment of the incident beam rela-
tive to the optical axis. According to the specification given by the manufacturer, a diffraction-limited
photon collection can be expected within an angular field of view of 1.37◦. However, the charac-
terization of the objective presented in Chapter 5 yields a considerably larger value of 2.03◦. This
requirement can easily be fulfilled by applying a simple method depicted in Fig. 6.3, which is based
on overlapping the incident beam with its back reflection by mounting a mirror perpendicular to the
optical axis to the objective’s front side. The alignment procedure comprises the following steps:
First, all relevant optics are mounted such that the correct beam height is obtained once the micro-
15These stress-induced aberrations were also observed during the characterization measurements of the homemade colli-












Figure 6.3.: Schematic of the incident beam alignment. The idea of the alignment technique is based
on overlapping the incident beam with its back reflection by inserting a mirror perpendic-
ular to the optical axis. Together with an iris, which marks the center of the objective, this
construction only leads to overlapping beams in case of an optimal alignment along the
optical axis.
scope objective setup is implemented in the main experiment. Next, an iris and a mirror are mounted
at the front side of the objective, with the surface normal of the mirror being parallel to the optical
axis. The latter is ensured by a suitable reference surface of the objective’s mount. The combination
of iris and mirror uniquely defines both the center and the optical axis of the objective since any an-
gular misalignment of the incident beam would lead to a non-overlapping reflected beam. Moreover,
another iris, marking the center position of the reference beam, is mounted at the front side of the
collection optics fiber collimator. With that, an optimal alignment can be achieved by adjusting the
optomechanical precision mounts till the back-reflected beam is centered at the iris of the collimator.
From the mechanical tolerances and the precision of the measurement, it can be estimated that this
alignment method yields an accuracy of < 0.1◦.
6.2.2. Glass Cell Alignment
Another critical requirement that needs to be fulfilled is the alignment of the objective relative to the
window of the vacuum glass cell. The manufacturer guarantees a diffraction-limited performance
up to a relative angle of 0.1◦, whereas the characterization measurements of Chapter 5 yielded a
significantly higher tolerance against misalignment with a maximum relative angle of 0.45◦. The
method used to reach the necessary alignment precision is based on analyzing an interference pattern
formed by the back-reflected light of the objective and the glass window. In order to observe the
interference pattern, it is necessary to separate the back reflections from the incident light. This is







Figure 6.4.: Schematic of the technique used to align the relative angle of objective and glass cell. The
back-reflected light of the objective and the glass plate is first separated from the incident
light by a BS and afterwards imaged onto a CMOS camera. The resulting interference
pattern can be analyzed, which provides a clear and direct feedback signal to adjust the
relative angle.
interference pattern onto a CMOS camera without impairing the incident beam alignment (Figure
6.4). Note, the usage of a cube BS would eliminate the necessity of the compensation plate. However,
it is not possible to observe the interference pattern with this configuration due to an overexposure
of the camera caused by internal reflections of the collimated incident beam inside the cube BS. The
internal reflections have several orders of magnitude higher intensities than the generally divergent
back reflections of the objective and the glass window. Typical interference patterns for different
alignments are depicted in Figure 6.5. The observed patterns consist of several overlayed concentric
ring structures, which are unaffected by the alignment. This is because these structures are caused by
the interference of reflexes solely originating from either the objective or the glass window. In case
of a non-perfect alignment, an additional superimposed stripe pattern can be observed (Figure 6.5),
which originates from the interference of reflections from both the objective and the glass window.
The orientation, spacing and width of these stripes depend on the actual relative alignment, with the
tendency to become broader and further separated the better the alignment is. With that, this method
provides a clear and direct feedback signal, which can easily be used to adjust the relative angle. In the
situation the objective setup was first built, the glass plate was mounted on an optomechanical mount
providing the possibility to adjust the relative angle in a controlled way, which allowed a specification
of the accuracy of this method to be better than 0.02◦ [97]. However, for implementing the system
into the experiment, a simple adjustment of the relative angle is not possible anymore. Therefore,
different tools are used to tilt the complete objective breadboard relative to the vacuum glass cell
(Subsec. 6.2.4).
6.2.3. Overlap of the Focused Beams
For all applications of the objective, it is indispensable that the focused beams of the collection optics,
the optical dipole trap and the ionization overlap to a high level of accuracy both in position and
angle. Therefore, the beam of the collection optics is used as a reference to which the other beams are
aligned. Two reasons support this choice. First, the objective’s design requires a collimated beam for
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Figure 6.5.: Interference pattern formed by back-reflected light of the objective and the glass window.
The upper-left picture shows the situation of a perfectly aligned setup where only con-
centric ring structures are present. In case of misalignment, an additional strip pattern
appears whose orientation, spacing and width depend on the actual relative alignment.
The upper-right picture shows a tilt around the vertical axis, the lower-left around the
horizontal axis and the lower-right around a diagonal axis.
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an optimal photon collection, which constitutes a definite alignment criterion, whereas the ODT and
ionization need a convergent, respectively a divergent beam. Second, the collection and coupling of
the emitted light have the highest demands on the performance of the objective. Hence, the incident
beam of the collection optics should be aligned directly via the method described in Subsec. 6.2.1. A
good starting point for the final optimization is obtained by aligning the glass plate with respect to the
optical axis using the method described in Subsec. 6.2.2 and overlapping the incident beams of the
ODT and the ionization with the reference via optical beam profiling at two locations in a distance of
∼ 0.3 m, respectively ∼ 9 m. This pre-alignment already allows for a good overlap in the transverse
direction and angle. However, the necessary accuracy needed for the experiment cannot be achieved.
Moreover, no information about the longitudinal alignment is obtained, which requires measuring the
beam profiles around the focal region. For the beam parameters and the objective used, typical sizes
of the generated foci are on the order of ∼ 1µm. Since these foci are smaller than a single pixel
size of available cameras, the simple measurement via beam profiling is not applicable anymore. A
standard technique often used to acquire information about the beam’s longitudinal and transverse
intensity profile is the knife-edge method [131, 132], which also can be applied for small focal sizes.
Knife-edge Method In this technique, a sharp edge of opaque material is gradually moved per-
pendicular to the propagation direction of the investigated beam, and the total transmitted power is
measured with a photodiode as a function of the edge position. The recorded signal can subsequently
be analyzed to reconstruct the beam parameters, e.g. the focal position and waist. Following the ap-
proach described in [133], the ’knife-edge’ is realized by a sharp-edged gold structure coated directly
on the surface of the measuring PD. This approach provides the advantage that the transmitted power
can immediately be measured without any additional optics to focus the transmitted light onto the PD.
Especially for small beam waists with correspondingly large divergent angles this becomes important.
Assuming a Gaussian beam, as it is in our situation, the integrated power as a function of the edge
coordinates xe and z is given by:
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Here P0 is the background power, P1 is the laser power, x0 is the transverse position of the focus,
and w (z) is the beam waist at a certain longitudinal position z. Analogously, the transverse focus
positions y0 along the y-directions can be determined. This function can now be used to determine
the four parameters (P0, P1, x0, w (z)) by a least-squares fit of the measured data. Further, the focal
beam waist w0 and longitudinal position z0 can be extracted by repeatedly applying this procedure for
several z-positions and fitting the following function:








with the Rayleigh length zR = πw20/λ and the beam quality parameter M2 quantifying the deviation
of the measured beam profile from a Gaussian form [134].
A three-axis translation stage fully automatizes the knife-edge measurement with a minimum step
size of 20 nm. With this, the beam parameters, as well as the position and orientation of the three
beams relative to each other, can be determined. By adjusting the optomechanical precision mounts
and the collimator lenses of the ODT and ionization optics, their relative alignment to the reference
(the collection beam) can iteratively be improved. The final result of the optimization is depicted in
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Fig. 6.6 exemplary for the focus measurements along the x-direction. Similar results are obtained
for measurements along the y-direction, except for a considerable longitudinal separation of 1.8 μm
between the horizontal and vertical focal point of the ODT for setup of Lab 2. It is important to
mention that no suitable laser at the correct wavelength of 473 nm was available for aligning the
ionization beam for the setup of Lab 2. Hence, a 450 nm laser was used instead, which causes a
chromatic focal shift of 13µm according to a Zemax simulation. This shift is accounted for by
an intentionally introduced offset between the focal positions of the ionization and the ODT. The
limit of the achievable alignment precision was tested while optimizing the setup of Lab 1. Here a
longitudinal overlap with an accuracy of 200 nm and a transverse overlap with an accuracy of 50 nm
were obtained. However, due to mechanical stress during transport of the objective setups to the
laboratories of the main experiment, the alignment will drift away from this optimized situation and
small re-adjustments after the implementation into the experiment are necessary. Therefore, the setup
of Lab 2 is only optimized to the level at which a signal from the atom for re-optimization can be
obtained.
6.2.4. Implementation into the Main Experiment
Once the new microscope objective setup is sufficiently well aligned, it can be moved to the laboratory
of the main experiment, where it is incorporated into the trap setup by exchanging the new and the
old optical system. This delicate procedure must be performed with great care to avoid damages
to the systems and minimize possible misalignment. However, due to all the precautions that have
been taken during the construction of the objective setup (e.g. dimensioning and positioning of the
individual components, accounting for the correct beam height and the construction on a separate
breadboard), the implementation turned out to be rather easy. Nevertheless, the new system has to be
aligned with respect to the trap setup to match the requirements for optimal performance. To align the
relative angle between the objective and the vacuum glass cell with the method described in Subsec.
6.2.2, it is necessary to either tilt the complete vacuum setup, which turns out to be difficult and
impractical, or the objective along with all components mounted on the separate breadboard. For the
two systems, different approaches needed to be realized to account for the geometry of the respective
traps. For the system of Lab 1, the vertical tilt alignment is implemented by using fine-adjustable
screws attached to each corner of the breadboard, which press against the optical table to lift the
system accordingly. For the system of Lab 2, the breadboard is mounted on height-adjustable feet,
which provide the possibility of an accurate alignment. The horizontal tilt alignment and positioning
of the objective are realized for both setups by fine-threaded screws attached to the optical table next to
the breadboard. After successful integration, atoms can be trapped, and fluorescence light is collected.
This signal is used for a re-adjustment of the transverse overlap of the ODT and the collection optics.
With that, the system is ready for complete optimization of all experimental parameters to achieve an
optimal performance of the entire single atom trap.
6.3. Performance of the New Objectives
In Chapter 4 of this thesis, the collection-and-coupling efficiency of light emitted by the atom is cal-
culated. A perfectly aligned and aberration-free system is assumed for these calculations, which is
well justified regarding the alignment measurements of Section 6.2 and the optical characterization
presented in Chapter 5. An exception to this is the significant separation of 1.8 μm measured between











Fit 780, w = 772.5nm, z0 = 0.0 m, M² = 1.2
Fit 850, w = 2076.8nm, z0 = -0.2 m, M² = 1.09
Fit 450, w = 672.4nm, z0 = 0.2 m, M² = 1.15
40 30 20 10 0 10 20 30 40













] x0 (780nm)x0 (850nm)
x0 (450nm)








Fit 780, w = 596.6nm, z0 = 0.0 m, M² = 1.07
Fit 857, w = 2419.0nm, z0 = 0.1 m, M² = 1.03
Fit 450, w = 825.7nm, z0 = 12.7 m, M² = 1.08
10 5 0 5 10 15 20 25
















(b) Optimized alignment for the setup of Lab 2.
Figure 6.6.: Final focus measurements of the optimized setup of Lab 1 (a) and the setup of Lab 2 (b).
The top view shows the beam waistw (z) measured for several longitudinal displacements
with the respective least-squares fits for all three beams. The bottom view shows the
corresponding x-position of the focus.
117
can only be guaranteed up to the accuracy of the methods used. Therefore, calculations considering
these misalignments and the residual wave aberrations were performed to determine their influence
on the expected collection-and-coupling efficiency. As a result, for the setup of Lab 1, a reduction of
∼2.5% relative to the value of an ideal system listed in Table 4.4 is expected, whereof the contribution
of the residual aberrations is only 0.1%. On the other hand, the estimation for Lab 2 yields a signif-
icantly larger reduction of ∼7.6% due to the separation of the horizontal and vertical focal points of
the ODT.
Once the new objective is integrated and aligned according to the atom trap, it is possible to charac-
terize its performance by measuring the success probability to detect a single photon emitted by the
atom after an excitation attempt. The initial atomic state preparation via optical pumping must be
optimized for this measurement to yield meaningful results. Figure 6.7 depicts the success probability
in dependence of the applied optical power of the excitation laser for both laboratories in compar-
ison to typical values measured with the old objectives. Clearly, the success probabilities obtained
with the new objectives are multiple times higher than the old values, yielding a maximum proba-
bility of PS1,max = 6.70 ‰ for the setup of Lab 1, and PS2,max = 8.61 ‰ for the setup of Lab 2.
The latter is remarkably close to the expected theoretical value of 8.87‰, considering the corrections
stated in the first paragraph of this section. However, a comparison with the old measurements only
provides limited informational value and needs to be carefully interpreted since the final number of
the success probability depends on several parameters (Eqn. 2.33), which might be different and not
exactly known for the respective measurement. For instance, a huge uncertainty originates from the
single-photon detector efficiencies, which differ from one device to another (ηdet ' 0.45...0.65) and
vary over time due to misalignment or degradation, especially for the detector setup in Lab 1, where
the APDs needed to be exchanged frequently due to malfunctioning. The corresponding success
probabilities obtained over the years lie within the range of 0.2%...0.38%. Further unknowns for the
measurements with the old objectives are the actual alignment of the trap system and the correct set-
tings for an optimal state preparation, whereas these are known to be optimized for the measurements
performed with the new objectives shown in Fig. 6.7. With this in mind, the following estimates for
improvement factors of the success probability are reasonable: & 2.5 for the system in Lab 1, and
& 3.5 for Lab 2. As already elaborated in Subsec. 4.4.3, the difference in the improvement factors
can partially be attributed to the experimental realization of the systems. However, it cannot account
for all.
The atom-atom entanglement rate is another important number indicating the performance of the
complete system. After implementing the new objectives, a rate of 8.36 events/min was measured,
representing a significant improvement to older values, even compared to the previous best result of
2.13 events/min obtained during the Bell test of 2016 [21]. Analog to the performance estimation via
the local success probabilities, a meaningful comparison for the remote entanglement rate is only pos-
sible considering the experimental uncertainties mentioned above. An additional factor influencing
the obtainable event rate is the duty cycle of the experiment given by the probability of both atoms
being simultaneously in the synchronized excitation sequence. Typical event rates observed with the
old objectives during the Bell measurements of 2016 and measurements performed in 2018 varied
within the range of ∼ 1...2 events/min with a mean value of ∼ 1.5 events/min. A comparison of this
number and the value reached with the new objectives yield an estimated improvement factor of ∼
5.6. Another option to compare the remote entanglement rate independently of the duty cycle is by
means of the atom-atom entanglement efficiency given by the ratio of the number of detected coinci-
dences with the number of excitation tries. For the old objectives, values in the range of 0.85...1.10
ppm were measured, yielding an average of 0.95 ppm. The corresponding value for the new setup is
6.15 ppm, which leads to an estimated improvement factor of ∼ 6.5. Furthermore, the remote entan-
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(a) Success probability for the setup of Lab 1.
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(b) Success probability for the setup of Lab 2.
Figure 6.7.: Local success probability in dependence of the optical power of the excitation laser, (a)
for the setup of Lab 1 and (b) for the setup of Lab 2. The measured probabilities for
the new systems (blue) clearly indicate a significant improvement relative to the values
obtained with the old systems (red).
glement efficiency is also related to the product of the local success probabilities via a simple relation:
PAA =
1
2 ·PS1 ·PS2 , where the factor of
1
2 accounts for the fact that the BSM can identify only 2 out of
4 Bell states. Inserting typical values measured for the new systems with the single-photon detectors
of the BSM (PS1 ≈ 4.8 ‰ and PS2 ≈ 2.8 ‰17) yield an entanglement efficiency of 6.72 ppm, which
is in good agreement with the measured value.
17These numbers already include the reduced excitation efficiency of ηexc = 0.8 used to increase the entanglement fidelity
(Subsec. 2.7.2), the fiber transmission loss of 0.5 for the photon emitted by the atom in Lab 2, and the difference in the
average detector efficiencies ηdet2 = 1.15ηdet1 for the setup of Lab 1 and Lab 2 (Subsec. 4.4.3).
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7. Long-Distance Distribution of
Atom-Photon Entanglement at Telecom
Wavelength
An essential resource for future scalable quantum networks is the ability to share and distribute entan-
glement between separated quantum memories that are interconnected via photonic channels. There
exist a wide variety of suitable systems that allow for the exchange of quantum information via a
light-matter interface, e.g. trapped neutral atoms [32, 33], trapped ions [34, 35], atomic ensembles
[36–38], color centers in diamond [39, 40], quantum dots [41, 42] or rare-earth ions in solids [43, 44].
However, their optical transitions are typically located outside the low-loss transmission bands of tele-
com fibers. Therefore, it is indispensable for entanglement distribution over long distances to convert
photons from their emission wavelength (visible/NIR range) to the telecom regime, e.g. by employ-
ing quantum frequency conversion (QFC). These concepts have been applied to some of the platforms
mentioned above, demonstrating entanglement between a telecom photon and the respective quantum
node [45, 46, 135–139].
In our case, the quantum memory is formed by a trapped 87Rb atom coherently connected to the tele-
com regime via QFC, preserving the non-classical property of atom-photon entanglement. Thereby,
the realization of this scheme can be divided into the following steps: First, the atomic spin state is
entangled with the polarization state of a single photon emitted by the atom in a spontaneous decay
process (Subsec. 2.3.2). Second, the following polarization-preserving QFC of the 780 nm photon
to the telecom S-band at 1522 nm allows transmitting over fiber links several kilometers in length.
Finally, atom-photon state correlations in two bases are measured to analyze and verify the entan-
glement. This experiment was conducted in collaboration with Matthias Bock, Tobias Bauer and
Christoph Becher from Saarland University, who provided the QFC system.
7.1. Setup, Methods and Experimental Procedure
Figure 7.1 depicts an overview of the experimental setup, which is schematically divided into three
blocks - a single atom trap (left), a quantum frequency conversion system (middle), and a polarization
analysis setup (right). The atom trap in Lab 1 equipped with the custom made high-NA objective is
used for the presented experiments. The frequency converter utilizes the χ(2)-nonlinear process of
difference frequency generation (DFG) in a periodically poled lithium niobate (PPLN) waveguide1 to
convert the collected single photons from their emission wavelength at 780 nm to the telecom S-band
at 1522 nm via DFG with a high-power cw pump laser at 1600 nm. The polarization analyzer contains
all optical elements to set an arbitrary measurement basis and two superconducting nanowire single-
photon detectors (SNSPDs) to detect the converted telecom photons. In addition, several spectral
filtering stages are implemented to isolate the single photon from the intense pump laser and efficiently
suppress noise mainly caused by anti-Stokes Raman scattering of pump light in the waveguide. In the
1NTT Electronics
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following, more details about the individual components of the setup and their functioning will be
explained.
7.1.1. Single Atom Trap
The basics of the atom trap and its operation are presented in Chapter 2, yet a few adjustments are
made for realizing the QFC experiment.
Experimental Control
The experimental control of a single atom trap experiment is, in principle, similar to the two atom-trap
case described in Subsec. 2.6.3, without the need for additional synchronization with a second labora-
tory. Correspondingly, a PC is used to set most of the experimental parameters like laser powers and
frequencies, monitor and control the loading sequence, and store the measurement data registered in a
TDC device. The control unit is used to switch between different parts of the experimental sequence
(e.g. entanglement generation and atomic state readout), set the correct timings for the different lasers,
define acceptance time windows and send marker signals to the TDC for the data analysis. The QFC
system is equipped with its own control electronics and therefore operates independently of the atom
trap.
Experimental Sequence
In previous measurements performed, the same detectors monitoring the fluorescence counts for the
loading sequence are also used for the polarization analysis of the single photon. For the conversion
setup, this is not possible anymore since the narrow-band spectral filtering of the converted photons
to 27 MHz (see below) is optimized to suppress all frequencies except the one of the single photon.
Hence, it also filters out the fluorescence photons due to a 6.8 GHz frequency difference between
the cooling transition and the transition used for the entanglement generation. Therefore, a micro-
electromechanical systems (MEMS) fiber optic switch2 guides the fluorescence photons during the
loading procedure to a Si-based APD or, once an atom is successfully trapped, the single photons to
the frequency converter (Fig. 7.1). After a single atom is loaded, atom-photon entanglement is gener-
ated by repeatably applying pulses for the atomic state preparation and excitation (Subsec. 2.3.2) until
the SNSPDs detect a telecom photon within a certain acceptance time window. After 40 preparation-
excitation cycles, the sequence is paused for a 350µs cooling period to counteract the heating from
photon scattering. This additional cooling period increases the lifetime of the atom while at the same
time decreases decoherence effects influenced by its thermal motion (Subsec. 2.5). Eventually, the
atomic state is read out via the state selective ionization scheme introduced in Subsection 2.4.2, in
which the atomic measurement basis is defined by the polarization of the readout laser, which can
be set with a motorized half-wave plate (HWP). Since the atomic state readout is also based on the
collection of fluorescence photons, the MEMS switch now guides the scattered photons to the single
APD. A schematic of the experimental sequence is shown in Fig. 7.2. The time between consecu-
tive excitation pulses is mainly determined by the photon transmission time through the optical fiber,
which in the case of a 20 km long fiber is around 102µs. By including 3µs for each state preparation



















































Figure 7.1.: Overview of the quantum frequency conversion setup [79]. A single trapped neutral
87Rb atom, used as quantum memory, is confined and laser-cooled in a tightly focused
optical dipole trap. The same high-NA objective that focuses the trapping beam also
efficiently collects and couples photons emitted by the atom into a single-mode fiber.
Atom-photon entanglement is generated in the spontaneous decay from the excited state
52P3/2 |F ′ = 0,mF ′ = 0〉. The MEMS switch is used to either guide fluorescence pho-
tons to an APD during loading of the trap and the atomic state readout or to the quan-
tum frequency converter when testing the entanglement generation. The polarization-
preserving QFC is realized in a Sagnac-type configuration, using a PPLN waveguide,
which enables conversion of the 780 nm single photon to the telecom S-band at 1522 nm
via difference frequency generation with a 1600 nm pump laser. The frequency converter
is connected to the polarization analysis setup via an up to 20 km long optical fiber. The
single photon is spectrally filtered by a dichroic mirror (DM), a Fabry-Perot filter cavity
(FC), a volume Bragg grating (VBG), a bandpass filter (BPF), and two short pass filters
(SPF) to suppress noise induced by the conversion process. The telecom photon is ana-
lyzed by setting the analysis basis with a combination of a half-wave plate (HWP) and
a quarter-wave plate (QWP) before splitting its polarization components by a Wollaston
prism into two paths, each of them fiber coupled to an SNSPD detector. Compensating
unitary rotations of the polarization state caused by fibers and optical components placed
between the atom and the detection setup is realized by analyzing classical reference light










































Figure 7.2.: Experimental sequence of the conversion experiment: After an atom is successfully
loaded into the trap (light red), the CU is triggered to run the entanglement generation
sequence, and the MEMS switch guides the photons to the SNSPDs. Here, up to 40
cycles of state preparation (blue), excitation (orange) and a fiber-length-depending wait-
ing time (grey) are followed by a 350µs long cooling period. Once a single photon is
detected, the atomic state readout (red) is initiated, and the MEMS switch guides the
scattered fluorescence photons to the single APD.
Atomic State Coherence
As discussed in Subsection 2.5, the atomic spin state is susceptible to external decoherence effects in
the time between the emission of the single photon and the atomic state readout. With increasing fiber
lengths, this becomes more and more critical due to longer photon transmission times. As can be seen
from the time-resolved measurements of the atomic spin states in Fig. 2.12, residual magnetic field
noise (~ milligauss) unable to be compensated by the active magnetic field stabilization reduces the
achievable contrast by approximately 10 % after a delay of 100µs. Therefore, to prolong the coher-
ence time up to several hundreds of microseconds, a 42 mG magnetic guiding field is applied along
the y-axis, which suppresses the field noise and fluctuations for the transverse directions. However,
by these means, it is not possible to compensate for the position-dependent effective magnetic fields
caused by the strongly focused optical dipole trap (Subsec. 2.5.2). Hence, this dephasing and rephas-
ing mechanism remains the limiting contribution to the atomic state decoherence. Furthermore, it is
crucial to match the period of the Larmor precession of the guiding field as well as the timing of the
atomic state readout with the aforementioned periodic rephasing of the atomic state to maximize the
readout fidelity.
7.1.2. Quantum Frequency Conversion System
The QFC system is built in a modular form on three standalone platforms, each of them coming with
its own set of control electronics enabling an operation independent of the atom trap. In addition,
this design allows for a relative easy relocation and integration of the QFC system into an existing
quantum optics experiment. The different platforms are the pump system and the QFC device located
in the same laboratory as the atom trap and a narrow-band spectral filtering stage that, together with
the telecom polarization analyzer, is placed in a neighboring laboratory due to logistical reasons. The
QFC system was provided to us within a collaboration with Saarland University. Hence, only the most
important features of the system are targeted here, and for more details, the reader is referred to the
supplementary material of [79].
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Pump System
In the DFG process of the frequency conversion, a high-power pump laser is required that has a fixed
and long-term stable frequency relative to the emission transition of the single photon (52P3/2, F ′ =
0 → 52S1/2, F = 1). The latter is required because of the narrow-band spectral filtering applied to
the converted photons to reduce the noise to the single photon level. The pump laser - a tunable,
single-frequency diode laser3 at 1600 nm - is indirectly locked relative to the emission transition via
a transfer cavity lock. For this, the length of the transfer cavity is stabilized to another tunable single-
frequency diode laser at 780 nm, which itself is locked by Doppler-free saturation spectroscopy to the
desired emission transition. The necessary high optical pump power is generated by an Erbium-doped
fiber amplifier (EDFA) with an output of around 1.2 W. Besides pumping the QFC, the pump laser
light is also used to lock the filter cavity for the narrow spectral filtering (see below).
QFC Device
The frequency conversion utilizes different frequency generation in a temperature-stabilized optically
nonlinear PPLN waveguide, which is part of a Sagnac interferometer constructed with a PBS, an HWP
and two silver mirrors (Fig. 7.1). The intrinsic phase stability of this configuration lifts the techni-
cal necessity of an active path length stabilization needed in Mach-Zehnder-type configurations, e.g.
[137]. Two dichroic mirrors are used, on the one hand, to overlap the photons collected by the ob-
jective with the strong pump field and, on the other hand, to separate the converted photons from the
pump field.
It is essential that the QFC device preserves the polarization state of the incoming photon; however,
the DFG process itself is intrinsically polarization dependent. Therefore, the Sagnac-type approach
from [46] is adapted such that the combination of PBS and HWP ensures s-polarized light fields in
the waveguide for all three wavelengths. Ideally, this should lead to identical conversion efficien-
cies for the s- and p-polarization components. Yet, due to small asymmetries and differences in the
experimental realization, the observed efficiencies vary by a few per cent. Nevertheless, the optical
power of the pump field can be adjusted separately for both of the interferometer paths, which allows
fine-tuning of the individual conversion efficiencies. In addition, all optical elements were specially
selected to increase the mode overlap in the waveguide, maximize transmissions, and optimize fiber
couplings. Starting from the high internal conversion efficiency of 96.2%, an overall external device
efficiency of 57% is obtained by accounting for all individual loss mechanisms, i.e. transmission
through optical elements (82.6%), fiber coupling (87.8%), waveguide coupling (90.0%), and spectral
filtering (90.7%).
Narrow-band Spectral Filtering
The experiment must be able to efficiently isolate the single photon from the strong pump field (~1.2
W optical power) as well as from pump-induced noise. While the dichroic mirror at the conversion
device already separates most of the pump from the converted photon, several additional spectral
filtering stages are required to remove the remains of the pump light and reduce the noise to the
single-photon level. The main contribution to the noise of the QFC system originates from anti-Stokes
Raman scattering of the pump light in the waveguide. A Fabry-Perot filter cavity with a finesse of 700
and a bandwidth of 27 MHz FWHM is used to minimize this broadband ASR noise in the vicinity of
the target wavelength (Fig 7.1). The filter cavity features a double-resonance for the converted light
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and the pump laser, whereby the latter one is used to stabilize the cavity length. This guarantees a
high transmission of the emitted photons since the pump laser frequency is referenced to the single
photon emission transition via the transfer cavity lock mentioned above. A volume Bragg grating (25
GHz FWHM) separates the transmitted light of the pump laser from the converted light. An additional
stack of three broadband interference filters - a band-pass filter (center wavelength: 1535 nm; 30 nm
FWHM) and two short-pass filters (1560 nm cut-off) - further reduces the residual noise level.
7.1.3. Polarization Analysis
The converted photon’s polarization state is analyzed by using a half-wave plate, a quarter-wave plate,
and a Wollaston prism, which splits the polarization components into two paths, each of them fiber-
coupled to an SNSPD (Fig. 7.1). Both wave plates are motorized, which allows for conveniently
setting an arbitrary photonic measurement basis. The quantum efficiencies and dark count rates for
the utilized single-photon detectors yield values of 32% and 36%, and 70 cps and 53 cps, respectively.
By tuning the bias current of the detectors, an optimized ratio of detector efficiency to dark count
rate could be achieved. That resulted in the final configuration used in the experiment with detector
efficiencies of 16% and 18% and dark count rates of 10 cps and 8 cps, respectively.
Right before the first element of the polarization analyzer, a flip mirror provides the possibility to
reflect reference light to a home-built polarimeter. With that, possible rotations of the polarization
state, which are caused by fibers and optical components between the atom and the detection setup,
can be compensated by a manual polarization controller. A regularly automatized compensation of
polarization rotations as it is realized for the two atom-trap experiments (Subsec. 2.6.3) is not required
since the long fiber is kept on a spool in an air-conditioned environment.
7.1.4. Atom-Photon Correlations
The entanglement shared by the atom and the photon is verified and characterized by atom-photon
state correlation measurements. For this, the polarization of the photon is measured in two mutually
unbiased bases, i.e. H/V and +/−, using the polarization analysis setup described in the preceding
subsection. For each photon basis, the atomic analysis angle α (Eqn. 2.9) is rotated from 0° to 180° in
steps of 22.5°, which projects the atomic state on the dark state of the respective readout polarization
(Eqn. 2.11). The obtained measurement data represent the dark state population conditioned on the
polarization of the photon. For an entangled atom-photon state, an oscillatory behavior is expected for
all photonic basis settings (see Fig. 7.3 for the measured data), and its experimental observation indi-
cates the presence of entanglement in the system. In order to quantify the quality of the entanglement,
sinusoidal functions A(sin(2·α+φ)+1)/2 are fitted to the data, which allows extracting the peak-to-peak
amplitude A of the individual atom-photon fringes. These amplitudes, or visibilities, typically get re-
duced by infidelities of the state readout as well as atomic state decoherence effects like magnetic field
fluctuations and effective magnetic fields from the strongly focused ODT. Note that the measurements
are affected differently by these decoherence effects depending on the photon polarization and the
atomic analysis angle. For instance, due to the guiding field applied along the y-direction, magnetic
field fluctuations along the x- and z-direction are suppressed, leaving the atomic state |↑〉x, prepared
by the projection onto a V photon, almost unaffected (Subsec. 2.5). However, for all other photon
projections, the respective atomic states can, at least partially, be influenced by magnetic y-fields and
will hence suffer from decoherence. As described in Subsec. 2.5, the effective magnetic fields caused
by the ODT are also oriented along the y-axis, and correspondingly, the accompanied dephasing of
the atomic state will affect all photon fringe measurements except the one associated with a projected
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V photon.
The fidelity of the experimentally measured atom-photon state with respect to the maximally entan-
gled one |ψAP 〉 of Eqn. B.1 can be estimated by modeling the state in the 2x3 space spanned by |L〉,
|R〉 and |↓〉z , |1, 0〉 , |↑〉z . Under the assumption of an isotropic dephasing towards white noise in the
2x3 state space, the density matrix of the experimental state can be expressed as [140]







with the average visibility V̄ being the mean of the individual atom-photon fringe visibilities obtained
from the sinusoidal fits. This modeling of the state is similar to the one in [140]. However, it is
necessary to include the third spin state of the atomic spin-1 system |1, 0〉, which can be populated,
e.g. by magnetic fields not coinciding with the quantization axis. Furthermore, it is assumed that
the results for the unmeasured R/L basis are equal to the +/− basis ones. While this assumption is
not necessarily valid, it is well justified since all previously described decoherence effects affect the
measurements of both bases in the same manner. By taking the above into account, a lower bound on
the fidelity of the measured atom-photon state is given by








In the course of the conversion experiment, atom-photon state correlation measurements were per-
formed in four different experimental configurations, which will further be denoted with (R) and (I) -
(III). The first measurement (R) serves as a reference for the expected performance of the atom trap
without the conversion system. Here, the 5 m long single-mode fiber of the microscope objective is
directly connected to the 780 nm BSM (Subsec. 2.6.2). In the other three measurements, the single
photons were converted to telecom wavelength and transmitted to the polarization analyzer via optical
fibers of different lengths: 50 m (I), 10 km (II), and 20 km (III). For a better comparison between
the measurements, an additional delay of the atomic state readout of 51µs, which corresponds to the
photon transmission time of (II), is introduced for the measurements (R) and (I) to account for the
reduction in fidelity caused by the decoherence of the atomic state. The observed atom-photon state
correlations are shown in Fig. 7.3, and the corresponding results are summarized in Table 7.1.
Despite quite different success probabilities of detecting a photon after an excitation attempt, an en-
tanglement rate of about 35 events/min is obtained for all measurements. The reason for this behavior
stems from the applied atomic readout scheme, in which the atom gets ionized in approximately half
of the cases, and reloading of the atom trap is required, which takes about 2 s. With the repetition
rate of the entanglement generation of a few kHz (8.9 kHz for (III)) and success probabilities in the
order of a few ‰ (0.26 ‰ for (III)), the atom gets ionized, and hence lost, in less than a second after
loading. Therefore, the entanglement rate is limited by the reloading time of the atom trap, which is
the same for all measured configurations. For the telecom measurements (I) - (III), more than 15000
photons were detected within measurement times of a few hours (13 h for (III)), and the resulting
photon arrival time histograms are depicted in Fig. 7.3.
The signal-to-noise ratio (SNR) of the photon detection is another factor that limits the achievable
state fidelity, especially for the conversion measurements (I) - (III). Here, the pump-induced noise of
the QFC and detector dark counts significantly decrease the SNR compared to the reference case of
(R). The SNR can be determined from the photon detection time histogram by comparing the number
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of counts within a certain acceptance time window (indicated by dashed lines in Fig. 7.3) around the
photon wavepacket to the average noise level after the wavepacket. By adjusting the time window, an
optimized SNR can be obtained by post-selecting the events with respect to the photon arrival time.
It was found that a time window of 50 ns yields the best trade-off between the number of remaining
events (~66%) and the observed SNR (Table 7.1). Note, these results could only be obtained due to
the exceptionally high external device conversion efficiency of ηdev = 57% and the increased photon
collection efficiency of the new microscope objective with an improvement factor of ~2.5. For all
measurements, the observed values correspond well to our expectations, which are based on the suc-
cess probabilities to detect a photon after an excitation attempt of P (I)S = 1.28 ‰, P
(II)
S = 0.22 ‰,
and P (III)S = 0.17 ‰ (obtained from the post-selected data), and independently measured noise and
detector dark count rates (DCR) of Rn ≈ 677 cps, and R(I)dcr ≈ 123 cps, R
(II/III)
dcr ≈ 18 cps, re-
spectively. The limiting effect of the dark counts on the SNR becomes more and more important for
increasing fiber lengths. Aiming to increase the SNR, the bias currents to operate the SNSPDs were
changed after measurement (I) to reduce the detector dark counts for the measurements (II) and (III),
which comes at the cost of reduced detector efficiencies by roughly a factor of 2. However, due to
smaller success probabilities in (II) and (III), the SNR turned out to be lower. At this point, it is
important to clarify that neither length-dependent absorption in optical fibers nor different detector
efficiencies should lead to a significant change in the SNR since pump-induced noise photons are in-
fluenced in the same way as the converted single photons. The theoretically expected SNRs can now
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) ≈ 23, (7.5)
considering the transmission of the 10 km fiber (T10 km = 0.63), the 20 km fiber (T20 km = 0.42), and
additional fiber-to-fiber connectors (Tff = 0.9). The noise counts of measurements (II) and (III) are
reduced by a factor of 1/2 due to the lower detector efficiencies. Variations in the observed, as well as
in the expected SNR between the measurements (I), (II), and (III) can be attributed to atom loss during
the atomic state preparation and excitation sequence, which stayed unnoticed due to spectral filtering
of fluorescence photons originating from the cooling transition (Subsec. 7.1.1). After a predefined
time (100 ms for (I) and 500 ms for (II), (III)), the excitation sequence is interrupted to check if the
atom is still there. Hence, for longer fiber lengths, the lifetime of the atoms becomes more important
since the average time to obtain a single photon increases due to a reduced repetition rate and a
larger fiber attenuation. This results in an enhanced probability to lose an atom during the excitation
sequence in measurements (II) and (III), which effectively reduces the observed success probabilities.
An interesting number that puts the performance of the objective in perspective to the values discussed
in Sec. 6.3 is the expected maximum success probability P̃ (I)S,max, deduced from the optimized value
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Tmems · ηdev · ηsnspd/ηapd · Tw · ηexc
= 8.34 ‰. (7.6)
Here, the individual contributions that reduce the success probability are the transmission of the
MEMS switch (Tmems = 0.75), the external device efficiency (ηdev = 0.57), the detector efficien-
cies for the SNSPDs (ηsnspd = 0.34 for measurement (I)) and the APDs (ηapd = 0.5), the ratio of
accepted photons within the time window (Tw = 0.66), and the excitation efficiency (ηexc = 0.8).
This number is even higher than the explicitly measured maximum success probability of 6.7 ‰ from
Sec. 6.3. However, its absolute value must be considered with caution since it is measured with much
lower statistics and only indirectly determined via other parameters. Nevertheless, it still shows that
the system was operated under optimal conditions, and the SNR of measurement (I) can be seen as
an upper limit of what can be achieved with the current system and employed experimental sequence.
Note, by solving the issue of atom loss during the excitation sequence, an even higher SNR should be
possible.
The conducted atom-photon state correlation measurements (Fig. 7.3) are analyzed to obtain esti-
mated values of the entanglement fidelity. In the first step, the peak-to-peak amplitudes of the atom-
photon fringes are determined by fitting sinusoidal curves (solid lines) to the data. The obtained
visibilities are reduced by several factors, some of which are equal for all measurements like imper-
fections in the entanglement generation or the atomic state readout, while others can vary from one
measurement to another, e.g. the SNR, polarization rotations in fibers, and atomic state decoherence.
Especially the latter one becomes more and more critical for longer readout delays and, as already
described in Subsec. 7.1.4, affects the measurement differently depending on the actual setting, i.e.
the measured photon polarization and the atomic analysis angle. With a magnetic guiding field along
the y-direction, transverse field fluctuations are suppressed, which leaves the strong effective y-fields
from the ODT as the dominant decoherence contribution. By projecting the photon onto the |V 〉 po-
larization state, the atom gets prepared in the state |↑〉x, which is an eigenstate of a magnetic y-field
and therefore insensitive to the atomic state decoherence. This behavior can be seen in the measure-
ment, as the visibilities of the atom-photon fringes associated with a projected |V 〉 photon (red lines)
are quite similar for all measurements. On the contrary, the largest influence of the decoherence is
expected and observed at an analysis angle of α = 90◦ for a projected |H〉 photon (blue lines), which
prepares the atom in the state |↓〉x. However, with a V polarized readout beam (α = 0◦), magnetic
y-fields and thus the atomic decoherence cannot be measured (Subsec. 2.5.3). The other two fringes
related to the projection of a |+〉 or |−〉 photon (green, respectively orange lines) are affected in both
their maximum and minimum points. The detection of background counts from the detectors or the
frequency converter will accidentally initiate the atomic state readout, leading to completely uncorre-
lated results independent of the measurement setting. Here, the reduction in visibility is determined
by the SNR. Likewise, polarization drifts in optical fibers lead, in general, to reduced visibilities and
only in special cases to an uncritical pure phase shift of the atom-photon fringes.
For each measurement, averaged visibilities can be calculated from the fitted peak-to-peak amplitudes
of the individual correlation curves. This results in visibilities of (87.6± 0.8) %, (85.6± 0.6) %,
(81.2± 1.1) %, and (74.2± 1.0) % for the measurements (R), (I), (II), and (III), respectively. In-
serting these numbers in Eqn. 7.2 yield the corresponding estimated fidelities of (89.7± 0.7) % (R),
(88.0± 0.8) % (I), (84.3± 0.9) % (II), and (78.5± 0.9) % (III) relative to the maximally entangled
state of Eqn. B.1. For the reference measurement (R) without the QFC system, the loss in fidelity can
be attributed to imperfections in the entanglement generation (~2%), the atomic state readout (~3%),
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Measurement (R) (I) (II) (III)
Wavelength 780 nm 1522 nm 1522 nm 1522 nm
Fiber length 5 m 50 m 10 km 20 km
Readout delay 51µs 51µs 51µs 102µs
SNR 934.2 32.3 23.2 25.1
Fidelity (%) 89.7± 0.7 88.0± 0.8 84.3± 0.9 78.5± 0.9
S (CHSH) 2.49± 0.03 2.41± 0.03 2.37± 0.04 2.12± 0.05
Table 7.1.: Results of the four atom-photon state correlation measurements. The experimental config-
urations (R), (I), (II), and (III) differ in detection wavelength, fiber length, and atomic state
readout delay. The measurement data is visualized in Fig. 7.3.
and atomic state decoherence (~5%). The comparison between measurements (R) and (I), with fideli-
ties (89.7± 0.7) % and (88.0± 0.8) %, respectively, is best suited to examine the influence of the
QFC on the entangled state since their experimental configurations are most similar, e.g. concerning
fiber lengths and readout delays. Here, alone the lower SNR of (I), with an expected reduction in
fidelity of about 2.5%, can already account for the total observed difference in fidelity. The situation
changes when comparing fidelities of measurement (I) (88.0± 0.8) % and (II) (84.3± 0.9) %, where
the SNR can only account for about 1% of the difference. The remaining 3% of the fidelity reduction
is associated with experimental instabilities like polarization rotations in the 10 km long fiber, mag-
netic field fluctuations, or laser power drifts. In principle, the latter two instabilities should be equal
to the ones of measurement (I) since the same lasers and readout delay were applied. However, they
turned out to be more severe in measurement (II). The further loss in fidelity from measurement (II)
(84.3± 0.9) % to (III) (78.5± 0.9) % is mainly caused by larger atomic state decoherence (~5%) due
to the longer readout delay. From all of this, one can conclude that the atom-photon entanglement is
well preserved while converting the single photon with the QFC system.
Furthermore, all correlation measurements also include the necessary basis settings to determine the S-
parameter of the CHSH Bell inequality (Subsec. 3.1); (H/V and +/−) for the photons, and (α = 22.5◦
and α′ = 67.5◦), or (α = 112.5◦ and α′ = 157.5◦) for the atomic state readout. The analysis of the
measured data yields S values of 2.49 ± 0.03 (R), 2.41 ± 0.03 (I), 2.37 ± 0.04 (II), and 2.12 ± 0.05
(III), all clearly violating Bell’s inequality.
7.3. Outlook for Future Experiments
The results presented in this chapter show that the current system can generate, distribute, and verify
entanglement between an atom and a telecom photon propagating through up to 20 km of optical fiber
with a fidelity of (78.5± 0.9) %. While this is an interesting result on its own, the experiment also
revealed the main limitations of the system concerning its entanglement rate and fidelity. These limi-
tations, together with some possible improvements for future experiments, are briefly summarized in
the following.
The atom-photon entanglement rate is limited by the loading rate of the trap since the applied atomic
readout scheme in which the atom gets ionized and lost in approximately half of the cases makes
reloading of an atom necessary. This reduction can only be lifted with a more deterministic loading










Figure 7.3.: Experimental data of the atom-photon state correlation measurements. Measurement (R)
is a reference measurement at 780 nm without the conversion system, while in the other
measurements, the converted photons at 1522 nm are detected after 50 m (I), 10 km (II),
and 20 km (III) of optical fiber. The figures on the left show the photon detection time
histograms, where the dashed lines in (I) - (III) indicate the 50 ns photon acceptance time
window to increase the SNR. The figures on the right side show the atom-photon state
correlations in two mutually unbiased photon bases (H/V and +/-) for different atomic
analysis angles. The respective dark states of the readout polarization for specific anal-
ysis angles are displayed on top of figure (III). The solid lines are sinusoidal fits to the
individual atom-photon fringes, used to estimate the entanglement fidelity.
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periment. However, the situation completely changes when considering an atom-atom entanglement
experiment with its rather low remote entanglement efficiency. Now, the rate is mainly limited by the
local success probabilities and only a little influenced by the loading time of the atom (Sec. 2.7). An
increased atom-atom entanglement rate can be achieved by replacing lossy elements like the MEMS
switch (Tmems = 0.75) or fiber-to-fiber couplings (Tff = 0.9) and using better detector systems
(ηdet > 0.85) optimized for the target wavelength at 1522 nm to increase the local success probabili-
ties. A visualization of the expected entanglement rate can be found in Fig. 2.16.
One of the parameters that reduce the entanglement fidelity is the SNR. For the current system (and
experimental sequence), the new microscope objective setup and the quantum frequency converter
are already set up in a way yielding a nearly optimal SNR due to the enhanced collection efficiency,
and reduced background noise due to the narrow spectral filtering. Within this configuration, only
marginal improvements of the QFC are still possible, e.g. by reducing the pump power or even nar-
rower filtering. However, this comes at the cost of a substantially reduced external device conversion
efficiency (see Supplementary material of [79]). Another configuration, requiring an entirely new
QFC system, would allow for a considerable increase of the SNR by converting the single photon
from 780 nm to the telecom O band at 1310 nm. Here, the advantage is the enlarged wavelength
separation between the pump laser (~ 1930 nm) and the converted single photon (~ 1310 nm), for
which the ASR noise at the target wavelength is expected to be several orders of magnitude smaller;
analog to the system presented in [137]. On the downside, photons at 1310 nm suffer from a larger
attenuation in optical fibers (~0.4 dB/km) compared to photons at 1522 nm (~0.2 dB/km), leading
to higher losses for longer fibers. However, the current system has a significant technical advantage
when considering an atom-atom entanglement experiment, for which two sets of QFC systems are
necessary. Achieving a good interference contrast requires the telecom photons to be indistinguish-
able in all degrees of freedom and thus also in their frequency. One way to guarantee this is to use
the same master laser that generates the pump light for the DFG process for both QFC systems (see
Supplementary material of [79]). For the current configuration, this is possible since the wavelength
of the pump light at 1600 nm can be distributed over several kilometers with low absorption losses,
whereas for the conversion system to the telecom O-band the 1930 nm pump laser would suffer from
substantial attenuation losses of ~20 dB/km. Hence, two independent sets of pump laser systems with
the corresponding locking electronics and high finesse cavities would be necessary to achieve an ab-
solute frequency reference.
Another factor that reduces the entanglement fidelity is the decoherence of the atomic state caused by
magnetic field fluctuations and the position-dependent effective magnetic fields originating from the
longitudinal field components of the strongly focused ODT. In Section 2.7, this issue was already dis-
cussed, and possible improvements were suggested. For instance, a magnetic guiding field together
with a Raman state transfer of the qubit states to a specific combination of the hyperfine ground
states [77] should allow for a reduction in sensitivity to magnetic field fluctuations in all directions
by several orders of magnitude. Furthermore, a standing wave optical dipole trap has the potential of
canceling the longitudinal field components of the ODT completely and thus eliminating the primary
decoherence source of the current system [69]. However, the realization of the latter would require
considerable changes or even a complete redesign of the atom trap setup.
The next crucial step for the development of the experiment is the realization of entanglement
distribution between two distant atomic quantum nodes using the entanglement swapping protocol
mediated by telecom converted single photons, which enables transmission over several kilometers of
optical fiber. Analog to the fidelity of the atom-photon state of Eqn. 7.2, the fidelity of the entangled
atom-atom state can be estimated byFaa ≥ 19 +
8
9 V̄aa, with the averaged visibility V̄aa of an atom-atom























Figure 7.4.: Atom-photon (blue) and atom-atom (red) fidelity estimations [79]. The blue dots labeled
with I, II, and III represent the data points of the three telecom measurements discussed
in this chapter. Note, the fidelities obtained in measurements II and III are below the ex-
pected curve (solid blue line) due to reduced SNRs caused by non-optimal experimental
settings for the collection efficiencies. Below 1 km, all fidelities are determined by imper-
fections of the entanglement generation and the atomic state readout. For larger distances,
the current system is limited by atomic state decoherence, whereas the expected fidelities
are almost unaffected up to 100 km for the future setup. However, for distances longer
than 100 km, detector dark counts ultimately become the limiting factor.
atom-photon visibility multiplied by the non-perfect two-photon interference contrast of 94 % [51].
In order to visualize the expected behavior in dependence of the separation of the atomic qubits,
the atom-photon visibility is modeled in consideration of expected values for the detector efficiency
and dark count rate, the SNR, and the atomic decoherence caused by magnetic field fluctuations and
dephasing due to longitudinal field components of the ODT. Note, a symmetrical configuration with
the BSM located in the middle between both atoms is assumed, and thus the coherence time required
to distribute entanglement over a certain distance is the same for the atom-photon and the atom-atom
case. Figure 7.4 depicts the expected atom-photon and atom-atom fidelities for the current as well
as a potential future system that includes the improvements to enhance the atomic state coherence
mentioned above (e.g. a standing wave dipole trap). For relatively short distances of below 1 km,
the expected fidelities are limited by the non-perfect state preparation and readout, while for larger
separations, the atomic state decoherence becomes the dominant effect, which reduces the fidelities
in the current configuration. In contrary to that, assuming decoherence times of several milliseconds,
the fidelities of the future setup are nearly unaffected by the atomic decoherence. However, they are
eventually limited by the detector dark counts for distances above 100 km. These estimations show
that the entanglement distribution between two stationary quantum memories over several tens of
kilometers with high fidelity comes into reach.
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8. Conclusion and Outlook
This work presented experiments based on long-distance entanglement with neutral Rubidium-87
atoms serving as single atom quantum nodes. Here, the implementation of new high NA microscope
objectives significantly improved the system performance, which enabled the realization of a first
quantum communication application, i.e. long-distance distribution of atom-photon entanglement at
telecom wavelength.
The microscope objectives are the central optical elements of the experiment that affect all funda-
mental experimental operations, especially the entanglement generation. The entanglement between
the atomic spin and the polarization of the photon was generated in a spontaneous emission process
subsequent to an optical excitation of the atom. Based on that, two widely separated atoms were en-
tangled by employing an entanglement swapping scheme. With the new high-NA objective setups,
local success probabilities for atom-photon entanglement of PS1 = 6.70 ‰ and PS2 = 8.61 ‰ were
obtained, which compared to previous measurements constitute improvement factors of ~ 2.5 and ~
3.5 for the system in Lab 1 and Lab 2, respectively. For the combined experiment, an atom-atom
entanglement efficiency of 6.15 ppm was achieved, which corresponds to an improvement by a factor
of 6.5. Crucial for the successful implementation of the new lens systems was a detailed analysis
of the collection-and-coupling process of single photons, an optical characterization that determined
the quality of the optics in terms of wavefront aberration, and a detailed description of the objective
setups, their construction, alignment, and implementation.
For the analysis of the collection-and-coupling process, a model was developed to calculate the prob-
abilities of collecting an emitted single photon and coupling an already collected photon into a single-
mode fiber. The model considers the polarization-dependent dipole emission characteristics and ac-
counts for the thermal distribution of the atom inside the optical dipole trap. For the current trap
parameters (e.g. depth, focal size, wavelength, and atomic temperature), combined collection-and-
coupling efficiencies were calculated, yielding values of ηcc,1 = 4.05 % for the setup of Lab 1 and
ηcc,2 = 3.53 % for the setup of Lab 2. Further, it was found that unwanted photon couplings, i.e.
a photon is coupled with the orthogonal polarization as emitted or a π-polarized photon is coupled,
are highly suppressed, and hence the fidelity of the entangled atom-photon state is only negligibly
reduced. Moreover, the optimal fiber mode size required for a maximal coupling efficiency was de-
termined to select the fiber collimators for the objective setups. Since all commercially available
fiber collimators did not fulfill the necessary requirements, the collimator closest to the optimum was
chosen for Lab 1, whereas a suitable lens system was designed and implemented in Lab 2. The home-
made fiber collimator is expected to yield a 2.5% higher coupling efficiency compared to the setup of
Lab 1.
One of the high-NA objectives and the homemade fiber collimator were optically characterized by
quantifying the amount of wave aberrations, which might reduce their optical performances. There-
fore, an experimental test setup was assembled in which the optical system under examination was
inserted to image a point-like emitter. Analyzing the resulting point spread functions with a computer-
based linear least-squares fit algorithm allowed identifying the wave aberrations. Moreover, alignment
criteria were specified up to those a diffraction-limited operation is guaranteed. For the microscope
objective, this resulted in a numerical aperture of 0.5023±0.0026 and a Strehl ratio of 0.9985±0.0021,
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resembling a nearly perfect system. The objective turned out less sensitive against misalignment as
expected from the specifications provided by the manufacturer yielding a larger range for a diffraction-
limited operation. For the homemade fiber collimator, a numerical aperture of 0.1873± 0.0004 and a
Strehl ratio of 0.9921+0.0079−0.0100 were obtained, both in good agreement with the lens design. The mea-
surements also verified the high tolerances of the collimator against misalignment.
The first experiment presented in this thesis was a test of Bell’s inequality performed on pairs of en-
tangled atoms separated by a distance of 398 m. The locality and the detection loophole were closed
simultaneously by ensuring space-like separated measurements and using an event-ready entangle-
ment scheme. A CHSH S-parameter of S = 2.221 ± 0.033 was achieved, which violates the LHV
predictions by more than six standard deviations, and allowed for a strong rejection of local realism
with a P-value of 1.739 · 10−10. A violation of Bell’s inequality also forms the basis of several DI ap-
plications, e.g. generation of random numbers, certification of entanglement, and device-independent
quantum key distribution. While the quality of the obtained measurement results was sufficient to
demonstrate the first two, as presented in [55], the application of DIQKD was still out of reach. How-
ever, the system was not yet upgraded with better collection optics and hence did not benefit from the
improved system performance.
After both high-NA objectives were implemented, a successful proof-of-concept demonstration of a
DIQKD protocol was realized on the quantum network link formed by the distant atoms. As will
be described in more detail elsewhere, the atom-atom state fidelity was significantly improved to
Faa = 0.892± 0.019 by applying optimized acceptance conditions for the Bell state measurement of
the entanglement swapping process, as suggested in [55]. The optimization reduced the total number
of events by a factor of four. In combination with the additional losses caused by the specific im-
plementation of the protocol, a realization with a reasonable rate (0.7 events/min) was only possible
due to the enhanced photon coupling efficiencies obtained by the new objectives. The measurement
yielded a QUBER of 0.078± 0.009 and a CHSH S-parameter of S = 2.578± 0.075, allowing for an
asymptotic key rate of 0.157 with a confidence level of 99.4%.
An essential resource for quantum communication applications is the ability to distribute entangle-
ment over large distances. Limiting for the achievable distance is hereby the attenuation in optical
fibers for the emission wavelengths (visible/NIR range) of suitable quantum memories that provide
a light-matter interface to exchange quantum information. To overcome this limitation, quantum fre-
quency conversion to the low-loss transmission bands of telecom fibers is necessary. In this work, a
polarization-preserving QFC system was incorporated into the experiment, which allowed to convert
single photons emitted during the entanglement generation from their emission wavelength of 780
nm to the telecom S-band at 1522 nm while preserving the non-classical property of atom-photon
entanglement. Narrow spectral filtering to the single photon level was required for efficiently sup-
pressing the high noise of the conversion system. The enhanced photon coupling efficiency of the
new objective, together with the high external device conversion efficiency of ηdev = 57 %, resulted
in a signal-to-noise ratio of 25.1, which only slightly reduced the state fidelity. Applying a magnetic
guiding field to suppress small magnetic field fluctuations extended the atomic coherence time to hun-
dreds of microseconds. With that, it was possible to distribute and verify entanglement between a
87Rb atom and a telecom photon over 20 km of optical fiber with a fidelity of 78.5 ± 0.9 %, and a
CHSH S-parameter of S = 2.12± 0.05 was obtained.
The next step towards large-scale quantum networks is to extend the distance between the atomic
quantum memories using entanglement swapping of telecom converted single photons, which can be
transmitted over several tens of kilometers. Here, the enhanced photon coupling efficiencies of the
new objectives will help overcome additional losses of the conversion systems and counteract the
reduced repetition rate caused by longer photon and signal transmission times. Furthermore, in the
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employed event-ready scheme, the coherence of the atomic state needs to be improved significantly
for longer distances. For instance, a magnetic guiding field together with a Raman state transfer of the
qubit states to the hyperfine ground states should reduce the sensitivity to magnetic field fluctuations
by several orders of magnitude [77]. Another possibility is to lower the temperature of the atoms,
which reduces the influence of longitudinal field components of the strongly focused optical dipole
trap. Moreover, using a standing wave optical dipole trap has even the potential of canceling the lon-




A. Physical Constants and Properties of
87Rubidium
constant description value
~ = h2π reduced Planck constant 1.054571726 · 10
−34 J · s
c speed of light in vacuum 2.99792458 · 108 m/s




permittivity of free space 8.8541878176 · 10−12 F/m
e elementary charge 1.602176565 · 10−19 C
u atomic mass unit 1.660538921 · 10−27 kg
kB Boltzmann constant 1.38064852·10−23 m
2·kg
s2·K
Table A.1.: Physical constants [56]
constant description value
m mass 86.90918020 · u
E0 ground state energy 4.177127 eV
ionization limit 296.817 nm
ΓD1 decay rate of the D1 transition 2π · 5.7500 MHz
τD1 life time of 52P1/2 excited state 27.70 ns
dD1 dipole matrix element of the D1 transition 2.537 · 10−29 C ·m
λD1 D1 transition wavelength 794.979 nm
ΓD2 decay rate of the D2 transition 2π · 6.0666 MHz
τD2 life time of the 52P3/2 excited state 26.24 ns
dD2 dipole matrix element of the D2 transition 3.584 · 10−29 C ·m
λD2 D2 transition wavelength 780.241 nm
Table A.2.: Atomic properties of 87Rb [56]
139
B. Definition of the Polarization and Atomic
States
This appendix introduces definitions of the coordinate system, the light polarization, and the corre-
sponding atomic states, necessary for a consistent description of the performed experiments. The
following definitions are a reduced and adapted version of the ones given in [55].
In the experiment, a right-handed coordinate system is used with its origin at the focal spot of the
dipole trap, i.e. the position of the atom. The z-axis is defined by the optical axis of the microscope
objective oriented along the direction of the photon collection. As such, the z-axis represents the nat-
ural choice for the quantization axis of the atomic system. The x-axis is defined parallel to the optical
table (horizontal plane) and orthogonal to the z-axis. The y-axis is defined perpendicular to the table,
pointing upwards in the vertical direction.
Definition of Polarization and Photon States
In the reference frame of the laboratory, the polarization of light is defined according to [55]:
1. H is a linear polarization parallel to the surface of the optical table (x-z plane ).
2. V is a linear polarization vertical to the surface of the optical table (y-axis ).
3. + is a linear polarization rotated 45◦ right-hand side in traveling direction with respect to V .
4. − is a linear polarization rotated 45◦ left-hand side in traveling direction with respect to V .
5. L is a circular polarization with right-hand rotation in the direction of propagation (historic
left-hand rotation for the counter propagating direction)
6. R is a circular polarization with left-hand rotation in the direction of propagation (historic right-
hand rotation for the counter propagating direction)
The connection to the reference frame of the atom with a quantization axis Z is obtained by consider-
ing the conservation of angular momentum in the combined system of a photon emitted by the atom.
The polarization of the photon is defined as σ+ (right-hand rotation in the traveling direction) for a
change of ∆mf,Z = −1, or σ− (left-hand rotation of the polarization in traveling direction) with a
change of ∆mf,Z = +1, or π (linear polarization parallel to Z) with a change of ∆mf,Z = 0. For
photons propagating with a wave vector ~k along the quantization axis Z = z, this leads to the fol-
lowing correspondence: L =̂σ+ and R =̂σ−. This allows defining the photon states for the collected
photons and the readout beam as shown in Table B.1 [55].
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Table B.1.: Definition of the polarization states of the photon
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Atomic States
The atomic qubit is encoded in the Zeeman states F = 1,mF = ±1 of the 52S1/2 ground state
(Fig. 2.2) and |1,−1〉 = |↓〉z , and |1,+1〉 = |↑〉z are defined as the eigenvectors to the Pauli operator
σ̂z . Representations of the qubit states in the eigenbasis of the σ̂x and σ̂y are listed in Table B.2. Note,
these definitions are chosen to fit the definition of the photon states in Table B.1.







































Table B.2.: Atomic-qubit state definition
Entangled Atom-Photon State
The relations given in Tables B.1 and B.2 allow to transform the entangled atom-photon state (Eqn.












(|+〉| ↓〉y + |-〉| ↑〉y) .
Read-out Polarization and Corresponding |B〉 and |D〉 States
The measurement basis of the atomic state analysis is determined by the read-out polarization χro
(2.9), which allows to calculate the bright state |B〉 (2.10) and dark state |D〉 (2.11) in the state
selective ionization scheme (Subsec. 2.4.2). A list of |B〉 and |D〉 for the six polarizations χro




































4 (|↓〉z + i |↑〉z)
Table B.3.: Polarization of the read-out pulse and resulting bright |B〉 and dark states |D〉
143
C. Complete Data of the Statistical Analysis
of Generated Random Input Bits
The data of the statistical analysis of all generated random input bits for the two Bell tests started
on 15th April 2016 and on 14th June 2016 are shown here for completeness. For the Bias, the time
evolution of the observed values for both runs and both QRNGs are depicted in C.1. The mean values
for the correlation data up to lag 56 and the time evolution of the observed SCC1 values are given
in C.2. The artifacts in the P-value distribution of the test row “smultin_MultinomialBitsOver” of
the standardized test suit “TestU01 Alphabit battery” can be reproduced by the model introduced
in Subsection 3.4.3. In order to show that it fits the observed data also for different lengths of bit
sequences, additional plots are given in C.3.
C.1. Additional Bias Data
Figure C.1 shows the time evolution of the observed bias values of generated random input bits of the
Bell measurements. Each data point contains 360 Gb of data and corresponds to a time interval of
2 h. The chosen data size is a trade-off between reducing the statistical noise to be smaller than the
observed value and the observability of potential long term drifts. One standard deviation for this data
size is given by σ = 8.33 · 10−7. The shaded areas colored in red indicate the ±σ interval.
C.2. Additional Correlation Data
In Tables C.1-C.4, the mean values of the correlations SCCl defined in Eqn. 3.4 are listed up to lag
56 for the generated random input bits of the Bell measurements. Figure C.1 shows the time evolution
of the observed SCC1 correlation values. Each data point contains 360 Gb of data and corresponds
to a time interval of 2 h. One standard deviation for the chosen data size is given by σ = 1.67 · 10−7.
The shaded areas colored in red indicate the ±σ interval.
C.3. Additional Histograms of P-Value Distribution
All tests of the standardized test suit “TestU01 Alphabit battery” were applied to the generated random
bit sequences, which are organized in 115420 files. For each file and each test, a P-value is calculated,
forming a distribution of P-values. Testing this distribution for uniformity finally tests the hypothesis
of randomness. In the test row “smultin_MultinomialBitsOver”, a skew in the P-value distribution
was observed, which leads to failing this uniformity test. The model introduced in the main text 3.4.3
reflects this behavior. In order to show that the expected distribution fits well with the observed data
also for different lengths of bit sequences, additional plots are given in C.3.
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(a) Measurement run from 15th April 2016 in Lab 1















(b) Measurement run from 15th April 2016 in Lab 2













(c) Measurement run from 14th June 2016 in Lab 1












(d) Measurement run from 14th June 2016 in Lab 2
Figure C.1.: The time evolution of the bias observed for the measurement runs from 15th April 2016
and 14th June 2016 in both labs (blue lines). Each data point contains 360 Gb of data and
represents a measurement time of 2 h. The areas shaded in red indicates the ±σ interval,
and the green lines show the average bias values.
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l SCCl l SCCl l SCCl l SCCl
1 1.34 · 10−5 17 −3.78 · 10−8 33 −3.70 · 10−7 49 −1.46 · 10−7
2 5.39 · 10−7 18 −1.44 · 10−8 34 −7.08 · 10−7 50 −5.49 · 10−8
3 4.74 · 10−7 19 −8.59 · 10−8 35 −2.50 · 10−8 51 3.09 · 10−7
4 1.43 · 10−7 20 2.37 · 10−7 36 −1.49 · 10−7 52 −2.00 · 10−7
5 −3.13 · 10−7 21 −2.94 · 10−8 37 −5.51 · 10−8 53 −2.37 · 10−7
6 4.53 · 10−8 22 −2.72 · 10−7 38 −5.82 · 10−8 54 3.56 · 10−8
7 4.19 · 10−7 23 −6.20 · 10−7 39 −1.01 · 10−7 55 −1.00 · 10−9
8 −1.31 · 10−7 24 −2.49 · 10−7 40 −1.73 · 10−7 56 3.30 · 10−8
9 2.55 · 10−7 25 −2.36 · 10−8 41 −3.61 · 10−7
10 −6.18 · 10−7 26 −1.65 · 10−7 42 −1.41 · 10−7
11 1.21 · 10−7 27 −3.13 · 10−7 43 3.47 · 10−8
12 −8.60 · 10−8 28 −3.73 · 10−8 44 −3.26 · 10−8
13 1.53 · 10−7 29 −2.19 · 10−7 45 −4.74 · 10−7
14 −1.54 · 10−7 30 1.17 · 10−7 46 −4.45 · 10−7
15 −4.33 · 10−7 31 −4.30 · 10−8 47 −2.33 · 10−7
16 −2.58 · 10−7 32 −1.08 · 10−7 48 −1.52 · 10−7
Table C.1.: The average correlation values SCCl in Lab 1 for the measurement run from 15th April
2016. The statistical error for all values is given by σ = 2.49 · 10−7.
l SCCl l SCCl l SCCl l SCCl
1 1.15 · 10−5 17 −4.75 · 10−9 33 1.06 · 10−7 49 1.28 · 10−7
2 7.93 · 10−7 18 −2.51 · 10−7 34 1.85 · 10−8 50 −2.50 · 10−7
3 −6.56 · 10−8 19 2.72 · 10−7 35 2.87 · 10−7 51 9.78 · 10−8
4 4.89 · 10−7 20 −3.14 · 10−7 36 −1.06 · 10−7 52 −1.32 · 10−7
5 1.33 · 10−7 21 −2.46 · 10−7 37 −1.48 · 10−7 53 −3.98 · 10−7
6 2.55 · 10−7 22 1.39 · 10−7 38 2.95 · 10−7 54 −6.67 · 10−7
7 −7.97 · 10−8 23 −2.30 · 10−7 39 5.28 · 10−8 55 1.44 · 10−7
8 −1.88 · 10−8 24 2.53 · 10−7 40 −2.69 · 10−7 56 3.83 · 10−7
9 1.42 · 10−8 25 −8.43 · 10−8 41 2.26 · 10−7
10 4.11 · 10−7 26 −1.45 · 10−7 42 −2.75 · 10−7
11 −8.71 · 10−8 27 2.06 · 10−8 43 −1.17 · 10−7
12 2.28 · 10−7 28 −1.17 · 10−8 44 −2.21 · 10−7
13 1.53 · 10−7 29 −1.68 · 10−7 45 1.99 · 10−7
14 2.23 · 10−7 30 −1.13 · 10−7 46 −1.83 · 10−7
15 1.62 · 10−7 31 −2.55 · 10−7 47 7.93 · 10−8
16 6.36 · 10−8 32 1.26 · 10−7 48 −2.89 · 10−8
Table C.2.: The average correlation values SCCl in Lab 2 for the measurement run from 15th April
2016. The statistical error for all values is given by σ = 2.49 · 10−7.
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l SCCl l SCCl l SCCl l SCCl
1 1.32 · 10−5 17 5.42 · 10−8 33 8.53 · 10−8 49 −2.90 · 10−7
2 1.47 · 10−7 18 6.01 · 10−8 34 2.52 · 10−8 50 1.65 · 10−8
3 −9.79 · 10−8 19 1.49 · 10−7 35 −1.22 · 10−7 51 1.57 · 10−7
4 3.41 · 10−8 20 −7.91 · 10−8 36 6.94 · 10−8 52 −3.43 · 10−7
5 5.87 · 10−9 21 −2.46 · 10−7 37 1.19 · 10−7 53 −5.15 · 10−8
6 −8.19 · 10−8 22 −1.60 · 10−7 38 −1.99 · 10−8 54 1.49 · 10−7
7 −4.74 · 10−8 23 1.94 · 10−7 39 9.53 · 10−8 55 2.20 · 10−7
8 1.38 · 10−7 24 4.48 · 10−8 40 −2.39 · 10−7 56 9.64 · 10−9
9 1.62 · 10−7 25 1.42 · 10−7 41 −3.33 · 10−7
10 2.19 · 10−7 26 −1.22 · 10−7 42 2.74 · 10−7
11 −2.13 · 10−7 27 −1.79 · 10−7 43 5.56 · 10−10
12 −2.40 · 10−7 28 −3.26 · 10−7 44 1.04 · 10−7
13 −1.52 · 10−7 29 −4.92 · 10−8 45 2.13 · 10−8
14 −1.75 · 10−8 30 1.56 · 10−8 46 −2.45 · 10−7
15 −3.31 · 10−8 31 −2.97 · 10−7 47 −2.83 · 10−8
16 −1.60 · 10−8 32 8.58 · 10−8 48 −2.43 · 10−7
Table C.3.: The average correlation values SCCl in Lab 1 for the measurement run from 14th June
2016. The statistical error for all values is given by σ = 1.55 · 10−7.
l SCCl l SCCl l SCCl l SCCl
1 1.15 · 10−5 17 −3.09 · 10−7 33 −1.12 · 10−7 49 −2.04 · 10−7
2 4.41 · 10−7 18 1.26 · 10−7 34 −1.56 · 10−7 50 −2.42 · 10−7
3 1.06 · 10−8 19 −1.17 · 10−7 35 3.33 · 10−8 51 −1.70 · 10−7
4 −6.43 · 10−8 20 1.75 · 10−7 36 −2.38 · 10−7 52 −1.04 · 10−7
5 −1.17 · 10−8 21 1.06 · 10−8 37 6.56 · 10−8 53 −2.23 · 10−7
6 −1.32 · 10−7 22 −3.82 · 10−9 38 −8.75 · 10−10 54 2.95 · 10−7
7 −1.90 · 10−7 23 −2.10 · 10−7 39 −2.38 · 10−8 55 −1.85 · 10−8
8 2.76 · 10−7 24 −6.97 · 10−8 40 −1.40 · 10−7 56 −1.14 · 10−7
9 2.19 · 10−8 25 −1.11 · 10−7 41 −1.02 · 10−7
10 −6.00 · 10−8 26 4.13 · 10−8 42 −6.61 · 10−7
11 9.20 · 10−8 27 −3.18 · 10−7 43 3.89 · 10−7
12 −1.19 · 10−7 28 −2.13 · 10−7 44 −1.29 · 10−7
13 1.49 · 10−7 29 −1.63 · 10−7 45 −2.82 · 10−7
14 −1.67 · 10−7 30 2.55 · 10−7 46 2.13 · 10−7
15 5.17 · 10−8 31 −1.63 · 10−7 47 −4.35 · 10−8
16 5.19 · 10−8 32 −1.38 · 10−8 48 −7.97 · 10−8
Table C.4.: The average correlation values SCCl in Lab 2 for the measurement run from 14th June
2016. The statistical error for all values is given by σ = 1.55 · 10−7.
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(a) Measurement run from 15th April 2016 in Lab 1













(b) Measurement run from 15th April 2016 in Lab 2













(c) Measurement run from 14th June 2016 in Lab 1













(d) Measurement run from 14th June 2016 in Lab 2
Figure C.2.: The time evolution of SCC1 observed for the measurement runs from 15th April 2016
and 14th June 2016 in both labs (blue lines). Each data point contains 360Gb of data and
represents a measurement time of 2 h. The areas shaded in red indicates the ±σ interval,
and the green lines show the average correlation values.
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(a) Sequences of 2 bits (L=4)

















(b) Sequences of 4 bits (L=16)

















(c) Sequences of 8 bits (L=256)
Figure C.3.: Histograms of the P-value distributions for the test ”smultin_MultinomialBits“ (se-
quences of 2 bits (L=4), 4 bits (L=16) and 8 bits (L=256)) are applied to the data of
Lab 1 in the measurement run of 15th April 2016. The blue dots represent the expected
behavior of the model based on the observed bias and next neighbor correlation of this
data set. The mean value and the±σ interval for the histogram bins are shown as red and
brown lines, respectively.
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D. General Expressions of the Dipole
Emission Characteristic
The electric field E(p) (r) radiated by a dipole (Eqn. (4.2)) of arbitrary oscillation direction ep =
(px, py, pz) located in the origin of the coordinate system is given by
E(p) (r) = E0
eikr
r
[(er × ep)× er] = E0
eikr
r




 px (1− sin2 (θ) cos2 (φ))+ py2 (−sin2 (θ) sin (2φ))+ pz2 (−sin (2θ) cos (φ))px
2
(




1− sin2 (θ) sin2 (φ)
)
+ pz2 (−sin (2θ) sin (φ))
px
2 (−sin (2θ) cos (φ)) +
py






with E0 = k2/4πε0εr and ‖px‖2 + ‖py‖2 + ‖pz‖2 = 1. Inserting Eqn. (D.1) in Eqn. (4.6) results in the
dipole emission characteristic dP
(p)






















































(−sin (2θ) sin (φ))
)
.
Here Nnorm = 8π3 E
2
0 and (·)
∗ denotes the complex conjugate. For the special cases of ep = eσ± =
1/
√
2 (∓i, 1, 0) and ep = eπ = (0, 0, 1), Equation (D.2) leads to the dipole emission characteristic for
σ±- and π-light (Eqn. (4.8) and Eqn. (4.9)).
Expressions for Arbitrary Atom Locations The general expressions of the electric field E(p) (r− r´)
radiated by a dipole oscillating along ep = (px, py, pz) at location r´ is given in Cartesian coordinates
by
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(y − y′)2 + (z − z′)2
)
+ py (− (x− x′) (y − y′)) + pz (− (x− x′) (z − z′))
px (− (x− x′) (y − y′)) + py
(
(x− x′)2 + (z − z′)2
)
+ pz (− (y − y′) (z − z′))
px (− (x− x′) (z − z′)) + py (− (y − y′) (z − z′)) + pz
(
(x− x′)2 + (y − y′)2
)

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