Abstract. Let k be an algebraically closed field of characteristic two and let Q8 be the quaternion group of order 8. We determine the Gerstenhaber Lie algebra structure and the Batalin-Vilkovisky structure on the Hochschild cohomology ring of the group algebra kQ8.
The complex which is used to compute the Hochschild cohomology is C * (A) = Hom A e (Bar * (A), A). Note that for each r ≥ 0, C r (A) = Hom A e (A ⊗(r+2) , A) ∼ = Hom k (A ⊗r , A). If f ∈ C r (A), then the expression f (a) makes sense for a ∈ A ⊗(r+2) and a ∈ A ⊗r simultaneously. We identify C 0 (A) with A. Thus C * (A) has the following form:
Given f in Hom k (A ⊗r , A), the map δ r (f ) is defined by sending a 1 ⊗ · · · ⊗ a r+1 to
(−1) i f (a 1 ⊗· · ·⊗a i−1 ⊗a i a i+1 ⊗a i+2 ⊗· · ·⊗a r+1 )+(−1) r+1 f (a 1 ⊗· · ·⊗a r )·a r+1 .
There is also a normalized version C * (A) = Hom A e (Bar * (A), A) ∼ = Hom k (A ⊗ * , A).
The cup product α ⌣ β ∈ C n+m (A) = Hom k (A ⊗(n+m) , A) for α ∈ C n (A) and β ∈ C m (A) is given by (α ⌣ β)(a 1 ⊗ · · · ⊗ a n+m ) := α(a 1 ⊗ · · · ⊗ a n ) · β(a n+1 ⊗ · · · ⊗ a n+m ). This cup product induces a well-defined product in Hochschild cohomology
which turns the graded k-vector space HH * (A) = n≥0 HH n (A) into a graded commutative algebra ( [5, Corollary 1] ).
The Lie bracket is defined as follows. Let α ∈ C n (A) and β ∈ C m (A). If n, m ≥ 1, then for 1 ≤ i ≤ n, set α • i β ∈ C n+m−1 (A) by (α • i β)(a 1 ⊗ · · · ⊗ a n+m−1 ) := α(a 1 ⊗ · · · ⊗ a i−1 ⊗ β(a i ⊗ · · · ⊗ a i+m−1 ) ⊗ a i+m ⊗ · · · ⊗ a n+m−1 ); if n ≥ 1 and m = 0, then β ∈ A and for 1 ≤ i ≤ n, set (α • i β)(a 1 ⊗ · · · ⊗ a n−1 ) := α(a 1 ⊗ · · · ⊗ a i−1 ⊗ β ⊗ a i ⊗ · · · ⊗ a n−1 ); for any other case, set α • i β to be zero. Now define such that (HH * (A), ⌣, [ , ] ) is a Gerstenhaber algebra ( [5] ).
The complex used to compute the Hochschild homology HH * (A) is C * (A) = A ⊗ A e Bar * (A). Notice that C r (A) = A ⊗ A e A ⊗(r+2) ≃ A ⊗(r+1) and the differential ∂ r : C r (A) = A ⊗(r+1) → C r−1 (A) = A ⊗r sends a 0 ⊗ · · · ⊗ a r to r−1 i=0 (−1) i a 0 ⊗ · · · ⊗ a i−1 ⊗ a i a i+1 ⊗ a i+2 ⊗ · · · ⊗ a r + (−1) r a r a 0 ⊗ a 1 ⊗ · · · ⊗ a r−1 .
There is a Connes' B-operator in the Hochschild homology theory which is defined as follows. For a 0 ⊗ · · · ⊗ a r ∈ C r (A), let B(a 0 ⊗ · · · ⊗ a r ) ∈ C r+1 (A) be
It is easy to check that B is a chain map satisfying B • B = 0, which induces an operator B : HH r (A) → HH r+1 (A). All the above constructions, the cup product, the Lie bracket, the Connes' B-operator, carry over to normalized complexes. Definition 1.1. A Batalin-Vilkovisky algebra (BV algebra for short) is a Gerstenhaber algebra
for homogeneous elements a, b ∈ A • .
Tradler noticed that the Hochschild cohomology algebra of a symmetric algebra is a BV algebra [19] , see also [17, 3] . For a symmetric algebra A, he showed that the ∆-operator on the Hochschild cohomology corresponds to the Connes' B-operator on the Hochschild homology via the duality between the Hochschild cohomology and the Hochschild homology.
Recall that a finite dimensional k-algebra A is called symmetric if A is isomorphic to its dual DA = Hom k (A, k) as A e -module, or equivalently, if there exists a symmetric associative nondegenerate bilinear form , : A × A → k. This bilinear form induces a duality between the Hochschild cohomology and the homology. In fact,
Via this duality, for n ≥ 1 we obtain an operator ∆ : HH n (A) → HH n−1 (A) which is the dual of Connes' operator. We recall the following theorem by Tradler.
Theorem 1.2. [19, Theorem 1]
With the notation above, together with the cup product, the Lie bracket and the ∆-operator defined above, the Hochschild cohomology of A is a BV algebra. More precisely, for α ∈ C n (A) = Hom k (A ⊗n , A), ∆(α) ∈ C n−1 (A) = Hom k (A ⊗(n−1) , A) is given by the equation
for a 1 , · · · , a n ∈ A. The same formula holds also for the normalized complex C * (A).
Constructing comparison morphisms
Let k be a field and let B be a k-algebra. Given two left B-modules M and N , let P * (resp. Q * ) be a projective resolutions of M (resp. N ). Then given a homomorphism of B-modules f : M → N , it is well known that there exists a chain map f * : P * → Q * lifting f (and different lifts are equivalent up to homotopy). However, sometimes in practice we need the actual construction of this chain map, called comparison morphism, to perform actual computations. This section presents a method to construct them. The method is not new and it is explained in the book of Mac Lane; see [14, Chapter IX Theorem 6.2].
Our setup is the following. Suppose that
is a projective resolution of M . Then for each n ≥ 0 there are sets {e n,i } i∈Xn ⊂ P n and {f n,i } i∈Xn ⊂ Hom B (P n , B) such that x = i∈Xn f n,i (x)e n,i for all x ∈ P n . Suppose that the second projective resolution
has a weak self-homotopy in the sense of the following definition.
be a complex. A weak self-homotopy of this complex is a collection of k-linear maps t n : Q n → Q n+1 for each n ≥ 0 and t −1 :
Now we construct a chain map f n : P n → Q n for n ≥ 0 lifting f −1 = f . We need to specify the value of f n on the elements e n,i for all i ∈ X n .
For
). This proves the following Proposition 2.2. The maps f * constructed above form a chain map from P * to Q * lifting f :
This result reduces the computation of comparison morphisms to the construction of weak self-homotopies. It is easy to see that the complex Q * is exact if and only if there exists a weak self-homotopy of it. In fact, we can obtain more. Denote Z n = Ker(d n ) for n ≥ 0 and Z −1 = N . As vector spaces, one can fix a decomposition of Q n = Z n ⊕ Z n−1 for n ≥ 0. Under these identifications, the differential d n is equal to 0 Id 0 0 : Z n ⊕ Z n−1 → Z n−1 ⊕ Z n−2 and we can
Id 0 . Note that our construction has an additional property:
For an exact complex of modules over a k-algebra, one can always find a weak self-homotopy {t i , i ≥ −1} such that t i+1 t i = 0 for any i ≥ −1.
We are interested in computing Hochschild cohomology of algebras. Let A be a k-algebra. In order to compute Hochschild (co)homology of A, one needs a projective resolution of A as a bimodule. Since this resolution splits as complexes of one-sided modules, one can even choose a weak self-homotopy which are right module homomorphisms and which satisfies the additional property in Lemma 2.3. Now let P * be an A e -projective resolution of A. Denote now Q * = Bar * (A) (or Q * = Bar * (A)). Let us consider the construction of comparison morphisms Ψ * : Q * → P * and Φ * : P * → Q * .
Suppose now that Q * = Bar * (A). In this case Q * has a weak self-homotopy s * defined by the formula s n (a 0 ⊗ a 1 ⊗ · · · ⊗ a n ⊗ 1) = 1 ⊗ a 0 ⊗ · · · ⊗ a n ⊗ 1. Note that s n+1 s n = 0 for n ≥ −1, as we are working with the normalized Bar resolution. Suppose that the homomorphism d P n is defined by the formula d P n (e n,i ) =
where a p ∈ J A (here J A is the Jacobson radical of A), b p , b ′ q ∈ A, T n,i,j and T ′ n,i,j are certain index sets and e n,i as above.
Lemma 2.4. If Φ * : P * → Q * is the chain map constructed using s * , then
Proof By construction, Φ n (e n,i ) = s n−1 Φ n−1 d n (e n,i ). Note that
. . , b n ∈ B} is a basis for Q n as free A e -module. Suppose that we have constructed a weak self-homotopy t * of P * such that t n+1 t n = 0 and that t n is a homomorphism of right A-modules for all n ≥ −1.
Lemma 2.5. If Ψ * : Q * → P * is the chain map constructed using t * , then
As t n−1 t n−2 = 0, we have
n /I be an algebra given by generators and relations. Then the minimal projective bimodule resolution of A begins with
where
We shall construct the first three maps of a weak self-homotopy of this projective resolution, which are moreover right module homomorphisms. Let B be the basis of A formed by monomials in
The first two are easy. We define t −1 = 1 ⊗ 1 and
we first fix a vector space decomposition T V /I 2 = A ⊕ I/I 2 . The space R, identified with I/(JI + IJ), generates I/I 2 considered as A-A-bimodule. For b ∈ B, consider bx i ∈ T V /I 2 , then we can write bx i = b ′ ∈B λ b ′ b ′ + j p j r j q j with r j ∈ R via the vector space decomposition T V /I 2 = A ⊕ I/I 2 . We define
Proposition 2.6. The above defined maps t −1 , t 0 , t 1 form the first three maps of a weak selfhomotopy of the minimal projective bimodule resolution (3).
We have also
Recall that the bimodule derivation C :
This completes the proof.
3. Weak self-homotopy for kQ 8 Let k be an algebrically closed field of characteristic two. Let Q 8 be the quaternion group of order 8. Denote by A = kQ 8 its group algebra. It is well known that A is isomorphic to the following bounded quiver algebra kQ/I:
y e e with relations x 2 + yxy, y 2 + xyx, x 4 , y 4 .
The structure of A can be visualised as follows:
• A basis of A is given by B = {1, x, y, xy, yx, xyx, yxy, xyxy}. Notice that B contains a basis of the socle of A.
The group algebra A is a symmetric algebra, with respect to the symmetrising form
The correspondance between elements of B and its dual basis B * is given by b ∈ B 1 x y xy yx xyx yxy xyxy b * ∈ B * xyxy yxy xyx xy yx y x 1
Since A is an algebra with a DTI-family of relations, there is a minimal projective resolution constructed by the second author in [9] . Let us recall the concrete construction of this resolution.
After ( [4] ), there is an exact sequences of bimodules as follows:
where • Q 1 = {x, y} and Q * 1 = {r x , r y } with r x = x 2 + yxy and r y = y 2 + xyx; • the map d 0 is the multiplication of A;
Using this exact sequence, one can construct a minimal projective bimodule resolution of A which is periodic of period 4:
• for n ≥ 1 and i ∈ {0, 1, 2, 3}, we have P 4n+i = P i and d 4n+i+1 = d i+1 . We shall establish a weak self-homotopy {t i : P i → P i+1 ; t −1 : A → P 0 } over this periodic resolution which are right module homomorphisms.
The first two are easy which are t −1 = 1 ⊗ 1 and t 0 (b ⊗ 1) = C(b) for b ∈ B, where C : kQ → kQ ⊗ kQ 1 ⊗ kQ is the bimodule derivation sending a path
The map t 1 : P 1 → P 2 is given by We define τ : P 3 = A ⊗ A → A as follows: τ (xyxy ⊗ 1) = 1 and τ (b ⊗ 1) = 0 for b ∈ B − {xyxy}. We impose t 3 = t −1 • τ : P 3 → P 4 and define t 4n+i = t i for n ≥ 0 and i ∈ {0, 1, 2, 3}.
Proposition 3.1. The above defined maps {t i } i≥−1 form a weak self-homotopy over P * .
Proof Since the resolution is periodic of period 4, it suffices to prove that
The first two maps t −1 and t 0 are given at the end of Section 2. The map t 1 can be computed using the formula given at the end of Section 2. For instance, for t 1 (xyxy ⊗ x ⊗ 1), one can write xyxyx = xr x x + yxyr x + 1r x yxy + yxr y xy + r 2 x ∈ T V.
As r 2
x ∈ I 2 , we have
Another expression is xyxyx = r y yx + yr y x + yxyr x + yxr y xy + yxxyxxy ∈ T V, Notice that yxx ∈ I and yxxyxxy ∈ I 2 , which give
The maps t 2 and τ are computed by direct inspection. The details are tedious and long, but not difficult.
Comparison morphisms for kQ 8
For an algebra A, denote by A = A/(k · 1). The normalized bar resolution is a quotient complex of the usual bar resolution whose p-th term is B p (A) = A ⊗ A ⊗p ⊗ A and whose differential is induced from that of the usual bar resolution. It is easy to see that this complex is well-defined. Using the method from Section 2, one can compute comparison morphsims between the minimal resolution P * and the normalized bar resolution Bar * (A), denoted by Φ * : P * → Bar * (A) and Ψ * : Bar * (A) → P * .
The chain map Φ * : P * → B * := Bar * (A) can be computed by applying Lemma 2.4. Let us give the formulas for Φ i with i ≤ 5.
•
and
. The chain map Ψ * : Bar * (A) → P * can be computed by applying the method of Section 2 to t * . But the dimension of Bar n (A) grows very fast. We have to specify the value of Ψ n on 7 n elements to fully describe it. So we give the full description only for Ψ 0 and Ψ 1 .
5. BV-structure on HH * (kQ 8 )
Generalov proved the following result in [4] . 
• the ideal I is generated by the following relations of degree 0
Let P be one of the members of the minimal resolution P * . We use the following notion for the elements of Hom A e (P, A). If P = A ⊗ A and a ∈ A, then we denote by a the map which sends 1 ⊗ 1 to a. If P = A ⊗ Q 1 ⊗ A (P = A ⊗ Q * 1 ⊗ A), a, b ∈ A, then we denote by (a, b) the the map which sends 1 ⊗ x ⊗ 1 and 1 ⊗ y ⊗ 1 (1 ⊗ r x ⊗ 1 and 1 ⊗ r y ⊗ 1) to a and b respectively. Moreover, we use the same notation for the corresponding cohomology classes. It follows from the work [4] So we need to compute ∆(x) only for x ∈ X and x = a ∪ b where a, b ∈ X . Suppose that a ∈ HH n (kQ 8 ) is given by a cocycle f : P n → A, then we compute ∆(a) using the following formula Then it follows from Theorem 1.2 that
. . , a n−1 ∈ A.
For a ∈ HH 1 (A) we have
It is easy to check that
Lemma follows from this formula.
It follows from Remark 5.2 and the formulas above that ∆(v 1 ) = ∆(v 2 ) = ∆(v ′ 2 ) = 0 in HH 1 (A). The remaining formulas of lemma can be deduced in the same way. But there is an easier way. By Theorem 5.1 it is enough to prove that ∆(p 3 u 2 1 ) = ∆(p 3 (u ′ 1 ) 2 ) = 0. And this equalities can be easily deduced from Lemma 5.3 and the formula (4).
Lemma 5.5.
Proof For a ∈ HH 3 (A) we have
Direct calculations (see also the proof of Lemma 5.4) show that 
From the formulas above we obtain
Lemma 5.6. ∆(az) = 0. for a ∈ {a, p 1 , p 2 , p ′ 2 , p 3 }. Proof It follows from the formula for Φ 3 that we have to calculate Ψ 4 on four kinds of elements:
In all points b ∈ B, (a 1 , a 2 , a 3 ) ∈ A = {(x, x, x), (x, y, x), (x, yx, y), (y, y, y), (y, x, y), (y, xy, x)}.
1) Note that
2) If (a 1 , a 2 , a 3 ) ∈ A \ {(x, x, x), (y, y, y)}, then t 1 (a 1 C(a 2 )) = 0 and so Ψ 4 (a 3 ⊗ b ⊗ a 1 ⊗ a 2 ) = 0. For the remaining cases we have
Let b ∈ B, r ∈ {r x , r y }. Note that t 3 (xt 2 (b ⊗ r ⊗ 1)) can be nonzero only for (b, r) = (xyxy, r x ). Analogously t 3 (yt 2 (b ⊗ r ⊗ 1)) can be nonzero only for (b, r) = (xyxy, r y ). Also note that for b ∈ B, a ∈ {x, y} the element t 1 (b ⊗ a ⊗ 1) is a sum of elements of the form u ⊗ r ⊗ v, where u, v ∈ B, r ∈ {r x , r y } and (u, r) ∈ {(xyx, r x ), (yx, r x ), (yxy, r y ), (xy, r y )}. So we have the equalities
for any A ∈ P 1 . In the same way the equalities t 3 (yxt 2 (yt 1 (A)) = t 3 (xyt 2 (xt 1 (A)) = 0 can be proved. Then Ψ 4 can be nonzero in points 3) and 4) only for a 1 = a 2 = a 3 = x and a 1 = a 2 = a 3 = y. The same arguments show that
We set
Then for a ∈ HH 4 (A) we have a 2 ,a 3 )∈A\{(x,y,x),(y,x,y)} a(S (a 1 , a 2 , a 3 , b) ),
If we know the values of ∆(a) and ∆(b), then it is enough to calculate [a, b] to find ∆(ab). Sometimes it is easier than calculate ∆(ab) directly. Suppose that a and b are given by cocycles f : P n → A and g : P m → A, then we compute [a, b] using the following formula
Let prove that Ψ 4 Φ 4 = Id. Direct calculations show that Ψ 3 Φ 3 = Id (see the proof of Lemma 5.6). Then
If |a| = 1, we have
It remains to prove that
. In this proof we need to know the values of u 1 • Ψ 1 and u ′ 1 • Ψ 1 on elements of B. Direct calculations show that
We want to calculate the values of (z • Ψ 4 ) • (a • Ψ 1 ) on elements of the form b ⊗ a 1 ⊗ a 2 ⊗ a 3 , where b ∈ B \ {1} and (a 1 , a 2 , a 3 ) ∈ A (see the proof of Lemma 5.6 for notation). Let consider each element of A separately.
is a sum of elements of B \ {xyxy}. Further we have
2) (a 1 , a 2 , a 3 ) = (x, y, x). We have
3) (a 1 , a 2 , a 3 ) = (x, yx, y). We have
(see the proof of Lemma 5.6 for the notion of A). It follows from this that 2}, a ∈ {x, y}, b ∈ B, (a 1 , a 2 , a 3 ) ∈ A \ {(x, x, x), (y, y, y)}. Further we have
Further we have
It remains to prove that Finely we have
Note that t 3 (yt 2 (u ⊗ r x ⊗ 1)) = 0 for any u ∈ B. Direct calculations show that We now can prove a theorem which describes the BV structure on HH * (A). 
