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ON APPROXIMATING ∇f
WITH NEURAL NETWORKS
SAEED SAREMI
Abstract. Consider a feedforward neural network ψ : Rd → Rd
such that ψ ≈ ∇f , where f : Rd → R is a smooth function,
therefore ψ must satisfy ∂jψi = ∂iψj pointwise. We prove a the-
orem that a ψ network with more than one hidden layer can only
represent one feature in its first hidden layer; this is a dramatic
departure from the well-known results for one hidden layer. The
proof of the theorem is straightforward, where two backward paths
and a weight-tying matrix play the key roles. We then present the
alternative, the implicit parametrization, where the neural net-
work is φ : Rd → R and ∇φ ≈ ∇f ; in addition, a “soft analysis”
of ∇φ gives a dual perspective on the theorem. Throughout, we
come back to recent probabilistic models that are formulated as
∇φ ≈ ∇f , and conclude with a critique of denoising autoencoders.
There is a paragraph in [SMSH18], titled “failures of estimating the
score function directly”—they experimented and reported the failures
of training a neural network ψ : Rd → Rd to approximate ∇f , where
f : Rd → R was the log probability density function, ∇f the score
function, and the learning objective was the denoising score match-
ing [Hyv05, Vin11]. The problem is in fact general, and the question
is, if a (deep) neural network has the capacity to approximate ∇f for a
general smooth f . We expect the capacity of ψ to be limited, because
the neural network must satisfy
∂jψi(x, θ) = ∂iψj(x, θ)
pointwise in Rd, and these equations put constraints on the parameters
θ ∈ Rp. However, what these constraints are and how limiting they are
have never been explored before beyond a single hidden layer [Vin11].
Note that ∂jψi = ∂iψj is given, a direct consequence of f being a
smooth function, and the fact that ψ ≈ ∇f .
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We prove that to satisfy ∂jψi = ∂iψj for a neural network with more
than one hidden layer (i.e. with depth L > 2), the input weights
θ
(0)
m ∈ Rd and the output weights θ
(L−1)
n ∈ Rd must be all parallel to
each other. Therefore, in explicitly parameterizing
∇f : Rd → Rd,
the neural network is required to represent only one feature in its first
hidden layer. This surprising result is encapsulated in Theorem 6,
which we build up to starting from one hidden layer. We then present
the alternative; it is the implicit parametrization, where the neural
network is
φ : Rd → R,
and ∇φ ≈ ∇f .
We discuss this implicit parametrization solution in some detail with
an example from [SH19], where we outline how to set up the learning
problem and how to proceed with the optimization. We then give a
different perspective on Theorem 6 with a “soft analysis” of ∇φ, where
we show that ∇φ does not map to a (conventional) feedforward neural
network if φ has more than one hidden layer. We conclude the paper
with a critique of denoising autoencoders, written as ψ : Rd → Rd, in
the limit where they approximate the score function [AB14].
One hidden layer. Consider ψ with one hidden layer and a linear
readout:
ψi(x) =
∑
θ
(1)
imσ(〈θ
(0)
m , x〉), (1)
where σ : R → R is the activation function, θ
(1)
im ∈ R, θ
(0)
m ∈ Rd,
m is the index for neurons in the hidden layer, and
∑
denotes the
sum over the repeated indices. The biases are dropped throughout the
paper for the ease of notation; they do not affect the results as we are
only concerned with the derivatives with respect to the inputs, not the
parameters. It follows,
∂jψi(x) =
∑
θ
(1)
imθ
(0)
mj σ
′(〈θ(0)m , x〉).
To satisfy the constraints ∂jψi = ∂iψj pointwise, the following must
hold indexwise,
θ
(1)
imθ
(0)
mj = θ
(1)
jmθ
(0)
mi . (2)
Remark 1. Strictly speaking, the indexwise condition is not a neces-
sary condition if σ′ does not take an infinite number of values in R.
The ReLU is an example of such a function. But for any such “weird”
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functions, there exists a sequence of smooth functions as limits. An
example is
σβ(x) = x/(1 + e
−βx),
where ReLU is the uniform limit as β →∞. In this particular example,
the condition in Eq. 2 is in fact a necessary condition for any β < ∞
(see the remark below). In this work, we make the mild assumption
that either σ′ takes an infinite number of distinct values in R or there
exists a sequence such that it converges to σ′ and every function in the
sequence does.
Remark 2. In addition, in stating the necessary condition, we followed
the “Lebesgue philosophy” [Tao10] and ignored the set of measure zero
where ∂jψi = ∂iψj can hold. This set is constructed by θ
(0)
m = θ
(0)
m′ (for
all m and m′) together with
∑
(θ
(1)
jmθ
(0)
mi − θ
(1)
jmθ
(0)
mi) = 0.
One can visualize θ
(1)
imθ
(0)
mj as the multiplication of weights on the back-
ward path (i,m, j) taken from unit i in the output layer to the unit
j in the input layer passing through m in the hidden layer. Eq. 2
is then seen as such: the weights multiplied on the backward paths
(i,m, j) and (j,m, i) must match. The constraints are satisfied with a
one-dimensional array S with the size of the hidden layer:
θ(1)m = Smθ
(0)
m , (3)
where Sm ∈ R, θ
(1)
m ∈ Rd is the readout weights from unit m, and
θ
(0)
m ∈ Rd is the input weight to the same unit. In other words, for
each neuron m in the hidden layer, the readout weight θ
(1)
m is tied to
the input weight θ
(0)
m with the scaling factor Sm. The S itself is free
to change, and crucially θ
(0)
m themselves are also free (the latter will
change dramatically for two and more hidden layers).
Remark 3. The above tied weights phenomenon for the one hidden
layer ψ network seems to be “universal” and well known in the litera-
ture, where they “pop up” in a lot of places, from restricted Boltzmann
machines to denoising autoencoders. See [Vin11] for another derivation
and further discussion.
Two hidden layers. Next, we present our key contribution on the
low expressivity of ψ networks with two hidden layers, where a quali-
tative change emerges compared to the one hidden layer. The proof in
Proposition 4 is the key to proving Theorem 6.
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Proposition 4 (A ψ network with two hidden layers can only represent
one feature in its first hidden layer). Consider ψ with two hidden layers:
ψi(x) =
∑
θ
(2)
in σ(θ
(1)
nmσ(〈θ
(0)
m , x〉)), (4)
where θ
(2)
in , θ
(1)
nm ∈ R, θ
(0)
m ∈ Rd, and
∑
denotes the sum over the repeated
indices. Then the constrains ∂jψi = ∂iψj are satisfied only if (the trivial
case, θ
(2)
n = 0 for all n, aside) the input weights θ
(0)
m ∈ Rd and the output
weights θ
(2)
n ∈ Rd are all parallel to each other.
Proof. We first compute ∂jψi(x). It follows,
∂jψi(x) =
∑
θ
(2)
in θ
(1)
nmθ
(0)
mjσ
′(θ(1)nmσ(〈θ
(0)
m , x〉))σ
′(〈θ(0)m , x〉). (5)
To satisfy ∂jψi = ∂iψj pointwise for all x in R
d, the parameters θ must
satisfy the following identity indexwise (see Remark 1 and 2):
θ
(2)
in θ
(1)
nmθ
(0)
mj = θ
(2)
jn θ
(1)
nmθ
(0)
mi . (6)
Similar to the case of one hidden layer, we visualize θ
(2)
in θ
(1)
nmθ
(0)
mj as the
multiplication of weights on the backward path taken from unit i in the
output layer to the unit j in the input layer (i, n,m, j). The weights
multiplied on the two paths (i, n,m, j) and (j, n,m, i) must therefore
match. Note that (n,m) is common between the two paths, and the
constraint is simplified to
θ
(2)
in θ
(0)
mj = θ
(2)
jn θ
(0)
mi . (7)
The condition is therefore reduced to the one layer case with the im-
portant exception that S is transformed to a weight-tying matrix con-
necting the last and first hidden layers:
θ(2)n = Snmθ
(0)
m . (8)
The identity must hold indexwise. The problem is that to satisfy the
above constraints for all indices the input weights themselves become
tied. This is easy to see by writing the indexwise constraint Eq. 8 for
m and m′ 6= m, which results in
Snm′θ
(0)
m′ = Snmθ
(0)
m . (9)
Input weights θ
(0)
m must therefore be all parallel to each other. In
addition, from Eq. 8, the output weights θ
(2)
n must point in that same
direction. This is the claim in the proposition. Obviously, there is
an alternative by setting Snm = 0 for all n, but that corresponds to
θ
(2)
n = 0 for all n, which is the trivial case. 
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More than two hidden layers. Next, we prove the key theorem.
Proposition 5. Consider a ψ network with arbitrary depth L:
ψi(x) =
∑
θ
(L−1)
in σ(θ
(L−2)
nβ σ(. . . σ(θ
(1)
αmσ(〈θ
(0)
m , x〉)) · · · )),
where the first hidden layer is indexed by m, the last one by n, and
the rest by α, β, etc. Then to satisfy the constraints ∂jψi = ∂iψj
pointwise, the multiplication of the weights on the two backward paths
(i, n, β, . . . , α,m, j) and (j, n, β, . . . , α,m, i) must be equal indexwise.
Proof. We leave the proof to the reader; it comes from the chain rule
and by inspecting the first step in the proof of Proposition 4. 
Theorem 6 (A ψ network with more than one hidden layer can only
represent one feature in its first hidden layer). Consider ψ with depth
L > 2:
ψi(x) =
∑
θ
(L−1)
in σ(θ
(L−2)
nβ σ(. . . σ(θ
(1)
αmσ(〈θ
(0)
m , x〉)) · · · )).
Then the constrains ∂jψi = ∂iψj are satisfied only if (the trivial case,
θ
(L−1)
n = 0 for all n, aside) the input weights θ
(0)
m ∈ Rd and the output
weights θ
(L−1)
n ∈ Rd are all parallel to each other.
Proof. Start with the Proposition 5 and observe that the two backward
paths (i, n, β, . . . , α,m, j) and (j, n, β, . . . , α,m, i) are the same except
for the beginning and the end. The necessary condition simplifies to
the condition below that must hold indexwise:
θ
(L−1)
in θ
(0)
mj = θ
(L−1)
jn θ
(0)
mi .
The rest follows (the steps after Eq. 7) from the proof in Proposition 4.

The implicit parametrization of ∇f . We now present the alter-
native, since we just learned that ψ with more than one hidden layer
is required to represent only one feature in its first hidden layer. The
alternative is simple in fact: we parametrize φ : Rd → R such that
∇φ ≈ ∇f . In this (implicit) parametrization, the learning objective
L(θ) = L[∇φ(·, θ)] is constructed as the function of the parameters θ of
the φ network and minimized, where at its global minimum, ∇φ ≈ ∇f .
However, the optimization is not straightforward. Let us consider an
example to ground the ideas. The example is the most recent one,
studied in [SH19]. In neural empirical Bayes, the learning objective
L[ψ] as the functional of ψ is given by
L[ψ] = E ‖X − Y − σ2ψ(Y )‖2,
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where X is the “clean” random variable which takes values in Rd, Y is
the smoothed X that is obtained by corrupting samples from X with
the additive Gaussian noise N(0, σ2Id), and the expectation E is over
X and Y . In this setup, at optimality, ψ approximates ∇f , where
f is the log probability density function in the noisy space Y . We
now switch to the φ network (it is exactly the “deep energy estimator
network” [SMSH18] with a negative sign). The learning objective ex-
pressed for the φ network as the function of the parameters θ is given
by
L(θ) = E ‖X − Y − σ2∇φ(Y, θ)‖2.
At optimality θ∗, ∇φ(·, θ∗) ≈ ∇f(·).
This is an implicit parametrization of ∇f , “implicit” because (in prac-
tice) the symbolic form of ∇φ is not known [Gri03] (next section
is devoted to a “soft analysis” of this symbolic form for L = 3).
The optimization comes with a cost in the form of “double back-
propagation” [SH19] (a slight abuse of terminology since both ∇φ
and∇L are computed with algorithmic/automatic differentiation, with
techniques that are more general than the backpropagation [RHW86],
see [BPRS18] for a survey and [Gri12, Sch15] for a fascinating history
of automatic differentiation and backpropagation). Essentially, φ must
be differentiated first with respect to the inputs to compute the loss
before each SGD update
θ ← θ − ǫ∇L.
This appears computationally expensive, but the first differentiation
is in the input space with d ≪ p, and the stochastic gradient descent
has been effectively used in optimizing L(θ) in wide and deep convolu-
tional neural network architectures presented in [SH19] and in residual
network architectures [LCS19].
∇φ 6= feedforward neural network. Thereom 6 requires reflections
and further analysis. This section is devoted to that. We start with
an analysis of the symbolic form of ∇φ for L = 2, which corresponds
to a feedforward neural network with tied weights; this maps to the
results for the one hidden layer ψ that we started this paper with. This
calculation for L = 2 is close to the analysis in [Vin11] for denoising
autoencoders with one hidden layer. We then study ∇φ for L = 3 and
make observations about the fact that ∇φ for L > 2 does not map
to a (conventional) feedforward neural network, where a novel form of
feedforward computation, dubbed as “products of neural networks”,
emerge.
ON APPROXIMATING ∇f WITH NEURAL NETWORKS 7
The analysis is as follows,
• One hidden layer. Consider φ with one hidden layer,
φ(x) =
∑
θ(1)m σ(〈θ
(0)
m , x〉),
where θ
(1)
m ∈ R, θ
(0)
m ∈ Rd. It follows,
ψi(x) =
∑
θ(1)m θ
(0)
miσ
′(〈θ(0)m , x〉). (10)
This symbolic form corresponds to a feedforward neural network
(a ψ network) itself that is derived with the following mapping
(compare Eq. 1 with Eq. 10),
θ
(1)
im ← θ
(1)
m θ
(0)
mi , θ
(0)
m ← θ
(0)
m , σ ← σ
′. (11)
This is consistent with our analysis of the ψ network from the
perspective of ∂jψi = ∂iψj that we started this paper with: the
output weights are tied to the input weights with the array
Sm = θ
(1)
m that is given here in terms of the output weights θ
(1)
m
of the φ network. In summary, ψ with one hidden layer can be
written as the gradient of a corresponding φ with one hidden
layer. We can also check independently that ∂jψi = ∂iψj holds:
∂jψi(x) =
∑
θ(1)m θ
(0)
miθ
(0)
mjσ
′′(〈θ(0)m , x〉).
• Two (and more) hidden layers. Now consider φ with two hidden
layers,
φ(x) =
∑
θ(2)n σ(θ
(1)
nmσ(〈θ
(0)
m , x〉),
where θ
(2)
n , θ
(1)
nm ∈ R, θ
(0)
m ∈ Rd. It follows,
ψi(x) =
∑
θ(2)n θ
(1)
nmθ
(0)
miσ
′(θ(1)nmσ(〈θ
(0)
m , x〉)σ
′(〈θ(0)m , x〉). (12)
Note that 〈θ
(0)
m , x〉 appears in two places and they are multiplied.
Not a (conventional) feedforward computation! It is easy to
check that ∇φ derived from a φ network with depth L performs
computations that correspond to products of L− 1 networks.
Of course, this “soft analysis” of∇φ is not a proof that approxi-
mating ∇f cannot be achieved by a “conventional” feedforward
neural network of depth L > 2 (Theorem 6 is such a proof), but
it gives a different perspective on the theorem. We leave fur-
ther analysis of this products of neural networks (and possible
connections to products of experts [Hin99]) to future research.
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Denoising autoencoders. Next, we present a critique of denoising
autoencoders from the perspective of the results presented here. For
denoising autoencoders,
ψ : Rd → Rd
is the composition of an encoder and a decoder, and the neural network
is optimized to reconstruct the clean samples X from their Gaussian-
corrupted versions Y . The learning objective is given by:
L[ψ] = E ‖X − ψ(Y )‖2.
It was proven in [AB14] that at optimality, in the limit σ → 0 (scal-
ing/shifting factors aside), ψ ≈ ∇f (see Theorem 1 in the reference).
This was an important development as it generalized (at the cost of
σ → 0) the intriguing connection between score matching and denois-
ing autoencoders that had been established in [Vin11]. However, the
question is:
Does the denoising autoencoder ψ have the capacity to
approximate ∇f for a general smooth function f?
The general formulation of denoising autoencoders [AB14] did indeed
generalize the connection between the denoising autoencoders and score
matching [Vin11], but the problem is that a single hidden layer ψ (with
tied output weights) can be expressed as the gradient of an energy
function (a φ network in our terminology), but as we showed here a
deep(er) feedforward ψ cannot be. There is a qualitative change (a
“phase transition” of sort) that emerges in going from one hidden layer
to two and more hidden layers. The concerns over
∂jψi = ∂iψj
and the impact of the constraints on the parameters of the denoising
autoencoders was in fact mentioned in [AB14] in a section titled “lim-
ited parametrization”, but exactly how limited those parameterizations
are had remained an open problem. Theorem 6 is the surprising answer
to that question.
Discussion. We finish with a summary and the larger picture.
(i) The depth of neural networks is known to be a necessity for “ex-
pressive power” [Ben09, LPW+17]. Theorem 6 therefore makes
a clear statement on the low expressivity of ψ networks for
the problem of approximating ∇f , where we are left with two
choices: (1) ψ with one hidden layer and tied output weights
(2) ψ with only one feature represented in the first hidden layer.
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(ii) We presented φ as the implicit parametrization machinery and
the only alternative for solving the problem of approximating
∇f with deep (expressive) neural networks. The framework
presented here is general, but the recent examples we revisited
here include “deep energy estimator networks”, studied in the
context of unnormalized probabilistic models [SMSH18, SH19].
(iii) A corollary of Theorem 6 is that the computations performed in
∇φ with more than one hidden layer cannot be approximated
by a ψ network in finite width. This is because Theorem 6 states
that ψ with more than one hidden layer is essentially ineffective
for approximating ∇f and we are left with one choice, ψ with
one hidden layer. From this perspective, the products of neu-
ral networks that emerged from the analysis of ∇φ must have
potentials for the problem of universal function approximation.
(iv) What we proved here for the problem of approximating ∇f
with deep neural networks could be a general phenomenon for
approximating any other constrained mappings g : S → S ′,
where perhaps the “only” option is to formulate the problem
with a “dual” neural network, akin to φ. In somewhat general
terms, this can be framed as the problem of universal approxi-
mation of constrained mappings with implicit parametrization.
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