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Resumo
Apresenta-se um modelo de controle por intervenc¸o˜es para o problema de produc¸a˜o e estoque
de va´rios itens, com diversos esta´gios de produc¸a˜o. Este problema pode ser solucionado via
programac¸a˜o dinaˆmica discreta (PD) por um operador de custo descontado. Para contornar
a dificuldade de obtenc¸a˜o da soluc¸a˜o o´tima via PD ao se considerar um nu´mero razoa´vel de
classes de itens e suas etapas de produc¸a˜o, esta tese desenvolve-se em duas linhas. A primeira
delas consiste em tomar uma noc¸a˜o de estabilidade estoca´stica no sentido Foster-Lyapunov
para caracterizar a famı´lia de soluc¸o˜es candidatas a o´tima, originando uma classe de pol´ıticas
que geram um subconjunto de estados que sa˜o recorrentes positivos. Dessa forma, e´ poss´ıvel
propor pol´ıticas sub-o´timas que sejam esta´veis, e cuja considerac¸a˜o de otimalidade possa ser
desenvolvida apenas no subconjunto de estados recorrentes, simplificando a tarefa da PD e
focando nos estados mais frequ¨entados no longo prazo. A segunda linha de abordagem consiste
em desenvolver te´cnicas de PD aproximada para o problema, atrave´s de uma arquitetura de
aproximac¸a˜o fixa aplicada a um subconjunto amostra do espac¸o de estados. Um avanc¸o anal´ıtico
e´ alcanc¸ado por observar como uma arquitetura de aproximac¸a˜o pode capturar adequadamente
a func¸a˜o valor do problema, vista como uma projec¸a˜o da func¸a˜o valor na arquitetura. Condic¸o˜es
para que um algoritmo de PD aproximada convirja para essa projec¸a˜o sa˜o obtidas. Essas
condic¸o˜es sa˜o independentes da arquitetura utilizada. Um algoritmo derivado dessa ana´lise e´
proposto, a partir do monitoramento da variac¸a˜o de passos sucessivos.
Palavras-chave: Processos de Decisa˜o Markovianos, Controle por Intervenc¸o˜es, Estabili-
dade Estoca´stica, Programac¸a˜o Dinaˆmica Aproximada, Programac¸a˜o Neuro-Dinaˆmica.
Abstract
We propose an intervention control model for a multi-product, multi-stage, single machine pro-
duction and storage problem. The optimal policy is obtained by means of discrete dynamic
programming (DP), through a discounted cost contraction mapping. In order to overcome the
difficulty of obtaining the optimal solution for problems with a reasonable number of products
and production stages, we take two different approaches. The first one consists in using a notion
of stochastic stability in the Foster-Lyapunov sense to characterize the candidate policies, thus
originating a class of policies that induce a subset of positive recurrent states. Therefore, one
can propose suboptimal policies that are stable and seek optimality only in the subset of recur-
rent states, in such a way that simplifies the DP task and focuses on the states which are visited
more frequently in the long run. The second approach consists in developing approximate dyna-
mic programming techniques for the problem, by means of a fixed approximation architecture
applied to a sample subset of the state space. A novel result is obtained by observing how an
approximation architecture can adequately capture the value function of the problem, which is
viewed as a projection of the value function into the architecture. We obtain conditions for an
approximate DP algorithm to converge to this projection. These conditions are architecture
independent. An algorithm derived from this analysis is proposed that monitors the variation
between successive iterates.
Keywords: Markov Decision Problems, Control by Interventions, Stocahstic Stability, Ap-
proximate Dynamic Programming, Neuro-Dynamic Programming
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Cap´ıtulo 1
Introduc¸a˜o
Em sistemas de investimento e produc¸a˜o e´ comum a presenc¸a de incertezas na demanda
e nos tempos de realizac¸a˜o de etapas de produc¸a˜o. Essas caracter´ısticas esta˜o presentes em
problemas de produc¸a˜o e estoque, objeto de estudo deste trabalho.
O problema de produc¸a˜o e estoque (P&E) consiste numa variac¸a˜o do problema cla´ssico de
controle de estoque sujeito a demanda aleato´ria por itens. Ao contra´rio do modelo cla´ssico,
no qual se analisa quando e quanto repor ao estoque, num mecanismo que sugere que os itens
sa˜o adquiridos de terceiros, nos problemas de produc¸a˜o e estoque introduz-se um detalhamento
do mecanismo de produc¸a˜o. A ide´ia e´ acoplar a decisa˜o sobre os instantes mais prop´ıcios
a paralisac¸o˜es e retomadas de produc¸a˜o ao problema de atender a demanda com itens em
estoque, controlando-se dinamicamente a taxa de processamento de itens frente a` demanda
observada.
Deciso˜es de planejamento devem determinar quando iniciar e qual a taxa de produc¸a˜o
adequada, face a`s incertezas nas previso˜es de demanda e nos custos de paralisac¸a˜o e retomada
de produc¸a˜o. O processo deciso´rio tambe´m deve levar em conta incertezas adicionais tais como
poss´ıveis devoluc¸o˜es de mercadoria, atrasos na produc¸a˜o devido a` quebra de ma´quinas, atrasos
na estocagem dos itens acabados, atrasos na entrega dos pedidos dos clientes, desisteˆncia de
pedidos, etc.
O gerenciamento adequado do problema de produc¸a˜o e estoque deve perseguir o equil´ıbrio
entre a oferta e a demanda durante toda a operac¸a˜o (da empresa), de modo a minimizar os
custos esperados de estocagem (superproduc¸a˜o), falta de itens dispon´ıveis (sub-produc¸a˜o) e
per´ıodos de inatividade, tais como: gastos com paralisac¸a˜o ou rein´ıcio da produc¸a˜o, custos de
reajustes (setup) de ma´quinas para produzir tipos diferentes de itens, etc.
Quando modelados por meio de processos markovianos determin´ısticos por partes (PMDP),
os problemas P&E sa˜o normalmente solucionados por meio de soluc¸o˜es viscosas de equa-
c¸o˜es quasi-variacionais, vide (Salles e do Val 2001), (Gatarek 1992), (Moresino, Pourtallier
e Tidball 1999). Em (Monticino e Weisinger 1995) e (Arruda e do Val 2002) utilizou-se progra-
mac¸a˜o dinaˆmica discreta para encontrar pol´ıticas o´timas de limiar, supondo tempo de conclu-
sa˜o exponencialmente distribu´ıdo. A utilizac¸a˜o de programac¸a˜o dinaˆmica discreta associada a
eventos foi sugerida em (Almudevar 2001) para o controle de PMDP. Nesse trabalho, o valor
esperado do custo em cada estado e´ calculado com base na existeˆncia ou na˜o de chegada de
demanda ate´ o in´ıcio do pro´ximo per´ıodo de decisa˜o. Essa formulac¸a˜o na˜o contempla, contudo,
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2custos de paralisac¸a˜o e custos de ajuste e rein´ıcio da produc¸a˜o (custos de setup).
Um modelo discreto e´ bastante natural para problemas P&E, visto que os instantes de
deciso˜es esta˜o normalmente associados ao te´rmino de etapas de produc¸a˜o. Mesmo que a durac¸a˜o
destas seja de natureza aleato´ria, pode-se utilizar um modelo discreto com instantes de decisa˜o
aleato´rios. Naturalmente, esse modelo na˜o poderia deixar de levar em conta os custos de setup
associados a`s ac¸o˜es de controle aplicadas ao sistema. Ale´m de adequado ao problema, espera-se
que o modelo discreto apresente uma soluc¸a˜o mais trata´vel se comparado ao modelo a tempo
cont´ınuo (Salles e do Val 2001).
Este trabalho propo˜e um modelo P&E de va´rios produtos baseado em discretizac¸a˜o por
eventos. Entre eventos, considera-se que os n´ıveis de estoque permanecem constantes. Assim, o
modelo proposto incorpora as caracter´ısticas gerais de PMDP, a saber, evoluc¸a˜o determin´ıstica
intercalada por saltos aleato´rios. Ale´m disso, o modelo proposto admite custos de setup. Trata-
se de um modelo mais geral que os encontrados na literatura, por na˜o estar restrito a problemas
que apresentem processos de chegada de demanda poissonianos. E´ proposto, para esse modelo,
um me´todo de soluc¸a˜o baseado em programac¸a˜o dinaˆmica (PD). Por se tratar de um modelo
discreto, sua soluc¸a˜o pode ser expressa em termos de programac¸a˜o dinaˆmica discreta, tal qual
em (Monticino e Weisinger 1995) e (Arruda e do Val 2002).
O controle do processo de produc¸a˜o e´ efetuado por meio de intervenc¸o˜es de que podem ser
aplicadas no in´ıcio de cada per´ıodo discreto na evoluc¸a˜o do sistema. Uma pol´ıtica de controle
estaciona´ria define os estados de intervenc¸a˜o e na˜o intervenc¸a˜o do sistema. Os estados de
intervenc¸a˜o sa˜o visitados apenas instantaneamente e podem, portanto, ser exclu´ıdos do espac¸o
de estados do problema. Dessa forma, uma pol´ıtica de controle por intervenc¸o˜es (ou controle
impulsional) da´ origem a` cadeia de Markov na qual o sistema opera (em horizonte infinito).
Nesse sentido, o controle por intervenc¸o˜es proposto pode ser visto como uma generalizac¸a˜o da
classe de pol´ıticas de controle de processos de decisa˜o markovianos (PDM) padra˜o, que define
a cadeia de Markov correspondente, ale´m das probabilidades de transic¸a˜o entre os estados
pertencentes a essa cadeia.
A pol´ıtica de controle o´tima para o modelo P&E proposto pode ser obtida por meio da
iterac¸a˜o de um operador de programac¸a˜o dinaˆmica em tempo discreto. A cada estado do
sistema, associa-se um operador de intervenc¸a˜o e um operador de na˜o intervenc¸a˜o. O operador
de PD e´ definido como o mı´nimo entre esses dois operadores auxiliares e deve ser aplicado em
todo o espac¸o de estados do sistema. Trata-se de um operador contrativo cujo ponto fixo e´ a
func¸a˜o valor do problema, que define a pol´ıtica de controle o´tima. Conhecendo-se a pol´ıtica
de controle o´tima, pode-se determinar os estados de na˜o intervenc¸a˜o, pertencentes a` cadeia de
Markov em que o sistema opera, e os estados de intervenc¸a˜o que, por na˜o serem frequ¨entados
pelo sistema, podem ser eliminados da cadeia. Mais detalhes sobre esse assunto podem ser
encontrados na Sec¸a˜o 2.6.2. No Cap´ıtulo 2 introduz-se o modelo proposto, a proposta de
controle por intervenc¸o˜es e o operador de programac¸a˜o dinaˆmica destinado a obter a pol´ıtica
de controle o´tima. Ale´m disso, apresenta-se uma discussa˜o comparativa entre PDM’s padra˜o e
o problema de controle impulsional no modelo P&E proposto.
A soluc¸a˜o via PD e´ elegante e concisa. Contudo, ao se considerar um nu´mero razoa´vel de
classes de produtos e esta´gios de produc¸a˜o, verifica-se que a obtenc¸a˜o da soluc¸a˜o o´tima via
PD se torna invia´vel devido ao grande nu´mero de estados. Para contornar esse problema, o
trabalho desenvolve-se em duas linhas distintas. A primeira delas consiste em caracterizar a
3estabilidade estoca´stica das pol´ıticas de controle candidatas a soluc¸a˜o o´tima por meio do crite´rio
de recorreˆncia positiva, atrave´s de func¸o˜es de Foster-Lyapunov. Nessa abordagem, a classe de
pol´ıticas de controle fact´ıveis admite apenas soluc¸o˜es candidatas estocasticamente esta´veis.
Estabelece-se condic¸o˜es necessa´rias e suficientes para que uma pol´ıtica de controle induza um
subconjunto finito de estados recorrentes positivos. Dessa forma, e´ poss´ıvel obter pol´ıticas de
controle sub-o´timas que estabelec¸am uma regia˜o de estabilidade a` qual o sistema atinge em
tempo finito (em valor esperado) a partir de qualquer estado inicial. Essa e´ a regia˜o que o
sistema tende a frequ¨entar, isto e´, a regia˜o mais significativa do ponto de vista de ocupac¸a˜o
relativa. Isso a torna mais determinante no custo associado a` pol´ıtica de controle empregada.
De posse dessas informac¸o˜es, um procedimento destinado a obter pol´ıticas de controle sub-
o´timas pelo processo reverso e´ proposto, a partir de uma regia˜o de estabilidade arbitra´ria. A
partir de uma regia˜o de estabilidade arbitrada, define-se no conjunto complementar a essa re-
gia˜o uma pol´ıtica arbitra´ria e adequada de controle a ser aplicada. O papel dessa pol´ıtica e´
estabelecer uma func¸a˜o de Foster-Lyapunov que defina o subconjunto de estados recorrentes
positivos desejado (isto e´, um conjunto atrator, que e´ a pro´pria regia˜o de estabilidade do pro-
blema). O segundo passo do procedimento e´ a determinac¸a˜o das ac¸o˜es de controle na regia˜o
de estabilidade. Estas ac¸o˜es sa˜o obtidas por meio do operador de PD, iterado unicamente nos
estados pertencentes a essa regia˜o, utilizando-se uma condic¸a˜o de contorno arbitra´ria. Na pra´-
tica, esse procedimento reduz significativamente o nu´mero de estados no domı´nio do operador
de PD e possibilita um enfoque maior na regia˜o de estabilidade que, por ser mais frequ¨entada
em horizonte infinito, contribui mais significativamente no custo final do problema. No Cap´ı-
tulo 3 introduz-se a noc¸a˜o de estabilidade empregada nesse trabalho e apresenta-se condic¸o˜es
necessa´rias e suficientes para a estabilidade estoca´stica de pol´ıticas de controle por intervenc¸a˜o.
O procedimento de obtenc¸a˜o de soluc¸o˜es sub-o´timas descrito acima e´ detalhado no Cap´ıtulo 5.
A segunda linha adotada para tratar problemas de grande porte e´ a utilizac¸a˜o de progra-
mac¸a˜o dinaˆmica aproximada (PDA). Em problemas de grande porte apenas me´todos de PDA
que utilizam representac¸a˜o aproximada sa˜o via´veis. Trata-se de me´todos com aproximac¸a˜o
parame´trica da func¸a˜o valor, sendo o nu´mero de paraˆmetros muito menor que a cardinalidade
do espac¸o de estados. Me´todos de representac¸a˜o exata, da mesma forma que a PD, tornam-se
invia´veis devido ao excesso de estados. Este trabalho apresenta resultados anal´ıticos obtidos
para esses me´todos que garantem convergeˆncia para a resposta o´tima, vista como uma projec¸a˜o
de um ponto fixo do operador de PD na arquitetura de aproximac¸a˜o utilizada. Esse resultado
apresenta uma caracterizac¸a˜o da resposta obtida pelo algoritmo aproximado. Outros me´to-
dos de convergeˆncia garantida existentes na literatura na˜o apresentam essa caracterizac¸a˜o do
ponto de acumulac¸a˜o e nada se pode inferir sobre a natureza deste. Ale´m disso, os resultados
obtidos definem condic¸o˜es de convergeˆncia independentemente da arquitetura de aproximac¸a˜o
utilizada. Resultados existentes na literatura apenas garantem convergeˆncia para classes parti-
culares de arquiteturas de aproximac¸a˜o. Apresenta-se um algoritmo de convergeˆncia garantida
que reproduz as condic¸o˜es anal´ıticas de convergeˆncia para a resposta o´tima atrave´s da moni-
torac¸a˜o de iterac¸o˜es sucessivas. Trata-se de um procedimento bastante simples de controle de
passo aplicado a cada iterac¸a˜o de modo a garantir conformidade entre as iterac¸o˜es do algoritmo
aproximado e as condic¸o˜es anal´ıticas para a convergeˆncia para a resposta o´tima. Os resultados
anal´ıticos referentes a` convergeˆncia de algoritmos PDA com representac¸a˜o aproximada, bem
como o algoritmo proposto encontram-se no Cap´ıtulo 4.
4No intuito de aplicar PDA com aproximac¸a˜o parame´trica no problema P&E estudado,
introduz-se no Cap´ıtulo 6 uma arquitetura de aproximac¸a˜o para problemas P&E. Trata-se de
uma arquitetura de aproximac¸a˜o polinomial, na qual a func¸a˜o valor e´ aproximada por um po-
linoˆmio em func¸a˜o dos n´ıveis de estoque/de´ficit. Esse esquema de aproximac¸a˜o pode ser visto
como uma aproximac¸a˜o linear que tem como paraˆmetros os coeficientes do polinoˆmio. Visando
melhorar a qualidade da soluc¸a˜o aproximada assim obtida, utiliza-se uma representac¸a˜o exata
em um conjunto finito de estados vizinhos do estado de estoque nulo. Essa e´ uma maneira
de trazer mais confiabilidade a`s ac¸o˜es de controle nas imediac¸o˜es do estado de estoque nulo.
A regia˜o de representac¸a˜o exata e´ estabelecida arbitrariamente, de maneira ana´loga a` regia˜o
de estabilidade no algoritmo sub-o´timo baseado nas condic¸o˜es de estabilidade estoca´stica. No
entanto, no algoritmo de PDA, essa regia˜o perde a caracterizac¸a˜o de regia˜o de estabilidade.
Sa˜o discutidas questo˜es relativas a` parametrizac¸a˜o e convergeˆncia do algoritmo de PDA pro-
posto, com base em exemplos nume´ricos ilustrativos. Comparac¸o˜es entre as soluc¸o˜es o´timas e
aproximadas sa˜o apresentadas de forma a ilustrar o reflexo dos erros de aproximac¸a˜o no custo
associado a` pol´ıtica de controle obtida pelo algoritmo aproximado. Finalmente, o Cap´ıtulo 7
conclui este trabalho.
Cap´ıtulo 2
O Modelo e o Controle
2.1 Preliminares
Apresenta-se, nesse cap´ıtulo, o problema de produc¸a˜o e estoque (P&E) de mu´ltiplos pro-
dutos (itens). Introduz-se um modelo estoca´stico discreto e utiliza-se o paradigma de controle
por intervenc¸o˜es a fim de se modular a evoluc¸a˜o do sistema.
Apo´s uma descric¸a˜o do sistema e algumas poss´ıveis opc¸o˜es de modelagem, formula-se um
problema de controle por intervenc¸o˜es e define-se um operador de programac¸a˜o dinaˆmica dis-
creta destinado a obter a soluc¸a˜o do problema, isto e´, a pol´ıtica de controle o´tima.
Este cap´ıtulo conte´m, adicionalmente, uma discussa˜o comparativa entre o modelo de con-
trole por intervenc¸o˜es apresentado e problemas de decisa˜o markovianos (PDM) padra˜o. Embora
exista hoje uma relac¸a˜o estreita entre os modelos, existem algumas diferenc¸as que sera˜o explo-
radas.
2.2 O Problema de Produc¸a˜o e Estoque de Mu´ltiplos
Itens
Problemas de produc¸a˜o e estoque (P&E) teˆm como objetivo modelar as deciso˜es de controle
em um sistema de produc¸a˜o. Tipicamente, necessita-se tomar deciso˜es sobre quando e como
produzir de modo a minimizar o custo de operac¸a˜o do sistema em um dado horizonte de tempo.
Apresenta-se aqui um problema P&E destinado a modelar gargalos de produc¸a˜o em sistemas
de manufatura multi-produto. Assume-se que uma u´nica unidade de produc¸a˜o e´ responsa´vel
pelo beneficiamento de va´rios produtos e que a unidade fabril na˜o pode produzir mais de um
produto a cada instante de tempo. O processo de manufatura de um lote de unidades de cada
classe de produtos passa por esta´gios de produc¸a˜o sequ¨enciais bem definidos. Assume-se, para
todas as classes de produtos, que um dado esta´gio de produc¸a˜o, uma vez iniciado, na˜o pode ser
interrompido.
O problema P & E e´ ana´logo ao problema de expansa˜o de capacidade (EC), (Luss 1982)
e ambos podem ser tratados por meio de processos markovianos determin´ısticos por partes
(PMDP), veja (Davis, Dempster, Sethi e Vermes 1987), (Mancinelli e Gonzalez 1997), (Jean-
Marie e Tidball 1997), (do Val e Salles 1999), (Salles e do Val 2001), (Arruda e do Val 2002),
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(Salles e do Val 2002), dentre outros. Os PMDP, introduzidos por (Davis 1984), sa˜o adequados
para a modelagem de problemas P&E por capturarem suas caracter´ısticas fundamentais, a
saber: trajeto´ria determin´ıstica intercalada por saltos aleato´rios.
Assume-se aqui que a demanda por cada produto e´ aleato´ria, o que e´ natural em sistemas
de manufatura. Considerando a natureza discreta do processo de manufatura dividido em es-
ta´gios de produc¸a˜o, o sistema e´ modelado como um problema de controle por intervenc¸o˜es, que
pode, por sua vez, ser visto como uma generalizac¸a˜o de um processo de decisa˜o markoviano
(PDM) em tempo discreto, em que o espac¸o de estados e´ modificado pela pol´ıtica de controle.
A forma de decisa˜o por intervenc¸o˜es difere da forma padra˜o de um PDM, vide por exemplo
(Puterman 1994). As deciso˜es de controle sa˜o tomadas em instantes de inspec¸a˜o (ou de deci-
sa˜o) previamente definidos, que podem estar relacionados a` finalizac¸a˜o de etapas de produc¸a˜o.
Quando produzindo, o sistema e´ inspecionado ao fim de cada esta´gio de produc¸a˜o; quando
paralisado, o sistema e´ inspecionado depois de um per´ıodo de espera pre´-especificado. Os in-
tervalos de tempo compreendendo qualquer esta´gio de produc¸a˜o ou per´ıodo de espera podem
ser determin´ısticos ou aleato´rios. Define-se um per´ıodo da evoluc¸a˜o do sistema como o tempo
entre duas inspec¸o˜es sucessivas; dessa forma, o tempo de durac¸a˜o de cada per´ıodo pode ser
determin´ıstico ou aleato´rio. A cada inspec¸a˜o deve-se decidir por manter o sistema no mesmo
modo de produc¸a˜o ate´ a pro´xima inspec¸a˜o ou por aplicar uma intervenc¸a˜o, pagando-se, nesse
caso, um custo de intervenc¸a˜o. Cada intervenc¸a˜o aplicada pode mudar o artigo em produc¸a˜o,
paralisar a produc¸a˜o ou reiniciar a produc¸a˜o de uma dada classe de produtos, caso o sistema
esteja paralisado.
Em problemas P&E, o controlador do sistema deve definir uma sequ¨eˆncia de ac¸o˜es de
controle tal que o controle aplicado a cada inspec¸a˜o implique na minimizac¸a˜o do valor esperado
da soma (ou acumulado) dos custos futuros.
2.3 Notas Bibliogra´ficas
Ha´ na literatura um grande nu´mero de refereˆncias que tratam de problemas P&E nas
a´reas de teoria de sistemas e pesquisa operacional. Em uma linha de abordagem, problemas
P&E foram modelados como problemas de controle de fluxo em manufatura. Tais problemas
possuem natureza cont´ınua, sendo mais adequados a processos de produc¸a˜o em grande escala.
Nesse tipo de modelo, o n´ıvel de estoque e´ tratado como uma varia´vel real. Um modelo
cla´ssico de um u´nico produto e uma u´nica ma´quina sujeita a falhas com taxa de demanda
constante foi apresentado em (Akella e Kumar 1986). Algumas variac¸o˜es desse problema foram
propostas e abordadas em (Perkins e Srikant 1999) e (Salama 2000). Problemas com uma
u´nica ma´quina e va´rios esta´gios de produc¸a˜o foram estudados em (Perkins e Srikant 1997) e
(Perkins e Srikant 1998), enquanto um problema de um u´nico produto, com va´rias ma´quinas
e va´rios esta´gios de produc¸a˜o foi tratado por (Song e Sun 1998). Esse modelo na˜o incorpora
custos de intervenc¸a˜o e considera um funcional de custo linear. A possibilidade de ocorreˆncia de
acre´scimo tempora´rios na capacidade de produc¸a˜o foi considerada no modelo em (Huang, Hu
e Vakili 1998). Para uma revisa˜o de problemas de fluxo em manufaturas recomenda-se (Sethi,
Yan, Zhang e Zhang 2002).
Em outra linha de abordagem, alguns modelos exploraram a similaridade entre problemas
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P&E e problemas de filas. Dentre estes, destacamos (Federgruen e Zipkin 1986), (Goyal e
Giri 2003), (Gravish e Graves 1981) e (Gullu 1998). Gravish e Graves (1981) demonstraram a
otimalidade de uma pol´ıtica caracterizada por dois n´ıveis de estoque cr´ıticos para um problema
com custo de paralisac¸a˜o/rein´ıcio de produc¸a˜o (setup). Seguindo a mesma linha, Federgruen
e Zipkin (1986) demonstraram a otimalidade de uma pol´ıtica com um u´nico n´ıvel de estoque
cr´ıtico para um problema sem custo de setup. Um problema com n´ıveis de capacidade aleato´rios
foi abordado em (Gullu 1998), enquanto um modelo considerando depreciac¸a˜o foi estudado em
(Goyal e Giri 2003).
Introduzidos por (Davis 1993), processos markovianos determin´ısticos por partes (PMDP)
sa˜o bastante utilizados na modelagem de problemas P&E. Sistemas de manufatura sujeitos a
falhas foram estudados em (Boukas e Haurie 1990), (Boukas, Zhu e Zhang 1994), (Presman,
Sethi e Zhang 1995) e (Yan e Zhang 1997). Problemas de controle cont´ınuo foram estudados
em (Boukas e Haurie 1990), (Boukas et al. 1994) e (Presman et al. 1995), ao passo que uma
combinac¸a˜o de controle cont´ınuo e por intervenc¸o˜es foi utilizada em (Yan e Zhang 1997). Outros
modelos P&E que utilizaram ferramentas de PMDP foram apresentados em (Arruda e do Val
2002), (do Val e Salles 1999), (Jean-Marie e Tidball 1997), (Mancinelli e Gonzalez 1997) e
(Salles e do Val 2001). Problemas de mu´ltiplos produtos produzidos por uma u´nica ma´quina
foram estudados em (Arruda e do Val 2002), (Arruda 2002), (Jean-Marie e Tidball 1997) e
(Mancinelli e Gonzalez 1997). Ja´ do Val e Salles (1999) e Salles e do Val (2001) abordaram um
problema de um u´nico produto e u´nica ma´quina com intervenc¸o˜es em tempo cont´ınuo utilizando
te´cnicas de PMDP.
Neste trabalho, introduz-se um modelo discreto para um problema P&E de va´rios produtos
e va´rios esta´gios, onde uma u´nica unidade fabril e´ responsa´vel pela produc¸a˜o de va´rios produtos.
O modelo estudado pode tambe´m ser visto como um processo por eventos discretos inserido em
um processo markoviano determin´ıstico por partes (PMDP) que e´ inspecionado em instantes
de interesse a` medida que o sistema evolui. Esses instantes de interesse coincidem com o fim
de um esta´gio de produc¸a˜o, um instante de chegada de demanda ou o fim de um tempo de
espera pre´-definido. Uma vantagem do me´todo proposto sobre modelos em tempo cont´ınuo e´ a
possibilidade de se representar pol´ıticas de produc¸a˜o por meio de cadeias de Markov em tempo
discreto, e assim solucionar o problema de controle atrave´s de programac¸a˜o dinaˆmica discreta,
veja sec¸a˜o 2.5.1. O fato de se considerar deciso˜es de controle em determinados instantes, ao
inve´s de em tempo cont´ınuo, constitui uma resposta natural a problemas P&E, dado que muitas
tarefas em processos industriais na˜o podem ser interrompidas uma vez iniciadas. Ale´m disso, a
soluc¸a˜o de modelos cont´ınuos baseados em PMDP’s e´ normalmente obtida por procedimentos
bem mais complexos que a programac¸a˜o dinaˆmica discreta, destinados a resolver as desigual-
dades variacionais caracter´ısticas desse tipo de formulac¸a˜o, veja (Gatarek 1992). Contrastando
com modelos de ma´quinas sujeitas a falhas, que concentram a atenc¸a˜o na possibilidade de que-
bra das ma´quinas e muitas vezes modelam a taxa de chegada de demanda como constante, veja
por exemplo (Boukas et al. 1994), adotamos a hipo´tese mais realista de que a demanda em
cada per´ıodo e´ aleato´ria. Quebras de ma´quinas podem ser levadas em conta na distribuic¸a˜o do
tempo de durac¸a˜o dos esta´gios na evoluc¸a˜o do sistema, veja essa extensa˜o na Sec¸a˜o 2.4.1.
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2.4 Um Modelo de Produc¸a˜o e Estoque
Considere um sistema de produc¸a˜o e estoque responsa´vel pela produc¸a˜o em lotes de J tipos
diferentes de produtos. A cada instante de tempo ha´ no ma´ximo uma classe de produtos em
produc¸a˜o. Tipicamente, um u´nico lote de ηj unidades do produto j, j ∈ J := {1, . . . , J} e´
completado em Γj unidades de tempo, sendo que Γj pode ser uma quantidade aleato´ria. No
intervalo [0,Γj] distinguem-se sub-intervalos disjuntos Θji, i ∈ Ij := {1, . . . , Ij}, tais que
[0,Γj] =
Ij⋃
i=1
Θji.
Cada sub-intervalo representa um esta´gio de produc¸a˜o e indica o tempo gasto em uma tarefa
espec´ıfica no processo de produc¸a˜o do produto j, como montagem, pintura, etc. O tempo
necessa´rio para se concluir um esta´gio de produc¸a˜o i ∈ Ij e´ a durac¸a˜o do intervalo Θji e o valor
Ij representa o total de esta´gios necessa´rios para a produc¸a˜o de um novo lote de ηj unidades do
produto j. Os tempos de durac¸a˜o dos intervalos Θji podem ser determin´ısticos ou aleato´rios.
Assim, o tempo total de produc¸a˜o de um lote de itens de um dado produto j, Γj, pode ser
determin´ıstico ou aleato´rio.
Seja {T0, . . . , Tk, . . .} a sequ¨eˆncia de instantes de deciso˜es de controle. Os intervalos Tk−Tk−1
podem ser determin´ısticos ou aleato´rios. Eventualmente, Tk−Tk−1 e´ igual a` durac¸a˜o do intervalo
Θji para algum j ∈ J e i ∈ Ij.
Pode-se identificar treˆs processos vetoriais que descrevem a evoluc¸a˜o do sistema estudado:
• Tk → nTk , o n´ıvel de estoque no princ´ıpio de cada per´ıodo k, um processo J-dimensional.
O processo {nTk} assume valores no conjuntoN :=
∏J
j=1Nj, Nj := {N
−
j , . . . , N
+
j }, sendo
que os inteiros N−j e N
+
j representam o mı´nimo e o ma´ximo n´ıvel de estoque admiss´ıvel
para o produto j (eventualmente, N−j = −∞ e N
+
j = ∞ ).
• Tk → iTk , o esta´gio de produc¸a˜o no princ´ıpio de cada per´ıodo k; um processo J-dimensional
que assume valores no conjunto I =
∏J
j=1 Ij.
• Tk → jTk , o modo de produc¸a˜o no princ´ıpio de cada per´ıodo k. O processo j e´ unidimen-
sional e assume valores no conjunto J0 := {0} ∪ J .
Por simplicidade, denota-se nTk = nk = [nk(1) . . . nk(J)]
T , iTk = ik = [ik(1) . . . ik(J)]
T
e jTk = jk, sendo que vk(m) indica a m-e´sima componente do vetor vk e o sobrescrito T
indica o transposto de um vetor. O processo {jk} mapeia o modo de produc¸a˜o ao longo do
tempo; jk = j ∈ J indica que o sistema esta´ produzindo o produto j a` ma´xima taxa poss´ıvel,
ao passo que jk = 0 indica que o sistema esta´ paralisado. Define-se o processo conjunto
Tk → zk := (nk, ik, jk) para representar a evoluc¸a˜o do sistema.
Em cada per´ıodo k, o sistema esta´ produzindo um novo lote de ηj unidades do produto j a`
ma´xima taxa poss´ıvel ou esta´ paralisado. Deve-se decidir, ao final de cada esta´gio de produc¸a˜o,
se o sistema deve ser mantido no mesmo modo de produc¸a˜o. Nesse caso, faz-se jk+1 = jk e
inicia-se a tarefa seguinte no processo de produc¸a˜o do produto j ou, se jk = 0, mante´m-se o
sistema paralisado por mais um per´ıodo. Se a decisa˜o tomada e´ a de intervir no sistema, o novo
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modo de produc¸a˜o e´ indicado por jk+1, e obviamente jk+1 6= jk. Uma penalidade e´ paga toda
vez que se verifica uma mudanc¸a no modo de produc¸a˜o do sistema.
Quando a produc¸a˜o de algum produto j esta´ ativa, convenciona-se que o processo k → zk
evolui no subconjunto Sj := N × I × {j}; e sempre que o sistema estiver em produc¸a˜o, diz-
se que o sistema evolui no subconjunto de produc¸a˜o S ′ :=
⋃
j∈J S
j. Caso contra´rio, k → zk
evolui no subconjunto de paralisac¸a˜o S0 := N × I × {0}. Assim, o espac¸o de estados do
problema estudado e´ dado por S := S ′ ∪ S0. Ao decisor cabe determinar as transic¸o˜es entre os
subconjuntos Sj, j ∈ J0, pagando uma taxa de intervenc¸a˜o a cada transic¸a˜o.
A ide´ia e´ acompanhar a demanda aleato´ria por itens, a` medida que esta e´ observada ao
longo do tempo, e na˜o acumular itens em estoque ou sob encomenda. Os custos operacionais
do sistema sa˜o o custo de estoque/deficit, o custo de produc¸a˜o e os custos de intervenc¸a˜o
descritos anteriormente. Fazendo uso destes, busca-se minimizar o valor esperado do custo
descontado de operac¸a˜o em horizonte infinito. O controle por intervenc¸o˜es aqui descrito esta´
inserido no paradigma de Problemas de Controle Impulsional, veja (Salama 2000), (Salles e
do Val 2001), (Arruda 2002), (Jean-Marie e Tidball 1997) e (Mancinelli e Gonzalez 1997), para
alguns tratamentos de controle impulsional em problemas P&E.
Para completar a formulac¸a˜o, e´ necessa´rio definir alguns outros elementos. Defina-se por τk
o tempo de durac¸a˜o do k-e´simo per´ıodo, a saber, τk = Tk − Tk−1. Quando o sistema esta´ em
produc¸a˜o, isto e´, quando k → zk esta´ evoluindo em S
′, o per´ıodo τk corresponde ao tempo de
conclusa˜o de um esta´gio de produc¸a˜o. Dessa forma, τk = durac¸a˜o de Θik . Quando o sistema
esta´ paralisado, (k → zk esta´ evoluindo em S
0), o per´ıodo τk e´ igual a` durac¸a˜o do intervalo
∆ik , sendo que ∆i, i ∈ I, e´ um intervalo pre´-determinado entre deciso˜es sucessivas em S
0, que
pode ser determin´ıstico ou aleato´rio.
Uma vez que um esta´gio de produc¸a˜o de algum produto j e´ iniciado, o esforc¸o de produc¸a˜o
continua sem interrupc¸o˜es ate´ que se atinja o pro´ximo esta´gio. Ao final do u´ltimo esta´gio de
produc¸a˜o de um dado produto j, um novo lote de ηj unidades desse produto e´ entregue e a
componente ik(j) do vetor ik retorna ao esta´gio 1. Visto que a produc¸a˜o e´ reiniciada ao final
de cada ciclo de produc¸a˜o e considerando que o esta´gio de produc¸a˜o permanece constante entre
dois instantes de decisa˜o, a evoluc¸a˜o do processo k → ik e´ dada por
ik+1 =
{
i +
(
1− i(j)1 {i(j)=Ij}
)
ej, se zk = (n, i, j) ∈ S
′
i, se zk = (n, i, j) ∈ S
0 ,
sendo que ej e´ um vetor coordenada, com 1 na j-e´sima linha e zeros nas demais posic¸o˜es. Para
qualquer evento E, o elemento 1E indica a func¸a˜o indicadora desse evento: 1E = 1 quando o
evento E se verifica e 0 caso contra´rio.
A distribuic¸a˜o de demanda em um certo esta´gio i resulta do acu´mulo dos pedidos individuais
registrados durante esse esta´gio. Assim, a distribuic¸a˜o de demanda em cada esta´gio depende da
durac¸a˜o do esta´gio e da distribuic¸a˜o dos pedidos individuais. Dessa forma, quando o sistema
esta´ evoluindo em um dado subconjunto Sj, j ∈ J , a distribuic¸a˜o total de demanda em um dado
esta´gio de produc¸a˜o depende da distribuic¸a˜o dos pedidos individuais e da j-e´sima componente
do vetor i, que determina o tempo de durac¸a˜o σk do per´ıodo k (σk = durac¸a˜o de Θj i(j)). Quando
o sistema esta´ evoluindo em S0, a distribuic¸a˜o da demanda total depende das distribuic¸o˜es de
pedido individuais e do esta´gio atual de produc¸a˜o, que determina o tempo de espera ate´ a
pro´xima decisa˜o (durac¸a˜o de ∆i).
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As distribuic¸o˜es de demanda total para cada subconjunto j ∈ J sa˜o apresentadas abaixo:
p
j i(j)
d = P (dk = d|jk = j, ik(j) = i(j)), z ∈ S
′,
sendo que d = [d1, . . . , dJ ]
T pertence ao conjunto Dj i(j) =
∏J
m=1{0, . . . , D
j i(j)
m } e D
j i(j)
m e´
a ma´xima demanda admiss´ıvel do produto m para jk = j e ik(j) = i(j). A distribuic¸a˜o de
demanda em S0 e´ dada por
qid = P (dk = d|jk = 0, ik = i), z ∈ S
0,
sendo que d = [d1, . . . , dJ ]
T pertence ao conjunto D0 i =
∏J
m=1{0, . . . , D
0 i
m } e D
0 i
m e´ a ma´xima
demanda admiss´ıvel do produto m quando jk = 0 e ik = i.
As transic¸o˜es do processo de estoque k → nk, com zk = (n, i, j), sa˜o dadas por
nk+1 =
{
n + ηj1 {i(j)=Ij}ej − dk, se zk ∈ S
′
n− dk, se zk ∈ S
0.
Assim, as probabilidades de transic¸a˜o do processo k → zk assumem a seguinte forma:
P (zk+1 = z|zk = (n, i, j)) =

p
j i(j)
d , se z =
(
n + ηj1 {i(j)=Ij}ej − d, i +
(
1− i(j)1 {i(j)=Ij}
)
ej, j
)
, zk ∈ S
′
qid, se z = (n− d, i, j), zk ∈ S
0
0, caso contra´rio.
(2.1)
A equac¸a˜o (2.1) mostra as probabilidades de transic¸a˜o P (zk+1 = z|zk = z
′) em todo estado
z′ ∈ S para o processo livre, sem intervenc¸o˜es. A Figura 2.1 ilustra as probabilidades de
transic¸a˜o do processo k → zk em um dado subconjunto de produc¸a˜o S
j ∈ S ′. Observe que, ao
fim do u´ltimo esta´gio de produc¸a˜o, a produc¸a˜o do produto j e´ reiniciada e ηj unidades desse
produto sa˜o entregues.
A figura 2.2 ilustra as probabilidades de transic¸a˜o do processo k → zk no subconjunto de
paralisac¸a˜o S0. Nesse subconjunto, na auseˆncia de intervenc¸o˜es, o processo k → ik permanece
constante.
O processo sem intervenc¸o˜es forma uma cadeia de Markov discreta com (J + 1) classes na˜o
comunicantes representadas pelos conjuntos Sj, j ∈ J0. Considere as seguintes hipo´teses
A1 Para toda classe de produtos j = 1, . . . , J , temos
E[nk+Ij(j)|zk = (nk, i, j)] > nk(j), jk, . . . , jk+Ij = j, ∀k ≥ 0.
A2 q
i
0 < 1, ∀i ∈ I.
A hipo´tese A1 implica que o sistema de produc¸a˜o e´ capaz de satisfazer a demanda, em me´dia;
caso contra´rio, de´ficits cada vez maiores poderiam ser acumulados com o sistema produzindo
a` ma´xima taxa. Como consequ¨eˆncia de A1, se o sistema na˜o visita o subconjunto S
0, i.e.
zk ∈ S
′, ∀k, pode-se verificar que E{nk(j)} ↑ N
+
j para algum j ∈ J . A hipo´tese A2 implica
existeˆncia de demanda para todo produto fornecido pelo sistema. Se nenhuma intervenc¸a˜o
2.4 Um Modelo de Produc¸a˜o e Estoque 11
(n, i, j) : i(j) = Ij (n− d + ηj , i + (1− Ij)ej , j)
(n, i, j) : i(j) < Ij (n− d, i + ej , j)
p
ji(j)
d
p
jIj
d
Transitions in S′
Fig. 2.1: Probabilidades de transic¸a˜o nos subconjuntos de produc¸a˜o, sem intervenc¸o˜es.
qid
Transitions in S0
(n, i, j) (n− d, i, j)
Fig. 2.2: Probabilidades de transic¸a˜o para o subconjunto de paralisac¸a˜o, sem intervenc¸o˜es.
ocorrer em S0, E{nk(j)} ↓ N
−
j , para todo j ∈ J . Dessa forma, pode-se concluir que o sistema
e´ transiente a menos que se alterne per´ıodos dentro e fora de S0 de maneira a manter o n´ıvel
de estoque finito. Particularmente, todo subconjunto Sj, j ∈ J0, forma uma cadeia de Markov
transiente na auseˆncia de intervenc¸o˜es.
Por meio de deciso˜es de controle, deseja-se combinar as (J + 1) cadeias de Markov menci-
onadas no para´grafo anterior em classes de comunicac¸a˜o, de maneira a manter-se o processo
de n´ıvel de estoque k → nk finito (no sentido da me´dia estoca´stica) num horizonte infinito
de operac¸a˜o. Mais precisamente, busca-se condic¸o˜es para que a cadeia resultante possua um
conjunto finito de estados recorrentes positivos, o que implica estabilidade estoca´stica no sen-
tido Foster-Lyapunov, vide (Bre´maud 1999). A discussa˜o sobre estabilidade estoca´stica sera´
retomada no pro´ximo cap´ıtulo. A seguir apresenta-se extenso˜es do modelo introduzido nesta
sec¸a˜o.
2.4.1 Extenso˜es do Modelo
Apresenta-se aqui duas poss´ıveis extenso˜es do modelo apresentado na Sec¸a˜o 2.4. A primeira
extensa˜o indica maneiras de se acomodar falhas de ma´quinas no modelo e a segunda introduz
deciso˜es em tempo cont´ınuo quando o sistema esta´ paralisado.
Quebra de Ma´quinas
A probabilidade de quebra de uma ma´quina durante um esta´gio de produc¸a˜o, quando na˜o
desprez´ıvel, pode ser levada em conta na distribuic¸a˜o final do tempo de durac¸a˜o deste esta´gio.
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Uma ide´ia bem simples, explorada a seguir, e´ a de assumir-se um tempo constante de reparo r
no caso de quebra de ma´quina.
Seja pl(i, δ), l = 1, . . . a probabilidade de que ocorram l quebras durante o esta´gio i,
sendo δ = durac¸a˜o de Θi; obviamente, a possibilidade de quebra de ma´quinas na˜o precisa
ser considerada quando o sistema esta´ paralisado. Dadas as definic¸o˜es acima, sabe-se que
σk = δ + rl com probabilidade pl(i, δ) · dFΘi(δ), sendo FΘi a distribuic¸a˜o do tamanho do
intervalo Θi. Naturalmente, as distribuic¸o˜es de chegada de demanda a cada esta´gio i devem
ser calculadas de acordo com a distribuic¸a˜o do tempo de durac¸a˜o do per´ıodo correspondente,
considerando-se as probabilidades de quebra de ma´quina.
Um Modelo Hı´brido Com Deciso˜es a Tempo Cont´ınuo em S0
Em alguns sistemas, pode ser natural que, estando a produc¸a˜o paralisada (zk ∈ S
0), opte-se
por esperar que acontec¸a o primeiro salto de demanda antes de se definir a ac¸a˜o de controle
a ser aplicada. Nesse caso, os intervalos de decisa˜o ∆i, i ∈ I deixam de ser intervalos pre´-
determinados e passam a ser varia´veis aleato´rias a tempo cont´ınuo. A t´ıtulo de exemplo,
suponha que as chegadas de demanda para cada produto j sa˜o independentes e ocorrem em
tempo cont´ınuo a uma taxa δj > 0, formando assim um processo cla´ssico de Poisson. Assuma
ainda que os pedidos individuais para todo produto j formam uma sequ¨eˆncia de varia´veis
independentes e identicamente distribu´ıdas (iid) ωk(j), k = 1, 2, . . ., ωk, k = 1, 2, . . ., cada
qual com distribuic¸a˜o P (ωk(j) = m) = pm(j), m = 1, 2, . . . , ℓ(j), sendo ℓ(j) o ma´ximo pedido
individual aceito para o produto j. Seja τ1 o instante de ocorreˆncia do primeiro salto por
demanda em um dado estado z = (n, i, 0) no subconjunto de paralisac¸a˜o. Pode-se definir uma
medida de transic¸a˜o baseada na distribuic¸a˜o de pedidos apresentada acima. Para toda func¸a˜o
φ : S → R a medida de transic¸a˜o e´ definida como
Q[φ](n, i, 0) := E
[
φ(zτ1)|zτ−1 = (n, i, 0)
]
=
J∑
j=1
δj
λ
ℓ(j)∑
k=1
pk(j)φ(n− k ej, i, 0), (2.2)
sendo que λ :=
∑J
j=1 δj. A evoluc¸a˜o do processo em S
0 sera´ caracterizada pela medida de
transic¸a˜o Q, ate´ que uma intervenc¸a˜o transfira o sistema para o conjunto complementar S ′.
Em geral, se existe uma taxa que caracteriza o processo de chegada de demanda, a evoluc¸a˜o
do sistema pode ser modelada por meio da classe de Processos Markovianos Determin´ısticos
por Parte (PMDP), veja (Davis 1993). A demanda final em um dado intervalo de produc¸a˜o Θi
e´ dada pelo processo de Poisson correspondente “modulado” pela distribuic¸a˜o da durac¸a˜o do
intervalo Θji.
2.5 O Problema de Controle Impulsional
Seja n→ L(n, i) uma func¸a˜o representando o custo de estoque/de´ficit por unidade de tempo.
Seja βj i(j) o custo instantaˆneo de produc¸a˜o de produtos do tipo j ∈ J em um dado esta´gio
i(j) ∈ Ij. A cada per´ıodo k ≥ 0, com zk = (n, i, j), paga-se um custo h(zk), definido como
h(n, i, j) =
{
(L(n, i) + βj i(j))E{durac¸a˜o de θj i(j)}, ∀z ∈ S
′
L(n, i)E{durac¸a˜o de ∆i}, ∀z ∈ S
0.
(2.3)
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No in´ıcio de cada per´ıodo k, uma intervenc¸a˜o pode ser aplicada ao sistema, a crite´rio do
decisor, resultando numa mudanc¸a no modo de produc¸a˜o. Uma intervenc¸a˜o pode paralisar a
produc¸a˜o, reinicia´-la , ou ainda transferir os esforc¸os de produc¸a˜o para um outro produto. Se
uma intervenc¸a˜o e´ aplicada no per´ıodo k, o processo k → zk e´ instantaneamente transferido
de zk− = (n, i, j) ∈ S
j a um ponto zk = z¯k− no conjunto de pontos de destino admiss´ıveis
dest(zk−) := {(n, i, ℓ) ∈ S
ℓ : ℓ 6= j}. Ale´m disso, paga-se um custo instantaˆneo de intervenc¸a˜o
g(zk− , zk). Considere a sequ¨eˆncia de instantes de intervenc¸a˜o π = {k ≥ 0 : zk− 6= zk}, e
defina-se por Π a classe de pol´ıticas de intervenc¸a˜o admiss´ıveis tais que:
• zk ∈ dest(zk−);
• Π = Π(zk−) so´ depende do ponto de origem (pol´ıtica estaciona´ria).
Utiliza-se nesta tese programac¸a˜o dinaˆmica descontada, na qual um fator de desconto atenua
os efeitos dos custos futuros. A cada per´ıodo k, o fator de desconto e´ um nu´mero no intervalo
(0, 1) dependente do tempo de evoluc¸a˜o do sistema, i.e. do valor de k, a ser multiplicado pelo
custo observado nesse per´ıodo. A cada per´ıodo (j, i), define-se o fator de desconto como sendo
αji =
{
e−γΘji(j) , se z ∈ S ′
e−γ∆i , se z ∈ S0,
(2.4)
sendo γ > 0 um escalar. Observe que, de acordo com a expressa˜o (2.4), todo e qualquer fator
de desconto assume valores no intervalo (0, 1). A expressa˜o (2.4) estabelece que os fatores
de desconto sa˜o proporcionais ao tempo gasto em cada per´ıodo k ≥ 0. Ale´m disso, h(n, i, j)
pode incluir um custo descontado em tempo cont´ınuo no per´ıodo correspondente. Nesse caso,
a expressa˜o (2.3) torna-se
h(n, i, j) =


(L(n, i) + βji(j))E{
∫ durac¸a˜o de θji(j)
0
e−γtdt}, ∀z ∈ S ′
L(n, i)E{
∫ durac¸a˜o de ∆i
0
e−γtdt}, ∀z ∈ S0.
(2.5)
Seja Eπz (X) o valor esperado da varia´vel aleato´ria X, dado que a pol´ıtica de controle empregada
e´ π e que a evoluc¸a˜o do sistema inicia-se no ponto z ∈ S. Para uma dada pol´ıtica de intervenc¸a˜o
π ∈ Π, o valor esperado do custo descontado de operac¸a˜o e´ dado por
Vπ(z0) = lim
N→∞
sup
N∑
k=0
Eπz0
[k−1∏
t=0
αjtit
(
h(zk) + g(zk− , zk)1 {k∈π}
)]
, ∀z0 ∈ S. (2.6)
Na expressa˜o acima, o produto´rio do lado direito da igualdade indica o fator de desconto
em cada per´ıodo da evoluc¸a˜o do sistema. O objetivo do problema de controle impulsional e´
encontrar uma pol´ıtica estaciona´ria de intervenc¸a˜o π tal que
V ∗(z0) = min
π∈Π
Vπ(z0), ∀z0 ∈ S. (2.7)
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2.5.1 Soluc¸a˜o do Problema de Controle Impulsional
Assuma que as func¸o˜es h : S → R+ e g : S × S → R+ sa˜o limitadas e defina:
T0V (z) =
{
h(z) + αji
∑
d∈Dji p
ji
d E
[
V (z1)|d0 = d
]
, z ∈ S ′
h(z) + αji
∑
d∈Di q
i
dE
[
V (z1)|d0 = d
]
, z ∈ S0,
(2.8)
T1V (z) = min
z¯∈dest(z)
g(z, z¯) + T0V (z¯), (2.9)
TV (z) = T0V (z) ∧ T1V (z), (2.10)
sendo a ∧ b := min{a, b} e V : S → R+. A esperanc¸a em (2.8) e´ calculada usando-se as
probabilidades de demanda total P (zk+1|zk = z), apresentadas em (2.1), para todo z ∈ S.
O custo em um per´ıodo sem intervenc¸a˜o e´ dado pela equac¸a˜o (2.8), enquanto a equac¸a˜o (2.9)
representa o custo em um per´ıodo com intervenc¸a˜o. O custo o´timo em um per´ıodo, expresso por
(2.10), e´ o menor destes dois custos. Usando argumentos cla´ssicos de programac¸a˜o dinaˆmica
(PD), pode-se caracterizar a soluc¸a˜o do problema de controle impulsional por meio do resultado
a seguir.
Teorema 1. T e´ um operador contrativo e V ∗ e´ o u´nico ponto fixo de T .
Embora o teorema 1 descreva a soluc¸a˜o do problema em uma forma simples, elegante e con-
cisa, atrave´s do operador T , a soluc¸a˜o e´ obtida por um procedimento de programac¸a˜o dinaˆmica
e sofre, portanto, do conhecido mal da dimensionalidade: o crescimento combinato´rio do nu´-
mero de estados em problemas de grande porte, que torna tais problemas computacionalmente
intrata´veis.
Cabe ressaltar que a taxa de contrac¸a˜o do operador T (α˜), definido na equac¸a˜o (2.10) e´
limitada acima pelo fator de desconto definido para o problema, isto e´
α˜ = max
j∈J , i∈I
αji.
Para o modelo h´ıbrido da sec¸a˜o 2.4.1, o operador T0 em (2.8), definido no subconjunto S
0,
assume a forma
T0V (z) =
1
λˆ
{L(n, i) + λQ[V ](n, i, j)}, z ∈ S0, (2.11)
sendo que λˆ := λ + γ e γ e´ expresso na equac¸a˜o (2.4). Para se chegar a` expressa˜o (2.11),
utiliza-se a versa˜o a tempo cont´ınuo da func¸a˜o de produc¸a˜o e estoque h (2.5) no subconjunto de
paralisac¸a˜o S0. Os operadores T1 e T permanecem como definidos em (2.9)-(2.10). A verificac¸a˜o
de contratividade do operador em (2.11) e´ relativamente simples e pode ser encontrada em
(Arruda 2002, Lema 3.4). Nesse trabalho, mostra-se que a taxa de contrac¸a˜o do operador em
(2.11) e´ dada por α˜ = λ
λˆ
.
Observac¸a˜o 1. E´ poss´ıvel correlacionar os operadores determin´ısticos do problema P&E con-
t´ınuo que utilizam PMDP (discretizado no tempo e no estado) com o problema P&E discreto
modelado por meio de cadeia de Markov discreta apresentado neste trabalho.
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2.6 Notas Sobre Pol´ıticas de Intervenc¸a˜o
O problema de controle impulsional definido na Sec¸a˜o 2.5 e´ resolvido por meio de uma
pol´ıtica de controle por intervenc¸o˜es π que satisfac¸a a expressa˜o (2.7). Como mencionado
na Sec¸a˜o 2.5.1, essa soluc¸a˜o e´ obtida por meio da aplicac¸a˜o de um operador de programac¸a˜o
dinaˆmica discreta no espac¸o de estados S do sistema. Trata-se do mesmo processo utilizado na
obtenc¸a˜o de pol´ıticas o´timas em modelos de PDM’s cla´ssicos. No entanto, como brevemente
mencionado na Sec¸a˜o 2.2, na˜o se trata de um PDM cla´ssico. Ainda assim, e´ poss´ıvel utilizar-se
operadores de PD cla´ssicos na soluc¸a˜o do problema. Uma discussa˜o mais detalhada sobre esse
assunto e´ apresentada a seguir, na Sec¸a˜o 2.6.2. Antes dessa discussa˜o, apresenta-se uma sec¸a˜o
dedicada a PDM’s cla´ssicos, que sera´ u´til no decorrer do cap´ıtulo.
2.6.1 Processos de Decisa˜o Markovianos
Um PDM e´ um modelo de decisa˜o sequ¨encial contendo os seguintes elementos:
1. Um conjunto de instantes de decisa˜o.
2. Um conjunto de estados.
3. Um conjunto de ac¸o˜es de controle.
4. Uma func¸a˜o de custo instantaˆneo.
5. Um conjunto de probabilidades de transic¸a˜o.
A notac¸a˜o e a terminologia apresentadas acima e no decorrer desta sec¸a˜o, seguem de perto
a`quelas utilizadas em (Puterman 1994). Cada um dos componentes acima e´ descrito mais
detalhadamente a seguir. A descric¸a˜o apresentada abaixo e´ voltada a sistemas em tempo
discreto, dada a natureza discreta da modelagem proposta para o problema P&E abordado
neste trabalho.
Em um PDM, o decisor, agente ou controlador tem a oportunidade (ou o desafio) de in-
fluenciar o comportamento probabil´ıstico do sistema a` medida que este evolui no tempo. O
objetivo e´ definir uma sequ¨eˆncia de ac¸o˜es de controle de modo a fazer com que o sistema tenha
um desempenho o´timo com respeito a algum crite´rio definido a` priori.
Para um PDM em tempo discreto, define-se um conjunto discreto de instantes de decisa˜o
que coincidem com o in´ıcio de cada per´ıodo. O nu´mero total de per´ıodos na evoluc¸a˜o do sistema
e´ denominado horizonte do problema. PDM’s sa˜o, em geral, divididos em duas grandes classes:
a classe de problemas em horizonte finito, e a classe complementar de problemas em horizonte
infinito.
A cada instante de tempo, o sistema ocupa um estado e o conjunto de estados poss´ıveis
do sistema, comumente denominado espac¸o de estados, e´ denotado por S. Nos instantes de
decisa˜o, o controlador escolhe uma dentre as ac¸o˜es de controle dispon´ıveis, dado o estado atual
do sistema. O conjunto de ac¸o˜es de controle do sistema, comumente chamado As, pode ser finito
ou infinito. Para os propo´sitos deste trabalho, assume-se que S e´ um conjunto enumera´vel e
que As e´ um conjunto finito.
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Como consequ¨eˆncia da aplicac¸a˜o de uma dada ac¸a˜o de controle a ∈ As em um dado per´ıodo
k, e em um estado s ∈ S, o sistema esta´ sujeito a um custo imediato h(s, a). Ale´m disso,
o pro´ximo estado na evoluc¸a˜o do sistema e´ determinado pela distribuic¸a˜o de probabilidade
pk(·|s, a). A func¸a˜o pk(j|s, a) e´ denominada func¸a˜o distribuic¸a˜o de probabilidade e satisfaz a
seguinte relac¸a˜o: ∑
j∈S
pk(j|s, a) = 1.
Para todo estado j ∈ S, busca-se minimizar o custo de operac¸a˜o, i.e., a somato´ria dos
custos -h(·, ·)- em cada per´ıodo, ao longo da evoluc¸a˜o do sistema. Ocasionalmente, pode-se
definir um fator de desconto dependente do tempo de evoluc¸a˜o do sistema. Nesse caso, busca-
se minimizar a somato´ria dos custos descontados durante a evoluc¸a˜o do sistema. O crite´rio de
custo descontado foi utilizado na modelagem do problema P&E da Sec¸a˜o 2.4.
Pol´ıticas de controle podem ser definidas como sequ¨eˆncias de regras de decisa˜o a serem
utilizadas durante a evoluc¸a˜o do sistema. Uma dada pol´ıtica π especifica uma sequ¨eˆncia de
regras de decisa˜o, i.e. π = d1, d2, . . ., tal que dt = {dt(s), s ∈ S}, sendo que dt(s) especifica
a ac¸a˜o de controle que deve ser empregada se o sistema visita o estado s no per´ıodo t de sua
evoluc¸a˜o.
Uma pol´ıtica de controle e´ classificada como estaciona´ria quando dt = d para todo per´ıodo
t. Para pol´ıticas de controle estaciona´rias, toda ac¸a˜o de controle d(s) depende unicamente
do ponto de origem (s). Assim, uma pol´ıtica estaciona´ria d pode ser especificada como um
conjunto de ac¸o˜es de controle, cada qual associada a um dado estado s ∈ S. A ac¸a˜o de controle
d(s) deve ser empregada toda vez que o sistema visita o estado s. E´ sabido que a pol´ıtica
o´tima de um dado PDM e´ estaciona´ria, veja (Puterman 1994) (sec¸a˜o 5.5). Assim, a busca pela
pol´ıtica o´tima de um dado PDM pode, sem perda de generalidade, ser restrita ao conjunto de
pol´ıticas estaciona´rias.
A seguir, apresenta-se uma breve discussa˜o acerca da natureza das ac¸o˜es de controle no
contexto de controle impulsional, tambe´m denominado controle por intervenc¸o˜es.
2.6.2 Um Panorama Sobre Controle por Intervenc¸o˜es
Busca-se, nesta sec¸a˜o, apresentar uma breve discussa˜o comparativa entre o controle por
intervenc¸o˜es, tambe´m denominado controle impulsional, utilizado no modelo da Sec¸a˜o 2.4, e a
classe de pol´ıticas de controle estaciona´rias definida em formulac¸o˜es cla´ssicas de PDM’s.
Inicia-se a discussa˜o com um exemplo ilustrativo apresentado na Figura 2.3. Essa figura
mostra um exemplo de pol´ıtica de intervenc¸a˜o para um problema de um u´nico produto. A
coluna do lado esquerdo representa o subconjunto de produc¸a˜o (S1), ao passo que a coluna
do lado direito representa o subconjunto de paralisac¸a˜o (S0). O eixo ξ indica a progressa˜o da
produc¸a˜o; quando ξ = Γ um novo lote de η itens e´ entregue ao sistema. Linhas pontilhadas
indicam intervenc¸a˜o e linhas cont´ınuas indicam na˜o intervenc¸a˜o. Observe que a pol´ıtica o´tima
e´ permanecer produzindo para todo n ≤ n
′
∗ e paralisar a produc¸a˜o sempre que n > n
′′
∗ . Quando
paralisado, o sistema deve retomar a produc¸a˜o sempre que n ≤ n
′′
∗ . Observe que os estados
{z ∈ S1 : n > n
′
∗} jamais sera˜o visitados pelo sistema (a na˜o ser instantaneamente). Estes
estados podem, portanto, ser exclu´ıdos da cadeia de Markov induzida pela pol´ıtica o´tima. Essa
mesma observac¸a˜o vale para o conjunto de estados {z ∈ S0 : n ≤ n
′′
∗}.
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Fig. 2.3: Exemplo de Pol´ıtica de Intervenc¸a˜o
.
Como ilustrado na Figura 2.3, uma pol´ıtica de controle por intervenc¸o˜es estabelece a cadeia
de Markov sobre a qual o sistema opera. Isto e´, ela redefine o espac¸o de estados, excluindo os
estados para os quais uma intervenc¸a˜o e´ prescrita. Essa caracter´ıstica na˜o esta´ presente em
ac¸o˜es de controle associadas a PDM’s padra˜o. Vale ressaltar que, ale´m de definir o domı´nio
da cadeia de Markov em regime estaciona´rio, uma pol´ıtica de controle por intervenc¸o˜es tam-
be´m acumula a prerrogativa de controlar as transic¸o˜es do sistema. Esta u´ltima caracter´ıstica
tambe´m e´ verificada nas pol´ıticas de controle associadas a PDM’s padra˜o. Logo, uma pol´ıtica
de intervenc¸a˜o pode ser vista como uma generalizac¸a˜o de uma pol´ıtica de controle padra˜o em
PDM’s que agrega em si a definic¸a˜o da cadeia de Markov em que o sistema opera.
Para finalizar, conve´m recordar que uma pol´ıtica de controle padra˜o influencia a natureza
estoca´stica dos estados pertencentes ao PDM, implicando em recorreˆncia ou transieˆncia. Ja´
uma pol´ıtica de controle por intervenc¸o˜es define o espac¸o de estados em que o sistema opera e
influencia a natureza estoca´stica de cada estado, implicando em recorreˆncia ou transieˆncia.
O Operador de Programac¸a˜o Dinaˆmica em Problemas de Controle Por Intervenc¸a˜o
Considere o operador T na equac¸a˜o (2.10) e observe que o domı´nio desse operador e´ o espac¸o
de estados S e na˜o o conjunto de estados de na˜o intervenc¸a˜o induzido por uma determinada
pol´ıtica de controle π, o qual sera´ denotado por Sπ. Observe tambe´m que a contratividade de
T se deve inteiramente ao operador de na˜o intervenc¸a˜o T0, apresentado em (2.8).
Note que o operador T assume o mesmo valor do operador T1 (2.9) nos estados de inter-
venc¸a˜o. Assim, T1 e´ destinado a capturar as ac¸o˜es de intervenc¸a˜o, ao passo que T0 define os
estados no domı´nio da cadeia de Markov induzida pela pol´ıtica de controle, isto e´, os estados
de na˜o intervenc¸a˜o.
A cada iterac¸a˜o, o operador T calcula uma func¸a˜o valor aproximada relativa a` pol´ıtica
gulosa (greedy) π, determinada pela aproximac¸a˜o da iterac¸a˜o anterior, para os estados de na˜o
intervenc¸a˜o atrave´s do operador contrativo T0. Ao mesmo tempo, a func¸a˜o valor aproximada nos
estados de intervenc¸a˜o e´ calculada atrave´s de T1, utilizando os valores de T0 rece´m calculados
para os estados de na˜o intervenc¸a˜o. Dessa forma, o operador T pode ser visto como uma
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combinac¸a˜o de um operador de na˜o intervenc¸a˜o T0 e um operador de intervenc¸a˜o T1. Note que
os valores de T0 calculados para os estados de intervenc¸a˜o sa˜o descartados em (2.10). O mesmo
acontece para os valores de T1 nos estados de na˜o intervenc¸a˜o. Pode-se, portanto, definir o
domı´nio de T0 como os estados de na˜o intervenc¸a˜o (z ∈ Sπ). Analogamente, o domı´nio de T1
pode ser definido como o conjunto estados de intervenc¸a˜o (S \Sπ). O espac¸o de estados original
S e´ a unia˜o desses dois domı´nios.
Com base no que foi discutido acima, pode-se afirmar que o operador T da equac¸a˜o (2.10)
e´ um operador generalizado, destinado a estender o domı´nio do problema de controle impul-
sional para todo o espac¸o de estados. A referida extensa˜o e´ obtida atrave´s da composic¸a˜o de
um operador de na˜o intervenc¸a˜o T0 e um operador de intervenc¸a˜o T1. Essa extensa˜o e´ u´til
considerando-se que os estados de intervenc¸a˜o de uma dada pol´ıtica de controle sa˜o desconhe-
cidos a` priori. A aplicac¸a˜o do operador T nos permite iterar em S e identificar os estados de
intervenc¸a˜o a` posteriori, obtendo assim o domı´nio da cadeia de Markov associada a` pol´ıtica
o´tima e a func¸a˜o valor correspondente.
2.7 Considerac¸o˜es Finais e Contextualizac¸a˜o
O propo´sito deste cap´ıtulo foi trazer um panorama geral do problema de produc¸a˜o e estoque
(P&E) abordado neste trabalho e introduzir uma nova proposta de modelagem do problema por
meio de programac¸a˜o dinaˆmica discreta. Apresentou-se um modelo estoca´stico em horizonte
infinito com custo descontado para o problema P&E e pol´ıticas de controle por intervenc¸a˜o
foram propostas para controlar a evoluc¸a˜o do sistema. Definiu-se tambe´m um operador de
programac¸a˜o dinaˆmica discreta destinado a encontrar a pol´ıtica de controle o´tima, isto e´, uma
pol´ıtica de intervenc¸a˜o que minimiza um funcional de custo definido a` priori em horizonte
infinito.
Uma pol´ıtica de controle por intervenc¸o˜es pode ser vista como uma generalizac¸a˜o de uma
pol´ıtica padra˜o em PDM’s que define o espac¸o de estados em que o sistema opera. Nesse sen-
tido, a obtenc¸a˜o da pol´ıtica o´tima se da´ atrave´s da aplicac¸a˜o de um operador de programac¸a˜o
dinaˆmica generalizado em todo o espac¸o de estados. A estrutura desse operador permite iden-
tificar a cadeia de Markov induzida pela pol´ıtica o´tima ao mesmo tempo em que se obte´m a
func¸a˜o valor do problema.
Definida a modelagem do sistema e o procedimento de obtenc¸a˜o da soluc¸a˜o o´tima, pode-
se pensar em caracterizar o comportamento estoca´stico do sistema. Essa caracterizac¸a˜o sera´
efetuada no cap´ıtulo seguinte, atrave´s dos conceitos de recorreˆncia e transieˆncia de estados
pertencentes a uma cadeia de Markov. Esses conceitos esta˜o ligados a` estabilidade estoca´stica
do sistema, isto e´, a` capacidade deste de se manter em uma regia˜o finita do espac¸o de esta-
dos em horizonte infinito. Estabilidade estoca´stica e´, portanto, uma caracter´ıstica deseja´vel
para o problema. Por essa raza˜o, pretende-se obter condic¸o˜es necessa´rias e suficientes para a
estabilidade estoca´stica de problemas P&E.
Cap´ıtulo 3
Noc¸o˜es de Estabilidade Estoca´stica
3.1 Preliminares
Neste cap´ıtulo, utiliza-se a noc¸a˜o de estabilidade estoca´stica no sentido de Foster-Lyapunov
para estabelecer condic¸o˜es necessa´rias e suficientes para a estabilidade de sistemas P&E (nesse
mesmo sentido). Apresenta-se tambe´m uma noc¸a˜o geral da estrutura das cadeias de Markov
de sistemas P&E controlados.
Os estados pertencentes a` cadeia de Markov induzida por uma dada pol´ıtica de controle
admiss´ıvel sa˜o caracterizados. Essa caracterizac¸a˜o tem estreita relac¸a˜o com a noc¸a˜o de estabi-
lidade de pol´ıticas de controle admiss´ıveis e define n´ıveis de estoque cr´ıticos de modo a dividir
o espac¸o de estados em treˆs regio˜es distintas: uma regia˜o de aumento de estoque, uma regia˜o
de decrescimento de estoque e uma regia˜o intermedia´ria, denominada refu´gio, onde o sistema
tende a operar.
A noc¸a˜o de estabilidade em sistemas P&E, bem como a caracterizac¸a˜o dos estados da cadeia
de Markov induzida por ela sera˜o utilizados no decorrer da tese no sentido de estabelecer rotinas
de obtenc¸a˜o de pol´ıticas de controle sub-o´timas e estocasticamente esta´veis. Essas rotinas sa˜o
detalhadamente descritas no Cap´ıtulo 5.
Na pro´xima sec¸a˜o, apresenta-se uma breve introduc¸a˜o e comenta´rios sobre estabilidade
estoca´stica. Obte´m-se, a seguir condic¸o˜es necessa´rias e suficientes para estabilidade estoca´stica
nos sistemas P&E abordados. A isso se sucede uma caracterizac¸a˜o dos estados pertencentes a`
cadeia de Markov induzida. Considerac¸o˜es finais sa˜o apresentadas em seguida, encerrando o
cap´ıtulo.
3.2 Introduc¸a˜o
De maneira bastante geral, podemos dizer que um sistema dinaˆmico, seja ele determin´ıstico
ou estoca´stico, e´ esta´vel se opera em uma regia˜o limitada ao longo de toda a evoluc¸a˜o do sistema
e as sa´ıdas dessa regia˜o limitada representam comportamentos transito´rios, na˜o persistentes.
Dada a impossibilidade de se determinar em termos absolutos a regia˜o de operac¸a˜o de um
processo de decisa˜o markoviano (PDM), faz-se necessa´rio definir conceitos probabil´ısticos que
transmitam a noc¸a˜o de operac¸a˜o esta´vel e insta´vel em sistemas representados por PDM’s. Os
19
3.3 Estabilidade de Sistemas P&E 20
conceitos de recorreˆncia e transieˆncia de cadeias de Markov homogeˆneas sa˜o utilizados para
esse fim, veja por exemplo (Bre´maud 1999) e (Meyn e Tweedie 1993).
O conceito de estabilidade de cadeias de Markov se estende aos sistemas que estas repre-
sentam. Assim, estudar a estabilidade de um determinado PDM e´ equivalente a estudar a
estabilidade da cadeia de Markov que o representa. Cada estado de uma dada cadeia pode
ser classificado como recorrente ou transiente, sendo que o conceito de recorreˆncia pode ser
associado a estabilidade, ao passo que o conceito de transieˆncia pode ser associado a comporta-
mento insta´vel. Isso na˜o significa, contudo, que um sistema estocasticamente esta´vel deva ser
composto unicamente de estados recorrentes. Na concepc¸a˜o utilizada neste trabalho, estabili-
dade estoca´stica implica que estados transientes devem ser estados de passagem, levando a um
conjunto de estados recorrentes, no sentido cla´ssico de cadeias de Markov.
Dizemos que um estado e´ transiente se existe uma probabilidade positiva de que o sistema
na˜o mais retornara´ a esse estado. Se tal probabilidade for nula, o estado e´ recorrente. Esta-
dos recorrentes podem ser recorrentes nulos ou recorrentes positivos, sendo que a` recorreˆncia
positiva associa-se uma noc¸a˜o mais forte de estabilidade. Neste trabalho utiliza-se o conceito
de recorreˆncia positiva de um conjunto de estados-alvo como fator indicativo de estabilidade
no problema P&E estudado; todo estado transiente do sistema deve levar a cadeia ao conjunto
alvo em tempo finito. Uma vez atingido o conjunto alvo, o sistema visita esse conjunto um
nu´mero infinito de vezes (infinitely often) durante todo o horizonte (infinito) de operac¸a˜o.
Reproduz-se, a seguir, as definic¸o˜es matema´ticas de recorreˆncia, transieˆncia e recorreˆncia
positiva mencionados anteriormente. Mais detalhes sobre estabilidade estoca´stica de sistemas
descritos por cadeias de Markov homogeˆneas podem ser encontrados em (Bre´maud 1999) e
(Meyn e Tweedie 1993). Nas definic¸o˜es abaixo, τx representa o tempo de retorno a um dado
estado x ∈ S.
Definic¸a˜o 1 (Transieˆncia). Um estado x ∈ S e´ transiente se Px(τx <∞) < 1.
Definic¸a˜o 2 (Recorreˆncia). Um estado x ∈ S e´ recorrente se Px(τx <∞) = 1.
Definic¸a˜o 3 (Recorreˆncia Positiva). Um estado x ∈ S e´ recorrente positivo se x e´ recorrente
e Ex(τx) <∞.
3.3 Estabilidade de Sistemas P&E
Como vimos na sec¸a˜o 2.4, o problema P&E sem intervenc¸o˜es pode ser representado por
J + 1 cadeias de Markov homogeˆneas na˜o comunicantes, cada qual representando um conjunto
Sj, j ∈ J0. Ainda de acordo com o que foi mencionado na sec¸a˜o 2.4, os estados pertencentes
a`s cadeias de Markov associadas aos conjuntos Sj, j ∈ J0, sa˜o transientes na auseˆncia de
intervenc¸o˜es de controle.
Deseja-se, portanto, regular o comportamento estoca´stico da cadeia de Markov controlada,
de modo a manter o n´ıvel de estoque nk finito (em valor esperado) para todo per´ıodo k,
obtendo-se assim um sistema P&E estocasticamente esta´vel. No problema P&E da Sec¸a˜o 2.4,
as pol´ıticas de controle admiss´ıveis sa˜o aquelas que levam o sistema a` estabilidade estoca´stica.
Portanto, a minimizac¸a˜o dos custos de operac¸a˜o atrave´s do problema de controle impulsional,
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apresentado na Sec¸a˜o 2.5, e´ compat´ıvel com a estabilidade estoca´stica do sistema controlado.
De fato, a busca por uma pol´ıtica o´tima no sentido da sec¸a˜o 2.5 pode ser restrita ao conjunto de
pol´ıticas de controle esta´veis, i.e. pol´ıticas de controle que impliquem estabilidade estoca´stica
do sistema P&E controlado.
Da teoria de processos de decisa˜o markovianos, sabe-se que a pol´ıtica o´tima de um PDM e´
estaciona´ria, vide (Puterman 1994)-teorema 5.5.3. Dessa forma pode-se, sem perda de genera-
lidade, restringir a ana´lise de estabilidade estoca´stica do problema P&E estudado a pol´ıticas
de intervenc¸a˜o estaciona´rias.
O crite´rio de estabilidade a ser utilizado neste trabalho estabelece uma certa “regia˜o de
atrac¸a˜o” no espac¸o de estados do sistema, que faz as vezes de regia˜o de estabilidade. Para
tanto, deve-se definir uma func¸a˜o de Lyapunov decrescente fora da regia˜o de atrac¸a˜o. A ide´ia
ba´sica por tra´s desse crite´rio e´ ilustrada na Figura 3.1. Note que a` medida que a func¸a˜o de
Lyapunov decresce, o processo {xt : t ≥ 0} caminha em direc¸a˜o a` origem.
f(x(t))
x(t)
Fig. 3.1: Exemplo de Func¸a˜o de Lyapunov
Apresenta-se, a seguir, a definic¸a˜o do crite´rio de estabilidade a ser utilizado.
Definic¸a˜o 4. Uma pol´ıtica estaciona´ria π e´ esta´vel se a cadeia de Markov correspondente, com
espac¸o de estados Sπ, possui um conjunto finito e na˜o vazio de estados recorrentes positivos.
Sejam definidos um vetor de estoques negativos nB = [−B1 . . . − BJ ]
T e um vetor de
estoques positivos nC = [C1 . . . CJ ]
T , sendo Bj, CJ ∈ N, j ∈ J constantes na˜o negativas.
Defina-se tambe´m as seguintes relac¸o˜es de ordem parcial:
x º (¹) y ⇒ xj ≥ (≤) yj ∀j
x ≻ (≺) y ⇒ x º (¹) y, e xj > (<) yj para algum j
x > y(<) ⇒ xj > (<) yj ∀j.
A principal hipo´tese desta sec¸a˜o aparece a seguir.
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A3 Existem pol´ıticas estaciona´rias π tais que para alguns vetores nB e nC , ale´m de uma
func¸a˜o limitada n→ t0(n) ∈ N tais que
E
[
nk+t0(n)|nk = n
]
> n, para todo n ≺ nB, (3.1a)
e E
[
nk+t0(n)|nk = n
]
< n, para todo n ≻ nC . (3.1b)
A hipo´tese A3 e´ natural em problemas P&E e indica que o sistema deve manter o n´ıvel de
estoque limitado no sentido estoca´stico indicado acima. De fato, mostraremos no decorrer deste
cap´ıtulo que a hipo´tese A3 e´ condic¸a˜o necessa´ria e suficiente para a estabilidade do sistema no
sentido da Definic¸a˜o 4. Note, ale´m disso, que o valor de estoque converge, em me´dia, para uma
regia˜o delimitada pelos valores nB e nC , em um sentido semelhante ao ilustrado na Figura 3.1.
Note em particular que a equac¸a˜o (3.1a) reforc¸a a hipo´tese A1 da Sec¸a˜o 2.4 e requer que o
sistema seja capaz de satisfazer simultaneamente a demanda por todos os produtos ofertados,
em valor esperado, o que indica uma acumulac¸a˜o de demanda na˜o explosiva. A existeˆncia de
uma pol´ıtica que satisfac¸a A3 requer, no mı´nimo, que a capacidade de produc¸a˜o seja suficiente
para que o n´ıvel de estoque aumente estritamente (em me´dia) ao fim de um ciclo completo
de produc¸a˜o no qual um lote de cada produto e´ completado em sequ¨eˆncia, sem interrupc¸o˜es.
Comparando a equac¸a˜o (3.1b) e a hipo´tese A2, verifica-se que a u´ltima e´ consequ¨eˆncia da
primeira, uma vez que (3.1b) implica existeˆncia de demanda.
Seja Π a classe de pol´ıticas estaciona´rias que satisfac¸am A3, seja SF um subconjunto de Sπ
para alguma pol´ıtica π ∈ Π, definido abaixo
SF =
{
NF × I × J0
}
∩ Sπ,
NF =
∏J
j=1{−Bj, . . . , Cj}.
(3.2)
Seja τF o tempo de retorno (ou tempo de chegada) do sistema a SF , partindo de qualquer
estado em Sπ, para o processo controlado por uma pol´ıtica π. Verifica-se a seguir que, sob
qualquer pol´ıtica de controle π ∈ Π, o processo π-controlado retorna a SF um nu´mero infinito
de vezes (do termo em ingleˆs infinitely often).
Lema 1. Assuma A3. Enta˜o E[τF |z0 = z] <∞, ∀z ∈ Sπ, z <∞.
Demonstrac¸a˜o. Os argumentos aqui apresentados seguem de perto aqueles contidos na prova
do Teorema de Foster em (Bre´maud 1999). Considere uma func¸a˜o f : S → R+, tal que f(n, ·, ·)
e´ constante, a saber, f(z = (n, i, j)) e´ apenas func¸a˜o de n. Ale´m disso, assuma que
E
[
f(zk+t0(n))|zk = (n, i, j)
]
< f(z), ∀z /∈ SF , z <∞. (3.3)
A hipo´tese A3 implica na existeˆncia de uma func¸a˜o f satisfazendo a equac¸a˜o acima. Assuma,
por exemplo, f como sendo a norma euclideana do vetor n ∈ Sπ. Nesse caso, A3 implica (3.3).
Defina uma sequ¨eˆncia de tempos de parada ϕ = {ϕ0, ϕ1, ϕ2, . . .} para a cadeia de Markov
controlada, sendo ϕ0 = 0 e
ϕk+1 =
{
ϕk + 1, se zϕk ∈ SF
ϕk + t0(nϕk), se zϕk /∈ SF .
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sendo n → t0(n) a func¸a˜o limitada definida em (3.1a)-(3.1b). Seja zˆk := zϕk , k ≥ 0 e denote
por τˆF o tempo de retorno de zˆ ao conjunto SF . Defina tambe´m Yk = f(zˆk)1 {k<τˆF } e seja
zˆk := {zˆ0, . . . , zˆk}. Para um dado z0 = zˆ0 /∈ SF , sabe-se que
E
[
Yk+1|zˆ
k
]
= E
[
Yk+11 {k<τˆF }|zˆ
k
]
+ E
[
Yk+11 {k≥τˆF }|zˆ
k
]
= E
[
f(zˆk+1)1 {k<τˆF }|zˆ
k
]
= 1 {k<τˆF }E
[
f(zˆk+1)|zˆ
k
]
≤ f(zˆk)1 {k<τˆF } − ǫ1 {k<τˆF } = Yk − ǫ1 {k<τˆF }
para algum ǫ > 0. Extraindo os valores esperados, obte´m-se:
0 ≤ Ez0 [Yk+1
]
≤ Ez0
[
Yk
]
− ǫPz0(τˆF > k).
E iterando a expressa˜o acima, pode-se concluir que
0 ≤ Ez0 [Y0
]
− ǫ
k∑
ℓ=0
Pz0(τˆF > ℓ).
Mas Y0 = f(z0), com probabilidade um, e
∑∞
ℓ=0 Pz0(τˆF > ℓ) = Ez0
[
τˆF
]
. Portanto, para
todo estado z /∈ SF ,
Ez
[
τˆF
]
≤ ǫ−1f(z) <∞. (3.4)
A desigualdade (3.4) e´ obtida observando-se que a norma ||z|| <∞. Ja´ para z ∈ SF , usando
a ana´lise de primeiro passo, temos
Ez
[
τˆF
]
= 1 +
∑
y/∈SF
pzyEy[τˆF ] <∞. (3.5)
Por definic¸a˜o, qualquer trajeto´ria {zˆ0, . . . , zˆk} constitui uma subsequ¨eˆncia da trajeto´ria
{z0, . . . , zϕk}, com z0 = zˆ0 e zϕk = zˆk. Em particular, τF = ϕτˆF e {zˆ0, . . . , zˆτˆF } e´ uma sub-
sequ¨eˆncia de {z0, . . . , zϕτˆF }, com
ϕτˆF ≤ arg max
z /∈SF
(t0(n)) · τˆF .
Considerando A3, tem-se que arg maxz /∈SF (t0(n)) = t¯0 <∞. Extraindo o valor esperado da
expressa˜o acima, obte´m-se
E
[
τF
]
= E
[
ϕτˆF
]
≤ t¯0 · E
[
τˆF
]
<∞.
A u´ltima desigualdade e´ obtida usando-se (3.4)–(3.5), e assim a demonstrac¸a˜o se faz com-
pleta.
O Lema 1 garante a existeˆncia de um conjunto recorrente positivo SF . Dado que SF e´
finito e considerando que o tempo esperado de retorno a SF e´ finito, todo estado recorrente
pertencente ao conjunto SF e´, de fato, recorrente positivo. Podemos, em consequ¨eˆncia dessas
considerac¸o˜es, formular o seguinte Corola´rio ao Lema 1.
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Corola´rio 1. Toda pol´ıtica estaciona´ria π que satisfac¸a A3 e´ esta´vel.
Comenta´rio 1. Note que a cadeia de Markov com espac¸o de estados Sπ pode incluir estados
transientes e pode na˜o ser irredut´ıvel, i.e. pode possuir mais de uma classe de comunicac¸a˜o,
veja (Bre´maud 1999). Se a cadeia de Markov controlada for irredut´ıvel e considerando que
recorreˆncia positiva e´ uma propriedade de classe, o Lema 1 implica que todos os estados em Sπ
sa˜o recorrentes positivos.
Apresenta-se abaixo um exemplo simples a fim de ilustrar uma situac¸a˜o em que π define
uma cadeia controlada redut´ıvel e uma outra situac¸a˜o em que π define uma cadeia irredut´ıvel.
Ale´m disso, indica-se estados transientes associados a altos n´ıveis de estoque nos exemplos
apresentados.
Exemplo 1. Considere um problema P&E responsa´vel pela produc¸a˜o de um u´nico produto e
com um u´nico esta´gio de produc¸a˜o. Para esse sistema N = Z, I = {1} e J = {0, 1}. Suponha
que o sistema e´ controlado por uma pol´ıtica π tal que z ∈ S1, com probabilidade um, se n ≤ 0
e z ∈ S0, com probabilidade um, se n > 0 e
P (z1|z0 = z) =


0.5, se z1 = (n + δ, 1, 1)
0.1, se z1 = (n, 1, 1)
0.4, se z1 = (n− δ, 1, 1),
z ∈ S1
P (z1|z0 = z) =


0.5, se z1 = (n, 1, 0)
0.1, se z1 = (n− δ, 1, 0)
0.4, se z1 = (n− 2δ, 1, 0).
z ∈ S0
Assume-se primeiro que δ = 2 e enta˜o faz-se δ = 1. Com o sistema operando sob a pol´ıtica π,
tem-se
E
[
nk+1|nk = n
]
= (n + δ) · 0.5 + n · 0.1 + (n− δ) · 0.4
= n + 0.1δ, ∀n ≤ 0, (3.6)
E
[
nk+1|nk = n
]
= n · 0.5 + (n− δ) · 0.1 + (n− 2δ) · 0.4
= n− 0.9δ, ∀n ≥ 1. (3.7)
Note que a cadeia controlada satisfaz A3 com nB = 0 e nC = δ para todo inteiro δ positivo.
Se δ = 2, o grafo de transic¸a˜o para o sistema controlado pode ser decomposto em dois grafos
desconexos, como mostrado na figura 3.2. Note que a pol´ıtica de controle define um limite
superior no n´ıvel de estoque para cada subgrafo. Os limitantes superiores na figura 3.2 sa˜o,
respectivamente, n = 1 e n = 2 e cada subgrafo representa uma cadeia irredut´ıvel assumindo
valores pares e ı´mpares de n´ıvel de estoque, respectivamente. Aplicando o Lema 1 e o Corola´rio
1 para o presente problema, conclui-se que a cadeia controlada e´ esta´vel e retorna infinitas vezes
ao conjunto SF = {1, 2} × {1} × 0.
Se, por outro lado, faz-se δ = 1, o grafo de transic¸a˜o do sistema controlado, mostrado na
figura 3.3, e´ irredut´ıvel no subconjunto ({−∞, 1},×I × J ) ∩ Sπ, e aplicando o Lema 1 e o
Corola´rio 1 obte´m-se que a cadeia controlada e´ esta´vel e retorna infinitas vezes ao conjunto
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0.40.1 (−2, 1, 1) ...
0.4
Fig. 3.2: Grafos de Transic¸a˜o para δ = 2.
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0.5
(1, 1, 0)0.1
0.40.4
0.5
0.5 0.5
0.40.1 (−1, 1, 1) ...
0.4
Fig. 3.3: Grafos de Transic¸a˜o para δ = 1.
SF = {1} × {1} × 0. Ale´m disso, dado que a cadeia controlada e´ irredut´ıvel, todos os estados
pertencentes a Sπ sa˜o recorrentes positivos, veja comenta´rio 1.
Observe em ambos os exemplos que a pol´ıtica de controle define um limitante superior ao
n´ıvel de estoque, o que torna transientes os estados associados a n´ıveis de estoques maiores que
o limitante superior definido.
3.3.1 Estabilidade Implica A3
Lema 2. Assuma que uma dada pol´ıtica π e´ esta´vel. Enta˜o a hipo´tese A3 e´ verdadeira.
Demonstrac¸a˜o. Considerando a hipo´tese inicial de que a cadeia e´ esta´vel, a pol´ıtica π define
um conjunto esta´vel SF nos termos da equac¸a˜o (3.2). Assuma, por contradic¸a˜o, que A3 na˜o se
verifica.
Seja uma func¸a˜o f : S → R+ tal que
f(z) = max
j∈J
|n(j)|.
Para negar A3 e´ suficiente estabelecer z ∈ Sπ, z /∈ SF tal que E[f(zt)|z0 = z] ≥ f(z) para todo
t ≥ 0. Selecione um estado z0 ∈ Sπ \ SF tal que
f(z0) > f(x), ∀x ∈ SF . (3.8)
Nessas condic¸o˜es, pode-se identificar uma sequ¨eˆncia de tempos de parada ϕ = {ϕ0, ϕ1, ϕ2, . . .},
ϕ0 = 0, tal que ϕk < ϕk+t,∀t > 0 e
E
[
f(zϕk+1)|zϕk
]
≥ f(zϕk), ∀k ≥ 0, (3.9)
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e verifica-se, portanto, que ϕ1 <∞ com probabilidade um. Defina zˆk := zϕk , k ≥ 0, fk := f(zˆk)
e zˆk = {zˆ0, . . . zˆk}. Considerando que o processo zk, k ≥ 0 apresenta a propriedade forte e
Markov, a equac¸a˜o pode ser escrita na forma
E
[
fk+1|zˆ
k
]
≥ fk, ∀k ≥ 0. (3.10)
Seja τF o tempo de retorno de zˆk, k ≥ 0 ao conjunto SF ; Segue da hipo´tese de estabilidade
que E[τF ] <∞. A equac¸a˜o (3.10), por sua vez, implica
0 ≤
∞∑
k=0
(
E
[
fk+1|zˆ
k
]
− fk
)
1 {τF>k} (3.11)
=E
[
fτF |zˆ
τF−1
]
− f(z0) +
τF−1∑
k=1
(
E
[
fk|zˆ
k−1
]
− fk
)
1 {τF>k} (3.12)
e dado que Ez0
[
E
[
fk|zˆ
k−1
]
− fk
]
= 0,∀k ≥ 1, obte´m-se que Ez0
[
fτF
]
− f(z0) ≥ 0. Conside-
rando, contudo, a escolha de z0 em (3.8), te´m-se necessariamente fτF < f(z0). Essa contradic¸a˜o
mostra que A3 e´ uma condic¸a˜o necessa´ria de estabilidade.
Do Corola´rio 1 e do Lema 2, segue a seguinte caracterizac¸a˜o.
Teorema 2. Assuma A1–A2. Uma pol´ıtica estaciona´ria π e´ esta´vel se e somente se A3 e´
verdadeira.
A conjugac¸a˜o de A3 com o teorema 2 implica que qualquer pol´ıtica estaciona´ria π ∈ Π
divide o espac¸o de estados estendido Sπ em treˆs subregio˜es distintas:
• Uma regia˜o de aumento de estoque, para altos n´ıveis de demanda sob encomenda;
• Um refu´gio SF , a regia˜o na qual a pol´ıtica de controle tende a estabilizar o sistema, regia˜o
essa visitada um nu´mero infinito de vezes;
• Uma regia˜o de estoque decrescente, para altos n´ıveis de estoque.
Naturalmente, a pol´ıtica o´tima define uma cadeia de Markov homogeˆnea (CMH) esta´vel e um
refu´gio o´timo S∗F .
3.4 Considerac¸o˜es Finais e Contextualizac¸a˜o
Foram apresentadas, neste cap´ıtulo, condic¸o˜es necessa´rias e suficientes para estabilidade
estoca´stica de sistemas P&E. Ale´m disso, os estados da cadeia de Markov induzida pela pol´ıtica
de controle foram caracterizados.
A partir da caracterizac¸a˜o da regia˜o de estabilidade SF sera´ desenvolvido no Cap´ıtulo 5
um algoritmo de PD aproximada destinado a obter soluc¸o˜es sub-o´timas esta´veis. Para tanto,
explora-se a caracterizac¸a˜o da regia˜o de estabilidade, utilizando-se pol´ıticas arbitra´rias, desde
que estas definam uma regia˜o de estabilidade SF qualquer. A regia˜o SF e´ arbitrada a` priori
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porque na˜o e´ poss´ıvel estabelecer a regia˜o de operac¸a˜o S∗F da pol´ıtica o´tima sem o conhecimento
pre´vio da pol´ıtica de intervenc¸a˜o o´tima. Uma vez arbitrada a regia˜o de estabilidade desejada,
itera-se o algoritmo de PD no interior dessa regia˜o fazendo uso de alguma condic¸a˜o de contorno
arbitra´ria, obtendo-se assim as ac¸o˜es de controle correspondentes. Ao arbitrar SF , e´ importante
estabelecer uma regia˜o que contenha a regia˜o de estabilidade induzida pela pol´ıtica o´tima, S∗F .
Dessa forma, as ac¸o˜es de controle referentes a todo estado no subconjunto S∗F sa˜o definidas
a partir da convergeˆncia do operador de PD aplicado. Infelizmente, na˜o se pode verificar se
a regia˜o arbitrada conte´m, de fato, o conjunto S∗F , que e´ desconhecido a` priori. No entanto,
sabe-se que quanto maior a regia˜o SF arbitrada, maior a probabilidade que isso se verifique.
Essa abordagem e´ proposta a partir da observac¸a˜o de que a regia˜o de estabilidade e´ mais
significativa do ponto de vista de frequ¨eˆncia relativa. Em outras palavras, os estados nessa
regia˜o sa˜o muito mais visitados em horizonte infinito que os demais e, portanto, contribuem
de forma mais significativa para o custo final do problema. Assim, espera-se que uma boa
aproximac¸a˜o da pol´ıtica o´tima na regia˜o de estabilidade implique numa boa aproximac¸a˜o da
func¸a˜o valor nessa regia˜o.
Cap´ıtulo 4
Programac¸a˜o Dinaˆmica Aproximada
4.1 Preliminares
Obte´m-se, neste cap´ıtulo, um algoritmo de programac¸a˜o dinaˆmica aproximada (PDA) que,
utilizando aproximac¸a˜o parame´trica de candidatas a func¸a˜o valor, apresenta convergeˆncia ga-
rantida para qualquer esquema de aproximac¸a˜o utilizado. Introduz-se, ale´m disso, o conceito
de projec¸a˜o o´tima, uma func¸a˜o pertencente ao esquema de aproximac¸a˜o (ou arquitetura de
aproximac¸a˜o) que corresponde a um ponto fixo do operador de PD em uma norma definida a`
priori.
Sa˜o dois os resultados novos obtidos. Primeiramente, introduz-se um algoritmo convergente
para qualquer arquitetura de aproximac¸a˜o arbitra´ria e, em segundo lugar, apresenta-se uma
caracterizac¸a˜o do ponto de acumulac¸a˜o obtido pelo algoritmo.
4.2 Introduc¸a˜o
Introduzida por (Bellman 1957), a programac¸a˜o dinaˆmica (PD) e´ uma ferramenta concisa
e elegante na soluc¸a˜o de problemas que envolvam otimizac¸a˜o de um custo cumulativo ao longo
de va´rios esta´gios, tais como Processos de Decisa˜o Markovianos (PDM). Uma desvantagem
desse me´todo e´ o crescimento exponencial no nu´mero de varia´veis de estado a` medida que
o nu´mero de dimenso˜es do problema e´ aumentado. Esse fenoˆmeno, conhecido como mal da
dimensionalidade, torna intrata´veis computacionalmente problemas de grande porte.
No intuito de tratar as dificuldades oriundas do mal da dimensionalidade e reduzir o custo
computacional associado a` PD, diversos me´todos de programac¸a˜o dinaˆmica aproximada (PDA)
foram propostos, veja por exemplo (Herna´ndez-Lerma 1989), (Bertsekas e Tsitsiklis 1996),
(Sutton e Barto 1998), (Si, Barto, Powell e Wunsch 2004). Uma das abordagens utilizadas
em PDA envolve a soluc¸a˜o de aproximac¸o˜es sucessivas do problema real. Essas approximac¸o˜es
melhoram gradativamente durante o processo iterativo de busca da soluc¸a˜o aproximada. Para
maiores detalhes acerca dessa abordagem, veja (Herna´ndez-Lerma 1989, sec¸a˜o 2.4). Existe uma
relac¸a˜o clara entre essa formulac¸a˜o e outros me´todos de PDA, especialmente em se tratando
de me´todos online, tais como Q-Learning, onde a cada iterac¸a˜o o operador de programac¸a˜o
dinaˆmica e´ aproximada por uma realizac¸a˜o do sistema.
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Outros me´todos de PDA utilizam aproximac¸o˜es da func¸a˜o valor do problema. Esses me´to-
dos sa˜o conhecidos como me´todos de aprendizado por repetic¸a˜o (do ingleˆs reinforcement lear-
ning), veja (Sutton e Barto 1998), me´todos de programac¸a˜o neuro-dinaˆmica, veja (Bertsekas e
Tsitsiklis 1996) ou simplesmente me´todos de PD com representac¸a˜o aproximada. Essa u´ltima
designac¸a˜o sera´ utilizada no decorrer deste trabalho para identificar os algoritmos propostos por
fazer refereˆncia direta a` aproximac¸a˜o da func¸a˜o valor por meio de representac¸a˜o parame´trica.
No decorrer desse cap´ıtulo apresenta-se uma discussa˜o mais detalhada sobre me´todos de
PDA, com atenc¸a˜o particular aos me´todos envolvendo aproximac¸a˜o da func¸a˜o valor do pro-
blema. O Cap´ıtulo 6 trata da utilizac¸a˜o desses me´todos na obtenc¸a˜o de soluc¸o˜es aproximadas
para problemas P&E de mu´ltiplos produtos, em situac¸o˜es para as quais seria invia´vel a obtenc¸a˜o
de soluc¸o˜es exatas.
4.3 Me´todos com Representac¸a˜o Tabular
Representac¸o˜es completas da func¸a˜o valor no espac¸o de estados S, seja em me´todos exatos ou
aproximados, sa˜o denominadas representac¸o˜es tabulares. Em representac¸a˜o tabular, os valores
V ∗(x) para todo x ∈ S sa˜o armazenados em uma tabela. Tratamos, nesta subsec¸a˜o, de me´todos
de PD aproximada utilizando representac¸a˜o tabular. Tais me´todos podem ser aplicados quando
o modelo probabil´ıstico do problema na˜o esta´ dispon´ıvel, ou ainda como alternativas de baixo
custo computacional no intuito de se obter soluc¸o˜es aproximadas para problemas de PD.
Me´todos exatos de PD, como iterac¸a˜o de valor, sa˜o aplica´veis quando um modelo expl´ıcito
da estrutura de custos e das probabilidades de transic¸a˜o esta´ dispon´ıvel ao controlador. Em
alguns casos, embora o referido modelo na˜o esteja dispon´ıvel, o sistema pode ser simulado.
Isso significa que o espac¸o de estados e o conjunto de pol´ıticas de controle sa˜o conhecidos e
pode-se simular, para uma dada pol´ıtica de controle π, o custo de um per´ıodo h(·, π), assim
como as transic¸o˜es probabil´ısticas de qualquer estado x para um estado sucessor y de acordo
com as probabilidades de transic¸a˜o pxy definidas por π. A partir desses dados, e´ poss´ıvel obter
estimativas dos custos esperados e das probabilidades de transic¸a˜o, atrave´s de me´todos de
aproximac¸a˜o estoca´stica que se valem de simulac¸o˜es sucessivas. De posse dessas estimativas,
pode-se, num segundo momento, aplicar algum me´todo exato de PD ao problema.
As estimativas dos custos unita´rios e das probabilidades de transic¸a˜o podem tambe´m ser
obtidas implicitamente no processo de estimac¸a˜o direta da func¸a˜o valor do problema. Nesse
caso, o problema e´ resolvido em uma u´nica etapa, na qual o processo impl´ıcito de estimac¸a˜o
das probabilidades de transic¸a˜o e o processo de obtenc¸a˜o de uma func¸a˜o valor aproximada
sa˜o realizados concomitantemente. Essa abordagem se mostra bastante atrativa na soluc¸a˜o
de problemas online, i.e. problemas envolvendo simulac¸a˜o de um sistema cujas caracter´ısticas
probabil´ısticas sejam desconhecidas a` priori.
Na literatura, o conceito de estimac¸a˜o de paraˆmetros e´ comumente associado a planeja-
mento, e contrasta com o conceito de simulac¸a˜o do sistema, sendo este u´ltimo relacionado com
o processo de“aprendizado”de uma pol´ıtica de controle. A utilizac¸a˜o conjunta de ambos os con-
ceitos foi advogada por (Sutton 1990). Esse trabalho traz uma discussa˜o conceitual relacionada
a me´todos de PD aproximada.
Diversos algoritmos que incorporam as ide´ias discutidas acima e utilizam representac¸a˜o
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tabular podem ser encontrados na literatura; veja (Bertsekas e Tsitsiklis 1996) e (Sutton e
Barto 1998). Dada a abrangeˆncia do tema e a pouca relevaˆncia de me´todos com representac¸a˜o
tabular em problemas de PD com espac¸o de estados de grande dimensa˜o, apresenta-se neste
trabalho apenas dois me´todos cla´ssicos dessa natureza. Sera˜o discutidos a seguir os seguintes
me´todos de PD com representac¸a˜o tabular: Q-Learning e o Me´todo de Varredura Priorita´ria.
O primeiro, por sua simplicidade e facilidade de implementac¸a˜o, e´ o me´todo de simulac¸a˜o
mais popular na a´rea de programac¸a˜o dinaˆmica aproximada, frequ¨entemente utilizado como
paraˆmetro de comparac¸a˜o. O segundo, embora menos difundido, e´ aplicado com sucesso a
muitos problemas e tambe´m aplica´vel a sistemas para os quais existe um modelo estoca´stico
dispon´ıvel.
4.3.1 Q-Learning
Introduzido por (Watkins e Dayan 1989), esse me´todo trabalha diretamente com estimativas
da func¸a˜o valor o´tima, de maneira ana´loga ao me´todo de iterac¸a˜o de valor. Essas estimativas
sa˜o obtidas por meio de avaliac¸o˜es dos custos associados a ac¸o˜es de controle espec´ıficas em
estados selecionados do espac¸o de estados.
Ao inve´s de trabalhar diretamente com estimativas da func¸a˜o valor o´tima, esse me´todo
utiliza o que se convencionou chamar de Fatores-Q, isto e´, estimativas do valor o´timo para
pares estado-ac¸a˜o-de-controle, na forma:
Q∗(x, π(x)) = h(x, π(x)) + α
∑
y∈S
pxy(π(x))V
∗(y),∀x ∈ S (4.1)
sendo α o fator de desconto. Assim, temos que
V ∗(x) = min
π(x)
Q∗(x, π(x)),∀x ∈ S.
Considerando a equac¸a˜o acima, pode-se escrever o algoritmo de iterac¸a˜o de valor na forma
Qk+1(x, π(x)) = h(x, π(x)) + α
∑
y∈S
pxy(π(x)) min
π(y)∈π
Qk(y, π(y)),∀(x, π(x)). (4.2)
Pode-se tambe´m incorporar um passo varia´vel β a`s iterac¸o˜es do algoritmo acima, obtendo-se
assim a iterac¸a˜o abaixo
Qk+1(x, π(x)) = (1−β)Qk(x, π(x))+β
∑
y∈S
[
h(y, π(y))+αpxy(π(x)) min
π(y)∈π
Qk(y, π(y))
]
,∀(x, π(x)).
(4.3)
O me´todo Q-Learning utiliza uma versa˜o aproximada da iterac¸a˜o acima, na qual o valor
esperado expresso na somato´ria da equac¸a˜o acima e´ substitu´ıdo por uma u´nica amostra, isto e´,
uma realizac¸a˜o do sistema a partir do estado x na forma
Qk+1(x, π(x)) = (1− β)Qk(x, π(x)) + β
[
h(x, π(x)) +α min
π(y)∈π
Qk(y(w), π(y))
]
,∀(x, π(x)). (4.4)
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Na equac¸a˜o acima, o estado y e´ gerado a partir do par (x, π(x)) por meio de simulac¸a˜o, de
acordo com as probabilidades de transic¸a˜o pxy(π(x)), que sa˜o inerentes ao processo de simulac¸a˜o
mas podem na˜o estar dispon´ıveis ao controlador. Dessa forma, o algoritmo Q-Learning pode ser
visto como uma combinac¸a˜o de simulac¸a˜o e iterac¸a˜o de valor. Equivalentemente, esse me´todo
tambe´m pode ser visto como uma aplicac¸a˜o do bastante difundido me´todo de aproximac¸a˜o
estoca´stica de Robbins-Monro (Robbins e Monro 1951).
Foi demonstrado que o algoritmo (4.4) converge para o valorQ∗ em (4.1) quando o paraˆmetro
β decai a uma taxa apropriada, a saber
∞∑
k=0
βk = ∞,
∞∑
k=0
β2k <∞,
sendo βk o fator de decaimento na iterac¸a˜o k, e todos os pares estado-ac¸a˜o de controle sa˜o
visitados um nu´mero infinito de vezes. As condic¸o˜es de decaimento do paraˆmetro βk foram
introduzidas no contexto de me´todos de aproximac¸a˜o estoca´stica em geral por (Robbins e Monro
1951). Para mais detalhes e provas de convergeˆncia do me´todo de Q−Learning, recomenda-se
uma consulta a (Watkins e Dayan 1989) ou (Bertsekas e Tsitsiklis 1996, pag. 248).
4.3.2 Me´todo de Varredura Priorita´ria
O Me´todo de Varredura Priorita´ria (do ingleˆs Prioritized Sweeping), introduzido por (Moore
e Atkeson 1993), baseia-se na utilizac¸a˜o priorita´ria de esforc¸o computacional em estados que
apresentem maior potencial de variac¸a˜o na func¸a˜o valor entre duas iterac¸o˜es sucessivas. Este
me´todo pode ser utilizado em conjunto com qualquer algoritmo de PD exato ou aproximado.
Em sua versa˜o exata, o me´todo de varredura priorita´ria pode ser visto como um algoritmo
ass´ıncrono de PD, no qual o esforc¸o computacional e´ prioritariamente empregado de acordo com
um crite´rio pre´-definido. Por se tratar de um esquema de priorizac¸a˜o do esforc¸o computacional
empregado nas atualizac¸o˜es sucessivas das estimativas da func¸a˜o valor, o me´todo de varredura
priorita´ria pode ser aplicado em conjunc¸a˜o com qualquer algoritmo exato ou aproximado de
programac¸a˜o dinaˆmica. Assim, na auseˆncia de um modelo estoca´stico para o sistema, pode-
se aplicar o me´todo de varredura priorita´ria em conjunto com o algoritmo de Q-Learning ou
qualquer outro algoritmo baseado em simulac¸a˜o.
Segue abaixo um exemplo de utilizac¸a˜o do me´todo de varredura priorita´ria em conjunc¸a˜o
com PD, tal como apresentado em (Moore e Atkeson 1993). No Algoritmo 1, o estado xrecente
e´ o pro´ximo estado a ser atualizado, sendo determinado pelo algoritmo utilizado em conjunto
com o me´todo de varredura priorita´ria. Esse estado pode ser obtido por meio de simulac¸a˜o ou
enumerac¸a˜o, por exemplo. E´ importante ressaltar que as ide´ias associadas ao me´todo de var-
redura priorita´ria se aplicam independentemente da ordem em que os estados sa˜o atualizados.
Note no Algoritmo 1 que todo estado visitado (atualizado) e´ adicionado ao topo da fila
e atualizado. No passo seguinte, estima-se a influeˆncia da alterac¸a˜o na estimativa da func¸a˜o
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Algoritmo 1 Me´todo de Varredura Priorita´ria com Operador PD
1. Promover estado xrecente ao topo da fila de prioridade. Fazer k = 0.
2. Enquanto k < LM e a fila de prioridades na˜o for esvaziada:
(a) k ← k + 1.
(b) Remover o estado x do topo da fila de prioridades.
(c) ρnovo ← maxπ(x)
[
h(x, π(x)) + α
∑
y∈S pxy(π(x))V (y)
]
(d) ∆max ← |ρnovo − V (x)|
(e) V (x) ← ρnovo
(f) Para todo y no conjunto de predecessores de x, i.e. {y ∈ S : pyx(π(x)) >
0, π(x) fact´ıvel} fac¸a:
• P ← maxπ(x) pyx(π(x))∆max
• Se P > ǫ (uma pequena toleraˆncia) e se y na˜o pertence a` fila de prioridades ou
se P e´ maior que a prioridade atual de y, atribua a y a nova prioridade P .
valor do estado visitado sobre os seus estados predecessores, ou seja, aqueles estados a partir
dos quais este pode ser acessado em um u´nico passo. Com base nessa estimativa atualiza-se a
fila de prioridades. Enta˜o remove-se o estado no topo da nova fila, atualiza-se a estimativa de
sua func¸a˜o valor e a fila de prioridades. Esse processo e´ repetido ate´ que a fila seja esvaziada
ou ate´ que LM estados sejam removidos do topo da fila. Quando uma dessas alternativas e´
contemplada, retorna-se ao passo 1, no qual um novo estado xrecente e´ obtido e atualizado,
dando in´ıcio a uma nova iterac¸a˜o. O estado xrecente pode ser parte de uma trajeto´ria simulada,
como e´ o caso quando empregamos algoritmos online. As iterac¸o˜es se sucedem ate´ que um
crite´rio de parada seja contemplado.
A ide´ia inerente ao me´todo de varredura priorita´ria e´ atualizar com mais frequ¨eˆncia estados
mais“promissores”do espac¸o de estados de maneira a acelerar a convergeˆncia do algoritmo usado
em conjunc¸a˜o com o me´todo. A manutenc¸a˜o de uma fila de estados priorita´rios e´ a maneira
pela qual os estados promissores sa˜o identificados. Naturalmente, ha´ um custo computacional
associado a` implementac¸a˜o da fila de prioridades requerida pelo me´todo e tal custo deve ser
levado em considerac¸a˜o em qualquer ana´lise de desempenho do algoritmo.
Para o problema abordado nessa tese, o modelo markoviano e´ conhecido. Portanto, a apli-
cac¸a˜o de me´todos de simulac¸a˜o puros e´ inadequada. Ora, ao se simular um modelo conhecido,
recursos computacionais valiosos sa˜o aplicados a fim de se obter uma estimativa do modelo ja´
conhecido. Pode-se, portanto, utilizar os dados conhecidos a` priori a fim de acelerar o processo
de obtenc¸a˜o de uma soluc¸a˜o aproximada, aumentando assim a eficieˆncia do processo de busca
da soluc¸a˜o.
A utilizac¸a˜o de me´todos com representac¸a˜o tabular e´ pouco atrativa em problemas P&E de
grande escala, considerando-se a impossibilidade de se armazenar os dados desse tipo de pro-
blema em representac¸a˜o tabular, devido a` dimensa˜o do espac¸o de estados. Assim, me´todos com
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representac¸a˜o aproximada devem ser utilizados. Esses me´todos sa˜o introduzidos na pro´xima
sec¸a˜o.
4.4 Me´todos com Representac¸a˜o Aproximada
Em contraste com representac¸o˜es tabulares, discutidas na subsec¸a˜o anterior, representac¸o˜es
utilizando arquiteturas que envolvam paraˆmetros de dimensa˜o pequena em relac¸a˜o a` cardina-
lidade do espac¸o de estados S sa˜o denominadas representac¸o˜es compactas ou representac¸o˜es
aproximadas. Em uma representac¸a˜o compacta t´ıpica, apenas o vetor de paraˆmetros r e a
estrutura geral da arquitetura de aproximac¸a˜o A sa˜o armazenados; os custos aproximados V(x)
sa˜o gerados apenas quando estritamente necessa´rio. Se, por exemplo, V(x) e´ a sa´ıda de uma
rede neural, r e´ o vetor de pesos associados a essa rede; se V(x) e´ uma func¸a˜o polinomial, r e´
o vetor de coeficientes do polinoˆmio.
Me´todos programac¸a˜o dinaˆmica com representac¸a˜o aproximada (PDRA) sa˜o me´todos sub-
o´timos que utilizam aproximac¸o˜es da func¸a˜o valor o´tima V ∗ do problema. Esses me´todos
requerem a definic¸a˜o de uma arquitetura de aproximac¸a˜o arbitra´ria; por exemplo o conjunto
dos polinoˆmios em S de ordem 2, ou um conjunto de no´s e camadas que defina a estrutura de
uma rede neural. Definida a arquitetura, busca-se em seu domı´nio uma func¸a˜o que aproxime
V ∗ satisfatoriamente. Essa func¸a˜o e´ denominada“func¸a˜o valor aproximada”. Definic¸o˜es formais
dos elementos mencionados neste para´grafo sa˜o apresentadas a seguir.
Arquitetura de Aproximac¸a˜o Conjunto arbitra´rio de func¸o˜es parame´tricas. Cada elemento
desse conjunto corresponde a um paraˆmetro.
Func¸a˜o Valor Aproximada Elemento da arquitetura correspondente a um paraˆmetro fixo.
Conjunto de Amostragem M ⊂ S Conjunto de estados nos quais o operador de programa-
c¸a˜o dinaˆmica e´ aplicado.
Operador de Projec¸a˜o Operador que obte´m func¸o˜es valor aproximadas a partir de pares (x,
V (x)), sendo x um estado pertencente ao conjunto amostragem e V (x) o resultado da
aplicac¸a˜o operador de programac¸a˜o dinaˆmica nesse estado.
Conve´m mencionar que a arquitetura de aproximac¸a˜o e´ definida a` priori pelo usua´rio e
permanece inalterada durante a execuc¸a˜o de um algoritmo de PDRA.
Denota-se por A a arquitetura de aproximac¸a˜o utilizada, por R o conjunto de paraˆmetros
admiss´ıveis e por V := A(r), r ∈ R um elemento da arquitetura, isto e´, uma candidata a func¸a˜o
valor aproximada. A estrutura da func¸a˜o V deve ser definida de forma que a avaliac¸a˜o de V(x)
para qualquer estado x ∈ S possa ser facilmente obtida.
Ao final do processo, substitui-se a func¸a˜o valor o´tima V ∗(x), x ∈ S por uma aproximac¸a˜o
V(x) = A(r, x) e utiliza-se no estado x um controle sub-o´timo π˜(x) que satisfac¸a a` expressa˜o
π˜(x) = arg min
π
E
[
h(x, π) +
∑
y∈S
pxy(π)V(y)
]
. (4.5)
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Na expressa˜o acima, pxy(π) denota a probabilidade de transic¸a˜o do estado x ao estado y.
O diagrama na Figura 4.4 detalha o processo de obtenc¸a˜o do custo aproximado para um dado
estado x ∈ S. Aplicando-se um vetor r ∈ R a` arquitetura de aproximac¸a˜o A, obte´m-se uma
func¸a˜o valor aproximada V . Para todo x ∈ S, o custo aproximado V(x) pode ser facilmente
obtido aplicando-se x a` aproximac¸a˜o V .
Arquitetura de Aproximac¸a˜o
r
x
V V(x)
Fig. 4.1: Estrutura da Aproximac¸a˜o de Func¸o˜es Valor
Busca-se, atrave´s do uso de aproximac¸o˜es, solucionar problemas com um grande nu´mero
de estados utilizando-se arquiteturas de aproximac¸a˜o A associadas a vetores de paraˆmetros r
de pequenas dimenso˜es. Pretende-se, dessa forma, obter um algoritmo aproximado com custo
computacional significativamente reduzido em relac¸a˜o ao algoritmo de PD padra˜o. O vetor de
paraˆmetros r e´ melhorado iterativamente ate´ que se obtenha uma func¸a˜o V que aproxime V ∗
satisfatoriamente. Assim, a determinac¸a˜o da func¸a˜o valor aproximada V envolve:
1. Definir a arquitetura de aproximac¸a˜o A;
2. Obter o vetor de paraˆmetros r de maneira a minimizar uma medida de erro entre V ∗ e V .
4.4.1 Simulac¸a˜o e Treinamento
Vale ressaltar que, embora se deseje aproximar a func¸a˜o valor o´tima V ∗ atrave´s de uma
func¸a˜o parame´trica V ∈ A, na˜o se dispo˜e de um conjunto de amostras (x, V ∗(x)) que poderia
ser usado para se obter V por meio da minimizac¸a˜o de uma medida de erro, por exemplo o erro
quadra´tico me´dio. Deve-se, portanto, obter func¸o˜es valor sub-o´timas atrave´s de um operador
(exato ou aproximado) de programac¸a˜o dinaˆmica e tentar melhora´-las iterativamente. Cada
func¸a˜o valor gerada no processo e´ aproximada por um elemento da arquitetura V ∈ A e aplica-se
a esse elemento o operador de PD que gerara´ uma nova func¸a˜o valor a ser utilizada na iterac¸a˜o
seguinte.
Cabe, portanto, definir um mapeamento do espac¸o de func¸o˜es valor ao espac¸o de func¸o˜es
valor aproximadas A. Dado que pretende-se solucionar problemas de grande dimensa˜o, e´ con-
veniente definir um mapeamento que gere aproximac¸o˜es a partir de um conjunto reduzido de
amostras. Esse mapeamento, denotado por PA, e´ denominado operador de projec¸a˜o e gera
uma func¸a˜o valor aproximada V ∈ A a partir de um conjunto finito de pares (x, V (x)), sendo
x ∈ S um estado do sistema e V (x) sua func¸a˜o valor, de maneira a minimizar uma medida
de erro definida a` priori (por exemplo, o erro quadra´tico me´dio). A Figura 4.2 abaixo ilus-
tra o processo de obtenc¸a˜o de uma func¸a˜o valor aproximada a partir de pares de treinamento
(x, V (x)).
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Amostras (x, V (x)) PA V ∈ A
Fig. 4.2: Funcionamento do Operador de Projec¸a˜o PA
Algoritmos PDRA alternam passos de obtenc¸a˜o de pares de treinamento, atrave´s de um
operador de programac¸a˜o dinaˆmica (exato ou aproximado), e aplicac¸o˜es do operador de projec¸a˜o
PA. Esses passos se repetem um nu´mero indeterminado de vezes, ate´ que um crite´rio de parada
pre´ definido seja satisfeito. Um esquema ilustrativo em malha fechada e´ apresentado na Figura
4.3.
Amostras (x, V (x) = TV(x)) PA V ∈ A
Operador de
Programac¸a˜o Dinaˆmica
Fig. 4.3: Esquema em Malha Fechada do Algoritmo PDRA
Observando o esquema ilustrativo na figura 4.3, verifica-se que o algoritmo de PDRA e´ um
procedimento recursivo em que, a cada iterac¸a˜o
1. Obte´m-se pares de treinamento x, V k(x) = TVk(x);
2. Aplica-se o operador de projec¸a˜o PA a esses pares de treinamento, obtendo-se uma func¸a˜o
aproximada Vk+1.
E´ pertinente questionar se o procedimento recursivo apresentado acima converge. Em caso
positivo, poder-se-ia indagar para quais arquiteturas de aproximac¸a˜o a convergeˆncia e´ garantida
e o que se pode inferir sobre o ponto de acumulac¸a˜o. Esses pontos sa˜o abordados na pro´xima
sec¸a˜o, na qual se apresenta uma discussa˜o detalhada sobre os resultados existentes na literatura.
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4.4.2 Notas Bibliogra´ficas
A ide´ia de se utilizar uma arquitetura de aproximac¸a˜o no intuito de reduzir a complexi-
dade e o espac¸o de busca de problemas de programac¸a˜o dinaˆmica tem sido bastante discu-
tida e utilizada na literatura, veja (Si et al. 2004), (Bertsekas e Tsitsiklis 1996), (Sutton e
Barto 1998). Essa abordagem mostrou-se satisfato´ria em algumas aplicac¸o˜es pra´ticas; veja por
exemplo (Tesauro 1992). Na˜o obstante, existem relatos de divergeˆncia que po˜em em du´vida a
universalidade dessa te´cnica. Veja, por exemplo, (Boyan e Moore 1995).
A partir dos relatos de divergeˆncia, surgiram va´rios algoritmos com convergeˆncia garantida,
veja por exemplo: (Gordon 1995), (Baird 1995), (Tsitsiklis e Roy 1996), (Tsitsiklis e Roy 1999),
(Reynolds 2002). Trata-se de algoritmos cuja convergeˆncia esta´ condicionada ao emprego de
uma determinada arquitetura de aproximac¸a˜o. (Gordon 1995) demonstrou que a combinac¸a˜o
de um operador de projec¸a˜o PA na˜o-expansivo em norma infinita com um operador de PD con-
trativo e´ esta´vel e possui convergeˆncia garantida. Um resultado similar foi obtido por (Tsitsiklis
e Roy 1996). A partir desses resultados, outros algoritmos de convergeˆncia garantida foram
apresentados por (Baird 1995) e (Reynolds 2002) para o caso de arquiteturas de aproximac¸a˜o
lineares. Nesse contexto, a func¸a˜o valor aproximada e´ dada por uma combinac¸a˜o linear de um
vetor de paraˆmetros. Outros algoritmos com convergeˆncia garantida foram apresentados em
(Perkins e Precup 2003) e (Szepesva´ri 2001). O volume (Si et al. 2004) conte´m uma colec¸a˜o de
resultados recentes no campo de programac¸a˜o dinaˆmica aproximada.
Embora interessantes, os algoritmos citados no para´grafo anterior se restringem a classes
reduzidas de arquiteturas de aproximac¸a˜o, notadamente arquiteturas lineares e combinac¸o˜es
convexas com propriedades espec´ıficas, tais como aquelas advogadas em (Gordon 1995). Mais
detalhes sobre a abordagem proposta em (Gordon 1995) podem ser encontrados no Apeˆndice
A. Estabelece-se, nesta tese, o objetivo de se obter resultados mais gerais no que se refere
a` convergeˆncia de algoritmos PDRA, aplica´veis a arquiteturas de aproximac¸o˜es arbitra´rias.
Nesse contexto, concentra-se a atenc¸a˜o em problemas com custo descontado. Introduz-se, para
esses problemas, um procedimento sistema´tico de gerac¸a˜o de algoritmos PDRA convergentes
independente da arquitetura de aproximac¸a˜o utilizada. Isso e´ realizado por meio da monitorac¸a˜o
de iterac¸o˜es sucessivas do algoritmo aproximado, num mecanismo ana´logo ao de controle de
passo em problemas de otimizac¸a˜o.
Introduz-se nesta tese o conceito de expanso˜es controladas, isto e´, operadores de projec¸a˜o
expansivos, mas que produzem mapeamentos contrativos quando combinados com operadores
DP contrativos. Abandonando a noc¸a˜o de operadores de projec¸a˜o na˜o expansivos apresentada
em (Gordon 1995), que foi provada convergente mas na˜o necessariamente para a melhor apro-
ximac¸a˜o, demonstra-se que expanso˜es controladas em norma infinita possibilitam convergeˆncia
para a projec¸a˜o da func¸a˜o valor o´tima no espac¸o da arquitetura de aproximac¸a˜o, independente
da arquitetura de aproximac¸a˜o utilizada. Esse e´ um resultado encorajador, embora essenci-
almente teo´rico, uma vez que a avaliac¸a˜o em norma infinita e´ impratica´vel para espac¸os de
estados de grande dimensa˜o.
Entretanto, os resultados obtidos para a norma infinita podem ser estendidos para qualquer
norma de subconjunto de interesse. Nesse contexto, pode-se derivar algoritmos que convirjam
para a projec¸a˜o de um ponto fixo do operador de PD - T - com respeito a uma norma de subcon-
junto, por exemplo a norma infinita no conjunto de M introduzido na Sec¸a˜o 4.4, assumindo-se
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que T e´ contrativo com relac¸a˜o a essa norma. Esse algoritmo pode ser obtido por meio de
uma monitorac¸a˜o da diferenc¸a entre iterac¸o˜es sucessivas do algoritmo aproximado, destinada a
assegurar que o operador de projec¸a˜o satisfac¸a a` definic¸a˜o de expansa˜o controlada em relac¸a˜o
a` norma de subconjunto utilizada. Ale´m disso, o mecanismo de controle de diferenc¸a entre
iterac¸o˜es sucessivas pode tambe´m ser usado a fim de assegurar a contratividade do operador de
PD aproximada, que sera´ introduzido na pro´xima sec¸a˜o, com respeito a` norma de subconjunto.
Nesse caso, embora na˜o se tenha obtido garantias de desempenho, elimina-se a possibilidade
de divergeˆncia e agrega-se confiabilidade ao algoritmo aproximado.
No contexto introduzido neste trabalho, algoritmos convergentes baseados na abordagem
em (Gordon 1995) podem ser vistos como um caso particular. Nesses algoritmos, o passo de
monitorac¸a˜o de iterac¸o˜es sucessivas e´ desnessa´rio, uma vez que a propriedade de na˜o expansa˜o
do operador de projec¸a˜o limita a diferenc¸a entre as func¸o˜es valor aproximadas obtidas em
iterac¸o˜es sucessivas e assegura convergeˆncia.
4.5 O Algoritmo PDRA
Suponha que a soluc¸a˜o de um PDM descontado exista e possa ser obtida por um mape-
amento contrativo T . Nesse caso, a soluc¸a˜o exata desse PDM coincide com o ponto fixo do
operador T e pode ser obtida pelo algoritmo de iterac¸a˜o de valor (Puterman 1994)
Vk+1 = TVk,
a partir de qualquer func¸a˜o inicial V0 : S → R. Seguindo a notac¸a˜o introduzida por (Gordon
1995), o algoritmo PDRA e´ definido abaixo:
V0 ∈ A
Vk = PA(TVk−1), ∀k ∈ N ,
(4.6)
sendo que A e´ uma arquitetura de aproximac¸a˜o escolhida a` priori, PA e´ o operador de projec¸a˜o
introduzido na sec¸a˜o 4.4.1 e T e´ o mapeamento contrativo do algoritmo exato, como mencionado
anteriormente. Note que Vk representa uma func¸a˜o valor exata, ao passo que Vk denota uma
func¸a˜o valor aproximada, pertencente a` arquitetura de aproximac¸a˜o A sendo utilizada. No
decorrer deste trabalho, essa notac¸a˜o sera´ mantida.
Quando convergente, um algoritmo PDRA converge para a func¸a˜o obtida da relac¸a˜o de
ponto fixo
V¯ = PA(T V¯)
a qual pode ser avaliada por meio de iterac¸a˜o de valor aproximada. De maneira qualificar as
soluc¸o˜es fornecidas pelo algoritmo (4.6), define-se a resposta o´tima de um algoritmo PDRA
como sendo o ponto V∗ ∈ A, tal que
||PA(V
∗)− V∗||M = 0,
sendo que na expressa˜o acima V ∗ e´ interpretado como um ponto fixo do operador T com respeito
a` norma || · ||M e M e´ o conjunto de amostragem utilizado pelo operador de projec¸a˜o PA. Vale
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ressaltar que o ponto fixo do operador T com relac¸a˜o a` norma ||·||M na˜o e´ necessariamente u´nico
e pode na˜o ter relac¸a˜o com o ponto fixo de T em relac¸a˜o a` norma infinita, i.e. a soluc¸a˜o exata
do algoritmo PD. O ponto de acumulac¸a˜o V∗ e´ denominado “projec¸a˜o o´tima”. Vale ressaltar
que o conceito de projec¸a˜o o´tima e´ uma novidade introduzida neste trabalho. Observe que
a projec¸a˜o o´tima pertence a` arquitetura de aproximac¸a˜o e pode, em princ´ıpio, ser alcanc¸ada
pelo algoritmo PDRA. Neste trabalho, entende-se que definir a resposta o´tima de um algoritmo
aproximado como sendo a melhor aproximac¸a˜o da soluc¸a˜o real pela arquitetura escolhida e´
um avanc¸o, ja´ que assim a avalic¸a˜o da resposta de um algoritmo aproximado desvincula-se de
conceitos como qualidade da aproximac¸a˜o, muito dif´ıceis de serem medidos na pra´tica, ja´ que
a func¸a˜o valor do problema e´ desconhecida a` priori.
A definic¸a˜o da resposta o´tima carrega, a` primeira vista, uma inconsisteˆncia, considerando-se
que a func¸a˜o valor o´tima V ∗ e´, como mencionado anteriormente, desconhecida. Essa aparente
inconsisteˆncia e´ contornada pela definic¸a˜o de uma medida de erro apropriada entre uma iterac¸a˜o
do algoritmo PDRA com a iterac¸a˜o correspondente do algoritmo PD a partir de uma mesma
soluc¸a˜o inicial, pertencente a` arquitetura de aproximac¸a˜o. Mostra-se que essa medida de erro
decresce geometricamente para uma certa classe de operadores de projec¸a˜o, possibilitando assim
a obtenc¸a˜o da projec¸a˜o o´tima pelo algoritmo PDRA a partir de qualquer soluc¸a˜o inicial. Visto
que a projec¸a˜o o´tima depende da arquitetura de aproximac¸a˜o escolhida, a utilizac¸a˜o de uma
arquitetura de aproximac¸a˜o adequada e´ fundamental. Vale ressaltar que essa afirmac¸a˜o aplica-
se a qualquer algoritmo de PD com representac¸a˜o aproximada. No entanto, uma discussa˜o
sobre a escolha da arquitetura de aproximac¸a˜o a ser utilizada foge do escopo deste trabalho.
(Gordon 1995) demonstrou que o algoritmo (4.6) converge quando o operador de projec¸a˜o
e´ na˜o expansivo, ou seja
||PA(x)− PA(y)|| ≤ ||x− y||
para todos x, y pertencentes ao domı´nio de PA, sendo || · || a norma infinita. Outros autores
exploraram propriedades de projec¸o˜es na˜o expansivas, por exemplo (Reynolds 2002), para de-
senvolver algoritmos convergentes aplica´veis a arquiteturas de aproximac¸a˜o espec´ıficas. Na˜o
obstante, a resposta a esses algoritmos pode ser diferente da projec¸a˜o o´tima definida acima.
Esse trabalho trata, mais adiante, de projec¸o˜es expansivas, procurando uma teoria geral apli-
ca´vel a qualquer arquitetura de aproximac¸a˜o. Mais que isso, define-se um algoritmo que pode
convergir para a projec¸a˜o o´tima.
A fim de dar prosseguimento ao trabalho, assume-se que a arquitetura de aproximac¸a˜o e´
“bem comportada” no sentido da hipo´tese abaixo.
B1 Seja S o espac¸o de estados do PDM a ser solucionado. Qualquer func¸a˜o valor finita V : S →
R possui uma projec¸a˜o finita, PA(V ), no espac¸o das func¸o˜es pertencentes a` arquitetura
de aproximac¸a˜o A.
Uma propriedade o´bvia do operador de projec¸a˜o e´
PA(Y ) = Y, ∀Y ∈ A. (4.7)
A pro´xima sec¸a˜o traz condic¸o˜es suficientes para que o algoritmo (4.6) convirja para a pro-
jec¸a˜o o´tima PA(V
∗). Como mencionado acima, investiga-se as propriedades de operadores de
projec¸a˜o expansivos que apresentem propriedades deseja´veis, possibilitando a convergeˆncia do
algoritmo aproximado.
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4.6 Mapeamentos Aproximados Contrativos
Ao inve´s de definir um mapeamento aproximado (algoritmo PDRA) para depois investigar
suas propriedades, assume-se que o mapeamento aproximado utilizado Tˆ := PA◦T e´ contrativo,
sendo seu ponto fixo a soluc¸a˜o do algoritmo PDRA; no decorrer do cap´ıtulo, mostra-se como
construir um mapeamento aproximado dessa natureza.
O principal resultado desta sec¸a˜o aparece no teorema 3 e traz as condic¸o˜es suficientes para
a convergeˆncia do algoritmo (4.6) a` projec¸a˜o o´tima PA(V
∗). Considere, antes, o seguinte lema
enunciado em (Williams e Baird 1993):
Lema 3. Seja T um mapeamento contrativo em norma ||·||. Para toda func¸a˜o valor V : S → R
||V − V ∗|| ≤
||V − TV ||
1− α
sendo α ∈ (0, 1) o fator de contrac¸a˜o do operador T .
Seja α a taxa de contrac¸a˜o do algoritmo do mapeamento exato T e considere que o mapea-
mento aproximado Tˆ = PA◦T possui uma taxa de contrac¸a˜o γ. Uma simples aplicac¸a˜o do lema
3 ao mapeamento Tˆ mostra que a regia˜o de busca do mapeamento aproximado pode na˜o incluir
a projec¸a˜o o´tima PA(V
∗) se este se contrair a uma taxa menor que α. Portanto, para fazer com
que a projec¸a˜o o´tima pertenc¸a a` regia˜o de busca do algoritmo aproximado, considera-se que a
taxa de contrac¸a˜o do mapeamento Tˆ e´ estritamente maior que α.
Seja || · ||M a norma infinita no subconjunto de amostragem M ⊂ S, M 6= ∅ definido na
Sec¸a˜o 4.4. Cabe recordar que o operador de projec¸a˜o PA utiliza apenas estados s ∈ M . No
decorrer desta Sec¸a˜o, utiliza-se a seguinte hipo´tese:
B2 O operador de PD T e´ contrativo com respeito a` norma || · ||M .
B3 O operador de PDRA Tˆ = PA ◦ T e´ contrativo com respeito a` norma || · ||M .
A partir da hipo´tese B3, um limitante superior de erro pode ser gerado para o algoritmo
aproximado por meio da aplicac¸a˜o da propriedade de contrac¸a˜o do mapeamento aproximado
Tˆ = PA ◦ T . Note que esse limite superior de erro e´ similar ao encontrado em (Bertsekas e
Tsitsiklis 1996, pg. 333).
Lema 4. Assuma B1 e B3 e seja γ a taxa de contrac¸a˜o do operador Tˆ em norma || · ||M . Enta˜o
||PA(T
kV0)− Vk||M ≤
k−1∑
j=1
γj||T k−jV0 − PA(T
k−jV0)||M
Demonstrac¸a˜o.
||PA(T
kV0)− Vk||M = ||PA(T
kV0)− PA(TVk−1)||M
= ||PA ◦ T (T
k−1V0)− PA ◦ T (Vk−1)||M
≤ γ||T k−1V0 − Vk−1||M
= γ||T k−1V0 − Vk−1 − PA(T
k−1V0) + PA(T
k−1V0)||M
≤ γ||PA(T
k−1V0)− Vk−1||M + γ||T
k−1V0 − PA(T
k−1V0)||M
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Iterando a expressa˜o acima, obte´m-se
||PA(T
kV0)− Vk||M ≤
k−1∑
j=1
γj||T k−jV0 − PA(T
k−jV0)||M + γ
k−1||PA(TV0)− V1||M
sendo que o u´ltimo termo acima se anula.
O limitante apresentado no Lemma 4 e´ de natureza geral e implica basicamente que o
erro final do algoritmo e´ limitado pela somato´ria dos erros acumulados durante a execuc¸a˜o do
algoritmo aproximado. Seria poss´ıvel melhorar esse limitante de erro? Sob certas condic¸o˜es,
essa resposta e´ positiva. Tais condic¸o˜es sa˜o apresentadas na pro´xima definic¸a˜o.
Definic¸a˜o 5. Um operador de projec¸a˜o PA e´ uma expansa˜o controlada em norma || · ||M com
respeito a um mapeamento contrativo T se, para todo x, y no domı´nio de PA,
||PA(x)− PA(y)||M ≥ ||x− y||M
e PA ◦ T e´ uma contrac¸a˜o com taxa γ ∈ (α, 1).
Obviamente, o limite inferior na taxa de contrac¸a˜o γ procede, dado que Tˆ e´ a combinac¸a˜o de
uma expansa˜o e um mapeamento contrativo e na˜o pode, portanto, contrair a uma taxa maior
que o operador T .
Lema 5. Assuma B1−B3 e suponha que PA e´ uma expansa˜o controlada em norma || · ||M com
respeito ao operador contrativo T . Enta˜o
||PA(T
kV0)− Vk||M ≤ γ
k−1||TV0 − V1||M
Demonstrac¸a˜o. Uma vez que PA e´ uma expansa˜o controlada, temos por definic¸a˜o
||PA(T
kV0)− Vk||M = ||PA ◦ T (T
k−1V0)− PA ◦ T (Vk−1)||M
≤ γ||T k−1V0 − Vk−1||M . (4.8)
Ale´m disso
||T k−1V0 − Vk−1||M ≤ ||PA(T
k−1V0)− PA(Vk−1)||M = ||PA(T
k−1V0)− Vk−1||M .
Substituindo a expressa˜o em (4.8), obte´m-se
||PA(T
kV0)− Vk||M ≤ γ||PA(T
k−1V0)− Vk−1||M .
Iterando-se a expressa˜o acima, obte´m-se
||PA(T
kV0)− Vk||M ≤ γ
k−1||TV0 − V1||M .
Teorema 3. Assuma B1 e seja PA uma expansa˜o controlada com respeito ao operador contra-
tivo T . Enta˜o o algoritmo (4.6) converge para PA(V
∗).
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Demonstrac¸a˜o. Segue diretamente do lema 5 que
lim sup
k→∞
||PA(V
∗)− Vk||M ≤ lim sup
k→∞
||PA(V
∗)− PA(T
kV0)||M
+ lim sup
k→∞
||PA(T
kV0)− Vk||M
≤ 0 + sup
k→∞
γk−1||TV0 − V1||M = 0
Comenta´rio 2. Quando M = S, V ∗ e´ o u´nico ponto fixo do operador T em norma infinita.
Nesse caso, portanto, o algoritmo PDRA converge para PA(V
∗), isto e´, a projec¸a˜o da func¸a˜o
valor o´tima na arquitetura de aproximac¸a˜o.
4.6.1 Gerac¸a˜o de Expanso˜es Controladas
Foram apresentados ate´ aqui resultados interessantes aplica´veis a expanso˜es controladas.
Introduz-se, nesta sec¸a˜o, uma maneira simples de gerar uma expansa˜o controlada. O Lema 6
mostra como gerar uma expansa˜o controlada em norma || · ||M por meio da monitorac¸a˜o de
iterac¸o˜es sucessivas do algoritmo PDRA.
Lema 6. Assuma B1−B3. Seja θ a taxa de contrac¸a˜o do operador T na norma || · ||M , e seja
σ ∈ (θ, 1), e suponha que
θ||Vk − Vk−1||M ≤ ||Vk+1 − Vk||M ≤ σ||Vk − Vk−1||M , (4.9)
se verifica para todo k > 0. Enta˜o PA e´ uma expansa˜o controlada com respeito a T .
Demonstrac¸a˜o. A primeira desigualdade na equac¸a˜o (4.9) equivale a
||PA(TVk)− PA(TVk−1)||M ≥ θ||Vk − Vk−1||M
≥ ||TVk − TVk−1||M .
Portanto, PA e´ uma expansa˜o. Ale´m disso, a u´ltima desigualdade em (4.9) indica que
operador Tˆ = PA ◦ T e´ contrativo, com taxa θ ≤ σ ≤ 1. Logo, temos que PA satisfaz a
Definic¸a˜o 5.
Conclui-se dos resultados apresentados ate´ aqui que, utilizando-se a desigualdade (4.9) no
Lema 6 e monitorando-se iterac¸o˜es sucessivas do algoritmo PDRA, pode-se estabelecer algo-
ritmos convergentes, tal que PA seja uma expansa˜o controlada, para qualquer arquitetura de
aproximac¸a˜o arbitra´ria. Esse assunto e´ detalhado na pro´xima sec¸a˜o.
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Algoritmo 2 Algoritmo PDRA Convergente Baseado em Expanso˜es Controladas
Passo 0 In´ıcio
1. Escolha σ ∈ (θ, 1), m ≥ 1
2. Estabelec¸a a toleraˆncia tol = δ
3. Escolha V0 ∈ A
4. y ← σ−1||PA(TV0)− V0||M
5. k ← 0
Passo 1 Atualizac¸a˜o
1. k ← k + 1
2. V
′
k ← PA(TVk−1)
3. ∆ ← V
′
k − Vk−1
Passo 2 Controle de Expansa˜o
1. ρ = maxr{r||∆||M ≤ σy}
2. Vk ← Vk−1 + ρ∆
3. y ← ρ||∆||M
Passo 3 Teste de Convergeˆncia
Se( y ≤ tol ) Parar
Caso contra´rio Voltar ao Passo 1
4.6.2 Construindo Um Algoritmo Aproximado Convergente
Nesta sec¸a˜o, abordamos o problema de implementar algoritmos PDRA convergentes para
arquiteturas de aproximac¸a˜o arbitra´rias, com base nos resultados do Lema 6. O Algoritmo 2 foi
idealizado para se ajustar a`s desigualdades (4.9) a cada iterac¸a˜o. Utilizando qualquer operador
de projec¸a˜o como base, emprega-se, a cada iterac¸a˜o (se necessa´rio), um fator de ajuste na
projec¸a˜o obtida por esse operador, de modo a gerar uma expansa˜o controlada.
Observe que a varia´vel ρ no passo 2 do Algoritmo 2 pode ser interpretada como o ma´ximo
passo a ser empregado na direc¸a˜o ∆ de modo a se satisfazer a desigualdade (4.9). O operador
aproximado resultante e´ um mapeamento contrativo com taxa de contrac¸a˜o σ e satisfaz a
Definic¸a˜o 5. Como mencionado na Sec¸a˜o 4.6, o Algoritmo 2 converge para a projec¸a˜o de um
ponto fixo do operador T na norma || · ||M .
Note-se que quando na˜o e´ poss´ıvel estabelecer a taxa de contrac¸a˜o do operador T com
respeito a` norma de subconjunto || · ||M , ainda assim o Algoritmo 2 e´ convergente para qualquer
σ < 1 escolhido. Nesse caso, o Algoritmo 2 monitora a diferenc¸a entre iterac¸o˜es sucessivas de
forma a garantir que o mapeamento aproximado resultante e´ || · ||M -contrativo. Entretanto,
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com os resultados obtidos neste cap´ıtulo, nada se pode inferir a respeito da qualidade da
soluc¸a˜o aproximada obtida dessa maneira. Algoritmos baseados em operadores de projec¸a˜o
na˜o expansivos, e.g. (Gordon 1995), sa˜o casos particulares onde o passo de monitorac¸a˜o na˜o se
faz necessa´rio para garantir convergeˆncia. A pro´pria estrutura do operador de projec¸a˜o garante
que a diferenc¸a entre candidatas a func¸a˜o valor aproximada decresce a cada iterac¸ao. Para mais
detalhes, veja o Apeˆndice A.
4.7 Considerac¸o˜es Finais e Contextualizac¸a˜o
Estabeleceu-se, neste capt´iulo, uma classe de algoritmos PDRA convergentes para qualquer
arquitetura de aproximac¸a˜o. A convergeˆncia do me´todo e´ obtida por meio da monitorac¸a˜o
de iterac¸o˜es sucessivas do algoritmo aproximado, empregando-se um fator de ajuste de passo
quando necessa´rio.
Foram introduzidos os conceitos de expanso˜es controladas e projec¸a˜o o´tima, sendo que este
u´ltimo denota um ponto fixo do operador de PD na norma infinita empregada em um sub-
conjunto de amostragem M . Mostrou-se que a utilizac¸a˜o de expanso˜es controladas garante a
convergeˆncia do algoritmo para a projec¸a˜o o´tima e introduziu-se um algoritmo que, por meio
de monitorac¸a˜o de iterac¸o˜es sucessivas e emprego de um fator de ajuste quando necessa´rio,
transforma qualquer operador de projec¸a˜o utilizado como base em uma expansa˜o controlada.
Dessa forma, pode-se garantir a convergeˆncia do me´todo para a projec¸a˜o o´tima.
Os resultados obtidos possibilitam avanc¸os em dois sentidos. Em primeiro lugar introduz-se
um algoritmo convergente para qualquer arquitetura de aproximac¸a˜o arbitra´ria. Em segundo
lugar, por meio do emprego de expanso˜es controladas, a natureza do ponto de acumulac¸a˜o pode
ser inferida. Resultados nesse sentido ainda na˜o haviam sido obtidos na literatura.
Introduz-se, no Cap´ıtulo 6, um algoritmo PDRA baseado em aproximac¸a˜o polinomial da
func¸a˜o valor para o problema P&E estudado. As ide´ias obtidas nesse algoritmo sera˜o empre-
gadas no sentido de garantir a convergeˆncia do algoritmo proposto por meio da monitorac¸a˜o
de iterac¸o˜es sucessivas nos moldes do Lema 6 e do Algoritmo 2.
Cap´ıtulo 5
Estabilidade Estoca´stica e Soluc¸o˜es
Aproximadas
5.1 Preliminares
Os resultados do Cap´ıtulo 3 permitem a definic¸a˜o de procedimentos de identificac¸a˜o de
pol´ıticas esta´veis de fa´cil implementac¸a˜o mesmo para problemas P&E complexos e de grande
porte. Uma maneira de explorar esses resultados consiste em identificar func¸o˜es de Foster-
Lyapunov que definam um conjunto recorrente finito SF .
Dessa forma, a implementac¸a˜o de uma pol´ıtica de controle pode ser considerada em dois
passos:
1. Identificac¸a˜o de ac¸o˜es de controle no conjunto S \ SF que levem o sistema a` regia˜o de
estabilidade SF em tempo finito, a partir de qualquer estado naquele conjunto;
2. Estabelecimento de ac¸o˜es de controle sub-o´timas no interior da regia˜o SF .
O segundo passo pode, naturalmente, ser implementado iterando-se o operador de programac¸a˜o
dinaˆmica na regia˜o SF e estabelecendo-se valores de contorno aproximados para os estados
vizinhos. Dessa forma, e´ poss´ıvel evitar o esforc¸o computacional de se calcular a pol´ıtica o´tima
em todo o espac¸o de estados S.
Neste cap´ıtulo, mostrar-se-a´ que o estabelecimento de func¸o˜es de Foster/Lyapunov, assim
como a consequ¨ente implicac¸a˜o de estabilidade estoca´stica, pode ser utilizado para simplificar
o procedimento de obtenc¸a˜o de soluc¸o˜es aproximadas (sub-o´timas) em problemas de grande
porte. Ao se mudar o foco do problema, concentrando-se em uma regia˜o finita do espac¸o de
estados, pode-se estabelecer procedimentos simples para obter pol´ıticas sub-o´timas de controle
que sejam naturalmente esta´veis para o problema em estudo.
Me´todos de programac¸a˜o dinaˆmica com representac¸a˜o aproximada, introduzidos no Cap´ıtulo
4, podem tambe´m ser utilizados na obtenc¸a˜o de soluc¸o˜es aproximadas em problemas com espac¸o
de estados demasiadamente grandes, para os quais me´todos de programac¸a˜o dinaˆmica sejam
impratica´veis.
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5.2 Frequ¨eˆncia de Visitas a Estados do Sistema
Esta sec¸a˜o traz como exemplo nume´rico um problema P&E de dois produtos. Esse exem-
plo e´ apresentado no intuito de ilustrar a existeˆncia de uma regia˜o de atrac¸a˜o, ou regia˜o de
estabilidade (esse u´ltimo termo sendo empregado com mais frequ¨eˆncia no decorrer do trabalho)
em problemas P&E. Para qualquer pol´ıtica de controle esta´vel, existe uma regia˜o de atrac¸a˜o.
Simula-se o sistema em regime estaciona´rio, empregando as ac¸o˜es de controle o´timas e efetua-se
uma contagem do nu´mero de visitas a cada estado do sistema. O objetivo e´ mostrar que alguns
estados sa˜o muito mais visitados que outros, o que indica uma tendeˆncia do sistema de retornar
com mais frequ¨eˆncia a esses estados.
Utiliza-se como exemplo um problema h´ıbrido de dois produtos, nos moldes da Sec¸a˜o 2.4.1.
Os dados referentes a esse exemplo, doravante denominado Exemplo 1, sa˜o apresentados nas
tabelas 5.1 e 5.2.
Tab. 5.1: Paraˆmetros do Exemplo 1.
γ I1 I2 η1 η2 β1 β2 L(n) g(z, z¯)
0.15 6 4 5 5 10 20 10|n1|+ n
2
2 10
Tab. 5.2: Durac¸a˜o dos Esta´gios no Exemplo 1.
Produto 1 Produto 2
Esta´gios Esta´gios
1 2 3 4 5 6 1 2 3 4
0.40 0.50 0.60 0.10 0.15 0.05 0.40 0.60 0.50 0.30
As distribuic¸o˜es de demanda sa˜o constru´ıdas a partir de um processo cla´ssico de chegada
poissoniana. Nesse modelo, assume-se que as chegadas de demanda para cada produto j sa˜o in-
dependentes e ocorrem em tempo cont´ınuo a uma taxa constante δj > 0. Ale´m disso, os pedidos
individuais de cada produto formam uma sequ¨eˆncia de varia´veis independentes e identicamente
distribu´ıdas (iid). As taxas de demanda por cada produto, assim como as distribuic¸o˜es dos
pedidos individuais, sa˜o mostradas na Tabela 5.3.
Tab. 5.3: Distribuic¸o˜es de Demanda Para o Exemplo 1.
Produto 1 Produto 2
λ1 p
2
1 p
2
2 p
2
3 p
2
4 p
2
5 p
2
6 λ2 p
1
1 p
1
2 p
1
3
0.3 0.0964 0.237 0.3151 0.237 0.0964 0.0182 0.3 0.4167 0.4167 0.1667
Para todo subconjunto de produc¸a˜o Sj, j = 1, 2, e todo esta´gio de produc¸a˜o i(j) ∈ Ij,
obte´m-se a distribuic¸a˜o final de demanda para cada uma das duas classes de produtos a partir
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da taxa de chegada de demanda e da durac¸a˜o do esta´gio de produc¸a˜o. A probabilidade de que
k pedidos do produto j cheguem em um dado esta´gio de produc¸a˜o de durac¸a˜o t e´ dada por
ρjk = e
−δjt · δkj /k!. E a quantidade ma´xima de chegadas de demanda (pedidos) em um dado
esta´gio de produc¸a˜o e´ obtida truncando-se a distribuic¸a˜o de probabilidade ρjk em uma precisa˜o
pre´-definida. No exemplo em questa˜o, apenas as probabilidades ρjk > 0.05 sa˜o selecionadas e a
distribuic¸a˜o final de chegadas de demanda e´ obtida por meio de renormalizac¸a˜o.
No subconjunto de paralisac¸a˜o S0, define-se o instante de inspec¸a˜o como sendo o instante
de chegada do primeiro pedido. Assim, a probabilidade de transic¸a˜o em cada esta´gio e´ dada
por (2.2) e o operador de programac¸a˜o dinaˆmica toma, em S0, a forma de (2.11).
A Figura 5.1 refere-se a` simulac¸a˜o da pol´ıtica o´tima (obtida por meio de PD) para o Exemplo
1. Nela, mostra-se o nu´mero de visitas em func¸a˜o do estoque/de´ficit acumulado. Para cada
n´ıvel de estoque, somou-se o nu´mero de visitas em todos os esta´gios de produc¸a˜o e o resultado
esta´ mostrado graficamente na Figura 5.1. Foram realizadas 1000 (mil) simulac¸o˜es distintas, a
partir de estados iniciais distintos e aleato´rios e contadas as visitas a cada estado n ∈ N . Em
cada uma delas, foram geradas 107 transic¸o˜es aleato´rias. A Figura 5.1 traz o nu´mero me´dio de
visitas a cada estado n ∈ N .
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Fig. 5.1: Exemplo 1: Frequ¨eˆncia de Visitas Seguindo a Pol´ıtica O´tima.
Note na Figura 5.1 que, como esperado, as visitas se concentram em uma regia˜o finita do es-
pac¸o de estados. Trata-se de uma regia˜o de atrac¸a˜o, ou regia˜o de estabilidade. Essa observac¸a˜o
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condiz com o conceito de estabilidade estoca´stica definido no cap´ıtulo 3 e mostra que, de fato, o
n´ıvel de estoque e´ mantido dentro de limites finitos, em horizonte infinito, mediante a aplicac¸a˜o
da pol´ıtica o´tima de controle. No exemplo apresentado, a regia˜o de estabilidade compreende,
aproximadamente, pontos no intervalo bidimensional NF := {−6, . . . , 3} × {−10, . . . , 4}. Ob-
serve ainda que o nu´mero de visitas do sistema a` regia˜oN \NF e´ desprez´ıvel quando comparado
ao nu´mero de visitas a estados no interior da regia˜o NF . Essa constatac¸a˜o ilustra o conceito
de estabilidade estoca´stica em sistemas sujeitos a incertezas.
5.3 Estrate´gias Sub-O´timas
Observando a Figura 5.1, pode-se inferir que a regia˜o mais significativa no espac¸o de estados
do problema e´ a regia˜o de estabilidade. Considerando que os estados pertencentes a essa regia˜o
sa˜o muito mais visitados que os demais em horizonte infinito, independentemente do estado
inicial, pode-se afirmar que eles sa˜o os que mais contribuem para o custo final em horizonte
infinito.
Tendo em vista que os estados na regia˜o de estabilidade sa˜o os que mais influenciam no
custo final e ponderando que a influeˆncia de estados externos a essa regia˜o e´ limitada, pode-se
vislumbrar maneiras de aproximar a influeˆncia desses u´ltimos a fim de se estabelecer estrate´gias
sub-o´timas de controle. O objetivo e´ reduzir o tempo de computac¸a˜o buscando, contudo,
estrate´gias sub-o´timas que apresentem desempenho razoa´vel.
Pol´ıticas sub-o´timas esta´veis, isto e´, pol´ıticas que levem o sistema a` regia˜o de estabilidade
em tempo finito a partir de qualquer estado finito, podem possuir desempenho razoa´vel, de-
pendendo das ac¸o˜es de controle prescritas para os estados no interior da regia˜o de estabilidade.
Argumenta-se que uma boa aproximac¸a˜o na regia˜o SF e´ fundamental, dado que os estados
dessa regia˜o sa˜o mais determinantes do ponto de vista do custo final. Uma vez que a regia˜o de
estabilidade e´ finita, torna-se pratica´vel a possibilidade de se utilizar o operador de PD exato
nesta regia˜o e aproximac¸o˜es na regia˜o cont´ıgua, isto e´, nos estados vizinhos. Assim, pode-se
agregar mais confiabilidade a`s ac¸o˜es de controle obtidas por um dado algoritmo aproximado
para estados pertencentes a` regia˜o de estabilidade. Com relac¸a˜o aos estados externos a essa
regia˜o, a estabilidade da pol´ıtica implementada garante retorno a` regia˜o de estabilidade em
tempo finito.
Cabe ressaltar que a regia˜o de estabilidade, i.e. os estados mais visitados pelo sistema em
horizonte infinito, e´ estabelecida pela pol´ıtica de controle implementada. Portanto, pode-se
esperar que pol´ıticas cuja regia˜o de estabilidade coincida ou englobe a regia˜o de estabilidade da
pol´ıtica o´tima apresentem um bom desempenho. Consequ¨entemente, e´ razoa´vel empregar-se
uma regia˜o de estabilidade ampliada na elaborac¸a˜o de algoritmos sub-o´timos para o problema
P&E. Essa observac¸a˜o e´ levada em considerac¸a˜o no algoritmo aproximado introduzido na pro´-
xima sec¸a˜o.
5.4 Iterac¸a˜o de Valor com Truncamento
A ana´lise da Sec¸a˜o 3.3 permite a definic¸a˜o de procedimentos interessantes na busca de
pol´ıticas esta´veis, de fa´cil coˆmputo mesmo em problemas em grande escala. Uma maneira de
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explorar esses resultados consiste em concentrar a atenc¸a˜o em func¸o˜es candidatas de Foster-
Lypapunov que, apo´s verificac¸a˜o, geram conjuntos recorrentes positivos SF . No interior do
conjunto SF , a aplicac¸a˜o do operador de PD exata leva a uma func¸a˜o valor aproximada que
pode ser obtida por meio de iterac¸o˜es em um domı´nio reduzido: os estados pertencentes a`
regia˜o SF .
A ide´ia e´ estabelecer um conjunto alvo SF e buscar ac¸o˜es de controle sub-o´timas nesse con-
junto. Suponha que, uma vez definido o conjunto alvo, exista ao menos uma pol´ıtica heur´ıstica
que leve o sistema em tempo finito a esse conjunto. Fica claro, portanto, que a definic¸a˜o de
uma pol´ıtica heur´ıstica dessa natureza e´ condic¸a˜o suficiente para estabilidade estoca´stica.
Supondo que o sistema e´ capaz de suprir a demanda, em me´dia, podem existir va´rias
alternativas de pol´ıticas heur´ısticas para baixos n´ıveis de estoque no conjunto S \ SF , ou seja,
estados z ∈ S \ SF : n < nB que satisfac¸am A3. Para altos n´ıveis de estoque, tendo em vista a
existeˆncia de demanda expressa na hipo´tese A2, introduzida na Sec¸a˜o 2.4, existe uma escolha
trivial: paralisar a produc¸a˜o. Uma primeira alternativa para problemas com altos custos de
setup (func¸a˜o g no modelo da Sec¸a˜o 2.4) seria utilizar a seguinte regra de decisa˜o:
jk+1 =


0, se nk > nC
j, se nk < nB, jk = j e ik(j) < IJ ,
j1 {j<J} + 1, se nk < nB, jk = j e ik(j) = IJ .
Isto equivale a continuar a produc¸a˜o do produto que esta´ sendo atualmente conclu´ıdo ate´ o
u´ltimo esta´gio. Ao se concluir a produc¸a˜o desse produto, prossegue-se a produc¸a˜o do produto
seguinte ate´ que esta seja conclu´ıda, e assim por diante. Ao se concluir a produc¸a˜o do produto J ,
recomec¸a-se o ciclo a partir do produto 1 (um). Esse processo continua ate´ que a regia˜o SF seja
alcanc¸ada. Para estados cujo n´ıvel de estoque esteja acima do ma´ximo n´ıvel de estoque da regia˜o
SF , a produc¸a˜o e´ paralisada ate´ que o sistema atinja SF . Trata-se de uma pol´ıtica que apresenta
um nu´mero relativamente pequeno de intervenc¸o˜es no conjunto S \ SF , ao mesmo tempo em
que satisfaz a demanda por ı´tens. Por essa raza˜o, esta pol´ıtica e´ atrativa em problemas com
altos custos de intervenc¸o˜es (setup).
Apresenta-se ainda uma segunda alternativa de pol´tica heur´ıstica para problemas com baixos
custos de intervenc¸a˜o. Essa pol´ıtica usa a seguinte regra de decisa˜o:
jk+1 =
{
0, se nk > nC
j, se nk < nB, e j = min{l : l = arg minnk(j)}.
(5.1)
Esta regra de decisa˜o corresponde a produzir, na regia˜o {z ∈ S \ SF : n < nB}, o produto cujo
n´ıvel de estoque estiver no n´ıvel mais baixo. Em caso de empate, prossegue-se a produc¸a˜o do
produto de menor ı´ndice. Isto e´, o produto 1 (um) tem prioridade sobre o produto 2 (dois) e
assim por diante. Neste cena´rio, pode haver um nu´mero significativo de intervenc¸o˜es na regia˜o
de produc¸a˜o. Por essa raza˜o, essa pol´ıtica e´ indicada para problemas com baixos custos de
intervenc¸a˜o.
Dentro do conjunto SF , a ide´ia e´ ‘imitar’ a pol´ıtica o´tima tanto quanto poss´ıvel, considerando
o conjunto reduzido de informac¸o˜es dispon´ıveis. Quanto melhor for a qualidade das ac¸o˜es
de controle no interior do conjunto SF , menor e´ a func¸a˜o valor dos estados nesse conjunto.
Conjunto este que, em u´ltima instaˆncia, influencia de maneira mais significativa no custo final
do problema.
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Assume-se que a func¸a˜o de custo unita´rio L : S → R e´ monotonicamente na˜o crescente para
estados zk : nk ≺ 0, e monotonicamente na˜o decrescente para estados zk : nk ≻ 0. Assim, dado
que a pol´ıtica heur´ıstica e´ esta´vel e, portanto, satisfaz A3 (vide Teorema 2), verifica-se que a
expressa˜o
E
[
L(nk+t0(n), ik+t0(n), jk+t0(n))|zk = (n, i, j)
]
< L(n, i, j), para todo n /∈ SF . , (5.2)
na qual t0(n) e´ a func¸a˜o definida em A3 e SF e´ determinado pela pol´ıtica heur´ısitica utilizada.
Dessa forma, a func¸a˜o de custo unita´rio L : S → R e´ uma func¸a˜o de Foster/Lyapunov para o
problema.
No procedimento proposto, define-se arbitrariamente um conjunto SF e estabelece-se, no
conjunto S \ SF , uma pol´ıtica heur´ıstica com regia˜o de estabilidade SF . Nessas condic¸o˜es,
L : S → R e´ uma func¸a˜o de Foster-Lyapunov para o problema.
Tendo definido a func¸a˜o de Foster/Lyapunov e a pol´ıtica correspondente fora da regia˜o SF ,
estabelece-se condic¸o˜es de contorno nos estados z /∈ SF a ser utilizada no procedimento de
programac¸a˜o dinaˆmica. No interior da regia˜o SF , aplica-se PD exata, com os elementos da
sec¸a˜o 2.2, de forma a encontrar as ac¸o˜es de controle correspondentes para cada estado z ∈ SF .
Nos experimentos deste trabalho duas alternativas de condic¸a˜o de contorno foram utilizadas,
sendo que ambas sa˜o func¸o˜es de Foster/Lyapunov. A primeira condic¸a˜o de contorno e´ um limite
superior da func¸a˜o valor
V (z) =
∫ ∞
0
e−γtL(z)dt =
L(z)
γ
, z /∈ SF . (5.3)
A segunda condic¸a˜o de contorno proposta e´ menos conservadora, trata-se do custo de estoque
de um per´ıodo, um limite inferior da func¸a˜o valor
V (z) =
{
L(n, i)E{durac¸a˜o de θj i(j)}, ∀z ∈ S
′
L(n, i)E{durac¸a˜o de ∆i}, ∀z ∈ S
0.
(5.4)
Comenta´rio 3. Ao se utilizar a condic¸a˜o de contorno (5.3) esta´-se, de fato, resolvendo ate´ a
otimalidade um problema P&E ‘auxiliar’, no qual o processo entra em um estado absorvente ao
atingir qualquer estado z /∈ SF , pagando-se um custo instantaˆneo L(z) no restante do horizonte
de operac¸a˜o.
Comenta´rio 4. Ao se utilizar a condic¸a˜o de contorno (5.4) esta´-se, de fato, resolvendo ate´ a
otimalidade um problema P&E ‘auxiliar’, no qual o processo entra em um estado absorvente
ao atingir qualquer estado z /∈ SF com custo final dado pelo custo de estoque de um per´ıodo.
5.4.1 Frequ¨eˆncia de Visitas
A fim de ilustrar o me´todo de iterac¸a˜o de valor com truncamento apresentado na Sec¸a˜o
5.4, apresenta-se aqui uma simulac¸a˜o da frequ¨eˆncia de visitas aos estados em S utilizando-
se as pol´ıtica de controle obtida pelo me´todo utilizando-se as condic¸o˜es de contorno (5.3) e
(5.4), respectivamente. Os experimentos apresentados nesta sec¸a˜o sa˜o similares ao experimento
apresentado na Sec¸a˜o 5.2.
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Em todos os exemplos apresentados nesta sec¸a˜o utilizou-se, nos estados externos a SF a
regra de decisa˜o heur´ıstica apresentada na expressa˜o (5.1), sugerida na Sec¸a˜o 5.4.
A Figura 5.2 refere-se ao Exemplo 1, introduzido na Sec¸a˜o 5.2. Na referida simulac¸a˜o, foi
utilizada a condic¸a˜o de contorno (5.3).
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Fig. 5.2: Exemplo 1: Frequ¨eˆncia de Visitas Seguindo Uma Pol´ıtica Sub-O´tima I.
Estabeleceu-se valores arbira´rios nB = −10 e nC = 10 de modo a definir-se uma regia˜o de
estabilidade
SF = NF × I × J0,
sendoNF :=
∏J
j=1{nB, . . . , nC}. As ac¸o˜es de controle no subconjunto SF sa˜o determinadas pelo
me´todo de iterac¸a˜o de valor com truncamento. Observe na Figura 5.2 que, como esperado, as
visitas aos estados do sistema se concentram na regia˜o SF . Assim, fica empiricamente verificado
que a pol´ıtica heur´ıstica aplicada fora da regia˜o SF e´ estabilizante. De fato, as figuras 5.1 e 5.2
sa˜o bastante similares e em ambas fica clara a existeˆncia de uma regia˜o de estabilidade.
A Figura 5.3 mostra a diferenc¸a entre o nu´mero de visitas utilizando a pol´ıtica o´tima e o
nu´mero de visitas do algoritmo com truncamento e condic¸a˜o de contorno (5.3). Note que a
diferenc¸a no nu´mero de visitas e´ func¸a˜o do n´ıvel de estoque do produto 2 (dois), que possui
custo quadra´tico. De maneira geral, a pol´ıtica sub-o´tima apresenta menos visitas a n´ıveis de
estoque menores do produto 2 e mais visitas a n´ıveis de estoque maiores do produto 2. Isso
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indica que a pol´ıtica sub-o´tima e´ mais conservadora, pois tende a manter os n´ıveis de estoque
em patamares maiores que a pol´ıtica o´tima. Isso se deve ao fato de utilizarmos um limitante
superior da func¸a˜o valor o´tima como condic¸a˜o de contorno.
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Fig. 5.3: Exemplo 1: Comparac¸a˜o Entre Pol´ıtica O´tima e Sub-O´tima I.
Nos demais experimentos desta sec¸a˜o, foi utilizada a condic¸a˜o de contorno (5.4). O Exemplo
1 foi simulado utilizando-se a pol´ıtica sub-o´tima obtida pelo algoritmo de iterac¸a˜o de valor com
truncamento. O nu´mero me´dio de visitas e´ apresentado na Figura 5.4.
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Fig. 5.4: Exemplo 1: Frequ¨eˆncia de Visitas Seguindo Uma Pol´ıtica Sub-O´tima II.
A Figura 5.5 mostra a diferenc¸a entre o nu´mero de visitas utilizando a pol´ıtica o´tima e o
nu´mero de visitas do algoritmo com truncamento e condic¸a˜o de contorno (5.4). Note que a
diferenc¸a no nu´mero de visitas e´ func¸a˜o do n´ıvel de estoque do produto 2 (dois), que possui
custo quadra´tico. De maneira geral, a pol´ıtica sub-o´tima apresenta menos visitas a n´ıveis de
estoque maiores do produto 2 e mais visitas a n´ıveis de estoque menores do produto 2. Isso
indica que a pol´ıtica sub-o´tima e´ menos conservadora, pois tende a manter os n´ıveis de estoque
em patamares menores que a pol´ıtica o´tima. Isso se deve ao fato de utilizarmos um limitante
inferior da func¸a˜o valor o´tima como condic¸a˜o de contorno.
5.4.2 Func¸o˜es de Custo Sub-O´timas
Mostra-se, nesta sec¸a˜o, uma comparac¸a˜o entre a func¸a˜o valor o´tima do Exemplo 1, utilizado
para ana´lise neste cap´ıtulo, e as func¸o˜es valor aproximadas, referentes a`s pol´ıticas obtidas pelos
algoritmos com truncamento da Sec¸a˜o 5.4. O objetivo e´ trazer uma comparac¸a˜o de desempenho
entre a pol´ıtica o´tima e as pol´ıticas sub-o´timas esta´veis obtidas pelo algoritmo aproximado
proposto.
A Figura 5.6 mostra a diferenc¸a entre a func¸a˜o valor o´tima e a func¸a˜o valor da pol´ıtica
sub-o´tima obtida por meio do algoritmo de iterac¸a˜o de valor com truncamento, utilizando
a condic¸a˜o de contorno (5.3), no subconjunto S1. Os resultados nos demais subconjuntos
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Fig. 5.5: Exemplo 1: Comparac¸a˜o Entre Pol´ıtica O´tima e Sub-O´tima II.
sa˜o similares e, por essa raza˜o, omitidos. Note no detalhe que o erro ma´ximo percentual
entre as func¸o˜es valor o´tima e sub-o´tima e´ da ordem de 5% na regia˜o de estabilidade SF =
{−10, . . . , 10} × {−10, . . . , 10} × I × J . Esse resultado sugere que o emprego de uma pol´ıtica
heur´ıstica esta´vel no conjunto S \ SF tem efeito limitado na regia˜o de estabilidade SF . Esse
resultado pode ser esperado, uma vez que, como mostra a figura 5.2, a frequ¨eˆncia relativa de
visitas utilizando a pol´ıtica sub-o´tima e´ muito mais significativa na regia˜o SF . Como esperado,
os erros percentuais no conjunto S \SF , onde emprega-se uma pol´ıtica heur´ıstica pura, sa˜o mais
significativos. A importaˆncia relativa desses erros e´, no entanto, pequena, considerando que o
objetivo do controlador e´ fazer com que o sistema evite operar nessa regia˜o.
A Figura 5.7 mostra a diferenc¸a entre a func¸a˜o valor o´tima e a func¸a˜o valor da pol´ıtica
sub-o´tima obtida por meio do algoritmo de iterac¸a˜o de valor com truncamento, utilizando
a condic¸a˜o de contorno (5.4). Observe que o erro ma´ximo na regia˜o de estabilidade SF =
{−10, . . . , 10} × {−10, . . . , 10} × I × J e´ da ordem de 40%. Cabe ressaltar que, no geral, o
desempenho da pol´ıtica sub-o´tima se mante´m razoa´vel na regia˜o de estabilidade. Note ainda
que os erros percentuais sa˜o mais elevados se comparados aos obtidos no experimento anterior, o
que sugere que, no exemplo em questa˜o, condic¸o˜es de contorno mais conservadoras apresentam
melhor desempenho.
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Fig. 5.6: Exemplo 1: Func¸a˜o Valor O´tima × Func¸a˜o Valor Sub-O´tima (em S1) I.
5.5 Considerac¸o˜es Finais e Contextualizac¸a˜o
Apresentou-se neste cap´ıtulo um algoritmo sub-o´timo de iterac¸a˜o de valor com base no
estabelecimento de uma regia˜o de estabilidade arbitra´ria e implementac¸a˜o de uma pol´ıtica
heur´ıstica no subconjunto complementar a` regia˜o de estabilidade. A pol´ıtica heur´ıstica deve ser
definida de modo a trazer o sistema para a regia˜o de estabilidade, a partir de qualquer estado
inicial, em tempo finito. Esse algoritmo possibilita a iterac¸a˜o do operador de programac¸a˜o
dinaˆmica em um subconjunto finito do espac¸o de estados, a regia˜o de estabilidade. Dessa
forma, e´ poss´ıvel obter soluc¸o˜es aproximadas para problemas de grande porte, o que na˜o seria
poss´ıvel utilizando programac¸a˜o dinaˆmica exata, devido ao conhecido mal da dimensionalidade.
Introduziu-se um exemplo nume´rico e foi mostrado que a frequ¨eˆncia relativa de visitas aos
estados, assim como a func¸a˜o valor da pol´ıtica sub-o´tima, se aproximam bastante da frequ¨eˆncia
relativa e da func¸a˜o valor da pol´ıtica o´tima, respectivamente. Os resultados sugerem que uma
condic¸a˜o de contorno mais conservadora apresenta resultados melhores.
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Fig. 5.7: Exemplo 1: Func¸a˜o Valor O´tima × Func¸a˜o Valor Sub-O´tima (em S1) II.
Cap´ıtulo 6
Experimentos Nume´ricos
6.1 Preliminares
Apresenta-se, neste cap´ıtulo, um panorama dos resultados nume´ricos obtidos para um con-
junto de problemas-teste, utilizando-se os me´todos de programac¸a˜o dinaˆmica exata e o algo-
ritmo PDRA com uma arquitetura de aproximac¸a˜o sugerida na Sec¸a˜o 6.2.
Efetua-se uma ana´lise dos resultados a partir de variac¸o˜es dos paraˆmetros do algoritmo
aproximado, assim como comparac¸o˜es entre os resultados obtidos pelos algoritmos exato e
aproximado.
Introduz-se, na Sec¸a˜o 6.3, os exemplos nume´ricos utilizados nas ana´lises contidas neste
cap´ıtulo. Prossegue-se com experimentos nume´ricos destinados a avaliar as propriedades do
algoritmo aproximado.
6.2 Me´todos PDRA Para Problemas P&E
O primeiro passo na definic¸a˜o de um algoritmo PDRA para o problema P&E e´ o estabe-
lecimento de uma arquitetura de aproximac¸a˜o arbitra´ria. Opta-se, neste trabalho, por utilizar
uma aproximac¸a˜o polinomial em func¸a˜o da varia´vel de estoque/de´ficit. De acordo com a ter-
minologia utilizada na a´rea, esse tipo arquitetura de aproximac¸a˜o pode ser vista como uma
arquitetura linear. Assim, a func¸a˜o valor aproximada pode ser vista como uma combinac¸a˜o
linear de func¸o˜es-base polinomiais. Cada func¸a˜o base e´ um polinoˆmio na varia´vel de esto-
que/de´ficit n. Os paraˆmetros da arquitetura sa˜o os coeficientes dos polinoˆmios utilizados.
Resultados preliminares utilizando esse tipo de aproximac¸a˜o em problemas P&E de um item
foram relatados em (Arruda, do Val e Almudevar 2005).
A maneira encontrada para aproximar a func¸a˜o valor V em func¸a˜o apenas da varia´vel de
estoque n e´ a de se estabelecer aproximac¸o˜es polinomiais distintas para cada esta´gio de produc¸a˜o
i ∈ I. Embora os coeficientes associados a cada polinoˆmio possam diferir para cada esta´gio
i ∈ I, a arquitetura de aproximac¸a˜o, i.e. os polinoˆmios-base, permanece constante. Uma vez
que a regia˜o de interesse e´ a regia˜o de estabilidade induzida pela pol´ıtica de controle, emprega-se
uma representac¸a˜o exata para os estados no interior do conjunto
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SF = NF × I × J0, (6.1)
sendo que NF :=
∏J
j=1{nB, . . . , nC} e nB e nC sa˜o valores arbitra´rios. Nos estados externos
a` regia˜o SF emprega-se a aproximac¸a˜o polinomial descrita acima. Como mencionado anteri-
ormente, define-se a` priori uma aproximac¸a˜o polinomial para cada esta´gio de produc¸a˜o i ∈ I.
Obviamente, a arquitetura de aproximac¸a˜o permanece constante durante uma execuc¸a˜o com-
pleta do algoritmo.
Para todo subconjunto Sj, j ∈ J0 e esta´gio de produc¸a˜o i ∈ I, a func¸a˜o valor aproximada
e´ dada por uma soma de polinoˆmios de ordem ρj em func¸a˜o dos n´ıveis de estoque de cada
produto j ∈ J . Se n ∈ NF , utiliza-se representac¸a˜o exata, caso contra´rio, utiliza-se a func¸a˜o
valor aproximada descrita acima. Pode-se, portanto, escrever:
V(n, i, j) =


w′1P (n1, ρ1) + . . . + w
′
JP (nn, ρJ) + w
′
J+1, z /∈ SF
V (n, i), s ∈ SF
z ∈ Sj. (6.2)
sendo wj = [wjρj wj(ρj−1) wj1]
′, j ≤ J ; wJ+1 um escalar finito e P (nj, ρ) = [n
ρ
j n
ρ−1
j . . . n
1
j ].
Vale ressaltar que os vetores de peso wj, j ∈ J sa˜o diferentes em cada subconjunto S
j.
Cabe agora definir o operador de projec¸a˜o PA a ser utilizado a fim de se calcular os coefici-
entes da equac¸a˜o (6.2). Utiliza-se como medida de erro quadra´tico me´dio e calcula-se, a cada
iterac¸a˜o, os coeficientes wj que minimizam o erro quadra´tico me´dio entre os custos obtidos pelo
operador de PD T e a aproximac¸a˜o correspondente em um subconjunto finito de S, denominado
conjunto de amostragem. Assim, o operador de projec¸a˜o PA e´ o operador de minimizac¸a˜o do
erro quadra´tico me´dio entre o conjunto amostra e os elementos da arquitetura de aproximac¸a˜o.
Por simplicidade, opta-se pela utilizac¸a˜o de um conjunto de amostragem constante durante a
execuc¸a˜o do algoritmo aproximado. A minimizac¸a˜o de erros quadra´ticos e´ realizada por meio
de uma sub-rotina de decomposic¸a˜o por valores singulares. Vale ressaltar que o uso de normas
euclidianas ponderadas e´ perfeitamente compat´ıvel com a referida sub-rotina. Para mais in-
formac¸o˜es sobre o decomposic¸a˜o por valores singulares, recomenda-se consultar (Golub e van
Loan 1996).
Para cada esta´gio i ∈ I e subconjunto Sj, o subconjunto de amostragem e´ um subcon-
junto de SA := NA × i × j, doravante denominado SA. A fim de se estabelecer NA, define-se
previamente um limite ma´ximo de estados para esse conjunto, denotado por ss. Sa˜o enta˜o
selecionados ss estados igualmente espac¸ados em N para compor NA, sendo exclu´ıdos todos
os elementos que pertenc¸am a NF . Um pseudo-co´digo para o procedimento PDRA proposto e´
apresentado no Algoritmo 3.
6.2.1 Notas Sobre o Algoritmo PDRA
Vale ressaltar que o algoritmo PDRA apresentado na Sec¸a˜o anterior na˜o garante, por si so´,
estabilidade da pol´ıtica de controle sub-o´tima, como e´ o caso do algoritmo de iterac¸a˜o de valor
com truncamento introduzido na Sec¸a˜o 5.4. Isso se deve ao fato de que as ac¸o˜es de controle
sa˜o obtidas diretamente da func¸a˜o valor aproximada, de acordo com a Equac¸a˜o (4.5).
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Algoritmo 3 Algoritmo PDRA
Passo 1 Estabelecer valores wj iniciais para todo i ∈ I e V
0(n, i) = V 0(n, i) para todo z ∈ SF
Passo 2 Calcular TVk(z), para todo z ∈ SF e todo z ∈ SA.
Passo 3 Para todo i ∈ I e todo subconjunto SJ
• Vk(n, i, j) = TV(n, i, j), ∀z ∈ SF
• Determinar os pesos wj, por meio de minimizac¸a˜o (ponderada) de erros quadra´ticos
nos pontos de amostragem z ∈ SA.
• Fazer
Vk(n, i, j) =
{
w′1P (n1, ρ1) + . . . + w
′
JP (nn, ρJ) + w
′
J+1, z /∈ SF
V (n, i), z ∈ SF
Fim Para
Passo 4 Se Crite´rio de Parada
• Estabelecer ac¸o˜es de controle
• PARAR
Caso Contra´rio Retornar ao Passo 2
Fim Se
Este problema pode ser contornado por meio da implementac¸a˜o de uma pol´ıtica heur´ıstica
que confere estabilidade ao sistema, no subconjunto complementar a uma regia˜o de estabilidade
arbitra´ria, como sugerido na Sec¸a˜o 5.4. Na regia˜o de estabilidade arbitrada, pode-se utilizar
as ac¸o˜es de controle obtidas por meio da aplicac¸a˜o da expressa˜o (4.5). Dessa forma, obte´m-se
uma pol´ıtica sub-o´tima esta´vel, ao mesmo tempo em que as ac¸o˜es de controle da regia˜o de
estabilidade sa˜o determinadas pelo algoritmo PDRA.
6.3 Dados dos Exemplos Nume´ricos
Os exemplos apresentados sa˜o problemas h´ıbridos de dois produtos, com deciso˜es a tempo
cont´ınuo em S0, nos moldes da Sec¸a˜o 2.4.1. Os dados de custo referentes aos problemas es-
tudados sa˜o apresentados na Tabela 6.1. Ja´ as durac¸o˜es dos esta´gios de produc¸a˜o em S ′ sa˜o
apresentados nas Tabelas 6.2 e 6.3.
Como mencionado na Sec¸a˜o 5.2, as distribuic¸o˜es de demanda sa˜o constru´ıdas a partir de
um processo cla´ssico de chegada poissoniana. Assume-se que as chegadas de demanda para
cada produto j sa˜o independentes e ocorrem em tempo cont´ınuo, a uma taxa constante δj > 0.
Os pedidos individuais de cada produto formam uma sequ¨eˆncia de varia´veis independentes
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Tab. 6.1: Paraˆmetros dos Exemplos Nume´ricos.
Exemplo γ I1 I2 η1 η2 β1 β2 L(n) g(z, z¯)
Caso A 0.15 6 4 5 5 10 20 10|n1|+ n
2
2 10
Caso B 0.15 6 4 5 5 10 20 10|n1|+ 10|n2| 10
Caso C 0.15 6 4 5 5 10 20 n21 + n
2
2 + 5|n2| 2.5
Caso D 0.25 5 5 1 2 5 8 n21 + n
2
2 10
Caso E 0.25 5 5 1 2 5 8 n21 + n
2
2 + 5|n2| 2.5
Caso F 0.25 5 5 1 2 5 8 n21 + 5|n1|+ n
2
2 + 5|n2| 10
Tab. 6.2: Durac¸a˜o dos Esta´gios nos Exemplos Nume´ricos.
Produto 1 Produto 2
Exemplo Esta´gios Esta´gios
1 2 3 4 5 6 1 2 3 4
Caso A 0.40 0.50 0.60 0.10 0.15 0.05 0.40 0.60 0.50 0.30
Caso B 0.40 0.50 0.60 0.10 0.15 0.05 0.40 0.60 0.50 0.30
Caso C 0.40 0.50 0.60 0.10 0.15 0.05 0.40 0.60 0.50 0.30
Tab. 6.3: Durac¸a˜o dos Esta´gios nos Exemplos Nume´ricos.
Produto 1 Produto 2
Exemplo Esta´gios Esta´gios
1 2 3 4 5 1 2 3 4 5
Caso D 0.20 0.25 0.35 0.30 0.40 0.35 0.30 0.33 0.27 0.25
Caso E 0.20 0.25 0.35 0.30 0.40 0.35 0.30 0.33 0.27 0.25
Caso F 0.20 0.25 0.35 0.30 0.40 0.35 0.30 0.33 0.27 0.25
e identicamente distribu´ıdas (iid). As taxas de demanda por cada produto, assim como as
distribuic¸o˜es dos pedidos individuais, sa˜o mostradas nas Tabelas 6.4 e 6.5.
Vale relembrar da Sec¸a˜o 5.2 que, para todo subconjunto de produc¸a˜o Sj, j = 1, 2, e todo
esta´gio de produc¸a˜o i(j) ∈ Ij, obte´m-se a distribuic¸a˜o final de demanda para cada classe de
produtos a partir da taxa de chegada de demanda e da durac¸a˜o do esta´gio de produc¸a˜o. O
processo de obtenc¸a˜o das probabilidades de transic¸a˜o e´ aquele introduzido na Sec¸a˜o 5.2, com
precisa˜o ρjk > 0.05.
No subconjunto de paralisac¸a˜o S0, define-se o instante de inspec¸a˜o como sendo o instante
de chegada do primeiro pedido. Assim, a medida de transic¸a˜o em cada esta´gio de produc¸a˜o e´
dada por (2.2) e o operador de programac¸a˜o dinaˆmica toma, em S0, a forma de (2.11).
6.4 Pol´ıticas O´timas 60
Tab. 6.4: Distribuic¸o˜es de Demanda Para os Exemplos Nume´ricos.
Exemplo Produto 1
λ1 p
1
1 p
1
2 p
1
3
Caso A 0.3 0.4167 0.4167 0.1667
Caso B 0.3 0.4167 0.4167 0.1667
Caso C 0.3 0.4167 0.4167 0.1667
Exemplo Produto 2
λ2 p
2
1 p
2
2 p
2
3 p
2
4 p
2
5 p
2
6
Caso A 0.3 0.0964 0.237 0.3151 0.237 0.0964 0.0182
Caso B 0.3 0.0964 0.237 0.3151 0.237 0.0964 0.0182
Caso C 0.3 0.0964 0.237 0.3151 0.237 0.0964 0.0182
Tab. 6.5: Distribuic¸o˜es de Demanda Para os Exemplos Nume´ricos.
Exemplo Produto 1
λ1 p
1
1 p
1
2 p
1
3 p
1
4
Caso D 0.3 0.265625 0.390625 0.265625 0.078125
Caso E 0.3 0.265625 0.390625 0.265625 0.078125
Caso F 0.3 0.265625 0.390625 0.265625 0.078125
Exemplo Produto 2
λ2 p
2
1 p
2
2 p
2
3 p
2
4 p
2
5 p
2
6
Caso D 0.3 0.096354 0.236979 0.315104 0.236979 0.096354 0.018229
Caso E 0.3 0.096354 0.236979 0.315104 0.236979 0.096354 0.018229
Caso F 0.3 0.096354 0.236979 0.315104 0.236979 0.096354 0.018229
6.4 Pol´ıticas O´timas
As Figuras 6.1-6.2 mostram as pol´ıticas de controle o´timas para os Casos A e B da Sec¸a˜o
6.3, respectivamente. Esses exemplos sa˜o apresentados no intuito de se mostrar a estrutura
ba´sica da pol´ıtica o´tima em problemas P&E. Os eixos horizontais representam os n´ıveis de
estoque de cada um dos produtos e o eixo vertical traz as ac¸o˜es de controle o´tima. A fim de
poder representar graficamente as ac¸o˜es de controle para cada estado do sistema, cada n´ıvel de
estoque de um determinado produto j e´ discretizado em IJ pontos, de acordo com o esta´gio de
produc¸a˜o do produto j. Por exemplo, se o produto j tem dois esta´gios de produc¸a˜o, o n´ıvel
de estoque nj sera´ representado pelos pontos nj e nj + 0.5. O primeiro ponto corresponde ao
primeiro esta´gio de produc¸a˜o e o segundo ponto representa o segundo esta´gio de produc¸a˜o.
Dessa forma, cada par (nj, ij) esta´ representado pelo ponto nj +
ij−1
Ij
.
Para cada exemplo, treˆs figuras sa˜o apresentadas, cada qual indicando as ac¸o˜es de controle
em um subconjunto Sj, j ∈ {0, 1, 2} do sistema. No subconjunto Sj, deve-se implementar as
ac¸o˜es de controle uj. Vale lembrar que o sistema se encontra paralisado em S
0 e produzindo
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o produto j em Sj, j ∈ {1, 2}. Nas Figuras 6.1-6.2 abaixo, uj = 0 indica que o sistema
deve ser paralisado. Logo, se uj = 0 e j 6= 0, uma intervenc¸a˜o deve ser aplicada ao sistema,
transferindo-o de Sj para S0. Analogamente, uj = 1 indica que o sistema deve produzir o
produto 1 e uj = 2 indica que o sistema deve produzir o produto 2; naturalmente, intervenc¸o˜es
devem ser aplicadas sempre que uj 6= j, j 6= 0.
Observe nas Figuras 6.1-6.2 que todo subconjunto (S1, S2, S0) possui duas regio˜es distintas:
• Uma regia˜o de intervenc¸a˜o, na qual a pol´ıtica o´tima e´ transferir o sistema para um dos
demais subconjuntos.
• Uma regia˜o de na˜o intervenc¸a˜o, na qual a pol´ıtica o´tima e´ na˜o intervir no sistema
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Fig. 6.1: Pol´ıtica O´tima Para o Caso A.
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Fig. 6.2: Pol´ıtica O´tima Para o Caso B.
6.5 Programac¸a˜o Dinaˆmica Com Representac¸a˜o Aproximada 64
Observe tambe´m que podem existir intersecc¸o˜es entre as regio˜es de na˜o intervenc¸a˜o de mais
de um subconjuntos Sj. Isso significa que podem existir pares (n, i) para os quais a pol´ıtica
o´tima e´ de na˜o intervenc¸a˜o em mais de um subconjunto. Isso acontece devido a` existeˆncia de
um custo de intervenc¸a˜o. Ora, podem existir situac¸o˜es em que a soma do custo final de um
estado destino z′ = (n, i, j′) de menor func¸a˜o valor com o custo de intervenc¸a˜o g(z, z′) supere
a func¸a˜o valor no estado de partida z = (n, i, j). Nesse caso, a pol´ıtica o´tima prescreveria na˜o
intervenc¸a˜o tanto em Sj quanto em Sj
′
para o par (n, i).
A Tabela 6.6 mostra os tempos de execuc¸a˜o do algoritmo de programac¸a˜o dinaˆmica para os
Casos A-F. Utilizou-se N−j = −146 e N
+
j = 54 para todo j ∈ J . Todas as simulac¸a˜o relatadas
neste cap´ıtulo foram realizadas em um computador com processador Pentium 4, 2.8 GHz e 768
MB-RAM.
Tab. 6.6: Tempo de Execuc¸a˜o do Algoritmo PD
Exemplo Tempo (s)
Caso A 1347
Caso B 1459
Caso C 1470
Caso D 1364
Caso E 1364
Caso F 1441
6.5 Programac¸a˜o Dinaˆmica Com Representac¸a˜o Aproxi-
mada
Mostra-se, nesta sec¸a˜o, os resultados obtidos para os exemplos da Sec¸a˜o 6.3, utilizando-se
os me´todos aproximados da Sec¸a˜o 6.2 - Algoritmo 3. A Figura 6.3 conte´m a func¸a˜o valor o´tima
e a func¸a˜o aproximada obtida pelo algoritmo PDRA sem ponderac¸a˜o, para o subconjunto S1,
no Caso A. Os resultados nos demais subconjuntos (S2 e S0) sa˜o similares e foram omitidos
aqui. Os resultados na Figura 6.3 foram obtidos utilizando-se os paraˆmetros ss = 100 (sample
size), nB = −10 e nC = 10 e uma aproximac¸a˜o polinomial de ordem 2, isto e´ ρ1 = ρ2 = 2 na
equac¸a˜o (6.2).
A Tabela 6.7 conte´m os erros quadra´ticos (%) me´dios, erros ma´ximos (%), tempo de exe-
cuc¸a˜o do algoritmo PDRA, ordem da aproximac¸a˜o polinomial (nos exemplos apresentados,
utiliza-se sempre o mesmo valor para os graus polinomiais ρ1 e ρ2 na equac¸a˜o (6.2). Os erros
quadra´ticos me´dios e erros ma´ximos sa˜o calculados na regia˜o SF induzida pelos valores nB e
nC e expressa em (6.1). Esses erros sa˜o calculados com relac¸a˜o a` func¸a˜o valor o´tima obtida por
meio de programac¸a˜o dinaˆmica.
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Fig. 6.3: Func¸a˜o Valor e Aproximac¸o˜es Para o Caso A - S1
Tab. 6.7: Resultados Para o Algoritmo Sem Ponderac¸a˜o
Exemplo Ordem do Pol. Er. Quad. Me´dio(%) Er. Max. (%) Tempo (s)
Caso A 2 1,0142 99,07 25
3 0,5736 99,04 42
4 0,5119 99,03 62
Caso B 2 1,3185 219,10 25
3 0.3735 114,96 38
4 0,3592 113,82 58
Caso C 2 1,0723 98,97 29
3 1,0722 98,97 41
4 1,0723 98,97 63
Caso D 2 0,7090 89,90 28
3 0,7089 89,89 44
4 0,7089 89,89 60
Caso E 2 0,6633 89,81 38
3 0,6672 89,81 56
4 0,6672 89,81 73
Caso F 2 0,6115 89,83 46
3 0,6966 90,41 76
4 0,6992 90,41 100
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Note na Tabela 6.7 que ocorre, em geral, uma melhora de desempenho a` medida em que
se aumenta o grau do polinoˆmio de aproximac¸a˜o. Em outros casos, um aumento do grau do
polinoˆmio na˜o implica em melhoria do desempenho. Observe tambe´m que polinoˆmios de ordem
maior requerem, como se poderia esperar, maior tempo de execuc¸a˜o. Comparando-se a u´ltima
coluna da Tabela 6.7 com a coluna correspondente na Tabela 6.6, verifica-se que o algoritmo
aproximado e´ significativamente mais ra´pido que o exato.
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Fig. 6.4: Algoritmo Ponderado: Func¸a˜o Valor e Aproximac¸o˜es Para o Caso A - S1
Embora os erros quadra´ticos me´dios relatados na Tabela 6.7 sejam satisfato´rios, verifica-se
que o erro ma´ximo apresenta valores bem altos. Isso se deve ao fato de que valores maiores
de custo sa˜o mais significativos do ponto de vista de erro quadra´tico. Assim, a minimizac¸a˜o
de erros quadra´ticos tende a aproximar melhor func¸o˜es valor de magnitude maior, o que causa
um erro percentual acentuada nas regio˜es de baixo n´ıvel de estoque, como a regia˜o arbitra´ria
SF . A fim de melhorar o desempenho em SF , introduz-se um algoritmo aproximado que utiliza
uma norma ponderada, destinada a atribuir maior peso a`s func¸o˜es valor de menor magnitude,
e expressa na forma:
ωk(n, i) =
1
Vk(n,i)∑
j∈χ
1
Vk(n,i)
, (n, i) ∈ χ
sendo χ o conjunto de estados-amostra.
A Figura 6.4 conte´m a func¸a˜o valor o´tima e a func¸a˜o aproximada obtida pelo algoritmo
PDRA com ponderac¸a˜o, no subconjunto S1, para o Caso A. Os resultados nos demais sub-
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Tab. 6.8: Resultados Para o Algoritmo Ponderado
Exemplo Ordem do Pol. Er. Quad. Me´dio(%) Er. Max. (%) Tempo (s)
Caso A 2 0,0311 38,61 41
3 0,0195 64,41 47
4 0,0590 58,02 81
Caso B 2 0,7601 167,12 41
3 0.2701 98,31 57
4 0,2820 102,38 76
Caso C 2 0,0492 79,99 56
3 0,0134 33,90 97
4 0,0055 29,37 106
Caso D 2 0,2090 83,94 60
3 0,0027 10,09 64
4 0,0739 80,20 106
Caso E 2 0,0021 14,80 54
3 0,0014 11,33 80
4 0,0005 7,37 92
Caso F 2 0,0069 19,73 63
3 0,0108 22,91 66
4 0,0075 20,56 95
conjuntos (S2 e S0) sa˜o similares e foram omitidas aqui. Os paraˆmetros do algoritmo sa˜o os
mesmos utilizados no algoritmo na˜o ponderado. Por meio de comparac¸a˜o entre as figuras 6.3
e 6.4, nota-se que o algoritmo ponderado apresenta oscilac¸o˜es bem menores na regia˜o SF . Re-
pare tambe´m que a aproximac¸a˜o obtida pelo algoritmo ponderado e´ claramente superior a`quela
obtida pelo algoritmo sem ponderac¸a˜o.
Os experimentos da Tabela 6.7 foram repetidos utilizando-se o algoritmo ponderado e os
resultados sa˜o apresentados na Tabela 6.8. Observe na Tabela 6.8 que o algoritmo ponderado
possui um desempenho significativamente melhor em termos de erro ma´ximo na regia˜o SF . A
melhoria de desempenho e´ obtida a custo de um acre´scimo no tempo de execuc¸a˜o do algoritmo
em relac¸a˜o ao algoritmo sem ponderac¸a˜o. Na˜o obstante, o algoritmo ponderado permanece
significativamente mais ra´pido que o algoritmo exato (comparar com o tempo de execuc¸a˜o na
primeira linha da Tabela 6.6). Tambe´m pode-se observar a tendeˆncia de melhoria de desem-
penho do algoritmo ao se utilizar polinoˆmios de ordem maior. No entanto, em alguns casos
o desempenho do algoritmo piora ao se utilizar aproximac¸o˜es de ordem maior. Isso se deve a`
tendeˆncia de termos de ordem maior introduzirem maior erro nume´rico. Essa tendeˆncia e´ com-
pensada quando termos de ordem maior melhoram a precisa˜o da aproximac¸a˜o de uma maneira
mais significativa. Caso contra´rio, esses erros podem piorar a qualidade da aproximac¸a˜o em
relac¸a˜o a polinoˆmios de ordem menor, como e´ o caso em alguns dos experimentos relatados
na Tabela 6.8. Naturalmente, polinoˆmios de ordem maior tendem a tornar o algoritmo um
pouco mais lento. Dado que o desempenho do algoritmo ponderado e´, em geral, melhor que o
do algoritmo sem ponderac¸a˜o, este sera´ utilizado nos demais experimentos apresentados nesta
sec¸a˜o.
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O pro´ximo experimento apresentado nesta sec¸a˜o visa ilustrar a influeˆncia do nu´mero de
estados de amostragem utilizados no desempenho do algoritmo aproximado. Simula-se o Caso
A, utilizando-se polinoˆmios de aproximac¸a˜o de ordem 2, nB = −10, nC = 10. O paraˆmetro ss
e´ variado e os resultados obtidos sa˜o descritos na Tabela 6.9.
Tab. 6.9: Variac¸o˜es de ss Para o Algoritmo Ponderado
ss Er. Quad. Me´dio(%) Er. Max. (%) Tempo (s)
100 0,0311 38,61 41
225 0,0766 69,66 68
400 0,0560 62,01 124
625 0,0293 39,68 160
900 0,0338 47,13 203
Observe na Tabela 6.9 que o aumento do nu´mero de estados de amostragem na˜o constitui,
por si so´, uma garantia de melhora de desempenho do algoritmo. De fato, foram verificadas
apenas oscilac¸o˜es no erro quadra´tico me´dio, com melhora apenas quando ss = 625.
No u´ltimo experimento apresentado nesta sec¸a˜o, sa˜o variados os paraˆmetros nB e nC .
Utiliza-se o Caso A como problema de estudo com ss = 100. Para efeito de comparac¸a˜o
com os demais experimentos, os erros sa˜o calculados no subconjunto fixo S˜ = N˜ ×I ×J , com
N˜ =
∏j
j=1{−10, . . . , 10}. Repare que S˜ coincide com SF quando nB = −10 e nC = 10, como e´
o caso nas simulac¸o˜es anteriores; para os demais Casos na Tabela 6.10, S˜ ⊂ SF .
Tab. 6.10: Variac¸o˜es de nB e nC Para o Algoritmo Ponderado
nB nC Er. Quad. Me´dio(%) Er. Max. (%) Tempo (s)
-10 10 0,0311 38,61 41
-15 15 0,0507 53,91 83
-20 20 0,0001 6,66 214
-25 25 0 0,1123 331
-30 30 0 0,0086 440
Repare que ha´ uma tendeˆncia de melhora na soluc¸a˜o aproximada a` medida que a regia˜o SF
e´ estendida. A qualidade da soluc¸a˜o aproximada melhora sensivelmente no subconjunto S˜, e
para os dois u´ltimos casos da Tabela 6.10 obte´m-se praticamente a func¸a˜o valor o´tima nesse
subconjunto. Esse fato reforc¸a a ide´ia de que os estados mais distantes do estoque zero teˆm
influeˆncia limitada na func¸a˜o valor dos estados pro´ximos a essa regia˜o, notadamente na regia˜o
de estabilidade induzida pela pol´ıtica de controle.
6.6 Considerac¸o˜es Finais
Sugeriu-se, um esquema de aproximac¸a˜o polinomial a ser utilizado em conjunto com um
algoritmo de PDRA. Apresentou-se um pseudo-co´digo do algoritmo em questa˜o, utilizando
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representac¸a˜o exata em um subconjunto do espac¸o de estados, no intuito de conferir mais
confiabilidade a`s soluc¸o˜es sub-o´timas obtidas na regia˜o pro´xima ao estado de estoque nulo.
Foram apresentados experimentos nume´ricos destinados a ilustrar o desempenho do algo-
ritmo de PDRA, utilizando-se a arquitetura de aproximac¸a˜o polinomial introduzida na Sec¸a˜o
6.2. Foi efetuada tambe´m uma ana´lise de sensibilidade do algoritmo com relac¸a˜o aos paraˆmetros
de aproximac¸a˜o utilizados.
Os resultados nume´ricos obtidos demonstram reduc¸a˜o significativa no tempo de convergeˆn-
cia do algoritmo PDRA com relac¸a˜o ao algoritmo cla´ssico de iterac¸a˜o de valor. A qualidade
das soluc¸o˜es aproximadas obtidas foi analisada e verificou-se um desempenho razoa´vel dos al-
goritmos de PDRA propostos na regia˜o de baixos n´ıveis de estoque/de´ficit.
As simulac¸o˜es sugerem que a utilizac¸a˜o de um esquema de ponderac¸a˜o, com base na func¸a˜o
valor aproximada no procedimento de obtenc¸a˜o dos pesos a cada iterac¸a˜o, tende a introduzir
mais confiabilidade ao algoritmo. Os resultados obtidos sugerem uma melhora significativa
da aproximac¸a˜o na regia˜o de baixos n´ıveis de estoque/de´ficit, em relac¸a˜o ao algoritmo sem
ponderac¸a˜o.
Cap´ıtulo 7
Considerac¸o˜es Finais
Introduziu-se nesta tese um modelo discreto para o problema de Produc¸a˜o e Estoque com
va´rios produtos e mu´ltiplos esta´gios de produc¸a˜o. O modelo apresentado pode ser visto como
uma discretizac¸a˜o a eventos de um modelo de processo markoviano determin´ıstico por partes
(PMDP). O modelo apresentado na˜o se restringe a processos de chegada de demanda poissoni-
anos e acomoda processos de chegada quaisquer. Ale´m disso, o modelo introduzido permite a
divisa˜o do processo de produc¸a˜o em esta´gios bem definidos que, uma vez iniciados, na˜o podem
ser paralisados. Isso traz mais flexibilidade ao decisor e torna o modelo mais adequado para
processos de produc¸a˜o que apresentem essas caracter´ısticas. Temos assim, um modelo bas-
tante geral com relac¸a˜o aos modelos encontrados na literatura, que incorpora a possibilidade
de divisa˜o do processo de produc¸a˜o em va´rios esta´gios.
Ale´m das vantagens ja´ mencionadas, o problema de controle por intervenc¸o˜es associado ao
modelo apresentado pode ser resolvido por meio de programac¸a˜o dinaˆmica discreta, ao passo
que a soluc¸a˜o de PMDP’s e´ obtida por processos mais complexos, como a resoluc¸a˜o de equac¸o˜es
de viscosidade (integro-diferenciais).
Infelizmente, associado ao procedimento conciso e elegante de programac¸a˜o dinaˆmica esta´ o
conhecido mal da dimensionalidade, isto e´, a impossibilidade de obter soluc¸o˜es para problemas
de grande porte, com nu´mero bastante elevado de estados de Markov, possivelmente infinitos.
Assim, no intuito de tornar poss´ıvel a obtenc¸a˜o de soluc¸o˜es sub-o´timas para problemas P&E de
grande porte, esta tese desenvolveu-se em duas frentes. Primeiro concentrou-se as atenc¸o˜es em
conceitos de estabilidade estoca´stica, tornando poss´ıvel a definic¸a˜o de procedimentos destinados
a obter soluc¸o˜es sub-o´timas estocasticamente esta´veis. Num segundo momento, concentrou-se
a atenc¸a˜o em algoritmos de programac¸a˜o dinaˆmica aproximada, a partir de uma arquitetura
de aproximac¸a˜o fixa.
Apresentou-se condic¸o˜es necessa´rias e suficientes para a estabilidade estoca´stica do sistema
estudado. A partir desses resultados, e´ poss´ıvel definir pol´ıticas heur´ısticas de controle no
exterior de uma regia˜o de estabilidade estabelecida a` priori de forma a garantir estabilidade
estoca´stica. Isso permite iterar o operador de programac¸a˜o dinaˆmica apenas na regia˜o de
estabilidade desejada, utilizando-se condic¸o˜es de contorno definidas a` priori. Os resultados
para alguns sistemas de produc¸a˜o de dois produtos sugerem o bom desempenho de pol´ıticas de
controle assim estabelecidas na regia˜o de estabilidade desejada.
No campo de algoritmos de programac¸a˜o dinaˆmica aproximada, alguns novos resultados
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teo´ricos foram obtidos neste trabalho. Os resultados pre´vios existentes na literatura mostram
a possibilidade de divergeˆncia de algoritmos de programac¸a˜o aproximada com representac¸a˜o
parame´trica (aproximada) da func¸a˜o valor. Os algoritmos com convergeˆncia garantida sa˜o as-
sociados a arquiteturas de aproximac¸a˜o particulares, especialmente desenhadas para garantir a
estabilidade do algoritmo aproximado. Ale´m disso, esses algoritmos na˜o possuem garantia de
desempenho, isto e´, nada se pode inferir sobre a soluc¸a˜o obtida. Introduziu-se nesta tese um
algoritmo com representac¸a˜o parame´trica, que converge para qualquer arquitetura de aproxi-
mac¸a˜o arbitra´ria. Ale´m disso, a resposta do algoritmo, isto e´, a soluc¸a˜o aproximada obtida por
este, foi caracterizada como um ponto fixo do operador de programac¸a˜o dinaˆmica com relac¸a˜o
a uma norma de subconjunto.
Para o problema P&E estudado, sugeriu-se uma arquitetura de aproximac¸a˜o polinomial, com
representac¸a˜o exata em um conjunto de estados pro´ximos a` regia˜o de estoque nulo. Efetuou-
se experimentos nume´ricos a fim de avaliar o desempenho do algoritmo aproximado, ale´m de
ana´lises de sensibilidade com relac¸a˜o aos paraˆmetros. Os resultados sugerem a adequac¸a˜o da
arquitetura de aproximac¸a˜o proposta a problemas P&E com func¸o˜es de custo de estoque/de´ficit
polinomiais. Esses resultados mostram, ale´m disso, que o algoritmo aproximado obte´m resul-
tados mais confia´veis para os estados com representac¸a˜o exata.
Como perspectivas para trabalhos futuros, pode-se buscar resultados equivalentes em termos
de estabilidade estoca´stica para processos a tempo cont´ınuo, notadamente processos markovi-
anos determin´ısticos por partes (PMDP). Uma extensa˜o natural desta tese envolve a generali-
zac¸a˜o do modelo apresentado para problemas multi-produto com operac¸a˜o de va´rias ma´quinas.
Outra perspectiva nessa a´rea inclui o emprego de controle por horizonte retrocedente nos es-
tados da regia˜o de estabilidade estoca´stica do problema. Essa abordagem tambe´m se aplica,
naturalmente, a processos de decisa˜o markovianos (PDM).
Na a´rea de estabilidade programac¸a˜o dinaˆmica aproximada, novas caracterizac¸o˜es podem
ser buscadas para o ponto fixo do algoritmo aproximado introduzido nesta tese. Pode-se,
ale´m disso, investigar a relac¸a˜o entre soluc¸o˜es obtidas para normas de subconjunto distintas.
Existe tambe´m o potencial para investigar outros algoritmos com propriedades de convergeˆncia
similares, no intuito de se buscar algoritmos com pontos de acumulac¸a˜o pro´ximos a´ soluc¸a˜o
o´tima do problema.
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Apeˆndice A
Algoritmos Convergentes Baseados Em
Projec¸o˜es Na˜o Expansivas
Apresenta-se, neste apeˆndice, um resumo dos resultados acerca da convergeˆncia de ope-
radores de projec¸a˜o na˜o expansivos contidos em (Gordon 1995). Com o propo´sito de facili-
tar a leitura, apresenta-se abaixo a definia˜o de mapeamentos na˜o expansivos encontrada em
(Gordon 1995).
Definic¸a˜o 6. Seja S um espac¸o vetorial completo com norma || · ||. A func¸a˜o f : S → S e´ um
mapeamento na˜o expansivo ou uma na˜o-expansa˜o se, para todos os pontos a e b pertencentes
a S,
||f(a)− f(b)|| ≤ ||a− b||.
Claramente, todo mapeamento contrativo e´ tambe´m um mapeamento na˜o expansivo. O
principal resultado obtido por (Gordon 1995) e´ expresso no seguinte teorema, cuja demonstrac¸a˜o
e´ trivial.
Teorema 4. Seja T o operador de PD para algum PDM com taxa de desconto γ < 1. Seja
A uma arquitetura de aproximac¸a˜o com mapeamento PA. Suponha que PA e´ um operador na˜o
expansivo em norma infinita. Enta˜o PA ◦ T tem um fator de contrac¸a˜o γ; assim o algoritmo
de iterac¸a˜o de valor aproximada converge em norma infinita a uma taxa γ quando aplicado a
esse PDM.
A partir desse resultado, introduz-se a definic¸a˜o de mediadores: operadores de projec¸a˜o que
satisfazem a definic¸a˜o 6, aos quais o Teorema 4 se aplica. Essa definic¸a˜o encontra-se transcrita
abaixo.
Definic¸a˜o 7. Um esquema de aproximac¸a˜o e´ um mediador se todo valor aproximado e´ a
me´dia ponderada de zero ou mais valores-alvo and possivelmente algumas constantes pre´-
determinadas. Os pesos envolvidos no ca´lculo da func¸a˜o aproximada V(x) podem depender
do conjunto de amostragem M , mas na˜o podem depender dos valores-alvo V (y) nesse conjunto
de amostragem. Mais precisamente, para um conjunto M fixo, se S tem n elementos, devem
existir n nu´meros reais ki, n
2 nu´meros reais na˜o negativos βij, e n escalares na˜o negativos βi,
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tais que para todo i ∈ S, tem-se
βi +
∑
j∈S
βij = 1
e
V(x) = βxkx +
∑
y∈S
βxyV (y).
A maior parte dos valores βxy sa˜o normalmente nulos. Em particular βxy deve ser zero se
j /∈M .
Da definic¸a˜o acima verifica-se que, para mediadores, o valor aproximado em um dado estado
e´ uma me´dia ponderada dos valores-alvo, sendo que os pesos sa˜o determinados pela distaˆncias
entre os estados, na˜o sendo portanto, afetadas pelos valores-alvo V (y), y ∈ M . O u´ltimo
teorema desse apeˆndice e´ uma clara aplicac¸a˜o do Teorema 4 aos operadores de projec¸a˜o aqui
denominados mediadores.
Teorema 5. O mapeamento PA associado a um mediador A e´ uma na˜o-expansa˜o em norma in-
finita; logo o algoritmo de iterac¸a˜o de valor aproximado A converge quando aplicado a qualquer
MDP descontado.
O algoritmo convergente derivado do Teorema 5 pode ser visto como um caso particular do
Algoritmo 2 da Sec¸a˜o 4.6.2, sem o procedimento de controle de expansa˜o (passo). O pseudo
co´digo para um algoritmo iterado na classe de projec¸o˜es na˜o expansivas e´ apresentado abaixo.
Algoritmo 4 Algoritmo PDRA Convergente Para Na˜o-Expanso˜es
Passo 0 In´ıcio
1. Escolha σ ∈ (θ, 1), m ≥ 1
2. Estabelec¸a a toleraˆncia tol = δ
3. Escolha V0 ∈ A
4. k ← 0
Passo 1 Atualizac¸a˜o
1. k ← k + 1
2. Vk ← PA(TVk−1)
Passo 3 Teste de Convergeˆncia
Se( y ≤ tol ) Parar
Caso contra´rio Voltar ao Passo 1
