This article presents a memory efficient algorithm for accurately calculating the isotopic fine structures of molecules. Treating individual isotopic species of a molecule as different mass states, we introduce the concept of transitions between mass states and represent all mass states of the molecule in a hierarchical structure. We show that there exists a simple relationship between two different mass states at two different levels of the hierarchical structure. This allows us to efficiently and accurately compute both the mass and the abundance of every mass state of a small to medium-sized molecule, whose gross structures include small number of fine structures. A truncated calculation of this algorithm can be applied to calculate a majority of isotopic species (99.99% of cumulative abundance) of a large
T o successfully interpret experimental mass spectrometry data, it is necessary to calculate the theoretical "continuous" isotopic envelope of a molecule for comparison. One strategy of the theoretical calculation is to first calculate the theoretical isotopic distribution, i.e., a set of the discrete isotopic species (each isotopic species has its own mass, abundance, and composition), and the theoretical isotopic envelope can be generated by convoluting the isotopic distributions with a peak shape function (e.g., Gaussian or CauchyLorentz function) that accounts for instrument resolution. Another strategy is to inherently integrate the peak shape function to the calculation and directly generate the isotopic envelope. The former strategy is used in polynomial-based methods and the latter is used in Fourier transform-based methods (for more information of these methods, vide infra). Earlier mass spectrometry instruments could only deal with small molecules due to the difficulty of ionization of large molecules. It is easy to interpret the experimental spectra of a small molecule because its isotopic distribution is simple. The invention of electrospray ionization (ESI) [1] and matrix-assisted laser desorption/ionization (MALDI) [2] have made mass spectrometry of large biological molecules (e.g., proteins) possible [3, 4] . However, isotopic distribution/envelope becomes more complicated as the mass of the molecule increases. In fact, the abundance of the monoisotopic species of a large molecule (Ͼ100,000 Da) becomes vanishingly low, and is generally not observed. Moreover, a single isotopic species does not dominate in the isotopic distribution of such large molecules [5] . Furthermore, individual low abundance isotopic species contribute substantially to the isotopic distribution of large molecules. For instance, the most abundant isotopic species of bovine insulin is within the M ϩ 2 nominal mass, however, the experimental highest peak is the M ϩ 3 at low-resolution of m/⌬m 50% 30,000 because there are more isotopic species within M ϩ 3 than within M ϩ 2 [6] . With the improvement of instrument resolution, the isotopic fine structures of large molecules can be observed. Not only the mass and the abundance, but the isotopic composition information is necessary to characterize the experimental spectra, such as the isotopic species assignment [7] . Moreover, it is theoretically important to discuss the calculation of the mass, abundance, and the isotopic composition of each isotopic species of a molecule.
The calculation of the isotopic distribution/envelope has been extensively studied since 1960. Starting from probability theory-based methods [8, 9] and mechanical methods [10, 11] for small molecules, it gradually evolved to polynomial expansion methods [12] [13] [14] , which include a general fundamental principal for any molecule: the entire isotopic species of a molecule can be mathematically expressed in a concise and compact polynomial form:
where m ij and p ij are the mass and the abundance of the jth isotope of the ith element, respectively; n i is the number of all atoms of the ith element. Based on this polynomial representation, many stepwise calculation methods [15] [16] [17] [18] [19] [20] have been proposed. All of these polynomial-based methods could theoretically compute the exact isotopic distribution of any molecule, i.e., "infinite" resolution, but fail for large molecules in practice because the number of isotopic species of a large molecule could be immense (due to combinatorial explosion with the increase of molecule weight To calculate the exact mass and the exact abundance of every isotopic species of a molecule, polynomial-based methods need to keep all isotopic species of the molecule in memory simultaneously. Hence these methods require memory that is usually not available on modern personal computers. For example, more than 4000 gigabytes of RAM are required to compute the isotopic distribution of bovine insulin. To deal with the memory problem, stepwise methods used the pruning technique [15] each time an atom [20] or an element [15] or a hypothetical atom cluster [19] is added to only keep those isotopic species with abundances above a user defined threshold. Therefore, a direct consequence of pruning is that some species are missing. Moreover, possibly the deletion of a low abundance isotopic species at an early step could result in the deletion of one or more high abundance (greater than the threshold) isotopic species in subsequent steps. Although the masses and the abundances of remaining isotopic species are still exact, those missing isotopic species could result in significant distortion of the isotopic envelope especially for large molecules [21] .
On the other hand, based on the convolution theorem, Rockwood and colleagues developed Fourier transform-based methods [21] [22] [23] [24] to directly calculate the theoretic isotopic envelope. These Fourier transformbased methods are conceptually independent of polynomialbased methods, although they can be connected with each other [22] . One of the strengths of Fourier transformbased methods is that they do not suffer from the combinatorial explosion in the polynomial-based methods. Only a number of sampling data points (e.g., 2048) is needed to calculate the whole isotopic envelope at the resolution of ϳ10 5 . When zooming into a limited mass range, using an array size of 2048 data points can achieve a resolution of 290,000,000 [24] . Therefore, Fourier transform-based methods are very efficient in memory. Moreover, the integrated abundance and the centroids of the calculated peaks are very close to theoretical value. In addition, by taking the advantage of fast Fourier transform algorithm, Fourier transformbased methods are computationally very fast. Because of these advantages, Fourier transform-based methods are superb at handling large molecules. For example, when calculating a DNA oligomer of molecular mass Ͼ123 kDa, the calculation completed in less than one second at a resolution of ϳ400,000 while an array size of only 4096 double precision points was used [21] . Compared to polynomial-based methods, the peak profile resulting from Fourier transform-based methods can be directly compared to the experimental isotopic envelope without requiring the additional computational time and effort of convoluting the peak width function to each isotopic species. One major drawback of Fourier transform-based methods is that they lose the isotopic composition information of each isotopic species. There is inherently a resolution parameter associated with the peak profile, which can result in a degradation of resolution of individual isotopic species. Rockwood et al. investigated the isotopic composition within each nominal mass peak [25] . The accurate mass and accurate abundance of the nominal mass could be calculated from the isotopic composition information. Still, the isotopic composition information of individual isotopic species is still missing.
There are another stepwise method [26] and an approximate method [27] to calculate the nominal peaks. Conversely, these methods do not provide the isotopic fine structure information of a molecule, and such information is required to fit experimental data from Fourier transform (see Figure 2 ) and sector instruments.
Inspired by the fine structure of atomic spectra and the transitions between different energy states in atomic physics, we developed a new method to accurately calculate the isotopic species of a molecule in a memory efficient way. We represent all isotopic species as different mass states, each of which is associated with a "configuration number" -its isotopic composition. The monoisotopic mass state is called the ground state, and the others are all excited states. Herein all mass states of a molecule can form a hierarchical structure that serves as a base for our simple recursive algorithm to calculate the entire isotopic distribution of the molecule.
Transition Theory and Algorithm
In atomic physics, a set of quantum numbers are associated with the energy states of the atom. The main electron shells of atoms, which are symbolized by the principal quantum number n, correspond to the gross structure of line spectra; the fine structures are caused by spin-orbit (which are symbolized by s and l, respectively) coupling and describe the splitting of the spectral lines of atoms.
The monoisotopic peak of a molecule has a unique elemental composition, i.e., all hydrogen are 1 H, all carbons are 12 C, etc. At approximately integer multiples of ϳ1 Da higher in nominal mass, there are more than one isotopic composition which have the same nucleon number but differ by a few mDa. For example, at the nominal mass ϳ2 Da higher than the monoisotopic mass, the isotopic composition could be obtained by the change from two 12 C in monoisotopic composition to two 13 C, or two 14 N to two 15 N, or one 12 C to 13 C and one 14 N to one 15 N, and so on. By analogy, we use the nucleon number and the configuration number (isotopic composition) to define the isotopic gross structure and the isotopic fine structure of a molecule, respectively. All isotopic species of the molecule are considered as different mass states. Suppose for each mass state, its isotopic composition (which we call configuration number) is
where n ij stands for the number of the jth isotope for the ith element in the molecule. The isotopes (separated by the commas) of each element (separated by the semicolons) are sorted by their nucleon numbers, it means that n i1 is the lightest isotope of the ith element, n i2 is the second lightest isotope, and so on. The corresponding nucleon number, mass, and abundance of the mass state are A, m, and p, respectively:
where n i ϭ ͚j n ij , i.e., the number of atoms of the ith element; A ij , m ij , and p ij are the nucleon number, the mass, and the abundance of the ith isotope for the jth element, respectively. We term each possible nucleon number A as a gross structure, which includes a set of fine structures, i.e., all mass states of the same nucleon number but different configuration numbers. Specifically, the mass state which consists of the lightest isotopes for all elements, i.e., [n 1 , 0, 0, . . . ; n 2 , 0, 0, . . . ; . . .] is referred to as the ground state, and the others are all excited states. Each molecule only has one ground state. Those mass states whose nucleon number is exactly one more than ground state are the first excited states, mass states of exactly two more nucleon numbers than ground state are the second excited states, and so on. Finally, there is only one highest excited-state, in which all of atoms are the heaviest isotopes for each element.
For example, carbon monoxide (CO) has four gross structures, i.e., 28, 29, 30, and 31, if we only consider the stable isotopes 12 C, 13 C, 16 O, 17 O, 18 O, and ignore unstable isotopes such as 14 Figure 1 .
If we arrange all of mass states by nucleon number, they form a hierarchical structure (see Figure 1 ). The top level (level 0) only contains the lightest isotope (ground state) of that molecule; the bottom level only contains the heaviest isotope (highest excited-state) of that molecule. The nucleon number difference between any two adjacent levels is one. This hierarchical relationship, as shown later, allows the mass and the abundances of each mass state to be quickly computed in a memory efficient way.
Two variables are necessary to characterize both the isotopic gross structures and the isotopic fine struc- tures. An isotopic fine structure denotes one individual mass state and is associated with its mass and abundance. An isotopic gross structure denotes one level and is associated with two statistics of the mass states within that level: (a) the average mass of all mass states weighted by their abundance and (b) the sum of the abundance of all mass states.
The hierarchical structure and the selection rule allow us to easily compute the mass and the abundance of each mass state. Let us start from level 0, which only includes the ground state for any molecule. The probability of the ground state can be simply written as
where p i1 is the abundance of the lightest (or first) isotope of the ith element. In logarithm space, it becomes:
The mass of ground state can be simplified to:
Because of the selection rule, the composition of the two mass states of occurring transition change very little, i.e., from ͓· · · ; · · · ,n ij , · · · , n ij' , · · · ; · · ·͔ to ͓· · · ; · · · , n ij Ϫ 1, · · · , n ij' ϩ 1,· · · ; · · · ͔. Starting from level 1, the following recursive formulas are used to calculate the mass and probability:
In logarithm space, the probability formula becomes
ϩ log 10 n ij ϩ log 10 p ij ' Ϫ log 10 n ij ' Ϫ log 10 p ij (10) These recursive formulas are similar to Yergey's method [15] , where they are applied to a single element. They allow us to avoid repeatedly calculating the factorial (the factorial evaluations often cause overflow for large whole numbers) and the exponential part in eq 4 for each state.
Discrete isotopic species could not compare with experimental spectra directly. We generate the theoretical isotopic envelope for comparison by convoluting a peak shape function to the discrete isotopic species. The most often used peak shape functions are the Gaussian function and the Cauchy-Lorentz function. The contribution of each isotopic species (it mass is m k and abundance is p k ) to the whole envelope can be calculated by:
Where and ␥ are the parameters of the Gaussian and Cauchy-Lorentz functions, respectively, which are used to control the width of the peak. Their full width at half maximum are (ln 256) 1/2 and 2␥, respectively. Therefore, their resolutions defined by R ϭ m/⌬m 50% are m k /((ln 256) 1/2 ) and m k /2␥, respectively. The final form of the formula to calculate the theoretical isotopic envelope is:
where N is the normalization to experimental spectra. In practice, to generate a experiment-comparable envelope, we take a number of equal-interval points within a chosen mass range (e.g., the left bound is 1 Da less than the mass of the lightest isotope species and the right bound is 1 Da more than the mass of the highest isotope species; the masses of these two species are easily calculated), then use equations above to calculate the corresponding abundance at each point. Note, here these sampling data points have nothing to do with the resolution. In the Fourier transform-based method, the sampling data points are related to the resolution: the more the sampling data points, the higher the resolution.
Results and Discussion
We applied our new algorithm to human neuropeptide substance P with two additional protons (C 63 H 100 N 18 O 13 S) and the theoretical calculated isotopic envelope at the resolution of m/⌬m 50% 800,000 agrees with the experimental data well; see Figure 2 . C 63 H 100 N 18 O 13 S has 51,582,720 individual isotopic species spread across 212 levels, and it only takes about 40 min for our algorithm to generate the whole isotopic distribution on Intel Core2 Duo CPU@2.0GHz machine with 2 gigabytes of RAM. As a comparison, the latest published isoDalton program [20] ran out of memory on the same machine (isoDalton was downloaded from MATLAB Central File Exchange that was submitted on 07/30/2007, http://www.mathworks. com/matlabcentral/fileexchange/loadFile.do?objectId ϭ 15,752).
For any transition in our algorithm, only the mass difference between two different isotopes of the same element is added to get the new mass, and the same is applied to the logarithm of the abundance. We can easily compute the abundance and the mass of the ground state using eqs 6 and 7. The remaining mass states can be iteratively computed from the ground state using eqs 9 and 10. For example, the first excited states in level one can be calculated based on the ground state; the second excited states in level two can be calculated based on the first excited states, and so on.
Moreover, compared with previous polynomialbased methods, our method improves the memory efficiency by dispersing the whole mass state set to different levels when calculating the discrete isotopic species. Most of the time we only need to keep two adjacent levels in the memory during the whole calculation process (for those elements whose isotopes are not continuous, for example, sulfur has 32 S, 33 S, 34 S, and 36 S, but no stable 35 S, three levels have to be kept in the memory to compensate the jump from 34 S to 36 S). As a result, the number of mass states stored in the memory is much smaller than the size of the whole mass state set. Note that the number of states at each level starts with one at the level including only ground state, it first increases with the depth of the level, then decreases, and eventually becomes one at the bottom level containing only the highest excited-state. Therefore, the isotopic distributions of large molecules can be accurately computed on a typical personal computer. For instance, molecule C 100,000 H 200,000 (1,301,870 Da) has 10,000,200,001 different mass states, which are spread across 200,001 levels. Previous polynomial-based meth- Figure 3 . The calculated isotopic distribution in the first 12 main levels (including 13,382 mass states) for bovine insulin (totally 1563,613,904,160 mass states dispersed into 871 levels), these 12 main levels have already represented 99.99% abundance of the whole isotopic species. The inset panel shows all of five states in Level 1: the upper part is the absolute abundance for each state and the lower part is the logarithm of the absolute abundance; the isotopic change for each state relative to the ground state is also shown. Figure 2 . The theoretical calculated isotopic envelope (dotted line) generated from our algorithm (with Cauchy-Lorentz peak function) and the Fourier transform-ion cyclotron resonance mass spectrum (solid line) of human neuropeptide substance P with two additional protons. Only M ϩ 1, M ϩ 2, M ϩ 3, and M ϩ 4 are shown; M has no fine structure. The resolution for the theoretical calculated envelope is m/⌬m 50% 800,000.
ods will run out of memory to calculate the whole isotopic distribution. In our method, the maximum number of the mass states in a level is only 100,001. Hence, our method requires only several megabytes of memory for this molecule.
Although our algorithm significantly saves memory, it does not completely solve the memory problem because the number of the mass states at a single level could still be too large to be kept in the memory. For example, the maximum number of the mass states in a single level of bovine insulin is 4.1 ϫ 10 9 . A machine with 2 gigabytes of RAM could not compute the whole isotopic distribution. Hence we also offer a truncation option to calculate the major mass states of molecules. It is based on the observation that the first few levels in the hierarchical structure include most high abundance isotopic species of a molecule because the isotopic abundances of main group elements are heavily biased to the lightest isotopes, e.g., about 98.93% carbon atoms are 12 C. Therefore, there exists a level G so that the abundance of any mass state beyond level G is very close to zero, and at the same time the sum of the abundances of the mass states beyond level G is also close to zero. We can terminate the computation at this level and truncate the other levels. For example, in the hierarchical structure of bovine insulin there are in total 871 levels and 1563,613,904,160 mass states. However, the mass states in the first 12 levels (including 13,382 mass states) have already represented 99.99% of the cumulative probability distribution (see Figure 3) . As mentioned in the introduction, previous pruning techniques discard the isotopic species with low abundances at each level (sometimes even the isotopic species with high abundances are discarded), which results in distortion of the whole isotopic envelope. In our algorithm, every isotopic species in each level before truncation is retained; therefore we can avoid the distortion problem. This truncation reduces a significant portion of the calculation time. For instance, it takes less than one second to calculate the first 12 levels of bovine insulin. The truncation level G can be determined by the cumulative abundance from level zero to level G. Our experience is that cumulative abundance 99.9% is enough to generate a high quality isotopic envelope. In addition, the truncated calculation also saves the storage space. Although only the mass states in two or three levels are needed to be kept in memory, all computed mass states need to be output onto hard disk. The reasons for output onto hard disk will be explained as below. The more the mass states of a molecule, the larger the storage space needed. For example, saving all mass states of bovine insulin in binary format needs more than 8 terabytes space (ASCII format need more), but saving the mass states in first 12 levels only need ϳ150 kilobytes space. Usually the number of the mass states in the single level is small if the elements in the molecule have one or two isotopes, such as carbon or hydrogen or nitrogen. The truncation method can deal with this kind of "simple" molecules to several hundreds of kilodaltons. If the molecule consists of multiple-isotope elements like oxygen and sulfur, the number of the mass states in each level can rapidly increase with the molecular weight. We calculated different proteins in the IPI Human database [28] (ver. 3.31) and found, conservatively speaking, that the truncation method can deal with proteins up to 20 kDa on a personal computer.
The whole isotopic envelope could be generated on-the-fly: each time we obtain a new isotopic species, eq 11 or eq 12 is used to calculate the contribution of this species. In practice, we use the following two-step procedure to calculate the isotopic envelope. First we output the isotopic species to a file on the disk, then sort them by the mass (sometimes it is mandatory to save the mass, abundance, and composition information of individual isotopic species on the hard disk). For example, such information is used in the assignment of fine structure [7] . Sorting can be done quickly (usually less than one second) because those isotopic species have been semi-sorted by the level during the calculation. At the second step, the envelope is generated on-the-fly by loading the sorted isotopic species one by one, which saves a lot of memory because only the sampling data points are kept in the memory. This two-step procedure improves the speed as well. It will take longer time to compute all sampling points in the mass range when using eq 11 or eq 12 to calculate the contribution of single isotopic species. However, given that the peak function has the limited width at a certain resolution, only a portion of sampling points (e.g., the points within Ϯ5 of central mass if we use Gaussian function) need to be calculated. Moreover, Ϯ5 boundary for each isotopic species could be anchored efficiently because all of isotopic species have already been sorted. This is especially efficient for high-resolution cases because the width of peak function is small. For instance, it takes 68.17 s to calculate the isotopic envelope of C 10,000 H 10,000 at the resolution of 10 4 , while 7.3 s at the resolution of 10 7 for the same sample points (mass range: [130078 Da, 130213 Da], interval 0.0001 Da).
We compared our method with two other programs. One is the IsoPro [29] , which implemented Yergey's algorithm [15] , another is Mercury (kindly provided by Professor Rockwood), which incorporated a highresolution profile-mode Fourier transform algorithm [21] and an ultrahigh resolution Fourier transform algorithm [24] . Although IsoPro does not provide exact calculation time, in our experience it is fast to deal with small and medium (Ͻ10,000 Da) peptides/proteins. For example, both the calculation of peak list and the generation of envelope of bovine insulin are done within 1 s. We did not use IsoPro to calculate large molecules because pruning used by polynomial-based methods including IsoPro can result in severe distortion, which has been discussed in [21] . The calculation time and memory usage for calculating a medium molecule C 254 H 377 N 65 O 75 S 6 and a large molecule C 10,000 H 10,000 using Mercury with default parameters and our truncated cal-culation, respectively, are listed in the Table 1 . At the resolution of ϳ10 5 , Mercury is too fast to record a reliable length of time. However, at the resolution Ͼ10 7 , our method needs less time (Mercury code needs to be modified to use a larger array to get higher resolution. For example, the resolution is ϳ60,000 when calculating bovine insulin using the current array of 2048. The resolution can be reached ϳ10 8 if using an array of size ϳ16 M. This, however, will increase the calculation time (personal communications with Professor Rockwood). The calculation time in the second step of our algorithm (calculating the envelope) will decrease dramatically with the increase of resolution because high-resolution requires fewer points around each isotopic species. Mercury is more efficient in memory because it only requires a number of sampling data points (2048 in current version, i.e., ϳ5 kilobytes memory) is needed. In the second envelope generation step of our method, it can reach the same efficiency by using the same number of sampling data points to Mercury, while in the truncated calculation of isotopic species, usually ϳ1 megabytes memory is used.
Our current implement can calculate the theoretical isotopic distribution of protein molecules, which include the elements of C, H, O, N, and S. The program was written in Cϩϩ and tested on Linux. It is freely available under the GNU Lesser General Public License (http://www.cs.brandeis.edu/ϳhong/software.htm).
Conclusions
We developed a memory efficient algorithm for accurately calculating the entire isotopic fine structures of large molecules, on which previous methods run out of memory. The truncation option is offered to calculate the major isotopic fine structures and reduce the calculation time. 
